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SUMMARY 
In this thesis the critical behaviour of the 2 dimensional q-state Potts 
model is studied. An important tool in this study is the real-space renorma-
lization method. 
Already for many years, 2 dimensional models play an important role in 
the theory of critical phenomena and phase transitions; e.g. via the Onsager 
(1944) solution of the Ising model and the Baxter (1971) solution of the 
8-vertex model. Recently 2 dimensional models also gained interest because 
the 2-dimensional world became experimentally accessible; an increasing number 
of experiments are known new in which 2 dimensional critical behaviour is 
realised. Examples are: superfluidity in thin He-films, the roughening 
transition in crystal surfaces (which is of interest for crystal growth) and 
monolayer adsorption of gasses on substrates (e.g. helium or krypton on 
graphite). 
The q-state Potts model is related to a large number of other models 
(chapter 2). For q = 2 it reduces to the Ising model and for q = 1 one obtains 
the Percolation model. For q = 3 the model describes the so-called Jl χ /3 
transition that is observed in the adsorption experiments on graphite. Also 
the model maps (for arbitrary q) onto the Ice model (at a temperature T(q)). 
Via this mapping the Potts model is related to the 8-vertex and Ashkin-Teller 
model; more precisely, it are the critical points of these 3 models that map 
onto each other. 
At a critical point the free energy becomes singular. With respect to 
the temperature it behaves as 
f -У. ІТ - Τ \P'/yT (D 
The main result of this thesis is the conjecture that the critical exponent 
ρ 
у- of the Potts model is exactly given by: 
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for q <_4 with eos y = j Jq (3) 
For q > 4 the transition in the Potts model is first-order (Baxter 1973.bj. 
This conjecture implies that in the 3-state Potts model (i.e. the 
adsorption experiments on graphite), the specific heat diverges with the 
critical exponent α = 1/3 (a - 2 - 2/y„)i and in the 4-state Potts model with 
α = 2/3. For the Percolation model it yields that the correlation length 
diverges at the percolation threshold with the exponent ν = 4/3 (ν = 1/yJì. 
For the conjecture 3 ingredients are essential (chapter 4): 
(i) The mappings (already mentioned above) that map critical points of the 
Potts, Ashkin-Teller and 8-vertex model onto each other. One may consider 
these models to have a common critical line. Setting Τ / Τ however 
corresponds to leaving this line along a direction that depends on the model 
one considers. Each model (i.e. each direction) has its own critical exponent 
denoted respectively Ъу y-, y„ and y„ . 
(ii) Along this critical line (which is a so-called fixed line) the critical 
QU 
exponents vary continuously. The variation of the critical exponent j/_ is 
known exactly via the Baxter solution of the 8-vertex model. The concept of 
weak scaling assîmes that the critical exponents (for different directions) 
can (along the whole fixed line) be expressed in each other via simple 
relations. 
8V (iii) Via a comparison of the exact values for г/_ with the approximately 
p 
known values for y at corresponding critical points one finds strong evidence 
for the simple relation 
(yPT - 3) (y8/ - 2) = 3 (4) 
от/ 
which yields eq. (2) since yT = 2ρ/ιτ. 
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Especially the values obtained via de Kadanoff Lowerbound Renormalization 
Transformation (chapter 3) strongly support eq. 4 (up to q = 3). This R.T., 
introduced by Kadanoff (197b) leads to results, both for the critical 
exponents and critical temperature that are much more accurate than those 
obtained by R.T. 's using for example cumulant or cluster expansions. For the 
Ising model (i.e. the Potts model at q = 2) one finds for example a - 0.0017 
(exact a - 0). For other values of q one finds values for the exponents that 
are close to simple rationale: in the Percolation model ν = l/y„ = 1.342 and 
for the 3-е tate Potts model a = 2 - 2/y = 0.336S. 
The R.T. however also shows a defect. For q > 4 the transition in the 
Potts model is first-order (Baxter 1973.b). The R.T. fails to describe the 
Potts model correctly at q > 4; for all q the transition is found to remain 
second-order. The R.T. is not entirely wrong at q - 4. As discussed in 
chapter 3 it shows at q = 4 a bifurcation phenomenon that can be interpreted 
as signalling the cross-over to the first-order transition. Moreover this 
ρ 
bifurcation phenomenon is connected with the value y^4) = 3/2 for the 
temperature exponent (which agrees with the conjecture of eq. (2)). 
Not only the applications of the Kad.Lowerb.R.T. have been studied. The 
variational aspects of this R.T. have also been subject of research (chapter 
3 and appendix I). 
A R.T. is not unique. On the contrary there is a large amount of freedom 
in the construction of it via the choice of the weight function. In the 
derivation of the flow equations one usually needs to make approximations. 
The result is that one specific R.T. can be more accurate than another. The 
Kadanoff Lowerb. R.T. is an example of a R.T. in which the freedom in weight 
function is still present in the flow equations via a free parameter. The 
problem is how to choose a suitable criterium that determines the optimal 
value for this parameter. 
Π 
Kadanoff has proposed a variational criterium for his Lowerb.R.T. which 
leads to the remarkable accurate results as mentioned above. These results are 
obtained when the criterium is only applied at_ the fixed point. In a more 
systematical approach in which also the variation of the free parameter around 
the fixed point is taken into account, one finds that only transitions that 
are weaker than second-order (a < 0) and first-order transitions can be 
described correctly (appendix I). For this reason the numerical accuracy of 
the Kadanoff method remains a bit of a puzzle. 
In addition to the Kadanoff criterium also another method to determine 
an optimal value for the free parameter is described in chapter 3. This 
method does not suffer from the internal inconsistency of the Kadanoff 
criterium. It leads to values which for q <_ 3 are only somewhat less accurate. 
At q = 4 this second criterium turns out to be superior. 
This thesis is organised as follows. Chapter 1 serves as an introduction 
into the theory of critical phenomena. In chapter 2 several models that are 
closely related to the Potts model are discussed. In chapter 2 (and appendix 
I) the Kadanoff Lowerb.R.T. is studied and its results with respect to the 
ρ 
Potts model are discussed. The conjecture for the critical exponent z/_ (eq. 2) 
is obtained in chapter 4. It is shown in appendix II and III that the relation 
ship between the Potts, Ashkin-Teller and 8-vertex model as discussed in 
chapter 4 for square lattices also holds for arbitrary planar lattices. More­
over it is proven (in appendix III) that the critical exponents of the Potts 
and Ashkin-Teller model are lattice independent. 
Chapter 3 and 4 and appendix I have been published earlier in Physica 
and The Journal of Physics A. To the paper of chapter 4 a paragraph is added 
in which some recent developments concerning the conjecture of eq. (2) are 
discussed. 
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CHAPTER 1 
Phase Transitions and Critical Phenomena 
This chapter serves as an introduction into the field of 
•phase transitions and criticai phenomena. First the singular 
behaviour of the thermodynamic quantities at the critical 
point is described in a phenomenological way. The critical 
exponents are defined with respect to the so-called scaling 
fields (which are the variables in a standardized version of 
the phase diagram). Also the concept of the special direction 
is discussed. The Potts model is defined in §2. In §3 the 
universality of critical exponents is discussed. The uni-
versality classes included in the 2 dimensional Potts model 
are mentioned. The critical exponents obey equalities. This 
feature, also referred to as scaling, leads to the homo-
geneity postulates for the free energy and the correlation 
functions. The implications of this postulates are discussed 
in 54. Finally an introduction into real-space renormalization 
theory is given in 55. 
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§1 Phase diagrams - critical exponents 
The fervomagnetia and gas-liquid phase diagram are discussed briefly. The 
standard form of the phase diagram is introduced. The most important critical 
exponents are defined. Further the role of the so-called special direction 
with respect to the singularities that are found in the thermodynamic quanti­
ties is discussed. Finally some examples of more complex phase diagrams are 
given. 
l.a. The phase diagram for ferromagnets 
At low temperatures materials like iron, nickel and cobalt show a spon­
taneous magnetization. The magnetization decreases when the temperature is 
increased and vanishes at the Curie temperature Τ . Above this critical point 
the material behaves paramagnetic. It shows a linear response to a magnetic 
field h. This in contrast to the Τ < Τ region where the magnetization jumps 
when the magnetic field is reversed. In this region two phases (with positive 
and negative magnetization) coexist in case of an easy axis ferromagnet . 
A phase diagram is a plot of the locus of such coexistence points. Figure 
1.1.a. exhibits an example in the (h,T) plane. 
The magnetization along the coexistence line is called the order para­
meter, which in the present case can take two values. At the critical point 
the order parameter becomes zero. There the distinction between the 2 phases 
disappears. 
At Τ the susceptibility χ^ and the specific heat C, diverge. When the 
с Τ η 
critical point is approached along the h = 0 line, they behave as 
xT <\. |T - T J "Y , с ь ^ | т - т с Г а (1.1.1) 
γ and α are examples of critical exponents. For an easy axis ferromagnet the 
best estimates are: а = 0.11, γ = 1.24. 
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l.b. The liquid-gas phase diagram 
The phase diagram for the liquid-gas transition (in H O , CO , Xe etc.) 
has a similar shape (fig. 1.1b). Here the order parameter is associated to 
the jump in the density at the line of boiling points. At the critical point 
again the specific heat and compressibility (the analogue of the susceptibi­
lity) diverge 
K„, ^  τ - Τ 
Τ ' с
1 , С ^ Τ 
ν ' 
(1.1.2) 
The critical exponents γ and α are the same as for the ferromagnet. These 
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values are found when the critical point is approached along the analogue 
of the T-axis in the ferromagnet, i.e. along the coexistence line for 
Τ < Τ and for Τ > Τ along its continuation: the dashed line (in fig. 1.1b). 
This direction is usually referred to as the special direction (Griffiths 
and Wheeler 1970). It is not difficult to show that this direction corre­
sponds to the critical isochoor (see e.g. Sengers 1976). 
In the ferromagnet the specific heat C, (fixed magnetic field strength) 
h 
and С (fixed magnetization) diverge both with the same (weak) exponent 
ш 
In the gas-liquid however С (fixed pressure) diverges strongly: 
с л, |τ - τ Γ γ (1.1.3) 
P с' 
with γ the same exponent as for К . Notice that in fig. 1.1b the direction 
corresponding to variation of the temperature while keeping Ρ fixed does 
not coincide with the special direction. This in contrast to the ferromagnet. 
I.e. The standard phase diagram 
For the description of the singularities at Τ in the thermodynamic 
quantities it is convenient to standardize the phase diagram. Instead of 
(h,T) or (Ρ,Τ), new coordinates (u,,, u_), called scaling fields are intro-
H τ 
duced. See fig. 1.1c. The critical point is situated at u = u = 0, and the 
η 1 
coexistence line at u = 0, u < 0. So the u -axis is the special direction. 
H T τ 
In the magnetic case, a natural choice for the u -axis is u ^ h. In the 
Η ri 
gas liquid however the choice of u is not obvious. As we will see, the 
Η 
choice of u is in fact not unique. 
η 
l.d. Critical exponents - thermodynamic behaviour 
The thermodynamic behaviour around the critical point can now be 
described in terms of the scaling fields. The magnetic language is used. 
The special direction plays an essential role in the type of singularity 
that is found (Griffiths and Wheeler 1970). Here this role will only be 
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described. An explanation for it will be given in §4 by means of the homo­
geneity postulates. 
Consider the free energy density f(u , u ). At the critical point it 
π Γ 
consists of a regular and a singular part. Along the special direction, 
u^ = 0 the singular part behaves as 
d/y 
f ^ A T|u T| T (1.1.4) 
A,^  is an amplitude that depends on the sign of u ; d is the dimension of 
the system and y a critical exponent (for gas-liquids and easy axis ferro-
magnets: у = 1.58). Up to §5 the introduction of d remains only a matter 
of convention. 
Along every other path u • a u , the dominant singular term in f 
1 π 
behaves as 
.d/yH 
f ^ Ajuyl (1.1.5) 
So only along the special direction, the weak singularity with exponent у 
is found (у < у ; у = 2.48). Further we see that the precise choice of 
Τ η η 
the u axis does not matter for the (dominant) singular behaviour. 
H 
The derivative of the free energy with respect to u gives the 
H 
order parameter which in this case is the magnetization. The energy density 
is obtained by the derivative with respect to u : 
»<v V-ßL) ; u ( vV=(! i ) "•··« 
H u T Τ u H 
Along the special direction the singular part of m is found to go to zero 
as 
m л, B T|u T| B (В - 0.324) (1.1.7) 
(The first-order transition with respect to u below Τ implies that В 
can take 2 values for u_ < 0). So the order parameter vanishes at Τ with 
Г с 
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exponent 0. Along every other path u = a u the magnetization behaves as 
π Τ 
m л, BH|uH|1/'5 (δ = 4.82) (1.1.8) 
The special direction is not only important with respect to the path of 
approach of the critical point, but also with respect to the direction of 
differentiation. The energy density corresponds to differentiation in the 
special direction. Differentiation in every other direction leads to the 
same dominant singularity as found in the magnetization. So the exponents В 
and δ are also found for the thermodynamic quantity that is defined by the 
first derivative of the free energy in the direction u = Ъ u_ (for all 
Η τ 
b φ 0). Therefore not only the u -axis choice, but also the order parameter 
η 
choice is not unique. 
The first derivatives of the free energy are also called "densities". 
The second derivatives are called "susceptibilities". Examples are the spe­
cific heat с and the susceptibility χ : 
Η Τ 
C H = (¡4j ! Χ Τ = (¡4) (1.1.9) 
Τ u H H ' U T 
Along the special direction, i.e. the path u = 0, they diverge with respec-
H 
tively the critical exponent α and γ. Along every other path again stronger 
divergencies are found (see 14). Further, quantities that are obtained by 
twice differentiation in a direction that does not coincide with u = 0 
η 
(such as с in the gas-liquid), show the same (dominant) singularities as χ . 
I.e. More complicated phase diagrams 
The free energy is usually a function of more than two parameters. Con­
sider a D dimensional phase diagram. A coexistence plane (where the first-
order transition between 2 phases takes place) has a dimension D-l (co-dimen­
sion 1) while the critical points that border this plane, form a subspace of 
co-dimension 2. In general the critical exponents do not vary within the 
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critical subspace (universality). 
Locally around the critical points we can define again our standard 
phase diagram. Now D scaling fields have to be considered. The critical 
points are situated at u = u = 0 and the coexistence plane at IL, = 0 for 
u < 0. So the critical subspace is spanned by the D-2 new so-called irrele­
vant scaling fields. With respect to the dominant singularities, the compo­
nents, of the path of approach and of the direction of differentiation along 
the irrelevant fields are irrelevant; the D-l dimensional subspace u^ • 0 
is the "special direction". 
When in the phase diagram more than 2 phases are present, it is possi­
ble to find for example a subspace of co-dimension 2 where 3 phases are co­
existing. Here the order parameter can take 3 values. This surface of triple 
points will be the intersection of 3 planes of co-dimension 1 where 2 phases 
are coexisting. 
Moving through the triple-surface, 2 types of special points can be 
found. A critical endpoint is obtained when the distinction between only 
2 of the 3 phases disappears. The subspace of critical endpoints has co-
dimension 3. A tri-critical point is obtained when the order-parameters of 
the 3 phases vanish simultaneously. Tri-critical points form a subspace of 
co-dimension 4. 
For critical points the dominant singularities are determined by the 
scaling fields UL, and u and their exponents y and y T. For the description 
of the singular behaviour at critical end-points and tri-critical points, 
3 respectively 4 relevant scaling fields and their corresponding critical 
exponents y. are needed. In general: for multi-critical behaviour at points 
that form a subspace of co-dimension q, also q relevant fields are needed. 
These fields are ordered such that y. > y. ,. The D-q irrelevant scaling 
ι i+l 
fields u. (q < i < D) must be chosen such that they span the multi-critical 
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subspace. The choice of the relevant fields is governed by the way coexisten­
ce planes and critical lines reach the multi-critical point. 
Consider for example a critical end-point in a 3-dimensional parameter 
space. From this point a critical line and a triple line emerge, which are 
both tangent to a common direction. Analogues to the special direction in the 
case of the ordinary critical point, this defines the u,-axis. Further 3 
coexistence planes meet at the critical end-point. These planes have a common 
tangent plane (in which the direction u, is contained). The second scaling 
field и. should be chosen such that it spans, together with u, this plane. 
The choice of the u axis is therefore not unique. The final direction u can 
be chosen to be any vector which is independent of u. and u.. 
Phasediagram for a сггігсаі endpovnt E. 
§2 The Potts model 
In this section the q-state Potts model, which is the main subject of 
this thesis is introduced. The model was proposed already in 1952 by Potts 
as a direct generalization of the Ising model. Recently it has attracted 
much attention both, because its rich critical structure serves as a testing 
20 
ground for the renormalisation theory, and because an increasing number of 
experimental situations are described by i t . 
2.a. Definition of the Potts model 
The Potts model (Potts 1952), which is equivalent to the Random Cluster 
model (Fortuin and Kasteleijn 1969) is defined as follows. At a (2 dimensio­
nal) lattice spins are located that can take q different values, σ. = 1,2, 
3,...,q. When considered as a model describing a mixture, those values corre­
spond to the various kinds of atoms that can occupy a lattice point. The 
interactions are chosen such that the Hamiltonian is invariant under a change 
of the names of the spin states. For only nearest neighbour coupling, and 
assuming translational invariance, the Hamiltonian reads 
# = .Z K2 Va. ( 1· 2· 1 ) 
δ is the Kronecker delta and <ii> denotes summation over nearest 
σ.σ.
 J 
ι J 
neighbours only. The free energy density is obtained from the logarithm of 
the canonical partition function Ζ 
e
N f
 = Ζ - I e ^ (1.2.2) 
ία.} 
N is the number of spins and the summation runs over all possible spin 
states. The free energy f, and also the interaction constant K. are already 
multiplied by -1 IV.JI (k- = Boltzmann constant). jL is therefore 
a a 
dimensionaless and f has the dimension of the inverse of a volume. 
The derivation of a closed expression for the free energy from the 
partition function is easy for 1 dimensional lattices. In 3 dimensions 
however no exact solutions are known. For d»2 only a few models are solved 
exactly; e.g. the Ising model with only nearest neighbour interactions 
(Onsager 1944), that is included in the Potts model (for q=2). Series 
expansions, Monte-Carlo simulations and the renormalization method (that is 
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used in this thesis) are examples of methods that are developed to obtain 
approximated solutions. 
It is not necessary to restrict the discussion to the nearest neighbour 
coupling. Examples of other interactions that also satisfy the permutation 
invariance are the 3-body coupling Κ,δ & and the 4-body interactions 
Ασ.σ.σ.σ, 
Κ.δ δ δ and Κ-δ δ . Derivatives of the free energy with 6 σ. σ . σ. σ. σ, σ. 8 σ. σ. σ, σ „ i j j k k í , i j k í . 
respect to interactions that break the Potts symmetry are necessary to 
determine critical exponents like β and δ. Examples of such interactions, 
that favour a particular spin state, let us say σ. = 1, are the magnetic 
field Ηδ , and the pair interaction Κ,δ δ 
σ.1 r 3 σ.σ. σ.1 
1 1 J 1
 . . 
The Hamiltonian can be represented by the set of interaction constants 
К . The free energy is a function of these coupling constants. A D-dimensio-
nal phase diagram is obtained when D types of interactions are considered. 
For a real system only external parameters like the temperature and the 
magnetic field strength, that enter via the interaction constants can be 
varied. So experiments only give phase diagrams that are intersections from 
the full phase diagram К . For different systems corresponding to the same 
basic model, different intersections will be obtained. These systems show 
the same critical exponents when they contain critical points from the 
same critical subspace (universality). 
2.b. Expectation values and correlation functions 
The Hamiltonian is a linear combination of terms like Κ» Σ δ 
2 _.. σ.σ. 
<ij> ι J 
К. is the field conjugated to the operator δ .The derivative of the free ¿ a .a. 
ι J 
energy density with respect to interaction constant К gives the expectation 
value of the corresponding operator. We are however more interested in 
derivatives with respect to the scaling fields. Locally around the critical 
point the scaling fields and the К -variables are related by a linear 
α 
coordinate transformation. So (at least locally around the critical point) 
22 
one can rewrite the Hamiltonian as 
Je - Σ u. Σ 0. (r) (1 .2.3) 
1 ·+ 1 
1 r 
The operator 0.(r) is a linear combination of the original operators. The 
derivative of the free energy with respect to u. gives the expectation value 
of operator 0.(r) 
<0.(?)> = ψ (1.2.4) 
1 du. 
1 
The fluctuations in the densities are determined by the correlation functions 
g..(u.; r-r') - <0.(r)0.(r,)> - <0.(r)> <0.(?I)> (1.2.5) 
The susceptibilities are related to the correlation functions by fluctuation 
expressions 
чг e u . = К ЧІ ( v « ^ (1·2·6) 
J
 ι j r' J 
A divergence in the susceptibility therefore implies that the integral of 
the corresponding correlation function diverges. At the same time the 
correlation length ζ.. defined by 
ç i j = F. i. ( « ч Ч ^ " 1 ) ( 1 · 2 · 7 ) 
diverges. The critical exponents χ 'J and ν are deÏined via the— 
correlation function and the correlation length as 
g.. л, |?-?4"2x ' at Τ (1.2.8) 
ij ' ' с 
and -„(-і>І') 
ζ.. ^ |uT| v (1.2.9) 
For the pair correlation function g^ also the exponent η is used. It is 
tin 
related to x ( H' H ) as d - 2 + η- 2x ( H' H ). 
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§3 Universality classes 
The universality of the eritical exponents is discussed. The universa-
Ibty classes included in the 2 dimensional Potts model are mentioned. 
3.a. Universality 
The interactions between the particles (or more precisely, the 
competition between the energy and the entropy), is responsable for the 
critical behaviour. One might expect the critical exponents to depend 
on the precise nature of the interactions. This is however not the case. 
Experiments showed that for example the exponents for the gas-liquids , 
easy axis ferromagnets, binary mixtures and binary alloys are the same 
as that of the 3 dimensional Ising model (see table 1.1). 
In order to explain this universality of the critical exponents, one 
must remember that the divergencies in the susceptibilities are due to 
large scale fluctuations (see eq. 1.2.6). The relevant length scale is 
the correlation length and not the lattice constant. The critical exponents 
are found to depend only on global features such as the dimension of the 
lattice, the symmetries and dimension of the order parameter, the type of 
(multi-) critical point (critical point, critical end-point, etc.), and 
the range of the interactions (long-range versus short-range). For the 
study of critical behaviour and the determination of the critical exponents 
rather simple models, like the Potts model can therefore be used. 
Systems that have the same exponents form a so-called universality class. 
I) A few years ago, the experimental data for gas-liquids and binary mixtures 
still showed a discrepancy with the Ising model exponents (see e.g. Levelt-
Sengers 1974). Recent improved experiments (taking into account gravity 
effects and extended scaling) give better agreement (see table 1.1). 
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table 1.1 
Critical exponents for Э dimensional systems with a one dimensional order 
parameter. 
lonenl 
α 
β 
Τ 
δ 
ν 
у
н 
у
т 
: 3d Is ing 
s e r i e s 
expansion 
(1/8) 
0.312 
1.25 
5.0 
0.64 
2.48 
1.59 
model 
1) renorma 
2) 
0 . П 0 
0.324 
1.241 
4.82 
0.630 
2.484 
1.587 
iLization 
3) 
0.113 
0.336 
1.213 
4.604 
0.629 
2.464 
1.590 
1) ЕозЛ 1971·, Oaunt and Sykes 1979 
2) via the Gallan-Symanzik equation. Baker et al. 19TS, see also Le Guillou 
and Zlim-Justin 197T. 
3) real apace renormalization, the Kadanoff lover bound method, Kadanoff et al. 1976. 
Ί) Hoeken et al. 1976 (Xe, SFg, C0 2). 
5) from the anamoly in the diameter of the coexistence curve Ъу réf. 6. 
6) Nakata et al. 1978. 
7) Greer 1976. 
8) Jacobs et al. 1977. 
9) Chang et al. 1976. 
The systems of table 1,1 belong to the universality class that is charac-
terized by: 3 dimensional systems with short range interactions, having 
a one dimensional order parameter and showing (ordinary) critical behaviour. 
The so-called classical theories can be considered as forming a 
universality class on their own. Examples are the van der Waals equation 
for gasses, the Curie-Weiss theory for ferromagnets and the B.C.S. theory 
for super conductors. The Landau approach (Landau 1936) can be 
considered as being the most elaborated version. These theories are 
quantitatively wrong at the critical point since, while the correlation 
length diverges, they start with neglecting correlations. Nevertheless, 
Landau theory becomes correct above the so-called (upper-) critical dimension 
d* (for critical points d* = 4 and for tri-critical points d* = 3). Below 
d* classical theories are only correct for systems with long range inter-
actions. The critical exponents predicted by these theories 
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4) gas'liquid binary mixtures and 
alloys 
0.08-0.11 0.14 ' 
0.329-0.321 0.Э28-0.3І6 
1.28-1.23 
4.85-4.74 
2.49-2.47 2.492 ' 
1.59-1.56 1.61-1.60 
6)7)8) 
are independent of the lattice dimensionality d. For critical points they 
give: α = 0 (jump), S = J , 6 = 3 , γ = 1. 
3.b. Universality in two dimensions - the Potts model 
Two dimensional systems play an important role in the study of critical 
phenomena already for many years. The Onsager solution (19A4) of the 2 dimen­
sional Ising model constituted the beginning of the so-called modern era 
of the theory of phase transitions. While the more recent exact solution 
of the 8-vertex model (Baxter 1971) challenged the new theory since it shows 
non-universal behaviour. 
In the past this interest in two dimensional critical phenomena was 
however, with as an exception the experiments on pseudo 2 dimensional systems 
(de Jongh and Miedema 1973), solely theoretical. An interesting development 
of the recent years is the increasing number of direct applications of 
2 dimensional models to experimental situations. Examples are the adsorption 
experiments of gasses on graphite substrates, the experiments on super-fluid 
4 
He films and the roughening transition m crystal growth. 
The importance of the Potts model in this context is that for different 
values of q, it belongs to different universality classes. For q = 2 the 
Ising model is obtained. The q -»• 1 limit leads, as we will see to the 
percolation problem (Fortuin and Kasteleyn 1969). The 3-state Potts model 
has succesfully been used to describe the adsorption experiments of gasses 
(like He, Xe and Kr) on graphite substrates (Alexander 1975, Bretz 1977, 
Barker et al 1978); while more applications in this direction for other q 
values can be expected (Domany and Riedel 1978, 1979). 
The Potts model is also related to the Ice-model (Temperley and Lieb 
1971) which is considered to belong to the same universality class as the 
2 dimensional planar rotator model (He -films) and the discrete Gaussian 
model (used to describe the roughening transition). 
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In chapter 2 the models related to the Potts model and their applica­
tions are discussed more extensively. 
§4 Scaling - homogeneity postulates 
The equalities obeyed by the critical exponents are discussed. They 
lead to the homogeneity postulates. The implications of these postulates 
with respect to the role of the special direction and to the non-dominant 
singularities are discussed. It is shoim that the latter may serve to define 
the scaling fields uniquely. 
4.a. Equalities between critical exponents 
The critical exponents are related to each other by a set of equalities. 
The most important ones are: 
α + 20 + γ = 2 (Rushbrooke) (1.4.1) 
γ = Β (δ - 1) (Griffiths) (1.4.2) 
(2 - η)ν = γ (Fisher) (1.4.3) 
dv = 2 - α (Josephson) (1.4.4) 
From rigorous thermodynamics, these relations only follow as 
inequalities (replace = by > signs). The equalities imply that all exponents 
can be expressed in the free energy exponents y.. So for ordinary critical 
points only 2 exponents are independent (y and у ), and for tri-critical 
Η τ 
points only 4. 
The validity of the Josephson equality needs some extra comments. This 
equality is also known as the hyperscaling relation. For systems with 
long range interactions and also for short range systems above their 
critical dimension (d* = 4 for critical points), for which the Landau 
theory is correct, the Josephson relation is only satisfied as inequality. 
At the critical dimension and also for all 2 dimensional exactly solved 
models hyperscaling holds. The values for the critical exponents of the 
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3 dimensional Ising model, however, as obtained by series expansions (see 
table 1.1) still show a slight disagreement with hyperscaling. In 
renormalization theory hyperscaling is automatically satisfied (it can 
however be broken by the appearance of so-called dangerous-irrelevant 
variables; Fisher 1973). 
These equalities and also the concept of the special direction (discussed 
in § 1) suggest that the free energy density and the correlation functions 
must be of a special form. The scaling relations can be derived when these 
functions are postulated to be generalized homogeneous functions of the 
scaling fields. 
More specifically, the singular part of the free energy density is 
postulated to satisfy the relation (Widom 1965; Domb and Hunter 1965): 
У У У 
f(uH,uT,u3,...) = r
d f U "ид,«. Ти
т
,г Vj,...) (1.4.5) 
The у. are the free energy exponents and the u. the scaling fields. So one 
assumes that around a critical point scaling fields can be chosen (by a 
non-linear regular coordinate transformation), such that the singular part 
of the free energy is a generalized homogeneous function of the scaling 
fields. As we will see, the present definition of scaling fields is consistent 
with the way they were introduced in §1 on the basis of the phase diagram. 
As it will turn out, much of the arbitrariness still present in the original 
definition is now removed. 
For simplicity the implications of the postulate are discussed by 
considering 2 dimensional parameter spaces only. First we consider a case 
with 2 relevant fields (see also fig. l.l.c), and in section 4.с a mixed 
case will be discussed with one relevant and one irrelevant field. 
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4.b. Scaling for two relevant fields 
Consider the phase diagram of fig. I.I.e. Both fields іц, and u T are 
relevant (yH > y T > 0) 
-d£/„yH
 0
У
Т f(uH,uT) = I -f(i "u H, I u T) (I.A.6) 
yH 
A trajectory is defined as the line parameterized by Í. through I \i^, 
У
Т Í. uT. Along such a line the free energy behaves as a pure power law, as can 
be seen by elimination of ¡L. Choose I - |uu| or i =|u | -Then eq. (1.4.6) 
Η τ 
can be rewritten as 
d/y 
f i v y - I-HI H y v ( Ι · 4 · 7 ) 
d/y 
Ku,,,^) - |uT| T AJÍXJJ) (1.4.8) 
The amplitudes are constants along a trajectory. They are functions of 
ι ι Τ Η ι ι H T 
respectively x_ • uT|u^| and x^ , » u |u | and depend on the sign 
of u T and u H: 
AJ(X T) = f(±l,xT) (1.4.9) 
A J ( X H ) = fiXjj.il) (1.4.10) 
The critical exponents are universal. The microscopic properties 
therefore are only reflected in the amplitudes; i.e. in the scaling functions 
+ 
A.(x.). Notice that an amplitude is a function of 1 parameter only. 
In §l.e. we defined the relevant scaling fields from the way critical 
lines and coexistence planes emerge from the (multi-) critical point. In 
order to show that this corresponds to the present definition, we consider 
the example of the coexistence line for an ordinary critical point. Let 
IL, , u be a point on this line. The free energy is singular in this point. 
Eq. (1.4.6) implies that the same singularity must be found along the whole 
trajectory. Every trajectory, except the one with u T = 0, reaches the origin 
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u = u = 0 asymptotically along the special direction (remind that у > у ). H T H T . 
We now discuss the role of the special direction with respect to the 
approach of the critical point. Assume that the critical point is reached 
along a path u = a e > u = a e . Along this path the amplitudes in 
Γ Ί. π H , . 
у
т'
у
н 
eqs. (1.4.7) and (1.4.8) are not fixed; χ behaves as χ ^ |ε| while 
1"У
н
/У
т x„ ^  |ε| . Since у > у only χ is a small parameter close to the 
Η ' ' H I 1 
critical point. This breaks the ambiguity in the choice between eq.(1.4.7) 
and eq. (1.4.8). Taylor expansion of the amplitude in eq.(1.4.7) yields 
f - i v i { А н ( о ) + ^ а т І а н І И +···ί с · 4 · 1 · ) 
So along every path that does not coincide with the special direction, the 
dominant singularity has exponent d/y• . The u^-axis is uniquely determined, 
since only when a = 0 the non-dominant terms in eq.(1.4.11) vanish. Along 
the special direction the exponent d/y is found (eq. (1.4.8)). 
The singular part of all other thermodynamic quantities, (obtained by 
derivatives of the free energy) are also generalized homogeneous functions. 
The first derivative with respect to u gives the magnetization 
Η 
—d+y у у 
mdijj.u,,) - I H m U Hu H, l ^ ) (1.4.12) 
i.e. , 
d-Ун 
Ш (
 • IUHI У Н B H , H ( V ( 1 · Α · Ι 3 ) 
d-yH 
|uT| УТ B^ÍXJJ) (1.4.14) 
This gives immediately the critical exponents 8 (associated to the vanishing 
of m along the special direction) and δ (critical isotherm): 
d
"
yH yH 
8 - δ - -г- 2- (1.4.15) 
yT , d-yH 
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The reasoning given above for the singularity seen along a path u « a
u
E» 
Η η 
u„ = a ε can be repeated. Along every path with а φ 0 the dominant exponent 
Τ Γ η 
is Ι/δ. The non dominant terms have exponents 1/δ + n(l - 1/68) (with 
η = 1,2,3,... and 1/6S = У
Т
/ У
Н
 )· 
The role of the direction of differentiation with respect to the 
strength of the singularities (as scetched in §1) is also explained by the 
homogeneity postulate. The first derivative of the free energy with respect 
to a direction u
u
 = Ъ^р, u„ = b_p gives 2 terms 
rl π 1 1 
d-Уі 
S - . Σ
τ μ К 1
У к
 < i Ч ' ) Ь І ( 1 ·*· 1 6> 
ι - L f и 
w i t h : i , к , к ' = Η,Τ and к jí к ' . 
The dominant term has exponent β, when the special direction is chosen 
as path of approach (k = T, k' = H). For differentiation in the special 
direction (b = 0) this term vanishes. The quantity thus obtained is the 
η 
energy density, which shows the weak exponent (d-y )/y = 1-a (with a as 
we will see below the specific heat exponent). 
In §1 we made the remark that the choice of the order parameter is not 
unique with respect to the dominant singularity. Indeed we see now that 
every thermodynamic quantity that is obtained by the first derivative of 
the free energy in a direction with b j4 0 can be chosen as order parameter. 
Η 
All these quantities show a jump along the coexistence line, which vanishes 
with exponent 0. The choice b = 0 however is special, since only then no 
additional term with the weaker exponent 1-a is present. This term gives 
rise to the so-called anomaly in the diameter of the coexistence curve 
(Mermin and Rehr 1971; Nakata et al 1978). The order parameter in the gas 
liquid, the density is an example with b 5* 0. 
The second derivatives of the free energy give the susceptibilities. 
One finds from eq.(1.4.6) 
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—d+y.+y. y y 
Х..(и
н
,и
т
) = i 1 J χ..(ΐ \ , I Tu T) (1.4.17) 
i e - a ( k ) 
with af^ - (у. + у. - (О/у, . ij ι j к 
So the specific heat exponent α and the susceptibility exponent γ are 
related to у and y as (see also eq.(1.1.9)): 
Η 1 
α = e™ - (2у
т
 - d)/yT; γ = a™ = (2ун - d)/yT (1.4.19) 
The dominant singularities depend again on the path of approach 
(denoted by the index k) and on the direction of differentiation (the 
(k) indices i and j). The dominant singularity is governed by the exponent a.. , 
with as prescription: the indices must be taken equal to Η except for the 
case that the path of approach (index k) or the direction of differentiation 
(the indices i and j) coincides with the special direction. The non dominant 
singularities can be determined in the same way as done above for the 
first derivatives. 
4.с Irrelevant fields - corrections to scaling 
Consider a 2 dimensional subspace (u >u9) with u a relevant field 
(y > 0) and u an irrelevant field (y < 0). Now we find 
У У 
f(u l fu 2) = rdf(í. 'u,, I 2u2) (1.4.20) 
d/y, 
= Ju,I 'fítl.Xj) (1.4.21) 
We will see now that along the whole u -axis the same critical behaviour 
is found as in the origin. 
Consider a path Uj = a.e , u» ж u. + β.ε that intersects the u -axis 
(o) , Г У2 / уІ , ,"y2/yl 
at u. . The parameter x_ = u-lu-l •ν |ε| is a small parameter 
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since y 9 < 0. Taylor expansion yields: 
d/y ~y /y 
f - lajcl ' {f(±l,0) + ujlajel 2 '^(±1,0)+...} (1.4.22) 
The dominant singularity along the whole u • 0 line is indeed the same. 
the u_-axis is a critical line. All points on it belong to the same 
universality class. 
From eq.(1.4.22) we see however that weaker additional singularities 
come in when ui ί 0. So-called corrections to scaling are found. Since 
y. enters in their exponents and u^ in their amplitude, it is clear that 
neither the choice of the origin, nor the choice of the irrelevant fields 
(spanning the critical subspace) is free anymore. In fact we have seen now 
that all freedom in choice of the scaling fields, as still present in §1 
is removed now by considering the non-dominant singularities. Anticipating 
on the nomenclature of the next section, the special critical point that 
is the origin in the standard phase diagram will be called the fixed point. 
An exception to this rule is the case where the singular part of the 
free energy is independent of a particular scaling field. Such a field is 
called redundant (Wegner 1972). A redundant field is located in the critical 
subspace. With respect to these fields no corrections to scaling are found. 
Therefore the fixed point can be chosen everywhere in the redundant 
subspace. The values of the exponents y. corresponding to redundant fields 
(even when they come out to be relevant) are unimportant. 
Special behaviour is also found in the case of a marginal operator 
(y. = 0 ) . In the first place a marginal field is associated to a so-called 
infinite-order transition. Taking the limit y + 0 in eq.(1.4.8) one sees 
that all derivatives of the free energy with respect to u remain finite. 
Infinite-order transitions are found e.g. in the Ice-model (Lieb 1967) and 
in the 2 dimensional planar-rotator model (Kosterlitz and Thouless 1973,1978), 
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A marginal operator also indicates the possibility of non-universal 
behaviour. In the 8-vertex model (Baxter 1971) the critical exponents are 
found to vary continuously along the critical line. This only agrees with 
the homogeneity postulate, when along the critical line a marginal operator 
appears (see eq.(1.4.22): when u. is marginal the expansion fails). Within 
the 8-vertex model indeed a marginal operator is found (see chapter 4). 
4.d. Scaling for the correlation functions 
In analogy with the free energy, also the singular part of the 
correlation functions is postulated to be a generalized homogeneous function 
(for large r = [r-r'lJ.In the case of two scaling fields one has (see also 
eq.l.2.5): 
(i,j) b ( i ' j ) b ( i ' j ) 
С^(и
н
,и
т
;г) = Г * G.jU H uH, I T u T; Г'г) (1.4.23) 
The postulate implies that at the critical point, the correlation function 
falls of as a power law 
1 
G (0,0;г) л, (i,j) (1.4.24) 
•' r 
(compare eq.1.2.8). Via the definition of the correlation length (eq.1.2.7) 
it follows that ζ., is also generalized homogeneous 
b(i,j) b(i,j) 
Çij(uH'UT) = ^ііа V ί UT ) (1.4.25) 
Along the special direction the correlation length diverges with exponent 
v
(i,j)
 = 1 / b(i.J). 
Τ 
Integration of the correlation function over r' gives, according to 
the fluctuation-dissipation theorem, for the corresponding susceptibility: 
Х..(и
н
,и
т
) = ¿ x +d X..U H uH, I T u T ) (1.4.26) 
Twice differentiating eq. (1.4.6) on the other hand gives 
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-d+y.+y. y y 
Xij ( uH , UT ) = l 1 J X i j U " V * T u T ) (1.4.27) 
So one concludes that 
b(i,j). c(i.j) y k a n d _x(i»J)+d „ c(i.J) ( y i + y._ d ) (1.4.28) 
with с ,J a proportionality constant that can be different for every 
correlation function. Using the result хЛ1'-1' = l/b^1,J , the last equation 
can be brought into the form of Fisher's scaling law (eq.1.4.3) 
(d -x ( i' j ))v ( i' j ) = Y(i'J> (1.4.29) 
with γ - (-d + y. + y.)/y the exponent with which χ., diverges along 
the special direction. 
So next to the critical exponents y. every correlation function has 
its own independent proportionality constant с . Or equivalently, 
every correlation function has still its own correlation length exponent 
Hyperscaling is obtained when all с = 1. Josephson's scaling law 
2 - a » dv then follows directly from eq. (1.4.28) and eq.(1.4.19). Further 
eq. (1.4.28) implies that every x '•'can be written as x = x. + x. 
ι J 
with the new exponents x. satisfying: 
x. + y. - d (1.4.30) 
Notice that all correlation lengths now diverge with the same exponent 
ν
 =
 1/У
Т
 (along the special direction). 
From eqs.(1.4.12) and (1.2.4) one sees that the average of an operator 
0. satisfies the relation 
ι 
-x. 
<0.> = i 1 <0!> (1.4.31) 
. .
 yi 
The prime indicates an average evaluated at the scaled values i u. of the 
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scaling fields. In §5 we will see that the parameter I should be associated 
to a change in length scale of the system. The exponent x. is therefore cal­
led the (anomalous) dimension of the operator 0.. The free energy density 
has in this sence a dimension d. A marginal operator y. = 0 scales as the 
free energy (x. = d). 
§5 Renormalization Transformations 
Real-space renormalization theory is dieoussed. For the presentation of 
the global analysis of the R. T. equations (resulting in the construction of 
the phase diagram), the phase diagram of the 2 dimensional triangular Ising 
model with nearest and next nearest neighbour interactions is used as 
exajnple. 
5.a. Introduction 
The advantage of the use of scale transformations for the description 
of a system at criticality was first noticed by Kadanoff (1966). By a 
block-cell transformation he explained the homogeneity postulates. It was 
however Wilson (1971 a,b) who introduced renormalization transformations 
(R.T.'s), already known in relativistic quantum field theory, in the field 
of critical phenomena. His field theoretical approach leads to the ε- and 
1/n-expansions (for reviews see Domb and Green, vol.6). In the e-expansion 
one starts with the Landau-Wilson Hamiltonian at the critical dimension d* 
and expands in ε = d*- d , using the fact that for the Gaussian model the 
R.T. is exact. In the 1/n expansion one makes use of the fact that the 
limit in which the dimension of the order parameter η goes to infinity can 
also be solved exactly (the spherical model). 
In the real space renormalization method however, models like the Ising 
model are treated directly. This type of approach, closely related to the 
original Kadanoff block-cell picture, was introduced by Niemeijer and van 
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Leeuwen (1974, 1977). The R.T. for the Potts model discussed in this thesis 
is an example of this type of transformations. 
5.b. Definition of real-space renormalization transformations 
Let us consider (as example) a Potts model. Allow all types of short 
range interactions. So we have a set of coupling constants К . Each К is 
conjugated to a local operator S (which is a product of Kronecker delta's; 
see §2) 
"V (K ; σ.) = Σ К S 
•
/l
' α' ι α α 
(1.5.1) 
The Hamiltonian is assumed to be translational invariant. The free energy is 
given by 
Nf(K ) 7¿(K ; σ.) 
(1.5.2) 
% ( K 
ν α ϊ 
Σ e 
ία.} 
σ
ί
 = l,2,3,...q 
Ν is the total number of spins σ.. 
This Potts model will now be mapped onto another isomorphic Potts 
model with a larger lattice constant. Choose cells on the lattice (fig.1.3) 
each containing Í. spins. The mapping is constructed by a summation over the 
fig. 1.3a 
The Nieneijer - Van Leeuwen 
cell choice (1974) 
fig, і.гъ 
Celle used by den Hija et al. (1976) 
fig. 1.3 : EXAMPLES OFF CELL CHOICES. 
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internal degrees of freedom of these cells. Assign for this purpose to 
every cell i a cell spin a! = l,2,3,...,q. Define a weight function P., that 
couples the cell spin to the site spins σ. in the cell. P. must be normalized r r r ^
 1 
Σ Ρ (σ!; σ!, σ?,.., σ") = Ι (1.5.3) 
σ? - l,...,q 
Notice that the σ.' spins are not yet coupled directly. When the trace is 
carried out over all site-spin configurations we are left with cell spins 
only. The cell spins σ.' are coupled then by interactions K' . 
Ш
'о
 +
 ^
( K
;
;
 <# ^»α 5 σα) 
e
0 с , 0
 = Е ( П Р . ) е a a (1.5.4) {σ.} cells 
ι 
ι 
The spin independent term K' is always generated. It must be regarded as 
the internal energy of the cell. This interaction constant Κ , which is 
conjugated to the unity operator could be included in the set К . Since К 
corresponds to a trivial shift in the free energy density it is however 
customary to treat it separately and to start with К = 0 . 
From eq.(1.5.4) the renormalization equations can be determined 
K è = W ; K ! , - K ¿ ( V ( , · 5 · 5 ) 
They define a mapping in the parameter space. The weight function must be 
chosen such that these equations are regular functions (at least in the 
region of parameter space under consideration). 
The transformation preserves the parition function 
W(K ; a ) X(K ; σ ) JCWl a') + Ж' 
Ζ = Σ e
 α α
 - Σ (Π Σ P.)e β α = Σ e α α 0 
{σ.} {σ.} ϊίσ'.}1 {σϊ} 
(1.5.6) 
So the free energy density satisfies the relation 
¿df(K ) - f(K·) + K' (1.5.7) 
α α о 
Í is the number of spins per cell. 
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5.с. Local analysis 
Fixed points are points that are mapped on itself: 
К* - К^ (К*). (1.5.8) 
Around a fixed point the R.T. equations can be linearized. The scaling 
fields u are now defined as the linear combinations of the К -К* that 
α α α 
diagonalize the R.T. equations 
u' = λ u (1.5.9) 
α α α 
with λ the eigenvalues of the matrix 
\ эк,/, 
In terms of these scaling fields the free energy relation (1.5.7) gets 
the form 
у 
í.d f(u ) = f(£ "u ) + K'iu ) (1.5.11) 
α α ο α 
with the c r i t i c a l exponents у defined as 
In λ 
У
а = ΐ ί Π С·
5
·
1 2 ) 
Since К' is a regular function of the u , the singular part of the free 
energy is precisely of the generalized homogeneous form postulated in 54. 
The critical exponents are simply the eigenvalues of the linearized R.T. 
matrix and the scaling fields are to linear order the eigen vectors. Notice 
that the flow lines of the mapping of eq.(1.5.5) are the trajectories of the 
homogeneous function (see 54.b). So the R.T. is build to reproduce the 
homogeneous form of the free energy. 
The scaling fields can also be defined now beyond the linear domain, 
by a regular (non-linear) coordinate transformation. The u should be chosen 
α 
such that eq. (1.5.9) holds outside the linear domain too. The domain in 
parameter space where the u can be defined in this way is bordered by the 
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other fixed points (see also global analysis in next section). 
The free energy relation eq.(1.5.7) respectively eq.(1.5.11) (in the 
new coordinates) is a recurrency relation that can be solved by iteration 
(Nauenberg and Nienhuis 1974). Also a formal solution for the free energy 
can be constructed from it. This solution consists of a regular and a 
singular part (that is generalized homogeneous). The scaling function (see 
§4.b) and also the regular part of the free energy can be expressed 
explicitly in terms of the R.T. equations (van Leeuwen J975, den Nijs 1976). 
The possibility of logaritmic singularities (in case y = d/n; η being an 
α 
integer) is also included. 
5.d. Global analysis 
The R.T. equations define a flow in the parameter space К . The whole 
phase diagram can be constructed from it. The fixed points represent sinks, 
sources and saddle points of this flow. We will now discuss this by using 
an example. The stream pattern obtained by a R.T. for the 2 dimensional 
triangular Ising model with nearest and next nearest neighbour interactions 
is discussed (den Nijs et al 1976). 
Consider a 2d-triangular Ising model with Hamiltonian: 
sC = ς H s. + ς к s.s. + τ L s.s. + г в s.s.s, 
. ι . . i i . . . . i l . .. i j k 
ι <ij> J (ij) J <ijk> J 
( 1 . 5 . 1 3 ) 
The spin variables now take only 2 values S. - ±1 ; <i,j> denotes summation 
over nearest neighbour pairs, (i,j) summation over next nearest neighbour 
pairs and <ijk> summation over nearest neighbour triangles, (see fig.1.4). 
So we have a 4 dimensional parameter space. The exact solution is known 
along the К axis (Onsager 1944: у = 1, у « 15/8). For next-nearest 
Τ Η 
neighbour interaction only, the model reduces to 3 decoupled sublattices 
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Interaatiane in the triangular 
Ізіпд model, 
each with a nearest neighbour 
coupling L. So for pure L inter­
action the Onsager solution is 
valid too. For pure triplet 
interactions the exact solution 
has been derived by Baxter and 
Wu (1973; y T = 3/2). 
At low temperatures one 
of the 4 types of order drawn 
in fig. 1.5. can be found. Next 
to the 2 ferromagnetic phases 
denoted by + + and , two 
anti-ferromagnetic like phases play a role. 
These + + and - - phases are called the Baxter-Wu phases. 
We studied a R.T. (den Nijs et al 1976) for this model, using the 
cells of fig. 1.3b and the weight function 
p. - r (2 + s.'ts! + s? + s? - s!s?s?)) 
ι 4 i i ι ι i i ι 
(the so-called majority rule; the cell spin follows the majority of the 
site spins). The main object of this study was the critical point on the 
triplet axis. This point appeared to exhibit 3 relevant critical eigenvalues 
instead of 2. Along the B-axis below Τ one finds the + + and - - phase 
to be coexisting. So one would expect to find an ordinary critical point 
with only two relevant fields y and y . The critical point however turned 
Η г 
out to be also the end point of the triple line along which the + + , - -
and - - phases are coexisting. This triple line just as the ferromagnetic 
critical line reaches the triplet-critical point along an extra (and also 
the weakest) relevant scaling field axis (y, = 0.4; Barber (1976) suggested 
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y. = 7/8). For further details the reader is refered to the paper (den Nijs 
et al 1976). Here we will discuss the behaviour of this R.T. in the subspace 
of even interactions, i.e. the (K,L)-space, in order to give an example of 
a stream pattern (fig.1.6 ; den Nijs 1976, unpublished results). 
In the phase diagram 3 regions can be distinguished: the paramagnetic 
phase around the origin К = L = 0 (high temperatures), the ferromagnetic 
region (K > 0) where the 2 ferromagnetic phases are coexisting and the 
"anti-ferromagnetic" region (at К < 0, L > 0) where the 2 Baxter-Wu phases 
are coexisting. The L-axis ie the border line between the ferro and anti­
ferro magnetic domain (because the sublattices decouple at К = 0). At the 
K-axis for К < 0 no transition takes place as is known from the Onsager 
solution. One can also convince one self of this by realizing that in the 
t In the 4-cluster approximation also a. four body interaction is generated. 
The (K,L)-space therefore is not an invariant subspace. The fixed points 
however are situated sufficiently close to the (K,L)-subspace to make 
fig. 1.6 a reasonable simplification. 
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limit К •+ -»> the entropy does not vanish (the state of lowest energy is 
infinitely degenerated). So the anti-ferromagnetic - paramagnetic transition 
line does not intersect the K-axis. 
In the flow diagram each of the 3 phase domains has its own fixed point 
(С , С and С.,, in fig. 1.6). So all points that for example belong to the 
г г Ar 
ferro magnetic phase domain flow ultimately towards С (that is located at 
г 
infinity). The lines that separate these flow domains have their own fixed 
points. The points F and AF are attractors of critical lines, while С 
(located at infinity) is the attractor of a line of first-order transitions. 
The fixed point F on the L-axis is totally unstable. This critical point is 
the end point of a line (the L-axis) where 4 phases are coexisting (In fact 
8 phases since the Baxter-Wu ground states are each 3-folded degenerated) . 
Especially when dealing with A.F. interactions the choice of the cells 
in constructing the R.T. is not a trivial matter. The cell choice (fig.1.3.a) 
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and weight function (also the majority rule) used by Niemeijer and van 
Leeuwen (1974) in their original paper only treats the ferromagnetic domain 
appropriately. Starting with a + + order for the site spins, the cell spins 
take a + + order. The ferromagnetic and anti-ferr-magnetic phases in fig. 
1.5 are not distinguished. Points in the A.F. phase map onto the С fixed 
F 
point. The renormalization equations will therefore not remain regular 
everywhere. The approximations that are used for the R.T. equations (see 
also next section) are not adapted to handle such singularities (The approxi­
mated R.T. equations remain usually regular functions). Therefore the cells 
should be chosen such that they "preserve" the ground states (that characte­
rize the phases under consideration). 
5.e. Approximations 
The trace in eq.(1.5.4) can in general not be handled exactly. It would 
mean that one would have found an exact solution of the model (for an exact 
R.T. for the 2d-triangular Ising model see: Hilhorst et al 1978, Knops and 
Hilhorst 1979). So one has to use approximations. 
The R.T. equations will, on condition that P. is chosen correctly, 
remain regular in the interesting part of К -space. So the trace in eq.(1.5.4) 
over all site-spin configurations remains regular. In other words: by inser­
tion of the weight function, the singularity in the trace has been removed. 
This shows the advantage of renormalization transformations. It is possible 
to approximate the thermodynamic quantities at the critical point by an 
expansion in functions that remain regular at Τ . For this purpose well known 
methods such as cumulant and cluster expansions can be used (for examples 
see Niemeijer and van Leeuwen in Domb and Green vol.6). 
It must be mentioned however that the approximated R.T. equations often 
are regular automatically. It is in general not possible to prove that the 
corresponding exact R.T. equations will be regular too. Some evidence that 
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this might not always be the case is recently given by Griffiths and Pearse 
(1978). 
When one is only interested in obtaining a qualitatively correct phase 
diagram, a simple cumulant or small cluster approximation is usually satis­
factory. The phase diagram of fig. 1.5, obtained by a 4-cluster approximation 
is such a case. Because of the loose cell structure (fig. 1.3.b) the cluster 
and cumulant method converge here very slowly. It is the prize one has to 
pay for obtaining a correct phase diagram in a larger domain of the parameter 
space. The approximation is however still sufficiently accurate in order to: 
a) prove that all points that flow to the ferromagnetic fixed point F have 
the same dominant singularities as the pure nearest neighbour model. The 
accuracy in the values of y and y , as obtained by the R.T. is not 
Η τ 
important, since the exact values are known by the Onsager solution 
(yT - 1, y H = 15/8). 
b) prove the existence of an antiferromagnetic like transition in the 
triangular Ising model. But the R.T. is not accurate enough to predict 
the critical exponents (y might be the same as for the ferromagnetic 
critical points). 
c) determine the nature of the critical point in the triplet model (only 
В coupling; see eq.(1.5.13)), i.e. to determine the number of relevant 
exponents of the multi-critical point (see discussion above). 
A great improvement in the accuracy of R.T.'s was obtained by the 
introduction of variational methods. The freedom in the choice of the weight 
function can be used to minimalize the error made by the approximation. 
Usually one restricts oneself to a certain class of weight functions. The 
freedom is reflected in one or more free parameters. One of the problems 
is to choose a suitable criterium that determines the optimal choice of these 
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parameter(s). The criterium will depend on the approximation that is 
actually used. 
The Kadanoff lower bound R.T. (Kadanoff et al 1976) proved to be one of 
the best working examples of the variational method. For the Ising model 
(on a square lattice) it leads to very accurate exponents (a • 0.0017, 
δ = 15.04; exact: a = 0,5 = 15) and critical temperature (K = 0.456; exact 
К - 0.4407). In this thesis this method is studied and applied to the 
с 
q-state Potts model (chapter 3 and appendix I). Also in this case it leads 
to good results (for q<4). As we will see, the numerical accuracy of this 
method remains a bit of a puzzle. The optimalization receipt that is used, 
is based on a free energy criterium. This criterium is not applied in a 
full consistent way. In appendix I it is shown that in the consistent 
approach only transitions that are weaker than second-order and first-order 
transitions can be described correctly. 
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CHAPTER 2 
The two dimensional q-state Potts model 
The Potts model was introduced by Potts already in 
1952 as a direot generalization of the Ising model. It 
lasted however some time before the significance of the 
model was recognized. During the last ten years, starting 
with the introduction of the Random Cluster model by 
Fortuin and Kasteleyn (1969), it has become clear that the 
model plays a central role in the description of 2 dimen-
sional critical phenomena: other interesting models are 
included in or closely related to the Potts model, and an 
increasing number of experiments can be described by it. 
In this chapter these applications of the Potts mddel 
are reviewed. 
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§1 Introduction 
A global soetah is given of the history of the model and its 
applications. The Potts model is reformulated in terms of the Random Cluster 
model. 
1.a. Definition of the Potts model 
The Potts model has already been defined in §2 of chapter 1. At the 
sites of a 2 dimensional lattice "spins" are located that can take q 
different values σ. = l,2,...q. These spins are coupled via short-range 
interactions. The Hamiltonian is invariant with respect to permutations of 
the spin states. For nearest neighbour interactions only it reads 
УС ' Σ Κ 5
σ
 (2.1.1) 
<ij> i j 
At low temperatures the spins can order in q different ferro magnetic ground 
states. The critical points therefore have the nature of q-critical points. 
As we will see in 55 these multi-critical points are of a special nature 
because of the permutational invariancy. 
Potts (1952) already obtained the duality transformation for the 2 
dimensional square lattice. Under the assumption that only 1 transition takes 
place, the multi-critical point must be located at exp (K ) = 1 + /q. At 
q=2 the model reduces to the Ising model. From the Onsager solution (1944), 
ρ 
follows that у (2) - 1 (logaritmic singularity in the specific heat), 
while y^ (2) = 15/8 (Yang 1952). 
η 
Mean field and Landau theory for the Potts model predicts that for 
q>2 the transition becomes first-order. This is caused by the presence of a 
3 
m term m the Landau-Wilson Hamiltonian (Straley and Fisher 1973; Priest 
and Lubenski 1976; Stephen and Mittag 1974). Baxter (1973.b) has shown 
however that in 2 dimensions the transition becomes first-order not until q=4. 
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I.b. History of the Potts model 
The work of Fortuin and Kasteleyn (1969, 1972) must be considered as 
the starting point of the period of growing interest in the Potts model. 
They reformulated the Potts model in terms of the so-called Random Cluster 
model (5 I.e.) In this version, q is not restricted to integer values anymore. 
They also showed that the q-H limit corresponds to the percolation model 
(§2) and that for q+0 the partition function reduces to the generating 
function of spanning trees, and therefore can be interpreted as describing 
a linear resistor network (§3). 
Two years later Temperley and Lieb (1971) showed that the 2 dimensional 
Random Cluster model could be mapped onto the (staggered) Ice model. They 
studied the transfer matrices of both models. More recently Baxter et al 
(1976) gave a more simple proof by a graphical method (§2 in appendix III). 
The Ice model (without staggered fields) has been solved exactly by Lieb 
(1967.с). Also the staggered polarization of this model has been calculated 
(Baxter 1973.a). Using these results Baxter (1973.b) has been able to show 
that the transition in the 2 dimensional Potts model is first-order for q>4. 
The Ashkin-Teller and 8-vertex model are related to the Ice model in 
a similar way as the Potts model. We will make use of these mappings to 
propose in chapter 4 a so-called weak-scaling relation between the temperature 
exponents of the 8-vertex and Potts model. 
Another important feature of the Potts model is its invariance with 
respect to permutations of the spin states. Adsorption experiments of gasses 
4 (like He and Kr) on substrates (like graphite) show transitions that exhibit 
the same symmetry (§4). These transitions are considered therefore to belong 
to the same universality class as the 2 dimensional Potts model (for a 
specific value of q). The most accurate data obtained up to now are the ones 
from the so-called /3 χ /3 transition in He adsorbed on graphite which 
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should correspond to the 3-state Potts model. The experimental value for 
the specific heat exponent indeed agrees with the value α = 1/3 that is 
proposed in this thesis on basis of weak scaling. 
The permutational symmetry can be broken partially by addition in 
eq.(2.1.1) of interactions that favour for example one specific state (the 
Potts lattice gas) or favour neighbouring spins to belong to a certain 
group (the (q ,q )-model). Well known models that can be obtained in this 
way are the Blume-Capel model, the Ashkin-Teller and the Cubic model. 
In the sequal of this chapter a review will be given of all these 
special limit cases, related models and experimental applications of the 
Potts model. The relation between the Potts model and the 8-vertex model, 
via the Ice model is however left for chapter 4. There also the weak scaling 
relation is conjectured. 
For the ε-expansion treatment of the Potts model (i.e. for the field 
type renormalization method that starts with the Landau-Wilson Hamiltonian), 
the reader is referred to Zia and Wallace (1975), Priest and Lubenski (1976) 
and Amit and Roginsky (1979). 
I.e. The Random Cluster model 
The Random Cluster model plays a central role in the discussion of the 
Potts model. Not only it gives a meaning to the q<2 domain (§2 and §3), 
moreover it provides via the Ice model information about the critical 
exponents (chapter 4). 
The Random Cluster model is introduced and proved to be equivalent to 
the Potts model by Fortuin and Kasteleyn (1969, 1972). Here however mainly 
the reviews by Stephen (1976) and Wu (1977.a) will be used. 
Consider the nearest neighbour Hamiltonian 
= Σ ( Κ < 5 + J 6 1 6 1 ) + E H 6 1 ( 2 . 1 . 2 ) 4
 σ . σ . σ . Ι σ . Κ . σ .1 ' 
<1J> i j ι j ι ι 
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% 
Next to the pure Potts interaction K, 2 extra couplings are included that 
favour spin state σ. = 1. This extended Potts model is the Potts lattice r
 ι 
gas which will be discussed in §5. Since a Kronecker delta can only take 
2 values, the Boltzmann weigths can be rewritten as 
g δ 
exp (К б + J δ , δ ,) = 1 + ν 6 e σϊ (2.1.3) 
κ
 σ.σ. σ.1 σ.г σ.α. 
ι J i j iJ 
with ν = exp(К) - 1 
g = ln{(exp(K + J) - l)/(exp(K) - 1)} (2.1.4) 
(Stephen 1976, Wu 1977). The partition function reads 
S δ σ 1 
Z = Σ { Π ( 1 + ν δ e i ) } exp (Σ Ηδ ) ( 2 . 1 . 5 ) 
r
 ι . . σ . σ . . σ . ι {σ.} <i j> i j i l 
The product over all nearest neighbours can be written out. Every term can be 
represented by a graph on the lattice. In such a graph the bond between site 
i and j is defined to be connected when in the corresponding term a factor 
δ is present. The sum over all possible spin states and graphs can be 
i j 
interchanged. For Η = g = 0 the sum over the spin states, gives a factor q 
for every cluster (= connected part in the graph). The resulting partition 
function reads 
Z(v;q) Σ vM qk (2.1.6) 
graphs 
with: M = number of bonds in graph С 
к = number of clusters in graph G 
κ
 1 e - 1 
When H and g are different from zero, one finds 
51 
g M + Η Ν 
Z(v,H,g;q) = Σ ν" Π (e C C+ q - 1) (2.1.7) 
graphs clusters 
с 
with: M = number of bonds in cluster с 
с 
Ν = number of sites in cluster с 
с 
M » Σ M = number of bonds in the graph 
с 
Ν = Ε Ν = number of sites in the graph (i.e. in 
с 
с 
the lattice) 
This reformulated Potts model is called the Random Cluster model. There is 
no need anymore to restrict q to integer values. 
§2 The q-H limit - The percolation model 
The bond percolation model is discussed and its relation to the q-+l 
limit of the Potts model is explained. 
2.a. Bond Percolation 
We start our survey of the applications of the Potts model at the q<2 
side. In this region the Random Cluster formulation of the model is essential. 
In the bond percolation model, every bond at the lattice has a 
probability -p—- to be present and a probability - τ — to be absent. Notice 
that 0 ί ρ ζ =>. These probabilities are independent of the state of the 
other bonds. The lattice is called percolative when the expectation value 
for finding an infinite large cluster of connected bonds is non zero. This 
quantitiy J? (p) plays the role of the order parameter (see e.g. Essam 1972). 
Only above the critical value ρ , J^ (p) becomes non zero. Another quantity 
of interest is the expectation value of the number of finite clusters. This 
quantity С (ρ) plays here the role of the free energy. The mean cluster size 
ò (p) is the analogue of the susceptibility. 
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The symbols for the critical exponents are chosen according to these 
roles. So, on approach of the critical point ρ one finds: 
2 / у
т (fit) * ІР - P
c
l (2.2.1) 
PW * ІР - P
c
|3 (2.2.2) 
J(P) ^  [p - P
c
r
Y
 (2.2.3) 
Let us discuss now the relation between these quantities. Consider the 
clusters that contain N sites and M bonds. The average number of these 
с с 
clusters per site, i.e. the average density of such clusters, is defined via 
k(N
c
,M
c
;p) = lim 1 Σ (-¡^ ) (^) κ ί Ν ^ ; « 
lim -¡τ Σ ρ κ (Ν ,Μ ;G) 
Ν-»- G c c (2.2.4) 
Σ ρ 
G 
The summation runs over all possible graphs G, while κ(Ν ,Μ ;G) is the 
number of clusters with N sites and M bonds in graph G. The probability 
that a specific site belongs to such a cluster is given by 
P(N
c
,M
c
;p) - N
c
 k(N
c
,M
c
;p) (2.2.5) 
In the same way 
Q(N ,M ;p) = M /z k(N ,M ;p) (2.2.6) 
с с с c c 
is the probability that a specific bond belongs to a cluster of N sites and 
M bonds (z = coordinate number). 
с 
Consider the generating function 
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-Η Ν - g M 
Ç(p,H,g) = Σ к (Ν ,Μ ;ρ) e c c (2.2.7) 
^ N M c c 
с с 
At Η = g = 0 it gives the expectation value Ç(p) for the number of finite 
clusters per site (i.e. the density). The first derivative with respect to 
H leads to the probability that a specific site belongs to an infinite 
cluster 
iaC\ "H N " e M 
JD(p,H,g) - i + ^ l = 1 - Σ P(N
c
,M
c
;p) e C C (2.2.8) 
ι 'p.q Ν M 
c c 
At H = g = 0 this is the order parameter, which only for p>p becomes non 
zero. In the same way the second derivative with respect to H leads to the 
mean cluster size .J (p). The derivatives with respect to g are discussed 
below. 
2.b. The q-M limit of the Potts model 
The q->-l limit of the Potts model leads to the percolation model 
(Fortuin and Kasteleyn 1969, 1972; reviews are given by Stephen 1976 and 
Wu 1977.a). In its Random Cluster version, the Potts model is close in nature 
to the percolation model. In the percolation model every bond has an 
independent probability " to be present. In the Random Cluster model 
к 
every graph is weighted moreover by an extra factor q (see eq. 2.1.6). 
The partition function of the Potts model becomes trivial at q=l: 
H N + g M HN +(K+J)z N 
Z(K,J,H;1) = Σ ν Π e C C = e (2.2.9) 
G clusters 
с 
Differentiation with respect to q, followed by the q-Ч limit however yields 
= Σ pM 
5 1 ·7\ Μ -Η Ν - g M 
Э InZi _ M c c 
' q=l G clusters 
(2.2.10) 
ν
 M 
Σ P . *R 
_
 F
 with p = ν e Б 
Lr 
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This can be rewritten as (see eq. 2.2.4) 
lim TJ Μ^-Ί = l i m TS Z Ρ" Σ K( N,»" : G) e 
N - N 3 q q=l N - N G NM 
с с 
7 М 
Σ ρ 
G 
-ΗΝ - g M 
- H N - g M 
= Σ e
 C c
 k(N ,Μ ;p) (2.2.11) 
С с N M 
с с 
So the first derivative of the free energy of the Potts model with respect to 
q leads at q=l to the quantity that plays the role of the free energy in the 
percolation model. 
1 f 31nZ 9 *••••>• £ i \Щ < 2 · 2 · ' 2 > 
q=l 
From the duality transformation it follows that the transition in the 
К 
(square) Potts model takes place at ν = e - 1 = /q (see also §6 in 
appendix II). This implies that the transition in the bond percolation 
model (at a square lattice) takes place at ρ =1. Percolation occurs for 
p>p , i.e. when the probability for the presence of a bond exceeds J. 
The critical exponents of the Potts model vary continuously with q (as 
we will see in chapter 4). The critical exponents of the percolation model 
Ρ Ρ 
are simply obtained by the Potts values at q=l: γ„ • y_(l) > y,, • У
и
(1)» 
β = (2-у )/у , γ = (2у -2)/у . This needs however a comment. 
π 1 H I 
The singular part of the free energy in the Potts model will behave as 
2/yJ(q) 
f ^ A(q) |uT| (2.2.13) 
ρ 
The amplitude, the exponent y T and the scaling field u depend on q. At q=l 
the partition function becomes trivial (eq.2.2.9). So A(l) must be zero. 
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This observation is essential, since differentiation with respect to q now 
simply yields 
/HA\ 2/y!!(l) 
£ < p > 4 a î ) |UTI ( 2 · 2 · 1 4 ) 
q=l 
The other (more singular) terms have amplitude zero at q=l. So indeed 
Ρ Ρ 
y (1) and УцСі) are the percolation exponents. 
Finally we will discuss the meaning of the field g (see eq.(2.2.7) and 
(2.2.11). An alternative choice for the order parameter is obtained by 
computing the probability that a given bond (instead of a given site) 
belongs to an infinite cluster. This order parameter Q ( p ) is obtained by 
differentiation with respect to g: 
Q W - T W (*$*•).„••&-/„ 'αι«·"."> < 2 - 2 · , 5 ) 
c c 
Notice that the probability that a specific bond belongs to a cluster (both 
finite and infinite) is equal to the probability jj— that it is present. 
It has been argued that this alternative order parameter does not lead 
to a new value for the exponent β (Essam et al 1976, Wu 1977). As we will 
see now this is only partially true. The model obtained from the pure Potts 
model via including the interactions that favour spin state σ.=1, see 
eq.(2.1.2), is called the Potts lattice gas. 
The phase diagram of the Potts lattice gas is discussed in §5. For 
q<4 the Potts critical point located at H"g=0 shows 3 relevant exponents. 
Next to y and y the cross-over exponent y is also found to be positive. 1 ti cr 
The corresponding scaling field u does not coincide with the pure J (i.e. 
cr 
pure g; see eq.2.1.4) direction. So the 2 order parameters ^ (p) and Q(p) 
will show the same dominant exponent β. It must however be expected that a 
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certain linear combination of p(p) and (D(p) exists (corresponding to the 
u direction) for which the amplitude of the dominant term becomes zero (see 
cr 
chapter 1 §4). This quantity will vanish at ρ with the exponent 
8 = (2-y )/yT· So the Random Cluster formulation of the percolation 
model suggests that the critical phenomena in the percolation model cannot 
be described by 2 independent relevant exponents only. 
§3 The q-Ю limit - Linear Resistor Networks 
The qiO limit of the Potts model leads to the enumeration of the 
spanning trees at the lattiae1 which in its turn is related to the 
determination of the effective resistivity between two nodes in a linear 
resistor network. 
3.a. The spanning trees 
The partition function of the Random Cluster model eq.(2.1.6) goes 
to zero in the limit q+0. The number of spanning trees is obtained when the 
limit is taken in a special way (Fortuin and Kasteleyn 1969, 1972). 
Let ν depend on q as ν = xq . Eq.(2.1.6) can then be rewritten as 
,, a M к+аМ ,. , .. 
Z(xq ,q) = Σ χ q (2.3.1) 
G 
In the limit q+0 one only needs to consider the graphs that lead to terms 
with the smallest power in q. For 0<a<l these are the so-called spanning 
trees. A spanning tree is a graph that connects all sites to each other 
(only one cluster; k=l) and that shows no loops (only one path between 
2 sites). For a spanning tree, the number of present bonds is equal to 
M=N-1 (with N = number of sites of lattice). A spanning tree gives rise to 
a(N-l) a(N-l)+l 
a term χ q in the partition function. One easily checks that 
for 0<a<l all other graphs lead to higher powers in q. So 
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. . - a ( N - l ) - l a , a ( N - l ) a ( N - l ) . T ,- , _. 
l i m q Z(q χ , χ ) = Σ χ = χ Ν ( 2 . 3 . 2 ) 
q+O s p t r S p t r 
In the thermodynamic l i m i t the number of spanning t r e e s N grows as 
sptr 
A 
N = exp(bN). For the square lattice b = — С = 1.16624 (with С the 
sptr r ч π 
Catalan constant; Wu 1977.b). 
The choice a=J is of special interest, because of the relation between 
the Potts model and the Ice model (as discussed in chapter 4). Moreover 
the duality relation for the Potts model implies that for all q>0 the 
К 
transition takes place at x=l (v = e -1 = /q). 
For the choice a=1 not only the spanning trees are counted. All other 
trees (= graphs without loops) lead then to the same power in q ( breaking 
a spanning tree raises the number of clusters by one and decreases the 
number of present bonds by one). For a>1 the state with all bonds 
disconnected becomes dominant. For a=0 all graphs that consist only of one 
cluster are counted (In a spanning tree one can now add bonds, i.e. make 
loops, without raising the power in q). 
3.b. Linear Resistor Networks 
The q+0 limit is also known to lead to a linear resistor network 
(Fortuin and Kasteleyn, 1969, 1972). Consider a network of N nodes that 
are connected via resistors of conductivity S.. (The network is not 
restricted to be planar). As we will see now, the effective resistivity 
between 2 nodes in a network can be obtained from Ζ , which is defined 
sptr' 
Ζ ,. = Σ ( Π S..) (2.3.4) 
s P t r .. ν j iJ sptr bonds 
in sptr 
Suppose that a current I. is injected at node i. Conservation of current 
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implies that Σ I. = 0. From the laws of Kirchhoff (1847) one finds 
i 
I. - Σ S..(V.-V.) (2.3.5) 
ι ... ij ι j 
(with V. the electric potential at node i). Define a matrix A via: A..= -S.. 
for i?H and A.. = Σ S... Then eq.(2.3.5) reads 
11 ... Ij 
I. - Σ Α.. V. (2.3.6) 
1
 j 1 J J 
This set of equations is not independent. Because of conservation of current 
one equation can be removed. Also the zero level of the potentials V. is still 
free. So one row and column in ipatrix A can be removed. Choose the kth row 
(k) 
and column (i.e. take V =0). Inversion of the remaining matrix A gives 
V. = Σ ¿V I. i?ik (2.3.7) 
1 . ,. IJ 1 
Jfk 
The effective resistivity between the nodes i and к is determined by 
ΚΪ • ·?,' - %$• 
(consider the case 1^ - - 1 = 1 and Ι.=0 for i+l,k; R ^ f = V^/I). 
(kÄ) (к) 
The minor A is obtained from A by the removal of row Л and column ¡L. 
(k) 
Det A is independent of к and is called the complexity of the network. 
One also easily checks that for 2 nodes к and I that are connected via a 
conductor S, 
к 
det A ( k i ) = | | (2.3.9) 
The effective resistivity can therefore also be written as 
<T - fs^ lnC (2·3·10) 
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The relation with the spanning trees is obtained via the following theorem. 
Theorem: the complexity С of a linear network is equal to Ζ (defined r
 sptr 
via eq.2.3.4) . 
We will proof this theorem via induction (Brooks et al 1940). Consider the 
following modifications in the network: 
(1) Add a new node S. to the network which, via a conductor s, is only 
connected to node m. The complexity С of the new network is equal to 
C ( 1> = s C . 
(2) Identification of the nodes к and I (i.e. they are short cutted) implies 
that in matrix A the two corresponding rows and columns must be taken 
(2) (2) 
together: Α., = Α., + A. and А^. = \. · + A.. . The complexity of the new 
(2) (ki.) 
network is equal to С = det A . Notice that the effective resistivity 
ef f R, (in the original network) is therefore also equal to the quotient 
(compare eq. 2.3.8) 
R £ " = C(2)/C (2.3.11) 
(2) 
С is the complexity of the network after node к and Î. are short-cutted. 
(3) Via a combination of (1) and (2) a resistor can be added between two 
nodes m and I that are still disconnected. One finds for the complexity 
C ( 3 ) - С + s C ( 2 ) (2.3.12) 
By means of these operations a large network can be built from a small 
one. For a small network (of e.g. 2 nodes) it is obvious that С • Ζ ,_ . 
Б
 sptr 
This remains also true for large networks, since Ζ ^ is built in the same 
ь
 sptr 
way as C: 
When a bond with conductivity s is added to the network between 2 nodes, 
(3) the new Ζ is given by 
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Z ( 3 ) = Ζ + s Z{21 (2.3.13) 
sptr sptr sptr 
Ζ corresponds to the network in which the 2 nodes are identified (i.e. 
sptr 
short-cutted). 
As a result the effective resistivity between two nodes that are 
connected via (a non zero conductivity) S can be obtained from 
κι*-- i s - ^ w (2·3·ΐ4) 
к«,
 κ 
Consider the special case of a 2 dimensional infinitely large square 
network in which only nearest neighbours are coupled by resistors, and in 
which all conductivities have the same value x. The effective resistivity 
between 2 nearest neighbours is related to the temperature derivative of the 
Potts free energy (2.3.3) at q=0. As the χ dependence of this free energy 
is trivial one obtains: 
Reff
 ° iï is li^W- к ( 2 · 3 · 1 5 ) 
This result follows also directly within network theory via the superposition 
principle. 
§4 Adsorption Experiments 
Adsorption experiments in which gas moteeules are adsorbed on a 
substrate are direct realizations of 2 dimensional critical systems. The 
Potts model plays an important role in the description of these experiments. 
4.a. Adsorption on graphite substrates 
Recently adsorption experiments of noble gasses, like helium, krypton 
and xenon on substrates, in particular on exfoliated-graphite (Bretz et al 
1973) gained much interest. For a review see Dash 1978. We will discuss here 
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mainly the adsorption on graphite. In 54.d. some other examples are mentioned. 
The gas molecules form a monolayer at the surface of the substrate. 
The phase transitions that take place in the monolayer are therefore 
realizations of 2 dimensional critical phenomena. 
For different ranges of coverage and temperature,different transitions 
are observed. Two dimensional melting for example might be realized in an 
almost completed monolayer (Nelson and Kosterlitz 1978). 
In fact the full phase diagram is rather complicated and not yet explained 
nor explorated completely (see e.g. Dash 1979). At Τ = 3 К and a coverage 
of about 1/3 however a second-order transition takes place (the so-called 
/3 χ /З transition) that is well understood by now and that can be described 
by the 3-state Potts model. It is a transition from a gas-phase into the 
so-called in-registery-solid phase. The graphite surface has an hexagonal 
structure. As we will see it is characteristic for the transition that the 
diameter of the gas molecules is larger than the lattice constant of the 
substrate. 
4 
For He adsorption, the specific heat is measured with enough accuracy 
to be able to determine the critical exponent. Bretz (1977) found α = 0.36 
and Tejwani and Vilches (1979) α = 0.28. Experiments on krypton show a 
4 
similar transition as in He . Here however the transition is not found to 
remain 2 -order everywhere. At low temperatures the transition becomes 
first-order (see e.g. Berker et al 1978). 
4.b. The lattice gas model 
The adsorption experiments on graphite (in the range that we are 
interested now) can be described directly by a lattice gas. The hexagonal 
structure of the graphite surface plays an important role. The gas atoms 
prefer to be located at the potential wells that form a triangular lattice. 
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For the range of temperature and coverage under consideration, it is 
reasonable to assume that the gas molecules are confined to the sites of 
this triangular lattice. The diameter of the gas molecules is larger than 
the lattice constant. Simultaneous occupation of 2 nearest neighbour 
positions is very unlikely, or for larger molecules even forbidden. In the 
lattice gas an occupation number n.=0,l is associated to every site. It is 
well known that a lattice gas like this is equivalent to an Ising model. So 
as first model for the adsorption experiments could serve a 2 dimensional 
triangular Ising model with strong negative (strong repelling) nearest 
neighbour coupling, weak positive (weak attractive) next nearest neighbour 
interaction and a magnetic field (playing the role of the chemical potential). 
Since simultaneous occupation of nearest neighbour sites is unlikely, the 
gas molecules will order at low temperatures in one of the three - -
ground states of fig. 1.5. (in chapter 1). The - - phase is recognized 
as the in-registery-solid phase and - - as the gas phase. The - - to - -
transition in the Ising model will therefore be the transition that we are 
studying. 
The renormalization transformation for the Ising model discussed in 
§5 of chapter 1 is in principle able to describe this transition correctly. 
For the 4-cluster approximation the phase diagram in the whole parameter 
space (H,K,B,L) is constructed from the R.T. equations (den Nijs 1976, 
unpublished results). For the domain of parameter space in which we are 
interested here, a phase diagram, similar to the one obtained by Schick et al 
(1977) is found (they used another R.T). The quantitative accuracy of both 
R.T.'s is however (certainly in this region) much to low to justify 
conclusions about the values of the critical exponent y at the - - to - -
transition. (Schick et al find y = 0.96. Our R.T. suggests the much larger 
value yT = 1.7). 
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4.с. The 3-state Potts model 
More promising for the determination of the critical exponents is the 
relation to the 3-state Potts model. The first argument for this equivalence 
is indirect (Alexander 1975) . It makes use of the argument that systems that 
have the same Landau-Wilson Hamiltonian belong to the same universality class. 
The ground states of the 3-state Potts model show the same permutational 
+ 
invariance as the - - ground states in the lattice gas. A Landau 
Hamiltonian that takes this fact into account is therefore necessarily of the 
same type for the 2 systems. 
The second argument for the equivalence to the Potts model is provided 
by Berker et al (1978). They relate (by a direct mapping of configurations) 
the lattice gas to the so-called Potts lattice gas (Their mapping is not 
exact). The phase diagram for krypton is reproduced within the Potts lattice 
gas (including the cross-over to a first-order transition). The Potts lattice 
gas is discussed in the next paragraph. It is obtained from the 4-state Potts 
model by addition of extra (Potts symmetry breaking) interactions that 
favour one specific spin state (the "vacuum state"). 
4.d. Realizations of other Potts models 
4 
In the He and Kr adsorption experiments on graphite, the combination 
of the surface structure and the diameter of the gas molecules give rise to 
a 3 fold permutational symmetry. This determines the transition to be of the 
3-state Potts type. By application of other substrates and gasses it might 
be possible to obtain also realizations of the Potts model at other q values. 
In fact such systems have already been proposed (see Domany et al 1977, 
1978, Domany and Riedel 1978, 1979). We will only mention some examples. 
Adsorption of N at Kr-plated graphite is proposed to be a realization 
of the 4-state Potts model. Adsorption of He on Kr-plated graphite leads to 
an Ising transition. (Tejwani and Vilches 1979). The transition observed in 
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adsorption of atomic oxygen on tungsten might be described by a XY-model 
with cubic anisotropy (the discrete-spin limit of this model is the 
Ashkin-Teller model which shows non-universal behaviour; see chapter 4). 
0. adsorbed on graphite shows a magnetic transition (in which the surface 
structure does not play a role anymore) that is expected to be a realization 
of the Heisenberg model with cubic anisotropy (the discrete-spin limit of 
this model is the Cubic model). 
§5 Potts models with interactions that break the permutational symmetry 
In the Potts model extra interactions can be included that break the 
permutational symmetry partially. Examples of models thus obtained are the 
Potts lattice gas, the Ashkin-Teller model and the Cubic model. The 
application of the Potts lattice gas to krypton adsorption on graphite is 
described. 
5.a. Introduction 
One of the main characteristics of the Potts model is the invariance 
of the Hamiltonian 
У6 = Σ Κ δ
σ
 (2.5.1) 
< i j > i j 
with respect to permutations of the spin states. For the applicability of 
the model to experiments this symmetry is crucial. For every value of q 
the Potts model can be considered as belonging to another universality class. 
Not all applications however require a full-permutational symmetry. 
4 . . . . 
He and Kr adsorbed on graphite is such a case, via their Potts lattice 
gas representation (Berker et al 1978; see also below). It is therefore of 
interest to study the implications of extra permutational symmetry breaking 
interactions in the Potts Hamiltonian. 
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5.b. The (q ,q )-model 
In the q-state Potts model, the q-spin states can be divided in q 
groups each containing q states. The (q ,q )-model is obtained by adding 
an interaction, with strength J that favours two nearest neighbours to 
take a state that belongs to the same group. 
3 Y . = E K Ó O ^ + J Ó (2 .5 .2) 
^
1
- · . . , . S . S . t . t . S . S . 
< 1 J > i j I J I J 
Here the spin states a. are relabeled by a group number s. and an internal 
index t.. 
ι 
For q =2 this model is also known as the Cubic model (Kim et al 1976). 
Every group then contains 2 states. For q =3 the Cubic model becomes 
equivalent to a (classical) Heisenberg model in which the spins are confined 
to point along one of the 3 coordinate axis. For q =q =2 the Ashkin-Teller 
model (Ashkin and Teller 1943) is obtained, which (as we will see in 
chapter 4) is of interest since it shows non universal behaviour. 
The phase diagram of the (q ,q)-model is discussed in §2 of chapter 3 
(which has been published separately as a paper). 
5.С. The Potts lattice gas 
The second type of partial symmetry breaking that we will discuss, 
leads to the Potts lattice gas. Now only one spin state is taken special. 
Again the spin states are relabeled. Group s.=l now only consists of one 
spin state (t.=l), while the second group s.=2 contains all other states 
^ . = 1,2,3,..^-!). 
УС = I (K 6t t + J) &s s + Σ Η 6s 2 (2.5.3) 
<ij> i j i j i i 
The name Potts lattice gas was first used by Berker et al (1978). The states 
of group 2 can be thought to represent q-1 different atoms that can be 
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adsorbed at the sites. Hamiltonian (2.5.3) implies that these atoms show a 
full permutational symmetry with respect to their names. The special state in 
group I represents the vacuum state. For q=3 the model is also known as the 
Blume-Capel model (Blume et al 1971). 
In the phase diagram 3 phases can be distinguished (Berker and Wortis 1977, 
Berker et al 1978). For H<<0 all spins take the vacuum state. We call this 
the "gas-phase" (Berker et al 1978). For H>>0 the model reduces to a pure 
(q-l)-state Potts model. Here (for all J at К = ln(l+ Njq-1)) a transition 
takes place from the "liquid-phase" (in which the sites are occupied but in 
which the atoms are still mixed) into the "solid-phase" (in which the atoms 
are also demixed). The solid-phase is actually a domain where q-1 phases are 
coexisting. 
In the neighbourhood of H=0 (not precisely at H=0 since the partition 
function is not invariant under №+-H) a plane (which is also somewhat curved) 
can be found in the (H,J,K)-space in which the phase diagram has the 
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structure of fig.(2.1). This is precisely the same structure as found in the 
Cubic model (see 52 chapter 3). Except for the solid-liquid transition, all 
phase boundaries are located in this plane. The gas phase is located at the 
H<0 side of the plane, the liquid and the solid phases at the H>0 side. In 
the plane 3 domains can be distinguished: the disordered domain (D) around 
the origin, the SG-domain, where q-phases are coexisting (the q-1 solid 
phases and the gas phase) for K>>0, and the LG-domain where 2 phases are 
coexisting (the liquid and gas phase) for small К and J>>0. 
For K=0 the Potts lattice gas reduces to an Ising model. The transition 
at the D-LG border line is therefore determined by the Ising exponents 
(У-і.= '> Уи='5/8). In the LG-domain the gas and liquid phase are separated by 
a first-order transition. In the D-domain the distinction between these 
phases has disappeared. The SG-domain is the border between the solid and 
the gas phase. A first-order transition takes place here. The solid-liquid 
transition is determined by the (q-I)-state Potts exponents and takes place 
in a plane that is located at H>0. In the limit H-*» this plane coincides 
with the plane К = ln( 1+ Vl q-1) . At the other side (small H) this plane is 
bordered by the C(q) and E(q) transition lines in the plane of fig.(2.1). 
К 
gas 
C(q) 
К 
© J/K<0 t 
solid gas 
Ptq-I) 
liquid 
- • H 
P(q) 
liquid 
- • H 
к (g) J/K=0 J 
solid gas 
© J/K>0 
E(q) 
solid 
Ь-7 P(q-1) p(2) 'iqu'd 
• * · Η 
fig. 2.2 
Phase diagran for the Potte Lattice Cae in planee with canetant ratio J/K. 
68 
Fig. 2.2 shows 3 intersections of the 3 dimensional phase diagram for fixed 
J/K (i.e. orthogonal to the H=0 plane). 
The D-SG transition line in fig.(2.1) is a line of q-critical points 
C(q); the distinction between q phases (q-1 solid phases and the gas phase) 
vanishes simultaneously. The SG-LG transition line is an example of a line 
of q-critical end-points; the distinction between the liquid and the gas 
phase remains (compare with the discussion in § 1 of chapter 1). 
The q-state Potts critical point P(q) at the K-axis is the branch point 
where all phase boundaries meet each other. This critical point shows 3 
relevant exponents: y (the temperature; the scaling field u is located 
along the K-axis), y (the magnetic field; u^ is located in the H-direction) 
PLC 
and the cross-over exponent y (u is located along the C(q) and E(q) 
transition lines). This picture however is only correct for q<4. For q>4 the 
transition in the Potts model becomes first-order (Baxter 1973.b). In 
connection here with also the cross-over exponent is expected to become 
irrelevant. The corresponding modification in the phase diagram is discussed 
in §2 of chapter 3. 
5.d. The Potts lattice gas as model for adsorption experiments 
Berker et al (1978) used the Potts lattice gas for q=4 to describe 
krypton adsorption on graphite. In the Potts lattice gas every site can be 
occupied by (q-1) different atoms. In the lattice gas of §4.b. however only 
one type of molecule is present, which can choose between 3 sublattices. 
Consider cells on the triangular lattice in the way of fig.(1.3.a) in chapter 
1. Notice that every cell contains one site of every sublattice. Since 
nearest neighbour occupation is forbidden, the cell can only take 4 states; 
3 with one site occupied, 1 corresponding to an empty cell. This leads to a 
Potts lattice gas by introduction of a Potts spin σ. = 1,2,3,4 to every cell. 
The mapping is not exact. Within a cell, nearest neighbour occupation is 
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strictly forbidden. This is however not the case for sites belonging to 
different cells. 
Berker et al matched the krypton phase diagram to a plane in the 
(H,J,K)-space that has a fixed negative value for the ratio J/K. (see fig. 
2.2.a). As already mentioned, the krypton phase diagram shows a change from 
a second-order to a first-order transition. The second order part is now 
identified as the solid-liquid transition (which is determined by the 
3-state Potts exponents, since q=4) and the first-order part as the solid-
gas transition. 
5.e. Types of multi-critical points 
In connection with the phase-diagram discussed above, a general comment 
on multi-critical points may be in order. In § 1 of chapter 1 it is shown 
that, using the example of a triple plane (where 3 phases coexist), the 
subspace of critical end—points has co-dimension 3 (such a point is 
characterized by 2 phases becoming identical), while the subspace of tri-
critical points has co-dimension 4 (3 phases become identical simultaneously). 
In the Potts lattice gas for q=3 (i.e. the Blume-Capel model), the points 
C(3) (see fig.2.1.) at the SG-D transition line are tri-critical points and 
the points E(3) are critical end-points. 
The branch point P(3); i.e. the 3-state Potts point, is also a type of 
tri-critical point. Also here 3 phases become identical simultaneously. The 
co-dimension of this type of critical points is however larger than 4. This 
can be seen by addition in the Hamiltonian of eq.(2.5.3) next to the 
interactions that favour spin state σ.=1 also the interactions that favour 
r
 ι 
σ.=2. One obtains then for the case q=3 the most general (nearest neighbour) 
Hamiltonian. In this 5 dimensional parameter space, the 3-state Potts 
critical point shows 5 relevant exponents: y T (the temperature), the 2 times 
PLG 
degenerated y (the magnetic fields) and the 2 times degenerated y (the 
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cross-over directions). The subspace of 3-state Potts critical points P(3) 
has co-dimension 5. With respect to the ordinary tri-critical point C(3) the 
co-dimension is raised by one. We call P(3) the symmetrical tri-critical 
point. 
The 3-state Potts critical point is a tri-critical point with full 
permutational symmetry between 3 phases. Here, because of the degeneracy 
of the exponents, the different critical lines etc. will make angles with 
each other (compare §l.d. in chapter 1). 
At the ordinary tri-critical point C(3) one does not expect the 
exponents to be degenerated. This ensures, (see §l.d. in chapter 1) that the 
critical lines and triple line that emerge from the tri-critical point will 
be tangent to a common direction (i.e. the scaling field direction of the 
smallest relevant exponent). Moreover there is only permutational symmetry 
left between 2 phases. 
The Potts model provides a method to classify q-critical points. The 
most symmetrical q-critical point, with full permutational symmetry is 
located in the q-state Potts model. By allowing interactions (like J& ) 
siSj 
that break the permutational symmetry partially, one finds q-critical 
lines (like C(q) in fig. 2.1) to emerge from P(q). These q-critical points 
have a lower permutational symmetry. All types of q-critical points can be 
constructed in this way and the co-dimension of each member can be 
determined. The co-dimension of the q-critical point with the lowest 
symmetry is also determined by the Gibbs-phase rule. 
There is no need for the critical exponents of the various types of 
q-critical points to take the same values, as can be seen from the 2 limit 
cases : 
1) The q-critical points with the lowest symmetry can be described by the 
Landau-Wilson Hamiltonian with a one dimensional order parameter. The Landau 
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approximation leads to a second-order transition for all these multi-critical 
points (with yT=d(l-l/q); see e.g. Pfeuti and Toulouse 1977). The Landau 
approach is correct above the so-called critical dimension d*, that is 
determined by the Ginzburg condition (Ginzburg 1966): d* = 2q/(q-l). Also 
below d* the transition can be expected to be 2 order (with non classical 
exponents). 
2) For the q-critical points with full permutational symmetry, i.e. the 
q-state Potts points, Baxter has proven (see also chapter 4) that in 2 
dimensions, the transition becomes first-order for q>4. For q<4 the 
transition is second-order. For lattice dimensions larger than 2, the cross-
over to the first-order behaviour is expected to take place at a value q<4. 
So the 2 limit cases suggest that the exponents for the different types of 
q-critical points are different. 
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CHAPTER 3 
The Kadanoff Lower bound Renormalization 
Transformation for the q-state Potts model 
This chapter has been published separately in 
Physiaa 1979 9SA_ 449-472. 
The Kadanoff Lower bound Renormalization 
Transformation is applied to the Potts model. The 
free parameter is optimalized by the free energy 
criterium. Also the so-called marginality condition 
is considered. Almost rational values for the 
ρ 
temperature exponent y- are found at q=l,2i3 and 4. 
For q>4 the transformation fails to show the first-
order transition. At q=4 a bifurcation phenomenon is 
found that can be considered to signal the onset to 
the first-order behaviour. 
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The Kadanoff lowerbound renormahzation transformation when applied to the 2-dimensional 
4-state Potts model, is found to show a bifurcation phenomenon at q = 4, that might be 
considered as signalling the onset to the first-order transition At the value of the free parameter 
where the bifurcation is found, the specific heat exponent takes almost the value predicted by 
weak universality a(4) = 2/3, while the cross-over exponent in the Potts-Utltice gas direction 
becomes marginal The cross-over exponent in the cubic direction is found already to be 
irrelevant for q > 3 3. Further a duality relation for a class of models obtained by a partial 
breaking of the Potts symmetry in the hamiltoman, including the cubic model is derived 
1. Introduction 
The renormalization transformation (R.T.) for the 2-dimensional (d = 2) 
4-state Potts model') on a square lattice discussed in this paper, is the straight 
forward generalization of the one introduced by Kadanoff for the Ising 
model2). For some reason this lowerbound variational method, when applied 
to a model on a square lattice, gives much more accurate results than obtained 
by R.T. using for example cumulant or cluster expansions. It has been success­
fully applied to the Ising model in d = 2,3 and 4 3), the percolation model in 
d = 24), the Blume-Capel model in d = 2 and 3 5·4) and the Potts model in 
d = 27·8·9) and 3 1 0). 
For the d = 2 Potts model the R.T. works well up to q = 4. Almost rational 
specific heat exponents a(q) are found (see also section 4 and table I): 
or(l) = -2/3 (the percolation model), a(2) = 0 (the Ising model), a ( 3 ) = l / 3 , 
a(4)= 1/2. For q > 4 the transition should have a latent heat, as proven by 
Baxter"). In the R.T. however, as already shown by Dasgupta7), the transition 
remains second-order, i.e. a < 1 for all q. The same defect is observed in 
other R.T. for d = 2 'г ") and also for this R.T. when applied to d = 3 10) (the 
first-order transition is expected there to appear already for q < 4). The main 
issue of this paper is to show that despite its failure to realize a latent heat, 
this R.T. in d = 2 still bears at q = 4 the onset for the cross-over to the 
first-order transition. As we will see the R.T. behaves special at q = 4. 
In order to see this, it is useful not to restrict the analysis to the pure Potts 
Μ Ρ M DEN NUS 
model. It will be explained that the appearance of the latent heat at q = 4 is 
coupled with marginal cross-over exponents in directions corresponding to a 
hamiltonian in which the Potts symmetry is partially broken. The phase 
diagram for a class of models thus obtained, including the Cubic model14) is 
discussed in section 2. Further a duality relation for these models is obtained. 
The Baxterline in the 8-vertex model15) can be mapped into the Ashkin-
Teller model"). Accordingly the Potts fixed point is expected to have at q = 4 
a marginal cross-over exponent )>crUB in the Cubic direction. Besides one 
expects a change in the phase diagram structure at 4 = 4, related to this 
marginal exponent. For q < 4 the cross-over exponent will be relevant, 
corresponding to a phase diagram where the Potts critical point is a branch 
point for the critical surface. For q > 4, however, the type of phase diagram, 
also obtained by mean field theory14) is expected, in which Ус"" is irrelevant 
and the Potts transition point is no branch point anymore. 
Also in the Potts-lattice gas17) this change to the mean field type of phase 
diagram is plausible (This type of Potts symmetry breaking leads at q = 3 to 
the Blume-Capel model). 
The structure of the R.T. equations is discussed in section 3. They contain a 
free parameter p, which is a remnant of the freedom in choice of the weight 
function. It should be chosen such that the error made by the bond moving 
approximation is minimalised. 
This bond moving procedure causes the invariance of a subspace in the 
Potts model, the so-called symmetrical subspace S, where i.a. the nearest 
neighbour interaction is twice as large as the next nearest coupling. Because 
the pure nearest neighbour problem can be mapped in S by a decimation2), it 
is possible, as done by Dasgupta7) to restrict the analysis to this subspace. 
However the R.T. has an interesting behaviour also outside 5; 2 extra fixed 
points appear in the critical surface. The very existence of these extra fixed 
points makes it possible to use, next to the Kadanoff prescription, an 
alternative receipt to optimalize p, the so-called marginality condition (see 
section 3). For 4 = 2, i.e. the Ising case it was already observed by Knops1*), 
that at the moment the two extra fixed points outside S create each other, 
their specific heat exponent is almost equal to the value found by the 
Kadanoff prescription (when applied to the critical fixed point in 5). 
Both prescriptions lead for q < 4 to the4 almost rational values of the 
specific heat exponents already stated above, but for q > 4 they fail to give a 
latent heat (section 4). The a(q)-curves (fig. 5 and fig. 6) remain smooth 
around q = 4. It looks as if q = 4 is not special in this R.T. Only the cross-over 
exponent in the Cubic direction y
r^
UB
 indicate the special nature of the R.T. 
around 4 = 4. For q > 3.2 у£и в is irrelevant (only for the Kadanoff prescrip­
tion). 
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At q = 4 already these results of the 2 prescriptions are doubtful. Weak 
universality arguments19,20) predict at q = 4 the specific heat exponent to be 
a(4) = 2/3 instead of a(4) = 1/2. 
At q = 4 one of the irrelevant eigenvalues (in the symmetrical part) of the Potts 
space λ M becomes almost marginal at the value of the free parameter ρ BF. So here 
the marginality condition is satisfied again (this time in the symmetrical 
subspace). The specific heat exponent takes almost the weak universality value 
at pB F (a(4) = 0.6937), while the cross-over exponent in the Potts-lattice gas 
direction becomes marginal at almost the same ρ too. (The cross-over exponent 
in the Cubic direction is already irrelevant for all ρ values as soon as q > 3.3). 
As explained in section 5 the marginality of AM at p B F corresponds to a 
bifurcation of the critical fixed point. At pB F the critical fixed point is found to 
split into 3 fixed points when q is decreased. Although this bifurcation is not 
precisely of the type one anticipates, it still might be considered as signalling 
the onset to the first-order transition. 
2. The Potts model 
On a square two dimensional lattice spins are located that can take q 
different states σ, = 1,2, 3 , . . . . q. It is also possible to think of particles that 
can be coloured in q different ways. The model is called a Potts model') when 
the hamiltonian is invariant with respect to permutations of the numbers 
tr, = 1,2,3,. . . , q. For only nearest neighbour coupling it reads 
H = ^ KS
aiai. (2.1) 
Only when the pair of spins is in the same state it gives a contribution К to 
the free energy. 
At q = 2 the model reduces to the Ising model. From the equivalence of the 
Potts model to the Random Cluster model introduced by Fortuin and Kas-
teleyn21) follows the equivalence to the percolation model in the limit q-> 1. 
The model shows a phase transition which from duality') is expected to 
occur at K
c
 = ln(l + Vq). The ferromagnetic groundstate is q folded 
degenerated. For q = 1, 2, 3 and 4, K
c
 has the nature of a q-critical point. 
Baxter") showed the transition to be first-order for q > 4 . Mean field theory 
already predicts this behaviour for q > 2 "). 
Temperley and Lieb") and Baxter et al.24) showed the equivalence of the 
Potts model to a staggered Ice model. The staggered direction coincides with 
the temperature direction in the Potts model. At the critical temperature K
c
(q) 
the staggered Ice model reduces to the F-model, which is solved by 
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Lieb25). So at K^q) the free energy of the Potts model is known. In the 
equivalence of the two models q = 4 is special. The infinite-order transition in 
the F-model takes place at q = 4. 
q = 4 Occurs to be special again if one breaks the Potts symmetry of the 
hamiltonian. Although only the exponents in two special cases of Potts 
symmetry breaking are calculated (the Cubic model14) and the Potts-lattice 
gas'7)), it is useful to discuss in more detail the phase diagrams for a wider 
class of models obtained by Potts symmetry breaking. They will all have the 
same structure. 
The Potts symmetry can be broken in many different ways. One of them is 
obtained by dividing the q spin states in q
s
 groups, each containing q, states 
(Яз ' Qt = Ч)· An extra term can be added to the nearest neighbour hamiltonian 
which favours spins to be in states belonging to the same group 
H = '£K8
v
fil,l + JSVl. (2.2) 
Here the spin states are relabeled by a group index s, = 1,2 q, and an 
internal number f, = 1,2,..., q,. The model will be named the (q'
s
, <j,)-model. 
For q, = 2 it is known as the Cubic model. Then eq. (2.2) can be rewritten by 
replacing the /, index by an Ising spin μ, = ±1 as 
Η = U Kwfiv, +(J + ІЮв
І(,г (2-3) 
After introducing a ^-dimensional spin pointing only along one of the axes 
eq. (2.3) gets the form 
H = ^KSl-Sl + (J + i2K)(Sl-Sl)2. (2.4) 
For J = -\K the pure Cubic model with no quadripole pair interactions14) is 
obtained. The Cubic model reduces to the Ashkin-Teller model26) at q
s
 = 2. 
Then J = -{К leads to two decoupled Ising models. 
The method used to show the equivalence of the classical ΛΎ-model to the 
discrete Gaussian model27,2*) can also be used to derive duality relations for 
other models. It is a fast method to derive for example the well known duality 
relations for the Ising model29). It is shown in the appendix that the (q
s
, q,)-
model is dual to the (q„ q^-model, i.e. hamiltonian (2.2) is replaced by: 
Я ' = g К'в,
ч
«1Ч +.T*,;,}. (2.5) 
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The duality relations read, 
x'= 1 + 
xy + yiQt- 1)-<ϊ, 
y'= 1 + ЯАУ - D 
y O t - D ' 
(2.6a) 
(2.6b) 
with χ = exp(K) and y = exp(J). So the Cubic model is dual to the model with 
2 groups each containing qll spin states. Only models with q
s
 = q, are 
self-dual. For q
s
 = q, = 2, (the Ashkin-Teller model) this duality relation was 
already known by Stephen and Mittag30), while for J = 0 the duality relation 
for the Potts model is regained. 
The phase diagram for the (q„ q,)-model contains three regions, see fig. la: 
a disorder region D, a group-order region GO with q
s
 coexisting phases where 
the spins are still disordered within the q
s
 groups, and the ordered region О 
where q phases coexist. For pure J interaction one recovers a <j
s
-state Potts 
model and for pure J' coupling, via application of the duality, a q,-state Potts 
model. So the D-GO and GO-0 transition will be respectively of the q
s
- and 
4,-state Potts type. In case q
s
 = q, the two lines are mapped on each other by 
the duality transformation. The D-O separatrix will follow for this self-dual 
models the line 
( e * - l ) e / = fl 1/2 (2.7) 
which is invariant under duality. 
The phase diagram of fig. la is found, using renormalization technics for the 
Ashkin-Teller model by Knops") (first-order cumulant approximation) and 
for the Cubic model up to large q values by Aharony12) (dedecoration 
transformation). They found a relevant crossover exponent at the q-state 
Potts fixed point P(q), corresponding to its branch point nature. 
At q = 4 however a change in the phase diagram is expected, which is 
disordered 
region ( D ) 
group-ordered region (GO) 
q, coemslmg phoses 
-^  » 
Fig. la. Phase diagram for the (q„ ij,)-model at q ^ 4 and the corresponding critical fixed points 
that are expected using a renormalization transformation. 
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associated to the appearance of the latent heat along the Potts-axis. For q > 4 
phase diagram lb is most probable. In this structure, also predicted by mean 
field theory for the Cubic model at q, = 3 l4), the branch point BR is not 
located anymore on the Potts-axis. Besides Kim et al.14) found along the D-O 
separatrix the transition to remain 2nd order for J < -{К. This indicates that 
at q =4 a bifurcation of the Potts fixed point P(q) is most likely. The 
resulting 3 fixed points will correspond to the branch point (BR), the fixed 
point P(q) attracting the first-order part of the D-0 separatrix and the 
cross-over fixed point (CR) separating the second order part of the D-O 
transition from the first-order part. The cross-over exponent of the Potts fixed 
point yf
r
UB
 will be irrelevant for q > 4 and marginal at q = 4. 
It should be noticed that a different cross-over behaviour is found by 
Aharony12). He finds the C(<j) fixed point in fig. la to move towards the 
Potts-axis and ultimately to cross the Ρ(q) fixed point. So here also the 
branch point leaves the Potts-axis. But now the transition along the whole 
D-O separatrix becomes first-order at once, because all these points are 
mapped on P(q) by this R.T. (In this dedecoration transformation the cross­
ing phenomenon takes place at the much too large value q = 16. Besides, the 
P(q) transition remains 2nd order for all q). 
In the R.T. presented here the cross-over exponent ycrUB is irrelevant for 
q > 3.2 (section 4). The analysis is restricted to the Potts-axis; only the critical 
exponents in the Cubic direction are calculated. From the marginality of y£UB 
alone it is not possible to discriminate between the picture of Aharony and the 
one based on the mean field picture (fig. lb). 
The marginality of Усгив at q = 4 not only follows from the arguments given 
above. In the Ashkin-Teller model, i.e. the Cubic model at q = 4, the D-O 
separatrix will be a fixed point line. The Baxterline in the 8-vertex model15) 
can be mapped on this line16). 
Fig. lb. Phase diagram and fixed points for the (4,, ij,)-model at q >4. 
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The temperature operator of the 8-vertex model and the Ashkin-Teller model 
do not coincide. So the critical exponents in the Ashkin-Teller model are not 
known from the Baxter solution. Weak universality arguments20) however 
suggest the scaling index for the temperature directions for both models to be 
related as 
(2 -yîT)(2 - / / ) = ! , (2.8) 
with 2/ут = 2 - a. The 4-state Potts critical point (at / = 0) corresponds to the 
F-model limit of the Baxter line. So weak universality predicts, via the 
infinite-order transition in the F-model25), the specific heat exponent for the 
4-state Potts model to be α(4) = 2/3. 
Another well-known way of breaking the Potts symmetry of the hamil-
tonian is obtained by setting only one spin state special. Berker et al.17) named 
this the Potts-lattice gas. The special spin state then corresponds to a 
vacancy. At q = 4 it is used by them to describe the krypton absorption on a 
graphite substrate. By such experiments one obtains the specific heat 
exponent for the 3-state Potts model (see for example ref. 32). 
The hamiltonian reads 
Я = g {Κβ,,,,β,,, + J8
v
) + 2 Ηδ
ια
, (2.9) 
where now 2 groups are introduced (s, = 1,2), the first only containing one 
state (t, = 1) and the other all remaining states (i, = 1,2,3 q - 1). At q = 3 
this is the Blume-Capel model, which is usually given in terms of the spin 
variables 5( = 1,0, -1 by 
я = 2 tos, + (и+iiosîsî}- 2 <4/ + H ) s ' - JЬ < 2 · 1 0 ) 
Here S^S) is the biquadratic exchange and S] the crystal field interaction. 
Berker and Words") worked out a renormalization transformation (2 cluster 
approximation) for this model and Berker et al.17) applied a Migdal type of 
R.T. to the 3-state Potts-lattice gas. 
The phase diagrams found from these two R.T. calculations have the same 
structure as the ones discussed above. The only distinction being that now fig. 
la does not correspond exactly to the Я = 0 plane because of the unequal 
number of spin states per group. Also the P(q,) line is exchanged for a line of 
(q - Identical points (For models with, in both groups, more than 1 spin state 
one will find here 2 transition lines). For large positive values of Я the model 
reduces to a (q - l)-state Potts model. The plane of P(q - 1) critical points for 
Я >0 ends up at the D-O and O-GO transition lines in fig. la (see also refs. 
17 and 33). 
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For this model mean-field theory also predicts an irrelevant cross-over 
exponent'"3). A change in the phase diagram, similar to the one in the Cubic 
model is plausible. Again, because of the appearance of the latent heat in the 
Potts model at q = 4 this is expected, and confirmed by the results of the 
present R.T. to happen at q = 4. 
Summarising: the Potts model shows a cross-over from a critical (or < 1) to 
a first-order transition (a = 1) at q = 4. At the same value of q the cross over 
exponents in Potts symmetry breaking directions, at least the one in the Cubic 
model, and the one in the 3-state Potts-lattice gas, become marginal. This 
corresponds to a change from the phase diagram of type la to that of lb, in 
which the transition point in the Potts model is no longer a branch point in the 
critical surface. 
3. The renormalization transformation 
The R.T. discussed in this paper is the straight forward generalization of the 
one used by Kadanoff for the Ising model2) and reduces to it at q = 2. The 
weight function associated to every cell (see fig. 2) is chosen as 
Pi(<rU σ,ι, af2, σο, σ«; ρ) = ε χ ρ ί ρ ί δ ^ , , + 8^г + δ ^ , , + δ^,) 
+ α(σ1ι,σ12, «т.з, σ^)}. (3-0 
It couples the 4 spins of the cell to the cell spin via a pair interaction of the 
Potts type with strength p. The function a is determined by the normalization 
condition 
2 f i i f ' , ; ση. о'.г, σ(3, σ,*; ρ) - 1. (3.2) 
Fig. 2. The square lattice with spins σ, = 1,2,3,..., q, cell spins σ\ and cells. 
Θ1 
RENORMALIZATION TRANSFORMATION FOR THE POTTS MODEL 
The renormalised hamiltonian for the cell spin lattice is obtained by the trace 
over all original spin states: 
ехріЖо·;; E'
n
)} = g ( Π P.) ыр{Н(а,; Е
я
)}. (3.3) 
Here E
n
 stands for the set of coupling constants. The R.T. is represented in 
the so-called parameter space by the set of equations: 
E', = £;<£„; p). (3.4) 
This type of renormalization transformations is always characterized by 
two crucial steps: 
i) the choice of the weightfunction and the cells. Within the chosen form 
(3.1) one is still free to choose the strength of p. 
ii) the choice of the approximation to handle the trace in eq. (3.3). One 
should use the freedom in weight function to minimalize the error made by 
the approximation. 
Following Kadanoff2) the trace is approximated by the bond moving pro-
cedure. All bonds are moved to the dashed squares in fig. 2. Afterwards the 
spins of different dashed squares are only coupled via a cell spin. The 
remaining trace can be handled exact and leads to R.T. equations of the form 
exp(£i) = ¿ Mi;(p, q) exp{4£; + аДр, q)}. (3.5) 
M,, are polynomials of degree 4 in q and exp(p). The set of parameters E, 
involves all interactions between the 4 spins of a basic square. They do not 
correspond to the usual language of nearest and next nearest neighbour 
interactions. Rewrite the hamiltonian as 
Η = 2 Η,(σ,\, σ,ι, (7,3, σ^). (3.6) 
squares ι 
The Ε, correspond tö the ; different values Я, can take. Likewise the a, in eq. 
(3.5) correspond to the j values α(σ,ι, σ,ΐ, σ,ι, σ-,Λ can take [see eq. (3.1)]. For 
the Potts model, see fig. 3, 7 different E, are included in this R.T. 
For the Potts lattice gas however there are already 17 and for the Cubic 
model 18 different parameters. In such a high dimensional parameter space it 
is difficult to trace the full fixed point structure. Especially when the number 
of fixed points is not known. Already in the Potts space the fixed point 
structure is complicated. There more fixed points than necessary are found to 
describe the phase diagram. The analysis of the R.T. equations will be 
restricted to fixed points in the Potts space. The study of the Cubic model and 
the Potts-lattice gas will be limited to these fixed points with an evaluation of 
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their critical indices corresponding to operators breaking the Potts symmetry. 
For a full study of these models more free parameters should be included 
corresponding to couplings between the cell spin and the original spins of the 
type given in the nearest neighbour hamiltonian (2.2), respectively (2.9). For 
the Dlume-Capel model this is done by Burkhardt5). 
The bond moving approximation brings about in the R.T. of the Potts model 
a 5 dimensional (respectively 12 and 11 dimensional for the Potts-lattice gas 
and Cubic model) invariant subspace. This symmetrical subspace S cor-
responds to a H, which is invariant under permutation of the spin positions in 
a basic square, i.e. Ej = E» and E, = £« (see fig. 3). In S the nearest neighbour 
coupling is twice as large as the next nearest neighbour interaction. It is 
possible, as done by Dasgupta, to restrict the analysis to this subspace. 
Remind that the pure nearest neighbour problem can be mapped in S via a 
dedecoration of all "black spins". The R.T. is however also interesting outside 
S. For the Ising model already extra critical fixed points outside S were found 
by Burkhardt34) and Knops"). 
Another invariance is due to the possibility to choose a reference level for 
the set of energy parameters. Under the translation £, -» E¡- to one finds 
£',-> £',- /<,€o (with /d = 4 = number of spins per cell). One way of defining the 
"spin independent term" to is, to = E\ and c, = El+, - e0. The e', are now 
independent of CQ. 
From fig. 3 it will be clear that in case of the Potts model, at q = 1,2 and 3 
one or more of the E, are forbidden. They need more spin states than are 
available. For the Potts-lattice gas this happens still at q = 4 and the Cubic 
model shows this phenomenon up to q = 8. By means of factors like (q -
2)(q - 3) in the polynomials M¡¡, blocks of matrix elements become automa-
tically zero at these q values. So that the "allowed" E, transform in-
dependently of the "unphysical parameters". At q = 3 for example the R.T. 
reads 
expiE',) = Σ М
ч
(р, 3) exp{4£( + α,(ρ, 3)}, for ι = 1,2,..., 6, j - l 
exp(£;) = A(p ; £„ E 2,..., £6) + M^p, 3) exp{4£7 + a7(p, 3)}. 
(3.7a) 
(3.7b) 
So at q = 3 one can forget about E7. However, for the understanding of the 
— 1 1—1 1—1 1—2 1 — 1 1 - 2 1 — 2 
I I I ι ι - I I I I I I | l 
— 1 2—1 2—2 2—1 3 — 2 3 — 1 4 — 3 
El E2 E3 E u I E 5 E 6 E7 
Fig. 3. The 7 energetical different states of the 4 spins in a basic square for a hamiltonian with 
Potts symmetry. 
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fixed point structure around q = 4 this behaviour of Ε
Ί
 at q = 3 is, as we will 
see, essential. 
When exact R.T. equations could be derived, every choice for ρ would lead 
to the same results. The critical surface, the critical exponents and the free 
energy ƒ(£,) will be invariant with respect to changes in p. The fixed point 
E*(p) however is allowed to move through the critical surface along a 
direction corresponding to a redundant operator"). At the fixed point this 
implies 
* · ^ -
0
·
 ( 3
·
8 ) 
for all left eigenvectors φ, of the linearised R.T. matrix 
(3.9) L
" УдЕ,); 
orthogonal to the critical surface. The invariance with respect to ρ of the 
calculated free energy for every point of the parameter space, i.e. 
(a-· .ЯпІ - ( 3 · , 0 ) 
lead at the fixed point to the relation2) 
Mf) £ .= o ( 3 · π ) 
φι* is the left eigenvector corresponding to the trivial eigenvalue /d, present 
owing to the presence of the spin independent term e0 in the R.T. equations. 
Because of the identity 
dE* 1 /dE'\ 
ЧГ^ПУШГ' < 3 · 1 2 > 
relation (3.11) can be written as inproduct with d£*/dp, too. 
So eq. (3.8) must be satisfied for the left temperature eigenvector φτ and 
for φ? (In the Potts model the critical surface has co-dimension 2 in the 
parameter space E because the spin-independent term is included). Left 
eigenvectors in the Cubic and Potts-lattice gas direction automatically satisfy 
eq. (3.8). 
Eqs. (3.8) and (3.11) must hold for all p. For approximated R.T. equations 
however this will in general not be the case; the results will depend on the 
choice of the free parameter p. One must find a prescription which leads to an 
optimal choice of p. In this paper two prescriptions are used: 
i) The Kadanoff prescription. In the bond moving approximation the cal-
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culated free energy is for all ρ a lower bound to the true ƒ(E)2). The Kadanoff 
criterium for the optimal p(E) reads that the free energy must be a maximum, 
i.e. eq. (3.10) must hold in every point of parameter space. Then the optimal 
fixed point is determined by eq. (3.11). It has been shown3*·37) that (when the 
inproduct with φτ is not zero simultaneous) the optimal p(E) will be singular 
around this fixed point. Only transitions weaker than second-order or first-
order phase transitions can be consistently described if the dependence of 
p(E) on E is taken into account. Here however Kadanoff's original and very 
successful prescription for the optimal ρ will be used, i.e. eq. (3.11) must be 
fulfilled and corrections on the critical exponents due to the derivative 
(dpldE)E. are neglected. 
ii) The marginality condition. In general it is not possible to fulfill eq. (3.8) 
for ф
т
 and фг> simultaneously. However, when one of the irrelevant eigen­
values becomes marginal the derivative dE*ldp gets an infinite component along 
the marginal right eigenvector, see eq. (3.12). The cosines between d£*/dp and 
all left eigenvectors, except the marginal one, go to zero. 
This suggests the value for ρ at which the irrelevant eigenvalue becomes 
marginal to be another good choice for the optimal p. Wilson and Bell38) 
already applied this criterium in a linear R.T. 
Marginal eigenvalues occur when 2 fixed points cross or are created 
simultaneously. The existence of extra critical fixed points in the R.T., 
presented here, gives the opportunity to use this marginality condition. For 
the Ising model it was already observed by Knops1*) that for the ρ where the 
2 critical fixed points outside the symmetrical subspace are created, the 
critical exponent α is very accurate (see next section). 
Of course many other reasonable prescriptions for the optimal ρ can be 
constructed. Examples are: 
i) The critical temperature should be exact. 
ii) Eq. (3.8) must be satisfied for the eigenvector in the temperature 
direction. 
iii) All nearest neighbour interactions within a cell should be compensated 
by the weight function via αίσ,ι, σ,ζ, σο, σ,^ρ). Then no nearest neighbour 
interactions are moved by the bond moving procedure. (So the approximation 
is expected to be valid as long as the nearest neighbour coupling is dominant). 
In order to determine the prescription that leads for the actual ap­
proximation to the most accurate results one should, if possible, compare the 
results with exact known data. Because of the good results for the Ising 
model we may expect the Kadanoff prescription, applied to the critical fixed 
point in the symmetrical subspace S, and the marginality condition, to the 
creation of the pair outside S, to lead to the best results for the Potts model 
with general q. The 2 prescriptions applied to the other critical fixed points 
85 
RENORMALIZATION TRANSFORMATION FOR THE POTTS MODEL 
and also the alternative criteria mentioned above, can be used as guide for the 
reliability of the results. 
4. Results of the Kadanoff prescription and marginality condition 
Within the symmetrical subspace S the R.T. gives the usual fixed point 
structure: one high temperature fixed point O, one critical fixed point Ρ s and 
one low temperature fixed point С Outside S however two extra fixed points 
in the critical surface are found Рв and PA. Fig. 4 shows this structure 
schematically. The structure will change if one varies p. For decreasing p. PA 
and Рв annihilate at p A B . Further lowering of ρ even shows the annihilation of 
Ps and C, at ρχ. On the other hand, for increasing ρ PA moves further away 
from the S subspace, while Рв moves toward it. At pB S, Рв crosses the 
symmetrical subspace and Ps takes over the extra relevant eigenvalue of Рв-
For the Ising model the most accurate results are obtained by applying 
the Kadanoff prescription to Ρ$(Ι) and the marginality condition to the 
annihilation at pA B(II). Table I and fig. 5, for I and table II and fig. 6 for II 
show the critical exponents for several q. Both prescriptions lead to almost 
rational values for the specific heat exponent: a(l) = -2/3, a(2) = 0, a(3) = 
1/3, a(4)= 1/2. For q > 4 however no first-order transition is found (a(q)< I 
for all q). Around q = 4 the Ут(<?) curves remain smooth. 
The two prescriptions lead to very different results for the cross-over 
exponents as can be seen in fig. S and fig. 6. Only I shows, for q > 3.2 the 
expected irrelevancy of y£UB, while y*"3 remains relevant for both prescrip-
tions. 
In the results of I and II the special nature of the R.T. at q = 4 is only 
Fig. 4. Schematic plot of the fixed point structure at a fixed value of the free parameter p. In the 
symmetrical subspace the nearest neighbour interaction (X) is twice as large as the next nearest 
neighbour coupling (L). 
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TABLE I 
The critical exponents obtained by applying the Kadanoff prescription to the critical fixed point in 
the symmetrical subspace. The data between brackets for a and S are obtained by serie 
expansions, Monte-Carlo calculations (ref. 41) or by absorption experiments (ref. 32). 
Ч Ут 
1* 0.74501 
2Ь 1.0009 
3 1.2023 
4 1.3331 
5 1.4125 
6 1.4774 
10 1.5998 
15 1.6806 
У Г 
1.8962 
1.8753 
1.8724 
1.8798 
1.8877 
1.8954 
1.9196 
1.9387 
" Percolation model. 
" Ising model (a = 0,8 = 
PLC 
Усг 
— 
[0.484] 
0.4610 
0.4207 
0.4209 
0.4128 
0.3335 
0.2250 
15). 
„CUB 
Усг 
— 
— 
[0.137] 
-0.2292 
-0.4299 
a = 2 - ^ 
Ут 
-0.6845 
(-0.65 ± 0 . 1 " ) ) 
0.00176 
0.3365 
(0.05+010")) 
(0.29 ± 0.0024')) 
(0.36 + 0.02")) 
№ ^ ± 0 . 0 5 " ) ) 
0.4997 
(0.45 +0.02 4 3)) 
(0.64 + 0.05")) 
0.5841 
0.6463 
0.7499 
0.8099 
„PLO 
18.258 
( 18.0 ± 0.75 ")) 
15.040 
14.679 
(15.0 ± 0 . 4 " ) ) 
15.631 
(15.8 ± 0.845)) 
16.801 
(18.5+ 1.0 ")) 
18.093 
(21.1 ± 1 . 0 " ) ) 
23.892 
31.625 
reflected in the irrelevancy of Усгив.* Before discussing other evidence for the 
special behaviour at q = 4, we will first look at what can be learned from the 
alternative criteria mentioned in the previous section. 
The critical temperature [criterium i) in section 3] remains for all q within 
3% of the exact value in a large range of ρ values (the nearest neighbour 
critical point is determined by mapping the pure nearest neighbour model via 
a decimation transformation into the subspace S). The Г
с
 found by I is for all 
q a little too small and becomes even closer to the exact value for large q. 
The insensitivity of T
c
 to changes in ρ is connected with criterium ii). The 
fixed point moves almost in the critical surface. The cosine between the left 
* For fixed points in the Potts model, the critical exponents in the Cubic direction (q, = ql2 and 
q, = 2) and the ones in the (2, ql2)-modtí (i.e. q, = 2 and q, = <j/2) direction.must be the same 
according to the duality relations (2.6). The R.T. does not conserve duality. So it is surprising that 
in this R.T. still the critical exponents in this two directions are found to be the same. 
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Fig. 5. The critical exponents as obtained by the Kadanoff prescription when applied to the 
symmetrical critical fixed point P
s
 (see also table I). 
temperature eigenvector and dE*ldp remains for all q within O.S degree for a 
large range of ρ values. 
The location of Ps does neither show a drastic change at q = 4. The nearest 
neighbour coupling of P
s
 at p s only gradually becomes less dominant for 
increasing q (criterium iii). So none of the 3 alternative criteria mentioned in 
the previous section suggests the Kadanoff prescription, when applied to P
s
, 
not to be valid anymore for q >4. They are almost satisfied at ps. 
In the alternative applications of the Kadanoff prescription and marginality 
condition however q = 4 appears to be special. 
The Kadanoff prescription can also be applied to the fixed points outside S, 
PA (at pA) and Рв (at pB). For q = 2 this was already done by Knops'8). The 
results, as can be seen in table III are not very accurate at q = 1 and q = 2, 
but at q = 3 these applications of the Kadanoff prescription coincide with II, 
respectively I. For <j з= 4 however it is not possible anymore to satisfy the 
Kadanoff prescription for PA and Рв· 
The marginality condition is also satisfied at the moment Рв crosses the 
symmetrical subspace. This happens at q = 1, 2 at a value p B S <p s . Also this 
condition leads to less accurate results (table III), except at q = 3 where it 
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T A B L E Π 
The critical exponents obtained by applying the margtnality con­
dition at the moment the 2 critical fixed points Ρ в and PA (outside S) 
annihilate 
4 
1 
2 
3 
4 
5 
6 
10 
15 
Ут 
0.695 
0.995 
1.206 
1.368 
1.475 
1.544 
1.680 
1.752 
У^ 
1.899 
1.886 
1.886 
1.892 
1.899 
1.904 
1.916 
1.925 
PLO 
ƒ er 
[0.665] 
0.86 
1.05 
1.18 
1.27 
1.44 
1.53 
„сив 
Уст 
[0.73] 
0.87 
0.97 
1.05 
1.20 
1.29 
α 
-0.88 
-0.01 
0.341 
0.538 
0.644 
0.705 
0.810 
0.859 
δ 
18.8 
16.5 
16.5 
17.5 
18.8 
19.8 
22.8 
25.7 
coincides with I (pBS = ps). For q ^ 4 however Рц does not cross the sym­
metrical subspace anymore. At q = 1,2,3 Рц behaves as sketched above. For 
qsM, PB starts, after its creation at p
AB
, moving towards S, but does not 
reach S. It turns back after a while and moves away in the same direction as 
PA. (This change in behaviour is due to a similar bifurcation phenomenon as 
the one that will be discussed in the next section). It may be wondered, 
whether this behaviour of Рв, might indicate that the R.T. fails for q > 4 
because of the invariance of the symmetrical subspace (caused by the bond 
moving procedure). Perhaps only for q < 4 the exact R.T. leads to a critical 
fixed point in or close to S at ρ =* ps. 
y 
15 
IO 
0 5 
1
 ' ' ι ι ι ι I 
1 2 3 4 5 6 7 β 9 10 11 12 13 U. 15 q 
Fig. 6. The critical exponents of the P A and P, fixed point at the moment of their annihilation 
(see also table II). 
89 
RENORMALIZATION TRANSFORMATION FOR THE POTTS MODEL 
TABLE III 
The results for the 3 alternative applications of the Kadanoff 
prescription and marginally condition 
Я 
я 
я 
= 1 
= 2 
= 3 
PA 
p = 123 
a = 0 0 2 
p = 146 
a = 0 2 2 
P = p * -
a = 0 342 
P" 
p = 125 
a = -0.53 
p = 152 
a = 0 0 3 
P = P S 
a = 0 337 
PB S 
p = 121 
o = - l 15 
p = 148 
a = - 0 22 
P = PS 
a = 0 337 
Optimal ρ for 
I and II 
p s = 1 252 
p A B = l 190 
p s = 1 5320 
p A B = I 455 
p s = 1 6893 
p A B = 1 626 
The behaviour of the additional applications of the Kadanoff prescription 
and marginality condition discussed here are only side effects of the bifur­
cation phenomenon at q = 4 to which the next section is devoted. 
5. The renormalization transformation around q = 4 
The results of the Kadanoff prescription and marginality condition given in 
the previous section do not show the first-order phase transition for q > 4. 
Also the value α(4)= 1/2 for the specific heat exponent is doubtful. In this 
section further evidence will be given for an eigenvalue structure around 
q = 4, that might be considered as signalling the onset to the first-order 
transition. The present R.T. however is not able to establish the latent heat for 
q > 4. In this section the analysis will be restricted to the symmetrical 
subspace. 
At q = 4 the marginality condition can be applied once more. Fig. 7 shows 
how, at q = 4 three eigenvalues of the critical fixed point depend on the free 
parameter. One of the irrelevant eigenvalues of the symmetrical Potts space 
AM becomes almost marginal. At this value p B F of the free parameter the 
specific heat exponent takes a value close to the weak universality value 2/3, 
α (4) = 0.6937. Also the cross-over eigenvalue for the Potts lattice gas AcrL0 
becomes marginal at almost the same p. So the cross-over from the phase 
diagram la to lb for the PLG model is very likely to happen at q = 4. The 
cross-over exponent Лс
Г
ив
 for the Cubic model is however already irrelevant 
for all values of ρ as soon as q > 3.3.* 
* At q = 3 9 AM and λ'"* are marginal at precisely the same ρ value For <j « 3 ActLG and AfrUB 
are relevant for all ρ Their irrelevancy at q = 4 is due to the bifurcation phenomenon For 
q > 5 Ac
r
LG
 becomes again relevant for all p, due to mixing with the eigenvalue A nLG which at q = 4 
corresponds to the unphysical direction En (no spins of a basic square in the same state and no 
spin in the special spin state) At q = 3 9 this eigenvalue A w'0 becomes relevant at the same ρ 
where ΑΓ.1-0 becomes irrelevant 
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Fig. 7. The cross-over eigenvalues λ'1-0 and λ £ υ Β and one of the irrelevant eigenvalues in the 
symmetrical part of the Potts space. AM as function of ρ at q = 4. 
A marginal eigenvalue indicates the crossing or creation of fixed points. In 
the transition surface extra fixed points are expected. For q > 4 one anti­
cipates a structure with 3 fixed points in the transition surface. Baxter") only 
proved the pure nearest neighbour problem, and automatically also its image 
in S by decimation, to show a latent heat at q > 4. The transition might well 
remain critical in a part of the transition surface. Then a first-order and a 
critical fixed point are expected with their domain of attraction separated by 
the domain of a cross-over fixed point. 
This structure can be realized by a bifurcation of the critical fixed point at 
q = 4 into 3 fixed points for q > 4. This gives a physical meaning to the 
marginality of AM- In this R.T. however the marginal eigenvalue leads to a 
bifurcation for decreasing instead of increasing q. In order to see this let us 
examine the R.T. equations at q = 3. 
At q = 3 only 6 parameters are physical meaningful. Ε
Ί
 needs more spin 
states than there are available, and can be neglected [see eq. (3.7)]. In order to 
explain the fixed point structure for q > 3 however Εη must be taken into 
account. From eq. (3.7b) follows that at every fixed point in the 6 dimensional 
parameter space, depending on the value of p, 2 or no (real) values for E7 can 
be found. So in the full parameter space fixed points appear in pairs. The 
twins only differ in their value of Εη. From the point of view of the 7 
dimensional parameter space the number of fixed points is doubled at q = 3. 
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Fig. 8a. Fixed point structure in the symmetrical part of the full parameter space at q = 3. Ρ2 and 
С2 are the twin fixed points of respectively the critical fixed point P, and the low temperature 
fixed point С,, in the unphysical direction £7. 
For q > 3 the extra fixed points annihilate such that for q^4 (at not too high 
values of the free parameter) the structure of fig. 4 is regained. 
In order to see how this takes place for the critical fixed point, it is 
sufficient to restrict the discussion to the fixed points Ρ (the index S will be 
dropped from now on) and С (the low temperature fixed point) and their 
twins, i.e. the quartet Pi-Pz-Cj-Cs. Fig. 8a shows schematically the relevant 
part of the fixed point structure around q = 3, and fig. 8b the p(q) where these 
fixed points are created or annihilated (the drawn lines). At pPI> the critical 
fixed point Pi and its twin Ρ2 annihilate. For q > 3 the P2-C2 pair is created at 
a larger ρ value than the P1-C1 couple. At q = 3.9 the P2-C2 creation and 
P1-P2 annihilation take place simultaneously. So for 3<<}<3.9 there is a 
region with 3 "critical fixed points", P,, P2 and C2. For q > 3.9 only one 
survives. At q = 4 the irrelevant eigenvalue corresponding to the bifurcation 
still becomes almost marginal.*! 
So we have seen that the weak universality value for the specific heat 
exponent, α (4) = 2/3 is connected to a bifurcation phenomenon. However, 
instead of leading to 3 fixed points in the transition surface for q > 4, it shows 
the disappearance of candidates for them, i.e. Pi, Ρ2 and C2. 
Fig. 8b will be discussed in more detail now, in order to show that С2 is a 
candidate for the first-order fixed point and also to make clear the ambiguity 
in the identification of the only remaining critical fixed point at q 3= 4. Let us 
for the moment assume the free parameter in the whole transition region of 
the parameter space to be fixed by one of the dashed curves p(q) in fig. 8b. 
'Similar behaviour is found for the quartet (outside S) PBI-PBI-PAI-PAJ. resulting in the 
peculiar behaviour of the Ρ в fixed point as discussed in section 3. 
f Also the twin of the high temperature fixed point O, has disappeared at q = 4. O, and O; and 
the twin of the trivial fixed point located at all Boltzmann weights zero show a bifurcation at 
q = 3.4. A figure similar to fig. 8b is obtained for this quartet. 
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Fig 8b p(q) curves (the drawn lines) where fixed points annihilate or are created, at pp ,' the 
PI-PJ pair, at prc' the Pi-C, pair and at pK2 the Рг-С2 pair The dashed curves represent 
different possible p(q) choices, along (K) the Kadanoff prescription is satisfied at Pi. 
i) Along curve (K) (corresponding, as we will see below, to the Kadanoff 
prescription) Pj and C2 are found to annihilate at 3 < q < 3.9. The only 
remaining critical fixed point for q sM is identified as P,. 
ii) Along curve (a), one finds Pt and P2 to annihilate at q < 3.9. Now the 
critical fixed point for q ss4 is identified as Cj. For q>4 the transition is ruled 
from this point of view by a new fixed point emerging from the (at q = 1, 2, 3) 
physical meaningless part of the parameter space. Notice that at q = 3 the 
Kadanoff prescription optimalizes C2, like C|, at p-»°°. There the eigenvalue 
in the unphysical direction E7 takes the value λι = /
d
, necessary for a first-
order transition. For q > 3 this eigenvalue is seen as the temperature eigen­
value. So Cj might be identified as the first-order fixed point. Along curve (a) 
however no latent heat will be established. Only for ρ -> oo the temperature 
eigenvalue approaches Ar -> 'd· Unfortunately the Kadanoff prescription is (as 
we will see below) not satisfied anymore at ρ -»<*> as soon as q > 3. Curve (a) 
also has the disadvantage that already at q = 4 the fixed point is identified as 
C2, i.e. as first-order like. 
iii) By taking the limit in which the curve (a) runs precisely through the 
bifurcation point this last default is taken away, while also the "correct" value 
for a is found. 
iv) One must be careful with drawing conclusions from the behaviour along 
curve (c). Not only leads it to much too large values for the specific heat 
exponent at q « 3, moreover the critical fixed points are located now (as we 
will see below) in a region of parameter space where the validity of the bond 
moving approximation is doubtful. It is however noteworthy that P| and Ρ2 do 
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not annihilate anymore. A structure with 3 fixed points in the transition 
surface for q > 4 is established along (c).* 
The Kadanoff prescription leads (unfortunately) to type i) behaviour. Curve 
(K) in fig. 8b corresponds to the ρ values where Ρ ι satisfies the Kadanoff 
prescription. Around q = 3 however this condition can also be satisfied for P2 
and C2. At q = 3 C2 is optimalized, just as С ι at ρ -»<», while the twins P, and 
Ρ2 simultaneously fulfill the Kadanoff prescription at ρ = 1.689 2%. So at 
q = 3 3 optimal "critical" fixed points exist. For q > 3.0 however the optimal ρ 
value for C2 and P2 is found to decrease rapidly to the value where this pair 
annihilates. For q > 3.0S only P, can be optimalized. 
The main reason why this R.T. ultimately still fails to establish the cross­
over to a first-order transition for q > 4, might be, that it is unable to give a 
latent heat for a location of the first-order fixed point where the ap­
proximation is valid. The temperature eigenvalue of the first-order fixed point 
must take the value λτ = /d (= number of spins per cell) in order to establish a 
latent heat. 
For all fixed points, eigenvalues /d, except the trival one corresponding to CQ 
(see section 3), are only found in the limit ρ-><*>. The critical fixed point 
moves, as we have seen in the previous section, almost in the critical surface. 
In the ρ-κχ> limit it moves to a region of parameter space where the transition 
takes place at temperature zero. In this limit instead of the nearest neighbour 
interaction, the four-body coupling ζ}δ
σισ2δσ2σ)δσ}σΑ with Q < 0 is found to be 
dominant. Here the bond moving approximation is no longer justified, while 
also antiferromagnetic type of phase transitions, not treated well by this R.T. 
because of the weight function choice might become important. So the latent 
heat can only be established in this R.T. by a fixed point located in a region of 
parameter space where the approximation cannot be expected to be valid 
anymore. 
In conclusion some possibilities for renormalization transformations are 
discussed, that might lead to a more natural location for the first-order fixed 
point, where the usual approximations are still valid. 
Full application of the variational method can in principle lead to a 
first-order transition within the present R.T. 
The free parameter p(E) then is chosen such that eq. (3.10) is satisfied in 
every point of the parameter space. The results can be found in ref. 37. As 
already stated in section 3, the method is in general not able to describe a 
second-order transition (i.e. 0 < α < 1 ) . So for 2<q*¡4 the results were 
already expected to be wrong. But for q > 4 we could hope to find a 
*The image of the pure nearest neighbour problem in S (by means of a decimation of all 
"black" spins) is found for 4 » 4 in this region of large ρ values to intersect the domain of 
attraction of the "first-order" fixed point C2. 
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first-order transition [by means of a discontinuous p(E)]. For this method the 
transition remains however for all q weaker than second order.* 
In the staggered Ice model version24) of the Potts model q plays the role of 
an interaction. It might be advantageous to construct a R.T. which does not 
automatically conserve the number of spin states, but treats q at the same 
level as the E,. The critical points (for q < 4) should then be mapped on a 
fixed point line, while the first-order transition points (for q > 4) are expected 
to stream to q -* oo. Notice that the present R.T. already shows the "correct" 
behaviour in the limit q-*<*>. The transition temperature is very accurate, and 
a(q)-* 1 in this limit (see fig. 5). 
This structure resembles the one expected in the discrete Gaussian model, 
that is used to describe crystal growth. It might just as in that case be 
necessary to inbed the Potts model in a larger model. The discrete Gaussian 
model, and the the Gaussian model are limit cases of the generalised Villain 
model28). Knops") constructed a R.T. which maps the infinite-order-transition 
region of the discrete Gaussian model on the "trivial" fixed point line in the 
Gaussian model, while points at J > J
c
 are finally mapped on a fixed point 
situated in the discrete Gaussian model at J -* <*>. 
The discrete Gaussian model and the Ice-model (i.e. the Potts model at T
c
) 
have not only a similar flow-diagram. The models are related to each other. 
Van Beyeren40) showed a slightly modified version of the discrete Gaussian 
model to be equivalent to the Ice-model. 
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Appendix 
The duality relations (2.6) can be easily derived applying the same method 
as used by ref. 27 and ref. 28 to show the equivalence between the classical 
λΎ-model and the discrete Gaussian model. 
Replace the spin variables (s„ /,) of the (q„ q,) model (section 2) by the bond 
variables: u,, = (s, - s,) mod q3 and v,, = (f, - t,) mod q,. For every basic square 
/ the following restrictions must hold: 
Σ'α = И|2 + «23 + Мз4+ U41 = 0 mod q
s
, (la) 
* Notice that the dip in l*(q) at g = 4 in fig. 4 of ref. 37 is due to the nearness of the bifurcation 
point. 
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Σ 'ν = vl2 + D23 + »м + v»
 я
 0 mod q,. (lb) 
After insertion in the partition function for every basic square ι the factor 
i J e x p ^ I ' ü ) Σ expí^t'Xv), (2) 
Я 1,=! \ 4s ι ',-ι V fli / 
with (f',, Г',) new spins located in the centres of the basic squares, the trace 
over the bond variables is free. One easily verifies that this summations, lead 
to an hamiltonian 
H' — \ K'8s¡SjStf¡+ J'8lfi, (3) 
for the model on the dual lattice. The interactions K' and J' are determined in 
terms of the original ones as 
* ' = i + — r - r 3 — ñ — · W 
, =
 1 Ч , Ф ( У - І ) ( 5 ) 
У
 ' y(x - 1) ' У } 
with χ = exp(/0 and у = exp(J). Notice that the dual model is a (4,, ¿jj-model, 
i.e. has q, groups each containing qs states, instead of the {qs, q,)-model 
[compare eq. (3) with eq (2.2)]. Only a model with qs = q, is self-dual. For 
q, = q, = 2, i.e. the Ashkin-Teller model this duality relation was already 
known30), while for J = 0 the well known duality relation for the Potts model1) 
is recovered. 
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CHAPTER 4 
A Relation Between the Temperature Exponents of the 
Eight-Vertex and q-State Potts Model 
The main part of this chapter has been published 
separately in The Journal of Physics A 1979 ¿2 1857-1868. 
It is explained that the critical lines of the Potts, 
Ashkin-Teller and Eight-Vertex model can be mapped on the 
Ice model. The temperature operators of these 3 models 
correspond to 3 different directions in which one can leave 
the Ice model. (These mappings are also discussed in 
Appendix II and III of this thesis.) 
A comparison of the exactly known temperature exponent 
8V y„ wbth the approximately known values for the temperature 
p 
exponents y„ of the Potts model leads to the conjecture of 
Ρ 8V 
the weak scaling relation (y- - 2)(y
rr
, - 2) = 3. This 
Ρ 3 
relation yields the explicit equation ym(q) = -s (2 + π/(ν--π)) 
with cos ν = -ρ /<?. So in the percolation model (q = 1) the 
Τ ""»Г 
'У 
correlation length diverges with the exponent ν = 4/3., while 
for the 3-state Potts model (He-adsorption on graphite) the 
specific heat diverges with α = 1/3, and for the 4-state 
Potts model with a. = 2/3. 
To the paper a section is added in which some recent 
developments concerning this conjecture are discussed. 
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I. Introduction 
In this paper a relation between the critical exponents for the 
temperature operator of the 8-vertex model and the q-state Potts model 
(for q < 4) is proposed: 
(y5V - 2) (y£ - 3) - 3 (1.1) 
This relation can be rewritten, using the Baxter solution, as an 
ρ 
explicit equation for y T: 
y!(q) - | (2 + - Ϊ - ) for q < 4 
T 2 μ
-* (1.2) 
with cos μ « — \Jq 
(The specific heat exponent is related to y_ as о - 2-2/y ). 
The q-state Potts model, β-vertex model and Ashkin-Teller model 
have in common (see section 2) that their critical lines can all be 
mapped on the Τ > Τ domain of the F-model (solved by Lieb in 1967). 
The temperature operators of the 3 models correspond to 3 different 
directions in which one can leave the F-model. Or in other words: One 
can construct a parameter space in which the 3 models intersect each 
other at their critical line; along this line (the Baxter line) the 
3 models reduce to the F-model. The identification of the fields is 
summarized in table 1. 
These equivalences were already implicitly known in the literature; 
no new mappings are needed to show them. A combined presentation however, 
as given in section 2, with the F-model as central model can not be 
found in the literature. 
Ρ 
A comparison, in section 3, of the critical exponent y T of the 
q-state Potts model, as obtained by recent approximative calculations, 
with the exactly known y. (Baxter 1971) lead then to the conjecture 
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that these two exponents satisfy along the Baxterline (i.e. for q ^  A) 
a simple relation. 
Eq. (1.1) is similar to relations between other critical exponents 
along the Baxterline that have been conjectured before (see section 3). 
Just as these other relations, eq. (1.1) does not contain the parameter 
of the Baxterline explicitly. It confirms the concept of weak 
universality. 
table I 
operators for the F-model 
(ae , ae , aa . ae ; e , e ; d,d) 
-u -u u u -β a . j 4 (aa , ae . ae , ae ; e , e , α,α) 
aublattica A 
aublattlca В 
fie 
a 
s 
d 
u 
••f 
u
 " г 
li 
ttfy'r 
c? 
interpretation at u-e-d-0 
temperature in F-model 
staggered electric field 
(staggered polarisation of 
F-model) 
temp, in 8-verteK model 
temp, in λ.Τ. nodal 
temp, in Potta model 
behaviour of the free 
infinite 
ra > J : 
1. 
1' 
С 
a 
a 
< J ; 
> { 1 
< | : 
> { X 
к \ : 
> \ % 
< \ 1 
energy 
order transition at a-J (Lieb 1967) 
« ^ i . i 2 / y · 
firat-order 
regular 
t . І и !
2 / У т 
regular 
« ч ^ 
fint-order 
(Baxter 1973.a) 
y^- 2μ/. (Baxter 1971) 
coa μ - —«· - 1 
2а' 
Baxter 1973.Ь) 
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2. Relations between the 8-vertex, Ashkin-Teller and Potts model 
In this section it is discussed how successively the 8-vertex 
model, the Ashkin-Teller model and the q-state Potts model are related 
to the F-model. The definition and interpretation of the several fields 
is summarized in table 1. All mappings used in this section are 
already known, but appear rather scattered in the literature. This 
section serves as a review of these mappings in a presentation that 
has the F-model as central model. 
a. The 8-vertex model 
The 8-vertex model has been introduced as a model for (anti-)ferro 
electrics. Draw arrows on the edges of a 2 dimensional square-lattice, 
with the restriction that an even number of arrows point into every 
vertex. Attach to each of the 8 allowed vertex states (see figure I) a 
Boltzmann weight ω.. The symmetric 8-vertex model, solved by Baxter (1971), 
is obtained when ω. • ω_ • a, ω. - ω, • b, ω, - ω, • с and ω_ « ω„ • d. 
For a >> b,c,d and for b >> a,c,d the arrows will order ferro electric­
ally. For с >> a,b,d and d >> a,b,c an anti-ferro electric groundstate is 
obtained. Notice that in each of this 4 limits the arrows are allowed 
to order in two groundstates (2 coexisting phases). So in the 8-vertex 
model 2 natural order parameters play a role: the polarisation and the 
ω, ш2 ω3 ω4 ω 6 ω 6 ω, ω β 
л . s-' -s«t J -s-t j s.l 
A: h.v -h-v
 K h-v t -h.»
 c e
 «
 d e d e 
subiotiicfg. a e a e b e b e
 c e - s . t c ^ - i d e P . i d e - s - t 
fig.l: The В different vertex configurations and their Boltzmann weights 
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staggered polarisation. Conjugate to these 2 order parameters are 
respectively the direct electric fields h and ν (fig.l) and the 
staggered fields s and t (divide for the definition of a staggered 
field the lattice in the usual way into two sublattices A and B). 
In the Ising translation of the 8-vertex model (Kadanoff and Wegner 
1971, Wu 1971) another order parameter emerges: the magnetisation 
(to which the magnetic field is conjugated). The electrical fields 
are translated there into the nearest neighbour interactions. 
Baxter (1971) gives the solution of the symnetrical 8-vertex 
model in the so-called principal domain 
a > 0, b > 0, d > 0, c > a + b + d (2.1) 
The free energy shows a singularity at the с • a + b + d border 
only. The critical exponent varies continuously in this plane 
,, 8v 
f -v. ІТ - Τ I 1 (2.2.a) 
с ' 
2u 
8v — ab - cd ,„ „ . . 
у
т
 - w . cos μ - •¡ζΤΓΠ ( 2- 2- b ) 
The solution in the rest of the (a,b,c,d)-space can now be constructed 
from the symmetry relations given by Fan and Wu (1970): 
Z(a,b;c,d) - Z(a,b;c,-d) (2.3.a) 
- Z(b,a;c,d) (2.3.b) 
- Z(c,d;a,b) (2.3.c) 
- Z(J(a-b+c+d),J(-a+b+c+d); i(a+b+c-d), 
(2.3.d) 
J(a+b-c+d)) 
In fig.2 the result in the a»b, c"l plane is shown (the c-1 choice 
is no restriction). The drawn lines are critical lines corresponding 
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to the Baxter line; the dashed curves correspond to non critical 
borders of the principal domain. The two shaded "triangles" are 
mapped on each other by relation (2.3.d). 
For d"0 (the Ice condition) and a-b, the 8-vertex model reduces 
to the F-model (already solved by Lieb in 1967). He found an infinite 
order transition at a » J (i.e. y_ • 0). From fig.2 we conclude that 
the Baxter line in the principal domain is mapped on the Τ > Τ domain 
of the F-model. 
cub 
f ig.2: The phase diagram of the 3-vertex model for c=l and a=b. 
After completion of this work, the author received a preprint by 
Temperly and Aahley (1978) where this mapping of the Baxterline 
onto the F-model, and the conclusion that the criticalline in the 
Potts model is a Baxterline, is also established. 
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Variation of Che temperature in the F-model corresponds to moving 
along the a»b line in the critical plane I » a+b+d of the 8-vertex model. 
Moreover, by solving the Ice-models Lieb has automatically solved 
the 8-vertex model at the critical plane and the non critical borders 
in the principal domain. The whole I " a+b+d plane is mapped by 
eq.(2.3.d) onto the d=0 plane. From the solution of the Ice models 
as discussed by Lieb and Wu (1972) we learn, that a transition in the 
Ice models is found when lines corresponding to the boundary of the 
critical domain in the 1 » a+b+d plane (i.e. at a«0, b»0 or d"0) 
are crossed. This transition is F-like (i.e. antiferroelectric; infinite-
order) when Δ • -1 (d'O) at the border and KDP-like (i.e. ferroelectric; 
first-order) when Δ = +1 (a or b=0). This variable Δ (introduced by 
Lieb) is related to the μ variable (introduced by Baxter) as 
Δ - - cos μ (2.4) 
We return now to the F-model. Below Τ the staggered polarisation 
с 
(the order parameter) shows a jump (Baxter 1973 a). 
So for a < J a first-order transition in the staggered field direction 
s is found. Not only at Τ but also for all Τ > Τ the F-model shows 
' с с 
long-range correlations. The staggered susceptibility is expected to 
diverge with a continuously varying exponent, i.e. the 
free energy is singular in the s-direction as 
2/У! 
f * lel (2.5) 
This exponent is exactly known at a - J N ? where Baxter (1970) 
found the second derivative with respect to s to diverge lo-
F F 3 
garithmically (y - 1), and at a » i where y = y (Baxter 1973.a), 
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Finally, from the mapping of eq.(2.3.d) and the Baxter solution 
follows that along the F-model for Τ > Τ 
с 
2/у; 
f "ь |d| (2.6.a) 
with у - -ε- , cos ν - — г - " ' (2.6.b) 
2a 
while for Τ < Τ the free energy remains regular in the d-direction 
(see table 1). 
b. The Ashkin-Teller model 
The Ashkin-Teller model has been introduced to describe a 
mixture of 4 components A,B,C and D (Ashkin-Teller 1943). 
Associate (Fan 1972) to every vertex i of the 2 dimensional square lattice 
2 Ising spins (e.,t.)· Then the 4 different states of a vertex can be 
identified as A » (+,•), В » (-,+), С - (+,-), D - (-,-). The hamiltonian 
is chosen as 
H - t Κδ δ ,. + J,í + J,6k ,. (2.7) 
^. .v s.e. 1.1. 1 s.s. 2 1.1. <1J> 1 j ι j ι j ι j 
This implies for 2 nearest neighbour vertices 4 different Boltzmann 
weights: w - exp(K + J + J 2) for АЛ, BB, CC and DD, W! - exp(J.) for 
AB and CD, w, - expiJ,) for AC and BD, w. - I for AD and ВС. 
Fan (1972) has derived a duality transformation for this model, 
which leaves the w • w. + ν + w_ plane invariant. By a duality 
transformation on the t. spins only, however, the A.T. model is 
mapped on a different Isingmodel which is equivalent to a staggered 
e-vertex model. The equations obtained by Wegner (1972) read (after 
an additial application of eq. (2.3.c) and a normalization of c): 
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.А В 
b » a 
b - (w2 + «з)/(«0 • Wj) 
(w
o
 - w , ) ^ + w,) 
(2.8) 
d - (w2 -
 w3)/(w0 + Wj) 
A and В refer to the two sublattices (see above). One can introduce 
a staggered field u such that a - b • a exp (u) and a • b - a exp ( 
2u - In 
V + w 
22 21 
w - w, 
о 1 
(2.9) 
When u - 0 the A.T. model reduces to the symmetrical B-vertex 
model with a · b. From eqs. 2.8 we read that u - 0 corresponds to 
w « w. + w_ + w_, i.e. the plane in the A.T. model that is invariant 
under duality (Fan 1972). Fig. 3 shows this plane. 
*
w
, 
fig.S: The plane in the Aohkin-Teller model that is invariant under duality* 
The intersection of this plane with the w » w. » w line (i.e. 
J - J • 0, the 4-state Potts model) is mapped on the transition point 
a - i in the F-model. We conclude from fig.2 that the dual plane of the 
A.T. model must contain 3 Baxter lines that meet each other at this 
point. They are situated (Wu and Lin 1974) along w. - w» for w, < — w , 
w„ - w, for v.< •=• w and w, » w, for w < •=-w Further, the temperature 2 3 1 3 0 I J / J O 
operator in the 8-vertex model corresponds in the A.T. model to the 
cross-over operator in the w » w + w, + w, plane. So within this plane 
the free energy becomes singular when the Baxter lines are crossed. 
This corresponds to phase transitions between the 3 types of partial 
demixing. In the w. >> v-,w„ region of the plane an AB/CD-mixture 
is obtained. A is still mixed with В and С with D, but there 
is no mixing between the two groups. In this region the order 
parameter <s.> φ 0, while the two other natural order parameters of 
the A.T. model, <t.> and <s.t.> (Enting 1975 a) remain zero. (We 
will denote the conjugated fields by respectively h ,h and h ). In 
the w_ » w. .w- region one finds an AC/BD-mixture with only <t.> j· 0 
and in the w. >> w. .w. region an AD/BC-raixture with only <s.t.> j4 0. 
Notice that the permutation symmetry between w ,w_ and w, (obtained 
by a permutation of the names A,B,C and D) is the counterpart in the 
A.T. language of eq. (2.3.a) and eq. (2.3.d). Further we see that this 
symmetry maps the 3 order parameters onto each other. Along J. - J. 
(w. · w„) Enting (1975.a) named (in analogy to the Ising version of 
the 8-vertex model) <e.t.> the polarisation, and <s.> - <t.> the 
magnetisation. Along J_ • 0 (w. » w.) however <e,> must be identified 
as the polarisation and <t.> • <s.t.> as the magnetisation. 
Crossing the dual plane in the temperature direction (varying u), 
only a singularity in the free energy will be found at the Baxter lines. 
This is due to the phenomenon that the A.T. model shows 2 phase 
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transitions. (Wu and Lin 1974). Departing from high temperatures one 
first finds a transition to one of the 3 partial demixed states (the 
corresponding order parameter, identified as the polarisation no longer 
vanishes). After crossing the dual plane a second transition to total 
demixing takes place (the magnetisations become not zero too). The 
2 sheets of Ising type critical points (Wu and Lin 1974, Knops 1975) 
are mapped on each other by the duality relation of Fan (1972) (or 
equivalently by inversion of u). They only intersect each other (in the 
w • w, + w 0 + w, plane) at the Baxter lines, where the transition 
о 1 ¿ J 
needs no longer to be of the Ising type, but is described by a 
AT 
continuously varying exponent y (A drawing of the full phase diagram 
is given by Wu and Lin 1974). 
We can conclude, that via eq. (2.8) the J. » 0 A.T. model maps 
on a staggered F-model. The temperature operator of the A.T. model 
corresponds to the operator u, i.e. a staggering in the a and b weights. 
AT 
For a > J one will find a continuous varying exponent y_ , while for 
a < \ the free energy will remain regular with respect to u (see table 1), 
Further the polarisation <s.> is expected to behave similar as the 
staggered polarisation of the F-model: along the Baxter line a continuous 
ι and for J, 
s 1 
AT 
varying exponent y . > 0 (i.e. a < J) a first order transition. 
The magnetisation <8.t.> - <t.> on the other hand remains zero along 
the whole duality line. One expects along the Baxter line a continuously 
AT 
varying exponent y H and for J. > 0 the free energy to remain regular 
with respect to li and h . r
 t st 
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с. The q-state Potts model 
The q-state Potts model, introduced by Potts in 1952 can also be 
considered as a model to describe mixtures; a mixture of q components. 
On a 2 dimensional lattice are situated spins that can take q different 
states σ. • l,2,3,..q. The Hamiltonian is chosen as 
Η - Ε Κ δ (2.10) 
о .о. 
«IP ι J 
For q • 2 the model reduces to the Ising model, while in the limit 
q -+ 1 one obtains the percolation model and in the limit q -»• 0 (when 
taken in the appropriate way) a linear resistance network (Fortuin and 
Kasteleyn 1972). Notice that the A.T. model for J » J. - 0 reduces to 
the 4-state Potts model. Further, the 3-state Potts model is of interest 
for adsorption experiments on graphite substrates (Berker et.al 1978). 
In the present form the model only makes sense for integer values 
of q. In the Random Cluster model presentation of Fortuin and Kasteleyn 
(l972),however, q can take all real values. Temperley and Lieb (1971) 
and Baxter et.al (1976) showed this model to be equivalent to a 
staggered F-model. The equations read (Baxter 1973.b) 
u +u -u - u s -s. . ,. „,.. 
1 (ae , ae , ae , ae , e , e ) A sublattice (2.10.a) . -u -u u u -s s4 „ ., ..... (ae , ae , ae , ae , e , e ) В sublattice 
with 
-2 
a » 2(cosh2u + cosh Θ) 
2u • In χ 
2s - 1п{(1+хе )/(х+ев)} 
(2.10.b) 
-1 к 1 
q (e -1) and cosh θ » Jq' 
At its critical points x-1 (K
c
(q) - ln(l* ^ ) »Potts 1952) also the 
JJO 
Potts model reduces to the F-model. Again the critical point of the 
4-state Potts model maps on the a-J point of the F-model. All critical 
points for q<4 are mapped on the Baxter line. 
The temperature operator of the Potts-model is a combination of 
the temperature operator of the A.T. model and the staggered field 
operator of the F-model. Notice that θ is purely imaginary for q<4 and 
real for q>4. From eqs.(2.10.b) one finds that u is real for all q. 
The staggered field s however is real only for q>4. For small ε
ρ
 • In χ 
(i.e. close to the critical point) one finds: 
s » J tgh (Θ/2) c p 
. (2.11) 
u = J e p 
So close to the Baxter line (q<4) s becomes purely imaginary. 
For q>4 (the a<J domain of the F-model), the free energy shows 
a first-order transition with respect to s and remains regular in 
the u direction (see above). Because at x-1, e p is a linear 
combination of u and s (both real), a first order transition must be 
found in the Potts model for q>4 too (Baxter 1973.b). 
Notice that 5 different parameters have been used to parameterize 
the Baxter line: Ε,Δ,μ,θ and q. 
They are related as 
-Δ - cos μ - cosh θ - J \fq - — - 1 (2.12) 
2a 
The parameter q can only be applied for a < } \J2. At a - } N z (q-0) 
the 8-vertex model and the A.T. model reduce both to 2 decoupled Ising 
models. Also the staggered F-model is solvable at the corresponding 
temperature since the free femion condition is satisfied (Wu and 
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Lin 1975). Not only the second derivative of the free energy in 
the u and d direction deverges logarithmically. The second 
derivative with respect to the staggered field s also diverges 
as Injel at this point of the Baxter line (Baxter 1970). In the 
Potts direction ep the free energy behaves as f^lnx. 
Another special point is the critical point in the 4-state Potts 
model. At least 4 Baxter lines emerge from this multicritical point: 
3 in the duality plane of the A.T. model (i.e. the a-b symmetrical 
8-vertex model) and 1 in the q-direction of the Potts model (both 
models are included in the so-called Cubic model introduced by Kim et al 
1976). A simular multicritical point is found in another model (José 
et al 1977). This model can be described as a XY-model (in fact a 
Villain-model) with 3 parameters: the coupling K, a magnetic field h, 
with cubic anisentropy and a parameter y controlling the number of 
vortices. This model is related to the Coulomb gas (Villain 1975, José et al 
1977) and to the discrete Gaussian model (Knops 1977). 
It is tempting to believe that also this multicritical point is 
isomorphic to the 4-state Potts critical point. The mapping of a modified 
version of the discrete Gaussian model on the F-model given by 
van Beyeren (1977), gives some support for this idea. Further, Kadanoff 
(1977), in an heuristic way, has conjectured this isomorphism on 
basis of a comparison of the expansions of some critical exponents 
around this multicritical point. 
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One of the most intriguing aspects of the solution of the symmetrical 
8-vertex model is the breakdown of universality. The critical exponent 
8v 8v 
y T vanes continuously along the Baxter line; y is not independent 
of the details of the interactions. Kadanoff and Wegner (1971) have 
shown the existence of a marginal operator along the Baxter line (at 
least to first-order around a - J VI?, where the 8-vertex and A.T. model 
reduce to 2 decoupled Ising models). In an (exact) renormalization 
transformation one should find thus in order to obtain a proper 
description of the transition, instead of one fixed point attracting 
the whole critical domain, a line of fixed points. Notice that in 
the 8-vertex and A.T. language this fixed point line will be difficult 
to obtain because of the approximations usually needed in the R.T. 
equations. In the Potts language, however, q is automatically preserved. 
Consequently, in the Potts presentation, the variation of the critical 
exponents along the Baxter line is not unexpected. At integer values of 
q, the transition point has the nature of a q-critical point (an endpoint 
of a line of q-coexisting phases). 
Along a fixed point line the critical exponents for different 
operators are in principle allowed to change independently of each other. 
Along the Baxter line, however, this does not seem to be the case. 
Simple relations between several exponents are conjectured, that are 
independent of μ. The critical exponents are "weak universal" (see 
i.a. the discussion given by Enting 1975.b). 
For the magnetic and staggered field operator in the 8-vertex 
model, Barber and Baxter (1973) respectively Baxter and Kelland (1974) 
have proposed the relations: 
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yJV - 15/8 (3.1) 
yJV - 3/2 + 1/4 y5 V (3.2) 
(according to scaling: В. - (2 - y.)/y T). Further, Enting (1975.b) 
conjectured similar relations for the A.T. model: 
yjf - 15/8 (3.3) 
y*T - 3/2 + 1/4 yJT (3.4) 
AT 
with у the exponent for the operator conjugated to the polarisation 
in the A.T. model. Finally, Kadanoff (1977) has recently proposed 
the following relation between the temperature exponents of the 
8-vertex and A.T. model 
(y5V - 2) (yJT - 2) - 1 (3.5) 
This relations are known to be correct up to first order (using 
the method first applied by Kadanoff and Wegner 1971), around a - { 42, 
and agree with the exact results for the Ice models. They are conjectured 
to be exact along the whole Baxter line which is confirmed by series 
expansion results. Notice that eq.(3.3) and (3.4) are consistent with 
eq. (3.5) at a - J; they lead at the 4-state Potts point to the same 
AT y T . The permutation symmetry between the w. (see previous section) leads 
AT AT 
at the 4 state Potts model to у • у .So from eq. (3.3) and eq. (3.4) 
η s 
AT 
Enting (1975.a) has conjuctured y T « 3/2 at the Potts point. 
8v 
From the Baxter solution we know that y«, » 0 at this point. So 
AT 
eq. (3.5) also leads to y* - 3/2 (Kadanoff 1977). 
Further it is noteworthy that eq. (3.1) and (3.3) are actually 
the same. One can easely show that the magnetic field operator in 
the A.T. model and the 8-vertex model transform into each other. 
The mapping of the A.T. model on a staggered 8-vertex model, eqs. (2.8) 
is obtained by a duality transformation on the t. spins only. The 
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lattice with 2 Ising spins at every vertex (the A.T. model) is mapped 
to a Ising model with s. spins and t. spins at respectively the A and 
В sublattice. The equivalence between the 8-vertex model and the 
Ising model leads then to eqs. (2.8). 
The s. spins are unaffected. So the duality transformation can 
still be applied when extra interactions between the s. spins only, 
are present. The field h leads to an Ising model with a magnetic field 
on the spins of the A sublattice. In the A.T. model for J. • J., <s.> 
is identified as the magnetisation. In the corresponding Ising model 
<s> is the magnetisation of one sublattice. Along the Baxter line, 
the Hamilton!an of that Ising model is invariant under permutation of 
the 2 sublattices (only 4-body coupling and an isotropic next nearest 
neighbour interaction). So <s.> » <t!> and 
β
 1 1 
AT 8v ., ,. 
y H - y H (3.6) 
. . 8v 
A relation similar to eq. (3.5) will now be proposed between y T 
ρ 
and y . In table 2 the Baxter line is parameterized by q. The exact 
8v AT 
known values for y T and the via eq. (3.5) conjectured values for y-
ρ 
are compared with the y T of the Potts model, as obtained by approximated 
tabi« 2 
compariaon between y T , y_ and y T along the Baxter line. 
AT 
q ia choaen aa parameter. The valuea for y T are obtained by eq. (3.5) 
ρ
 T 
and the valuea for yT are conjecturée froa table 3. 
Я 
0 
1 
2 
3 
4 
* 
I 
2/3 
1/2 
1/3 
0 
4 T 
1 
5/4 
4/3 
7/5 
3/2 
'Ï 
0 
3/4 
1 
6/S 
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calculations. The rational values for y given in the 4th column can 
be conjectured from results of recent Monte-Carlo calculations,adsorption 
experiments, series expansions and renormalization transformations 
(see table 3). In particular the Kadanoff lowerbound renormalization 
transformation (Kadanoff 1975; Dascupta 1976 and 1977; den Nijs 1978), 
suggests these values for y_. 
From the numbers in table 2, we can propose the relations 
P
 It A T l'i 
У
т
 " 3(yT - 1) 
(3.7.a) 
(yj - 3) (y5V- 2) - 3 (3.7.b) 
Using Baxter's result y - 2μ/π , an explicit equation for yT(q) can 
be obtained 
A™ · !(2 + A > (3.8) 
with cos μ « Jyr 
values of y . obtained by appraûmated саіеиіасіопв. 
2-0 
0 . 7 7 + 0 . 0 6 
0.746 
0.7496 
0.718 
0.7450 
I (log) 
1.0009 
1.1696 
1.219 
1.266 
1.2023 
method 
Monte Carlo (Kirkpatrick 1976) 
aeriea expansion (Dunn ec al 1975) 
aeries expansion (Domb and Pearae 1976) 
ren. tranaf. (Reynolds et al 1979) 
Kadanoff lover bound R.T. (Dascupta 1976) 
exact (Onaager 1944) 
Kadanoff lowerbound R.T. (Kadanoff 1975) 
aeriea expansion (Zwanzig and Ramehaw 1977) 
adsorption experiment (Bretz 1977) 
series expansion (de Neef and Enting 1977) 
Kadanoff lowerbound R.T. (Dascupta 1977. 
Burkhardt et al 1976) 
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This function is drawn in fig.4. Notice that at q»A the derivative 
Ρ о 
dyT/dq -» » . For small q eq. (3.8) can be approximated by yf, - З/π \|q\ 
This agrees with the result of Kunz and van Leeuwen (Kunz 1977). They 
found using a Migdal approximation for small q, у - Vq. Equation (3.8) 
however disagrees with the recent conjecture of Klein et al (1978) for 
the critical exponent of the percolation model y!!(l) - 2 ln(3/2)/ln 3 - 0.738. 
fig.4 The critical exponent yT ae function of q. The dpaun line Î3 obtained from 
eq. (3.8) and the dashed curve is obtained by the Kadanoff lotíer bound 
method (for q<3 the dashed curve ie not draun because it practically 
comcideg with the draun line). 
The yT(q) obtained by the Kadanoff lowerbound R.T. shows an excellent 
correspondence with eq. (3.8) up to q»3. For q>3 however the results of 
the R.T. disagree with eq. 3.8 (see the dashed curve in fig.3. For q<3 the 
dashed curve is not continuated because it almost coincides with the drawn 
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curve. The drawn curve shows a point of inflection at q • 2.731B). 
One of the features of all R.T.'s constructed up to now for the Potts 
model (Aharony (1977); Dascupta (1977) and den Nijs (1978); Shenker et al 
(1978)) is that they are unable to describe the first-order transition 
ρ 
for q>4. The transition is found to remain critical. The yT(q) curve 
Ρ 
remains smooth around q«A (see fig.3) and predicts yT(4) " A/3. This 
result of the R.T. at q-A based on a straight forward application of 
the variational method is questionable. Arguments can be given for 
ρ 
another solution yielding yT(4) = 3/2 (den Nijs 1978). 
In conclusion: We have seen in this paper that the critical line 
in the 4-state Potts model (up to q-4) can be mapped onto the Baxter 
ρ 
line. Further an explicit equation for the critical exponent yT(q) is 
proposed. Because this equation confirms weak universality and also 
ρ 
gives a good fit for the y T obtained by approximative calculations, 
eq. (3.8) is expected to be exact. 
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§4 Recent developments 
After completion of this paper some developments have taken place that 
are worth mentioning. 
In the paper the discussion is restricted to square lattices. It is shown 
in Appendix II and III that the picture in which the critical lines of the 
Potts, A.T. and 8-vertex model map onto the Ice model, also holds for 
arbitrary planar lattices. Recently Baxter (1978) has solved a restricted 
8-vertex model on an arbitrary planar lattice. This solution implies 
(Appendix III) that for all planar lattices the Potts and Ashkin-Teller model 
are solved at_ their critical points (i.e. the corresponding Ice model is 
8V 
solved). Also y (i.e. the singularity in the d-direction; see table 1) is 
known exactly for all lattices. Finally it is shown in Appendix III that the 
critical exponents for the Potts and A.T. model must be lattice independent. 
This proof only needs the assumption that in the critical plane of the square 
8-vertex model all exponents only vary with the parameter μ (as is known to 
8V be the case for y and is very plausible for the other exponents). 
A second question that arises is, whether (next to the relations (3.1)-
(3.5) and (3.7)) similar weak scaling relations for the remaining operators 
can be conjectured. At the moment we have not sufficient data to do this. For 
2 operators however it is tempting to suggest such a relation. 
AT 8V (a) In analogy with y„ and y M one expects that the magnetic field exponent 
ρ 
y
u
 of the Potts model remains constant along the Baxter line 
η 
Уд = 15/8 (4.1) 
This value is known to be exact at 2 points: at q • 2 and at q » 4. At q » 4 
Ρ AT 8V . 
the A.T. and Potts model become identical, so y
u
 • y„ . The exponent y„ is 
η η η 
8V known exactly at this point, y„ » 15/8 (Barber and Baxter 1973). So one 
η 
ρ 
finds via eq. (3.6) that y
u
 - 15/8. The data from the Kad.Lowerb.R.T. (see 
η 
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table I and II in chapter 3) and also the results from other methods support 
eq. (4.1) for 1 < q <^  4. Notice however that the Kad.Lowerb .R.T. disagrees 
. . . Ρ 
with the conjecture in the limit q + 0, where one finds y + 2 (see fig. 5 
H 
and 6 in chapter 3). 
γ 
(b) The staggered electrical field exponent y (see table 1) is exactly known 
AT 
at 2 points. At both it takes the same value as y ; namely at a = 1/2 (i.e. 
F 1 / 
q = 4) where y = 3/2 (Baxter 1973.a) and at a = j /2 (i.e. q = 0) where 
F 
y = 1 (Baxter 1970; see also Wu and Lin 1975). So one can suggest the 
, • + relation 
F A T
 η lì 
ys = У
т
 (4.2) 
These 2 weak scaling relations are at the moment only suggestions. Additional 
evidence is necessary. 
The renormalization transformation of Nienhuis et al (1979) must be 
mentioned. This is the first R.T. that describes the Potts model correctly 
for q > 4. The cross-over to the first-order transition is established by it. 
As already suggested in chapter 3, one should inbed the Potts model in a 
larger model. Nienhuis et al. have chosen the Potts lattice gas for this 
purpose. Next to the q-spin states of the Potts model they also allow a site 
to be in the "vacuum state". A fully disordered cell is mapped under the 
R.T. on this state. In terms of the phase diagram of the Potts lattice gas as 
discussed in §5.с of chapter 2, they start at H = ». There the vacuum state 
is surpressed i.e. the model is a pure q-state Potts model. (Notice that we 
consider a Potts lattice gas with q+1 states. So with respect to the 
discussion in chapter 2 the number of states is raised by one.) The R.T. 
For imaginary values of s this relation follows directly from eq. (3.7) 
AT Ρ (which yields y T > y T for all q < 4), and eq. (2.11). Scaling theory 
(chapter 1, §4) yields that e is the special direction. 
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generates the vacuum state. Or in other words, the Potts fixed point is 
located at finite H. In the terminology of §5.с in chapter 2, this fixed 
point is the attractor of the plane that is the phase boundary between the 
"solid" and "liquid" phases. 
The cross-over to the first-order transition takes place in the approach 
of Nienhuis et al. by an annihilation of the P(q) fixed point with the (q+1)-
critical fixed point C(q+1). (They find this to take place in their approxi­
mation at q = 4.73.) From fig. (II.2a) one sees that this implies that the 
whole "solid-liquid" transition is governed now by the first-order fixed 
point (of the "gas-solid" transition). 
Also Nienhuis et al. give an exponent relation for the (q+1)-critical 
fixed point C(q+1). The fact that C(q+I) and P(q) annihilate leads to the 
С Ρ 
conjecture that the magnetic exponent y
u
(q+l) is related to y„(q) via the 
η 1 
analytis continuation of the weak scaling relation for the Potts model eq. 
(3.7). Nienhuis et al. propose the relation 
(4 уд - 9)(4 y£ - 9) = 9 (4.3) 
For q =1, the C(q+1) transition must become Ising like. Indeed the relation 
yields y£(2) = 15/8. 
Burkhardt (1979) has applied the Kad.Lowerb.R.T. to the Potts lattice 
gas. His data for С(q+1) support relation (4.3) (with an accuracy that is 
comparable to that obtained with the same method for eq. 3.7). The cross­
over to the first-order transition in the Potts model is however not 
established. The P(q) fixed point remains for all q (at the optimal values 
of the 3 free parameters) located in the pure q-state Potts model. As we 
have already seen in chapter III, the Kad.Lowerb.R.T. gives rise to more 
fixed points than necessary for the description of the phase diagram. 
Burkhardt finds that (at q = 4.079) fixed point С(q+1) annihilates (or 
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crosses) with one of these extra fixed points. 
Finally the expansion raethod of Kadanoff must be mentioned. The A.T. and 
8-vertex model are solved exactly (via the Onsager solution) at the point 
where they reduce to two decoupled Ising models. Via an operator expansion 
method (Kadanoff and Wegner 1971) it is (at least in principle) possible to 
generate the exponent relations (3.1) - (3.5) in a systematical way (via a 
Taylor series). 
In a second approach, Kadanoff and Brown (1979; see also Kadanoff 1979) 
indicate a point on the fixed line in the Gaussian model where by a proper 
identification of operators the correlation functions decay asymptotically 
in the same way as at the decoupling point of the Baxterline. It is shown that 
in such a case the exponents should match along the whole fixed line (in a 
proper parametrization) at least until a second marginal operator comes into 
the game. Since in the Gaussian model the exponents are known exactly, one 
derives in this way the relations (3.2), (3.4) and (3.5). 
In the present form the method is however not able to handle the weak 
scaling relation for the Potts model (Kadanoff private communication). 
Research in this direction is in progress. 
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The variational principle is presented for a continuous renormalization transformation. It is 
shown that a strict application of the variational method leads to a singularity in the variational 
parameter which is related to that in the free energy. The equations governing the behaviour of 
the variational parameter can, in the continuous formulation (for a single coupling parameter), be 
cast in a differential form from which it can be seen that the method will predict either a very 
weak singularity (a < 0) or a first order transition. A numerical study of the q-state Potts model is 
presented which shows that as q increases to 4 the model just fails to exhibit the expected first-
order transition. 
1. Introduction 
Among the several renormalization group methods used to calculate critical 
exponents, the lower bound variational method proposed by Kadanoff1) has 
been particularly successful. Since Kadanoff's original application to the Ising 
model (in various dimensions, see also ref. 2) it has been used, e.g. to obtain 
rather accurate exponents for the Blume-Capel model3) and the Potts 
model0). In this paper we will especially be interested in the application of 
the method to the 4-state Potts model in two dimensions. A puzzling feature 
remained there; the method seems to predict exponents well in agreement 
with what is known from other sources for q »s 4, i.e. the region where the 
transition is of second order, but fails to show the first-order transition which 
should occur for q > 4. 
A possible way by which this could be restored comes from a deeper 
analysis of the variational method. In this method a renormalization trans­
formation is set up containing a free parameter ρ in such a way that the free 
energy generated is a lower bound to the true free energy for all values of p. 
The optimal value of p, at a given value of the interaction parameter, is found 
by demanding that the resulting free energy is maximal. In practice this 
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implies a rather complicated optimalization procedure since it involves a 
whole string of p-values along the renormalization trajectory by which the 
free energy is calculated7). The only exception is the value p* of ρ at a fixed 
point of the renormalization transformation where this procedure reduces to a 
simple condition1). Using this value p* for ρ in the calculation of the critical 
exponents leads to the accurate values mentioned above. However, as noted 
by Kadanoff et al.2) and Knops8), setting ρ = ρ* is not a consistent application 
of the variational method since the dependence of ρ on the interaction 
parameters in the neighborhood of the fixed point has been neglected. 
A first rough numerical estimate of this effect was made in ref. 8 resulting in 
a much too low value of α = -0.1 for the d = 2 Ising model. Recently a more 
careful analysis by Saarloos, van Leeuwen and Pruisken9) showed that the 
optimal value of p, considered as a function of the interaction parameters, is 
in fact singular on approach of the fixed point. The nature of this singularity is 
such that it can only be combined with a very weak (a < 0) singularity in the 
free energy. This is a rather discouraging result as far as the calculation of 
critical exponents of e.g. the Potts model is concerned because α should 
certainly be positive for 2 < q =e 4. 
It should be noted that the conclusion α < 0 only holds under the assump­
tion ρ -*• ρ as the interaction parameters approach the fixed point. It was 
already observed from a numerical analysis in*) that there is a second 
possibility namely that ρ is discontinuous in the neighborhood of the fixed 
point. In the present paper we set up a differential equation for the optimal ρ 
as a function of the interaction parameters starting from the renormalization 
group equations in differential form. This set up is in the case of a single 
coupling parameter somewhat simpler than the approach used by Saarloos et 
al. but its main advantage is that it is also able to describe the case of a 
discontinuous p. As we will see, it turns out that the analysis of ref. 9 can still 
formally be used to predict a discontinuous p(K). 
Unfortunately it is not so clear how one can construct a differential 
equation for the optimal p(K) when more coupling parameters are present. 
However, the solutions, following in the general case from the method of ref. 
9, are very reminiscent of the results obtained from the differential equation 
in the single-parameter case. We will assume that the same formal extension 
seen to be valid in the single-parameter case may be used in the general case 
to predict a discontinuous p(K). 
In section 2 we derive and discuss the differential equation that follows for 
p(K) in the single-parameter case. In section 3 we review shortly the method 
of ref. 9 applied to a continuous renormalization transformation. Section 4 is 
devoted to an evaluation of the optimal p(K) for a concrete example namely 
the q-state Potts model. In particular we want to answer the question whether 
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the possibility of a discontinuous solution for the optimal p(K) will actually 
materialize for q > 4 resulting in the expected first-order transition. 
2. The optimal function p(K) for a single coupling parameter 
In this section we study the variational equation: in the case of a single 
coupling parameter K. It appears that much of the characteristical behaviour 
of the general case can be seen already here if we think of К as the scaling 
field corresponding to the temperature direction. We start by setting up the 
renormalization group equations in differential form. 
Denote the renormalized coupling resulting from a renormalization trans­
formation corresponding to a change of scale with a factor e' by 
Κ , - Α , ί Κ , ρ ) , (2.1) 
where the dependence on the variational parameter ρ is explicitly shown. The 
scaling relation for the free energy then takes the form 
f(K) = %(K, p) + e-ä'№,(K, ρ)). (2.2) 
The function 'S, represents as usual the configuration independent part of the 
renormalized hamiltonian. 
The scaling relation in differential form may be obtained from (2.2) by 
differentiation with respect to t: 
f(K) = G(K,p) + R(K,p)^, (2.3) 
where the functions G and R are defined by 
3%(Κ,ρ) G(K,p) = (lld) 
R(K,p) = (lld) 
dt 
З (К,р) 
dt 
(2.4a) 
(2.4b) 
Note that the renormalization transformation for the coupling constant К can 
be expressed in terms of the function R as: 
^~=dR{K,p). (2.5) 
The fixed points K*(p) of this transformation are found by setting R(K*, p) = 
0. 
We now come to the choice of the variational parameter p. For any given 
function p(K) one may in principle solve the differential equation (2.3) (under 
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proper boundary conditions) and obtain as a result the free energy as a 
function of К and as a functional of p(K). The optimal choice is then 
obtained by demanding that the free energy should be stationary with respect 
to small variations in p(K). This condition, when applied to eq. (2.3), leads 
to: 
Q=Gp(K,p(K)) + Rp(K,p(K))^. (2.6) 
Here and in the sequel we denote the derivatives of the functions G and R 
with respect to ρ resp. К by indices p, resp. K. 
Our eqs. (2.3) and (2.6) which are a coupled set of differential equations for 
the unknown optimal f(K) and p(K) are the direct analogue of the basic eqs. 
(2.1) and (2.2) of ref. 9. In the present form it is easy to eliminate the unknown 
f(K) and to arrive at a differential equation in p(K) alone: 
RiR^G, - GPPRP) | ^ = RP(RKGP - GKRP - Gp) + R(GpKRp - GPRPK). 
(2.7) 
Before we analyze this equation we notice, following van Leeuwen9), that the 
singularity structure of p(K) as K-*K* is intimately connected with the 
singularity in the free energy. It is a direct consequence of eq. (2.6) that a 
term of the form 
/
sini(K) = A\K - K*!1- (2.8) 
in the free energy leads to a term 
P*JLK) = -(RPIGPP)(2 - a)A\K - KT" (2.9) 
in the function p(K). 
We now turn to the analysis of the differential equation (2.7) in the 
neighbourhood of the fixed point. At the fixed point one has R(K*, p) = 0 so 
that the coefficient of dpIdK vanishes. In order to have the other side of eq. 
(2.7) to vanish too, one needs to choose ρ such that 
RKG, - GKRP - Gp = 0. (2.10) 
This condition is in fact equivalent to the condition used by Kadanoff et al.1) 
to find the optimal p* at the fixed point. We see" therefore that the "Kadanoff 
point" K*, p* is a singular point of the differential equation (2.7). 
Kadanoff's value for the exponent α is simply ao = 2-l/yo where the 
scaling index yo is defined as 
dR (2.11) 
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The structure of the integral curves of this differential equation around its 
singular point may be obtained from an expansion of this equation around p* 
and K* which after some algebra yields 
(l-Rt)p + CK = {R*p + R1tK}^. (2.12) 
In this equation ρ and К denote the deviation from p* resp. K* and 
derivatives evaluated at this point are indicated by Rf, etc. The constant С is 
given by 
С = gipARUb + (1 - 2Rt)g%K}, (2.13) 
where the function g is defined by 
8=G+T?kR- (214) 
As usual the nature of the singular point (p, K) = (0,0) of the equation (2.12) 
may be determined from the eigenvalues λι, λι of the matrix 
Three distinct cases may arise: 
(i) λι,λ: are real and of the same sign; the singular point is a node; 
(ii) λ ι. Аз are real and of opposite sign; the singular point is a saddle point; 
(iii) λ,,λι are complex; the singular point is a focus. 
We discuss these three cases separately. 
(i) Denote the (in absolute value) smallest eigenvalue by λ ι and let (rip, пк) 
be the corresponding (right) eigenvector. The integral curves come in tangen-
tially to (п
р
,пк) with an exponent χ = λ2/λι>1. The function p(K) must 
therefore behave as 
ρ(Κ) = (η
ι
,Ιηκ)Κ + Α±Κ', (2.16) 
(compare fig. la) where the amplitude A" is determined by the boundary 
conditions at К = 0 resp К = ». 
The only exception which may occur is when лк = 0 (corresponding to 
Rp = 0) in which case one may have χ < 1 in (2.16). In all other cases one has 
χ > 1 which by (2.9) leads to α < 0, i.e. a very weak singularity in the free 
energy. This conclusion agrees with the results of Saarloos et al.9). Their 
analysis is directly applicable to the present case since an implicit assumption 
used by them, namely that p-*p* as K-*K*, is valid here. As we will see 
this assumption is no longer true in the other two cases. 
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Ρ 
nil 
/ / 
(с) 
Fig. 1. Typical shapes of the optimal curves р(К) are shown. The clashed line represents the 
direction of the "fixed point line" I*, while the drawn lines represent the eigendirections of 
matrix M. 
Case (ii) arises when λι, À2 have an opposite sign. The integral curves which 
are solutions of (2.12) are now of an hyperbolic nature with asymptotes formed 
by the two (right) eigendirections of the matrix M. In fig. lb two such integral 
curves are shown corresponding respectively to the high and low temperature 
boundary condition. 
The actual solution is found by selecting from these two possible solutions 
the one with the lowest free energy. This will result in a discontinuity in p(K) 
and consequently to a first-order transition in the predicted free energy. 
A similar discontinuity is found in case (iii). In this case the eigenvalues of 
M are complex conjugates. 
The integral curves are spirals as depicted in fig. 1c; the optimal p(K) is 
expected to jump from one branch to the other as shown in this figure. 
We notice for later reference that, in view of the structure of the matrix M 
in (2.15), there exists an obvious relationship between an eigenvalue Λ ι and 
the direction f ' = Лр/гц of the corresponding eigenvector namely: 
A i - W + UJí'. (2.17) 
If one assumest that this direction is the tangent to the solution p(K) as 
K-*K*, this relation can be written as 
λ , = 
dRl 
dK K'j»· = У. 
(2.18) 
where у denotes the value of the scaling index for which the variation of ρ 
with К is taken into account. Since Tr M = 1 it is clear that the eigenvalue 
(scaling index) corresponding tò the second eigendirection of the matrix M is 
tThis assumption is valid in case (i) with λ = A,; in cases (ii) and (iii) this behaviour may be 
expected too if the amplitudes leading to the hyperbolic resp. spiral behaviour vanish. 
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given by 
Л 2 = у ' = 1 - Л 1 . (2.19) 
These findings are consistent with the value for the scaling index that 
follows in case (i) from the relation a = 1 - ЛгДі since 
> = 2^ΤΑ^ΑΓλ'· ( 2 · 2 0 ) 
In case (i) where λ ι and λ: = 1 - λ ι have the same sign (and \\ is chosen as the 
smallest eigenvalue) the value of λ! is restricted to 0<λι <2. In terms of the 
tangent t this leads to the restriction 
\a0<t4t*<l, (2.21) 
where f* = -.R£/J?¡? denotes the direction of the "fixed point line" 
R(K*,p) = 0. Case (ii) arises when λι <0 or equivalently ( l/f*> 1. In case (iii) 
complex eigenvalues Л1,2 = 2±іс are found with corresponding complex 
eigendirections with a real part given by t = {aot*· 
3. The optimal function ρ (1С) for a D-dlmensional parameter space 
Only for a one-dimensional space of coupling parameters we were able to 
derive from the scaling relation for the free energy 
/(X,) = G(K,)p) + 2 « ' ( K , , p ) ^ (3.1) 
and the minimalization condition 
0=Ο
Ρ
(Κ
Ι
,Ρ) + ΣΚ'Ρ(Κ
Ι
,Ρ)^- (3.2) 
a differential equation for p(K,) in which the free energy is eliminated. A 
direct expansion of eqs. (3.1) and (3.2) around the fixed point-as is also done 
by Saarloos et al.9) for a discrete transformation - implies that one is strictly 
speaking confined to case (i) of section 2. We present the procedure here for 
the continuous transformation, in order to make contact with the results of 
section 2, which has also the advantage that the equations become simpler. It 
leads to 2D possible gradients p;* at the fixed point, which for D = 1 cor­
responds to the eigenvectors of matrix (2.15). 
Define new parameters u, in which the uncorrected linearized trans-
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formation matrix is diagonal at the fixed point 
The first derivative of (3.1) evaluated at the fixed point defines ƒ,*: 
/ t t l - y D - G f , (3.4) 
where ƒ f etc. denote derivatives with respect to u, at the fixed point. The 
second derivative of (3.1) and the first derivative of (3.2) lead to 
№-УЧ-УЧ) = '2Я'ГПРГ + А<
І
 + В
І
Р*, (3.5) 
0 = Σκ,
Ρ
η + Β
ι
 + €ρ* (3.6) 
in which A/, Bi and С are expressions of the known functions G and R'. 
Eliminating the second derivative of the free energy leads to: 
~
 1
~Уі~Уі 
This set of D quadratic equations has 2D solutions p,*. For each solution one 
can define the matrix 
L e - L S + KÍp,·, (3.8) 
which represents the linearized transformation matrix for which the variation 
of ρ with the couplings is taken into account. The eigenvalues yo of this 
matrix should be compared with the scaling index y defined in (2.18). Given 
the set of eigenvalues y
a
 corresponding to one particular solution p,* one can 
easily find the sets of eigenvalues corresponding to all other solutions. To see 
this it is advantageous to write eq. (3.7) in terms of deviations Δρ? from the 
given solution p,*. 
Some reflection shows that if this is done by repeating the derivation of 
(3.7) in a coordinate system (φ
α
) for which L,i is diagonal, the equation for 
Δρ
α
 takes again the form (3.7) with β
α
 = 0 and eigenvalues y
a
 replacing the 
eigenvalues y?. One easily verifies that for every left eigenvector φα of L,i 
*"£%>*• < 3 · 9 , 
is a solution which upon insertion into (3.8) leads to a new set of eigenvalues 
y
'°
 = 1
-
y
°' (3.10) 
y'ß = yp for β * a. 
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From one solution one can construct in this way D other solutions. They 
differ only one eigenvalue from the original one, and have also the left 
eigenvalue φ
α
 and all right eigenvectors φβ, αϊ β in common. Repeating the 
procedure leads to 2D solutions corresponding to the possible permutations of 
the eigenvalues y
a
 and 1 - y,, for every a. 
Comparing this result with the previous section, we see that eq. (3.7) is 
equivalent to the eigenvalue problem (2.15) for D = 1. So although above 
derivation is only valid for case (i), we can handle all cases. We assume this to 
be true for all D. 
A pure case (i), i.e. all corrected eigenvalues 0 < y, < 1 for all solutions of 
(3.7), corresponds to a total instable fixed point. The optimal piK,) will reach 
the fixed point along the pi* with the smallest set of eigenvalues, i.e. that one 
with all 0 < y, < i These eigenvalues will also correspond to the critical 
exponents of the free energy. The phase transition is weaker than second 
order. 
A fixed point which is expected to be totally attractive, such as a ground 
state fixed point, will correspond to a pure (ii) case. If we do not expect a 
singularity at this fixed point, the boundary conditions have to give a regular 
p(K¡) which approaches the fixed point tangent to the (unique) solution of 
(3.7) with all eigenvalues y, <0. 
In the same way we may expect for a critical fixed point whose irrelevant 
eigenvalues have to span a D-η dimensional critical plane, the boundary 
conditions to give no first order phase transition in the irrelevant directions. 
Such a fixed point which is a mixed (i)-(ii) case can then be seen as a D - η 
dimensional pure (i) case. As we will see this is what happens in the Potts 
model. 
4. Optimalization for the q-state Potts model 
The Potts model we consider consists of a two-dimensional square lattice 
with spins that can take q different values σ, = 1, 2,3, . . . , q. The Hamiltonian 
is invariant under an arbitrary permutation of these values. The interaction 
range is restricted so that the Hamiltonian can be written as a sum of 
interactions H„ where H, operates within the ith basic square of the lattice. 
From permutation symmetry it can be seen that at most 7 different energy 
levels are present in H„ which will be denoted by E„ ; η = 1,2,3,..., 7. The 
q-state Potts model has q degenerated ferromagnetic ground states. One 
expects at the nearest neighbour axis a q-critical point when q « 4. For q > 4 
Baxter10) proved the transition to be of first order. 
The transformation we used is a straightforward generalization of the one 
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used by Kadanoff1). Some results obtained by it are already published by 
several authors4·3·6). The weight function associated to every "red" cell is of 
the form 
Ρ(σ'; σ,, σ^ а
ъ
 at; ρ) = εχρ[ρ(δσ>1 + «„..,„, + «„>,+ δσ.σ)) 
+ α(σι, а
г
, σι, σ*)], (4.1) 
where ρ is the free parameter, and a is defined by normalization. As 
shown by Kadanoff a lower bound to the free energy is obtained when all 
interactions are shifted to the "blue" cells. In the present case this leads to a 
renormalization transformation of the form 
7 
exp E', = Σ C„,
m
(p, q) exp(läEm + am), (4.2) 
m = 1 
where the matrix elements Cn,m are polynomials of degree four in q and ep 
and l" = 4. 
The transformation has a 5-dimensional invariant subspace corresponding 
to an H, which is symmetric under permutation of the spin positions in a basic 
square. We will restrict ourselves to fixed points located in this space. From 
(4.2) we see that a translation Е
я
-*Е„ — со leads to EJ-» E'
n
 — /''eo. Choose 
«о = E\ and define ei = Ei+i - to- Then the "spin independent term" e0 has no 
influence on the ci: 
«í-/'(eo + g(«i;p)), 
e', = e',(e,;p) with i = 1, 2, 3,4. 
So our parameter space is essential 4-dimensional (D = 4). At q = 2 and 3 
however the matrix Cnm breaks up further; the "allowed" energy levels 
transform independent of the "forbidden" e,. The parameter space is then 
even 2 respectively 3-dimensional. 
The optimal value of ρ at the fixed point is found by demanding 
(*o-f) = 0, (4.4) 
with φο the left eigenvector with eigenvalue /'' of the linearized trans­
formation matrix L?, 
ч 
L?, = p , i, ƒ = 0,1,2,3,4. (4.5) 
The Kadanoff prescription is to compute the critical exponents from this 
matrix (see also table I), which yields results that for the Ising model are very 
close to the exact values and that are also believed to be very accurate for all 
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TABLE I 
Uncorrected eigenvalues and critical exponent a0 (Kadanoff prescription) 
4 
P* 
A? 
A? 
A? 
A03 
a0 
1 
1.2504 
1.6763 
0.5306 
0.394 ±i0105 
-0.6845 
2 
1.53197 
20012 
0.5056 
0.00176 
3 
1.68929 
2.30105 
0.7281 
0.4022 
0.3365 
4 
1.77966 
2.5194 
0.7898 
0.3561 
0.2709 
0.4997 
5 
1.85401 
2 6620 
0.7270 
0.2894 
0.1929 
0.5841 
10 
2.10787 
3.0310 
0.5068 
0.1729 
0.0696 
0.7499 
q =£ 4. However, for q > 4 the transformation fails to give a first-order phase 
transition, the specific heat is still found to diverge: 2 <<*<>< 1. 
First we will discuss the results of the expansion around the fixed point of 
the scaling relation for the free energy, which for discrete transformations is 
given by 
ƒ (e,) = ráf (e;) + g(€,;p), i = 1,2,3,4. (4.6) 
The analogue of eq. (3.9) then reads 
'''•'
!+
шг^
ф
-
 < 4
-
7 > 
Where λ
α
 is an eigenvalue and φ
α
 the corresponding left eigenvector of the 
linearized transformation matrix 
Lq'Ll + m'p-pî. (4.8) 
The eigenvalues of this matrix are connected with the y, of the previous 
section by λ, = Ι*"·. The eigenvalues of (4.8) for p',* and p? are now related 
[compare with (3.10)] as: 
Уа = 1'Ч\а; λ.'β = λβ ΐοτβϊα. (4.9) 
For q « 4 the Potts fixed point is expected to span a D - 1 dimensional 
plane of q-critical points. Indeed we find a mixed (i)-(ii) case. Of the 2 D 
solutions there are two, ρ\ and p] (see table II) which have D- 1 irrelevant 
eigenvalues; the only relevant eigenvalue. AT corresponds to the temperature 
direction. They can be constructed out of each other by choosing a = Τ in 
eqs. (4.7) and (4.9). In all 2D - 2 other solutions, as one sees from (4.9), one or 
more irrelevant eigenvalues are exchanged by ldl\
a
 which are larger than ld. 
This kind of solutions will in general lead to a first-order phase transition. 
But as has been argued in the previous section we expect for a critical fixed 
point the boundary conditions to be such that we may ignore all solutions of 
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TABLE II 
The two solutions of the expansion around the fixed point of which only Ar > 1 
Я 
Al· f") 
α
1 
λ
2
τ 
f2') 
α
2 
АЛ) 
А: 
Аз 
1 
16438 
0 5249 
-0 7893 
2 4334 
-12 2210 
04411 
0 4878 
0 392 ± ιΟ 107 
2 
19210 
0 8175 
-0 1234 
2 0822 
-0 8257 
0 1098 
0 4568 
3 
17747 
2 1703 
-0 4167 
2 2539 
0 1942 
0 2941 
0 6665 
0 3703 
4 
16276 
3400 
-0 8460 
2 4577 
0 2354 
0 4584 
0 6221 
03446 
0 2617 
5 
15414 
4 1756 
-12039 
2 5950 
0 24% 
0 5462 
05187 
0 2814 
0 1893 
10 
13478 
8 0397 
-26446 
2 9678 
0 3022 
0 7256 
0 2779 
01837 
0 0690 
*) Г' is the component of p.' along the uncorrected left eigenvector corresponding to the 
temperature direction фт The component along φ0,, corresponding to A?, is for all q of the order 
of t2 The other components are smaller than f2 
b) p\ and p] have the irrelevant eigenvalues in common 
the expansion which have eigenvalues larger than ld in directions which are 
expected to be irrelevant. This will be confirmed by an explicit calculation of 
the optimal p(e,). Our fixed point can then be seen as a one dimensional 
(D = 1) case. 
Apparently the two remaining directions pi and pi should be compared with 
the eigendirections introduced in section 2 where we discussed the one-
dimensional case. 
It turns out that the eigenvalues λ τ and Л г corresponding to these direc­
tions are relevant and smaller than Ia (0 < у'т < 1) so that we are in case (i) of 
section 2 (see table II). Consequently we expect the actual solution pie,) to 
approach the fixed point tangent to the direction р\ (which is chosen to be the 
one with the smallest λτ). 
The optimal p(€(), see also eq. (2.16), will be given by: 
Pie,) = p* + pi · Ae + Α\φ
τ
 · Ae\^ + · · ·, (4.10) 
where A has to be determined by the boundary condition, and фт is the left 
eigenvector corresponding to the temperature eigenvalue (which is the same 
for p\ and рЪ- While αϊ, the specific heat exponent is given by 2-αι = yV-
The phase transition is now weaker than second order (αι<0), which is 
certainly wrong for 2 < q « 4. Notice however that λ τ remains for all q ss 2 
within 4% of the uncorrected value λτ. 
For q > 4 the phase transition should be of first order. We hoped to find a 
pure (ii) case. But for all q, see table II, we remain in the mixed case; λ τ does 
not become larger than /'', only asymptotically for q-»» λ τ approaches /''. 
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The expansion procedure only gives all possible tangents of p(£,) around 
the fixed point. In order to find the actual optimal p(e,) and to check our 
assumptions about the boundary conditions, we have to minimalize the free 
energy for a string of ρ values (see also Barber7)). From the scaling relation 
for the free energy (4.6) we see that the free energy in a point e? can be 
calculated for a given string of ρ values as 
/(«ι,Ρ ,Ρ ,Ρ . · · · .Ρ .· · · ) - 2J —|йЗ , (4.11) 
where the boundary condition /_'",/(e¡I)-*0 as п-ю° has been used. In an 
extremum all derivatives (df/dp,) have to be zero. In practice we can confine 
ourselves to the first 10 à 15 parameters. For the accuracy in the free energy 
and its derivatives to p" it is sufficient to restrict the summation in (4.11) to 
20<n<30. We minimalized by correcting only one p" each time. The 
correction is given by 
v-l&W- < 4 · | 2 ) 
The convergence of this method is very slow. It takes at least 80 iterations for 
e? close to the fixed point. It becomes even worse for large q values, where 
the method has the tendency to derail. If λ V gets closer to one, the points (¿Γ* ρ") 
are situated close to the plane in (б,, ρ) space which is the separatrix of the Γ = » 
and Τ = 0 fixed points. Crossing this plane corresponds to a jump in one or more 
of the derivatives (dfldp"). 
In fig. 2 the optimal pie,) curve is shown for q = 5 along φο, i.e. the 
uncorrected temperature direction. As expected the curve is of the form 
(4.10), which confirms our assumptions about the boundary conditions. 
From fig. 3, where λ τ is plotted as function of q, one does not get the 
impression that anything special happens at q = 4. But as we will see this 
picture might be deceptive. 
If λτ= 1 the fixed point line £*(p) has to be tangent to the optimal p(c) 
plane. In the D = l case this follows from eq. (2.17): t* = tl. We define 
equivalents of this quantities for DT* 1: 
'•-(•'•ΙΪΓΓ· < 4 · 1 3 > 
i.e. the inverse of the projection of the fixed point line derivative in the 
uncorrected temperature direction. And t' is defined as the component of p'. 
along the uncorrected left temperature eigenvector 
ϊ = (ρ'.·φϊ). (4.14) 
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Fig. 2. The optimal p(e,) curve for q = 5 along ψί , i.e. the uncorrected temperature direction u0T. 
λτ 
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2 0 
15 
ΙΌ 
1 2 3 4 5 6 7 8 9 10 q 
Fig. 3. The eigenvalues \τ and λ τ as function of q. 
See fig. 4. Extrapolating the t*(q) curve for q increasing to 4, one should 
expect the crossover (i.e.'f* = t') to the pure (ii)-case for a q very close to 
four. But i*(q) bends back to remain a little larger than f'(q) for all q values. 
In conclusion one might say that the present method applied to q « 4 
signals the onset of a first-order transition at q =» 4 but again, as in the case of 
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t 
10 
5 
0 
-5 
Fig. 4. i*, /' and f2 as defined by eqs. (4.13) and (4.14) as function of q. 
the original Kadanoff method, fails to materialize such a transition for q > 4. 
It seems as if for q = 4 a bifurcation of the fixed point of the R.T. occurs and 
that the present R.T. selects the "wrong" branch for q > 4. We conjecture 
that this might be caused by the fact that the number of colours q is always 
"conserved" under the present R.T. This seems rather natural in the Potts 
language. However, Temperley and Lieb") and Baxter10) showed that the 
variable q (at Г
с
) is related to the strength of the vertex weights of the ice mode. 
This indicates that this parameter might as well be considered as a coupling, and 
should be renormalized under a R.T. 
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APPENDIX II 
Duality Transformations 
In this appendix the duality transformations for the 
Potts model, 8-vertex model and Ashkin-Teller model are derived 
as special oases of the duality transformation for the so-called 
(q
 }q.)TT-model and the (q.q.)-.-model. They are obtained from 
one basic transformation that maps these two models onto each 
other. The duality equations are valid for arbitrary lattices 
and also allow site dependent interactions. 
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§ 1 Introduction 
In this thesis various models are discussed which are related to the 
Potts model in some way. Duality transformations and mappings from one model 
onto the other take an important place in these discussions. Most transfor-
mations discussed in this appendix are already known (at least for specific 
lattices). They were however originally derived by more complicated methods. 
The duality transformation for the Ising model for example was derived 
(Kramers and Wannier 1941) by a comparison between the high- and the low-
temperature expansion of the partition function. Fan (1972) on the other hand 
has obtained the duality transformation for the Ashkin-Teller model from the 
transfer matrix. The method that is used here is much simpler. Another 
advantage is, that the mappings are generalized to arbitrary (2 dimensional) 
lattices. Moreover, the transformations are found to be local in the sense 
that the interactions in the dual lattice only depend on the direct-neighbour 
interactions in the original lattice. The couplings are therefore allowed to 
be position dependent. 
The method that is used, is in fact already outlined by Wegner in 1973 
(see also Wu and Wang 1975). Knops (1977) and José et al (1977) however have 
"rediscovered" the method by their mapping of the classical XY model onto the 
Discrete Gaussian model. In this case periodic variables are mapped onto 
variables that can take only discrete values. The Fourier transform character 
of duality transformations become therefore very apparant in this case. 
It is convenient for the further discussion to introduce 3 related 
lattices (fig. II. I). Consider an arbitrary planar lattice L which has NT 
sites (fig. II.1.a). Its dual lattice will be named D (fig. Il.l.b). Notice 
that the number of (basic) loops in L is equal to the number of sites N_ in 
D. The number of bonds in both lattices is equal. The sites (vertices) of 
lattice S, the so-called surrounding lattice (fig. II.l.c) are located at the 
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points where the bonds of L a n d D i τη. С e i r s е е t. C s o o n e v e r t e x a t e v e r y bond of 
L) . The number of bords in L ( a n d D ) i s e q u a l t o t h e n u m b e r o f v e r t i c e s N„ 
in S. Notice t h a t from every v e r t e x : i n . S 4 b o n d s e m e r g e ; i t i s p o s s i b l e t o 
define an 8-vertex model on l a t t i c e S . O n e c a n d i s t i n g u i s h s h a d e d and non-
shaded domains in S. The s i t e s o f L a i r e l o c a t e d i n t h e s h a d e d d o m a i n s and 
the s i t e s of D in the n o n - s h a d e d o n . e s . 
§2 The b a s i c transformation 
Consider a t l a t t i c e L a m o d e l ^ w i t h i a t e v e r y s i t e 2 P o t t s s p i n s : 
s = l , 2 , 3 , . . . , q and t . = 1 , 2 , 3 , . . - , q . T h e s p i n s s . a n d a l s o t h e s p i n s t . 
are coupled by nearest n e i g h b o u r - i n t e r a c t i o n s . A n e a r e s t n e i g h b o u r f o u r body 
coupling with strength К c o u p l e s t h e t w o P o t t s m o d e l s . We a l l o w t h e i n t e r ­
act ion c o n s t a n t s to be p o s i t i o n d e p e n d e n t . I n o r d e r t o a v o i d a t o o heavy 
nota t ion we w i l l not i n c l u d e a n e x t r a i n d e x t o i n d i c a t e t h i s . 
H I 
JV Σ (Κ δ б ^ + J 6 + J δ,.
 t + К») (II .2 .1) 
Th i s i s i n f a c t a g e n e r a l i z a t i o n o f t h e (q ,q )-model discussed in chapter 2 
(§5) and c h a p t e r 3 ( § 2 ) . T h e r e o n l y t h e c a s e J = 0 was considered. We w i l l 
u s e h e r e t h e n o t a t i o n ( q , q )
 T T — m o c i e l , t o indicate that both spins are 
l o c a t e d a t l a t t i c e L . 
T h i s m o d e l w i l l b e m a p p e d o n t o t h e (q , q ) -model. In th is new model 
the t . — s p i n s a r e s t i l l l o c a t e d a t L , b u t t h e s.-spins are situated now on D. 
De 2 t y p e s o f s p i n s a r e a g a i n c o u p l e d - v i a a 4-body interaction 
% = л <K' 6 s
v
s
 6 t . t . * α ; 6 s « + j ; á t . t . + KÒ) ( ι ι · 2 · 2 ) 
Here <i jkj l> d e n o t e s s u r a n i a t i o n o v e r n e a r e s t neighbour pairs in L ( i and j) and 
D (k and £ ) w h o s e b o n d s h a v e a v e r t e x ; o f S i n common. Notice that when we 
w i s h e d t o a d d a n i n d e x t o i n d i c a t e t h e p o s i t i o n dependency of the interactions, 
t h i s c o u l d b e d o n e b y a n i n d e x t h a t l a b e l s the vertices in S. 
I n t h e d e r i v a t i o n o f t h e m a p p i n g , t h e interact ion language w i l l be used. 
The r e s u l t s h o w e v e r c a n b e b r o u g h t i n a much nicer form in terms of the 
f o l l o w i n g B o l t z m a n n w e i g h t s : 
w = e x p (K + J + J + К ) w - exp (J + К ) 
U
 s t υ ζ s и (II .2 .3) 
Wj - e x p ( J t + K 0 ) w 3 = exp (KQ) 
N o t i c e t h a t a m u l t i p l i c a t i o n o f t h e w e i g h t s with a common factor leads to a 
t r i v i a l s h i f t i n t h e f r e e e n e r g y . 
The m a p p i n g t h a t w e w i l l d i s c u s s n o w i s a duality transformation for the 
s p i n s s . . R e p l a c e t h e s p i n - v a r i a b l e s s . ( l o c a t e d at the s i t e s of L) by bond 
v a r i a b l e s u . . ( l o c a t e d a t t h e v e r t i c e s o f S) 
i j 
u. . = ( s . - s . ) m o d q (II .2.4) 
i j ι J м s 
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These new variables are not independent. There are N u.. variables and only 
N s. spins. For every (basic) loop in L one finds the condition 
L· 1 
Σ u. . = 0 mod q (II.2.5) 
loop к 
In the partition function, the trace over all {s.} configurations can be 
replaced by a trace over all {u..} configurations when these restrictions are 
in some way included in the Boltzmann weights. This can be done by inclusion 
of a weight 
• I-
exp / — s.' Σ u. . I (II. 2.6) 
q
s s¿ = 1 I % k loop к 1 J 1 
for every loop. The s! spins can be imagined as new Potts spins 
s! = l,2,3,...,q that are located at the dual lattice D. It is easy to check 
that a factor like (II.2.6) becomes only non zero when eq. (II.2.5) is 
satisfied. 
The trace over all u.. configurations is now decoupled, and can be 
carried out. The remaining partition function reads 
Ζ = Σ Π 1±ΐΌ eJt6titj+K0 (Wtjtj+Je + q 5 _ „ ( I I . 2 . 7 ) 
{s^it.} <ijkA> 4 ' S ^ * 
with x_ = N_/N„. Using the Boltzmann weight language introduced above, one 
finds as result 
_ X D 
W0 = qs ( w0 + ^
s
-^
v
^ 
wì = q s X D (w0 - w|> 
_x (II.2.8) 
W2 = qs (w2 + ( V 0 ^ 
w3 = q s X D (w2 - w3) 
This can be written in matrix notation as 
w! = A(q ). . w. (II.2.9) 
ι
 4
s ij j 
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Matrix A is defined as 
A(x) = ' ' υ u (II.2.10) 
~
XD We have omitted here the constant q since it only corresponds to a shift 
in the free energy. 
It is easy to check that the inverse transformation is governed by the 
same matrix A(q ). When instead of the s.-spins, the t.-spins are moved, one 
finds the matrix B(q ) which is obtained from A(q ) by a permutation of the 
second and third row and column. 
Notice that these transformations are linear in the Boltzmann weight 
language. Also it is important for the further discussion to notice that A 
and В commute and that their square is proportional to the unit operator. 
5 3 The duality transformations for the (q ,q ) - and (q ,q) -model 
S L LiLi S С ULi 
In §2 it is shown that the (q ,q) -model can be mapped onto the 
(ч >Ч,-)гуг-model. Combination of the mappings leads to duality transformations 
s t uL· 
for both models. Here we will discuss only the general case. In the next 
sections some special cases involving extra symmetries are considered. 
The models are mapped onto itself when the basic mapping is applied 
twice: 
(s,t) L L * (s,t) D L - (s,t) D D (II.3.1) 
(s,t) D L+ (s.t) L L+ (s,t) L D (II.3.2) 
The duality equations are for both models (up to a trivial factor) the same 
w i = c (V4t>ij wj ( Ι Ι · 3 · 3 ) 
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The matrix С is defined as C(x,y) = A(x)B(y) = B(y)A(x)) or explicitely 
' 1 x-1 y-l (x-l)(y-l) 
С(х,
У
) = ' - , У-] -W , (II.3.4) 
1 x-1 -1 -(x-I) 
\\ -1 -1 +1 
Remember that the weights are allowed to be position dependent. 
The models are selfdual when the lattices L and D are isomorphic. In 
such a case one is interested in the points that map onto itself. Information 
about the location of the transition points may be obtained from it. Consider 
for simplicity the interactions to be position independent. 
Since a trivial shift in the free energy does not matter, we are actually 
interested in points that map according to w! = λ w., i.e. in the eigenvectors 
of matrix C. The square of matrix С is proportional to the unit operator (this 
follows directly from the fact that A and В commute and that their square is 
proportional to the unit operator). The eigenvalues of С can therefore only 
take the values λ = ± /xy . It is easy to check that both values occur twice. 
Only λ = /xy is of direct interest. The negative eigenvalue leads to an 
invariant subspace with negative Boltzmann weights. The invariant subspace 
for the positive eigenvalue is given by 
w0 " wl " W2 + (I " ,/qsqt)w3 = 0 (II. 3.5) 
/q
s
(w] - w3) = /qt(w2 - w3) (II. 3.6) 
These equations determine an invariant line in the 3 dimensional 
(K,J
s
,Jt)-space. 
§4 The special case q = q n
s t^ 
For the special case q = q , the above duality transformations can be 
modified in such a way that they keep invariant a whole plane. Consider the 
(Ч
Ч
»Я
Г
)
І
 .-model. Since q = q the model is mapped onto itself by an exchange 
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of the spinnames s and t 
(s,t)LL - (t,s)LL (II.A.1) 
So the partition function is invariant with respect to a permutation of the 
weights w. and w-. Also in the (q,q) -model such a permutation corresponds 
to an exchange of the spinnames. Here however the model is only mapped onto 
itself when lattice L and D are isomorphic 
(s,t)DL+ (t.s)^ (II.4.2) 
In the Boltzmann weight language these transformations correspond to a 
permutation operation 
w[ = P ] 2 w. (II.4.3) 
Notice that matrix B, introduced in §2 is obtained from matrix A by the same 
permutation: В • P.- A P 1 7. 
The two permutation operations of eq. (II.4.1) and eq. (II.4.2) are not 
independent. They can be obtained from each other via a combination with the 
basic mapping of §2: 
(s,t)LL+ (s,t)DL+ (t,s)DL+ (t,8)LL (II.4.4) 
In the matrix notation this is equivalent to the observation that (up to a 
trivial factor): Ρ . = B(q ) P.2 A(q ). (Remember that В = Ρ „ Α Ρ „, 
P^2 = 1 and A
2
 ^ 1.) 
The 2 new duality transformations that can be constructed now are 
obtained via: 
and 
(s,t)DL -> (s, t) L L - (s,t)LD - (t, S) L D (II.4.5) 
(s,t)LL * (s,t)DL - (s,t)DD - (t,8)DD (II.4.6) 
With respect to §3 an extra permutation of the spin names is applied. The 
corresponding duality equations are governed by the matrix 
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P12 C ( q s , q s ) = A ( q s ) P12 A ( 4 s : ) C X I . 4 . 7 ) 
The (q ,q) -model is now selfdual f o r a l l l a t t i c e s . T h e С <q ,Я ) _—model i s 
S С ULi g t Τ .Τ . 
still only selfdual when L and D a r e i s o m o r p h i c . 
The matrices C, P.- and ?.„ С commute and. h a v e t t - i e r e f o r e t h e i r e i g e n ­
vectors in common. It is easy to check, t h a t Ρ „ С h a s a. 3 f o l d e d , p o s i t i v e 
eigenvalue λ = /xy and only one n e g a t i v e e i g e n v a l u e λ = — У-хгу . Now a l l p o i n t s 
in the plane of eq. (II.3.5) are i n v a r i a n t . 
§5 The Ashkin-Teller and 8-vertex m o d e l 
For q
s
 » q t = 2 the ( q s , q t ) L L - m o d e l a n d t h e ( q s , я. t > ; D - L —mode 1 a r e e q u i v a ­
lent to respectively the Ashkin-Teller a n d t h e 8 — v e r t e x m o d e l . 
The Ashkin-Teller model is d i s c u s s e d i n c h a p t e r A . S i n c e t h e s n i n s s . 
and t. can take now only 2 values, o n e c a n u s e a n I s i n g s p i n г е р т г е з e n t a t i o n 
(Si - 2 s i - 1 - ± 1, ТА = 2 ^ - 1 - ± 1) . T h e d u a l i t y e q u a t i o n s o f §4 r e a d 
for this case 
w' = 4 D (w0 + Wj + w2 + w 3 ) 
( 1 1 . 5 . 1 ) 
—
 XTl 
Wj = 4 (WQ + WJ - WJ - W 3 ) 
w' = 4 (WQ - Wj + w 2 - w ) 
w^ = 4 D (WQ - Wj - w2 + w 3) 
with χ = Np/Ng. For the square l a t t i c e t h e s e e q u a t i o n s - w e r e d e r i v e d 
originally by Stephen and Mittag (197 1) a n d F a n ( 1 9 7 2 ) . F o r a s e l f d u a l 
lattice (and, for simplicity p o s i t i o n i n d e p e n d e n t i n t e r a c t i o n ) t h e p l a n e 
w
0 = w, + w2 + w3 ( I I . 5 . 2) 
is left invariant. Notice that t h e d u a l i t y t r a n s f о гтпа. t i o n o f § 3 o n l y l e a v e s 
in this plane the line w. = w« i n v a r i a n t . As w e h a v e s e e n , i n c h a p t e r 4 ( f o r 
the square lattice) this line i s s p e c i a l i n t h e p l a n e s i n c e i t c o n t a i n s a 
1 4 7 
B a x t e r 1 ігге . 
A g a i n t h i s s ρ e с i a. X c a s e e x h i b i t s more symmetry than the former cases. 
Now t h e H a m i i t o n . i a . n i s a l s o i n v a r i a n t with respect to the transformations: 
Si = S . . TÎ = X . S . o r SÎ = S . T . , TÎ = T . . They correspond to permutations of 
1 3 _ 3 - 3 - l · 1 1 1 . 1 ι 
r e s p e c t i v e l y w . w i t h w_ (P -) o r w- with w., (P., - Ρ Ρ „ Ρ ). With respect 
t o t h e s e t r a n s f o r m a t i o n s t h e s ub spaces Wj = w 3 a n d " τ = w 3 a r e invariant. 
For t h e s q u a r e 1 a. t t i с e we h a v e s e e n in chapter 4 that their intersection with 
t h e d u a l p l a n - e o f e q . ( 1 1 . 5 - 2 ) c o n t a i n s also Baxter lines. 
I n t h e С 4. *Я.і-Ут~.т —model f o r q = q = 2, 2 I s ing models at respectively S t LJ L_t S С 
l a t t i c e D a n d L. a . r e c o u p l e d v^ia a four body interaction. It is well known 
t h a t s u c h a m o d e l i s e q u i v a l e n t t o an 8—vertex model at lattice S. For a 
s q u a r e l a t t i c e t h i s w a s p o i n t e d otit by Wu (1971) and Kadanoff and Wegner 
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I n t h e S — v e r t e x m o d e l , a r r o w s are attached to the bonds of lattice S. 
Only t h e a r r o w c o n f i g u r a. t i o n s t h a t have an even number of arrows pointing 
i n t o e v e r y v e r t e x a . r e a l l o w e d . T h i s leaves the 8 possible vertex states of 
f i g . ( I I . 2 ) . T h e B o l t z m a n n we i gh t s to. that are associated to these states 
a r e t a k e n p a i r w i s e e q u a l i n t h e way shown in fig. (II.2). 
o j ^ b 
ω = c ω =c 10.= d ω
α
=ά 
β" 
f-ígr. 11. Ζ 
The u<2r*úear вЪссЬ&з of cz. 8—•o&f-t-so: mo<d&Z 'Cn -the de f'C.n'ùb'ùon wi-th в haded domains. 
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Baxter has solved the 8-vertex model for a square lattice with vertex 
independent weights. There is however a difference between the model that he 
considers and our present definition. We are able to distinguish between the 
states 1,2 and 3,4 via the introduction of shaded domains. We will call this 
the S-definition. This is a natural choice for an arbitrary lattice (see e.g. 
Baxter 1978). For a square lattice it is however customary to do this via the 
distinction between horizontal and vertical bonds (see also chapter 4). We 
will call this the HV-definition. From fig. II.3 it will be clear that with 
respect to the HV-definition of the vertex 
weights, the S-definition give rise to 2 
types of vertices (situated at sublattice 
A and B ) . So a model that in the S-defini­
tion has vertex independent weights (a^.c, 
d) , is in the HV-definition a staggered 8-
vertex model. 
Baxter has solved at the square 
lattice the model which is non-staggered in 
the HV-definition. As we will see now, the 
Ashkin-Teller model maps exactly on an 8-vertex model which is non-staggered 
in the S-definition. The square A.T. model is therefore only solved through 
the Baxter solution in the subspace that happens to map onto the a • b sub-
space of the 8-vertex model where the staggering does not matter. We will see 
that the dual plane of eq. (II.5.2) maps onto this subspace. 
First we will discuss now the mapping of the 8-vertex model onto the 
(Я »Я,.)™ "model (for q = q = 2). To every vertex configuration of the 
8-vertex model, 2 spin configurations are associated. (These spin configura­
tions are related by a reversal of all spins.) When we have chosen the state 
of one spin, the state of all others is determined by the following rule (see 
fig- п. 3 
The sublattioes A and В in the Bquare 
lattice гп connection with the ehaded 
domaine. 
149 
fig. II.2): consider the arrow at the bond of S that is located between two 
neighbouring spins s. and t.. The 2 spins are in the same (different) state 
when, looking along the direction of the arrow, the shaded domain is situated 
at the right (left). This yields Boltzmann weights that are related as 
b = w. (II.5.3) 
·» "2 · " • ] » > - η ' 3 
Notice that again the interactions are allowed to be vertex dependent. The 
mapping also remains valid when nearest neighbour interactions δ are 
З
к
с
і 
included. In the 8-vertex model they correspond to (staggered) electrical 
fields that make e.g. ω. f ω 7 (see fig. II.2 and also chapter 4). A magnetic 
field on the Ising spins however can not be handled. 
From eq. (II.5.3) and eq. (II.A.7) follows the well-known (Fan and Wu 
1970) duality transformation for the 8-vertex model: 
1 (c + b + a + d) 
1 
= j (c + b d) 
(II.5.4) 
= j ( c - b + a-d) 
= | ( c - b - a + d) 
These relations are valid for any planar lattice, and also allow vertex 
dependent weights. 
The mapping of the Ashkin-Teller model (on lattice L) onto the 8-vertex 
model (on lattice S) is determined by the basic mapping of §2 and eq. 
(II.5.3): 
b = 2 •
X D 
-
XD 
(w2 + w 3) 
(w0 - w,) 
(w0 + w,) 
(II.5.5) 
d = 2~ X D (W 2 - w 3) 
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χ = Ν /Ν . XD V S 
For the square lattice these equations were first obtained by Wegner (1972). 
Notice that an A.T.-model with vertex independent weights, maps onto an 
8-vertex model which is uniform in the S-definition. In the HV-definition 
(used for the square lattice) the 8-vertex model is staggered in the weights 
2-4 (see also chapter 4). The plane of eq. (II.5.3) that is invariant under 
duality (when L and D are isomorphic) maps onto the a = b plane. From the 
discussion in chapter 4 we know that, for the square lattice, not all points 
in this plane are critical points. Only 3 Baxter lines are present. When one 
8V 
moves through the plane, a singularity with exponent y is found when one of 
these 3 lines is crossed. The temperature operator of the 8-vertex model maps 
onto the cross-over operator in the dual plane of the A.T. model. As we will 
see in appendix III this picture also holds for other lattices (but then in 
another plane). 
We have seen above that the Ashkin-Teller model exhibits extra permuta-
tional symmetries. Via the mapping of eq. (II.5.5) one can search now for the 
corresponding 8-vertex symmetries. 
1. The permutational symmetry 
ZAT (i wo' wi , w2' w3^ = ZAT ^ w o , w 2 , w r w 3 ^ (II.5.6) 
(the { } brackets denote that the weights are allowed to be vertex 
dependent) leads to the duality transformation eq. (II.5.4) for the 
8-vertex model 
2. The permutational symmetry 
ZAT (i wo , wl' w2' w3^ " ZAT (i wo' wl , w3 , w2^ (II.5.7) 
leads to the reflection symmetry 
Z 8 V ({a.b.c.d}) = Z 8 V ({a.b.c.-d}) (II.5.8) 
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The third permutation P.., in the A.T. model is a combination of the former 
two ( Р ^ - Р2з Р 1 2Р 2з). 
These two symmetry operations are valid for any lattice and allow vertex 
dependent Boltzmann weights. For the square lattice, Fan and Wu (1970) and 
Fan (1972) give for respectively the 8-vertex and A.T. model also some extra 
symmetry relations (see also chapter 4). They are only valid for special 
lattices. 
3. The permutâtional symmetry 
Z 8 V ({a.b.c.d}) = Z 8 V ({b.a.c.d}) (II.5.9) 
in the square 8-vertex model translates into the duality transformation 
of the A.T. model (see eq. 11.5.1). In the 8-vertex language it corresponds 
to an interchange of the shaded and non-shaded domains. The model is 
only mapped onto itself when L and D are isomorphic. Only then this is 
a symmetry of the model. 
4. The pair-permutational symmetry 
Z 8 V ({a.b.c.d}) = Z 8 V ({c.d.a.b}) (II.5.10) 
translates (see eq. II.5.5) into a similar permutation in the A.T. model 
ZAT (i wo» wi , w2 , w3^ = ZAT ^ w 2 , w 3 , w 0 , w l ^ (II.5. 11) 
This symmetry applies when lattice L can be devided into 2 sublattices 
(such that all nearest neighbours of a site belong to the other sublattice). 
It corresponds to a reversal of all spin t. in one sublattice of L (see 
eq. II.2.3 and eq. II.5.3). Similar when lattice D can be devided into 2 
sublattices, one obtains the pair permutational symmetry 
Z 8 V ({a.b.c.d}) = Z 8 V ({d.c.a.b}) (II.5.12) 
This translates (see eq. II.5.5) into a pair reflection in the A.T. model 
ZAT (i wo' wl' w2' W3^ = ZAT ^ wo'~ wl' w2'~ w3^ (II.5. 13) 
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§6 The Potts model 
The Potts model (with q = q q ) is included in the (q ,q) -model for 
S t s t LiL· 
J - J = 0. The dua l i ty equations of §3 here reduce to 
w¿ - q"XD (w0 + (q-l)w3) 
W3 = q D (w0 - w3) 
Or in interaction language 
(II.6.1) 
XD = ND/NS 
(eK' - l)(eK - 1) = q (II.6.2) 
For a selfdual lattice with position independent interactions K, the 
transition takes place at 
eKc = 1 + /q (II.6.3) 
The Potts model includes the Ising model (for q = 2) and the bond percolation 
model for q •+ 1. For the last model one finds (see also chapter 2) p'-p = 1 
( -j-*— is the probability for a bond to be present) . 
§7 Magnetic fields 
The mappings that are discussed in this appendix have the nature of 
duality transformations. One can expect, in analogy with the Ising case, 
that no magnetic fields can be included in these mappings. As we will see 
now this is not the case for the basic mapping of §2 that maps the 
(qs>qt)LL-m°<iel onto the (qg,qt)DL-model. 
In the mapping of §2 only the s.-spins are moved. The t.-spins are 
unaffected. It is therefore allowed to add all types of interactions that 
involve only the t.-spins. An example is'the magnetic field Η δ ~. In the 
(q >q,.)TT-moc'el a n ^ a l s o in the (q ,q )_T-model Η is conjugated to the 
S t Là Li 5 L U Li L· 
sublattice magnetization. Since the 2 operators map onto each other, they 
must lead to the same singularity at critical points. So у must be the same 
t 
in the two models. 
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APPENDIX III 
The Relation Between the Potts, Ashkin-Teller 
and 8-vertex Model for Arbitrary Lattices 
It is shown that not only for square lattioes but also 
for arbitrary planar lattices, the Potts, Ashkin-Teller and 
8-vertex model coincide along their critical line. This line 
maps again onto the Ice model. It is proven that the critical 
exponents of the 2 dimensional Potts and Ashkin-Teller model 
are lattice independent. 
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§ 1 Introduction 
As already mentioned in chapter 4, the q-state Potts-model, the Ashkin-
Teller model and the 8-vertex model are related by the fact that their 
critical lines map onto the Ice model. The temperature operators of the 3 
models correspond to 3 different directions in which one can leave the Ice 
model. In chapter 4 the discussion was restricted to square lattices. In this 
appendix it is shown that the picture scetched above also holds for arbitrary 
lattices. Further we can prove that several critical exponents in the Potts 
model and A.T. model are lattice independent. 
We will, just as in appendix II (fig. II. 1), use the names L, D and S 
for the different lattices. As we will see, an 8-vertex model on lattice S is 
related to both an A.T. model and a Potts model at lattice L (or at its dual 
lattice D). In appendix II (§5) we have defined the vertex states of the 
8-vertex model via the shaded domains in lattice S (fig. II. 1). In this 
definition, the temperature operators of the A.T. and Potts model (involving 
the fields u and s; table 1 in chapter 4) become uniform (instead of staggered) 
fields. 
The basic ingredients for the discussion in §2 of chapter 4 remain valid 
for arbitrary lattices: 
i) The reflection symmetry (eq. (2.3a) in chapter 4) and the duality trans-
formation (eq. 2.3d) of the 8-vertex model are shown, in appendix II (eq. 
II.5.4 and II.5.7) to be valid for any lattice S. 
ii) The transformation of Wegner (eq. 2.8) that maps the A.T. model onto the 
8-vertex model is also shown in appendix II to be valid in general (eq. 
II.5.5). An A.T. model on lattice L maps onto an 8-vertex model on lattice S. 
iii) The prove of the equivalence of the Potts model to the Ice model, by 
Baxter et al (1976) holds for arbitrary lattices. The Potts model on lattice 
L maps onto the Ice model on lattice S. 
156 
Moreover all these mappings allow the interactions to be position 
dependent (see also appendix II). 
Recently Baxter (1978) has been able to solve the 8-vertex model on an 
arbitrary lattice S when the so-called star-triangle conditions are satisfied. 
Actually he shows that the 8-vertex model with these restrictions can be 
mapped onto the square 8-vertex model (§4) . 
It turns out that the star-triangle conditions are satisfied in the Ice 
model on which the critical lines of the Potts and A.T. model map. Also for 
the temperature operator of the 8-vertex model, i.e. for the field d (see 
table 1 in chapter 4) these conditions are satisfied (§4) . 
Using the mapping of Baxter (1978) it can be shown that the critical 
exponents of the Potts and A.T. model must be lattice independent (§5). 
§2 The mapping of the Potts model onto the Ice model 
The mapping of the Potts model onto the 6-vertex model plays a central 
role in this thesis. For a square lattice this equivalence was first shown by 
Temperley and Lieb (1971). They considered the transfer matrices of both 
models. More recently Baxter, Kelland and Wu (1976) have obtained the mapping 
by a graphical method, which is simpler and which applies to any planar 
lattice. We will scetch briefly their approach. 
Consider a Potts model on lattice L. Allow position dependent inter­
actions. In the Random Cluster formulation (51 chapter 2) the partition 
function reads: 
Z p = Σ ( Π v r) q
k
 (III.2.1) 
graphs r e e 
with ν = exp (K ) - 1 
The index r labels the vertices in S (and therefore, see fig. (II. 1) also the 
bonds in L), к is the number of clusters and С denotes the set of bonds 
present in a specific graph. It is useful to introduce the variable 
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-1/2 
χ = ν q . The duality transformation (eq. II.6.2) implies that for a 
Potts model on a selfdual lattice L (with homogeneous interactions) the 
transition takes place at χ = 1 for all q. Using the Euler relation for 
planar graphs: ω = Μ - Ν + к ( ю = number of loops; M = number of bonds that 
are present) one can rewrite eq. (III.2.1) as 
Z p = q
i NL Σ ( Π x
r
) qKk + ω) (III. 2.2) 
graphs r € С 
In this version every cluster and (basic) loop in the graph contributes a 
factor /q. 
The partition functions of the Potts and Ice model are related as 
ZP " 4Ì1,L Z I C E (III.2.3) 
This Ice model is located at lattice S and is defined by means of the shaded 
domains (see Appendix II, 55). 
Next to the dependency on q, the Boltzmann weights ω. of the Ice model 
depend only on the local quantities χ and the angles ο , Β , γ and δ (as 
defined in fig. III. 1). They read 
(r) V Y r 
HI j - ζ 
•f ' • -, •'•л 
. « . л-*· • χ 
г 
α +γ 
(г) / г - \ 
ω^ = ζ 
(r)
 zVßr 
ω 4 
. . e +δ 
ω
 r )
 = ζ
 r r
 + : 
ь 
(III.2.4а) 
-α -γ 
г г 
r 
with ζ » exp (іу/2тт) (III.2.4b) 
cos μ = J /q (III.2.4c) 
The derivation of this result will be scetched now. For more details 
(e.g. for the way the boundaries of the lattice are treated) the reader is 
referred to the paper of Baxter et al (1976). 
In the Random Cluster model of eq. (III.2.2), one has to count the 
number of clusters and loops in a specific graph (on lattice L). This can be 
done by drawing a closed polygon around every cluster and inside every loop. 
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The definition of the angles 
at vertex r. 
One can choose t h e s e polygons to follow the 
b o n d s of l a t t i c e S ( s e e f i g . I I . 1 ) when 
t h e y a r e " o p e n e d " a t t h e i r v e r t i c e s 
a c c o r d i n g t o t h e f o l l o w i n g r u l e : The shaded 
domains a r e ( d i s ) c o n n e c t e d when t h e 
c o r r e s p o n d i n g bond i n L, i s ( d i s ) c o n n e c t e d 
( s e e f i g . I I I . 2 ) . 
The second s t e p i s an ass ignment of a 
d i r e c t i o n t o every polygon by p l a c i n g an 
arrow on i t . I t follows that a t every v e r t e x t h e I c e c o n d i t i o n (= only 2 
arrows point ing i n t o the vertex) i s s a t i s f i e d . The v e r t e x s t a t e s ] and 2 (see 
f i g . I I . 2 ) correspond to a d i s c o n n e c t e d s t a t e ( f i g . I I I . 2 a ) . The v e r t e x s t a t e s 
3 and 4 correspond to a connected s t a t e ( f i g . I I I . 2 .4b) and t h e r e f o r e car ry 
a factor χ (see eq. I I I . 2 . 4 a ) . The v e r t e x s t a t e s 5 and 6 can correspond to 
both s t a t e s . As r e s u l t the weights ω_ and ω, e x i s t out of two terms (eq. 
I I I . 2 . 4 ) . The angles in the weights t a k e c a r e of a f a c t o r /q for every c l u s t e r 
and loop, s ince for every polygon t h e a n g l e s add up t o ± 2π ( t h e polygons a re 
c l o s e d ) . This leads to eq. ( I I I . 2 . 4 c ) . 
The mapping leaves s t i l l some f reedom i n t h e Boltzmann w e i g h t s . Not ice 
t h a t for the P o t t s model at l a t t i c e L, t h e l e n g t h s of t h e bonds nor t h e angles 
fig, т.г 
The tuo иаув to open vertex т. 
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between them a r e i m p o r t a n t . One i s f ree to deformate l a t t i c e L. In t h i s way i t 
i s always p o s s i b l e t o choose a l a t t i c e S that ex i s t s of s t r a i g h t l i n e s . So 
w i t h o u t l o s s of g e n e r a l i t y we can choose о = γ and Β = δ . I t follows that 
only t h e w e i g h t s ω_ and ω, r e m a i n dependent of the a n g l e s : 
1 
Za-r 
•!r> • - i " ω !
Γ )
 - »,
(r>
 - ь . » 
3 4 r r 
•Í1' -26,-r + χ , ω<Γ> = z 2 ß r + x 6 r -2ατ 
( I I I . 2 . 5 ) 
Af ter t h i s c h o i c e i t i s s t i l l p o s s i b l e to r o t a t e the ( s t r a i g h t ) l i n e s in 
l a t t i c e S over a n g l e s θ (Í. l a b e l s the l i n e s ) . At the ver tex where l i n e Î. and 
î.' i n t e r s e c t , t he w e i g h t s ω,- and uv behave as : 
f ω ΐ = ζ 
„- „, 
ι ι' 
„
+
 „ , 
( I I I . 2 . 6 ) 
Suppose t h a t o n l y l i n e I i s r o t a t e d over an angle Θ. One sees t h a t 
ang le a , i n f i g . I l l . 3 becomes t h e same amount smaller as a. i s enlarged. 
Therefore the r o t a t i o n of a l i n e r e s u l t s 
fig. III.3 
Angles in α lattice 5 that existe 
out of etaight linee. 
i n the t rans fer of a f ract ion of the 
Boltzmann weights ω, and ω,- to a 
3 b 
neighbouring v e r t e x . 
§3 The A s h k i n - T e l l e r and P o t t s model viewed from the 6-vertex model 
In appendix I I we have s e e n t h a t the A.T. model on l a t t i c e L (or D) maps 
onto an 8 - v e r t e x model on l a t t i c e S . This 8V-model i s defined via the shaded 
domains. The Boltzmann w e i g h t s a r e a l lowed to be p o s i t i o n dependent. They are 
p a i r wi se e q u a l : a ( r ) _ ( r ) 
'
 b
r
 = ω 3 
(r) _ (r) 
ω/. . с, (
г > - <r>
 а
„н 
ω,- - ü)/· ana 
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d = ω^Γ^ = ω„Γ^. The АЛ. model with J ^ = 0 (see eq. II.2.1 and eq. II.5.5) 
г 7 8 s v i η 
maps onto the 6-vertex model (d = 0). 
As we have seen in §2 also the Potts model maps onto the 6-vertex model. 
Now however ω and ω are in general unequal. Only when the χ satisfy 
the equation 
8 μ α μ 
χ = sin ( -ί— )/sin ( — ) (III.3.1) 
г π π 
(i.e. at a specific temperature) these 2 weights become equal. At that 
occasion the A.T. and Potts model coincide. 
For the discussion in §4 and §5 it is important to observe that in this 
subspace the Boltzmann weights of the 6-vertex model satisfy the relation 
a
r
M β
Γ
μ 
a : b : с = sin ( ) : sin ( ) : sin μ (III.3.2) 
г г г
 ч7г π ' 
(remember that with respect to the Potts model cos μ = J /q and 
χ = b /a = exp (K ) - 1). The parameter Δ defined as 
a + b - с 
Δ = — = - cos μ (III. 3.3) 
2 a b 
r r 
is position independent. Just as in chapter 4 we will normalize с to one (a 
trivial shift in the free energy). As we will see, the parameter Δ (just as 
in the square lattice; see eq. (2.12) in chapter 4) determines the critical 
.. /• 8V 2μ . exponents (e.g. yT = — ). 
In §4 and §5 we will show that the critical points of the A.T. and Potts 
model are located in the subspace where they intersect each other (i.e. in the 
subspace determined by eq. III.3.2). For the moment we will discuss the 
identification of the several temperature operators (in analogy with §2 of 
chapter 4). 
First a remark on the dimension of the critical subspace is in order. 
Eq. (III.3.1) needs to be satisfied at every vertex r. This suggests that the 
Potts model (at a fixed value of q) only becomes critical at one point in the 
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parameter space (of position dependent interactions). From the lattice 
deformation symmetry, as discussed in §2 however, we can construct a whole 
subspace of such points. Notice that the number of (straight) lines in 
lattice S is only proportional to Λ
ς
, while for the general case the 
dimension of the parameter space is proportional to N„. 
The number of independent interactions is often finite. An example is the 
triangular Potts model with 3 different (direction dependent) interaction 
strengths: x., x„ and x,. Lattice S is now a Kagoml lattice (see fig. III.4). 
It can be thought to be obtained from 3 sets of parallel lines that make an 
angle with each other. Each set can be rotated over an angle. From eq. 
(III.2.6) follows that the subspace where the triangular Potts and triangular 
A.T. model intersect is given by 
3
 и
(г) 
Π -j-г- = ! (III.3.4) 
г - 1 ω 6 
Using eq. (III.2.4) one finds 
/q XjX2X3 + (χιχ2 + X2 X3 + X3 X1^ = ' (III.3.5) 
(see also Baxter, Temperley and Ashley 1978). 
The identification of the several temperature operators in terms of the 
Ice model will now be discussed by an example. First we recall the results 
for the square lattice (chapter 4). Next we will discuss the triangular 
lattice. For simplicity the interactions are taken vertex independent. The 
generalization to other lattices and vertex dependent interactions is 
straight foreward. 
From eq. (II.3.2) and also from chapter 4 we know that for the square 
lattice (a = 6 = π/2) the critical lines of the Potts model and the A.T. 
model are located in the square F-model (lattice S is square and a = b) . We 
use in this appendix the definition of the vertex states with respect to the 
shaded domains (Appendix II, §5). The distinction between sublattice A and В 
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(see table 1 in chapter 4) is 
therefore not necessary. The 
temperature operator of the A.T. 
model is conjugated to the field 
u that sets a f b: a = a.e , 
b = 3
η
€ . The temperature field 
e of the Potts model is a 
combination of the fields u and s. 
The field s sets ω,- j1 ω,: 
ω5 = c 0 e * ω6 = c 0 e ' E q · ^ 2 , 1 ' ) 
in chapter 4 determines how u and 
s depend on ε . (Remember that for 
fig. III. 4 
The Kagame lattice. q < 4 s is imaginary.) The tempe­
rature operator of the 8-vertex 
model corresponds to leaving the 
F-model in the d-direction (i.e. allowing vertex state 7 and 8). 
The Potts and A.T. model on a triangular lattice (and also on its dual 
lattice, which is the hexagonal lattice) map to the 6-vertex model on the 
2 1 
Kagomé lattice (see fig. III.4). For this lattice α = -r· π and 0 = -r π. Eq. 
(III.3.2) now implies that the critical lines of the 2 models map onto the 
2 2 . . . 
line b = a - b in the 6-vertex model on the Kagome lattice. The identifi­
cation of the several temperature operators remains the same as in the square 
lattice (the temperature field of the A.T. model now yields: a - a.e , 
b = b 0e"
u
 with b 0 = a 0 - b 0 ) . 
In the next paragraph we will see that for all lattices the A.T. and 
Potts model are solved at their critical lines, i.e. that all 6-vertex models 
are solved in the subspace determined by eq. (II.3.2). The solution also 
includes the d-direction, i.e. the temperature of the 8-vertex model. So for 
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all these models 
i/ 8 V 
f -v. |d| / У т (III.3.6) 
8V is known exactly (y • 2U/T; see also eq. III.3.2). 
§4 Baxter's solution of the restricted 8-vertex model on an arbitrary lattice 
Recently Baxter (1978) has been able to solve the 8-vertex model on an 
arbitrary lattice S under certain restrictions. By a graphical method he maps 
the restricted 8-vertex model onto the square lattice. For our purpose it is 
not necessary to discuss all details. Only the basic ingredients are scetched. 
Lattice S can be thought to be build from a number of straight lines 
(see 52). As we will see it is allowed to move these lines freely through the 
lattice when conditions like (III.3.2) are fulfilled. Far away from vertex r 
at "infinity", the lattice can be extended with lines that are parallel to 
the two lines that intersect at vertex r (fig. III.5a). 
Í zg. IIT. ill to extenJàd latti«*. 
fie. III. S: ТЯГ LIIIS НО ІНС еКХЕОШ. 
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Since this extension of the lattice take place at the boundary of the lattice, 
far away from r, it will not influence the thermodynamic averages of the local 
quantities around r. The new lines can be moved towards and the lines around 
r moved away from r. With as result that around r the lattice become square 
(fig. III.5b). 
Baxter showed that this line moving procedure is allowed when the 
Boltzmann weights satisfy the so-called "star-triangle conditions". The 
Boltzmann weights at the vertices transform then during the line moving 
procedure according to the star-triangle equations. 
Consider the Ising spin representation of the 8-vertex model (App. II, 
§5). The T. spins are located at lattice L and the S. spins at D (S. and T. 
ι
 r
 ι
 r
 ι ι 
can take the values ± 1). The Hamiltonian reads 
^ . = Ζ (K(r) S.S.T Τ + J^r) S.S. + jj r ) T T ) (III.4. I) 
with a
r
 = exp (-K(r)
 +
 j( r ) - J ^ ) , b
r
 = exp (-K(r) - J< r )
 +
 J<r> ), 
c
r
 = exp (K(r) + J^r) + j£r)) and d
r
 = exp (K(r) - J^r) - J^ r )). The basic 
operation that has to be allowed in lattice S is, moving a line across a 
vertex. In the Ising language this corresponds (fig. III.6) to a removal of 
one T-spin and an addition of one S-spin (without changing the partition 
function). 
fig. III.в 
The basic operation in the line moving procedure at lattice S. 
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For the special case that the four body coupling К is zero, i.e. for 2 
decoupled Ising models, this transformation is always possible. It is known 
then as the star-triangle transformation (star-to-triangle for the T-spins and 
triangle-to-star for the S-spins). For Κ φ 0 however, one finds restric­
tions on the Boltzmann weigths of the 3 vertices that are involved. They 
imply that the 4-body coupling К and the parameter 
2 ^2 2
 J2 
. a + b - с - d 
Δ =
Τ — u
r
 +
 Г
л
 £
 (III.4.2) 
2 a b + с d 
r r r r 
are position independent. This two conditions are necessary but not yet 
sufficient. There are more constraints on the strength of the pair interac­
tions J^ and J,ir' (see further Baxter 1978). 
The resulting lattice of fig. (III.5b) has the topology of a square 
lattice. Notice that the angles are related as α. = 0 and α„ = β (fig. 
III.5b). As already suggested by these relations between the angles, one 
finds (from the star-triangle equations) that the resulting 8-vertex model 
(around vertex r) is uniform in the definition of the vertex states that uses 
the distinction between horizontal and vertical bonds. This is the model that 
Baxter has solved in 1971. 
The crucial step is the observation that the line moving procedure 
implies that the expectation values <S S >, <T Τ > and <S S Τ Τ > (that 
involve only spins of vertex r) for the original lattice must be the same as 
those for the resulting square lattice. So these expectation values are known 
exactly from the Baxter solution. From the Hamiltonian eq. (III.4.1) it 
follows that the free energy satisfies the relation: 
6f = Σ (6K(r) < 5 ^ Т
Л
> 5 + 6 j ( r ) <S.S.>S • 6 j ( r ) < T k V s ) 
Г
 (III .4.3) 
= Σ (6К^Г^ <S.S.T1T > + &J„ <S.S.> + 6J^ r ) <T, T„> ) i j k A s q S i j s q Τ кЯ sq 
Within the subspace where the star-triangle conditions are satisfied the free 
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energy can therefore be w r i t t e n as (Baxter 1978): 
f = rp- Σ £ (а ,Ь ,c ,d ) ( I I I . 4 . 4 ) N sq r ' r* r ' r ' 
Î5 Г 
With f the solutions for square 8-vertex models that have uniform weights 
sq 
a , b , с , d (in the definition where the horizontal and vertical bonds are 
г г г г 
distinguished). 
For the 8-vertex model on the Kagomi lattice with uniform weights (in the 
definition with shaded domains), the star-triangle conditions are satisfied 
in the subspace (Baxter 1978) 
7 = ^4 (III.4.5) 
С L .1 
c - d 
In t h i s subspace the s o l u t i o n i s now known to be the same as in the same plane 
of the square 8-vertex model 
f = f ( a , b , c , d ) ( I I I . 4 . 6 ) 
sq 
It is not surprising that the 8-vertex model on the Kagomé lattice is only 
solved in this plane. In the definition with shaded domains, the square 
8-vertex model with uniform weights is also only solved in one plane (i.e. 
for a = b, see Appendix II, §5). 
The plane of eq. (III.4.5) has a similar structure as the a = b plane in 
the square case (see fig. 2 in chapter 4). It contains 3 Baxter lines that are 
(just as in the square case) located at the intersection with the planes 
d = 0 , a + b + d = l and a + b - d = 1 (take с = I). These lines again map 
onto each other by the reflection symmetry and the duality transformation 
(which are the only 2 symmetry operations of the 8-vertex model in eqs. (2.3) 
of chapter 4 that are valid in general, see Appendix II, §5). Also here one 
8V 
finds within the plane of eq. (III.4.5) the 8-vertex exponent у when one of 
the three Baxter lines is crossed. (So the star-triangle conditions allow the 
temperature operator of the 8-vertex model.) In the Ashkin-Teller language 
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(with J,, now allowed to be non zero) this operator translates again into a 
cross-over operator. In the A.T. language the plane of eq. (III.4.5) is the 
analogon of the plane that is invariant under duality in the square case (see 
§2 of chapter 4) . 
Let us return now to the discussion of §3. All 6-vertex models (on 
arbitrary lattices S) are solved exactly in the subspace where the vertex 
weights can be written in the form of eq. (III.3.2). This relation is precise­
ly the so-called "eliptic-angle" formulation (Baxter 1978) of the star-
triangle conditions (in the 6-vertex limit). This implies that for any planar 
lattice the Potts model (and also the A.T. model) is solved exactly at its 
critical points. The star-triangle conditions do not allow the temperature 
operators of the Potts and A.T. model. The temperature operator of the 8-
vertex model however is included. One finds 
8V 
f л, |u| 2 / yT with y^ V = 2μ/π (III.4.7) 
§5 The lattice independence of the critical exponents 
Finally we can show that the critical exponents of the Potts model and 
the A.T. model are lattice independent. This proof only needs one assumption: 
8V just as у all exponents (that we consider) are assumed to vary in (the 
critical plane a + b + d =• 1 of) the square 8-vertex model only with the 
parameter μ. 
The proof exists of two steps: 
i) Since the critical exponents vary continuously with μ along the critical 
line one must find for each model a parametrization of the critical line 
which is universal i.e. lattice independent. 
ii) One must show that e.g. the temperature operators for different lattices 
are equivalent. 
For the Potts model we see from eq. Ill(2.4c) and the discussion in §4 that 
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the critical points for models that have the same q but that are located on 
different lattices map onto points in the square 6-vertex model that have the 
same μ. So q is a universal parametrization since we expect all exponents in 
the Baxter plane only to depend on q. 
For the Ashkin-Teller model it is also possible to give a universal 
parametrization of the fixed line. The mapping of the A.T. model onto the 
fri 8V-inodel eq. (II.5.5) gives for Jg - 0 (i.e. see eq. (II.2.3) 
w 2 r ) = w 3 r ) ; d r = 0> 
w¿ r>w¡ r>-. s i n h ( j W + l K ( r > ) 
cos μ = - Δ » ^^ ,,
 ч
 = ; ^; (III.5.1) (г) (г) . , А „(г). WQ - Wj sinh (γ К ') 
So A.T. models (with J- • 0) at different lattices but with (at the critical 
line, i.e. in the subspace where eq. (III.3.2) is satisfied) the same ratio 
(III.5.1) are expected to belong to the same universality class. (Temperley 
and Ashley 1979 need here 3 different equations for respectively the 
triangular, hexagonal and square lattice. This is due to the fact that they 
incorporate the position of the critical line which is lattice dependent.) 
For the final step of the proof we use again Baxter's mapping. First of 
all, we have seen in §4 that the temperature field of the 8-vertex model is 
included in the star-triangle conditions. So within the class of 8-vertex 
8V 
model that satisfy the star-triangle conditions we know that у is lattice 
independent when we use the parameter μ for the parametrization of the fixed 
line. 
Baxter also shows that the exponents for the magnetization and the 
polarization in the 8-vertex model are lattice independent. His proof however 
also applies to other operators of interest. 
Consider the line moving procedure as scetched in §4 (fig. III.5). Notice 
that no line is moved across vertex r. Therefore the star-triangle conditions 
do not include the weigths of vertex r. It is allowed to add at vertex r all 
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types of interactions that in the A.T. and Is ing language only involve the 
spins S., S-, Τ , and T, or in the Potts language only the spins σ. and σ. 
adjacent to vertex r. In these models the line-moving procedure is interpreted 
as a repeated application of star-triangle transformations, that do not affect 
these spins. The interactions that can be added at vertex r include the ones 
conjugated to 
i) the magnetization and polarization in the 8-vertex model 
ii) the temperature, magnetization and polarization in the A.T. model 
iii) the temperature, magnetization and cross-over (into e.g. the Potts 
lattice gas and Cubic model) in the Potts model. 
Consider for example the temperature operator of the A.T. model 
0 = Σ 0 and its conjugated fields u . Assume for simplicity that the 
r 
interactions are vertex independent. The derivative of the free energy with 
respect to u can be expressed as a local correlation at vertex r 
I ! - <o!; r4 Í " 1 · * · « 
(the index S denotes the lattice type). Since operator 0 only involves 
vertex r, one finds via the line moving procedure that in the subspace where 
the star-triangle conditions are satisfied 
«) ( Г )>
С
, = <0 ( Г )> (III.5.3) 
u S u sq 
It follows that the derivative of the free energy with respect to u behaves 
in this subspace the same as in the square case. Moving for example towards 
a Baxter line along the temperature direction of the 8V-model one finds 
о
 A T 
8V 
3f , SV, yT 
a ï * I UT I 
AT (compare with §4 in chapter 1). So in conclusion y must along the fixed line 
be the same as in the square lattice. 
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SAMENVATTING 
In dit proefsahrift wordt het ovitisohe gedrag van het 2 dimensionale 
q-state Potts model bestudeerd. Hierbij neemt de real-space renormalisatie-
methode een belangrijke plaats in. 
Twee dimensionale modellen spelen al een lange tijd een belangrijke rol 
in de theorie van oritisahe versahtjnselen en fase overgangen; met neme via 
de Onsager (1944) oplossing van het Ising model en de Baxter (1971) oplossing 
van het 8-vertex model. Sinds kort is de 2 dimensionale wereld echter ook 
experimenteel toegankelijk geworden. In een groeiend aantal experimenten wordt 
2 dimensionaal oritisah gedrag verwezenlijkt. Voorbeelden zijn: super-
fluïditeit in dunne helium films, de verruwings overgang in kristal opper-
vlakken (welke van belang is voor kristalgroei) en adsorptie (van een enkele 
laag) van gas moleculen op een substraat oppervlak (bv helium of krypton op 
grafiet). 
Het q-state Potts model is nauw verwant aan een groot aantal modellen 
(hoofdstuk 2). Voor q - 2 reduceert het tot het Ising model en voor q = 1 
tot het Peraolatie model. De zogenaamde Jz χ /3 overgang die is waargenomen 
in adsorptie experimenten op grafiet, wordt beschreven door het 3-state Potts 
model. Het Potts model (voor willekeurige q) kan worden afgebeeld op het 
IJs model (bij een temperatuur T(q)). Via deze transformatie is het Potts 
model ook verbonden met het 8-vertex en Ashkin-Teller model. De critische 
lijnen van deze 3 modellen beelden op elkaar af. 
Op een oritisah punt wordt de vrije energie singulier (en daarmee ook 
de andere thermodynamisahe grootheden zoals de soortelijke warmte en 
susaeptibiliteit). T.o.v. de temperatuur gedraagt de vrije energie zich als: 
f -ь \T - Τ \Z/yT (1) 
Het belangrijkste resultaat van dit proefsahrift is de bewering dat de 
177 
Ρ 
cvitische exponent y- van het Potts model exact wordt gegeven door 
voor q <_ 4 met eoe μ = -g- /q (3) 
Voor q > 4 treedt in het Potts model een eerste orde fase overgang op (Baxter 
1973.b). 
Relatie (2) heeft tot gevolg dat in het 3-state Potts model (d.w.z. in 
de adsorptie experimenten op grafiet) de soortelijke warmte divergeert met de 
critisahe exponent a = 1/3 (a - 2 - 2/г/™^  en in het 4-state Potts model met 
α =• 2/3. Voor het Peroolatie model impliceert de relatie dat, op het over-
gangspunt (waar het rooster "doorlatend" wordt) de correlatie lengte diver­
geert met de critische exponent ν - 4/3 (ν = 1/у
т
). 
Voor het poneren van relatie (2) zijn 3 ingrediënten essentieel: 
(i) De bovengenoemde transformaties die de critische punten van het Potts, 
Ashkin-Teller en 8-vertex model op elkaar afbeelden. Dit leidt tot het 
volgende beeld: de 3 modellen hebben een gezamenlijke critische lijn. Maar 
bij variatie van de temperatuur verlaat men deze lijn in een richting die 
per model verschilt. Elk model (d.w.z. elke richting) heeft zijn eigen 
critische exponent (yT> yT , У
т
 ) . 
(ii) Langs de critische lijn (het is een zogenaamde fixed line) variëren de 
8V 
critische exponenten continu. Voor у is deze variatie exact bekend via de 
Baxter oplossing van het 8-vertex model. De veronderstelling dat de critische 
exponenten (behorende bij verschillende richtingen) langs de hele lijn in 
elkaar kunnen worden uitgedrukt via simpele relaties wordt aangeduid met het 
begrip weak-scaling. 
(iii) Door op corresponderende critische punten de exact bekende waarden voor 
8V yT te vergelijken met de bijbehorende bij benaderi 
vindt men sterke evidentie voor de simpele relatie 
 . Ρ 
yT te vergelijken met de bijbehorende bij benadering bekende waarden voor y„ 
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(y* - 3) (y8TV - 2) = 3 (4) 
8V 
Vit deze weak-saaling relatie volgt, via y„ - 2μ/π vergelijking (2). 
Vergelijking (2) wordt in het bijzonder ondersteund door de resultaten 
van de Kadanoff Lowerbound Renormalizatie Transformatie (hoofdstuk 3). Deze 
R.T.j geïntroduceerd door Radanoff (197S) geeft veel nauwkeurigere resultaten 
(zowel voor de oritisahe exponenten als voor de oritische temperatuur) dan 
die welke worden verkregen via R.T. 's die bijvoorbeeld cumulant of cluster 
expansies gebruiken. Voor het Ising model bijvoorbeeld (d.w.z. het Potts 
model voor q - 2) leidt het tot α - 0.0017 (exact: α - O (log)). Voor 
andere waarden van q vindt men waarden voor de critische exponenten die bijna 
simpele rationele getallen zijn: in het Percolatie model ν = l/yT = 1.342 en 
in het 3-state Potts model a = 2 - 2/y-, = 0.3365. 
De R.T. vertoont echter ook een gebrek. Voor q > 4 vertoont het Potts 
model een eerste-orde fase overgang. De transformatie faalt in de beschrijving 
voor q > 4; voor alle q wordt een tweede-orde fase overgang gevonden (d.w.z. 
a < 1 voor alle q). De transformatie is echter niet volledig fout. Op q = 4 
treedt een bifurcatie verschijnsel op dat kan worden geïnterpreteerd als een 
uiting van de overgang naar het eerste-orde gedrag. Bovendien is dit bifurca-
p 
tie verschijnsel verbonden met de waarde y„(4) - 3/2 voor de temperatuur 
exponent (hetgeen in overeenstemming is met vergelijking (2)). 
Naast de toepassingen van de Kad.Lowerb.R.T. is ook het variationele 
aspect van deze R.T. bestudeerd (hoofdstuk 3 en appendix I). Een R.T. is niet 
uniek. Er is juist via de keuze van de gewichtsfunctie een grote vrijheid bij 
het construeren van een R.T.. In de afleiding van de stroom vergelijkingen is 
het meestal noodzakelijk benaderingen te maken. Hierdoor kan een bepaalde 
R.T. veel nauwkeurigere resultaten geven dan een andere. De Kad.Lowerb.R.T. 
is een voorbeeld van een transformatie waarin de vrijheid in gewichte functie 
nog steeds aanwezig is in de stroom vergelijkingen via een vrije parameter. 
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Oe kunst is nu een geschikt ariteriim te kiezen dat de optimale waarde van 
deze papameter bepaalt. 
Voor zijn Lowerb.R.T. heeft Kadanoff een variatie criterium voorgesteld 
dat tot de bovengenoemde opmerkelijk nauwkeurige resultaten leidt. Dit is 
echter alleen het geval als het criterium slechts wordt toegepast 0£ het 
fixed point. In een meer systematische aanpak, waarin ook de variatie van de 
parameter rond het fixed point wordt meegenomen, blijkt dat alleen overgangen 
die zwakker zijn dan tweede-orde (a < 0) en eerste-orde fase-overgangen goed 
kunnen worden beschreven (appendix I). Dit betekent dat de nauwkeurigheid van 
de Kadanoff methode nog steeds niet opgehelderd is. 
Naast het Kadanoff criterium is (ín hoofdstuk 3) ook een ander optimali-
zerings criterium onderzocht. Dit ariteriim lijdt niet aan de interne incon-
sistentie van het Kadanoff criterium. Voor q <_ 3 leidt het tot waarden die 
slechts iets onnauwkeuriger zijn. Op q = 4 blijkt dit 2e criterium zelfs 
superieur te zijn. 
Dit proefschrift is als volgt ingedeeld. Hoofdstuk 1 dient als een 
introductie in de theorie van critische verschijnselen. In hoofdstuk 2 worden 
verschillende modellen besproken die aan het Potts model verwant zijn. In 
hoofdstuk 3 en appendix I is de Kad.Lowerb.R.T. bestudeerd en worden de 
resultaten van het Potts model besproken. Relatie (2) wordt geponeerd in 
hoofdstuk 4. In de appendices II en III wordt aangetoond dat het verband 
tussen het Potts, Ashkin-Teller en 8-vertex model (zoals besproken in hoofd-
stuk 4 voor kwadratische roosters) ook op gaat voor willekeurige planaire 
roosters. Bovendien wordt (in appendix III) bewezen dat de critische exponen-
ten van het Potts en Ashkin-Teller model rooster onafhankelijk zijn. 
Hoofdstuk 3 en 4 en appendix I zijn reeds eerder gepubliceerd in Physica 
en Journal of Physics Α. Aan het artikel van hoofdstuk 4 is een paragraaf toe­
gevoegd waarin enkele recente ontwikkelingen rond relatie (2) worden besproken. 
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STELLINGEN 
I 
De soortelijke wärmte critische exponent α van het 2 dimensionale q-state 
Potts model wordt voor 0 < q < 4 exact gegeven door de relatie 
, . 2 . 4μ-π . 
a(q) = -s- ( • = — ) 
J 2μ-π 
met cosp = i/q. 
Dit proefschrift (hoofdstuk 4) 
II 
De critische exponenten van het 2 dimensionale Potts model zijn onafhanke­
lijk van het roostertype. Hetzelfde geldt voor het Ashkin-Teller model 
mits de critische lijn, d.w.z. de "fixed-line" op de juiste wijze geparame-
terizeerd wordt; deze parameter is niet de sterkte van de vierpunts inter­
actie. 
Dit proefschrift (appendix III) 
III 
De Kadanoff lowerbound renormalizatie transformatie leidt tot aanzienlijk 
eenvoudigere berekeningen dan die bij series expansies, omdat slechts ge­
sommeerd behoeft te worden over de toestanden van 4 spins. Toch geeft de 
renormalizatie methode met name voor het 3-state Potts model tot op heden 
de nauwkeurigste resultaten. 
Dit proefschrift (hoofdstuk 4 tabel 3) 
IV 
Het feit dat in Monte-Carlo renormalizatie transformaties een eerste-orde 
fase overgang kan worden gerealizeerd zonder dat een discontinuiteits 
fixed point wordt waargenomen is een specifieke eigenschap van deze metho­
de en kan dus niet gebruikt worden als argument tegen de aanwezigheid van 
zo'n fixed point in het algemeen. 
Swendsen, R.H. 1979, Phys.Rev.Lett. 42 555 
Blote, H.W.J, and Swendsen, R.H. 1979, Phys.Rev.Lett. 43 799 
ν 
De door Prost gegeven beschrijving m.b.v. het Meyer-Lubenski model van de 
in een mengsel van dibenzoate en TBBA waargenomen smetic A-smetic A fase 
overgang, is twijfelachtig. 
Prost, J 1979, Le Journal de Physique 40_ S81 
VI 
De vrije energie van het door Baxter exact opgeloste staggered 6-vertex 
model, met de Boltzmann gewichten ω. = ω. = ω, = ω, " 1/2, ω, = ω, = e 
η » I ¿ Э 4 J O 
Β A ~s 
en ω, = ω, = e heeft precies dezelfde vorm als de Onsager oplossing van 
Ь b 
het Ising model, waarin К = -J/kT de sterkte van de naaste-buur interactie 
is. Dit suggereert dat er een transformatie bestaat die beide modellen op 
elkaar afbeeldt volgens 2 cosh(2s) = coth(2K) cosh(2K). 
Baxter, R.J. 1970, Phys.Rev. В 1 2199 
VII 
Tegen de bewering van Reynolds et. al., dat de door hun beschouwde renor-
malizatie transformatie voor het percolatie model exact wordt in de limiet 
waarin de cel oneindig groot wordt, kan worden ingebracht dat de gewichts­
functie in deze limiet het aantal percolatieve clusters onderschat. 
Reynolds, R.J., Stanley, H.E. and Klein, W. 1978, J.Phys. A 11_L 199 
VIII 
Vanuit individueel gezichtspunt zijn de risico's van kernenergie klein 
t.o.v. die van het dagelijkse verkeer. Vanuit de Nederlandse samenleving 
als geheel gezien is dit echter niet waar. 
IX 
Bij het beoordelen van de zogenaamde alternatieve geneeswijzen, zoals de 
acupunctuur en methoden die gebruikmaken van para-normale verschijnselen 
dient men meer aandacht te schenken aan de diagnostische mogelijkheden die 
deze technieken bieden. 
χ 
Bij de 2 ondervermelde uitvoeringen van het chanson "Chanterai por mon 
coraige" van Guoit de Dyon (ca. 1215) is het ensemble direct, maar het 
chanson nauwelijks herkenbaar. 
Studio der Frühe Music, Chansons der Trouvères, Tele funken 1974, 6.41275 
The early Musia Consort of London, Musia of the Crusaders, Argo 1971, 
ZRG 3523 
M.P.M, den Nijs 
oktober 1979 



