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Abstract
In this paper we consider the evolution of an isolated extremum of a function under the curvature
motion in the plane. We define different notions of circular extrema and show that, immediately after
the motion begins, the isolated extrema become circular. We also show that if the initial function is
smooth, then after any small positive time, the new function will have a quadratic expansion at the
extremum with equal “eigenvalues.”
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
In the last decade, curvature motion has been used in several tasks in image processing
and vision. For example, it has been used to create interesting scale spaces of curves and
of images [1,7,8]. The curvature equation, which is the partial differential equation that
describes the curvature motion, has motivated a lot of research, both empirical and the-
oretical. One of the main theoretical problems of the curvature equation comes from the
fact that it is not defined at critical points. In this paper, we shall explore this problem by
studying the behaviour of the curvature equation near an extremum.
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equation, which is given by
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where (x, y) are the space variables and t the time variable. At the critical points of u,
the right-hand side of (1) is not defined. Nevertheless, in the sense of viscosity solutions,
for any initial condition u(x, y,0), there exists an unique solution u(x, y, t) satisfying the
equation above. In fact, this unique solution can be obtained by applying the curvature
evolution to the level curves of the initial function [3,6].
Consider a initial function u(x, y,0) with a local isolated extremum (xm, ym) and as-
sume that the level curves near the extremum are closed and convex. It is easy to see that
for any small t > 0, the solution u(x, y, t) admits a local extremum (xm(t), ym(t)) close to
(xm, ym). In [4,5] it is proved that each level curve converges to a circle before disappear-
ing. In this paper, we show a kind of uniformity in this convergence. As a consequence, we
obtain that for any small t0 > 0, the extremum (xm(t0), ym(t0)) becomes “circular.”
To be more precise, let us introduce some notation. For the sake of simplicity, as-
sume that the extremum (xm, ym) is a local minimum, the case of local maximum being
analogous. For z greater than zm = u(xm,ym,0), denote by D(z) the connected compo-
nent of the set {(x, y): u(x, y,0)  z} that contains (xm, ym) and by γ (z) its boundary.
Denote also by L(z) the length of γ (z) and by A(z) the area of D(z). For t > 0, and
z zm(t) = u(xm(t), ym(t), t), denote by D(z, t) the corresponding lower level set and by
γ (z, t) its boundary. Also, denote by L(z, t) the length of γ (z, t) and by A(z, t) the area
of D(z, t). When we suppress the argument t , we understand that we have chosen t = 0.
Denote by D¯(z, t) the region obtained from D(z, t) by a similarity of rate
√
π/A(z, t)
and by γ¯ (z, t) its boundary. Our first result is the following theorem.
Theorem 1.1. Assume that L2
A
(z) is bounded and D(z) is convex, for z in a neighborhood
of zm. Then, for any t0 > 0, D¯(z, t0) converges to the unit disk in the Hausdorff metric
when z tends to zm(t0).
Any convex curve can be parameterized by the angle θ that the tangent vectors make
with the x-axis. When the initial level curves γ (z) are convex, the same holds for the
curves γ (z, t) [5]. For 0  θ  2π, denote by k(θ, z, t) the curvature of the curve
γ (z, t) at the point corresponding to θ . The curvature of γ¯ (z, t) is given by k¯(θ, z, t) =
k(θ, z, t)
√
A(z, t)/π. Our second result is stronger than the first.
Theorem 1.2. Assume that L2
A
(z) is bounded and D(z) is convex, for z in a neighborhood
of zm. Assume also that ∂k¯∂θ (θ, z) is bounded in this neighborhood. Then, for any t0 > 0,
k¯(θ, z, t0) converges to 1 in the C0-topology, when z tends to zm(t0). Moreover, this con-
vergence holds in the Cl -topology, if ∂j k¯j (θ, z) is bounded for 1 j  l + 2.∂θ
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Our third result says that, for any t0 > 0, u(x, y, t0) has a quadratic expansion with equal
“eigenvalues” at the extremum.
Theorem 1.3. Assume that L2
A
(z) is bounded and D(z) is convex, for z in a neighborhood
of zm. Then, for any t0 > 0 such that ∂A∂z (zm(t0)) = 0, we can write
u(x, y, t0) = zm(t0) + λ(t0)2
((
x − xm(t0)
)2 + (y − ym(t0))2)+ h(x, y),
with
lim
(x,y)→(xm(t0),ym(t0))
h(x, y)
(x − xm(t0))2 + (y − ym(t0))2 = 0,
and
λ(t0) = 2π
[
∂A
∂z
(
zm(t0)
)]−1
.
When u(x, y,0) is smooth and (xm, ym) is a non-degenerate extremum, one can show
that the hypotheses of Theorems 1.1–1.3 are automatically fulfilled. And that the “eigen-
value” λ(t0) of Theorem 1.3 converges to the geometric mean of the eigenvalues of the
initial function.
The techniques we use to prove our results are similar to those used to prove the circular-
ization of single curves under curvature motion [4,5]. In fact, to obtain the circularization
of the extremum we must show that the convergence of the level curves to circles is uni-
form in some sense. The estimates are very delicate, since the curvature of the level sets
near the extrema are not bounded.
It is worthwhile to mention that the results of this paper have inspired us to try improve-
ments in the numerical methods for simulating the curvature motion near the singularities.
We have proposed such modifications in [2].
This article is structured as follows: in Section 2, we define the notion of circular ex-
trema. In Section 3, we study this notion in the case of smooth non-degenerate extremum.
In Section 4, we prove Theorems 1.1 and 1.2, and in Section 5 we prove Theorem 1.3.
2. Circular extrema
2.1. Some functionals on convex regions
In this subsection, we shall use the following notation: D is a convex region in the plane
whose boundary is a C1, piecewise C2, simple closed curve γ . A is the area of D and L
is the length of γ . rin is the inradius of D, i.e., the maximum radius of a disk contained in
D and rout is the circumradius of D, i.e., the minimum radius of a disk containing D. We
shall denote by Γ = Γ (M) the space of convex regions D as above whose isoperimetric
ratio L2/A are smaller than or equal to M.
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gions. Define
G1(D) = L
2
A
− 4π, G2(D) = (rout − rin)
2
A
, and G3(D) = rout
rin
− 1.
These functionals are non-negative and have the property of being zero only on disks. They
are also invariant by homotetic transformations of the plane.
Definition 2.1. We say that two functionals F and G defined on Γ are equivalent if for any
sequence (Di) of regions in Γ we have that F(Di) → 0 if and only if G(Di) → 0.
Lemma 2.2. The functionals G1, G2, and G3 defined above are equivalent.
Proof. We know from [9] that
L2
A
− 4π  π
2(rout − rin)2
A
 π
(
rin
rout
− 1
)2
.
Also, it is well known that for any convex region, L 2πrout. So
L2
A
− 4π  4π
(
r2out
r2in
− 1
)
.
The equivalence between G1, G2, and G3 follows easily from these inequalities. 
We shall need another functional F on Γ that also measures the degree of circularity
of a convex region. This functional was defined in [4]. If the region D is symmetric with
respect to a point, define
F(D) = 1 + πrinrout
A
− 2π(rin + rout)
L
.
If D is non-symmetric, do the following: first consider a line segment which bisects the
area of D for which the tangents to γ at the endpoints of the line segment are parallel. Then
choose coordinates so that the line segment lies on the x-axis and its midpoint becomes the
origin. Denote by D1 the part of D lying above the x-axis and by γ1 the part of its boundary
contained in γ. If we denote by −D1 the reflection of D1 through the origin, then the region
D1 ∪ (−D1) is convex, symmetric and its boundary is of class C1, piecewise C2. Denote
also by D2 the part of D lying below the x-axis, γ2 the part of its boundary contained in γ,
and by −D2 the reflection of D2 through the origin. Define then
F(D) = sup
{
L(γ1)
L
F
(
D1 ∪ (−D1)
)+ L(γ2)
L
F
(
D2 ∪ (−D2)
)}
,
where the supremum is taken over all line segments having the above properties.
We observe that F is invariant by a homotetic transformation of the plane. Also, in [4]
it is proved that F(D)  0 with F(D) = 0 if and only if D is a disk. In fact, in [4] it is
proved that F is equivalent to G1, G2, and G3.
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Consider an isolated extremum (xm, ym) of a function u(x, y). For the sake of simplic-
ity, we shall explain the notation in the case of an isolated minimum, the maximum case
being analogous. Assume that there exists ∆> 0 such that for zm < z < ∆, the set D(z) is
a convex region whose boundary γ (z) is C2. We shall assume also that L2(z)/A(z)M,
where M is a constant that does not depend on z.
2.2.1. H-circular extrema
Definition 2.3. We say that the extremum (xm, ym) is H-circular if D¯(z) tends to a unit
disk in the Hausdorff metric when z tends to zm = u(xm,ym).
Denote by rin(z) the maximum radius of a disc contained in D(z) and by rout(z) the
minimum radius of a disc containing D(z).
Proposition 2.4. The following statements are equivalent:
(1) The extremum (xm, ym) is H-circular.
(2) The isoperimetric ratio L2
A
(z) converges to 4π , when z tends to zm.
(3) The ratio (rout(z)− rin(z))2/A(z) converges to 0, when z tends to zm.
(4) The ratio rout(z)/rin(z) converges to 1, when z tends to zm.
Proof. The equivalence between (2)–(4) is immediate from Lemma 2.2 and the equiva-
lence between (1) and (4) is easy to prove. 
2.2.2. K-circular extrema
Definition 2.5. For any l  0, we say that the extremum (xm, ym) is Kl-circular if k¯(θ, z)
tends to 1 in the Cl -topology, when z tends to zm.
Denote by p the support function. Using formulas for L and A given in [4], we obtain
4π  L
2(z)
A(z)
= (
∫
pk ds)2
(1/2)
∫
pds
 k
2
max(t)(
∫
pds)2
(1/2)
∫
p ds
= 4k2max(z)A(z) (2)
where kmax(z) the maximum value over θ of the curvature. This implies that k¯max(z) 1,
where k¯max(z) is the maximum of the normalized curvature.
We can see from formula (2) that the concept of K0-circularity is stronger than the
concept of H -circularity. In other words, if a extremum is K0-circular, then it must be also
H -circular. But the reciprocal is not true, as the following example shows.
Example 2.6. Consider the curve shown in Fig. 1. We can construct a sequence of curves
like that with rout/rin tending to one and such that k¯max tends to infinity.
In the following section, we shall show that in the case of a non-degenerate smooth
extremum, the notions of R-circularity and Kl-circularity coincide. In fact, they are equiv-
alent to the equality of the eigenvalues of the Hessian matrix at the extremum.
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3. Some properties of a smooth extremum
In this section we assume that the function u(x, y) is smooth in a neighborhood of a
non-degenerate extremum (xm, ym). We shall show that in this case H -circularity and Kl-
circularity are equivalent to the equality of the eigenvalues of D2u(xm,ym). We also obtain
some bounds that we shall need in later sections.
Assuming that (xm, ym) is a minimum, the eigenvalues a and b of D2u(xm,ym) are
strictly positive.
Lemma 3.1. The function A(z) is differentiable at z = zm and ∂A/∂z(zm) = 2π/
√
ab.
Also, there exist ∆ > 0, B1 = B1(∆) > 0, and B2 = B2(∆) > 0 such that if zm < z =
u(x, y) < ∆, then B1  A(z)/‖∇u(x, y)‖2  B2. If a = b, then we can take B1 and B2
such that lim∆→zm B1(∆) = lim∆→zm B2(∆) = π/a2.
Proof. Assume that (xm, ym) = (0,0) and that zm = 0. By rotating the coordinate system,
we can write
u(x, y)= (a/2 + α(x, y))x2 + (b/2 + β(x, y))y2,
where a > 0, b > 0, and lim(x,y)→(0,0) α(x, y) = lim(x,y)→(0,0) β(x, y) = 0. Given δ > 0,
take ∆> 0 such that if 0 < z <∆ and (x, y) ∈ D(z), then |α(x, y)| δ and |β(x, y)| δ.
We have that D(z) is contained in an ellipsis with half-axes√
z
a/2 − δ and
√
z
b/2 − δ ,
and contains the ellipse with half-axes√
z
a/2 + δ and
√
z
b/2 + δ .
Therefore
πz√
(b/2 + δ)(a/2 + δ) A(z)
πz√
(b/2 − δ)(a/2 − δ) .
The first assertion of the lemma follows directly from these estimates.
A similar argument shows that if ∆> 0 is small enough,(
a2 − δ)x2 + (b2 − δ)y2  ∥∥∇u(x, y)∥∥2  (a2 + δ)x2 + (b2 + δ)y2.
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b2 − δ)(x2 + y2) ∥∥∇u(x, y)∥∥2  (a2 + δ)(x2 + y2).
But for ∆> 0 small, we also have(
b
2
− δ
)(
x2 + y2) z (a
2
+ δ
)(
x2 + y2).
We conclude that
(b/2 − δ)
(a2 + δ)
π√
(b/2 + δ)(a/2 + δ)
 A(z)‖∇u(x, y)‖2 
π√
(b/2 − δ)(a/2 − δ)
(a/2 + δ)
(b2 − δ) ,
thus proving the second part of the lemma. The third part results from taking the limit when
δ goes to 0. 
Lemma 3.2. There exist ∆ > 0, Q1 = Q1(∆) > 0, and Q2 = Q2(∆) > 0 such that for
zm < z < ∆, Q1  k¯(θ, z)  Q2. If a = b, then we can take Q1 and Q2 such that
lim∆→zm Q1(∆) = lim∆→zm Q2(∆) = 1.
Proof. Assume that (xm, ym) = (0,0) and that zm = 0. We know that
D2u(t, t)= k(θ, z)‖∇u‖,
where t is the unitary vector tangent to the z-level curve of u and that makes an angle θ
with the x-axis. Given δ > 0, there exists ∆> 0 such that if 0 < z < ∆,
b − δ  k(θ, z)‖∇u‖ a + δ.
From this we can conclude that√
A(z)/π
b − δ
‖∇u‖  k¯(θ, z)
√
A(z)/π
a + δ
‖∇u‖ .
Using then Lemma 3.1, we obtain√
B1
π
(b − δ) k¯(θ, z)
√
B2
π
(a + δ),
thus proving the first part of the lemma. The second part is obtained by making δ → 0. 
Lemma 3.3. Suppose that a = b. Then there exist ∆ > 0 and H = H(∆) > 0 such that if
zm < z <∆, then |D2u(t,n)|/‖∇u‖H.
Proof. Assume that (xm, ym) = (0,0) and that zm = 0. Since the eigenvalues of D2u(0,0)
are equal, we have that D2u(t,n)(0,0) = 0. This implies that we can choose ∆ > 0 such
that if 0 < z <∆,∣∣D2u(t,n)(x, y)∣∣ C√x2 + y2,
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‖∇u‖ (a − δ)
√
x2 + y2.
Taking H = C/(a − δ), the lemma is proved. 
Lemma 3.4. There exist ∆ > 0 and D = D(∆) > 0 such that for zm < z < ∆,
| ∂k¯
∂θ
(θ, z)| D. If a = b, then we can take D such that lim∆→zm D(∆) = 0.
Proof. Denoting by t the unitary tangent to the level curve and by n the unitary normal
pointing inwards, we have that
D2u(t, t)+ k∇u · n = 0.
Taking the derivative with respect to arc length, we obtain
D3u(t, t, t)+ kD2u(t,n)+ k ∂k
∂θ
‖∇u‖ = 0,
where we have used that ∂f /∂s = (∂f /∂θ)k. So
∂k
∂θ
‖∇u‖ = −D2u(t,n)− D
3u(t, t, t)
k
.
Using now Lemma 3.1, we obtain∣∣∣∣ ∂k¯∂θ
∣∣∣∣
√
B2
π
(∣∣D2u(t,n)∣∣+ |D3u(t, t, t)|
k
)
,
thus proving the first part of the lemma. For the second part of the lemma, we observe that
if the eigenvalues are equal, then Lemma 3.3 implies that |D2u(t,n)| converges to 0. Since
k → ∞, the lemma is proved. 
Lemma 3.4 can be generalized to any order of derivative of k. For any n  2 and
1 < j < n denote by dj = Dju(t, . . . , t,n), where the unitary tangent vector t is taken
(j − 1) times and the unitary normal vector n is taken just one time. Denote also
dn = Dnu(t, . . . , t, t), where the unitary tangent vector t is taken n times, and d1 = ‖∇u‖.
The following formula is easy to prove by induction.
Lemma 3.5. We have that
n∑
i=1
a
(n)
i d
i = 0, (3)
where a(2)1 = k, a(n)n = 1, a(n)0 = 0, and a(n)i = k(∂a(n−1)i /∂θ) + a(n−1)i−1 . Each a(n)i is a ho-
mogeneous polynomial of degree (n− i) in the variables k, ∂k/∂θ, . . . , ∂n−i−1k/∂θn−i−1.
And the only term containing ∂n−2k/∂θn−2 in a(n)1 is kn−2(∂n−2k/∂θn−2).
Lemma 3.6. For any j  1, there exist ∆> 0 and D(j) = D(j,∆) > 0 such that for zm <
z <∆, | ∂j k¯j (θ, z)|D. If a = b, then we can take D(j) such that lim∆→zm D(j,∆) = 0.∂θ
M. Craizer, R. Teixeira / J. Math. Anal. Appl. 293 (2004) 721–737 729Proof. We shall prove the by induction in j. If j = 1, the result is just Lemma 3.4. Assum-
ing that the result holds for j, let us prove that it holds also for j + 1. Take n = j + 3 and
use formula (3). Take i  3. By Lemma 3.6, a(n)i is a homogeneous polynomial of degree
 n− 3 in the variables k, ∂k
∂θ
, . . . , ∂
j k
∂θj
. Using the induction hypothesis, we conclude that∣∣∣∣ a
(n)
i
kn−2
∣∣∣∣C1(j + 1,∆),
with lim∆→zm C1(j + 1,∆)= 0. For i = 2, the induction hypothesis implies that
a
(n)
2
kn−2
C2(j + 1,∆),
and for i = 1,
a
(n)
1
kn−2
− ∂
n−2k
∂θn−2
 C3(j + 1,∆).
This facts together implies that
∂n−2k
∂θn−2
‖∇u‖ C1(j + 1,∆) sup
i3
(
d
(n)
i
)+C2(j + 1,∆) sup(d(n)2 )
+C3(j + 1,∆) sup‖∇u‖.
This, together with Lemma 3.1, proves the first part of the lemma. If a = b, then sup(d(n)2 )
converges to 0 when ∆ → zm. The other two terms also go to zero, and so the second part
of the lemma is also proved. 
Proposition 3.7. Suppose that u(x, y) is smooth and that (xm, ym) is a non-degenerate
extremum. Then the following statements are equivalent:
(1) (xm, ym) is H -circular.
(2) (xm, ym) is Kl -circular, for any l  0.
(3) The eigenvalues of D2u(xm,ym) are equal.
Proof. We have only to prove that (1) ⇒ (3), since (3) ⇒ (2) is proved in Lemmas 3.2
and 3.6 and (2) ⇒ (1) was explained in last section. Assume that (xm, ym) = (0,0) and
that zm = 0. As in Lemma 3.1, we have that D(z) is contained in an ellipsis with half-axes√
z
a/2 − δ and
√
z
b/2 − δ ,
and contains the ellipsis with half-axes√
z
a/2 + δ and
√
z
b/2 + δ .
Then √
z  rin(z)
√
z
and
√
z  rout(z)
√
z
.
a/2 + δ a/2 − δ b/2 + δ b/2 − δ
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we obtain
rout(z)
rin(z)

√
a/2 − δ
b/2 + δ > 1,
and hence the minimum would not be H -circular. 
4. The circularization of the extrema
Consider a minimum (xm, ym) evolving under the curvature motion. For any z  zm,
it is well known that the area A(z) of D(z) decreases by the curvature motion with a
velocity 2π. So the region D(z) disappears after time T (z) = A(z)/(2π) and we shall
denote by O(z) the end point of this evolution. Since T (z) is an increasing function
of z, we can consider its inverse zm(t). It is easy to see that for any t0 > 0, the point
(xm(t0), ym(t0)) = O(zm(t0)) is a minimum of the function u(x, y, t0) at height zm(t0).
4.1. The H-circularization
The aim of this subsection is to prove that for any t0 > 0, the minimum (xm(t0), ym(t0))
is H -circular. In order to prove this theorem, we need the following lemma proved in [4].
Lemma 4.1. Assume that, for zm(0) < z <∆, the regions D(z) are convex with C2 bound-
ary. Then, denoting F(z, t) = F(D(z, t)), where F is the functional defined in Section 2,
we have that for any zm(0) < z <∆ and 0 t A(z)/(2π),
∂
∂t
(
L2
A
)
(z, t)−8π
2F(z, t)
A(z, t)
.
The following theorem is Theorem 1.1 of the Introduction.
Theorem 4.2. Fix t0 > 0 and assume that there exists ∆ > 0 and M > 0 such that, for
zm(t0) < z <∆, the regions D(z) are convex with C2 boundary and L
2
A
(z)M. Then the
minimum (xm(t0), ym(t0)) is H -circular.
Proof. Given ε > 0, suppose by contradiction that there exists a sequence zj → zm(t0),
such that
L2
A
(zj , t0) 4π + ε.
Since, by Lemma 4.1, the function L2
A
(zn, t) is decreasing in t, we conclude that
L2
(zj , t) 4π + ε,A
M. Craizer, R. Teixeira / J. Math. Anal. Appl. 293 (2004) 721–737 731for any 0 t  t0. Since G1 is equivalent to F , this implies that there exists c = c(ε) > 0
such that F(zj , t) c. Hence, by Lemma 4.1,
∂
∂t
(
L2
A
)
(zj , t)− 8π
2c
A(zj )− 2πt .
Integrating from t = 0 to t = t0, we conclude that
L2
A
(zj , t0)
L2
A
(zj ,0)− 8π2c
t0∫
0
1
A(zj )− 2πt dt
= L
2
A
(zj ,0)+ 4πc
[
ln
(
1 − 2πt0
A(zj )
)]
.
Making j → ∞, we would obtain L2
A
(zj , t0) → −∞. Since L2A (zj , t0)  4π, this is a
contradiction. 
4.2. The K-circularization
In this subsection we shall prove that an extremum becomes K-circular through the cur-
vature evolution. In order to do this, we need some preliminary estimates. These estimates
are relative to the normalized curvature of the evolution of a single curve by the curvature
motion.
Let
D = sup
0θ2π
∣∣∣∣ ∂k¯∂θ (θ,0)
∣∣∣∣
and define kw(t) as the maximum value of b such that k(θ, t)  b on an interval of
length w. The first lemma is [5, Lemma 4.3.5 ].
Lemma 4.3. We have that for any t > 0,
1
2π
2π∫
0
(
∂k
∂θ
(θ, t)
)2
dθ − 1
2π
2π∫
0
k2(θ, t) dθ  πD
2
A(0)
.
The second lemma is a slight variation of [5, Lemma 4.3.6].
Lemma 4.4. For any w > 0 such that 2πw(1 +D2) < 1, we have that
kmax(t)
kw(t)
= 1
1 −√2πw(1 +D2) .
Proof. Let α = arg min ˜ k(θ˜ , t). Then we can writeθ∈[θ−w,θ]
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θ∫
α
∂k
∂θ
(θ, t) dθ  kw(t)+ w
w
α+w∫
α
∣∣∣∣∂k∂θ (θ, t)
∣∣∣∣dθ
 kw(t)+w
(
1
w
a+w∫
a
∣∣∣∣∂k∂θ (θ, t)
∣∣∣∣
2
dθ
)1/2
 kw(t)+ √w
( 2π∫
0
∣∣∣∣∂k∂θ (θ, t)
∣∣∣∣
2
dθ
)1/2
 kw(t)+
√
w
( 2π∫
0
k2(θ, t) dθ + 2π
2D2
A(t)
)1/2
,
where we have used Lemma 4.3 and the fact that A(t)A(0) in the last step. Hence
kmax(t) kw(t) + √w
(
2πk2max(t) +
2π2D2
A(t)
)1/2
,
and so, using that k2maxA π, we have that
kmax
kw
(t) 1 + √w
(
2π
(
kmax
kw
(t)
)2
+
(
kmax
kw
(t)
)2 2π2D2
k2max(t)A(t)
)1/2
 1 + √w
(
2π
(
kmax
kw
(t)
)2
+
(
kmax
kw
(t)
)2 2π2D2
π
)1/2
= 1 +
√
2πw
(
1 +D2)kmax
kw
(t).
We conclude that
kmax
kw
(t) 1
1 −
√
2πw
(
1 +D2) . 
Next lemma is a version of [5, Lemma 5.1].
Lemma 4.5. If cos(w/2) < rin/(2rout − rin), then
kwrin 
1
1 −K(w)(rout/rin − 1) ,
where
K(w) = 2(cosw/2)
1 − cos(w/2) .
We shall now use the above estimates above to show that an extremum (xm, ym) of the
initial function u(x, y,0) becomes K0-circular at any time t0 > 0. This is the first part of
Theorem 1.2.
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A
(z)M
and
sup
0θ2π
∣∣∣∣ ∂k¯∂θ
∣∣∣∣D,
for zm(t) < z <∆. Then, for any t0 > 0, the minimum (xm(t0), ym(t0)) is K0-circular.
Proof. Since k¯max(z, t) 1, we have only to prove that
lim sup
z→zm(t0)
k¯max(z, t0) 1.
For a fixed t0 > 0, we know from the H -circularization that
lim sup
z→zm(t0)
rout(z, t0)
rin(z, t0)
= 1.
By Lemma 4.5, this implies that for any w > 0,
lim sup
z→zm(t0)
kw(z, t0)rin(z, t0) 1.
Hence, by Lemma 4.4, for any w > 0,
lim sup
z→zm(t0)
kmax(z, t0)rin(z, t0)
1
1 −
√
2πw
(
1 +D2) .
Since w is arbitrary, we conclude that
lim sup
z→zm(t0)
kmax(z, t0)rin(z, t0) 1.
Therefore
lim sup
z→zm(t0)
k¯max(z, t0) lim sup
z→zm(t0)
kmax(z, t0)rin(z, t0)
rout(z, t0)
rin(z, t0)
 1. 
In what follows, we shall show that the K0-circularity can be strengthened by assuming
an uniform bound on the derivatives of the curvature of the initial curves. Next lemma can
be proved exactly in the same way as [5, Theorem 5.7.1]. Since the proof is long, we shall
not repeat it here.
Lemma 4.7. Assume that there are ∆> 0 and constants M = M(∆) and D(j) = D(j,∆)
such that L2
A
(z)M and
sup
0θ2π
∣∣∣∣ ∂j k¯∂θj
∣∣∣∣D(j),
for zm(0) < z < ∆ and 1  j  l + 2. Fix t > 0. Then there exists ∆(t) > zm(t), and
constants D(j, t), 1 j  l + 1, such that
sup
0θ2π
∣∣∣∣ ∂j k¯∂θj (θ, z, t)
∣∣∣∣D(j, t),
for any zm(t) < z < ∆(t).
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Theorem 4.8. Assume that there are ∆ > 0 and constants M = M(∆) and D(j) =
D(j,∆) such that L2
A
(z)M and
sup
0θ2π
∣∣∣∣ ∂j k¯∂θj
∣∣∣∣D(j),
for zm(0) < z <∆ and 1 j  l + 2. Fix t0 > 0. Then
lim
z→zm(t0)
∂j k¯
∂θj
(θ, z, t0) = 0,
for any 1 j  l. The limit is uniform in θ.
Proof. We prove the theorem by induction in j. For j = 1, we observe that Lemma 4.7
implies that
sup
0θ2π
∣∣∣∣ ∂2k¯∂θ2 (θ, z, t0)
∣∣∣∣D(2, t0).
Hence the sequence ∂k¯
∂θ
(θ, z, t0) is equicontinuous. Choose now a subsequence ∂k¯∂θ (θ, zn, t0)
converging uniformly to f (θ). Integrating in θ, we have that k¯(θ, zn, t0) converges uni-
formly to h(θ) = ∫ f (θ) dθ + C. By Theorem 4.6, we conclude that h(θ) = 1 and so
f (θ) = h′(θ) = 0. This implies that
lim
z→zm(t0)
∂k¯
∂θ
(θ, z, t0) = 0.
Assuming that the result is true for j = p, the same argument as above shows that
lim
z→zm(t0)
∂p+1k¯
∂θp+1
(θ, z, t0) = 0,
thus completing the induction step. 
5. The quadratic expansion
In this section we shall show that u(x, y, t0) has a quadratic expansion at the extremum
with equal “eigenvalues,” provided the derivative of the initial area function is non-zero at
this point. We begin with the following simple example.
Example 5.1. Suppose that u(x, y,0)= a(x2 +y2). In this case, u(x, y, t) = a(x2 +y2)+
2at. Observe that, for each t0 > 0, u(x, y, t0) has a quadratic expansion at (0,0) with equal
eigenvalues.
In order to prove Theorem 1.3, we need some lemmas.
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D(z, t) and by Oin(z, t) the center of a circle of maximum radius contained in D(z, t). For
any 0 t  T (z), we have that O(z) and Oin(z, t) belong to the circle of center Oout(z, t)
and radius
√
r2out(z, t)− r2in(z, t).
Proof. For any 0 t  s  t + r2in(z, t)/2, the region D(z, s) is contained in the circle of
center Oout(z, t) and radius
√
r2out(z, t) − 2(s − t). Hence O(z) and Oin(z, t) belongs to
that circle. Taking s = t + r2in(z, t)/2, we prove the lemma.
Lemma 5.3. Denote by r(θ, z, t) the distance from O(z) to the point of γ (z, t) parameter-
ized by θ. Then
rin(z, t)− 2
√
r2out(z, t) − r2in(z, t) r(θ, z, t) rout(z, t)+
√
r2out(z, t) − r2in(z, t).
Proof. Consider the triangle formed by O(z), Oout(z) and the point of γ (z, t) parameter-
ized by θ. By the above lemma, we have that
r(θ, z, t) rout(z, t) +
√
r2out(z, t)− r2in(z, t) and
r(θ, z, t) rin(z, t)− 2
√
r2out(z, t)− r2in(z, t). 
Lemma 5.4. Assume that the initial area function A(z) has a derivative at z = zm(t0), for
some t0 > 0. Then
lim
z→zm(t0)
πr2in(z, t0)
z − zm(t0) = limz→zm(t0)
πr2out(z, t0)
z − zm(t0) =
∂A
∂z
(
zm(t0)
)
.
Also, we have that
lim
z→zm(t)
πr2(θ, z, t0)
z − zm(t0) =
∂A
∂z
(
zm(t0)
)
,
uniformly in θ.
Proof. Using Theorem 4.2, we can easily show that
lim
z→zm(t0)
πr2in(z, t0)
z − zm(t0) = limz→zm(t0)
πr2out(z, t0)
z − zm(t0) = limz→zm(t0)
A(z, t)
z − zm(t0) =
∂A
∂z
(
zm(t0), t0
)
.
Since the equation A(z, t) = A(z,0)− 2πt implies that
∂A
∂z
(
zm(t0), t0
)= ∂A
∂z
(
zm(t0)
)
,
the first assertion of the lemma is proved.
To prove the second assertion, observe that Theorem 4.2 and Lemma 5.3 imply that
lim
r(θ, z, t0) = 1,z→z0(t0) rout(z, t0)
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of the first. 
The following theorem is Theorem 1.3 of the Introduction.
Theorem 5.5. Fix t0 > 0 and assume ∂A∂z (zm(t0)) = 0. Then u(x, y, t0) can be written in a
neighborhood of (xm(t0), ym(t0)) as
u(x, y, t0) = zm(t0) + π
[
∂A
∂z
(
zm(t0)
)]−1
× ((x − xm(t0))2 + (y − ym(t0))2)+ h(x, y),
with
lim
(x,y)→(xm(t0),ym(t0))
h(x, y)
(x − xm(t0))2 + (y − ym(t0))2
= 0.
Proof. By Lemma 5.4, we have that
lim
z→zm(t0)
πr2(θ, z, t0)
z − zm(t0) =
∂A
∂z
(
zm(t0)
)
.
Since r2(θ, z, t0) = (x − xm(t0))2 + (y − ym(t0))2 and u(x, y, t0) = z, this shows that
u(x, y, t0)− zm(t0)− π
[
∂A
∂z
(zm(t0))
]−1
((x − xm(t0))2 + (y − ym(t0))2)
(x − xm(t0))2 + (y − ym(t0))2
converges to zero, when (x, y) → (xm(t0), ym(t0)), thus proving the theorem.
Theorem 5.5 is interesting even if u(x, y,0) is not smooth at the extremum (xm, ym),
as the following example shows us.
Example 5.6. Consider
u0(x, y)=
√
ax2 + by2.
We have that A(z) = π/√abz2 and so ∂A
∂z
(z) = 2π/√abz = 0, for any z > 0, although u0
is not smooth at the minimum (0,0). Theorem 5.5 implies that u(x, y, t0) has a quadratic
expansion at (0,0) given by
u(x, y, t0) =
√
2t0
√
ab + 1
2
√√
ab
2t0
(
x2 + y2)+ h(x, y),
with
lim
(x,y)→(0,0)
h(x, y)
x2 + y2 = 0.
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mum. In this context, Lemma 3.1 shows that for small t0 > 0, ∂A∂z (zm(t0)) > 0 and hence
the hypothesis of Theorem 5.5 is automatically fulfilled. Moreover, it also shows that the
limit of the “eigenvalues” of the Hessian matrix of the extremum at time t converges to the
geometric mean of the eigenvalues of the Hessian matrix of the extremum at time 0, when
t tends to zero.
Our conjecture is that, fact, assuming that the initial extremum (xm, ym) is smooth and
non-degenerate, the same holds for (xm(t0), ym(t0)), but this fact seems to be hard to prove
and remains to be shown.
6. Conclusions and future work
In this paper we have shown in three different ways that an isolated extremum becomes
circular immediately after the curvature motion begins. The questions considered in this
paper can be also posed for curvature flows in higher dimensions and for other curvature-
driven flows in the plane. We think that these generalizations are interesting and deserve to
be investigated.
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