Let d q (n, k) be the maximum possible minimum Hamming distance of a linear [n, k] code over F q . Tables of best known linear codes exist for small fields. In this paper, linear codes over F 13 are constructed for k up to 6. The codes constructed are from the class of quasicyclic codes. The number of m × m circulant matrices over F q is enumerated. In addition, the minimum distance of the extended quadratic residue code of length 44 is determined.
Introduction
Let F q denote the finite field of q elements, and let V (n, q) denote the vector space of all ordered n-tuples over F q . A linear [n, k] code C of length n and dimension k over F q is a k-dimensional subspace of V (n, q). The elements of C are A central problem in coding theory is that of optimizing one of the parameters n, k and d for given values of the other two. One can find d q (n, k), the largest value of d for which there exists an [n, k, d] code over F q , or n q (k, d) , the smallest value of n for which there exists an [n, k, d] code over F q . A code which achieves either of these values is called optimal. Tables of best known linear codes exist for all fields up to q = 9 [7] . In this paper, linear codes over F 13 are constructed for k up to 6.
The Griesmer bound is a well-known lower bound on n q (k, d) (1) where x denotes the smallest integer x. For k 2, the Griesmer bound is met for all q and d. The Singleton bound [13] is a lower bound on n q (k, d) and is given by
Codes that meet this bound are called maximum distance separable (MDS). MDS codes exist for all values of n q + 1. Thus for q = 13, MDS codes exist for all lengths 14 or less. Note that all MDS codes are optimal.
For larger lengths and dimensions, far less is known about codes over F 13 . MDS self-dual codes (k = n/2), of lengths 2, 4, 6, 8, 10 and 14 are given in [1] , as well as self-dual [12, 6, 6] , [16, 8, 8] , [20, 10, 10] , [22, 11, 10] and [24, 12, 10] codes. de Boer earlier discovered a self-dual [18, 9, 9] code, and [23, 3, 20] and [23, 17, 6] codes [4] . The [18, 9, 9] , [24, 12, 10] and [30, 15, 12] extended quadratic residue (QR) codes are given in [14] . Using Magma [2] , it was determined that the next extended QR code over F 13 has parameters [44, 22, 16] . In this paper, codes with dimensions k = 3-6 are constructed. These codes establish lower bounds on the minimum distance. Many of these meet the Singleton and/or Griesmer bounds, and so are optimal.
A punctured code of C is a code obtained by deleting a coordinate from every codeword of C . A shortened code of C is a code obtained by taking only those codewords of C having a zero in a given coordinate position and then deleting that coordinate. The following bounds can be established based on these constructions
Using the codes given in this paper, they provide many additional lower bounds.
The next section presents the class of quasi-cyclic codes. Enumeration of the defining polynomials used to construct these codes is investigated in Section 3. The construction algorithm and results are given in Section 4.
Quasi-cyclic codes
A code C is said to be quasi-cyclic (QC) if a cyclic shift 2 of any codeword by p positions is also a codeword in C . The length of a QC code is then n = mp [8] . A cyclic code is a QC code with p = 1. With a suitable permutation of coordinates, many QC codes can be characterized in terms of m × m circulant matrices. In this case, a QC code can be transformed into an equivalent code with generator matrix
where
The algebra of m × m circulant matrices over F q is isomorphic to the algebra of polynomials in the ring
, formed from the entries in the first row of R i [13] . The r i (x) associated with a QC code are called the defining polynomials [8] . The set {r 0 (x),
Necklaces and defining polynomials
The construction of QC codes requires a representative set of defining polynomials. These are the equivalence class representatives of a partition of the set of polynomials of degree less than m. Two polynomials r j (x) and r i (x) are said to be equivalent if they belong to the same class, i.e.
for some integer l 0 and scalar γ ∈ F q \ {0}.
The defining polynomials are similar to necklaces, which are the equivalence classes under cyclic rotation. 
For the defining polynomials, multiplication by a nonzero element of F q does not change the weight and hence does not change the equivalence class. Thus, the number of defining polynomials differs from the number of necklaces. Enumeration of the defining polynomials is considered below.
Let t be an element of F q \ {0} and let g be the permutation (1, 2, . . . ,m) . That is, g maps i to i + 1 and m to 1. 
Since x is a nonzero word, this is true if and only if t ≡ 1 mod q. Therefore the order of t must be a divisor of . Since α is arbitrary, this holds for all the cycles in the cycle decomposition of g i . The result then follows because is the order of the
Theorem 2. Clearly, this is an equivalence relation on the set of circulant matrices. The following theorem determines the corresponding number of equivalence classes. 
The number of words fixed by g j , 1 j m, is completely determined by the number of cycles in the cycle decomposition of g [15] . , it follows that g j has gcd(m, j) cycles. Therefore we have
Since there are φ(i) elements of order i in the multiplicative group of F q \ {0}, (7) can be written as 
Since the zero polynomial is not considered, the result follows. 
The construction algorithm and results
Imposing a structure on the codes being considered results in a search space that is smaller than for the general code design problem. The more restrictions on the structure, the smaller the search, but this results in a tradeoff, since good codes may be missed if too much structure is imposed on the code. The QC codes presented here were constructed using a stochastic optimization algorithm, tabu search, similar to that in [3, 10] and [11] . By restricting the search for good codes to the class of QC codes, and using a stochastic heuristic, codes with high minimum distance can be found with a reasonable amount of computational effort. Based on the results obtained here, this approach provides a good tradeoff.
It is not necessary to check the weight of every codeword in a QC code in order to determine the minimum distance d. To simplify the process of searching for good codes, the weights of the subset of codewords can be stored in an array, and a matrix D formed from the arrays for the defining polynomials to be considered all 1 t N(m) ), matrix. For example, if q = 13 and m = 2, the matrix is D = The complete weight distribution for a QC code composed of any set of b s (x) can be constructed from D. The search for a good code consists of finding p columns of D with a large minimum row sum, since the weight of a minimum distance codeword must be contained in these sums.
Having decided on the values of m and p (and thus also n = mp), the entries of the integer matrix D can be calculated and the problem formulated as a combinatorial optimization problem. The goal is to find
where S ⊆ {1, 2, . . . , N} and |S| = p. In general, one can take a multiset S with p elements, but it was found in past studies that for the new codes obtained, no defining polynomial occurs more than once, so S is here required to be a set. The optimization method used here is tabu search [6] . This method can produce good optimal or near-optimal solutions to intractable optimization problems with a reasonable amount of computational effort [12] . Tabu search is a local search algorithm, which means that starting from an initial solution, a series of solutions is obtained so that every new solution only differs slightly from the previous one. A potential new solution is called a neighbor of the old solution, and all neighbors of a given solution constitute the neighborhood of that solution. To evaluate the quality of solutions, a cost function is needed. Tabu search always proceeds to a best possible solution in the neighborhood of the current solution. To ensure that the search does not loop on a subset of moves or solutions, attributes of recent solutions are stored in a tabu list. New moves or solutions with attributes from this list are then not allowed for L moves.
Tabu search is applied here to the problem of finding QC codes, defined as a minimization problem, in the following way. First, the problem is not formulated as generally as in (8) , as the desired minimum distance, d, of the code is fixed.
A solution is any set S ⊆ {1, 2, . . . , N} of p columns of D, the neighborhood of a solution is the set of solutions obtained by replacing one column with a column that is not in the code, and the cost function is of the form
A solution with cost 0 then corresponds to a code with minimum distance at least d. If such a solution is found, the search ends. Otherwise, the search is continued (and typically restarted occasionally), until a given time or iteration limit is reached. The tabu list is simply the indexes of the new columns.
The values of L used were small, in the range p/10 L p/5. If a code was not found within 100-2000 iterations, the search was restarted from a new random initial solution. As many as 10 000 restarts were performed for given values of m and p. The total number of iterations to find a code varied from hundreds to millions.
The best QC codes found are given in Tables 1 to 4 . The defining polynomials are listed with the lowest degree coefficient on the left, i.e., 7321 corresponds to the polynomial x 3 + 2x 2 + 3x + 7, with leading zeroes left out for brevity. The digits 10, 11 and 12 are denoted by (10) , (11) and (12) (11) [50, 5] 
