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Abstract. Exponential equations in free groups were studied initially by
Lyndon and Schu¨tzenberger [26] and then by Comerford and Edmunds [5].
Comerford and Edmunds showed that the problem of determining whether or
not the class of quadratic exponential equations have solution is decidable, in
finitely generated free groups. In this paper we show that for finite systems of
quadratic exponential equations decidability passes, under certain hypotheses,
from the factor groups to free products and one–relator products.
1. Introduction
In [26] Lyndon and Schu¨tzenberger studied the equation
aM = bNcP ,
where a, b and c are fixed elements of a free group and M,N and P are variables
which may take integer variables. This is an example of an exponential equation.
In fact it is shown in [26] that this equation has no solution with M , N and P all
greater than 1, unless a, b and c are all powers of a common element. Comerford
and Edmunds [5] studied more general exponential equations and showed that the
problem of determining whether or not the class of quadratic exponential equa-
tions have solution is decidable, in finitely generated free groups. The definition of
Comerford and Edmunds is that adopted here.1 In fact Lyndon also introduced ex-
ponential groups (on which an associative ring acts by exponention) which he used
to characterise the solution sets of equations in 1 variable in free groups [24], [25].
Lyndon considered the word problem in an exponential group and this can also
be regarded as an exponential equation, but using a definition which allows more
general values of exponents than that used here and in [5]. Exponential groups
have been widely studied (see for example [1], [2], [12], [29], [21], [22], [20]). In
particular these groups play an important role in work on Tarskii’s conjectures on
the elementary theory of free groups (see [21], [22], [34] and [33]). In this paper
we consider exponential equations in the setting of one–relator products of groups.
We show that for finite systems of quadratic exponential equations decidability is,
under some extra hypotheses, inherited by free products and one–relator products.
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Let G be a group given by a recursive presentation 〈C|R〉, write u for the element
of G represented by u ∈ F (C) and let X be a recursive set. An equation over G
with variables in X is an expression of the form
(1.1) w = 1,
where w is an element of F (C). A solution to (1.1) is a homomorphism φ :
F (C ∪˙ X) −→ G such that φ(w) = 1 and φ(c) = c, for all c ∈ C. A class of
equations over G is said to be solvable (or decidable) if there exists an algorithm
which will determine whether or not a given equation of the class has a solution. As
it is well known that the word problem is not solvable in certain finitely presented
groups, in general equations are not solvable. However in suitably restricted classes
of groups large classes of equations are known to be solvable. One of the most
striking results in this direction is Makanin’s: that finite systems of equations are
solvable in finitely generated free groups [27]. Furthermore Rips and Sela [31] have
generalised this result to torsion–free hyperbolic groups.
An equation is quadratic if every variable which occurs at all does so exactly
twice. For example, if u, v ∈ F (C), and and x, y, z ∈ X , for then the equations
u = 1, ux−1vxy2 = 1 and ux−1vx[y, z] = 1 are all quadratic. These examples are
all of the form
n∏
i=1
x−1i uixi
t∏
i=1
[xi+n, xi+n+t]
p∏
i=1
x2i+n+2t = 1,
with ui ∈ F (C) and xi ∈ X . In fact all quadratic equations are equivalent to at
least one such equation: where equations with the same solution sets are deemed
equivalent. The genus of an n–tuple u1, . . . , un of elements of G is the set of pairs
of integers (t, p) such that the equation above has solution. The genus problem
is that of determining whether or not a given pair (t, p) belongs to the genus of
a given n–tuple of elements of G. It is known (see Example 5.7 and [7], [8] and
[9]) that decidability of the genus problem is inherited from the factor groups by
one–relator products, under suitable hypotheses on the factors and the relator.
In this paper we generalise some of the results of Example 5.7 mentioned above
to quadratic exponential equations. If λ and µ are unknowns, u, v ∈ F (C) and
x, y, z ∈ X then the expressions uλ = 1, uλx−1vµxy2 = 1 and uλx−1vµx[y, z] = 1
are all examples of quadratic exponential equations. A solution to one of these
equations consists of a map α : {λ, µ} −→ Z, say α(λ) = l, α(µ) = m, and a
homomorphism φ : F (C) −→ G such that φ is a solution to the quadratic equation
ul = 1, ulx−1vmxy2 = 1 or ulx−1vmx[y, z] = 1, as appropriate. Usually some
conditions are imposed on the values that λ and µ can take. For instance in the
exponential equations above it is reasonable to insist that λ, µ 6= 0. More generally
solutions with λ > l and µ > m may be of interest. We leave the formal definition
to Section 3 but roughly speaking a quadratic exponential equation consists of an
expression, similar to one of those above, together with a finite system of equations,
congruences and inequalities on λ, µ, . . ., which we call a parameter system. We
restrict to linear parameter systems, since as shown by Matiyasevic˘, Hilbert’s tenth
problem is unsolvable for non–linear systems [28]. In [5] an algorithm is constructed
which will determine whether or not a given quadratic exponential equation has a
solution in the case where G is a finitely generated free group (see Example 5.1).
Let A and B be groups. A one–relator product of A and B is a group of the form
G = (A∗B)/N(s), where A∗B is the free product, s ∈ A∗B is a cyclically reduced
EXPONENTIAL GENUS PROBLEMS IN ONE–RELATOR PRODUCTS OF GROUPS 3
word of length at least 2, and N(s) is the normal closure of s in A ∗B. The expo-
nential genus problem is a natural generalisation of the genus problem, described
above, from quadratic to quadratic exponential equations. We show that under
suitable conditions the decidability of the exponential genus problem is inherited
by G from the factor groups A and B. In order to prove this result a stronger
hypothesis on A and B has been imposed: namely that simultaneous systems of
quadratic exponential equations are solvable in A and B, in the following sense.
Let Q1, . . . , Qm, Qm+1, . . . , Qm+n be quadratic exponential equations subject to a
system of parameters L. If Qi is an exponential equation over A, for i = 1, . . . ,m
and over B, for i = m + 1, . . . ,m + n then we regard these equations as simulta-
neous. For example take a ∈ A and b ∈ B, where Q1 is aλ = 1 and Q2 is bµ = 1,
subject to the parameter system consisting of λ > 0, µ > 0 and λ = 3µ−7. If there
is an algorithm to decide whether or not such systems of simultaneous equations
have a simultaneous solution then we say that quadratic exponential equations are
solvable over (A,B). This gives rise to a corresponding simultaneous definition of
exponential genus (Definition 3.4). We prove that if quadratic exponential equa-
tions are solvable over (A,B) then quadratic exponential equations defined over G
are also solvable, as long as the relator is a sufficiently high power and not of a
particularly pathogenic type (see Corollary 5.12). In fact we show that simultane-
ous systems of quadratic equations defined over one–relator groups of the required
form are also solvable (see Corollary 5.10). This follows from the main result of the
paper, Theorem 5.8, which is that if the exponential genus problem is solvable in a
class of groups then it is also solvable in one–relator products, of the required form,
of these groups. All these results hold if we replace one–relator products with free
products. This means in particular that we obtain the result of [5], that quadratic
exponential equations are solvable in finitely generated free groups (see Corollary
5.11).
The paper is structured as follows. In Sections 2 and 3 we describe exponential
quadratic equations and exponential genus. In Section 4 we describe how, given
an exponential quadratic equation we can form a finite set, called a resolution,
of corresponding equations in a normal form, which we call special. The original
equation has a solution if and only if some element of the resolution has a solution
so this allows us to restrict attention to special equations. In Section 5 we describe
in more detail the decision problems under consideration. In Section 3.1 we state
the main result of the paper, Theorem 5.8, and show how it is a consequence of
the more technical Theorem 5.9. The remainder of the paper is devoted to proving
Theorem 5.9. We use pictures which are described here following, mainly, Howie
[16], [17] and [18]. The use of pictures in group theory goes back to Rourke [32] (see
also Fenn [11]) and was developed to apply to one–relator products by Short [35].
The theory has been further developed and applied to various aspects of geometric
group theory in, for example, [3], [10], [19] and [30]. Here we extend use of pictures
made in [7], [8] and [9]. We introduce pictures and establish some of their basic
properties in Section 6. In particular we describe the link between solutions of
equations and pictures. A picture can be thought of as a graph on a compact
surface Σ with boundary. Each boundary component is assigned a label and these
labels correspond to the group elements which occur in a quadratic equation. A
solution to the quadratic equation arises from a picture and vice–versa. In Section 7
we define corridors which are later used to bound the degree of exponents occuring
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in certain minimal solutions to exponential equations. In Sections 8 and 9 we
assign angle and then curvature to vertices and regions of pictures. These are used
together with corridors to bound the size of pictures that correspond to solutions to
equations. To obtain this bound we analyse the curvature of regions of our pictures
and show, in Sections 10, 11 and 12 that non–negative curvature occurs only at
the boundary and in certain well defined configurations, see Figures 89 and 90 for
example. This allows us, in Section 13, to bound the number of edges of a picture
corresponding to a special equation, suitably minimised. We complete the proof of
Theorem 5.9 in Section 14.
It seems likely that the results proved here should hold with at least some of the
restrictions on the relator removed. In fact it would be surprising if the conditions
on the factor groups and relators of Example 5.7 were not sufficient to prove The-
orem 5.8. Indeed I believe that it is possible to push the proof given here to obtain
results more like those of Example 5.7 without very much more effort. However,
given the length of the proof, I do not feel that any increase in its complexity is
desirable, especially for such minor gains. A more systematic approach to the ar-
guments of Section 6 onwards might considerably shorten the argument and allow
some unnecessary hypotheses to be removed.
2. Quadratic words
Let X and D be sets indexed by N. A word with coefficients in D and variables
in X is a finite (possibly empty) sequence of elements of (D ∪˙ X)±1. Suppose
w = w1 · · ·wn is a word, where wi ∈ (D ∪˙ X)±1, and let a ∈ D ∪˙ X . If wi = aε,
where ε = ±1, then wi is called an occurrence of a in w, and a is said to occur in
w.
Define
LX(w) = {x ∈ X : x occurs in w},
LD(w) = {d ∈ D : d occurs in w} and
L(w) = LD(w) ∪˙ LX(w).
Given a ∈ D ∪˙ X define Oa(w) to be the number of occurrences of a in w. The
word w with coefficients in D and variables in X is quadratic if Ox(w) = 2, for
all x ∈ LX(w), and Od(w) = 1, for all d ∈ LD(w). A list of k ≥ 1 words w =
(w1, . . . wk) with coefficients in D and variables in X is called a system of words,
of dimension k, if L(wi) ∩ L(wj) = ∅, whenever i 6= j. If w = (w1, . . . , wk) is a
system of words then we define LD(w) = ∪ki=1LD(wi), LX(w) = ∪
k
i=1LX(wi) and
L(w) = LD(w) ∪˙ LX(w). An element a ∈ L(w) is said to occur in w. The length
of w is |w| =
∑k
i=1 |wi| and w is quadratic if wi is quadratic, for i = 1, . . . k.
A word w in an alphabet A ∪˙ A−1 is cyclically reduced if no cyclic permutation
of w has a subword of the form aa−1 or a−1a, with a ∈ A. In [15] Grigorchuk and
Lysionok take a cyclically reduced quadratic word w = aε11 · · · a
εn
n , with coefficients
in D and variables in X , where ai ∈ D ∪˙ X and εi = ±1, and describe a surface
Σ(w) associated to w. This is done as follows. Let I denote the unit interval
I = [0, 1] oriented from 0 to 1. Choose a partition 0 = p0, . . . , pn = 1 of I into n
sub–intervals of equal length. Label the sub–interval [pi−1, pi] with ai and orient
it from pi−1 to pi if εi = 1 and in the opposite sense otherwise. Identify p0 and
pn to form a labelled oriented complex B homeomorphic to S
1. Let ∆ be a disk
with boundary δ∆ and identify δ∆ with B. Then Σ(w) is the quotient space of
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∆ formed by identifying sub–intervals of B which have the same label, respecting
the orientation of sub–intervals. The result is a compact surface Σ(w), which has
boundary if and only if LD(w) is non–empty. Furthermore Σ(w) is orientable if and
only if every element of LX(w) occurs once with positive exponent and once with
negative exponent. We denote the number of boundary components of Σ(w) by
β(w). Let Σ′(w) be the surface obtained from Σ(w) by capping off each boundary
component with a disk. Define the genus of w, genus(w) = {(t, p) ∈ N2 : Σ(w) is
homeomorphic to the connected sum of t torii and p projective planes}.
If Σ(w) has boundary component β then β is divided into oriented sub–intervals
labelled by elements of D. Take an end point of one of these intervals as base
point of β. If Σ(w) is orientable we may choose an orientation on β such that,
travelling round β in the direction of orientation every sub–interval [pi−1, pi] that
is encountered is traversed from pi−1 to pi. Otherwise we fix one of the two pos-
sible orientations of β. Then traversing β once, in the direction of orientation,
starting from the base point, and recording the labels as they occur, with positive
exponent if the sub–interval orientation agrees with that of β and negative expo-
nent otherwise, we obtain a word which we call a boundary label of β. If Σ(w) has
boundary components β1, . . . , βn with boundary labels b1, . . . , bn, respectively, then
(b1, . . . , bn) is called a boundary labels list for w of length n, and (w; b1, . . . , bn) is
called a labelled quadratic word. Note that it is implicit in the definition of labelled
quadratic word that w is cyclically reduced.
Let F = F (D ∪˙ X) denote the free group on the set D ∪˙ X and let AutfF
denote the subgroup of the automorphism group of F which consists of those el-
ements which fix all but finitely many elements of D ∪˙ X . Given an automor-
phism θ ∈ Autf (F ) let u˜θ denote the reduced word representing uθ ∈ F . Let
(w; b1, . . . , bn) be a labelled quadratic word. If w˜θ is a quadratic word, Σ(w) is
homeomorphic to Σ(w˜θ) and w˜θ has a boundary labels list (b˜1θ, . . . , b˜nθ), then θ is
called an admissible transformation of (w; b1, . . . , bn) to (w˜θ; b˜1θ, . . . , b˜nθ).
Given non-negative integers ξ, n, t, p define the quadratic word
q(ξ, n, t, p) =
n+ξ∏
i=1+ξ
x−1i dixi
t+ξ∏
i=1+ξ
[xi+n, xi+n+t]
p+ξ∏
i=1+ξ
x2i+n+2t .
Let n be a non–negative integer. A partition of n of length k is a k–tuple (n1, . . . , nk)
of integers such that ni ≥ 0 and
∑k
i=1 ni = n. Let n = (n1, . . . , nk), t = (t1, . . . tk)
and p = (p1, . . . , pk) be partitions of length k > 0, of integers n, t and p respectively,
such that nj + tj + pj > 0, for 1 ≤ j ≤ k. Then we say that (n, t,p) is a
positive 3–partition of (n, t, p) (of length k). If h is any partition, of length k of
a non–negative integer h and (n, t,p) is a positive 3–partition then we say that
(h,n, t,p) is a positive 4–partition of (h, n, t, p). Given partitions h′ = (h′1, . . . , h
′
l),
n′ = (n′1, . . . , n
′
l), t
′ = (t′1, . . . , t
′
l) and p
′ = (p′1, . . . , p
′
l) such that (h
′,n′, t′,p′) is a
positive 4–partition, we say that (h′,n′, t′,p′) ≤ (h,n, t,p) if there exist integers
j1, . . . , jl such that 1 ≤ j1 < · · · < jl ≤ k with h′i ≤ hji , n
′
i ≤ nji , t
′
i ≤ tji and
p′i ≤ pji , for i = 1, . . . , l. If, in addition, t
′
i = tji and p
′
i = pji , for i = 1, . . . , l, we
say that (h′,n′, t′,p′) is a sub–partition of (h,n, t,p) and write (h′,n′, t′,p′) ≤g
(h,n, t,p).
6 A.J. DUNCAN
Given a positive 3–partition (n, t,p), of length k as above, define
ξ1 = ξ1(n, t,p) = 0 and
ξj+1 = ξj+1(n, t,p) = ξj + nj + 2tj + pj , for j = 1, . . . , k − 1.(2.1)
Next define the system of quadratic words
(2.2) q(n, t,p) = (q(ξj , nj, tj , pj) : j = 1, . . . , k).
Note that q(ξj , nj , tj , pj) has boundary labels list (d1+ξj , . . . , dnj+ξj ). A system
w = (w1, . . . , wl) of quadratic words is in standard form if w = q(n, t,p), for some
positive 3–partition (n, t,p).
Suppose that w = (w1, . . . , wk) is a system of quadratic words. We define the
surface associated to w to be the compact surface
Σ(w) =
⋃˙k
i=1
Σ(wi).
Assume that wi has boundary labels list b
i = (bi1, . . . , b
i
ni
) of length ni. We de-
note ((w1;b
1), . . . , (wk;b
k)) by (w;b). We call (w;b) a system of labelled quadratic
words which we say is in standard form ifw is in standard form. Given θ ∈ Autf (F ),
let θ˜(bi) denote (θ˜(bi1), . . . , θ˜(b
i
ni
)) and (θ˜(w); θ˜(b)) denote ((θ˜(w1); θ˜(b1)), . . . , (θ˜(wk); θ˜(bk))).
Then θ is called an admissible transformation of (w;b) to (θ˜(w); θ˜(b)) if θ is
an admissible transformation of (wi;b
i) to (θ˜(wi); θ˜(bi)), for i = 1, . . . , k, and
L(θ(x)) ∩ L(θ(y)) = ∅ whenever x ∈ L(wi), y ∈ L(wj) and i 6= j.
The following proposition can be proved exactly as the case k = 1 of [15, Propo-
sition 2.1].
Proposition 2.1 (cf. [15, Proposition 2.1]). Using the notation above, let (w;b)
be a system of labelled quadratic words, of dimension k, let ni = β(wi) and let
(ti, pi) ∈ genus(wi), for i = 1, . . . , k. Let n = (n1, . . . , nk), t = (t1, . . . tk) and p =
(p1, . . . , pk). Then there exists an automorphism η ∈ Autf (F (D ∪˙ X)) such that η
is an admissible transformation of (w;b) to (q(n, t,p);d) and η(F (D)) = F (D).
Furthermore η can be effectively constructed.
3. Quadratic Exponential Equations
Let I be a recursive set and, for all i ∈ I, let 〈Ci|Ri〉 be a recursive presentation
for a group Hi and let H = ∗i∈IHi. Let J be a recursively enumerable set and, for
all j ∈ J , let sj ∈ H , of free–product length at least 2, and let N be the normal
closure of {sj}j∈J in H .
Let C = ∪˙ i∈ICi, R = ∪˙ i∈IRi and, for each j ∈ J , choose s˜j ∈ F (C) such
that s˜j represents sj ∈ H . Let s˜ = {s˜j}j∈J . Then H has a presentation 〈C|R〉 and
G = H/N has a presentation 〈C|R ∪ s˜〉, which we call the natural presentations
of H and G, respectively. Given groups Hi with fixed presentations as above and
groups H and G as described we shall always assume H and G are given by fixed
natural presentations. By a word in H we mean an element of H written in free
product normal form. The length, l(h), of an element h of H refers to the free
product length of a word in the normal form for H representing h (as opposed to
the length as an element of F (C)). If u and v are words in H and u is a subword
of some cyclic permutation of v then we say that u is a cyclic subword of v.
A quadratic equation over G is a pair of the form (w = 1, β), where w is a
quadratic word with coefficients in D and variables in X , and β is a map β :
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LD(w) −→ H . A solution to the quadratic equation (w = 1, β) consists of a
homomorphism φ : F (L(w)) −→ H such that φ(w) ∈ N and φ(d) = β(d), for all
d ∈ LD(w). In this section we define a generalisation of quadratic equations to
what we shall call quadratic exponential equations.
We assume that Hi has solvable word problem, for all i ∈ I, and consequently
H has solvable word problem: that is, that there exists an algorithm which, given
w ∈ F (C) will determine whether or not w = 1 inH and, if so, will output a product∑n
k=1 u
−1
k r
εk
k uk = w in F (C), where uk ∈ F (C), rk ∈ R and εk = ±1. Given this
assumption we may formulate equations and decision problems for 〈C|R ∪ s˜〉 in
terms of words in the free product H instead of words in F (C).
Let Λ = {λ1, . . .} be a set indexed by N, which we call a set of parameters. Let
N be the free Z–module on Λ and let M be the free Z–module Z ⊕ N . Elements
of M are regarded as linear polynomials over Λ. An ordered pair (h,m), h ∈ H ,
m ∈ M , m /∈ Z, h cyclically reduced is called a proper exponential H–letter and
the set of all such ordered pairs is denoted (H,Λ)0. An ordered pair (h, n), h ∈ H ,
l(h) = n ∈ Z is called a degenerate exponential H–letter and the set of all such
ordered pairs is denoted (H,Λ)1. The set (H,Λ)0 ∪ (H,Λ)1 is called the set of
exponential H–letters and denoted HΛ. We regard elements of F (HΛ) as reduced
words on HΛ ∪˙ (HΛ)−1. Given h ∈ H we identify h with (h, l(h)), so as a set
H ⊂ HΛ. An element (h, f) ∈ HΛ such that h ∈ Hi, for some i ∈ I, is called a
minor element of HΛ
If h ∈ H and r ∈ Z with l(h) ≥ r ≥ 0, define ι(h, r) to be the maximal initial
subword of h of length r and τ(h, r) to be the maximal terminal subword of h
of length r. Given a ∈ H , with l(a) = m, and α ∈ Z, let q, r ∈ Z, such that
|α| = qm+ r and 0 ≤ r < m, and define
a ∧ α =
{
aqι(a, r) if α ≥ 0
a−qι(a−1, r) if α < 0
.
We have a ∧ ql(a) = aq so, if l(a) > 1 and α 6= 0, then aα 6= a ∧ α. Also if a is
cyclically reduced
(a ∧ α)−1 =
{
(ι(a, r)−1τ(a,m− r)−1) ∧ α if α ≥ 0
(τ(a, r)ι(a,m − r)) ∧ (−α) if α < 0
,
=
{
(τ(a,m − r)ι(a, r)) ∧ (−α) if α ≥ 0
(τ(a−1,m− r)ι(a−1, r)) ∧ α if α < 0
.
Suppose a is cyclically reduced, |α| = ql(a) + r, 0 ≤ r < l(a), a = a0a1, with
l(a0) = r, l(a1) = l(a)− r, and a = b0b1 with l(b1) = r, l(b0) = l(a)− r. Then
a ∧ α =
{
aqa0 if α ≥ 0
a−qb−11 if α < 0
,
and
a−1 ∧ α =
{
a−qb−11 if α ≥ 0
aqa0 if α < 0
,
so a ∧ (−α) = a−1 ∧ α.
A parameter system over Λ is a finite system of linear diophantine equations,
congruences and inequalities in the variables Λ. A solution to the parameter system
L is a retraction α from M to Z (i.e. a Z–module homomorphism from M onto
Z, fixing Z pointwise) such that substitution of α(λ) for λ, for each λ ∈ Λ, solves
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L. A parameter system is consistent if it has a solution. Let α be a Z–module
retraction from M onto Z. We define the parameter evaluation homomorphism
αˆ : F (HΛ) −→ H corresponding to α, by setting αˆ(h, f) = h∧α(f), for (h, f) ∈ HΛ.
Next we generalise the notation for presentations of H and G to collections of
such groups and presentations. Let I, Hi, 〈Ci|Ri〉, 〈C|R〉 and H be defined as
above. Let K be a recursive subset of N and let Xk ⊆ I be a recursive set, for all
k ∈ K. Define
(3.1) H∗,k = ∗j∈XkHj , for k ∈ K.
Let w = (w1, . . . , wk) be a system of cyclically reduced quadratic words, with
coefficients in D and variables in X , let β : F (LD(w)) −→ F (HΛ) be a homomor-
phism and let a1, . . . , ak be elements of K. If β(d) ∈ F (HΛ∗,ai), for all d ∈ LD(wi),
i = 1, . . . , k, then the ordered pair (w, β) is called a quadratic exponential word over
((Xk)k∈K ; (Hi)i∈I)
Λ with basis (a1, . . . , ak).
We define a quadratic exponential equation over ((Xk)k∈K ; (Hi)i∈I))
Λ with basis
(a1, . . . , ak) to be a pair (w = 1, β), where (w, β) is a quadratic exponential word
over ((Xk)k∈K ; (Hi)i∈I)
Λ with basis (a1, . . . , ak).
For each k ∈ K let sk be a recursively enumerable subset of H∗,k, such that each
element s ∈ sk satisfies l(s) ≥ 2, and define
(3.2) Gk = H∗,k/Nk,
where Nk is the normal closure of sk in H∗,k. We allow the possibility that sk
is empty, so it may be that Gk = H∗,k. Given a quadratic exponential equation
W = (w = 1, β) over ((Xk)k∈K ; (Hi)i∈I)
Λ with basis (a1, . . . , ak) a solution toW in
(Gk)k∈K is a pair (φ, α) such that α is a retraction fromM to Z, φ : F (L(w)) −→ H
is a homomorphism, φ(a) ∈ H∗,ai , for all a ∈ L(wi), φ(wi) ∈ Nai , for i = 1, . . . , k,
and φ(d) = αˆ(β(d)), for all d ∈ LD(w).
If W is an equation over ((Xk)k∈K ; (Hi)i∈I)
Λ for which solutions are sought in
(Gk)k∈K then we say that W has environment
((Xk)k∈K ; (Hi)i∈I ; (Gk)k∈K)
Λ.
To specify an equation fully its environment and basis must be given, but we omit
these when the meaning is clear. If, in the definition of the H∗,k, the set K has a
unique element s andXs = I then we refer to quadratic equations with environment
((Xk)k∈K ; (Hi)i∈I ; (Gk)k∈K)
Λ as equations over HΛ with solutions in G.
Let u ∈ F (HΛ) and let L be a consistent parameter system. We say u is
constrained by L if L implies that f ≡ k( mod l(a)), for some k ∈ Z, for all proper
exponential H–letters (a, f) ∈ HΛ occurring in u, with l(a) ≥ 2. A constrained
quadratic exponential equation consists of a triple (w = 1, β,L), where (w = 1, β)
is a quadratic exponential equation, L is a consistent parameter system and β(d) is
constrained by L, for all d ∈ LD(w). A quadratic exponential equation (w = 1, β)
or a constrained quadratic exponential equation (w = 1, β,L) is in standard form if
w is in standard form. A solution to the constrained quadratic exponential equation
(w = 1, β,L) is a solution (φ, α) to (w = 1, β) such that α is a solution to L.
An element (a, f) ∈ HΛ is said to occur in the system of quadratic words (w, β)
if (a, f) occurs in β(d) for some d ∈ LD(w). A polynomial f ∈ M is said to occur
in the quadratic exponential equation (w = 1, β), or in the constrained quadratic
exponential equation (w = 1, β,L), if (a, f) ∈ HΛ occurs in (w, β), for some a ∈ H .
Also a polynomial f is said to occur in the parameter system L if L contains an
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equation f = 0 or a congruence f ≡ 0( mod k), for some k ∈ Z. A polynomial
f is said to occur in the constrained quadratic exponential equation (w = 1, β,L)
if f occurs either in (w = 1, β) or in L. An element λ ∈ Λ is said to occur in
f ∈M if the coefficient of λ in f is non–zero. Also λ is said to occur in a quadratic
exponential equation (w = 1, β,L) if λ occurs in an element f ∈ M which occurs
in (w = 1, β,L).
The H–length of a exponential H–letter (a, f) is lH(a, f) = l(a ∧ f). The H–
length of a reduced word u = (a1, f1)
ε1 . . . (an, fn)
εn ∈ F (HΛ), where εi = ±1, is
defined to be
(3.3) lH(u) =
n∑
i=1
lH(ai, fi).
The exponential length of u is defined to be
(3.4) |u|Λ = n− | {i : 1 ≤ i ≤ n and (ai, fi) is degenerate}|.
If α :M −→ Z is a retraction the exponent length of α on u is
(3.5) |u|α =
n∑
i=1
|α(fi)|.
The HΛ–length of u is defined to be
(3.6) |u| = n.
Let W = (w = 1, β,L) be a constrained quadratic exponential equation, with
w = (w1, . . . , wk). Then the H–length, exponential coordinates, exponential length
and HΛ–length of W , are
lH(W ) =
∑
d∈LD(w)
lH(β(d)),
(W )Λ =
 ∑
d∈LD(w1)
|β(d)|Λ, . . . ,
∑
d∈LD(wk)
|β(d)|Λ
 ,
|W |Λ =
∑
d∈LD(w)
|β(d)|Λ and
|W | =
∑
d∈LD(w)
|β(d)|,
respectively.
A solution (φ, α) to W is said to be exponent–minimal if, given any solution
(φ′, ρ) to W , the inequality∑
d∈LD(w)
|β(d)|ρ ≥
∑
d∈LD(w)
|β(d)|α
holds.
Let z ∈ ∗i∈IHi, with l(z) = n, z = u1 · · ·un, where uj ∈ Hij , for some ij ∈ I and
j = 1, . . . , n. Define supp(z) the support of z to be {i1, . . . , in}, so z ∈ ∗j∈ supp(z)Hj .
We define supp(z, f) the support of (z, f) ∈ HΛ to be supp(z). If w ∈ F (HΛ), w =
wε11 · · ·w
εn
n , with wj ∈ H
Λ and εj = ±1, we define supp(w) the support of w to be
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∪nj=1 supp(wj). Let w = (w1, . . . , wn) be a system of words. If W = (w = 1, β,L)
is a constrained quadratic exponential equation with environment
(3.7) ((Xk)k∈K ; (Hi)i∈I ; (Gk)k∈K)
Λ
and basis (a1, . . . , ak) then we define the support of W
supp(W ) = (X ′a1 , . . . , X
′
ak
),
where
X ′ai =
⋃
{supp(β(d)) : d ∈ LD(wi)} ∪
⋃
{supp(s) : s ∈ sai}.
Define I ′ = ∪ki=1X
′
ak
, H ′∗,ai = ∗j∈X′aiHj , N
′
ai
to be the normal closure of
sak ∈ H
′
∗,ai and G
′
ai
= H ′∗,ai/N
′
ai
, for i = 1, . . . , k. Then W is a constrained
quadratic exponential equation with environment
(3.8) ((X ′aj )j=1,...,k; (Hi)i∈I′ ; (G
′
j)j=1,...,k)
Λ
and basis (a1, . . . , ak). Every solution to W with environment (3.8) is a solution to
W with environment (3.7). The converse also holds as in the next lemma.
Lemma 3.1. Every solution to W with environment (3.7) determines canonically
a solution to W with environment (3.8).
Proof. Let (φ, α) be a solution to W with environment (3.7). Fix i ∈ {1, . . . , k},
suppose X ′ai = {i1, . . . , is} and set X
′′ = Xai\X
′
ai
. Let
A = ∗sj=1Hij and B = ∗j∈X′′Hj .
Denote by f the canonical map f : A ∗ B −→ A such that ker(f) is the normal
closure of B in A∗B. ThenNai is by definition the normal closure of sai in A∗B and
sai ⊆ A, so f maps Nai into N
′
ai
. Define φ′ : L(wi) −→ A by φ
′(a) = f ◦ φ(a), for
all a ∈ L(wi). If d ∈ LD(wi) then φ(d) = αˆβ(d) and supp(β(d)) ⊆ X ′ai so φ(d) ∈ A.
Hence φ′(d) = αˆβ(d), for all d ∈ LD(wi). Also φ′(wi) ∈ N ′ai as φ(wi) ∈ Nai . As
L(wi) ∩ L(wj) = ∅, when i 6= j, we can define φ′ in this way simultaneously over
L(wi), for i = 1, . . . , k. Then (φ
′, α) is a solution to W with environment (3.8).
Example 3.2. Let I = N and in each example below let Hi = 〈Ci|Ri〉 be trivial
unless Ci and Ri are given explicitly.
(i) LetK = {1, 2},X1 = {2} andX2 = {1, 2}. Let Ci = {ci1, ci2}, for i = 1, 2,
R1 = {c311, c
3
12}, R2 = {c
2
21, c
2
22}, s1 = ∅ and s2 = {c11c22c21c12c22c21}.
Then H∗,1 = H2, H∗,2 = H1 ∗ H2, G1 = H2 and G2 = H∗,2/〈〈s2〉〉.
Let w1 = d1, w2 = d2x
−1
3 d3x3 and w = (w1, w2). Let β(d1) = (c22, λ1),
β(d2) = (c12c22c21, 2)(c11c22c21, f1)(c11c22, 2), and β(d3) = (c21c22c
2
11, f2)(c22c
2
11, 2),
where f1 = λ1 − 2 and f2 = λ1 − λ2. Let L0 consist of the congruences
λi ≡ 0( mod 2) and the inequalities λi > 0, for i = 1, 2. Let L1 con-
sist of the same congruences and the inequalities λ1 > 4, λ2 > 2. Then
Wi = (w = 1, β,Li) is a quadratic exponential equation with environment
(X1, X2; (Hi)i∈I ;G1, G2)
Λ and basis (1, 2). These equations also have en-
vironment (X1, X2;H1, H2;G1, G2)
Λ. Let α0 be a retraction of M to Z
such that α0(λ1) = 4 and α0(λ2) = 4. Let φ0(x3) = c11c22 and set
φ0(di) = αˆ0β(di), for i = 1, 2, 3. Then (φ0, α0) is a solution to W0 but not
W1. Let α1 be such that α1(λ1) = 6 and α1(λ2) = 4. Let φ1(x3) = c11c22
and set φ1(di) = αˆ1β(di), for i = 1, 2, 3. Then (φ1, α1) is a solution to W0
and W1.
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(ii) Let Ci, Ri, Hi be as in Example 3.2(i), for i = 1, 2 and let Cj , Rj be
arbitrary for j ≥ 3. Let K = N and X1 = {1, 2}, X2 = {1, 2, 3} and
Xj = {j, j + 1}, for j ≥ 3, so H∗,1 = H1 ∗H2, H∗,2 = H1 ∗H2 ∗H3 and
H∗,j = Hj ∗ Hj+1, j ≥ 3. Let si be as in Example 3.2(i), for i = 1, 2
and let sj = ∅, for j ≥ 3. For i = 0 or 1, the equation Wi of Example
3.2(i) is an equation with environment ((Xi)i∈K ; (Hi)i∈I ; (Gi)i∈K)
Λ and
basis (1, 2), with Gi defined as usual. The support of Wi is (X
′
1, X
′
2),
where X ′i is the set Xi of Example 3.2(i). Therefore Wi is an equation
with environment (X ′1, X
′
2;H1, H2;G
′
1, G
′
2)
Λ and basis (1, 2), forG′i defined
as usual. Moreover Wi has a solution with respect to the first named
environment if and only if it has a solution with respect to the latter.
The next example illustrates equations corresponding to some common group
theoretic questions.
Example 3.3. Let I = N, and let Ci, Ri (and Hi) be given, for all i ∈ I. Let
K = {1}, X1 be a recursive subset of I and s1 ⊆ H∗,1 and G1 be defined as usual.
Let w = (w1) and let W = (w = 1, β,L), where w1, β and L are described below.
The equation W will in each case have environment (X1; (Hi)i∈I ;G1)
Λ and basis
(1).
(i) Let w1 = d1 and β(d1) = (h1, λ1), where h1 ∈ H∗,1. Assume L contains
the subsystem L0 consisting of the inequality λ1 6= 0 and the congruence
λ1 ≡ 0( mod l(h1)). As no elements of X occur in W , given a solution α
to L we may determine whether there is a solution (φ, α) to W by setting
φ = αˆβ and evaluating φ(w1). If there is a solution then we have h
m
1 = 1 in
G1, where ml(h1) = α(λ1). When L = L0 finding a solution is equivalent
to showing that h1 has finite order.
(ii) With w1 and L as in the previous case let β(d1) = (h1, λ1)(h2, l(h2)),
where h1, h2 ∈ H∗,1. Again, given a solution α to L we may determine
whether there is a solution (φ, α) to W by setting φ = αˆβ and evaluating
φ(w1). If there is a solution then we have h
m
1 = h2 in G1, with m as before
a non–zero integer.
(iii) Let w1 = d1x
−1
2 d2x2 and β(di) = (hi, λi), where hi ∈ H∗,1, for i = 1, 2.
Assume L contains the subsystem L0 consisting of the inequalities λi 6= 0
and the congruences λi ≡ 0( mod l(hi)), for i = 1, 2. If there is a solution
then hm1 is conjugate to h
n
2 in G1, for some non–zero integers m and n.
When L = L0 finding a solution is equivalent to showing that some power
of h1 is conjugate to a power of h2. If L is the union of L0 with the
equation λ2 = l(h2) then finding a solution is equivalent to showing that
some non–trivial power of h1 is conjugate to h2.
3.1. Quadratic equations and genus. Let I and K be recursive sets and for
each k ∈ K let Xk be a recursive subset of I. Let H∗,k be the free–product defined
in (3.1), for all k ∈ K. Let sk be a recursively enumerable subset of H∗,k and define
Gk as in (3.2). Let L be a consistent parameter system. Let z = (z1, . . . , zn) be an
n–tuple of elements of F (HΛ) such that zi is constrained by L and supp(zi) ⊆ Xai ,
for some ai ∈ K, for i = 1, . . . , n. The set of all such z is denoted by
( ∪˙ k∈KH
Λ
∗,k,L).
Let n = (n1, . . . , nk), t = (t1, . . . tk) and p = (p1, . . . , pk) be k–tuples of integers
such that (n, t,p) is a positive 3–partition of (n, t, p), for some integers t and p.
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Define ξj = ξj(n, t,p), for 1 ≤ j ≤ k, as in (2.1) and define
µ1 = µ1(n) = 0 and
µj+1 = µj+1(n) = µj + nj , for j = 1, . . . , k.(3.9)
If z ∈ ( ∪˙ k∈KHΛ∗,k,L) and there exist a1, . . . , ak ∈ K such that supp(zi) ⊆ Xaj ,
for all i with 1+µj ≤ i ≤ µj+1 and for j = 1, . . . , k, then we say that z is supported
over n with basis (a1, . . . , ak).
Assume that z is supported over n with basis (a1, . . . , ak). Define a map β =
β(z,n, t,p) from the subset ∪kj=1{dξj+1, . . . , dξj+nj} of D to F (H
Λ) by
(3.10) β(dξj+i) = zµj+i, for j = 1, . . . , k,
and let q = q(n, t,p). The quadratic exponential equation associated to (z,L,n, t,p)
is defined to be the equation (q = 1, β,L) which we denote by Q = Q(z,L,n, t,p).
Note that Q is an equation with environment ((Xk)k∈K ; (Hi)i∈I ; (Gk)k∈K)
Λ and
basis (a1, . . . , ak).
Definition 3.4. The L–genus of z in (Gk : k ∈ K), denoted L–genus(z) is the
set of positive 3–partitions (n, t,p) such that z is supported over n and Q has a
solution.
Now let (h,n, t,p) be a positive 4–partition. We shall denote by
(3.11) ( ∪˙ k≥1H
Λ
∗,k,L,n,h)
the set of n–tuples z ∈ ( ∪˙ k∈KHΛ∗,k,L) such that z is supported over n, and∑nj
i=1 |zµj+i|Λ ≤ hj , for j = 1, . . . , k. (Note that given the latter condition the jth
exponential coordinate h′j of Q satisfies h
′
j ≤ hj, for all j.) If the setK has a unique
element, s say, and Xs = I then we write
(HΛ,L,n,h)
instead of (3.11) and to simplify notation we sometimes use the latter even though
K has more than one element.
Given z =
∏η
i=1(hi, fi) ∈ F (H
Λ) define
(3.12) ω(z) =
η∑
i=1
l(hi)(l(hi)− 1).
Define
| s| = max{l(s) : s ∈ sj , j ∈ K},(3.13)
W0(z) =
n∑
i=1
ω(zi), where ω(zi) is defined in (3.12),(3.14)
W1(z) =
n∑
i=1
| zi|, where | zi| is defined in (3.6),(3.15)
W2(z) = max{l(h) : (h, f) occurs in zi, for some i} and(3.16)
W3(z) = max{| s|,W
2
2 (z)}.(3.17)
We use Wi instead of Wi(z) when appropriate.
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Next define
(3.18) M(j) =

W 22 + 1, if j = 0
W3W
2
2 (W
2
2 + 2| s|
2(| s|/2 + 1)2), if j = 1
8| s|12W 22 + | s|, if j = 2
and
(3.19) M(z) = max{M(j) : j = 0, 1, 2}.
Let the HΛ–length of zi be | zi| = ηi, for i = 1, . . . , n. Define
µ˜1 = 0 and
µ˜j+1 = µ˜j + ηj , for j = 1, . . . , n(3.20)
(so µ˜n+1 =W1). Write
zj =
ηj∏
i=1
(hi+µ˜j , fi+µ˜j ),
for j = 1, . . . , n. Consider the list
(h1, f1), . . . , (hW1 , fW1)
of letters occuring in the above expressions for z1, . . . , zn. We call the pth element
(hp, fp) of this list the pth letter of z, for 1 ≤ p ≤W1.
Let λ1, . . . , λ|W1| be distinct elements of Λ. For each p such that (hp, fp) is a
proper exponential H–letter define
(hp, fp) = (hp, λp) ∈ H
Λ.
For each p such that (hp, fp) is a degenerate exponential H–letter define
(hp, fp) = (hp ∧ fp, fp) ∈ H
Λ.
For j = 1, . . . n, let
zj =
ηj∏
i=1
(hi+µj , fi+µj ),
and define z = (z1, . . . , zn). Given p such that (hp, fp) is a proper exponential H
Λ–
letter let kp be the unique integer such that L implies fp ≡ kp( mod l(hp)) and
0 ≤ kp < l(hp). Define the homogeneous system of parameters H = H(z) associated
to z and L to be the parameter system:
λp − 1 ≥ 0,
λp − kp ≡ 0( mod l(hp)),
for all p with 1 ≤ p ≤ W1 such that (hp, fp) is a proper exponential H–letter and
l(hp) > 1. Then z is constrained by H(z) and supported over n and
n∑
i=1
| zi|Λ =
n∑
i=1
| zi|Λ,
so z ∈ ( ∪˙ k∈KHΛ∗,k,H,n,h).
Definition 3.5. Let z ∈ ( ∪˙ k∈KHΛ∗,k,L,n,h). The homogeneous equation associ-
ated to z is the quadratic exponential equation QH = QH(z,H,n, t,p) associated
to (z,H,n, t,p).
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Example 3.6. With I, Ci, Ri, K, Xk, sk, H∗,k, and Gk as in Example 3.2(i) let
z1 = (c22, λ1),
z2 = (c12c22c21, 2)(c11c22c21, f1)(c11c22, 2), and
z3 = (c21c22c
2
11, f2)(c22c
2
11, 2),
where f1 = λ1− 2 and f2 = λ1 −λ2. Let L0 and L1 be as in Example 3.2(i). Then
z = (z1, z2, z3) is constrained by Li, i = 1, 2. Let n = 3, t = p = 0 and n = (1, 2).
As supp(z1) = X1 and supp(zi) = X2, i = 1, 2, z is supported over n with basis
(1, 2). Since t = p = 0 we have t = p = (0, 0), µj = ξj , for j = 0, 1, 2 and µ1 = 0,
µ2 = 1 and µ3 = 3. The map β from {d1, d2, d3} to F (HΛ) satisfies β(di) = zi, for
i = 1, 2, 3. We have q = (q1, q2), where q1 = x
−1
1 d1x1 and q2 = x
−1
2 d2x2x
−1
3 d3x3.
Let Qi = Q(z,Li,n, t,p), for i = 1, 2 and let Wi be as given in Example 3.2(i). A
solution to Qi is also a solution toWi. A solution (φ, α) toWi gives rise to solutions
for Qi: a solution is obtained by setting φ(x1) equal to any element of H∗,1 and
φ(x2) = 1 ∈ H∗,2. Since we found solutions for W1 and W2 in Example 3.2(i) it
follows that (n, t,p) ∈ Li–genus(z), for i = 1, 2.
We have ω(z1) = 0, ω(z2) = 6 and ω(z3) = 4 and | s| = 4 so W0 = 10. We have
| z1| = 1, | z2| = 3 and | z3| = 2 so W1 = 6. As W2 = 2 we have W3 = 4. We have
M(0) = 4, M(1) = 576 and M(2) = 131074 so M(z) = 131074.
We have µ˜1 = 0, µ˜2 = 1, µ˜3 = 4 and µ˜4 = 6 so
z1 = (c22, λ1),
z2 = (c12c22c21, 2)(c11c22c21, λ3)(c11c22, 2), and
z3 = (c21c22c
2
11, λ6)(c22c
2
11, 2),
Then H consists of the inequalities λp − 1 ≥ 0, for p = 1, 3, 6, and the congruences
λp ≡ 0( mod 2), for p = 3, 6. The homogeneous equation associated to z is QH =
(q = 1, βH,H), where βH(di) = zi. Define φ from L(QH) to H∗,1 ∪˙ H∗,2 by
φ(xi) = 1, i = 1, 2 and φ(x3) = c11c22. Define α to be the retraction such that
α(λ1) = 6, α(λ3) = 4 and α(λ6) = 2. Then (φ, α) is a solution to QH. Compare this
solution to the solution (φ1, α1) to Wi given in Example 3.2(i). We have obtained
φ from φ1 and set α(λp) equal to the value α1(gp), where gp is the polynomial
occuring in the pth letter of z. The same construction fails using α0 from Example
3.2(i) because we obtain α(λ6) = 0.
Example 3.7. Let I, Ci, Ri, K, Xk, sk, H∗,k, and Gk as in Example 3.3. In this
case equations have environment (X1; (Hi)i∈I ;G1)
Λ.
(i) Let n = h = (1). The set (HΛ∗,1,L,n,h) consists of elements of the form
z = (u0(h, f)u1), where ui is a product of degenerate exponential letters,
that is ui ∈ F ((H∗,1,Λ)0), for i = 1, 2. The equation associated to such z
is Q = ((x−11 d1x1) = 1, β,L), where β(d1) = u0(h, f)u1. This is equivalent
to the equation Q′ = ((d1) = 1, β,L), in that solutions to Q are solutions
to Q′ and, given a solution to Q′ any value of φ(x1) gives a solution to
Q. Suppose that z = ((h, f)), f = λ1 and L contains the subsystem L0
consisting of λ1 6= 0 and λ1 ≡ 0( mod l(h)). Then Q′ is the equation
of Example 3.3(i). Hence (n, (0), (0)) ∈ L0–genus(z) if and only if h has
finite order in G1.
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On the other hand if z = ((h1, λ1)(h2, l(h2)) then, as in Example 3.3(ii),
(n, (0), (0)) ∈ L0–genus(z) if and only if hm1 = h2, for some non–zero
integer m.
(ii) Let n = (1) and h = (2). The set (HΛ∗,1,L,n,h) consists of elements
of the form z = (z1), where z1 ∈ HΛ∗,1, z1 = u0w1u1w2u2, with ui,∈
F ((H∗,1,Λ)0) and wi ∈ HΛ∗,1. The equation associated to such z is Q =
((x−11 d1x1) = 1, β,L), where β(d1) = z1. This is equivalent to the equation
Q′ = ((d1) = 1, β,L), as in the previous case. With z1 = (h1, λ1)(h2, λ2)
and L0 consisting of the inequalities λi 6= 0 and the congruences λi ≡ 0(
mod l(hi)) it follows that (n, (0), (0)) ∈ L0–genus(z) if and only if a non–
zero power of h1 is equal to a non–zero power of h2.
(iii) Let n = h = (2). The set (HΛ∗,1,L,n,h) consists of elements of the form
z = (z1, z2), where zi ∈ HΛ∗,1, zi = uiwivi, with ui, vi ∈ F ((H∗,1,Λ)0) and
either wi = (h1, f1)(h2, f2), with f1, f2 ∈ M\Z and wi−1 ∈ F ((H∗,1,Λ)0)
or w1 = (h1, f1), w2 = (h2, f2), with fi ∈ M (and wi may be triv-
ial). The equation associated to such z is Q = ((x−11 d1x1x
−1
2 d2x2) =
1, β,L), where β(di) = zi. This is equivalent to the equation Q′ =
((d1x
−1
2 d2x2) = 1, β,L), in the sense of the previous case of the Exam-
ple. With z = ((h1, λ1), (h2, λ2)) and L0 as in Example 3.3(iii) it follows
that (n, (0), (0)) ∈ L0–genus(z) if and only if a non–zero power of h1 is
conjugate to a non–zero power of h2.
4. Resolutions of quadratic equations
Throughout this section the sets I, K and Xk and the groups Hi, H∗,k and Gk
are defined as in Section 3, (3.1) and (3.2). In particular we assume that Hi has
solvable word problem, for all i ∈ I.
Given a k–tuple (a1, . . . , ak) of integers we say that the s–tuple (bi1 , . . . , bis) of
integers is a sub–basis of (a1, . . . , ak) if (b1, . . . , bk) is a permutation of (a1, . . . , ak)
and 1 ≤ i1 < i2 < · · · < is ≤ k.
Definition 4.1. Let W = (w = 1, β,L) be a constrained quadratic exponential
equation with environment ((Xk)k∈K ; (Hi)i∈I ; (Gk)k∈K)
Λ and basis (a1, . . . , ak).
Let R be a set R = {Wi = (wi = 1, γi,Li) : i = 1, . . . , n} of constrained quadratic
exponential equations such thatWi has environment ((Xk)k∈K ; (Hi)i∈I ; (Gk)k∈K)
Λ
and basis equal to a sub–basis of (a1, . . . , ak), for i = 1, . . . , n. Then R is called a
resolution of W if the following conditions hold.
(i) If W has a solution then Wi has a solution, for some i.
(ii) There is an algorithm which, given a solution to Wi, for some i, outputs a
solution to W in (Gk)k∈K .
A resolution R ofW is said to have property P if every element of R has property
P .
Theorem 4.2 (cf. [15, Proposition 2.2]). Let W = (w = 1, β,L) be a constrained
quadratic exponential equation. Then there exists an algorithm which, given input
W , outputs a resolution of W in standard form.
Proof. Let w = (w1, . . . , wk) and let (b
i
1, . . . , b
i
ni
) be a boundary labels list for
wi, i = 1, . . . , k. Choose η ∈Autf (F ) using Proposition 2.1, such that η is an
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admissible transformation of (w,b) to (v,d), where v = q(n, t,p), with n, t and
p as described in Proposition 2.1, and η(F (D)) = F (D).
Let T = L(w) and define U = ∪a∈TL(η(a)) so L(v) ⊂ U . Since η fixes all
but finitely many elements of D ∪˙ X there is a finite set V ⊂ D ∪˙ X such that
η(F (V )) = F (V ) and T ∪ U ⊂ V . Then D ∩ T ⊂ D ∩ V so we may define a map
β∗ : F (D ∩ V ) −→ F (HΛ) with β∗(d) = β(d), for all d ∈ D ∩ T and β∗(d) = 1, for
all d /∈ D ∩ T .
As η(F (D)) = F (D) we have η(F (D∩V )) = F (D∩V ), so we may define a map
δ∗ : F (D∩V ) −→ F (HΛ) by δ∗ = β∗◦η−1|F (D∩V ). Define δ : F (LD(v)) −→ F (H
Λ)
by δ = δ∗|F (LD(v)). If d ∈ LD(v) then d = η˜(b
i
j), for appropriate i and j, so
δ(d) = δ∗(d) = β∗η−1(d) = β∗(bij) = β(b
i
j). It follows that (v = 1, δ,L) is a
constrained quadratic exponential equation with the same environment and basis
as W .
Suppose (µ, α) is a solution to (v = 1, δ,L). Let Ti = LX(wi) and Ui =
∪x∈TiL(η(x)), for i = 1, . . . , k. Let Si = LX(vi) and Vi = ∪x∈SiL(η
−1(x)), for
i = 1, . . . , k. Define a map µ∗ : V −→ H by
µ∗(a) =

µ(a), if a ∈ L(v)
αˆδ∗(a), if a ∈ D ∩ V \L(v)
any element of H∗,ai if a ∈ Ui\L(v)
any element of H otherwise
,
and extend µ∗ to a homomorphism from F (V ) to H . (Thus if a ∈ D ∩ V then
µ∗(a) = αˆδ∗(a).) If d ∈ D ∩ T then η(d) ∈ F (D ∩ U) so µ∗(η(d)) = αˆδ∗(η(d)) =
αˆβ∗(d) = αˆβ(d). Also µ∗η(a) ∈ H∗,ai , for all a ∈ L(wi), and µ
∗η(wi) is conjugate
in H∗,ai to µ
∗η˜(wi) = µη˜(wi) = µ(vi) ∈ Nai , for i = 1, . . . , k. It follows that,
setting φ = µ∗ ◦ η|F (T ), we have a solution (φ, α) to W .
Conversely suppose (φ, α) is a solution to W . Define a map φ∗ : V −→ H by
φ∗(a) =

φ(a), if a ∈ T
αˆβ∗(a), if a ∈ D ∩ V \T
any element of H∗,ai if a ∈ Vi\T
any element of H otherwise
,
and extend φ∗ to a homomorphism φ∗ : F (V ) −→ H . Define µ = φ∗ ◦ η−1|L(v).
Then µ(a) ∈ H∗,ai , for all a ∈ L(vi), and µ(vi) = φ
∗η−1(vi) is conjugate to
φ∗(wi) ∈ Nai , for i = 1, . . . , k. If d ∈ LD(v), we have µ(d) = φ
∗η−1(d) =
αˆβ∗η−1(d) = αˆδ∗(d) = αˆδ(d). Hence (µ, α) is a solution to (v = 1, δ,L). It
follows that R = {(v = 1, δ,L)} is a resolution of W in standard form. Since
η, Ui, Vi, β
∗, δ∗, L(w) and L(v) may all be effectively constructed there exists an
algorithm as claimed.
The process of finding η,v, U, V, β∗, δ∗, L(w) and L(v) is called reduction to
standard form.
Let u be an element of F (HΛ) such that u is constrained by a parameter system
L. We say (u,L) has HΛ(i)–redundancy if condition i below holds and that (u,L)
has HΛ–redundancy if (u,L) has HΛ(i)–redundancy for some i, with 1 ≤ i ≤ 7.
i =1: A generator (h, f) ∈ HΛ occurs in u with h = 1 ∈ H .
i =2: A generator (h, f) ∈ HΛ occurs in u and L implies that f = 0.
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i =3: A proper exponential H–letter (a, f) occurs in u with a = as0, where a0 is
a cyclically reduced element of H , s ∈ Z, | s| > 1 and l(a) = m > 1.
i =4: A generator (h, f) ∈ HΛ occurs in u with exponent −1.
i =5: The word u contains a subword (a1, f1) · · · (an, fn), where (ai, fi) ∈ HΛ
and either
(a) n > 1 and f1, . . . , fn ∈ Z or
(b) there is at least one i such that (ai, fi) is a proper exponential H–
letter and, for each i = 1, . . . , n, if (ai, fi) is a proper exponential
H–letter then L implies that fi = mi ∈ Z.
i =6: The word u contains a subword (a, f)(b, g), where (a, f), (b, g) ∈ HΛ at
least one of which is a proper exponential H–letter, l(a) = l(b) = m, L
implies that f ≡ k( mod m), for some k with 0 ≤ k < m, a = g1 · · · gm,
gi ∈ Hki and b
ε = gk+1 · · · gmg1 · · · gk, with ε = ±1.
i =7: The word u contains a subword (a, f)(b, g), where (a, f), (b, g) ∈ HΛ at
least one of which is a proper exponential H–letter, l(a) = m, l(b) = n,
a = a1 · · · am, b = b1 · · · bn, ai ∈ Hki , bj ∈ Hlj , L implies that f ≡ k(
mod m), for some k with 0 ≤ k < m, and ak = b
−1
1 ∈ H .
If (u,L) has no HΛ–redundancy it is said to be HΛ–irredundant. The equation
(w = 1, β,L) is said to be HΛ–redundant if (β(d),L) is HΛ–redundant, for some
d ∈ LD(w), and HΛ–irredundant otherwise.
If s ∈ Z, with 1 ≤ s ≤ 7, and (u,L) is HΛ(i)–irredundant for i = 1, . . . , s we say
(u,L) is HΛ(1, s)–irredundant. The equation (w = 1, β,L) is HΛ(1, s)–irredundant
if (β(d),L) is HΛ(1, s)–irredundant, for all d ∈ LD(w).
Given a constrained quadratic exponential equation W = (w = 1, β,L) and
d ∈ LD(w), suppose (β(d),L) has HΛ(i)–redundancy. For each i we define a
set R(W, i) of constrained quadratic exponential equations. When i 6= 4 the set
R(W, i) = {W ′}, where W ′ = (w = 1, β′,L) with β′ obtained from β by setting
β′(d′) = β(d′), if d′ 6= d and β′(d) equal to an element of F (HΛ) dependent on i as
follows.
i =1 or 2: Delete, from β(d), all occurrences of the generator (h, f) at which redun-
dancy occurs and freely reduce the resulting word, to give β′(d).
i =3: If HΛ(3)–redundancy occurs at a subword (a, f) of β(d), where a = as0, as
in the description ofHΛ(3)–redundancy above, then replace all occurrences
of (a, f) in β(d) by (a0, f), to give β
′(d). Note that, if L implies that f ≡ k(
mod l(a)) then L implies that f ≡ k( mod l(a0)).
i =5: Suppose HΛ(5)–redundancy occurs at a subword (a1, f1) · · · (an, fn) of
β(d). For i such that (ai, fi) is a proper exponential H–letter set mi ∈ Z
such that L implies fi = mi. For all other i set mi = fi. Set ci = ai ∧mi,
for i = 1, . . . , n, to give β′(d). Replace (a1, f1) · · · (an, fn) in β(d) by (c, h),
where c = c1 · · · cn and h = l(c) ∈ Z.
i =6: If HΛ(6)–redundancy occurs at a subword (a, f)(b, g) of β(d) then replace
all occurrences of (a, f)(b, g) in β(d) by (a, f+εg), to give β′(d). Note that,
if L implies that f ≡ k( mod m) and g ≡ l( mod m), then L implies that
f + εg ≡ k + εl( mod m).
i =7: Suppose HΛ(7)–redundancy occurs at a subword (a, f)(b, g) of β(d), as
described in the case i =7 above. We obtain β′(d) from β(d) as follows.
If (a, f) and (b, g) are both proper exponential H–letters then replace
all occurrences of (a, f)(b, g) in β(d) by (a, f − 1)(b2 · · · bnb1, g − 1). If
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(a, f) is a proper exponential H–letter but (b, g) is not then replace all
occurrences of (a, f)(b, g) in β(d) by (a, f −1)(τ(b, g−1), g−1). If (b, g) is
a proper exponential H–letter but (a, f) is not then replace all occurrences
of (a, f)(b, g) in β(d) by (ι(a, f − 1), f − 1)(b2 · · · bnb1, g − 1).
We consider finally the case where W has occurrence of HΛ(4)–redundancy.
i =4: Suppose β(d) = w0(h, f)
−1w1, where wi ∈ F (HΛ), (h, f) ∈ HΛ and β(d)
is reduced as written. If (h, f) is a degenerate exponential H–letter then
f = l(h) and we define β1 : F (LD(w)) −→ H by β1(d) = w0(h−1, f)w1
and β1(d
′) = β(d′), for d′ 6= d. Then R(W, 4) = {(w = 1, β1,L)}.
On the other hand, if (h, f) is a proper exponential H–letter, let m =
l(h) and let k ∈ Z, such that 0 ≤ k < m and L implies that f ≡ k(
mod m). For i = 1, 2 define βi : F (LD(w)) −→ F (H
Λ) by βi(v) = β(v), if
v 6= d,
β1(d) = w0([ι(h, k)
−1τ(h,m− k)−1], f)w1
and
β2(d) = w0([τ(h, k)ι(h,m − k)],−f)w1.
Let L1 = L ∪ {f ≥ 0}, let L2 = L ∪ {−f > 0}. Then any solution α to L
is a solution to either L1 or L2 and, if α is a solution to Li, we have
αˆβ(d′) = αˆβi(d
′), for all d′ ∈ LD(w), i = 1, 2.
Define Wi = (w = 1, βi,Li), for i = 1, 2 and set R(W, 4) = {W1,W2}.
Lemma 4.3. Let W = (w = 1, β,L) be a constrained quadratic exponential
equation. Then there exists an algorithm which, given W , outputs an HΛ(1, 4)–
irredundant resolution R of W in standard form.
Proof. We may assume, using Theorem 4.2, that W is in standard form. The
solvability of the word problem for H allows us to determine whether W con-
tains an occurrence of HΛ(i)–redundancy, for some fixed i, 1 ≤ i ≤ 3, and to
find an occurrence if one exists. Replacing W by the unique equation of the set
R(W, i) we obtain an equation W ′ with fewer occurrences of HΛ(i)–redundancy
than W . Repeating this process we eventually obtain an equation W ′ which is
HΛ(i)–irredundant, for i = 1, 2 and 3. We may now eliminate an occurrence of
HΛ(4)–redundancy by replacing {W ′} with R(W ′, 4), if necessary. Note that, by
construction, no element of R(W ′, 4) contains an occurrence of HΛ(i)–redundancy,
with i = 1, 2 or 3. We may repeat the removal of occurrences of HΛ(4)–redundancy
on elements of R(W ′, 4) to obtain a set R of HΛ(1, 4)–irredundant, constrained,
quadratic exponential equations.
It remains to show that if W is a constrained quadratic exponential equation
then R(W, i) is a resolution of W , for i = 1, 2, 3, 4. This is easy to see if i = 1 or 2.
Suppose we haveHΛ(3)–redundancy at the occurrence of (a, f) in β(d) = w0(a, f)
εw1,
where ε = ±1 and d ∈ LD(w). As W is constrained, L implies that f ≡ k(
mod m), for some integer k, with 0 ≤ k < m. Let a0 be a cyclically reduced
word and s > 1 an integer such that a = as0. By definition of H
Λ(3)–redundancy
l(a0) > 0. Set n = l(a0) and let p, l ∈ Z such that k = pn + l, with 0 ≤ l < n.
Assume α is a solution to L. Then, if α(f) ≥ 0, say α(f) = qsn + k = qm + k,
we have αˆ(a, f) = aqι(a, k) = asq0 a
p
0ι(a0, l) = a0 ∧ (qsn + pn + l) = αˆ(a0, f). On
the other hand, if α(f) < 0, say −α(f) = qm + k, then αˆ(a, f) = a−qι(a−1, k) =
a−sq0 a
−p
0 ι(a
−1
0 , l) = a0 ∧ −(qsn+ pn+ l) = αˆ(a0, f). Hence, if α is a solution to L
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then αˆβ(d) = αˆβ′(d), for all d ∈ LD(w). Therefore solutions of W and W ′ coincide
and R(W, 3) is a resolution of W .
When HΛ(4)–redundancy occurs at a exponential H–letter which is not proper,
then the resulting set R(W, 4) is clearly a resolution of W . In the remaining case a
solution to W is also a solution toWi, for i = 1 or 2. Conversely given a solution to
Wi it is a solution to W . It follows that R(W, i) is a resolution of W , for i = 1, 2, 3
and 4.
As w is the quadratic word appearing in every element of each of the resolutions
used above to replace W , the resolution obtained is also in standard form.
The application of the algorithm of Lemma 4.3 to produce anHΛ(1, 4)–irredundant
resolution of an equation is called HΛ(1, 4)–reduction.
The dual of a exponential H–letter (a, f) is
(a, f)∗ = (a−1,−f).
Note that ((a, f)∗)∗ = (a, f). There is a well–defined map ν : HΛ −→ F (HΛ) given
by ν(a, f) = (a, f)∗ and ν(b, g) = (b, g), if (b, g) 6= (a, f). Such a map induces an
endomorphism ν of F (HΛ), called the dualization at (a, f).
We define the deletion at (a, f) ∈ HΛ to be the endomorphism of F (HΛ) defined
by δ(a, f) = δ((a, f)∗) = 1 and δ(b, g) = (b, g), for all (b, g) 6∈ {(a, f), (a, f)∗}.
Let W = (w = 1, β,L) be a constrained quadratic exponential equation. Dual-
ization at (a, f) is admissible for W if (a, f) occurs in β(d), for some d ∈ LD(w)
and if L ∪ {−f > 0} is consistent. Deletion at (a, f) is admissible for W if (a, f)
occurs in β(d), for some d ∈ LD(w) and if L ∪ {f = 0} is consistent.
Define M(w, β) = {f ∈M : (a, f) occurs in (w, β)}. Then W is called positive
if it is HΛ(1, 4)–irredundant and L implies that f > 0, for all f ∈M(w, β).
Lemma 4.4. Let W = (w = 1, β,L) be an HΛ(1, 4)–irredundant, consistent, qua-
dratic exponential equation. Then there exists an algorithm which, when given W ,
outputs a positive resolution of W in standard form.
Proof. If (a, f) is a degenerate exponential H–letter occuring in W and f < 0 then
we may replace (a, f) by (a−1,−f). We may therefore restrict attention to proper
exponential H–letters. Given f ∈ M(w, β) define HΛ(w, β, f) = {(a, f) ∈ HΛ :
(a, f) occurs in (w, β)}. Suppose f ∈ M(w, β) and assume that HΛ(w, β, f) =
{(a1, f), . . . , (an, f)} and that HΛ(w, β,−f) = {(an+1,−f), . . . , (an+p,−f)}. If
L∪{f < 0} is consistent, let νi be the dualization at (ai, f), i = 1, . . . , n+p, define
νf = νn ◦ · · · ◦ ν1 and set W−(f) = (w = 1, νf ◦ β,L ∪ {−f > 0}). If L ∪ {f = 0}
is consistent, let δi be the deletion at (ai, f). Define δ
f = δn+p ◦ · · · ◦ δn ◦ · · · ◦ δ1
and set W0(f) = (w = 1, δ
f ◦ β,L ∪ {f = 0}). Finally, if L∪ {f > 0} is consistent,
define ν−f = νn+p ◦ · · · ◦ νn+1 and set W+(f) = (w = 1, β,L ∪ {f > 0}). Let R0
be the set consisting of whichever of W−(f), W0(f) and W+(f) are defined. As L
is consistent R0 is non–empty.
Note that for any solution α to L we have
αˆ(a, f) = a ∧ α(f) = a−1 ∧ −α(f)
= a−1 ∧ α(−f) = αˆ(a−1,−f)
= αˆ((a, f)∗).
Hence (φ, α) is a solution to W with α(f) < 0 if and only if (φ, α) is a solution to
W−(f). Furthermore (φ, α) is a solution to W with α(f) > 0 or α(f) = 0 if and
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only if (φ, α) is a solution toW+(f) or W0(f), respectively. Thus R0 is a resolution
of W and as L is linear there is an algorithm which constructs R0 from input W .
LetN (W ) = {f ∈M(w, β) : L∪{f ≤ 0} is consistent } and suppose f ∈ N (W ).
By definition, f /∈ N (W+(f)). Also f /∈ N (W0(f)) ∪ N (W−(f)) as HΛ(w, δf ◦
β, f) = HΛ(w, νf ◦β, f) = ∅. Similarly −f /∈ N (W0(f))∪N (W−(f))∪N (W+(f)).
It follows that, for W ′ ∈ R0, we have | N (W ′)| < | N (W )|.
No HΛ(i)–redundancy, with i = 1, 3 or 4, is introduced in the process of forming
the elements of R0. If H
Λ(2)–redundancy occurs in some element W ′ of R0, then
its subsequent removal does not increase | N (W ′)|. Thus we may assume that R0
is HΛ(1, 4)–irredundant and repeat the above process on elements of R0. Eventu-
ally a positive resolution of W is obtained. As in the proof of Lemma 4.3 we may
assume that W and this resolution of W are both in standard form.
The process of forming a positive resolution is called positive HΛ(1, 4)–reduction.
Lemma 4.5. Let W = (w = 1, β,L) be a constrained, quadratic exponential
equation. Then there exists an algorithm which, when given W , outputs an HΛ–
irredundant, positive resolution of W in standard form.
Proof. Lemma 4.4 implies that we may assume that W is positive. If W con-
tains an occurrence of HΛ(5)–redundancy then the unique equationW ′ of R(W, 5),
described above, is positive. Clearly R(W, 5) is a resolution of W and W ′ has
fewer occurrences of HΛ(5)–redundancy than W . Furthermore the sum of expo-
nential length and HΛ–length decreases in passing from W to W ′. Then W ′ may
be HΛ(1, 4)–reduced, if necessary, to produce a resolution of W every element of
which is positive and has smaller exponential length or HΛ–length than W . We
may continue this process to arrive at a resolution which is positive and HΛ(1, 5)–
irredundant. We call the process of forming this resolution positive HΛ(1, 5)–
reduction.
Note that the solvability of the word problem in H allows the identification of
occurrences of HΛ(6)– and HΛ(7)–redundancy. Assume that W is an element of
the positive HΛ(1, 5)–irredundant resolution obtained in the previous paragraph.
Given an occurrence of HΛ(6)–redundancy we note that, as W is positive, the set
R(W, 6) defined above is a resolution ofW . Also, the unique element of R(W, 6) has
smaller HΛ–length than W . Hence we may form the resolution R(W, 6), to each
element of which we apply positive HΛ(1, 5)–reduction, if necessary, and repeat
the process. As none of the operations involved increases HΛ–length, this process
terminates and the resulting resolution is positive and HΛ(1, 6)–irredundant. We
call the process of forming this resolution positive HΛ(1, 6)–reduction.
Given W in the above resolution, suppose W contains an occurrence of HΛ(7)–
redundancy at (a, f)(b, g), as described in the definition of HΛ–redundancy. The
set R(W, 7) is a resolution of W , as W is positive. Let W ′ be the unique element of
this set. As above, we may form a positive HΛ(1, 6)–irredundant resolution R′, of
W ′, which is also a resolution of W . Elements of R(W, i), where i = 1, 2 or 6 have
smaller HΛ–length than W . The element of R(W, 3) has smaller H–length than
W . In the case of W ′ ∈ R(W, 5) the sum of the HΛ–length and exponential length
is smaller than that of W . No operation involved in positive R(1, 6)–reduction
increases any of HΛ–length, H–length or exponential length. Furthermore once
HΛ(4)-redundancy has been removed it is not reintroduced by any subsequent
removal of HΛ(i)–redundancy, for any other i. Hence we may assume that in this
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application of positive HΛ(1, 6)–reduction to form R′ we either reduce the sum of
HΛ–length, H–length and exponential length, or do nothing, and so introduce no
new occurrence of HΛ(7)–redundancy. (Note that if L implies f − 1 or g − 1 is
equal to 0 then the process of HΛ–reduction removes (a, f) or (b, g) from the image
of LD(w) under β.)
In forming R′ we construct β′ by replacing occurrences of u0 = (a, f)(b, g) by
a word u1. We call this the R7–process at u0. If (u1,L) is HΛ(7)–redundant the
R7–process can be repeated at u1, replacing u1 with u2. If this can be repeated
n times we obtain a sequence u0, . . . , un and we say that the R7–process can be
repeated n times at u0. Suppose that there exists an integer K (dependent only
on (a, f) and (b, g)) such that the R7–process can be repeated only K times, at
(a, f)(b, g). Then, provided this holds at all occurrences of HΛ(7)–redundancy, the
R7–process can be repeated at any further occurrences of HΛ(7)-redundancy to
form an HΛ–irredundant, positive resolution of W .
If (a, f) is a degenerate exponential H–letter then f ∈ Z and the R7–process can
be repeated at most f times at (a, f)(b, g). A similar statement holds if (b, g) is
degenerate. Suppose then that (a, f) and (b, g) are proper exponential H–letters.
Let l(a) = m, l(b) = n and assume first that L implies that f ≡ 0( mod m).
Suppose also that the R7–process can be repeated m+n times at (a, f)(b, g). Then,
for all r with 1 ≤ r ≤ m + n, we have a−1 ∧ r = b ∧ r. This implies in particular
that m = 1 if and only if n = 1. If m = n then W has HΛ(6)–redundancy, so we
may assume m 6= n and m,n > 1. Let r = m + n and u = a−1 ∧ r = b ∧ r. Then
u has periods m and n so, from [16], u has period e = gcd(m,n). As e|m and e|n,
both a and b have period e. Thus W also has HΛ(3)–redundancy, a contradiction.
Hence, when L implies f ≡ 0( mod m), the R7–process cannot continue for more
than m+ n− 1 iterations at (a, f)(b, g).
Now suppose that L implies f ≡ k( mod m), with 0 ≤ k ≤ m − 1. After k
iterations of the R7–process (a, f)(b, g) is replaced by (a, f − k)(b′, g− k), for some
cyclic permutation b′ of b. As L implies f − k ≡ 0( mod m), it follows that at
most m + n − 1 further iterations are possible. Hence the R7–process cannot be
repeated more than m+ n+ k − 1 < 2m+ n− 1 times at (a, f)(b, g).
Hence in all cases there is an integerK computable from (a, f)(b, g) such that the
R7–process can be repeated only K times at (a, f)(b, g). Thus, we can effectively
form an HΛ–irredundant, positive resolution of W . As in the proof of Lemma 4.3
we may assume that W and this resolution of W are both in standard form. This
completes the proof of the Lemma.
Let u ∈ F (HΛ) constrained by a system of parameters L. We say (u,L) is
cyclically HΛ–redundant if (u′,L) is HΛ–redundant, for some cyclic permutation u′
of u. If (u,L) is HΛ–irredundant and (u′,L) is cyclically HΛ–redundant for some
cyclic permutation of u we say (u,L) is strictly cyclically HΛ–redundant. In this case
if u = p1 · · · pn, with pi ∈ (HΛ)±1 then the word pnp1 must be HΛ(i)–redundant,
for i = 5, 6 or 7.
The equation (w = 1, β,L) is cyclically HΛ–redundant if β(d) is cyclically HΛ–
redundant for some d ∈ LD(w) and cyclically HΛ–irredundant otherwise.
Let W = (w = 1, β,L) be HΛ–irredundant. If d ∈ LD(w) and β(d) is cyclically
HΛ–redundant then we have β(d) = (b, g)p(a, f), where (b, g), (a, f) ∈ HΛ, p ∈
F (HΛ), and (a, f)(b, g) has HΛ(i)–redundancy, with i = 5, 6 or 7. Given this
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situation we define a set R′(W, i) = {(w = 1, βi,L)}, where βi(d′) = β(d′), for
d′ 6= d and βi(d) is dependent on i as follows.
i =5: β5(d) = p(c, h), where (c, h) is as defined in R(W, 5).
i =6: β6(d) = p(a, f + εg), where (a, f), (b, g) and ε are as described in the
definition of HΛ(6)–redundancy.
i =7: Let (a, f)(b, g) satisfy the conditions for HΛ(7)-redundancy. In the case
where (a, f) and (b, g) are both proper exponential H–letters then let
β7(d) = (b2 · · · bnb1, g − 1)p(a, f − 1). If (a, f) is a proper exponential
H–letter but (b, g) is not then β7(d) = (τ(b, g − 1), g − 1)p(a, f − 1).
If (b, g) is a proper exponential H–letter but (a, f) is not then β7(d) =
(b2 · · · bnb1, g − 1)p(ι(a, f − 1), f − 1).
Lemma 4.6. Let W = (w = 1, β,L) be a constrained quadratic exponential equa-
tion. Then there exists an algorithm which, given W , outputs a cyclically HΛ–
irredundant, positive resolution of W in standard form.
Proof. Given Lemma 4.5 we may assume W is HΛ–irredundant and positive. As
in the proof of Lemma 4.5 we may use the sets R′(W, i) to remove occurrences of
HΛ-redundancy in p(a, f)(b, g), at each stage replacing W by a set with elements
which are HΛ-irredundant, positive and such that either the sum of HΛ–length,
H–length and exponential length is smaller or there are fewer occurrences of cyclic
HΛ-redundancy than at the previous stage. It therefore suffices to show that each
of the sets R′(W, i) is a resolution of W .
Suppose we have an occurrence of cyclic HΛ-redundancy at β(d), as described
above, and suppose d occurs in wi. Let wi = u0x
−1dxu1 and β(d) = (b, g)p(a, f).
Suppose (φ, α) is a solution to W . Define φ′ : D ∪˙ X −→ H by φ′(v) = φ(v), if v ∈
D ∪˙ X\{x, d}. Define φ′(d) = αˆβi(d). If i = 5 or 6 define φ′(x) = (b∧α(g))−1φ(x).
If i = 7 define φ′(x) = b−11 φ(x). Then clearly φ
′|LD(w) = αˆβi and it is easy
to check that φ′(wi) = φ(wi). Hence (φ
′, α) is a solution to the unique element
Wi of R
′(W, i). Conversely, if (φ′, α) is a solution to Wi, for some i, then define
φ : F (D ∪˙ X) −→ H by φ(v) = φ′(v), for v ∈ D ∪˙ X\{x, d}, φ(d) = αˆβ(d) and
φ(x) using the same rules as above, relating φ and φ′. Then (φ, α) is a solution to
W . Hence R′(W, i) is a resolution of W in each case. As in the proof of Lemma 4.3
we may assume that W and these resolutions of W are in standard form.
Let a be a reduced word in H and s a set of words of H . Suppose that a has
a reduced subword u such that uv is a cyclic permutation of an element of s±1,
for some v ∈ H , with l(v) < l(u). Then we say that a is relator–reducible with
respect to (H, s). In this case, if a = a0ua1, where l(a) = l(a0) + l(u) + l(a1) and
ai ∈ H , we say that the reduced word representing a0v−1a1 ∈ H is an elementary
relator–reduction of a, with respect to (H, s), replacing u by v−1. If a is not relator–
reducible it is said to be relator–reduced, with respect to (H, s).
Let N be the normal closure of s ⊂ H . If the word problem is solvable in H
then given a ∈ H we may determine whether or not a is relator–reducible and if
so perform an elementary relator–reduction. This decreases the length of a and
so we may perform further elementary relator–reductions until a relator–reduced
word a′ ∈ H , with aN = a′N , is obtained. Then a′ is called a relator–reduction of
a, with respect to (H, s). A degenerate exponential H–letter (a, f) ∈ HΛ is said to
be relator–reducible, with respect to (H, s), if a is relator–reducible, with respect to
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(H, s). A non–degenerate exponential H–letter (a, f) ∈ HΛ is said to be relator–
reducible if some cyclic permutation of a is relator–reducible. A exponential H–
letter which is not relator–reducible is called relator–reduced. Let w = {w1, . . . , wk}
be a system of quadratic words. The equationW = (w = 1, β,L) with environment
((Xk)k∈K ; (Hi)i∈I ; (Gk)k∈K)
Λ and basis (a1, . . . , ak) is said to be relator–reducible
if an element (a, f) ∈ HΛ∗,ai , which is relator–reducible with respect to saj , occurs
in β(d) for some d ∈ LD(wi). Otherwise W is said to be relator–reduced.
Lemma 4.7. Let W = (w = 1, β,L) be a constrained, quadratic exponential equa-
tion. Then there exists an algorithm which, given W , outputs a relator–reduced,
cyclically HΛ–irredundant, positive resolution of W in standard form.
Proof. Given Lemma 4.6 we may assume W is cyclically HΛ–irredundant and
positive. Suppose a relator–reducible H∗,ai–letter (a, f) occurs in β(d), for some
d ∈ LD(wi), with β(d) = p0(a, f)p1. Assume first that (a, f) is degenerate. De-
fine an equation W ′ = (w = 1, β′,L) as follows. Let β′(d′) = β(d′), for all
d′ ∈ LD(w)\{d} and β′(d) = p0(a′, l(a′))p1, where a′ is a relator–reduction of
a with respect to (H∗,ai , sai). Clearly solutions of W and W
′ coincide and W ′
has smaller H–length than W . We may now replace W ′ by a positive, cyclically
HΛ–irredundant resolution of W ′, observing that none of the operations involved
increases H–length. This process may be repeated until a positive, cyclically HΛ–
irredundant resolution of W is obtained, with no relator–reducible degenerate ex-
ponential H–letters.
Assume then that all relator–reducible exponential H–letters occurring inW are
proper and that (a, f) is relator–reducible and occurs in β(d), with d ∈ LD(wi) and
that β(d) = p0(a, f)p1. Define crr(W ) to be the sum of lH(a, f) over all occurrences
of relator–reducible proper exponential H–letters occuring in W .
Suppose first that a is relator–reducible and has relator–reduction a0. Let a0 =
b−1a1b, where a1 is cyclically reduced and b is reduced. Suppose L implies that
f ≡ k( mod l(a)), with 0 ≤ k < l(a). Let λ ∈ Λ such that λ does not occur
in W and let c = ι(a, k). Suppose c has relator–reduction c0. Define equations
Wi = (w = 1, βi,Li), for i = 0 and 1, as follows. Let βi(d′) = β(d′), for all d′ 6= d,
let β0(d) = p0(c0, l(c0))p1 and let β1(d) = p0(b
−1, l(b))(a1, λl(a1))(bc0, l(bc0))p1.
Set L0 = L ∪ {f = k} and L1 = L ∪ {g = 0, λ > 0}, where g = f − k − λl(a).
The pair (φ, α) is a solution to W0 if and only (φ, α) is a solution to W with
α(f) = k. Suppose (φ, α) is a solution to W . If α(f) = ql(a) + k, then we may
assume that q ≥ 0, since W is positive, and in the light of the previous remark we
assume that q > 0. Given that q > 0, define a retraction α′ :M −→ Z by α′(µ) =
α(µ), for all µ ∈ Λ\{λ}, and α′(λ) = q. We have αˆ′β1(d) = αˆ(p0)b−1a
q
1bc0αˆ(p1),
so αˆ′β1(d)Nai = αˆβ(d)Nai . Thus, if φ
′ : F (LD(w)) −→ H is defined by φ′(a) =
φ(a), for a 6= d and φ′(d) = αˆ′β1(d) we have φ′|LD(w) = αˆ
′β1 and φ
′(wj)Naj =
φ(wj)Naj = Naj , for all j. Hence (φ
′, α′) is a solution to W1.
Conversely, given a solution (φ′, α′) to W1 we have, since L1 implies that g = 0,
that l(a)α′(λ) = α′(f) − k = ql(a) so αˆ′β1(d)Nai = αˆ
′β(d)Nai . Therefore, if we
define φ : F (L(w)) −→ H by φ|L(w)\{d} = φ
′|L(w)\{d} and φ(d) = αˆ
′β(d) it follows,
since φ(wj)Naj = φ
′(wj)Naj , for all wj , that (φ, α
′) is a solution to W . Hence
R = {W0,W1} may be effectively constructed, given W , and is a resolution of W .
Note that although a1 is relator–reduced it may have a cyclic permutation which
is relator–reducible. However l(a1) < l(a) so crr(W1) < crr(W ), in any case.
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Now suppose β(d) = p0(a, f)p1, L implies that f ≡ k( mod l(a)), a is relator–
reduced but that a = a′a′′ and the cyclic permutation a′′a′ of a is relator–reducible.
Let a′′a′ have relator–reduction a0 and let a0 = b
−1a1b, where a1 is cyclically
reduced. Define the equations Wi = (w = 1, βi,Li), for i = 0, 2 and 3 as follows.
Let W0 be as above and, for i = 2 and 3, let βi|LD(w)\{d} = β|LD(w)\{d}. Define
β2(d) = p0(a2, l(a2))p1,
where a2 is the relator–reduction of a ∧ (l(a) + k). Define
β3(d) = p0(d0, l(d0))(a1, λl(a1))(d1, l(d1))p1,
where λ ∈ Λ but λ does not occur in W , d0 is the relator–reduction of a′b−1 and
d1 is the relator–reduction of ba
′′ι(a, k). Let L2 = L ∪ {f − l(a) + k = 0} and
L3 = L ∪ {g = 0, λ > 0}, where g = f − λl(a) − (k + l(a)). Let R
′ be the set
consisting of those of W0,W2 and W3 that are defined. Then as in the case where
a is reducible it follows that R′ is a resolution of W and again crr(Wi) < crr(W ),
for i = 0, 2, 3.
Note that, as W is positive, elements of R or R′ are positive. We may now re-
place each element of R or R′ by a cyclically HΛ–irredundant, positive resolution,
observing that this process introduces no new occurrences of relator–reducibility at
proper exponential H–letters. After removal of any relator–reducibility which may
have been introduced at degenerate exponential H–letters we obtain a resolution
of W every element of which is cyclically HΛ–irredundant, positive and has no
relator–reducible degenerate exponential H–letters. Furthermore elements W ′ of
this resolution satisfy crr(W ′) < crr(W ) since this is true of R and R′. Continuing
this process we obtain, eventually, the required resolution (when crr(W ′) = 0). As
in the proof of Lemma 4.3 we may assume that W and this resolution are both in
standard form.
As before, letW = (w = 1, β,L) be a constrained quadratic exponential equation
with basis (a1, . . . , ak). Let s be a cyclic permutation of an element of s
±1
ai
such
that s = sm0 , where s0 is cyclically reduced, m ≥ 1 and s0 ∈ H∗,ai . Suppose a
proper exponential letter (s0, f) ∈ HΛ∗,ai occurs in the ith component of W : that is
there exists d ∈ LD(wi) such that β(d) = p0(s0, f)p1, for some p0, p1 ∈ F (HΛ∗,ai).
Then we say that (s0, f) is a relator–unconstrained exponentialH–letter occuring in
β(d), with respect to (H∗,ai , sai). The equationW is called relator–unconstrained if
a relator–unconstrained exponential H–letter occurs in β(d), for some d ∈ LD(w)
and relator–constrained otherwise.
Lemma 4.8. Let W = (w = 1, β,L) be a constrained, quadratic exponential
equation. Then there exists an algorithm which, given W , outputs an relator–
constrained, relator–reduced, cyclically HΛ–irredundant, positive resolution of W
in standard form.
Proof. Given Lemma 4.7 we may assume W is relator–reduced, cyclically HΛ–
irredundant and positive. Suppose that a relator–unconstrained exponential H–
letter (s0, f) occurs in W , say β(d) = p0(s0, f)p1, for some d ∈ LD(wu), where
s = sm0 is a cyclic permutation of an element of s
±1
au
, m ≥ 1, 1 ≤ u ≤ k.
Let {j1, . . . , jp} be the set of integers such that 0 < ji < l(s)/2 and Li =
L ∪ {f ≡ −ji( mod (l(s))} is consistent, for i = 1, . . . , p. Let {jp+1, . . . , jp+q} be
the set of integers such that 0 ≤ ji ≤ l(s)/2 and Li = L ∪ {f ≡ ji( mod (l(s))}
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is consistent, for i = p + 1, . . . , p + q. Let T = LD(w) and, for i = 1, . . . , p,
define βi : LD(w) −→ F (HΛ) by βi|T\{d} = β|T\{d} and βi(d) = p0(s
−1
0 ∧ ji, ji)p1.
For i = p + 1, . . . , p + q, define βi : F (H
Λ) −→ H by βi|T\{d} = β|T\{d} and
βi(d) = p0(s0 ∧ ji, ji)p1. Let Wi = (w = 1, βi,Li), for i = 1, . . . , p + q and
R = {W1, . . . ,Wp+q}.
For all i it follows that Wi is a positive, constrained, quadratic exponential
equation with smaller exponential length than W . To see that R is a resolution
of W , suppose first that (φ, α) is a solution to W . Let α(f) = bl(s) + c, where
0 ≤ c < l(s), b, c ∈ Z. There is either an i such that c = ji, with p+ 1 ≤ i ≤ p+ q,
or there is an i such that c = l(s)− ji, with 1 ≤ i ≤ q. In either case α is a solution
to Li. Fix such an i and define φ′ : F (L(w)) −→ H by φ′|L(w)\{d} = φ|L(w)\{d}
and φ′(d) = αˆβi(d). Assume first that p + 1 ≤ i ≤ p + q so that 0 ≤ ji ≤ l(s)/2.
Then
φ′(d) = αˆ(p0)(s0 ∧ ji)αˆ(p1)
= αˆ(p0)s
−b(s0 ∧ α(f))αˆ(p1).
Thus φ′(d)Nau = φ(d)Nau and (φ
′, α) is a solution to Wi. Similarly, if 1 ≤ i ≤ q,
so that 0 < ji < l(s)/2, then
φ′(d) = αˆ(p0)(s
−1
0 ∧ ji)αˆ(p1)
= αˆ(p0)s
−b−1sb+1(s−10 ∧ (l(s)− c))αˆ(p1)
= αˆ(p0)s
−b−1(s0 ∧ (l(s)b + c))αˆ(p1)
= αˆ(p0)s
−b−1(s0 ∧ α(f))αˆ(p1).
Thus φ′(d)Nau = φ(d)Nau and (φ
′, α) is a solution to Wi.
Conversely, if (φ′, α′) is a solution to Wi ∈ R then α′ is a solution to L, as
L ⊂ Li. Define φ : F (L(w)) −→ H by φ|L(w)\{d} = φ
′|L(w)\{d} and φ(d) =
αˆ′β(d) = αˆ′(p0)(s0 ∧ α′(f))αˆ′(p1). If 1 + p ≤ i ≤ p+ q then α′(f) = bl(s) + ji, for
some b ∈ Z, so as above it follows that φ′(d)Nau = φ(d)Nau and that (φ, α
′) is a
solution to W . Similarly, if 1 ≤ i ≤ q then α′(f) = bl(s)− ji, for some b ∈ Z, so
φ′(d) = αˆ′(p0)(s
−1
0 ∧ ji)αˆ
′(p1)
= αˆ′(p0)s
−b(s0 ∧ α
′(f))αˆ′(p1),
and (φ, α′) is a solution to W .
Therefore R is a resolution of W . Using Lemma 4.7, we may replace R by
a resolution which is relator–reduced, cyclically HΛ–irredundant, positive and in
standard form. None of the operations involved increase exponential length and so
repetition of this process gives the required resolution.
Let W = (w = 1, β,L) be a constrained quadratic exponential equation. Then
W is called singular if β(d) = 1 ∈ F (HΛ), for some d ∈ LD(w) and non–singular
otherwise. The set S(W ) = {d ∈ LD(w) : β(d) = 1} is called the set of singularities
of W .
Lemma 4.9. Let W = (w = 1, β,L) be a constrained, quadratic exponential equa-
tion. Then there exists an algorithm which, given W , outputs a non–singular,
relator–constrained, relator–reduced, cyclically HΛ–irredundant, positive resolution
of W in standard form.
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Proof. We may assume that W is in standard form so that w = q(n, t,p), where
(n, t,p) is some positive 3–partition of (n, t, p) ∈ Z3. With the above notation
assume S(W ) = {di1 , . . . , dis}, where 0 < i1 < · · · < is. Define i0 = 0, is+1 =
n+ 2t+ p+ 1 and T = {i1, . . . , is} and define a map
σ : {1, . . . , n+ 2t+ p}\T −→ {1, . . . , n+ 2t+ p− s},
by
σ(i) = i− j, when ij < i < ij+1.
Suppose w = w1, . . . , wk, with wj = q(ξj , nj, tj , pj), for j = 1, . . . , k. Let Sj =
T ∩ {ξj + 1, . . . , ξj + nj}, for j = 1, . . . , k. Form a new system of equations W ′ =
(w′ = 1, β′,L) from W as follows. If nj − |Sj | = tj = pj = 0 then delete wj from
the system. Otherwise replace wj with a new equation w
′
j formed by
(i) deleting x−1i dixi, from wj when i ∈ Sj ,
(ii) replacing x−1i dixi with x
−1
σ(i)dσ(i)xσ(i), when i /∈ Sj ,
(iii) replacing [xi, xi+tj ] with [xσ(i), xσ(i+tj )], when ξj+nj+1 ≤ i ≤ ξj+nj+tj,
(iv) replacing x2i with x
2
σ(i), when ξj + nj + 2tj ≤ i ≤ ξj + nj + 2tj + pj .
Define β′ : LD(w
′) −→ F (HΛ) by
β′(di) = β(dσ−1(i)).
Now suppose that (φ, α) is a solution to W . Define
φ′(ai) = φ(aσ−1(i)),
for ai = xi ∈ LX(w) and ai = di ∈ LD(w). By construction (φ′, α) is then a
solution to W ′. Conversely, let (φ′, α) be a solution to W ′. For i /∈ T , define
φ(ai) = φ
′(aσ(i)), where ai = xi ∈ LX(w) or ai = di ∈ LD(w). Define φ(di) =
φ(xi) = 1, for i ∈ T . Then (φ, α) is a solution to W . Hence {W ′} is a resolution of
W .
Given Lemma 4.8 we may assume thatW , and so alsoW ′, is relator–constrained,
relator–reduced, cyclically HΛ–irredundant and positive.
The process of forming the resolution of Lemma 4.9 is called reduction of singu-
larities.
A parameter system L is said to be normalised if L = C ∪˙ E ∪˙ I, where:
P1: C is a finite set of congruences of the form f ≡ 0( mod m), where f ∈M
and m > 0, m ∈ Z;
P2: E is a finite set of diophantine equations of the form g = 0, g ∈M ;
P3: I is a finite set of diophantine inequalities of the form h ≥ 0, for h ∈M ;
P4: if c ∈ Z and c occurs in a congruence of C with modulus m then 0 ≤ c <
m.
Henceforward we shall assume that if (w = 1, β,L) is a constrained quadratic
exponential equation, then L is normalised.
A resolution of a constrained, quadratic exponential equation which is in stan-
dard form, cyclicallyHΛ–irredundant, positive, relator–reduced, relator–constrained,
non–singular and normalised is called special.
Theorem 4.10. Let W = (w = 1, γ,L) be a constrained, quadratic exponential
equation with environment ((Xk)k∈K ; (Hi)i∈I ; (Gk)k∈K)
Λ. Then there exists an
algorithm which, given W outputs a special resolution of W .
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Now let (h,n, t,p) be a positive 4–partition and z ∈ ( ∪˙ k≥1HΛ∗,k,L,n,h). If
Q(z,L,n, t,p) is special we call z a special element of ( ∪˙ k≥1HΛ∗,k,L,n,h).
Lemma 4.11. If z is special then the homogeneous equation
QH = Q(z,H,n, t,p)
associated to Q(z,L,n, t,p) is special.
5. Decision problems
Let I be a recursive set and, for all i ∈ I, let Ci be a recursive set and Ri a
recursively enumerable subset of Fi = F (Ci). LetHi be the group with presentation
〈Ci|Ri〉, for all i ∈ I. Let K = I and set Xk = {k}, for all k ∈ K. Then F∗,i = Fi,
for all i ∈ I.
The quadratic exponential equation problem or QE–problem in the indexed set
(〈Ci|Ri〉 : i ∈ I) is that of determining whether or not, given a constrained quadratic
equation W = (w = 1, β,L) with environment (({i})i∈I ; (Fi)i∈I ; (Hi)i∈I)Λ, the
equation W has a solution and, if so, of finding one. In fact, given that the word
problem is solvable in Hi, for all i, once the existence of a solution to W has been
established then a solution (φ, α) may be found by enumeration of all possible values
of φ(xj) and α(λj), for xj and λj occuring inW . However the algorithms described
here for the QE–problem will determine whether a solution exists by constructing
one. A similar comment applies to all the other decision problems considered herein.
Since we wish to consider the extension of solvability from indexed families of
groups such as (Hi)i∈I to free–products and one–relator products of such groups we
reformulate this problem in terms of free–products. Take I, Ci, Ri, Fi and Hi to
be defined as at the beginning of this section. As in Section 3 let K be a recursive
set and Xk ⊂ I be a recursive subset of I, for all k ∈ K. Define H∗,k as in (3.1), let
sk be a recursive subset of H∗,k, all elements of which have length at least 2, and
define Nk and Gk as in (3.2). The groups H∗,k and Gk are equipped with natural
presentations as defined in Section 3.
The QE–problem in the indexed set (Gk : k ∈ K) is to determine, given a
constrained quadratic equation W with environment
((Xk)k∈K ; (Hi)i∈I ; (Gk)k∈K)
Λ,
whether or not W has a solution and, if so, to find one. The special quadratic
exponential equation problem or SQE–problem in (Gk : k ∈ K) is defined in the
same way as the QE–problem with the additional condition that W is special.
We say that the QE–problem in (Gk : k ∈ K) is solvable if there is an algorithm
which, given input such a constrained quadratic exponential equation outputs a
solution if one exists and otherwise indicates the absence of such a solution. Solv-
ability of the SQE–problem in (Gk : k ∈ K) is defined analogously.
Now let (h,n, t,p) be a positive 4–partition. In the notation above the expo-
nential genus problem at (h,n, t,p), or GE(h,n, t,p)–problem, in (Gk : k ∈ K) is
that of determining whether or not, given a consistent parameter system L and an
n–tuple z of elements of ( ∪˙ k≥1HΛ∗,k,L,n,h), the triple (n, t,p) ∈ L–genus(z) and
if so of finding a solution to Q(z,L,n, t,p). The special exponential genus problem
at (h,n, t,p), or SGE(h,n, t,p)–problem, in (Gk : k ∈ K) is defined in the same
way as the exponential genus problem with the additional constraint that z must
be special. Note that these are decision problems for presentations of the groups
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Gk given by some fixed environment. In particular the GE(h,n, t,p)–problem in
(〈Ci|Ri〉, i ∈ I) is to determine whether or not, given an n–tuple z of elements of
( ∪˙ i∈IFΛi ,L,n,h), the triple (n, t,p) ∈ L–genus(z) and if so to find a solution to
Q(z,L,n, t,p), an equation with environment (({i})i∈I ; (Fi)i∈I ; (Hi)i∈I)Λ.
The GE(h,n, t,p)–problem in (Gk : k ∈ K) is solvable if there exists an algo-
rithm which, given a consistent parameter system L and an n–tuple z of elements
of ( ∪˙ k∈KHΛ∗,k,L,n,h), decides whether or not (n, t,p) ∈ L–genus(z) and if so
outputs a solution to Q(z,L,n, t,p). The SGE(h,n, t,p)–problem is solvable if the
obvious analogous conditions are satisfied.
Example 5.1. Let I = K = X1 = {1}, let C1 = {c1, . . . , cn} and let R1 = ∅. Then
H1 = F1, the free group of rank n. The QE–problem in F1 is to determine, given
a quadratic exponential equation with environment (X1;F1;F1)
Λ, whether or not
the equation has solution and if so of finding one. This problem is shown to be
solvable by Comerford and Edmunds in [5].
Example 5.2. In [23] Lipschutz and Miller describe a family of decision problems
several of which may be given in terms of quadratic exponential equations. We
repeat the descriptions of [23] here for such cases. Given any two of these problems
Lipschutz and Miller construct a group presentation in which the first problem is
solvable and the second is not.
(i) The order problem is to determine the order of a given group element.
With the notation of Example 3.7 we see (loc. cit. (i)) that if the
GE((1), (1), (0), (0))–problem is solvable inG1 then we can determine whether
or not the element h1 ∈ H∗,1 has finite order in G1. If so then we obtain
a non–zero integer n such that hn1 = 1 in G1. Define equations
Wj = ((w) = 1, βj,L0), for j = 1, . . . , n,
where w = d1, βj(d1) = (h
j
1, l(h
j
1)) and L0 = ∅. The order of h1 is
the smallest j such that Wj has a solution. The Wj ’s are instances of
the GE((0), (1), (0), (0))–problem in G1 and so are also instances of the
GE((0), (1), (0), (0))–problem. Hence if the GE((0), (1), (0), (0))–problem
is solvable in G1 we may solve the order problem in G1.
(ii) The power problem is to determine, given two elements of a group, whether
or not the first is a power of the second. Again Example 3.7(i) shows that
we can solve this problem in G1 if the GE((0), (1), (0), (0))–problem is
solvable in G1.
(iii) The generalised power problem is to determine, given two elements of a
group, whether or not a power of the first is a power of the second. Example
3.7(ii) shows that we can solve this problem inG1 if the GE((2), (1), (0), (0))–
problem is solvable in G1.
Example 5.3. Continuing the development of the previous example, the power
conjugacy problem is to determine, given two elements of a group, whether or not
a power of the first is conjugate to a power of the second. From Example 3.7(iii) it
follows that that we can solve this problem in G1 if the GE((2), (2), (0), (0))–problem
is solvable in G1.
Now let F be a collection of recursive group presentations (elements of which
we’ll refer to as groups). The QE–problem in F is the union of the QE–problem
over all environments (({i})i∈I ;F (Ci)i∈I ; (Hi)i∈I)
Λ, where I is a recursive set, (〈Ci :
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Ri〉)i∈I is a family of presentations indexed by I, such that 〈Ci : Ri〉 is an element
of F and a presentation for Hi, for all i ∈ I. The SQE–problem, the GE(h,n, t,p)–
problem, the SGE(h,n, t,p)–problem, the GE–problem and the GE–problem in F
are all defined analogously.
Given the collection F define F∗ to be the collection of groups of the form ∗i∈IHi,
where I is a recursive set and Hi belongs to F , for all i ∈ I. Each element of F∗
is given by its natural presentation. Note that every element of F belongs to F∗.
Next define F∗∼ to be the collection consisting of all groups of F
∗ together with
groups of the form H/N , where H = ∗i∈IHi is an element of F∗, as above, with
I a set of size at least 2, and N is the normal closure of a recursively enumerable
subset of elements, of length at least 2, of H . Again each element of F∗∼ is given
by its natural presentation.
Given a subcollection C of groups of F∗∼ the QE–problem in C can therefore
be described as follows. Let I and K be a recursive sets such that 〈Ci|Ri〉 is a
presentation of a group Hi of F , for all i ∈ I. Let Xk be a recursive subset of I
and H∗,k be defined by (3.1), for each k ∈ K. Let sk be a recursively enumerable
subset of elements, of length at least 2, of H∗,k and let Nk and Gk be defined by
(3.2), for each k ∈ K. Finally assume that these sets have been chosen so that
Gk belongs to C, for all k ∈ K. The QE–problem in C is to determine, given
such data and a constrained quadratic exponential equation W with environment
((Xk)k∈K ; (Hi)i∈I ; (Gk)k∈K)
Λ, whether or not W has a solution and, if so, to find
one. Similarly the GE(h,n, t,p)–problem in C is to determine, given such data, a
consistent parameter system L and an element z ∈ ( ∪˙ k∈KHΛ∗,k,L,n,h) whether
or not (n, t,p) ∈ L–genus(z) and, if so, to find a solution to Q(z,L,n, t,p). The
SQE and SGE(h,n, t,p)–problems in C have similar descriptions, differing only
in that W and z must be special. The GE and SGE–problems also have similar
descriptions.
Theorem 5.4. Let F be a collection of groups with solvable word problem and let
C be a subcollection of F∗∼. The QE–problem in C is solvable if and only if the
SQE–problem in C is solvable.
Proof. If the QE–problem is solvable then the SQE–problem is obviously also
solvable. Conversely suppose the SQE–problem in C is solvable. Let W = (w =
1, β,L) be a constrained quadratic exponential equation. Using the algorithm of
Theorem 4.10 we obtain a special resolution R of W . As the SQE–problem is
solvable we may determine, for each element Y ∈ R whether or not a solution to
Y exists. If there is such a solution then, by definition of resolution, we have an
algorithm which outputs a solution of W . Otherwise W has no solution.
Lemma 5.5. Let F be a collection of groups and let C be a subcollection of F∗∼.
Assume all the groups in F have solvable word problem and let (h,n, t,p) be a
positive 4–partition of (h, n, t, p). Then the following are equivalent.
(i) The GE(h,n, t,p)–problem in C is solvable.
(ii) The SGE(h′,n′, t′,p′)–problem in C is solvable, for all positive 4–partitions
(h′,n′, t′,p′) of (h, n′, t, p) such that n′ ∈ Z and (h′,n′, t′,p′) ≤ (h,n, t,p).
(iii) The SGE(h′,n′, t′,p′)–problem in C is solvable, for all positive 4–partitions
(h′,n′, t′,p′) ≤g (h,n, t,p).
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Proof. For the duration of the proof choose recursive sets I andK such that 〈Ci|Ri〉
is a presentation of a group Hi of F , for all i ∈ I. Choose Xk to be a recursive
subset of I and let H∗,k be defined by (3.1), for each k ∈ K. Choose a recursively
enumerable set sk of H∗,k and let Nk and Gk be defined by (3.2), for each k ∈ K.
Finally assume that these sets have been chosen so that Gk belongs to C, for all
k ∈ K.
We show first that (i) implies (iii). Suppose that the GE(h,n, t,p)–problem in
C is solvable. Then the SGE(h,n, t,p)–problem is obviously also solvable. As-
sume that n = (n1, . . . , nk) is a partition of an integer n and define µj = µj(n),
for j = 1, . . . , k + 1, as in (3.9). Let (h′,n′, t′,p′) be a positive 4–partition
with h′ = (h′1, . . . , h
′
l), n
′ = (n′1, . . . , n
′
l), t
′ = (t′1, . . . , t
′
l), p
′ = (p′1, . . . , p
′
l) and
(h′,n′, t′,p′) ≤g (h,n, t,p). Then there exist integers j1, . . . , jl such that 1 ≤ j1 <
· · · < jl ≤ k with h
′
i ≤ hji , n
′
i ≤ nji , t
′
i = tji , and p
′
i = pji , for i = 1, . . . , l.
Define µ′j = µj(n
′), for j = 1, . . . , l + 1. Let L be a system of parameters and let
z′ = (z′1, . . . , z
′
n′) be an element of ( ∪˙ k∈KH
Λ
∗,k,L,n
′,h′) with basis (a′1, . . . , a
′
l).
Define an element z = (z1, . . . , zn) of ( ∪˙ k∈KHΛ∗,k,L,n,h) as follows. For s such
that µji + 1 ≤ s ≤ µji + n
′
i define zs = z
′
s′ , where s
′ = s − µji + µ
′
i. For all
other s ∈ {1, . . . , n} define zs = (1, 0) ∈ HΛ. Then z has basis (a1, . . . , ak), where
aji = a
′
i, and aj = 1, if j /∈ {j1, . . . , jl}.
Recalling (2.1) and (2.2) let ξj = ξj(n, t,p) for j = 1, . . . k, q = q(n, t,p),
ξ′j = ξj(n
′, t′,p′) for j = 1, . . . l and q′ = q(n′, t′,p′). Recalling (3.10) let β =
β(z,n, t,p), β′ = β(z′,n′, t′,p′), Q = Q(z,L,n, t,p) = (q = 1, β,L) and Q′ =
Q(z′,L,n′, t′,p′) = (q′ = 1, β′,L). Given a homomorphism φ : F (L(q)) −→ H
we may construct a homomorphism φ′ : F (L(q′)) −→ H as follows. For each
i ∈ {1, . . . , l} and s′ with 1 + ξ′i ≤ s
′ ≤ n′i + ξ
′
i, define
φ′(xs′) = φ(xs) and φ
′(ds′) = φ(ds),
where s = s′ − ξ′i + ξji . For s
′ with n′i + ξ
′
i < s
′ ≤ n′i + 2t
′
i + p
′
i + ξ
′
i, define
φ′(xs′ ) = φ(xs),
where s = s′−ξ′i−n
′
i+ξji +nji . If (φ, α) is a solution to Q then (φ
′, α) is a solution
to Q′.
Similarly, given a homomorphism φ′ : F (L(q′)) −→ H we may construct a
homomorphism φ′′ : F (L(q)) −→ H as follows. For each ji ∈ {j1, . . . , jl} and s
with 1 + ξji ≤ s ≤ n
′
i + ξji , define
φ′′(xs) = φ
′(xs′ ) and φ
′′(ds) = φ
′(ds′),
where s = s′ − ξ′i + ξji . For each ji ∈ {j1, . . . , jl} and s with nji + ξji < s ≤
nji + 2tji + pji + ξji , define
φ′′(xs) = φ
′(xs′ ),
where s = s′ − ξ′i − n
′
i + ξji + nji . For all other i, in an appropriate range, de-
fine φ(di) = 1 and φ(xi) = 1. If (φ
′, α) is a solution to Q then (φ′′, α) is a
solution to Q′. Therefore solutions of Q correspond to solutions of Q′. The al-
gorithm for the solution of the GE(h,n, t,p)–problem can thus be used to solve the
SGE(h′,n′, t′,p′)–problem. Therefore (i) implies (iii).
Suppose now that (ii) holds, so the SGE(h′,n′, t′,p′)–problem is solvable for all
all positive 4–partitions (h′,n′, t′,p′) of (h, n′, t, p) such that n′ ∈ Z and (h′,n′, t′,p′) ≤
(h,n, t,p). Given z ∈ ( ∪˙ k∈KHΛ∗,k,L,n,h), where L is some parameter system,
the equation Q = Q(z,L,n, t,p) is in standard form. From Lemma 4.10 it follows
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that there is an algorithm which outputs a special resolution R of Q. Further-
more the only operation involved in producing R which changes any of the ni,
ti, pi or the length k of the partition, is reduction of singularities. Reduction of
singularities never reduces ti, pi, t or p and never increases ni or k. As none of
the operations involved in producing R increases the exponential length of any
of the equations involved it follows that if (q(n′, t′,p′) = 1,L′, β′) is an element
of R with boundary labels list (z′1, . . . z
′
n′) then there is a partition h
′ of h such
that z′ ∈ ( ∪˙ k∈KHΛ∗,k,L,n
′,h′), (h′,n′, t′,p′) ≤ (h,n, t,p) and (h′,n′, t′,p′) is a
partition of (h, n′, t, p), for some n′ ∈ Z. The algorithm for the SGE(h′,n′, t′,p′)–
problem may therefore be used to determine whether this element of R has a solu-
tion and if so to find one. From the definition of resolution it now follows that an
algorithm for the GE(h,n, t,p)–problem exists. Therefore (ii) implies (i). Finally,
it follows directly from the definition of ≤g that (iii) implies (ii).
We define the GE–problem and SGE–problem in C to be the unions of the GE(h,n, t,p)–
problems and the SGE(h,n, t,p)–problems, respectively, over all positive 4–partitions
(h,n, t,p) of length k, for all k > 0.
Lemma 5.6. Let F be a collection of groups and let C be a subcollection of F∗∼.
Assume all the groups in F have solvable word problem. Then the following are
equivalent.
(i) The QE–problem in C is solvable.
(ii) The GE–problem in C is solvable.
(iii) The SGE–problem in C is solvable.
Proof. That assertions (ii) and (iii) are equivalent follows from Lemma 5.5. Sup-
pose the QE–problem is solvable. In the notation of the proof of Lemma 5.5 Let
(h,n, t,p) be a positive 4–partition of (h, n, t, p), L a parameter system and z an
element of ( ∪˙ k∈KHΛ∗,k,L,n,h). The algorithm for the QE–problem may then be
used to determine a solution to the equation Q(z,L,n, t,p). The GE–problem is
therefore solvable.
Conversely suppose that the GE–problem is solvable. Using the notation of the
proof of Lemma 5.5 again let W = (w = 1,L, β) be a constrained quadratic expo-
nential equation with environment ((Xk)k∈K ; (Hi)i∈I ; (Gk)k∈K)
Λ. Using Theorem
4.2 we may assume that w is in standard form and so w = q(n, t,p), for some n, t
and p. Let z be a boundary labels list for (w, β) and let Q = Q(z,L,n, t,p). Then
W has a solution if and only if (n, t,p) ∈ L–genus(z). Therefore, if Q has expo-
nential coordinates h, the algorithm for the GE(h,n, t,p)–problem may be used to
determine a solution to W . It follows that the QE–problem is solvable.
5.1. Decision problems in free products and one–relator products. We
shall consider exponential genus problems for collections of groups consisting of
free–products and one–relator products of groups in which such problems are al-
ready solvable.
Let F be a collection of group presentations and define F∗∼ as in the previous
section. Define the subcollection Cm of F∗∼ to consist of F
∗ together with groups
of the form H/N , where H = ∗i∈IHi, Hi belongs to F , I is a recursive set of size
at least 2 and N is the normal closure of an element rd of H where r is cyclically
reduced, not a proper power in H , l(r) ≥ 2 and d ≥ m. We call such groups
d–torsion one–relator products with factors in F . If H/N is a d–torsion group then
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we may always write H = A ∗B, where A and B belong to F∗ and the conditions
on r still hold: that is H/N is a d–torsion group with exactly two factors in F∗.
Let s denote the element rd of H . Then l(s) = dl(r) is at least 2d and s is cyclically
reduced as a word in H .
A d–torsion group A ∗ B/N , where N is the normal closure of rd, is said to be
exceptional of type E(p, ∗, d) if r = aUbU−1, with a, b ∈ A ∪˙ B and ap = 1 and
of type E(p, q, d) if in addition bq = 1. A d–torsion group may be exceptional in
more than one way, involving different p, q, d: see [9] for more details. We define
the collection of groups C+m to consist of F
∗ together with those groups of Cm\F∗
which are not (in any way) exceptional of type E(2, ∗,m).
Example 5.7. Let F be a collection of group presentations and consider the
GE(h,n, t,p)–problem in F , where h is a partition of 0. Suppose
z = (z1, . . . , zn) ∈ ( ∪˙ i∈IH
Λ
i ,L,n,h),
for some recursive set I, groups Hi ∈ F , and consistent parameter system L. Since
no parameters occur in z, for all j, we may regard zj an element of Hi, for some
i ∈ I. The parameter system L has no bearing on the solutions to the equation
associated to z and we can replace it by the empty set. We write genus instead of
∅–genus. If n = (n1, . . . , nk), t = (t1, . . . , tk) and p = (p1, . . . , pk) then
(n, t,p) ∈ genus(z) if and only if (ni, ti, pi) ∈ genus(zi), for i = 1, . . . , k.
Therefore the GE(h,n, t,p)–problem reduces to the union of the
GE((0), (ni), (ti), (pi))–problems.
That is, we need not consider systems of equations of size greater than 1 if h is
a partition of zero. When h is a partition of zero we refer to the QE-problem as
the Q–problem. It is known (see [4], [6], [13], [14]) that the Q–problem is solvable
in free groups and that if the Q–problem is solvable in F then the Q–problem is
solvable in F∗.
Assume now that n, t, p are non–negative integers such that n + t + p > 0 and
that the GE((0), (n′), (t′), (p′))–problem is solvable in F , for all n′, t′, p′ such that
t′ + p′/2 ≤ t+ p/2 and
n′ ≤ n+ 2(t− t′) + (p− p′).(5.1)
Now let m be a fixed integer and let C be a collection of one–relator products with
factors in F such that every element of C is d–torsion, for some d ≥ m. It is known
([7], [8], [9]) that if (5.1) and one of the following conditions (i)–(iii) holds, for all
groups G of C, then the GE((0), (n), (t), (p))–problem is solvable in C.
(i) m ≥ 5 and G is not in any way exceptional of type E(2, 3, 5) or E(2, 3, 6).
(ii) m ≥ 4 and no letter occuring in r has order 2.
(iii) m ≥ 2 and the groups of F are locally indicable.
The previous example motivates the following definition. Let (h,n, t,p) be a pos-
itive 4–partition of length k of (h, n, t, p), for some h, n, t, p ∈ Z. Define N (h,n, t,p)
to be the set of positive 4–partitions (h′,n′,p′, t′), of length k′, satisfying the condi-
tions (i)–(iii) below. Assume h′ = (h′1, . . . , h
′
k′), n
′ = (n′1, . . . , n
′
k′), t
′ = (t′1, . . . , t
′
k′)
and p′ = (p′1, . . . , p
′
k′).
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(i) There exists a partition l = (l1, . . . , lk) such that 0 ≤ lj ≤ max{1, hj}, for
j = 1, . . . , k and
k′ =
k∑
j=1
lj .
(ii) Setting q0 = 0 and qj =
∑j
s=1 ls, for j = 1, . . . , k, we have
qj∑
i=qj−1+1
h′i ≤ hj , for j = 1, . . . , k.
(iii) For qj−1 + 1 ≤ i ≤ qj and 1 ≤ j ≤ k
(a) t′i + p
′
i/2 ≤ tj + pj/2 and
(b) n′i ≤ nj + 2(tj − t
′
i) + (pj − p
′
i).
The main result proved here is the following.
Theorem 5.8. Let (h,n, t,p) be a positive 4–partition and let F be a collection of
group presentations with solvable GE(h′,n′, t′,p′)–problem, for all (h′,n′, t′,p′) ∈
N (h,n, t,p). Then the GE(h′,n′, t′,p′)–problem is solvable in the subcollection C+6
of F∗∼ , for all (h
′,n′, t′,p′) ∈ N (h,n, t,p).
Most of the remainder of the paper is given to proving a restricted version of this
theorem. Here we state the restricted version and show how Theorem 5.8 follows
from it.
Theorem 5.9. Let (h,n, t,p) be a positive 4–partition, let I be a recursive set and
let A,B, Hi, i ∈ I, groups, with fixed presentations given, such that the GE(h′,n′, t′,p′)–
problem is solvable in the indexed set of groups (A,B) ∪ (Hi : i ∈ I), for all
(h′,n′, t′,p′) ∈ N (h,n, t,p). Let H = A ∗B and let s = rm, where r ∈ H is cycli-
cally reduced, not a proper power in H, l(r) ≥ 2 and m ≥ 6. Set G = H or G =
H/N , where N is the normal closure of s in H. In the latter case assume further
that G is not in any way exceptional of type E(2, ∗,m). Then the GE(h′,n′, t′,p′)–
problem is solvable in (G,A,B) ∪ (Hi : i ∈ I), for all (h′,n′, t′,p′) ∈ N (h,n, t,p).
Proof of Theorem 5.8. Assume that Theorem 5.9 holds and set N = N (h,n, t,p).
Suppose that C is a subcollection of the collection F∗∼ for which it has been shown
that if the hypotheses of Theorem 5.8 hold then the GE(h,n, t,p)–problem is solv-
able in C. Given any (h′,n′, t′,p′) ∈ N we have N (h′,n′, t′,p′) ⊆ N , so the
hypotheses of Theorem 5.8 hold for (h′,n′, t′,p′) instead of (h,n, t,p). Hence the
GE(h′,n′, t′,p′)–problem is solvable is solvable in C. In particular it suffices to show
that the GE(h,n, t,p)–problem is solvable in C+6 .
Assume then that the hypotheses of Theorem 5.8 hold. First we shall prove the
following. Let l be a positive integer and (A1, . . . , Al, B1, . . . , Bl) ∪ (Hi : i ∈ I) be
an indexed set of groups all of which belong to F . For i = 1, . . . , l let H∗,i = Ai ∗Bi
and let Ni be a subgroup of H∗,i satisfying either
O1. Ni = 1 ∈ H∗,i or
O2. Ni is the normal closure of r
mi
i in H∗,i, where ri ∈ H∗,i and mi ≥ 6 is an
integer such that H∗,i/Ni is an mi–torsion one–relator product which is not
exceptional of type E(2, ∗,m).
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Set Gi = H∗,i/Ni, i = 1, . . . , l. Then the GE(h′,n′, t′,p′)–problem is solvable in
(G1, . . . , Gl, A1, . . . , Al, B1, . . . , Bl) ∪ (Hi : i ∈ I),
for all (h′,n′, t′,p′) ∈ N .
The case l = 1 follows from Theorem 5.9. Assume inductively that the result
holds for some l − 1 ≥ 1. Then the GE(h′,n′, t′,p′)–problem is solvable in
(G1, . . . , Gl−1, A1, . . . , Al, B1, . . . , Bl) ∪ (Hi : i ∈ I),
for all (h′,n′, t′,p′) ∈ N . Using Theorem 5.9 again the GE(h′,n′, t′,p′)–problem
is solvable in
(G1, . . . , Gl, A1, . . . , Al, B1, . . . , Bl) ∪ (Hi : i ∈ I),
as required.
Now let l1, . . . , ln be integers, li ≥ 2 and let Ai,1, . . . , Ai,li belong to F , for
i = 1, . . . , n. Define H∗,i = ∗{Ai,j : j = 1, . . . , li} and let Ni be a subgroup of H∗,i
satisfying O1 or O2, for i = 1, . . . n. We shall show that, if Gi = H∗,i/Ni, then the
GE(h′,n′, t′,p′)–problem is solvable in
(G1, . . . , Gl, A1,1, . . . , An,ln) ∪ (Bi : i ∈ I),
for any recursive set I and groups Bi of F , and for all (h′,n′, t′,p′) ∈ N .
The case li = 2 for all i is covered by the argument above. Using induction on∑n
i=1(li − 2) we assume that li > 2, for some i. Without loss of generality we may
assume that i = 1 and set
H ′∗,1 = A1,2 ∗ · · · ∗A1,l1 .
The inductive hypothesis implies that the GE(h′,n′, t′,p′)–problem is solvable in
(H ′∗,1, G2, . . . , Gn, A1,1, . . . , An,ln) ∪ (Bi : i ∈ I),
for all (h′,n′, t′,p′) ∈ N . As G1 = (A1,1 ∗H ′∗,1)/N1, it follows from Theorem 5.9
that the GE(h′,n′, t′,p′)–problem is solvable in
(G1, H
′
∗,1, G2, . . . , Gn, A1,1, . . . , An,ln) ∪ (Bi : i ∈ I)
and so in particular in
(G1, G2, . . . , Gn, A1,1, . . . , An,ln) ∪ (Bi : i ∈ I),
for all (h′,n′, t′,p′) ∈ N , as required.
Now let R be a recursive set and let I be a set of groups, indexed by R, all of
which belong to C+6 . Then we can write R = J ∪K, where J and K are recursive
sets, and there exists an element Bj of F , for all j ∈ J , and Gk of C
+
6 but not to
F , for all k ∈ K, such that I = (Bj)j∈J ∪ Gkk∈K . Thus there exist recursive sets
I, Xk ⊆ I and groups Hi, H∗,k and Nk, such that H∗,k = ∗i∈XkHi, with k ∈ K,
Hi ∈ F , Gk = H∗,k/Nk, where H∗,k, Nk and Gk satisfy O1 and O2. Suppose that
z ∈
(⋃˙
k∈K
HΛ∗,k ∪˙
⋃˙
j∈J
BΛj ,L,n,h
)
.
The equation Q associated to z has environment
(5.2) ((Xk)k∈K , ({j})j∈J ; (Hi)i∈I , (Bj)j∈J ; (Gk)k∈K , (Bj)j∈J )
Λ
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and we may assume, after reordering if necessary, that z andQ have basis (k1, . . . , kl, j1, . . . , jl′),
where ki ∈ K and ji ∈ J . From Lemma 3.1 a solution to Q with environment (5.2)
determines a solution to Q with environment
(X ′k1 , . . . , X
′
kl
, {j1} . . . , {jl′};
(Hi)i∈I′ , Bj1 , . . . , Bjl′ ;
G′k1 , . . . , G
′
kl
, Bj1 , . . . , Bjl′ )
Λ(5.3)
and the same basis, where supp(Q) = (X ′k1 , . . . , X
′
kl
, {j1} . . . , {jl′}), I
′ = X ′k1 ∪
· · · ∪X ′kl and G
′
k is defined in (3.8). Conversely a solution to Q with environment
(5.3) is a solution to Q with environment (5.2). By construction G′ki = H
′
∗,ki
/N ′i ,
where H ′∗,i, N
′
i and G
′
i, satisfy O1 and O2. Hence (n, t,p) ∈ L–genus(z) if and only
if there exists a solution to Q with environment (5.3). We may determine whether
or not Q has a solution with this environment if we can solve the GE(h,n, t,p)–
problem in
(5.4) (G′k1 , . . . , G
′
kl
) ∪ (Hi : i ∈ I
′) ∪ (Bj1 , . . . , Bjl′ ).
Since N ′ks is either trivial or the normal closure of a single element, it follows that
X ′ks is finite, for s = 1, . . . , l. Hence, from the previous case, the GE(h,n, t,p)–
problem is solvable in (5.4) and the Theorem follows.
Corollary 5.10. Let (h,n, t,p) be a positive 4–partition and let F be a collection
of group presentations with solvable QE–problem. Then the QE–problem is solvable
in the subcollection C+6 of F
∗
∼.
Proof. This follows from Theorem 5.8 and Lemma 5.6.
Corollary 5.11. Let F be the cyclic groups. The QE–problem is solvable in C+6 .
That is in free–products and d–torsion one–relator products which belong to C+6 , with
cyclic factors. In particular the QE–problem is solvable in recursively generated free
groups.
Proof. The QE–problem is solvable in F since each instance reduces to a system
of linear Diophantine equations, congruences and inequalities. The result follows
from Corollary 5.10.
Corollary 5.12. Let A and B be groups such that the GE–problem is solvable in
(A,B). Let G = A∗B/N be a d–torsion one–relator product of A and B, for d ≥ 6,
which is not in any way special of type E(2, ∗, d). Then the GE–problem is solvable
in (G,A,B). In particular, if z1, . . . , zk are elements of A∗B and L is a consistent
parameter system in {λ1, . . .} then there is an algorithm to decide whether or not
there are integers n1, . . . , nk and elements xi ∈ A ∗B such that
(i)
k∏
i=1
x−1i z
ni
i xi
n+t∏
i=k+1
[xi, xi+t]
k+2t+p∏
i=k+2t+1
x2i = 1, in G and
(ii) there is a solution to L with λi = ni, i = 1, . . . , k.
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6. Pictures
Let A and B be groups andm ≥ 2 an integer and set H = A∗B. Let X ′A and X
′
B
be CW–complexes with pi1(X
′
A, xA) = A and pi1(X
′
B , xB) = B, for some xA ∈ X
′
A
and xB ∈ X ′B. Let O = A or O = B and let eO be a copy of the unit interval [0, 1].
Form the quotient space XO of X
′
O ∪˙ eO by identifying xO and 1 ∈ eO. Form the
quotient space Y of XA ∪˙ XB by identifying 0 ∈ eA and 0 ∈ eB to a point p. Then
pi1(Y, p) = H .
Fix a word r ∈ H with l(r) ≥ 2, such that r is not a proper power in H .
Let s = rm, N(s) = 〈〈s〉〉H and G = H/N(s). Suppose that s = a1b1 · · ·anbn,
when written in normal form for the free product. Let ∆s be a closed unit disk
with oriented boundary divided into 2n intervals. Label the intervals consecutively
a1, b1, . . . , an, bn, so that ∂∆s, read from a suitable starting point in the direction
of orientation, is labelled s. Form the quotient space Z of Y ∪˙ ∆s by identifying
∂∆s with a path in (Y, p) representing s ∈ H , according to the label of ∂∆s. Then
pi1(Z, p) = G. Alternatively, let G = H and define ∆s = p ∈ Y , so that Z = Y and
pi1(Z, p) = G again.
Let Σ be a compact surface and let f : Σ −→ Z be a continuous map satisfying
the following properties.
S1. f is transverse to the midpoint c of ∆s and the closure of f
−1(int(∆s)) is a
regular neighbourhood of f−1(c).
S2. f is transverse to p on Σ0 = Σ\f−1(int(∆s)) and f−1(eA ∪ eB) is a regular
neighbourhood of f−1(p) in Σ0.
Let Γ = f−1(∆s). Then (f,Γ) is a sketch on Σ over G (with respect to Z) which
we refer to merely as Γ, when the meaning is clear. A connected component of the
closure of f−1(int(∆s)) is called a vertex of Γ and the set of all vertices is denoted
V(Γ) or just V . Condition S1 implies that V consists of a collection of embedded
disks in int(Σ), each of which is a regular neighbourhood of a point of f−1(c). If
G = H then V = ∅. A connected component of f−1(p) is called an arc of Γ and the
set of all arcs is denoted A = A(Γ). Condition S2 implies that A consists of a set
of properly embedded 1–submanifolds of Σ0.
A connected component of ∂v\{∪e : e ∈ A}, where v ∈ V , is called a vertex
corner of Γ. A component of ∂Σ\Γ is called a boundary corner of Γ. The closure
of a connected component of Σ\Γ is called a region of Γ and the set of regions is
denoted R(Γ) or R. Every vertex and boundary corner belongs to a unique region
of Γ.
Now suppose that Σ′ is a connected component of Σ and define Γ′ = Σ′ ∩ Γ. If
Σ′ is orientable we may choose consistent orientations of each region and vertex of
Σ′. We call such a choice an orientation of Γ′. If β is a boundary component of Σ′
then an orientation ζ of Γ′ gives rise to a unique orientation ζ(β) of β. Similarly
the orientation of regions induces an orientation on ∂v, which we denote ζ(∂v),
for all v ∈ V . Thus ζ(∂v) is the opposite of the orientation induced on ∂v by the
orientation of v. If l is a sub–interval of a corner c of Γ then there is a unique
orientation ζ(l) of l induced from the orientation of the boundary component (of
Σ′ or v ∈ V) to which c belongs.
If Σ′ is non–orientable then we choose an orientation for each connected com-
ponent of ∂Σ′, for each connected component of ∂∆, for all regions ∆ of Γ′, and
for ∂v, for all vertices v of Γ′. To each vertex v we assign the orientation opposite
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the vertex inside: s = abcd.
to that chosen for ∂v. Call the collection of these orientations ζ an orientation
of Γ′. Let l be a sub–interval of a corner c of Γ′. Then c belongs to a boundary
component β of Σ′ or to the boundary β of a vertex. The orientation ζ(β) induces
an orientation of l which we call ζ(l).
We now fix an orientation for Γ′ for all connected components Σ′ of Σ. We
call these orientations an orientation of Γ and denote this by ζ. We refer to the
orientation induced on y by ζ as ζ(y), whenever y is an appropriate subset of Σ.
Let (f,Γ) be a sketch on Σ with orientation ζ. We define a labelling function f l
from corners of Γ to H as follows. Let c be a corner of Γ with orientation ζ(c) and
let q be the closed path f(c) in Y . If c meets an arc of Γ then q is a directed path
based at p. In this case we define the label f l(c) of c read in the direction ζ(c) to
be the element of H represented by the based directed path q. If c does not meet
an arc of Γ then we choose a base point x on c and regard q as a directed path
based at f(x). Since c meets no arc of Γ, the path q lies in Y \p and we may choose
a path α from p to x such that int(α) lies in XA or XB. Then the directed path
αqα−1 represents an element g of A ∪˙ B. The label of c, read in the direction of
orientation ζ(c), is defined to be g. If c read in the direction ζ(c) has label w then
the label of c read in the direction opposite to ζ(c) is w−1.
Definition 6.1. The sketch Γ endowed with the orientation ζ and the labelling
function f l is called a picture on Σ over G.
A picture over G = H may be regarded as a picture over G = H/N(s), having no
vertices. Conversely a picture over G = H/N(s) with no vertices may be regarded
as a picture over H . If v is a vertex of Γ and x is a point of ∂v ∩ {∪e : e ∈ A}
then the label of v with base point x is the word of H obtained by reading off the
labels of corners of v in the order they occur whilst travelling once round ∂v, from
x in the direction ζ(∂v): where the label of each corner c is read in the direction of
orientation induced from that of ζ(∂v), namely ζ(c). Since f(∂v) = ∂∆s we have:
P1. the label of v (with any base point) is a cyclic permutation of sε, where ε = ±1.
The orientation ζ on ∂v induces an orientation on f(∂v) = ∂∆s. If this is the
same as the fixed orientation of ∂∆s then we may take ε = 1 and we say that v
is a positive vertex (with respect to ζ). Otherwise we take ε = −1 and say v is
a negative vertex (with respect to ζ), as shown in Figure 1. Similarly, if β is a
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connected component of ∂Σ or a connected component ∂∆, for some region ∆ of
Γ, let x ∈ β ∩ {∪e : e ∈ A(Γ)} or, if β consists of a boundary corner meeting no
arc of Γ, let x be the chosen base point of this corner. Then the label of β with
base point x is the word obtained by reading once round β, from x in the direction
of ζ(β). When reference is made to the label of such β it is to be assumed that a
base point has been chosen. The boundary labels of a region ∆ are the labels of the
connected components of ∂∆.
As a consequence of properties S1 and S2 and the definitions above a picture Γ
on Σ satisfies the following properties P2–P4.
P2. Let ∆ be a region of Γ with boundary labels d1, . . . , dn. Then either di ∈ A, for
i = 1, . . . , n, in which case ∆ is called an A–region or di ∈ B, for i = 1, . . . , n,
in which case ∆ is called a B–region.
P3. Let O = A or B and let ∆ be an O–region, with boundary labels d1, . . . , dn,
which is homeomorphic to the connected sum of an n-punctured sphere with t
torii and p projective planes. Then there exist elements w1, . . . , wn, x1, . . . , xt, y1, . . . , yt, z1, . . . , zp ∈
O such that
(6.1)
n∏
i=1
w−1i diwi
t∏
i=1
[xi, yi]
p∏
i=1
z2i = 1,
in O.
P4. If a is an arc of Γ then a separates an A–region from a B–region.
Conversely properties P1 to P4 characterise pictures.
Lemma 6.2. Let Σ be a compact surface and let Γ consist of
(i) a finite collection V of disjoint closed disks in int(Σ) (called vertices);
(ii) a finite collection A of disjoint connected properly embedded 1–submanifolds
of Σ0 = Σ\ ∪v∈V int(v) (called arcs);
(iii) regions and corners and an orientation ζ defined as in the case of the
sketch above;
(iv) a labelling function f l from corners of Γ to A∪B, which respects orienta-
tion, and a collection of labels defined as for pictures above.
If Γ satisfies P1 to P4 then Γ is a picture on Σ over G.
We define the genus of a compact connected surface Σ, with k boundary com-
ponents, to be genus(Σ) = (2−χ(Σ)− k)/2. The genus of a disconnected compact
surface is defined to be the sum of the genera of its connected components.
An arc of a picture, which is not a closed curve, both ends of which meet ∂Σ is
called an arc of type I. Let ∆ be a region of Γ. Then we define
t(∆) = number of arcs of Γ in ∂∆,
β(∆) = number of components of [∂Σ\{arcs of Γ}] ∩ ∂∆
= number of boundary corners of ∆,
ρ(∆) = number of components of [Γ\{arcs of Γ}] ∩ ∂∆
= the number of vertex corners of ∆,
γ(∆) = number of components ∂∆ meeting no arc of Γ
ε(∆) = number of arcs of Γ in ∂∆ meeting no vertex of Γ
= the number of arcs which are closed curves or of type I in ∂∆.
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If χ(∆) = 1 and t(∆) = 2 then we call ∆ collapsible.
6.1. Boundary intervals. Let β be a connected component of ∂Σ, with orien-
tation ζ, and let b1, . . . , bn be n points occuring consecutively around β (read in
the direction of ζ(β)). We call (b1, . . . , bn) a boundary partition of β. The closed
intervals [bi, bi+1] of β, for i = 1, . . . , n (subscripts modulo n) are called boundary
intervals of β. The boundary interval [bi, bi+1] has length |[bi, bi+1]| equal to the
number of connected components of [bi, bi+1]\Γ. (The bi’s do not have to belong
to Γ ∩ β.)
Let L be a consistent system of parameters and z =
∏n
i=1(hi,mi) ∈ F (H
Λ). The
boundary partition (b1, . . . , bn) is said to L–admit z if (with subscripts modulo n)
(i) |[bi, bi+1]| = 1, for all i such that l(hi) = 1,
(ii) |[bi, bi+1]| = l(hi ∧mi), for all i such that (hi,mi) is degenerate and
(iii) |[bi, bi+1]| = qil(hi)+ki, for some ki, qi ∈ Z such that qi ≥ 0 and L implies
that mi ≡ ki( mod l(hi)), for all i such that l(hi) > 1 and (hi,mi) is
non–degenerate.
If α is a solution to L, the boundary partition (b1, . . . , bn) L–admits z and [bi, bi+1]
maps to a path in Y representing αˆ(hi,mi), then we say that [bi, bi+1] has label
αˆ(hi,mi) and prime label (hi,mi), for i = 1, . . . , n. In this case the label of β is
αˆ(z) and we say that β has prime label z with partition (b1, . . . , bn).
Let (n, t,p) be a positive 3–partition of (n, t, p) of length k, with n = (n1, . . . , nk)
etc.. We shall say that a surface has type (n, t,p) if it is a disjoint union of compact
surfaces Σi, i = 1, . . . , k, such that Σi has ni boundary components, genus ti+pi/2
and is orientable if pi = 0. In this case, if Γ is a picture on Σ1 ∪˙ · · · ∪˙ Σk we
say that Γ has partitioned boundary labels list (u1, . . . , un) if the boundary labels of
Γ ∩ Σi are uµi+1, . . . , uµi+ni , for i = 1, . . . , k, where µi is defined as above.
Now with H = A ∗ B and G = H/N(s) or G = H as above, let (h,n, t,p) be
a positive 4–partition, z a special element of (HΛ,L,n,h) and α a solution to L.
Suppose that Γ is a picture on a surface of type (n, t,p) with partitioned boundary
labels list (αˆ(z1), . . . , αˆ(zn)). Then we may choose a boundary partition bi for the
boundary component βi labelled αˆ(zi) such that bi L–admits zi. Then βi has prime
label zi with partition bi, for all i.
Definition 6.3. Given such boundary partitions we set b = b1, . . . ,bn and say
that Γ has boundary partition b and prime labels z with partition b. For ease of
notation we write αˆ(z) for (αˆ(z1), . . . , αˆ(zn)).
Definition 6.4. Let a be a boundary arc and let x be an endpoint of a on ∂Σ.
Then x meets 2 distinct boundary corners: denote the closures of these corners by
c1 and c2. If int(c1 ∪ c2) contains a point of a boundary partition then a is called
an HΛ–arc. A vertex incident to an HΛ–arc is called an HΛ–vertex. The sets of
HΛ-arcs and HΛ–vertices of Γ are denoted by AB and VB, respectively.
Definition 6.5. A boundary interval with prime label a minor HΛ letter is called
a minor boundary interval. A minor boundary interval with label of exponential
length at least 1 is called a partisan boundary interval. The boundary components of
Σ containing partisan boundary intervals are called partisan boundary components.
A region of Γ containing a partisan boundary interval in its boundary is called a
partisan region.
For future use we record the following result.
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Lemma 6.6. The number of HΛ–vertices of Γ is at most 2W1 (see (3.15)).
Proof. Traverse each boundary component of ∂Σ once in the direction of orientation
ζ counting HΛ–vertices as they occur.
6.2. Bridge moves and vertex cancellation. Let u1 and u2 be vertices of a
picture Γ, with orientation ζ, and let e be an arc with end–points x1 and x2 on
u1 and u2, respectively. Let N be a regular neighbourhood of u1 ∪ u2 ∪ e. If N is
orientable let ζe be an orientation of N . If ζe(ui) = ζ(ui), for both i = 1 and 2, or
ζe(ui) 6= ζ(ui), for both i = 1 and 2, then set δ = 1. Otherwise set δ = −1. If N is
non–orientable set δ = 1. The latter occurs if u1 = u2 and N is homeomorphic to a
Mo¨bius band (see Figure 2(a)). For i = 1, 2 set εi = 1 if ui is positive and εi = −1
if ui is negative.
Definition 6.7. If δε1ε2 = −1 we say that u1 and u2 are e–confluent.
Thus u1 and u2 are e–confluent if f preserves orientation ζe on precisely one of
∂u1 and ∂u2. Figure 3(a) shows a pair of e–confluent vertices, with ε1 = δ = 1
and ε2 = −1. Figure 3(b) shows a pair of vertices which are not e–confluent, with
ε2 = δ = −1 and ε1 = 1.
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If u1 = u2 and a regular neighbourhood N of u1 ∪ e is non–orientable then u1 is
e–confluent to itself, as in Figure 2(a). On the other hand if N is orientable, as in
Figure 2(b), then u1 is not e–confluent to itself.
In the above setting let wi be the label of ui with base point xi (so wi is obtained
by reading in the direction opposite to ζ(ui)). If w1w
δ
2 = 1 in H then u1 and u2 are
said to be vertices which cancel (see Figure 4). A picture with no pair of distinct
vertices which cancel is said to be reduced.
Suppose that u1 and u2 cancel. If u1 and u2 are e–confluent then we may assume,
without loss of generality, that ε1 = δ = 1 and ε2 = −1, that w1 = rm and w2 is
a cyclic permutation of r−m, so w−12 is a cyclic permutation of r
m. Suppose that
r = r0r1 and w
−1
2 = (r1r0)
m. As u1 and u2 cancel and δ = 1 we have
(r0r1)
m = w1 = w
−1
2 = (r1r0)
m.
It follows that rm has periods λ = min{|r0|, |r1|} and l. From [16, Section 3, Propo-
sition 1] it follows that rm, and hence r, has period d = gcd(λ, l). By assumption r
is not a proper power so this cannot happen unless d = l and λ = 0, in which case
w−12 = r
m.
Now suppose that u1 and u2 cancel but are not e–confluent. Without loss of
generality we may assume that ε1 = ε2 = δ = 1, that w1 = r
m and that w2 =
r1r
m−1r0, where r = r0r1. We have
(r−11 r
−1
0 )
m = w−11 = w2 = r1r
m−1r0,
so r21 = r
2
0 = 1. It follows that r has a cyclic permutation xUyU
−1, where x, y ∈
A ∪˙ B, with x2 = y2 = 1. That is G is of type E(2, 2,m).
Now suppose that a and b are distinct arcs of Γ and that γ is the image of an
embedding of [0, 1] in Σ with one end–point on a and the other on b such that
γ ∩ Γ = {a, b}. Then f(γ) is a closed path in (XO, p), for O = A or B. If f(γ) is
nullhomotopic, then after a homotopy (constant outside a regular neighbourhood
of γ) we may assume that f(γ) = p. A further homotopy can be effected to
make f(γ) = xO, resulting in a new picture, as shown in Figure 5. We call the
transformation from the original to the new picture a bridge move.
If u and v are a pair of distinct vertices which cancel then we can perform bridge
moves on arcs incident u and v, as shown in Figure 6, to increase the number of
arcs joining u to v. Repeating such bridge moves we obtain a picture in which all
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arcs incident to u are incident to v, in which case we call u, v and their incident
arcs a floating dipole: see Figure 7. An arc c of Γ such that c is a simple closed
curve bounding a disk D with int(D) ∩ Γ = ∅ is called a floating arc.
If C is a simple closed arc in Σ\Γ and one component of Σ\C is a disk CD such
that Γ ∩ CD is a floating dipole or floating arc then f(C) is null–homotopic in Y .
Performing a homotopy, constant outside CD ∪C, we may replace f by a map such
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that f(CD) = xO, where O = A or B. Therefore we may form a new picture on Σ
by removing all arcs and vertices of CD ∩Γ from Γ. We call this operation removal
of a floating dipole or arc. We consider the equivalence relation ∼ generated by
the relations (i)–(iii) below on the set of pictures on a surface Σ, with n boundary
components with fixed boundary labels u1, . . . , un ∈ H . Suppose Γ and Γ′ are such
pictures on Σ over G. Then Γ ∼ Γ′ if Γ′ is obtained from Γ by
(i) an isotopy of Σ,
(ii) a bridge move or
(iii) removal of a floating dipole or floating arc.
Definition 6.8. A picture is efficient if it has fewest arcs in its equivalence class.
It follows that an efficient picture is reduced, since otherwise we can perform
bridge moves on arcs incident to a pair of vertices which cancel until a floating
dipole is produced. Removal of the floating dipole results in a picture with fewer
arcs, contrary to efficiency of the original picture.
Let g and n be fixed integers and u1, . . . , un fixed elements of H . Consider the
set T of all pictures over G on surfaces with n boundary components and genus at
most g, with boundary labels u1, . . . , un.
Definition 6.9. A picture in T is said to be minimal if no other picture in T has
fewer arcs.
Minimal pictures are efficient and efficient pictures are reduced. In general it is
not the case that reduced pictures are efficient or that efficient pictures are minimal.
Proposition 6.10 ([7]). Let Γ be a minimal picture over G on a surface Σ. Then
no arc of Γ is closed curve.
Proof. Suppose that c is an arc of Γ and a closed curve. The closure of Σ\c has
2 boundary components c1 and c2 corresponding to c. Form a new surface Σ1 by
capping ci with a disk, for i = 1, 2. Then Γ\c is a picture on Σ1, since f(c) = p ∈ Z.
The genus of Σ1 is no more than that of Σ and Γ\c has the same boundary labels
as Γ, but fewer arcs. This contradicts the minimality of Γ.
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Proposition 6.11 ([7]). Let Γ be a minimal picture over G on a compact connected
surface Σ. Then χ(∆) ≥ χ(Σ), for all regions ∆ of Γ.
Proof. Suppose that ∆ is a region such that χ(∆) < χ(Σ). Let Σ0 = Σ\int(∆)
and let Ω0, . . . ,Ωk be the connected components of Σ0. Then χ(∆) < χ(Σ) =
χ(Σ0) + χ(∆) =
∑k
i=0 χ(Ωi) + χ(∆). Therefore χ(Ωi) > 0, so Ωi is a disk or a
sphere, for some i. As Σ is connected this means that Ωi is a disk with Ωi∩∆ = C,
where C is homeomorphic to S1, for such i. Let Ω′ be a regular neighbourhood
of Ωi and let Γ
′ = Γ ∩ Ω′. Then Ω′ is a disk and the boundary of Ω′ lies in ∆.
Hence the boundary label of Γ′ is an element u of A ∪˙ B such that u = 1 in G. As
the Freiheitssatz holds for G ([16]) it follows that u = 1 in A or B, as appropriate.
Thus we may replace Γ′ with the empty picture on Ω′ without altering Σ or the
boundary labels of Γ. This contradicts the minimality of Γ.
6.3. Parallel arcs and the graph of a picture. Given two arcs a1 and a2 of a
picture Γ such that either
(i) a1 and a2 bound an annulus S with int(S) ∩ Γ = ∅ or
(ii) there are corners c1 and c2 of Γ such that a1, a2, c1 and c2 bound a disk
∆ with int(∆) ∩ Γ = ∅,
then a1 and a2 are said to be parallel arcs. There is an equivalence relation on the
set of arcs of Γ generated by the parallel relation on arcs. The equivalence class
of an arc a is called an edge of Γ, denoted a¯. If an edge consists of d parallel arcs
we say that it has width d. We form the graph Γ¯ of Γ on Σ as follows. Collapse
each vertex of G to a point to give a vertex of G. Collapse each class of arcs a¯
onto a: the resulting arcs are the edges of Γ¯, except for any that are closed loops
(meeting no vertex of Γ) and these are discarded. In addition there is one vertex
on ∂Σ wherever an edge of Γ¯ meets ∂Σ. If e+ is one end of an edge e of Γ¯ then
the end points of arcs of Γ which are identified to form e+ comprise an end of the
class of arcs corresponding to e. If a¯ is a class of arcs with at least one end on the
boundary then we say that a¯ is a boundary class. Otherwise a¯ is an interior class.
An arc of Γ with both ends on ∂Σ is called an arc of type I. An edge of Γ¯ which
is the image of a class of arcs of type I is called an edge of type I. We define the
degree of a vertex v of Γ to be the degree of the corresponding vertex in the graph
Γ¯, that is deg(v) = number of classes of arc incident to v.
If a is an arc of an edge e and a is incident to vertices u and v then u and v are
a–confluent if and only if they are b–confluent for all arcs b of e. In this case we
say that u and v are e–confluent.
The following facts are established in [16]. A word x1 · · ·xn is said to have period
λ if xi+λ = xi, for all i such that 1 ≤ i ≤ n− λ.
Lemma 6.12. Assume G is not of type E(2, ∗,m). Let vertices u1 and u2 of a
picture Γ over G be joined by an edge e of width k. Assume either that Γ is reduced
and u1 and u2 are distinct or that Γ is minimal. Then k ≤ l − 2.
Proof. The ends of e determine subwords s1 and s2 of the boundary labels w1 and
w2 of u1 and u2, respectively, with l(s1) = l(s2) = k − 1. Suppose first that u1
and u2 are e–confluent. Without loss of generality we may assume that ε1 = δ = 1
and ε2 = −1 (with the notation of Definition 6.7). Then s1 is a cyclic subword of
rm, s2 is a cyclic subword of r
−m and s−12 = s1 (see Figure 8). Therefore r
m has
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identical subwords s1 and s
−1
2 . We may assume that s1 is an initial subword of r
m.
Then rm begins r0s
−1
2 , where r0 is an initial subword of r of length l(r0) = λ ≥ 0.
As r is cyclically reduced in A ∗ B it follows that λ is even. We may also assume
that λ ≤ l/2 (otherwise reverse the roles of s1 and s2). If k ≥ l − 1 this implies
that the union of s1 and s2 is an initial subword of r
m of period λ. If λ > 0 then
λ ≥ 2 so l(s2) + λ ≥ l and then it follows that rm has periods λ and l. Hence,
from [16, Section 3, Proposition 1], rm and also r have period d = gcd(λ, l). This
cannot occur as r is not a proper power. Therefore λ = 0 and s1 and s
−1
2 coincide
as subwords of rm. In this case, if u1 6= u2 then u1 and u2 cancel. As Γ is reduced
this is a contradiction.
On the other hand, if λ = 0, u1 = u2 and u1 is e–confluent to itself then a
regular neighbourhood N of u1∪e is homeomorphic to a Mo¨bius band. In this case
we can perform bridge moves on arcs incident to u1 and outside e to form a class
containing all arcs incident to u1. We illustrate this diagrammatically: suppose
N is as shown in Figure 9. Cutting along c and pasting together both copies of
a and b we obtain the diagram of N shown in Figure 10. Clearly the number of
arcs incident to the upper and lower halves of the vertex in this diagram are equal
and so we may perform bridge moves as claimed. The result is shown in Figure
11. Since the dotted boundary of this diagram has trivial label we may remove u1
and all its incident arcs from N , leaving a picture on Σ with the same boundary
labels as Γ but fewer arcs. This contradicts minimality of Γ. Thus if u1 and u2 are
e–confluent then k ≤ l − 2.
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Now suppose that u1 and u2 are not e–confluent and that k ≥ l−1. Without loss
of generality we may assume that ε1 = ε2 = δ and that s1 is an initial subword of
rm. Then s2 is a cyclic subword of r
m and s1 is identically equal to s
−1
2 , as a word
in A ∗ B. Again we may assume that rm begins r0s2 = U , with l(r0) = λ ≤ l/2.
If s1 has even length then s1 and s2 begin with letters of different groups, so λ
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must be odd. Similarly if l(s1) is odd then λ must be even. As k ≥ l − 1 we have
l(si) ≥ l − 2 and l(U) = l(s2) + λ ≥ l − 1. We may write s1 = r0t, where s2 = tr1,
since λ ≤ l − 2 ≤ l(si). Hence s1 = s
−1
2 implies t = t
−1 and r0 = r
−1
1 . Hence
U = r0s2 = r0tr
−1
0 , where t = t
−1, so t is of odd length and its middle letter has
order 2. Therefore U = V yV −1, for some V . If l(U) = l− 1 then r = V yV −1x and
G is of type E(2, ∗,m), a contradiction. Suppose l(U) ≥ l. We have rm = V yV −1W
and we may write V = V0xU0, where x ∈ A ∪˙ B, l(U0yU
−1
0 ) = l− 1 and l(V0) ≥ 0.
Hence rm has a cyclic permutation xU0yU
−1
0 x
−1V −10 WV0 which must have period
l. Again a contradiction arises as x = x−1 and G is of type E(2, 2,m).
Definition 6.13. A picture Γ on a surface Σ is called minimalistic if the following
conditions hold.
(i) No arc of Γ is a closed curve.
(ii) χ(∆) ≥ χ(Σ∆), whenever ∆ is a region of Γ and Σ∆ is the connected
component of Σ containing ∆.
(iii) No interior edge of Γ has width more than l. If G is not of type E(2, ∗,m)
then no interior edge has width more than l − 2.
From Proposition 6.10, Proposition 6.11 and Lemma 6.12, minimal pictures are
minimalistic. The converse does not hold in general.
6.4. Routes and distance. If u and v are vertices incident to a region ∆ satisfying
ρ(∆) = β(∆) = 2, χ(∆) = 1, t(∆) = 4 and ε(∆) = 0, as shown in Figure 12(a),
then u and v are said to be paired. If e is a class of arcs having both end points on
∂Σ and e ∩ ∂∆ 6= ∅, where ∆ is a region satisfying ρ(∆) = 1, β(∆) = 2, χ(∆) = 1,
t(∆) = 3 and ε(∆) = 0, as shown in Figure 12(b), then u and e are said to be
paired.
A route in Γ, from x1 to xn, is a sequence x1, . . . , xn, where xi is a vertex or a
class of arcs such that the set {xi, xi+1} consists either of
(i) two vertices which are joined by an arc or
(ii) a vertex and a boundary class of arcs paired to that vertex or
(iii) two vertices which are paired,
48 A.J. DUNCAN
for i = 1, . . . , n. Let l1 = {i : xi is a boundary class of arcs} and l2 = {i :
xi and xi+1 are both vertices}. The length of the route is then |l1| + |l2|. A route
in Γ¯ is defined to be the image of a route in Γ under the quotient map Γ −→ Γ¯. A
route is simple if xi 6= xj , for all i 6= j.
If S is a subset of V then a vertex v is said to be distance d from S if the length
of a shortest route from v to a vertex of S is d. If there is no route from v to a
vertex of S then the distance of v from S is defined to be ∞. If e is a class of arcs
that is paired to a vertex then the distance of e from S is d + 1, where d is the
minimum of the distances from S of the vertices paired to e.
6.5. Pictures and equations. The correspondence between solutions of quadratic
equations and pictures is given in the next three results.
Theorem 6.14. Let u1, . . . , uk be elements of H and let t, p be non–negative inte-
gers. Then there exist elements w1, . . . , wk+2t+p ∈ H such that
(6.2) w =
k∏
i=1
w−1i uiwi
t∏
i=1
[wi+k, wi+k+t]
p∏
i=1
w2i+k+2t = 1 ∈ G
if and only if there exists a picture Γ over G on a surface Σ, of genus t + p/2,
orientable if p = 0, with k boundary components which have labels u1, . . . , uk (with
respect to some orientation of ∂Σ).
Proof. In the notation of Section 2, let F = F (D ∪˙ X) and q = q(0, k, t, p). Then
Σ(q) is the connected sum of a k–punctured sphere with t torii and p projective
planes, and so has genus t + p/2 and is orientable if p = 0, and has boundary
components β1, . . . , βk with labels d1, . . . , dk, respectively.
Suppose a picture (f,Γ) with orientation ζ exists on a surface Σ of genus t+p/2,
orientable if p = 0, with boundary components β˜1, . . . , β˜k having labels u1, . . . , uk.
Assume first that Σ is connected. Then Σ is homeomorphic to Σ(q) and we may
choose this homeomorphism θ : Σ(q) −→ Σ so that the boundary component βi is
mapped to β˜i, so that the base point of βi is mapped to a base point of β˜i and so
that the orientation of β˜i is the same as that induced by θ(βi). By construction Σ(q)
is a quotient of the disk D with boundary ∂D labelled q, so f ◦ θ can be regarded
as a map from D to Z. Then f ◦ θ|∂D maps each labelled interval of ∂D to a path
in Y representing an element of H . Let φ be the map from F to H induced by
f ◦ θ|∂D on the labelled intervals of ∂D. Then φ maps the boundary label q of D
to an element of H representing the identity of G. Furthermore φ(di) = ui, for
i = 1, . . . , k and φ(xi) = wi ∈ H , for i = 1, . . . , k+2t+ p, and it follows that w = 1
in G, as required.
Suppose now that Σ has connected components Σ1, . . . ,Σn, for some n ≥ 2. We
may assume that Σj is the connected sum of a kj–punctured sphere with tj torii
and pj projective planes where kj > 0,
∑n
j=1 kj = k,
∑n
j=1 tj = t and
∑n
j=1 pj = p.
Let the boundary labels of Γi = Σi ∩ Γ be ui1 , . . . , uikj , where i1 < · · · < ikj . The
argument above implies the existence of elements wij , xij , yij , zij ∈ H such that
kj∏
i=1
w−1ij uijwij
tj∏
i=1
[xij , yij ]
pj∏
i=1
z2ij = 1 ∈ G,
for j = 1, . . . , n. The equality (6.2) follows after some rearrangement of these
equations.
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Conversely, suppose that there exist wi in H satisfying (6.2). Let F , q and Σ(q)
be defined as above, where Σ(q) is a quotient of a disk D with boundary label q. Let
dˆi and xˆi be the oriented sub–intervals of ∂D labelled di and xi, respectively. For
g ∈ H let g˜ be a closed path in (Y, p) representing g. Define a map f∂ : ∂D −→ Z
by f∂(xˆi) = w˜i and f∂(dˆi) = u˜i. As w = 1 in G the map f∂ maps ∂D to a path
which is nullhomotopic in Z and so extends to a map f : D −→ Z. As f∂ is
identical on any two intervals of ∂D which are identified in forming Σ(q), f factors
through Σ(q) and we may regard f as a map from Σ(q) to Z. We may make f
transverse to the mid–point c of ∆s with a homotopy which fixes ∂Σ(q). A further
homotopy ensures that each component of the closure of f−1(int(∆s)) is a regular
neighbourhood of f−1(c). Let Σ0 = Σ(q)\f−1(int(∆s)). Then f restricted to ∂Σ0
is transverse to p and so there is a homotopy of f , relative to ∂Σ0, to a map which
is transverse to p on Σ0. Therefore we may assume that f gives rise to a sketch Γ
on Σ(q). Extend the orientation of the dˆi’s to an orientation of regions and vertices
of Σ(q). (This can be done consistently if Σ(q) is orientable.) Let f l(di) = ui and
define f l on vertex corners as in the definition of a picture. Then (f,Γ) is a picture
on Σ over G with boundary labels u1, . . . , uk, as required.
Corollary 6.15. Let (h,n, t,p) be a positive 4–partition, L a consistent system
of parameters and z an element of (HΛ,L,n,h). Then the triple (n, t,p) ∈ L–
genus(z) if and only if there exists a solution α to L and a minimalistic picture Γ
on a surface of type (n, t,p) with partitioned boundary labels list (αˆ(z1), . . . , αˆ(zn)).
Proof. Given a solution (φ, α) to Q = Q(z,L,n, t,p) we have φ(q(ξj , nj , tj , pj)) = 1
in G, for j = 1, . . . , k. It follows, from Theorem 6.14, that there exists a picture Γj
over G on a surface Σj of genus tj + pj/2, with nj boundary components labelled
φ(dξj+1), . . . , φ(dξj+nj ). If Γj exists then there also exists a minimalistic picture
satisfying the same conditions, so we may assume that Γj is minimalistic. As
(φ, α) is a solution to Q, φ(dξj+i) = αˆβ(dξj+i) = αˆ(zµj+i), for all i, j. The picture
Γ = Γ1 ∪ · · · ∪ Γk on Σ1 ∪˙ · · · ∪˙ Σk therefore satisfies the given requirements.
Conversely, given a solution α to L and a picture Γ on a surface Σ as described,
suppose that Σ has connected components Σ1, . . . ,Σk, where Σj has genus tj+pj/2
and nj boundary components labelled αˆ(zµj+1), . . . , αˆ(zµj+nj ). Let Γj = Γ ∩ Σj
and qj = q(ξj , nj , tj , pj) and define βj : F (LD(qj)) −→ H by βj(dξj+i) = αˆ(zµj+i),
for j = 1, . . . , k and i = 1, . . . , nj. Then, from Theorem 6.14, Γj gives rise to a
solution φj to (qj = 1, βj). Define φ : F (L(q)) −→ H by φ(xi) = φj(xi), for
ξj +1 ≤ i ≤ ξj +nj +2tj+ pj and φ(dξj+i) = αˆ(zµj+i), for 1 ≤ i ≤ nj . Then (φ, α)
is a solution to Q.
Definition 6.16. Let (h,n, t,p) be a positive 4–partition, L a consistent system
of parameters and z an element of (HΛ,L,n,h). Let α be a solution to L and
Γ a picture on a surface of type (n, t,p) with partitioned boundary labels list
(αˆ(z1), . . . , αˆ(zn)). Then we say that (α,Γ) corresponds to the solution (φ, α) of
Q(z,L,n, t,p) constructed in Corollary 6.15. The pair (α,Γ) is called exponent–
minimal if it corresponds to an exponent–minimal solution (φ, α) to Q(z,L,n, t,p).
When there is no ambiguity we refer to Γ, rather than (α,Γ), as exponent–
minimal. Observe that if an exponent–minimal picture with prime labels z exists
then a reduced (or efficient or minimal) exponent–minimal picture with the same
prime labels also exists, because all pictures in an equivalence class and in T have
the same boundary labels.
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Figure 13: A picture of type square–1 with base D(2, 3, 1, 2)
7. Corridors
Let (h,n, t,p) be a positive 4–partition, L a consistent system of parameters, z
a special element of (HΛ,L,n,h) and α a solution to L. From now until further
notice we assume that Γ is a picture on a surface of type (n, t,p) with prime labels
z, labelled by αˆ(z) and with boundary partition b = (b1, . . . , bW1).
Let D be the disk [a, a + 1] × [0, 1] ⊂ R2, where a ≥ 0 is an integer, and let
x0, y0, x1 and y1 be non–negative integers with xi > 0, i = 1, 2. Define a set
D(x0, x1, y0, y1) of distinguished points of D to be
(i) (a, i/(y0 + 1)), for i = 1, . . . , y0;
(ii) (a+ 1, i/(y1 + 1)), for i = 1, . . . , y1;
(iii) (a+ (i/(x0 + 1)), 0), for i = 1, . . . , x0 and
(iv) (a+ (i/(x1 + 1)), 1), for i = 1, . . . , x1.
A picture ΓD overG onD is said to have type square–0 (with base D(1, 1, 0, 0)) if ΓD
has no vertices and one arc {1/2} × [0, 1]. A picture ΓD on D is said to have type
square–1 with base D(x0, x1, y0, y1) if x0, x1, y0 and y1 are non–negative integers
such that x0, x1 > 0, x0 + x1 + y0 + y1 = ml, ΓD has one vertex v and ΓD has ml
arcs each beginning at a point of ∂v and ending at one of the distinguished points
of D(x0, x1, y0, y1). A picture of type square–1 with base D(2, 3, 1, 2) is shown in
Figure 13.
A picture ΓD overG onD is said to have type square–2 with base D(x0, x1, y0, y1)
if the following conditions hold.
(i) x0, x1, y0 and y1 are positive integers such that y0, y1 ≥ 3 and x0 + x1 +
y0 + y1 ≤ 2ml − 1.
(ii) ΓD has 2 vertices v0 and v1 and ml + (x0 + x1 + y0 + y1)/2 arcs. ΓD has
one non–empty class of arcs joining v0 to v1 and ΓD has xi arcs joining vi
to distinguished points of D on [a, a+ 1]× {i}, for i = 1, 2.
(iii) There are integers ri, i = 0, 1 such that 0 < ri < yi and ΓD has ri arcs
joining vi to distinguished points of {a+ i}× [0, 1] and yi− ri arcs joining
v1−i to distinguished points of {a+ i} × [0, 1].
A picture of type square–2 with base D(4, 5, 7, 6), r0 = 3 and r1 = 2 is shown in
Figure 14. A picture of type square–j is called a square–picture of type j, where
j = 0, 1 or 2. An arc e of a square–picture meeting [a, a+1]× {i}, for i = 0 or 1 is
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Figure 14: A picture of type square–2 with base D(4, 5, 7, 6)
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called a lateral arc of the picture. An arc e of a square–picture of type 2 incident
to both vertices is called an internal–lateral arc.
A square–picture (fD,ΓD) comes equipped with a labelling function f
l
D, from
corners of ΓD to A ∪˙ B. Since we wish to map square–pictures into arbitrary
pictures in such a way that the intervals ([a+(k/(xi+1), a+((k+1)/(xi+1)]×{i})
correspond to boundary corners of Γ we now refine this labelling function. We
redefine the label of the corner c0 = ({a}×[0, 1/(y0+1)])∪([a, a+(1/(x0+1))]×{0})
setting f lD([a, a + (1/(x0 + 1))] × {0}) = 1 and f
l
D({a} × [0, 1/(y0 + 1)]) = the
original label of c0. Similarly, we redefine the labelling function on the corner
c1 = ({a} × [y0/(y0 + 1), 1]) ∪ ([a, a + (1/(x1 + 1))] × {1}) so that the subinterval
[a, a+ (1/(x1 + 1))] × {1} has trivial label and the defining property of boundary
labels of regions of pictures is preserved (see Figure 15). We say such a labelling
function on ΓD is left–trivial. If ΓD is of type 0 all labels are trivial so any labelling
function is left–trivial. If ΓD is not of type 0 then, since a regular neighbourhood
of an arc of ΓD maps to a contractible subset of Z, we may achieve a left–trivial
labelling by a homotopy of fD fixing all of D except for the components of D\ΓD
meeting c0 and c1. We shall henceforward assume that square–pictures have left
trivial labelling functions.
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If D is the disk [a, b]× [0, 1], where a, b ∈ Z, 0 ≤ a < b, we define Dc to be the
disk [c, c+ 1]× [0, 1], for c ∈ Z, a ≤ c < b. We define a sum of pictures of type 1 to
be a picture ΓD on the disk D = [a, b]× [0, 1], where
(i) b− a ≥ 1,
(ii) ΓD ∩Dc is a picture of type square–0 or square–1, for a ≤ c ≤ b − 1, and
there is at least one c in this range such that ΓD ∩Dc is a picture of type
square–1 and
(iii) if ΓD∩Dc has baseDc[x0, x1, y0, y1] then ΓD∩Dc+1 has baseDc+1[x′0, x
′
1, y1, y
′
1],
for a ≤ c ≤ b− 2.
For j = 0 or 2 we define a sum of pictures of type j similarly except that in
condition (ii) all pictures must be of type square–j and if j = 2 then the following
condition must also hold.
(iv) If b− a > 1 then ΓD has the form shown in either Figure 16 or 17 (where
all the edges shown contain at least one arc).
Given a sum of square–pictures ΓD on D = [a, b]× [0, 1] we set ΓD(c) = ΓD ∩Dc,
for a ≤ c ≤ b − 1. A sum of square–pictures on [a, b] × [0, 1] is said to have width
b−a. The lateral and internal–lateral arcs of the square–pictures making up a sum
of square–pictures are called lateral and internal–lateral arcs, respectively, of the
sum.
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Let D = [a, a + 1] × [0, 1] and let ΓD be a square–picture of type j with base
D(x0, x1, y0, y1) on D. Suppose j > 0. If j = 1 let v0 be the vertex of ΓD. If
j = 2 let vi be the vertex of ΓD incident to [a, a+ 1]× {i}, for i = 0, 1. Let a0 be
the arc joining v0 to (a+ 1/(x0 + 1), 0). Travelling clockwise around ∂v0, starting
from the endpoint of a0, let a1 be the first arc encountered which does not meet
{a} × [0, 1]. If j = 1 then a1 connects v0 to (a + 1/(x1 + 1), 1). If j = 2 then a1
connects v0 to v1. In the latter case, travelling clockwise around ∂v1, starting from
a1, let a2 be the first arc encountered which does not meet {a} × [0, 1]: so a2 joins
v1 to (a + 1/(x1 + 1), 1). The label of vi, read from an appropriate starting point
in a clockwise direction, is rδim, where δi = ±1, for 0 ≤ i ≤ j − 1. The label ui on
the subinterval of ∂vi, read clockwise, from ai to ai+1 is then a subword of r
δim,
for 0 ≤ i ≤ j − 1. Let oi, ρi and σi be non–negative integers such that ρi < m,
oi < l(r), σi < l(r) and ui = τ(r
δi , oi)(r
δi )ρi ι(rδi , σi), for 0 ≤ i ≤ j − 1. In cases
j = 0 or 1 define δi = oi = ρi = σi = 0, for j ≤ i ≤ 1.
Definition 7.1. The left interior marking of ΓD is the sequence
δ0, o0, ρ0, σ0, δ1, o1, ρ1, σ1.
For example suppose that, in Figure 18, r = ab, m = 4 and the label on v0 read
clockwise from a0 is (ab)
4. Then ΓD has left interior marking 1, 0, 1, 0, 0, 0, 0, 0.
Again, in Figure 19 suppose r = ab, m = 7, the label of v0 read from a0 is (ba)
7
and the label of v1 read from a1 is (a
−1b−1)7. Then ΓD has left interior marking
1, 1, 1, 1,−1, 1, 2, 0.
Let D = [a, b] × [0, 1] and suppose that there exists a map µ : D −→ Σ and
boundary intervals P0 and P1 of Γ satisfying the following properties.
(i) µ is injective on D\({0, 1} × [0, 1]);
(ii) either µ is injective on {0, 1} × [0, 1]) or µ(a, t) = µ(b, t) or µ(a, t) =
µ(b, 1− t), for all t ∈ [0, 1];
(iii) ∂Σ ∩ µ(D) = µ([a, b]× {0, 1}) and µ([a, b]× {i}) ⊂ Pi, for i = 0, 1;
(iv) µ({c} × [0, 1]) is transverse to Γ and meets no vertex of Γ, for c ∈ Z with
a ≤ c ≤ b.
Then we call µ a binding map (on D) between P0 and P1. Now suppose that Pi
is not a partisan boundary interval, for i = 0, 1, and that no arc of Γ contained in
µ(D) is an HΛ–arc. Let (fD,ΓD) be a sum of square–pictures of type j on D, with
54 A.J. DUNCAN
PSfrag replacements
a0
a1
v0
a2
v1
Figure 19:
left–trivial labelling function f lD, and let µ(D) = B. Let c0, c1 be the left–hand
corners of D defined above and in addition let c2 = ({b}× [0, 1/(y1+1)])∪ ([b− 1+
(x0/(x0+1)), b]×{0}) and c3 = ({b}×[y1/(y1+1), 1])∪([b−1+(x1/(x1+1)), b]×{1}).
Recall that f is the map from Σ to Z described in the definition of picture.
Assume that µ(ΓD) = Γ ∩B and
(i) f l(µ(c)) = f lD(c), for all corners c of ΓD except c0, c1, c2 and c3,
(ii) f(µ([a, a+ (1/(xi + 1))]× {i})) is nullhomotopic, for i = 0, 1, and
(iii) di = µ([b− 1 + (xi/(xi + 1)), b]× {i}) ⊂ c′i, where c
′
i is a boundary corner
of Γ and f(c′i\di) is nullhomotopic, for i = 0, 1.
Then C = (D,ΓD, µ) is called a j–corridor of width b − a with binding map µ
binding P0 and P1. In this case ΓB = Γ∩µ(D) is a picture on B and we call B the
image of C. The images µ(x) of arcs x of the picture ΓD are called arcs of C. If
µ(a, t) = µ(b, t) or µ(a, t) = µ(b, 1− t), for all t ∈ [0, 1], then all arcs of C are arcs
of Γ. Otherwise, given an arc x of ΓD, the arc µ(x) of C is an arc of Γ if and only
if x does not meet {a, b}× [0, 1]. Nonetheless it is convenient to refer to µ(x) as an
arc of C, for all arcs x of ΓD. A corridor of width 1 is called a compartment. The
left interior marking of rank s of the corridor C is defined to be the left interior
marking of ΓD(s), for all s such that a ≤ s ≤ b− 1.
If e is a lateral arc, or internal–lateral arc, of ΓD then µ(e) is called a lateral
arc, or internal–lateral arc, of the corridor (D,ΓD, µ). If C = (D,ΓD, µ) and
C′ = (D′,Γ′D, µ
′) are corridors with identical sets of lateral arcs then we say that C
and C′ are equivalent and this is an equivalence relation on the set of corridors. If
C and C′ are equivalent then µ′ is homotopic to a map µ′′ such that µ′′(D′) = µ(D)
and (D′,Γ′D, µ
′′) is a corridor equivalent to C. If C′ = (D′,Γ′D, µ
′) is a corridor
such that {lateral arcs of C′} ⊆ {lateral arcs of C} then C′ is called a sub–corridor
of C. If a ≤ c < d ≤ b and D′ = [c, d] × [0, 1] then the map µ′ = µ|D′ is called
the binding map induced from µ on D′ and the corridor (D′,ΓD′ , µ
′) is called the
sub–corridor induced from (D,ΓD, µ), denoted C[c, d] or C[c], if c+ 1 = d. If C is
corridor and is not a sub–corridor of any corridor of greater width then we say that
C is a maximal corridor. Obviously two corridors are equivalent if and only if each
one is a sub–corridor of the other. If C = (D,ΓD, µ) and C
′ = (D′,ΓD′ , µ
′) are
corridors, with images B = µ(D) and B′ = µ′(D′), we call B ∩B′ the intersection
of C and C′, denoted C ∩C′, and if B ∩B′ 6= ∅ we shall say that C and C′ overlap.
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Figure 20:
Definition 7.2. Choose one representative from each equivalence class of maximal
j–corridors of Γ, where j = 0 or 1. These corridors and the sub–corridors induced
from them are called designated corridors of Γ (of type 0 and 1).
(We defer the definition of designated 2–corridor until later.) We may always
choose the maximal designated corridor (D,ΓD, µ) such that D = [0, c]× [0, 1], for
some integer c. In the absence of any explicit statement to the contrary it is to be
assumed that all corridors are designated corridors.
If (D,ΓD, µ) is a maximal 0–corridor then ΓD consists of arcs from a class of
arcs of type I. If two distinct designated maximal 0–corridors overlap then we may
choose different representatives of the two equivalence classes of corridors (see Fig-
ure 20) which do not overlap. We assume then that maximal designated 0–corridors
do not overlap. If two distinct designated maximal 1–corridors overlap but the in-
tersection contains no arc or vertex then, as in the type 0 case, we designate different
representatives which do not overlap. We may assume then that the intersection
contains an arc or vertex. If the intersection contains a vertex then it contains the
lateral arcs incident to this vertex. After performing a homotopy if necessary we
have two maximal corridors whose intersection contains a compartment. Therefore
we may extend each corridor to contain all compartments of the other. Since the
original corridors are maximal they must be equivalent, contradicting uniqueness
of representatives. If the intersection contains an arc but no vertex then this arc
must be the unique lateral arc of a compartment of type 0. The same argument
applies in this case. Hence we may assume that maximal designated 1–corridors do
not overlap.
Maximal 2–corridors require further analysis. To begin with we shall, from now
on, call the 2–corridors defined above simple 2–corridors. For ease of reference we
shall also refer to corridors of type 0 and 1 as simple: so simple j–corridors and j–
corridors are the same thing, for j = 0, 1. Let C = (D,ΓD, µ) be a simple 2–corridor
and let (B,ΓB) = (µ(D),Γ ∩ µ(D)). Then the vertices of ΓB together with those
arcs of Γ whose closure is contained in B map to a subgraph C¯ of Γ¯ on Σ, which we
call the graph of C. The images of lateral and internal–lateral arcs of C are called
internal and internal–lateral edges, respectively, of C¯. Let C′ = (D′,ΓD′ , µ
′) be a
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simple 2–corridor. Then C is a sub–corridor of C′ if and only if C¯ ⊂ C¯′. Moreover,
if µ(D) ∩ µ′(D′) contains an arc a then every arc equivalent to a also belongs to
µ(D) ∩ µ′(D′). Hence µ(D) ∩ µ′(D′) contains an arc if and only if C¯ ∩ C¯′ contains
and edge. Suppose now that C and C′ both bind boundary intervals P0 and P1.
If C¯ ⊂ C¯′ and both C and C′ have width 1 then clearly C and C′ are equivalent.
Suppose next that C¯ ⊂ C¯′, the width of C is 1 and the width of C′ is at least 2.
Assume further that the graph C¯ meets Pi at a point xi, let ei be the edge of C¯
incident to xi and let ui be the vertex of C¯ incident to ei, for i = 0, 1. (See Figure
21.) As C¯ ⊂ C¯′ the vertices ui also belong to C¯′. There are two possibilities.
(i) The internal–lateral edge of C¯ joining u0 and u1 is an internal–lateral edge
of C¯′. In this case C is equivalent to a compartment of C′.
(ii) The internal–lateral edge of C¯ joining u0 and u1 is not an internal–lateral
edge of C¯′. Therefore either u0 or u1 is joined to a vertex of C¯
′ by an
internal–lateral edge of C¯′ which is not an internal–lateral edge of C¯. Sup-
pose that u0 is joined to vertex v1 of C¯
′ by an internal–lateral edge of C¯′
which is the image of a class of arcs in a compartment C′[j] of C′. Then
u1 is a vertex of compartment C
′[j − 1] or C′[j + 1] of C′ (see Figure 22).
In this case C is not equivalent to any compartment of C′. The case u1
joined to a vertex of C¯′ by an internal–lateral edge of C¯′ is similar.
In general if C¯ ⊂ C¯′ then without loss of generality we may assume that
D = [0, c] × [0, 1] and D′ = [0, c′] × [0, 1], for some integers c and c′. If the
compartment C[0] is equivalent to a compartment of C′ (as in case (i) above) then
C is equivalent to a sub–corridor of C′. If, on the other hand, C[0] is not equivalent
to a compartment of C′ (as in case (ii) above) then no compartment of C is equiva-
lent to a compartment of C′. (This follows by induction starting with the case (ii)
above.) In this case C is a sub–corridor of C′ but equivalent to no sub–corridor of
C′ and we say that C is diagonal to C′. By definition, if C has width at least 2 and
is diagonal to C′ then C′ has a sub–corridor which is diagonal to C. For example,
consider Figure 23, which shows the graphs of two corridors C ⊂ C′: the edges of C¯
are shown solid, whilst those of C¯′\C¯ are dashed. The internal–lateral edges of C¯
are shown diagonal whilst those of C¯′ are vertical. Thus the left hand compartment
of C meets the boundary at a and d whilst the right hand compartment meets it
at c and e. The sub–corridor of C′ between b and c is diagonal to C. We say that
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simple 2–corridors C0 and C1, both binding boundary intervals P0 and P1 and both
of width c, are diagonally–equivalent if there is a sub–corridor of Ci of width c− 1
which is diagonal to C1−i, for i = 0, 1.
If C2 is a corridor of width 2 then there is a unique equivalence class of compart-
ments diagonal to C2. This is a consequence of condition (iv) for sums of pictures
of type 2. It follows that if C0 is a corridor diagonally–equivalent to a corridor C1
and if C1 is diagonally–equivalent to a corridor C2 then C0 and C2 are equivalent.
In particular if C0 and C1 are corridors diagonally–equivalent to a corridor C3 then
C0 and C1 are equivalent.
Lemma 7.3. Let C and C′ be maximal simple 2–corridors.
(i) If a simple sub–corridor of C is equivalent to a sub–corridor of C′ then C
and C′ are equivalent.
(ii) If a simple sub–corridor of C is diagonal to C′ then C and C′ are diagonally–
equivalent.
Proof.
(i) If some sub–corridor of C is equivalent to a sub–corridor of C′ then there
is a corridor C′′ containing all compartments of C and C′. Then both C
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and C′ are sub–corridors of C′′ and, as C and C′ are maximal, C′′ is a
sub–corridor of them both. Hence C and C′ are equivalent to C′′.
(ii) Assume that some sub–corridor Cs of C is diagonal to C
′. Choose p <
q such that Cs = C[p, q] is maximal in this respect and write Cs =
(Ds,Γs, µs). As Cs is maximal among sub–corridors of C diagonal to C
′,
either there is a vertex of µ(ΓD(p− 1)) which is not a vertex of µ′(ΓD′) or
p = 0. Similarly, either there is a vertex of µ(ΓD(q)) which is not a vertex
of µ′(ΓD′) or q = c. If both p = 0 and q = c then C is a sub–corridor of
C′ and the width of C′ is necessarily greater than that of C, contrary to
maximality of C. Thus either p > 0 or q < c. Assume first that p > 0 and
that there is a vertex of µ(ΓD(p− 1)) which is not a vertex of µ′(ΓD′).
Since the vertices of µ(ΓD(p)) belong to different compartments of C
′, it
follows that one of the vertices of µ(ΓD(p− 1)) belongs to a compartment
of C′ (and is joined to a vertex of µ(ΓD(p)) by an internal–lateral arc of
C′). Hence one vertex of µ(ΓD(p− 1)) is contained in µ′(ΓD′). If p ≥ 2
it is therefore possible to extend C′ to a wider corridor by adjoining one
vertex of µ(ΓD(p− 1)) and one vertex of µ(ΓD(p− 2)). This is contrary
to the maximality of C′ and so if p > 0 then p = 1. A similar argument
shows that if q < c then q = c − 1. Now if p = 1 and q = c − 1 then it
follows that C′ is a sub–corridor of C, so C and C′ are equivalent, contrary
to hypothesis. Hence either p = 1, q = c or p = 0, q = c − 1. It follows
that the width of Cs is one less than that of C and that the compartment
of C not in Cs has precisely one vertex in C
′. As C′ has a sub–corridor
diagonal to C the same holds on reversing the roles of C and C′. Thus C
and C′ are diagonally–equivalent.
From the proof of the second part of the above Lemma it follows that if C and
C′ are diagonally equivalent then C¯′ contains exactly one vertex and one lateral
edge not in C¯, and vice–versa.
Given that C = (D,ΓD, µ) and C
′ = (D′,ΓD′ , µ
′) are diagonally–equivalent
simple 2–corridors we define the sum C+C′ to be (D ∪˙ D′,ΓD ∪˙ ΓD′ , µ ∪˙ µ′) and
call this an extended 2–corridor, extending C and C′. The set of lateral arcs of
an extended 2–corridor C + C′ is the union {lateral arcs of C} ∪ {lateral arcs of
C′}. We define the set of sub–corridors of the extended 2–corridor E = C + C′
to be the union of {E} with the sets of sub–corridors of C and C′. (We shall not
need to consider extended corridors as sub–corridors of other extended corridors.)
If E = C + C′ is an extended 2–corridor then we define the graph of E to be
E¯ = C¯ ∪ C¯′ and the image of E to be B ∪B′, where B and B′ are the images of C
and C′, respectively. By the remark following the Lemma above E¯ has one more
lateral edge than both C¯ and C¯′.
We define the set of 2–corridors to be the union of the set of all simple 2–corridors
and the set of all extended 2–corridors. We extend the equivalence relation defined
on simple 2–corridors by defining 2–corridors C and C′ to be equivalent if they
have the same lateral arcs. As graphs of simple 2–corridors have an even number
of lateral edges, graphs of extended 2–corridors have an odd number of lateral
edges and so no simple 2–corridor can be equivalent to an extended 2–corridor. A
2–corridor C is maximal in the set of 2–corridors if C is equivalent to C′, for all
2–corridors C′ such that {lateral edges of C} ⊂ {lateral edges of C′}. If E and
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E′ are 2–corridors with images B and B′, respectively, then we say that E and E′
have intersection B ∩B′ and that they overlap if B ∩B′ 6= ∅.
Lemma 7.4. Let E = C0 + C1 be an extended 2–corridor where C0 and C1 are
diagonally–equivalent simple 2–corridors. Then the following hold.
(i) If E is maximal as a 2–corridor then C0 and C1 are maximal simple 2–
corridors.
(ii) if E = C0 + C
′
1 then C1 is equivalent to C
′
1.
Proof. Let C0 and C1 have width c.
(i) Let C′i be a maximal simple 2–corridor containing Ci, i = 0, 1. Then C0
is a sub–corridor of C′0 diagonal to C
′
1. From Lemma 7.3.(ii), C
′
0 and C
′
1
are diagonally–equivalent. Hence we may form the sum C′0 + C
′
1. As E is
maximal it is equivalent to C′0 + C
′
1. If e is a lateral edge of C¯
′
0\C¯0 this
implies that e is a lateral edge of C¯1\C¯0. As C0 and C1 are diagonally
equivalent there is only one such edge. However, if C¯′0 is wider than C¯0
then it must contain at least 2 more lateral edges than C¯0. Hence C
′
0 and
C0 are equivalent. A similar argument applies to C1.
(ii) There is a unique vertex v of E¯ which belongs to C¯1 but not C¯0. Therefore
v is the unique vertex of E¯ which belongs to C¯′1 but not C¯0. Hence C1 and
C′1 must have the same vertices which implies that they are equivalent.
Lemma 7.5. Let E and E′ be maximal 2–corridors.
(i) If a simple sub–corridor of E is equivalent to a simple sub–corridor of E′
or
(ii) a simple sub–corridor of E is diagonal to a simple sub–corridor of E′
then E and E′ are equivalent 2–corridors.
Proof. If E and E′ are simple 2–corridors then, from Lemma 7.3, (i) follows im-
mediately and (ii) is not possible. If E is a simple 2–corridor and E′ an extended
2–corridor then it follows from Lemma 7.4 and Lemma 7.3 with either (i) or (ii),
that E′ is equivalent to E + C′, where C′ is a simple sub–corridor of E′, contrary
to maximality of E. If E′ is a simple 2–corridor and E an extended 2–corridor then
again a contradiction arises. Hence we assume that both E and E′ are extended
2–corridors, say E = C0 + C1 and E
′ = C′0 + C
′
1.
(i) If a simple sub–corridor of E is equivalent to a simple sub–corridor of
E′ then, for some i, j ∈ {0, 1} a sub–corridor of Ci is equivalent to a
sub–corridor of C′j . From Lemmas 7.4(i) and 7.3(i) it follows that Ci is
equivalent to C′j . Thus E = Ci + C1−i is equivalent to C
′
j + C1−i. Hence
C1−i is diagonally–equivalent to C
′
j which is diagonally–equivalent to C
′
1−j .
It follows that C1−i and C
′
1−j are equivalent and therefore so are E and
E′.
(ii) If a simple sub–corridor of E is diagonal to a simple sub–corridor of E′
then, for some i, j ∈ {0, 1} a sub–corridor of Ci is diagonal to C′j . From
Lemma 7.4(i) and Lemma 7.3(ii) it follows that Ci and C
′
j are diagonally–
equivalent. As Ci is diagonally–equivalent to C1−i it follows that C
′
j is
equivalent to C1−i. As in the previous case it follows that E and E
′ are
equivalent.
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Lemma 7.6. Let E = C0+C1 and E
′ = C′0+C
′
1 be maximal extended 2–corridors.
Then either E and E′ are equivalent or E¯ ∩ E¯′ ⊂ C¯i ∩ C¯′j, for some i, j ∈ {0, 1}.
Proof. If E¯ ∩ E¯′ = ∅ then the result holds trivially. Suppose then that E and E′
are not equivalent and that E¯ ∩ E¯′ 6= ∅. Note that this implies that the images of
E and E′ are disks (and not annulii or Mo¨bius bands). There is a unique vertex
u0 of C¯0 not in C¯1 and a unique vertex u1 of C¯1 not in C¯0. Similarly, there is a
unique vertex v0 of C¯
′
0 not in C¯
′
1 and a unique vertex v1 of C¯
′
1 not in C¯
′
0. Fix j = 0
or 1: if the vertex vj is not in E¯ then E¯ ∩ E¯′ ⊂ E¯ ∩ C¯′1−j . Now if ui is not in
C¯′1−j , for i = 0, 1, then E¯ ∩ E¯
′ ⊂ C¯1−i ∩ C¯′1−j . On the other hand if ui ∈ C¯
′
1−j , for
i = 0 and 1, then C¯′1−j contains E¯, contrary to maximality of E. Finally suppose
that vj belongs to E¯, for j = 0 and 1. As E¯ and E¯
′ are both graphs of extended
2–corridors on a disk this implies that E¯′ is a subgraph of E¯. As E and E′ are not
equivalent it follows that E¯′ is a proper subgraph of E¯ and so E′ is not maximal,
a contradiction.
Definition 7.7. Choose one representative E from each equivalence class of max-
imal 2–corridors of Γ. If E is the representative of an equivalence class of maximal
extended 2–corridors then we call E a designated extended 2–corridor. Correspond-
ing to each designated extended 2–corridor E choose an ordered pair (C,C′) of
diagonally–equivalent simple 2–corridors such that E = C +C′ and say that E has
foundation C and extension C′. If C is the chosen representative of an equivalence
class of maximal simple 2–corridors or C is the foundation of a designated extended
2–corridor then we call C and all its induced sub–corridors designated simple 2–
corridors. We say that a 2–corridor is designated if it is either a designated extended
2–corridor or a designated simple 2–corridor.
We assume from now on that all 2–corridors are designated. In particular if Cs
is a proper sub–corridor of the extended 2–corridor E with foundation C then, by
definition, Cs is a sub–corridor induced from C. (Note that if E is a designated
extended 2–corridor with foundation C and extension C′ then C is a designated
simple 2–corridor but C′ is not.)
Suppose now that E = C0 + C1 and E
′ = C′0 + C
′
1 are maximal designated
2–corridors, with foundations C0 and C
′
0, respectively. Assume further that E and
E′ are not equivalent. If E and E′ overlap then we may assume that the images of
E and E′ are not annulii or Mo¨bius bands and, as in the case of simple 2–corridors,
that the graphs E¯ and E¯′ have at least an edge in common. Furthermore, from
Lemma 7.5, no sub–corridor of E is equivalent or diagonal to a sub–corridor of E′
and, from Lemma 7.6, E¯ ∩ E¯′ ⊂ C¯i ∩ C¯′j , for some i, j ∈ {0, 1}. It follows that
no compartment of Ci is equivalent or diagonal to a sub–corridor of C
′
j , and vice–
versa. Therefore C¯i ∩ C¯′j contains a unique edge. Hence the intersection of E and
E′ contains one vertex and one class of lateral arcs (corresponding to the edge of
C¯i ∩ C¯′j). Therefore the union of the images of E and E
′ form a configuration of
the form shown in Figure 24: in which case we say E and E′ form a keel.
We collect together our conclusions on the intersection of corridors in the follow-
ing Lemma.
Lemma 7.8. If C and C′ are maximal designated j–corridors, j = 0, 1 or 2, then
either C and C′ do not overlap or j = 2 and C and C′ form a keel.
From now on all corridors are assumed to be designated.
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7.1. Z–cancellation. Let C = (D,ΓD, µ) be a j–corridor, where j = 0, 1 or 2
and D = [0, c] × [0, 1], for some integer c. Recall that Γ has boundary partition
b = (b1, . . . , bW1) and suppose that C binds boundary intervals P0 = bp0 and
P1 = bp1 , where 1 ≤ p1 ≤W1, that Pi has prime label (hi, fi) and that α(fi) = mi:
so the label of Pi is hi ∧mi. Taking the point µ((0, i)) to precede µ((c, i)) gives an
orientation ζi of Pi. If ζi coincides with the fixed orientation ζ(Pi) of Pi set εi = 1
and if not set εi = −1. Fix an integer s with 0 ≤ s ≤ c− 1 and assume that ΓD(s)
has base Ds[x0, x1, y0, y1]. The label wi of the sub–interval of Pi, between the point
µ((s+ 1
xi+1
, i)) and the end of the interval Pi, read in the direction of ζi, therefore
begins with a terminal segment of the word hεii of uniquely determined length ri
such that 0 ≤ ri < l(hi). We define the left boundary marking of rank s of C to be
the sequence
p0, p1, ε0, ε1, r0, r1.
The left boundary marking of rank s of an extended 2–corridor E is defined to be
the left boundary marking of rank s of its foundation.
Now assume that C above is a maximal simple (designated) j–corridor. Let
0 < p < q < c and consider the sub–corridor C[p, q] of C of width p − q ≤ c − 1.
Suppose that the left boundary marking p0, p1, ε0, ε1, r0, r1 of rank p of C is equal
to the left boundary marking of rank q of C. Let ΓD(p) have base Dp(x0, x1, y0, y1)
and ΓD(q) have base Dq(x
′
0, x
′
1, y
′
0, y
′
1) and let Ii be the sub–interval
Ii =
[
p+
1
xi + 1
, q +
1
x′i + 1
]
× {i}
of [0, c] × {i}, for i = 0, 1 (see Figure 25). Then the label of µ(Ii) read in the
direction ζi is a cyclic permutation of (h
εi)αi , for some positive integer αi. Assume
further that the left interior markings of ΓD(p) and ΓD(q) are equal (so in particular
y0 = y
′
0). Under these circumstances we form a new picture Γ
′ from Γ as follows.
Let T : R2 −→ R2 be the translation defined by
(7.1) T (x, y) = (x− (q − p), y), for (x, y) ∈ R2.
Let S be a homeomorphism S : Dp −→ [p, q + 1]× [0, 1] such that S fixes
{p} × [0, 1] ∪ [p, p+
1
x0 + 1
]× {0} ∪ [p, p+
1
x1 + 1
]× {1}
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and S((p + 1, t)) = (q + 1, t), for all t ∈ [0, 1]. Define Dl = [0, p] × [0, 1] and
Dr = [p + 1, c − (q − p)] × [0, 1]. Consider the triple C′ = (D′,ΓD′ , µ′) where
D′ = [0, c− (q − p)]× [0, 1],
ΓD′(i) =
{
ΓD(i) if 0 ≤ i ≤ p− 1
T (ΓD(i + (q − p))) if p ≤ i ≤ c− (q − p)− 1
,
µ′|Dl = µ|Dl , µ
′|Dr = (µ ◦ T−1)|Dr and µ′|D′p = (µ ◦ S)|D′p . Then ΓD′ is a sum of
square–pictures with left–trivial labelling on the disk D′. Remove µ(ΓD) from Γ
and replace it with µ′(ΓD′). Under the given hypotheses this results in a picture
Γ′ over G on Σ. The triple C′ is, by construction, a maximal simple corridor of Γ′.
Furthermore µ([p, q+1]×[0, 1]) = µ′([p, p+1]×[0, 1]) and Γ∩(Σ\µ([p, q+1]×[0, 1])) =
Γ′ ∩ (Σ\µ′([p, p+ 1]× [0, 1])). Hence all corridors of Γ, except C are also corridors
of Γ′. We designate C′ as the representative for its equivalence class of maximal
corridors in G′.
Now assume that C is the foundation of a designated maximal extended 2–
corridor E with extension Ce. For example the graphs C¯ and C¯e may be as shown in
Figure 26, where the vertical edges e1, . . . , en are composed of internal–lateral arcs
of compartments of C and the diagonal edges d1, . . . , dn are composed of internal–
lateral arcs of compartments of Ce. Thus u is the vertex of C not in Ce and v is
the vertex of Ce not in C.
Cancellation from p to q along C results in corridorsC′ and C′e which have graphs
C¯′ and C¯′e, as shown in Figure 27. The compartments of Ce containing a
′ and all
those to its left become compartments of C′e, as does the compartment of Ce con-
taining b′ and all those to its right. In addition C′e has one compartment containing
a and q′ which replaces all the compartments of Ce between those containing a
′
and b′. Therefore the only compartment of C′e which is not a compartment of Ce is
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that containing vertices a and q′. Note that in C the left interior markings of the
compartments containing p and q are equal. It follows that the left interior mark-
ings of the compartments of Ce and C
′
e containing a are equal. From the graph it
is clear that C′ and C′e are diagonal and, since C and Ce are maximal so are C
′
and C′e. Thus E
′ = C′ + C′e is a maximal extended 2–corridor. We choose E
′ as
the designated representative of its class in Γ′ and C′ and C′e as its foundation and
extension, respectively.
The formation of Γ′ from Γ along a corridor C in this way is called Z–cancellation
along C from p to q. If C is of type j we refer to Z(j)–cancellation along C,
j = 0, 1, 2. We remark that if Γ′ is formed from Γ by Z–cancellation then the
left interior and left boundary markings of compartments of corridors of Γ′ are left
interior and left boundary markings of compartments of corridors of Γ. Also, the
boundary partition b is unaffected by Z–cancellation, the prime labels of boundary
intervals are the same in Γ′ as in Γ and for j 6= pi the boundary interval bj has the
same label in Γ′ as in Γ. With the above notation, the label of Pi = bpi in Γ
′ is
hi ∧ (mi − l(hi)αi), for i = 0, 1.
Theorem 7.9. If C is a j–corridor, for j = 0, 1 or 2 and C has more than M(j)
arcs then Z–cancellation is possible along some sub–corridor of C. (M(j) is defined
in (3.18).)
Proof. Assume first that C is a simple corridor of width c, C = (D,ΓD, µ). Then
Z–cancellation is possible if there are integers q0, q1, with 0 < q0 < q1 < c, such
that the left interior marking of C of rank q0 equals the left interior marking of C
of rank q1 and the boundary marking of C of rank q0 equals the boundary marking
of C of rank q1.
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Let p0, p1, ε0, ε1, r0, r1 be the left boundary marking of rank q0 and let (hpi ,mpi)
be the prime label of the boundary interval bpi , for i = 0, 1. Since pi and εi are
determined by C then, for all q1 with 0 < q1 < c, the left boundary marking of
rank q1 is p0, p1, ε0, ε1, s0, s1, for some integers s0 and s1. By definition 0 ≤ ri, si <
l(hi) ≤ W2(z). Hence there are at most W
2
2 distinct left boundary markings of C.
If j = 0 the left interior markings of all ranks of C are identical and the number
of arcs of C is c. If c > W 22 + 1 = M(0) then from the above it follows that
Z-cancellation along C is possible, as claimed.
If j = 1 then the left interior marking of rank s of C is δ, o, ρ, σ, 0, 0, 0, 0, where
δ ∈ {−1, 0, 1}, o, σ ∈ {0, . . . , l(r) − 1}, 0 ≤ ρ < m and δ = o = ρ = σ = 0 if and
only if ΓD(s) is of type square–0. Therefore there are at most 3ml(r)
2 distinct left
interior markings of C. It follows that if C has width c > W 22 · 3ml(r)
2+1 then Z–
cancellation alongC is possible. A square–picture of type 0 has 1 arc while a square–
picture of type 1 hasml(r) arcs. Hence if C has more that (W 22 ·3ml(r)
2+1)ml(r) ≤
M(1) arcs then Z–cancellation along C is possible.
If j = 2 then the left interior marking of rank s of C is δ0, o0, ρ0, σ0, δ1, o1, ρ1, σ1,
where δi = ±1, oi, σi ∈ {0, . . . , l(r) − 1} and 0 ≤ ρi < m. Therefore there are at
most 4m2l(r)4 distinct left interior markings of C. It follows that if C has width
c > W 22 · 4m
2l(r)4 + 1 then Z–cancellation along C is possible. A square–picture
of type 2 has less than 2ml(r) arcs so if C has more that (W 22 · 4m
2l(r)4 + 1)ml(r)
arcs then Z–cancellation along C is possible.
If C is not simple then j = 2 and C has foundation a simple 2–corridor Cf .
Then C has at most ml(r) more arcs than Cf . Thus if C has more than (W 22 ·
4m2l(r)4 + 2)ml(r) = M(2) arcs then, from the above Z–cancellation is possible
along Cf and therefore along C, as claimed.
From this Theorem it follows that a Z–cancellation along a j–corridor may be
achieved by a sequence of Z–cancellations along sub–corridors of width at most
M(j).
Definition 7.10. A picture on which no Z–cancellation is possible is called Z–
reduced.
Corollary 7.11. If C is a j–corridor of a Z–reduced picture then C has at most
M(j) arcs.
Lemma 7.12. Let Γ be a picture on a surface Σ of type (n, t,p) with prime labels
z, labelled by αˆ(z) and with boundary partition b = (b1, . . . , bW1). Assume that
Γ′ is obtained from Γ by Z–cancellation. Then Γ′ is reduced if and only if Γ is
reduced. Furthermore Γ′ is reduced and minimalistic if and only if Γ is reduced and
minimalistic.
Proof. Suppose first that Γ is reduced. If Γ′ has a pair of cancelling vertices u, v then
these must be adjacent in Γ′ but not in Γ. Hence u, v belong to consecutive com-
partments of some corridor C = (D,ΓD, µ) of Γ
′ which results from Z–cancellation
in Γ. It follows that C must have type j = 1 or 2. As u and v cancel in Γ′ they are
the images of vertices which cancel in ΓD; so we restrict attention to ΓD and assume
u and v belong to ΓD. Suppose u belongs to ΓD(p), v belongs to ΓD(p + 1) and
that Dp and Dp+1 have bases Dp(x0, x1, y0, y1) and Dp(x
′
0, x
′
1, y1, y
′
1), respectively.
If j = 1 then it must be possible to perform a bridge move on arcs joining u and v
to [p, p+ 1]× {i}, for i = 0 or 1. Assume that this occurs for i = 0 and let a0 and
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a1 be the arcs joining u to q0 = (p + 1 −
x0
1+x0
, 0) and v to q1 = (p + 1 +
1
1+x′0
, 0),
respectively: then a bridge move is possible transforming a0 and a1 into arcs b0,
joining u to v, and b1 with end points q0 and q1. However this means that the
interval [q0, q1] of ∂D has trivial label, contrary to the standing hypothesis that z
is special. Hence if ΓD is of type 1 no such cancellation is possible.
Now assume that j = 2. If u and v are both incident to [p, p+ 2]× {i} then, as
in the case j = 1, no bridge move is possible on arcs joining u and v to ∂D. Hence
u and v do not cancel. We assume therefore that u is incident to [p, p + 1] × {0}
and that v is incident to [p+1, p+2]×{1}. However no bridge moves are possible
now because both regions incident to the edge of ΓD joining u to v are triangular:
a bridge move on the sides of a triangle would result in a trivial label on the corner
of the triangle opposite the edge joining u to v. Thus no cancellation is possible if
j = 2. It follows that if Γ is reduced then Γ′ is reduced. A similar argument shows
that the converse also holds.
Now suppose that Γ is reduced and minimalistic. Then Γ′ is reduced. Regions
involved in Z–cancellation all have Euler characteristic 1 and both Γ and Γ′ are
pictures on the surface Σ, so the condition on Euler characteristic of regions is
satisfied by Γ′. No arc of Γ′ is a closed curve since no such arcs are created in
the process of Z–cancellation. Suppose that Γ′ has interior edge of width greater
than l − 2. Since Γ′ is reduced it follows from Lemma 6.12 that both ends of this
edge are incident to the same vertex. No such edge results from the process of Z–
cancellation so this edge also belongs to Γ, which cannot therefore be minimalistic.
It follows that Γ′ is reduced and minimalistic. The converse follows similarly.
7.2. Corridor–sections. Let ΓD be a sum of square–pictures of type j on the disk
D = [0, c]× [0, 1] and let wi denote the label of [0, c]× {i}, for i = 0, 1, j = 0, 1 or
2. Assume that the following conditions hold.
(i) There exist integers p0, p1, ε0, ε1, t0 and t1 such that 1 ≤ pi ≤ W1, the
pith letter (hi, fi) of z is not a degenerate letter or a minor letter of H
Λ,
εi = ±1, 0 ≤ ti < l(hi) and wi = g
αi
i , for some αi > 0, and gi =
τ(hεii , ti)ι(h
εi , l(hi)− ti), for i = 0, 1.
(ii) ΓD has at most M(j) arcs.
(iii) Let De be the disk [c, c + 1] × [0, 1]. Let Tc be the translation T (x, y) =
(x + c, y), for (x, y) ∈ R2, and let ΓDe = Tc(ΓD(0)), a picture of type
square–j on De. Then ΓD ∪ ΓDe is a sum of square–pictures on the disk
[0, c+ 1]× [0, 1].
Then (ΓD, p0, p1, ε0, ε1, t0, t1) is called a corridor–section on ΓD, of width c, binding
the p0th and p1th letters of z, and of type j if ΓD is a sum of square–pictures of
type j.
The corridor–section (ΓD, p0, p1, ε0, ε1, t0, t1) is said to have left interior marking
equal to the left interior marking of ΓD, left boundary marking the sequence
p0, p1, ε0, ε1, t0, t1
and extent the pair(α0, α1).
Let C be a corridor section of width c. The conditions on a corridor–sections
imply that if 0 < p < c − 1 then a new corridor–section Cp may be formed by
cutting C along {p} × [0, 1] and then identifying (0, t) with (c, t), for all t ∈ [0, 1].
We set C = C0. The left interior and left boundary markings of Cp are called the
left interior and left boundary markings, respectively, of C of rank p. Thus the left
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interior marking and left boundary marking of C coincide with the left interior and
boundary markings of rank 0 of C.
Let L denote the set of all corridor sections. As the number of arcs of a corridor
section is bounded L is finite. Let L have |L| elements indexed by the integers
1, . . . , |L| and denote these elements L(1), . . . , L(|L|). For i = 1, . . . , |L|, define the
quintuple
L5(i) = (L(i), s(i), t(i), α(i, 0), α(i, 1))
where s(i) and t(i) are the left boundary marking and left interior marking, respec-
tively, of L(i) and (α(i, 0), α(i, 1)) is the extent of L(i). Furthermore write
s(i) = p(i, 0), p(i, 1), ε(i, 0), ε(i, 1), r(i, 0), r(i, 1)
for the left boundary marking of L(i). For fixed i with 1 ≤ i ≤ |L| and each integer
p with 1 ≤ p ≤W1 define
ζ(p, i) =

0, if p 6= p(i, 0) and p 6= p(i, 1)
α(i, 0), if p = p(i, 0) and p 6= p(i, 1)
α(i, 1), if p 6= p(i, 0) and p = p(i, 1)
α(i, 0) + α(i, 1), if p = p(i, 0) = p(i, 1)
.
The following lemma follows directly from the definitions above and the remarks
preceding Theorem 7.9.
Lemma 7.13. Let C be a j–corridor of Γand let C[p, q] = (D,ΓD, µ) be a sub–
corridor (of width q − p) with at most M(j) arcs. If Z–cancellation takes place
along C from p to q and the left boundary marking of C of rank p is t then (ΓD, t)
is a corridor–section of width q − p and type j. Let (ΓD, t) = L(i), for some i with
1 ≤ i ≤ |L|, let Γ′ be the picture formed by this Z–cancellation and let the boundary
interval bp of Γ have label hp ∧mp, for p = 1, . . . ,W1. Then the boundary interval
of bp in Γ
′ has label
hp ∧ (mp − l(hp)ζ(p, i)),
for p = 1, . . . ,W1.
The Z–cancellation of Lemma 7.13, along C from p to q, where the left boundary
marking, of rank p, of C is t is called Z–cancellation of corridor–section (ΓD, t). As
remarked (above Definition 7.10) any Z–cancellation may be effected by a sequence
of Z–cancellations of corridor–sections.
7.3. Z–insertion. Let C = (D,ΓD, µ) be a maximal simple j–corridor, with D =
[0, c] × [0, 1], binding bp0 and bp1 , for pi with 1 ≤ pi ≤ W1. Let the left interior
marking and left boundary marking of of C, of rank p, be s and t, respectively. Let
(Γ∆, t) be a corridor section with left interior marking s, where ∆ = [0, q]× [0, 1].
Let Tp : R
2 −→ R2 and Tq : R2 −→ R2 be the translations defined by Tp(x, y) =
(x + p, y) and Tq(x, y) = (x + q, y), for (x, y) ∈ R2 and positive integers p and q.
Let Dp have base Dp(x0, x1, y0, y1) and ∆0 have base ∆0(x
′
0, x
′
1, y
′
0, y
′
1). Let S be
a homeomorphism S : [p, p + q + 1] × [0, 1] −→ [p, p+ 1] × [0, 1] such that S fixes
{p} × [0, 1],
S([p, p+
1
x′i + 1
]× {i}) = [p, p+
1
xi + 1
]× {i},
for i = 0, 1, and S((p+q+1, t)) = (p+1, t), for all t ∈ [0, 1]. DefineDl = [0, p]×[0, 1],
Dc = [p, p+ q + 1]× [0, 1] and Dr = [p+ q + 1, c+ q]× [0, 1].
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Consider the triple CI = (DI ,ΓDI , µI), where DI = [0, c+ q]× [0, 1],
ΓDI (i) =

ΓD(i) for i = 0, . . . , p− 1
Tp(Γ∆(i− p)) for i = p, . . . , p+ q − 1
Tq(ΓD(i− q)) for i = p+ q, . . . , c+ q − 1
,
µI |Dl = µ|Dl , µI |Dc = (µ ◦ S)|Dc and µI |Dr = (µ ◦ T
−1
q )|Dr .
Then ΓDI is a sum of square–pictures with left–trivial labelling on the disk DI .
Remove µ(ΓD) from Γ and replace it with µI(ΓDI ). This results on a picture ΓI over
G on Σ. The triple CI is, by construction, a maximal corridor of ΓI . Furthermore
µ([p, p+ 1]× [0, 1]) = µI([p, p+ q + 1]× [0, 1]) and Γ ∩ (Σ\µ([p, p+ 1]× [0, 1])) =
ΓI ∩ (Σ\µI([p, p + q + 1] × [0, 1])). Hence all corridors of Γ, except C, are also
corridors of ΓI . We designate CI as the representative for its equivalence class of
maximal corridors in ΓI . Moreover if C is the foundation of a designated maximal
extended 2–corridor of Γ then CI is a maximal simple sub–corridor of a maximal
extended 2–corridor of ΓI (as can be seen by reversing the argument for cancellation
along extended 2–corridors). In this case CI is chosen as the foundation of the
corresponding maximal extended 2–corridor of ΓI , which becomes a designated
2–corridor of ΓI .
The formation of ΓI from Γ in this way is called Z–insertion of (Γ∆, t) into C
at position p. If C is of type j we refer to Z(j)–insertion, j = 0, 1, 2.
Lemma 7.14. If ΓI is formed from Γ by Z–insertion of (Γ∆, t) then the left interior
and left boundary markings of compartments of corridors of ΓI are left interior and
left boundary markings of square–pictures of Γ∆ or of compartments of corridors of
Γ. Also, the boundary partition b is unaffected by Z–insertion and, given that the
boundary interval bp of Γ has label hp ∧mp, for p = 1, . . . ,W1, then the boundary
interval of bp in ΓI has label
hp ∧ (mp + l(hp)ζ(p, i)),
for p = 1, . . . ,W1.
The operations of Z–cancellation and Z–insertion are inverse to each other in
an obvious way. To be more precise, let ΓI be formed from Γ by Z–insertion of
(Γ∆, t) into C at position p ≥ 1 and let the resulting corridor of ΓI be CI as above.
Then Z–cancellation of corridor–section (Γ∆, t) along CI from p to q is possible
and results in Γ. A similar statement holds starting with Z–cancellation.
7.4. The Z-graph. Let L denote the set of corridor–sections of z (indexed by the
integers 1, . . . , |L| as before) and define the left marking, of rank p, of L(i) ∈ L to be
m(i, p) = s(i, p), t(i, p), where s(i, p) and t(i, p) are the left interior and boundary
markings, respectively, of rank p of L(i). Define the left marking of L(i) to be
m(i) = m(i, 0), let
mL(i) = {m(i, p) : 0 ≤ p < width of L(i)}
and let
mz =
|L|⋃
i=1
mL(i).
Let C be a corridor of the picture Γ and define the left marking, of rank p, of C
to be s, t, where s and t are the left interior and boundary markings, respectively,
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of rank p, of C. Define the active left markings of Γ to be those left markings of
corridors of C which are elements of mz.
The Z–graph G(z) of z is defined as follows. The vertices of G(z) are the subsets
of mz. There is one directed edge labelled L(i) from vertex R to vertex T corre-
sponding to each corridor–section L(i) such that L(i) has left marking in R and
T = R ∪mL(i). Corresponding to the picture Γ is the vertex
v(Γ) = {active left markings of Γ}
of G(z) which we call the initial vertex of Γ.
Now, for i = 0, . . . n, let Γi be a picture, over G on Σ, such that Γi+1 is
obtained from Γi by Z–cancellation of a corridor–section Ci along a corridor of
Γi. Assume that Γ = Γn. Then this sequence of Z–cancellations uniquely de-
termines a path Sn, . . . , S0 in G(z), where Si ∈ V (G(z)), Sn = v(Γ), Si =
Si+1 ∪ {left markings of Ci} and the edge of the path joining Si+1 to Si is la-
belled Ci. Then Γi is obtained from Γi+1 by Z–insertion of Ci. Hence the set of
active left markings of Γi is the union of the left markings of Ci with the active left
markings of Γi+1. It follows, by induction, that the set of active left markings of
Γ0 is S0.
Conversely, let Sn, . . . , S0 be a directed path in G(z), where Sn = v(Γ) and the
edge of the path joining Si+1 to Si is labelled Ci. Then Si = Si+1∪{left markings of Ci}.
Let Γn = Γ and let m be an integer with n ≥ m > 0. Suppose inductively that
we have constructed pictures Γi with active left markings Si, for i = n, . . . ,m such
that Γi+1 is obtained from Γi by Z–cancellation of the corridor–section Ci, for
i = n − 1, . . .m. As Cm−1 is the label of the edge joining Sm to Sm−1 it follows
that Sm−1 = Sm∪{left markings of Cm−1} and that the left marking of Cm−1 is in
Sm = {active left markings of Γm}. Hence we may form a picture Γm−1 from Γm
by Z–insertion of Cm−1. The active left markings of Γm−1 are then the left mark-
ings of Cm−1 together with the active left markings of Γm: that is Sm−1. Moreover
as Γm−1 is formed from Γm by Z–insertion of Cm−1 it follows that Γm is formed
from Γm−1 by Z–cancellation of Cm−1. Hence the path Sn, . . . , S0 determines a
sequence of Z–cancellations
Γ0 −→ · · · −→ Γn = Γ,
with Γi+1 obtained from Γi by Z–cancellation of Ci and the set of active left
markings of Γ0 equal to S0.
We have therefore proved the following.
Lemma 7.15. Let Γ and Γ′ be pictures over G on Σ. Then there exists a sequence
Γ′ = Γ0 −→ · · · −→ Γn = Γ,
with Γi+1 obtained from Γi by Z–cancellation of the corridor–section Ci if and only
if there exists a directed path
v(Γ) = Sn, . . . , S0 = v(Γ
′)
in G(z) such that the edge joining Si+1 to Si is the corridor section Ci.
Definition 7.16. Let p = Sn, . . . , S0 be a directed path in G(z) such that the edge
joining Si+1 to Si is the corridor section Ci. Let
Γ0 −→ · · · −→ Γn,
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be a sequence of pictures overG on Σ with Γi+1 obtained from Γi by Z–cancellation
of the corridor–sectionCi. If v(Γn) = Sn then we say that Γ0 is the picture obtained
from Γn by Z–insertion following p. If v(Γ0) = S0 then we say that Γn is the picture
obtained from Γ0 by Z–cancellation following p.
Let Q denote the quadratic exponential equation Q(z,L,n, t,p) and QH =
Q(z,H,n, t,p) the homogeneous equation corresponding to z. Let the qth letter of
z be (hq, fq), for 1 ≤ q ≤W1.
Lemma 7.17. Let p = Sn, . . . , S0 be a directed path in G(z) with initial vertex
v(Γn). Let e1, . . . , et be the edges of G(z) occuring in p, let L(si) be the label of ei
and let ni be the number of occurrences of ei in p, for i = 1, . . . , t. Let Γ
′ be the
picture obtained from Γn by Z–insertion following p. Then the following hold.
(i) Let αn be a solution to H such that (αn,Γn) corresponds to a solution to
QH and write mq = αn(λq), for 1 ≤ q ≤W1. The boundary interval bq of
Γ′ has label
hq ∧
(
mq + l(hq)
(
t∑
i=1
niζ(q, si)
))
,
for 1 ≤ q ≤W1.
(ii) Let α be a solution to L such that (α,Γ′) corresponds to a solution to Q.
Let αn :M −→ Z be the retraction defined by setting
αn(λq) = α(fq)− l(hq)
(
t∑
i=1
niζ(q, si)
)
,
for all q ∈ {1, . . . ,W1} such that the qth letter of z is a proper exponential
HΛ–letter, and αn(λ) = 0, for all other λ ∈ Λ. Then (αn,Γn) corresponds
to a solution of QH.
Proof. The first part of the Lemma follows from Lemma 7.14. For the second part
note that the boundary label of bq in Γn is hq ∧ αn(λq), for all q (using Lemma
7.14 again). By definition of Z–cancellation therefore αn(λq) > 0. Also αn(λq) ≡
α(fq) ≡ kq( mod l(hq)). It follows that (αn,Γn) corresponds to a solution to QH.
A picture Γ such that there exists a solution α to H and (α,Γ) corresponds to a
solution to QH will be called a basic picture for (z,L).
We call a path in a graph with no repeated vertices a simple path and a path
with initial and terminal vertices identical but no other pair of vertices identical
a cycle. A cycle of length 1 is called a loop. The path–subgraph of a path is the
subgraph consisting of all edges and vertices of the path. The directed path p of
G(z) corresponding to a sequence of Z–cancellations contains no cycle of length
greater than 1 but may contain loops. We call a directed path p in G(z) a Z–path
if p has no cycle of length greater than 1. The path–graph of a Z–path consists
of the path–subgraph of a directed simple path together with a (possibly empty)
collection of loops. Given a directed path p assign weight wp(e) to each edge of
G(z), where wp(e) is the number of times the edge appears in p. We call the edge
weighting wp the weighting of the path p. Then there are finitely many directed
paths in G(z) which have the same weighting as p. We call a weighting of the edges
of G(z) a Z–weighting if it equals the weighting of a Z–path. Given a Z–weighting
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w of G(z) the subgraph P consisting of all edges with positive weight (and their
incident vertices) is the path–subgraph of a Z–path p, every edge of P has positive
weight and if e has weight greater than 1 then e is a loop. Hence any path p′ with
weighting w is a Z–path with the same initial and terminal vertices as p. Given a
sequence of Z–cancellations the corresponding path p gives rise to a Z–weighting
of G(z).
Lemma 7.18. Let p0 and p1 be Z–paths in G(z) with weightings wp0 and wp1 ,
respectively, and initial vertex v = v(Γs), for some basic picture Γs. Let Γi be the
picture obtained from Γs by Z–insertion following pi, i = 0, 1. If wp0 = wp1 then
the boundary interval bq has the same label in Γ0 and Γ1, for 1 ≤ q ≤W1.
Proof. From Lemma 7.17 the boundary labels of Γi depend only on the number of
occurrences of edges of P in p0 and p1. As wp0 = wp1 every edge of G(z) occurs
the same number of times in p0 as in p1.
Let P be the path–subgraph of a Z–path in G(z), let e1, . . . , et be the edges of
P and let L(si) be the label of ei. Let Γs be a basic picture for (z,L) with prime
labels z, labelled by αˆs(z), for some solution αs to H. Let λ′1, . . . , λ
′
t be elements of
Λ not occuring in z, z or L. Let (hq, fq) be the qth letter of z: so the label of the
boundary interval bq of Γs is hq ∧ αs(λq), for q ∈ {1, . . . ,W1}. Define the system
of parameters L(Γs, P ) as follows.
fq = αs(λq) + l(hq)
(
t∑
i=1
λ′iζ(q, si)
)
, for 1 ≤ q ≤W1,
λ′i = 1, if ei is not a loop,
λ′i ≥ 1, for i = 1, . . . , t.
Theorem 7.19. Let P be the path–subgraph of a Z–path with initial vertex v(Γs)
and let αs be a solution to H such that (αs,Γs) corresponds to a solution of QH.
Then the following are equivalent.
(i) There exists a solution α to L and a picture Γ such that (α,Γ) corresponds
to a solution of Q and such that Γs is obtained from Γ by Z–cancellation,
along some Z–path with path–subgraph P and initial vertex v(Γs).
(ii) There exists a solution α0 to L ∪ L(Γs, P ).
Furthermore α and α0 may be chosen so that α0(λ) = α(λ), for all λ occuring in z
or L.
Proof. Assume (i) holds and let Γs be obtained from Γ by Z–cancellation following
the Z–path p, with path–subgraph P . Assume p has edges e1, . . . , et, let L(si) be
the label of ei and let ni be the number of occurrences of edge ei in p, i = 1, . . . , t.
Then, using Theorem 7.17(i), the label of the boundary interval bq of Γ is
(7.2) hq ∧ α(fq) = hq ∧
(
mq + l(hq)
(
t∑
i=1
niζ(q, si)
))
,
where mq = αs(λq). Define a retraction α0 : M −→ Z by α0(λ) = α(λ), for
λ ∈ Λ\{λ′1, . . . , λ
′
t} and α0(λ
′
i) = ni, for i = 1, . . . , t. Then α0(fq) = α(fq), for
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1 ≤ q ≤W1, since λ′i does not occur in z. Hence, from (7.2),
α0(fq) = mq + l(hq)
(
t∑
i=1
α0(λ
′
i)ζ(q, si)
)
and, in the light of the above remarks about weightings of Z–paths,
α0(λ
′
i) ≥ 1,
for all i, with equality if ei is not a loop. Hence α0 is a solution of L(Γs, P ). As
α0(λ) = α(λ), when λ /∈ {λ′1, . . . , λ
′
t}, it follows that α0 is a solution to L and that
the final statement of the Theorem holds.
Conversely, suppose there exists a solution α0 to L ∪ L(Γs, P ), where P is the
path–subgraph of some Z–path in G(z) with initial vertex v(Γs). Let P have edges
e1, . . . , et and let L(si) be the corridor–section labelling ei. Then assigning weight
ni = α0(λ
′
i) to edge ei of P (and 0 to all other edges of G(z)) gives a Z–weighting
w of G(z). Let p be a Z–path with path–subgraph P and weighting w: so edge ei
occurs w(ei) = α0(λ
′
i) times in p. Then p has initial vertex Γs. Let Γ be the picture
obtained from Γs by Z–insertion following p and letmq = αs(λq), for q = 1, . . . ,W1.
Then the label of the boundary interval bq in Γ is
hq ∧
(
mq + l(hq)
(
t∑
i=1
niζ(q, si)
))
= hq ∧ α0(fq),
as α0 is a solution to L(Γs, P ). Thus α0 is a solution to L and the boundary label
bq of Γ has label αˆ0(hq, fq): that is (α0,Γ) corresponds to a solution of Q.
8. Angle assignment
In the following sections we consider figures showing various sub–configurations
of a picture Γ. By convention every region shown in these figures is planar. Solid
lines incident to vertices represent edges of the graph Γ¯. Furthermore a dotted
line joining two vertices, u and v of a figure, represents either a single edge of Γ¯
joining u and v or a sequence a0, c1, a1, . . . , cn, an, where ai is an edge of Γ¯, ci
is a boundary corner of Γ, ai is incident to ci and ci+1, for i = 1, . . . , n − 1, a0
is incident to u and c1, an is incident to cn and v and n ≥ 1. If a vertex (or
region) of a picture Γ appears as vertex (or region) x in some configuration Y we
call it a vertex (or region) of type Y (x) or just Y , if the meaning is clear. Not all
arcs or edges incident to vertices are necessarily shown in the diagrams. In these
configurations the orientation ζ on intervals of ∂Σ is shown by an accompanying
arrow: for example the orientation of β in configuration C0− of Figure 42 is from
left to right.
Let (h,n, t,p) be a positive 4–partition of length k, L a consistent system of
parameters, z a special element of (HΛ,L,n,h) and α a solution to L. Let Γ be
a picture over G, on a compact surface Σ of type (n, t,p) with prime labels z,
labelled by αˆ(z) and with boundary partition b = b1, . . . ,bk. We assign angles
to the corners of regions of Γ as follows. Let β be a connected component of ∂Σ
with boundary partition bu = (bl+1, . . . , bl+η), for some integers l and η, such that
[bj, bj+1] has prime label (hj ,mj), with l(hj) = dj , j = l + 1, . . . , l + η (where
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l+ η + 1 ≡ l + 1). Define
φj(β) =
dj(dj − 1)(α(mj)− 1)pi
α(mj)2
, for j = l + 1, . . . l + η,
noting that under the given hypotheses on Γ the integer α(mj) > 0, for all j. For
notational convenience we also define φi(β) = φl+i, i = 1, . . . , η, given β, l and η
as above. Repeat this for all boundary components of Σ so that φj is defined for
j = 1, . . . ,W1. If [bj , bj+1] is a partisan boundary interval then we have φj = 0.
We first assign angles to boundary corners of Γ. Let ∆ be a region of Γ and
let c be a boundary corner of ∆ contained in a boundary component β of ∂Σ.
Assume that β has boundary partition (bl+1, . . . , bl+n) and that c meets exactly
k boundary intervals in this partition. Then there exists a unique integer i such
that c ⊆ [bi, bi+1] ∪ · · · ∪ [bi+k−1, bi+k] (where subscripts are taken modulo n and
lie between l + 1 and l + n). If k = 1 then assign angle φ(c) = −φi to c. If k > 1
then assign angle φ(c) = −φi − φi+k−1 to c. (See Figure 28).
We now assign angles to vertex corners Let ∆ be a region of Γ and v a vertex
meeting ∂∆ on a corner c. If both arcs meeting v at c are incident only to vertices
we say that c is a corner of incidence 0. If one arc meets the boundary ∂Σ and the
other arc meets only vertices we say c is an incidence 1 corner and if both arcs at
c meet ∂Σ we say c is an incidence 2 corner.
We consider two cases.
(i) First suppose that χ(∆) = 1, ρ(∆) = 1 and β(∆) = 1, (so t(∆) = 2 and ∆
is collapsible), as shown in Figure 29. Assume that ∆ meets the boundary
component β ⊆ ∂Σ, where β has boundary partition (bl+1, . . . , bl+n) and
that ∂∆ meets k boundary intervals in this partition. Then there exists a
unique integer i such that ∂∆∩ ∂Σ ⊆ [bi, bi+1]∪ · · · ∪ [bi+k−1, bi+k] (where
subscripts are taken modulo n and lie between l+1 and l+n). If k = 1 then
assign angle φ(c) = φi to c. If k > 1 then assign angle φ(c) = φi + φi+k−1
to c. Note that in the latter case [bj, bj+1] is a partisan boundary interval,
for j = i+ 1, . . . , i+ k − 2, and v is an HΛ–vertex.
(ii) Now consider all those vertex corners c which do not come into the first
case above. If c is an incidence i corner we assign an angle of
φ = φ(c) =
(
ρ(∆)− 2χ(∆)
ρ(∆)
+
E(∆)i
2
)
pi
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Figure 30: Configuration AA
to c, where
E(∆) =

1, if β(∆) = 0;
β(∆)/(β(∆) − ε(∆)), if ρ(∆) ≥ ε(∆);
(2β(∆)− ε(∆) + ρ(∆))/2(β(∆) − ε(∆)), if ρ(∆) < ε(∆).
Now we adjust angles on corners of vertices in configuration AA of Figure 30.
(The arrows indicate the orientation of boundary components.) We adjust the angle
on the corners of x1 and x2 in ∆14 and ∆
2
4, respectively, as well as those on u and
vi. We make the angle on xi in ∆i4 equal to 4pi/6 and add pi/9 to the corner of v
i
in ∆i4 and pi/18 to both the corner of u in ∆
1
4 and in ∆
2
4.
Next angles on corners of vertices in configuration AB of Figure 31 are adjusted.
We adjust the angle φ(c) from 8pi/6 to 13pi/12 and angles φ(ci) from 5pi/6 to 11pi/12,
for i = 1, 2.
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Finally we make an adjustment of angles assigned to vertices appearing in con-
figurations AC± of Figure 32. In configuration AC+ of Figure 32(a) the angle on
the corner of vertex x in ∆4 is decreased from 4pi/3 to 7pi/6 and the angle on the
corner of v in ∆4 is increased from 5pi/6 to pi. Similarly in configuration AC
− of
Figure 32(b) the angle on the corner of vertex y in ∆3 is decreased from 4pi/3 to
7pi/6 and the angle on the corner of v in ∆3 is increased from 5pi/6 to pi.
Note 8.1. (i) If ρ(∆) ≥ ε(∆) then E(∆) ≥ 1. If ρ(∆) < ε(∆) then
E(∆) = 1 +
(
ε(∆) + ρ(∆)
2(β(∆)− ε(∆))
)
> 1,
as β ≤ ρ+ ε and E(∆) is only defined for regions with ρ(∆) ≥ 1.
(ii) Suppose c is of incidence 1. Then if χ(∆) = 1 it follows that ρ(∆) ≥ 2.
Hence, if c is of incidence 1, the angle at c is at least pi/2 and is at least
3pi/2 if χ(∆) ≤ 0.
(iii) Suppose c is of incidence 2 and not in case (i) of the definition of angle
above. If χ(∆) ≤ 0 then φ ≥ 2pi. Assume now that χ(∆) = 1, so ρ(∆) ≥ 1.
If ρ(∆) = 1 then β(∆) ≥ 2 and ε(∆) = β(∆) − 1 so φ ≥ pi. If ρ(∆) > 1
then again φ ≥ pi. If ρ(∆) > 2 then φ > pi.
(iv) If Γ has exactly one vertex and Σ is a disk then every vertex corner falls
into case (i) of the definition above. We call such a picture a single vertex
disk (see Figure 33). As minor boundary intervals contribute angles of
zero, the sum of angles on the vertex of a single vertex disk may be small:
if all the boundary intervals are minor the angle sum will be zero.
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Figure 33: A single vertex disk
Lemma 8.2. Let c be a vertex–corner of a non–collapsible region ∆ and let φ be
the angle assigned to c. If χ(∆) ≤ 0 then either
i) c is incidence 0 and φ ≥ pi or
ii) c is incidence 1 and φ ≥ 3pi/2 or
iii) c is incidence 2 and φ ≥ 2pi.
Proof. The result is immediate, from the definition of angles and Note 8.1.
Lemma 8.3. Let c be a vertex–corner of a non–collapsible region ∆ and let φ =
φ(c). Suppose χ(∆) = 1 and c is of incidence 0. Then ρ(∆) ≥ 3 and one of the
following holds.
(i) ∆ is of type AA(∆i4), c is a corner of a vertex of type AA(u) and φ = 7pi/18
(see Figure 30).
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Figure 34: ρ(∆) = 3 and φ(c) = pi/3
(ii)
φ =
(
ρ(∆)− 2
ρ(∆)
)
pi
and either β(∆) = ε(∆) = 0 or 0 ≤ ε(∆) ≤ β(∆) − 1. In particular if
ρ(∆) = 3, 4, 5 or 6 then φ = pi/3, pi/2, 3pi/5 or 2pi/3, respectively and
φ ≥ 5pi/7 when ρ(∆) ≥ 7. (See Figures 34(a), 34(b) and 34(c).)
Proof. We have ρ(∆) ≥ 3, for otherwise the label on c is trivial or ∆ is collapsible.
Since (i) follows directly from the definition of angles we may assume that ∆ is
not of type AA(∆i4). Hence φ ≥ pi/3. Clearly ε(∆) = 0 if β(∆) = 0. Otherwise
as c is incidence 0 and χ(∆) = 1 it follows that ε(∆) ≤ β(∆) − 1. The remaining
statements follow directly from the definition of angles.
Lemma 8.4. Let a vertex v have a corner c in a non–collapsible region ∆ and
let φ be the angle assigned to c. If χ(∆) = 1 and c is incidence 1 then one of the
following holds
(i) φ = pi/2, ρ(∆) = 2, β(∆) = 1 and ε(∆) = 0 (see Figure 35(a)).
(ii) φ = 2pi/3, ∆ is of type AA(∆i4) and v is of type AA(x
i) (see Figure 30).
(iii) φ = 5pi/6, ρ(∆) = 3, β(∆) = 1 or 2, ε(∆) = 0, ∆ is not of type AB(∆)
and if ∆ is of type AC+(∆4) then v is of type AC
+(u1) and if ∆ is of
type AC−(∆3) then v is of type AC
−(u2) (see Figures 35(b), 35(c), 31
and 32).
(iv) φ = 11pi/12, ∆ is of type AB(∆) and c is a corner of type AB(ci), i = 1
or 2 (see Figure 31) or
(v) φ = 17pi/18, ∆ is of type AA(∆i4) and v is of type AA(v
i), i = 1 or 2 (see
Figure 30).
(vi) φ ≥ pi.
Proof.
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As χ(∆) = 1 we assume γ(∆) = 0 (or Γ is an empty picture on the disk). As c
is incidence 1, β(∆) > 0 and ρ(∆) ≥ 2. Therefore φ ≥ E(∆)pi/2 ≥ pi/2. If φ = pi/2
then ρ(∆) must equal 2 and E(∆) must equal 1. Since β(∆) > ε(∆) this occurs
only if ρ(∆) ≥ ε(∆) and β(∆) = ε(∆) + 1 = 1 as required.
If φ > pi/2 then ρ(∆) > 2 or E(∆) > 1. If ρ(∆) = 2 then ε(∆) = β(∆) − 1.
Hence if 2 = ρ(∆) ≥ ε(∆) then E(∆) > 1 implies that E(∆) = β(∆) = 2 or 3. On
the other hand if ε(∆) > ρ(∆) then E(∆) = (β(∆) + 3)/2 and β(∆) ≥ 4. In either
case φ ≥ E(∆)pi/2 ≥ pi.
Now suppose that ρ(∆) > 2. If ∆ is of type AA(∆i4) then either (ii) or (v)
holds. If ∆ is of type AB(∆) then (iv) holds. If ∆ is not of type AB(∆) but ∆
is of type AC+(∆4) or type AC
−(∆3) then either (iii) or (vi) holds. Hence we
may assume that ∆ is not of type AA(∆i4), AC
+(∆4), AC
−(∆3) or AB(∆). Thus
φ ≥ (1/3 + E(∆)/2)pi ≥ 5pi/6. If ρ(∆) ≥ 4 then φ ≥ (1/2 + E(∆)/2)pi ≥ pi.
Hence we assume ρ(∆) = 3. Now c is incidence 1, χ(∆) = 1 and ρ(∆) = 3, so
ε(∆) = β(∆)− 1 or β(∆) − 2. If 3 = ρ(∆) < ε(∆) then
E(∆) = 1 +
(
ε(∆) + 3
2(β(∆) − ε(∆))
)
≥ 1 + 7/4 > 2,
so φ > pi. Hence we may assume that ε(∆) ≤ ρ(∆) and ρ(∆) = 3.
Now φ ≥ 5pi/6 with equality only if E(∆) = 1. We have β(∆) = ε(∆) + 1
or β(∆) = ε(∆) + 2 and E(∆) = β(∆) or E(∆) = β(∆)/2, respectively. Hence
E(∆) = 1 implies β(∆) = 1 and ε(∆) = 0 or β(∆) = 2 and ε(∆) = 0. These
two possibilities give φ = 5pi/6 and configurations of Figures 35(b) and 35(c),
respectively. Furthermore if E(∆) > 1 then E(∆) ≥ 3/2 so φ ≥ 13pi/12 > pi.
Lemma 8.5. Let a vertex v have a corner c in a non–collapsible region ∆ and
let φ be the angle assigned to c. If χ(∆) = 1 and c is incidence 2 then one of the
following holds.
(i) φ = pi, β(∆) = 2, ρ(∆) = 1 or 2 and ε(∆) = β(∆) − ρ(∆) (see Figures
36(a) and 36(b)).
(ii) φ = 13pi/12 and c is a corner of type AB(c) (see Figure 31).
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(iii) φ = 7pi/6, c is not a corner of type AB(c) and either ∆ is of type AC+(∆4)
and v is of type AC+(x) or ∆ is of type AC−(∆3) and v is of type AC
−(y)
(see Figures 32 and 31).
(iv) φ ≥ 4pi/3.
Proof. If ρ(∆) = 1 then as χ(∆) = 1, β(∆) ≥ 2 and ε(∆) = β(∆) − 1. Hence if
β(∆) = 2 then ε(∆) = 1 and φ = pi, as shown in Figure 36(a). Otherwise β(∆) ≥ 3
and ρ(∆) = 1 < ε(∆) so
φ =
(
−1 +
β(∆) + 2
2
)
pi ≥ 3pi/2.
Suppose then that ρ(∆) ≥ 2. If ρ(∆) > 2 then φ ≥ 4pi/3 unless either case (ii)
or (iii) holds. Hence we may assume ρ(∆) = 2. In this case β(∆) = ε(∆) + 2. If
ρ(∆) ≥ ε(∆) then
E(∆) =
β(∆)
2
≥ 1,
with equality only if β(∆) = 2 and ε(∆) = 0. If 2 = ρ(∆) < ε(∆) then
E(∆) =
β(∆) + 2 + ρ(∆)
4
=
β(∆)
4
+ 1 ≥ 2.
Hence φ = E(∆)pi ≥ pi with equality only if ρ(∆) = 2, β(∆) = 2 and ε(∆) = 0,
as shown in Figure 36(b). If φ > pi and ρ(∆) > 2 then, from the above,
φ ≥
3pi
2
>
4pi
3
.
9. Curvature
Let (h,n, t,p) be a positive 4–partition, L a consistent system of parameters, z
a special element of (HΛ,L,n,h) and α a solution to L. Throughout this section
Γ is assumed to be a reduced, minimalistic picture over G on a compact surface
Σ of type (n, t,p) with boundary partition b = (b1, . . . , bW1), prime labels z and
labelled by αˆ(z). Moreover we assume that Γ is not a single vertex disk.
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Given a vertex v we denote the sum of angles on all corners of v by σ(v). Similarly
the sum of angles over all vertex and boundary corners of a region ∆ is denoted
σ(∆) and over all corners of a boundary component β of ∂Σ by σ(β).
We define the curvature of the vertex v of Γ to be
κ(v) = 2pi − σ(v) ,
of the region ∆ to be
κ(∆) = σ(∆)− t(∆)pi + 2piχ(∆)
and of the boundary component β of ∂Σ to be
κ(β) = −σ(β) .
Lemma 9.1. Let β be a boundary component of ∂Σ with prime label
∏n
i=1(hi,mi).
Then κ(β) ≤ pi
∑n
i=1 l(hi)(l(hi)− 1).
Proof. Let l(hi) = di. We have l(hi ∧ α(mi)) = α(mi), since z is special. Suppose
that β has boundary partition b1, . . . , bn. A boundary interval I = [bi, bi+1] meets
|[bi, bi+1]| boundary corners. If I meets a boundary corner c then I contributes
−φi(β) to the angle of c. Summing over all boundary intervals of β we see that
σ(β) =
n∑
i=1
−φi(β)|[bi, bi+1]|.
As φi = 0 whenever [bi, bi+1] is a minor boundary interval we have
n∑
i=1
−φi(β)|[bi, bi+1]| =
n∑
i=1
−φi(β)α(mi),
so
κ(β) = −σ(β) =
n∑
i=1
α(mi)φi(β) ≤ pi
n∑
i=1
di(di − 1)
α(mi)
≤ pi
n∑
i=1
di(di − 1).
Lemma 9.2. If ∆ is a collapsible region of Γ then κ(∆) = 0 when ρ(∆) = 1 or 2.
When ρ(∆) = 0 then κ(∆) ≤ 0, with equality only if all boundary intervals meeting
∆ are minor. If ∆ is a non–collapsible region of Γ then
(i) if β(∆) = 0 then κ(∆) ≤ 0;
(ii) if β(∆) > 0 and ρ(∆) = 0 then κ(∆) ≤ −pi;
(iii) if β(∆) > 0 and ρ(∆) > 0 then
κ(∆) ≤
{
0 if ρ(∆) ≥ ε(∆)
−pi/2 if ρ(∆) < ε(∆)
.
Proof. The result follows immediately from the definitions for collapsible regions
so we can assume that ∆ is non–collapsible. First suppose that ∆ is an interior
region; that is β(∆) = 0. Then ρ(∆) = t(∆) so, as Γ is minimalistic,
κ(∆) = ρ(∆)
(
ρ(∆)− 2χ(∆)
ρ(∆)
)
pi − ρ(∆)pi + 2piχ(∆) = 0.
Now suppose ∆ is a boundary region (β(∆) > 0). Note that the angle adjustments
made to corners of vertices of types AC±(v), AC+(x), AC−(y), AB(v), AB(ui),
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AA(xi), AA(vi) and AA(u) have no effect on curvature of regions so may be ignored
in this context. If ρ(∆) = 0 then σ(∆) ≤ 0 and so κ(∆) ≤ (−t(∆) + 2χ(∆))pi. If
ρ(∆) = 0 and χ(∆) ≤ 0 then κ(∆) < −pi. If ρ(∆) = 0 and χ(∆) = 1 then,
as Γ has no trivial boundary labels, t(∆) ≥ 2. As ∆ is non–collapsible we have
t(∆) > 2 and so κ(∆) ≤ −pi. Hence we may assume that β(∆) > 0, ρ(∆) > 0 and
t(∆) = ρ(∆) + β(∆). Let ρi = |{corners of ∆ of incidence i}|, for i = 0, 1, 2. We
have ρ(∆) = ρ0 + ρ1 + ρ2 and
σ(∆) ≤ ρ(∆)
(
ρ(∆)− 2χ(∆)
ρ(∆)
)
pi + (ρ1/2 + ρ2)E(∆)pi ,
since all angles on boundary corners are non–positive. Now ρ1/2+ρ2 = β(∆)−ε(∆)
so
σ(∆) ≤ (ρ(∆) − 2χ(∆))pi + (β(∆) − ε(∆))E(∆)pi.
Thus κ(∆) = σ(∆) − (ρ(∆) + β(∆))pi + 2χ(∆)pi
≤ (β(∆) − ε(∆))piE(∆) − β(∆)pi.
If ρ(∆) ≥ ε(∆) then
E(∆) =
β(∆)
β(∆)− ε(∆)
and so κ(∆) ≤ 0. If ρ(∆) < ε(∆) then
E(∆) =
2β(∆)− ε(∆) + ρ(∆)
2(β(∆)− ε(∆))
so that
κ(∆) ≤
(ρ(∆)− ε(∆))pi
2
≤ −pi/2.
This completes the proof of Lemma 9.2.
Lemma 9.3. Let v be a vertex incident to two (not necessarily distinct) boundary
classes of arc σ1 and σ2 (see Figure 37). Then the sum of angles on corners of v
between σ1 and σ2 is at least pi.
Proof. Suppose that σ1 and σ2 are not adjacent classes of arc at vi: that is, there
is at least one class of arcs separating them. The angle on v between a boundary
class and any other class is at least pi/2, from Lemmas 8.4 and 8.5. Hence, in this
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case, σ1 and σ2 are separated by an angle of at least pi. On the other hand if σ1
and σ2 are adjacent classes then, using Lemmas 8.2 and 8.5, the angle on v between
them is less than pi only if they meet v at the corner of a collapsible region. In this
case σ1 and σ2 form 1 class and Γ is a single vertex disk, a contradiction. Hence in
all cases the angle between σ1 and σ2 is at least pi.
Corollary 9.4. Let v be a boundary vertex. Then κ(v) ≤ pi. If v meets ∂Σ in
more than one class of arcs then κ(v) ≤ 0. If v meets ∂Σ in more than two classes
of arcs then κ(v) ≤ −pi.
Let τ be a boundary class of arcs and suppose that one end of τ is contained in
a boundary interval [b, c] of some boundary component β of ∂Σ. In this case we
say that τ meets ∂Σ in [b, c].
Lemma 9.5. Let v be a boundary vertex of Γ incident to a class of arcs τ which
meets ∂Σ in a boundary interval [b, c] with prime label (w, f). If the width of τ is
more than ml/2+1 then w is a cyclic subword of r±m, (w, f) is a proper exponential
H–letter, the width of τ is at most ml/2 + l − 1, and ml/2− l + 3 ≤ l(w) ≤ ml/2.
Proof. The class τ identifies a subword s of r±m which is also a subword of
w ∧ α(f). To see this fix a transverse orientation of τ . Starting at the first edge of
τ in this orientation we can read round v or along β to the last edge of τ . In the
former case we obtain a subword s of r±m and in the latter of w ∧α(f). Note that
l(s) = |τ | − 1, where |τ | denotes the width of τ . Hence α(f) ≥ l(s) ≥ ml/2 + 1.
Let d = l(w). If d ≥ ml/2+ 1 then it follows that w has a cyclic subword s′, which
is a cyclic subword of s, such that l(s′) ≥ ml/2 + 1 and s′ is a cyclic subword of
r±m. Therefore (w, f) is not relator–reduced, contradicting the hypothesis that z
is special. Hence l(w) = d ≤ ml/2 and so α(f) > d and in particular (w, f) is a
proper exponential H–letter.
Let δ = gcd(l, d). First suppose that d + l − δ ≤ l(s). Then since s has periods
l and d = l(w), it follows from [16, Section 5, Proposition 1], that s has period δ.
This implies that δ = l so that l|l(w) and w is a cyclic permutation of r±t for some
t > 0, t ∈ Z. As (w, f) is HΛ–irredundant it follows that t = 1. However this means
that (w, f) is relator–unconstrained, a contradiction.
Hence we may assume that d + l − δ > l(s). As δ ≥ 1 and l(s) ≥ ml/2 + 1
this implies that d + l − 1 > l(s) ≥ ml/2 + 1, so d ≥ ml/2 − l + 3. Furthermore
l(s) < ml/2 + l − δ so |τ | ≤ ml/2 + l − 1. This completes the proof of Lemma 9.5.
Proposition 9.6. If v is a vertex of Γ meeting ∂Σ in exactly 2 classes of arc then
either κ(v) ≤ −pi/12 or v appears as the vertex a in a configuration of type I1,
I2, I3, I4, I5 or I6 as shown in Figures 38(a), 38(b), 38(c), 38(d), 38(e) or 38(f)
respectively, or their mirror images.
Proof. The condition that κ(v) > −pi/12 implies σ(v) < 25pi/12 which in turn
implies that the boundary classes incident at v are separated by angles less than
13pi/12, using Lemma 9.3. Let the boundary classes at v be τ1 and τ2 and consider
the angle φ between τ1 and τ2 (in the direction of orientation of ∂v). Suppose v is
incident to some class of arcs τ between τ1 and τ2. Then it follows, from Lemmas
8.2 to 8.5, as φ < 13pi/12 that τ is the unique class of arcs between τ1 and τ2 and
that the regions ∆i incident to v, τ and τi, for i = 1 and 2, are discs with ρ(∆i) = 2,
β(∆i) = 1 and ε(∆i) = 0. To see that v belongs to one of the given configurations
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Figure 38:
it remains to check the case in which there is no class of arcs incident at v between
τ1 and τ2. In this case it follows, from Lemmas 8.2 to 8.5, that as φ < 13pi/12 the
region ∆ incident to v, τ1 and τ2 is a disc with β(∆) = 2 and ρ(∆) = 1 or 2. Hence
v must lie in one of the given configurations.
If v is a vertex with κ(v) > −pi/12 and v is the vertex a in one of the configurations
Ij we say v is an Ij–vertex or v is of type Ij(a).
From now on we make the following assumption.
Assumption 9.7. The integer m is a least 6 and G is not of type E(2, ∗,m).
Theorem 9.8. Let v be an interior vertex of Γ. Then κ(v) ≤ −pi/3.
Proof. Since Γ is minimalistic and G is not of type E(2, ∗,m), no interior class
of arcs can have width more than l − 2. It follows that v is incident to at least 7
classes of arcs. Therefore κ(v) ≤ −pi/3.
We now consider vertices meeting ∂Σ in precisely one class of boundary arcs.
Suppose v is such a vertex. Then we shall show that if v has curvature k(v) > −pi/24
and v is not anHΛ–vertex then v belongs to one of a finite number of configurations.
Let v be a vertex incident to exactly one boundary class of arcs. Then v is
incident to deg(v)− 1 interior classes of arc, (where deg(v) denotes the degree of v
in the graph Γ¯ associated to Γ). Each interior class of arcs incident to v is separated
from its neighbour by an angle of at least pi/3 so if deg(v) > 5 we have κ(v) < −pi/3.
Hence we may assume deg(v) ≤ 5.
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Lemma 9.9. Let v be a vertex of Γ incident to at least 4 interior and precisely 1
boundary class of arcs. Then either κ(v) ≤ −pi/9 or v is of type B4(a) as shown
in Figure 39.
Proof. If deg(v) ≥ 6 then κ(v) ≤ −pi/3 so we may assume deg(v) ≤ 5. Then, from
Lemmas 8.3 and 8.4, κ(v) ≤ 0 with equality only if v is of type B4(a), as shown in
Figure 39, and not of type AA(u). If v is of type AA(u) then k(v) = −pi/9. If v is
not of the type B4(a) then κ(v) < 0 and, from Lemmas 8.3 and 8.4 again, either
one of the incidence 0 corners at v has angle φ ≥ pi/2 or one of the incidence 1
corners has angle φ ≥ 5pi/6. In either case κ(v) ≤ −pi/6.
Corollary 9.10. Let v be a vertex of Γ meeting ∂Σ in precisely one class of arc of
width at most ml/2 + 1. Then either κ(v) ≤ −pi/9 or v is of type B4(a) as shown
in Figure 39.
Proof. There are at least ml/2 − 1 non–boundary arcs incident at v. Since Γ is
minimalistic, ml/2− 1 ≥ 3l− 1 and G is not of type E(2, ∗,m) there are at least 4
non–boundary classes of arc incident at v. The result follows from Lemma 9.9.
Lemma 9.11. Let u and v be adjacent vertices of Γ with incidence 1 corners on
a region ∆ such that ρ(∆) = 2, β(∆) = 1, ε(∆) = 0 and χ(∆) = 1, as shown
in Figure 40. Let µ and ν be the boundary classes of arcs incident to u and v,
respectively, and meeting ∆ and assume that ∂Σ ∩ µ, ∂Σ ∩ ν and the boundary
corner of ∆ are all contained in a boundary interval β = [b, c] with prime label
(w, f). Assume that κ(v) > −pi/2 and that |ν| ≥ ml/2 + 2. Then |µ| ≤ l and w is
a cyclic subword of r±m.
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Proof. The class µmeets u in |µ| arcs. Reading round u in the direction determined
by the transverse orientation of µ induced from the chosen orientation ζ of ∂Σ these
arcs identify a subword s of rεm, where ε = ±1. Similarly the class ν meets v and
identifies a subword t of rεm, where ε = ±1. For the duration of this proof we
call µ (ν) positive if ε = 1 and negative otherwise. We have l(s) = |µ| − 1 and
l(t) = |ν| − 1. Assume that |ν| ≥ ml/2 + 2 and that |µ| ≥ l + 1.
We may assume, without loss of generality, that the orientation ζ of β is such
that ∆ ∩ β is oriented from µ to v and that an occurrence of w in the label of [b, c]
begins in the boundary corner following the first arc of ν (in this orientation of β).
Then as above µ identifies a cyclic subword x of w∧α(f) and ν identifies an initial
subword y of w∧α(f). Furthermore inH we have x = s and y = t. From Lemma 9.5
it follows that w is a cyclic subword of r±m and 2l+3 ≤ ml/2−l+3 ≤ l(w) ≤ ml/2,
so w is an initial subword of y. Let x′ be the terminal segment of x of length l
and let y′ be the segment of y beginning in position l(w)− l and of length l. Then
both x′ and y′ are subsegments of w beginning in position l(w) − l and ending in
position l(w) − 1. Hence x′ = y′, in H . As x = s and y = t both x′ and y′ are
cyclic permutations of r±1.
We consider separately the cases in which µ is positive and negative, under the
assumption that ν is positive. The case ν negative follows by symmetry. First
suppose µ is positive so x′ and y′ are both cyclic permutations of r. As cyclic
subwords of r we may assume the position of the first letters of x′ and y′ are
λ ≤ l/2 apart. (Otherwise interchange x′ and y′.) The union of x′ and y′ then
forms a cyclic subword z of rm of length 2l − λ, and of periods l and λ. Let
δ = gcd(l, λ). Then l + λ − δ ≤ 3l/2− 1 < 2l − λ = l(z). Hence from [16, Section
3, Proposition 1] the word z has period δ. As r is not a proper power it follows
that δ = l and since δ|λ and λ ≤ l/2 we have λ = 0. Thus x′ and y′ are identically
positioned as cyclic subwords of r.
Now suppose that the last letter of w, as a word in A ∗B, is ω. Then the letter
following y′ in y, and therefore in rm, is ω. Hence the letter following x′ in rm is
ω and so the label on the corner of u in ∆ is ω. Therefore the label on the corner
of ∆ meeting u, read with orientation induced by that on β, is ω−1. As w ends in
the letter ω the boundary component of ∆ is labelled ω. Hence the corner of v in
∆ has trivial label, a contradiction. Hence µ cannot be positive.
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If µ is negative then x′ is a cyclic permutation of r−1 and y′ is a cyclic permu-
tation of r. As x′ = y′ in A ∗ B this means that G is of type E(2, 2,m), contrary
to the standing assumption 9.7. Therefore |µ| ≤ l.
10. Configurations C
Let (h,n, t,p) be a positive 4–partition, L a consistent system of parameters,
z a special element of (HΛ,L,n,h) and α a solution to L. As in Section 9, Γ is
assumed, throughout this section, to be a reduced, minimalistic picture over G on
a compact surface Σ of type (n, t,p) with boundary partition b = (b1, . . . , bW1),
prime labels z and labelled by αˆ(z). We are now in a position to prove the following.
Theorem 10.1. Let v be a vertex of Γ which meets ∂Σ in precisely one boundary
class of arcs ν. Then either
(i) v is distance at most 1 from an HΛ–vertex or
(ii) κ(v) ≤ −pi/24 or
(iii) v is of type B4(a) (see Figure 39) or
(iv) v appears as the vertex v in configuration C0, C1±, C2±, C3±, C4 or
CC±, |ν| > ml/2 + 1, and in each of these configurations |µi| ≤ l (see
Figures 42, 43, 44, 45, 46 and 47).
Proof. Assume that v satisfies none of the conditions (i)–(iii). As v is not an
HΛ–vertex it follows that ν meets ∂Σ in a boundary interval [b, c] which we shall
assume has prime label (w, f). Note that failure of condition (ii) implies that v is
not of type AC±(v), AB(ui), AA(u) or AA(v
i). From Lemma 9.9 it follows that v
is incident to at most 3 interior classes of arcs. From Corollary 9.10 it follows that
|ν| > ml/2 + 1 and from Lemma 9.5 it follows that (w, f) is a proper exponential
H–letter, w is a subword of r±m, ml/2− l+3 ≤ l(w) ≤ ml/2 and |ν| ≤ ml/2+ l−1.
As m ≥ 6 this implies that there are at least 2l+ 1 non–boundary arcs incident at
v. Hence v is incident to exactly 3 interior classes of arcs and 1 boundary class of
arcs ν.
We denote the regions incident to v by ∆1, ∆2, ∆3 and ∆4, as in Figure 41.
(Note that these ∆’s are not a priori distinct.) Let αi denote the angle on the
corner of v in ∆i for all i.
We have αi ≥ pi/3, for i = 1, 2, and αi ≥ pi/2 for i = 3, 4 (using Lemmas 8.2,
8.3 and 8.4 and the fact that v is incident to exactly one boundary class of arcs).
If αi ≥ 5pi/7 for i = 1 or 2 then κ(v) ≤ −pi/21. If αi ≥ 17pi/18 for i = 3 or 4 then
κ(v) ≤ −pi/9. If αi = 11pi/12, for i = 3 or 4, then v is of type AB(ui), a possibility
that has already been excluded.
Hence we may assume αi ≤ 2pi/3, for i = 1, 2 and αi ≤ 5pi/6 for i = 3, 4.
(Using Lemmas 8.2, 8.3 and 8.4 again). In particular χ(∆i) = 1, for i = 1, 2, 3, 4,
which implies that all the ∆ ’s are distinct. Also 3 ≤ ρ(∆i) ≤ 6 for i = 1, 2 and
2 ≤ ρ(∆i) ≤ 3, for i = 3, 4. For i = 3 or 4, write
T (∆i) =

a if ρ(∆i) = 3 and β(∆i) = 1
b if ρ(∆i) = 3 and β(∆i) = 2
c if ρ(∆i) = 2
.
If (T (∆3), T (∆4)) = (a, a), (a, b), (b, a) or (b, b) then κ(v) ≤ −pi/3 so we must
have (T (∆3), T (∆4)) = (a, c), (b, c), (c, c), (c, a) or (c, b). We consider the possible
values of ρ(∆i), with i = 1, 2 in each of these cases.
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Consider first the case (T (∆3), T (∆4)) = (c, a). If ρ(∆i) ≥ 4, for i = 1 or 2,
then κ(v) ≤ −pi/6. Hence ρ(∆i) = 3 in this case, for i = 1 and i = 2. This
gives configuration CC−. The case (T (∆3), T (∆4)) = (a, c) gives CC
+. A similar
argument shows that in the cases (T (∆3), T (∆4)) = (c, b) and (b, c) the vertex v is
of type AC±(v) or AB(ui) so these cases are already covered in (ii).
Now consider the case (T (∆3), T (∆4)) = (c, c). We have 3 ≤ ρ(∆i) ≤ 6, for
i = 1, 2 and it is easy to check that κ(v) > −pi/24 implies (ρ(∆1), ρ(∆2)) =
(3, 3), (3, 4), (3, 5), (3, 6), (4, 4), (6, 3), (5, 3) or (4, 3).
These values of ρ(∆i) give rise to configurations C0, C1
±, C2±, C3± and C4.
As v is distance more than 1 from all HΛ–vertices it follows, from Lemma 9.11 that
the boundary classes µi in these configurations all have width at most l.
Definition 10.2. . A configuration of type C0, C1±, C2±, C3±, C4 or CC± is
called a C–configuration (see Figures 42, 43, 44, 45, 46 and 47). A vertex u of Γ,
with κ(u) > −pi/24, which is distance at least 2 from all HΛ–vertices and which
appears as vertex v in a C–configuration is called a C–vertex.
We shall for convenience refer to configurations Cj±, j = 0, . . . , 4, taking Cj+ =
Cj− = Cj when j = 0 or 4.
11. Configurations D
Proposition 11.1. If v is a C–vertex then either
(i) we can adjust the angle assignment to corners of ui and v so that κ(v), κ(ui) ≤
−pi/30, for i = 1, 2, and κ(∆) is unchanged for all regions ∆; or
(ii) v is the vertex a and u1 is the vertex b in one of configurations D0, D1,
D2, D3, D4, D5, D6, D7, D8 or D9.
Such angle adjustments may be carried out over all C–configurations simultane-
ously.
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Proof.We shall define angle adjustments to satisfy (i) and (ii) for all C–configurations
of Γ such that, considering each connected boundary component β of ∂Σ in turn,
these angle adjustments move angle from corner to corner of regions incident to
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β, only in the direction of orientation of β. Furthermore these angle adjustments
leave κ(∆) fixed, for all regions ∆ of Γ.
Given a C–configuration with C–vertex v set u = u1 and µ = µ1 (if we’re not in
case CC+). Denote the class of arcs joining u and v by ι. Denote the angle on the
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corners of v and u in ∆4 by α4 and α5, respectively. Orient ∂u in the direction from
µ to ι inside ∆4. Note that v is not of type AA(v
i) these vertices have curvature
κ(vi) ≤ −pi/9. By definition v is not of type AA(xi), AC±(v), AC+(x), AC−(y),
AB(ui) or AB(v). Therefore no corners of v have had angles altered by previous
angle adjustments.
To ensure that we can make angle adjustments simultaneously over all C–
configurations we need to consider whether or not u and v may appear in more
than one C–configuration. As v is incident to only one boundary class of arcs
it cannot occur as the C–vertex of any other C–configuration. As |µ| ≤ l and
|ν| ≥ ml/2 + 1, u cannot be the C–vertex of a C–configuration in which v occurs
as the vertex of type u1 or u2. Suppose that u occurs as the C–vertex in some
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C–configuration. Let C0 be the original C–configuration, in which u is of type
u1, and let C1 be the configuration in which u occurs as the C–vertex. Since u is
incident to a boundary class in C1 it follows that C0 is of type CC
+, so u being the
vertex of type CC+(u1) in C0 is not incident to a further boundary class of arcs. If
C1 is a configuration of type Cj then, since ρ(∆1) = 3, it follows that C1 is of type
C0, with u of type C0(v). This gives configuration D′6 of Figure 61. Otherwise C1
is of type CC± and we obtain configuration D8 of Figure 56 or D9 of Figure 57,
with u of type Dj(b). In all three cases it can be easily verified that u is of type u1
in C0 alone.
In general umay occur as the vertex of type u1 in more than one C–configuration.
Suppose then that u is the vertex of type u1 in p distinct C–configurations. We
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show that (ii) holds only if p = 1 and that if p = 1, (ii) does not hold and u
and v are not of type D′6(u) and D′6(v), respectively, then we can decrease the
angle α5 and increase α4 to obtain κ(u), κ(v) ≤ −pi/12. If p > 1 we show that
we can decrease the angle α5 and increase α4 to obtain κ(u), κ(v) ≤ −pi/15 over
all p configurations, in which u occurs as the vertex of type u1, simultaneously.
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Finally suppose that u and v are of type D′6(u) and D′6(v), respectively, and let
β′ be the boundary component to which u is incident in Figure 61. If β′ is oriented
from left to right in Figure 61 we show that we can adjust angles by increasing α4
and α7 and decreasing α5 and α6 so that κ(u), κ(v), κ(x) ≤ −pi/30. Similarly if β′
is oriented from right to left in Figure 61 we show that we can adjust angles by
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increasing α4 and α8 and decreasing α5 and α9 so that κ(u), κ(v), κ(y) ≤ −pi/30.
These adjustments all leave curvature of regions unaltered. This is sufficient, given
the remark at the beginning of the proof, to prove the theorem. We divide the
proof into Case A, where p = 1, and Case B, where p > 1.
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Case A: p = 1.
In this case u occurs as the vertex of type u1 in no C–configuration except that in
which v occurs. Under this assumption we have two further cases to consider: Case
A1 in which u is adjacent to no boundary classes (in configuration CC+) except
possibly µ (in configurations Cj±, j = 0, . . . , 4 or CC−) and Case A2 in which u is
incident to boundary classes other than µ.
Case A1. As G is not of type E(2, ∗,m) no interior class of arcs contains more
than l − 2 arcs and µ contains no more than l arcs, from Theorem 10.1. It follows
that in Case A1, configuration CC+, u is adjacent to at least 7 interior classes of
arc and in Case A1, configuration Cj± or CC−, u is adjacent to at least 6 interior
classes of arc.
In configuration Cj±, with 0 ≤ j ≤ 4, or CC− with u incident to 6 or more
interior classes of arc we have σ(u) ≥ pi + 5pi/3, so we can adjust α5, by −pi/2, to
0 and α4, by pi/2, to pi giving κ(u), κ(v) ≤ −pi/6. In configuration CC
+ with u is
incident to 7 or more classes of arc we have σ(u) ≥ 7pi/3, α5 = pi/3 and α4 = 5pi/6
so we may adjust to α5 = pi/6 and α4 = pi, to give κ(u), κ(v) ≤ −pi/12.
Hence in Case A1 it is always possible to adjust angles as required.
Case A2. Now suppose that u is incident to some boundary class of arcs ξ not
meeting ∂∆4. Suppose first we have one of configurations C1
±, C2±, C3±, C4 or
CC− (see Figure 58). In each case κ(v) ≤ pi/6. Let θ be the sum of angles on u
between ι and ξ (that is, taken in the direction of ∆1). If (in the same direction)
there is 1 or more class of arcs incident at u between ι and ξ then it follows from
Lemmas 8.2, 8.3 and 8.4 that θ ≥ 5pi/6. If there are no arcs between ι and ξ then
since ρ(∆1) ≥ 3 and, as is easily verified, ∆1 is not a region of type AA(∆
i
4), it
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follows that θ ≥ 5pi/6, again. Hence σ(u) ≥ pi + 5pi/6 + pi/2 = 7pi/3. We may
therefore increase α4 by pi/4 and decrease α5 by pi/4 to obtain κ(u), κ(v) ≤ −pi/12.
Hence we need only consider configurations C0 and CC+.
Assume we have configuration CC+, so κ(v) = 0 (see Figure 59). Suppose first
∆1 is an interior region, so triangular with all angles pi/3. In this case if any region
meeting u has Euler characteristic less than 1 then σ(u) ≥ 2pi/3+pi+pi/2 = 13pi/6,
so we may decrease α5 to pi/4 and increase α4 to 11pi/12 to obtain κ(u), κ(v) ≤
−pi/12. Hence we may assume all regions ∆ incident to u have χ(∆) = 1. Now
under the current assumptions u is incident to 3 or more interior classes of arc and
one or more boundary classes of arc. We consider four subcases. Subcase A2.1
where u is incident to more than one boundary class; Subcase A2.2 where u is
incident to one boundary class and more than four interior classes; Subcase A2.3
where u is incident to 1 boundary class and four interior classes and Subcase A2.4
where u is incident to 1 boundary class and three interior classes.
Subcase A2.1: u is incident to more than one boundary class of arcs.
In this case σ(u) ≥ 2pi/3 + pi + pi/2 + pi/2 so we may adjust angles α4
and α5 to give κ(u), κ(v) ≤ −pi/3.
Subcase A2.2: u is incident to one boundary class and more than four
interior classes of arcs.
In this case σ(u) ≥ 4pi/3 + pi/2 + pi/2 so we may adjust angles α4 and
α5 to obtain κ(u), κ(v) ≤ −pi/6.
Subcase A2.3: u is incident to one boundary class and four interior classes
of arcs.
In this case either κ(u) ≤ −pi/6 or u is a vertex of type B4(a) (see
Figure 39) or u is of type AA(u) (see Figure 30). If κ(u) ≤ −pi/6 then
we can adjust α4 and α5 by pi/12 to obtain κ(u), κ(v) ≤ −pi/12. If u is of
type AA(u) then v is of type AA(vi) or AA(xi), so this does not occur.
Therefore we may assume u is a vertex of type B4(a). In this case every
incidence 0 corner on u must have angle pi/3 and both incidence 1 corners
must have angle pi/2. There are therefore two possibilities as shown in
Figures 52 and 53, configurations D4 and D5 respectively.
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Figure 61: Configuration D′6
Subcase A2.4: u is incident to one boundary class and 3 interior classes of
arcs.
In this case we have the situation of Figure 60. The angles θ and φ in
Figure 60 are both either equal to pi/2 or at least 5pi/6. If φ = θ = pi/2
then u is of type C0(v) and we have configuration D′6 of Figure 61. We
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defer further consideration of D′6 until the end of the proof. If φ = 5pi/6
and θ = pi/2 we have configuration D7, of Figure 55, with u of type
CC±(v). If φ = pi/2 and θ = 5pi/6 then we have configuration D8, of
Figure 56, with u of type CC(v)±. If φ ≥ 5pi/6 and θ ≥ 5pi/6 then
σ(u) ≥ 2pi/3 + 5pi/3 = 7pi/3 so we may adjust α4 and α5 by pi/6 to give
κ(u), κ(v) ≤ −pi/6.
This completes consideration of Case A2, configuration CC+ with ∆1 an interior
region (except for configuration D′6). Now suppose that ∆1 is a boundary region.
As v is of type CC+ we have ρ(∆1) = 3 and β(∆1) = 1. Hence the angle on
the corner of u in ∆1 is 5pi/6. If u is incident to a further boundary class of arcs
(other than that in ∂∆1) then σ(u) ≥ 5pi/6 + pi/3 + pi/2 + pi = 8pi/3 so we may
adjust α4 and α5 by pi/3 to give κ(u), κ(v) ≤ −pi/3. Hence we may assume u is
incident to no further boundary classes of arcs. We have the situation of Figure
62, with ξ be the boundary class incident at u. Now, from Lemma 9.5 and the fact
that v is not joined to an HΛ–vertex, it follows that |ξ| ≤ ml/2 + l − 1 and so u
is adjacent to at least one more vertex. Hence θ ≥ 5pi/6. If θ > 5pi/6 then θ ≥ pi,
using Lemmas 8.3 and 8.4, so σ(u) ≥ 13pi/6 and we may adjust α4 and α5 by pi/12
to obtain κ(u), κ(v) ≤ −pi/12. Hence we may assume θ = 5pi/6 in which case we
have configuration D9, with u of type CC±(v).
It remains to consider configurations C0 to complete Case A2 (except for D′6
which is treated later). In Case A2, configuration C0, we have the situation of
Figure 63 with σ(u) = θ+φ+pi/2 and κ(v) ≤ −pi/6. If u is incident to any region
∆ with χ(∆) ≤ 0 then, since χ(∆1) = 1, Lemma 8.2 implies that either θ ≥ 11pi/6
or φ ≥ 2pi so σ(u) ≥ 20pi/6. Hence we may adjust α4 and α5 by pi/2 to obtain κ(u),
κ(v) ≤ −pi/6. Hence we may assume χ(∆) = 1, for all regions ∆ meeting u.
We consider first the case that ∆1 is an interior region, that is ∆1 is triangular.
In this case θ = pi/3 + ψ, for some angle ψ with ψ ≥ pi/2. As φ ≥ pi we have
φ+ψ ≥ 3pi/2. If φ+ψ = 3pi/2 then ψ = pi/2 and φ = pi and it is easy to check that
we have one of configurations D0, D1 or D2. If ψ > pi/2 then ψ ≥ 5pi/6, because
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if ψ = 2pi/3 then u is of type AA(xi) and v is forced to be of type AA(vi). Also
φ ≥ 7pi/6 (in fact φ ≥ 4pi/3 unless u is of type AC+(x), AC−(y) or AA(xi)). In
both cases we may adjust α4 and α5 by 5pi/12 to obtain κ(u), κ(v) ≤ −pi/12.
Now suppose that ∆1 is a boundary region. Then, in Figure 63, θ = 5pi/6 and
φ ≥ pi. If φ = pi then we have configurations D3, D3′ or D3′′ of Figures 51, 64
and 65, respectively. Theorem 9.11 implies that, in configurations D3′ and D3′′,
the boundary class incident to u in ∂∆4 has size at most l so the boundary class
incident to u in ∂∆1 has size at least (m − 2)l > (ml/2) + l − 1. Since u is not
an HΛ–vertex this contradicts Lemma 9.5. Hence the configurations D3′ and D3′′
cannot occur. If φ ≥ pi then φ ≥ 7pi/6 and we can adjust α4 and α5 by 5pi/12 to
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give κ(u), κ(v) ≤ −pi/12. This completes Case A2 and so proves Case A: p = 1, of
the theorem, with the exception of configuration D′6.
Case B: p > 1.
Suppose u is the vertex of type u1 adjacent to C–vertices v
1, · · · , vp, occuring in
cyclic order around u, with v = v1 and p > 1. Note that it is possible that u is a
vertex of type Cj±(u2) or CC
±(u2) but then the corresponding vertex Cj
±(v) or
CC±(v) is not among v1, · · · , vp. If vk is the vertex v in one of configurations C0,
C1±, C2±, C3±, C4 or CC± we denote the corresponding vertices ui, classes µi, ιi
and regions ∆i by u
k
i , µ
k
i , ι
k
i and ∆
k
i , for i = 1, 2 and k = 1, · · · , p. Hence u = u
k
1 ,
for k = 1, · · · , p. Write µk and ιk for µk1 and ι
k
1 , respectively and recall that ∂u is
oriented from µ to ι inside ∆4. If µ
k precedes ιk in the cyclic order around u then
we say that vk is green and otherwise that vk is blue. (See Figure 66.)
We define
T (vk) =

X, if vk is of type CC(v)+;
Y, if vk is of type CC(v)−;
Z, if vk is of type Cj(v), with 0 ≤ j ≤ 4 :
and say that vk is of type X,Y or Z as appropriate.
We now compute a lower bound for the sum of angles θk on u between ik and
ik+1, read in the direction of orientation of u (superscripts modulo p). We consider
separately each of the four possible colourings, in green and blue, of vk and vk+1.
Case B1: vk and vk+1 are green.
We treat the different combinations of types of vk and vk+1 as distinct subcases.
Subcase B1.1: T (vk) = X , Y or Z, T (vk+1) = X , see Figure 67. In the
following Figures vertices with broken outlines may or may not be present.
If they’re absent their incident arcs are replaced by a single arc. In Figure
67 either one or none of the dotted vertices may be present.
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In this subcase as vk is incident to only one boundary class the angle φ
in Figure 67 is at least pi/3, and so θk ≥ 2pi/3.
Subcase B1.2: T (vk) = X , Y or Z, T (vk+1) = Y or Z, (see Figure 68,
where at most one dotted vertex may be present).
In this case, as vk is incident to only one boundary class, φ ≥ 5pi/6 so
that θk ≥ 4pi/3.
Case B2: vk and vk+1 are both blue.
Subcase B2.1: T (vk) = X , (see Figure 69). In this case φ ≥ pi/3 so θk ≥
2pi/3.
Subcase B2.2: T (vk) = Y or Z, (see Figure 70). As vk+1 is incident to
only one boundary class we have φ ≥ 5pi/6. Hence θk ≥ 4pi/3.
Case B3: vk is blue, vk+1 is green.
Subcase B3.1: T (vk) = X , T (vk+1) = X , (see Figure 71). Note that the
vertex x in Figure 71 cannot be vk+1, given that we have defined u = uk+11
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with respect to the orientation of the boundary component βk+1 of ∂Σ
incident to vk+1. We have φ ≥ pi/3, so θk ≥ 2pi/3.
Subcase B3.2: T (vk) = X , T (vk+1) = Y or Z, (see Figure 72). As φ ≥ pi/2
we have θk ≥ 4pi/3.
Subcase B3.3: T (vk) = Y or Z, T (vk+1) = X , (see Figure 73) Here φ ≥
pi/2 so θk ≥ 4pi/3.
Subcase B3.4: T (vk) = Y or Z, T (vk+1) = Y or Z, (see Figure 74) We
have φ ≥ pi so θk ≥ 2pi.
Case B4: vk is green, vk+1 is blue, (see Figure 75). In this case θk ≥ pi/3. We
have therefore a lower bound for θk in all cases.
If vk is green for all k with c ≤ k ≤ d and vc−1 and vd+1 are blue (or d+1− c ≡
0(mod p)) then vc, vc+1, · · · , vd is called a green component (of u). Blue components
are defined analogously.
Case B5: v1, · · · vp are all green. Suppose that v1, · · · vp are all green. Let t =
|{k : T (vk) = Y or Z}|. Then σ(u) ≥ (2pi/3)p + (2pi/3)t. If p ≥ 4 then σ(u) ≥
2pi + (p− 3)(2pi/3) + (2pi/3)t so
σ(u) ≥ 2pi + (p+ 1)2pi/15 + (2pi/3)t.
EXPONENTIAL GENUS PROBLEMS IN ONE–RELATOR PRODUCTS OF GROUPS 103
PSfrag replacements
ιkµk
vk
ιk+1
µk+1
vk+1
u φ
pi/2
Figure 68:
Noting that κ(vk) ≤ 0 if T (vk) = X or Y and that κ(vk) ≤ pi/3 if T (vk) = Z we
see that we can adjust angles on u and vk inside ∆k4 so that κ(u) ≤ −2pi/15 and
κ(vk) ≤ −2pi/15, for all k. (This follows because t ≥ |{k : T (vk) = Z}|.)
Thus given that all vk’s are green it remains to consider the cases 2 ≤ p ≤ 3.
Subcase B5.1: p = 3.: In this case if t ≥ 1 then σ(u) ≥ 2pi + (2pi/3)t ≥
2pi + (pi/3) + (pi/3)t. It follows that we can adjust angles αk4 and α
k
5 for
k = 1, 2, 3 so that κ(u) and κ(vk) ≤ −pi/12. We may therefore suppose that
t = 0. In this case we have the configuration of figure 76, and σ(u) = 2pi
if an only if φ1 = φ2 = φ3 = pi/3 (in figure 76). As vi is incident to only
one boundary class this occurs only if vi is incident to xi+1, for i = 1, 2, 3
(superscripts modulo 3). However the resulting configuration cannot occur
unless G is of type E(2, ∗,m), using Lemma 6.12. Hence φi > pi/3, for
some i. As ρ(∆i1) = 3 it follows that φ
i ≥ 2pi/3, for such i, so σ(u) ≥ 7pi/3
and we may adjust angles so that κ(u), κ(vi) ≤ −pi/12.
Subcase B5.2: p = 2.: First suppose t = 2. Then we have the configuration
of Figure 77 and σ(u) = pi + φ1 + φ2, with φi ≥ 5pi/6, for i = 1, 2 (as u is
not of type AA(xi), Figure 30). As |µi| ≤ l we have φi = 5pi/6 only if u
is adjacent to wi, for i = 1, 2. (Otherwise u is incident to fewer than ml
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arcs.) However if u is adjacent to wi and incident to no further classes of
arcs then we have a contradiction to Lemma 6.12. Hence φi ≥ 7pi/6, for
i = 1 or 2 and σ(u) ≥ 3pi. Therefore we may adjust angles so that κ(u),
κ(vi) ≤ −pi/9.
Next suppose t = 1. Then we have the configuration of Figure 78, where
φ1 ≥ pi/3 and φ2 ≥ 5pi/6 and σ(u) = 5pi/6 + φ1 + φ2 (as u is not of type
AA(xi), Figure 30). If φ2 = 5pi/6 either w2 is adjacent to β1 and there
are no arcs incident to u between ι2 and µ1 or u is adjacent to w2 via the
unique class of arcs incident to u between ι2 and µ1. In both of these cases,
since |µi| ≤ l there must be arcs incident to u between ι1 and µ2. If none
of these arcs are boundary arcs then there must be at least two classes of
arcs incident to u between ι1 and µ2 from which it follows that φ1 ≥ pi.
On the other hand if there is a boundary arc incident to u between ι1 and
µ2 then φ1 ≥ 4pi/3. Hence φ2 = 5pi/6 implies that σ(u) ≥ 8pi/3.
If φ2 > 5pi/6 then, as α21 = pi/3, it follows that φ
2 ≥ 7pi/6. If φ2 = 7pi/6
then ∆21 must be triangular and there can be at most 2 classes of arc
incident to u between ι2 and µ1, all of which must be interior. In this case
there must be a class of arcs incident to u between ι1 and µ2 so φ1 ≥ 2pi/3.
Hence φ2 = 7pi/6 implies that σ(u) ≥ 8pi/3. If φ2 > 7pi/6 then φ2 ≥ 5pi/4,
with equality only if ∆21 is triangular, there is only one class of arcs incident
to u between ι2 and µ1, and u is a vertex of type AB(u1). In this case
there must be at least 2 classes of arc incident to u between ι1 and µ2, so
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φ1 ≥ pi and σ(u) ≥ 37pi/12. If φ2 > 5pi/4 then φ2 ≥ 3pi/2 so, as φ1 ≥ pi/3,
σ(u) ≥ 8pi/3. Therefore t = 1 implies σ(u) ≥ 8pi/3 and we may adjust
angles so that κ(u), κ(vi) ≤ −pi/9.
Finally suppose t = 0, in which case we have the configuration of figure
79. If u is incident to 3 more classes of arc (than those shown in Figure
79) then σ(u) ≥ 7pi/3. If u is incident to a boundary class of arcs then
φi ≥ 4pi/3, since αi1 = pi/3, for i = 1 or 2. In this case σ(u) ≥ 7pi/3 again.
Hence, using Lemma 6.12, we may assume σ(u) ≥ 7pi/3 and adjust angles
so that κ(u), κ(vi) ≤ −pi/9.
Hence in Case B5 where all vk’s are green we may adjust angles suitably.
It follows, by symmetry, that this is also possible if all vk’s are blue.
Case B6: there are q green and q blue components. Suppose that there are q ≥ 1
green and q ≥ 1 blue components, G1, .., Gq and B1, · · · , Bq respectively, in cyclic
order round u. Let gj(A) be the number of vertices of type A in Gj and bj(A)
be the number of vertices of type A in Bj , where A is X , Y or Z. Let gj =
gj(X) + gj(Y ) + gj(Z) and bj = bj(X) + bj(Y ) + bj(Z); so
p =
q∑
j=1
gj + bj .
Furthermore let
g(A) =
q∑
j=1
gj(A), b(A) =
q∑
j=1
bj(A) and
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p(A) = g(A) + b(A), where A = X , Y or Z.
To complete the proof of case B of the theorem we aim to show that
(11.1) σ(u) ≥ 2pi + p(Z)pi/3 + (p+ 1)/24.
This is sufficient to allow a suitable angle adjustment to be made. In fact transfer-
ring angle of a from the corner of u in ∆i4 to the corner of v
i in ∆i4, where
a =
{
9pi/24, if T (vi) = Z
pi/24, if T (vi) = X or Y
,
we have σ(vi) ≥ 2pi + pi/24, for all i, and
σ(u) ≥ 2pi + p(Z)pi/3 + (p+ 1)pi/24− p(Z)9pi/24− (p(X) + p(Y ))pi/24
= 2pi + pi/24.
Hence we may adjust angles as described to obtain κ(u), κ(vi) ≤ −pi/24, for all i.
A green or blue component vc, · · · , vc+d is said to begin with vc and end with
vc+d. We examine the effect of the type of the extremal vertices of a component
on the sum of angles between its C–vertices.
If a component C begins with vc and ends with vc+d then the sum of angles
around u between ιc and ιc+1, ιc+1 and ιc+2, · · · , ιc+d−1 and ιc+d is called the
angle of the component and is denoted σ(C).
Consider a green component Gj . If Gj begins with a Y or Z vertex then
σ(Gj) ≥ (4pi/3)(gj(Y ) + gj(Z)− 1) + (2pi/3)gj(X).
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If Gj begins with an X vertex then
σ(Gj) ≥ (4pi/3)(gj(Y ) + gj(Z)) + (2pi/3)(gj(X)− 1).
Now consider a blue component Bj . If Bj ends with an Y or Z vertex then
σ(Bj) ≥ (4pi/3)(bj(Y ) + bj(Z)− 1) + (2pi/3)bj(X).
If Bj ends with an X vertex then
σ(Bj) ≥ (4pi/3)(bj(Y ) + bj(Z)) + (2pi/3)(bj(X)− 1).
Let e(S, T ) denote the number of blue components which end with a vertex of
type S and such that the following green component begins with a vertex of type
T , where S, T ∈ {X,Y, Z}.
Then q = e(X,X)+ e(X,Y ) + e(X,Z)+ e(Y,X)+ e(Y, Y ) + e(Y, Z)+ e(Z,X)+
e(Z, Y ) + e(Z,Z),
the number of blue components ending with a vertex of type A is
e(A,X) + e(A, Y ) + e(A,Z)
and the number of green components beginning with a vertex of type A is
e(X,A) + e(Y,A) + e(Z,A).
Now σ(u) = [sum of angles of green components]
+ [sum of angles of blue components]
+ [sum of angles between green and blue components]
+ [sum of angles between blue and green components]
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≥
[
(4pi/3)
∑q
j=1 (gj(Y ) + gj(Z)− 1) + (2pi/3)
∑q
j=1 (gj(X)− 1)
+ (2pi/3) (e(X,Y ) + e(Y, Y ) + e(Z, Y ) + e(X,Z) + e(Y, Z) + e(Z,Z))
+ (4pi/3) (e(X,X) + e(Y,X) + e(Z,X)) ]
+
[
(4pi/3)
∑q
j=1 (bj(Y ) + bj(Z)− 1) + (2pi/3)
∑q
j=1 (bj(X)− 1)
+ (2pi/3) (e(Y,X) + e(Y, Y ) + e(Y, Z) + e(Z,X) + e(Z, Y ) + e(Z,Z))
+ (4pi/3) (e(X,X) + e(X,Y ) + e(X,Z)) ]
+ [qpi/3]
+ [(2pi/3) e(X,X) + (4pi/3) (e(X,Y ) + e(X,Z) + e(Y,X) + e(Z,X))
+2pi (e(Y, Y ) + e(Y, Z) + e(Z, Y ) + e(Z,Z)) ]
= (2pi/3)
∑q
j=1 (gj(Y ) + gj(Z) + gj(X) + bj(Y ) + bj(Z) + bj(X))
+ (2pi/3)
∑q
j=1 (gj(Y ) + gj(Z) + bj(Y ) + bj(Z))
−4piq + (pi/3)q
+(10pi/3) (e(X,X) + e(X,Y ) + e(X,Z)+
e(Y,X) + e(Y, Y ) + e(Y, Z)+
e(Z,X) + e(Z, Y ) + e(Z,Z) )
= (2pi/3) p− (pi/3) q + (2pi/3) (p(Z) + p(Y )).
Note that p ≥ 2q and if p is odd p ≥ 2q + 1. Hence if p ≥ 5 then p− 3 ≥ q and so
σ(u) ≥ 2pi + (p− 3) (2pi/3)− (pi/3) q + (2pi/3) p(Z)
≥ 2pi + (pi/3) (p− 3) + (2pi/3) p(Z)
≥ 2pi + (pi/9) (p+ 1) + (pi/3) p(Z),
since 3(p− 3) ≥ (p+ 1), when p ≥ 5.
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Hence (11.1) holds when p ≥ 5 and it remains to check the cases 2 ≤ p ≤ 4.
Subcase B6.1: p = 4.
If p = 4 then q = 1 or 2 and
σ(u) ≥ (8pi/3)− (pi/3) q + (2pi/3) (p(Z) + p(Y )).
We shall show that, when p = 4, we have
σ(u) ≥ 7pi/3 + p(Z) (pi/3)
so that
σ(u) ≥ 2pi + p(Z) (pi/3) + (p+ 1)pi/15
as required.
Subcase B6.1.1: If p(Y ) is non–zero then we have
σ(u) ≥ 8pi/3 + (2pi/3) p(Z) > 7pi/3 + (pi/3)p(Z).
Subcase B6.1.2: Suppose p(Y ) = 0. Then, if p(Z) ≥ 1, we have
σ(u) ≥ 2pi + (2pi/3) p(Z) ≥ 7pi/3 + (pi/3) p(Z).
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If p(Y ) = p(Z) = 0 and q = 1 then
σ(u) ≥ 7pi/3 = 7pi/3 + (pi/3) p(Z).
If p(Y ) = p(Z) = 0 and q = 2 then we have the configuration of
figure 80 where v1 and v3 are green, of type X , and v2 and v4 are
blue of type X . (Note that, in Figure 80, φ2 may equal zero if x2 = x3
and φ4 may equal zero if x1 = x4.) Suppose first φ2 = φ4 = 0. As
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α11 = α
2
1 = α
3
1 = α
4
1 = pi/3 we have φ
1 ≥ 2pi/3 and φ3 ≥ pi/3, or vice–
versa, otherwise G is of type E(2, 3, 6). Hence
∑4
i=1 φ
i ≥ pi. Now
suppose φ2 6= 0 or φ4 6= 0, so φ2 + φ4 ≥ pi/3, and again
∑4
i=1 φ
i ≥ pi.
We have then
σ(u) ≥ 7pi/3 = 7pi/3 + p(Z)pi/3.
This completes Subcase B6.1.
Subcase B6.2: p = 3.
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In this case q = 1 and
σ(u) ≥ (5pi/3) + (2pi/3) (p(Z) + p(Y )) .
If p(Y ) 6= 0 then
σ(u) ≥ (7pi/3) + (2pi/3) p(Z) ≥ 2pi + (pi/3)p(Z) + pi/3,
as required.
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Assume then that p(Y ) = 0. If p(Z) ≥ 2 then
σ(u) ≥ (7pi/3) + (pi/3) p(Z) ≥ 2pi + (pi/3)p(Z) + pi/3.
Next consider the case p(Z) = 1. In this case either we have two blue and
one green C–vertices adjacent to u or two green and one blue.
Subcase B6.2.1: p(Y ) = 0, p(Z) = 1 and u is adjacent to two blue
and one green C–vertices.
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Suppose first that g(Z) = 1 in which case b(Z) = 0 and b(X) = 2.
Then we have the configuration of Figure 81. From Lemma 9.5 and
Assumption 9.7, u must be incident to some class of arcs other than
those shown in Figure 81. It follows that
∑3
i=1 φ
i ≥ 3pi/2 so σ(u) ≥
8pi/3.
Now suppose b(Z) = 1 so that g(X) = b(X) = 1. This gives rise to
two possible configurations depending on the cyclic order of the blue
types X and Z around u. These two configurations correspond to
Figures 82 and 83. In the configuration of Figure 82 it is possible
that φ3 = 0 if x1 = x3. In this case u is incident to at least 2 classes
of arcs not shown in Figure 82, using Lemma 9.5 and Assumption 9.7,
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as before. Therefore if φ3 = 0 we have
∑
φi ≥ 3pi/2. If φ3 > 0 then
as φ2 ≥ 5pi/6 we have again
∑
φi ≥ 3pi/2. Hence σ(u) ≥ 8pi/3.
In the configuration of Figure 83 again u must be incident to at least
one more class than shown and so as before σ(u) ≥ 8pi/3. Hence in
Subcase B6.2.1 we have
σ(u) ≥ 8pi/3 = 2pi + p(Z)pi/3 + pi/3.
Subcase B6.2.2: p(Z) = 1 and u is adjacent to two green and one blue
C–vertices.
This subcase follows by symmetry from Subcase B6.2.1.
Subcase B6.2.3: The remaining Subcase of Subcase B6.2 is that in
which p(Y ) = p(Z) = 0. We consider only the case in which u is
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adjacent to two blue and one green C–vertices. The case in which u
is adjacent to one blue and two green C–vertices follows by symmetry.
We have b1(X) = 2 and g1(X) = 1 giving the configuration of Figure
84. If φ2 = 0 (that is x2 = x3) then u must be incident to at least 2
classes of arc which are not shown, so
∑
φi ≥ 4pi/3. If φ2 > 0 then
φ2 ≥ pi/3. As u is incident to at least 7 classes of arcs
∑
φi ≥ 4pi/3
again. Hence, when p(Z) = 0, we have σ(u) ≥ 7pi/3 = 2pi+p(Z)pi/3+
pi/3.
This completes Subcase B6.2.
Subcase B6.3: p = 2.:
In this case q = 1 and
σ(u) ≥ pi + 2pi/3 (p(Z) + p(Y )) ,
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with p(Z) = 0, 1 or 2. We shall show that
(11.2) σ(u) ≥ 2pi + p(Z)(pi/3) + pi/3 ≥ 2pi + p(Z)(pi/3) + (p+ 1)pi/9,
as required.
First suppose p(Z) = 2. Then (up to reflection) we have the configu-
ration of Figure 85. As |µi| ≤ l, for i = 1, 2, it follows that there must
be additional classes of arcs incident at u. If u is incident to no boundary
classes of arcs other than µ1 and µ2 then u is incident to at least 7 classes
of arcs. If u is incident to 7 or more classes of arcs including exactly 2
boundary classes then either φ2 ≥ pi/3 and φ1 ≥ 5pi/3 or φ2 ≥ 2pi/3 and
φ1 ≥ 4pi/3 or φ2 ≥ pi and φ1 ≥ pi. Hence φ1 + φ2 ≥ 2pi. On the other
hand if u is incident to a boundary class of arcs other than µ1 and µ2 then
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either φ2 ≥ pi/3 and φ1 ≥ 2pi or φ2 ≥ pi and φ1 ≥ pi. Therefore, in Figure
85, φ1 + φ2 ≥ 2pi so σ(u) ≥ 3pi = 2pi + p(Z)pi/3 + pi/3.
Now suppose p = 2 and p(Z) = 1. Assume that v1 is blue and v2
is green. If b(Y ) = g(Z) = 1 or b(Z) = g(Y ) = 1 then the argument
above, for the case p = p(Z) = 2, can be used to show that σ(u) ≥
2pi+ p(Z)pi/3+ 2pi/3. Hence we may assume that either b(X) = g(Z) = 1
or b(Z) = g(X) = 1.
Subcase B6.3.1: p = 2, p(Z) = 1 and b(X) = g(Z) = 1.
We have the configuration of Figure 86. Again u must be incident to
at least 3 further non–boundary classes of arc or 1 further boundary
class.
If u is incident to three or more further classes of arcs then φ1 ≥ pi/2
and φ2 ≥ 4pi/3 or φ1 ≥ 5pi/6 and φ2 ≥ pi or φ1 ≥ 7pi/6 and φ2 ≥ 2pi/3
or φ1 ≥ 3pi/2 and φ2 ≥ pi/3. Thus φ1 + φ2 ≥ 11pi/6.
If u is incident to more than one boundary class then either φ1 ≥ pi/2
and φ2 ≥ 4pi/3 (since α11 = pi/3) or φ
1 ≥ 3pi/2 and φ2 ≥ pi/3. Thus
φ1 + φ2 ≥ 11pi/6 in Subcase B6.3.1. Therefore σ(u) > 8pi/3 ≥ 2pi +
p(Z)pi/3 + pi/3.
Subcase B6.3.2: p = 2, p(Z) = 1 and b(Z) = g(X) = 1.
This follows by symmetry from Subcase B6.3.1.
Finally we consider the case p = 2 and p(Z) = 0. Assume that v1 is
blue and v2 is green. Then in the cases g(Y ) = b(Y ) = 1, g(Y ) = b(X) = 1
and g(X) = b(Y ) = 1 the arguments used above in the cases p(Z) = 1 and
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2 go through to give (11.2). Suppose then that g(X) = b(X) = 1, giving
the configuration of Figure 87. Note that φ1 = 0 if and only if x1 = x2.
If u is incident to more than 6 classes of arc then φ1+φ2 ≥ 5pi/3. If u is
incident to a boundary class then either φ2 = pi/3 and φ1 = pi or φ2 = pi/3
and φ1 ≥ 4pi/3 or φ2 ≥ 2pi/3 and φ1 ≥ pi or φ2 ≥ 5pi/3 and φ1 ≥ 0. In all
except the first case φ1+φ2 ≥ 5pi/3, so σ(u) ≥ 7pi/3 ≥ 2pi+p(Z)pi/3+pi/3.
Also the first case, with φ2 = pi/3 and φ1 = pi, gives (up to reflection)
configuration AA of Figure 30, in which the vi are not C–vertices as angles
have previously been adjusted, so this does not occur.
This completes consideration of Subcase B6.3 and shows that if u is incident to
more than one vertex of type Cj±(v) then an angle adjustment may be made to
give all vertices involved negative curvature of at most −pi/15, hence completing
Case B of the proof.
To complete the proof of the Proposition we consider configuration D′6, where
u is of type C0(v), v of type CC+(v) and p = 1 as in case A2.4. Let β′ be the
boundary component of Σ to which u is incident. Suppose first that β′ is oriented,
in Figure 61, from left to right. Assume first that x occurs as vertex u1 in only 1
C–configuration (namely that appearing in Figure 61). Then in Case A2 with u of
type C0(v) either we have adjusted angles in ∆5, increasing α7 and decreasing α6,
so that κ(x), κ(u) ≤ −pi/12, or we found that u was of type Dj(a), with j = 0, 1, 2
or 3. If we adjusted angles α6 and α7 in Case A2 then we make further angle
adjustments, increasing α4 by pi/18 and decreasing α5 and α10 by pi/36, so that
κ(x), κ(u), κ(v) ≤ −pi/18. On the other hand if u is of type Dj(a) then, since β′ is
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oriented from left to right, x is of type Dj(b) and the only possibility is that j = 3.
This gives rise to configuration D6, with v of type D6(a) and u of type D6(b).
Now with β′ still oriented from left to right assume that x occurs as u1 in q > 1
C–configurations. If the C–vertices of these C–configurations are u, v2, . . . , vq then
we have the configuration of Figure 88. In Case B above angles on u, x, v2, . . . , vq
were adjusted so that each of these vertices had curvature at most −pi/15. Hence
we may further adjust angles α4 and α5 so that κ(u), κ(v) ≤ −pi/30. If say vi is
also a vertex of type D′6(u) and x is the corresponding vertex of type D′6(x) then
similar adjustments are made to the angles of vi and the corresponding vertex of
type D′6(v).
Now suppose that β′ is oriented from right to left in Figure 61. If y occurs as
vertex u1 in only one C–configuration then, from Case A2 with u of type C0(v),
either we may adjust angles α8 and α9 in Figure 61 so that κ(u), κ(y) ≤ −pi/12 or u
is of type Dj(a), with j = 0, 1, 2 or 3. The latter cannot occur as β′ is oriented from
right to left. Therefore we may make further adjustments to angles α4, α5, α8 and
α9 so that κ(u), κ(v), κ(y) ≤ −pi/18. If on the other hand y occurs as vertex u1 in
more than one C–configuration then, as in the case of β′ oriented from left to right,
we may adjust angles α4 and α5 so that κ(u), κ(v) ≤ −pi/30. Furthermore we may
make such adjustments simultaneously over all configurations of type D′6 in which
y occurs as the vertex of type D′6(y). This completes the proof of Proposition 11.1.
12. Final angle adjustment
We now make final adjustments to the assignment of angles to corners of ver-
tices. These adjustments are carried out on those configurations of type Dj where
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the angle of type Dj(a) has curvature greater than −pi/30: that is, those arising in
the proof of Proposition 11.1 in which angles were not adjusted. In all such config-
urations the vertex b is incident only to one C–vertex (namely the vertex Dj(a)).
In configurations Dj, with 0 ≤ j ≤ 3 we transfer angle of pi/3 from the corner
of b in ∆1 to the corner of a in ∆1. Note that since configuration D6 contains
configuration D3 this results in a transfer angle of pi/3 from the corner of f in ∆4
of D6 to the corner of b in ∆4 of D6. Having made all the above adjustments to
the angle assignations we make the following definitions.
Definition 12.1. Let VN = {v ∈ V : κ(v) ≤ −pi/30}, let VG = VN ∪ VB, let
Vk,B = {v ∈ V : v is distance at most k from VB},
and let VZ = V\VG (where VB is defined in Definition 6.4).
Lemma 12.2. After final angle adjustment κ(v) ≤ 0, for all v ∈ V\V1,B and
κ(v) ≤ pi, for all v ∈ V1,B. Furthermore if v ∈ VZ\V1,B then either
(i) v is of type B4(a) or
(ii) v is of type Dj(a), j = 0, . . . , 9 or
(iii) v is of type Dj(b), j = 0, . . . , 9 or
(iv) v is of type Ij(a) or its mirror image, j = 0, . . . , 6.
Proof. It follows from Theorem 9.8 and Corollary 9.4 that before the angle adjust-
ments made in the proof of Proposition 11.1 either v is interior and κ(v) ≤ 0 or v
is a boundary vertex and κ(v) ≤ pi, for all v ∈ V . Thus κ(v) ≤ pi, for all v ∈ V1,B.
From Theorem 9.8, if v is an interior vertex not in V1,B then κ(v) ≤ −pi/3, so
v ∈ VN . If v is a boundary vertex not in V1,B and v meets ∂Σ in 2 or more classes
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of arcs then Corollary 9.4 and Proposition 9.6 imply that either v ∈ VN or (iv) of
the Lemma holds. If v is a boundary vertex not in V1,B and v meets ∂Σ in exactly
1 class of arcs then, from Theorem 10.1, either v ∈ VN , (i) of the Lemma holds or
v is a C–vertex. Moreover κ(v) ≤ 0, when (i) or (iv) of the Lemma holds.
The angle adjustments made in the proof of Proposition 11.1 affect only C–
vertices and their adjacent vertices of type u1 and result in curvature being at most
−pi/30 for all vertices affected. Hence all of the above holds after these adjustments
have been made with the following two exceptions. Firstly, if v is a boundary vertex
not in V1,B and v meets ∂Σ in 2 or more classes of arcs then either v ∈ VN ; or (iv)
of the Lemma holds; or v is of type Dj(b), 0 ≤ j ≤ 3. Secondly, if v is a boundary
vertex not in V1,B and v meets ∂Σ in exactly one class of arcs then either v ∈ VN
or (i), (ii) or (iii) of the Lemma holds.
Final angle adjustment affects only vertices in (ii) or (iii) of the Lemma, so all
of the above still holds and in addition κ(v) ≤ 0 when (ii) or (iii) of the Lemma
holds.
Definition 12.3. We say that a vertex v is of type Fj(a) if
(i) v occurs as vertex a in a configuration F1 or F2 of Figures 89 or 90,
respectively, and
(ii) the configuration Fj in which v occurs contains no HΛ–arcs.
Theorem 12.4. If v ∈ V then either
(i) v is of type F1(a) or F2(a) or
(ii) v is distance at most 3 from VG.
Proof. We may assume that v ∈ VZ otherwise (ii) holds trivially. Let v ∈ VZ be
distance more than 1 from VG. From Theorem 12.2 it follows that v and all its
adjacent vertices are of type Ij(a) or its mirror image, with j = 1, · · · , 6, type
B4(a), type Dj(a) or type Dj(b) with 0 ≤ j ≤ 9. Note that vertices of type Dj(b),
with j = 4 or 5 are also of type B4(a) and that vertices of type D6(b) are of type
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D3(a). Thus once we’ve shown that a particular vertex is not of type B4(a) or
D3(a) then this vertex cannot be of type Dj(b), j = 4, 5, 6.
Case : v of type B4(a):
We show that in this case v is either of type F2(a) or is distance at most
2 from VG. Assume then that v is distance at least 3 from VG. Let the
vertices incident to v be vi of type B4(ai), i = 1, · · · , 4, as in Figure 39.
Consider first v1. If v1 where of type Dj(a) then v would necessarily be of
type Dj(c) so, from Theorem 10.1, the boundary class incident at v would
have width at most l. As this boundary class has width more than 2l,
v1 is not of type Dj(a). Furthermore v1 is incident to a region ∆1 with
ρ(∆1) = 3, so v1 cannot be of type Ij(a). Therefore v1 can only be of type
Dj(b), j = 0, . . . , 9 or B4(a). Moreover v1 cannot be of type D3(b), since
such vertices are not incident to any vertex of type B4(a). Suppose that
v1 = Dj(b) with 0 ≤ j ≤ 2. Since v is neither of type D0(f) or Dj(a) it
follows that v is of type Dj(d), forcing the configuration of Figure 91(a).
Since we consider the case where v1 is of type B4(a) below and v1 cannot
be of type D3(a), we need not consider the possibilities that v1 is of type
Dj(b), with j = 4, 5 or 6. If v1 is of type D7(b) then v must be of type
D7(d) and we obtain the configuration of Figure 91(b). If v1 is of type
D8(b) then, as v is of type B4(a), the only possibility is that v is the
corresponding vertex of type D8(d). However v1 cannot then be of type
B4(a1) so this cannot occur. If v is of type D9(b) then v must be of type
D9(e). However in this case v1 is a C–vertex and the class of boundary
arcs incident at v can have width at most l. As v is of type B4(a) this
class is in fact of width at least 2l, so v1 cannot be of type D9(b).
If v1 is of type B4(a) then we have the configuration of Figure 92(a),
and we consider vertex v2. Clearly v2 is not of type D3(b). If v2 is not
adjacent to y then, as v1 is of type B4(a), y and v2 must both be incident
to the same boundary component, as shown in Figure 92(b). As v2 must
be incident to some further arcs and the angle φ in Figure 92(b) must be
pi/3 it follows that v2 and v3 are adjacent. By inspection of the regions
incident at v2 we see that v2 cannot be of type B4(a), Ij(a) or Dj(b).
Therefore v2 is of type Dj(a) and we obtain the configuration of Figure
93(a). Suppose, on the other hand that, in Figure 92(a), v2 is adjacent
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to y. Then if v2 is of type B4(a) we obtain the configuration of Figure
94(a). If v2 is of type Dj(a) then, as v2 is already adjacent to v, v1 and
y, it follows that v2 must be of type Dj(a) with j ≥ 4 and v3 must be
incident to ∂Σ, as shown in Figure 93(b). It follows that v2 must have
type D4(a) and y must have type D4(c). Inspection of regions incident
to v2, in Figure 92(a), show that v2 cannot be adjacent to y and of type
Dj(b), with 0 ≤ j ≤ 9.
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We conclude that if v is of type B4(a) then we have one of the config-
urations of Figures 91(a), 91(b), 93(a), 93(b) or 94(a). In Figures 91(a),
91(b) and 93(a) the vertex v2 is a C–vertex and this forces the boundary
class incident at v3 in Figures 91(a), 91(b) and 93(a) to have width at most
l. Hence v3 can only be of type Dj(b), with 0 ≤ j ≤ 3. Consideration of
its incident regions shows that v3 cannot be any of these types so Figures
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91(a), 91(b) and 93(a) do not occur. In Figure 93(b) as, by assumption, v
is distance more than 2 from VG we have y ∈ VZ . However, as y is of type
D4(c) the boundary class incident at y in Figure 93(b) has width at most
l. Hence y must be of type Dj(b), with 0 ≤ j ≤ 3 or 7 ≤ j ≤ 9. As this is
clearly not the case the configuration of Figure 93(b) does not arise.
Hence the only possible configuration is that of Figure 94(a). Clearly
v3 is not then of type Ij(a). If v3 were of type Dj(a) then the boundary
class incident at v2 could have width at most l, whereas it has, in this
case, width greater than 2l. As above v3 is not of type Dj(b) so v3 must
be of type B4(a). A similar argument shows that v4 is of type B4(a). This
implies that v is of type F2(a).
Case : v of type Dj(a), 0 ≤ j ≤ 9:
Now consider the case where v is of type Dj(a), for 0 ≤ j ≤ 9, and is
distance more than 1 from VG. Let the vertices adjacent to v be v1, v2 and
v3 of type Dj(b), Dj(d) and Dj(c) respectively. Consideration of regions
to which vi is incident, shows that vi cannot be of type Ik(a), for all i,
j and k. Furthermore v3 cannot be of type B4(a) or a C–vertex, as v3
meets ∂Σ in a class of width at most l. Hence v3 must be of type Dj(b),
with 0 ≤ j ≤ 3.
Subcase : v of type D0(a):
Suppose v3 is of type D0(b). Then consideration of regions incident
to v3 shows that v2 and v3 are adjacent and that v2 is the vertex of
type D0(a) corresponding to the type D0(b) vertex v3. We therefore
have the configuration of Figure 94(b), including the dashed vertex
and arc. However in this figure both boundary classes incident to v1
are of width less than l, so v1 is incident to fewer than ml arcs, a
contradiction. A similar argument shows that v3 cannot be of type
Dj(b) with j = 1 or 2. If v3 is of type D3(b) then v must be of type
D3(a), which is not the case. Therefore v cannot be of type D0(a).
Subcase: v of type Dj(a), j = 1 or 2:
The argument of the previous case applies to show that v cannot be
of these types.
Subcase: v of type D3(a):
If v3 is of type Dj(b) with j ≤ 2 then v2 must be of type Dj(a),
with j ≤ 2, and v2 and v3 must be adjacent. Here v3 is incident to
fewer than ml arcs, so this cannot happen. If v3 is of type D3(b)
then v must be the corresponding vertex of type D3(a), but this is
impossible, given the orientation of boundary components and the
existence of a vertex of type D3(f). Therefore v cannot be of type
D3(a).
Subcase : v of type D4(a) or D5(a):
In this case v1 is of type B4(a) and hence, using the Case: v of type
B4(a), is a distance at most 2 from VG. Therefore v is distance at
most 3 from VG.
Subcase : v of type D6(a):
As v1 is of type D3(a) the distance of v1 from VG is at most 1 so that
v is distance at most 2 from VG.
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Subcase : v of type D7(a):
Since v1 is of type CC
±(v) it follows that v2 is of type Dj(b) and v2
cannot be a vertex of type B4(a) or a C–vertex, so 0 ≤ j ≤ 3. It is
easy to check that v2 cannot be of these types, so v cannot be of type
D7(a).
Subcase : v of type D8(a):
If v3 is of type Dj(b), with 0 ≤ j ≤ 2, then v3 is adjacent to v2 which
must therefore be of type B4(a). In this case v is distance at most
3 from VG. If v3 is of type D3(b) then v is of type D3(a), which it
cannot be. Therefore if v is of type D8(a) then v is distance at most
3 from VG.
Subcase : v of type D9(a):
If v3 is of type Dj(b), with j ≤ 3, then v2 is incident to fewer than
ml arcs. Therefore v is not of type D9(a).
Case : v of type Dj(b), with 0 ≤ j ≤ 3:
The vertex v is adjacent to a vertex of type Dj(a), with 0 ≤ j ≤ 3, which,
from the above, is distance at most 1 from VG. Hence v is distance at most
2 from VG.
Case : v of type Dj(b), with 4 ≤ j ≤ 6:
In this case v is of type B4(a) or D3(a) so, from the above it follows that
v is distance at most 2 from VG.
Case : v of type Dj(b), with 7 ≤ j ≤ 9:
If j = 7 or 9 then Dj(a) is distance at most 1 from VG so v is distance
at most 2 from VG. If j = 8 then, from the case v of type D8(a), if v
is distance more than 2 from VG then the corresponding vertex of type
D8(d) is also of type B4(a), so is distance at most 2 from VG. Hence v is
distance at most 3 from VG.
Case : v of type Ij(a):
Assume v is distance more than 3 from VG. As vertices of type B4(a) and
Dj(a) are neither adjacent nor paired to a vertex of type Ij(a) it follows
that v can be adjacent or paired only to vertices of type Ij(a) or Dj(b)
with j = 0, · · · , 9. If v is adjacent or paired to a vertex of type Dj(b) then,
by inspection, 0 ≤ j ≤ 3 and from the above v is distance at most 3 from
VG, a contradiction. Hence all vertices to which v is adjacent or paired are
of type Ij(a). It follows that v is of type F1(a), Figure 89, and the result
follows.
This completes the proof of the theorem.
We partition VZ into VF = {v ∈ VZ : v is of type F1(a) or F2(a) } and VD =
VZ\VF .
Lemma 12.5. The number of vertices in VD is bounded above by
|VD| ≤ (ml)
3|VG|.
Proof. If v ∈ VD, then v /∈ VG but the distance of v from VG is at most 3 (Theorem
12.4).
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13. Isoperimetry
Let (h,n, t,p) be a positive 4–partition of (h, n, t, p) ∈ Z4, L a consistent system
of parameters and z a special element of (HΛ,L,n,h) and letH be the homogeneous
system of parameters associated with z and L. Then z is a special element of
(HΛ,H,n,h) Throughout this section Γ is assumed to be a reduced, minimalistic
picture over G on a compact surface Σ of type (n, t,p) with boundary partition
b = (b1, . . . , bW1), prime labels z and labelled by αˆ(z), for some solution α to H.
Let D denote the set of boundary components of Σ. Then∑
V
κ(v) +
∑
R
κ(∆) +
∑
D
κ(β)
=
∑
V
(2pi − σ(v)) +
∑
R
(σ(∆) − t(∆)pi + 2piχ(∆))
+
∑
D
−σ(β)
=
∑
V
2pi +
∑
R
(−t(∆)pi + 2piχ(∆))
= 2pi
(
|V|+
∑
R
(−(1/2)t(∆) + χ(∆))
)
= 2pi
(
|V| − |A|+
∑
R
χ(∆)
)
= 2piχ(Σ).
That is
(13.1)
∑
v∈V
κ(v) +
∑
∆∈R
κ(∆) +
∑
β∈D
κ(β) = 2piχ(Σ)
Definition 13.1. The Z–subspace of Γ is the union of all maximal designated
corridors of Γ.
Definition 13.2. Let C = (D,ΓD, µ) be a maximal designated simple j–corridor,
where j = 0, 1 or 2. Assume that the image of C under µ is a disk, let c be the
width of C and let Γβ = ΓD(0) or ΓD(c−1). If Γβ is a picture of type square–j then
µ(Γβ) is called an j–corridor–boundary. Let E be a maximal designated 2–corridor
with foundation C0 = (D0,ΓD0 , µ0) and extension C1 = (D1,ΓD1 , µ1) and with
image a disk. Then E has one compartment Γ0 which is not a compartment of C1
and one compartment Γ1 which is not a compartment of C0. The image µ(Γi) is
called a 2–corridor–boundary, for i = 1, 2. A j–corridor-boundary with j = 0, 1 or
2 is called a corridor–boundary.
The image of every corridor is an annulus a Mo¨bius band or a disk. Every
corridor, of width at least 2, which has image a disk has two corridor–boundaries
or consists of a unique arc of type I.
Proposition 13.3. The number of 0–corridor–boundaries is bounded above by
3(ml(ml+ 1)3|VG|+W0 − 2χ(Σ)) + (6ml+ 10)W1.
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Proof. Let R1 = {∆ ∈ R : ∆ is not contained in the Z–subspace of Γ }. For
∆ ∈ R1 define I(∆) = number of 0–corridor–boundaries meeting ∂∆. Let R2 =
{∆ ∈ R1 : 0 < I(∆) ≤ ρ(∆)}. Then
(13.2)
∑
∆∈R2
I(∆) ≤
∑
∆∈R2
ρ(∆).
Let
R3 = {∆ ∈ R1 : I(∆) > ρ(∆) and ∆ is not collapsible}
and
R4 = {∆ ∈ R1 : I(∆) > ρ(∆) and ∆ is collapsible}.
Then ∆ ∈ R3 ∪ R4 implies that ε(∆) ≥ I(∆) > ρ(∆). Let ∆ ∈ R3. If ρ(∆) ≥ 1
then
κ(∆) ≤ (ρ(∆)− ε(∆))pi/2 ≤ (ρ(∆)− I(∆)/3)pi,
using the proof of Lemma 9.2. If ρ(∆) = 0, then
κ(∆) ≤ (−ε(∆) + 2χ(∆))pi.
If ρ(∆) = 0 and χ(∆) ≤ 0 then
κ(∆) ≤ −ε(∆)pi ≤ −I(∆)pi < −I(∆)pi/3
= (ρ(∆)− I(∆)/3)pi.
If ρ(∆) = 0 and χ(∆) = 1, then t(∆) = ε(∆) ≥ 2, since Γ has no trivial boundary
labels. If ε(∆) = 2 then ∆ is collapsible so ∆ /∈ R3. Hence ε(∆) ≥ 3 and
κ(∆) ≤ (−ε(∆) + 2)pi ≤ −ε(∆)pi/3 ≤ (ρ(∆)− I(∆)/3)pi.
Therefore if ∆ ∈ R3 then
κ(∆) ≤ (ρ(∆)− I(∆)/3)pi.
As κ(∆) ≤ 0, for all regions ∆ (Lemma 9.2), we have∑
R
κ(∆) ≤
∑
∆∈R3
κ(∆) ≤
∑
∆∈R3
(ρ(∆)− I(∆)/3)pi.
Also, from Lemma 12.2 and Lemma 6.6∑
V
κ(v) ≤ |V1,B|pi ≤ 2(ml + 1)W1pi,
as the number of vertices at distance at most 1 from an HΛ–vertex is at most ml.
Hence, using (13.1) and Lemma 9.1,
2piχ(Σ) ≤ 2(ml+ 1)W1pi +
∑
∆∈R3
(ρ(∆) − I(∆)/3)pi +W0pi,
so
(13.3)
∑
∆∈R3
I(∆) ≤ 6(ml+ 1)W1 +
∑
∆∈R3
3ρ(∆) + 3W0 − 6χ(Σ)
Now let ∆ ∈ R4. Then ∆ ∈ R1 implies that ∂∆ contains an HΛ–arc so there are
at most 2W1 regions in R4. As ∆ is collapsible we have ε(∆) = t(∆) = 2 and so
I(∆) ≤ 2. Therefore
(13.4)
∑
∆∈R4
I(∆) ≤ 4W1.
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Now consider a vertex v which meets ∂∆, for some region ∆ ∈ R2 ∪ R3. Then
v cannot be of type F2(a) as no region incident to a in F2 meets a 0–boundary. If
v is of type F1(a) then ∆ and v both belong to the same j–corridor, contrary to
choice of ∆ ∈ R1, unless v is an HΛ–vertex (that is v ∈ VB ⊆ VG). Hence, from
Theorem 12.4, v is distance at most 3 from VG. Every vertex has degree ml, so if
a vertex is paired to p vertices and joined to q vertices then p+ q ≤ ml. Hence the
number of vertices which are distance at most 3 from |VG| is less than or equal to
(ml + 1)3|VG|. A vertex meets at most ml regions so
(13.5)
∑
∆∈R2∪R3
ρ(∆) ≤ ml(ml + 1)3|VG|.
From (13.2), (13.3) and (13.4), it follows that∑
∆∈R2∪R3∪R4
I(∆) ≤
∑
∆∈R2∪R3
3ρ(∆) + 6(ml + 1)W1 + 3W0 − 6χ(Σ) + 4W1.
As the number of 0–corridor–boundaries is at most
∑
∆∈R2∪R3∪R4
I(∆) the result
follows from (13.5).
Lemma 13.4. There are fewer than
n+ 3((ml + 1)4|VG|+W0 − 2χ(Σ)) + (6ml + 10)W1
maximal designated corridors of Γ.
Proof. Suppose C is a maximal designated j–corridor and let CD be the image of
the C. If CD is an annulus or Mo¨bius band then CD is a connected component
of Σ. As Σ has n boundary components there are at most n maximal designated
corridors of this form. Assume then that CD is not an annulus or Mo¨bius band, so
CD is a disk. If j = 0 then C has a 0–corridor–boundary. From Proposition 13.3
there are at most
c0 = 3(ml(ml+ 1)
3|VG|+W0 − 2χ(Σ)) + (6ml + 10)W1
corridors with a 0–corridor-boundary. If j ≥ 1 then either C has 2 0–corridor
boundaries or a j–corridor–boundary. If C has a j–corridor–boundary Γβ with
vertex v then v cannot be of type Fj(a). Hence v is distance at most 3 from
VG, from Theorem 12.4. The number of vertices distance at most 3 from VG is
less than or equal to c1 = (ml + 1)
3|VG| so there are at most c1 corridors with a
j–corridor–boundary, j ≥ 1. The result follows.
Lemma 13.5. The number of vertices in VN is bounded above by
|VN | ≤ 30(2(ml+ 1)W1 +W0 − 2χ(Σ)).
Proof. From (13.1) and Lemma 12.2 we have
2piχ(Σ) ≤
∑
v∈VN
κ(v) +
∑
v∈V1,B
κ(v) +
∑
∆∈R
κ(∆) +
∑
β∈D
κ(β)
and, using Lemma 6.6, Lemma 9.1 and Lemma 9.2, this gives
2piχ(Σ) ≤ −(pi/30)|VN |+ 2(ml+ 1)W1pi +W0pi,
from which the result follows.
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Definition 13.6. We define
B1 = B1(z) = 2W1 + 30(2(ml+ 1)W1 +W0 − 2χ(Σ)) and
B = B(z) = 2W1 +ml((ml)
3 + 1)B1 +M(z)(n+ 3((ml + 1)
4B1 +W0 − 2χ(Σ))
+ (6ml + 10)W1).
Theorem 13.7. Let Γ be a picture over G as described at the beginning of this
section. Then the number of arcs |A| of Γ satisfies |A| ≤ B.
Proof. Let y be an arc of Γ and assume first that y is not contained in the Z–
subspace. If y is incident to no vertex then the conditions on Γ imply that y is an
HΛ–arc. If y is incident to a vertex v then v ∈ VG ∪ VD, as if v is of type Fj(a)
then y is contained in the Z–subspace. Hence the number of arcs of Γ which are
not contained in the Z–subspace of Γ is at most
2W1 +ml|VG ∪ VD|.
From Corollary 7.11 and Lemma 13.4 there are at most
M(z)(n+ 3((ml + 1)4|VG|+W0 − 2χ(Σ)) + (6ml + 4)W1)
arcs in the Z–subspace (note that M(z) =M(z): see Section 3.1). The result now
follows from Lemma 12.5 and Lemma 13.5.
14. Proof of Theorem 5.9
Let N = N (h,n, t,p) and l = l(r). Consider first the GE(h,n, t,p)–problem
when h is a partition of h = 0. In this case the problem reduces to the Q–problem
and, as in Example 5.7, under the current hypotheses is solvable in (G,A,B,Hi :
i ∈ I).
We may therefore assume that h is a partition of a positive integer h, that n is
a partition of a positive integer and that there is some i such that hini > 0, since
otherwise the system reduces to the Q–problem again. It follows that the positive
4–partition, of length 1, (1, 1, 0, 0) ∈ N . The hypothesis on (A,B,Hi : i ∈ I) now
implies that A, B, Hi all have soluble word problem. It follows from Lemma
5.5 that, in (G,A,B,Hi : i ∈ I), the GE(h,n, t,p)–problem is solvable if the
SGE(h′′,n′′, t′′,p′′)–problem is solvable for all positive 4–partitions (h′′,n′′, t′′,p′′)
of (h, n′′, t, p) such that n′′ ∈ Z and (h′′,n′′, t′′,p′′) ≤ (h,n, t,p). Such partitions
(h′′,n′′, t′′,p′′) are in N . It therefore suffices, using the argument at the beginning
of the proof of Theorem 5.8 in Section 5.1, to show that the SGE(h,n, t,p)–problem
is solvable in (G,A,B,Hi : i ∈ I), where n is a partition of an integer n ≥ 1.
Let iA, iB and i∗ be symbols not in I and let J = I∪{iA, iB}. Let K = J ∪{i∗},
Xi∗ = {iA, iB} and Xj = {j}, for all j ∈ J . Set HiA = A and HiB = B so
H∗,i∗ = H and, with si∗ = {s} we have Gi∗ = G. Set sj = ∅, for all j ∈ J . Then
H∗,iA = A, H∗,iB = B, H∗,i = Hi, for all i ∈ I and Gj = H∗,j , for all j ∈ J . If L is
a consistent system of parameters and
z ∈
(⋃˙
k∈K
HΛ∗,k,L,n,h
)
then the equation Q associated to z has environment
((Xk)k∈K ; (Hj)j∈J ; (Gk)k∈K)
Λ.
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The SGE(h,n, t,p)–problem is solvable if, given such z, which is in addition special,
there exists an algorithm to decide whether or not Q has a solution and if so to
output one.
Assume then that z is a special element of
(⋃˙
k∈KH
Λ
∗,k,L,n,h
)
. Reordering the
elements of z if necessary we may assume that we have a positive integer u such
that z is supported over n with basis (a1, . . . , ak), where ai = i∗, for i = 1, . . . , u
and ai ∈ J , for i > u. Then z = z1, z2, h = h1,h2 and n = n1,n2 where
z1 = (z1, . . . , zµu+1) ∈ (H
Λ,L,n1,h1),
z2 = (zµu+1+1, . . . , zn) ∈
(
AΛ ∪˙ BΛ ∪˙
⋃˙
i∈I
HΛi ,L,n2,h2
)
,
h1 = (h1, . . . , hu),
h2 = (hu+1, . . . , hk),
n1 = (n1, . . . , nu) and
n2 = (nu+1, . . . , nk),
where µi = µi(n) as defined in (3.9). Define
t1 = (t1, . . . , tu),
t2 = (tu+1, . . . , tk),
p1 = (p1, . . . , pu) and
p2 = (pu+1, . . . , pk),
so that t = t1, t2 and p = p1,p2. Then
(hi,ni, ti,pi) ∈ N , for i = 1, 2.
Let
Q = Q(z,L,n, t,p) = (q = 1, β,L),
let
q1 = (q(ξj , nj , tj , pj) : j = 1, . . . u) and q2 = (q(ξj , nj, tj , pj) : j = u+ 1, . . . k),
βi = β|LD(qi) and Qi = (qi = 1, βi,L), for i = 1, 2.
Let QH be the homogeneous equation associated to z and L and suppose that
QH = (q = 1, βH,H). Define Hi to be the set of elements of H containing param-
eters which occur in zi and
QHi = (qi = 1, βHi ,Hi),
where βHi = βH|LD(qi), for i = 1, 2. Then QH1 is the homogeneous equation
associated to z1. Up to relabelling of parameters it is also the case that QH2 is
the homogeneous equation associated to z2. As z is special so is zi and hence also,
using Lemma 4.11, is QHi . The equations Q1 and QH1 have environment
(Xi∗ ;HiA , HiB ;Gi∗) = (Xi∗ ;A,B;G)
Λ,
while Q2 and QH2 have environment
((Xj)j∈J ; (Hj)j∈J ; (Hj)j∈J )
Λ.
If (φ, α) is a solution to the equation Q then define
φi = φ|L(qi), for i = 1, 2.
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Then (φ1, α) is a solution to Q1 and (φ2, α) is a solution to Q2. Conversely suppose
we are given solutions (φi, α) to Qi, for i = 1, 2. Define
φ : F (L(q)) −→ H ∗A ∗B ∗ ∗i∈IHi
by φ(x) = φi(x), for x ∈ L(qi).(14.1)
Then (φ, α) is a solution to Q.
Assuming that a solution (φ, α) to Q exists then there is a picture Γ on a surface
Σ of type (n1, t1,p1) such that(α,Γ) corresponds to the solution (φ1, α) to Q1. A
minimal picture on Σ with the same boundary labels as Γ then exists, and corre-
sponds to a, possibly different, solution to Q1. Together with φ2 this solution to
Q1 can be used, as in (14.1), to construct a new solution to Q. Hence we may as-
sume that Γ is a minimal picture. (See Definition 6.16, Definition 6.9 and Corollary
6.15.) Let Γs be a Z–reduced picture obtained from Γ by Z–cancellation. Then
Γs is reduced and minimalistic and, using Lemma 7.17(ii), determines a solution
αs to H1 such that (αs,Γs) corresponds to some solution (φs, αs) to QH1 : that is
Γs is a basic picture for (z1,L). From Theorem 7.19 there exists a solution α0 to
L ∪ L(Γs, P ), where P is the subgraph of some path in the Z–graph G(z1) of z1,
with initial vertex v(Γs). Furthermore α0 may be chosen so that α0(λ) = α(λ), for
all λ ∈ Λ occuring in Q.
Since partisan regions are not involved in Z–cancellation, the partisan regions
of Γ and Γs are the same. Let ∆ be the closure of a partisan region of Γ. Assume
that ∆ is a V –region, where V = A or B and that ∆ is the sum of t′ = t′(∆)
torii with p′ = p′(∆) projective planes and has k′ = k′(∆) boundary components
β′1, . . . , β
′
k′ . Assume further that β
′
1, . . . , β
′
d′ contain partisan boundary intervals of
Γ, whilst β′d′+1, . . . , β
′
k′ do not. Fix as base point in β
′
j an end point of an arc of Γ
(or a point of a boundary partition of a component of ∂Σ, if β′j does not meet an
arc of Γ). Starting at the base point and reading prime labels of boundary corners
and labels of vertex corners as they occur in order around β′j gives the prime label
vj = vj(∆) =
n′j∏
i=1
(hji , fji) ∈ V
Λ
of β′j . Reading labels of both boundary corners and vertex labels we obtain the
label of β′j which, by construction, is equal to αˆ(vj). If we identify (v, 1) ∈ V
Λ with
v ∈ V then, for j = d′+1, . . . , k′, the prime label is the same as the label of β′j , since
β′j contains no partisan boundary intervals for such j. Thus, for j = d
′ + 1, . . . , k′,
the label (and prime label) of β′j is a fixed element vj of V . The prime labels of
boundary components of ∆ are called the prime boundary labels of ∆.
Setting
v(∆) = v1, . . . , vk′
and h′(∆) =
∑k′
j=1 |vj |Λ we have v(∆) ∈ (V
Λ,L, (k′), (h′)) and, using property P3
of pictures, ∆ determines a solution to Q(v(∆),L, (h′), (k′)) in V .
We have
Γ = Γ1 ∪˙ · · · ∪˙ Γu,
where Γi is a picture on a surface Σi of type (ni, ti, pi). Let Γ0 be the connected
component of Γ containing ∆. Then Γ0 is a component of a sub–picture Γi of Γ,
for some i with 1 ≤ i ≤ u. Thus Γ0 is a picture on a connected surface Σ0 of type
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(n0, t0, p0), where n0 ≤ ni, t0 ≤ ti and p0 ≤ pi. As ∆ is a region of a picture on Σ0
we have
(14.2) 2t′ + p′ ≤ 2t0 + p0 ≤ 2ti + pi.
As Γ is minimal so is Γ0 and so, from Proposition 6.11, we have χ(∆) ≥ χ(Σ0).
That is
2− 2t′ − p′ − k′ ≥ 2− 2t0 − p0 − n0 ≥ 2− 2ti − pi − ni
so k′ ≤ ni + 2(ti − t
′) + pi − p
′.(14.3)
Let Γ have a total of n′ partisan regions ∆1, . . . ,∆n′ . Assume that ∆j is a
Vj–region, where Vj = A or B, and that ∆j is the sum of t
′(∆j) torii with p
′(∆j)
projective planes and has k′(∆j) boundary components of which d
′(∆j) are partisan
whilst the others are non–partisan. Let li be the number of partisan regions of Γi,
let
ω0 = 0 and let ωi =
i∑
j=1
li, for i = 1, . . . , u,
so ωu = n
′. We may assume that ∆j is a region of Γi for all j such that ωi−1+1 ≤
j ≤ ωi. Set
vj = v(∆j), for j = 1, . . . , n
′,
v = v1, . . . ,vn′ ,
h′ = h′(∆1), . . . , h
′(∆n′),
k′ = k′(∆1), . . . , k
′(∆n′),
t′ = t′(∆1), . . . , t
′(∆n′) and
p′ = p′(∆1), . . . , p
′(∆n′).
Then
(14.4) v ∈ (AΛ ∪˙ BΛ,L,h′,k′).
Also 0 ≤ li ≤ hi, as the boundary of every partisan region contains at least one
proper exponential H–letter. Moreover
ωi∑
j=ωi−1+1
h′(Dj) ≤ hi
and (14.2) and (14.3) hold, with k′(Dj), t
′(Dj), p
′(Dj) in place of k
′, t′, p′, for ωi−1+
1 ≤ j ≤ ωi and i = 1, . . . , u. Hence
(14.5) (h′,k′, t′,p′) ∈ N (h1,k1, t1,p1) ⊆ N .
The equation associated to v is Q∆ = Q(v,L,h
′,k′), an equation with environment
(XiA , XiB ;A,B;A,B)
Λ. Set φ∆ = φ|L(v). Then, since α0(λ) = α(λ) for all λ
occuring in Q, the pair (φ∆, α0) is a solution to Q∆ = Q(v,L,h′,k′). Let q∆ be
the system of quadratic words in standard form and β∆ the map from LD(q∆) to
AΛ ∪˙ BΛ such that Q∆ = (q∆ = 1, β∆,L).
Let (h1, f1), . . . , (hW1 , fW1) be the letters of z1, where W1 = W1(z1). Form a
system of parameters L−(Γs, P ) from L(Γs, P ) by deleting those equations fq =
αs(λq) from L(Γs, P ), for all q such that (hq, fq) is a proper exponential H–letter
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with hq ∈ A ∪˙ B. Now, since elements of Λ occurring in L(Γs, P ) do not occur in
Q1 and we may choose then so that they do not occur in Q, we have
z′′ = v, z2 ∈ (A
Λ ∪˙ BΛ ∪˙
⋃˙
i∈I
HΛi ,L ∪ L
−(Γs, P ),h
′′,n′′),
where h′′ = h′,h2, and n
′′ = n′,n2. Define t
′′ = t′, t2 and p
′′ = p′,p2 and
Q′′ = Q(z′′,L ∪ L−(Γs, P ),n
′′, t′′,p′′)
= (q′′ = 1, β′′,L ∪ L−(Γs, P )),
a system of equations with environment ((Xj)j∈J ; (Hj)j∈J ; (Hj)j∈J )
Λ. Define
φ0 : F (L(q
′′)) −→ A ∗B ∗ ∗i∈IHi
by φ0|L(q∆) = φ∆ and φ0|L(q2) = φ|L(q2) = φ2. Then (φ0, α0) is a solution to Q
′′
and (h′′,n′′, t′′,p′′) ∈ N .
Now Γs is a picture over G on a surface of type (n1, t1,p1) with partisan regions
∆1, . . . ,∆n′ . Removing boundary labels from partisan boundary intervals of ∆j we
replace these labels with the prime labels of the corresponding boundary intervals
of Γs. We call the result a picture with partisan boundary labels stripped and denote
it Γ−s . Note that given (h,n, t,p), z and L the graph G(z1) is uniquely determined.
Given Γs the vertex v(Γs) of G(z1) is unique and, since {active left markings of
Γs} = {active left markings of Γ−s } we may determine v(Γs) from Γ
−
s . We may
therefore refer to this vertex as v(Γ−s ). Furthermore, from the above and Theorem
7.19, if there exists a solution (φ, α) to Q(z,L,h,n) then there exists a Z–path
in G(z1) with path–subgraph P and with initial vertex v(Γ
−
s ) and a solution α0
to L ∪ L(Γs, P ). Again L−(Γs, P ) may be constructed using only Γ−s , since the
equation of L(Γs, P ) corresponding to a partisan boundary interval with prime
label (hq, fq), the qth letter of z1, on partisan boundary component of Γ has the
form fq = αs(λq), and so has been deleted. Hence we may refer to L−(Γs, P ) as
L−(Γ−s , P ). Also, given z, L, Γ
−
s and L
−(Γ−s , P ) we may construct the system Q
′′,
which is again uniquely determined by these data. The existence of the solution
(φ, α) then guarantees the existence of the solution (φ0, α0) to Q
′′. Hence given a
solution (φ, α) to Q we obtain the following.
(a) A picture Γ−s with partisan boundary labels stripped which is obtained (by
stripping partisan boundary labels) from a Z–reduced, reduced, minimalistic,
picture Γs such that (αs,Γs) corresponds to a solution to QH1 for some retrac-
tion αs :M −→ Z.
(b) The path–subgraph P of some Z–path in G(z1) with initial vertex v(Γ
−
s ) and
a corresponding system of parameters L−(Γ−s , P ).
(c) A system of equations Q′′ as above and solution (φ0, α0) to Q
′′.
Conversely, given the data of (a), (b) and (c) we may form a picture Γt from Γ
−
s as
follows. Let (h1, f1), . . . , (hW1 , fW1) be the letters of z1 and let bq be the boundary
interval of Γ−s with prime label (hq, λq). Form Γt by assigning to the partisan
boundary interval bq of Γ
−
s the label αˆ0(h, f). Define a retraction αt :M −→ Z by
αt(λq) = α0(fq), if bq is a partisan boundary interval and αt(λq) = |bq| otherwise.
Then αt is a solution to H1 and the boundary interval bq of Γt has label αˆt(hq, λq),
for q = 1, . . . ,W1 = W1(z1). Hence (αt,Γt) corresponds to a solution (φt, αt) to
QH1 . Note that v(Γt) = v(Γ
−
s ) = v(Γs) in G(z1) and that L
−(Γs, P ) = L−(Γt, P ).
Therefore α0 is a solution to L−(Γt, P ) and so also to L(Γt, P ). It follows from
Theorem 7.19 that there exists a solution αc to L and a picture Γc obtained from Γt
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by Z–insertion along a path with path–subgraph P such that (αc,Γc) corresponds
to a solution (φc, αc) to Q1. In fact, since α0 is a solution to L ∪ L(Γt, P ) and
α0(λ) = αc(λ), for all λ occuring in z1 or L we may take αc = α0. From (α0,Γ0)
we obtain a solution (φc, α0) to Q1. If φ2 = φ0|L(q2) then (φ2, α0) is a solution to
Q2. Using (14.1) we obtain a solution (φ, α0) to Q.
It therefore suffices to determine whether the data of (a), (b) and (c) exist and
if so to find it. We describe an algorithm, similar to those described in [7], [8] and
[9], which solves this problem. First note that given z (which we are assuming
is special) we may construct z1 and calculate B = B(z1) of Definition 13.6, since
the word problem is solvable in A and B. The number of arcs of Γs, if it exists,
is at most B, using Theorem 13.7. The same is true of Γ−s . Assume that Γs
exists and that the set of arcs of Γ−s is A, so 0 ≤ |A| ≤ B. There are, up to
homeomorphism, finitely many surfaces of type (n1, t1,p1) which have no closed
components. We fix one such surface, call it Σ and assume that Γs is a picture on Σ.
Then Σ is a disjoint union of surfaces Σ1, . . . ,Σu, where Σj is of type (nj , tj , pj), for
j = 1, . . . , u. Note that Σj need not be connected and each connected component
of Σ is a connected component of Σj , for some j with 1 ≤ j ≤ u. Assume then that
Σ has c connected components Ω1, . . . ,Ωc, for some c such that u ≤ c ≤ µu+1. If
Ω is a connected component of Σ we denote by Γ−s (Ω) the restriction of Γ
−
s to Ω.
There are finitely many partitions (A1, . . . , Ac) of |A| and (if Γ−s exists) one such
partition satisfies Aj = the number of arcs of of Γ
−
s (Ωj), j = 1, . . . , c. Fix some j,
with 1 ≤ j ≤ c and write Ω = Ωj . Let Ω be the connected sum of tΩ torii and pΩ
projective planes and have nΩ boundary components with prime boundary labels
zi, for i = d+ 1, . . . , d+ nΩ and an appropriate integer d.
Let Ω0 be the surface
Ω0 = Ω\{int(v) : v is a vertex of Γ
−
s (Ω)}.
Let Vj be the number of vertices of Γ
−
s (Ω). As Γ
−
s (Ω) has Aj arcs and its vertices
all have index ml it follows that Vj ≤ Aj/ml.
Let Ω00 be the surface formed by cutting Ω0 along arcs of Γ
−
s (Ω). Each connected
component of Ω00 is the closure of a region of Γ
−
s (Ω). Since Γs is minimalistic so
is Γs(Ω), so for each region ∆ of Γ
−
s (Ω) we have χ(∆) ≥ χ(Ω). As Ω0 is connected
Ω00 has at most Aj + 1 connected components and, by construction,
χ(Ω00) = χ(Ω)− Vj +Aj
= 2− tΩ − pΩ/2− nΩ − Vj +Aj
≥ 2− (tΩ + pΩ/2)− nΩ +Aj(1− 1/ml).
Set χj = 2− (tΩ + pΩ/2)− nΩ−Aj(1− 1/ml). There are finitely many surfaces
of Euler characteristic χj with at most Aj +1 connected components each of Euler
characteristic at least χ(Ω). The algorithm takes each such surface and attempts to
construct Γ−s (Ω) from it. Given a such a surface which we take to be Ω00 suppose
that ∂Ω00 has connected components c1, . . . , cD. There are finitely many ways of
assigning a positive integer ρi to ci, for i = 1, . . . , D, so that
∑D
i=1 ρi = 2(Aj + 1).
Choose one such assignment and divide ci into ρi intervals, i = 1, . . . , ρi. There are
now finitely many ways of identifying intervals in pairs to obtain a surface of type
(nΩ+V0, tΩ, pΩ), for each choice of V0 such that 0 ≤ V0 ≤ Aj/ml. If Γ−s exists then
one such gives rise to a surface homeomorphic to Ω0. Fix such a choice of V0 and
of pairings and assume the resulting surface is Ω0. The paired intervals become
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properly embedded arcs on Ω0 which we refer to as arcs, as they become arcs of Γ
−
s
if the process is successful. To obtain Ω all but nΩ of the boundary components
of Ω0 are capped off with disks, which we refer to as vertices (they’ll become the
vertices of Γ−s (Ω)). This must be done in such a way that each vertex meets exactly
ml arcs. There are finitely many ways of doing this, one of which results in a surface
homeomorphic to Ω. Fix one such choice and assume the resulting surface is Ω and
that the vertices and arcs are those of Γ−s (Ω). Images of connected components
of Ω00 in Ω are called regions of Ω. Choose one of the finitely many possible
orientations of Γ−s (Ω) consistent with the definition of orientation of a sketch in
Section 6. The union of Ω with these arcs, vertices, regions and orientation is
called Γb.
To recover Γ−s (Ω) the components of {vertices of Γb}\{arcs of Γb} and of {boundary
components of Ω}\{arcs of Γb} must be labelled to give a picture with partisan
boundary labels stripped. There are finitely many ways of labelling corners of ver-
tices with elements of A ∪˙ B so that each vertex has label r±m. There are finitely
many ways of assigning the zj ’s to the boundary components of Ω. This must be
done in such a way that if zd+j ∈ AΛ ∪˙ BΛ then zd+j is assigned to a boundary
component which meets no arc of Γb. Suppose z is assigned to β. There are then
finitely many ways of assigning a boundary partition to β which H1 admits z, since
the arcs of Γb are already fixed. Suppose that a boundary partition of β, which
L–admits z has been chosen. There are finitely many ways of assigning the letters
of z as prime labels of the boundary intervals of this boundary partition. Assume
then that β has prime label z with some boundary partition. If [b, c] is a non–
partisan boundary interval of this boundary partition then the label of [b, c] and
of all components of [b, c]\Γb is fixed by the assignations made so far. Choosing
boundary partitions and prime labels in this way for all boundary components of
∂Ω we obtain labels for all corners of Γb except those containing partisan boundary
intervals.
Since A and B have solvable word problem, the conditions P1, P2 and P4, for
Γb to be a picture with partisan boundary labels stripped can now be checked, as
prime labels are enough to verify these conditions. Furthermore P3 can be verified
for every non–partisan region of Γb. To see this note that, since Γs is obtained from
Γ by Z–cancellation and Γs is minimalistic, by construction χ(∆) ≥ χ(Ω), for all
regions ∆ of Γb.
Suppose ∆ is a region of Γb which has s
′ boundary components all of which are
non–partisan, with labels (u1, · · · , us′) in V , for V = A or B. Suppose that ∆ is
a union of t′ torii and p′ projective planes. Since χ(∆) ≥ χ(Ω), (14.2) and (14.3)
hold, with j in place of i. Setting
u′ = u1, . . . , us′
we have u ∈ (V Λ,H1, s
′, t′, p′). Furthermore (0, s′, t′, p′) ∈ N and so, by hypothesis,
the GE(0, s′, t′, p′)–problem is solvable in (A,B). Therefore we may check whether
or not (s′, t′, p′) ∈ H1–genus(u′) in V : that is whether condition P3 holds for ∆. If
all these conditions are satisfied then Γb is a candidate for Γ
−
s (Ω). We now repeat
this process for all connected components Ω = Ω1, . . . ,Ωc of our candidate Σ. If
successful, this gives rise to a candidate for Γ−s .
Assume we have a candidate for Γ−s , which we continue to call Γb. Next we
consider the partisan regions of Γb. Using the same notation for partisan regions
of Γb as used for Γs above, the prime labels boundary components of partisan
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boundary regions of Γb give rise to an element
v ∈ (AΛ ∪˙ BΛ,L,h′,k′)
as in (14.4) and furthermore (14.5) holds, as before.
Since the word problem is solvable in A and B the graph G(z1) may be con-
structed and the vertex v(Γ−s ) located, using Γ
−
s . There are finitely many path–
subgraphs of Z–paths in G(z1), sinceG(z1) is a finite graph, and we fix one such and
call it P . This allows construction of the system of parameters L−(Γ−s , P ). We may
now construct the system of equations Q′′ = Q(z′′,L∪L−(Γ−s , P ),h
′′,n′′) described
above. As (h′′,n′′, t′′,p′′) ∈ N andQ′′ has environment ((Xj)j∈J ; (Hj)j∈J ; (Hj)j∈J )Λ,
there is an algorithm to determine whether or not Q′′ has a solution and if so to
find one.
If a solution (φ0, α0) to Q
′′ is found then, as above, a solution to Q may be
constructed. If no such solution exists then either there is no solution to Q or one
of the choices above was not the right one. At each stage there are finitely many
choices so once they’ve all been tried either we have a solution or there is none.
This completes the description of the algorithm.
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