Sinc approximation methods excel for problems whose solutions may have singularities, or in nite domains, or boundary layers.
Introduction and Summary
This article attempts to summarize the existing numerical methods based on Sinc approximation. Due to limited space, we have followed the instructions of the editors, and have attempted to restrict referencing to the original articles. Our manner of description of the methods is in symbolic form. We include methods for collocation, function interpolation and approximation, for approximation of derivatives, for approximate de nite and inde nite integration, for solving initial and boundary value ordinary di erential equation problems, for approximation and inversion of Fourier and Laplace transforms, for the approximation of Hilbert transforms, for the approximation of de nite and inde nite convolutions, for the approximate solution of partial di erential equations, and for the approximate solution of integral equations, for methods for constructing conformal maps, and for methods for analytic continuation. Special e ort is made to give credit to the original discoverers of the methods.
To date there are three textbooks on Sinc numerical methods; two of these LuBw1, S9] are solely related to this subject, while the third KoSiS1] contains two expository chapters, as well as theorems and proofs about approximation via Sinc methods.
Sinc methods are based on the use of the Cardinal Function, C(f; h), which is a sinc expansion of f, de of all entire functions of order 1 and type =h that are also square integrable over the real line l R | identities which yield accurate approximation formulas when applied to functions in classes other that than W( =h).
The term \sinc" originated in engineering literature So1]; this function was introduced to the world of communication { see Ko1, So1] and the historical accounts in Bt1, Je1, Ma1].
The study furing the last century, of numerical methods by use of complex variables dates back to the work of Davis Da1] .
It is even more convenient, for purposes of Sinc computation to use the more powerful notation introduced in Ln1], S(k; h) (u) = sinc u h ? k (1. 3) where u may be a function of x. This type of substitution, or transformation, enables use of (a nite number of terms of) C(f; h) to approximate functions over intervals other than the real line l R. Throughout this paper we have written Sinc rather than sinc to emphasize this feature of approximation.
Presently, there exist close to 200 publications on Sinc methods. Due to limited space, we have attempted to present only those papers in which the original works appeared. A complete listing of all of the publications can be obtained from the author. Although studies of quadrature via the trapezoidal rule and Sinc approximation have enjoyed independent developments, they are in fact, intimately related McWhS1]. Indeed, the Sinc expansion can be used to derive not only the trapezoidal rule, but also the DFT (discrete Fourier transform), and many other well known expansions S8,(Chs. 2, 3 & 5) ].
It is perhaps also not well known, that whereas the Sinc methods of this paper were developed before the emergence of wavelets, they do, in fact satisfy all of the relationships of wavelets, and moreover, because Sinc methods are an optimal basis for approximation in spaces of functions that are analytic on an open interval and of class Lip on the closed interval, any n{basis wavelet approximation can never be appreciably more accurate than an n{basis Sinc approximation.
Furthermore, whereas it is frequently impossible in the absence of Sinc theory, to determine a priori the error of a wavelet approximation, Sinc methods make it possible to estimate the error of wavelet approximation.
The layout of the paper is as follows:
1. In the remainder of this section, x1, we draw some distinctions between polynomial and Sinc approximation.
2. In x2, we present explicit spaces of analytic functions for one{dimensional Sinc approximation.
3. In x3 we present the basic formulas for one{dimensional Sinc approximation. 4 . In x4 we summarize applications of Sinc inde nite integration and collocation to the solution of initial and boundary value ordinary di erential equation problems.
In x5 we summarize results obtained for solution of partial di erential equations, via
Sinc approximation of derivatives. Although this is an important area of applications, our coverage here is brief, since the subject matter has already been abmply covered in textbooks LuBw1, S9] , and via program packages Pa1].
6. In x6 we summarize some results obtained on the solution of integral equations, including results for solving Cauchy singular integral equatins, boundary integral equations, and the construction of conformal maps.
7. In x7 we illustrate the use of Sinc convolution, a technique for evaluating one and multidimensional convolution{type integrals, and for the application of this procedure to the solution of di erential and integral equations. This novel technique of approximation has to date been used only with Sinc approximation, where it has had incredibly surprising consequences, such as enabling a uni ed approach to the solution of elliptic, parabolic, and hyperbolic di erential equations, and for incredible speed{up in e ciency of solving di erential and integral equations.
8. Im x8 we list some existing computer algorithms based on Sinc methods.
Most numerical approximaion techniques are based on the use of polynomials. The main reasons for this are that polynomials readily yield easy to compute approximations to all of the operations of calculus. It is perhaps less well known that the identities of the function C(f; h) also enable approximation of all of the operations of calculus MjSWh1, S6, S8 x1.10, Chs.3 & 4] . Initially, this approach yielded approximation only on the whole real line, although suitable transformations introsudec in S4] enabled approximation over arbitrary intervals, or even over contours.
We end this section with a summary of the main di erences between Sinc and polynomial approximation.
Approximation Formulas
Polynomial. Explicit approximation based on polynomials can be obtained either from Taylor, or else from Lagrange interpolations formulas. Both of these procedures yield splines which are very popular.
Sinc. Sinc approximation over (a,b) is based on the use of a truncated Sinc series of the form (1.1), i.e., g(
X k g(z k ) sinc u(x) h ? k ;
(1. 4) where u is a one{to{one transformation of (a; b) onto l R, and with h as de ned in (1.1), and the Sinc points, given by z k = u ?1 (k h) S8, x4 .1].
Domain of Approximation
Polynomial. Polynomial approximation formulas are applicable for approximation over nite intervals, or nite contours. In more than one dimension, polynomials are the basis for nite element, or nite di erence approximation. The domains can have curvilinear boundaries, although they need to be nite. Sinc. Sinc approximation formulas are applicable over nite, semi{in nite, in nite intervals, or over contours. In more than one dimension, curvilinear regions are also readily dealt with. In addition, Sinc methods readily handle in nite regions.
Spaces of Approximation and Rates of Convergence. This is the interesting realm of greatest di erence, both in philosophy, and in rates of convergence. On the one hand, polynomials and splines seem to have`found their home' in Sobolev spaces de ned over bounded domains, whereas Sinc functions`live more naturally' in spaces of analytic functions de ned over bounded or unbounded domains. Finite element methods were developed rst, and this is perhaps why they are by far the most popular, whereas Sinc methods came later, and are much less widely in use. Sinc and nite element methods both enjoy simplicity and exibility, although this is less well known for Sinc methods. From the point of view of computation, our philosophy is that when a scientist models a problem via a di erential or integral equation, he/she invariably uses calculus, and the solution to the equation is then always piecewise analytic, giving Sinc methods an advantage in the approximation of such problems. Convergence proofs of nite di erence and nite element procedures are usually accomplished via the mathematics of Sobolev spaces, whereas Sinc methods, while also easy to use, require some understanding of analytic functions | an area of mathematics that is well understood by a relatively few solvers of di erential equations | for proofs of convergence. Also, the derived system of algebraic equations is usually more sparse for nite di erence and nite element methods than for Sinc methods. In spite of this, if accuracy is desired in the solution of a di erential or integral equation, the complexity of solving a di erential equation problem via a nite di erence or nite element method is usually far larger than the corresponding complexity for Sinc methods. Ki1 ] to achieve an n{basis Sinc approximation of this function to within a uniform error that is O(exp(?n= log(n))). Collocating Convolutions. This is a novel approach S9] has to date been applied only for approximation via Sinc methods; it makes possible the accurately and e cient approximation of one and multidimensional, de nite and inde nite convolution{type integrals, and this in turn yields a novel procedure for e.g., solving elliptic, hyperbolic, and parabolic di erential equations by essentially the same technique SNgNcRm1], as well as for solving many di erent types of convolution{type integral equations.
Sinc Spaces of Approximation
As mentioned above, the function C(f; h) exactly represents functions in the space, W(pi=h).
Such exact representations have been studied by Rahman and Schmeisser (see e.g. RaSc1]), who have published many mathematically beautiful articles based on interpolation at the zeros of other functions, such as Bessel functions, etc. Such formulas undoubtedly yield novel numerical techniques yet to be derived, and are currently outside of the scope of this article.
While no longer being an exact representation, the function C(f; h) provides an incredibly accurate approximation on l R to functions f that are analytic and uniformly bounded on the This fact guides us in getting accurate approximations to a function F over other intervals, or even contours, ?, by selecting functions ' which provide a one{to{one transformations of ? onto l R, and which also provide a conformal map of a region D on which F is analytic and bounded onto D d . In that way, the problem of approximation of F on ? is transformed into the problem of approximation of f on l R, with f = F ' ?1 now an analytic and bounded function in D d . We have tacitly assumed here that D is a simply{connected domain in the complex plane l C. For practical usefulness, it is preferable to select functions ' which can be explicitly expressed, and for which it is also possible to explicitly express the inverse functions, ' ?1 . house nearly all solutions to such problems, including solutions with singularities at end points of ( nite or in nite) intervals (or at boundaries of nite or in nite domains in more than one dimension). Although these spaces also house singularities, they are not as large as Sobolev spaces which assume the existence of only a nite number of derivatives in a solution, and consequently (see below) when Sinc methods are used to approximate solutions of di erential or integral equations, they are usually more e cient than nite di erence or nite element methods. In addition, Sinc Example 2.9 Double Exponential Transformations. These were introduced originally by Takahasi and Mori TaMr3], who advocate, when possible, to use more than one of the above transformations in succession, in order to achieve more rapid convergence | the second transformation usually being that of Example 2.7 above, although the transformation of Example 2.8 and other transformations that transform l R onto l R in a one{to{one manner will at times apply. The double exponential procedure has been extensively studied by Mori, Sugihara and others.
A complete set of references may be found in MrSu1]. We provide an explicit example in x3.5 below.
Sinc Approximation
In this section we illustrate the various processes of one{dimensional Sinc approximation. jf(x)j;
Notation
and throughout this section C will denote a generic constant, independent of N.
Sinc Interpolation and Approximation
A proof of the following result is originally derived in S4] may be found in S6, S8] (see e.g., KoSiS1, pp. 126{132]. The constants in the exponent in the de nition of " N are the best constants for approximation in M ; (D) (see BuHo1] ). Hence accurate Sinc approximation of f is based on our being able to make good estimates on , , and d. If these constants cannot be accurately estimated, e.g., if instead of as in (3.2) above, we de ne h by h = =N 1=2 , with a constant independent of N, then the right{hand side of (3.4) is replaced by Ce ? N 1=2 , where C and are some positive constants independent of N. Henceforth we shall take h as de ned in (3.2).
Remark: We remark, that if f 2 L ; (D), then it is convenient to take ! j = sincf ' ? jh]=hg, j = ?M; ; N, instead of as de ned in (3.2), since the corresponding approximation of f then also vanishes at the end points of ?, just as f then vanishes at the end points of ?.
Sinc Approximation of Derivatives
A proof of the following result is originally in LnS1]; it may be found on pp. 135{136 of KoSiS1] . This result forms the basis for Sinc approximation of ordinary and partial di erential equation boundary (and even initial) value problems. 
Sinc Collocation
The following result is originally stated and proved in S8, x7.3]; a proof of it may also be found in KoSiS1, p. 132]. It guarantees an accurate nal approximation of f on ?, provided that we know a good approximation to f at the Sinc points, i.e., Sinc collocation is justi ed. 1, i.e., the decay conditions of Example 2.6 are not satis ed. However, the integrand is, in fact, analytic and bounded in the region D of Example 2.7 above, for any d 2 (0; 1), and we can therefore set t = '(z), with ' de ned as in Example 2.7, to get
We may note at this point that the newly obtained integrand in this in this integral is analytic and bounded in D d , d 2 (0; =2), and moreover, it has requisite exponential decay there, with = = 2 ? 1. All of the conditions of Example 2.7 as well as of Theorem 3.4 above are therefore satis ed, and we may apply the trapezoidal formula, to approximate this integral using a relatively small number of points.
We may also note, at this point, that in making the transformation ' At this point, the double exponential advocate will therefore recommend repeating the transformation of Example 2.7, to get
The new integrand is now analytic and uniformly bounded in D d , for any d 2 (0; =2), but it now has a much faster, \double exponential" rate of decay on l R, yielding a more rapidly convergent approximation upon application of the trapezoidal rule. We may note that the inverse of the composite transformation is given explicitly by z = ' ?1 (w) = sinh (sinh(w)), and while this function is a one{to{one function on l R, the function ' itself is a conformal map of the in nitely sheeted Riemann surface S onto D =2 .
Sinc Inde nite Integration
The use of inde nite integration was originally stated without proof in S8]; proofs on the convergence of this formula were later given in Ke1, Ha2, S8 (x3.6)].
At the outset, we de ne numbers k and e k , by
We use the notation of (3. Remark: We remark here that it may be shown S9] that every eigenvalue of the matrices I (?1) lies in the closed region + , where + denotes the right half (complex) plane. A still unsolved problem is to prove or disprove that if is any eigenvalue of I (?1) then < > 0, although this has been shown to be the case via direct computation by Naghsh{Nilchi, for m = 1; 2; ; 513. It follows, thus, at least for the case when (a; b) is a subinterval of l R and 0 < m < 514, that the matrices F(A m ) and F(B m ) are well de ned, and may be evaluated in the usual way, via diagonalization of A m and B m . (We have also tacitly assumed here that A m and B m can be diagonalized, which has not been proved or disproved to date, although this has so far always been the case for the problems that we have attempted.)
The above theorem has an important extension to application of Sinc convolution to the approximate evaluation of multidimensional convolution type integral expressions over curvilinear regions or surfaces, based on the known expression We then arrive at the following theorem, whose proof is a matter of inspection. 
Initial Value Problems
We summarize here the approach in SGuKyRyPa1] to solve ordinary di erential equation initial value problems.
Consider rst, the simple (system of n) rst order equation(s), y 0 = K(t) y + g(t); t 2 ?; y(a) = y a : where, upon denoting w i to be the Fr echet derivative of f i , we set W = (w 1 ; ; w n ) T , and we de ne J to be the n n matrix J ij , where J ij (x; F(x)) = @k i (x; F(x)) @f j :
Once again applying collocation to Equation (4.11), we may de ne the Jacobian matrix for a discrete Newton method by There are two methods, based on Sinc approximation, to solve this problem: by a Galerkin{type scheme, and by collocation. The Galerkin scheme was developed rst S5]; both procedures are described in S8]. Indeed, it is shown in S8, Ch. 7] that both of these procedures are, in e ect, equivalent, in that they converge at the same rate. We only describe Sinc collocation here, since it is easier to apply, and since the following assumptions that yield convergence are also simpler for this case. We then obtain the system of algebraic equations Aw = p: ( 
4.16)
We also mention here, that the matrix A in (4.16) is not symmetric, in the case when the di erential equation (4.12) is self{adjoint, and to this end, yet another Galerkin scheme has been developed by Lund Lu1] which may be more suitable for solving (4.12) for self{adjoint problems, since the method of Lu2] yields a symmetric matrix for this case. Nonlinear equations can of course also be e ectively dealt with via Sinc collocation, as has been demonstrated in , and discussed in S8, x7.2]. The method can also be used to solve eigenvalue problems Ja1, JaLuBw1], and even inverse problems that can be modeled via second order ODE S8, x7.2].
Partial Di erential Equations
In this section we brie y discuss the solution of elliptic, and parabolic partial di erential equations (PDE) based on Sinc{Galerkin, or Sinc collocation methods. At the outset, we brie y discuss the type of Situations that we desire, in order to achieve analyticity in the solutions, enabling the high accuracy that we may expect with Sinc methods. As mentioned above, Burke Bu1] was the rst to develop algorithms to solve PDE over rectangular regions. This undertaking was a noble one, although too ambitious for a masters thesis, and his approach was not the best for all the model problems that he attempted. Later, a number of the faculty at Montana State University developed better algorithms for solving such problems LuBw1]. Still later, Parker Pa1] developed Sinc algorithms based on Maple, for non{rectangular regions.
The Regions, and the Spaces of Functions
The class of regions V n which we shall consider are a union of regions of the form K n = ( 1 ; ; n ) 2 l R n : u 1 1 v 1 ; u 2 ( 1 ) 2 v 2 ( 1 ); ; u n ( 1 ; ; n?1 ) n v n ( 1 ; ; n?1 )
where it is assumed that the u i and v i are either identically in nite, or else they are bounded a.e. on their domain of de nition.
The Sinc approximations of the previous section readily lend themselves to approximations over rectangular regions of the form V n = f(x 1 ; ; x n ) 2 l R n : u i x i v i ; i = 1; ; ng; Let (x 1 ; ; x i?1 ; x i+1 ; ; x n ) be a given point in the region Q j6 =i ? j , and denote by F i = F i (z) the function F(x 1 ; ; x i?1 ; z; x i+1 ; ; x n ). Let X (V n ) denote the family of all functions F de ned on V n such that F i 2 M (D i ) for i = 1; ; n. i ; z (2) j to obtain a system of algebraic equations of the form AU + UB = C 
Integral Equations
Integral equation approaches are becoming more popular, even for solution of ordinary and partial di erential equations. Such approaches have been somewhat slow in gaining popularity, mainly because the kernels of such equations have \moving singularities" which are not easy to deal with via standard quadrature schemes. On the other hand, these approaches at times o er great savings in size of the system of algebraic equations that are required to be solved compared to sizes of systems obtained by more classical methods. In addition, such \moving singularities" can be readily dealt with via Sinc methods. In this section we brie y summarize results obtained for Volterra equations, for Cauchy singular integral equations, for conformal maps, and for solution of three dimensional boundary integral equations. We skip the known Galerkin method for solving the Lippmann{Schwinger integral equations S8, x6.6], since the solution of such equations can now be more e ciently obtained via Sinc convolution, a procedure which we present in x7 .
Volterra Equations
In essence, these have already been dealt with in x4.1 of this paper, and we shall say no more about them here. Proof. The result follows by inspection, since the right hand side of the equation 
Fredholm Equations
f(x) = g(x) + Z ? K(x; t) f(t) dt
Construction of Conformal Maps
In SSd1] a Sinc procedure was described for constructing a conformal map of a region B whose boundary, @B consists of a nite number of smooth arcs ? j , j = 1; : : :; n onto the unit disc, under the assumption that the origin is in B, and that \the solution" f satis es f (0) 
Analytic Continuation
The results of Theorem 3.9 may be used to carry out analytic continuation.
The results of Theorem 3.9 can also be used to solve Dirichlet's problem over a region in B l R 2 . Assume, for example, that B is a region belonging to l R 2 such that @B consists of a nite number, n, arcs ? j , and such that each arc ? j satis es the conditions on the contour ? as given at the outset of x2. A sum of n representations of the form (3.22) also satis es Laplace's equation, and forcing such a sum to satisfy Dirichlet boundary conditions (which we allow to be discontinuous at junctions of the arcs) yields a block system of algebraic equations, for which all of the diagonal matrices are unit matrices. The solution of this system then yields a solution to the Dirichlet problem. By the maximum principle, the error of the approximate solution within B is bounded by the error on @B. This form of a boundary element method to solve partial di erential equations has been successfully implemented in NrCnS1].
Boundary Integral Equations
Boundary integral equations provide concise representations of solutions of many problems from applications, such as three dimensional stress{strain and potential problems, and also to the solution of such problems in two dimensions, as well as to the solution of conformal mapping problems (x6.4). Several papers have been written about the e ectiveness of Sinc methods for the solution of boundary integral equations S8, x6.5, SChCi1], as well as for solution of two{ dimensional problems already discussed in the previous subsections. Boundary integral equation methods are also becoming popular using bases other than Sinc, although Sinc methods yield algorithms of relatively small complexity for solution of such problems. In this subsection we brie y discuss the solution of such three dimensional problems via Sinc methods.
Let us consider, for sake of illustration, the approximate solution of a class of Fredholm integral equations of the second kind having the form f(r) ? Z Z S K(r; r 0 )f(r 0 )dS(r 0 ) = g(r); r 2 S:
Here r and r 0 are points of a two dimensional surface S embedded in l R 3 , dS(r 0 ) is the element of surface area at r 0 2 S, is a complex number which may or may not be a characteristic value, and g is a given function de ned on S. The kernel K(r; r 0 ) will usually have a weak singularity at r 0 = r, i.e., K(r; r) may be in nite at all r 2 S, although R R S jK(r; r 0 )jdS(r 0 ) < 1. Problems from applications typically have the property that the surface S consists of a relatively small number of \analytic" patches on each of which the function g is also \analytic". For suitable K, it may then be shown that the solution f is also \analytic" on the interior of every such patch. We shall give a precise de nition of \analyticity" in what follows. Since P N f 2 A, this theorem enables us to prove that the solution to (6.11) may be obtained by Galerkin method, using P N f as an approximation, and moreover, in the case when the solution of (6.11) is either unique, or if it is not unique, but the eigenvalue in (6.11) is simple, then the error in the resulting Galerkin approximation may also be bounded via the right hand side of (6.15). It has furthermore been shown St1, S8 x6.5], that if (6.11) has a non{unique solution, for some , with multiplicity p 1, then the error in the resulting approximation (and similarly for the error in the corresponding eigensolution) obtained, e.g., via singular value decomposition again has the form given in (6.15) above, but with the exponent ( d N) 1=2 replaced by ( d N) 1=2 =p. These results extend readily to the case when S is represented as a union of \analytic" patches S 1 ; ; S m , whose interiors are disjoint. Indeed, situations of this type generally occur in applications. Furthermore, if these surface patches can be expressed e.g., explicitly via functions from calculus, then these functional forms will enable explicitly transformation of Q onto each of these surface patches, such that Equation (6.11), with K as in (6.17) taken over S, will transform into a system of m equations, each over Q. By taking care to identify function values on boundaries of adjacent patches, we can again achieve a rapidly convergent scheme, with error of the form given in (6.15) S8, x6.5].
Sinc Convolution
The Sinc convolution procedure involves a new process of approximation that enables surprisingly simple solutions to problems which were hitherto di cult. In this section we illustrate the solution to such problems, including the time domain conversion of control problems, the inversion of Laplace transforms, the solution of Wiener{Hopf integral equation, a uni ed approach to the solution of elliptic, parabolic, and hyperbolic equations, the solution of Burgers' equation, and the solution of the electric eld integral equations.
Feedback Control
Given functions k and g de ned on (a; b) l R, the solution we can express the time domain formulation of a feedback control problem in the form
; t 2 (a; b):
Letting K denote the \Laplace transform" of k, as de ned in (3.14), the results of x3. where I m denotes the unit matrix of order m. We remark here that this approach broadens the classical solution method of feedback control, in that the equations in the classical schemes stem from ordinary di erential equations with constant coe cients, since the solution method is based on nding roots of polynomials, whereas the present method not only works in such cases, but is also not restricted in this manner.
Fourier and Laplace Transform Inversion
The Fourier transform of the Cardinal expansion (1.1) is the DFT which is the basis of FFT. We illustrate here an alternate, yet unpublished method, based on Sinc convolution, for inversion of the Laplace transform, and while we have had had relatively little practical experience in using this method, we know from the convergence proof in S8] that it works, and moreover, the sheer simplicity of the procedure should impress anyone who has previously attempted to invert Laplace transforms.
Assume that f satis es the properties, f(0) = 0, so that f(x) = R we thus immediately get, in the notation of (3.9), the approximating system of linear equations
whose solution is f = (f ?M ; : : :; f N ) T where f j approximates the solution f of (7.5) at the Sinc point z j , i.e., by Sinc collocation, we have f w m f.
We remark that the same technique applies to enable the solution of convolution { type integral equations over a nite interval, and also, over l R.
Multidimensional Sinc Convolution
As already noted above, a de nite integral convolution in one dimension can be split into a sum of two inde nite ones, and each of these inde nite convolution integrals can then be approximated as illustrated in the previous subsection. Similarly a {dimensional de nite convolution integral can be split into 2 inde nite convolution integrals, and moreover, the method of approximation extends readily from 1 to dimensions. The resulting method yields an e cient \separation of variables" scheme, which readily lends itself to parallel computation.
The Sinc convolution technique enables novel and highly e cient methods of solving PDE, in the cases when the solution to such equations can be represented as integrals, or integral equations, in terms of Green's functions. The procedure has already been successfully applied to the solution of elliptic, parabolic, and hyperbolic di erential equations SNgNcRm1], and indeed, it has been shown that:
(i) The same procedure works for all three types of equations, elliptic, parabolic, and hyperbolic; (ii) The procedure is more e cient than current methods of solution of partial di erential equations, and (iii) While yet unpublished, it also works for curvilinear regions, essentially, by use of (3.18) { (3.20). (iv) Although the procedure enables collocation of very large, multidimensional systems, the resulting matrices in these systems (e.g., the coe cient matrix of the vector g in (7.13) below) need never be stored, since it can be represented via Kronecker products in terms of the sum of a small number of relatively small one{dimensional matrices.
The Sinc convolution procedure has also been successfully applied to solve the (vector) electric eld integral equations in three space and one time dimension, where it has been shown to be orders of magnitude faster than classical methods of solution of this equation.
It su ces to illustrate the procedure for the case of two dimensions.
We take as our \model integral", the expression i ; z (2) j can be computed via the following succinct algorithm. In this algorithm the we use the notation, e.g., The numbers p i;j approximate p(x; y) at (x; y) = z (1) i ; z (2) j ; once they have been computed, we can then use the procedure of (5.3) { (5.4) to approximate p in B.
To get an idea of the complexity of the above procedure, we make the simplifying assumption that M j = N j = N, for j = 1; 2. We may readily deduce that if the above two dimensional \Laplace transform" F is either known explicitly, or if the evaluation of this transform can be reduced to the evaluation of a one{dimensional integral, then the complexity, i.e., the total amount of work required to achieve an error " when carrying out the computations of the above algorithm (to approximate p(x; y) at (2N + 1) 2 points) on a sequential machine, is O ? log(")] 6 .
As already mentioned, the above algorithm extends readily to dimensions, in which case the complexity for evaluating a {dimensional convolution integral (at (2N + 1) We now proceed to discretize Equation (7.14) as outlined above. To this end we may note that it is possible to explicitly evaluate the \Laplace transform" of the Green's function convolution kernel in (7.14), i.e., We now select " = 1=2, b = 1, c = 0, ' t (t) = logfsinh(t)g, ' x (x) = x, d t = =2, t = t = 1=2, d x = =4, x = x = 1, and in this case it is convenient to take M t = N t = M x = N x = N. We thus form matrices A x = h x I (?1) = X x S x X ?1 x ; A 0 x = h x (I (?1) ) T = (X ?1 x ) T S x X T x ; B t = h t I (?1) D(1=' 0 t ) = X t S t X ?1 t ; (7.19) where the superscript \T" denotes the transpose, and where S x and S t are diagonal matrices, and then proceed as in the previous subsection, to reduce the integral equation problem (7.14) to the nonlinear matrix problem . For example, with a = 1=2, and using the map ' t (t) = log sinh(t)] we achieved convergence in 4 iterations, for all values of N (between 10 and 30). We can also solve the above equation via Neumann iteration for larger values of a, if we restrict the time t to a nite interval, (0; T), via the map ' t (t) = log ft=(T ? t)g.
A Uni ed Approach to the Solution of PDE
(i) The same procedure works for all three types of equations; (ii) The procedure is more e cient than current methods of solution of partial di erential equations, and (iii) While yet unpublished, it also works for curvilinear regions, essentially, via combination of Theorem 3.7, Equations (3.18){(3.20), and Algorithm 7.1 .
We illustrate here that we can obtain the \Laplace transforms" of the Green's functions for all such problems, and while we restrict ourselves to 3 space (and one time, when appropriate) dimensions, the procedure works similarly for 2 space (and one time) dimensions. G(x; y; z; t) exp ? x u ? y v ? z w ? t dx dy dz dt: (7.48) By rst taking the \Laplace transform" of each side of (7.46) with respect to t and applying the initial conditions speci ed in (7.47), we nd, upon denoting this transform byG( r; (4) is of the form s (4) deduced that for xed (u; v; w),G(u; v; w; ) = O( ), as ! 0. That is, if A is de ned as in (7.54) above, then the norm of A is O(T), as T ! 0. Moreover, it is readily seen that accuracy will not diminish with decreasing T.
It thus follows, that the norm of the matrix A in (7.54) is less than 1 for all su ciently small T.
This important feature of the method enables us to prove convergence of Neumann iteration, for T su ciently small, of the corresponding integral equations for the cases of the heat and wave equations, when either the Green's functions (7.28) or that implicitly de ned in (7.48) are used on forming kernels of integral equations.
We wish to add some additional observations. Suppose that each matrix A i is an m m matrix, so that each X i in ( 
i ! (2) j ! (3) k ! (4) . To construct the matrix C will then require the evaluation of m 8 entries, with each entry requiring the approximation of a 4 dimensional integral! Sinc convolution yields this matrix for us so much more easily. It should perhaps also be mentioned here that in order to achieve an error less than 10 ?5 , the coe cient matrix of the resulting system of equations is a square matrix with over 6:5 10 12 entries, which is too large to be stored. On the other hand, via the Sinc convolution procedure, we only need to store four square matrices of order 40. We should also mention that the resulting system of equations was solved by successive approximation, a procedure that always converges if the time interval is taken su ciently small.
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