Abstract: Software reliability is an important aspect of software quality. According to ANSI, it is defined as "the probability of failure-free operation of a computer program in a specified environment for a specified time". One of reliability's distinguishing characteristics is that it is objective, measurable, and can be estimated, whereas much of software quality is subjective criteria. This distinction is especially important in the discipline of SQA. These measured criteria are typically called software metrics. Although software reliability is defined as a probabilistic function, and comes with the notion of time, we must note that, software reliability is different from traditional hardware reliability, and not a direct function of time. Electronic and mechanical parts may become "old" and wear out with time and usage, but software will not rust or wear-out during its life cycle. Software will not change over time unless intentionally changed or upgraded. Neural Network-based Classification Method (NNCM) was used to classify the data using recordset cyclomatic density and design density. The records were preprocessed using normal distribution. The overall error in the classification using NNCM after normal distribution was found to be 0.38%. The reliability of classification with goodness of fit measure results in and forms the subsequent improvement of error classification among the dataset.
INTRODUCTION
Neural networks consist of multiple layers of computational units, usually interconnected in a feed-forward way. Each neuron in one layer has directed connections to the neurons of the subsequent layer. In many applications the units of these networks apply a sigmoid function as an activation function. The feed-forward neural network was the first and arguably simplest type of artificial neural network devised. As the majority of faults are found of its modules, there is a need to investigate the modules that are affected severely as compared to other modules and proper maintenance has to be done on time, especially for the critical applications (Ardil et al.2009 ). This investigates classification method based on neural network methods with data aggregation using normal density methods to test for goodness of fit and randomness.
NEURAL NETWORK CLASSIFICATION METHOD (NNCM) ARCHITECTURE NNCM is used to classify the data with data aggregation in cyclomatic density and design density. Then these density data are normalized by using formula 1 and 2. Normalized data are trained in Neural Network Multilayer Forward Classification. Here the information moves in only one direction, forward, from the input nodes, through the hidden nodes and to the output nodes. The improvement in percentage of classification will be obtained as result.
DATA NORMALIZATION PROCESS SEQUENCE
The flowchart given in Figure 2 describes the process of finding normal density of cyclomatic density data and design density data.
Figure 2 Data normalization process
Select Cyclomatic density and Design density to train using NNCM. For each density the following procedure is followed. First mean is calculated which is nothing but the average of all record values. Then the standard deviation is calculated using the mean value. For condition="True" the normal density is calculated using the formula.
where x = Attribute value µ = Mean of the record set σ = Standard deviation
For condition="False" the normal density is calculated using
The normal distribution is a continuous probability distribution whose shape is determined by the mean and standard deviation. The probability that a value is less than or equal to x will occur is the area under this curve to the left of x. Neural network classification algorithm is applied to the prepared dataset using XLMiner. This procedure was performed for all data in the dataset.
EXPERIMENTAL INVESTIGATION OF NEURAL NETWORK CLASSIFICATION ALGORITHM
The KC3 dataset was normalized for the cyclomatic density and the design density, applying neural network classification algorithm, was computed using XLMiner and the result is given in from the Tables 1 -6 . In the current research focused on the density of error rather than tupule error count. The densities were subjected to normalization and classified using neural network multilayer forward classification. The results were promising with only 0.38% classification error. More investigation needs to be carried out to find whether the attributes selected by cyclomatic and design density are the right choice. 
