Many policies require reporting on water quality trends. This is usually addressed by testing a hypothesis positing that there was zero slope in some parameter of the sampled population over a given period. Failure to achieve "statistical significance" is often falsely interpreted as evidence that there was no trend of concern-the P-value of these tests can become ever smaller as the sample size increases and so also can the detectable trend. To avoid this problem, a new trend direction assessment (TDA) procedure is proposed, based on a formulation in psychological literature that considers error risks when inferring the direction of differences between two population means. The TDA procedure abandons testing altogether and instead calculates probabilities that water quality variables have been increasing or decreasing. Nominated probability breakpoints then give rise to a graduated scale in which phrases such as "extremely likely" or "unlikely" can be used to summarize results, avoiding casting many into a "not statistically significant" box. This trend assessment procedure requires no more information than a traditional test, for which the significance level is reinterpreted as a misclassification error rate (inferring an increase when in fact there was a decrease, or vice versa). Example applications of this procedure to small and large datasets are given. This procedure also possesses a possible framework that addresses the more complex question of whether water quality has been "maintained, " in which a trend magnitude of environmental significance must be defined. The TDA procedure may be applied to any environment, not just water quality.
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Has Water Quality Improved or Been Maintained? A Quantitative Assessment Procedure Graham B. McBride* I n many countries, implementing policies that concern water quality requires the operation of monitoring programs and periodic assessments of water quality state and trends (Caruso, 2000; Allan et al., 2006; Collins and McGonigle, 2008) . Water quality objectives are specified in some policies, and the agencies responsible for water quality are directed to manage land use and contaminant discharges to achieve those objectives (Arnold, 2007; Duncan, 2014) . Progress toward water quality targets is generally tracked by characterizing temporal trends using a wide range of quantitative techniques (e.g., Burns et al., 2005; Morton and Henderson, 2008) . For the purpose of reporting on progress, regulatory agencies often want trend characterizations to be accompanied by statements of statistical significance; these statements are seen as an objective way to determine whether progress is being made toward water quality targets.
New Zealand is one of the countries that uses policies and water quality objectives to promote improvements in water quality where it is degraded and to prevent degradation at locations with good water quality. In 2017, the New Zealand Government promulgated a revised National Policy Statement for Freshwater Management (New Zealand Government, 2017) in which a key requirement is Objective A2: "The overall quality of fresh water within a freshwater management unit is maintained or improved." Guidance on quantifying this requirement is lacking. Procedures are needed that will reveal whether water quality is being improved, degraded, or maintained and that will indicate whether there are insufficient data to make any confident statement about whether water quality has been improved or maintained (for a given misclassification error rate). In other words, consideration of changing conditions over time is required, i.e., trend assessment.
This paper argues that we should first address detection of the trend direction, regardless of its magnitude, thus fostering inference about whether water quality is improving or degrading. In many cases, this is the information that the public wants to know. For example: Has river nitrogen increased? Has water clarity improved? I argue here that traditional trend analysis, via hypothesis testing, does not adequately address trend direction assessment: indeed, it fails to do so (the tested hypothesis does not mention trend direction). Instead, for trend direction analysis, the notion of hypothesis testing should be set aside and replaced by a trend direction assessment (TDA) procedure such as presented here, inspired by an approach taken in psychological methods ( Jones and Tukey, 2000) . A probability is calculated for the inferred trend direction. Nominated probability breakpoints then give rise to a graduated scale of confidence in the assessed trend direction, in which phrases such as "extremely likely" or "unlikely" can then be used to summarize results, such as stating that "it is unlikely that water quality has improved." This avoids casting so many results into a "not statistically significant" box: If a = 5% is adopted in a traditional analysis, many trends for which confidence in direction is less than 95% can be categorized as "insignificant, " and that is a loss of information.
This new trend assessment procedure is novel in that it (i) enables calculation of probabilities of trend direction in the sampled population, avoiding a "yes or no" finding; (ii) attaches descriptive words to the strength of inference (e.g., "very likely"); (iii) does not test a nil hypothesis that is a priori false; (iv) indicates whether sampling has been adequate; and (v) provides a framework for the more difficult question: Has water quality been maintained?
The TDA procedure is based on a formulation developed by Jones and Tukey (2000) , who considered error risks when inferring the direction of differences between two population means. I adapt and extend their arguments to apply to the direction (not the magnitude) of a population's trend in some statistic (e.g., a mean).
Consideration also of the trend magnitude is needed to address the requirement that water quality is at least being maintained, if not improved. While the emphasis here concerns assessing whether water quality is improving or degrading, it also presents a potential framework in which the TDA results could feed into an assessment of whether water quality is being maintained. It bears some similarities with the Type S (sign) and Type M (magnitude) approach to sampling program design (Gelman and Tuerlinckx, 2000; Gelman and Carlin, 2014) .
Is Water Quality Improving?
Improving can mean increasing (a positive trend in some statistic, e.g., mean visual clarity) or decreasing (a negative trend, e.g., median dissolved reactive P) over time. The direction (sign) of the slope is therefore the concern of a water quality manager when considering whether water quality has improved.
Valid Inferences with the Traditional Approach?
In a traditional test (e.g., linear regression, Mann-Kendall; Gilbert 1987), the tested hypothesis posits that there is no change whatsoever in the central tendency of the population from which samples have been drawn. A trend may be declared to exist (i.e., be "statistically significant") if that hypothesis is rejected, in which case the P-value associated with the hypothesis is less than the prescribed significance level (Type I error rate), denoted as a. (The P-value is the probability of obtaining a test statistic at least as extreme as has been calculated from the available data, if the tested hypothesis is true.) If the hypothesis is not rejected, one cannot claim that there is "no trend, " or "nothing was found." On logical grounds, all that can be claimed is that the hypothesis is "not rejected." Indeed, "failing to reject a null hypothesis is not 'proof ' that the hypothesis is true. It denotes only that there is insufficient evidence to conclude that it is false" (Zar, 1984, p. 45) . In other words, the definition of 'trend' inherent in this approach is arbitrary.
Defining Trend
Defining trend is therefore a key issue, but one that is seldom addressed with the care it deserves. The traditional approach defines a trend's existence based on the outcome of a test with an arbitrary significance level and whose metric (the P-value) is heavily dependent on the size of the dataset-in general, the more data you have, the smaller the trend slope that can routinely be detected (Royall, 1997, sec. 3.4; McBride et al., 2014) . Consequently, with a small dataset, large and important trends may often be declared absent while with large datasets even trivial trends may be declared present. What we need is an ability to calculate the probability of an improving or degrading trend. I therefore begin this proposal with the postulate that there is always a trend in the central tendency of the population from which samples have been drawn, a non-zero change over time in some water quality statistic of a population, no matter how small, thus completely avoiding ambiguity in its definition. The remaining inferential questions then become: What is its direction? Is the trend environmentally important?
Trend Direction Assessment Procedure

Components
The TDA procedure is based on calculation of credible intervals (CrIs). (Note: Because the purpose is to make probability statements about a particular calculated interval, Bayesian CrIs must be used. In contrast, confidence intervals [CIs] are in the "frequentist" paradigm and so should be interpreted as the longrun frequency of repeated interval calculation; CIs are therefore more appropriate for sampling program design, compared with data analysis for which CrIs are often more appropriate. (See the discussion in Appendix A.) The following steps are used:
1. Calculate the estimated slope from the data. 2. Select a maximum misclassification error rate (a, the risk of inferring the wrong direction of change). 3. Compute an associated 100(1-2a)% credible interval around the estimated slope. [The use of a 100(1-2a)% interval is explained in the "Justification" section]. 4. If the credible interval excludes zero, i.e., its limits have the same sign, conclude that the inferred direction has a confidence level of 100(1-a)%. 5. If the credible interval limits are of opposite sign, i.e., the interval includes zero, infer that the confidence level is less than 100(1-a)%: there are insufficient data at the selected confidence level. 6. Either repeat steps 2 to 5, adjusting a until both CrI limits first exhibit the same sign, or, if possible, make a direct calculation of a where the CrI limits first exhibit the same sign. Denoting this critical a value as a c , the level of confidence in the observed trend direction is then 100(1-a c )%. 7. Enter that level of confidence into a graduated scale, e.g., "very likely" if the level of confidence is between 90 and 99%.
A pictorial demonstration of the procedure for a normally distributed continuous central tendency statistic is given in Fig.  1 , in which q denotes the true population's trend slope and q denotes the estimate of it.
In Fig. 1 (a), a positive trend is inferred because the zero (red) line falls below the 100(1-2a)% CrI. That is, it lies within the left-tail shaded area, which is a. (The blue curve is a probability density function that encompasses an area of unity.) The righttail shaded area is also a (because the CrI is symmetrical), but it does not affect the trend-direction inference. Hence, to make the inference when q > 0, one could use either a lower one-sided 100(1-a)% CrI (removing the right-tail shaded area) or the two-sided 100(1-2a)% CrI (retaining that area).
In Fig. 1(b) , a negative trend is inferred because the zero line (red) is above the 100(1-2a)% CrI. This time it lies within the right-tail shaded area, which is a. The left-tail shaded area is also a (but it does not affect the trend-direction inference). Hence, to make the inference when q < 0 one could use either an upper one-sided 100(1-a)% CrI (again removing the hatched area) or the two-sided 100(1-2a)% CrI (retaining that area). Operationally, it seems rather more elegant to use one two-sided symmetrical CrI [at confidence level 100(1-2a)%] rather than the equivalent two one-sided symmetrical CrIs [each at confidence level 100(1-a)%].
The notion of significance is not needed in the TDA approach; in fact, its use would hinder understanding. That is because the TDA is not a hypothesis test. In a reconsideration of hypothesis tests in the psychological literature, Jones and Tukey (2000) noted: "The population mean difference may be trivially small but will always be positive or negative. As a consequence, we should not set forth a null hypothesis because to do so is unrealistic and misleading." (Note that by null, Jones and Tukey [2000] mean nil or point, i.e., the two-sided hypothesis posits that there is no difference whatsoever between the populations' means, positive or negative, down to any decimal place. The term nil hypothesis was introduced by Cohen [1994] and subsequently taken up by others [e.g., Newman, 2008; McBride et al., 2014] . It may also be stated as a point null hypothesis [Berger and Sellke, 1987; Schervish, 1996] . The "point" or "nil value" can be any precise value, but in trend analysis it is routinely stated as zero. In contrast, a "null" hypothesis [sensu nullify Berkson, 1942] may not be defined at a point; it could be one-sided [as in inferiority or superiority tests] or a two-sided interval [as in drug trials' equivalence tests] and either hypothesis could be true.)
Stating a nil hypothesis is "misleading" because it invites a reader to believe that it might be true, when in fact it cannot be true. Jones and Tukey (2000) therefore observed that, "Instead, we should assess the sample data and entertain one of three conclusions: (a) act as if m A -m B > 0; (b) act as if m A -m B < 0; or (c) act as if the sign of m A -m B is indefinite, that is, not (yet) determined, " where m A and m B are the means of two separate populations. Note that Jones and Tukey (2000) cast these three outcomes in terms of a decision theoretic approach (Freund, 1992) , that is, "act as if." For the first of the possible outcomes [i.e., item (a) in the quoted text above, modified to concern trend assessment], this would mean act as if the trend magnitude exceeds zero. I assume herein that one can instead interpret the results as confidence that the trend magnitude exceeds zero, regardless of what that might mean in terms of action. This is elaborated in Appendix B.
The TDA includes an error risk control, also denoted as a, as does a hypothesis test. However, the procedure no longer refers to the risk of committing a "Type 1" error (rejecting a true hypothesis). (Given that the chance that a zero trend in a continuous variable is vanishingly small, a nil hypothesis is practically always false and so one cannot commit a Type I error [but this error can arise in numerical experiments in which the trend slope is deliberately set to zero].) In the TDA, a is defined as the risk of misclassifying the trend direction (inferring an increasing trend when in fact the trend was decreasing, or vice versa).
Justification
If sampling is unbiased, we know that the symmetric twosided CrI about q is in the form of a distribution with truncated tails. It is two-sided in that its upper and lower limits are distinct and finite. We can calculate the probability of erroneously inferring that the true trend (q) is in one direction when in truth it was in the other-a "reversal" in the parlance of Jones and Tukey (2000) . Consider a 100(1-2a)% two-sided symmetrical CrI for q with an area of a in each tail, as depicted in Fig. 1(a) and (b) . If q is positive, as in Fig. 1(a) , a reversal error will occur when the true value of q is negative. This occurs with maximum probability aPr(q < 0), when the lower credible limit is at zero. As seen in Fig. 1(a) , the further that limit moves to the right, the smaller that probability is, because the left tail area cut off by q = 0 is reduced. By similar arguments, appealing to Fig. 1(b) , if q is negative, the maximum reversal rate is aPr(q > 0). Following Jones and Tukey (2000) the overall reversal rate is therefore ( in which note that Pr(q ¹ 0) = 1 (which is why the traditional nil hypothesis test is ill-founded).
To keep the reversal error probability below a, the 100(1-2a)% two-sided symmetrical CrI (about the estimated slope) needs to be used.
Note that a 100(1-2a)% two-sided (symmetrical) CrI is used in a procedure that controls the misclassification error risk below a, not below 2a. This can cause confusion. So it is helpful to note that a similar issue arises in the way that 100(1-a)% intervals are used in equivalence tests (McBride, 2005) . (Equivalence tests pose realistic hypotheses that are possibly true, namely, that a quantity of interest lies either within or beyond an "interval of indifference." In the latter case, they are commonly implemented using the TOST [two one-sided test], in which two 100(1-a)% one-sided CIs are used while maintaining the overall level of the test at a [as explained by Berger and Hsu, 1996] .) These tests use two one-sided symmetrical 100(1-a)% CIs while retaining the overall Type I error risk at a.
Why Not Use a Test?
At first, this new procedure may be thought to be comparable to the nonparametric sign test (e.g., Zar, 1996) , in which case one would be using a 100(1-a)% CI, not a 100(1-2a)% CrI as in the TDA procedure. After all, as noted by Conover (1980, sec. 3.4) , the sign test enables an investigator to test for trend, as do other hypothesis testing procedures such as linear regressions, Mann-Kendall tests, and Sen tests. But the TDA's inference procedure is quite different in that it considers whether the zero slope point falls within the CrI centered on the estimated slope ( q ), as depicted in Fig. 1 . In contrast, hypothesis tests effectively consider whether the CI centered on the zero-slope point includes the estimate (i.e., q ). This latter case is depicted in Fig.  2 , where the green vertical lines represent the estimates, either positive or negative. Because both slope possibilities have to be considered before doing the test, the shaded areas in the CI's tails are a/2, not a, and so the procedure indeed uses a 100(1-a)% symmetrical two-sided CI, as shown in the figure.
Note, too, that the alternative hypothesis does not specify a direction-it merely posits that q ¹ 0. Therefore, on logic grounds, one cannot state the trend direction from the outcome of a nil hypothesis test alone (Kaiser, 1960) .
Error control for the nil hypothesis test is stated in terms of the P-value (the probability of obtaining data at least as extreme as that obtained if the tested hypothesis is true), that is:
where H 0 denotes the nil hypothesis. This formula for the P-value is taken from Schervish (1996) . A more formal algebraic definition is given by Casella and Berger (2002, p. 397) , but from which the critical "2" factor in Eq.
[2] is not immediately obvious. The factor "2" in this equation is critical to the argument that follows. Consider obtaining a positive value of q that cuts off an area of 1% in the right-tail of the normal distribution shown in Fig. [2], the P-value is 2%. Contrast that with a negative value of q that cuts off an area of 2.5% in the left-tail of that distribution. In this case, the P-value is 5%. So, if a had been set to 5%, this is a borderline case in which P = a = 5%, even though the area in each tail of the distribution beyond the data is a/2 (= 2.5%). Therein lies a major difference between the TDA and nil hypothesis test outcomes: the former detects more. That is, for a 95% confidence level, if the test's P-value is between 5 and 10%, the trend would not be declared to be statistically significant, whereas the TDA would announce with at least 95% confidence that the trend's direction had been determined.
That is, ( )
Confidence in Trend Direction Inference
To aid clarity, the method of calculation of this confidence is given in the example worked out below. It facilitates a more nuanced inference rather than the "yes/no" output for a given misclassification error rate. That is because it provides a gradation of inference, based on probability. For example, if there are not enough data to infer the direction of a variable's trend at a minimum of 95% confidence, maybe there are at 90%, or at 80%, and one use appropriate terms to convey that information. Table  1 presents a set of such terms, based on Intergovernmental Panel on Climate Change (IPCC) notes (Mastrandrea et al., 2010) .
Note that there is complementarity between positive and negative trend direction results, that is, Prob(positive trend) = 1 -Prob(negative trend). So, a "very likely" outcome for a positive trend is the same thing as a "very unlikely" outcome for a negative trend.
Finally, for cases where trend direction inference has low probability, it may be simply that there are insufficient data. Another reason for this lack of confidence could be that there may be multiple positive and negative trends within the chosen period.
Examples
Here I apply these ideas to two small datasets and one large dataset using a nonparametric procedure commonly used in water quality studies-Sen (Theil) slope estimation (the median of all possible slopes within the trend assessment period; Helsel and Hirsch, 2002) . To facilitate understanding, the large-sample approximation is used in which the standard normal distribution determines the CrI.
Small Dataset, Low Confidence
For a small dataset, with low confidence, the TDA is applied to n = 6 data and uses the large-sample approximation. (Strictly, that approximation should not be used on such as small dataset. It is used here to aid clarity in demonstration of the procedure. In practice, larger datasets will be analyzed for which the approximation is valid.) These (manufactured) data are 12, 8, 14, 9, 6, 13, measured at time-period intervals 1, 2, 4, 5, 6, 7. The n C 2 possible slope combinations [i.e., n C 2 = 6!/(2!4!) = 15], in rank order, are -5.00, -4.00, -4.00, -3.00, -1.20, -0.75, -0.50, -0.33, 0.17, 0.33, 0.67, 1.00, 2.00, 3.00, 7.00. The Sen (Theil) slope is the median of all slopes, the eighth value of this set (-0.33). Ranks of lower and upper confidence limits (R L and R U ; Helsel and Hirsch, 2002, p. 274; Gilbert, 1987, p. 218 
in which V is data variance (adjusted for ties, if necessary), a is the misclassification error risk, and Z 1-a is the 100(1-a) percentile of the unit normal distribution (cutting off an area a in its right-tail). (Note that some writers [e.g., Helsel and Hirsch, 2002, p. 274; Gilbert, 1987, p. 219 ] add 1 to R U when calculating the upper confidence limit. That is done to avoid interpolation between adjacent slopes. [Gilbert actually applies this correction, at pp. 218 and 228, but in the latter case also proceeds to interpolate.] I do not apply this correction, so that the ranks are symmetric [Hollander and Wolfe, 1973, p. 207] .) Letting a = 5% results in R L,90 = 3.12 and R U , 90 = 11.88. By linear interpolation between adjacent ranked combinations, the lower and upper 90% confidence limits are -3.88 and 0.96. Because these limits are of opposite sign, the conclusion is that there are insufficient data to infer the trend direction at this confidence level. One can go further by calculating the probability that the slope was truly below (or above) zero. To do that, note that the rank of slope zero is R 0 = 8.666 (by interpolation). Substituting that value into the R l formula (Eq. [3]) produces Z 1-a = -0.438. The probability of the slope being less than zero is 1-G(Z 1-a ) = 0.67, where G denotes the cumulative unit normal distribution. Using the IPCC categories in Table 1 , this makes the decreasing slope "about as likely as not."
Small Dataset, High Confidence
Consider now another set of n = 6 data reported for the same time-period intervals, showing a stronger trend: 6, 8, 9, 12, 10, 13. The ranked slope combinations are -2.00, 0.50, 0.50, 0.50, 0.50, 0.80, 1.00, 1.00, 1.17, 1.33, 1.33, 1.50, 2.00, 3.00, 3.00. The Sen (Theil) slope is 1.0. Ranks of lower and upper confidence limits are as before (R L,90 = 3.12 and R U , 90 = 11.88) so that the lower and upper confidence limits are 0.50 and 1.48. Because these limits have the same sign and the Sen slope is positive, one can claim with confidence that the true trend was positive. To calculate the probability that the slope was truly positive, note that the rank of slope zero is R 0 = 1.80. Substituting that value into the R l formula, (Eq. [3]) produces Z 1-a = 2.142. The probability of the slope being greater than zero is 1-G(Z 1-a ) = 0.98. Using the IPCC categories in Table 1 , this makes the positive slope "extremely likely."
Results for these two small datasets are depicted in Fig. 3 . Large Dataset, Variable Confidence Table 2 displays the results for a 10-yr New Zealand national river water quality dataset (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) with mixed monthly and quarterly sampling.
Based on the relatively large proportions of sites for which the trend direction could not be inferred with confidence, traditional nil hypothesis tests lead to a considerable loss of information, especially for Escherichia coli and visual clarity.
Reanalyzing these data using the TDA procedure produces the results shown in Table 3 and Fig. 4 . This demonstrates the improvement (over the traditional approach) conferred by application of TDA, which yields much more information. For example, the variable with the highest percentage of statistically insignificant results using the traditional approach is 74% (for E. coli, Table 2 ). In contrast, the percentage of sites for which that variable's trend is other than "about as likely as not" using the TDA procedure falls to 23% (92/396, Table 3 ). On the other hand, the variable with the lowest percentage of statistically insignificant results is dissolved reactive P (DRP) (38%). Usng TDA, the percentage of sites for which that variable's trend is other than "about as likely as not" falls to 12% (48/391). These results represent a substantial gain in information from the same dataset.
Is Water Quality Being Maintained?
The preceding material is focused on assessing trend direction, which is often important in its own right. However, as noted for the New Zealand instance, policy requirements can concern both improvement (indexed by trend direction) and maintenance.
This consideration entails an extra input: the trend magnitude considered to be important to detect, that is, of environmental concern. That involves an unavoidable value judgment on which investigators may not agree. Note that "importance" applies to degrading trend only, because improvement implies that conditions are (at least) being maintained.
In any event, the pitfalls already noted for assessing trend direction should continue to be avoided, especially misinterpreting test results as evidence of stable or unchanging water quality (Clair et al., 1995; Skjelkvåle et al., 2005; Ali et al., 2013; van Puijenbroek et al., 2015) .
A decision tree is presented in Fig. 5 to decide on four possible outcomes: "improving, " "maintaining, " "degrading, " or "inadequate monitoring." The last item may be particularly important because traditional tests with low sampling frequency are likely to miss a trend that is of environmental significance. This tree is a first attempt to structure an analysis procedure addressing the "maintaining" question; much remains to be done.
Having performed a TDA, and having nominated a minimum for the absolute value of the trend magnitude that would be of environmental significance over a defined period (as in equivalence tests; McBride et al., 2014) , analyzing for the "maintaining" issue is disarmingly simple. In essence, the steps to be taken are as follows:
1. Apply the TDA procedure for a chosen maximum misclassification error rate (a). 2. If the trend assessment outcome is "indeterminate" (using the appropriate likelihood of outcome from Table 1 ), consider whether monitoring has been adequate (e.g., using a minimum sample size indicated by a power analysis; Columb and Stevens, 2008) . If so, "maintaining" is inferred; else, monitoring is found to have been inadequate. 3. If the TDA result infers either positive or negative trend direction with the desired level of confidence, the importance threshold comes in to play, resulting in three possible outcomes: improving, degrading or maintaining.
Discussion and Conclusions
This paper focuses on assessing whether water quality has been improved or degraded at a single site. In so doing, the common interpretation of P-values as a strength of evidence for the existence of an (undefined) trend ought to be abandoned. (Qian and Miltner [2018] also suggest abandoning tests for compliance assessment, favoring an estimation approach.) This is especially highlighted when it is understood that (i) the traditional procedure nowhere requires prescription of a trend that would be of environmental concern and (ii) the P-value is dependent on the sample size, such that with low sampling frequency, environmentally important tends may routinely be dismissed. While the environmental literature seldom addresses this unfortunate behavior, statistical science literature often does so. For example, Royall (1997) declares that this use of P-values is "mired in paradox and controversy." See also Morrison and Henkel (1970) and Royall (1986) , their titles bearing witness.
The problem does not concern P-values per se. Testing a hypothesis that is a priori false is at the heart of the issue. Abandoning such tests makes way for trend direction assessment procedures using a graduated probability scale, such as presented here. Somewhat similar approaches, with more compressed probability scales, have been used in some large US water quality studies (Hirsch et al., 2015; USGS, 2017) . The result addresses the "improving" question, requiring no more information than a traditional test, but where the significance level is reinterpreted as a misclassification error rate (inferring an increase when in fact there was a decrease, and vice versa).
Addressing the "maintaining" component does call for extra information: the trend magnitude considered to be of environmental concern.
The TDA procedure is appropriate across a large suite of trend analysis methods (e.g., various regression approaches). It consists of two separate steps: (i) statistical analysis of trend direction to evaluate "improving" and (ii) evaluation of the consequences of specifying the minimum degrading trend of environmental concern to evaluate "maintaining." Another approach would be to combine these two steps into one, using interval testing (McBride et al., 2014) . However, given that the primary concern of many is restricted to trend direction, it was decided to retain two separate steps.
Future extensions to this approach concern assessments for (i) multiple sites over an assessment (multi-site analysis can profitably be based on "Stein's paradox" [Qian et al., 2015] , in which the best estimators for individual sample statistics are no longer the best overall-hence, "shrinkage" in that paper's title.); (ii) a suite of water quality variables at a site; (iii) conducting power analysis for future trend assessments; (iv) considering whether there should be fewer likelihood categories in the graduated probability scale (Table 1) ; and (v) accounting for the unwelcome influence of data censoring ("less than" and "greater than"). (In a book devoted to this topic, Helsel [2012, p. 248] notes that " Helsel (1990) stated that for as many as 15% censored values, the standard Theil-Sen approach would be fine. While a guess at the time, it is not true. Depending on the arrangement of the data, 15% censored values could [affect] the computation of a median slope.") This new way of analyzing trend direction satisfies the requirement to assess whether water quality has improved, requiring no more effort than traditional nil hypothesis tests. Furthermore, it leads directly on to subsequent considerations of trend magnitude that, if appropriate, are needed when assessing whether water quality has been maintained. This setup completely avoids the ambiguity of P-values and "statistical significance, " replacing them by a simple-to-understand misclassification error rate and a graduated probability scale.
Finally, note that the TDA procedure may be applied to any environment, not just water quality.
