Abstract. For xed = (x t), we consider the solution u(f) t o u 00 (x t) + Au(x t) = f(x) (x t) x 2 t > 0 u(x 0) = u 0 (x 0 ) = 0 x 2 B j u(x t) = 0 x 2 @ t > 0 1 j m where u 0 = @u @t , u 00 = @ 2 u @t 2 , R r , r 1 is a bounded domain with smooth boundary, A is a uniformly symmetric elliptic di erential operator of order 2m with t-independent smooth coe cients, B j , 1 j m, are t-independent boundary di erential operators such that the system fA
u 00 (x t) + Au(x t) = f(x) (x t) x 2 t > 0 u(x 0) = u 0 (x 0 ) = 0 x 2 B j u(x t) = 0 x 2 @ t > 0 1 j m where u 0 = @u @t , u 00 = @ 2 u @t 2 , R r , r 1 is a bounded domain with smooth boundary, A is a uniformly symmetric elliptic di erential operator of order 2m with t-independent smooth coe cients, B j , 1 j m, are t-independent boundary di erential operators such that the system fA B j g 1 j m is well-posed. Let fC j g 1 j m be complementary boundary di erential operators of fB j g 1 j m . We consider a multidimensional linear inverse problem : for given ; @ , T > 0 and n 2 f1 : : : m g, determine f(x), x 2 from C j u(f)(x t), x 2 ;, 0 < t < T , 1 j n. By exact controllability based on the Hilbert uniqueness method, we reduce our inverse problem to an equation of the second kind which gives reconstruction of f. Moreover under extra regularity assumptions on , w e can prove that this equation is a Fredholm equation of the second kind. Our methodology is widely applicable to various equations in mathematical physics. x1. Introduction.
We consider an initial -boundary value problem :
(1. 1) u 00 (x t) + Au(x t) = f(x) (x t) x 2 t > 0 (1.2) u(x 0) = u 0 (x 0) = 0 x 2 (1.3) where u 0 = @u @t , u 00 = @ 2 u @t 2 , R r , r 1 is a bounded domain with C 2 -boundary, A is a uniformly symmetric elliptic di erential operator of order 2m with t-independent smooth coe cients, B j , 1 j m, are boundary di erential operators. More precisely, we set x = (x 1 ::: x r ) 2 R r , = ( 1 : : : r ) 2 (N Henceforth let fC j g 1 j m be complementary boundary di erential operators of fB j g 1 j m , whose coe cients are t-independent and smooth in x 2 @ ( 17, Vol.I]).
In this paper, assuming that is given while f is unknown to bedetermined from observations on a part of lateral boundary, w e denote the weak solution to (1.1) -(1.3) by u(f) = u(f)(x t). For the weak solution, we can further refer to 17]. We discuss Inverse Source Problem.
For given ; @ , T > 0 and n 2 f 1 : : : m g, determine f(x), x 2 , from C j u(f)(x t), x 2 ;, 0 < t < T , 1 j n.
In (1.1), the non-homogeneous term f(x) (x t) is considered to cause actions such a s vibrations, and the inverse source problem is signi cant in mathematical physics. Moreover when we discuss determination of spatially varying coe cients in A, we have to do with this type of inverse problem after subtraction or linearization (e.g. Lavrentiev, Romanov and Shishat ski 14], Romanov 22] ). We notice that we w ant to determine f with a single boundary measurement.
In the case where = (t) is independent o f x, b y means of Duhamel's principle (e.g. Rauch 21 ]), we can reduce the inverse problem to an observability problem, namely, determination of initial data. For the inverse problem in the case of x-indepednent = (t), we can refer to Puel Reconstruction of f is practically important, but such discussions are very few ( Bukhgeim 2] ). The purpose of this paper is to reduce our inverse problem to an equation of the second kind by the exact controllability, which is a Fredholm equation of the second kind under a natural setting. Then our inverse problem is to solve the equation of the second kind. Further study for the equation will be made in a forthcoming paper.
This paper is composed of four sections. Section 2 i s devoted to a brief explanation of the Hilbert Uniqueness Method. In Section 3, we state our main result. In Section 4, we prove the main result.
x2. Brief Explanation of the Hilbert Uniqueness Method.
We g i v e a brief explanation of the Hilbert Uniqueness Method, according to Lions 16] . We refer also to Komornik 11] ( 1 2 )(x t). We pose Assumption A (Unicity). For a given measurable ; @ , a nite T > 0 and n 2 f 1 ::: mg, if the solution w( 1 2 ) satis es C j w(x t) = 0 x 2 ; 0 < t < T 1 j n for ( 1 2 ) 2 e F, then w( 1 2 )(x t) = 0 , x 2 0 < t < T follows.
This is unicity in a Cauchy problem for w 00 + Aw = 0 , f o r which we refer to Bardos, Lebeau and Rauch 1] and Tataru 23] for example. On Assumption A, we can de ne 
, where In applying a result (Theorem 0 below) on exact controllability, we however pose a stronger assumption for the regularity of (v).
Assumption B (Regularity in the control system). For v 2 L 2 (; (0 T )) n , the weak solution (v) satis es .7) where (x) is the outward unit normal to @ a n d ( ) i s the inner product in R r . We Theorem 
Here M 2 > 0 is independent of and f. We always poseAssumptions A and B.
Remark. If we can characterize F 2 , for example, as F 2 = L 2 ( ) (cf. Examples in Section 2), then the conditions (3.1) -(3.4) are equivalent to (3.1')
We recall that a linear operator g : F 0 2 ;! L 2 (; (0 T )) n is de ned in Theorem 0 in Section 2 and satis es (2.11). We de ne a linear operator S in F 0 2 by (3.5) (S 1 )(x) = Z T 0 0 (x t) (g ( 1 ))(x t)dt 1 Theorem. Under Assumptions A and B, (3.1) -(3.4) (1) S : F 0 2 ;! F 0 2 is a bounded linear operator. Remark. In general, R(g) i s not dense in L 2 (; (0 T )) n , so that g is not injective.
Thus in Theorem, we can not replace (3.6) by (3.6'). Henceforth we assume (3.9) f + 1 ( 0) S f = 1 ( 0) g v 0 : Moreover Corollary 1 asserts that it is su cient to consider (3.9) for reconstructing f. For similar linear inverse problems with singular data such as Dirac delta functions in multidimensional cases and similar ones with smooth data in one-dimensional cases, we can reduce the problems to a Volterra equation of the second kind (e.g. Chapter 2 and Section 3 of Chapter 4 in 22]). However in multidimensional cases with not necessarily singular data, a general way for such reduction has not beenpublished (cf. Bukhgeim 2] ).
Here we do not give direct expression of S . In special cases, direct expression of S is not di cult. For example, in Example 1 in Section 2, let r = 1 (i.e., the spatial dimension is 1), = (0 1), ; = f0g (one end point) and T = 2. Then we can construct the control operator g : L 2 (0 1) ;! L 2 (0 2) by consideration of the dependency domain of the one-dimensional wave equation and D'Alembert's formula.
Next we have to study the unique solvability of the equation (3.9) . First by the contraction mapping principle, we can readily see
be su ciently small and let v = (C 1 u(f) :::: C n u(f)). Then f is given as a unique solution of (3.9) by iteration.
We consider a hyperbolic equation of the second order and we take C 1 u = @u @nj; as the boundary observation where the subboundary ; satis es (2.8): (3.11) u 00 (x t) = u(x t) ; p(x)u(x t) + f(x) (x t) x 2 t > 0 (3.12) u(x 0) = u 0 (x 0) = 0 x 2 (3.13) u(x t) = 0 x 2 @ t > 0:
Moreover in addition to (3.1') we assume In Corollary 3, for the unique solvability, it su ces to verify that f + 1 ( 0) S f = 0 implies f = 0. This is equivalent to the uniqueness in some inverse problem and the method in Bukhgeim and Klibanov 3] may be helpful. In a forthcoming paper, we will treat details of the unique solvability.
x4. Proof of Theorem.
Proof of (1). By Assumption B, (2.11) and (3.1) -(3.4),
which implies the part of (1) of the theorem.
Proof of (2). Henceforth < > F 
Therefore using (1.1) and (2.4), we have
Applying the Green formula and taking into consideration the boundary conditions of u(f) a n d (v), we see 
