ABSTRACT Formulas for the cosines of the higher-order phase invariants that arise in crystal structure analysis are derived as expected values from determinantal joint probability distributions. The values of the cosines of the invariants are expressed in terms of averages over simple functions of known structure factor magnitudes. The formulas are termed "special" to distinguish them from formulas that have more general averages. The latter will be presented in a future publication. The best opportunity for obtaining useful information from these formulas is provided by embedded seminvariants. formed from the invariants by use of relationships among the phases that, arise from the space group symmetries. In recent years, numerous formulas for the higher-order invariants have been developed in the form of conditional joint probability distributions. The conditional distributions have been derived from alternative formulations ofjoint probability distributions. Hauptman and colleagues have developed distributions (e.g., refs. 6 and 7) by use of a method that had its origins in early work in this area (8, 9) and was further modified to make use of the advantages of the exponential form (10). Giacovazzo developed joint probability distributions (e.g., refs. 11 and 12) by use of-standard formalisms involving the characteristic function .as described by Klug (13).
Linear combinations of the phases of the structure factors that arise in crystal structure analyses by diffraction methods are called invariants if the sum of the subscripts of the phases is equal to zero. The values ofthe invariants are insensitive to the position ofthe reference origin in a crystal and are therefore the quantities that are immediately definable in terms of the intensities of the scattered rays. The intensities are, in fact, proportional to the square of the magnitudes of the structure factors.
The main formula used in phase determination is the triplet phase invariant, KOhl + 4)h2 + Oh, where the reciprocal vectors satisfy h, + h2 + h3 = 0. Quartet invariants, KOh, + Oh2 + Ohs + h4 where h, + h2 + h3 + h4 = 0, have a long history of development and application, starting with Harker-Kasper inequalities (1) and the sigma-3 formula (2). The sigma-3 formula uses special forms of the quartet phase invariant and was used in the early stages of the development of direct methods for phase determination in crystal structure analysis (3, 4) . Re In recent years, numerous formulas for the higher-order invariants have been developed in the form of conditional joint probability distributions. The conditional distributions have been derived from alternative formulations ofjoint probability distributions. Hauptman and colleagues have developed distributions (e.g., refs. 6 and 7) by use of a method that had its origins in early work in this area (8, 9) and was further modified to make use of the advantages of the exponential form (10) . Giacovazzo developed joint probability distributions (e.g., refs. 11 and 12) by use of-standard formalisms involving the characteristic function .as described by Klug (13) .
The formulas to be derived here are expected value formulas rather than conditional distributions. They are obtained from general determinantal joint probability distributions for the structure factors (14) . These determinantal distributions are essentially of the same form as the conditional determinantal distributions obtained earlier by Tsoucaris (15) . All elements of the determinants are variates in the general distributions, whereas in the conditional. distributions all elements in the determinants are assumed to be known except those in the last row and column. Studies concerning the validity of the general determinantal probability distributions have been carried out by Heinerman et al. (16, 17) .
SPECIAL PHASE INVARIANT FORMULAS
The expected value formulas to be derived here are called "special" to distinguish them from a related set of more general formulas that will be presented in a future publication. The determinantal joint probability distributions used here are obtained from equation 15 of ref. 14. The average term in the latter equation is approximated by using only the diagonal parts ofthe determinants in this term, giving for equal atoms, P."m = Nt6,mexp(N1 2DMp) [1] where P.,m is the joint probability distribution ofthe phases and magnitudes of the elements, normalized structure factors, that comprise the determinant of order m, Dm p. The quantity Njm is a normalizing factor, N is the number ofatoms in the unit cell of the crystal of interest, and p represents the elements in the first column of Dmp.
Special Quartet Formula. The application of Eq. 1 to the derivation of the special quartet formula is now illustrated. The particular determinant required is where Srs is the minor of D3py formed when row r and column s of D3,,p are omitted.
The structure factor magnitudes, |El, are known from experiment, but the phases, 4, are not. Therefore, integrations of the joint distributions are made over all phases except, those that comprise the invariants of interest. The result is to obtain joint probability distributions of the phases that comprise the invariants of interest and the magnitudes present in the initial distributions. Eq. 3 is now substituted into Eq. 1, the terms R1I, R2, R3, IEhJI2, JEhkI2, and IEhj+hkl2 are maintained in the exponential functions, and an expansion of the remaining terms in the exponential function is performed. This facilitates the integrations ofthe joint distribution over all phases except those that comprise the invariant of interest. In this case, the integrations are performed over ohi+, and h+hk. The resulting joint probability distribution is used to obtain the desired expected value. Given a joint probability distribution P(R1, R2 Special n-tet Formula. The procedure for deriving the special expected value formula for an n-tet where n = 4, 5, 6, ... is outlined here. It is seen to be a simple generalization of the previous procedure for deriving the Next, [14] is substituted into [1] , the magnitude squared of each element below the diagonal in Dn pi is maintained in the exponential function, and an expansion of the remaining terms in the exponential function is performed. Integrations of the joint probability distribution over all phases except those that comprise the invariant of interest are now to be carried out. In actual practice, these integrations are considered together with the integrations required to obtain the expected values and are performed in whatever order that is convenient.
For the purpose of obtaining an evaluation of the expected value of interest, it is found that the lowest-order term in the joint probability distribution that gives a nonzero contribution to the average value defined by [5] is n-2N(n-2)2/2 R1~..R.2 R2 . [16] The integrations in [16] The determinants represented by v ti ,+1) are generalizations of [8] and [9] to higher order and are characterized by the fact that their diagonals have all elements equal to Erms except one and that one forms part of the n-tet. We use only the diagonal contribution from each M a(a+l) in [17] [18] This result may be compared with [11] [19] is avoided by imposition of the rule i < w.
Probability distribution 1 is valid for the case of equal-atom structures. It is generally found that corresponding terms in probability distributions for unequal-atom structures will differ in their coefficients. The nature ofthe scaling used for formulas 12 and 19 therefore makes the form of these formulas independent of whether equal or unequal atoms are present in a structure.
DISCUSSION
It was pointed out that the assignment of the elements in the first column of Eq. 2 was made in anticipation of the desired result. It is seen that-the subscripts of the normalized structure factor magnitudes on the right side of [12] coincide with those in the first column of [2] . The same correspondence occurs between the subscripts in the first column of [13] and those on the right side of [19] .
There are a number of aspects of probabilistic theories and their applications to structure analysis that are worth noting. In the derivation of probability distributions and expected values, the resulting formulas may be applicable to only a limited range of atomic arrangements. This range is often unknown. In any particular application, therefore, the question arises as to whether the formulas are appropriate for use in view of the varieties of structural regularities that are generally present in crystals. Another consideration concerns the restricted range of experimental data which may also limit the applicability of the formulas. As the complexity of a structure increases, there is a decrease in the number of phase invariants of a particular type whose values can be defined unambiguously by the experimental data normally measured. Evaluations of these matters await proper tests and applications.
By making use of relationships among phases that arise from the symmetry of the various space groups, the phase invariants can be converted into combinations of seminvariants. Seminvariants formed in this way are called embedded seminvariants and formulas 12 and 19 for the invariants become formulas for the embedded seminvariants. The embedded seminvariants provide a great number of opportunities to generate new formulas. They are likely to prove to be the most fruitful way to use formulas 12 and 19. Further discussion of this matter will be presented in a forthcoming publication (18) .
