We apply retrospective cost adaptive control (RCAC) 
INTRODUCTION
The goal of robust control is to design controllers that account for prior uncertainty in the plant model. Robust control thus trades performance for uncertainty. In contrast, the goal of adaptive control is to avoid the need to sacrifice performance for modeling uncertainty by modifying the controller online to the actual plant. Adaptive control remains an active area of research [1, 2] .
A common application of adaptive control is to commandfollowing problems, where the goal is to have the plant follow an exogenous signal that is specified at the present time. This problem is usually cast in terms of model reference adaptive control [3] [4] [5] [6] .
For control applications requiring disturbance rejection, adaptive feedforward control algorithms such as filtered-X LMS have been developed [7] . These algorithms do not require knowledge of the disturbance spectrum, but require a direct measurement of the disturbance signal. For applications in which measurements of only the plant response are available, feedback control is needed. For systems with harmonic disturbances having known spectrum, such as active noise and vibration control in helicopters, harmonic steady-state algorithms can be used [8] . For disturbance rejection in the presence of harmonic disturbances with unknown spectra, adaptive feedback control methods have been developed [9] [10] [11] [12] .
A more challenging problem is adaptive disturbance rejection without feedforward measurements in the presence of broadband disturbances. For nonadaptive control with complete modeling information, LQG control can be used; for robust control, extensions to H ∞ are available [13] . Within the context of adaptive feedback control, adaptive LQG control is considered in [14, 15] .
In the present paper we consider the adaptive broadband disturbance rejection using retrospective cost adaptive control (RCAC) [11, 12, 16, 17] . Although broadband disturbance rejection was demonstrated in [11, 12, 16] , no attempt was made to compare the asymptotic performance of the adaptive controller under limited modeling information with the performance of LQG under complete modeling information. This is the goal of the present paper.
To compare the performance of RCAC with LQG, we consider a disturbance rejection problem in which the error signal is the input to the controller. This assumption is for convenience only since RCAC allows distinct error and measurement signals, as in the construction of the LQG cost. In the case where the performance variable does not coincide with the measurements, RCAC requires a measurement of the performance variable, which is not needed by LQG. The possible need for additional measurements by adaptive control reflects the tradeoff The H 2 cost (19) of an arbitrary stabilizing LTI controller of arbitrary order can be evaluated using Fact 3.1. In particular, the LQG controller is the n th -order optimal output feedback controller (9), (10) that minimizes (19) [20] .
Closed-Loop Pole Locations
The LQG control problem is typically solved by combining the solutions to the Linear Quadratic Regulator (LQR) and the Linear Quadratic Estimator (LQE). The closed-loop system has 2n poles, n of which depends on the LQR design, and the remaining n poles depend on the LQE solution. This condition is known as separation principle [21, 22] .
Consider the plant (1) with D 1 = 0. LQR controller is the state-feedback controller u(k) = Kx(k) that minimizes (19) , thus, in (2), C = I n , and D 2 = 0. The closed-loop characteristic equation with LQR satisfies the following Lemma [22] . Lemma 3.1. Let D(z) andD(z) be defined as in (8) , (18) ,
where α is a positive real constant.
We now apply Lemma 3.1 to obtain the high-authority (that is,
Note that any common roots of N (z) and D(z) must lie inside the unit circle since (A, B) is stabilizable and (A, E 1 ) is detectable. Now, consider the polynomial factorization
where β U (z) and β S (z) are monic polynomials of degree n U and n S = n − d − n U respectively, and each NMP zero of G zu (z) is a root of β U (z). Furthermore, let
be the monic polynomial of order n U such that the reciprocal of each zero of β U (z) is a root ofβ U (z). For example, for β U (q) = (q − 1.2) 2 (q − 0.8 − j0.9)(q − 0.8 + j0.9), we havē
Proposition 3.1. Let l u = 1, l z = 1. Then, in the highauthority LQR control with R 2 = 0, the closed-loop poles are the roots ofD
Proof 3.1. Since R 2 = 0, we have E 2 = 0, and, it follows from (5), (23), (24) that
The optimal closed-loop system must be stable since the openloop plant is stabilizable and detectable, hence, the unstable roots of (27) cannot the poles ofD(z). Thus, n − d poles ofD(z) are the roots of β S (z)β U (z). The remaining d poles ofD(z) must be given by z d since otherwise (23) would not hold.
Proposition 3.1 shows that in discrete-time LQR, we obtain a similar result to the continuous-time case: β S closed-loop poles approach the MP zeros, β U poles approach the reciprocals of the NMP zeros, and the remaining poles approach zero, as R 2 approaches zero. Unlike the continuous-time case, the pole locations are symmetric with respect to the unit circle rather than the imaginary axis, as expected from the return difference equation (23).
We now give the dual of the Proposition 3.1 for the closedloop poles assigned by the LQE without proof, which, together with Proposition 3.1, provides the closed-loop pole locations assigned by the high-authority discrete-time LQG compensator under no measurement noise, that is, 
where β yw,U (z) and β yw,S (z) are monic polynomials of degree n yw,U and n yw,S = n − d yw − n yw,U respectively, and each NMP
be the monic polynomial of order n yw,U such that the reciprocal of each zero of β yw,U (z) is a root ofβ yw,U (z).
, wherex is the state estimate obtained with the LQE. The closed-loop system has 2n closed-loop poles, n of which are the roots of
Therefore, the closed-loop poles with the LQG compensator has 2n poles, and, in high-authority with no measurement noise, n S poles are at the MP zeros of G zu (z), n yw,U poles are at the MP zeros of G yw (z), n U poles are at the reciprocals of the NMP zeros of G zu (z), n yw,U poles are at the reciprocals of the NMP zeros of G yw (z), and the remaining d + d yw poles are at zero.
RETROSPECTIVE COST ADAPTIVE CONTROL 4.1 Broadband Disturbance Rejection with RCAC
Retrospective cost adaptive control (RCAC) is a direct, digital adaptive output feedback algorithm applicable to MIMO, possibly nonminimum-phase and unstable plants. For the adaptive system, the matrices A c = A c (k), B c = B c (k), and C c = C c (k) in (9), (10) may be time varying, and thus the transfer function models (16) , (17) may not be valid during controller adaptation. However, (11)- (13) illustrates the structure of the timevarying closed-loop system in whichÃ =Ã(k),D 1 =D 1 (k) and
The goal is to determine the ability of the asymptotic RCAC controller G c,∞ to minimize J(G c ) in the presence of the disturbance w with limited modeling information about the plant and the noise covariances. RCAC requires a measurement of z(k) for controller update. The block diagram of the adaptive feedback system is shown in Figure 1 . To compare RCAC performance to the optimal LQG performance with noise-free measurements, we create a Pareto tradeoff curve involving J s and the normalized control costĴ c △ = J c /R 2 by computing LQG controllers for a range of values of R 2 . Next, to assess the asymptotic performance of RCAC, we simulate RCAC with a white disturbance signal. After convergence, we evaluate
is a realization of the asymptotic controller. Finally, we compare the asymptotic H 2 cost with the LQG Pareto tradeoff curve.
Control Law
We represent Eqs. (9), (10) by
where
and, for all 1
The control law (30) can be reformulated as
"⊗" denotes the Kronecker product, and "vec" is the columnstacking operator.
Retrospective Performance
For a positive integer n f , we define
is the order of G f , and each polynomial entry of D f (q) is asymptotically stable. Next, for k ≥ 1, we define the retrospective performance variableẑ
with
whereΘ(k) is determined by optimization below. If G f is chosen as a finite-impulse-response (FIR) filter with
the performance that would have been obtained if the controller Θ(k) had been used in the past n f steps. In this case, minimizingẑ T (Θ(k), k)ẑ(Θ(k), k) provides the retrospectively optimized controllerΘ(k) for the past n f steps. However, G f need not be constructed using Markov parameters, and, infinite-impulseresponse (IIR) construction of G f provides greater flexibility in the assignment of asymptotic closed-loop pole locations, as discussed in Section 5.
Cumulative Cost and Update Law
For k > 0, we define the cumulative cost function
. In this paper, we choose
where η 0 ≥ 0, and p c ≥ 1. Note that η(k) is a performancedependent weighting which increases as the magnitude of z increases.
The following result provides the global minimizer of the cost function (41). Proposition 4.1. Let P(0) = P 0 and Θ(0) = Θ 0 . Then, for all k ≥ 1, the cumulative cost function (41) has a unique global minimizer Θ(k) given by
and P(k) satisfies
Proof 4.1. The result follows from RLS theory [3, 4] .
CONTROLLER CONSTRUCTION
In this section, we discuss the construction of G f for SISO plants. Extensions to MIMO plants are given in [16] .
We first discuss the NMP-zero-based construction of the numerator polynomial N f (q) of G f . This construction requires knowledge of the NMP-zeros of G zu , if any. Alternative methods for plants with unknown NMP zeros are presented in [19] , which use the performance-dependent weighting η(k) to prevent unstable pole-zero cancellation. Next, we discuss the construction of D f (q) for the assigning target closed-loop poles.
NMP-Zero-Based Construction of N f
We rewrite (1), (3) as
D(q) and the polynomial factorization (24). Assume that H d and the nonminimum-phase (NMP) zeros of G zu , if any, are known. The NMP-zero-based construction of N f is given by
where the choice of n f is explained below in Section 5.2. If G zu is minimum-phase, then β U (q) = 1, and thus
Note that this construction requires the knowledge of the first nonzero Markov parameter H d of G zu , the relative degree d of G zu , and the NMP zeros of G zu .
Construction of D f for Recovering High-Authority
LQG Performance It is shown in [17] that RCAC is able to drive the closedloop dynamics to an arbitrary location determined by the roots of the asymptotically stable monic polynomial D f (q). In particular, n S closed-loop poles cancel the MP zeros of G zu , that is, the open-loop zeros that are not zeros of N f (q). Furthermore, n f closed-loop poles are driven near the roots of D f , and the remaining closed-loop poles are asymptotically driven to zero. In this section, we present a method for exploiting this property so that RCAC can mimic the response of the high-authority LQG controller with no measurement noise.
Consider the n th -order plant (1)- (3) with the n th c -order output feedback controller (33)-(35). For consistency with the LQG controller, we let n c = n, and thus the closed-loop system is of order 2n. Furthermore, we assume that the performance variable z(k) is the input to the controller so that y = z, and the input signal coincides with the disturbance signal, hence B = D 1 , and thus G zu = G yw . Therefore, with R 1 = E T 1 E 1 , R 2 = 0, LQG control places two poles at each open-loop MP zero of G zu , two poles at the reciprocal of each open-loop NMP zero of G zu , and it places the remaining closed-loop poles (that is, 2(n − n S − n U ) = 2d poles) at zero, as discussed in Section 3.2. In order for RCAC to recover the high-authority LQG performance, we let
whereβ U is as defined in (25). Hence, the order n f of D f is n f = n S + 2n U . 
.
To assign the target closed-loop poles at the high-authority LQG locations, we let
so that n f = 3. Thus, it follows from (45) that N f (q) = −2q(q − 1.1).
Numerical Examples
We now illustrate broadband noise rejection with RCAC and compare the performance of the asymptotic controller to LQG. We first consider the case where the only available modeling information for RCAC is the relative degree d and the first nonzero Markov parameter H d of the plant G zu . Next, we consider the case where d, H d , and the plant zeros are known. In this case, we choose D f to assign the target closed-loop poles to high-authority LQG pole locations as discussed in the previous section.
We consider only SISO plants, therefore, l u = l y = 1. In all examples, the plant is scaled so that H d = 1. Furthermore, the unknown standard deviation of the gaussian disturbance σ w is normalized to 1 in all simulations, and, in each example, we set the initial condition x(0) to be a randon vector with x(0) = 5000. In all cases, we let B = D 1 , and y = z, thus G zw = G zu = G yw = G yu . This assumption is not required for RCAC, but it makes the assignment of the target closed-loop poles more convenient since the high-authority symmetric rootlocus depends on only the zeros of G zu in this case. Furthermore, in all examples, we assume that the measurement of z is noisefree. Finally, in each example, we show the time traces of the performance variable z(k) and the controller gain vector θ(k), as well as time-domain and frequency-domain characteristics of the closed-loop system after convergence.
Numerical Examples for Plants with Unknown Zeros
In this section, we consider broadband noise rejection for plants with unknown zeros. Since the zeros are unknown, we set G f (q) = and, to prevent unstable pole-zero cancellation due to the unknown NMP-zeros, we choose η 0 = 0.1. We first simulate the open-loop system for 5 time steps, and then turn RCAC on at k = 5. The closed-loop response is shown in Figure 4 .
Numerical Examples for Plants with Known Zeros
In this section, we consider broadband noise rejection for plants with known zeros. Since the zeros of the plant are known, we construct G f as outlined in Section 5 to asymptotically recover the high-authority LQG performance. 
. RCAC PLACES TWO POLES NEAR EACH OPEN-LOOP ZERO, AND PLACES THE REMAINING POLES NEAR THE ORIGIN. THEREFORE, THE CLOSED-LOOP POLES ARE DRIVEN NEAR THE HIGH-AUTHORITY LQG POLE LOCATIONS.
G zu are known, we let N f = H 1 q and D f = β S (q) = (q − 0.75 − j0.15)(q − 0.75 + j0.15). Therefore, the target closed-loop dynamics are the high-authority LQG pole locations, that is, two poles at each open-loop zero location, and two poles at the origin. We choose P 0 = I 2n , and η 0 = 0. We first simulate the openloop system for 5 time steps, and then turn RCAC on at k = 5. The closed-loop response is shown in Figure 5 . 
and we choose N f = H 1 qβ U (q) = q(q − 2)(q − 1.4). We choose P 0 = I 2n , and η 0 = 0. We first simulate the open-loop system for 5 steps, and then turn RCAC on at k = 5. The closed-loop response is shown in Figure 7 . (q − 1.1 − j0.8)(q − 1.1 + j0.8). We let P 0 = I 2n , and η 0 = 0. We simulate the open-loop system for 5 steps, and then turn RCAC on at k = 5. The closed-loop response is shown in Figure 8 . We simulate the open-loop system for 5 steps, and then turn RCAC on at k = 5. The closed-loop response is shown in Figure  9 .
State Cost and Control Cost with RCAC
We now investigate the asymptotic performance of RCAC in the numerical examples considered in Sections 6.1 and 6.2. In particular, to assess the performance of RCAC, we compute the state cost J s (G c ) and the normalized control costĴ c (G c ) for the asymptotic closed-loop system using the equations given in Fact 3.1.
First, we investigate the performance of RCAC without and with the target closed-loop dynamics assigned at LQG locations. Figure 10 illustrates the performance of RCAC with MP asymptotically stable, MP unstable, NMP asymptotically stable, and NMP unstable plants considered in the previous sections. In all cases, assigning the closed-loop poles to the asymptotic highauthority LQG locations substantially decreases the asymptotic state cost of the closed-loop system, and in most cases, it also provides reduced control effort, except for the NMP stable case.
We now compare the H 2 performance of the asymptotic RCAC controller under limited modeling information with the performance of LQG under complete modeling information. In particular, we focus on the performance of RCAC with D f constructed as in Section 5.2, where the required modeling information is the first nonzero Markov parameter, the relative degree, and the location of the open-loop zeros. Figure 11 illustrates the optimal LQG curve parameterized by the control penalty R 2 , where the point with the lowest state cost corresponds to the LQG controller with R 2 = 10 −10 (high-authority), while the point with the highest state cost correponds to the LQG controller with R 2 = 10 6 (low-authority). Associated with each curve are the asymptotic state cost and control cost of the adaptive controller.
Since the target closed-loop dynamics are assigned to the asymptotic, high-authority LQG pole locations, the adaptive controller coincides with the high-authority LQG controller in each case. 
CONCLUSION
Retrospective cost adaptive control (RCAC) was applied to an H 2 broadband disturbance rejection problem. The basic modeling information required is the first nonzero Markov parameter of the open-loop plant. Furthermore, it is shown through numerical examples that if the open-loop zeros of the plant are also known, the retrospective performance can be defined to allow RCAC recover the high-authority LQG performance. This is done by including the high-authority LQG closed-loop pole locations in the denominator of the filter which is used in the retrospective cost optimization. The configuration of these closedloop poles can be determined by knowledge of only the openloop zeros of the plant.
