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ON INTEGRO-DIFFERENTIAL EQUATIONS OF PARABOLIC TYPE WITH FUNCTIONAL ARGUMENTS
IN UNBOUNDED DOMAINS la paper [5J there was proved, among other theorems, a theorem on the existence of a unique solution of the first Fourier problem in a bounded domain for a system of semilinear parabolic integro-di'fferential equations with functional arguments.
In this paper we extend the above result to a domain unbounded in the direction of the time-axis. At first we derive some estimate of Friedman's type for a solution of the first Fourier problem in the considered domain for a single linear parabolic equation. This estimate enable us to apply the Banach fixed point theorem and to prove the existence mentioned. The same results are also obtained for the half-space.
1. An estimate of the solution of a linear problem Let G be an open domain of the Euclidean space E ^ of the variables (x,t) = (x^,...,xn,t) whose boundary consists of a closed domain RQ of the hyperplane t=0 and of a surface S situated in the half-space t>0.
We assume that for every r> 0 the domain is bounded.
Let h=h(t) be a function defined for t>0 and possessing continuous, non-negative and non-decreasing derivative h'(t). We introduce the following norms: 
1=1
The set of all functions u(x,t) for which |u|,^/ t^a <c»(k=0,1) will be denoted "by ^ hk-nx case h=h(t) = 0 we shall omit the superscript 0. Note that C h is a Banach space. In this section we deduce an estimate for the norm 
u(x,t) = p(x,t), (x,t)f[=E 0 uS 1)
The following assumptions will "be needed (see section 1 of [2] ).
( 2° the coefficients of the operator L satisfy in G' the uniform Holder condition with exponent ae (0,1) independent of t ; 3° the coefficients a.H satisfy the uniform Lipschitz condition on the surface (x,t): ,0 <t < r S r = S n (1.II) The function 9?(x,t) defined on £ possesses an extension $ (x,t) which belongs to C^+/}(G r ) n C2+cc(G r ) (0< </3<1) for every r> 0.
(1.III) For every r>0 the function f(x,t) satisfies in V G the uniform Holder condition with exponent a and
(1.IV) For every r> 0 the surface S r "belongs "both to 02+ct and to C^ (see [2] , p. 257).
It follows from assumption (1.1) the existence of a positive non-increalsing function KQ(r) (r>0) and positive non-decreasing functions K^(r) and K2(r) (r>0) such that (1'.6) |u|^ <a(|f|®f0+ |L$|®0) P r o o ff The first part of the theorem follows from the existence of a unique solution of the problem Lu = f(x,t), (x,t) e u(x,t) = <?(x,t), (x,t)e Y7 = K ° 8 * for every r> 0 (see Theorem 7 of
[l], p. 65). Now we shall prove the second part of the theorem in the case y(x,t) = 0. At first we choose an arbitrary function h=h(t) satisfying the condition 1° of Theorem 1 and such that h(t)^C, + lnf|f(x,t)| ¡J 13 ) (CL=const.),
where Gt = |x : (x,t)e G \ S j . Then |f|^ 0.<~' In the further considerations the functions h(t) and h'(t) will be suitably enlarged (in the case of necessity) in such a manner that their monotonicity and continuity will be preserve. 
3£
where the function k(y,t) (je 3 E, 0 < t"<<^ is defined as follows where the norm is taken with respect to (x,t)e^ and T(x,t;|,r) is defined to be zero for t <r. Hence we obtain, for x,x'eB and t 6(0,<D, the following inequalities 
If xeB and 0 <t <t' <<5", then
Hence and by (1.12) we have
Since the estimates (1.13)-(1»15) hold true also for derivad tives -5-therefore, in view of (1.11),
This inequality together with the estimate (1.7) for the function u^ixjt) imply (by (1.8)) that
where the constant M g > 0 depends only on B,E,a,/3,K 0 (2) and
1^(2).
In order to obtain the boundary estimates for the function u(x,t) in G we use the integral representation of the function U'(z,t) which was established in section 3.2, chapter VII of [1 ], where U'(z,t) is defined by relations (3.5) -(3.11) (of the above-mentioned section 3.2). Proceeding similarly to the proof of the interior estimates (1.16) one can derive counterparts of inequalities (3.20) and (3.21) (of [l]) in the "h-norm". Therefore, as a counterpart of (3*22 where H$> > 0 is a constant depending only on a ,/S , G and K^ip) (i=0,1,2). This inequality will be used for p = = 1,2,... in the case when
Wow we estimate the norm M/JV^ • this purpose let us consider the function v(x,t) = f(t-1)u(x,t), where
It is easy to see that
Since 0<|(t)<1 and 2, therefore, by ( Now we are going to the case when ç?(x,t)#0. Then the function v(x,t)=u(x,t)-$(x,t) is a solution of the problem
We impose the following conditions on the function h(t):
being a positive constant. These conditions yield the re- 
It is easy to see that the function h(t) satisfies condition 1° of Theorem 1 and the inequalities
Hence, in view of the relations (2.9), (2.10) and Remark of section 1, we have It follows from (2.12) that (2.14) |F k (x,t,0,O f O)|^o< -(k=1,...,N).
Now we extend, the function. h(t) into the interval setting (2.15) h(t) = h'(0)t + h(0) for T Q < t < 0 .
According to the above considerations this extended function h(t) fulfils conditions 1° and 2° of Theorem 2. Let us denote byAthe set of all functions u(x,t)eC^ (¿2J such that
Obviously A is a closed set of the space (¿2) • Now for u e consider the problem
Assumptions (2.II), (2.IV)-(2.VI) imply, by Lemma 4 of [2]
and Lemma 2 of [3] , that ^eC^ (G^) for every t> 0, where a. Q =/3a oc. Therefore, in virtue of Theorem 1, problem (2.16) 1 1 N (2.17) has a unique solution This enables us to define a transformation Z by formula Zu=v. Now we shall show that Z maps into itself. It follows from (2.5),(2.IV),(2.V) and condition 1° of (2.VI) that 3. On the Cauchy problem Now let G = E^* (0, and G r = E" * (0, r) (r>0) .We prek serve the meaning of symbols L and L and notation concerning norms and functional spaces, which were used in the previous sections.
In this section we derive an estimate for the norm |u|^+/3 , where u(x,t) is a solution of the problem
2) u(x,0) = <?(x), x eEn .
The above estimate will be applied to prove the existence and uniqueness of solutions of the problem Let us assume that h(t) > C^ + la K^(t). Then q < 00 , whence, by (3.6), we have which implies (3.5). This completes the proof.
Remark.
Note that Remark of section 1 holds true (with obvious modifications) for problem (3.1), (3.2). Now we shall consider problem (3.3), (3.4). The following assumptions will be needed. in the space where = \ x (TQ,°°). Proof.
We proceed similarly as in the proof of Theorem 2. Namely, let us consider the problem is defined by formula (2.11). The further argumentation is the same as in the proof of Theorem 2 after relation (2.14-). Thus the proof is completed.
