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Abstract
Long time dynamics of solutions to a strongly coupled system of parabolic equations
modeling the competition in bio-reactors with chemotaxis will be studied. In particular, we
show that the dynamical system possesses a global attractor and that it is strongly uniformly
persistent if the trivial steady state is unstable. Using a result of Smith and Waltman on
perturbation of global attractors, we also show that the positive steady state is unique and
globally attracting.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
It is the purpose of this paper to study the dynamics of the solutions to a cross-
diffusion system which models the competition in bio-reactors with chemotactic
effects. In particular, onΩ = (0,1), let us consider the following parabolic system{
∂S
∂t
= d0Sxx − uf (S), x ∈Ω , t > 0,
∂u
∂t
= duxx + α(uSx)x + γ u(f (S)− k), x ∈Ω , t > 0,
(1.1)
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with boundary conditions
−d0Sx(0, t)+ r00S(0, t)= S0, d0Sx(1, t)+ r01S(1, t)= S1,
−dux(0, t)+ r0u(0, t)− αSx(0, t)u(0, t)= 0,
dux(1, t)+ r1u(1, t)+ αSx(1, t)u(1, t)= 0,
(1.2)
and initial conditions
S(x,0)= S0(x), u(x,0)= u0(x), x ∈Ω.
The functions S0, u0 are nonnegative continuous functions on Ω . The function
f is Lipschitz continuous and satisfies
f (S) 0, ∀S ∈R and f (S)= 0, if S  0.
A few rigorously mathematical works have been done on (1.1) since the
pioneering works [5,6,14] where Lauffenburger et al. investigated (1.1), for
certain range of parameters, by means of numerical methods. They observed that
the solutions converge to a unique positive steady state. Wang [24] is the first
to establish the global existence of the solution and use bifurcation techniques
to show the existence of at least one positive steady state and its local stability.
His argument seems to work only for the case when the washout steady state
is spatially homogeneous. Using fixed point index theory, in [16,17] we showed
coexistence for systems of two or more equations given on any N -dimensional
bounded domain.
In this paper, we improve Wang’s global existence by going further in showing
the existence of the global attractor for the dynamical system defined by (1.1).
Moreover, we will prove that the instability of the washout solution implies the
persistence property. Finally, for certain range of the parameters, we confirm the
observation in [5,6,14] by showing that there exists a unique positive steady state
to (1.1) which attracts all other solutions.
Let us first specify the parameters of (1.1) and (1.2). Given any positive
numbers D0, D1, α0, k0, k1 with D0 < D1, we consider the following subset
of R5
Λ := {(d, r0, r1, k,α): D0 < d <D1, r0, r1  0, r0 + r1 > 0
−α0 < α < α0, 0< k0 < k < k1
}
. (1.3)
The system (1.1), (1.2) is then defined by some (d0, r00, r01,0,0), (d, r0, r1,
k,α) ∈ Λ and fixed nonnegative reals S0, S1 and positive γ . We then fix the
parameters (d0, r00, r01,0,0) and denote λ= (d, r0, r1, k,α).
The solution space is taken to be
X+ =
{
(S,u): (S,u) ∈H 1+[0,1] ×H 1+[0,1]
}
, (1.4)
where H 1+[0,1] denotes the set of nonnegative functions in H 1[0,1]. For any
given (S0, u0) ∈ X+, the fact that (1.1), which is a triangular system, has
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a unique solution (S(x, t), u(x, t)) defined on some interval (0, Tmax(S0, u0))
(0 < Tmax(S0, u0)  ∞) was established by Amann (see [2]). On the other
hand, since f (0) = 0, it is a simple consequence of maximum principles
that (S(•, t), u(•, t)) ∈ X+, for all t > 0. We then define Tλ(t)(S0, u0) =
(S(•, t), u(•, t)), t ∈ (0, Tmax(S0, u0)) and obtain a local semiflow Tλ(t) on X+.
The rest of the paper is organized as follows. In Section 2, we state our main
technical results which give ultimately uniform estimates for various norms of the
solutions and then establish the existence of the global attractor of the semigroup
Tλ(t). We show the persistence property in Section 3 and the convergence of
solutions to the unique steady state in Section 4. Finally, Section 5 contains the
proof of the main technical result of Section 2.
2. Global existence and global attractor
That Tλ(t) is well defined for all t ∈ (0,∞) can be established if we can show
that the L∞ norms of S,u do not blow up in finite time [3]. In fact, we are able to
go further in showing that various norms of solutions can be controlled uniformly
in the following sense.
Let (S0, u0) ∈ X+ be given and K be a compact subset of Λ, and λ ∈ K .
Let (S,u) be the solution of system (1.1), and I := I (S0, u0, λ) be its maximal
interval of existence (see [3]).
For p  1 and ν  0, let Y be Lp(Ω) or Cν(Ω). We will establish the
following properties for the norm ‖u(•, t)‖Y (or ‖S(•, t)‖Y ).
(P.1) There exists a finite constant C0(K,‖S0‖H 1 ,‖u0‖H 1) such that∥∥u(•, t)∥∥
Y
(
or
∥∥S(•, t)∥∥
Y
)
 C0
(
K,
∥∥S0∥∥
H 1,
∥∥u0∥∥
H 1
)
, ∀t ∈ I. (2.1)
(P.2) Moreover, if I = (0,∞), there exist T (K,S0, u0) > 0 and C∞(K) such
that ∥∥u(•, t)∥∥
Y
(
or
∥∥S(•, t)∥∥
Y
)
 C∞(K), if t > T
(
K,S0, u0
)
. (2.2)
For example, if ‖u(•, t)‖∞,‖S(•, t)‖∞, satisfy the property (P.1) then (2.1)
says that the supremum norms of the solution do not blow up in any finite time
interval, and are bounded by some constant that depends on the initial conditions
and can be chosen uniformly with respect to the parameters defining (1.1). This
implies that the solution exists globally (see [2]) and I (S0, u0, λ) = (0,∞).
Moreover, if these norms also verify (P.2) then, for t sufficiently large, (2.2)
says that the norms of the solution can be majorized by a universal constant
independent of the initial data. If this is true for all solutions to (1.1) then this
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property implies that there is an absorbing ball for the solutions, and therefore
shows the existence of the global attractor if certain compactness is proven.
Hereafter, let K be a compact subset of Λ and λ ∈ K . Let (S0, u0) ∈ X+ be
given. We first give a simple result on the supremum norm of the nutrient S and
the total mass of the species u.
Proposition 2.1. ‖S(•, t)‖∞ and ‖u(•, t)‖1 satisfy (P.1) and (P.2).
Proof. Because f (S) 0, S verifies the differential inequality
St  d0Sxx, t > 0.
By comparison principles, we have 0  S(x, t)  s(x, t), where s(x, t) is
the solution to the heat equation st = d0sxx , with boundary condition described
in (1.2) and initial data s(x,0)= S0(x). It is well known that s(x, t) is bounded
in any finite time interval (by some constant depending on ‖S0‖∞, which is
in turn bounded by ‖S0‖H 1 thanks to imbedding theorems). Hence ‖S(•, t)‖∞
satisfies (P.1). Moreover, as s(x, t) exponentially converges to the steady state,
which is independent of S0. This proves that ‖S(•, t)‖∞ also satisfies (P.2).
Set y(t)= ∫
Ω
(γ S(x, t)+ u(x, t)) dx . Multiplying the equation of S by γ and
adding the result to the equation of u, we then integrate over Ω to get
y ′(t)= S1 + S0 − r01S(1, t)− r00S(0, t)− r1u(1, t)− r0u(0, t)
− kγ
∫
Ω
u(x, t) dx.
Since u(x, t) 0, we deduce
y ′(t)+ kγy(t) S1 + S0 − r01S(1, t)− r00S(0, t)+ kγ 2
∫
Ω
S(x, t) dx.
Let us denote the right-hand side of the above inequality by ω(t). As we have
shown that ‖S(•, t)‖∞ satisfy the properties (P.1) and (P.2), ω(t) also enjoys the
same properties. That is, there are constants T ,C0,C∞ such that ω(t) satisfies
estimates similar to (2.1) and (2.2). Integrating the above inequality, we have
y(t) e−kγ ty(0)+
t∫
0
e−kγ (t−s)ω(s) ds
= e−kγ ty(0)+
T∫
0
e−kγ (t−s)ω(s) ds +
t∫
T
e−kγ (t−s)ω(s) ds
 e−kγ ty(0)+C0
T∫
0
e−kγ (t−s) ds +C∞
t∫
T
e−kγ (t−s) ds.
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This implies that y(t) is bounded in any finite time interval. Recalling
k > k0 > 0, it is easy to see that the last quantity is bounded by some constant
independent of y(0),C0 if t is sufficiently large. As ‖S(•, t‖∞ satisfies the
properties (P.1) and (P.2), and by the definition of y(t), we conclude that
‖u(•, t)‖1 also satisfies the same properties. ✷
We will prove the main technical result of this paper (Theorem 2.2) which
asserts that, for some ν > 1, the Cν norms of the solution of the coupled
system (1.1) satisfy the properties (P.1) and (P.2). We should remark that the
boundedness of S does not make the proof trivial because the coupling quantity Sx
in the equation for u must be controlled appropriately.
Theorem 2.2. Let K be a compact subset of Λ and λ ∈ K . Let (S,u) is a
solution to (1.1) with its initial data (S0, u0) ∈X+. There exists ν > 1 such that
‖u(•, t)‖Cν(0,1) satisfies the properties (P.1) and (P.2). That is, the Cν norm of
u(•, t) is bounded on any finite time interval, and therefore the solution exists
globally in time. Moreover, there exists a constant C∞(K) independent of the
initial data (S0, u0) such that
lim sup
t→∞
∥∥u(•, t)∥∥
Cν(0,1) C∞(K). (2.3)
Remark 2.3. The proof of this theorem reveals that the constant C∞(K) in (2.3)
depends on the bounds obtained in Proposition 2.1 for ‖S(•, t)‖∞ and ‖u(•, t)‖1.
When blow-up results for the Keller–Segel systems [11,12] are recalled, it
should be mentioned that Theorem 2.2 does not hold for these chemotaxis models
as blow-up may occur even with the L1-norm of solution conserved (see [10]).
The proof of Theorem 2.2 is quite technical and will be therefore given in
Section 5. Our proof is different from those in [20,24]. The boundary conditions
in [20] are independent of time and not coupled in contrast to ours, which are
coupled and thus implicitly time-dependent. In [24], the setting is more related to
ours and a rather complicated iteration technique following Moser and Alikakos
was employed to obtain a global estimate for the L∞ norm of u. Furthermore,
the bounds achieved in [24] depend on the norms of the initial values so that only
global existence results can be deduced from the general theory in [2–4]. Here,
we are able to obtain better estimates even for stronger norms (Cν with ν > 1).
This kind of estimate implies the existence of the global attractor and therefore
sharpens the global existence result of [24].
By (2.3) and the theory in [3], we can assert that
Theorem 2.4. For each λ ∈K , a compact subset of Λ, we assert that
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(i) For any given (S0, u0) ∈ X+, there exists a unique maximal solution (S,u)
which exists globally and stays nonnegative. Furthermore, for any small
τ > 0 and any 0 ρ  σ  1, (S,u) ∈ Cρ([τ,∞), ⊕2i=1 C2(1−σ)[0,1]).
(ii) Let Tλ(t)(S0, u0) be the unique solution described above. Then Tλ(t) defines
a smooth semiflow on X+. That is, the map (t, S0, u0) → Tλ(t)(S0, u0)
from [0,∞)×X+→X+ is continuous and, furthermore, differentiable with
respect to t for t > 0. In addition, for any t > 0, Tλ(t) is compact.
(iii) There exists R(K) > 0 such that, for any bounded W ⊂ X+, there is
finite T (W,K) > 0 such that Tλ(t)(W) is precompact and Tλ(t)(W) ⊂
BX+(R(K)), the ball of radius R in X+, for all t > T (W,K).
We have the following immediate consequence of (iii) of the above theorem
(see [8]).
Corollary 2.5. Assume that the conditions of Theorem 2.4 are satisfied. Then the
dynamical system associated to (1.1) possesses a compact global attractor in X+.
We will show in Section 4 that, for certain range of parameters, this global
attractor consists of the unique steady state solution of (1.1).
3. Persistence
In [16,17] we showed that if the washout state solution (S∗,0) (defined below)
is unstable then there exists a positive steady state solution to (1.1). In general, we
cannot show that all solutions of (1.1) will converge to this steady state. However,
we can establish that the nutrient and the species coexist in the culture in the sense
that the dynamical system Tλ(t) associated to (1.1) is strongly persistent on X+.
Setting u= 0 in (1.1), the washout state solution (S∗,0) is determined by the
equation
S∗xx = 0,
with − S∗x (0)+ r00S∗(0)= S0, S∗x (1)+ r01S∗(1)= S1. (3.1)
The linearization of (1.1) (with α = 0) about this washout state solution leads
to the following Sturm–Liouville problem (using u= 0){
dψxx + γ (f (S∗)− k)ψ = µψ,
−ψx(0)+ r0ψ(0)=ψx(1)+ r1ψ(1)= 0. (3.2)
Remark 3.1. If α = 0, the above eigenvalue problem still coincides with the one
obtained by linearizing (1.1), provided that S∗ is a constant function (otherwise,
there will be an extra term α(ψS∗x )x ). This is the case, for example, when
r0 = S0 = 0. If S∗ is a constant then the principal eigenvalue is given by µ0 =
γ (f (S∗)− k) and the corresponding normalized eigenfunction is ψ(x)≡ 1.
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Multiplying by a test function φ, we obtain the weak form of (3.2).∫
Ω
(−dψxφx + γ (f (S∗)− k)ψφ) dx − r1ψ(1)φ(1)− r0ψ(0)φ(0)
= µ
∫
Ω
ψφ dx. (3.3)
We denote the principal eigenvalue of this problem by µ0 and the correspond-
ing normalized eigenfunction by ψ(x). The fact that µ0 > 0 indicates that the
washout state is unstable (see [16–18]), and we can show that the dynamical sys-
tem (1.1) is uniformly strongly persistent. First of all, we have
Proposition 3.2. Assume that µ0 > 0. There exists a positive constant α0 such
that if ‖αS∗x‖∞ < α0 then the dynamical system associates to (1.1) is weakly
persistent. That is, there is a positive constant η0 such that if (S,u) is a positive
solution to (1.1) then
lim sup
t→∞
‖u‖∞  η0. (3.4)
Proof. Assume that such η0 does not exist then, for any η > 0, there is a solution
(S,u) of (1.1) such that u > 0 and
lim sup
t→∞
‖u‖∞ < η. (3.5)
From the equation of S, we see that v = S∗ − S satisfies{
vt = d0vxx + uf (S),
−vx(0, t)+ r00v(0, t)= 0, vx(1, t)+ r01v(1, t)= 0.
Since ‖S(•, t)‖∞ enjoys (P.1) and (P.2), it is easy to see that the term uf (S)
can be arbitrarily small if η in (3.5) is sufficiently small. Therefore, for any ε > 0,
we can choose η such that ‖S(•, t) − S∗‖C1(Ω) < ε if t  T := T (ε) for some
T (ε) > 0. By continuity of f , such η and T can be even chosen such that∣∣S∗x − Sx ∣∣∣∣∣∣αψxψ
∣∣∣∣+ ∣∣f (S)− f (S∗)∣∣<µ0/4, ∀x ∈ (0,1), t > T . (3.6)
Moreover if α0 is small enough, we also have∣∣αS∗x ∣∣∣∣∣∣ψxψ
∣∣∣∣<µ0/4, ∀x ∈ (0,1). (3.7)
Multiplying the equation for u by ψ and integrating over Ω , we obtain
d
dt
∫
Ω
uψ dx =−
∫
Ω
(
duxψx + αψxuSx − u
(
f (S)− k)ψ) dx
− r0ψ(0)u(0, t)− r1ψ(1)u(1, t)
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=−
∫
Ω
(
duxψx − u
(
f (S∗)− k)ψ) dx − r0ψ(0)u(0, t)
− rψ(1)u(1, t)
+
∫
Ω
u
(
α(S∗ − S)xψx − αS∗xψx +
(
f (S)− f (S∗))ψ) dx
for t > T . By (3.3) with φ = u and (3.6), (3.7), we deduce
d
dt
∫
Ω
uψ dx  µ0
2
∫
Ω
uψ dx.
The above implies that
∫
Ω
uψ dx goes to infinity as t → ∞. Since ψ > 0
on Ω , this contradicts (3.5) and completes the proof. ✷
Remark 3.3. The number η0 depends uniformly on the parameters in Λ. That is,
for any compact subset Λ0 of Λ such that µ0 > 0 for all λ ∈Λ0, we can choose
η0 > 0 such that (3.4) holds for any system (1.1) with λ ∈Λ0. This comes from
the fact that the norm of ‖S(•, t)‖∞ can be estimated uniformly, and therefore η
in (3.5) can be chosen in such a way that (3.6) and (3.7) hold for all systems with
parameters in Λ0.
Proposition 3.2 establishes the weak persistence property of the dynamical sys-
tem when the washout rest point is unstable. We now make use of Proposition 1.2
of [23], which proves that weak persistence implies strong persistence provided
that certain sequential compactness condition (see [23, Condition C1.1]) is veri-
fied. In our case, this condition holds trivially thanks to the uniform estimate on
the Cν norm of the solution in Theorem 2.2. We can thus replace the lim sup in
Proposition 3.2 by lim inf and obtain a stronger result as follows.
Theorem 3.4. Assume that µ0 > 0. The dynamical system Tλ(t) of (1.1) is
uniformly strongly persistent. That is, there exists a positive constant η0 such that
if (S,u) is a solution to (1.1) with u > 0 then
lim inf
t→∞ ‖u‖∞  η0. (3.8)
4. Convergence to steady state
We follow the argument in [19] to show that, for certain range of the parameters
in (1.1), the solutions converge to a unique positive steady state solution. To this
achieve this, we regard (1.1) as a perturbation of the following system{
∂S
∂t
= d0Sxx − uf (S), x ∈Ω , t > 0,
∂u
∂t
= d0uxx + γ u(f (S)− k), x ∈Ω , t > 0,
(4.1)
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−d0Sx(0, t)+ r00S(0, t)= S0, d0Sx(1, t)+ r01S(1, t)= S1,
−d0ux(0, t)+ r00u(0, t)= 0,
d0ux(1, t)+ r01u(1, t)= 0.
(4.2)
In this system, u and S have the same diffusion coefficient d0 and boundary
condition parameters r00, r01. Moreover, there is no cross diffusion term (α = 0).
The argument relies on an abstract result on perturbation of the global attractors
established in [22] for abstract dynamical systems. We state that theorem in order
to discuss the hypotheses.
Theorem 4.1 [21,22]. Let T be a family of semi-dynamical systems parameterized
by Λ. Let (x0, λ0) ∈ U × Λ, BX(x0, δ) ⊂ U for some δ > 0 and assume that
DxT (x, t, λ) exists for (x, t, λ) ∈ BX(x0, δ) × [0,∞) × Λ and for each fixed
t  0, DxT (x, t, λ) is continuous on BX(x0, δ)×Λ. Suppose that T (x0, t, λ0)≡
T tλ0
x0 = x0 for all t  0, U(t) ≡ DxT tλ0x0 defines a strongly continuous semi-
group with negative growth bound (r(U(t)) = exp(−ωt) with ω > 0), and
T tλ0
(x)→ x0 as t →∞ for each x ∈ U . In addition, suppose that:
(H1) There is a subset B of U such that for each x ∈ U and λ ∈Λ, T tλ(x) ∈ Bfor all large t .
(H2) C ≡⋃λ∈Λ T sλ (B) is compact in U for some s > 0.
Then there exists ε0 > 0 and a continuous map xˆ :BΛ(λ0, ε0) → U such that
xˆ(λ0)= x0, T tλ xˆ(λ)= xˆ(λ) for t  0, and
lim
t→∞T
t
λx = xˆ(λ), x ∈ U, λ ∈BΛ(λ0, ε0). (4.3)
This theorem has been used in [19] to obtain convergence result for (4.1). We
recall here the results.
Let µ00 be the principal eigenvalue of the regular Sturm–Liouville problem
d0w
′′ + γf (S∗)w = λw,
−w′(0)+ r00w(0)=w′(1)+ r01w(1)= 0,
where S∗ is the solution to (3.1).
The following is a special case of [19, Theorem 2.3].
Proposition 4.2. Consider (4.1). Let µ00 > 0 be defined as above. There exists
a δ > 0 such that for each k ∈ (0, δ) there is a unique steady state solution
(Ŝ(x; k), uˆ(x; k)) with uˆ(x; k) > 0, and k→ (Ŝ(·; k), uˆ(·; k)) is continuous. The
linearization of (4.1) around the steady state (Ŝ(x; k), uˆ(x; k)) has a negative
principal eigenvalue.
Furthermore, if Tk denotes the semiflow for (4.1) then
Tk(t)(S0, u0)→
(
Ŝ(·; k), uˆ(·; k))
for all k ∈ (0, δ) as t →∞ for every (S0, u0) ∈X+ with u0 ≡ 0.
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We then have the main result of this section
Theorem 4.3. For each λ0 = (d0, r00, r01, k,0) ∈ Λ, with k ∈ (0, δ), there
exists 6 > 0 such that for any λ ∈ BΛ(λ0, 6) there is a unique steady state
solution (Ŝ(x;λ), uˆ(x;λ)) to (1.1) with uˆ(x;λ) > 0, and λ→ (Ŝ(·;λ), uˆ(·;λ)) is
continuous. The linearization of (1.1) around the steady state (Ŝ(x;λ), uˆ(x;λ))
has a negative principal eigenvalue.
Furthermore,
Tλ(t)(S0, u0)→
(
Ŝ(·;λ), uˆ(·;λ))
for all λ ∈BΛ(λ0, 6) as t →∞ for every (S0, u0) ∈X+ with u0 ≡ 0.
Proof. We will apply Theorem 4.1 to the semiflow Tλ. Take the region U to be
the nonnegative cone X+ with ‖u‖H 1 = 0. First of all, let ρ0 be a small positive
number such that B0 := BΛ(λ0, ρ0) ⊂ Λ and if λ = (d, r0, r1, k,α) ∈ B0 then
k ∈ (0, δ). Let K := B0. By Theorem 2.2, there exists a bounded set WK in X+
such that Tλ(t)(S,u) ∈WK for all (S,u) ∈X+ and t sufficiently large.
On the other hand, by continuity of eigenvalues, we can choose ρ0 sufficiently
small such that for all λ ∈ B0 the principal eigenvalue µ0 of the eigenvalue
problem{
dψxx + γ
(
f (S∗)− k)ψ = µψ,
−ψx(0)+ r0ψ(0)=ψx(1)+ r1ψ(1)= 0
(4.4)
is also positive. By Theorem 3.4 (see also Remark 3.3), there exists η0 > 0
such that, for any λ ∈ B0 and (S0, u0) ∈ X+, if u is the second component of
Tλ(t)(S0, u0) then
lim inf
t→∞
∥∥u(•, t)∥∥
H 1  η0.
In the hypothesis (H1) of Theorem 4.1 let
B :=WK ∩
{
(S,u) ∈X+: ‖u‖H 1 > η0/2
}
.
By (iii) of Theorem 2.4 and Theorem 3.4, it is clear that (H1) is verified.
Moreover, the Cν (ν > 1) estimate in Theorem 2.2 and imbedding theorems give
the compactness required by (H2). The rest of the assumption of Theorem 4.1
is satisfied by Proposition 4.2. Theorem 4.1 then applies and our theorem is
established. ✷
5. Proofs of technical results
5.1. Proof of Theorem 2.2
In this section we will prove the main technical result Theorem 2.2. The
proof of this theorem will base on several lemmas. We first need some standard
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estimates from the theory of parabolic equations. Since the boundary conditions
of (1.1) are implicitly time dependent and nonlinear in general, these estimates
are not available immediately. Therefore, we will introduce a simple change
of variables to reduce the time dependent Robin boundary condition to a
homogeneous Neumann one as follows. Consider the equation
∂u
∂t
= auxx + b(x, t)ux + c(x, t)u+ f (x, t), x ∈ (0,1), t > 0,
−ux(0, t)+ α0(t)u(0, t)= 0,
ux(1, t)+ α1(t)u(1, t)= 0, t > 0,
u(x,0)= u0(x), x ∈ [0,1].
(5.1)
We easily check that
Lemma 5.1. Let u be a solution to (5.1). Suppose that there exist differentiable
functions r0(x, t), r1(x, t) such that r0(0, t)= α0(t), r1(1, t)= α1(t). We set
R(x, t)=
∫ x
0
{
sr1(s, t)+ (s − 1)r0(s, t)
}
ds and
w(x, t)= eR(x,t)u(x, t). (5.2)
Then w satisfies the homogeneous Neumann boundary condition problem.
∂w
∂t
= awxx + b¯wx + c¯w+ eRf (x, t), x ∈ (0,1), t > 0,
∂w
∂n
(x, t)= 0, x ∈ {0,1}, t > 0,
w(x,0)= eR(x,0)u0(x), x ∈ [0,1].
(5.3)
where b¯ = b− 2aRx , c¯= c− bRx + a(R2x −Rxx)+Rt .
Depending on the smoothness of ri , various norms of u and w are equivalent.
For example, if ri(x, t) is continuous and bounded in x, t then R(·, t) is of
class C1. So, the H 1 norm of u can be majorized by that of w and many properties
of (5.3) can be carried over to (5.1). Therefore, we will study (5.3).
For any t > τ  0, we denote Qt = (0,1)× [0, t] and Qτ,t = (0,1)× [τ, t].
For r ∈ (1,∞), let W 2,1r (Q), with Q is one of the cylinders Qt,Qτ,t , be the
Banach space of functions u ∈ Lr(Q) having generalized derivatives ut , ux,uxx
with finite Lr(Q) norms (see [13, p. 5]). For s  0, r ∈ (1,∞) we also make
use of the fractional order Sobolev spaces Wsr =Wsr (0,1) (see, e.g., [1,13] for a
definition).
Let us consider the parabolic equation
∂v
∂t
=A(t)v + f (x, t), x ∈ (0,1), t > 0,
vx(0, t)= vx(1, t)= 0, t > 0,
v(x,0)= v0(x),
(5.4)
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where A(t) is a uniformly regular elliptic operator, with domain of definition
W 2r (0,1). If the coefficients of the operator A(t) are uniformly Hölder continuous
in a cylinder Q then it is well known that (see, e.g., [7, Sections II.16–17]), for
each t > 0, r > 1 and any β  0, the fractional power Aβ(t), with its domain
of definition D(Aβr (t)) in Lr(0,1), of A(t) is well defined [7]. We recall the
following imbedding (see [9]).
D
(
Aβr (t)
)⊂ Cµ(0,1), for 2β > µ+ 1/r. (5.5)
Next, we collect some well known facts about (5.4).
Lemma 5.2. Let r ∈ (1,∞). Assume that the coefficients of A(t) are locally
bounded and Hölder continuous. Let u be a solution of (5.4).
(i) Let t > τ  0. If f ∈ Lr(Qτ,t ), for some r > 3, we have
‖u‖
W
2,1
r (Qτ,t )
C
(‖f ‖Lr (Qτ,t ) + ∥∥u(•, τ )∥∥W 2−1/rr (0,1)), (5.6)
where the constant C depends on the length t − τ of the cylinder Qτ,t and
the Hölder norms of the coefficients of A(t) on Qτ,t .
(ii) Let r > 1 and f (•, t) ∈ Lr(0,1). Assume that the coefficients of A(t) are
bounded in (0,∞)× (0,1). For any β ∈ [0,1], we have∥∥Aβ(t)v(t)∥∥
r
Cβt−βe−δt‖v0‖r
+Cβ
t∫
0
(t − s)−βe−δ(t−s)∥∥f (•, s)∥∥
r
ds, (5.7)
for some constants δ,Cβ > 0.
Remark 5.3. The proof of (i) can be found in [13, Theorem 9.1] where Dirichlet
boundary condition was considered but the same result holds as well for Neumann
boundary condition (see [13, p. 351]).
In the proof below we will use the notations ω(t),ω1(t), . . . to denote
quantities that depend on the parameters defining (1.1) and on various spatial
norms of S(•, t) and u(•, t). Hence, they are functions defined for t ∈ I , the
maximal existence interval of S, u. More importantly, if the spatial norms of S, u,
which define ω(t), satisfy the properties (P.1) and (P.2) (i.e. (2.1) and (2.2)) then
ω(t) also enjoys similar properties. That is,
(P.1′) If the spatial norms of S, u, which define ω(t), satisfy the properties (P.1),
then there exists a finite constant C0(K,‖S0‖H 1,‖u0‖H 1) such that
ω(t) C0
(
K,
∥∥S0∥∥
H 1 ,
∥∥u0∥∥
H 1
)
, ∀t ∈ I. (5.8)
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(P.2′) Moreover, if I = (0,∞) and the spatial norms of S, u, which define ω(t),
satisfy the properties (P.2), then there exist finite numbers T (K,S0, u0) > 0
and C∞(K) such that
ω(t) C∞(K), if t > T
(
K,S0, u0
)
. (5.9)
Going back to the solutions of (1.1), we first have the following estimate for S.
Lemma 5.4. There exist functions ω0, ω1 that satisfies (P.1′) and (P.2′), and real
numbers δ > 0, r > 1, β ∈ (0,1) and µ  0 such that 2β > µ + 1/r , and the
following holds:
∥∥S(•, t)∥∥
Cµ(0,1)  ω0(t)+
t∫
0
(t − s)−βe−δ(t−s)ω1(s)
∥∥u(•, s)∥∥
r
ds. (5.10)
Proof. The proof is elementary using the change of variables as in Lemma 5.1
so that (ii) of Lemma 5.2 can be applied here to the equation for S. Recall the
form of the nonlinearity, Proposition 2.1 shows that ‖S(•, t)‖∞, and therefore
‖f (S(•, t))‖∞, satisfy (P.1′) and (P.2′). From the imbedding (5.5), (5.10) then
follows. ✷
Next, we will make use of Lemma A.1 and Proposition A.3 in Appendix A to
show that the Lp norms of the solution verify (P.1) and (P.2) for any p  1. In
fact, this is the crucial step in proving Theorem 2.2.
Lemma 5.5. For any finite p  1, ‖u(•, t)‖p satisfies the properties (P.1)
and (P.2).
Proof. The proof is by induction on p. For p = 1, the statement is proven in
Lemma 2.1. We suppose it is true for some p  1. Let us denote U = up . We
multiply the equation for u by u2p−1 and integrate over [0,1]. Using integration
by parts, we easily derive
d
dt
∫
Ω
U2 dx + d
∫
Ω
U2x dx  Cp
∫
Ω
(|UUxSx | +U2)dx. (5.11)
Set y(t)=
∫
Ω
U2(x, t) dx. By [15, Lemma 2.4], for any ε > 0, we have that
∫
Ω
U2 dx  ε
{∫
Ω
U2x dx + ‖U‖21
}
+C(ε)‖U‖l1, (5.12)
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for some positive constants C(ε), l. We use the above inequality with ε = d/2
for the integral of U2 on the right-hand side of (5.11). Recalling the induction
assumption on ‖u(•, t)‖p , and hence on ‖U(•, t)‖1, we obtain
y ′(t)+ d
2
∫
Ω
U2x dx  Cp
∫
Ω
|UUxSx |dx +ω0(t), (5.13)
for some ω0 that satisfies (P.1′) and (P.2′). We next estimate the integral of
UUxSx . We have the following estimate (see [13, p. 62–64])
‖U‖∞  C
(‖U‖1 + ‖U‖1/31 ‖Ux‖2/32 ). (5.14)
Using the Young inequality, the above estimate and the induction hypothesis,
we have∫
Ω
|UUxSx |dx
 ε
2
∫
Ω
U2x dx +C(ε)
∫
Ω
U2S2x dx
 ε
2
∫
Ω
U2x dx +C(ε)‖U‖2∞
∫
Ω
S2x dx
 ε
2
∫
Ω
U2x dx +C(ε)ω1(t)
{
1+
(∫
Ω
U2x dx
)2/3}∫
Ω
S2x dx
(Young inequality)
 ε
∫
Ω
U2x dx +C(ε)ω2(t)
{‖Sx‖22 + ‖Sx‖62}. (5.15)
Using (5.10), with β ∈ (0,1) and r ∈ (p,2p) are chosen such that 2β >
1+ 1/r , we get
∥∥Sx(•, t)∥∥∞  ω3(t)+C
t∫
0
(t − s)−βe−δ(t−s)ω4(s)
∥∥u(•, s)∥∥
r
ds, (5.16)
for some ωi that satisfy (P.1′) and (P.2′). By Hölder inequality, we also have
‖u‖r = ‖U‖1/pr/p  ‖U‖1/p−θ1 ‖U‖θ2, θ =
1/p− 1/r
1− 1/2 .
Observe that θ can be arbitrarily small if r is close to p. From now on, we will
choose r > p such that 6θ < 1. Using the above in (5.16) we obtain
∥∥Sx(•, t)∥∥∞  ω3(t)+
t∫
0
(t − s)−βe−δ(t−s)ω4(s)yθ (s) ds.
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Applying this and (5.15) in (5.13), we derive
y ′(t)+ d
2
∫
Ω
U2x dx  ω5(t)+ω6(t)
{
K2(t)+K6(t)}, (5.17)
where
K(t)=
t∫
0
(t − s)−βe−δ(t−s)ω4(s)yθ (s) ds
and ωi satisfies (P.1′) and (P.2′). By (5.12) and the induction assumption,∫
Ω
U2 dx  d
2
∫
Ω
U2x dx +ω7(t)
for some function ω7 that satisfies (P.1′) and (P.2′). Combining the quantities ωi ,
we then deduce the following integro-differential inequality
y ′(t)−y(t)+ω8(t)+ω8(t)
{
K2(t)+K6(t)}. (5.18)
We will show that Lemma A.1 and Proposition A.3 in Appendix A can be
used here to show that y(t) satisfies (5.8), (5.9). This implies that ‖u‖2p satisfies
(2.1), (2.2), and completes the proof by induction.
We define the functional
f (t, y)=−y(t)+ω8(t)+ω8(t)
{
K2(t)+K6(t)}. (5.19)
Since ω8 satisfies (5.8), (5.9), we can find positive constants Cω = C0(K,
‖S0‖H 1 ,‖u0‖H 1) such that ω8(t) Cω for all t ∈ I . Let
C1 := sup
t>0
t∫
0
(t − s)−βe−δ(t−s) ds 
∞∫
0
s−βe−δs ds <∞,
because β ∈ (0,1) and δ > 0. We then set
F(y,Y )=−y +Cω +Cω
{(
C1Y
θ
)2 + (C1Y θ )6}.
Obviously f , F satisfy the conditions (F.1), (F.2) if 6θ < 1. Hence, Lemma A.1
applies and gives
y(t) C0 := C0
(
K,
∥∥S0∥∥
H 1,
∥∥u0∥∥
H 1
)
, ∀t ∈ I (5.20)
for some constant C0, which may still depend on the initial data since F does. We
have shown that y(t) satisfies (P.1′). We now seek for uniform estimates. Suppose
that I = (0,∞). By (5.9), we can find τ1 > 0 such that ω(s) C∞ = C∞ + 1 if
s > τ1. Let t > τ  τ1 and assume that y(s) Y for all s ∈ [τ, t]. Let us write
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K(t)=
τ∫
0
(t − s)−βe−δ(t−s)ω4(s)yθ (s) ds
+
t∫
τ
(t − s)−βe−δ(t−s)ω4(s)yθ (s) ds = J1 + J2.
By (5.20), there exists some constant C(S0, u0) such that ω4(s)yθ (s) 
C(S0, u0) for every s. Hence, we can find τ ′ > τ such that J1  1 if t > τ ′.
We then have
K(t) 1+ C∞C∗Y θ ,
where C∗ = sup
t>τ,τ>0
t∫
τ
(t − s)−βe−δ(t−s) ds <∞.
Thus, for t > τ ′ we have f (t, y)G(y(t), Y ) with
G
(
y(t), Y
)
=−y(t)+ C∞ + C∞
{(
1+ C∞C∗Y θ
)2 + (1+ C∞C∗Y θ )6}. (5.21)
We see that G is independent of the initial data and satisfies (G.1)–(G.3) if
6θ < 1. Therefore, Proposition A.3 can be applied here to complete the proof. ✷
With all these preparations in hand, we now give
Proof of Theorem 2.2. We first apply (i) of Lemma 5.2 to the equation for S.
Since ‖u(•, t)‖p satisfies (P.1) and (P.2) for any p large, we see that uf (S) ∈
Lq(Qτ,t ) for any q > 1. In fact, with τ = t − 1, ‖uf (S)‖Lq(Qτ,t ), as a function in
t , verifies (5.8) and (5.9). We have
‖S‖
W
2,1
q (Qτ )
 C
(∥∥uf (S)∥∥
Lq(Qτ )
+ ∥∥S(•, τ )∥∥
W
2−1/q
q (0,1)
)
. (5.22)
Choosing β ∈ (0,1) (close to 1) and r sufficiently large such that 2β >
2 − 1/q + 1/r , Lemma 5.4 states that the norm of S(·, t) in C2−1/q(0,1), and
therefore W 2−1/qq (0,1), satisfies (P.1′) and (P.2′) for any q > 1. We then conclude
that the quantity ‖S‖
W
2,1
q (Qτ,t )
, for any q > 1, also verifies (P.1′) and (P.2′).
We now turn to the equation for u. At x = 0,1, Sx can be solved in terms of S
from the boundary condition for S. Thus, the boundary condition for u can be
rewritten as
ux(0, t)+ r¯0
(
t, S(0, t)
)
u(0, t)= 0,
ux(1, t)+ r¯1
(
t, S(1, t)
)
u(1, t)= 0,
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for some functions r¯0, r¯1. We then set ri(x, t) = r¯i (t, S(x, t)). We now use a
change of variables w = eRu as in Lemma 5.1, with
R(x, t)=
x∫
0
(
sr¯1
(
t, S(s, t)
)+ (s − 1)r¯0(t, S(s, t)))ds,
to see that w satisfies
∂w
∂t
= dwxx + bˆwx + fˆ (x, t),
with Neumann boundary condition. Here, for a = d , b = αSx , c = 0 and f¯ =
γ u(f (S)− k)+ αSxxu,
bˆ= b− 2aRx = αSx − 2d
(
xr1(x, t)+ (x − 1)r0(x, t)
)
,
fˆ = eRf¯ + u[−αSxRx + d(R2x −Rxx)+Rt )].
Note that the coefficient bˆ depends only on S,Sx whose spatial Hölder norms,
as functions in t , satisfy (2.1), (2.2). Therefore, bˆ is Hölder continuous with
uniformly bounded norm. Let Aˆ(t) be the operator corresponding to the equation
above. By Lemma 5.2, for any t > 1 and τ = t − 1 > 0, we have∥∥Aˆβ(t)w(t)∥∥
r
C
∥∥w(τ)∥∥
r
+Cβ
t∫
τ
(t − s)−βe−δ(t−s)∥∥fˆ (•, s)∥∥
r
ds, (5.23)
for some fixed constants C,δ,Cβ > 0. By Hölder inequality we can estimate the
second term as follows.
t∫
τ
(t − s)−βe−δ(t−s)∥∥fˆ (•, s)∥∥
r
ds

( t∫
τ
(t − s)−qβe−qδ(t−s) ds
)1/q
‖fˆ ‖Lr (Qτ,t ), (5.24)
where 1/q + 1/r = 1. From the definition of R, fˆ and the facts that ‖S(•, t)‖∞ ,
‖Sx(•, t)‖∞, ‖S‖W 2,1q (Qτ,t ) and ‖u(•, t)‖p , for any p,q > 1, satisfy (P.1′) and
(P.2′), it is not difficult to see that fˆ ∈ Lr(Qτ,t ) and ‖fˆ ‖Lr(Qτ,t ) enjoy (5.8)
and (5.9) for any r large. Therefore, given any β ∈ (0,1), if we choose r large
enough such that q = r/(r − 1) sufficiently close to 1 then it is easy to see that
the integral on the right-hand side of (5.24) is finite. Moreover, the quantity on the
right-hand side satisfies (5.8), (5.9). Using this in (5.23), we have shown that, for
Y =D(Aˆβr (t)), ‖w(t)‖Y verifies (P.1) and (P.2) for any β ∈ (0,1) and r > 1. We
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have the same estimate for ‖u(t)‖Y since we have shown that S(·, t) ∈ C1,γ (0,1)
for any γ ∈ (0,1). Using the imbedding (5.5) with ν = 2β − 1/r > 0 and β, r
chosen such that ν > 1, we prove the theorem. ✷
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Appendix A
The following auxiliary results are useful in getting estimates for integro-
differential inequalities similar to those encountered in the proof of Lemma 5.5 of
Section 5.
For a function y :R+ →R, let us consider the following inequality
y ′(t) f (t, y), y(0)= y0, t ∈ (0,∞), (A.1)
where f is a functional from R+ × C(R+,R) into R. The following lemma is
standard and gives a global estimate for y .
Lemma A.1. Assume (A.1) and
(F.1) Suppose that there is a function F(y,Y ) :R2 → R such that f (t, y) 
F(y(t), Y ) if y(s) Y , for all s ∈ [0, t].
(F.2) There exists a real M such that F(y,Y ) < 0 if y,Y M .
Then there exists finite M0 such that y(t)M0, for all t  0.
Proof. The proof is standard. We set M0 = max{y0,M} + 1 and show that
y(t)M0, for all t . If this is not true then there exist t > 0 such that y(s) <M0
for all s ∈ [0, t) and y(t) =M0 with y ′(t)  0. But, by (F.1) and then (F.2), we
have
y ′(t) f (t, y) F(M0,M0) < 0.
This contradiction completes the proof. ✷
Remark A.2. In (F.1), the inequality f (t, y)  F(y,Y ) is not pointwise. It
requires that y(s) Y on the interval [0, t] not just that y(t) Y . Such situation
usually happens when f (t, y) contains integrals of y(t) over [0, t].
The above constant M0 still depends on the initial data y0. Moreover, the
function F may also depend on y0 too. Next, we consider conditions which
guarantee uniform estimates for y(t) when t is sufficiently large.
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Proposition A.3. Assume (A.1) and
(G.1) There exists a continuous function G(y,Y ) :R2 → R such that for τ
sufficiently large, if t > τ and y(s) Y for every s ∈ [τ, t] then there exists
τ ′  τ such that
f (t, y)G
(
y(t), Y
)
, if t  τ ′  τ . (A.2)
(G.2) The set {z: G(z, z)= 0} is not empty and z∗ = sup{z: G(z, z)= 0}<∞.
Moreover, G(M,M) < 0, for all M > z∗.
(G.3) For y,Y  z∗, G(y,Y ) is increasing in Y and decreasing in y .
If M0 = lim supt→∞ y(t) <∞ then
lim sup
t→∞
y(t) z∗. (A.3)
Proof. If M0  z∗ then there is nothing to prove. So, assume that M0 > z∗.
First, let M > z∗. Since G(z∗, z∗) = 0 we have G(z∗,M) > 0 (because
G(z∗, ·) is increasing, by (G.3)). This and the fact that G(M,M) < 0 implies
the existence of a number z ∈ (z∗,M) such that G(z,M) = 0. Let z(M) be the
largest of such z in (z∗,M). By (G.3), we have
G
(
z(M),M
)= 0 and G(y,M)< 0, ∀y ∈ (z(M),M]. (A.4)
Now, for t large, says t  T , we have that y(t) M for some M > z∗. By
(G.1), we can find T0  T such that
y ′(t)G
(
y(t),M
)
, t  T0, y(T0)M.
Comparing y(t) with the solution of Y ′(t)=G(Y(t),M), t > T0 and Y (T0)=
M , we conclude that y(t) Y (t) for all t  T0. From (A.4) we see that Y (t)→
z(M) as t →∞. Thus, for any given ε > 0, there exist T1 > T0 and ε1 ∈ (0, ε)
such that z(M)+ ε1 <M and y(t) Y (t) z(M)+ ε1 for all t > T1.
Since z(M) > z∗, the above argument can be repeated with z(M)+ ε1 in place
of M to show that there exist sequences of positive numbers {Tj }, {εj } and {kj }
such that k0 =M , limj→∞ εj = 0, limj→∞ Tj =∞ and
kj+1 = z(kj )+ εj < kj , y(t) kj , ∀t  Tj .
Since kj is decreasing and bounded from below by z∗, kj converges to some
z  z∗ satisfying G(z, z) = 0 (because G(kj+1 − εj , kj ) = 0 for all j and
εj → 0). Since z∗ is the largest of such solutions, we must have z = z∗. Thus,
lim supt→∞ y(t) z∗. ✷
Remark A.4. Condition (G.3) is only used to guarantee the existence of z(M)
that has the property (A.4). One can see that the proof works well with functions
satisfying (A.4) for any given M > z∗.
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