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Préambule
De toute évidence, le document que vous lisez actuellement ressemble à un livre qui
parle de Résonance Magnétique Nucléaire.C’ st avant tout un ouvrage en cours d’écri-
ture. Il a pour origine ma propre découverte à la fois de la RMN et d’uno til théorique
qui m’a permis de faire un lien entre les incantations rituelles effectuées autour d’un spec-
tromètre et le résultat qui en sort, à savoir un spectre qui renseigne sur la structure d’une
substance encore inconnue.
Les premières lignes de cet ouvrage ont été écrites vers la findes années 1980 sur un
MacIntosh avec un logiciel de traitement de texte très répandu alors (et encore aujour-
d’hui). Le texte initial a dormi pendant des années. J’en ai ch ngé de temps en temps le
support physique (une disquette) pour le préserver des outrages du temps. Dans sa forme
actuelle, la composition typographique est réalisée avec LATEX, dans un environnement in-
formatique libre, Linux. Les quelques figures présentes sont réalisées en Postscript (écrit
à la main ou produit par programme), ou avec LATEXdirectement et son étonnant package
PSTricks.
Le texte qui suit est certainement très incomplet, il contient des fautes de typogra-
phie, d’orthographe et de syntaxe ; il y manque des figures quieraient bien venues pour
illustrer certains propos un peu arides. C’est un ouvrage en évolution lente, que j’enrichis
quand j’en ai le loisir.
Le but recherché est de présenter la RMN à un niveau élémentaire (le mien), en ayant
pour bagage quelques connaissances de physique de base supportées ar un peu de ma-
thématiques, surtout dans les chapitres 1 et 2, à l’occasionde la transformation de Fourier
et du traitement du signal. Une présentation des diagrammesénergétiques est donnée au
chapitre 3. Le volumineux chapitre 4 présente les règles de calcul qui permettent d’ana-
lyser la majorité des séquences impulsionnelles courantese RMN des liquides, tant que
la relaxation n’y intervient pas. Il présente aussi les bases du cyclage des phases et l’uti-
lisation des impulsions de gradient de champs statique. Leschapitres suivants analysent
iii
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le fonctionnement des expériences les plus courantes en RMN des liquides. Un chapitre
sur l’attribution de spectres et l’élucidation structurale est prévu, mais il ne fait pas partie
du texte initial, comme d’ailleurs l’utilisation des impulsions de gradient de champ pour
l’imagerie. Les chapitres qui sont déjà écrits ne sont pas pour autant définitivement fixés
dans le marbre et des ajouts seront encore nécessaires.
Conscient de l’effort soutenu que nécessite l’écriture d’unvrai livre et du caractère
aléatoire de sa publication dans un contexte où de nombreux ouvrages sont disponibles
(y compris en français), j’ai décidé, comme d’autres, de laisser mon texte à la disposition
de l’internaute spectroscopiste qui voudra bien en prendreconnaissance, voire tenter d’y
apprendre quelque chose.
Bonne lecture !
Jean-Marc Nuzillard
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Chapitre 1
Aimantation nucléaire
1.1 Généralités
La résonance magnétique nucléaire a initialement été une méthode physique d’in-
vestigation des propriétés magnétiques présentées par cert ins noyaux atomiques. Les
chimistes ont rapidement été convaincus de l’importance decett technique lorsqu’a été
établie la relation entre les fréquences de résonance des noyaux et la nature de leur envi-
ronnement électronique, ouvrant ainsi la voie vers une nouvelle méthode spectroscopique
d’analyse. Des progrès technologiques substantiels autorisent actuellement l’enregistre-
ments de spectres de molécules de haut poids moléculaire tels qu les polymères d’ori-
gine biologique. Les techniques expérimentales de la RMN ontc sidérablement évolué
au cours du temps, à la fois vers la recherche de la meilleure sensibilité possible et vers
une assistance à l’interprétation. La mesure de ces progrèspeut être prise si on consi-
dère, par exemple, qu’il y a quelques décennies les chimistes des substances naturelles
vérifiaient à l’aide d’un spectre de RMN à basse résolution lesstructures obtenues à l’is-
sue de complexes cascades de transformations chimiques. Actuellement des structures de
molécules organiques sont complètement déduites de plusieurs types de spectres à haute
résolution, à une ou deux (voire trois ou quatre) dimensions.
La RMN, au cours de son évolution, a conquis une grande variétéd’u ilisateurs. Les
chimistes des matériaux, et en particulier ceux des polymères, ont bénéficié de la mise
au point de techniques d’enregistrement adaptées aux échantillons solides qui autorisent
l’enregistrement de spectres à haute résolution. L’interprétation des spectres de RMN des
solides a aussi bénéficié de l’apport des techniques bidimension elles. L’étude par RMN
des polymères biologiques à l’état solide est en plein essorméthodologique.
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Le grand public ne connaît l’existence de la RMN que par les extraordinaires images
de l’intérieur du corps humain fournies par l’imagerie de résonance magnétique (IRM).
La RMN donne accès à la concentration et la nature de l’environnement des molécules
d’eau et des graisses contenues dans les tissus biologiques. La détection indirecte de la
concentration de l’oxygène dans les tissus cérébraux a ouvert la voie aux études d’image-
rie fonctionnelle. Des études métaboliques, par exemple enRMN du 31P , permettent de
comprendre et de diagnostiquer les dysfonctionnements musculaires.
Des applications particulières, telle la détermination dela t neur en eau d’un matériau
ou la mesure du comportement en fonction de la température d’ne graisse, sont de plus
en plus souvent effectuées par RMN à basse résolution. Ces méthodes d’analyse se dé-
veloppent particulièrement en milieu industriel. La listed s applications possibles n’est
certainement pas close à l’heure actuelle, mais les principes sous-jacents sont établis dans
leurs grandes lignes depuis l’époque des premiers succès expérimentaux.
La suite de ce chapitre introductif présente un survol de notio s élémentaires néces-
saires à la compréhension de la RMN impulsionnelle. Ces notions seront approfondies au
chapitre suivant, consacré lui aussi à une description purement classique des phénomènes
mis en jeu.
1.2 Le magnétisme nucléaire
Toutes les applications citées ci-dessus mettent en jeu lespropriétés magnétiques des
noyaux atomiques. La physique classique, celle de Newton etde Maxwell, est incapable
de rendre compte de ces propriétés. L’exposé qui suit essaiera de rester intelligible aux non
spécialistes de la physique quantique en introduisant un minimum de concepts étrangers
au sens commun.
Un noyau atomique est constitué de protons et de neutrons, à l’exception du noyau
de l’atome d’hydrogène, constitué d’un unique proton. Un noyau possède, comme toute
particule, une masse et une charge électrique. Il possède aussi un moment cinétique
−→
L et
un moment magnétique
−→
M. Ces deux grandeurs physiques caractérisent un mouvement de
rotation propre (sur elle-mêmes) des particules. Une sphère omogène tournant sur elle-
même possède un moment cinétique propre, grandeur vectorielle dont les caractéristiques
sont :
– sa norme, proportionnelle à la fréquence de rotation,
– sa direction, identique à celle de l’axe de rotation,
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– son sens, défini de façon conventionnelle par le sens de déplacement d’un tire-
bouchon ordinaire qui serait solidaire de la sphère.
Rien en mécanique classique ne prédispose
−→
L à posséder des valeurs particulières ni pour
sa normeL ni pour la valeur algébriqueL−→u de sa projection sur un axe quelconque de
vecteur directeur−→u . Le moment cinétique des noyaux atomiques, au contraire, possède
une norme qui ne dépend que de la nature du noyau considéré etL−→u ne peut prendre
qu’un nombre limité de valeurs. La valeur deL se calcule à partir d’un nombre entier ou
demi-entierI appelé nombre de spin (ou spin). Les valeurs possibles deL−→u se déduisent
du nombremI vérifiant
−I ≤ mI ≤ I (1.1)
oùmI varie par valeurs entières. Ainsi :
L =
√
I(I + 1)~ (1.2)
L−→u = mI~ (1.3)
La rotation interne des noyaux atomiques n’est pas mise en évidence de façon directe mais
elle est la cause de leur moment magnétique
−→
M, grandeur vectorielle dont l’existence
est révélée par l’interaction du noyau avec un champ magnétique, comme indiqué ci-
après. Une spire de surfaceS parcourue par un courant électrique d’intensitéi possède un
moment magnétique
−→
M, représenté par un vecteur de normeM égale au produitiS, de
direction normale à la surface de la spire et de sens lié au sens de circulation du courant
électrique par la règle du tire-bouchon.
Un noyau atomique peut être assimilé à une sphère chargée. Dans son mouvement
de rotation interne, chaque petit élément de volume de la sphère décrit une trajectoire
circulaire et peut donc être considéré comme équivalent à une spire centrée sur l’axe de
rotation, perpendiculaire à cet axe et parcourue par un courant proportionnel à la vitesse
de rotation. Cette image classique d’une sphère chargée en rotation est transposable, avec
les précautions d’usage, à l’échelle nucléaire. Il en résulte l’existence pour un noyau ato-
mique d’un moment magnétique, mais possédant des propriétés particulières liées à la na-
ture même du moment cinétique sous-jacent. Le moment magnétique est proportionnel au
moment cinétique
−→
L . Le coefficient de proportionnalité est une caractéristique d noyau
appelée rapport gyromagnétique, notéeγ. Notons que cette grandeur peut être positive ou
négative. Cela indique bien qu’assimiler un noyau atomique àne sphère uniformément
chargée animée d’un mouvement classique de rotation n’est qu’une vue de l’esprit. Par
ailleurs, le neutron, de charge globale nulle, possède aussi un moment magnétique.
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M etM−→u (mesure algébrique de
−→
M sur un axe quelconque dirigé par un vecteur−→u de
norme 1) s’expriment en fonction deI ,mI etγ :
M = γ
√
I(I + 1)~ (1.4)
M−→u = γmI~ (1.5)
Le moment magnétique d’une particule est mis en évidence parson interaction avec
un champ magnétique
−→
B0 d’intensitéB0. Classiquement, un couple de forces de moment
−→
Γ s’exerce sur la particule :
−→
Γ =
−→
M ∧ −→B0 (1.6)
Ce couple s’annule lorsque
−→
B0 et
−→
M ont même direction, ce qui se traduit par une absence
de variation du moment cinétique de la particule. Elle est alors dans un état d’équilibre
stable si
−→
B0 et
−→
M ont le même sens et instable dans le cas contraire. En effet, Le tra-
vail qu’il faut fournir pour faire passer le système de moment magnétique
−→
M d’un état
de référence à un autre état définit l’énergie d’interactionentre
−→
B0 et
−→
M. L’état de réfé-
rence choisi par convention est celui où
−→
B0 est nul. L’expression classique de l’énergie
d’interaction est alors
E = −−→M.−→B0 (1.7)
qui est minimale lorsque
−→
B0 et
−→
M ont mêmes sens et directions (équilibre stable) et
maximale lorsque
−→
B0 et
−→
M sont de sens opposés (équilibre instable). L’expression de
l’énergie d’interaction, établie d’après les lois de la physique classique, reste valable pour
les noyaux atomiques. Ainsi,
E = −Mz.B0 (1.8)
si on désigne parOz l’axe ayant le sens et la direction du champ magnétique etMz la
mesure algébrique de la projection de
−→
M sur cet axe. E s’exprime en fonction demI
E = −mIγ~B0 (1.9)
La quantification de l’énergie d’un système, c’est-à-dire sa dépendance vis-à-vis d’un
paramètre variant de façon discontinue, est familière au chimiste, au moins en ce qui
concerne l’existence de niveaux énergétiques des électrons da s les atomes et les molé-
cules. La figure 1.1 illustre la répartition des niveaux énergétiques d’un noyau de spinI =
1.
Parmi les noyaux de moment magnétique non nul, les noyaux de spin 1/2 jouent un
rôle particulier. Dans cette catégorie figurent en effet lesnoyaux1H , 13C , 15N , 19F et
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FIGURE 1.1 –Énergie d’une particule de spin 1 en interaction avec un champ magnétique.
31P présents principalement dans les composés étudiés par leschimistes, biochimistes
et biologistes. De plus l’existence d’uniquement deux niveaux énergétiques notésEα
(mI = +1/2) etEβ (mI = −1/2) facilite l’analyse des séquences impulsionnelles com-
munément utilisées.
1.3 La résonance
Mettre en évidence expérimentalement les niveaux énergétiques d’interaction entre un
noyau et un champ magnétique revient à lui fournir l’énergienécessaire pour passer d’un
état énergétique à un autre par l’intermédiaire d’une onde électromagnétique (OEM). Une
OEM est constituée d’un champ électrique et d’un champ magnétique variant de façon
périodique, avec une fréquence notéeν ; elle ne peut échanger son énergie avec la matière
que par quantités finies∆E, appelées quanta d’énergie, telles que
∆E = hν (1.10)
oùh est la constante de Planck (6, 63.10−34 J.s). Cette condition n’est pas suffisante pour
réellement observer un saut (ou une transition) énergétique. Il faut de plus que l’état initial
et l’état final soient liés par les règles de sélection. Dans le cas qui nous intéresse il faut
que la transition énergétique s’accompagne d’une variation demI telle que
∆mI = ±1. (1.11)
Les seules transitions autorisées occasionnent une perte ou un gain d’énergie
∆E = ~γB0 (1.12)
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Pour observer ces transitions il faut soumettre le noyau à une OEM de fréquenceν0 véri-
fiant
E = hν0 = ~ω0 = ~γB0 (1.13)
La quantitéω0 est la pulsation de l’OEM reliée à sa fréquence par la relation
ω0 = 2πν0 (1.14)
La condition de transition, appelée aussi condition de résonance s’écrit donc :
ω0 = γB0 (1.15)
L’OEM agit sur le moment magnétique du noyau par le seul intermédiaire de son champ
magnétique variable noté
−→
B1. L’intensité maximale de ce champ est environ dix mille
fois plus faible que celle du champ statique
−→
B0. Le fait qu’un champ si faible puisse faire
passer le noyau d’un état d’énergie particulier à un autre moins stable justifie le terme de
résonance, par analogie avec les résonances mécaniques ou él ctriques où une excitation
de faible amplitude appliquée à une fréquence convenable est capable de provoquer des
effets de grande amplitude.
Ce qui vient d’être écrit ne concerne qu’un noyau unique. Il n’est pas question de dé-
tecter la résonance d’un seul noyau, vue la faiblesse des énergies mises en jeu. Pratique-
ment, la résonance est observée sur un échantillon macroscopique. La notion de fréquence
(ou de pulsation) de résonance, introduite ici pour un noyauisolé reste correcte pour une
collection de noyaux identiques.
Pour que tous les noyaux identiques de l’échantillon aient la même fréquence de ré-
sonance, c’est-à-dire pour que cette fréquence soit précisément mesurable, il faut que
l’intensitéB0 du champ soit la plus uniforme possible dans le volume de l’échantillon. En
pratique, pour les applications de la RMN à haute résolution∆B0/B0 est de l’ordre de
10−10. Une telle homogénéité du champ est atteinte en corrigeant lchamp magnétique
de l’aimant principal (permanent, électro–aimant résistif ou supraconducteur) à l’aide
d’électro–aimants supplémentaires désignés par le terme anglais de "shims". Pour un type
de noyau donné la fréquence de résonance et l’intensité du champ magnétique sont liés
de façon univoque par la relation 1.15. Par habitude, un spectromètre de RMN est tradi-
tionnellement caractérisé par la fréquence de résonance duproton, qui peut atteindre 1
GHz avec des aimants commerciaux. Ces fréquences sont de l’orre de grandeur de celles
utilisées pour les radio-transmission. C’est pourquoi l’OEM excitatrice est aussi désignée
sous le terme de champ de radio-fréquences (RF).
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1.4 L’aimantation macroscopique
La somme vectorielle des moments magnétiques individuels des différents noyaux
d’un échantillon macroscopique constitue le moment magnétique (ou aimantation) to-
tal de cet échantillon. La mise en résonance d’un noyau par une OEM s’accompagne
d’une variation du nombremI , dont dépendent à la fois l’énergie d’interaction du noyau
avec le champ magnétique
−→
B0 et la composante du moment magnétique sur l’axeOz
du champ magnétique. La mise en résonance de l’échantillon s’accompagne donc d’une
modification de son aimantation totale
−→
Meq. Il est indispensable de comprendre com-
ment
−→
Meq varie sous différentes influences pour prévoir le résultat de oute expérience
de RMN. Comme en mécanique, un système possédant un état initial aussi bien carac-
térisé que possible évolue sous différentes contraintes. Cette analogie a un grand intérêt
puisque l’évolution du moment magnétique total d’un ensembl de noyaux isolés (sans
interaction magnétique mutuelle) est prévisible par application des lois de la mécanique
classique. Seuls les ensembles de noyaux de spinI = 1/2 seront traités à partir de ce
point (sauf indication contraire).
−→
Meq, pour un échantillon soumis au seul champ
−→
B0 est un vecteur de même direc-
tion que
−→
B0. Dans cette situation les composantes de
−→
M perpendiculaires à
−→
B0 pour les
différents noyaux sont réparties de façon aléatoire et s’annule t statistiquement. Seule
reste donc la somme des composantes des
−→
M individuels parallèles à
−→
B0, c’est-à-dire la
somme
−→
M
eq
z des projections individuelles.
L’échantillon est aussi en interaction avec l’extérieur pal’intermédiaire d’échanges
thermiques. L’extérieur joue le rôle de thermostat de température absolueT . Le nombre
de noyaux (aussi appelé population) correspondant à chaqueétat énergétique est alors
gouverné par la loi de Boltzman : la populationp d’un état d’énergieE est proportionnelle
à exp(−E/kT ). Dans le cas particulier des particules de spin 1/2, on notera pα et pβ
les populations des états d’énergiesEα et Eβ associés au valeurs +1/2 et -1/2 demI .
Avec comme hypothèse queγ est de signe positif,Eα est inférieure àEβ, et doncpα est
supérieur àpβ.
pα = Ke
−Eα/kT = Ke+γ~B0/2kT (1.16)
pβ = Ke
−Eβ/kT = Ke−γ~B0/2kT (1.17)
Le facteur de proportionnalitéK se déduit du nombre totalP de noyaux de l’échantillon,
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sachant que
pα + pβ = P (1.18)
A la température ambiante (300 K par exemple), et même aux valeurs es plus élevées
possibles deB0 que l’on utilise pratiquement,γB0/2kT est de l’ordre de10−5.
En approximant alorsexp(x) par1 + x,
pα = P/2.(1 + γ~B0/2kT ) (1.19)
pβ = P/2.(1− γ~B0/2kT ) (1.20)
Le facteurK vaut en effetP/2 pour que l’égalitépα + pβ = P soit bien vérifiée. Sachant
quepα (resp.pβ) noyaux présentent une composanteMz de leur moment magnétique sur
l’axeOz égale à1/2.γ~ (resp.−1/2.γ~) :
Meqz = 1/2.γ~(pα − pβ) = Pγ2~2B0/4kT (1.21)
L’importance de la quantitépα − pβ, appelée différence de population∆P , se comprend
aisément si on considère que l’intensité de l’absorption d’une OEM par l’échantillon est
d’autant plus grande qu’il y a de noyaux à faire évoluer de l’état fondamental vers l’état
d’énergie plus élevé.
Le vecteur
−→
Meq reste aligné avec l’axeOz tant que la seule action magnétique subie
par l’échantillon est celle due au champ
−→
B0. On désignera par la suite par
−→
M l’aiman-
tation totale de l’échantillon dans le cas général, sachantqu’il ne sera plus fait référence
aux moments magnétiques individuels des noyaux. L’action supplémentaire exercée par
l’OEM se traduit par la création d’un état hors-équilibre où
−→
M et
−→
B0 font un angleθ non
nul. Lorsque l’aimantation totale n’est plus celle de l’état d’équilibre, son évolution est
décrite par les équations de la mécanique classique en considérant le mouvement d’une
sphère de moment magnétique
−→
M, de moment cinétique
−→
L , tel que
−→
M = γ
−→
L , plongée
dans le champ
−→
B0. Les lois de la mécanique classique, appliquées à cet objet macrosco-
pique, indiquent que
−→
M tourne autour de l’axeOz à la pulsationω0 = γB0, précisément
égale à la pulsation de l’OEM capable d’induire des sauts énerg tiques. Ce mouvement
de rotation est appelé précession de Larmor.
L’OEM est crée par une paire de spires d’axe perpendiculaireà l’axeOz (ce sera l’axe
Ox par convention) placée au voisinage immédiat de l’échantillo . Après avoir supprimé
l’émission de l’OEM,
−→
M continue son mouvement de précession et sa variation au cours
du temps crée dans ces spires une tension induite proportionnelle à la vitesse de variation
deMx, valeur algébrique de la projection de
−→
M sur l’axeOx. En considérant queMx
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vaut au maximumMeqz (pour θ = π/2) et en prenant pour origine des temps (t = 0)
l’instant où
−→
M évolue librement à partir d’une direction faisant un angleφ avec l’axeOx
Mx(t) =M
eq
z cos(ω0t+ φ). (1.22)
La tension sinusoïdale(t) induite dans les spires a une valeur maximale proportionnelle
àω0 et àM
eq
z . Si ω0 etM
eq
z sont exprimés en fonction deγ etB0, e est proportionnelle
àP , àγ3 et àB20 . La grandeure étant la grandeur physique effectivement mesurée, il est
clair que pour un noyau de rapport gyromagnétique donné, la rsonance sera d’autant plus
facilement détectée que l’échantillon contiendra un grandnombre de noyaux et queB0
sera intense.
Les spires qui entourent l’échantillon constituent la partie inductive circuit oscillant
qui contient par ailleurs un condensateur électrique. Ce circuit constitue un résonateur
qui amplifie par un facteurQ, appelé facteur de qualité, la tension induite par la variation
deMx. L’amplification obtenue est de même nature que celle fournie par la caisse de
résonance d’un violon : le son qu’il produit est bien plus intense que celui émis par une
corde tendue en l’air. La résonance magnétique est en fait détectée grâce à une résonance
électrique.
Ce qui est présenté ci-dessus peut laisser penser que
−→
M reste indéfiniment dans un état
hors équilibre après absorption de l’OEM. Des processus appelés mécanismes de relaxa-
tion font que
−→
M retournera à son état d’équilibre
−→
Meqdans le champ
−→
B0. En conséquence,
les écarts des composantes transversales (perpendiculaires à
−→
B0) et longitudinales (paral-
lèles à
−→
B0) de
−→
M par rapport à leurs valeurs d’origine diminuent selon une loi xponen-
tielle. Cette décroissance est gouvernée par deux paramètres app lés temps de relaxation
longitudinal (notéT1) et transversal (notéT2). Le courant induit dans les spires par l’exis-
tence de la force électromotrice induite peut, s’il est trèsintense, favoriser le retour de
l’aimantation vers l’équilibre. Ce phénomène est désigné sous le terme deradiation dam-
pinget est produit par exemple si l’échantillon contient un solvant protonné.
La figure 1.2 montre la trajectoire de l’aimantation macroscopique depuis un état ini-
tial où elle se trouve dans le plan perpendiculaire à
−→
B0 jusqu’à son retour à l’équilibre.
1.5 Impulsions et onde continue
Les noyaux de la même nature présents dans un échantillon n’ont généralement pas
tous la même fréquence de résonance, en particulier à cause de l’ ffet différencié des
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FIGURE 1.2 – Retour à l’équilibre de l’aimantation macroscopique.
électrons qui entourent les noyaux (voir section 1.6). Deuxstratégies ont été successive-
ment envisagées pour détecter et mesurer ces différentes résonances et se traduisent par
deux façons différentes de manipuler le vecteur
−→
M : il s’agit des méthodes dites "par onde
continue" et "par impulsion". Cette dernière correspond à ce qui vient d’être présenté, à
savoir que
−→
M est écarté de sa position initiale et quee(t) est analysée pendant la phase
de retour à la situation initiale. Sous réserve que la duréeT de la mise hors équilibre
soit suffisamment courte, et plus exactement que1/T soit grand devant l’étendue de la
gamme de fréquences à considérer, tous les noyaux résonnantaux fréquences voisines
de celle de l’OEM subissent une perturbation identique. La tensione(t) recueillie aux
bornes des spires au cours du retour à la situation initiale est une somme de tensions
sinusoïdales de fréquences, d’amplitude et de phases différentes. Le traitement de(t)
nécessite des opérations de changement de fréquence (toutes les fréquences sont dimi-
nuées d’une même quantité par un dispositif électronique afin d’en faciliter le traitement
ultérieur), d’échantillonnage (e t) est mesurée à des intervalles de temps réguliers) et
de conversion analogique-digitale (les résultats des mesures dee(t) sont converties en
nombres binaires). Il en résulte un ensemble de valeurs numériques, manipulables par un
calculateur, qui contient toute l’information présente danse(t). Pour un spectre de RMN
1.5. IMPULSIONS ET ONDE CONTINUE 11
du proton enregistré dans des conditions standard, le tempsnécessaire à l’acquisition des
données est inférieur à 5 secondes. L’analyse harmonique dee(t) (sous forme numérique)
est ensuite réalisée : on obtient pour chaque fréquence l’int nsité de la résonance. Formel-
lement, une fonction du tempse(t) a été convertie en une fonctionS(ω) appelée spectre.
Dans la pratique, le signal numériséS(ω) se déduit dee(t) par transformation de Fourier,
opération mathématique qui est calculée à l’aide d’algorithmes rapides.
Pour des raisons technologiques, la recherche des fréquences de résonance s’est d’abord
effectuée en faisant varier régulièrement et de façon lentela fréquenceνrf de l’OEM ex-
citatrice. L’absorption d’énergie est détectée par la mesure d coefficient de surtension
d’un circuit oscillant dont l’élément inductif est la bobine d’excitation. Une solution plus
simple encore techniquement consiste à maintenir constante l fréquence de l’OEM exci-
tatrice et de faire varier régulièrement l’intensité du champ magnétiqueB0. Pour obtenir
un spectre de bonne qualité, il faut queB0 ouνrf varie lentement. Typiquement, un spectre
de proton standard était enregistré en 10 minutes environ.
Le développement des techniques impulsionnelles se comprend aisément lorsque l’on
compare les possibilités d’amélioration du rapport signal/bruit des spectres. Pendant les
10 minutes de l’enregistrement du spectre par la méthode de l’onde continue, il est pos-
sible de répéterN fois (N = 100, par exemple) le cycle impulsion-acquisition et d co-
additionner les valeurs dee(t) (mises sous forme numérique) pour chaque valeur det. Une
telle manipulation augmente dans un facteurN le signal réellement dû à la réponse des
molécules et par un facteur
√
N le bruit de fond crée par les circuits électronique et dont
la nature est aléatoire. Le rapport Signal sur bruit (S/B) estamélioré dans un rapport
√
N
(soit 10 dans l’exemple choisi). Il a été néanmoins possibled’améliorer aussi le rapport
S/B des spectre en onde continue en additionnant des spectres nregistrés successivement
dans les mêmes conditions. L’obtention de spectres de13C en abondance naturelle est
pratiquement irréalisable sans faire appel à l’accumulation rapide de spectres telle qu’elle
est effectuée par la méthode impulsionnelle.
L’élaboration d’expériences où les noyaux atomiques ne sont pas sollicités par une
seule impulsion mais par des trains (ou séquences) d’impulsions séparés par des délais
fixes ou variables, ouvre la voie à des méthodes d’investigation s ructurale extrêmement
puissantes. Ces méthodes n’ont pas leur équivalent dans le domaine de l’enregistrement
en onde continue et s’appliquent aux molécules en solution,à l’état solide et en imagerie
médicale.
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1.6 Déplacement chimique, couplages
Ce qui précède pourrait laisser penser que pour un type de noyau donné, caracté-
risé par son rapport gyromagnétique la fréquence de résonance n’est déterminé que par
l’intensitéB0 du champ magnétique. Si cela était réellement le cas la RMN serait r s-
tée une curiosité de laboratoire, un peu comme si en spectroscopie infra-rouge toutes les
fréquences de vibration moléculaire correspondaient à un nombre d’onde de 3000 cm−1.
Les électrons entourant un noyau créent un champ magnétiquesupplémentaire sous
l’influence du champ
−→
B0. Il en résulte que le champ magnétique réellement perçu par le
noyau,
−→
B loc0 , dépend de la densité électronique au voisinage de ce noyau.L’environne-
ment chimique d’un noyau, c’est à dire la nature des atomes etdes liaisons environnantes
est donc traduite par des valeurs particulières deBloc0 .
Bloc0 est plus faible queB0 et la différence est proportionnelle àB0. Le facteur de
proportionnalité est appelé constante d’écran (les électrons font écran à
−→
B0 et notéσ :
Bloc0 = B0(1− σ). (1.23)
La relation entreσ et la fonction de densité électronique est connue de manièrethéorique
et les calculs correspondants sont réalisables en quelquesminutes pour des molécules
peu complexes (quelques dizaines d’atomes) sur des ordinateurs accessibles aux centres
académiques.
Le coefficientσ varie le plus souvent dans un intervalle restreint, de 10−5 pour les
protons, de 2.10−4 pour les noyaux de13C. La grandeur utilisée pratiquement n’est pasσ
mais le déplacement chimique notéδ, défini par rapport à la fréquence de résonance d’un
noyau d’une substance de référence comme le tétraméthylsilane (TMS) pour les noyaux
1H et 13C . La grandeurδ est sans unité :
δ =
ν − νTMS
νTMS
× 106. (1.24)
L’usage a fait deδ une grandeur exprimée en ppm, ou parties par million.
L’existence d’un déplacement chimique bien défini présuppose queσ ne dépend pas
de l’orientation relative de la molécule et de
−→
B0. Ceci est faux en général, mais en phase
liquide seule une valeur moyenne deσ st observée. L’effet d’écran n’est décrit correcte-
ment qu’à l’aide d’une matrice (ou tenseur) d’écran.
Le spectre de proton d’un composé organique en solution présente généralement beau-
coup plus de raies qu’il n’y a de type de protons chimiquementdifférents. Cela est dû à
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une interaction magnétique entre noyaux appelée couplage scalaire et dont le médiateur
est le nuage électronique qui entoure les noyaux. L’interacion magnétique directe à tra-
vers l’espace, appelée couplage dipolaire, possède une moynne nulle en milieu liquide
isotrope mais est responsable en partie des phénomènes de relaxation. Dans les solides,
le caractère tensoriel de l’effet d’écran et le couplage dipolaire extrêmement intense (par
comparaison avec les couplages scalaires) donnent lieu à des spectres très complexes qui
peuvent être simplifiés par des techniques dédiées.
Les chapitres suivants seront essentiellement consacrés àla manipulation de l’aiman-
tation d’un échantillon sous l’influence de
−→
B0, des couplages scalaires, ainsi que du
champ électromagnétique excitateur. Ils constituent une bas de connaissance nécessaire
à la compréhension des expériences usuelles utilisées pourl’analyse structurale des mo-
lécules.
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Chapitre 2
Impulsions et transformation de Fourier
Le but de ce chapitre est de donner les bases théoriques de la RMN impulsionnelle,
technique qui a largement supplanté la méthode du passage lent (dit par "onde continue")
grâce aux avantages qu’elle procure en termes de sensibilité principalement. Le nombre
de pages consacrées à ce sujet ne présage pas de la difficulté de la pratique de l’enregistre-
ment de spectres par transformation de Fourier. L’enchaîneme t de toutes les opérations
mentionnées, de la génération des impulsions au tracé du spectre, st totalement automa-
tisable et transparent à l’utilisateur dépourvu de curiosité.
2.1 Équation simplifiée d’évolution de l’aimantation
Le système que nous étudions est un ensemble de noyaux isolésles uns des autres et
tous magnétiquement équivalents. Il peut par exemple s’agir des noyaux1H d’un échan-
tillon de molécules de chloroforme CHCl3 en solution dans du chloroforme deutéré, en
ne considérant que les molécules où l’atome de carbone est l’isotope12C (99 % des cas)
de spin nul. Le cadre théorique de la description des phénomèes physiques est celui de la
mécanique classique, étant donné que seule sera considéréel’évolution de l’aimantation
macroscopique de l’échantillon. L’aimantation totale initiale de l’échantillon, notée
−→
Meq,
(définie au paragraphe 1.4) est soumise à l’action du champ magnétique
−→
B0 seul avant
toute impulsion de l’OEM excitatrice, et après, pendant la période de détection du signal.
Pendant l’impulsion, il faut tenir compte en plus de l’action du champ de radio-fréquence.
Le champ magnétique
−→
B0 étant uniforme, son action sur un système de moment ma-
gnétique
−→
M se réduit à un couple de force
−→
Γ :
−→
Γ =
−→
M ∧ −→B0 (2.1)
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Ce couple de forces modifie le moment cinétique total
−→
L des noyaux de l’échantillon
suivant le principe fondamental de la dynamique :
d
−→
L
dt
=
−→
Γ =
−→
M ∧ −→B0 (2.2)
Le moment magnétique total
−→
M est le produit du moment cinétique total
−→
L par le rapport
gyromagnétique des noyaux :
−→
M = γ
−→
L (2.3)
Ainsi
d
−→
M
dt
= γ
−→
M ∧ −→B0 (2.4)
Les grandeursγ et
−→
B0 sont des données constantes du problème. L’équation 2.4 est
l’équation du mouvement de
−→
M, la résoudre c’est rechercher l’expression de
−→
M(t) à partir
d’un état initial défini ent = 0.
Si à un instant donné,
−→
M est l’aimantation d’équilibre de l’échantillon
−→
Meq, et donc a
la même direction que
−→
B0, alors d
−→
M/dt est nulle et donc
−→
M reste constant. Il n’y a dans
ce cas pas d’évolution de
−→
M, ce qui est le propre d’un état d’équilibre. Dans le paragraphe
qui suit, on considère que
−→
M a déjà été mise hors équilibre au moyen d’une impulsion de
radiofréquence. On considère d’autre part que seule l’action de
−→
B0 s’exerce sur
−→
M, les
phénomènes de relaxation n’étant pas pris en compte.
2.2 La précession de Larmor
Si
−→
k est le vecteur unitaire ayant le sens et la direction de
−→
B0,
−→
B0 = B0
−→
k (2.5)
et donc
d
−→
M
dt
= γB0
−→
M ∧ −→k (2.6)
Si on pose
γB0 = −ω0, (2.7)
l’équation qui régit les variations de l’aimantation totale des noyaux considérés est :
d
−→
M
dt
= ω0
−→
k ∧ −→M (2.8)
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Sans résoudre cette équation différentielle il est possible d’en déduire quelques propriétés
de l’évolution de
−→
M lorsque
−→
B0 est constant. L’égalité obtenue en prenant le produit
scalaire des deux membres de l’équation 2.8 par
−→
k s’écrit
d(
−→
k .
−→
M)
dt
= ω0(
−→
k ∧ −→M).−→k = 0 (2.9)
car le produit vectoriel
−→
k ∧ −→M est perpendiculaire à−→k (et à−→M). La grandeur−→k .−→M est
la mesure algébriqueMz de la projection
−→
Mz de
−→
M sur l’axe de
−→
k (axeOz, figure 2.1).
La quantitéMz est donc invariable au cours du temps.
Le produit scalaire des deux membres de l’équation 2.8 par
−→
M donne :
d
−→
M
dt
.
−→
M = ω0(
−→
k ∧ −→M).−→M = 0 = 1
2
.
dM2
dt
(2.10)
La normeM du vecteur
−→
M est donc invariante au cours du temps. Siθ est l’angle entre
les directions des vecteurs
−→
M et
−→
k , alorsMz = M cos θ. Sachant queMz et M sont
constants,
−→
M évolue en faisant un angle constant avec
−→
B0.
O
x
−→ı
y
−→
z
−→
k −→
Mxy
−→
M−→
Mz
−→
B0 θ
FIGURE 2.1 –Décomposition de l’aimantation en composantes transversale et longitudinale.
Si on décompose
−→
M en la somme des deux vecteurs
−→
Mz et
−→
Mxy comme indiqué sur
la figure 2.1, l’équation 2.8 devient
d(
−→
Mxy +
−→
Mz)
dt
= ω0
−→
k ∧ (−→Mxy +
−→
Mz) (2.11)
Or d
−→
Mz/dt = 0 et
−→
k ∧ −→Mz = 0 (ces deux vecteurs sont colinéaires). L’équation qui régit
les variations de
−→
Mxy est donc formellement la même que celle qui régit celles de
−→
M :
d
−→
Mxy
dt
= ω0
−→
k ∧ −→Mxy (2.12)
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Le vecteur
−→
Mxy est la projection de
−→
M dans le plan perpendiculaire à la direction
de
−→
B0. Sa norme est constante (équation 2.10 appliquée à
−→
Mxy). La norme de la varia-
tion de
−→
Mxy est constante (équation 2.12) puisque
−→
Mxy et
−→
k sont des vecteurs de norme
constante et qu’il sont en permanence orthogonaux. Le vecteur d
−→
Mxy/dt est perpendi-
culaire en permanence à
−→
Mxy. Le mouvement de
−→
Mxy qui répond à tous ces critères ne
peut être qu’un mouvement circulaire uniforme. L’extrémité du vecteur
−→
M décrit donc un
mouvement de rotation uniforme autour de
−→
k , c’est-à-dire au tour de
−→
B0, en faisant avec
ce dernier un angle constantθ.
La résolution explicite de l’équation 2.12 permettra de préciser la fréquence et le sens
de la rotation de
−→
M autour de
−→
B0. Les vecteurs figurant dans l’équation différentielle 2.12
seront projetés sur deux axesOx etOy portant les vecteurs unitaires−→ı , −→ , tous deux
orthogonaux à
−→
k et qui définissant ce qui est communément appelé le plan transversal
xOy.
En posant
−→
Mxy =Mx
−→ı +My−→ (2.13)
l’équation 2.12 devient
dMx
dt
−→ı + dMy
dt
−→ = ω0(
−→
k ∧ −→ı )Mx + ω0(
−→
k ∧ −→ )My = ω0Mx−→ − ω0My−→ı (2.14)
et donc
dMx
dt
= −ω0My (2.15)
dMy
dt
= +ω0Mx (2.16)
En dérivant par rapport au temps les deux membres de l’équation 2.15, et en rempla-
çant dMy/dt par son expression issue de l’équation 2.16 on obtient :
d2Mx
dt2
= −ω20Mx (2.17)
Les solutions de cette équation sont de la forme
Mx = A cos(ω0t+ φ) (2.18)
oùA et φ sont des constantes déterminées par les valeurs initiales deMx etMy. My se
déduit de l’équation 2.15 :
My = A sin(ω0t+ φ) (2.19)
La constanteA est déterminée sachant que
A2 =M2x +M
2
y (2.20)
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et donc queA est la norme du vecteur
−→
Mxy(t = 0), vecteur
−→
Mxy pris à l’instant où
l’évolution libre de l’aimantation commence. A cet instantMx et My valentMxy(t =
0). cosφ etMxy(t = 0). sinφ. L’angleφ est celui que fait
−→
Mxy(t = 0) avec l’axeOx à
l’instant t = 0.
La quantitéω0, appelée pulsation propre, définit la fréquence propreν0 de rotation de
l’aimantation autour de l’axeOz :
ν0 = ω0/2π (2.21)
Lorsque l’échantillon est plongé dans le champ magnétique
−→
B0 il acquiert un moment
magnétique
−→
Meq aligné avec
−→
B0 ;
−→
Mxy(t = 0) est donc nul et reste nul aussi longtemps
que
−→
M n’interagit qu’avec
−→
B0. Ce n’est que lorsqu’une impulsion de radio-fréquence
aura écarté
−→
M de sa position initiale que son mouvement sera la rotation qui vient d’être
déterminée (Figure 2.2). Ce mouvement est appelé précessionde Larmor et s’effectue à
la fréquence
ν0 = −
γB0
2π
(2.22)
X
Y
Z
θ
M
FIGURE 2.2 – Précession de Larmor.
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2.3 Impulsion, référentiel tournant
Le processus qui conduit de l’état d’équilibre
−→
Meq de
−→
M à un état excité résulte de
l’action d’un champ magnétique créé par un courant alternatif sinusoïdal de radiofré-
quence, supposé aligné avec l’axeOx et égal à
−→
B1(t) = 2B
max
1 cos(ω
rft+ φ)−→ı (2.23)
La pulsationωrf du champ variable
−→
B1(t) est a priori quelconque. L’angleφ est appelé
la phase de l’impulsion.
De fait, et par la vertu des équations de Maxwell, le champ variable
−→
B1(t) est associé
à un champ électrique variable. L’association de ces deux champs constitue ce qui jusqu’à
présent était désigné sous le terme un peu vague d’OEM excitatrice. Le fait est que seule
la composante magnétique de cette onde interagit avec les spins nucléaires. L’interaction
de l’OEM avec le système étudié peut donc légitimement être étudi e comme étant res-
treinte à la seule action de la composante magnétique de l’onde excitatrice. Le champ de
radiofréquence est créé par les bobines (dont la géométrie relle peut être très éloignée
de l’idée de ce que l’on peut se faire d’une bobine, voir figure2.3) qui entourent l’échan-
tillon et qui servent à la fois à recueillir les variations del’aimantation de l’échantillon
sous forme de force électromotrice induite, mais aussi à exciter l’échantillon lorsqu’elles
sont parcourues par un courant alternatif sinusoïdal de fréquenceωrf/2π.
O
−→
B1(t)
I(t)
−→
B0
FIGURE 2.3 –Création du champ excitateur.
Il est commode de considérer
−→
B1(t) comme la superposition de deux champs magné-
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tiques tournants
−→
B+1 et
−→
B−1 tels que :
−→
B+1 = B
max
1 cos(ω
rft+ φ)−→ı + Bmax1 sin(ωrft+ φ)−→ (2.24)
−→
B−1 = B
max
1 cos(ω
rft+ φ)−→ı − Bmax1 sin(ωrft+ φ)−→ (2.25)
Cette décomposition est la même que celle introduite lorsqu’il est dit que la lumière
polarisée linéairement peut être considérée comme la superposition de lumières polarisées
circulairement à droite et à gauche.
Les vecteurs
−→
B+1 et
−→
B−1 tournent respectivement dans le planxOy aux pulsations
+ωrf et−ωrf . Il suffit d’analyser l’action d’un seul de ces deux champs,−→B+1 par exemple,
car un seul des deux exerce une influence sur l’aimantation
−→
M (voir ci-dessous). Pour la
commodité nous écrirons :
−→
B1(t) = (B
max
1 cos(ω
rft+ φ)−→ı + Bmax1 sin(ωrft+ φ)−→ ) (2.26)
L’équation 2.4 devient
d
−→
M
dt
= γ
−→
M ∧ (−→B0 +
−→
B1(t)) (2.27)
Si on définit
Ω1 = −γBmax1 (2.28)
l’équation 2.27 devient
d
−→
M
dt
= (ω0
−→
k + Ω1(cos(ω
rft+ φ)−→ı + sin(ωrft+ φ)−→ )) ∧ −→M (2.29)
La résolution de cette équation où le champ magnétique dépendu temps est facilitée
si on change les axes de projectionOx, Oy etOz de façon à rendre le second membre
de l’équation 2.29 indépendant du temps. Cela est réalisé en choisissant d’observer
−→
M
dans un repère tournant autour de l’axeOz à la pulsationωrf de la composante du champ
magnétique excitateur qui tourne dans le même sens que
−→
M (figure 2.4). Dans ce repère
d’observation, le champ magnétique
−→
B1(t) (ou plus exactement la composante tournante
retenue) paraîtra immobile. Le repère (ou référentiel) tournant aura pour axesOX, OY
et OZ, portant respectivement les vecteurs unitaires−→ı ′, −→ ′ et −→k ′. Ces vecteurs sont
choisis de façon à coïncider avec−→ı , −→ et −→k à l’instant t = 0 de l’établissement du
champ
−→
B1(t). Les axesOz etOZ restant en permanence confondus, on a :
−→
k =
−→
k ′.
Ce changement de repère apporte le résultat souhaité (annexeA pour le détail des
calculs), à savoir de faire disparaître les termes dépendants du temps. L’équation 2.29
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x
y
O
X
Y
−→ı
−→
−→ı ′
−→ ′−→k = −→k ′
ωrft
FIGURE 2.4 –Référentiel du laboratoire et référentiel tournant.
devient identique dans sa forme à l’équation 2.8.
d
−→
M
dt
=
−→
Ωeff ∧ −→M (2.30)
L’axe et la pulsation de la précession de Larmor dans le référentiel tournant sont don-
nés par la direction et la mesure algébrique de
−→
Ωeff (figure 2.5) :
−→
Ωeff = (ω0 − ωrf)
−→
k + Ω1
−→u = −→Ω0 +
−→
Ω1 (2.31)
où le vecteur unitaire−→u est fixe dans le repère tournant et reflète la phase de l’impulsion :
−→u = cosφ−→ı ′ + sinφ−→ ′ (2.32)
O
X
−→ı ′
Y
−→ ′
Z
−→
k ′
−→
Ω1−→u
−→
Ωeff = −
−→
B
eff
γ−→
Ω0
φ
FIGURE 2.5 –Action d’une impulsion de RF, vue dans le référentiel tournant.
Le champ de radiofréquence créé par les bobines excitatrices est donc capable de faire
tourner l’aimantation macroscopique autour d’un axe lié auréférentiel tournant. La pré-
cession de Larmor dans le référentiel tournant est amène l’aimantation de l’échantillon
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hors de sa position d’équilibre. Ce paragraphe offre une description beaucoup plus dé-
taillée de ce qui est communément traduit par la formule "l’aimantation s’est écartée de
sa position d’équilibre car l’échantillon a absorbé l’énergi fournie par le champ excita-
teur".
2.4 Impulsion en résonance et hors résonance
Dans ce paragraphe l’évolution de
−→
M dans le référentiel tournant est analysé dans
différents cas de figure :
–
−→
B1 est appliqué en résonance, c’est-à-dire que la fréquence del’excitation est exac-
tement égale à la fréquence de résonance des noyaux considérés :ωrf = ω0,
–
−→
B1 est "légèrement" hors résonance,
–
−→
B1 est "complètement" hors résonance.
Si la fréquence du champ
−→
B1 est exactement égale à la fréquence de résonance des
noyau alors
−→
Ωeff =
−→
Ω1. Dès queB1 n’est plus nul,
−→
M tourne autour de l’axe horizontal
porté par le vecteur−→u à la fréquenceΩ1/2π. Si l’angle de phaseφ est nul, l’axe de
rotation de
−→
M est l’axeOX (Figure 2.6).
X
Y
Z
M
Ω1
FIGURE 2.6 – Excitation en résonance.
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TABLE 2.1 – Action d’une impulsion de RF sur l’aimantation d’équilibre
Impulsion Phase(φ)
−→
M final
θx 0 −Meqsin θ−→ ′ +Meqcos θ
−→
k ′
θy π/2 +M
eqsin θ−→ı ′ +Meqcos θ−→k ′
θ−x π +M
eqsin θ−→ ′ +Meqcos θ−→k ′
θ−y −π/2 −Meqsin θ−→ı ′ +Meqcos θ
−→
k ′
L’angleθ de la rotation de
−→
M causée par l’application du champ
−→
B1 pendant une durée
T vautΩ1T . Cet angle est aussi appelé angle de nutation. S’il est égal àπ/2, l’aimantation
initialement dirigée selon l’axeOZ devient−Meq−→ ′. Le signe des angles de rotation
résulte d’un certain nombre de conventions et nous adopterons celle qui consiste à utiliser
la règle du tire-bouchon : Le tire-bouchon étant placé sur l’axeOX, il faut amener
−→
M en
direction de l’axeOY dans le sens desY négatifs pour faire avancer la vrille vers lesX
positifs si l’angleθ est positif.
Pratiquement, les valeurs de la phase les plus utilisées surun spectromètre sont 0,π/2,
π, 3π/2. Les impulsions correspondantes seront notées successivementθx, θy, θ−x, θ−y
pour en rappeler à la fois l’angle et l’axe de rotation. L’effet de ces impulsions est donnée
par le tableau 2.1.
Le vecteur
−→
M à la fin de l’impulsion se réécrit de façon plus générale sous la forme :
−→
M =Meqsin θ(cos(φ− π/2)−→ı ′ + sin(φ− π/2)−→ ′) +Meqcos θ−→k ′ (2.33)
L’angle que fait la composante horizontale de
−→
M avec le vecteur−→ı ′ est égal à la phase
de l’impulsion, àπ/2 près.
Des noyaux hors résonance sont caractérisés par leur "décalage" (offset) à savoir la
pulsationΩ0 = ω0 − ωrf . Ils subissent en première approximation les mêmes actions
dues au champ
−→
B1 si la condition|Ω0| << Ω1 est vérifiée. Cela nécessite un champ
magnétique
−→
B1 suffisamment intense pour queΩ1/2π soit grand par rapport à l’écart
entre la fréquence de résonance des noyaux et la fréquence des impulsions. Plus
−→
B1 sera
intense et plus l’excitation des différents noyaux (de mêmenature) de l’échantillon sera
uniforme. En conséquence les impulsions doivent être les plus courtes possible pour un
angle de rotation donné. La durée des impulsions est généralement inférieure à 10µs pour
un angle deπ/2.
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FIGURE 2.7 – Excitation légèrement hors résonance.
Si |Ω0| est de l’ordre de grandeur deΩ1 l’axe de rotation fait un angleθ significatif
avec le planXOY (Figure 2.7) :
tan θ =
Ω0
Ω1
(2.34)
La pulsation de rotation est la norme du vecteur
−→
Ωeff :
Ωeff =
√
Ω20 + Ω
2
1 (2.35)
Dans le cas général la rotation de
−→
M à partir de sa position d’équilibre ne se fait plus
exclusivement dans un plan vertical.
Si Ω1 est faible devantΩ0, les noyaux ne subissent pratiquement pas l’influence du
champ de radiofréquence, car ce dernier est appliqué très loin de la résonance (Figure
2.8).
Les noyaux de nature différente ont des gammes de fréquence drésonance suffisam-
ment éloignées les unes des autres pour que, par exemple, il soit impossible d’exciter
simultanément les protons et les noyaux de13C avec une seule impulsion. Nous avons
souligné qu’un champ magnétique linéaire
−→
B1 de pulsationωrf résulte de la superposi-
tion de deux champs tournants de pulsation+ωrf et−ωrf . Dans les conditions usuelles où
ω0 etωrf sont très proches,+ωrf et−ωrf sont nécessairement très éloignées. Cela justifie
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le fait qu’une seule composante circulaire de
−→
B1 soit prise en compte dans les calculs.
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FIGURE 2.8 – Excitation très loin de la résonance.
2.5 Après l’impulsion
Lorsque
−→
B1 redevient nul, le vecteur
−→
M ne subit plus que l’action de
−→
B0, et son
mouvement dans le référentiel du laboratoire est le mouvement de précession de Larmor
de pulsationω0 décrit au paragraphe 2.2.
Sachant que le sens de rotation du référentiel tournant est celui de la rotation libre (de
Larmor) de
−→
M, ce dernier tourne par rapport au référentiel tournant à la pulsationΩ0
Ω0 = ω0 − ωrf (2.36)
sachant que le référentiel tournant tourne autour du référentiel du laboratoire à la pulsation
ωrf .
On constate que la description du mouvement de l’aimantatiomacroscopique se ré-
sume (hors relaxation) à de simples rotations si elle est effectuée dans le référentiel tour-
nant. Cette simplicité est liée au fait que dans ce référentiel tout se passe comme
−→
M n’était
soumis qu’à des champs magnétiques constants.
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2.6 Relaxation
Le traitement mécanique de l’évolution de l’aimantation d’un ensemble de noyaux
tel qu’il vient d’être traité néglige complètement l’effetde la relaxation, c’est à dire de
l’ensemble des phénomènes qui tendent à ramener
−→
M à sa position initiale dès qu’elle
s’en écarte. Il est commode pour étudier leur effet de se placer dans le référentiel tournant
à pulsationΩ0, référentiel où
−→
M paraît immobile en l’absence de champ magnétique
−→
B1
et de phénomènes de relaxation. Sauf si les noyaux étudiés sont en résonance, il ne s’agit
pas du référentiel tournant au sens où il a été défini au paragraphe précédent. Dans le
référentiel d’étude,
−→
M évolue en restant dans le planΠ défini par
−→
M et
−→
B0.
A chaque instantt la variation des composantesMz etMxy est proportionnelle à l’écart
entre leur valeur au tempst et leur valeur d’équilibre :
dMz
dt
= −Mz −M
eq
z
T1
(2.37)
dMxy
dt
= −Mxy −M
eq
xy
T2
(2.38)
Avec
Meqz = M
eq (2.39)
Meqxy = 0 (2.40)
T1 etT2 sont appelés temps de relaxation longitudinal (ou spin-réseau) et transversal
(ou spin-spin). Ces deux grandeurs sont hautement dépendants de la nature du noyau
considéré, de l’état de l’échantillon (solide ou liquide),de la température, de l’environne-
ment moléculaire...
Le mouvement de
−→
M dans le planΠ se déduit en résolvant les équations différentielles
2.37 et 2.38. La relaxation transversale "amortit"Mxy suivant la loi :
Mxy(t) =Mxy(t = 0). exp
(
− t
T2
)
(2.41)
Cet affaiblissement deMxy est un phénomène à caractère irréversible, contrairement à
celui provoqué par les inhomogénéités de
−→
B0, qui peuvent être corrigées par écho de spin
(voir section 4.9). Les imperfections de
−→
B0 font que des sous-populations de noyaux pré-
cessent à des fréquences légèrement différentes les unes des autr s, la somme vectorielles
de leurs moments magnétiques tend alors à s’annuler.
La figure 2.9 montre l’aimantation résultante
−→
M issue de cinq zones de l’échantillon
où B0 s’échelonne régulièrement entre une valeur minimale et unevaleur maximale (il
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s’agit plus d’une caricature que d’une situation réaliste). Immédiatement après l’impul-
sion, les aimantations des cinq zones sont toutes alignées sur un axe du plan transversal
(diagramme de gauche). Après une première période d’évolution, chaque aimantation
élémentaire aura tourné d’une quantité proportionnelle àB0, certaines tournent donc plus
vite que d’autres (diagramme du centre). Leur somme vectorille aura en conséquence
une normeM plus faible que celle de l’aimantation totale initiale, et cci même en l’ab-
sence de relaxation. L’affaiblissement deM est encore plus net après une seconde période
d’évolution (diagramme de droite).
M
M
M
FIGURE 2.9 – Effet de l’inhomogénéité deB0 sur l’évolution de l’aimantation transver-
sale.
Expérimentalement on observe un affaiblissement deMxy qui peut s’écrire en pre-
mière approximation par :
Mxy(t) =Mxy(t = 0). exp
(
− t
T ∗2
)
(2.42)
oùT ∗2 est le temps de relaxation transversal apparent, inférieuràT2.
Indépendamment deMxy,Mz évolue selon
Mz(t) =M
eq+ (Mz(t = 0)−Meq) exp
(
− t
T1
)
(2.43)
Après une impulsion d’angleπ/2, la composante longitudinale de
−→
M est nulle et donc
Mz(t) = M
eq
(
1− exp
(
− t
T1
))
(2.44)
Mxy(t) = M
eqexp
(
− t
T ∗2
)
(2.45)
Dans cette situation, la variation deMz etMxy en fonction du temps est tracée figure
2.10. En règle généraleT2 ≤ T1.
L’ordre de grandeur deT1 etT2 varie dans une gamme très large. Il n’y a pas lieu de
tenir compte de la relaxation pendant une impulsion de radio-fréquence si1/Ω1 est faible
par rapport aux temps de relaxation. Les impulsions de grande durée et de faible intensité,
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FIGURE 2.10 – Relaxation longitudinale et transversale.
voient leur efficacité modifiée par la relaxation, donnant lieu au phénomène de saturation,
qui ne sera pas étudié dans ce paragraphe.
Les expressions deMx(t) et deMy(t) obtenues au paragraphe 2.2 par résolution de
l’équation du mouvement de
−→
M dans le champ
−→
B0 sont modifiées par la relaxation :
Mx(t) = A cos(ω0t+ φ) exp
(
− t
T ∗2
)
(2.46)
My(t) = A sin(ω0t+ φ) exp
(
− t
T ∗2
)
(2.47)
Le moment magnétique total d’un ensemble de noyaux est décrit d’une façon très
générale en tenant compte de l’action de
−→
B0, de l’action du champ de radio-fréquence
et des processus de relaxation. Les équations différentiell s qui résument l’effet de toutes
ces interactions sont désignées sous le nom d’équations de Bloch.
2.7 Équations de Bloch
Dans le référentiel tournant, l’équation 2.30 décrit l’évolution de
−→
M sous l’action
de
−→
B0 (modifiée par l’écran électronique) et du champ de radiofréquence
−→
B1, mais en
l’absence de relaxation. En considérant que la phase de
−→
B1 st nulle,
−→
Ωeff =
∣
∣
∣
∣
∣
∣
∣
∣
∣
Ω1
0
Ω0
et donc
−→
M ∧ −→Ωeff =
∣
∣
∣
∣
∣
∣
∣
∣
∣
MyΩ0
MzΩ1 −MxΩ0
−MyΩ1
(2.48)
et vu que la relaxation agit aussi pendant l’application du champ
−→
B1 selon les équations
2.37 et 2.38, l’équation 2.30 devient :
dMx
dt
= MyΩ0 −
1
T2
Mx (2.49)
dMy
dt
= MzΩ1 −MxΩ0 −
1
T2
My (2.50)
dMz
dt
= −MyΩ1 −
1
T1
(Mz −Meqz ) (2.51)
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qui constituent les équations de Bloch.
Dans une expérience de RMN par impulsion et transformation deFourier utilisant des
impulsions de RF brèves (quelquesµ ) par rapport àT1 et T2 (au moins des ms, voire
des secondes), il est légitime d’ignorer l’effet de la relaxation pendant les impulsions.
La RMN par onde continue s’appuie sur la détection des états d’imantation qui corres-
pondent à des solutions (quasi–)stationnaires des équations de Bloch. Cet aspect de la
RMN ne sera pas détaillé ici, sauf dans le cas d’un champ
−→
B1 appliqué en résonance
(Ω0 = 0), car il aboutit à la saturation de l’aimantation, utiliséepour l’établissement de
l’effet Overhauser nucléaire (section 5.1). A l’état stationnaire, les coordonnées de
−→
M
sont indépendantes du temps, Ainsi :
0 = − 1
T2
Mx (2.52)
0 = MzΩ1 −
1
T2
My (2.53)
0 = −MyΩ1 −
1
T1
(Mz −Meqz ) (2.54)
dont la solution est :
Mx = 0 (2.55)
My =
M
eq
z Ω1T2
1 + Ω21T1T2
(2.56)
Mz =
M
eq
z
1 + Ω21T1T2
(2.57)
Si Ω1 ≫ 1/
√
T1T2, alorsMz ≪ Meqz , ce qui traduit une égalisation des populations
des étatsα et β des spins nucléaires, avec une disparition complète de l’aimantation
macroscopique.
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2.8 Le signal de RMN
La "mécanique" de l’aimantation décrite dans les paragraphes récédents montre com-
ment un échantillon dans son état d’équilibre magnétique est xcité par une impulsion de
radio-fréquence et comment il revient vers son état initialen un mouvement de préces-
sion de Larmor "amorti" par la relaxation. L’utilisation de la RMN comme outil analytique
nécessite la détermination expérimentale du mouvement de l’aimantation. Des résultats
de cette mesure apparaissent les caractéristiques des différentes populations de noyaux
contenus dans l’échantillon.
La "bobine" qui transmet l’impulsion de courant de radiofréquence est à son tour le
siège d’une tension électrique alternative due au mouvement de l’aimantation de l’échan-
tillon. Cette tension est appelée tension induite. Dans un alternateur une partie mobile
aimantée (rotor) tourne dans un enroulement conducteur fixe(stator) ; c’est très exacte-
ment de qui se passe en RMN où l’aimantation de l’échantillon est mobile par rapport à
la bobine fixe. lorsque la bobine n’est plus utilisée pour transmettre l’impulsion de radio-
fréquence, la tension induite notéee(t) est enregistrée et analysée. La tension induite est
une grandeur physique mesurable dépendante du temps définiepourt ≥ 0, l’instantt = 0
étant celui du début de son enregistrement. L’expression "sig al de RMN" ou "Signal de
Précession Libre" ou "SPL" (Free induction decay) désignerala fonctione(t).
L’axe Ox du référentiel du laboratoire a été choisi comme axe de la bobine au pa-
ragraphe 1.4. Le signal e(t) est créé par la variation de la projection deMx sur cet axe
Ox :
e(t) = K
dMx
dt
(2.58)
Le nombreK englobe un ensemble de facteurs géométriques liés à l’échantillon et à
la bobine, ainsi qu’un facteur lié au fait que la bobine est inérée dans un circuit oscillant,
circuit caractérisé par son facteur de surtension. L’expression deMx(t) est
Mx(t) = A cos(ω0t+ φ) exp(−t/T ∗2 ) (2.59)
dans l’hypothèse où un seul type de noyau est sollicité par l’impulsion de radio-fréquence.
Le facteurA incorpore la valeur de l’aimantation d’équilibreMeq et le facteursin(θ),
où θ est l’angle de nutation (voir équation 2.33). L’expressionde e(t) s’en déduit par
dérivation :
e(t) = KA exp(−t/T ∗2 )(ω0 sin(ω0t+ φ)− 1/T ∗2 cos(ω0t+ φ)) (2.60)
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e(t) est la somme de deux fonctions sinusoïdales amorties, l’uneproportionnelle àω0,
et l’autre à1/T ∗2 , de plusieurs ordres de grandeur inférieur à la première. Lesecond terme
est toujours négligeable devant le premier et donc :
e(t) = emaxexp(−t/T ∗2 ) sin(ω0t+ φ) (2.61)
Formellement le signale(t) et l’aimantationMx(t) ont des expressions identiques, à
une différence de phase près. Ces deux grandeurs seront souvent confondues par la suite
bien qu’en réalité la première soit la dérivée de la seconde par rapport au temps. Ceci
n’est possible qu’à cause de la relative lenteur du phénomène de relaxation par rapport à
la précession et à cause du caractère sinusoïdal du signal.
Le paramètre le plus aisément modifiable par l’expérimentatur est l’angle de l’im-
pulsion de radiofréquence qui donne naissance au signal. Lacomposante horizontaleMxy
de
−→
M est maximale lorsque l’angle de l’impulsion est deπ/2 (sin θ = 1). C’est donc à
cette condition que l’amplitude du signal sera maximale, enconsidérant que le signal ne
provient que d’une seule séquence impulsion–acquisition.Da s une situation réelle où le
rapport signal sur bruit est amélioré par répétition de la séquence, il faut tenir compte de
la vitesse de retour de l’aimantation vers l’équilibre (donc des temps de relaxation) pour
choisir un angle de nutation optimal, angle qui est inférieur àπ/2.
2.9 Un récepteur très simplifié
Toutes les fonctions d’un spectromètre par impulsions et transformée de Fourier sont
sous le contrôle d’un calculateur. Cette nécessité s’est imposée par la nature de la chaîne
de traitements qu’il faut faire subir au signale(t) pour obtenir un spectre. Un ensemble
de traitements, comme l’amplification et la démodulation (voir ci-après) sont du ressort
de l’électronique analogique.
Le signale(t) a une fréquence égale à la fréquence de résonance des noyaux cnsidé-
rés, qui se compte généralement en dizaines ou centaines de MHz. S’il est techniquement
réalisable d’amplifier un tel signal (initialement de quelquesµV), sa numérisation en l’état
n’est pas utile.
L’analyste désire en fait connaître la différence entre la fréquence de résonance des
noyaux étudiés et celle d’une substance de référence, différence qui donne accès aux
déplacements chimiques. Ce qui est réalisé pratiquement parles circuits électroniques
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de réception est une démodulation, opération qui revient pratiquement à abaisser la fré-
quence du signal d’une quantité égale à la fréquence des impulsions. Le démodulateur
livre un signal de basse fréquences(t) à partir du signale(t) et de la tension délivrée
par l’oscillateur qui pilote le générateur d’impulsion (figure 2.11). Le signals(t) est aussi
appelé signal "audio–fréquence", par analogie à la techniquede réception radiophonique
où le signal à transmettre est véhiculé par une "onde porteuse" de haute fréquence puis
démodulé (ou détecté) dans le récepteur. A partir de
e(t) = A exp(−t/T ∗2 ) sin(ω0t+ φ) (2.62)
le démodulateur fournit le signals(t) :
s(t) = A exp(−t/T ∗2 ) sin((ω0 − ωrf)t+ φ) = A exp(−t/T ∗2 ) sin(Ω0t+ φ) (2.63)
oùΩ0 désigne la pulsation du signal d’audio–fréquence etA son amplitude. Le démodu-
lateur abaisse la fréquence tout en conservant la phase du signal. Il est indispensable de
conserver l’information de la phase du signal danss(t) pour assurer, entre autres choses,
la possibilité d’augmentation du rapport signal/bruit paraccumulation.
La figure 2.11 montre bien que le signal de référence (νref = ωrf/2π) sert à la fois
pour l’excitation de l’échantillon (il doit pour ce faire être amplifié pour que ceci se dé-
roule dans le temps le plus court possible) et pour la démodulation du signal provenant
de la sonde (c’est-à-dire de la partie du spectromètre qui entoure l’échantillon), signal
qui doit être amplifié avant toute opération. Le signal audio–fréquence est ensuite échan-
tillonné (section 2.11) et numérisé par un convertisseur analogique-numérique (analog–
digital converter, ou ADC) avant d’être traité par un calculateur (section 2.13).
Il est commode de considérer que le démodulateur permet d’observer l’aimantation
de l’échantillon dans le référentiel tournant. Un signals(t) de fréquence nulle correspond
à la présence de noyaux exactement "en résonance" :ω0 = ωrf etΩ0 = 0. Un signals(t)
de fréquence positive est dû à un noyau de fréquence de résonance plus élevée que celle
des impulsions.
Le schéma de détection du signal qui vient d’être présenté a l’inconvénient de fournir
un signals(t) où le signe deΩ0 est ambigu. Pour s’en rendre compte il suffit de considérer
un premier signal
s1(t) = A. cos(Ω0t+ φ). exp(−t/T ∗2 ). (2.64)
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FIGURE 2.11 –Spectromètre très simplifié.
Un autre noyau de pulsation de résonanceωrf − Ω0 donnera un signal
s2(t) = A. cos(−Ω0t+ φ). exp(−t/T ∗2 ) (2.65)
= A. cos(Ω0t− φ). exp(−t/T ∗2 ). (2.66)
Dans l’expression de ces deux signaux apparaissent la même pulsationΩ0 et des phases
opposées. La phase n’étant pas connue de façon absolue, le signe deΩ0 n’est pas déter-
miné. Un remède possible à cet état de fait consiste à choisirla fréquence des impulsions
en étant sûr qu’elle est soit supérieure (ou inférieure) à toutes les fréquences de résonances
présentées par les noyaux de l’échantillon ayant subi l’effet de l’impulsion.
2.10 La détection en quadrature
Il ressort de l’analyse précédente qu’un schéma de détection monocanale (à l’aide
d’un seul démodulateur) ne peut pas donner accès au signe deΩ0. La technique de dé-
tection du signal dite "en quadrature" utilise deux démodulate rs, figure 2.13. un premier
démodulateur livre le signalsx(t), identique au signals(t) du paragraphe précédent. La
tension issue du circuit déphaseur est celle de l’oscillation pilote déphasée de 90◦. Elle
alimente le second démodulateur pour fournir le signalsy(t). Les démodulateurs sont
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sensibles à la phase du signal qui les pilote, en conséquence:
sx(t) = A. cos(Ω0t+ φ). exp(−t/T ∗2 ) (2.67)
sy(t) = A. sin(Ω0t+ φ). exp(−t/T ∗2 ) (2.68)
Si on porte dans un planXOY l’évolution du vecteur
−−→
OM tel que
−−→
OM = sx(t).
−→ı + sy(t).−→ (2.69)
on constate que ce vecteur retrace très exactement le mouvement de l’aimantation
−→
Mxy
dans le référentiel tournant. Le signe deΩ0 est alors discernable sans ambiguïté. Le traite-
ment ultérieur des signauxsx(t) etsy(t), considérés simultanément, résout le problème de
la discrimination du signe deΩ0. Tout cela pour dire qu’il n’est pas possible de connaître
le sens de rotation d’un objet à partir de l’observation d’une seule projection de son mou-
vement et qu’il faut deux projections pour y arriver. Une manière commode de représenter
le signal est de considérer la quantité complexe
s(t) = sx(t) + isy(t) (2.70)
qui contient toute l’information disponible sur l’aimantation transversale, à la manière de
−−→
OM mais en étant une quantité scalaire qui peut aussi s’écrire
s(t) = A. exp(i(Ω0t+ φ)). exp(−t/T ∗2 ) (2.71)
Le plan XOY du référentiel tournant est alors confondu avec le plan complexe comme
l’indique la figure 2.12.
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FIGURE 2.12 –Plan transversal du référentiel tournant et plan complexe.
Une autre réalisation pratique de la détection en quadrature est due à Redfield, mais
le détail de son fonctionnement nécessite la connaissance de l’échantillonnage du signal.
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FIGURE 2.13 –Spectromètre utilisant la détection en quadrature.
2.11 L’échantillonneur
Le signal est une grandeur qui varie continûment au cours du temps. Pour être traité
par un calculateur numérique il faut l’échantillonner, c’est à dire ne retenir du signal s(t)
qu’un nombre discret de valeurs (échantillons...), mesurées à des instants régulièrement
espacées. Une "image" du signal est ainsi crée qui est d’autant plus fidèle au signal d’ori-
gine que la fréquence des mesures est élevée. En contrepartie, il y aura plus de valeurs de
mesure à traiter et à stocker. De plus, l’échantillonnage est d’autant plus délicat à réaliser
que sa fréquence est rapide. A partir de la fonctions(t) on construit une suite de valeurs
de tensionsn telle que
sn = s(n.∆t) (2.72)
oùn est le numéro de l’échantillon et∆t le temps qui sépare deux mesures. Les tensions
sn sont ensuite converties en nombres binaires par un convertiss ur analogique-digital,
étape indispensable au traitement informatisé du signal. Un grand nombreN d’échan-
tillons est ainsi mesuré,N étant généralement une puissance de 2. L’inverse du temps qui
sépare deux mesures définit la fréquence d’échantillonnage:
νe =
1
∆t
(2.73)
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qui est le nombre de mesures effectuées en une seconde. Le choix deνe est déterminé par
la plus grande valeur de fréquence présente dans le signal, notéeνmax :
−νmax< Ω0
2π
< +νmax (2.74)
Le théorème de Nyquist affirme qu’il faut que
νe = 2.νmax (2.75)
Cela se justifie en considérant les signaux numérisés issus dedeux signaux sinusoïdaux
de fréquenceνmax − δν et νmax + δν. Un signals(t) = cos(ωt + φ) se numérise en
sn = cos(2πνn/2ν
max+ φ) puisque∆t = 1/2νmax.
Si ν = νmax− δν alors
sn = cos(2πn(ν
max− δν)/2νmax+ φ) (2.76)
= cos(πn(1− δν/νmax) + φ) (2.77)
Si ν = νmax+ δν alors
sn = cos(2πn(ν
max+ δν)/2νmax+ φ) (2.78)
= cos(πn(1 + δν/νmax) + φ) (2.79)
= cos(πn(−1− δν/νmax)− φ) (2.80)
= cos(2πn+ πn(−1− δν/νmax)− φ) (2.81)
= cos(πn(1− δν/νmax)− φ) (2.82)
t
1 2 3 4
s
-1
0
1
FIGURE 2.14 – Illustration du phénomène de repliement spectral.
puisquecos(x + 2πn) = cos(x) et cos(x) = cos(−x). Les signaux numérisés sont
donc indiscernables du point de vue de leur fréquence. Un raisonnement général indique
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que tous les signaux de fréquenceν tels queν > νmax et ν < −νmax peuvent être
considérés après échantillonnage comme des signaux de fréqu nce comprise entre−νmax
et+νmax, entraînant l’apparition d’informations erronées. Ce phénomène porte le nom de
repliement spectral et est illustré figure 2.14 où deux signaux de fréquencesνmax− δν et
νmax+δν prennent des valeurs identiques à tous les instants d’échantillon age. Dans cette
figure,νmax = 1 Hz et doncνe = 2 Hz, ce qui conduit à une prise d’échantillons toutes
les 0.5 s, matérialisée par les traits verticaux en pointillés fins et les cercles. Les signaux
représentés ont pour fréquence1−1/6 Hz (en trait plein) et1+1/6 Hz (en pointillé). Leur
échantillonnage conduit exactement aux même mesures, ce qui prouve qu’ils seront vus
de la même manière par les traitement ultérieurs et conduiront à des spectres identiques.
Le cas qui vient d’être traité correspond à une détection du signal sur un seul canal,
cas dans lequel des signaux de fréquences opposés sont indiscer ables. La bande spectrale
utile ne s’étend alors que de la fréquence 0 à la fréquenceνmax, soit une largeur spectrale
deνmax. La fréquence d’échantillonnage doit alors être le double de la largeur spectrale.
Dans le cas de la détection du signal complexe, la largeur spectral 2νmax est égale à
la fréquence d’échantillonnage2νmax. Deux signaux complexes de fréquencesν et ν +
2νmax= ν + νe sont en effet échantillonnés identiquement :
sn = exp(i(2πn(ν + ν
e)/νe+ φ)) (2.83)
= exp(i(2πnν/νe+ 2πn+ φ)) (2.84)
= exp(i(2πnν/νe)). exp(2iπn) (2.85)
= exp(i(2πnν/νe)) (2.86)
.
Les signaux issus du repliement spectral sont de deux natures : il s’agit soit de signaux
vrais (issus de l’échantillon) de fréquence trop élevée soit de composantes du bruit de
fond. Un filtre dit "filtre audio" placé entre le démodulateur et l’échantillonneur et dont la
bande passante est légèrement supérieure à la largeur spectrale voulue atténue ces signaux
indésirables.
Les spectromètres modernes utilisent la technique du sur-échantillonnage dans la-
quelleνe est beaucoup plus grand que requis par le critère de Nyquist.Le filtrage est
alors réalisé par une technique numérique et non plus par descomposants analogiques.
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2.12 Le "Redfield trick"
Les signauxsx(t) et sy(t) issus du double démodulateur décrit figure 2.13 sont soit
échantillonnés simultanément (pour former le signal complexe), et on parlera de détec-
tion simultanée, soit échantillonnés séquentiellement selon la méthode de Redfield. Un
système d’aiguillage électronique permet en fait de n’utiliser qu’un seul démodulateur et
qu’un seul convertisseur, même pour la détection simultanée.
Dans le cas de la détection séquentielle, un seul signal réelest construit à partir de
sx(t) et desy(t) en intercalant un échantillon desx(t) avec un desy(t) puis en changeant
le signe des valeurs mesurées. En supprimant comme au paragraphe précédent le terme
d’amplitude et de relaxation qui n’apportent rien à la compréhension de la méthode, à
partir desx(t) = cos(Ω0t + φ) et desy(t) = sin(Ω0t + φ) le signal échantillonnésn est
tel que :
s0 = +sx(0.∆t) = + cos(Ω0.0.∆t+ φ) (2.87)
s1 = −sy(1.∆t) = − sin(Ω0.1.∆t+ φ) (2.88)
s2 = −sx(2.∆t) = − cos(Ω0.2.∆t+ φ) (2.89)
s3 = +sy(3.∆t) = + sin(Ω0.3.∆t+ φ) (2.90)
s4 = +sx(4.∆t) = + cos(Ω0.4.∆t+ φ) (2.91)
etc... (2.92)
L’expression des0 .... s4 se réécrit :
s0 = cos(Ω0.0.∆t+ 0.π/2 + φ) (2.93)
s1 = cos(Ω0.1.∆t+ 1.π/2 + φ) (2.94)
s2 = cos(Ω0.2.∆t+ 2.π/2 + φ) (2.95)
s3 = cos(Ω0.3.∆t+ 3.π/2 + φ) (2.96)
s4 = cos(Ω0.4.∆t+ 4.π/2 + φ) (2.97)
etc... (2.98)
Si ∆t est choisi maintenant comme1/4νmax, c’est-à-dire si la fréquence d’échantillon-
nage est double de celle utilisée en détection simultanée, le signals(t) qui donneraitsn
une fois échantillonné s’écrit en remplaçantn part/∆t.
s(t) = cos(2πν0t+ t.4ν
max.π/2 + φ) (2.99)
= cos(2π(ν0 + ν
max)t+ φ) (2.100)
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On constate que ceci revient à augmenter la phaseφ d’une quantité proportionnelle au
temps. Puisqueνmax est par définition la fréquence la plus élevée du signal, la quantité
ν0 + ν
max est toujours positive. Le signals(t) construit par la méthode de Redfield ne
contient que des signaux de fréquence positive et le problème de la détermination du
signe deν0 (ou deΩ0) ne se pose plus. Lorsque la fréquence des impulsions est choi ie
de façon à ce que les signauxsx(t) et sy(t) aient une fréquence comprise entre−νmax et
+νmax, (on dira : "la porteuse est au milieu du spectre") la méthode de"préparation" de
s(t) décale toutes les fréquences de la quantitéνmax. Le critère de Nyquist impose donc
le doublement de la fréquence d’échantillonnage (∆t = 1/4νmax) puisque les fréquences
intervenant dans(t) sont comprises entre 0 et2.νmax.
La façon donts(t) est construit par la méthode de Redfield est en fait une mesure
de
−→
M sur un axeOR mobile par rapport au référentiel tournant.
−→
M est successivement
mesuré sur les axes :
+OX au temps 0 (2.101)
−OY 1/4νmax (2.102)
−OX 2/4νmax (2.103)
+OY 3/4νmax (2.104)
+OX 4/4νmax (2.105)
etc... (2.106)
L’axeOR sur lequel
−→
M est mesuré fait donc un tour en un temps4/4νmax, sa fréquence de
rotation par rapport au référentiel tournant est doncνmax, dans le sens négatif de rotation.
Tout vecteur tournant à une fréquenceν supérieure à−νmax par rapport au référentiel
tournant (cela doit être le cas de tous les vecteurs
−→
M) apparaîtra bien comme tournant à
une fréquence positive par rapport à l’axe OR.
2.13 Analyse harmonique et linéarité
Après démodulation en quadrature et échantillonnage le spectromètre délivre soit un
ensemble de signauxsx(t) et sy(t) sous forme d’un signal complexe si la détection est
simultanée soit un signal réel uniques(t) si la méthode de détection de Redfield est em-
ployée. Ces signaux proviennent du retour à l’équilibre d’unensemble de noyaux préala-
blement excités par une impulsion de radio-fréquence. La question à résoudre par l’ana-
lyste est : combien de type de noyaux résonnent à quelle fréquence ? Répondre à cette
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question revient à élaborer un graphique portant en abscisse des fréquences et en ordon-
née une amplitude qui caractérise le nombre de noyaux résonnant à chaque fréquence. Un
tel graphique est un spectre, représentation d’une fonction notéeS(Ω). Le but de l’analyse
harmonique est la transformation d’un signals(t), fonction du temps, en une fonction de
la pulsation (ou de la fréquence)S(Ω) qui caractérise le "contenu sinusoïdal" du signal.
Jusqu’ici seul des ensembles de noyaux identiques ont été considérés pour établir
l’expression dee(t), s(t) etsn. Ces noyaux sont caractérisés par leur pulsation propreΩ0,
leur temps de relaxation transversal apparentT ∗2 , et leur aimantation initiale
−→
Meq. Les
opérations qui mènent de
−→
M(t) àsn sont linéaires (si elles sont effectivement réalisées de
façon idéale) c’est à dire que le résultat (sn) obtenu en considérant plusieurs populations
de noyaux est celui qui serait obtenu en faisant la somme des résultats individuels obtenus
à partir des différentes populations prises séparément. Plus formellement une opérationO
qui agit sur deux objetsx1 etx2 (vecteurs, fonctions...) est linéaire si :
O(x1 + x2) = O(x1) +O(x2) (2.107)
O(λ.x1) = λ.O(x1) (2.108)
L’aimantation totale d’un ensemble de deux noyaux est la somme de leurs aimantations in-
dividuelles. Sous réserve que l’impulsion soit non sélectiv , l’amplitude de l’aimantation
transversale se déduit de l’angle de nutation de l’impulsion de façon identique pour les
différentes populations de noyaux. Le passage de l’aimantatio transversale vers le signal
e(t) fait intervenir une dérivation par rapport au temps, opération qui est linéaire : la déri-
vée d’une somme de fonctions est la somme de leurs dérivées. Les étapes d’amplification,
de démodulation et d’échantillonnage sont linéaires dans lmesure où leur réalisation
pratique est infiniment parfaite... Fondamentalement la conversion analogique-numérique
est nécessairement une étape non linéaire puisqu’un il fautque le signal atteigne au moins
une valeur de seuil (non nulle) pour que le convertisseur donne autre chose que la valeur
numérique nulle. D’un point de vue pratique la "numérisation" du signal est considérée
comme linéaire si la valeur de seuil est très faible, c’est-à-dire si la taille du nombre bi-
naire fournie est grande.
L’opération qui transforme le signal numérisé en spectre numérisé est une opération
linéaire, réalisée par différentes méthodes de calcul numérique. Parmi ces méthodes la
Transformation de Fourier est actuellement la plus répandue, essentiellement à cause de
sa très grande vitesse d’exécution. La linéarité de la transformation de Fourier nous auto-
rise à poursuivre le cheminement du signal en ne considérantqu’une seule population de
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noyaux identiques.
2.14 La transformation de Fourier (TF) réelle
Appliquer la transformation de Fourier réelle (réelle, paropposition à complexe) à
un signal, c’est faire implicitement l’hypothèse que ce signal est une fonction du temps à
valeurs réelles qui s’écrit comme une somme de fonctions sinusoïdales d’amplitudes et de
phases à déterminer pour chaque fréquence (ou pulsation) possible. Dans un cas général
il ne s’agit pas d’une somme discrète mais d’une superposition continue de sinusoïdes :
s(t) =
∫ +∞
−∞
A(Ω) cos(Ωt+ φ(Ω)) dΩ (2.109)
Une sinusoïde amortie, par exemple, ne peut pas en toute riguu s’écrire comme une
somme de sinusoïdes pures en nombre fini. En développant l’expression des(t) sous la
forme :
s(t) =
∫ +∞
0
R(Ω) cosΩt dΩ +
∫ +∞
0
I(Ω) sinΩt dΩ (2.110)
le terme de phaseφ(Ω) est englobé dans les fonctionsR(Ω) et I(Ω). On peut montrer
que :
R(Ω) =
∫ +∞
0
s(t). cosΩt dt (2.111)
I(Ω) =
∫ +∞
0
s(t). sinΩt dt (2.112)
en toute rigueur des facteurs multiplicatifs doivent figurer d vant les expressions deR(Ω)
et deI(Ω) mais ils n’apportent pas de modification au raisonnement. Une justification de
ces expressions est donnée dans l’appendice B.
Dans un premier temps nous allons considérer ques(t) provient de l’évolution libre
d’un seul type de noyau et que le facteur de phase est nul :s(t) = cosΩ0t. exp(−t/λ0).
L’évaluation deR(Ω) et deI(Ω) s’obtient en calculant :
R(Ω) =
∫ +∞
0
cosΩt. cosΩ0t. exp(−t/λ0) dt (2.113)
et I(Ω) =
∫ +∞
0
sinΩt. cosΩ0t. exp(−t/λ0) dt (2.114)
Les calculs sont simplifiés en considérant que :
∫ +∞
0
cosΩt. exp(−t/λ0) dt = λ0/(1 + λ20Ω2) (2.115)
et
∫ +∞
0
sinΩt. exp(−t/λ0) dt = Ωλ20/(1 + λ20Ω2) (2.116)
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Sachant que
cosΩ. cosΩ0 = cos(Ω− Ω0) + cos(Ω + Ω0), (2.117)
à un facteur 2 près (sans importance) on déduit :
R(Ω) = λ0/(1 + (Ω− Ω0)2λ20) + λ0/(1 + (Ω + Ω0)2λ20) (2.118)
Les deux termes sont semblables et changerΩ0 en−Ω0 donne la même valeur deR(Ω).
La fonction
A(Ω) = λ0/(1 + (Ω− Ω0)2λ20) (2.119)
est appelée fonction de Lorentz en absorption et sa représentation graphique, figure 2.15,
est la courbe lorentzienneA(Ω), centrée surΩ = Ω0, ayant en ce point sa valeur maximale
λ0. Sa largeur à mi-hauteur vaut2/λ0, elle est matérialisée par les pointsA et B. La
fonction représentée est en faitA(Ω)/λ dont le maximum est toujours égal à 1.
AB
Ω0 Ω0
1
0.5
FIGURE 2.15 – Fonction de Lorentz (absorption).
Les fonctions de Lorentz centrées surΩ = Ω0 seront notéesA(Ω0), bien qu’il s’agisse
implicitement d’une fonction de la variableΩ dont Ω0 est un paramètre. Dans le cas
étudié :
R(Ω) = A(Ω0) + A(−Ω0) (2.120)
La courbe en pointillé sur la figure 2.15 est centrée autour de−Ω0 ; sa contribution à la
partie du spectre oùΩ ≥ 0 est pratiquement négligeable.
Suivant des calculs analogues
I(Ω) = D(Ω0) +D(−Ω0) (2.121)
où D(Ω0) = λ
2
0(Ω− Ω0)/(1 + (Ω− Ω0)2λ20) (2.122)
La fonctionD(Ω) est la fonction de Lorentz en dispersion. Les représentatios graphiques
deD(Ω)/λ (trait plein) et deD(−Ω0)/λ (trait pointillé) sont données figure 2.16. Les
valeurs du maximum et du minimum sont respectivement 0.5 et -0.5 et leur écartement
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Ω0 Ω
0
0.5
-0.5
FIGURE 2.16 – Fonction de Lorentz (dispersion).
en fréquence vaut2/λ. La largeur à mi-hauteur est donc nécessairement plus grande que
celle de la courbe d’absorption.
Les transformées de Fourier réellesR(Ω) et I(Ω) ne se calculent qu’à partir de si-
gnaux (réels) où toutes les fréquences sont censées être du même signe, puisqu’elles ne
s’applique qu’à un seul signal (voir section 2.9 et 2.12). Onne conserve généralement de
R(Ω) et deI(Ω) que la partie correspondant aux fréquences positives. Dansla mesure
où les raies spectrales ont une largeur faible par rapport à la largeur spectrale totale et
où les raies ne sont pas trop proches des bords du spectres, les contributions deA(−Ω0)
et deD(−Ω0) sont négligeables et on peut donc considérer queR(Ω) = A(Ω0) et que
I(Ω) = D(Ω0), ce qui est plus vrai pourA(Ω) que pourD(Ω), comme il est possible
de se rendre compte en comparant les figures 2.15 et 2.16, tracées vec des paramètres
identiques.
Le spectreS(Ω) usuellement présenté à l’analyste est la représentation dela fonction
A(Ω), dite courbe en Absorption pure. La fonctionD(Ω) n’est en général pas représen-
tée. La fonctionD(Ω) est en effet intrinsèquement plus large queA(Ω) ce qui rend plus
difficile la distinction entre deux raies de fréquences proches, entre autres inconvénients.
Dans l’exemple qui vient d’être traité, où la phase du signalest nulle, les fonctions
R(Ω) etA(Ω) d’une part etI(Ω) etD(Ω) d’autre part sont identiques. Il n’en est pas de
même lorsque la phase du signal n’est pas nulle. Pour obtenirun spectre où toutes les
raies sont des courbes en absorption pure il faut nécessairement appliquer un traitement à
R(Ω) et I(Ω), le phasage. Avant d’aborder cette question, regardons le sens physique du
résultat qui vient d’être obtenu.
Un signals(t), produit d’une fonction sinusoïdale de phase nulle et de pulsationΩ0 par
un facteur d’amortissement se décompose comme une somme d’une infinité de sinusoïdes
de pulsations voisines deΩ0. Moins ce signal est amorti, c’est-à-dire plusλ0 est grand,
et moins il y a de "participation" des sinusoïdes de fréquenceéloignées deΩ0 dans le
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signal. A l’extrême limite, si le signal est une sinusoïde pure,S(Ω) est une fonction nulle
partout sauf pourΩ = Ω0 où elle prend une valeur infinie. La surface située sous la
courbe en absorption ne dépend pas du facteur d’amortissement : diviserλ0 par 2 double
la largeur de la raie et divise par deux sa hauteur. La surfacede la raie en absorption
contient donc l’information quantitative que l’on peut tirer de la RMN : il est possible de
tirer d’un spectre les populations relatives des différents types de noyaux de l’échantillon
en faisant le rapport des surfaces des pics d’absorption correspondants. Les programmes
de traitement des spectres permettent le calcul de ces surfaces relatives par intégration
numérique de parties de spectres. Cela n’est pas le seul intérêt de la présentation des
spectres en absorption : comme l’indiquent les figures 2.15 et 2.16, les raies d’absorption
sont, toutes choses égales par ailleurs, moins large que lesraies en dispersion, amenant
par là-même une sensible amélioration de la résolution des sp ctres. La présence de la
fonctionI(Ω) se justifie par la nature causale du signal : il n’est défini quepour t ≥ 0 ;
son calcul se justifie lorsqu’il y a lieu de phaser les spectre.
Si maintenant le signal contient un terme de phase :
s(t) = cos(Ω0t+ φ). exp(−t/λ0) (2.123)
= cosΩ0t. cosφ. exp(−t/λ0)− sinΩ0t. sinφ. exp(−t/λ0) (2.124)
le calcul deR(Ω) et deI(Ω) nécessite l’établissement des résultats suivants :
∫ +∞
0
cosΩt. sinΩ0t. exp(−t/λ0) dt = D(Ω0)−D(−Ω0) (2.125)
et
∫ +∞
0
sinΩt. sinΩ0t. exp(−t/λ0) dt = A(Ω0)− A(−Ω0) (2.126)
En ne gardant que la partie oùΩ est positif dansR(Ω) et I(Ω) :
R(Ω) = A(Ω0). cosφ−D(Ω0). sinφ (2.127)
et I(Ω) = A(Ω0). sinφ+D(Ω0). cosφ (2.128)
La valeur de la phase étant a priori indéterminéeR(Ω) et I(Ω) sont généralement des
combinaisons de raies en absorption et en dispersion. Des spectres en absorption pure
SA(Ω) etSD(Ω) sont calculables à partir deR(Ω) et deI(Ω) :
SA(Ω) = R(Ω). cosφ+ I(Ω). sinφ = A(Ω0) (2.129)
SD(Ω) = I(Ω). cosφ−R(Ω). sinφ = D(Ω0) (2.130)
Le spectreS(Ω) recherché estSA(Ω), le spectre en dispersion pure est calculé pour per-
mettre un phasage ultérieur si la valeur deφ choisie n’est pas correcte. La phase de tous
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les signaux issus d’un même échantillon serait identique sil’acquisition du signal com-
mençait juste après l’impulsion. Cette commutation infiniment rapide n’est pas réalisable
techniquement et un délai d’attente est nécessaire entre l’émission d’une impulsion et la
réception du signal. Pendant ce délai les différentes composantes du signal se déphasent
les unes des autres d’un angle égal au produit de leur pulsation par la durée du délai, ce qui
aboutit à une dépendance linéaire entreφ etΩ0 : φ(Ω) = aΩ+ b. L’opération qui consiste
à trouver les paramètresa etb tels queSA(Ω) ne présente que des raies en absorption pure
sur l’ensemble des raies du spectre est appelée phasage du spctre. Les effets d’offset
introduisent aussi une dépendance entreφ et Ω0, qui pratiquement peut être considérée
comme linéaire. Le phasage d’un spectre est effectué par le logiciel des spectromètres de
manière interactive (l’utilisateur décide si les valeurs de a et deb conduisent à des raies
spectrales symétriques par rapport à leur maximum) ou de manière automatique.
Une possibilité pour obtenir des raies spectrales symétriques consiste à calculer soit
P (Ω) soitM(Ω) :
P (Ω) = R(Ω)2 + I(Ω)2 = A(Ω0)
2 +D(Ω0)
2 (2.131)
M(Ω) = P (Ω)1/2 (2.132)
Ces spectres sont appelés respectivement spectres en puissance et en magnitude, ils sont
indépendants de la phase du signal. Ils présentent tous les deux des raies plus larges que
les raies en absorption.
Le spectre en puissance favorise les grands pics au détrimendes petits, laissant une
apparence spectre moins "bruyant", au détriment de l’information quantitative. Une raie
d’un spectre en puissance possède la forme d’une raie en absorption pure. Il en résulte que
la largeur à mi-hauteur d’une raie en magnitude (de forme non-lorentzienne) est égale à
la largeur à quart de hauteur de la raie en absorption :2
√
3/λ.
En résumé, si le signal à traiter est un signal réel issu soit d’une démodulation mono-
canale, soit du "Redfield trick", sa transformée de Fourier est constituée d’une paire de
fonctionsR(Ω) et I(Ω) dont on ne garde que les valeurs définie pourΩ positif. L’hypo-
thèse de la présence de composantes du signal de fréquences de signes tous identiques
est nécessaire pour obtenir un résultat pertinent. Un spectre de raies en absorption pure
s’obtient par phasage, c’est-à-dire par combinaison des fonctionsR(Ω) et I(Ω).
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2.15 Transformation de Fourier complexe
La méthode de double démodulation et d’échantillonnage simultané produit les si-
gnauxsx(t) et sy(t) qui traduisent le mouvement de
−→
M par rapport aux axesOX etOY
du référentiel tournant. Leur analyse harmonique simultanée par transformation de Fou-
rier va nécessairement être exécutée autrement que s’il s’agis ait d’un unique signal, issu
de la méthode de Redfield par exemple. La transformation de Fourier complexe, en consi-
dérant simultanément l’évolution de l’aimantation nucléaire sur deux axes orthogonaux
du référentiel tournant, est capable de distinguer des fréquences d’évolution positives ou
négatives du signal, superposition de signaux élémentairesexp(iΩt) couvrant a priori tout
l’éventail possible des fréquences :
s(t) =
∫ +∞
−∞
S(Ω). exp(iΩt) dΩ (2.133)
Pour un signal provenant d’un unique type de noyaux, considérons à nouveau le signal
complexe présenté dans l’équation 2.71, mais avec les notations du paragraphe précédent :
s(t) = cos(Ω0t+ φ). exp(−t/λ0)) + i. sin(Ω0t+ φ). exp(−t/λ0)) (2.134)
= exp(iΩ0t). exp(−t/λ0). exp(iφ) (2.135)
Un premier intérêt à la manipulation d’un signal complexe semanifeste en constatant que
la phase intervient dans un coefficient multiplicatif du signal, coefficient qui se retrouver
inchangé dans l’expression du spectre complexe qui sera obtenu, et ceci par linéarité de
la TF. Il sera commode dans un premier temps de considérer un signal de phase nulle.
La transformée de Fourier complexeS(Ω) du signal complexes(t) est définie par :
S(Ω) =
∫ +∞
0
s(t). exp(−iΩt) dt (2.136)
C’est une fonction à valeurs complexes dont les parties réelles t imaginaires sont notées
maintenantRC(Ω) etIC(Ω). La justification de l’équation 2.136 est donnée dans l’annexe
B.
Si le signal est de phase nulle :
s(t) = exp(iΩ0t). exp(−t/λ0) (2.137)
= cos(iΩ0t). exp(−t/λ0) + i sin(iΩ0t). exp(−t/λ0) (2.138)
= sx(t) + i.sy(t) (2.139)
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alors
S(Ω) =
∫ +∞
0
(sx(t) + isy(t)(cosΩt− i sinΩt) dt (2.140)
= RC(Ω) + iIC(Ω) (2.141)
avec, en développant et en regroupant les parties réelles etimaginaires
RC(Ω) =
∫ +∞
0
sx(t) cosΩ0t+ sy(t) sinΩ0t dt (2.142)
et IC(Ω) =
∫ +∞
0
−sx(t) sinΩ0t+ sy(t) cosΩ0t dt (2.143)
En utilisant les résultats du paragraphe précédent on obtient
RC(Ω) = (A(Ω0) + A(−Ω0)) + (A(Ω0)− A(−Ω0)) (2.144)
IC(Ω) = (D(Ω0) +D(−Ω0)) + (D(Ω0)−D(−Ω0)) (2.145)
soit
S(Ω) = A(Ω0) + i.D(Ω0) (2.146)
à un facteur 2 près. Comme attendu, la fréquence−Ω0 n’intervient plus dans l’expression
du spectreS(Ω). Le signe - présent dans la définition de la TF complexe est nécessaire
pour obtenir ce résultat. Le changer en signe positif revient à changerΩ0 en−Ω0 dans
l’expression deS(Ω).
Si de plus le signal comporte un facteur de phaseexp(iφ), sa transformée de Fourier
complexe s’écrit :
S(Ω) = (A(Ω0) + i.D(Ω0)).(cosφ+ i. sinφ) (2.147)
= A(Ω0). cosφ−D(Ω0). sinφ+ (2.148)
i.(A(Ω0). sinφ+D(Ω0). cosφ)
On constate que la partie réelle (resp. imaginaire) de la transformée de Fourier com-
plexe du signal complexe est identique à la fonctionR(Ω) (resp.I(Ω)) obtenue à partir
du signal réel correspondant. A chaque mode de détection en quadrature correspond un
mode de transformation de Fourier, le spectre obtenu étant ensuit manipulé (phasage,
intégration...) exactement de la même manière. La technique utilisée pour la détection et
la transformation du signal est généralement transparenteà l’utilisateur. Il est néanmoins
important d’avoir compris la différence entre les deux modes transformation de Fourier
pour analyser en RMN 2D le processus d’obtention et de phasagedes spectres.
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Même s’il faut être un peu familiarisé avec l’algèbre complexe, il est toujours plus
pratique de désigner le signal et le spectre par une seule grandeur complexe plutôt que
d’avoir à considérer séparément deux grandeurs réelles. Leformalisme de la matrice den-
sité défini au chapitre suivant utilise de façon intensive les notions de signal et de spectre
complexe. Dans l’expression du signal le facteur de relaxation sera souvent considéré
comme implicite. Danc ce cas on écrira donc :
exp(iΩ0t)
TF−→ A(Ω0) + i.D(Ω0) (2.149)
2.16 TF d’un signal échantillonné
Les signaux et les spectres dont il a été question au paragraphe précédent sont des
fonctions det et deΩ où ces deux quantités varient de manière continue. Il a déjà ét
signalé qu’il n’est possible d’appréhender un signal temporel que par son échantillonnage
opéré à un nombre fini d’instants, si les traitements qui lui sont ensuite appliqués sont
effectués par un calculateur numérique (un ordinateur). Pour tenir compte de cette réalité,
il est nécessaire de réécrire les relations qui lients(t) et S(Ω) en faisant intervenir des
sommes de nombres finis de termes et non plus des intégrales. Malgré l’intérêt théorique
que cela représente, cet aspect ne sera pas développé ici, etseuls les résultats utiles seront
évoqués.
La transformation de Fourier, réelle ou complexe, est effectuée à partir d’un nombre
d’échantillonsN suivant un algorithme (une méthode de calcul) dont le temps d’exécution
croît comme la fonctionN log(N), c’est-à-dire reste utilisable pour toutes les valeurs
de N d’intérêt pratique, pourvu que ce soit une puissance de 2. Lerésultat de la TF
numérique est un spectre, lui-même échantillonné dans le domaine des fréquences. Un
spectre tracé sur du papier n’est en fait défini que par un nombre fini de points liés entre
eux par des segments de droite.
Pour des noyaux dont les fréquences de résonance sont réparties d ns un intervalle de
largeur∆Ω, entreωrf−∆Ω/2 etωrf+∆Ω/2, deux schémas d’enregistrement des spectres
sont possibles :
– Le "Redfield trick" (ou détection séquentielle) est utilisé.Il faut alors échantillonner
le signal à la fréquence2∆Ω. Si 2N nombrés réels sont obtenus, la TF numérique
réelle en donnera deux fois2N réels mais correspondant à une lageur spectrale
2∆Ω, dont la moitié contiennent la même information que l’autremoitié. Il ne reste
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donc que2N valeurs réelles utiles,N pourR(Ω) et autant pourI(Ω). Après pha-
sage, le spectre utilisable (utilisé ?), ne contient que despics en absorption, et est
constitué deN valeurs.
– La détection simultanée est utilisée. La fréquence d’échantillonnage est alors∆Ω.
SiN nombres complexes sont enregistrés (en fait2N nombres réels, comme avec
la détection séquentielle), la TF complexe produitN nombres complexes. Après
phasage du spectre, seule la partie réelle, constitué deN valeurs, est utilisée.
Les deux schémas sont largement équivalents et leur mise en œuvre ne demande pas
des moyens radicalement différents. Au niveau du résultat,l’équivalence n’est cependant
pas totale. En effet les expressions deR(Ω) et I(Ω) font intervenir les fonctionsA etD
avec comme paramètreΩ0 et−Ω0, alors queRC(Ω) et IC(Ω) ne font intervenir queΩ0.
Cela peut être mis en relation avec le fait que le repliement des signaux dont la fréquence
sort de la fenêtre spectrale choisie ne s’effectue pas de la même manière dans les deux
schémas.
L’analyse du procédé de FT numérique d’un signal échantilloné peut néanmoins être
poursuivie en ne considérant que la TF complexe. On désignera ainsi :
– δt le temps qui sépare l’acquisition de deux échantillons,
– ∆t le temps total de l’acquisition deN valeurs complexes,
– δΩ l’écart de fréquences entre deux points successifs du spectre
– ∆Ω la largeur spectrale.
Le critère de Nyquist indique que
∆Ω.δt = 2π (2.150)
puisque la fréquence (et non pas la pulsation, d’où le terme2π) d’échantillonnage est
égale à la largeur spectrale. Le temps total d’acquisition vaut δt.N et l’écart entre deux
fréquences consécutives dans le spectre vaut∆Ω/N puisque la TF complexe d’un signal
contenantN valeurs contientN valeurs. Ainsi
δΩ.∆t = 2π. (2.151)
La quantitéδΩ est appelée résolution numérique du spectre et est inversemnt proportion-
nelle à la durée de l’acquisition.
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2.17 Améliorer le rapport signal sur bruit
Tout au long de la chaîne de traitement du signal analogique,un signal indésirable de
caractère aléatoire se superpose au signal intéressant : lebruit. Son origine se trouve dans
le caractère corpusculaire des électrons et dans leur "agitation" thermique. La tension in-
duite dans la bobine est extrêmement faible et la perturbation apportée par le bruit est,
dans le cas de noyaux peu sensibles ou peu nombreux, aussi grande voire plus grande que
le signal issu de l’échantillon. Ce problème n’est pas typique de la RMN et sa solution
réside dans plusieurs stratégies expérimentales. Il convient tout d’abord de disposer d’une
sonde et de circuits d’amplification particulièrement soignés, et d’accorder au mieux la
sonde, c’est-à-dire de faire en sorte que la transmission entre la bobine et le préamplifica-
teur à laquelle elle est connectée se fasse avec un rendementmaximum.
La différence fondamentale qui existe entre le signal vrai et le bruit est le caractère
reproductible du premier et le caractère aléatoire du second. Par sommation deM signaux
obtenus dans des conditions identiques, l’amplitude du signal vrai est multipliée parM et
celle du bruit parM1/2.
Ce dernier point mérite un développement et tout d’abord une définition de ce qu’est
l’amplitude du bruit. Considérons un SPL constituée deN valeurs réelles (pour simplifier)
constitués uniquement de bruit :ǫj(1 ≤ j ≤ N). Idéalement, la moyenne desǫj est nulle :
1
N
N
∑
j=1
ǫj = 0 (2.152)
cette propriété restant valable quelque soit la collection, suffisamment grande, d’échan-
tillons de bruit. La variance du bruit est alors définie commela valeur quadratique moyenne
des écarts entre les échantillons et leur moyenne (nulle), c’est-à-dire comme la moyenne
desǫ2j , grandeur qui par définition est strictement positive et d’autant plus grande que le
bruit est "intense" :
Var(ǫ) =
1
N
N
∑
j=1
ǫ2j (2.153)
L’intensité du bruit est une grandeur physique de même dimension que le bruit (des Volts,
puisqu’il s’agit de mesurer une tension électrique) et est définie comme la racine carrée
de la variance :
σ(ǫ) =
√
Var(ǫ). (2.154)
Sachant queM SPL deN valeurs chacune seront enregistrés,ǫjk désignera la valeur
du j ième échantillon dukième SPL etvj la valeur duj ième échantillon du signal "vrai",
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valeur qui ne dépend pas dek puisqu’elle est reproductible. En utilisant les mêmes nota-
tions, l’échantillon enregistrésjk s’écrit
sjk = vj + ǫjk. (2.155)
et le signala résultant de l’addition deM acquisitions est tel que
aj =
M
∑
k=1
(vj + ǫjk) =Mvj +
M
∑
k=1
ǫjk. (2.156)
Le signal reproductible a bien été multiplié parM . Le bruit E présent dans ce signal
est constitué desEj = aj −Mvj, de valeur moyenne nulle puisqu’elle est la somme de
quantités de valeur moyenne nulle. De plus,
Var(E) =
1
N
N
∑
j=1
(
M
∑
k=1
ǫjk
)2
(2.157)
=
1
N
N
∑
j=1



M
∑
k=1
ǫ2jk +
M
∑
k=1
M
∑
l=1
l 6=k
ǫjkǫjl



(2.158)
=
M
∑
k=1
(
1
N
N
∑
j=1
ǫ2jk
)
+
M
∑
k=1
M
∑
l=1
l 6=k
(
1
N
N
∑
j=1
ǫjkǫjl
)
(2.159)
= M.Var(ǫ) (2.160)
Le passage entre les équations 2.159 et 2.160 mérite un commentaire. On reconnaît
aisément dans le premier terme de 2.159 la définition de Var(ǫ), valeur qui est sommée
M fois à l’identique. Le second terme de 2.159 fait intervenir le produit des bruits de
deux enregistrements, calculé échantillon par échantillo. C mme les bruits issus de deux
enregistrements différents ne sont pas corrélés (au sens commun du terme comme au sens
qu’en donne de manière rigoureuse la théorie des statistique ), la moyenne de ces produits
est nulle.
Ainsi,
σ(E) =
√
M.Var(ǫ) =M1/2.
√
Var(ǫ) =M1/2.σ(ǫ) (2.161)
ce qui était le résultat annoncé.
Le rapport des intensités du signal et du bruit est donc multiplié parN/N1/2 = N1/2.
La durée d’enregistrement du signal de précession libre estrelativement courte (de l’ordre
de la seconde) ce qui permet l’accumulation rapide d’un grand nombre de signaux, le
spectre étant obtenu après Transformée de Fourier du signaltotal. La TF étant une opé-
ration linéaire et la TF du bruit étant aussi du bruit, le rapport "spectre sur bruit", aussi
appelé rapport "signal sur bruit du spectre", est amélioré parle f cteurN1/2.
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La réalisation pratique de l’accumulation des signaux nécessite l’introduction d’un
délai entre la fin de l’acquisition d’un signal et l’impulsion suivante est appelé délai de
relaxation. Il est en effet indispensable de laisser à l’aimantation le temps de revenir aussi
près que possible de son état initial. Si ce délai est trop bref la relaxation longitudinale
n’a pas le temps de restaurer
−→
M à sa valeur initiale et l’intensité des signaux dépendra des
tempsT1 des différents types de noyaux de l’échantillon. Après quels séquences exci-
tation - acquisition - relaxation, l’aimantation "initiale" des noyaux devient reproductible
car un état stationnaire s’établit progressivement. Lorsqu’une grande reproductibilité du
signal est nécessaire (dans certaines expériences multi–ipulsionnelles, par exemple) les
premiers signaux ne sont pas enregistrés. Le temps total quis’écoule entre deux séquences
élémentaires est appelé temps de répétition.
L’amélioration du rapport S/B est réalisable sur un appareil à onde continue par ac-
cumulation de spectres. Un exemple numérique montre la supériorit de la RMN par
impulsions dans ce domaine. Si on ne dispose que de 10 heures (36000 s) et que le temps
de répétition est de 3.6 s il est possible de réaliser 10000 accumulations et donc d’amé-
liorer le rapport S/B par un facteur 100. Si en onde continue il faut 6 minutes (360 s) pour
enregistrer un spectre, seulement 100 spectres seront accumulés pendant le temps imparti,
et l’amélioration du rapport S/B ne se fera que d’un facteur 10.
Une autre manière d’influencer le rapport signal sur bruit d’n spectre est de faire subir
un pré-traitement au signal temporel, appelé filtrage numérique, juste avant d’effectuer la
TF.
2.18 Le filtrage numérique
Une étape intermédiaire entre la numérisation du signal et sTF est parfois nécessaire
afin d’en améliorer certaines caractéristiques et faciliter son exploitation. La multipli-
cation du signal par une fonction appelée fonction "fenêtre"p ovoque une modification
simultanée de la forme des raies et du rapport signal sur bruit Le passage d’un signal ana-
logique dans un filtre provoque une modification de son spectre, le traitement qui donne
le même type de modification, effectué sur un signal numériséporte le nom de filtrage
numérique.
La figure 2.17 montre comment la résolution d’un spectre de1H à été artificiellement
améliorée au dépend du rapport S/B et de la forme des raies. Dan le spectre de13C de la
figure 2.18, le rapport S/B a été amélioré au dépend de la largeur des raies.
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FIGURE 2.17 – Effet filtrage numérique sur un spectre du1H . A gauche, le spectre non
filtré, et à droite filtré par un filtre de type Lorentz-Gauss (rétrécissement des raies).
FIGURE 2.18 – Effet du filtrage numérique sur un spectre du13C . A gauche, le spectre
non filtré, et à droite filtré par un filtre de type Lorentz (élargissement des raies).
Le cas présenté figure 2.19 illustre la distorsion du spectreintroduite par la troncature
du signal.
FIGURE 2.19 – Effet de la troncature du SPL. A gauche, le SPL non tronqué et le spectre
correspondant. A droite, le SPL tronqué et son spectre.
Idéalement, le signal devrait être enregistré pendant un temps infini pour en recueillir
l’intégralité. L’allongement du temps d’enregistrement eraîne une moindre efficacité de
l’amélioration du rapport S/B par accumulation, une diminution du rapport S/B de chaque
signal pris individuellement et enfin nécessite un volume destockage du spectre impor-
tant. Le temps d’enregistrement du signal, noté∆ , est déterminé par la largeur spectrale
et par le nombre d’échantillons à enregistrer. Il se peut quel’amplitude du signal au temps
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t = ∆t, proportionnelle àexp(−∆t/T ∗2 ) reste importante par rapport à l’ amplitude ini-
tiale. Le signal dont on calcule la TF est alors une fonction exponentielle décroissante
tronquée et les raies du spectres ne seront plus de forme lorentzienne.
Déterminer la TF d’un signals(t) tronqué revient à calculer
S(Ω) =
∫ ∆t
0
exp(−iΩt).s(t) dt (2.162)
A titre d’exemple, si le signal est caractérisé par unT ∗2 infiniment long et une phase nulle,
s(t) = exp(iΩ0t) alors,
S(Ω) =
∫ ∆t
0
exp(−it(Ω− Ω0))dΩ (2.163)
=
i
Ω− Ω0
[exp(−it(Ω− Ω0))]∆t0 (2.164)
=
i
Ω− Ω0
(exp(i∆t(Ω− Ω0))− 1) (2.165)
Si on poseu = ∆t(Ω − Ω0) alors la partie réelle deS(Ω) vaut ∆t. sin(u)/u. Le
spectre correspondant est tracé figure 2.20, avecΩ0 = 0. Cette fonction est centrée sur
Ω = Ω0 et est significativement différente d’une raie lorientzienn en absorption. La raie
qui serait idéalement fine en l’absence de troncature a maintena une largeur définie entre
les points A et B, correspondant aux premières valeurs nullesde sin(u)/u, c’est-à-dire à
u = ±π. La largeur de la raieδΩ est alors telle que∆t.δΩ = 2π, égale à la résolution
numérique du spectre. La raie est d’autant plus large que∆t st court.
A B
C
Ω0
1
FIGURE 2.20 – Effet sur un spectre de la troncature du signal temporel.
Qualitativement∆t etT ∗2 jouent des rôles similaires puisque raccourcir le temps pen-
dant lequel le signal a une intensité appréciable entraîne un élargissement des raies et une
diminution de leur hauteur. Toutefois, la relaxation n’introduit ni "pied" négatif dans le
spectre ni de maxima secondaires. L’intensité de la premièrexcursion négative (point
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C, figure 2.20) est calculée pour= 3π/2 et vaut−2/3π = −0.212, relativement à
l’intensité du maximum principal. Des pics de faible intensité itués au voisinage du pic
principal seront masqués par la distorsion de la ligne de basengendrée par la troncature.
Le cas analysé ici est un cas extrême, l’autre cas extrême estcelui oùT ∗2 est très
inférieur à∆t. Au moment où cesse l’acquisition du signal il n’y a alors plus de signal
mesurable (sauf du bruit) et la troncature n’a plus d’effet ni sur la largeur des raies ni sur
leur forme. Dans les cas intermédiaires la troncature introduit un élargissement des raies
et l’apparition de maxima secondaires positifs et négatifs, mais d’intensité relative plus
faible qu’en l’absence de relaxation.
2.19 L’apodisation
Pour couper le pied (apodiser) négatif des raies issues d’unsignal tronqué et restaurer
leur forme lorentzienne, il suffit de multipliers(t) par une fonction exponentielle décrois-
santeexp(−t/τ) avecτ > 0 (Figure 2.18). Le signals(t) = exp(−t/T ∗2 ). exp(iΩ0t)
devientexp(−t.(1/T ∗2 + 1/τ)). exp(iΩ0t). Tout se passe comme siT ∗2 avait été diminué,
l’amortissement du signal étant caractérisé par un paramèteλ tel que
1/λ = 1/T ∗2 + 1/τ (2.166)
La largeur à mi-hauteur∆ν1/2 d’une raie lorentzienne est reliée àλ par∆ν1/2 = 1/πλ,
l’apodisation par une fenêtre exponentielle décroissanteexp(−t/τ) élargit donc les raies
de1/πλ Hertz. Siτ est choisi suffisamment grand pour que le signal soit pratiquement
nul à t = ∆t, les raies du spectre ne présentent plus d’oscillations à leur base mais leur
élargissement diminue la résolution du spectre.
L’apodisation n’est pas sans répercussion sur le rapport signal sur bruit du spectre. Le
bruit reste d’intensité constante det = 0 à t = ∆t. Puisque le signal issu de l’échantillon
décroît au cours du temps, on peut dire que le rapport signal sur bruit décroît aussi au
cours de l’enregistrement. Multiplier le signal par une exponentielle décroissante peut
totalement annuler le bruit lorsquet st voisin de∆t. Cette même opération atténue aussi
le signal. Il est possible de montrer que le rapport signal sur br it est optimisé lorsque
qu’on apodise le signal avecτ = T ∗2 .
Lorsque le rapport signal sur bruit est important il est possible d’en tirer parti pour
améliorer la résolution du spectre. Si le signal est multiplié ar une fonction exponentielle
croissanteexp(t/τ), (τ > 0) la largeur à mi-hauteur des raies est diminuée de 1/πτ (en
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l’absence de troncature) et le rapport signal sur bruit diminue. En considérant que toutes
les raies du spectre ont le mêmeT ∗2 , multiplier le signal parexp(t/T
∗
2 ) compense com-
plètement l’effet de la relaxation et les raies atteignent lur argeur minimale de l’ordre
de1/∆t. L’effet sur le rapport signal sur bruit peut alors être catastrophique. Il faut donc
multiplier à nouveau le signal temporel par une fonction quiva atténuer fortement la fin du
signal tout en laissant le début le plus intact possible. Celase réalise par exemple avec une
fonction gaussienne. Cette dernière va contribuer bien entendu à élargir les raies, mais de
manière contrôlable, tout en leur donnant une forme assez complexe. La transformation du
signal résultante (Lorentz-Gauss) est pratiquement utilisée pour faciliter la séparation de
signaux de fréquences extrêmement voisines (Figure 2.17).L’utilisateur doit rechercher
un compromis entre les différentes options qui lui permettent d modifier la résolution, la
forme des raies, le rapport sur bruit, et ceci en fonction du signal disponible et de la nature
des informations recherchées dans le spectre.
2.20 Le zero filling
La technique du "remplissage avec des zéros" contribue à l’amélioration de séparation
entre raies de fréquences voisines, et consiste à faire suivre par des valeurs numériques
nulles les valeurs du signal numérisé du signal avant transformée de Fourier. L’intérêt de
cette manipulation est illustré figure 2.21, où le spectrea est obtenu par TF d’un signal
composé de 4094 valeurs complexes. Le signal en question est"allongé" à l’aide zéros
jusqu’à obtenir un signal de 16384 valeurs complexe, les 12288 derniers étant nulles. Le
spectre de droite, composé de 16384 points complexes présente d s détails fins invisibles
dans celui de gauche. Seule une petite région spectrale est rprésentée.
FIGURE 2.21 – A gauche, spectre sans zero filling avant TF. A droite, le signal temporel
a été allongé 4 fois.
Le zero filling a pour but d’augmenter artificiellement la résolution numérique puisque
la largeur spectrale ne change pas et que le nombre de points qu définit la taille du spectre
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augmente (ce nombre est égal au nombre de valeurs du signal tempor l). Le zero filling
fournit une interpolation deS(Ω) entre les valeurs issues d’une TF sans zero filling. Il
est généralement admis que multiplier la taille du spectre pa un facteur 2 apporte une
amélioration utile, et qu’utiliser un facteur plus important n’apporte pas d’amélioration
sensible.
2.21 Le programme de phases
Un spectre enregistré par la méthode impulsionnelle présent e dans ce chapitre peut
présenter des pics à des positions inattendues, et dont l’intensité dépend de la qualité
des dispositifs électroniques qui constituent la chaîne d’acquisition du signal. Un artefact
exactement situé au milieu du spectre (Ω = 0) est appelé pic axial et un artefact symé-
trique du pic réel par rapport au pic axial est appelé "fantômede quadrature" (Ω = −Ω0)
pour une raison qui apparaîtra ci-après. L’enregistrementd signaux successifs où les
phases de l’impulsion et du récepteur sont modifiées entre chaque séquence excitation -
détection permet l’élimination de ces artefacts. Le concept d programme de phase intro-
duit ici sera réexaminé dans le cadre plus général des expérinces multi–impulsionnelles.
L’analyse du programme de phase associé à une expérience de RMN consiste à étudier
comment varie le signal en fonction de la phase de l’impulsion (ou des impulsions) qui
l’a créé. Dans l’expérience élémentaire "excitation - détection", il a été signalé qu’une
augmentation de la phase de l’impulsion entraîne une augmentation identique de l’angle
que fait la composante transversale de l’aimantation avec l’axeOX. En identifiant signal
complexe et aimantation transversale dans le référentiel tournant, augmenter de∆φ la
phase de l’impulsion revient à multipliers(t) par exp(i.∆φ). Ainsi si ∆φ = π/2, alors
s(t) devienti.s(t).
Un détecteur idéal est censé délivrer une tension nulle en l’absence de grandeur à
mesurer. Dans la réalité, une tension continue, ou tension de décalage, est présente à
la sortie du (ou des) détecteur(s). On noteraǫ cette tension ets(t, φ = 0) le "vrai" signal
complexe en supposant que la phaseφ d l’impulsion utilisée est nulle ; le signal complexe
mesuré est alorss(t, 0)+ǫ = s′(t, 0). Le tableau 2.2 résume les valeurs du signal complexe
mesuré en fonction de la phase de l’impulsion.
Si on additionnes′(t, 0) et l’opposé des′(t, π) on constate l’annulation du terme d’er-
reur et l’addition constructive des signaux vrais :s′(t, 0)− s′(t, π) = 2.s(t, 0). Ce résultat
est général si on considère les signaux issus de deux impulsions de phases différent deπ.
2.21. LE PROGRAMME DE PHASES 59
TABLE 2.2 – Variation du signal en fonction de la phase de l’impulsion, effet d’une com-
posante continue
Phase s(t)
0 1.s(t, 0) + ǫ = s′(t, 0)
π/2 i.s(t, 0) + ǫ = s′(t, π/2)
π −s(t, 0) + ǫ = s′(t, π)
−π/2 −i.s(t, 0) + ǫ = s′(t,−π/2)
L’amplitude de la composante du signal ayant une fréquence null c’est-à-direS(Ω =
0) est calculée par selon la définition de la TF :
S(0) =
∫ +∞
0
s(t). exp(i.0.t) dt =
∫ +∞
0
s(t) dt (2.167)
qui correspond à la définition de la moyenne du signal. Superpos r une composanteǫ
continue au signal (de moyenne non nulle par définition) revient à modifier la valeur de
S(Ω = 0) et donc à introduire dans le spectre un pic axial. Utilisers′(t, 0) − s′(t, π) =
2.s(t, 0) au lieu de2(s(t, 0) + ǫ) permet donc d’éliminer le pic axial.
En supposant maintenant qu’il n’y a pas d’erreur de décalagemais une différence de
gain d’amplification des signauxsx(t) et sy(t) issus des deux démodulateurs, le signal
complexe effectivement enregistré lorsque la phase de l’impulsion est nulle s’écrit :
s′(t, 0) = sx(t, 0).(1 + δ) + i.sy(t, 0).(1− δ) (2.168)
où1+δ et1−δ sont les gains relatifs des deux chaînes d’amplification. Cesgains sont en
principe ajustés de façon à valoir 1 et 1 mais des variations peuvent apparaître au cours du
temps. L’effet de la dissymétrie entre les deux canaux de récption est mise en évidence
en écrivant
s′(t, 0) = 1.(sx(t, 0) + i.sy(t, 0)) + δ.(sx(t, 0)− i.sy(t, 0)) (2.169)
si, pour simplifier, on omet le terme de relaxation et de phasedu signal :
sx(t, 0) = cos(Ω0t) (2.170)
sy(t, 0) = sin(Ω0t) (2.171)
alors :
s′(t, 0) = 1. exp(iΩ0t) + δ. exp(−iΩ0t) (2.172)
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TABLE 2.3 – Variation du signal en fonction de la phase de l’impulsion, effet d’une erreur
de quadrature
φ s′(t, φ)
0 1.s(t, 0) + δ.s∗(t, 0)
π/2 i.s(t, 0)− iδ.s∗(t, 0)
π −s(t, 0)− δ.s∗(t, 0)
−π/2 −i.s(t, 0) + iδ.s∗(t, 0)
la partie réelle de la TF des′(t, 0) présente une raie d’intensité relative 1 à la pulsationΩ0
et une autre raie, le "fantôme de quadrature", à la pulsation−Ω0 et d’intensité relativeδ.
On peut considérer que l’apparition de ce pic non voulu est lié à une incapacité du détec-
teur à distinguer parfaitement les fréquences positives des fréquences négatives lorsque
les canaux de réception sont non symétriques. A l’extrême siun des canaux vient à ne
plus fonctionner (gain nul), alorsδ vaut 1 ou -1 : le pic attendu et son image de quadrature
ont la même intensité, ce qui correspond à une détection à unedétection sur un seul canal
et donc à une indétermination du signe des fréquences.
Le tableau 2.3 indique pour les diverses valeurs de phaseφ de l’impulsion ce qu’est
le signal enregistrés′(t, φ) en fonction de s(t,0) et de s*(t,0), avec
s(t, 0) = sx(t, 0) + i.sy(t, 0) (2.173)
s∗(t, 0) = sx(t, 0)− i.sy(t, 0) (2.174)
Ainsi augmenterφ deπ/2 revient à multiplier le termes(t, φ) pari et le termes∗(t, φ)
par−i :
s′(t, φ+ π/2) = i.s(t, φ)− δ.i.s∗(t, φ) (2.175)
Dans un cas plus général on aurait :
s′(t, φ+∆φ) = exp(i∆φ).s(t, φ) + δ. exp(i.−∆φ).s∗(t, φ) (2.176)
Pour éliminer l’erreur de quadrature il suffit d’additionner s′(t, 0) et−i.s′(t, π/2) :
s′(t, 0) = s(t, 0) + δ.s∗(t, 0) (2.177)
−i.s′(t, π/2) = s(t, 0)− δ.s∗(t, 0) (2.178)
et leur somme vaut2.s(t, 0) indépendamment deδ.
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On peut montrer que si le déphaseur du récepteur en quadrature (figure 2.13) effectue
un déphasage différent deπ/2, une erreur de quadrature se produit, identique à celle qui
résulte du déséquilibre entre les deux voies de réception.
Pour éliminer simultanément l’erreur de décalage et de quadrature (δ etǫ non nuls) un
calcul analogue à celui présenté ci-dessus indique qu’il fat c lculer la somme :
s′(t, 0)− i.s′(t, π/2)− s′(t, π) + i.s′(t,−π/2) (2.179)
qui vaut4.s(t, 0) indépendamment deδ et deǫ. La notion de phase du récepteur permet
de formaliser cette manipulation des signaux. Pour additionner de façon cohérente les
signaux, c’est-à-dire pour renforcer les vrais signaux et annuler les imperfections il faut
augmenter successivement la phase de l’impulsion par pas deπ/2 et augmenter identique-
ment la phase du récepteur : augmenter la phase du récepteur deπ/2 revient à multiplier
le signal complexe parexp(−i.π/2) = −i. Pour supprimer toute confusion due au voca-
bulaire il faudrait parler de "déphasage du signal après acquisition" plutôt que de phase
du récepteur. La multiplication du signal par−i compense la multiplication du signal
complexe pari introduite par l’augmentation deπ/2 de la phase de l’impulsion. Les si-
gnaux vrais sont les seuls à être multipliés pari, ce sont les seuls à être additionnés de
façon constructive. Dans le cas de l’expérience impulsion –détection traitée jusqu’ici, la
relation entre phase du récepteurφR et phase de l’impulsion (ou phase de l’émetteur) est
donc :
∆φR = ∆φ. (2.180)
En utilisant les conventions introduites dans la table 2.1,le programme de phase qui
vient d’être décrit se note :
φ = (x, y,−x,−y) (2.181)
φR = (x, y,−x,−y) (2.182)
l’élimination des pics indésirables n’étant réalisée qu’après addition de quatre signaux.
La mise en œuvre pratique du changement de phase du récepteurse limite en fait à des
additions ou à des soustractions de signaux réels : si′(t) est écrit commes′x(t) + i.s
′
y(t)
les parties réelles et imaginaires des termes à sommer sont don ées dans le tableau 2.4.
Il suffit donc après chaque numérisation des signauxs′x(t) et s
′
y(t) de sommer les
valeurs obtenues, munies du signe requis, vers la partie réell ou vers la partie imaginaire
du signal total, comme indiquée dans le tableau 2.4.
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TABLE 2.4 – Phase du récepteur
terme partie réelle partie imaginaire
s′(t) s′x(t) s
′
y(t)
−i.s′(t) s′y(t) −s′x(t)
−s′(t) −s′x(t) −s′y(t)
i.s′(t) −s′y(t) s′x(t)
La notion de programme de phase sera réexaminée au paragraphe 4.6 dans le cadre du
formalisme de la matrice densité.
Chapitre 3
Diagrammes énergétiques
La démarche qui va être présentée dans le chapitre suivant, intitulé "matrice densité",
repose sur l’acceptation par le lecteur d’un certain nombrede règles très formelles, mais
qui ont comme premier avantage de reproduire les résultats connus pour les systèmes à
un spin et fondés sur la manipulation du vecteur aimantationmacroscopique. Leur second
avantage est d’être applicables "les yeux fermés" en étant sûr qu’au terme de calculs,
parfois un peu lourds, certes, des résultat reflétant la réalité du comportement de systèmes
complexes pourront être obtenus. Cette "conception algébrique" de la RMN n’est pas
nécessairement la préférée de tous, et la "conception géométrique" du modèle de Bloch
semble être pour certains (le plus grand nombre ?) plus directement accessible car plus
visuelle.
L’extension du modèle de Bloch aux systèmes à plusieurs spinsrelève de la connais-
sance préalable de leur diagramme énergétique. Ce chapitre aour but de présenter ces
diagrammes et d’introduire la notion de couplage scalaire,notion qui est centrale pour
l’étude des structures moléculaires par RMN. La présentatiodu modèle de Bloch étendu
sera faite ultérieurement, après la présentation du formalis e de la matrice densité, et afin
de faire le lien entre les deux concepts.
Les diagrammes énergétiques indiquent quels sont les étatsd’énergie accessibles à
un spin ou un système de spin plongés dans un champ magnétique
−→
B loc0 . L’absorption et
l’émission d’énergie sous forme d’une onde électromagnétique par le système s’effectue
à des fréquences caractéristiques qui se déduisent des valeurs des énergies possibles. Ces
fréquences sont les mêmes que celles observées pour la précession de l’aimantation dans
le modèle de Bloch et son extension aux systèmes à plus de un spin. Le diagramme éner-
gétique d’un système de spins est donc utile à connaître, même pour les inconditionnels
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de la démarche algébrique.
3.1 Systèmes à un spin
Comme indiqué au début de cet ouvrage, la fréquence de résonanceνI d’un noyauI,
de rapport gyromagnétiqueγI soumis au champ local
−→
B loc0 (I) est :
νI =
γIB
loc
0 (I)
2π
(3.1)
sachant qu’iciνI représente une fréquence mesurable dans le référentiel du laboratoire (et
non pas dans le référentiel tournant).
La résonance du noyauI est liée à l’existence de 2 niveaux énergétiques qui avaient
été notésEα etEβ liés aux valeurs du nombre quantiquems(I) +1/2 et−1/2, respec-
tivement. En prenant comme référence (énergie 0) l’énergiemoyenne(Eα + Eβ)/2, on
obtientEα = −1/2.hνI etEβ = +1/2.hνI , soit
E/h = −ms(I)νI (3.2)
ce qui aboutit au diagramme énergétique de la figure 3.1. Les état liés àms(I) = +1/2
et−1/2 seront respectivement notésα etβ.
E/h ms
νI
β
α
−1/2
+1/2
FIGURE 3.1 –Diagramme énergétique d’un spin 1/2 isoléI
Pour rappel, le chemin qui conduit du diagramme énergétiquevers la précession du
vecteur
−→
M hors équilibre à la fréquenceνI s’appuie sur le traitement par la mécanique
classique du mouvement de ce vecteur, traitement dont la légitimité est laissée à l’appré-
ciation (la crédulité ?) du lecteur qui ne maîtriserait pas les aspects fondamentaux de la
mécanique quantique.
En faisant une entorse aux principes exposés dans le préambule, le raisonnement sui-
vant présente le lien quantique entre niveaux énergétiqueset précession de Larmor. Cela
doit être considéré comme une digression...
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Soient|α〉 et |β〉 sont les fonctions propres de l’hamiltonien
H = −2πνI · Iz (3.3)
avec respectivement comme valeurs propresEα = −hνI/2 etEβ = +hνI/2. L’état d’une
seuleparticule décrit par la fonction d’onde
|ψ〉0 =
|α〉+ |β〉√
2
(3.4)
est un état propre deIx. C’est-à-dire que si on dispose d’un grand nombre de particules
qui sont toutes à l’instantt = 0 dans l’état|ψ〉0, et si on mesureMx = γIIx sur chaque
particule, alors on estcertainde trouver à chaque fois1/2.γI~. L’état |ψ〉0 va évoluer au
cours du temps, selon le résultat usuel, issu de l’intégration de l’équation de Schrödinger
dépendante du temps.
|α〉 H,t−−→ exp(−iEαt/~) · |α〉 (3.5)
|β〉 H,t−−→ exp(−iEβt/~) · |β〉 (3.6)
|ψ〉0
H,t−−→ |ψ〉(t)
= (exp(−iEαt/~) · |α〉+ exp(−iEβt/~) · |β〉)/
√
2 (3.7)
La probabilitép+(t) pour que la mesure deMx donne+1/2.γI .~ est fournie par
p+(t) = |〈ψ0|ψ〉(t)|2
= | exp(−iEαt/~) + exp(−iEβt/~)|2/4
= (1 + cos((Eβ − Eα)t/~)/2 (3.8)
= (1 + cos(2πνIt))/2 (3.9)
Sachant que la valeur propre−1/2.γI~ deMx est associée à la fonction d’onde(|α〉 −
|β〉)/
√
2, un calcul identique au précédent conduit pour la probabilité p−(t) pour que la
mesure deMx donne−1/2.γI~
p−(t) = (1− cos(2πνIt))/2 (3.10)
La valeur moyenne deMx au tempst, observable sur un grand nombre de noyaux
initialement tous dans l’état|ψ〉0 est donc
< Mx(t) > = 1/2.γI~(p+(t)− p−(t))
= 1/2.γI~ cos(2πνIt) (3.11)
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Suivant la même procédure,
< My(t) > = −1/2.γI~ sin(2πνIt) (3.12)
< Mz(t) > = 0 (3.13)
ce qui correspond une rotation à la fréquence−νI de<
−→
M(t) >, en partant àt = 0 d’une
aimantation alignée sur l’axeOx du référentiel du laboratoire.
Ce raisonnement est très général et peut s’étendre à l’étude de l’action du champ
−→
B1.
Les principes la mécanique quantique se substituent parfaitement à ceux de la mécanique
classique sans introduire l’hypothèse supplémentaire de la nécessaire validité de cette der-
nière dans le domaine macroscopique. Le lecteur attentif aura remarqué que tout se joue
dans l’équation 3.8 où l’évolution sinusoïdale deMx(t) est liée à un effet d’interférence
quantique, tout à fait semblable dans sa forme à une interférence optique.
Fin de la digression...
En résumé, c’est bien parce qu’il y a deux niveaux d’énergieEα etEβ qu’il y a une
précession de l’aimantation transversale à la fréquence(Eβ − Eα)/h et qu’il est donc
intéressant de tracer des diagrammes énergétiques.
3.2 Systèmes à deux spins
3.2.1 Sans couplage scalaire
Si deux systèmes sont réunis sans qu’ils interagissent entre ux, leur énergie d’inter-
action avec l’extérieur est la somme des énergies prises séparément. On considère ici 2
noyauxI etS caractérisés par leur fréquence de résonanceνI et νS. L’énergie d’interac-
tionE s’exprime donc par
E/h = −ms(I)νI −ms(S)νS (3.14)
L’état quantique du système est défini par les valeurs dems(I) et ms(S). Sous forme
symbolique, on noteαα,αβ,βα etββ les quatre états possibles de ce système composé
de deux spins1/2, le premier signe étant relatif àI et le second àS.
Toutes les transitions énergétiques envisageables ne sontcependant pas réalisables
par émission ou absorption d’une onde électromagnétique. Pour savoir quelles sont les
transitions autorisées il faut d’abord définir le nombre quantique total :
ms = ms(I) +ms(S) (3.15)
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pour définir la règle de sélection :
|∆ms| = 1 (3.16)
qui se justifie à la fois par la loi de conservation du moment ciétique et l’attribution
du spin 1 au photon, la particule associée au rayonnement électromagnétique. Pour cette
raison, les transitions observables sont aussi appelées tran itions "à±1 quanta" ou "à
simple quanta".
Il en résulte quatre transitions possibles, pour lesquelles soit∆ms(I) = 1 et∆ms(S) =
0, soit∆ms(S) = 0 et∆ms(S) = 1. Les deux premières sont dites "transitions deI" t
les secondes "transitions deS", comme indiqué sur la figure 3.2.
E/h
νI
νS
νS
ββ
βα
αβ
αα
ms(I)
−1/2
−1/2
+1/2
+1/2
ms(S)
−1/2
+1/2
−1/2
+1/2
ms
−1
0
0
+1
βα
ββ
αα
αβ
νS
νI
νS
νI
FIGURE 3.2 – Diagramme énergétique d’un systèmeIS de 2 spins non couplés
Les fréquences de résonance associéesνI tνS sont données par
hνI = Eββ − Eαβ = Eβα − Eαα (3.17)
hνS = Eββ − Eβα = Eαβ − Eαα (3.18)
Les noyauxI etS n’ont aucune interaction et le spectre observable ne fera intervenir
que leurs propres fréquences.
Les transitions (une dans chaque sens) entre les états énergétiquesαα etββ corres-
pondent à∆ms = ±2 et sont appelées transitions "à double quanta" ; celles entreαβ t
βα sont des transitions "à 0 quanta".
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3.2.2 Avec couplage scalaire
Deux noyauxI et S de même nature (systèmeIS homonucléaire) ou de nature dif-
férentes (systèmeIS hétéronucléaire) peuvent interagir entre eux par couplagescalaire
(appelé ainsi parce qu’il s’exprime sous la forme d’un produit scalaire d’opérateurs...).
Cette interaction a pour médiateurs les orbitales moléculaires et les spins électroniques.
Elle est caractérisée à son intensitéJ , appelée constante de couplage et mesurée en Hertz.
Le couplage est fort siJ est comparable ou plus grand que la différence des fréquences
de résonance des noyauxI et S. Cela n’est jamais le cas pour les systèmes hétéronu-
cléaires et peu fréquent dans les systèmes homonucléaires,su tout à des valeurs élevées
du champ magnétiqueB0. Pour les systèmes faiblement couplés, l’expression de l’én rgie
du système des deux spinsI etS comporte un terme supplémentaire lié à l’existence du
couplage :
E/h = −ms(I)νI −ms(S)νS + Jms(I)ms(S) (3.19)
Les règles de sélection restant valides (par ce que les couplages sont faibles), quatre
transitions sont observables. Leurs fréquences sont mainten toutes différentes et don-
nées par :
ν1 = (Eβα − Eαα)/h = νI − J/2 (3.20)
ν2 = (Eββ − Eαβ)/h = νI + J/2 (3.21)
ν3 = (Eαβ − Eαα)/h = νS − J/2 (3.22)
ν4 = (Eββ − Eβα)/h = νS + J/2 (3.23)
Comme indiqué dans la figure 3.3. Les deux premières fréquences sont liées aux tran-
sitions à simple (±1) quanta du noyauI et les deux dernières aux transitions à simple
quanta deS. Ce qui différence les fréquences des deux transitions deI (ou deS) réside
simplement dans le fait que l’état du spinS (ou deI) est soitα soitβ. Dans le premier cas
la fréquence de la transition est diminuée deJ/2, dans le second cas elle est augmentée
deJ/2. Une transition d’un noyau est donc pleinement définie à partir de la donnée de
l’état de l’autre noyau du système, ou des autres noyaux s’ily en a plus que deux dans le
système.
La constante de couplageJ est expérimentalement accessible en remarquant que :
J = ν2 − ν1 = ν4 − ν3 (3.24)
Remarquons enfin que les fréquences des transitions à double (DQ) et à zéro (ZQ)
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E/h
νI
νS
νS
ββ
βα
αβ
αα
Jms(I)ms(S)
+J/4
−J/4
−J/4
+J/4
βα
ββ
αα
αβ
νS + J/2
νI − J/2
νS − J/2
νI + J/2
FIGURE 3.3 – Diagramme énergétique d’un systèmeIS de 2 spins faiblement couplés.
quanta ne dépendent pas de la valeur deJ :
νDQ = (Eββ − Eαα)/h = νI + νS (3.25)
νZQ = (Eβα − Eαβ)/h = νI − νS (3.26)
3.3 Systèmes à trois spins
L’énergie d’un système de trois spins faiblement couplésISL est donnée par :
E/h = −ms(I)νI −ms(S)νS −ms(L)νL (3.27)
+JISms(I)ms(S) + JILms(I)ms(L) + JSLms(S)ms(L) (3.28)
chacune des constantes de couplage étant faible devant la différence des fréquences de
résonance des noyaux dont elle décrit le couplage. Un système de trois spins possède donc
8 niveaux énergétiques possibles. Les transitions autorisées ont celles pour lesquelles
|∆ms| = 1 (3.29)
avec
ms = ms(I) +ms(S) +ms(L) (3.30)
où, à nouveau,ms est le nombre quantique associé à la projection sur un axe du moment
cinétique total du système.
La figure 3.4 représente symboliquement les 8 niveaux et les douze transitions obser-
vables dans un systèmeISL faiblement couplé.
70 CHAPITRE 3. DIAGRAMMES ÉNERGÉTIQUES
βββ
αββ βαβ ββα
ααα
βαααβαααβ
FIGURE 3.4 – Diagramme énergétique d’un système de 3 spinsISL.
Ainsi, par exemple, la transitionβαα → ββα est une transition du noyauS qui
s’opère avecI dans l’étatβ etL dans l’étatα. Sa fréquence est la somme de trois termes :
νS parce que c’est une transition deS, +JIS/2 carI est dans l’étatβ et−JSL/2 carL est
dans l’étatα, soit au total
ν(βαα → ββα) = νS + JIS/2− JSL/2 (3.31)
La transitionααβ → ββα satisfait à la condition|∆ms| = 1 bien que sa probabilité
d’observation soit nulle. Il y a au total trois transitions de ce genre qui sont inobservables.
Dans les systèmes fortement couplésABC il est possible d’observer jusqu’à 15 (12 + 3)
transitions.
3.4 Diagramme énergétique et population des états
Les différents niveaux énergétiques d’un système en équilibre thermodynamique sont
peuplés par les noyaux en fonction de la distribution de Boltzman. Comme il a déjà été
souligné, les différences d’énergie entre niveaux sont très faibles par rapportkT dans les
conditions usuelles de température, et donc les noyaux se répartissent à peu près équi-
tablement entre les niveaux possibles. Cet "à peu près" fait toute la différence puisque
l’intensité du signal observable est proportionnelle aux différences de population, comme
cela a été étudié en détail pour un spin isolé.
Un système den spins 1/2 possède2n niveaux énergétiques puisque chaque spin peut
être soit dans l’étatα soit dans l’étatβ. Chaque niveau d’énergieEi(1 ≤ i ≤ 2n) d’un
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ensemble deP systèmes de spins identiques est peuplé parpi noyaux avec
2n
∑
i
pi = P (3.32)
pi = Z exp(−Ei/kT ) = Z(1− Ei/kT ) (3.33)
dans l’hypothèse oùEi ≪ kT . Z est un facteur de proportionnalité qui est déterminé par
P =
2n
∑
i
(Z − ZEi/kT ) (3.34)
= 2nZ − Z/kT
2n
∑
i
Ei (3.35)
= 2nZ (3.36)
sachant que la somme des énergies de tous les niveaux est null(il suffit de faire l’addition
pour s’en rendre compte). Deux états indexési et j d’énergieEi et Ej auront comme
populationpi = Z(1− Ei/kT ) etpj = Z(1− Ej/kT ) soit une différence de population
pi − pj = −P/2n.(Ei − Ej)/kT (3.37)
proportionnelle à leur différence d’énergie. Il est utile dsignaler qu’étant donné que
les constantes de couplage scalaire sont au plus de quelquescentaines de Hz (sauf cas
exceptionnels) et que les fréquences de résonance sont de l’or re de quelques dizaines
ou quelques centaines de MHz, les populations ne sont pas affectées par l’intensité des
couplages.
En considérant par exemple le noyauI d’un systèmeISL (n = 3), les différences de
populationpαij − pβij, aveci et j valantα ouβ, sont toutes égales :
pαij − pβij = P/8.hνI/kT (3.38)
= P/8.γI .~B0/kT (3.39)
sachant que les écarts énergétiques apportés par les déplacements chimiques (E/h est de
l’ordre de quelques dizaines de kHz tout au plus) sont aussi trop faibles pour perturber no-
tablement les populations. Les différences de population considérées ici sont d’une grande
importance pratique car elles correspondent à des états pour lesquels des transitions sont
observables et car les intensités de ces transitions sont prportionnelles aux différences
de population correspondantes.
Il est possible de définir la différence de population∆P (I) du noyauI comme étant la
somme des différences de population correspondant aux quatre ét ts possibles des spins
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S etL :
∆P (I) = (pααα − pβαα) + (pααβ − pβαβ)
+(pαβα − pββα) + (pαββ − pβββ) (3.40)
= P.γI .~B0/2kT (3.41)
Cette valeur est indépendante du nombre de spins dans le système : le facteur 2 au déno-
minateur provient du rapport2n/2n−1 = 2, sachant que2n provient de l’équation 3.37 et
que2n−1 est le nombre d’états possibles une fois que l’état d’un noyau a été fixé.
Le concept de différence de population pour un noyau est utile pour définir la contri-
bution de chaque noyauI au vecteur aimantation macroscopique global de l’échantillo
Meq dans sa situation d’équilibre. Ainsi,
Meqz (I) = ∆P (I).γ(I)~/2 (3.42)
= P.γ(I)2.~2B0/4kT (3.43)
le résultat établi pour un spin 1/2 isolé restant valable pour un spin 1/2 appartenant à un
système de spins couplés. Il faut toutefois noter que dans lecas d’un système àn spins,
la contribution de chaque noyau à
−→
Meq résulte de la sous-contribution de2n−1 vecteurs
aimantation macroscopique identiques (vecteurs élémentair s), chacun étant associé à une
énergie d’une transition observable, c’est-à-dire à une fréquence de résonance mesurable.
La mise hors équilibre de l’aimantation de l’échantillon par création d’aimantation
transversale est le moyen de mettre en évidence les transitions entre niveaux énergétiques.
Chaque vecteur élémentaire décrit ensuite le mouvement de préc ssion de Larmor à la
fréquence égale à la fréquence de la transition qui lui correspond. Tout ceci constitue la
base du modèle vectoriel de la RMN, généralisé aux systèmes faiblement couplés. Le
modèle vectoriel sera étudié plus en détail, après avoir exposé la description de la RMN à
l’aide du concept de matrice densité.
Chapitre 4
La Matrice Densité
4.1 Position du problème
La description physique du phénomène de résonance magnétique nucléaire peut s’ef-
fectuer à (au moins) trois niveaux, faisant appel aux diagrammes énergétiques, au vecteur
d’aimantation macroscopique (le modèle de Bloch) et au formalis e de la matrice den-
sité. Le modèle de Bloch, présenté précédemment, donne une imag réaliste de l’évolution
d’un système de noyaux isolés magnétiquement les uns des autr s. Ce modèle peut être
étendu pour y inclure l’action des couplages scalaires. Il aici semblé utile d’introduire
le formalisme de la matrice densité à un niveau très élémentair plutôt que de continuer
avec le modèle de Bloch, afin de faciliter l’étude d’expériences omplexes faisant appel,
par exemple, aux transitions à multiple quanta et de justifier simplement la structure du
programme de phase associé à une séquence multi-impulsionnelle.
S’il est relativement aisé de comprendre comment utiliser un diagramme énergétique
ou une représentation vectorielle, la caractérisation d’usystème physique par une ma-
trice n’est pas usuellement ressentie comme intuitive. La matrice densité possède une
définition parfaitement rigoureuse dans le cadre du formalis e de la mécanique quan-
tique. Ce dernier n’est pas immédiatement accessible au non-initié, et aurait même une
action fortement répulsive. Il n’est d’autre part pas évident de justifier par la seule com-
préhension de la RMN la nécessité de l’assimilation préalable d’un volumineux corpus de
connaissances générales en mécanique quantique. L’expérince montre qu’il est possible
d’utiliser un nombre minimal de définitions et de règles, sans démonstration, pour parve-
nir à une description de la RMN utilisant la matrice densité etqui soit opérationnelle dans
la plus part des situations usuelles. Le lecteur curieux et séduit par la puissance de cette
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approche n’en sera que plus motivé pour aborder l’apprentissage des fondements de la
mécanique quantique, et découvrir l’origine des règles qu’il a ra utilisées de prime abord
en toute innocence. La matrice densité sera donc par la suiteun objet dont il sera question
sans qu’une définition formelle ne lui ait été préalablementdonnée. Cette démarche non
conventionnelle, surtout au pays de Descartes, est cependant d’un intérêt certain, même si
elle peut dérouter.
Le concept de matrice densité est utilisé par les physicienspour décrire le comporte-
ment d’un ensemble de particules qui ne présentent pas toutes le même état. Un système
composé d’une particule ou d’un ensemble de particules de même état (cette situation
est désignée sous l’appellation "cas pur") est parfaitement décrit par une fonction d’onde,
fonction dont on sait tirer les probabilité de mesures de différentes grandeurs observables
(position, quantité de mouvement, moment cinétique, énergie mécanique totale...) et dont
l’évolution dans le temps est prévisible grâce à l’équationde Schrödinger. Un système
constitués deP particules de spin 1/2, dontpα et pβ sont dans l’étatms = +1/2 et
ms = −1/2 ne peut être correctement décrit par une fonction d’onde. Cette situation
(appelée cas impur, ou mélange statistique) est celle présentée par échantillon en équi-
libre (au sens thermodynamique du terme) dans un champ magnétique, au début de toute
expérience de RMN. Dans un cas pur, matrice densité et fonction d’onde sont deux re-
présentations équivalentes du système considéré. Il est pos ible de déduire de la matrice
densité tous les résultats des mesures voulues et de déterminer leur évolution au cours du
temps. Un mélange statistique est la réunion de sous-système purs et la matrice densité
associée à ce mélange est alors la moyenne des matrices densité des sous-systèmes dont
il est composé, moyenne pondérée par les populations. La matrice densité dans un cas
pur ou dans un cas impur est utilisée de la même manière et constitue donc une sorte de
généralisation de la fonction d’onde.
Connaissant la matrice densité d’un échantillon dans son état initi l et les différents
événements qui vont survenir (impulsions de radiofréquence trecoupées de délais d’évo-
lution), il sera possible de déterminer la matrice densité àchaque instant de l’acquisition
du signal de précession libre. La grandeur observable, qui est la composante horizontale
du moment magnétique de l’échantillon, sera déduite de la matrice densité.
Une matrice, d’une manière générale, est la représentationd’une transformation (ou
opérateur) linéaire qui transforme un élément d’un espace ve toriel en un autre élément
d’un espace vectoriel (le même ou un autre), ces espaces étant d finis sur un même corps
(le corps des nombres complexes, en ce qui concerne ce qui va sivre). Si le vecteur
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d’origine appartient à un espace de dimensionm et celui d’arrivée à un espace de dimen-
sionn, la matrice qui représente la transformation est un tableaud nombres complexes
possédantn lignes etm colonnes.
Pour situer le degré de complexité des calculs à effectuer, il faut savoir qu’analyser
un système den spins couplés nécessite la manipulation de matrices à2n lignes et2n
colonnes ! De tels calculs sont très largement simplifiés si la matrice densité est exprimée
comme une somme de matrices, multiples de matrices de base judicieusement choisies.
La taille n du système de spins étant fixée, il y a autant de matrices de base que d’élé-
ments dans la matrice soit4n. Les matrices de base sont désignées sous forme symbo-
lique facile à mémoriser. Bien qu’il existe une infinité d’ensmbles possibles de matrices
de base, les "produits d’opérateurs cartésiens" seront préférentiellement choisis comme
base. Une base (c’est-à-dire un ensemble de matrices de base) ét nt choisie, des règles
de calcul permettent de prévoir l’évolution de la matrice densité pendant les évènements
qui constituent une séquence d’impulsions. Chaque événement, impulsion ou délai, est
associé à une opération linéaire qui transforme la matrice densité du système avant l’évé-
nement en la matrice densité après l’événement. Une telle transformation, qui associe une
matrice à une autre matrice, est appelée "super–opérateur".
Les règles d’évolution et d’utilisation de la matrice densité eront d’abord introduites
à propos des systèmes à un et deux spins. D’autres règles permettront de calculer les
grandeurs observablesMx etMy, projections de l’aimantation sur les axes transversaux du
référentiel tournant. La généralisation de ces règles aux systèmes plus complexes procède
des mêmes méthodes de calcul.
4.2 Le système à un spin
4.2.1 Les opérateurs cartésiens
Un système à un spin (pour lequel on peut espérer retrouver les résultats du modèle de
Bloch) est formé d’un noyau que l’on noteI. Les quatre matrices de base qui constituent
la base d’opérateurs cartésiens seront désignées parE/2, Ix, Iy et Iz. D’une manière
générale, la matrice densité du système de spins considéré peut toujours s’écrire
σ = a · E/2 + b · Ix + c · Iy + d · Iz (4.1)
oùa, b, c etd sont des nombres réels. Les matricesIx, Iy etIz sont aussi appelées les ma-
trices de Pauli. La matrice identitéE intervient sous forme de E/2 pour des raisons d’ho-
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mogénéité des propriétés des matrices de base. Les quatre matrices de base permettent de
définir tout état du système de spins. L’ensemble de tous les état possible constitue ce
qui est appelé l’espace des états.
4.2.2 État initial
La matrice densité, notéeσ, d’un ensemble deP noyaux plongé dans un champ ma-
gnétique, et ayant atteint une situation d’équilibre est :
σ0 = P · E/2 + ∆P · Iz (4.2)
où∆P est la différence des populations initialespα−pβ (voir p. 7). La matriceE étant la
matrice identité, sa transformation par un opérateur linéaire donnera toujours la matrice
identité. Sa contribution àσ n’évolue pas au cours du temps. Pour cette raison le terme
proportionnel àE/2 sera toujours omis dans la suite des calculs. Ainsi,
σ0 = ∆P · Iz (4.3)
Le coefficient multiplicatif∆P se retrouvera tout au long du calcul de l’évolution de la
matrice densité du système, par linéarité des transformations qu’elle subit. Par souci de
clarté, ce facteur sera aussi omis dans les calculs. Néanmoins, si on veut comparer diffé-
rentes techniques du point de vue quantitatif, il est nécessaire de se souvenir de l’existence
de ce facteur. L’état initial du système sera donc décrit par:
σ0 = Iz (4.4)
4.2.3 Évènements
L’effet d’une impulsion ou de l’évolution libre du système pndant un délai est calculé
par action d’un super-opérateur sur la matrice densité. Parlinéarité, si une matriceσ est
la somme de deux matricesIa et Ib (a ou b = x, y, ouz) multipliées par les coefficientsa
et b :
σ = a · Ia + b · Ib (4.5)
et siÔ est le super-opérateur associé à un événement (impulsion oudélai) alorsσ′, trans-
formée deσ parÔ, se déduit des transformées deIa et Ib parÔ :
σ′ = Ô(σ) = a · Ô(Ia) + b · Ô(Ib) (4.6)
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Il suffit donc de connaître le résultat de la transformation des matrices de base pour cal-
culer le résultat de la transformation de toute matrice.
Tout événement est caractérisé par l’interactionentre les spins et l’extérieur ainsi que
par sadurée. Une interaction estcaractériséepar sonintensitéet sanature, supposées
constantes pendant toute la durée où elle s’applique. Cela sera vrai pour les impulsions et
les délais considérés dans le référentiel tournant. C’est pourqu i les analyses théoriques
qui seront conduites par la suite se feront dans implicitement dans le référentiel tournant.
La descriptiond’une interaction sera effectuée au moyen d’une matrice, dont la nature
mathématique est identique à celle de la matrice densité du système. Une interaction est
donc décrite par une matrice, elle même associée à un opérateur appelé opérateurhamil-
tonien. L’action d’un hamiltonienH (les exemples arrivent bientôt, patience...) constant
pendant un tempst sur la matrice densité d’un système se traduit par un super-opérateur
Ĥ qui ne dépend que du produitH · t, et ceci selon une relation mathématique qui est sans
intérêt à ce niveau de l’exposé. En résumé :
σ
H·t−−→ σ′ = Ĥ(σ) (4.7)
On commettra par la suite un abus de langage en parlant de la transfo mation de la matrice
densité sous l’action de l’opérateurHt, alors qu’il faudrait parler de l’action du super-
opérateur calculé à partir du produitHt.
Les opérateurs associés aux impulsions de radio-fréquencedépendent de leur phase
φ et de l’amplitudeB1 de leur champ de radiofréquence caractérisée par la pulsationΩ1.
Si l’impulsion dure un tempst, l’angle θ de basculement de l’aimantation estθ = Ω1t.
Nous nous plaçons ici dans l’hypothèse où l’effet d’offset est négligeable et donc où
|Ω0| ≪ |Ω1|. Les impulsions seront alors dites parfaites car l’aimantation n’évolue que
dans un plan strictement vertical du référentiel tournant.
Si la phase d’une impulsion de RF vaut 0,π/2, π ou −π/2, l’opérateur correspon-
dant sera notéΩ1Ix, Ω1Iy, −Ω1Ix ou −Ω1Iy. Dans leur forme explicite, les opérateurs
d’évolution sont en effet semblables aux "opérateurs cartésiens" utilisés comme matrices
de base. En commettant l’abus de langage mentionné ci-dessus, des impulsions de durée
t et d’angle de basculementθ sont donc associées aux opérateursθIx, θIy, −θIx ou−θIy,
puisqueΩ1t = θ.
Un noyau d’offsetΩ0 évoluant librement subit une interactionH = Ω0 · Iz. Si cette
interaction se prolonge pendant le tempst, l’opérateur qui est associé à l’évolution du sys-
tème estΩ0tIz = θIz oùθ est ici l’angle de précession de l’aimantation dans le référentiel
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tournant.
On constate déjà que les noms des matrices de base n’ont pas été choisis au hasard
puisque qu’un opérateurθIi (i = x, y ouz) est associé à une rotation de l’aimantation d’un
angleθ autour de l’axeOi du référentiel tournant (en écrivanti en majuscule).
4.2.4 Transformation des matrices de base
Il faut maintenant savoir comment les matrices de baseIi ont transformées sous l’ac-
tion des opérateursθIj pour prédire toute évolution de l’aimantation de l’échantillon. Pour
ce faire, il faut préalablement définir lecommutateur[A,B] de deux matricesA etB :
[A,B] = A ·B −B · A = i.{A,B} (4.8)
oùA ·B représente la matrice obtenue par application successive deB et deA et{A,B},
une notation utile dans le contexte et que l’auteur désignera pa la suite, abusivement
certes, comme le commutateur deA et deB, la définition "officielle" (avec des crochets
au lieu d’accolades) de ce terme introduisant sans nécessité le nombre complexei dans
les calculs. Le commutateur deA et deB est nul si appliquer d’abordB puisA revient
toujours au même qu’appliquerA puisB (d’où le nom de commutateur).
Une matrice de baseIi reste invariante si l’opérateurθIj qui lui est appliqué commute
avecIi. Ceci n’est vrai que sii etj sont égaux, c’est-à-dire siIi = Ij. Dans le cas contraire
Ii
θIj−→ cos θ · Ii + sin θ · {Ii, Ij} (4.9)
Les commutateurs se déduisent des règles de calcul suivantes :
{Ix, Iy} = Iz {Iy, Iz} = Ix {Iz, Ix} = Iy (4.10)
{Ii, Ij} = −{Ij, Ii} (4.11)
4.2.5 Mesure des composantes de l’aimantation
Le vecteur aimantation macroscopique est déterminé à chaque instant par ses trois
composantesMx, My et Mz, elles mêmes déduites de la matrice densité du système
comme les coefficients deIx, Iy, etIz, à un facteur multiplicatifγ~/2 près. Si
σ = a · E + b · Ix + c · Iy + d · Iz (4.12)
alors
Mx = bγ~/2 My = cγ~/2 et Mz = dγ~/2 (4.13)
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Dans la pratique le facteurγ~/2 sera implicite, et donc ne sera jamais écrit, sauf dans le
cadre de considération quantitatives sur l’intensité des signaux.
4.2.6 Action d’une impulsion sur l’état d’équilibre
L’état initial de l’aimantation de l’échantillon est caractérisé parσ0 = Iz. Si σ1 dé-
signe la matrice densité du système après une impulsion de phaseπ/2 et d’angleθ (une
impulsionθy) alors
σ1 = cos θ · Iz + sin θ · {Iy, Iz} = cos θ · Iz + sin θ · Ix (4.14)
On en déduit qu’à la fin de l’impulsion
(Mx,My,Mz) = (sin θ, 0, cos θ) (4.15)
ce qui correspond, à un facteur multiplicatif∆P · γ~/2 près, aux coordonnés du vecteur
−→
M initial après rotation de l’angleθ autour de l’axeOY , dans le planOXZ, dans le
sens trigonométrique (deOZ versOX). Si θ = π/2 alorsσ1 = Ix et doncMx = 1
et My = Mz = 0. La nullité deMz traduit l’égalité des populations des noyaux pour
lesquelsms = 1/2 etms = −1/2.
4.2.7 Précession
Le but est ici de calculer l’aimantationt secondes après une impulsionθy. Sachant que
σ(0) = cos θ · Iz + sin θ · Ix (4.16)
on déduit par action de l’hamiltonienΩ0Iz pendant le tempst :
σ(t) = cos θ · Iz + sin θ(cos(Ω0t) · Ix + sin(Ω0t) · {Iz, Ix}) (4.17)
soit
σ(t) = cos θ · Iz + sin θ · cos(Ω0t) · Ixγ + sin θ · sin(Ω0t) · Iy (4.18)
et donc
Mx = sin θ cos(Ω0t) My = sin θ sin(Ω0t) Mz = cos θ (4.19)
Le vecteur
−→
M évolue en conservant un angleθ avec la direction du champ
−→
B0, sa
composante perpendiculaire à
−→
B0 effectue un mouvement circulaire de pulsationΩ0 dans
le référentiel tournant, comme prévu.
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L’analyse théorique détaillée et rigoureuse des phénomènes de relaxation, telle qu’elle
est présentée dans les ouvrages de référence, retrace l’évolution de la matrice densité du
système étudié sous l’influence de perturbations aléatoires, et est totalement hors propos
ici. Nous nous limiterons ici à introduire la relaxation parl’ pproche phénoménologique
des équations de Bloch, comme au chapitre précédent.
Le signal complexes(t) mesuré dans le référentiel tournant par détection en quadra-
ture du signal recueilli par les bobines de la sonde sera
s(t) = K · sin θ · exp(iΩ0t) · exp(−t/T ∗2 ) · exp(iφ) (4.20)
où T ∗2 est le temps de relaxation transversal apparent de l’aimantatio etφ un dépha-
sage introduit par l’ensemble des circuit électroniques detraitement du signal. Après
échantillonnage, numérisation, transformation de Fourier des(t) et correction de phase,
le spectreS(Ω) est obtenu :
S(Ω) = K · [A(Ω0) + i ·D(Ω0)] (4.21)
où le coefficient de proportionnalitéK contient le produit de∆P , deγ~ (pour le mo-
ment magnétique individuel des noyaux), deγB0 (introduit dans le calcul de la force
électromotrice induite), d’un facteur géométrique qui traduit la distance entre les bobines
et l’échantillon, ainsi que du facteur de surtension électriqueQ du circuit oscillant dans
lequel les bobines sont insérées. Tous calculs faits
K ∝ P γ
3B20
T
(4.22)
4.2.8 A propos de la méthode
La démarche suivie ici se résume dans les étapes suivantes :
– Écrire l’expression de l’état (la matrice densité) initiale du système
– Pour chaque événement, écrire l’opérateur d’évolution correspondant et calculer
son action sur l’état du système
– Calculez l’état à chaque instantt de la détection du signal, sachant que pendant
cette période le système est soumis à son évolution libre (sauf découplage)
– Déterminez le signals(t) par le calcul de l’aimantation transversale du système à
chaque instantt
– Calculez la transformée de Fourier du signal pour déterminer le spectre recherché
4.3. SYSTÈME DE DEUX SPINS FAIBLEMENT COUPLÉS 81
La méthode décrite ici est très générale et s’inspire de la mécanique rationnelle où
l’écriture de l’hamiltonien (classique, par opposition à quantique) d’un système condi-
tionne l’écriture des équations différentielle du mouvement. Leur résolution permet de
prévoir l’évolution des positions et des vitesses du système étudié.
Par ailleurs, on constate la parfaite équivalence entre le modèle vectoriel de l’aiman-
tation développé au chapitre 2 et l’approche utilisant la matrice densité. Cela a pour ori-
gine l’équivalence qu’il y a entre les composantes de l’aimantation et les coefficients
multiplicatifs des opérateurs cartésiensIx, Iy et Iz. De plus, les opérations de rotation
dans l’espace physique où évolue le vecteur aimantation ontleurs stricts analogues avec
les opérateurs d’évolution, en termes d’angle et de direction de rotation. La situation va
changer sensiblement pour des systèmes de spins couplés.
4.3 Système de deux spins faiblement couplés
Les matrices de base nécessaires au traitement d’un problème à 2 noyaux sont au
nombre de42 soit 16. D’un point de vue quantique, l’espace des fonctionsd’ondes pour
un système de 2 particules est défini comme unespace produit direct. Cette notion de
produit direct possède bien entendu une définition mathématique précise. A ce niveau, il
suffit de considérer que c’est une manière d’associer deux espac utilisés pour décrire
individuellement l’état de deux particules indépendantespour former l’espace des états
des deux particules prises dans leur ensemble. Une base de l’space produit pourrait être
constituée en calculant l’ensemble des produits directs des éléments des bases associées à
chaque des particules. La base des opérateurs cartésiens d’un noyauI est{EI , Ix, Iy, Iz}
et celle d’un noyauS est{ES, Sx, Sy, Sz}. Par exemple, le produit direct des matricesIx
et Sy devrait s’écrireIx ⊗ Sy. Par commodité, et parce qu’il n’y aura jamais ambiguïté
avec le produit interne (celui qui correspond à l’application successive d’opérateurs à
l’intérieur d’un même espace d’états d’une particule), cette notation deviendraIxSy.
De la même manière que c’estE/2 et non pasE qui est considéré comme matrice
de base lorsqu’il n’y a qu’une particule, des facteurs multiplicatifs sont nécessaires pour
définir la base desproduits d’opérateurs cartésiend’un système de deux (et plus de deux)
noyaux. On définit ainsi :
– EIES/2 = E/2
– EISx, EISy, EISz notéesSx, Sy, Sz
– IxES, IyES, IzES notéesIx, Iy, Iz
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– 2IzSz, 2IzSx, 2IzSy, 2IxSz, 2IySz
– 2IxSx, 2IxSy, 2IySx, 2IySy
Le facteur 2 présent dans les neuf dernières matrices de basese justifie pour conserver
à leur ensemble certaines propriétés. Ce facteur restera inséparable du reste du symbole
des matrices, il ne sera jamais inclus dans d’autres facteurs m ltiplicatifs :a · 2IzSz ne
sera jamais écrit2a · IzSz.
4.3.1 Etat initial
L’état initial d’un système de deux noyaux est décrit par la matrice densité
σ0 = ∆P (I)/2 · Iz +∆P (S)/2 · Sz (4.23)
en omettant le terme constant1/2 · E/2. Si le système est homonucléaire les différences
de population des noyauxI etS sont identiques et dans ce casσ0 est notéIz + Sz. Dans
le cas contraire,∆P (I) et∆P (S) sont proportionnels aux rapports gyromagnétiquesγI
etγS. En notanta = γS/γI , σ0 s’écrit Iz + a · Sz.
4.3.2 Impulsions de radio-fréquence
Les impulsions de radiofréquence, telles qu’elles ont été présentées au chapitre pré-
cédent, sont non sélectives dans le cas homonucléaire, ou sélectives dans le cas hétéro-
nucleaire. Autrement dit, une impulsion d’angleπ/2 d’une durée de 10µs aura le même
effet sur les noyaux1H d’une molécule mais sera incapable d’agir sur un noyau de13C, et
vice-versa. Dans le cas homonucléaire, l’opérateur associé à une impulsion d’angleθ et
de phase nulle estθ · Ix+ θ ·Sx. Pour connaître le résultat provoqué par l’action du super-
opérateur associé à une somme de deux opérateurs, il suffit d’appliquer successivement
les deux deux super-opérateurs correspondants, dans n’importe quel ordre,sous réserve
que les opérateurs commutent, ce qui sera toujours le cas ici. Dans le cas hétéronucléaire,
une impulsion appliquée au voisinage de la fréquence d’un des deux noyaux sera asso-
ciée à l’opérateur défini pour les systèmes à un spin :θ · Ix ou θ · Sx pour une impulsion
sur I ou sur S, de phase nulle et d’angleθ. La règle qui associe phase de l’impulsion et
opérateur d’impulsion reste inchangée (paragraphe 4.2.3). Dans le cas homonucléaire les
impulsions exercées sur les noyauxI etS ont nécessairement la même phase.
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4.3.3 Évolution libre
L’évolution libre du système dans le référentiel tournant fit intervenirΩI etΩS, écarts
entre les pulsations de résonance deI et deS et les pulsations des impulsions appliquées
aux noyauxI etS. Le couplage est caractérisé par la constante de couplageJ . L’opérateur
d’évolution libre s’écrit alors :
Hevo= ΩI · Iz + ΩS · Sz + πJ · 2IzSz (4.24)
Les trois termes de cet opérateur commutent entre eux (voir ci-après) et peuvent donc être
appliqués dans n’importe quel ordre.
4.3.4 Relations de commutation
Les relations de commutation utiles à ce niveau concernentIx, Iy, Sx, Sy pour les
opérateurs d’impulsion etIz, Sz, 2IzSz pour les opérateurs d’évolution libre. Les règles
suivantes indiquent les paires de matrices de base qui commutent (commutateur nul) et
leur commutateur dans le cas contraire. Les règles de commutation 4.10 deIx, Iy et Iz
restent valables et s’appliquent identiquement àSx, Sy etSz.
1. Tout opérateur commute avec lui-même
2. {Ii, Sj} = 0 pour touti et toutj égal àx, y ou z
3. {Ii, 2IiSj} = {Si, 2IjSi)} = 0 pour touti et toutj égal àx, y ou z
4. {2IzSz, 2IiSj} = 0 pour touti et toutj égal àx ouy
5. {2IzSz, 2IzSi} = {Sz, Si} pour touti égal àx, y ou z
6. {2IzSz, 2IiSz} = {Iz, Ii} pour touti égal àx, y ou z
7. {Ii, 2IjSk) = 2{Ii, Ij}Sk pour touti, j ouk égal àx, y ou z
8. {Si, 2IjSk) = 2Ij{Si, Sk} pour touti, j ouk égal àx, y ou z
Ainsi par exemple :
1. {Iz, Iz} = 0
2. {Ix, Sz} = 0
3. {Iz, 2IzSx} = {Sx, 2IySx} = 0
4. {2IzSz, 2IySx} = 0
5. {2IzSz, 2IzSy} = {Sz, Sy} = −Sx
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6. {2IzSz, 2IxSz} = {Iz, Ix} = Iy
7. {Ix, 2IySz} = 2{Ix, Iy}Sz = 2IzSz
8. {Sx, 2IzSz} = 2Iz{Sx, Sz} = −2IzSy
4.3.5 Calcul du signal
Pour un système homonucléaire,sx(t) (resp.sy(t)) se calcule comme la somme des
coefficients multiplicatifs présents devantIx etSx (resp.Iy etSy). Pour un système hété-
ronucléaire, la détection du signal n’est réalisée que soitaux fréquences deI, soit à celles
deS. Si on choisit de détecter les signaux des noyauxI, sx(t) et sy(t) se déduisent des
coefficients deIx et Iy.
4.3.6 Exemple
Considérons un systèmeIS homonucléaire en équilibre, soumis à une impulsion
d’angleπ/2 et de phaseπ/2.
σ0 = Iz + Sz (4.25)
I etS jouent ici des rôles complètement symétriques, le résultatde l’évolution deSz
se déduit de celleIz en permutantI etS.
L’opérateur d’impulsion estπ/2 · (Iy + Sy). La matriceIz n’évolue pas sous l’action
deπ/2 · Sy carIz etSy commutent.
σ1 = cos(π/2) · Iz + sin(π/2) · {Iy, Iz}+ sym(I, S) (4.26)
= Ix + sym(I, S) (4.27)
= Ix + Sx (4.28)
La notation sym(I, S) signifiant le résultat de la permutation deI t deS dans l’expres-
sion qui précède.
Après un tempst d’évolution libre, la matriceσ(t) se déduit par action successive des
opérateursΩIt · Iz, ΩSt · Sz etπJt · 2IzSz.
PuisqueIx etSz commutent, l’opérateurΩSt · Sz est sans action surIx. Ainsi,
Ix
ΩI t·Iz−−−→ cos(ΩIt) · Ix + sin(ΩIt) · {Iz, Ix} = cos(ΩIt) · Ix + sin(ΩIt) · Iy
πJt·2IzSz−−−−−→ cos(ΩIt)(cos(πJt) · Ix + sin(πJt) · {2IzSz, Ix})
+ sin(ΩIt)(cos(πJt) · Iy + sin(πJt) · {2IzSz, Iy}) (4.29)
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Sachant que{2IzSz, Ix} = 2IySz et que{2IzSz, Iy} = −2IxSz et en développant tous
les termes :
σ(t) = cos(ΩIt) cos(πJt) · Ix + sin(ΩIt) cos(πJt) · Iy
+cos(ΩIt) sin(πJt) · 2IySz − sin(ΩIt) sin(πJt) · 2IxSz
+sym(I, S) (4.30)
Les termes qui contiennent les opérateursIx, Iy, Sx etSy sont les seuls à contribuer à
la mesure du signals(t) à l’instantt :
s(t) = cos(πJt)(cos(ΩIt) + i. sin(ΩIt)) + sym(I, S) (4.31)
= cos(πJt) exp(iΩIt) + sym(I, S) (4.32)
La première des deux identités
cos(x) =
exp(ix) + exp(−ix)
2
(4.33)
sin(x) =
exp(ix)− exp(−ix)
2i
(4.34)
permet d’exprimer le signal complexe de façon à en faciliterla t ansformée de Fourier :
s(t) = exp(i(ΩI + πJ)t)/2 + exp(i(ΩI − πJ)t)/2
+ exp(i(ΩS + πJ)t)/2 + exp(i(ΩS − πJ)t)/2 (4.35)
les facteurs liés à la relaxation transversale apparente étant omis mais implicitement pré-
sents. La transformation de Fourier de cette expression fait apparaître quatre raies spec-
trales aux pulsationsΩI −πJ , ΩI +πJ , ΩS −πJ etΩS +πJ , c’est-à-dire aux fréquences
ν1 = νI − J/2 (4.36)
ν2 = νI + J/2 (4.37)
ν3 = νS − J/2 (4.38)
ν4 = νS + J/2 (4.39)
La constante de couplageJ est mesurable sur le spectre en remarquant que :
J = ν2 − ν1 = ν4 − ν3 (4.40)
On reconnaît ici le spectre caractéristique d’un système AX(figure 4.1) Le facteur 1/2
traduit que les deux composantes de chaque doublet ont une inte sité deux fois plus faible
que les pics produits par les noyaux I et S s’ils étaient isolés.
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Si, au lieu de déterminer le résultat de l’évolution libre deIx, c’est celle deIy qui avait
été considérée, le résultat aurait été identique, à ceci près que les raies du doublet auraient
été des raies lorentziennes en dispersion.
a b
ν2ν1 νI
J
ν0
1/2
-1/2
ν2ν1 νI
J
ν0
1/2
-1/2
FIGURE 4.1 – (a) doublet en absorption issu deIx, (b) doublet en dispersion issu deIy
Si les noyauxI etS ne sont pas de même nature, l’impulsion qui excite par exempl
l’aimantation du noyauI est sans action sur le noyauS. La détection aux fréquences de
I fait apparaître un doublet aux fréquencesν1 = νI + J/2 et ν2 = νI − J/2 et rien
n’est détectable dans la gamme des fréquences de résonance de S. Il suffit pour s’en
convaincre d’éliminer du calcul qui précède les termes qui disparaissent si l’opérateur lié
à l’impulsion est seulementπ/2 · Iy au lieu deπ/2 · (Iy + Sy).
Dans l’expérience impulsion-détection qui vient d’être décrite le signal dû au noyau
I provient de l’évolution deIz et deIz uniquement. Ce sera toujours le cas pour ce type
d’expérience quel que soit le nombre de noyaux couplés àI.
4.4 Systèmes à trois spins (ou plus), faiblement couplés
4.4.1 Méthode
Conformément à ce qui précède, il faut43 = 64 matrices de base pour décrire l’état
d’un systèmeISL où les trois noyaux sont couplés :
– La matrice identitéE, sous formeE/2
– Ii, Si etLi où i vautx, y ou z (9 matrices)
– 2IiSj, 2IiLj, 2SiLj où i et j valentx, y ou z (27 matrices)
– 4IiSjLk où i,j etk valentx, y ou z (27 matrices)
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L’état d’équilibre d’un tel système est défini par la matricedensité
σ0 = ∆P (I)/4 · Iz +∆P (S)/4 · Sz +∆P (L)/4 · Lz (4.41)
Cette écriture se simplifie si le système est homonucléaire :
σ0 = Iz + Sz + Lz (4.42)
et si l’aspect quantitatif des calculs qui suivent n’est pasessentiel.
Les opérateurs associés aux impulsions d’angleθ sontǫθ · Ii, oùi vautx ouy etǫ 1 ou
−1 selon la phase de l’impulsion. Si plusieurs noyaux sont concernés par une impulsion (2
ou 3 noyaux sont de même nature), les opérateurs associés sont appliqués successivement.
Les opérateurs d’évolution associés aux déplacements chimiques deI, S et L sont
ΩIt·Iz,ΩSt·Sz etΩLt·Lz. Les opérateurs associés au couplage scalaire sont les mêmeque
pour les systèmes à deux noyaux. Il n’existe pas de "super-couplage" qui ferait intervenir
simultanément les trois noyaux et donc des opérateurs de type4IzSzLz.
Les règles de commutation ont la même structure que celles uti isées pour les systèmes
à deux spins. Ainsi, par exemple :
– {2IzSz, 2SxLx} = 4Iz{Sz, Sx}Lx = 4IzSyLx
– {2IzSz, 2SzLy} = 4Iz{Sz, Sz}Ly = 0
– {2IzSz, 4IxSyLx} = 2{2IzSz, 2IxSy}Lx = 0
– {2IzSz, 4IxSzLy) = 2{2IzSz, 2IxSz}Ly = 2IyLy
Si par exemple, les noyauxI etL sont de même nature et que le signal est détecté à
leur fréquence,Mx (respectivementMy) est la somme des coefficients multiplicatifs de
Ix etLx (respectivementIy etLy).
4.4.2 Exemple
Considérons un noyauI d’un certain type, couplé à des noyauxS et L d’un autre
type. Ce système est caractérisé par trois constantes de couplage :JIS, JIL etJSL. A titre
d’exemple, considérons l’évolution du noyauI, soumis d’abord à une impulsionπ/2y,
puis à une évolution libre pendant laquelle le signal est enregistré.
Initialement on considérera queσ0 = Iz. Comme cela se vérifie aisément, seul ce
terme fournira un signal détectable à la fréquence du noyauI. L’opérateur associé à l’im-
pulsion est comme précédemmentπ/2 · Iy. L’étatσ0 devientσ1 = Ix. L’opérateur d’évo-
lution comprend 6 termes :ΩSt · Sz, ΩLt · Lz, πJSLt · 2SzLz, ΩIt · Iz, πJISt · 2IzSz et
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πJILt · 2IzLz. Les trois premiers termes commutent avecIx, il suffit donc d’appliquer les
trois derniers àIx pour calculerσ(t).
Les calculs sont menés de façon commode lorsqu’ils sont présent sous forme gra-
phique, comme sur la figure 4.2. L’action d’un opérateurθ · A qui commute avec une
matrice de baseB se traduit par une double flèche verticale. Dans le cas contraire une
flèche vers la gauche mène à la copie de la matrice de baseB considérée et une flèche
vers la droite mène au commutateur de l’opérateur et de la matrice de base, c’est-à-dire
à {A,B}. Une flèche à gauche est associée au facteur multiplicatifcos(θ), une flèche à
droite est associée àsin(θ). Dans le cas oùθ vaut±π/2 la flèche vers la droite est as-
sociée au coefficient nul (sin(±π/2)), on ne trace alors qu’une simple flèche verticale.
Sur la droite du schéma sont indiqués les opérateurs qui interv ennent à chaque étape du
calcul.
σ0 = Iz
?
π/2 · Iy
σ1 = Ix
?
ΩSt · Sz + ΩLt · Lz + πJSLt · 2SzLz
Ix9
XXXXXXXXXXz
Ix
πJISt · 2IzSz
2IySz
HHHHHj

HHHHHj
Ix 2IyLz 2IySz
πJILt · 2IzLz
−4IxSzLz
 
 
 	
@
@
@R
 
  	
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@@R
 
  	
@
@@R
 
  	
@
@@R
Ix Iy 2IyLz −2IxLz 2IySz −2IxSz −4IxSzLz
ΩIt · Iz
4IySzLz
FIGURE 4.2 – Excitation et évolution libre de l’aimantation d’un noyauI couplé à deux
noyauxS etL.
Les parties du graphe en gras correspondent uniquement à la partie utile. Comme il
est facile de s’en rendre compte, les termes de la dernière lign qui ne sont pas en gras
ne contribuent pas au signal. Avec un peu d’habitude il est posible de savoir, sans faire
d’erreur, quelles branches de l’arbre n’ont aucune chance d’aboutir à de l’aimantation
mesurable. Pour connaîtresx(t) etsy(t) il suffit de partir de la racine de l’arbre (située en
haut !) et de faire le produit des facteurssin() et cos() qui aboutissent àIx et Iy.
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Ainsi,
sx(t) = cos(πJISt) cos(πJILt) cos(ΩIt) (4.43)
sy(t) = cos(πJISt) cos(πJILt) sin(ΩIt) (4.44)
Le signal complexes(t) vaut donc
s(t) = cos(πJISt) cos(πJILt) exp(iΩIt) (4.45)
En transformant les cosinus en exponentielles complexes :
s(t) =
1
4
exp(iΩIt)(exp(iπJISt) + exp(−iπJISt))(exp(iπJILt) + exp(−iπJILt))
(4.46)
dont le développement fournit une somme de 4 termes :
s(t) =
1
4
exp(i(ΩI + πJIS + πJIL)t) (4.47)
+
1
4
exp(i(ΩI + πJIS − πJIL)t) (4.48)
+
1
4
exp(i(ΩI − πJIS + πJIL)t) (4.49)
+
1
4
exp(i(ΩI − πJIS − πJIL)t) (4.50)
La transformée de Fourier de ce signal comporte quatre raiesaux fréquences :
ν1 = νI − JIS/2− JIL/2 (4.51)
ν2 = νI − JIS/2 + JIL/2 (4.52)
ν3 = νI + JIS/2− JIL/2 (4.53)
ν4 = νI + JIS/2 + JIL/2 (4.54)
Un tel ensemble de raies constitue un doublet de doublets, dont on peut extraire les
valeurs des constantes de couplage :
JIS = ν3 − ν1 = ν4 − ν2 (4.55)
JIL = ν2 − ν1 = ν4 − ν3 (4.56)
Le coefficient 1/4 indique que chaque raie est 4 fois moins intense qu’une raie issue
d’un noyau non couplé, comme indiqué sur la figure 4.3.
Si les constantes de couplageJIS etJIL sont égales, on observe trois raies d’intensités
relatives 1 : 2 : 1 qui constituent un triplet.
L’approximation des faibles couplages permet aussi de traiter les problèmes où deux
noyaux sont magnétiquement équivalents, sous réserve de considérer comme nulle leur
constante de couplage.
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ν1 ν2 ν3 ν4νI
J
IL
J
IS
ν0
1/4
FIGURE 4.3 – Doublet de doublet produit par un systèmeISL
4.5 Cohérences
Le concept de "cohérence" est utilisé pour faciliter l’écriture des programmes de phase
associés aux séquences d’impulsions ou la mise en place d’impulsions de gradient de
champ statique
−→
B0. Dans les deux cas il s’agit d’enregistrer la partie pertinente du signal
et d’éliminer celle que ne l’est pas. Au paragraphe 2.21 nousavons vu que des imper-
fections possibles de l’électronique de réception sont susceptibles d’introduire des pics
indésirables, pics qui ont été éliminés en faisant varier simultanément les phases d’émis-
sion (des impulsions) et de réception (du signal). Ce besoin de tri sélectif du contenu du
signal est omniprésent dans les expériences de RMN multi–impulsionnelle.
Les cohérences sont définies de manière très naturelle à partir de la définition de la
matrice densité, elles sont en fait liées à la manière dont onch isit une base de matrices
densité élémentaires pour décomposer la matrice densité d’un système. Cela va d’abord
être illustré pour un système à un spin et sera ensuite généralisé.
La base {E/2, Ix, Iy, Iz} peut être remplacée par la base {E/2, I+, I−, Iz} où les
matricesI+ et I−, sont définies par les relations :
I+ = Ix + i · Iy et I− = Ix − i · Iy (4.57)
ou
Ix =
I+ + I−
2
et Iy =
I+ − I−
2i
(4.58)
Les opérateursI+ et I− sont les cohérences du système à un spin. Il est possible de
voir ce que cela signifie en regardant l’évolution deσ1 = Ix = (I+ + I−)/2 sous l’action
de l’opérateur d’évolution libreφ · Iz oùφ = ΩIt. Ceci peut se faire en évaluant d’abord
comment évoluentI+ et I−. En ce qui concerneI+ = Ix + i · Iy :
I+
φ·Iz−−→ (cosφ · Ix + sinφ · Iy) + i(cosφ · Iy − sinφ · Ix) (4.59)
= cosφ(Ix + i · Iy)− i sinφ(Ix + i · Iy) (4.60)
= exp(−iφ) · I+ (4.61)
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De même,
I−
φ·Iz−−→ exp(+iφ) · I− (4.62)
L’introduction deφ = ΩIt n’est pas seulement destinée à alléger la présentation des
calculs. Elle introduit une unification formelle entre les rotations de l’aimantation autour
des axes transversaux du référentiel tournant lors des impulsions de radio-fréquence et la
rotation autour de l’axeOZ pendant les périodes de précession.
De manière généraleune cohérence est une matrice densité qui est transformée en
un multiple d’elle même par action du superopérateur lié à l’évolution libre du système.
Un mathématicien dirait que les cohérences sont les matrices propres du super–opérateur
hamiltonien.
Pour en revenir à l’évolution deIx, en remplaçantφ par sa valeur on obtient :
σ(t) = exp(+iΩIt)/2 · I− + exp(−iΩIt)/2 · I+ (4.63)
Le signal observé est en fait le double du coefficient multiplicatif associé à la matrice
de baseI−. Si le signal complexes(t) avait été calculé à partir de l’expressionMx− i.My,
s(t) aurait été le coefficient multiplicatif deI+ (à un facteur 2 près).
La matrice densitéσ1 obtenue immédiatement après l’impulsion de radio-fréquence
traduit l’existence d’une aimantation transversale, aimantation qui peut être convertie soit
en signal évoluant à la pulsationΩI , soit à la pulsation−ΩI . Ceci est à rapprocher du
fait que σ1 = I+/2 + I−/2, que I+ évolue enexp(−iΩIt) · I+ et queI− évolue en
exp(+iΩIt) · I−.
On associe aux matricesI− et I+ une grandeur appelée ordre de cohérence (notép) et
qui vaut respectivement -1 et +1. L’ordre de cohérencep d’une matrice traduit la manière
dont elle évolue lors d’une rotation autour deOZ : une matriceBp d’ordre bien défini
p, commeI+ et I−, par opposition àIx et Iy qui en sont des combinaisons, évolue sous
l’action d’un opérateurφ.Iz selon
Bp
φ·Iz−−→ exp(−ipφ) ·Bp (4.64)
La matriceIz reste invariante sous l’action des opérateurs d’évolutionlibre. Bien
qu’elle ne soit pas associée à la mesure de l’aimantation transversale, on lui attribue for-
mellement l’ordre 0 :exp(−i0φ) = 1, indépendamment deφ. La matrice identitéE se
voit aussi attribuer un ordre de cohérence nul du fait de son invariance par toute transfor-
mation linéaire. Ces points seront détaillés ultérieurement, au paragraphe 4.8.
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L’ordre de cohérencep d’une matrice est aussi couramment désigné sous le terme
"nombre de quanta" de l’état correspondant :I−, Iz et I+ sont respectivement des états à
-1, 0 (par extension) et +1 quanta. Le fait que l’aimantations it mesurée comme le facteur
multiplicatif deI− fait dire que ce sont les états "à -1 quanta" qui sont observables. Dans
un système à un spin nous venons de voir que l’ordre de cohérence d’un état d’ordre défini
est invariante pendant une période d’évolution libre. Ce résultat est tout-à-fait général, tant
que les phénomènes de relaxation sont négligés. Il est clairqu’au bout d’un temps infini
l’état de tout système retourne vers l’ordre 0. Les impulsion de radio-fréquence sont
le moyen par lequel le spectroscopiste induit des changements d’ordre de cohérence du
système et permet, entre autres, la production d’aimantatio transversale mesurable au
cours de son retour à l’équilibre.
4.6 Ordre de cohérence et programme de phase
Ce paragraphe fait appel aux notions introduites en 2.21.
On y considère d’abord une impulsion d’angleπ/2 et de phase nulle qui transforme
Iz (p = 0) en−Iy = −(I+−I−)/2i. Lors d’une seconde expérience, on augmente deπ/2
la phase de l’impulsion pour former une impulsionπ/2y. Cela peut se concevoir comme
résultant de l’action successive d’une impulsionπ/2x exercée sur l’aimantation d’équi-
libre suivie d’une rotation deπ/2 autour de l’axeOZ, et se justifie aisément en disant que
l’axe de rotationOX (première impulsion) se transforme enOY (seconde impulsion)
par rotation deπ/2 autour deOZ. La première étape (l’impulsionπ/2x) conduitIz vers
−Iy = −(I+ − I−)/2i. La seconde étape (la rotation deπ/2 autour deOZ) transforme
I+ en exp(−iπ/2)I+ = −iI+ et I− en exp(+iπ/2)I− = iI−. GlobalementIz devient
−(−iI+ − iI−)/2i soit Ix.
Ce raisonnement peut paraître superflu car le lecteur a remarqué depuis un certain
temps déjà qu’une impulsionπ/2y transformeIz en Ix. Son intérêt consiste à consi-
dérer dans son ensemble les évènements de la séquence impulsion–détection. L’état du
système à la fin de la première impulsion est−Iy = −(I+ − I−)/2i, ce qui conduit à
s(t = 0) = −i, −i étant le double du facteur multiplicatif deI− à la fin de l’impulsion.
Sachant queI− évolue enexp(−i(−1)ΩIt)I− = exp(iΩt)I− aprèst secondes, le signal
détecté après l’impulsion de phase nulle est−i exp(iΩt). Si la phase de l’impulsion est
maintenant augmentée deπ/2, I− est remplacé parexp(+iπ/2)I− au tempst = 0 de
la détection. Le signal enregistré est donc simplement multiplié par exp(+iπ/2) = i,
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comme déjà observé en 2.21. Il suffit de multiplier dans le récpteur le signal par−i pour
additionner de manière constructive les signaux issus des deux impulsions. Cette multi-
plication correspond, comme cela a déjà été dit, à une augmentation∆φR = π/2 de la
phase du récepteur.
En retraçant l’origine du résultat,∆φR = ∆φ, que nous venons d’établir à nouveau,
mais par des moyens qui se prêtent aisément à une généralisation, il apparaît que l’aug-
mentation de la phase du récepteur doit être égale à la celle de l’impulsion pour les raisons
suivantes :
– L’aimantation initiale se comporte comme un état à 0 quanta
– L’impulsion produit un état à -1 quanta
– Cet état à -1 quanta initial restera à -1 quanta pendant la détection
– Seul l’état à -1 quanta est détectable
– L’impulsion produit aussi un état à +1 quanta
– Cet état à +1 quanta reste à +1 quanta et n’est pas détectable
– Une augmentation de la phase de l’impulsion de∆φmultiplies(t = 0) parexp(−ip∆φ) =
exp(i∆φ) carp(I−) = −1
– s(t) se déduit des(0) de manière indépendante de la nature de l’impulsion.
– L’augmentation de la phase du récepteur de∆φ compense exactement le facteur
multiplicatif introduit par l’augmentation de la phase de l’impulsion.
Le raisonnement tenu ici n’est valable que parce que l’aimantation initiale est décrite
par un état à 0 quanta et que l’état détecté est à -1 quanta. Lorsque ce n’est pas le cas,
un résultat analogue mais général peut être obtenu, résultat q i lie phase du récepteur et
phase de la ou des impulsions de la séquence utilisée. La démonstration en sera abordée
lorsque les cohérences des systèmes à plusieurs spins auront été définies.
Pour en finir avec ce paragraphe quelque peu théorique, il estintéressant de voir quelle
interprétation donner aux pics axiaux et fantômes de quadrature dans le cadre du forma-
lisme des cohérences.
Les pics axiaux apparaissent à l’identique quelle que soit la phase de l’impulsion
utilisée. On peut donc dire que tout se passe comme si le détecteur enregistre un signal
constant, issu d’une cohérence à 0 quanta, associé à une pulsation nulle.
Rappelons que si les amplificateurs des signauxsx(t) et sy(t) ont des gains relatifs
1 + δ et1− δ le signal observé est′(t) = exp(iΩIt) + δ exp(−iΩIt), ce qui correspond
pour le premier terme à la détection normale des -1 quanta et pour le second terme à
la détection des +1 quanta. Pour se convaincre de cette dernièr affirmation, il suffit de
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se rappeler quexp(−iΩt) est le facteur multiplicatif deI+ lors de l’évolution libre de
l’aimantation transversale (équation 4.63). Les signaux issus de la détection des +1 quanta
sont multipliés parexp(−iπ/2) = −i lorsque la phase de l’impulsion est augmentée de
π/2. L’augmentation deπ/2 de la phase du récepteur multiplie à son tour le signal par
exp(−iπ/2) = −i. La contribution provenant de la détection des +1 quanta estdonc
multipliée par(−i)(−i) = −1, et disparaît par addition des signaux.
Le programme de phase, en additionnant de manière constructive que les signaux issus
de la détection des -1 quanta, élimine les signaux indésirables aux pulsations 0 et−ΩI .
4.7 Évolution libre des matrices de base
Le but de ce paragraphe est de préciser comment évoluent les matrices de base des
systèmes à un ou plusieurs spins, afin de pouvoir prévoir rapidement quelle matrice de
base, écrite au tempst = 0 de l’acquisition du signal sera responsable de quel groupe
de raies dans le spectre. Il constitue une extension de l’exemple du paragraphe 4.4.2 et
permet d’introduire le concept de cohérence pour les systèmes à plusieurs spins.
4.7.1 Système à un spin, encore
Dans un système à un spin,σ(t = 0) = Ix évolue pour donner le signals(t) =
exp(iΩIt), dont la transformée de FourierS(Ω) = A(ΩI) + iD(ΩI) a pour partie réelle
la courbe lorentzienne en absorptionA(ΩI) (figure 2.15), si on tient compte du facteur
de relaxation transversale. Dans les mêmes conditions,Iy évolue pour donner un signal
s(t) = i exp(iΩIt) dont la transformée de FourierS(Ω) = −D(ΩI) + iA(ΩI) a pour
partie réelle la courbe de Lorentz en dispersion−D(ΩI) (figure 2.16).
4.7.2 Système à deux spins
Etats non couplés
L’évolution deσ(t = 0) = Ix pour un système à deux spinsIS faiblement couplés
fournit le signal2s(t) = exp(i(ΩI + πJ)t) + exp(i(ΩI − πJ)t). La partie réelle spectre
S(Ω) = A(ΩI + πJ) + iD(ΩI + πJ) + A(ΩI − πJ) + iD(ΩI − πJ) (4.65)
présente deux raies d’absorption aux pulsationsΩI + πJ et ΩI − πJ . Elles constituent
un doublet en absorption et en phase. Ce dernier terme indiqueque les deux parties du
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doublet sont de même signe. Le spectre qui résulte de l’évolution deIy, dans le mêmes
conditions, présente deux raies en dispersion et en phase. Le évolutions deSx et de
Sy sont semblables à celles deIx et Iy, en remplaçantΩI parΩS. Pour une raison qui
apparaîtra au paragraphe suivant, les étatsIx, Iy, Sx etSy sont dits "états non couplés" du
systèmeIS.
Reprenons la question de l’évolution libre deσ(t = 0) = Ix mais avec une description
utilisant les cohérences. On peut à ce stade tenter d’écrireI+ = Ix + iIy etI− = Ix − iIy
en se rappelant qu’il s’agit de matrices à 16 éléments (4 fois4) et non plus de matrices à
4 éléments (2 fois 2) comme pour les systèmes à un spin.
I+ est une matrice d’ordre de cohérence+1 si une rotation d’angleφ autour deOZ
donneexp(−iφ)I+. Une rotation autour deOZ et d’angleφ correspond dans ce contexte
au superopérateur associé à l’opérateurφFz où
Fz = Iz + Sz (4.66)
et autrement dit, à l’opérateurφIz+φSz. Etant donné que{Sz, I±} = 0, les matricesI+ et
I− sont transformées enexp(−iφ)I+ et exp(iφ)I− par action deφFz, ce qui leur confère
respectivement un ordre de cohérence+1 et−1.
États couplés
Il est possible d’écrire2IxSz = (I+ + I−)Sz = I+Sz + I−Sz et facile à vérifier
queI+Sz et I−Sz sont aussi des matrices respectivement d’ordre de cohérence +1 et -1
puisque{Sz, 2Ix,ySz} = 0 et{Iz, 2Ix,ySz} = 2{Iz, Ix,y}Sz.
L’évolution de 2IxSz sous l’action de l’opérateur d’évolution libreH = ΩItIz +
ΩStSz + πJt2IzSz est décrite par la figure 4.4.
2IxSz 2IySz Iy −Ix
ΩIt · Iz   	
@
@@R
 
 
 	
@
@
@R
2IxSz Iy
πJILt · 2IzSz

HHHHHj
2IxSz
ΩSt · 2Sz
?
2IxSz
FIGURE 4.4 – Évolution libre d’un état2IxSz d’un systèmeIS.
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Contrairement à ce qui se passe pour l’évolution deIx où, à la fin du calcul, le coef-
ficient multiplicatif deIx et Iy varie encos(πJt), ici ces coefficient varient ensin(πJt).
Ainsi
s(t) = − sin(ΩIt) sin(πJt) + i cos(ΩIt) sin(πJt) (4.67)
= i exp(iΩIt) sin(πJt) (4.68)
Le développement de la fonction sinus en exponentielles complexes :
s(t) = exp(i(ΩIt+ πJ)t)/2− exp(i(ΩIt− πJ)t)/2 (4.69)
fait apparaître deux raies en absorption mais de signes opposés : on parle alors d’un dou-
blet antiphase. Il en est de même pour2IzSx, 2IySz et 2IzSy Ces matrices de base dé-
crivent des états du système appelés "états couplés".
La figure 4.5 montre les doublets produits par un noyauI couplé faiblement à partir
des états (a)2IxSz et (b)2IySz.
a b
ν2ν1 νI
J
ν0
1/2
-1/2
ν2ν1 νI
J
ν0
1/2
-1/2
FIGURE 4.5 – (a) doublet antiphase en absorption issu deIxSz, (b) doublet antiphase en
dispersion issu deIySz
Les étatsI− et I−Sz sont, nous l’avons vu, des matrices d’ordre de cohérence -1.Ils
se convertissent l’un en l’autre par action de l’opérateur d’évolution libre mais conservent
donc l’ordre de cohérence -1 :
Ix
πJt·2IzSz−−−−−→ cos(πJt) · Ix + sin(πJt) · 2IySz (4.70)
Iy
πJt·2IzSz−−−−−→ cos(πJt) · Iy − sin(πJt) · 2IySz (4.71)
D’où
I± = Ix ± iIy πJt·2IzSz−−−−−→ cos(πJt) · I± ∓ i sin(πJt) · 2I±Sz (4.72)
I±
Ht−→ exp(∓iΩIt)(cos(πJt) · I± ∓ i sin(πJt) · 2I±Sz) (4.73)
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De manière identique :
2I±Sz
Ht−→ exp(∓iΩIt)(cos(πJt) · 2I±Sz ∓ i sin(πJt) · I±) (4.74)
Les matricesI± et2I±Sz ne sont pas des cohérences du système étudié, toutefois leur
ordre de cohérence n’est pas modifié par l’évolution libre, puisqu’elles évoluent comme
une somme de deux matrices de même ordre de cohérence.
Ce résultat est très général :l’évolution libre de fait pas varier l’ordre de cohérence
d’un état.
A partir de la demi somme et de la demi différence des équations 4.73 et 4.74, du fait
queI± est en faitI±ES, et des définitions :
Sα =
ES + 2Sz
2
(4.75)
Sβ =
ES − 2Sz
2
(4.76)
on obtient
I±Sα
Ht−→ exp(∓i(ΩI + πJ)t) · I±Sα (4.77)
I±Sβ
Ht−→ exp(∓i(ΩI − πJ)t) · I±Sβ (4.78)
ce qui prouve que les matricesI±Sα et I±Sβ sont des cohérences du systèmeIS faible-
ment couplés, d’ordre de cohérence±1. Il en est de même, par symétrie, pour les matrices
IαS± et IβS±.
Les fréquences d’évolution de ces cohérences à simple quanta so exactement les
fréquences des transitions observables dans le diagramme énergétique du systèmeIS.
L’ordre de cohérence d’un terme de la matrice densité correspond de fait à la valeur de
∆ms de la transition qui lui est associée. Ce point est à la base du li n qui sera fait entre
le formalisme de la matrice densité et la généralisation du modèle de Bloch.
États à 0 et double quanta
Parmi les états dont il n’a pas encore été question figurent ceux décrits par les opé-
rateurs2Ix,ySx,y. Le fait est qu’ils sont impossibles à produire à partir de l’état d’équi-
libre en utilisant une seule impulsion idéale, ce qui explique qu’ils n’aient pas encore
été rencontrés avant ce point du texte. Ils sont cependant impliqués dans certaines ex-
périences multi–impulsionnelles de grande importance pratique. La matrice2IxSx s’ex-
prime en fonction deI+, I−, S+, S− par la relation2IxSx = (I+ + I−)(S+ + S−)/2 soit
I+S+/2 + I+S−/2 + I−S+/2 + I−S−/2.
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A nouveau l’action de l’opérateurφ ·Fz sur ces quatre derniers opérateurs montre que
ce sont des cohérences d’ordre respectivement +2, 0, 0 et -2.On parle alors de cohérence
à double et à zero quanta. Il est donc certain que l’évolutionlibre de2IxSx ne fera appa-
raître aucune aimantation mesurable. La matrice2IxSx évolue néanmoins, mais sans faire
apparaître la constante de couplage puisque2IzSz et 2IxSx commutent, comme indiqué
sur la figure 4.6.
2IxSx 2IxSy 2IySx 2IySy
ΩSt · Sz   	
@
@@R
 
  	
@
@@R
2IxSx 2IySx
ΩIt · Iz

HHHHHj
2IxSx
πJt · 2IzSz
?
2IxSx
FIGURE 4.6 – Evolution libre d’un état2IxSx d’un systèmeIS.
Dansσ(t), le coefficient multiplicatif de2IxSx estcos(ΩIt) cos(ΩSt), qui vaut aussi
cos((ΩI + ΩS)t)/2 + cos((ΩI − ΩS)t)/2. Les pulsationsΩI + ΩS et ΩI − ΩS sont les
pulsations associées aux transitions à±2 et 0 quanta du systèmeIS. Un calcul identique
montre que chacune des quatre matrices associées aux transitions à 0 et±2 quanta évolue
pour donner des combinaisons de ces quatre matrices. Cette observation est compatible
avec la décomposition des matrices2Ix,ySx,y en termes d’ordre de cohérence 0 et±2. En
effet, on peut écrire :
I±S±
πJt·2IzSz−−−−−→ I±S±
ΩI tIz−−−→ exp(i∓ ΩIt)I±S±
ΩStSz−−−→ exp(i∓ ΩIt) exp(i∓ ΩSt)I±S±
= exp(i(∓ΩI ∓ ΩS)t)I±S± (4.79)
Il apparaît donc ici que les matricesI±S± sont des cohérences. Leur fréquence d’évo-
lution est égale aux fréquences des transitions à zéro et double q anta déduites du dia-
gramme énergétique du systèmeIS.
Ordres de cohérence partiels
On constate que l’ordre de cohérence d’un état s’obtient paraddition des ordres de
cohérence individuels associés aux noyauxI etS considérés séparément. En fait, consi-
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dérons une cohérence généraleIλSµ, avecλ, µ valantz, +, −, ou 0 pour signifier que
l’opérateur n’y figure pas (et donc d’ordre de cohérence nul !). Alors,
IλSµ
φ·Iz−−→ exp(−ip(Iλ)φ) · IλSµ (4.80)
IλSµ
φ·Sz−−→ exp(−ip(Sµ)φ) · IλSµ (4.81)
IλSµ
φ·Fz−−→ exp(−ip(Iλφ) exp(−ip(Sµ)φ) · IλSµ
= exp(−i(p(Iλ) + p(Sµ))φ) · IλSµ (4.82)
ce qui montre bien que
p(IλSµ) = p(Iα) + p(Sµ) (4.83)
Les quantitésp(Iλ) etp(Sµ) sont appelées ordres de cohérence partiels, quantités dont
la somme est l’ordre de cohérence total. Il est important aussi de noter que, dans la mesure
où on ne considère que des systèmes de spins faiblement couplés,les ordres de cohérence
partiels sont invariants au cours des périodes d’évolutionl bre.
Populations
Les matricesE, Iz, Sz, 2IzSz sont invariantes par action des opérateurs d’évolution
libre et ne sont sujettes qu’aux phénomènes liés à la relaxation longitudinale. Ces matrices
ne constituent pas des cohérences mais des populations (voir 4.8), bien que leur invariance
sous l’action deφ·Fz permettent de leur attribuer un ordre de cohérence global nul, somme
d’ordres de cohérence partiels nuls.
Il faut bien noter qu’un état commeI+S−, bien que d’ordre de cohérence nul, n’est
pas une population, car il n’est pas invariant par action deφ · Fz.
4.7.3 Système à trois spins
Les matrices de base utilisées pour décrire les systèmes à troi spins sont classables en
sept catégories suivant les ordres de cohérences qui leur sont associés et l’existence d’états
couplés. Pour chaque catégorie nous donnerons dans la table4.1 un exemple représentatif
et la possibilité ou non de donner de l’aimantation observable par évolution libre.
Les catégories originales introduites à cause de la présence d’un troisième noyau sont
numérotées 4, 6 et 7.
Il convient d’insister ici sur le fait que l’état2SzLx, ligne 3 du tableau 4.1, n’est pas
détectable en tant que tel, mais que son évolution libre conduit à un état observable. Il en
est de même pour les états correspondants à la ligne 4.
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Catégorie Exemple Détectable
1 Population (pseudo-ordre 0)4IzSzLz non
2 Ordre±1 non couplé Lx oui
3 Ordre±1 couplé 1 fois 2SzLx oui
4 Ordre±1 couplé 2 fois 4IxLzSz oui
5 Ordre 0,±2 non couplé 2SxLy non
6 Ordre 0,±2 couplé 4IxSyLz non
7 Ordre±1, ±3 4IxSxLx non
TABLE 4.1 – Classification des opérateurs pour les systèmes à trois spins
Considérons l’évolution des matricesIx (type 2),2IxSz (type 3) et4IxSzLz (type
4) selon l’opérateur d’évolution libre associé aux systèmes d trois noyaux faiblement
couplés. Ces trois matrices commutent avec les opérateursΩSt · Sz, ΩLt · Lz et πJSLt ·
2SzLz. De plus, on ne s’intéresse qu’à la nature des résonances du noya I couplé à S
et L, qui doit être indépendante de l’offset deI, ce qui permet de choisirΩI = 0. Ceci
revient à ne pas prendre en compte l’opérateurΩIt · Iz Parmi les 6 termes initiaux de
l’opérateur d’évolution libre, seulsπJISt · 2IzSz etπJILt · 2IzLz restent à considérer.
Le calcul de l’évolution deIx a déjà été présenté en 4.4.2 et conduit à quatre raies en
absorption de même signe (on dit aussi "en phase").
L’évolution de2IxSz s’écrit :
2IxSz 4IySzLz Iy −2IxLz
πJILt · 2IzLz   	
@
@@R
 
 
 	
@
@@R
2IxSz Iy
πJISt · 2IzSz

HHHHHj
2IxSz
FIGURE 4.7 – Evolution libre d’un état2IxSz d’un systèmeISL.
Ainsi
s(t) = i sin(πJISt) cos(πJILt) (4.84)
= i sin(π(JIS + JIL)t)/2 + i sin(π(JIS − JIL)t)/2 (4.85)
En transformant les fonctions sinus en exponentielles complexes et après transfor-
mation de Fourier, on obtient quatre raies en absorption de fréquences et d’intensités
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indiquées ci-dessous :
Fréquence Intensité
+JIS + JIL +1/4
+JIS − JIL +1/4
−JIS + JIL −1/4
−JIS − JIL −1/4
On retrouveJIS entre deux raies en antiphase etJIL entre deux raies en phase. Dans
cet exempleJIS est appelé couplage actif car il intervient dans l’évolution de2IxSz à
la fois surIx et surSz. JIL est ici un couplage inactif (ou passif) : il n’intervient dans
l’évolution de2IxSz que surIx. Un couplage actif donne lieu à une paire de pics antiphase
alors qu’un couplage inactif donne lieu à une paire de raies en phase.
L’évolution deIx ne conduit qu’à des pics en phase puisque tous les couplages sont
passifs.
Dans l’évolution de4IxSzLz les constantes de couplageJIL et JIS sont toutes deux
actives :
4IxSzLz 2IyLz 2IySz −2Ix
πJISt · 2IzSz   	
@
@@R
 
  	
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@
@R
4IxSzLz 2IySz
πJILt · 2IzLz

HHHHHj
4IxSzLz
FIGURE 4.8 – Évolution libre d’un état4IxSzLz d’un systèmeISL.
Ainsi,
s(t) = − sin(πJISt) sin(πJILt) (4.86)
= cos(π(JIS + JIL)t)/2− cos(π(JIS − JIL)t)/2 (4.87)
En transformant les fonctions cosinus en exponentielles complexes et après transforma-
tion de Fourier, on obtient quatre raies en absorption de fréquences et d’intensités indi-
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quées ci-dessous :
Fréquence Intensité
+JIS + JIL +1/4
+JIS − JIL −1/4
−JIS + JIL −1/4
−JIS − JIL +1/4
Les pics distants deJIS d’une part et deJIL d’autre part sont bien en antiphase.
La figure 4.9 montre les doublets de doublets produits par un noyauI couplé faible-
ment aux noyauxS etL à partir des états (a)2IxSz et (b)4IxSzLz.
a b
ν1 ν2 ν3 ν4νI
J
IL
J
IS
ν
0
1/4
-1/4
ν1 ν2 ν3 ν4νI
J
IL
J
IS
ν
0
1/4
-1/4
FIGURE 4.9 – (a) Doublet de doublet issu de2IxLz, antiphase pourS (b) doublet de
doublet issu de4IxSzLz, doublement antiphase (pourS etL)
Il est intéressant de noter qu’une matrice de base comme4IxSxLx ne donne aucune
aimantation observable alors qu’elle s’exprime aussi comme (I+ + I−)(S+ + S−)(L+ +
L−)/2 et contient donc des termes commeI+S−L− d’ordre de cohérence total égal à
−1. L’existence d’un terme d’ordre de cohérence−1 est en effet une condition nécessaire
mais non suffisante à l’obtention d’un signal. La productiond’un signal détectable reste
l’exclusivité des opérateursI−, S− etL−.
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4.8 Populations
4.8.1 Systèmes à un spin
Un ensemble deP spins isolés en état d’équilibre dans le champ
−→
B0 est décrit par la
matrice densité initiale
σ0 = P · E/2 + ∆P · Iz (4.88)
où
P = pα + pβ et ∆P = pα − pβ (4.89)
en faisant intervenir les populations associées aux niveaux énergétiquesEα et Eβ. Ces
populations sont aisément déductibles à partir des coefficients deE/2 (qui est toujours
égale àP ) et deIz :
pα =
P +∆P
2
et pβ =
P +∆P
2
(4.90)
D’une manière générale, si
σ = a · E/2 + b · Ix + c · Iy + d · Iz (4.91)
alors
pα =
a+ d
2
et pβ =
a− d
2
(4.92)
ce qui impose àa etd d’être des nombres réels.
L’invariance deE/2 et deIz sous l’action de l’opérateur d’évolution libre entraîne
l’invariance les populations des états énergétiques pendant ces périodes, en l’absence de
relaxation longitudinale.
Une impulsion d’angleθ et de phase quelconque exercée sur un système en équilibre
transformeIz encos θ · Iz + ... et conduit donc à
pα = P
1 + cos θ
2
et pβ = P
1− cos θ
2
(4.93)
avec pour conséquence que siθ = π/2, alors les populations sont égales et la compo-
sante longitudinale de l’aimantation est nulle (certains auteurs parlent alors de saturation,
même si l’aimantation transversale est non nulle). Une impulsion d’angle de nutationπ
échangepα etpβ, conduisant à ce qui est désigné par "inversion de population". Le retour
à l’équilibre est alors uniquement assuré par la relaxationlongitudinale (en négligeant le
"radiation damping"...). L’inversion de population offre donc un moyen, parmi d’autres,
de mesurer le temps de relaxationT1 d’un système.
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Notons qu’il est aussi possible d’écrire
σ =
a+ d
2
· E + 2Iz
2
+
a− d
2
· E − 2Iz
2
+ b · Ix + c · Iy (4.94)
qui, en introduisant les matrices
Iα =
E + 2Iz
2
et Iβ =
E − 2Iz
2
(4.95)
se transforme en
σ = pα · Iα + pβ · Iβ + b · Ix + c · Iy (4.96)
Le choix deIα et Iβ comme matrices de base au lieu deE/2 et Iz donne directement
accès aux populations des différents états énergétiques possibles pour les noyaux. Ces
opérateurs sont pour cette raison appelés opérateurs de populati n. L’écriture deσ sous la
forme :
σ = pα · Iα + pβ · Iβ +
b− ic
2
· I+ +
b+ ic
2
· I− (4.97)
présente la matrice densité comme combinaison linéaire desopérateurs de population et
des cohérences, représentation qui est la plus "naturelle" (un mathématicien dirait "cano-
nique") d’après la définition de la matrice densité d’un système. Toutefois, la simplicité
des règles de calcul est en faveur de l’emploi de la base des opérateurs cartésiens pour
l’étude de l’évolution deσ sous l’action des hamiltoniens usuels (évolution libre et im-
pulsions de radio-fréquence).
4.8.2 Systèmes à deux spins
Dans les systèmes à deux spinsIS, quatre populationspαα, pαβ, pβα et pββ sont à
considérer, correspondant chacune à un étatms = ±1/2 pour chaque noyau du système.
Dans un cas général, la matrice densité contient l’information relative aux populations par
l’intermédiaire des termes proportionnels àE/2, Iz, Sz et 2IzSz. Si l’état du système est
décrit par
σ = aE/2 · E/2 + aIz · Iz + aSz · Sz + a2IzSz · 2IzSz + autres termes... (4.98)
alors
2aE/2 = pαα + pαβ + pβα + pββ = P (4.99)
2aIz = pαα + pαβ − pβα − pββ = ∆P (I) (4.100)
2aSz = pαα − pαβ + pβα − pββ = ∆P (S) (4.101)
2a2IzSz = pαα − pαβ − pβα + pββ (4.102)
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ce qui montre que l’état initial du système est décrit par
σ0 = P/2 · E/2 + ∆P (I)/2 · Iz +∆P (S)/2 · Sz (4.103)
P (comme∆P (I) et ∆P (S)) intervient ici avec un facteur 2 au dénominateur. Cela se
justifie de manière suivante : si toutes les populations sontégales, la population de chaque
état énergétique estP/4. Dans ce casσ = P/4 · E et donc les termes diagonaux de la
matrice densité sont égaux aux populations. Dans la mesure où la matrice densité n’a pas
été définie, cette explication relève plutôt du moyen mnémotechnique mais n’est pas sans
fondement théorique.
Le terme proportionnel à2IzSz apparaît dans les systèmes hors équilibre, même dé-
pourvus d’aimantation transversale. Son rôle sera détailldans l’étude du transfert d’ai-
mantation.
Les populations se déduisent des coefficients multiplicatifs des opérateurs cartésiens
à l’aide des relations :
2pαα = aE/2 + aIz + aSz + a2IzSz (4.104)
2pαβ = aE/2 + aIz − aSz − a2IzSz (4.105)
2pβα = aE/2 − aIz + aSz − a2IzSz (4.106)
2pββ = aE/2 − aIz − aSz + a2IzSz (4.107)
Alternativement,σ s’écrit comme combinaison des quatre opérateurs de population :
σ = pαα · Pαα + pαβ · Pαβ + pβα · Pβα + pββ · Pββ + autres termes... (4.108)
avec
2Pαα = E/2 + Iz + Sz + 2IzSz (4.109)
2Pαβ = E/2 + Iz − Sz − 2IzSz (4.110)
2Pβα = E/2− Iz + Sz − 2IzSz (4.111)
2Pββ = E/2− Iz − Sz + 2IzSz (4.112)
Comme pour les systèmes à un spin, les populations n’évoluentpas sous l’action des
opérateurs de déplacement chimique. Elles n’évoluent pas non plus sous l’action de l’opé-
rateur de couplage.
Une connaissance un peu plus approfondie de la théorie de la matrice densité laisse
apparaître qu’un opérateur de populationPij de l’ensemble des états d’un système à deux
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spins est en fait le produit (direct) des opérateursIi etSj (i et j valantα ouβ). La base
des 16 produits des opérateurs cartésiens obtenue à partir des bases {EI/2, Ix, Iy, Iz} et
{ES/2, Sx, Sy, Sz} peut être remplacée par celle des produits formés à partir des bases
{ Iα, Iβ, I+, I−} et {Sα, Sβ, S+, S−}. Cette base produit contient
1. 4 opérateurs de population :IαSα, IαSβ, IβSα, IβSβ
2. 4 cohérences à simple quanta deI : I+Sα, I+Sβ, I−Sα, I−Sβ
3. 4 cohérences à simple quanta deS : IαS+, IβS+, IαS−, IβS−
4. 2 cohérences à double quanta :I+S+, I−S−
5. 2 cohérences à zéro quanta :I+S−, I−S+
Comme pour un spin isolé, cette base est idéale tant que le système est soumis à des
périodes d’évolution libre contenant tous les termes de l’hamiltonien correspondant. Il est
toutefois souvent utile de faire agir séparément les différentes parties de l’hamiltonien,
ainsi que, bien entendu des impulsions de radiofréquence. La base des produits des opé-
rateurs cartésiens reste alors un bon compromis pour la facilité de conduite des calculs.
Les règles de prévision de l’évolution de la matrice densitéexprimées dans la base {EI/2,
I+, I−, Iz} et les produits d’opérateurs qui en dérivent sont parfois trè commodes pour
analyser certaines situations. Les règles de calcul correspondantes seront introduites ou
rappelées en temps utile.
4.8.3 Systèmes à trois spins
La généralisation des équations régissant les populationsà de systèmes à trois spins,
bien que fastidieuse, se fait sans plus de difficulté que pourles systèmes à deux spins.
Ainsi, avec les mêmes notations que ci-dessus :
σ0 = P/4 · E/2 + ∆P (I)/4 · Iz +∆P (S)/4 · Sz +∆P (L)/4 · Lz (4.113)
Le facteur 4 devient 8 pour les systèmes à quatre spins, et estmultiplié par 2 chaque fois
qu’il y a un noyau de plus dans le système de spins.
Le coefficienta4IzSzLz de l’opérateur d’ordre longitudinal4IzSzLz se déduit des po-
pulations par :
4a4IzSzLz = pααα − pααβ − pαβα + pαββ
−pβαα + pβαβ + pββα − pβββ (4.114)
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Les relations qui donnent les différentes populations en foncti n des coefficients mul-
tiplicatifs des opérateurs cartésien s’écrivent, par exempl ,
2pααα = aE/2 + aIz + aSz + aLz
+a2IzSz + a2IzLz + a2SzLz + a4IzSzLz (4.115)
le facteur 2 restant à l’identique quel que soit le nombre de spins dans le système. L’opé-
rateur de populationPααα dont le facteur multiplicatif est la populationpααα est alors
donné par :
4Pααα = E/2 + Iz + Sz + Lz
+2IzSz + 2IzLz + 2SzLz + 4IzSzLz (4.116)
4.9 Echo de spin
De nombreuses séquences d’impulsions contiennent le motifT – (π) – T , considéré
comme un délai d’évolution de durée2T "coupé" en son milieu par une impulsion RF
d’angleπ comme indiqué par la figure 4.10.
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FIGURE 4.10 – Echo de spin
Les modifications subies par la matrice densité d’un systèmeentr l’instant initial et
l’instant final de cette séquence sont calculables par les règles usuelles de transformation
des matrices de base. Il est néanmoins possible de simplifierles calculs en appliquant
successivement l’impulsion RF et un opérateur d’évolution appelé opérateur réduit. Leur
action est identique à celle effectuée par la succession desopérateurs associés à la sé-
quence considérée. L’opérateur associé à une évolution libre de durée2T est en fait am-
puté de certains termes suivant la nature du système de spinsconsidéré et la sélectivité de
l’impulsion d’angleπ. L’impulsion centrale est associée à l’opérateur notéOπ.
Un traitement général de ce problème nécessiterait à nouveau de recourir à la théorie
générale de l’opérateur densité. Seuls les résultats seront don és ici, avec tout de même
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une justification satisfaisante pour l’esprit. Le lecteur pourra à volonté vérifier que la
transformation d’une matrice de base quelconque par la suite "normale" d’opérateurs
(évolution libre, impulsion RF puis évolution libre) et par le raccourci de l’opérateur ré-
duit coïncident :
T ·H−−→ Oπ−→ T ·H−−→ ⇐⇒ Oπ−→
2T ·Hred−−−−−→ (4.117)
Une autre manière de se persuader de l’exactitude du résultat r des cas particuliers est
de considérer l’évolution du vecteur aimantation dans le cadre du modèle de Bloch et de
son extension aux systèmes couplés.
4.9.1 Système à un spin
Si le système étudié est constitué d’un unique noyauI, la règle qui donne l’expression
de l’opérateur réduit s’établit aisément.
Pour avoir une vue globale de l’action de la séquence d’écho de spin, il faut commen-
cer par savoir comment sont transformées les matrices de base Ix, Iy et Iz.
La matrice de baseσ0 = Iz est invariante pendant la première période d’évolution, se
transforme enσ2 = −Iz (cos π = −1, sin π = 0) sous l’action de l’impulsion d’angleπ,
quelque soit sa phase, reste ensuite égale à−Iz jusqu’à la fin de la séquence (σ3 = −Iz).
Considérons maintenant l’évolution deσ0 = Ix = (I+ + I−)/2. Entre les instants 0
et 1,I+ évolue enexp(−iΩIT ) · I+ etI− enexp(+iΩIT ) · I−. Juste avant l’impulsion, la
matrice densité du système est donc :
σ1 = (exp(−iΩIT ) · I+ + exp(+iΩIT ) · I−)/2 (4.118)
Sachant que
Ix
πIx−−→ Ix (4.119)
Iy
πIx−−→ −Iy (4.120)
Ix
πIy−−→ −Ix (4.121)
Iy
πIy−−→ Iy (4.122)
on détermine que
I+ = Ix + iIy
πIx−−→ Ix − iIy = I− (4.123)
I− = Ix − iIy πIx−−→ Ix + iIy = I+ (4.124)
I+ = Ix + iIy
πIy−−→ −Ix + iIy = −I− (4.125)
I− = Ix − iIy
πIy−−→ −Ix − iIy = −I+ (4.126)
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TABLE 4.2 –Influence de la phase de l’impulsion d’angleπ sur l’aimantation issue de l’écho de
spin
πx πy
Ix → Ix −Ix
Iy → −Iy Iy
Iz → −Iz −Iz
A l’instant 2, si la phaseφ de l’impulsion est nulle, la matrice densité du système
vaut :
σ2 = (exp(−iΩIT ) · I− + exp(+iΩIT ) · I+)/2 (4.127)
Pendant le second délai de duréeT , I+ et I− évoluent comme pendant le premier délai et
donc
σ3 = (exp(−iΩIT ) exp(+iΩIT ) · I−
+exp(+iΩIT ) exp(−iΩIT ) · I+)/2 (4.128)
= (I− + I+)/2 (4.129)
= Ix (4.130)
La transformation subie parIx, Iy et Iz suivant la phase de l’impulsion est donnée
dans le tableau 4.2.
Tout se passe donc comme si toutes les matrices de base ne subissaient que l’action
de l’impulsionπφ, quelque soit sa phaseφ. On constate que l’impulsion a supprimé com-
plètement l’opérateur d’évolution libre de durée de2T , et que seul l’opérateur associé à
l’impulsion est à prendre en compte.
Dans le cas du système à un spin, l’opérateur réduit est donc l’opérateur nul (celui qui
donne toujours zéro), associé au super–opérateur identité(celui qui ne fait rien, comme il
se doit pour un opérateur nul).
Un tel résultat est aisément visualisé à l’aide du modèle vectori l. Alternativement,
l’évolution deI− est intéressante à considérer. A l’instant 1, son coefficient multiplicatif
estexp(+iΩIT ) et devient brusquement (les impulsions sont idéales et doncinfi iment
brèves), à l’instant 2,exp(+iΩIT ), qui était le coefficient deI+ à l’instant 1. Tout s’est
passé pendant l’impulsion comme siT était devenu−T . Une impulsionπ est donc une
sorte de machine à remonter (ou à inverser) le temps. De manière équivalente, il suffit de
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considérer que l’impulsion a transforméΩI en−ΩI pendant la première période d’évolu-
tion libre. Le seconde période de duréeT ne fait qu’annuler ce qui s’est passé pendant la
première. Il est donc normal que le résultat ne fasse pas intervenir la valeur deΩI .
Le terme d’écho de spin a pour origine le comportement de l’aimantation macro-
scopique en présence d’un champ statique
−→
B0 inhomogène. Au terme du premier délai
de duréeT différents vecteurs aimantation liés à différentes localisations spatiales dans
l’échantillon ont tourné autour deOZ avec des angles différents, comme indiqué sur la fi-
gure 2.9, page 28. Cela revient à dire que les différentes régions de l’espace sont associées
à diverses valeurs deΩI . Il se peut très bien que
−→
M soit nul à l’instant 1 pour cause de
déphasage total de ses différentes composantes (aussi appeléesisochromats). L’impulsion
RF et le second délai vont amener chacune des composantes sur l’axeOX, indépendem-
ment de leur position dans l’échantillon, car indépendemment d leurΩI . L’aimantation
totale est ainsi "ressucitée" à l’instant 3, comme un écho de la situation du système à
l’instant 0.
L’impulsion d’angleπ appliquée à l’aimantation transversale est appelée impulsion
derefocalisationpuisqu’elle la ramène à son intensité initiale après avoir été d focalisée
par les inhomogénéités de
−→
B0. Un affaiblissement de l’aimantation après le temps2T
est tout de même présent, lié à deux phénomènes physiques. Lepremier, déjà cité, est la
relaxation transversale, que rien ne peut refocaliser. Le second, qui est aussi irréversible,
est lié à la diffusion translationnelle des molécules dans le cas d’échantillons liquides : ce
que subit une molécule pendant le premier délai n’est parfaitement compensé pendant le
second que si la molécule est restée à la même place. Plus les molécules bougent vite et
moins la refocalisation des isochromats sera effective et plus le signal sera atténué. L’écho
de spin est donc la technique expérimentale de base pour accéder à la fois aux tempsT2
"vrais" et à la mobilité des molécules en solution.
Le recours aux opérateursI+ etI− n’était pas strictement nécessaire ici. Il a cependant
permis de montrer aussi qu’une impulsion d’angleπ ntraîne une variation d’ordre de
cohérence de±2 pour les états d’ordre∓1, ce qui ne sera pas sans importance par la
suite. Si l’aimantation initiale est longitudinale, elle lreste, mais change de sens. On
parle alors d’impulsion d’inversion(voir paragraphe 4.8.1).
4.9.2 Systèmes à deux spins
Nous considérons ici un systèmeIS faiblement couplé.
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Principe
Pour trouverHred, il suffit d’écrireH et de n’en garder que les termes qui sont inva-
riants par action deOπ.
Il n’y a dans le principe que deux possibilités pourOπ : soit la refocalisation ne
s’exerce que surI (ou surS), soit elle s’exerce surI etS simultanément. Dans le premier
cas, l’impulsion est dite sélective. Le second cas, où la refocalisation n’est pas sélective,
est celui des sytèmes homonucléaires oùOπ = π · (Iφ + Sφ) ainsi que celui des systèmes
hétéronucléaires où deux impulsions d’angleπ sont appliquées simultanément avec des
phases qui ne sont pas nécessairement identiques.
Dans le premier cas, siOπ = π · Ix,y L’hamiltonien d’évolution libre
H = ΩI · Iz + ΩS · Sz + πJ · 2IzSz (4.131)
est réduit en
Hred= ΩS · Sz (4.132)
car
Iz
π·Ix,y−−−→ −Iz (4.133)
Sz
π·Ix,y−−−→ Sz (4.134)
2IzSz
π·Ix,y−−−→ −2IzSz (4.135)
Il y a alors refocalisation de l’offset deI et du couplage. Tout se passe en effet comme
si ΩI = J = 0. Par symétrie si l’impulsionπ ne s’applique qu’au noyauS, ce sont son
offset et le couplage qui sont refocalisés.
Dans le second cas,Oπ = π · Ix,y + π · Sx,y. Sachant que :
Iz
π·Ix,y−−−→ π·Sx,y−−−→ −Iz (4.136)
Sz
π·Ix,y−−−→ π·Sx,y−−−→ −Sz (4.137)
2IzSz
π·Ix,y−−−→ π·Sx,y−−−→ 2IzSz (4.138)
et donc que seul le terme de couplage est invariant par actiondeOπ
Hred= πJ · 2IzSz (4.139)
Les effets des offsets sont refocalisés et seule l’action ducouplage subsiste. On voit que
l’on dispose ici d’un outil extrêmement puissant qui permetau spectroscopiste de trier
parmi les termes de l’hamiltonien ceux qui l’intéressent. Une grande partie de ce qui
constitue les chapitres suivants est basée sur les idées présentées dans ce paragraphe.
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Exemple avecπx(I) seul
Il n’est pas inintéressant d’étudier un exemple en regardant ce qui ce passe en utilisant
la base des cohérences et des populations, en partant deσ0 = Ix et avec, dans un premier
tempsOπ = π · Ix. Sachant queIx = IxES, 2Ix = I+ + I− et queES = Sα + Sβ,
2σ0 = I+Sα + I+Sβ + I−Sα + I+Sβ (4.140)
Pour prendre des notations cohérentes avec les définitions de ν1 et deν2 pour le système
IS, on définit :
Ω1 = ΩI − πJ = 2πν1 et Ω2 = ΩI + πJ = 2πν2 (4.141)
ce qui, d’après les équations 4.77 et 4.78 donne après la première période d’évolution
libre :
2σ1 = exp(−iΩ2T ) · I+Sα
+exp(−iΩ1T ) · I+Sβ
+exp(+iΩ2T ) · I−Sα
+exp(+iΩ1T ) · I−Sβ (4.142)
L’opérateurπ · Ix transformeI+ enI− et réciproquement :
2σ2 = exp(+iΩ2T ) · I+Sα
+exp(+iΩ1T ) · I+Sβ
+exp(−iΩ2T ) · I−Sα
+exp(−iΩ1T ) · I−Sβ (4.143)
ce qui revient, pendant la première période d’évolution libre, à inverser les rôles d’une
part deΩ1 avec−Ω1 et d’autre part deΩ2 avec−Ω2. La situation est assez analogue avec
celle étudiée pour un spin isolé. Le noyauS joue ici un rôle passif en substituantΩ1 etΩ2
à la seuleΩI . Ainsi, après la seconde période d’évolution libre :
2σ3 = exp(+iΩ2T ) exp(−iΩ2T ) · I+Sα
+exp(+iΩ1T ) exp(−iΩ1T ) · I+Sβ
+exp(−iΩ2T ) exp(+iΩ2T ) · I−Sα
+exp(−iΩ1T ) exp(+iΩ1T ) · I−Sβ
= 2σ0 (4.144)
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et doncσ3 = σ0 = Ix. Bien entendu le calcul direct est beaucoup plus rapide :
Ix
Oπ=π·Ix−−−−−→ Ix
THred=ΩSTSz−−−−−−−−−→ Ix (4.145)
Le calcul passant par les cohérences montre que l’impulsiona refocalisé à la fois les effets
de l’offset deI du couplage en inversant le signe deΩ1 et deΩ2.
Exemple avecπx(S) seul
Dans ce cas,σ2 se déduit deσ1 en inversantSα et Sβ ce qui revient à permuter les
indices "1" et "2" deΩ pendant la première période d’évolution libre :
2σ2 = exp(−iΩ1T ) · I+Sα
+exp(−iΩ2T ) · I+Sβ
+exp(+iΩ1T ) · I−Sα
+exp(+iΩ2T ) · I−Sβ (4.146)
qui conduit à :
2σ3 = exp(−iΩ1T ) exp(−iΩ2T ) · I+Sα
+exp(−iΩ2T ) exp(−iΩ1T ) · I+Sβ
+exp(+iΩ1T ) exp(+iΩ2T ) · I−Sα
+exp(+iΩ2T ) exp(+iΩ1T ) · I−Sβ (4.147)
Sachant que
Ω1T + Ω2T =
Ω1 + Ω2
2
.2T = ΩI .2T (4.148)
il apparaît que tout se passe à l’instant 3 comme si seul l’hamiltonienΩI avait agi pendant
le temps2T , confirmant ainsi que l’action du couplage a été refocalisée.
Exemple avecπx(I) et πx(S)
L’action des impulsions RF surσ1 permuteI− avecI+ etSα avecSβ. Cela est équi-
valent à combiner les transformations des deux exemples précédents : permutation des
étiquettes "1" et "2" et changement de signe pendant la premièrpériode d’évolution
libre. Ainsi, c’est la différence des pulsations(Ω2−Ω1)/2 = πJ qui intervient et qui rend
l’offset deI inopérant et préserve intacte l’action du couplage.
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FIGURE 4.11 – Exemple d’écho de spin sur un système hétéronucléaireISL
4.9.3 Système à trois spins
A titre d’exemple, un systèmeISL, soumis à la séquence d’écho de spin de la figure
4.11, évolue sous l’action successive de l’opérateurOπ lié à l’impulsion
Oπ = π · Iy + π · Sy (4.149)
et de l’hamiltonien réduitHred pendant le temps2T . Les termes de l’hamiltonien d’évo-
lution libre
H = ΩI · Iz +ΩS · Sz +ΩL ·Lz + πJIS · 2IzSz + πJIL · 2IzLz + πJSL · 2SzLz (4.150)
sont transformés comme suit parOπ :
Iz
π·Iy−−→ π·Sy−−→ −Iz (4.151)
Sz
π·Iy−−→ π·Sy−−→ −Sz (4.152)
Lz
π·Iy−−→ π·Sy−−→ Lz (4.153)
2IzSz
π·Iy−−→ π·Sy−−→ 2IzSz (4.154)
2IzLz
π·Iy−−→ π·Sy−−→ −2IzLz (4.155)
2SzLz
π·Iy−−→ π·Sy−−→ −2SzLz (4.156)
ce qui conduit à
Hred= ΩL · Lz + πJIS · 2IzSz (4.157)
L’offset deL n’est pas refocalisé car il n’y a pas d’impulsion à sa fréquence, contrai-
rement àI etL. Le couplage de ces derniers est le seul à subsister carHred agit sur eux
simultanément.
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4.10 Programme de phase (suite)
4.10.1 Théorie
Ce paragraphe centralise les connaissances générales liéesaux programmes de phase
qui pourraient, et c’est parfois le cas, faire l’objet d’uneétude particulière pour chaque
séquence étudiée au cours des chapitres qui suivent.
La situation générale est la suivante : l’échantillon est dans un état initial d’ordre de
cohérence nul, il subit l’action d’impulsions de RF et de délais d’évolution libre, (éven-
tuellement organisés en écho de spin) et finalement les étatsd’ordre de cohérence−1 d’un
type particulier de noyaux sont détectés. Sachant que l’évolution libre conserve l’ordre de
cohérence, seules les impulsions sont capables de transformer un état d’ordre de cohé-
rence défini en un ou plusieurs autres états d’ordre de cohérence égaux ou différents.
Dans la pratique, chaque impulsion peut donner lieu à une grande diversité de chan-
gement d’ordre de cohérence alors que l’expérimentateur souhaite ne sélectionner qu’un
petit nombre dechemins de transfert de cohérenceentre le 0 initial et le−1 final. La
relaxation peut aussi créer de l’aimantation longitudinale non désirée qui sera ultérieure-
ment transformée en cohérences sans intérêt ou nuisibles par rapport au résultat attendu.
La variation systématique de la phase des impulsions et de laphase du récepteur per-
met de sélectionner le ou les chemins voulus, comme cela a étémontré à propos de la
compensation des défauts du récepteur.
Le programme de phase d’une acquisition peut être considérécomme une sorte de
béquille qui va compenser un certain nombre de défauts, défauts du récepteur comme vu
précédemment, ou les inexactitudes sur la valeur des anglesdes impulsions et des délais,
ou encore les effets de la relaxation.
Dans un premier temps nous allons nous considérer un étatAa d’ordre de cohérence
définia et une impulsionde phase nullequi transformeA en une combinaison d’états qui
inclut (ou qui se limite à)Bb, état d’ordre de cohérence définib.
Aa
θφ=0−−→ · · ·+Bb + · · · (4.158)
La question est d’abord de savoir comment va évoluerBb si l’impulsion est de phase
φ, puis de savoir comment une augmentation de cette phase se répercute dans le signal
détecté. Le raisonnement qui va être tenu dans un premier temps considère un système
homonucléaireIS où l’impulsion agit sur les deux noyaux à la fois de manière identique,
sachant que la généralisation ne pose pas de problème.
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Faire agir une impulsion d’angle de nutationθ et de phaseφ sur un état quelconque
revient à effectuer successivement les opérations suivantes :
1. faire tourner le système étudié d’un angle−φ autour de l’axeOZ
2. appliquer l’impulsion d’angle de nutationθ et de phase nulle
3. faire tourner le système d’un angleφ autour de l’axeOZ
qui sont bien équivalentes à laisser le système en place et à faire tourner l’axe de rotation
lié à l’impulsion d’un angleφ dans le plan transversal à partir sa position sur l’axeOX
(quandφ = 0).
La première étape se traduit par l’action de l’opérateur−φ · Fz oùFz = Iz + Sz (voir
équation 4.66, page 95, ainsi que la définition de l’ordre de cohérence) :
Aa
−φ·Fz−−−→ exp(+iaφ)Aa (4.159)
Par linéarité du superopérateur d’évolution, appliquée à la seconde étape,
exp(+iaφ) · Aa
θφ=0−−→ · · ·+ exp(+iaφ) · Bb + · · · (4.160)
Ce qui conduit, après avoir effectué la rotation d’angleφ de la troisième étape, à :
Aa
θφ−→ · · ·+ exp(−ibφ) exp(+iaφ) ·Bb + · · · (4.161)
= · · ·+ exp(−i∆pφ) · Bb + · · · (4.162)
où
∆p = b− a (4.163)
est le saut d’ordre de cohérence considéré ici. Avec un anglede de phase différentφ′ pour
l’impulsion, le résultat est bien entendu identique dans saforme :
Aa
θφ′−→ · · ·+ exp(−i∆pφ′) ·Bb + · · · (4.164)
= · · ·+ exp(−i∆p∆φ) exp(−i∆pφ) ·Bb + · · · (4.165)
En posant
∆φ = φ′ − φ (4.166)
nous avons démontré qu’augmenter la phaseφ d l’impulsion de∆φ a pour conséquence
la transformation du membre de droite de l’équation 4.162 :
(exp(−i∆pφ) ·Bb)
φ→φ+∆φ−−−−−→ exp(−∆p∆φ) · (exp(−i∆pφ) ·Bb) (4.167)
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Pour que les signaux correspondants aux deux valeurs des phasesφ et φ′ soient ad-
ditionnés il faut que le récepteur multiplie le signal produit avecφ′ par exp(+i∆p∆φ)
avant de l’additionner à celui produit avec la phaseφ. En effet, le facteurexp(−i∆p∆φ)
qui multiplie exp(−i∆pφ) · Bb quand la phase de l’impulsion passe deφ àφ′ sera réper-
cuté dans le signal détecté par linéarité de toutes les opérations qui suivent la production
deBb à partir deAa. La multiplication par le récepteur du signal parexp(+i∆p∆φ) est
équivalente à une augmentation la phase du récepteurφR de
∆φR = −∆p∆φ (4.168)
quand la phase de l’impulsion est augmentée de∆φ.
L’équation 4.168 est très générale. Elle reste valable mêmesi le systèmeIS est for-
tement couplé, car l’opérateurFz est encore pertinent pour décrire les rotations autour de
OZ. Rien ne limite le nombre de spins du système, il suffit par exempl , pour un système
ISL de définirFz = Iz + Sz + Lz. Si le système est hétéronucléaire,Fz ne concerne que
les opérateurs associés aux noyaux sollicités par l’impulsion dont la phase es modifiée.
La généralisation va même plus loin. Un groupe d’impulsionsséparées par des délais
joue le même rôle qu’une seule impulsion : une cohérenceAa d’ordrea est transformée,
en autres, en une cohérenceBb d’ordreb. Si toutes les phasesdes impulsions du groupe
sont augmentées de∆φ alors la phase du récepteur doit être modifiée selon l’équation
4.168 pour réaliser l’addition constructive des signaux.
4.10.2 Mise en œuvre
Les spectromètres modernes sont capables de faire varier les phases par pas de 0.1◦ ou
moins et de manière précise grâce à la synthèse numérique desimpul ions de RF. L’idée
générale est d’avoir
∆φ =
2π
n
(4.169)
avecn entier de manière à parcourir toutes les valeurs entre0 et 2π par pas identiques.
On parle ainsi decycles de phases. Par commoditén est une puissance de 2, à savoir 2,
4 le plus souvent et quand c’est nécessaire 8, mais cela peut êtr 12 dans certains cas. Il
est souhaitable de sélectionner le ou les chemins voulus en choisissantn aussi petit que
possible pour qu’un cycle complet de toutes les phases soit réal sé en un minimum de
temps. Ce n’est pas impératif pour les expériences de RMN 1D mais peut devenir crucial
pour les spectres 2D.
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Avant de détailler un exemple la question qui se pose est : qu’advient-il des signaux is-
sus d’un chemin de transfert de cohérence non sélectionné ? Imaginons qu’un saut d’ordre
de cohérence∆p soit sélectionné. Pour un autre saut
Aa
θφ=0−−→ · · ·+B′b′ + · · · (4.170)
réalisé par la même impulsion, on définit∆p′ = b′ − a. Un saut de phase de l’impulsion
∆φ entraîne une multiplication deB′b′ parexp(−i∆p′∆φ) et le changement de phase du
récepteur fait de même par un facteurxp(+i∆p∆φ) soit globalement une multiplication
par un facteurexp(−i∆(∆p)∆φ) avec
∆(∆p) = ∆p′ −∆p = b′ − b (4.171)
Si l’incrément de phase∆φ vaut2π/n et que les signaux issus desn phases de l’impul-
sion sont co-additionnés, la partie du signal qui provient du ransfert deAa versB′b′ est
multipliée par
S =
n−1
∑
k=0
exp(−2iπk∆(∆p)/n) (4.172)
=
n−1
∑
k=0
(exp(−2iπ∆(∆p)/n))k (4.173)
en tenant compte de l’action du changement de phase du récepteur.
Deux cas se présentent :
1. Si∆(∆p)/n est entier (0 compris) alorsS vautn et le transfert deAa versB′b′ est
préservé, comme l’est celui deAa versBb.
2. En posant
w = exp(−2iπ∆(∆p)/n) (4.174)
alors
S =
n−1
∑
k=0
wk =
1− wn
1− w (4.175)
avec wn = exp(−2iπ∆(∆p)) (4.176)
Si∆(∆p) est non nul et strictement inférieur àn, 1−w est non nul mais1−wn = 0
car∆(∆p) est un nombre entier. Il en résulte que dans ce casS e t nul et donc que
l’effet sur le signal du transfert deAa versB′b′ est supprimé.
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En résumé, si le transfertAa → Bb de saut d’ordre de cohérence∆p = b − a est
préservé par application de la relation 4.168, alors tous les auts∆p′ = b′ − a tels que
∆p′ = · · · ,∆p− 2n,∆p− n,∆p,∆p+ n,∆p+ 2n, · · · (4.177)
seront aussi préservés et les autres sauts seront rejetés etne contribueront pas au signal
final. Autrement dit, pour sélectionner des changements d’ordre de cohérence équidistants
den il faut cycler la phase de l’impulsion par pas
∆φ =
2π
n
(4.178)
Le résultat obtenu permet donc de choisir la taille du cycle de phasen qui puisse pré-
server simultanément deux chemins (c’est souvent utile) oud’en favoriser un au détriment
de tous les autres (c’est tout aussi utile).
4.10.3 Exemples
Impulsion–détection
L’exemple le plus simple est constitué par la séquence impulsion-détection, dessinée
symboliquement sur la figure 4.12 et accompagnée de la représentation graphique de son
chemin de transfert de cohérence.
+1
0
−1
p
t
FIGURE 4.12 –Séquence impulsion – détection, chemin de transfert de cohérence
Le trait plein représente représente le seul chemin digne d’i térêt. Il est toutefois in-
évitable que l’impulsion d’angleπ/2 produise à la fois un étatI− et un étatI+. L’état I+
n’est théoriquement pas détecté si le récepteur est parfait. L’équation 4.168 indique
∆φR = ∆φ (4.179)
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φ (4) 0 1 2 3
φR (4) 0 1 2 3
TABLE 4.3 – Programme de phase de l’expérience impulsion–détection
puisque∆p = −1, résultat déjà établi précédemment qui constitue la base del’écriture
du programme de phase de l’expérience (Tableau 4.3).
Le nombre 4 entre parenthèses est la valeur den. Les phases des impulsions et du
récepteur sont données en multiples de2π/n, c’est-à-dire ici deπ/2.
Si le récepteur n’est pas parfait, il peut détecter les+1 (b′ = +1) quanta ce qui repré-
sente une valeur de∆(∆p) = (+1) − (−1) = +2 puisqu’on ne désire détecter que les
états à -1 (b = −1) quanta. Il en résulte de sin = 2 alors∆(∆p)/n est entier et donc que
les états à+1 quanta qui pourraient être détectés par un récepteur affligéd’un défaut de
quadrature le seront. Sin = 4 alors∆(∆p)/n n’est pas entier et le défaut de quadrature
est compensé.
Une composante continue issue du détecteur correspond àb′ = 0, soit∆(∆p) = (0)−
(−1) et donc à∆(∆p)/n non entier, quen soit égal à 2 ou 4, avec comme conséquence
son élimination par le programme de phase.
Avant de quitter cette séquence fondamentale il convient dese rappeler qu’elle n’est
pas exécutée qu’une fois puisque le programme de phase impose pratiquement 4 réalisa-
tions suivant le programme de phase. Une fois la première acquisition effectuée, il faut
attendre "un certain temps" avant de recommencer, le temps que les cohérences dispa-
raissent et que les populations se reconstituent sous l’effet de la relaxation. Il est géné-
ralement admis que cela est réalisé de manière satisfaisante quand le délai entre deux
impulsions est de l’ordre de 5 foisT1. Ce temps peut être raccourci en utilisant une im-
pulsion d’angle de nutation inférieur àπ/2 qui va laisser une différence de population
résiduelle. Cette population n’est en aucun cas détectable et est sans rapport avec l’éven-
tuelle détection d’une composante continue par le récepteur.
Pour une valeur de délai inter-impulsion (ou temps de répétition) et une valeur deT1
il existe une valeur deθ qui optimise le rapport signal sur bruit du spectre. En général,
il s’établit au bout d’un petit nombre d’impulsions d’excitation un état d’équilibre de
l’aimantation longitudinale avant impulsion qui est différent de l’état d’équilibre initial.
Les premiers signaux ne sont donc pas strictement reproductibles, le temps que l’état
stationnaire s’établisse. Afin de faire jouer pleinement sorôle au programme de phase,
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les 2 ou 4 premiers SPL ne sont pas enregistrées.
Impulsion–écho de spin–détection
La figure 4.13 décrit la séquence en question ainsi que et son chemin de transfert de
cohérence.
+1
0
−1
p
t
π/2φ1 πφ2
T T
FIGURE 4.13 – Séquence impulsion – écho de spin – détection, chemin de transfert de
cohérence
Elle peut par exemple servir à mesurer un temps de relaxationtransversal vrai bien
que le schéma réellement utilisé pour cela soit un peu plus élaboré. L’impulsion initiale
(dite d’excitation) crée, si elle est parfaite, des états à+1 et −1 quanta. Si l’impulsion
de refocalisation est parfaite, elle permuteI+ et I−. C’est donc bien l’état à+1 quanta
créé par la première impulsion qui va être détecté après tranformation en étatI− par
l’impulsion d’angleπ et évolution pendant le second tempsT .
Outre les habituels défauts du récepteur il faut considérerqu l’impulsion d’excita-
tion peut ne pas être parfaite, laissant de l’aimantation longitudinale qui en théorie est
inversée par l’impulsion d’angleπ si elle est parfaite. Si elle ne l’est pas, des cohérences
non désirées car détectables vont apparaître. De même la relaxation pendant le premier
tempsT crée de l’aimantation longitudinale qui peut être transformée en aimantation dé-
tectable par une refocalisation imparfaite. Le programme de phase du tableau 4.4 a pour
but d’éliminer ces défauts.
Pourquoi les angles de nutation des impulsions de RF seraientin xacts alors qu’il
suffit expérimentalement d’en ajuster la durée ou l’intensité pour atteindre la valeur sou-
haitée ? Même si les constructeurs de sondes portent une grande attention à l’homogénéité
du champB1 produit par les bobines, des inhomogénéités résiduelles font que l’angle de
nutation d’une impulsion ne peut être la même en tous les point de l’échantillon. Cela
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pas 1 2 3 4 5 6 7 8
φ1 (4) 0 1 2 3
φ2 (4) 0 1 2 3 2 3 0 1
φR (4) 0 1 2 3
TABLE 4.4 – Programme de phase de l’expérience impulsion – écho de spin – détection
est particulièrement sensiblein vivo où l’échantillon lui-même est usuellement hétéro-
gène. Le recours au cyclage de phase ou aux impulsions de gradi nt de champ est alors
nécessaire.
Le chemin de transfert de cohérence qui doit être sélectionné (e trait plein) et l’équa-
tion 4.168 indiquent que
∆φR = −∆φ1 et ∆φR = 2∆φ2 (4.180)
pour chacune des phases des impulsions considérées séparément. Changer le couple de
phases(φ1, φ2) en(φ1 + ∆φ1, φ2 + ∆φ2) peut être réalisé en changeant d’abordφ1 puis
φ2, ce qui aboutit à
∆φR = −∆p1∆φ1 −∆p2∆φ2 (4.181)
c’est-à-dire dans le cas présent à
∆φR = −∆φ1 + 2∆φ2 (4.182)
Si ∆φ1 = ∆φ2 = ∆φ alors
∆φR = ∆φ (4.183)
ce qui traduit bien le fait que l’ensemble des évènements de la séquence transforme la
population initiale en état à−1 quanta détectable.
Les valeurs indiquées dans le programme de phase sont toujours écrites "modulon",
puisque les angles sont définis à2π près. Lorsqu’une suite de valeurs de phase est re-
produite à l’identique, cette suite n’est écrite qu’une fois. Les pas 1–4 du programme de
phase ne sont destinés qu’à compenser les défauts du récepteur puisque toute la séquence
est considérée en un seul bloc (∆φ1 = ∆φ2 = ∆φR). Les pas 5–8 sont identiques aux
précédents sauf queφ2 a été augmentée deπ ce qui est suffisant (n = 2) pour éliminer
les transfertsp = 0 → p = −1 (∆p = −1) induits par l’imperfection de l’angleπ de la
seconde impulsion. L’augmentation deφ2 parπ se traduit par∆φR = 2π, équivalente à
∆φR = 0 et qui conduit donc à la répétition des valeurs deφR des pas 1–4 pour les pas
5–8.
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4.11 Angle de nutation et variation d’ordre de cohérence
Dans la plupart des séquences impulsionnelles qui seront décrites par la suite, les
angles de nutation des impulsions vaudront soitπ/2 soit π, sachant que les écarts à ces
valeurs nominales sont considérées comme des nuisances. Les équences DEPT, COSY–
θ et INADEQUATE font intervenir d’autres angles afin de moduler d manière contrôlée
l’intensité des transferts de cohérence. Les paragraphes qui suivent regroupent les résultats
nécessaires à la compréhension des mécanismes sous-jacent.
L’action d’une impulsion parfaite sur un ensemble de noyauxde même type se réduit
toujours à l’application d’une succession d’opérateurs "mono–particulaires" (θIφ, θSφ,
θLφ, ...) dans un ordre quelconque. Il suffit donc de savoir comment agit une impulsion
θIx (de phaseφ = 0) sur les états du noyauI pour analyser tous les cas possibles et donner
plus de sens concret àAa etBb de l’équation 4.158. En se plaçant dans une base où les
éléments possèdent un ordre de cohérence défini, l’équation4.162 permet d’extrapoler les
résultats aux angles de phase quelconques.
L’opérateurEI/2 est invariant par action de toute transformation linéaire.A partir
des règles de calcul utilisant les opérateurs cartésiens etle définitions deI+ et deI−,
il est possible par exemple de savoir ce que devient, par exemple I+ sous l’action d’une
impulsionθx dans la base{EI , Iz, I+, I−} :
I+ = Ix + iIy (4.184)
Ix
θ·Ix−−→ Ix (4.185)
Iy
θ·Ix−−→ cos θ · Iy + sin θ · Iz (4.186)
Ix = (I+ + I−)/2 (4.187)
iIy = (I+ − I−)/2 (4.188)
I+
θ·Ix−−→ i sin θ · Iz +
1 + cos θ
2
· I+ +
1− cos θ
2
· I− (4.189)
= i sin θ · Iz + cos2(θ/2) · I+ + sin2(θ/2) · I− (4.190)
Des calculs identiques fournissent :
I−
θ·Ix−−→ −i sin θ · Iz + sin2(θ/2) · I+ + cos2(θ/2) · I− (4.191)
Iz
θ·Ix−−→ cos θ · Iz + i/2 sin θ · I+ − i/2 sin θ · I− (4.192)
Ces résultats sont visualisés directement sur la figure 4.14
Pour rappel, l’action deΩIt ·Iz dans la base considérée ici est décrite par les équations
4.61 et 4.62 et l’action des couplages scalaires est du ressort des équations 4.73 et 4.74.
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FIGURE 4.14 –Effet de l’angle de nutation sur les matrices de la base {E/2, Iz, I+, I−}
Par rapport à la base des opérateurs cartésiens, la simplicité et l’homogénéité des règles de
calcul ont globalement disparu. En revanche, chaque saut d’ordre de cohérence individuel
est maintenant associé à un coefficient multiplicatif qui traduit son efficacité et l’influence
sur cette dernière de l’angle de l’impulsion.
4.12 Impulsions de gradient de champ statique
4.12.1 Principe
Pendant l’acquisition du signal de RMN, l’intensité du champagnétique doit être
aussi uniforme que possible dans le volume utile de l’échantillo , si le but poursuivi est
l’enregistrement d’un spectre de haute résolution. La situation est sensiblement différente
en imagerie. Comme cela a déjà mentionné, les inhomogénéitésdeB0 conduisent à un
raccourcissement deT ∗2 par rapport àT2 et à un élargissement des raies spectrales après
TF du signal enregistré.
L’introduction d’inhomégénités de durée et d’intensité contrôlées,avantl’acquisition,
permet en particulier de sélectionner un chemin de transfert de cohérence parmi plusieurs.
Cela ne nécessite qu’une seule acquisition et non pas la co-accumulation de plusieurs
signaux obtenus selon le programme de phase. Le rapport signal ur bruit pour un même
échantillon et à temps d’enregistrement constant n’est toutef is jamais meilleur qu’avec
le cyclage des phases.
Une bobine de fil conducteur, de géométrie particulière et parcourue par un courant,
engendre un champ magnétique inhomogène au sein de l’échantillon. On peut montrer
qu’avec les ordres de grandeur deB0 et du champ additionnel produit par cette bobine,
la direction du champ
−→
B0 n’est pas significativement affectée. La composante
−→
B0z de
−→
B0 détermine toujours la fréquence de Larmor et donc seules lesvariations de
−→
B0z sont
4.12. IMPULSIONS DE GRADIENT DE CHAMP STATIQUE 125
à prendre en compte. En un point donné de l’échantillon, de coordonnées(x0, y0, z0), le
gradientde
−→
B0z(x, y, z) est le vecteur défini par :
−→
G(x0, y0, z0) = (Gx, Gy, Gz) =
(
(
∂B0z
∂x
)
x=x0
,
(
∂B0z
∂y
)
y=y0
,
(
∂B0z
∂z
)
z=z0
)
(4.193)
Une bobine dite "de gradientx" est conçue de manière à ce queGy etGz soient nuls et que
Gx soit uniforme, c’est-à-dire indépendant de l’endroit choisi dans l’échantillon et donc
dex0. Les bobines de gradienty et de gradientz sont conçues de manière analogue. Un
gradient uniforme est accessible au moyen de trois bobines d’axes orthogonaux, chacune
étant à l’origine de chaque composante du vecteur
−→
G.
−→
G = (Gx, 0, 0) + (0, Gy, 0) + (0, 0, Gz) (4.194)
Chacune des trois composantes de
−→
G a une intensité qui est directement proportionnelle
à l’intensité du courant qui traverse la bobine correspondante. Il suffit donc de trois bo-
bines et de trois amplificateurs de courant pilotables numériquement par l’ordinateur qui
contrôle le spectromètre pour produire à volonté une inhomogénéité de
−→
B0 de caractéris-
tiques connues.
La géométrie des bobines est telle qu’en un point au voisinage du centre de l’échan-
tillon
−→
B0z ne soit pas affecté par le gradient et vailleB00, sa valeur en l’absence de courant
dans les bobines. Le point de champ invariant sera pris commeorigineO du système de
coordonnées dans le référentiel du laboratoire. En un pointM tel que
−−→
OM = −→r (x, y, z)
et en présence du gradient uniforme
−→
G,
B0z = B00 + xGx + yGy + zGz = B00 +
−→r · −→G (4.195)
équation qui satisfait à la définition 4.193 et à l’uniformité des gradients siGx, Gy et
Gz sont indépendant dex, y et z. La figure 4.15 montre l’action surB0z d’un gradientz
uniforme.
Les gradients de champ
−→
B0 sont établis au cours d’une séquence d’impulsions à des
moments bien précis pendant une durée limitée (de l’ordre dela milliseconde). On parle
alors d’impulsions de gradient de champ statique. Notons qu’il est aussi possible de mettre
à profit en spectroscopie et en imagerie des impulsions de gradient de champ RF (gra-
dientsB1) qui ne seront pas abordées ici.
Un noyauI d’offset ΩI a une pulsation de résonanceωI(
−→r = −→0 ) = ωrf + ΩI à
l’origine O du système de coordonnées. Une augmentation deB0 de
−→r · −→G entraîne au
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FIGURE 4.15 –Variation du champ statique en fonction dez n présence d’un gradient uniforme.
pointM une augmentation de pulsation de résonance deγ−→r · −→G :
ωI(
−→r ) = ωrf + ΩI + γ−→r ·
−→
G (4.196)
Tout se passe donc comme si
ΩI(
−→r ) = ΩI + γ−→r ·
−→
G (4.197)
Un état initialσ0(
−→r ) = I−, traduisant l’existence d’une aimantation transversale dé-
tectable, devient au bout du tempsτ :
σ(τ,−→r ) = exp(i(ΩI + γ−→r ·
−→
G)τ)I− (4.198)
= exp(iΩIτ) exp(iγ
−→r · −→Gτ)I− (4.199)
= exp(iγ−→r · −→Gτ)σ(τ,−→0 ) (4.200)
La phaseφ de l’aimantation, angle entre
−→
Mxy et l’axeOX du référentiel tournant,
vaut doncΩIτ à l’origine etΩIτ + γ
−→r · −→Gτ au pointM . La phase à l’origine et au
tempsτ reflète simplement la précession "naturelle" de l’aimantation pendant la durée de
l’impulsion de gradient.
Le gain∆φ de phase de l’aimantation causée par l’impulsion de gradient est alors :
∆φ(τ,−→r ) = φ(τ,−→r )− φ(τ,~0) = γ−→r · −→Gτ (4.201)
Soit−→u le vecteur unitaire directeur du gradient :
−→
G = G−→u (4.202)
La décomposition de−→r en ses composantes−→r ‖ et−→r ⊥ respectivement parallèles et per-
pendiculaires à−→u donne
∆φ(τ,−→r ) = γ(−→r ‖ +−→r ⊥) ·
−→
Gτ (4.203)
= γ−→r ‖ ·
−→
Gτ (4.204)
= γGτr‖ (4.205)
4.12. IMPULSIONS DE GRADIENT DE CHAMP STATIQUE 127
indépendemment de−→r ⊥. Ainsi tous les points tels que les vecteurs−→r ne différent entre
eux que par−→r ⊥, c’est-à-dire tous ceux qui sont dans un même plan perpendiculaire à
−→
G, présentent le même gain de phase. Un planisophaseest caractérisé par sa distancer‖
à l’origineO mesurée le long de la direction de
−→
G. Deux plans isophases présentent un
écart de phase de2π lorsque leur distanceλ est donnée par :
2π = γGτλ (4.206)
soit λ =
2π
γGτ
(4.207)
et qui est une longueur qui définit la périodicité de la phase de long de−→u .
Puisqu’une longueur d’onde est une période spatiale (distance entre deux répétitions
d’un phénomène périodique dans l’espace), on peut lui associer une fréquence spatiale
1/λ et une pulsation spatialek = 2π/λ :
k = γGτ (4.208)
telle que
∆φ(τ,−→r ) = kr‖ (4.209)
∆φ(τ,−→r ) = −→k · −→r (4.210)
avec
−→
k = k−→u (4.211)
sachant que dans ce contexte le vecteur
−→
k n’est pas le vecteur directeur de l’axeOz du
référentiel du laboratoire. Le vecteur
−→
k est appelévecteur d’onde:
−→
k = (kx, ky, kz) = (γGxτ, γGyτ, γGzτ) (4.212)
Le plus souvent l’impulsion de gradient n’a pas une forme rectangulaire car l’éta-
blissement et la coupure brutale du courant dans la bobine degradient causent des per-
turbations deB0 qui perdurent au delà du temps souhaité. Parmi les formes d’impulsion
courantes figure l’arche de sinusoïde (la fonction sinus prie entre 0 etπ). Dans le cas
général :
∆φ(τ,−→r ) = γr‖
∫ τ
0
G(t)dt (4.213)
= γτr‖
∫ τ
0
1
τ
G(t)dt (4.214)
= γ〈G〉τr‖ (4.215)
= 〈−→k 〉 · −→r (4.216)
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où la notation〈.〉 indique une valeur moyenne. Du fait de l’analogie entre les équations
4.210 et 4.216,
−→
k désignera par la suite toujours le vecteur
−→
k moyen.
En résumé, la phase de l’aimantation observable est augmentée au pointM(x, y, z)
d’une quantité∆φ(τ,−→r ) par rapport à la phase à l’origine du fait de l’impulsion de gra-
dient de champ statique
−→
G de duréeτ :
∆φ(τ,−→r ) = −→k · −→r (4.217)
avec
−→
k = γ
−→
Gτ (4.218)
Ce résultat est exploitable soit pour la compréhension des séquences impulsionnelles
d’imagerie, soit pour la sélection des chemins de transfertd cohérence en spectrosco-
pie. C’est vers cette dernière direction que la suite du textest orientée.
4.12.2 Sélection d’un chemin de transfert de cohérence
Des impulsions de gradient de champ statique sont introduites pendant les périodes
d’évolution libre des séquences d’impulsion afin de sélectionner un chemin de transfert
de cohérence. Cela laisse libre le choix pour chaque impulsion de l’intensitéG et de la
duréeτ , en considérant, dans une première approche, que les gradients seront tous de
directionOz :
∆φ = kz = γGτz (4.219)
Impulsion RF – Gradient – Détection
Cette séquence est sans intérêt pratique comme cela deviendra bientôt évident, mais
elle permet d’introduire la condition d’observation d’un signal dans les expériences utili-
sant les gradients. A la fin de l’impulsion RF un étatσ1 = I− va être créé. Il va évoluer
pendant l’impulsion de gradient jusqu’àσ2 avant d’être détecté. Sans que cela n’ait de
conséquence sur le résultat final, un système à un spinI sera considéré ici. Au point ori-
gineO, où règne toujours le champB00 quelque soit l’intensité du gradient, la phase de
l’aimantation estΩIτ du fait son évolution libre. A l’altitudez de l’échantillon :
φ = ΩIτ + kz (4.220)
et donc
σ1(z) = exp(iΩIτ) exp(ikz) (4.221)
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En considérant que le pointO est situé au milieu de la partie utile de l’échantillon de
hauteurh, z est compris entre−h/2 eth/2 et donc :
σ2(t) =
1
h
∫ +h/2
−h/2
exp(iΩIt)σ1(z)dz (4.222)
= exp(iΩIt)
1
h
∫ +h/2
−h/2
σ1(z)dz (4.223)
équation qui montre que ce qui est important est l’intégralesurz du facteur multiplicatif
du ou des termes qui vont donner de l’aimantation détectablejust au début de l’acquisi-
tion.
1
h
∫ +h/2
−h/2
σ1(z)dz = exp(iΩIτ)
1
h
∫ +h/2
−h/2
exp(ikz)dz (4.224)
= exp(iΩIτ)
1
h
[
exp(ikz)
ik
]+h/2
−h/2
(4.225)
= exp(iΩIτ)
(
exp(ikh/2)− exp(−ikh/2)
2i · hk/2
)
(4.226)
= exp(iΩIτ) sinc(kh/2) (4.227)
La fonction sinus cardinal (sinc(x) = sin(x)/x) tend rapidement vers zéro quandx
augmente puisque| sinc(x)| ≤ 1/x. En RMN du proton, dès queG dépasse quelques
10−4 T.cm−1 pour τ de l’ordre de la milliseconde, le signal détectable est pratiquement
nul. Cela veut dire pratiquement que si les cohérences susceptibles d’évoluer pour donner
de l’aimantation détectable dépendent dez, alors leur contribution au signal est nulle. Il
est clair que l’impulsion de gradient n’est d’aucun intérêtdans l’expérience impulsion–
détection et qu’elle n’est pas susceptible de compenser leséventuels défauts du récepteur.
En résumé, seules contribueront au signal les cohérences d’ordre−1 dont l’intensité
est indépendante dez si un gradient surz a été utilisé. Un gradient appliqué sur l’axe
ou l’axey conduit à un résultat analogue.
Cas général
Pendant une impulsion de gradient de duréeτ toutes les cohérences évoluent d’une
part selon l’hamiltonien d’évolution libre, de manière indépendante des coordonnés spa-
tiales, et sont multipliées par un facteurexp(i∆φ) où∆φ dépend à la fois de la position
et de
−→
k . La discussion se résume ici à savoir exprimerφ(−→) tout au long des transferts
de cohérence successifs, depuis l’état initial jusqu’au début de l’acquisition.
Considérons un système de trois noyauxISL et un état d’ordre cohérence défini
IpISpSLpL caractérisé par les ordres de cohérence partielspI , pS etpL. Une impulsion de
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gradient
−→
G transformeIpI enexp(−ipIγIτ
−→
G · −→r )IpI , SpS enexp(−ipSγSτ
−→
G · −→r )SpS ,
etLpL enexp(−ipLγLτ
−→
G · −→r )LpL. Ainsi :
IpISpSLpL −→ exp(−iτ(pIγI + pSγS + pLγL)
−→
G · −→r )IpISpSLpL (4.228)
La grandeur intéressante ici est
F = pIγI + pSγS + pLγL (4.229)
qui conduit à :
∆φ = −Fτ−→G · −→r (4.230)
résultat dont la généralisation à tout système de spin est triviale.
Si la séquence d’impulsions contient plusieurs impulsionsde gradient de même durée
τ , chaque impulsion de gradient
−→
Gi agissant sur un état caractérisé parFi contribue à
augmenterφ :
∆φ = −τ
(
∑
i
Fi
−→
Gi
)
· −→r (4.231)
L’ensemble des états considérés constitue un chemin de transfe t de cohérence qui
sera préservé par les impulsions de gradient si
∑
i
Fi
−→
Gi =
−→
0 (4.232)
ou, si toutes les impulsions de gradient sont crées par la même bobine :
∑
i
FiGi = 0 (4.233)
Écho de spin avec gradient
La séquence d’impulsion de la figure 4.16 est un écho de spin, analogue à celle de la
figure 4.13 mais où deux impulsions de gradientz, d’intensitéG1 etG2 et de même durée
τ ont été insérées.
Les deux impulsions de gradient étant de durées identiques,les cohérences à+1 et−1
quanta évoluent symétriquement. La relation 4.229 donneF1 = (+1)γ et F2 = (−1)γ
qui conduisent, d’après 4.233, à
γG1 − γG2 = 0 (4.234)
G1 = G2 (4.235)
qui est la condition d’observation d’un signal pour cette séquence impulsionnelle.
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FIGURE 4.16 – Séquence impulsion – écho de spin – détection, avec gradients
L’effet des impulsions de gradient et de RF est visualisé sur la figure 4.17. La première
impulsion de la séquence 4.16 crée la même aimantation transversale en chaque endroit
de l’échantillon (a). L’impulsion de gradientG1 (sur l’axe OZ) fait tourner l’aimanta-
tion d’un angle proportionnel à la coordonnéez t cause donc une variation hélicoïdale
de l’aimantation (b). Le pas de l’hélice est2π/kz = 2π/γG1τ . L’impulsion RF de refo-
calisation fait passer "devant" tout ce qui est "derrière" le plan moyen de l’échantillon,
et réciproquement. Cela est équivalent à changer le sens de l’hélice, sans en changer le
pas (c). Enfin, la seconde impulsion de gradientG2, identique àG1 ramène l’aimantation
transversale dans sa position initiale et en tout point de l’échantillon. C’est la situation
dans laquelle l’intensité du signal enregistré est maximale.
4.13 Matrice densité et modèle vectoriel
La présentation du modèle vectoriel pour les systèmes de spins isolés est l’objet du
chapitre 2.
De la même manière qu’un système à un spin est caractérisé parune unique fréquence
de résonance et est classiquement décrit par un seul vecteuraimantation, un système de
deux spins faiblement couplés est caractérisé par quatre fréquences de résonance et est
décrit, dans le cadre du modèle vectoriel, par quatre vecteurs.
Les quatre états de spinαα, βα, αβ et ββ sont liés par quatre transitions à±1
quanta, comme indiqué sur la figure 3.3. Deux vecteurs aimantatio seront associés aux
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a
G1
b
πx
c
G2
d
FIGURE 4.17 – Écho de spin avec gradient.a. Aimantation transversale initiale.b effet
de la première impulsion de gradient.c. Inversion de l’aimantation.d. effet de la seconde
impulsion de gradient.
transitions du noyauI et deux au noyauS. L’aimantation d’équilibre du noyauI résulte
de la somme des différences de populations :
∆P (I) = (pαα − pβα) + (pαβ − pββ) (4.236)
Le modèle vectoriel considère l’évolution des deux composantes de l’aimantation dues
aux noyauxI d’une part et de des deux composantes dues aux noyauxS d’autre part.
Pour chaque noyau, une composante diffère de l’autre par l’ét tα ouβ de l’autre noyau.
La composante notée
−→
MIα correspond à la paire d’états (αα, βα) liée à la transition du
noyauI quand le noyauS se trouve dans l’étatα. La fréquence de cette transition est
ν1 = νI − J/2. La composante transversale du vecteur
−→
MIα est sujette à un mouvement
de précession de fréquenceν1 dans le référentiel du laboratoire. Le systèmeIS est décrit
par l’ensemble des quatre vecteurs
−→
MIα,
−→
MIβ,
−→
MαS et
−→
MβS.
La matrice densité d’un système de 2 spins évolue dans un espace de dimension 16,
alors qu’un ensemble de 4 vecteurs dans un espace physique dedimension 3 ne fait in-
tervenir que 12 coordonnées. Les 4 (16− 12) coordonnées manquantes sont celles qui
décrivent les 4 cohérences à 0 et± 2 quanta du système. Tant que l’on ne cherche pas à
mettre en œuvre des expériences fondées sur des évolutions autre que celles des popu-
lations et des cohérences d’ordre±1, le modèle vectoriel est susceptible de fournir une
interprétation graphique correcte des observations.
Du point de vue du formalisme des opérateurs, les trois coordonnées du vecteur
−→
MIα
sont fournies par les coefficients multiplicatifs des opérateursIxSα, IySα et IzSα, la ma-
trice densité étant exprimée dans ce qui pourrait être une bas { IxSα, IySα, IzSα, IxSβ,
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IySβ, IzSβ, IαSx, IαSy, IαSz, IβSx, IβSy, IβSz } du sous-espace des états susceptibles
d’être décrits par le formalisme vectoriel. Ce n’est pas une base car
2IzSz = Iz(Sα − Sβ) = IzSα − IzSβ (4.237)
2IzSz = (Iα − Iβ)Sz = IαSz − IβSz (4.238)
et en sachant qu’un même état ne peut être décrit de deux manières différentes comme
combinaisons linéaires des mêmes états de base. Toutefois,cet ensemble de 12 éléments
contient 8 états d’ordre de cohérence±1 qui constituent une base. Le modèle vectoriel
est donc particulièrement adapté au suivi de l’évolution del’aimantation transversale.
L’extension aux opérateurs de population est néanmoins acceptable, sous réserve de ne
pas être trop sourcilleux sur la rigueur mathématique.
L’état initial du système, en omettant la partie proportionnelle à la matrice identité,
s’écrit :
σ0 = ∆P (I)/2 · Iz +∆P (S)/2 · Sz (4.239)
=
1
2
(∆P (I)(IzSα + IzSβ) + ∆P (S)(IαSz + IβSz)) (4.240)
ce qui correspond graphiquement à la figure 4.18 où la superposition des paires de vec-
teurs identiques est remplacée par une flèche double. La partie g uche de la figure se
rapporte au noyauI et les annotationsα etβ décrivent l’état de spin du noyauS.
X Y
Z
O
α β
I
X Y
Z
O
α β
S
FIGURE 4.18 –Représentation vectorielle de l’état initial d’un systèmeIS
Une impulsion de RFπ/2y appliquée à la fréquence deI amène l’aimantation sur
l’axeOX du référentiel tournant lié àI. En d’autres termes :
IzSα
π/2y−−→ IxSα et IzSβ
π/2y−−→ IxSβ (4.241)
Les vecteurs
−→
MIα et
−→
MIβ, superposés sur l’axeOX juste après l’impulsion, vont
ensuite évoluer à leur pulsation de précession propresΩIα = ΩI − πJ et ΩIβ = ΩI +
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πJ dans le référentiel tournant, comme sur la figure 4.19 limitée à la représentation du
plan transversalXOY . Après un tempst dévolution libre du système sous l’action de
l’hamiltonienH,
−→
MIα et
−→
MIβ tournent respectivement des anglesθα = ΩIαt et θβ =
ΩIβt. L’angle entre les deux vecteurs est2πJt.
X
Y
α
β
X
Y
α
β
θα
θβ
Ht
FIGURE 4.19 –Evolution de l’aimantation transversale du noyauI d’un systèmeIS
La détection des deux composantes de l’aimantation deI conduit après TF à un dou-
blet de lorentziennes en phase de fréquences séparées de la const nte de couplageJ et
centrées surνI . Le même raisonnement peut être effectué indépendemment (systèmeIS
hétéronucléaire) ou simultanément (systèmeIS homonucléaire) pour le noyau S.
Le modèle vectoriel aide à visualiser simplement l’action d’un écho de spin de durée
2T sur l’aimantation transversale du noyauI d’un systèmeIS hétéronucléaire, et ceci
dans les trois situations possibles (figure 4.20) :
α
β
α
β
HT
πx(I)
πx(S)
πx(I)
πx(S)
α
β
α
βHT
βα βα
HT
βα
β
α
HT
FIGURE 4.20 –Évolution de l’aimantation transversale du noyauI d’un systèmeIS pendant un
écho de spin.
1. SeulI subit une impulsion RFπx. Pendant la deuxième partie de l’écho chaque
composante décrit exactement le même angle que pendant la première partie. Elle
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se retrouvent à leur emplacement initial quel que soitΩI etJ . Les effets du couplage
et de l’offset deI sont refocalisés.
2. SeulS subit une impulsion RFπx. L’impulsion surS permute les "étiquettes"α et
β :
Sα
πx(S)−−−→ Sβ et Sβ
πx(S)−−−→ Sα (4.242)
avec pour conséquence que chaque composante à tourné à la pulsationΩI + πJ
pendantT etΩI−πJ aussi pendantT . Les composantes se superposent au temps2T
comme si elles avaient tourné à la pulsationΩI . L’effet du couplage est refocalisé.
3. I et S subissent une impulsion RFπx. Le vecteur
−→
MIα a tourné à la pulsation
ΩI − πJ pendant la première période, est devenu
−→
MIβ par action de l’impulsion
πx(S) et a tourné à la pulsationΩI + πJ pendant la seconde période. Tout se passe
comme si seul le couplage avait agit pendant2T . L’effet de l’offset deI (et deS,
par symétrie) est refocalisé.
Le lecteur pourra constater qu’utiliser une impulsionπy transforme les vecteurs fi-
naux en leur opposé, en plein accord avec la description de l’écho de spin utilisant la
matrice densité. Ce tableau du modèle vectoriel sera complété lors de l’étude du transfert
d’aimantation cohérent.
L’extension du modèle à un systèmeISL faiblement couplé fait apparaître pour chaque
noyau quatre composantes. Ainsi, celles du noyauI seront notées
−→
MIαα,
−→
MIβα,
−→
MIαβ et
−→
Mββ. Les principes exposés aux paragraphes précédents s’appliquent de manière immé-
diate.
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Chapitre 5
Expériences à une dimension
La plus simple des expériences à une dimension (1D) est celleoù après une période
de mise ou de remise en équilibre de l’échantillon, l’excitation des systèmes de spins par
une unique impulsion de radiofréquence est suivie de la détection du signal de précession
libre. Le terme "1D" est relatif au fait que le spectre obtenu après TF est une fonction
d’une seule variable fréquencielle. Des expériences 1D plus complexes font intervenir la
relaxation, divers types de transfert d’aimantation, la spectroscopie à plusieurs quanta ou
le découplage pour améliorer ou compléter les informationscontenues dans les spectres
"élémentaires". Les mesures des temps de relaxation et d’effet Overhauser nucléaire pré-
cisent la nature de l’environnement des noyaux à travers l’espace. Les liaisons chimiques
sont le support du couplage scalaire et autorisent l’analyse des systèmes de spin grâce
aux transferts d’aimantation. Enfin, le découplage est une méthode expérimentale indis-
pensable en RMN hétéronucléaire car elle apporte à la fois uneimplification des spectres
et une amélioration de la sensibilité. Des applications de ces concepts à la spectroscopie
1D hétéronucléaire et aux expériences homonucléaires sélectives 1D seront présentées
ci-après.
5.1 Effet Overhauser Nucléaire, nOe
Le problème le plus critique posé par l’enregistrement de spectres de noyaux isoto-
piquement dilués et de faible rapport gyromagnétique est l’ob ention d’un rapport signal
sur bruit suffisant pour permettre une l’exploitation analytique des données. C’est par
exemple le cas des noyaux de13C .
L’effet Overhauser nucléaire se manifeste par une modification des intensités de cer-
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taines résonances lorsque d’autres sont saturées. Cet effetse manifeste entre noyaux de
nature semblable ou différente, ainsi qu’entre noyaux et électrons (effet Overhauser élec-
tronique), pour peu qu’un couplage dipolaire existe entre les spins des particules.
Le couplage dipolaire est l’interaction directe qui s’exerce à travers l’espace entre
deux particules qui possèdent un moment magnétique. En considérant ces deux parti-
cules dans un état quantique défini par les deux valeurs dems, l’énergie de l’interaction
dépend de l’orientation de la droite qui joint les particules avec la direction de
−→
B0. Au
cours du temps, la réorientation aléatoire des molécules ausein d’un liquide isotrope pro-
duit une interaction dont l’intensité est nulle en moyenne.Le couplage dipolaire est ainsi
indétectable si on ne considère que les fréquences de résonance des noyaux. Toutefois,
l’existence d’une interaction d’intensité aléatoire entrnoyaux contribue à la relaxation
de leur aimantation macroscopique (il faut, à ce niveau de l’exposé, l’admettre). De fait,
toute perturbation aléatoire des niveaux énergétiques desnoyaux contribue à la relaxation.
L’existence du couplage dipolaire a pour conséquence que larelaxation longitudinale de
chaque noyau est influencée par celle de l’autre noyau.
Considérons deux noyauxI et S de rapports gyromagnétiquesγI et γS. Les diffé-
rences de population∆P (I) et∆P (S) sont aussi appelées polarisations et notéesPI et
PS, dont les valeurs d’équilibre sontP
eq
I etP
eq
S . L’évolution des polarisations est donnée
par les équations de Solomon :
dPI
dt
= −ρI(PI − PeqI )− σ(PS − P
eq
S ) (5.1)
dPS
dt
= −ρS(PS − PeqS )− σ(PI − P
eq
I ) (5.2)
qui constituent une généralisation de l’équation2.37 relative à la relaxation longitudinale.
La grandeurσ caractérise la vitesse (ens−1) de relaxationcroiséeentre les noyauxI
etS. Dans le cas oùσ est nul, les aimantations deI etS évoluent indépendamment. Ainsi
1
T1(I)
= ρ
dipolaire
I + ρ
autres
I (5.3)
En effet, la relaxation longitudinale deI est en partie causée par son interaction dipolaire
avecS, mais aussi par d’autres influences de nature aléatoire.
La saturation de l’aimantation du noyauS par un champ de radiofréquence continu
(voir section 2.7) d’intensité suffisante conduit àPS = 0 et donc à une évolution des
polarisations jusqu’à un nouvel état stationnaire différent de l’état d’équilibre. A l’état
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stationnaire, l’équation 5.1 conduit à
0 = −ρI(PI − PeqI ) + σP
eq
S (5.4)
(PI − PeqI )
P
eq
I
=
σ
ρI
P
eq
S
P
eq
I
(5.5)
Sachant d’après l’équation 1.21 que les polarisations d’équilibre sont proportionnelles
aux rapports gyromagnétiques, le rapport d’effet Overhauserη ’écrit :
η =
(PI − PeqI )
P
eq
I
=
γS
γI
σ
ρI
(5.6)
Il caractérise l’augmentation relative d’intensité du signal deI lorsque l’aimantation des
noyauxS est préalablement saturée puisque pour un noyau donné, l’intensité des signaux
mesurés est proportionnelle aux différences de population. Da s les situations où le cou-
plage dipolaire est le mécanisme de relaxation prépondérant et que les molécules se ré-
orientent très rapidement (petites molécules en solution de faible viscosité), le rapport
σ/ρI vaut1/2, et donc
Mz(I)
M
eq
z (I)
= 1 + η = 1 +
1
2
γS
γI
(5.7)
5.2 Découplage
Considérons un système hétéronucléaire de deux noyauxI etS couplés scalairement.
L’évolution d’un étatIx,y conduit, pendant la détection de l’aimantation deI, à deux raies
de résonance aux fréquencesΩI ± πJ et d’intensité moitié par rapport à un noyau non
couplé.
Si les noyauxS subissent en permanence une série d’échos de spin, l’hamiltonien
effectif d’évolution,ΩIIz, ne fait pas intervenir la constante de couplage. L’aimantation
deI évolue alors comme siI n’était pas couplé àS. L’évolution libre d’un terme2Ix,ySz
ne peut alors pas conduire à tes termesIx,y et n’est donc pas susceptible de produire un
signal.
Dans la pratique, la série d’échos de spin pourrait être constituée d’une série d’im-
pulsions à 180 degrés sans délai intercalé. Sous cette forme, découpler serait équivalent
à envoyer un champ de radiofréquence continu. Si on désire que le découplage soit uni-
forme pour l’ensemble des noyauxI dont la fréquence de résonance s’étend sur plusieurs
(ou dizaines de) kHz, cela implique des valeurs de champBmax1 incompatibles avec les
contraintes matérielles liées à la sonde ou à l’échantillon(ou aux deux) par suite soit de
l’effet Joule soit des pertes diélectriques. Les séquencesutilisées pour le découplagelarge
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bandesont constituée d’impulsions modulées en phase, en durée, voir en amplitude, le
plus souvent optimisées par calcul numérique.
Notons qu’une telle séquence, appliquée sur l’aimantationd’équilibre deS conduit
aussi à la saturation de cette aimantation.
5.3 RMN du 13C
L’enregistrement d’un spectre de RMN du13C (noyauxI), dans sa forme la plus
simple, requiert la saturation de l’aimantation des1H (noyauxS) et l’obtention d’un état
stationnaire pour l’aimantation des noyauxI, l’excitation de l’aimantation des noyaux
de 13C , puis la détection du signal avec application d’une séquence de découplage sur
les noyaux1H . En résumé, il s’agit d’une séquence relaxation – impulsion – acquisi-
tion analogue à celle étudiée jusqu’ici sauf que les noyaux non observés sont soumis en
permanence à une séquence de découplage.
Sauf superposition accidentelle ou liée à la symétrie des molécules étudiés, chaque
atome de carbone fournit une résonance identifiable par le déplacement chimique asso-
cié. L’information de couplage avec les noyaux1H est perdue, mais en contrepartie les
enchevêtrements de multiplets qui rendent les spectres peulisibles sont éliminés. L’inten-
sité des signaux des13C liés à des1H est multipliée par un facteur pouvant aller jusqu’à
3 (γS/γI = 4 dans l’équation 5.7). Les signaux des carbones quaternaires ne profitent
évidemment pas (ou peu) de l’effet Overhauser. De plus, leurtemps de relaxation peut
valoir plusieurs secondes car ils ne sont que faiblement soumis à la relaxation dipolaire.
Le temps qu’il faudrait attendre entre deux impulsions (temps de répétitionTR) pour que
l’aimantation deI revienne près de sa valeur initiale rend peu efficace l’augmentation
du rapport signal sur bruit par accumulation de plusieurs SPL. Cela conduit à utiliser un
angle de nutation de l’aimantation optimisé par rapport àTR et àT1, angle qui peut être
très inférieur àπ/2 et qui dépend deT1, grandeur qui est inconnue le plus souvent. La
saturation partielle des signaux de13C et l’inégalité des noyaux devant l’effet Overhauser
rend hasardeuses les tentatives de tirer une information qua titative des spectres enregis-
trées dans des conditions inappropriées.
L’enregistrement de spectres de RMN du13C dans des conditions quantitatives re-
quiert de n’actionner le découplage que pendant l’acquisition du signal et d’utiliser leTR
le plus long possible compatible avec le rapport signal sur br it désiré et le temps total de
mesure disponible.
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L’augmentation de l’intensité des signaux des noyauxS peut aussi être réalisée sans
recourir à l’effet Overhauser, comme indiqué ci-après.
5.4 Transfert hétéronucléaire d’aimantation
Dans la suite du texte, et contrairement à ce qui est écrit depuis le début de ce chapitre,
les noyaux1H seront notésI et les hétéronoyauxS, indépendemment de la nature du
noyau détecté. Dans l’étude de l’effet Overhauser, il est d’usage d’appelerS le noyau
dont l’aimantation estsaturée.
RF(I)
π/2x π/2y
T
RF(S)
π/2x
0 1 2 3 4 t
FIGURE 5.1 – Principe du transfert d’aimantation hétéronucléaire.
5.4.1 Principe
Détaillons l’effet de la séquence 5.1 sur la matrice densitéin iale Iz + aSz d’un sys-
tème scalairement coupléIS où a = γS/γI , soit a = 0,25 siS désigne les noyaux de
13C . Le tempsT vaut 1/2J . Calculons l’évolution deIz aux instants 1 à 4 en faisant
l’hypothèse simplificatriceΩI = 0 :
σ1 = −Iy (5.8)
σ2 = − cos
(
πJ
2J
)
· Iy + sin
(
πJ
2J
)
· 2IxSz = 2IxSz (5.9)
σ3 = −2IzSz (5.10)
σ4 = 2IzSy (5.11)
Le spectre correspondant à l’évolution libre deσ4 est un doublet antiphase en dis-
persion d’intensité relative 1. Le second terme de l’état initial, aSz, commute avec tous
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FIGURE 5.2 – Intensités des pics obtenues par la séquence de la Figure 5.1.a. contribution
des noyauxS, b. contribution des noyauxI, c résultat.
les opérateurs qui interviennent entre les instants 0 et 3 etreste donc inchangé jusque là.
L’impulsion π/2 surS le transforme en−aSy qui évolue ensuite pour donner un doublet
en phase et en dispersion d’intensité relative−a. Le spectre réellement observé, après
correction de la phase (présentation des raies en absorption) consiste en une paire de raies
d’intensités relatives(1 − a) et (−1 − a) soit 3/4 et -5/4 si a = 0,25 (Figure 5.2). En
comparaison les intensités relatives des composantes du doublet qui aurait été obtenu par
la séquence impulsion-détection, sans effect Overhauser ni découplage, valenta eta.
L’étape-clé du transfert d’aimantation est la transformation subie par le système sous
l’action simultanée (si on considère des impulsions de durée p atiquement nulle) des deux
impulsions d’angleπ/2 sur un état couplé du noyauI qui produit un état couplé du noyau
S. L’intensité du signal de pulsationΩS qui provient du transfert d’aimantation est pro-
portionnelle à l’aimantation initiale du noyauI, plus importante que celle deS.
Il doit nécessairement y avoir entre les phases des deux impulsions appliquées aux
noyauxI un écart deπ/2. Si la phase de la seconde impulsion était nulle :
σ2 = 2IxSz (5.12)
σ3 = 2IxSz carσ2 et Ix commutent (5.13)
σ4 = −2IxSy (5.14)
Cet état à 0 et 2 quanta évolue sans donner de signal, ce qui n’est pas le but recherché ici.
Dans l’expérience décrite par la figure 5.1, le tempsT a été choisi égal à1/2J pour
que l’état non coupléσ1 n’évolue seulement que vers un état couplé. Dans la réalité il n’y
a pas une valeur unique deJ mais une certaine dispersion autour d’une valeur moyenne
(environ 145 Hz, siS est un noyau de13C ). Dans le cas généralσ2 = − cos(πJT )Iy +
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sin(πJT )2IxSz. Le second terme conduit au signal souhaité, mais son intensté dépend
de sin(πJT ), qui vaut±1 lorsqueπJT vaut (2n + 1)π/2, c’est à dire lorsqueT est
un multiple impair de1/2J . Le terme proportionnel àIy reste inchangé sous l’action
de l’impulsionπ/2y(I) ; il ne contribue donc pas au signal enregistré aux fréquences du
noyauS.
5.4.2 Lien avec le modèle vectoriel
X Y
Z
αβ
O
π/2x(I)
X Y
Z
α
β
O
T = 1/2J
X Y
Z
α
β
O
π/2y(I)
X Y
Z
α
β
O
FIGURE 5.3 –Transfert d’aimantation selon le modèle vectoriel
L’évolution de l’aimantation initiale des noyauxI entre les instants 0 et 3 est retracée
par la figure 5.3. L’évolution pendantT correspond à une rotation de±J/2·1/2J = ±1/4
de tour, soit un angle de±π/2. La représentation vectorielle de l’état2IzSz est constitée
d’une paire de vecteurs opposés (donc de somme nulle). Le term de l’état initalPI/2 · Iz
contribue aux populations (pαα, pαβ, pβα, pββ) pour (PI/4, PI/4, −PI/4, −PI/4) selon
les équations 4.104 à 4.107. L’étatPI/2 · 2IzSz contribue, d’après les mêmes équations
pour (PI/4, -PI/4, −PI/4, PI/4) aux populations des 4 états du système. Cela revient à
dire que la séquenceπ/2x(I) – 1/2J – π/2y(I) a inversé sélectivement les populations
des étatsαβ et ββ, ce correspond bien a l’inversion de la partie de l’aimantation deI
qui est étiquetéeβ en ce qui concerne l’état du noyauS. Après l’instant 3, l’intensité de
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la résonance deS étiquetéeα est proportionnelle àpαα - pαβ = PI/2. L’intensité de
celle étiquetéeβ estpβα - pββ = −PI/2. En résumé, l’aimantation initiale deI devient
à l’instant 3 la source d’un doublet antiphase pourS, d’intensité totale certes nulle, mais
dont chacune des composantes est plus intense (d’un facteurγI/γS) que les composantes
en phase issues de l’aimantation initiale du noyauS. L’origine du transfert d’aimantation
via l’état2IzSz peut être vue dans l’identité des membres de droite des équations 4.237 et
4.238, identité qui permet de transférer les vecteurs opposés btenus à l’instant 3 depuis
le référentiel tournant des noyauxI vers celui des noyauxS.
5.4.3 Le transfert INEPT
RF(I)
φ1 φ2 φ3 φ4
Déc.
RF(S)
φ5 φ6 φ7
φR
0 1
T
2
T
2
2 3 4
T ′
2
T ′
2
5 t
+1
0−1p(I)
+1
0−1p(S)
FIGURE 5.4 – Séquence INEPT et son chemin de transfert de cohérence.
L’expérience qui vient d’être décrite présente deux défauts. L’intensité des raies dé-
pend deΩI seloncos(ΩI/2J) comme le montrerait un calcul plus complet. Le découplage
hétéronucléaire appliqué pendant la détection du SPL annulerait l’amélioration de l’inten-
sité du signal acquise grâce au transfert de polarisation : le terme2IzSy ne fournit aucun
signal s’il y découplage pendant l’acquisition, seule reste l’évolution de−aSz.
Le remède à ces deux problèmes est le même et est apporté par l’introduction de deux
séquences d’écho de spin de duréeT , l’une avant, et l’autre après l’étape de transfert
d’aimantation (Figure 5.4). Ces échos concernent simultanéme t les noyauxI etS. Ainsi,
entre les instants 0 et 5, leurs offsets n’interviennent pas. L’état couplé deS produit par
le transfert d’aimantation est converti en un état non couplé pendantT ′ = T = 1/2J ,
état qui évolue à le seule fréquenceΩS pendant l’acquisition découplée des noyauxI.
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L’aimantation initiale deS est transformée en aimantation antiphase qui reste indétectabl
pendant l’acquisition.
5.4.4 INEPT ou effet Overhauser ?
En RMN du13C , l’augmentation de sensibilité obtenue par effet Overhauser est au
plus d’un facteur 1 +γ(1H )/2γ(13C ) = 3. Celle apportée par la séquence INEPT est
γ(1H )/γ(13C ) = 4, à peine légèrement supérieure, surtout s’il est tenu compte de l’effet
cumulatif des erreurs de calibration des impulsions et des eff ts d’offset.
Sachant queγ(1H )/γ(15N ) = -10, l’avantage de la séquence INEPT est clair puisque
l’effet Overhauser ne peut fournir au plus qu’une amplification des signaux d’un facteur
4 (en valeur absolue). La réalisation pratique de spectres de RMN de l’15N reste toutefois
restreinte aux échantillons très concentrés car l’abondance naturelle de ce noyau n’est que
0,37 %.
5.4.5 Programme de phase
Les phases des impulsions, deφ1 àφ7 saufφ3, peuvent arbitrairement être toutes prises
égales à0, etφ3 à π/2 pour une raison exposée ci-dessus. L’impulsion de phaseφ1 crée
de l’aimantation transversale (±1 quanta) deI, celle de phaseφ2 inverse les ordres de
cohérence et celle de phaseφ3 transforme les cohérences en populations (0 quanta). A la
suite de cela, l’impulsion de phaseφ6 crée des états à±1 quanta deS. Touefois seule la
transition vers l’état oùp(S) = 1 est matérialisé sur la figure 5.4. En effet, seul ce chemin
conduit à de l’aimantation observable deS (p(S) = −1) après inversion des ordres de
cohérence par l’impulsion de phaseφ7. Notons que les impulsions de phaseφ4 et φ5 ne
causent pas de changement d’ordre de cohérence.
L’équation 4.168 relie les variations des phases des impulsions avec celles de la phase
du récepteur qui conduisent à une addition cohérente des signaux et à l’élimination d’un
certain nombre d’artefacts intrumentaux possibles, issusdes imperfections du récepteur,
de la calibration imparfaite des impulsions, des effets d’offset, ou de la durée approxi-
mative des délais. Le chemin de transfert de cohérence pour le noyauS est sélectionné
par :
∆φR = 0∆φ5 −∆φ6 + 2∆φ7 (5.15)
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Si les trois phases des impulsions surS sont augmentées simultanément de∆φ5,6,7, alors
∆φR = ∆φ5,6,7 (5.16)
ce qui est nécessaire pour détecter l’aimantation transversale deS formée à partir de son
aimantation longitudinale, qu’elle provienne du termeaSz ou deIz via le mécanisme de
transfert. Le programme de phase minimum pourrait donc consister à fixer simultanément
∆φR, ∆φ5, ∆φ6 et∆φ7 à∆φ5,6,7 = π/2, bien que∆φ5,6,7 = π pourrait suffire, sachant
que les pics issus du défaut de quadrature ont une intensité qui les rend généralement
indétectables dans le bruit du spectre. De manière équivalente, il suffit de cycler iden-
tiquement les phases deφR, φ6 et φ7. Le cyclage des phaseφ5 et φ7 est susceptible de
compenser les défauts de ces impulsions d’angleπ, sans que cela fasse ici l’objet d’une
démonstration.
pas 1 2 3 4 5 6 7 8
9 10 11 12 13 14 15 16
φ1 (4) 0 0 0 0 0 0 0 0
2 2 2 2 2 2 2 2
φ2 (4) 0 2
φ3 (4) 1 1 3 3
φ4 (4) 0 2
φ5 (4) 0 2
φ6 (4) 0 0 0 0 1 1 1 1
2 2 2 2 3 3 3 3
φ7 (4) 0 2 0 2 1 3 1 3
φR (4) 0 0 2 2 1 1 3 3
TABLE 5.1 – Programme de phase de l’expérience INEPT
En ce qui concerne le noyauI, il serait par exemple possible de cyclerφ1 indépen-
damment des autres phases. Pour garder les deux chemins corre pondants à∆p = +1 et
∆p = −1, soit∆(∆p) = 2, il faut choisir∆φ1 = π, comme indiqué par l’équation 4.178.
Il en est de même pourφ3. Dans les deux casφR reste inchangée. L’incrément de phase
∆φ2 = π/2, et à plus forte raison∆φ2 = π, préserve les deux chemins. où∆p = +2
et ∆p = −2. Le fait d’imposer aussiφ3 − φ1 = ±π/2 ne relève pas de la théorie du
programme de phase. Il n’est en effet pas suffisant de sélectionner un ou des chemins, il
faut aussi que tous les transferts soient associés à un coefficient de transfert non nul pour
qu’il signal soit détecté.
Parmi les choix possibles, le programme de phase de la table 5.1 satisfait aux nécessi-
tés énoncées ci-dessus. L’alternance des phasesφ2, φ4, φ5 etφ7 des impulsions d’angleπ
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ne cause aucun changement deφR (pas pairs et impairs). L’inversion deφ3 entraîne celle
deφR (pas 1 et 3, 2 et 4, etc...). L’augmentation simultanée deφ6 tφ7 deπ/2 nécessite
une augmentation identique deφR (pas 1 et 5, 2 et 6, etc...). Finalement, l’inversion de
φ1 cause celle deφR (pas 1 et 9, 2 et 10, etc...). Le cyclage n’est pas total sur l’ensemble
de toutes les impulsions pour que le programme de phase restede dimension raisonnable
tout en éliminant les causes principales d’artefacts.
5.4.6 Edition des spectres par la séquence INEPT
Un atomeS lié à aucun atomeI (un carbone quaternaire, par exemple) ne fournit
aucun signal puisqu’une inversion deφ1 ou deφ3, à laquelle les noyauxS est insensible,
s’accompagne de l’inversion deφR et donc de la disparition du signal par soustraction.
L’analyse du comportement d’un systèmeI2S et I3S fait apparaître que siT = T ′ =
1/2J(IS), la séquence INEPT produit un signal nul. SiπJT ′ = α, l’intensité des signaux
issus des groupesIS, I2S et I3S dépend deα selon une loi qui leur est spécifique. Des
combinaisons linéaires des spectres obtenus permettent defabriquer des sous-spectres
dans lesquelles n’apparaissent que les signaux des noyauxS liés à 1, 2 ou 3 de noyauxI.
L’opération ainsi effectuée s’appelle "édition des spectres".
RF(I)
x y
Déc.
RF(S)
−x
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5 t
FIGURE 5.5 – Séquence INEPT simplifiée pour l’analyse de l’édition spectrale.
Pour simplifier le travail d’analyse, la séquence de la figure5.5 sera considérée, en
imposant de plusΩS = 0 et ΩI = 0 puisque les échos de spin de la figure 5.4 ont été
supprimés. Seule l’aimantation initiale des noyauxI sera prise en compte sachant que
celle des noyauxS produit un signal qui est éliminé par le programme de phases.
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SystèmeIS
A l’instant 4 l’état du système est décrit par l’équation 5.11. Ainsi :
σ5 = −2IzSy cosα + Sx sinα (5.17)
sachant que par commodité d’écriture la phase de l’impulsion urS a été inversée. La
partieσ′5 deσ5 qui contribue au signal mesurable pendant le découplage desnoyauxI est
σ′5(IS) = sinαSx (5.18)
et qui fournit un signal d’intensité maximale quandα = π/2.
SystèmeI2S
Ce système sera traité comme un systèmeII ′S oùΩI′ = 0, JII′ = 0 etJI′S = JIS =
J . De l’état initial
σ0 = Iz + I
′
z + aSz (5.19)
seule l’évolution du premier terme sera analysée, sachant que celle du second terme est
identique par symétrie entreI et I ′ et que celle du troisième ne contribue pas au signal.
Comme pour le systèmeIS, σ4 = −2IzSy. PendantT ′, ce terme évolue sous l’action de
α2IzSz et deα2I ′zSz puisqu’aucun de ces deux opérateur ne commute avecσ4. Pour que
de l’aimantation non couplée deS soit produite à l’instant 5, il faut ne considérer que la
production d’un termeSx par action deα2IzSz surσ4 puis la conservation de ce termeSx
par action deα2I ′zSz :
−2IzSy α2IzSz−−−−→ sinαSx + · · ·
α2I′zSz−−−−→ sinα cosαSx + · · · (5.20)
L’addition des contributions des noyauxI et I ′ aboutit à
σ′5(I2S) = 2 sinα cosαSx (5.21)
qui est bien nulle siT ′ = T puisque dans ce casα = π/2 et doncsinα = 0.
SystèmeI3S
Ce système sera traité comme un systèmeII ′I”S oùΩI′ = ΩI” = 0, JII′ = JII” =
JI′I” = 0 etJI”S = JI′S = JIS = J . La démarche exposée pour un systèmeI2S s’étend
sans difficulté au systèmeI3S. Ainsi :
σ′5(I3S) = 3 cos
2 α sinαSx (5.22)
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Si α = π/4 alors les signaux des systèmesIS, I2S et I3S fournissent des pics spec-
traux d’intensités toutes de même signe, siα = π/2, seuls les pics des systèmesIS sont
visibles, et enfin siα = 3π/4 les intensités des pics des groupesI2S sont de signe op-
posé à ceux des groupesIS et I3S. L’enregistrement de trois spectres avecα = π/4,
π/2 et 3π/4 permet donc de déterminer le nombre de noyauxI attachés au noyauS. Si
ce nombre est nul, l’expérience impulsion – détection permet de visualiser les signaux
correspondants. L’expérience INEPT n’est généralement pas utilisée pour ses possibilités
d’édition spectrale car toutes les valeurs deJ ne sont pas identiques dans une molé-
cule donnée. La dispersion des valeurs deJ conduit à des spectres difficiles à phaser et
les méthodes utilisées sont soit l’enregistrement de spectresJ-modulés ou de spectres
DEPT. Toutefois, les considérations développées ci-dessus ne sont pas inutiles car elles
montrent que l’aimantation transversale des noyauxS évolue de manières distinctes selon
le nombre de noyauxI attachés. De plus, le transfert d’aimantation INEPT est un élément
présent dans de nombreuses séquences impulsionnelles en RMN2D hétéronucléaire.
5.5 Spectres DEPT
Les séquences INEPT et DEPT sont l’une comme l’autre utilisables pour éditer des
sous-spectres de noyauxS en fonction du nombre de noyauxI voisins. La séquence DEPT
(Distortionless Enhancement by Polarisation Transfer) présente l’avantage de n’être que
peu sensible à la dispersion des valeurs des constantes de couplageJIS. Elle est aussi
basée sur le transfert d’aimantation des noyauxI vers les noyauxS. L’analyse de son
fonctionnement sera effectuée d’abord sur une version simplifiée pour laquelle il est né-
cessaire de considérerΩI = ΩS = 0 (Fig. 5.6).
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FIGURE 5.6 – Séquence DEPT simplifiée
Quel que soit le nombre de noyauxI liés au noyauS, l’aimantation de chaque noyau
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I est produit un état à 0 et±2 quanta à l’instant 3 :
σ0 = Iz (5.23)
σ1 = −Iy (5.24)
σ2 = 2IxSz (5.25)
σ3 = −2IxSy (5.26)
L’effet du second délai1/2J est de produire des états à 0 et±2 quanta couplés des
noyauxI ′ et I” quand ceux-ci existent. Notons queσ3 commute avec2IzSz. Ainsi :
Système σ4
IS : −2IxSy (5.27)
I2S : +4IxI
′
zSx (5.28)
I3S : +8IxI
′
zI
′′
zSy (5.29)
Il faut que la seconde impulsion sur les noyauxI soit de phasey pour queσ5 et donc
σ6 soit un état à zéro quanta deI. L’angle de cette impulsion pouvant être de valeur
arbitraire, seule la partie deσ5 qui est à 0 quanta pourI sera conservée dans la suite du
calcul. La transformation deIx enIz est liée à un coefficient multiplicatifsinα, alors que
la préservation deI ′z ou deI
′′
z est liée àcosα :
Système σ5
IS : + sinα · 2IzSy + · · · (5.30)
I2S : − sinα cosα · 4IzI ′zSx + · · · (5.31)
I3S : − sinα cos2 α · 8IzI ′zI ′′zSy + · · · (5.32)
Pendant le troisième délai, l’action du ou des couplages conduit à l’état non coupléSx
modulé par la valeur de l’angleα :
Système σ6
IS : − sinα · Sx + · · · (5.33)
I2S : + sinα cosα · Sx + · · · (5.34)
I3S : − sinα cos2 α · Sx + · · · (5.35)
La séquence complète (Fig. 5.7) se distingue de la séquence simplifiée par la présence
d’impulsions de refocalisation situées au milieu des périodes d’évolution de l’aimantation
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FIGURE 5.7 – Séquence DEPT complète
transversale des noyauxI (entre les instants 1 et 4) etS (instants 3 et 6). Le résultat produit
par cette séquence d’impulsions est alors indépendant des val urs deΩI etΩS. Le calcul
deσ6 à partir deσ5 fait aussi apparaître une inversion de signe pour les système IS et
I3S. Dans ces deux cas,σ5 contient la matrice de baseSy dont le signe est inversé par
application de l’opérateurπSx. En tenant compte du fait que chaque noyau de typeI
contribue au signals(t) et donc au spectre mesuré, l’intensité relative du pic produit par
le noyauS d’un systèmeInS est proportionnelle àn sinα cosn−1 α.
Pratiquement, il faut enregistrer trois spectresS(π/4), S(π/2) etS(3π/4). Si S1, S2
et S3 désignent les spectres issus des systèmesIS, I2S et I3S de la substance étudiée,
considérés séparément et affectés des coefficients 1, 2 et 3,alors
S(α) =
3
∑
n=1
sinα cosn−1 α · Sn =
3
∑
n=1
cn(α)Sn (5.36)
Les coefficientscn(α) sont donnés dans la table 5.8
cn(α) 1 2 3
π/4
√
2/2 1/2
√
2/4
π/2 1 0 0
3π/4
√
2/2 -1/2
√
2/4
FIGURE 5.8 – Intensités relativescn(α) des pics fournis par la séquence DEPT
L’édition spectrale consiste à inverser l’équation 5.36 par application de l’équation
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5.37 :
Sn =
3
∑
n=1
dn(α)S(α) (5.37)
où les coefficientsdn(α) sont fournis par la table 5.9.
dn(α) π/4 π/2 3π/4
1 0 1 0
2 1 0 -1
3
√
2 -2
√
2
FIGURE 5.9 – Édition spectrale par combinaison de spectres DEPT
Dans les conditions réelles d’utilisation, les impulsionspeuvent ne pas être parfaite-
ment calibrées. Les coeffientscn(α) sont alors différents de ceux donnés dans la table 5.8.
L’édition spectrale requiert alors un ajustement manuel des coefficientsdn(α) de la table
5.9.
Le spectreS(3π/4) aussi appelé spectre DEPT-135 (3π/4 = 135◦) contient sou-
vent l’information recherchée, pour peu que les valeurs desdéplacements chimiques des
noyauxS ou qu’un spectre 2D permette de distinguer les systèmesIS des systèmesI3S.
Il n’est pas alors nécessaire de recourir à la procédure DEPTdans son ensemble.
5.6 SpectreJ-modulé
La séquence d’impulsionsJ-modulée 5.10 permet de discriminer les systèmes de
spinsInS selon la parité den, n = 0 inclus. Elle donne la même information que le
séquence DEPT-135, avec l’avantage supplémentaire de faire apparaître les signaux des
noyauxS isolés.
Les noyauxS dipolairement couplés aux noyauxI voient leur aimantation d’équilibre
augmentée par l’effet Overhauser dû à la saturation de l’aimantation des noyauxI.
Un noyauS non couplé scalairement va subir un écho de spin d’hamiltonien effectif
nul :
σ0 = Sz (5.38)
σ1 = −Sy (5.39)
σ4 = Sy (5.40)
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FIGURE 5.10 – SéquenceJ-modulée
Il n’est pas possible d’appliquer directement la règle de l’hamiltonien moyen si le noyau
S est couplé à un ou plusieurs noyauxI puisque l’écho n’est pas de structure symétrique
par rapport à l’impulsion de refocalisation. En prenant l’exemple d’un systèmeI3S, la
succession des opérateurs qui agissent entre les instants 1et 4 est :
π·2IzSz−−−−→ π·2I
′
zSz−−−−→ π·2I
′′
z Sz−−−−→ ΩS/J ·Sz−−−−−→ π·Sx−−→ ΩS/J ·Sz−−−−−→ (5.41)
Chacun des trois premiers opérateurs changent le signe deσ1. L s trois derniers opérateurs
constituent un écho de spin comme siS était isolé. En conséquence, tout se passe comme
si les opérateurs
π·2IzSz−−−−→ π·2I
′
zSz−−−−→ π·2I
′′
z Sz−−−−→ π·Sx−−→ (5.42)
agissent surσ1 = −Sy.
La généralisation aux systèmesIS et I2S est immédiate et conduit à :
Système σ4
S : +Sy (5.43)
IS : −Sy (5.44)
I2S : +Sy (5.45)
I3S : −Sy (5.46)
Les signes des pics spectraux de deux noyauxS sont opposés lorsque les parités des
nombres de noyauxI avec qui ils couplent sont différentes.
Le programme de phase de l’expérienceJ-modulée est celui d’une séquence d’écho
de spin, comme décrit dans le tableau 4.4, page 122.
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5.7 Mesure des temps de relaxation
5.7.1 Mesure deT1
La mesure du temps de relaxation longitudinale nécessite
– d’amener la composanteMz de l’aimantation
−→
M hors de sa valeur d’équilibreMeqz
– de laisser évoluer
−→
M pendant des tempsτ convenablement choisis,
– de convertir l’aimantation longitudinale "relaxée" en aimntation transversale dé-
tectable
– d’enregistrer les FID pour les différentes valeurs deτ
– d’étudier la variation de l’intensité des résonances en foncti n deτ pour déduire la
valeur deT1.
La première étape est réalisable soit par saturation de l’aimantation (
−→
M =
−→
0 , section
2.7), soit par inversion au moyen d’une impulsion d’angleπ. La seconde solution est
celle qui procure le plus grand écart possible entreMz etM
eq
z et qui est la plus simple
à mettre en œuvre ; c’est celle qui est généralement retenue.La séquence impulsionnelle
correspondante est décrite dans la figure 5.11.
RF(I)
φ1 φ2
φR
0 1
τ
2 3t
FIGURE 5.11 – Mesure deT1
Quelle que soit la phaseφ1 de la première impulsion, l’état initialσ0 d’un noyauI est
transformée enσ1 = −Iz. D’une manière plus générale, à l’instant 1,Mz = −αMeqz où
α = 1 pour une inversion parfaite etα = 0 pour la saturation totale de
−→
M. En écrivant
m(t) =Mz(t)−Meqz (ici t = 0 correspond à l’instant 1), l’équation 2.37 devient
dm(t)
dt
= −m(t)
T1
(5.47)
dont la solution est
m(t) = m(0) exp
(
− t
T1
)
(5.48)
Sachant quem(0) = −(1 + α)Meqz ,
Mz(τ) =M
eq
z
(
1− (1 + α) exp
(
− τ
T1
))
(5.49)
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L’aimantation longitudinale à l’instant 2 est convertie enaimantation transversale dé-
tectable à partir de l’instant 3, qui fournit un signal proportionnel àMz(τ). L’intensité
I(τ) du pic spectral issu du noyauI est alors
I(τ) = I(∞)
(
1− (1 + α) exp
(
− τ
T1
))
(5.50)
puisque le signal maximal est obtenu lorsque l’aimantationa pu "relaxer" pendant un
temps plusieurs fois supérieur àT1. Plus précisément, siα = 1 alorsI(5T1) = 0.987, ce
qui peut être considéré comme égal 1 à 1,3 % près et satisfaisant en fonction des autres
sources d’erreur. L’extraction de la valeur deT1 à partir des intensités mesurées pour un
ensemble de valeurs deτ est du ressort des techniques d’ajustement non linéaire, sauf si
on considère comme connue la valeur deI(∞). Alors,
log(1 + α)− τ
T1
= log
(
1− I(τ)
I(∞)
)
(5.51)
La représentation graphique de la fonctionf(τ) définie par
f(τ) = log
(
1− I(τ)
I(∞)
)
(5.52)
est une droite de pente−1/T1 et d’abscisse à l’originelog(1 + α).
L’inversion incomplète de l’aimantation peut avoir pour origine soit une mauvaise
calibration de l’impulsion, soit l’effet d’offset (ou les deux). Les figures 2.7, et à plus
forte raison, 2.8 montrent qu’une inversion parfaite n’estpossible que pour un noyau en
résonance ou très proche de la résonance. L’inversion incomplète peut être combattue par
l’utilisation d’une impulsion composite.
L’impulsion composite d’inversion la plus simple qu’il soit possible d’imaginer est
dérivée de l’expression de l’hamiltonien réduit pour un système à un spin établie à la
section 4.9.1 et qui peut se résumer par
αIz−−→ πIx−−→ αIz−−→ ⇐⇒ πIx−−→ (5.53)
puisque l’hamiltonien réduit, sans ce cas, est nul. La permutation circulaire des axes OX,
OY et OZ (Z → X, X → Y etY → Z) laisse formellement l’équivalence des rotations
5.53 inchangée :
αIx−−→ πIy−−→ αIx−−→ ⇐⇒ πIy−−→ (5.54)
La séquence d’impulsionsαx — 2αy — αx est donc équivalente à une impulsion
πy lorsqueα = π/2. La propriété intéressante de cette séquence est qu’elle assure une
meilleure inversion que l’impulsion2αy (ou 2αx, de manière équivalente) lorsqueα est
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voisin deπ/2. Cela est clairement visible sur la figure 5.12. A droite, l’impulsion centrale
amène l’aimantation du dessus du plan transversal vers le dessous, dans une position
quasiment symétrique, et rend ainsi possible une meilleureinversion qu’à gauche.
a
X
Y
Z
b
X
Y
Z
FIGURE 5.12 – Effet d’une erreur de calibration sur l’inversion de l’aimantation d’équi-
libre. A gauche l’inversion est effectuée par une impulsion170◦x. et à droite par la séquence
85◦x — 170
◦
y — 85
◦
x.
Une méthode rapide de mesure deT1 consiste à utiliser la séquence de la figure 5.11
et à rechercher expérimentalement la valeurτ0 deτ telle queI(τ0) = 0. L’équation 5.50
avecα = 1 donne alors
τ0 = T1 log(2). (5.55)
ce qui permet d’évaluerT1.
5.7.2 mesure deT2
La démarche adoptée ici est la même que celle qui précède, à savoir une "préparation"
de l’aimantation qui révèle la grandeur à mesurer, suivie del’enregistrement du spectre
proprement dit. Pour mesurerT2, il faut donc laisser évoluer l’aimantation transversale
pendant un tempsτ puis détecter l’évolution libre de
−→
M. Pendant le tempsτ ,
−→
M évolue
sous l’action de l’offsetΩI du noyauI étudié, offset qui dépend de la localisation du
noyauI dans l’échantillon si
−→
B0z est inhomogène. On mesurerait alors plutôtT ∗2 queT2
(voir figure 2.9). Une séquence d’écho de spin de duréeτ p rmet de rendre l’évolution de
−→
M indépendante deΩI . Le cas oùI est scalairement couplé à un autre noyau de même
type sera traité en détail dans le cadre de la spectroscopie 2D J-résolue (—). L’écho de
spin est alors incapable de compenser l’action de l’opérateu d couplage qui subsiste dans
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l’hamiltonien réduit (equation 4.139) et qui introduit unedistorsion de phase. L’analyse
des données expérimentales devient alors beaucoup plus difficile. Toutefois, leT2 d’un
noyau couplé peut être mesuré à condition queJτ ≪ 1 pour toutes les valeurs deτ
utilisées.
En pratique, la préparation de l’aimantation consiste à faire subir 1, 2, 3, ...,n sé-
quences d’écho de spin de durées identiquesτ1. Les duréesτ d’évolution de l’aimantation
transversale sont alorsτ1, 2τ1, 3τ1, ...,τn = nτ1 (Figure 5.13).
RF(I)
φ1 φ2
φR
τ1
n fois
FIGURE 5.13 – Mesure deT2
A ce niveau de l’analyse, l’intensité du signal enregistré après un temps d’échoτn est
donnée par
I(τn) = ±I(0) exp
(
− τn
T2
)
(5.56)
Le signe deI(τn) dépend de la relation entreφ1 et φ2 et de la parité den. En effet, si
φ2 = φ1 ± π/2 (séquence 1), alors l’opérateur qui décrit l’état du système juste après la
première impulsion commute avec l’opérateur associé aux impulsions de refocalisation.
Le signe deI(τn) est alors invariable. Siφ2 − φ1 vaut 0 ouπ (séquence 2), les opérateurs
en question ne commutent pas et chaque écho multiplieI(τn) par−1. La supériorité de la
séquence 1 sur la séquence 2 est manifeste si on considère l’impact des imperfections des
impulsions de refocalisation sur le signal, imperfectionsdues à une mauvaise calibration
deB1 (ou a son homogénéité dans l’échantillon) ainsi qu’à l’effet d’offset. Il faut pour
s’en rendre compte étudier les évènements qui se déroulent pendant deux échos successifs
(Figures 5.14 et 5.15).
A D G
τ
B C
τ
E F
FIGURE 5.14 – Double écho de spin. Les instants marqués A à G font référence à la figure
5.15.
Pendant les périodes de précession libre (A→B, C→D, D→E et F→G), l’aimantation
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tourne d’un même angle autour de l’axeOZ (dans cet exemple, il vaut 45°) et l’angle
des impulsions de refocalisation n’est pasπ (ici, il vaut 160°). L’aimantation à l’instant
D, dans la figure de gauche (séquence 1), est située au dessus du plan transversal au
lieu d’être dessus, comme ce serait le cas si l’impulsion était parfaite. Cette erreur est
compensée par le deuxième écho et l’aimantation en G n’est que faiblement différente
de celle à l’instant initial A. La figure de droite montre que si φ2 = φ1 (séquence 2),
l’aimantation en D arrive en dessous du plan transversal et s’en retrouve deux fois plus
éloigné en G à l’issue du second écho. L’effet des erreurs de calibration est alors cumulatif.
a
X
Y
Z
A B
C
D E
F
G
b
X
Y
Z
A B
C
DEF
G
FIGURE 5.15 – Effet d’une erreur de calibration sur l’évolution de l’aimantation au cours
d’un double écho de spin. A gaucheφ2 − φ1 = π/2 (Séquence 1, ou CPMG) et à droite
φ1 = φ2 (Séquence 2, ou CP).
La séquence 2 est aussi appelée séquence de Carr–Purcell. Elle a été améliorée par le
déphasage deπ/2 des impulsions de refocalisation par rapport à l’impulsiond’excitation
pour aboutir à séquence de Carr–Purcell–Meiboom–Gill (CPMG). L’enregistrement des
signaux qu’elle produit lorsquen est pair minimise les erreurs sur la mesure deT2.
La valeur deT2 est obtenue à partir de la représentation graphique de la fonctionf(τn)
définie par
f(τn) = log
(
I(τn)
I(0)
)
= − τn
T2
(5.57)
La fonctionf(τn) est linéaire et sa pente est−1/T2.
La non–équivalence d’un écho de durée totalenτ1 et den échos de duréeτ1 n’apparaît
que lorsqu’on considère le mouvement brownien des molécules au sein de l’échantillon
liquide et l’existence du gradient−→g deB0z, constant dans le temps, et dû au réglage im-
parfait des courants dans les bobines de shim. Il s’agit bienic du gradient qui caractérise
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les inhomogénéités deB0z et dont l’effet est combattu par la succession des échos de spin.
Les noyaux d’un petit élément de volume de l’échantillon quiauraient subi un champ
B0(
−→r ) au cours de la première moitié du temps d’écho et un champ différent pendant la
seconde moitié ne verrait pas son aimantation parfaitementrefocalisé à la fin de l’écho. Un
traitement plus rigoureux de cette vision simpliste des évènements indique qu’à la fin d’un
écho, le signal recueilli est d’autant plus atténué que le gradient résiduel−→g est intense
et que les molécules sont mobiles. La phase du signal n’est pas affectée. La mobilité des
noyaux est caractérisée par une grandeur, le coefficient de diffusion translationnelle, notée
D. Il est possible de montrer qu’à cause de la diffusion
I(τ1) = I(0) exp
(
− τ1
T2
)
exp(−Dγ2g2τ 31 /12) (5.58)
= I ′(τ1) exp(−Dγ2g2τ 31 /12) (5.59)
où I ′ désigne l’intensité du signal en l’absence de diffusion. Aprèsn échos de duréeτ1,
l’intensitéIn du signal est
In(τn) = I
′(τn) exp(−nDγ2g2τ 31 /12) (5.60)
Avec un seul écho de duréeτn l’intensitéI1 du signal s’écrit
I1(τn) = I
′(τn) exp(−Dγ2g2(nτ1)3/12) (5.61)
= I ′(τn) exp(−nDγ2(ng)2τ 31 /12) (5.62)
L’utilisation den échos au lieu d’un seul est donc équivalente à réduire d’un facteurn
l’intensité du gradient résiduel et donc à réduire l’effet dla diffusion sur la mesure de
T2.
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Chapitre 6
Expériences à deux dimensions
Une séquence impulsionnelle dont le but est la production d’u spectre de RMN 2D
n’est pas plus difficile à analyser qu’une séquence 1D. Elle est en effet constituée d’im-
pulsions de radio-fréquence et de gradient de champ statique séparées par des délais ou
des périodes d’acquisition du signal. L’acquis théorique des chapitres précédents trouve
naturellement ici un nouveau domaine d’application.
6.1 Généralités
L’utilisation de la plus fréquente de la RMN 2D est la recherchde paires de noyaux
couplés. Il est alors question de spectres 2D de corrélationdes déplacements chimiques.
Cette expression indique que le déplacement chimique d’un noyau est corrélé à celui d’un
d’autre noyau si ces deux noyaux sont couplés ensemble. L’acronyme COSY a été formée
à partir de l’expression "COrrelation SpectroscopY". L’expérience historique relatée en
1971 a été suivie de très nombreux développements et d’autres séquences impulsionnelles
dédiées à la spectroscopie de corrélation ont vu le jour et reçu diverses appellations.
Le grand intérêt de la RMN 2D est de concentrer sur un seul spectre l’information
relative à toutes les paires de noyaux, pour un type de couplage donné. On distingue en
effet les spectres 2D homonucléaires (1H – 1H , comme les spectres COSY et NOESY)
des spectres 2D hétéronucléaires (1H – 13C par exemple, comme le spectre HSQC). La
recherche de paires de noyaux couplés est une étape essentielle à l’interprétation des
spectres de molécules complexes. En effet, l’existence d’un couplage scalaire indique
que les noyaux concernés sont séparés par un petit nombre de liaisons chimiques ; elle
fournit donc une information sur la connectivité des atomesd’une molécule, c’est-à-dire
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sur sa formule développée plane. De plus, un couplage dipolaire est une source de relaxa-
tion croisée et révèle donc une proximité spatiale entre lesnoyaux. Un spectre NOESY
permet ainsi de préciser la configuration d’une molécule, c’st-à-dire sa structure tridi-
mensionnelle.
En plus de la corrélation des déplacements chimiques, une autre f mille d’expériences
de RMN 2D produit des spectres dits "de séparation des interactions". Dans cette catégo-
rie, un spectreJ-résolu fournit une vision séparée des déplacements chimiques et des
motifs de couplage scalaire. Cette expérience facilite la mesure de ces constantes et vient
compléter les informations conformationnelles apportéespar l’expérience NOESY, elle
permet de plus une lecture simplifiée des déplacements chimiques
Pour tenter de réduire la difficulté d’apprentissage des concepts spécifiques à la RMN
2D (ou nD...) la séquence COSY "à un seul noyau" sera d’abord traitée. Il n’y a aucun
intérêt à utiliser la séquence COSY sur des systèmes à un spin puisque le but de la sé-
quence COSY est de révéler les couplages entre deux noyaux. Totefois, l’analyse de la
séquence COSY sur un tel système est commode pour introduire le concept de modulation
et montrer comment le problème central de la détermination du signe des fréquences dans
les deux dimensions a été résolu. Les résultats généraux obtenus à partir de cet exemple
faciliteront l’étude des autres séquences. La COSY "à un noyau" ne faisant pas interve-
nir de système de spins couplés, la description vectorielled l’évolution de l’aimantation
nucléaire est suffisante. Cela réduit au minimum l’aspect calul toire, souvent dissuasif,
des explications relatives à la compréhension de la RMN 2D.
6.2 La COSY "à un noyau"
6.2.1 Séquence
La séquence de base, figure 6.1, est constituée d’un délai de relaxation, d’une impul-
sion d’excitation, d’un délai d’évolution de durée nommét1, d’une impulsion dite "de
transfert" et d’une période d’acquisition où le signal est mesuré aux instants2. Cette sé-
quence n’est autre qu’une séquence 1D un peu particulière. L’expérience n’acquiert l’ap-
pellation 2D que si elle est réalisée pour plusieurs valeursde t1. Les angles de nutation
des deux impulsions seront considérés comme égaux àπ/2. Le signal enregistré est une
fonction det2 mais aussi du tempst1 et des phaseφ1 etφ2 des impulsions. En fait, seule
la phase relative des impulsions est significative puisque le r augmentation simultanée de
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π/2 produit une multiplication du signal pari qui peut être compensée en augmentant
la phase du récepteur deπ/2. Le système étudié est un ensemble de noyaux identiques
notésI et caractérisés par leur offsetΩI et leurs temps de relaxationT1I et T2I . L’effet
des inhomogénéités deB0 ne sera pas pris en compte dans un premier temps.
RF(I)
φ1 φ2
φR
t
A B
t1
C D
t2
FIGURE 6.1 – Séquence COSY
6.2.2 Modulation d’amplitude, méthode de States
L’aimantation initiale
−→
M(tA) =M
eq
∣
∣
∣
∣
∣
∣
∣
∣
∣
0
0
1
(6.1)
devient
−→
M(tB) =M
eq
∣
∣
∣
∣
∣
∣
∣
∣
∣
0
−1
0
si φ1 = 0 et
−→
M(tB) =M
eq
∣
∣
∣
∣
∣
∣
∣
∣
∣
1
0
0
si φ1 = π/2 (6.2)
après la première impulsion. Après le délai de duréet1, l’aimantation devient
−→
M(tC) = M
eq
∣
∣
∣
∣
∣
∣
∣
∣
∣
sin(ΩIt1)
− cos(ΩIt1)
0
si φ1 = 0 (6.3)
−→
M(tC) = M
eq
∣
∣
∣
∣
∣
∣
∣
∣
∣
cos(ΩIt1)
sin(ΩIt1)
0
si φ1 = π/2 (6.4)
en considérant que ni la relaxation transversale ni la relaxation longitudinale ne sont in-
tervenus pendantt1. En réalité, leur action se traduit par le facteur d’amortissement de
l’aimantation transversaler2I(t1) = exp(−t1/T2I) et le facteur de "repousse" de l’aiman-
tation longitudinaler1I(t1) = 1 − exp(−t1/T1I) (équations 2.44 et 2.45), si bien que les
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équations 6.3 et 6.4 deviennent :
−→
M(tC) = M
eq
∣
∣
∣
∣
∣
∣
∣
∣
∣
sin(ΩIt1)r2I(t1)
− cos(ΩIt1)r2I(t1)
r1I(t1)
si φ1 = 0 (6.5)
−→
M(tC) = M
eq
∣
∣
∣
∣
∣
∣
∣
∣
∣
cos(ΩIt1)r2I(t1)
sin(ΩIt1)r2I(t1)
r1I(t1)
si φ1 = π/2 (6.6)
La seconde impulsion, de phase 0 ouπ, préserve la composante sur l’axeOX de l’aiman-
tation transversale et transfère l’autre sur l’axeOZ. La composante initialement présente
surOZ est basculée dans le plan transversal sur l’axeOY . Avecφ2 = 0,
−→
M(tD) = M
eq
∣
∣
∣
∣
∣
∣
∣
∣
∣
sin(ΩIt1)r2I(t1)
−r1I(t1)
− cos(ΩIt1)r2I(t1)
si φ1 = 0 (6.7)
−→
M(tD) = M
eq
∣
∣
∣
∣
∣
∣
∣
∣
∣
cos(ΩIt1)r2I(t1)
−r1I(t1)
sin(ΩIt1)r2I(t1)
si φ1 = π/2 (6.8)
Dans les deux cas, la composante de l’aimantation sur l’axeOX immédiatement avant le
début de l’acquisition du signal est identique à celle obtenue par application d’une unique
impulsion de phasey, à ceci près que l’amplitudeest en ici modulée par un facteur qui
dépend du produitΩIt1. La modulation est dite "en sinus" quand les axes de rotation
associés aux deux impulsions sont colinéaires et "en cosinus" quand ils sont orthogonaux.
L’aimantation présente sur l’axeOX donne lieu aux signaux
sS(t1, t2) = s0 sin(ΩIt1)r2I(t1)× exp(iΩIt2)r2I(t2) (6.9)
sC(t1, t2) = s0 cos(ΩIt1)r2I(t1)× exp(iΩIt2)r2I(t2) (6.10)
où les indicesS etC font référence aux deux types de modulation d’amplitude ets0 st
l’intensité du SPL obtenu par une seule impulsion de phaseπ/2. La quantités0 est un
nombre réel, ce qui sous-entend que le détecteur n’introduit pas de déphasage du signal.
Le facteur multiplicatifs0 sera considéré par la suite comme égal à 1, sans perte de gé-
néralité pour l’exposé. La partie réelle des signaux temporels est représentée sur la partie
gauche de la figure 6.2. La TF de ces signaux, considérés commedes fonctions de la
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variable temporelle d’acquisitiont2 donne
fS(t1,Ω2) = sin(ΩIt1)r2I(t1)× (AI(Ω2 − ΩI) + iDI(Ω2 − ΩI)) (6.11)
fC(t1,Ω2) = cos(ΩIt1)r2I(t1)× (AI(Ω2 − ΩI) + iDI(Ω2 − ΩI)) (6.12)
oùAI(Ω2) etDI(Ω2) sont les fonctions lorentziennes en absorption et en dispersion cen-
trées autour de la fréquence nulle. La temps d’acquisition éta t nommét2, la variable
fréquentielle associée a été nomméeΩ2. La partie réelle des spectres, dont les intensités
t1
t2sS(t1, t2)
t2sC(t1, t2)
t1
Ω2 fS(t1,Ω2)
Ω2 fC(t1,Ω2)
FIGURE 6.2 – Signaux temporels 2D modulés en amplitude (à gauche) etleur TF (à droite)
sont modulées en sinus et en cosinus (voir la partie droite dela figure 6.2) peuvent être
combinées pour donner un signal complexe virtuel (c’est-à-dire fabriqué sans avoir été
enregistré physiquement)f(t1,Ω2) dont l’intérêt apparaîtra bientôt.
f(t1,Ω2) = Re(fS(t1,Ω2)) + iRe(fC(t1,Ω2)) (6.13)
= i exp(−ΩIt1)r2I(t1)× AI(Ω2 − ΩI) (6.14)
Ainsi f(t1,Ω2), considéré pour chaque valeur deΩ2, varie en fonction det1 comme un
SPL ordinaire. Avec la méthode choisie pour la constructionde la fonctionf , c’est la
pulsation−ΩI qui intervient pendant1 puisquesin x + i cos x = i(cosx − i sin x) =
i exp(−ix). De la même manière qu’un SPL est enregistré à partir de2 = 0 par intervalles
δt2 = 1/∆F2 pour disposer d’une fenêtre spectrale de largeur∆F2, il suffit de faire
varier t1 à partir de 0 par pasδt1 = 1/∆F1 pour déterminer la fréquence d’évolution de
l’aimantation pendantt1 à l’intérieur d’une fenêtre spectrale de largeur∆F1. La TF de
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toutes les fonctionsS(t1,Ω2), chacune correspondant à une valeur particulière deΩ2 t
étant donc considérée comme une fonction de la variable temporellet1, fournit
S(Ω1,Ω2) = i× (AI(Ω1 + ΩI) + iDI(Ω1 + ΩI))× AI(Ω2 − ΩI) (6.15)
Une correction de phase deπ/2 (une multiplication par−i) et la conservation de la seule
partie réelle conduit à
S(Ω1,Ω2) = AI(Ω1 + ΩI)× AI(Ω2 − ΩI) (6.16)
qui correspond à une raie élémentaire en absorption pure d’un spectre de RMN 2D, et
dont le maximum se trouve à(Ω1,Ω2) = (−ΩI ,ΩI). Dans la pratique,le spectre 2D est
représenté en fonction de−Ω1 (sur un axe vertical dirigé de haut en bas) et deΩ2 (sur un
axe horizontal dirigé, comme en RMN 1D, de droite à gauche) de sort que l’évolution de
l’aimantation d’un même noyau pendantt1 ett2 se traduit par un pic situé sur la diagonale
principale du spectre, orientée du haut à droite vers le bas àgauche dans le sens des
déplacements chimiques croissants. Les axes verticaux et horizontaux sont respectivement
désignés sous le noms d’axesF1 etF2. La figure 6.3 fournit une représentation graphique
des formes de raies usuelles en RMN 2D.
Double Double Phase
Absorption Dispersion Twist
Magnitude
FIGURE 6.3 – Formes de raies en RMN 2D
Le cas particulier qui a été détaillé dans les paragraphes précédents est celui où le
noyau dont l’aimantation évolue pendantt1 (I) est le même que celui dont l’aimantation
évolue pendantt2. Dans le cas général, il faut considérer que l’aimantation d’u noyauS,
qui évolue pendantt1, est transférée sur un noyauI avant la détection du signal créé par
ce dernier. Alors, les signaux enregistrés dépendent det1 au travers de facteurssin(ΩSt1)
ou cos(ΩSt1) multipliés par un facteur d’amortissementr2S = exp(−t1/T2S) où ΩS et
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T2S caractérisent le noyau S :
sS(t1, t2) = sin(ΩSt1)r2S(t1)× exp(iΩIt2)r2I(t2) (6.17)
sC(t1, t2) = cos(ΩSt1)r2S(t1)× exp(iΩIt2)r2I(t2) (6.18)
L’expérience COSY, effectuée sur un système à un spin, ne peutpas donner lieu à un
transfert d’aimantation, ce qui conduit à identifierS avecI. D’une manière encore plus
générale, la fréquence d’évolution pendantt1 peut n’être niΩI ni ΩS, mais une autre
commeΩI + ΩS, fréquence d’évolution des états à double quanta dans un spectre IN-
ADEQUATE ou encoreπJ dans un spectreJ-résolu.
Ce qui vient d’être décrit passe sous silence les signaux issus des composantes de l’ai-
mantation sur l’axeOY décrites dans les équations 6.7 et 6.8. Leur évolution en fonction
de t1 ne comporte aucune partie oscillante et sa TF selont1 produit un pic centré autour
de la fréquenceΩ1 nulle. En effet, dans le facteur1 − exp(−t1/T1I), le terme 1 conduit
à un spectre nul partout sauf pourΩ1 = 0 et le terme− exp(−t1/T1I) conduit à une raie
lorentzienne centrée surΩ1 = 0. Si t1 est suffisamment grand par rapport àT1I pour que
r1I soit significativement non nul, alors des pics indésirablessont visibles sur l’axeF1 du
spectre. Ces pics axiaux sont éliminés par action du programme de phase de la séquence.
Si φ2 = π au lieu de0, alors, à l’instant = tD la composante de l’aimantation sur l’axe
OX est inchangée et celle surOY est inversée. Le signal indésirable est donc éliminé par
addition des SPL produits avecφ2 = 0 et φ2 = π. Le nombre de scans minimum par
valeur det1 nécessaire pour obtenir un spectre 2D dépourvu de pic axiauxest donc de 4,
2 pour chaque type de modulation.
L’ensemble de la procédure d’acquisition et de traitement qui vient d’être décrite four-
nit à la fois des pics en absorption pure et permet de déterminle signe de la fréquence
d’évolution de l’aimantation pendantt1. Ces deux objectifs sont atteints parce qu’il est
possible d’enregistrer séparément les signaux modulés en sinus et en cosinus. En imagi-
nant que seule la modulation en cosinus ait été enregistrée,il serait impossible de dis-
tinguercos(ΩIt1) de cos(−ΩIt1) et avec la modulation en sinus de distinguersin(ΩIt1)
de -sin(−ΩIt1). La procédure est désignée parfois par l’acronyme SHR, forméà partir
des intiales des auteurs de la publication qui l’a formalisée : States, Haberkorn et Ruben.
Il est plus commun de parler de la méthode "States", caractérisée par l’enregistrement
d’un signal modulé en sinus et d’un signal modulés en cosinus, les deux étant enregistrés
pour chaque valeur det1 multiple entier de la période d’échantillonnageδt1 = 1/∆F1, et
comme indiqué sur la figure 6.4.
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FIGURE 6.4 – Les modes d’acquisition en modulation d’amplitude
6.2.3 Méthode States-TPPI
Une variante de la méthode States permet de déplacer les picsaxiaux de leur position
centrale vers les bords de la fenêtre spectrale enF1, c’est-à-dire à un endroit où ils sont
potentiellement moins gênants. L’échantillonnage du signal est ici encore effectuée par
incrémentation det1 à partir d’une valeur nulle et par pasδt1 = 1/∆F1. Les signaux
sS(t1 = 0, t2) et sC(t1 = 0, t2) sont enregistrés comme précédemment,φ2 et φR res-
tant nuls pendant toute l’acquisition des données. Les signaux àt1 = δt1 sont enregistrés
avecφ1 = π. Chaque incrémentation ultérieure det1 est aussi accompagnée d’une in-
crémentation deπ de la valeur deφ1, comme indiqué au milieu de la figure 6.4. Cette
incrémentation de phase proportionnelle au temps (sous-entendut1) ou "Time Proportio-
nal Phase Increment", TPPI, donne à la méthode le nom "States–TPPI". Elle cause une
inversion de l’aimantation sur l’axeOX ent = tB et donc une multiplication des signaux
sS et sC par -1 une fois sur deux, lorsqueτ = t1/δt1 est impair. Le signal complexe
"virtuel" f ′(t1,Ω2) construit après TF des signaux selont2 se déduit de celui obtenu par
la méthode States selon
f ′(t1,Ω2) = f(t1,Ω2) exp(iπτ) (6.19)
où τ est le nombre d’incréments det1 effectués. Le signal indésirable produit pendantt2
par la relaxation longitudinale pendantt1 ne dépend pas deφ1 puisque la repousse de l’ai-
mantation longitudinale commence toujours à partir de zéroap ès la première impulsion.
Le facteurexp(iπτ) vaut alternativement 1 et -1 à chaque modification det1. Ainsi
exp(iπτ) = exp(2iπτδt1∆F1/2) (6.20)
= exp(i(2π∆F1/2)t1) (6.21)
et donc d’après l’équation 6.14
f ′(t1,Ω2) = i exp(−(ΩI − (2π∆F1/2))t1)r2I(t1)× AI(Ω2 − ΩI) (6.22)
La fréquence enF1 du pic souhaité est donc décalée de−∆F1/2 et celle du pic indésirable
est restée à l’identique, c’est-à-dire à 0. La permutation des deux parties de spectre qui cor-
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respondent aux intervalles de fréquence[0,∆F1/2[ et [−∆F1/2, 0[ restaure l’apparence
usuelle du spectre tout en plaçant le pic précédemment axialvers le bord de la fenêtre
spectrale, comme souhaité. De plus, rien n’interdit d’utiliser la procédure States–TPPI
avec deux scans pour chaque valeur det1 t chaque type de modulation, avec alternance
deφ2 àφR constant, afin d’éliminer le pic non désiré. Cela double le temps d’acquisition
minimal de l’enregistrement mais se justifie si l’amélioration du rapport signal sur bruit
est nécessaire.
6.2.4 Méthode TPPI
Une troisième possibilité existe pour créer un pic en absorption pure à partir des si-
gnaux modulés en amplitude. Elle est calquée sur le "Redfield trick" décrit au paragraphe
2.12, sauf que l’alternance dans la sélection du canal de détection est remplacée par l’al-
ternance des modulations en sinus et cosinus. L’incrément det1 est alors la moitié de celui
requis par la méthode States. L’augmentation det1 s’accompagne d’une augmentation de
la phase deφ1 d’une valeur deπ/2 ce qui confère le nom de TPPI à la méthode, à ne
pas confondre avec States–TPPI ! Les SPL sont alors modulés successivement en sinus,
cosinus,−sinus,−cosinus, sinus, etc..., comme indiqué par la figure 6.4. Le doublement
de la largeur de la fenêtre spectrale enF1 consécutive à la division par 2 deδt1 est néces-
saire puisque les fréquences d’évolution apparaissent comme augmentées de∆F1/2. La
TF des colonnes du tableau des données nécessite l’emploi del’algorithme de TF adapté
aux données réelles et dans lequel les spectres ne sont calculés que pour les fréquences
positives. La fréquence nulle se trouvant au bord de la fenêtr spectrale (au lieu d’être au
milieu lorsque l’algorithm de FT des données complexes est utilisé), les pics issus de la
relaxation longitudinale pendantt1 n’occupent pas le centre du spectre.
6.2.5 Modulation de phase
Une étape de phasage des spectres 2D est nécessaire pour présenter le pics en double
absorption cars0 n’est un nombre réel que dans le cadre d’une étude théorique.Les
spectres produits par les méthodes States ou TPPI ou leurs variantes sont pour cela com-
munément appelés "spectres phasés". Le phasage nécessite un logiciel dédié et un ordina-
teur tout-à-fait banal selon les critères actuels, mais il n’en a pas toujours été ainsi.
Une procédure d’acquisition et de traitement des données, encor utilisée aujourd’hui,
résout le problème du signe des fréquences pendantt1 mais fournit des signaux qu’il faut
170 CHAPITRE 6. RMN 2D
apodiser de manière particulière et présenter en magnitudepour être regardables, mais
évitent, comme il sera vu ci-après, l’opération de phasage.L’idée est ici de produire une
modulation de phaseà partir de signaux modulés en amplitude. Comme cela sera expliqué
par la suite, certaines séquences ne sont capable de produire qu’un seul de type de modu-
lation de phase (l’expérienceJ-résolue) et d’autres de produire deux types de modulation
de phase (N et P, ou écho et anti–écho) qui, une fois les signaux combinés ensemble,
fournissent des signaux modulés en sinus et cosinus et susceptibles d’être traités comme
exposé ci-dessus.
Produire pendantt1 une modulation de phase de type N, aussi appelée "écho", (voir
ci-après pour l’origine de ces dénominations) revient, dans le cas général à fabriquer un si-
gnalsN(t1, t2) proportionnel àexp(−iΩSt1) et àexp(iΩIt2). L’indice N se rapporte au fait
que la fréquenceΩS intervient par sa formenégative. La présence du facteurexp(−iΩSt1)
assure que le signe de la fréquence d’évolution de l’aimantatio pendant1 est déterminé
sans ambiguïté. Le signalsN s’obtient aisément à partir des signauxsS et etsC
sN(t1, t2) = sS(t1, t2) + isC(t1, t2) (6.23)
= i× exp(−iΩSt1)r2S(t1)× exp(iΩIt2)r2I(t2) (6.24)
ce qui revient dans le cas particulier de la COSY à enregistrerdeux scans pour une même
valeur det1, avecφ2 = 0, et avec, pour le premier scan,φ1 = 0 etφR = 0 ou avec, pour
le second scan,φ1 = π/2 et φR = −π/2. En diminuant toutes les phases deπ/2 dans
le second scan, on obtient(φ1, φ2, φR) = (0,−π/2, π), ce qui élimine, par inversion de
φR, tout éventuel défaut de composante continue du récepteur.L s pics axiaux enΩ1 = 0
sont eux éliminés par répétition des deux scans avec inversion deφ2 àφR constant, comme
indiqué dans le tableau 6.1.
pas 1 2 3 4
φ1 (4) 0 0 0 0
φ2 (4) 0 3 2 1
φR (4) 0 2 0 2
TABLE 6.1 – Programme de phase de l’expérience COSY avec modulationde phase N
Le calcul du spectre 2D nécessite dans un premier temps la TF de chaque SPL. Ainsi,
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en omettant le facteurr2S(t1) pour alléger l’écriture,
fN(t1,Ω2) = i× exp(−iΩSt1)× (AI(Ω2 − ΩI) + iDI(Ω2 − ΩI)) (6.25)
= (sin(ΩSt1)AI(· · · )− cos(ΩSt1)DI(· · · ))
+i(sin(ΩSt1)DI(· · · ) + cos(ΩSt1)AI(· · · )) (6.26)
La partie réelle des spectres obtenus pour des valeurs croisantes det1, comme leur partie
imaginaire, sont des mélanges de raies lorentziennes en absorption et en dispersion. Cette
caractéristique justifie pleinement l’appellation "modulation de phase" donnée à cette mé-
thode d’enregistrement.
t1
t2sN(t1, t2)
t2sP (t1, t2)
t1
Ω2 fN(t1,Ω2)
Ω2 fP (t1,Ω2)
FIGURE 6.5 – Signaux temporels 2D modulés en phase (à gauche) et leurTF (à droite)
En considérantfN comme une collection de fonctions de la variablet1, leur TF donne
le spectre 2D
SN(Ω1,Ω2) = i× (AS(Ω1 + ΩS) + iDS(Ω1 + ΩS))
×(AI(Ω2 − ΩI) + iDI(Ω2 − ΩI)) (6.27)
= −(AS(· · · )DI(· · · ) +DS(· · · )AI(· · · ))
+i(AS(· · · )AI(· · · )−DS(· · · )DI(· · · )) (6.28)
Le pic en double absorptionAS(Ω1 + ΩS)AI(Ω2 − ΩI) est superposé au pic en double
dispersion (figure 6.3) centré à la même position et donne un pic de forme complexe,
dite "phase twist" (figure 6.3), qui présente des parties positive et négatives et qui a
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surtout l’inconvénient d’être plus large que le pic en double dispersion seul, et donc moins
résolutif. L’application d’une fonction d’apodisation particulière peut toutefois contribuer
à l’atténuation de la partie dispersive des pics, mais au prix d’une perte importante en
rapport signal sur bruit. Le problème des signes alternés à l’intérieur d’un même pic est
résolu en présentant le spectre en magnitude :
SM(Ω1,Ω2) = |S(Ω1,Ω2)|. (6.29)
représenté sur la figure 6.3. Dans le cas des systèmes à deux noyaux (et plus) couplés,
le spectre COSY N en mode magnitude n’est constitué que de picspositifs, alors que le
spectre phasé correspondant montre des pics positifs et négatifs dont les positions relatives
sont porteuses d’une information qui est perdue dans le spectre COSY N.
Toute la discussion précédente s’applique à la COSY P, avec
sP (t1, t2) = sS(t1, t2)− isC(t1, t2) (6.30)
= −i× exp(iΩSt1)r2S(t1)× exp(iΩIt2)r2I(t2) (6.31)
ce qui nécessite un programme de phase dont l’élaboration est lais ée aux soins du lec-
teur. La partie réelle des SPL modulés en phase N et P et la partie réelle des spectres
correspondants, obtenus après TF selont2 sont représentées sur la figure 6.5. A part une
différence de signe dans la fréquence d’évolution de l’aimantation du noyauS pendant 1
(respectivement−ΩS et+ΩS pour la COSY N et la COSY P), la différence entresN et
sP se manifeste quandB0 est inhomogène. Considérons un cas théorique où la relaxation
serait infiniment lente, sur un système homonucléaire à l’insta tt2 = t1 :
sN(t1, t1) = i exp(−iΩSt1)× exp(iΩIt1) = i exp(i(ΩI − ΩS)t1) (6.32)
sP (t1, t1) = −i exp(iΩSt1)× exp(iΩSt1) = i exp(i(ΩI + ΩS)t1) (6.33)
Un écart∆B0 de champ magnétique statique entre deux points de l’échantillon cause
un écart de fréquence de résonance∆ΩI = ∆ΩS = γ∆B0. La différenceΩI − ΩS est
indépendante des inhomogénéités deB0, ce que n’est pas vrai pour la sommeΩI +ΩS où
les écarts se cumulent. Dans la COSY N, la magnitude du signal en t2 = t1 est identique
à celle ent2 = 0. Alors que dans la COSY P, la somme des contributions des différentes
parties de l’échantillon, chacune affectée d’un facteur dephase différent de sa voisine, ne
peut redevenir ent2 = t1 aussi intense qu’elle était ent2 = 0. La résurrection du signal
à t2 = t1 dans la COSY N justifie le terme de COSY-écho. Une telle situation a déjà
été rencontrée dans le contexte de l’analyse de l’écho de spin créé par impulsion d’angle
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π. Par antisymétrie, la COSY-P est qualifiée de COSY-antiécho. Le signal d’une COSY
N présente donc l’avantage d’être moins atténué que celui d’une COSY P par un défaut
d’homogénéité du champ. L’écart entre les deux est d’autantplus marqué que la largeur
des raies due àT2 seul est faible devant celle due àT ∗2 . La COSY N, par la simplicité de
sa mise en œuvre est la première expérience de RMN 2D qui a suscité n grand intérêt
parmi les chimistes.
6.2.6 Méthode écho/antiécho
La création directe de signaux modulés en phase, de type N et P, sans passer par la
production de signaux modulés en amplitude est possible pour le spectre COSY à condi-
tion d’utiliser des impulsions de gradient de champ statique. Nous les supposerons idéales
dans un premier temps, c’est-à-dire suffisamment courtes pour que l’évolution de l’aiman-
tation due à la précession pendant l’impulsion soit négligeabl , ce qui n’est généralement
pas le cas. Il est toutefois possible de créer une séquence d’impulsions qui imite au mieux
le comportement de la séquence idéale.
RF(I)
φ1 φ2
φR
Gz
G1 G2
t
A B
t1
C D E F
t2
FIGURE 6.6 – Séquence COSY avec gradients (version théorique)
La séquence décrite par la figure 6.6 est identique à celle de la figure 6.1 jusqu’au point
C. Les phasesφ1, φ2 et φR sont prises égales à 0. Au point d’altitudez de l’échantillon,
l’aimantation transversale subit entreC ettD une rotation dans le plan transversal d’angle
k1z oùk1 = γG1τ et oùτ est la durée des impulsions de gradient. L’angle de rotationk1z
s’ajoute àΩIt1 subi par l’aimantation pendantt1. Ainsi, après la seconde impulsion :
−→
M(tE) =M
eq
∣
∣
∣
∣
∣
∣
∣
∣
∣
sin(ΩIt1 + k1z)r2I(t1)
−r1I(t1)
− cos(ΩIt1 + k1z)r2I(t1)
(6.34)
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EntretE et l’instantt2 de la détection, l’aimantation tourne dek2z + ΩIt2 dans le plan
transversal (k2 = γG2τ ). La contribution au signal en provenance de l’altitudez de
l’échantillon est donc
s(z, t1, t2) = (sin(ΩIt1 + k1z)r2I(t1)− ir1I(t1))× exp(i(k2z + ΩIt2))r2I(t2) (6.35)
Le développement de la fonctions sinus en exponentielles complexes conduit à une
somme de trois termes :
s(z, t1, t2) = −
i
2
exp(i(k1 + k2)z) exp(iΩIt1)r2I(t1) exp(iΩIt2)r2I(t2)
+
i
2
exp(i(k2 − k1)z) exp(−iΩIt1)r2I(t1) exp(iΩIt2)r2I(t2)
−i exp(ik2z) exp(iΩIt2)r2I(t2) (6.36)
La condition pour détecter un signal modulé pendantt1 de la part de l’ensemble de
l’échantillon est d’avoir soitk1 + k2 = 0 soitk2 − k1 = 0, afin qu’une des deux fonc-
tions exponentielles complexesa priori dépendantes dez soient égale à 1 quel que soitz
dans le premier ou le second terme de l’équation 6.36. Le troisième terme est issu de la
relaxation longitudinale pendantt1 et est éliminé lorsquek2 6= 0. Ainsi
G1 = −G2 ⇒ s(t1, t2) = −
i
2
exp(iΩIt1)r2I(t1) exp(iΩIt2)r2I(t2) (6.37)
G1 = G2 ⇒ s(t1, t2) =
i
2
exp(−iΩIt1)r2I(t1) exp(iΩIt2)r2I(t2) (6.38)
Ces signaux sont respectivement identiques, à un facteur 1/2p ès, àsP (t1, t2) etsN(t1, t2).
La détermination du signe de la fréquence d’évolution de l’aimantation transversale pen-
dantt1 est résolu implicitement et le type de modulation de phase dép nd du signe relatif
de l’intensité des gradients. Les pics axiaux sont éliminéssans recourir au programme
de phase. En choisissant de n’enregistrer que les signauxsN , la séquence COSY avec
gradients permet d’obtenir un spectre COSY non phasé et sans artefacts en n’enregistrant
qu’un seul SPL par valeur det1. Ce choix est tout-à-fait acceptable si la concentration de
l’échantillon est suffisante et si les informations spécifiques apportées par la COSY pha-
sée ne sont pas désirées. L’enregistrement des deux modulati ns de phase autorise aussi
la création de signaux modulés en amplitude, susceptibles d’être ensuite traités comme
s’ils provenaient d’une acquisition de signaux modulés en amplitude :
sS =
1
2i
(sP − sN) et sC =
1
2
(sP + sN) (6.39)
Une telle stratégie d’acquisition porte le nom d’écho/antiécho. Une variante consiste à
augmenterφ1 et φR de π à chaque incrémentation det1, ce qui laisse les signaux dé-
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sirés invariants et ne nécessite donc pas de modification du protocole de TF ; elle porte
naturellement le nom d’écho/antiécho-TPPI.
6.2.7 Modulation et chemin de transfert de cohérence
Les deux types de modulation, phase et amplitude, font appelà d ux manières de
sélectionner le chemin de transfert de cohérence de la séquence COSY.
FIGURE 6.7 – Chemins de transfert de cohérence de l’expérience COSY
La première impulsion et la période d’évolutiont1 transforment l’état initialIz selon
Iz
π/2Ix−−−→ −Iy = i/2(I+ − I−) (6.40)
ΩI t1−−→ i/2(exp(−iΩIt1)I+ − exp(iΩIt1)I−) (6.41)
La seconde impulsion, de phase nulle, transformeI+ t I− selon
I+
π/2Ix−−−→ 1/2I+ + 1/2I− + iIz (6.42)
I−
π/2Ix−−−→ 1/2I+ + 1/2I− − iIz (6.43)
En ne conservant que les termes détectables, multiples deI−
Iz −→ i/4(exp(−iΩIt1)− exp(iΩIt1))I− (6.44)
= 1/2 sin(ΩIt1)I− (6.45)
le résultat attendu est obtenu. Toutefois, ce calcul montreque l’obtention d’une modu-
lation en sinus du signal acquis pendantt2 dépend de l’évolution simultanée pendantt1
des étatsI+ et I−. Il en est de même pour la modulation en cosinus lorsqueφ1 = π/2 et
φ2 = 0.
Pour obtenir une modulation d’amplitude, il est donc nécessaire de conserver deux
chemins d’ordres de cohérence de signes opposés (icip = ±1) pendantt1. La seconde
impulsion de l’expérience COSY réalise alors simultanémentl s transfertsp = 1 →
p = −1 et p = −1 → p = −1, avec donc∆p = −2 et ∆p = 0. Pour préserver
deux chemins avec∆(∆p) = 2, il faut cycler la phase deφ2 par pas de2π/∆(∆p) = π.
Une augmentation deφ2 deπ ne s’accompagne alors d’aucun changement deφR, comme
annoncé ci-dessus. L’aimantation longitudinale qui est créée par la relaxation pendantt1
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correspond à un état caractérisé par= 0. Son excitation par la seconde impulsion fournit
de l’aimantation détectable, avecp = −1. Le saut∆p = −1 ne satisfait pas à la relation
∆φR (ici 0) = −∆p (ici -1) ·∆φ2 (ici π) ce qui élimine le pic axial.
D’une manière générale, si une séquence 2D crée des cohérences à±p quanta (ici
p = 1) pendantt1, alors une augmentation simultanée de la phase de toutes impuls ons
situées entre le début de l’expérience (p = 0) et le début det1 d’une quantitéπ/2/∆p (ici
∆φ1 = π/2) transforme une modulation en sinus en une modulation en cosi us. Les aug-
mentations ultérieures des phases, d’une même quantité queprécédemment conduisent à
des modulations en -sinus, -cosinus, sinus, etc...
La sélection d’un unique chemin de transfert de cohérence pendantt1 conduit à une
modulation de phase du signal enregistré pendantt2. Si seul l’ordrep = 1 est conservé
alors
Iz
π/2Ix−−−→ i/2I+ + · · · ΩI t1Iz−−−−→ i/2 exp(−iΩIt1)I+
π/2Ix−−−→ −i/4 exp(−iΩIt1)I− (6.46)
La phase du signal varie donc à la fréquence−ΩI pendantt1 et+ΩI pendantt2, ce qui
conduit à un spectre COSY N.
La sélection d’un seul chemin de transfert de cohérence est réalisable en faisant varier
φ1 etφ2 par pas deπ/2 selon
∆φR = −∆φ1 + 2∆φ2 (6.47)
ce qui correspond bien à ce qui a été écrit précédemment sur labase d’une analyse com-
plète de la séquence d’impulsions.
La sélection par les gradients, dans le cas de la COSY N, conduit à
(+1)G1 + (−1)G2 = 0 (6.48)
soit G1 = G2 (6.49)
résultat à nouveau obtenu sans calcul laborieux effectué à chaque point de l’échantillon
en fonction de la coordonnéez.
6.3 COSY, système de deux noyaux faiblement couplés
Le système homonucléaire de spinsIS considéré ici se caractérise par les offsetsΩI
etΩS et la constante de couplageJ . La séquence utilisée est celle de la figure 6.1. L’état
initial du système
σA = Iz + Sz (6.50)
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l’opérateur associé à l’impulsion de phase 0 ouπ/2
Hx = π/2(Ix + Sx) ou Hy = π/2(Iy + Sy) (6.51)
et l’opérateur d’évolution libre
Hevo= ΩIIz + ΩSSz + πJ2IzSz (6.52)
font jouer aux noyauI et S des rôles complètement équivalents. Il suffit donc de savoir
comment évolue la partieIz de l’état initial pour établir le schéma complet du spectre 2D
COSY du système de spins étudié.
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Annexe A
Référentiel tournant
Le référentiel tournant, défini au paragraphe 2.3, tourne autour de l’axeOz du ré-
férentiel du laboratoire à la fréquenceωrf , fréquence des impulsions de radio-fréquence
appliquées à l’échantillon (figure 2.4). Ce changement de repère est introduit pour faciliter
la résolution de l’équation 2.29 :
d
−→
M
dt
= γ
−→
M ∧ (−→B0 +
−→
B1(t)) (A.1)
Les vecteurs de base−→ı ′, −→ ′ et−→k ′ du référentiel tournant se déduisent des vecteurs
de base−→ı , −→ et−→k du référentiel du laboratoire par les relations :
−→ı ′ = cos(ωrft) · −→ı + sin(ωrft) · −→
−→ ′ = − sin(ωrft) · −→ı + cos(ωrft) · −→ (A.2)
−→
k ′ =
−→
k
Les formules de transformation inverse s’écrivent :
−→ı = cos(ωrft) · −→ı ′ − sin(ωrft) · −→ ′
−→ = − sin(ωrft) · −→ı ′ + cos(ωrft) · −→ ′ (A.3)
−→
k =
−→
k ′
Le signe deωrf est choisi de manière à ce que le référentiel tournant évoluedans le même
sens que la précession de Larmor.
Les coordonnées du vecteur
−→
M sont définies dans le repère fixe et dans le repère
tournant par :
−→
M = Mx · −→ı +My · −→ +Mz ·
−→
k (A.4)
−→
M = M ′x · −→ı ′ +M ′y · −→ ′ +M ′z ·
−→
k ′ (A.5)
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La variation d’un vecteur au cours du temps dépend du repère où elle est considérée. Ainsi
un vecteur fixe dans le référentiel tournant (solidaire des ax OX,OY etOZ) varie dans
le référentiel du laboratoire. Le signe prime (′) sera utilisé par la suite pour désigner la
dérivée par rapport au temps d’une grandeur vectorielle, considérée dans le référentiel
tournant.
Pour évaluer d
−→
M/dt dans le référentiel du laboratoire, membre de gauche de l’équa-
tion A.1, à partir des coordonnées de
−→
M dans le référentiel tournant il faut tenir compte
de la variation des vecteurs de base de ce dernier dans le référ ntiel du laboratoire. Pour
cela, il faut exprimer
−→
M dans le référentiel tournant :
d
−→
M
dt
=
dM ′x
dt
· −→ı ′ +M ′x ·
d−→ı ′
dt
+
dM ′y
dt
· −→ ′ +M ′y ·
d−→ ′
dt
+
dM ′z
dt
· −→k ′ +M ′z ·
d
−→
k ′
dt
(A.6)
La dérivée de
−→
M par rapport au temps, calculée dans le référentiel tournant, ’est autre
que :
(
d
−→
M
dt
)′
=
d(M ′x · −→ı ′ +M ′y · −→ ′ +M ′z ·
−→
k ′)
dt
=
dM ′x
dt
· −→ı ′ +
dM ′y
dt
· −→ ′ +
dM ′y
dt
· −→ ′ + dM
′
z
dt
· −→k ′ (A.7)
et qui est bien différente de la dérivée de
−→
M vue dans le référentiel du laboratoire. La
différence entre les deux fait intervenir les dérivées des vecteurs de base du référentiel
tournant vues dans le référentiel du laboratoire. Ces dérivées se calculent aisément à partir
des équations A.2 :
d−→ı ′
dt
= −ωrf sin(ωrft) · −→ı + ωrf cos(ωrft) · −→ = +ωrf · −→ ′
d−→ ′
dt
= −ωrf cos(ωrft) · −→ı − ωrf sin(ωrft) · −→ = −ωrf · −→ı ′ (A.8)
d
−→
k ′
dt
= 0
Ainsi :
M′x ·
d−→ı ′
dt
+M′y ·
d−→ ′
dt
+M′z ·
d
−→
k ′
dt
= −ωrfM′y · −→ı ′ + ωrfM′x · −→ ′
= (ωrf
−→
k ) ∧ −→M (A.9)
En reportant les résultats A.7 et A.9 dans A.6 on obtient
d
−→
M
dt
=
(
d
−→
M
dt
)′
+ (ωrf
−→
k ) ∧ −→M (A.10)
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La partie du champ
−→
B1(t) qui tourne dans le même sens que le mouvement de pré-
cession de Larmor (équation 2.26) s’exprime dans le référentiel tournant à l’aide des
équations de transformation A.3 :
−→
B1(t) = B
max
1 cos(ω
rft+ φ)(cos(ωrft) · −→ı ′ − sin(ωrft) · −→ ′)
+Bmax1 sin(ω
rft+ φ)(sin(ωrft) · −→ı ′ + cos(ωrft) · −→ ′) (A.11)
= Bmax1 (cos(ω
rft+ φ) cos(ωrft) + sin(ωrft+ φ) sin(ωrft)) · −→ı ′
+Bmax1 (− cos(ωrft+ φ) sin(ωrft) + sin(ωrft+ φ) cos(ωrft)) · −→ ′
= Bmax1 (cosφ · −→ı ′ + sinφ · −→ ′) (A.12)
Comme attendu,
−→
B1(t) est immobile dans le référentiel tournant. L’angle de phase
φ de l’impulsion est l’angle constant que fait
−→
B1 avec l’axeOX. Le vecteur unitaire
colinéaire avec
−→
B1 dans le référentiel tournant sera noté
−→u :
−→u = cosφ · −→ı ′ + sinφ · −→ ′ (A.13)
conduisant à
−→
B1(t) = B
max
1
−→u (A.14)
où la dépendance de
−→
B1 en fonction du temps réside dans le fait que
−→u tourne par rapport
au référentiel du laboratoire.
En posant
ω0 = −γB1 et Ω1 = −γBmax1 (A.15)
l’équation A.1 retranscrite dans le référentiel tournant devient :
(
d
−→
M
dt
)′
+ωrf · −→k ∧−→M =
(
d
−→
M
dt
)′
+ωrf · −→k ∧−→M = −−→M∧ (ω0 ·
−→
k +Ω1 · −→u ) (A.16)
soit encore
(
d
−→
M
dt
)′
= −−→M ∧ ((ω0 − ωrf) ·
−→
k + Ω1 · −→u ) (A.17)
Dans le référentiel tournant le vecteur(ω0−ωrf)·
−→
k +Ω1 ·−→u est immobile. L’équation
du mouvement de
−→
M examinée dans le référentiel tournant se ramène donc formelle ent
à celle du mouvement de
−→
M dans le référentiel du laboratoire en présence du seul champ
−→
B0 (figure 2.5). Il suffit de considérer que l’aimantation de l’échantillon est soumise à un
champ magnétique appeléchamp effectif
−→
Beff défini par
(ω0 − ωrf) ·
−→
k + Ω1 · −→u = −γ ·
−→
Beff =
−→
Ωeff (A.18)
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Ainsi :
(
d
−→
M
dt
)′
=
−→
M ∧ −→Beff (A.19)
Dans le référentiel tournant le mouvement de
−→
M soumis simultanément aux champs
−→
B0 et
−→
B1(t) est un mouvement de précession autour de l’axe de
−→
Beff à la fréquence
Ωeff/2π. Lorsque le champ
−→
B1(t) est nul,Ωeff vautω0 − ωrf . Ceci était prévisible puis-
qu’alors
−→
M tourne autour de l’axeOz (ouOZ) à la pulsationω0 dans le référentiel du
laboratoire et que le référentiel mobile tourne dans le mêmesens à la pulsationωrf autour
de ce même référentiel.
Annexe B
Transformation de Fourier
Bien que d’innombrables ouvrages existent sur le sujet, cette annexe, sans prétention
de rigueur mathématique aucune, est destinée à montrer que les équations qui définissent
la TF sont accessibles sans trop de développements théoriques.
B.1 Série de Fourier
Le concept de d’analyse en séries de Fourier ne s’applique qu’aux fonctions pério-
diques. Son étude constitue cependant le préliminaire à celle d la TF. Une fonctionx(t)
de la variable réellet et à valeurs réelles est périodique de périodeT si
x(t+ kT ) = x(t) avec k ∈ Z (B.1)
En conséquence, la connaissance dex pourt dans l’intervalle[t0, t0+T [ suffit pour définir
x partout. La relation
ω0 = 2πν0 =
2π
T
(B.2)
définit la fréquenceν0 et la pulsationω0 de la fonctionx(t).
Le développement dex(t) en série de Fourier s’écrit :
x(t) =
a0
2
+
∞
∑
n=1
[an cos(nω0t) + bn sin(nω0t)] (B.3)
Le fait que le coefficienta0 soit divisé par 2 dans le premier terme est une commodité
qui prendra son sens un peu plus tard. Ainsi,x(t) est la somme d’une constantea0/2 et
d’une somme de fonctions cosinus et sinus de pulsationsω0, 2ω0, 3ω0, . . .. Ces dernières
étant des fonctions dont la valeur moyenne sur une période est nulle, il en ressort quea0/2
représente la valeur moyenne dex(t). La fonctiona1 cos(ω0t)+b1 sin(ω0t) (n = 1) est de
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même pulsation quex(t) et s’appelle la composante fondamentale dex(t). Toute fonction
sinusoïdaleA cos(ω0t + φ) d’amplitudeA, de pulsationω0 et de phase à l’origineφ est
susceptible de se mettre sous cette forme, avec1 = A cosφ etb1 = − sinφ. Les fonctions
an cos(nω0t)+bn sin(nω0t) avecn > 1 sont appelées harmoniques d’ordren. L’ensemble
des valeursa0, a1, . . . , an, . . . , b1, . . . , bn, . . . définissent entièrement la fonctionx(t) et
sont les coefficient du développement des(t) en série de Fourier. Une fonctionx(t) étant
donnée, le problème est savoir calculer ces coefficients.
Le calcul des coefficients de Fourier repose sur les résultatsuivants :
∫ t0+T
t0
cos(nω0t) cos(mω0t)dt = 0 si n 6= m (B.4)
∫ t0+T
t0
sin(nω0t) sin(mω0t)dt = 0 si n 6= m (B.5)
∫ t0+T
t0
cos(nω0t) sin(mω0t)dt = 0 (B.6)
et
∫ t0+T
t0
cos2(nω0t)dt =
∫ t0+T
t0
sin2(nω0t)dt =
T
2
(B.7)
Ces résultats s’obtiennent aisément en considérant les identités trigonométriques
cos a cos b =
1
2
[cos(a− b) + cos(a+ b)] (B.8)
sin a sin b =
1
2
[cos(a− b)− cos(a+ b)] (B.9)
sin a cos b =
1
2
[sin(a+ b)− sin(a− b)] (B.10)
aveca = nω0t et b = mω0t. Sachant quen > 0 etm > 0, a − b et a + b sont non nuls
lorsquea 6= b. Il en résulte que le membre de gauche des relations B.4 et B.5 est nul car
les fonctions intégrées sont de moyenne nulle sur un nombre entier de périodes. Même si
a = b (n = m), la fonction intégrée dans la relation B.6 conduit aussi à une valeur nulle.
La valeur dea0 s’obtient en intégrant les deux membres de l’équation B.3 surune
période :
∫ t0+T
t0
x(t)dt =
∫ t0+T
t0
a0
2
dt =
a0T
2
(B.11)
d’où
a0 =
2
T
∫ t0+T
t0
s(t)dt (B.12)
Chaque coefficientan est obtenu en multipliant les deux membres de l’équation B.3 par
cos(nω0t) et en les intégrant sur une période :
∫ t0+T
t0
x(t) cos(nω0t)dt = an
∫ t0+T
t0
cos2(nω0t)dt =
anT
2
(B.13)
B.1. SÉRIE DE FOURIER 185
d’où
an =
2
T
∫ t0+T
t0
x(t) cos(nω0t)dt (B.14)
qui reste valable quandn = 0 (à cause du facteur 1/2 appliqué àa0 dans l’équation B.3.
De même,
bn =
2
T
∫ t0+T
t0
x(t) sin(nω0t)dt (B.15)
qui reste valable sin = 0, en définissantb0 = 0.
Les coefficientsan et bn peuvent être définis pourn < 0 à partir des relations B.14 et
B.15 :
a−n = an et b−n = −bn (B.16)
Le remplacement dans l’équation B.3 des fonctions sinus et cosinus par les fonctions
exponentielles complexes équivalentes fournit :
x(t) =
a0
2
+
∞
∑
n=1
an
exp(inω0t) + exp(−inω0t)
2
+
∞
∑
n=1
bn
exp(inω0t) + exp(−inω0t)
2i
(B.17)
x(t) =
a0
2
+
∞
∑
n=1
an − ibn
2
exp(inω0t)
+
∞
∑
n=1
an + ibn
2
exp(−inω0t) (B.18)
x(t) =
a0
2
+
∞
∑
n=1
an − ibn
2
exp(inω0t)
+
∞
∑
n=1
a−n − ib−n
2
exp(i(−n)ω0t) (B.19)
x(t) =
∞
∑
n=−∞
an − ibn
2
exp(inω0t) (B.20)
En définissantcn par
cn =
an − ibn
2
(B.21)
les deux énoncés suivants sont équivalents :
x(t) =
∞
∑
n=−∞
cn exp(inω0t) (B.22)
cn =
1
T
∫ t0+T
t0
x(t) exp(−inω0t)dt (B.23)
Ils constituent une reformulation de B.3 où la décompositiond’u e fonction périodique de
périodeT s’éffectue sur l’ensemble des fonctions exponentielles complexesexp(inω0t)
(−∞ < n <∞, n ∈ Z).
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Si la fonction périodiquex(t) est à valeurs complexes alors ses parties réellex′(t) et
imaginairex′′(t) sont aussi périodiques et susceptibles d’être décomposéesen séries de
Fourier :
x(t) = x′(t) + ix′′(t) (B.24)
cn(t) = c
′
n(t) + ic
′′
n(t) (B.25)
où les coefficientsc′n etc
′′
n sont respectivement issus de la décomposition dex
′(t) etx′′(t).
Les relations B.22 et B.23 s’appliquent donc aussi aux fonctios périodiques à valeurs
complexes.
B.2 Transformation de Fourier
L’analyse d’une fonction par TF constitue une extension du concept de décomposition
en série de Fourier lorsque cette fonction n’est pas périodique. On considère alors la
fonctionx̂(t) périodique de périodeT telle que
x̂(t) = x(t) pour − T
2
≤ t ≤ T
2
(B.26)
LorsqueT tend vers l’infini,x̂(t) tend versx(t), ω0 tend vers 0, et donc la différence
de pulsations entre deux harmoniques consécutives tend vers 0. Les définitions
ω0 = dω ω = nω0 et ŷ(ω0) = cn (B.27)
et l’approximation de la somme discrète du membre de gauche de l’équation B.22 conduisent
aux relations :
ω0x̂(t) =
∫ +∞
−∞
ŷ(ω) exp(iωt)dω (B.28)
ŷ(ω) =
1
T
∫ T
2
−T
2
x̂(t) exp(−iωt)dt (B.29)
Le passage à la limite quandT tend vers l’infini permet d’écrire l’identité
x(t) =
1
2π
∫ +∞
−∞
[∫ +∞
−∞
x(t) exp(−iωt)dt
]
exp(iωt)dω (B.30)
sous réserve que les intégrales en question convergent. Cette dernière relation conduit à
définir la fonctiony(ω) comme TF dex(t) etx(t) comme la TF inverse dey(ω) :
x(t) = K
∫ +∞
−∞
y(ω) exp(iωt)dω (B.31)
y(ω) = K ′
∫ +∞
−∞
x(t) exp(−iωt)dt (B.32)
2πKK ′ = 1 (B.33)
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Plusieurs attitudes sont possibles vis-à-vis deK t deK ′ :
– le mépris :K = K ′ = 1,
– l’attachement au concept de synthèse de Fourier oùx(t) est une somme de fonctions
exponentielles complexes :K = 1 etK ′ = 1/2π,
– l’attachement à la symétrie formelle entrex(t) ety(ω) : K = K ′ = 1/
√
2π.
B.3 TF d’une fonction réelle
Si x(t) est une fonction à valeurs réelle, les parties réelles et imaginaires de sa TF
s’écrivent
Re[y(ω)] =
∫ +∞
−∞
x(t) cos(ωt)dt (B.34)
Im[y(ω)] =
∫ +∞
−∞
x(t) sin(ωt)dt (B.35)
Lorsquex(t) représente un signalcausal, c’est-à-dire tel quex(t) = 0 si t < 0, alors
la borne de inférieure de l’intégrale dans les équations B.34et B.35 est remplacée par0
comme dans les équations 2.111 et 2.112.
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Annexe C
Évolution des états et relations de
commutation
C.1 Principe
Cette annexe est destinée à exposer le lien entre les règles decalcul de l’évolution de
la matrice densité d’un système et les relations de commutation de l’hamiltonien d’évo-
lution (indépendant du temps) avec l’opérateur qui caractéise l’état initial du système.
Cela donne l’opportunité de sortir du cadre particulier où les termes d’un hamiltonien
composé de plusieurs termes doivent impérativement tous commuter entre eux. Les ap-
plications possibles vont de l’étude des systèmes homonucléaires fortement couplés aux
effets d’offset et au mélange isotrope. Nous allons donc considérer le problème de l’évo-
lution d’un étatA sous l’action d’un hamiltonienH appliqué pendant un tempst.
Dans cette annexe, les règles de commutation des opérateurssont écrites à l’aide de la
notation "officielle", à savoir[A,B] pour le commutateur deA et deB, sachant que
[A,B] = i{A,B} = AB − BA (C.1)
Cette définition, même si elle reste abstraite tant que les matrices des opérateurs ne sont
pas connues de manière explicite, indique trois propriétésde base des commutateurs :
[A,B + C] = [A,B] + [A,C] [λA,B] = λ[A,B] [A,B] = −[B,A] (C.2)
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C.1.1 Rappel des axiomes
Les relations qui servent à calculer l’évolution de la matrice de base d’un système
dans la base des produits d’opérateurs cartésienso t été introduites au paragraphe 4.2.4 :
si [H,A] = 0 alors A
Ht
=⇒ A (C.3)
si [H,A] 6= 0 alors A Ht−→ cos(at)A+ sin(at)B (C.4)
oùa est un nombre réel qui caractériseH. Ces relations, que le lecteur a été obligé d’ad-
mettre, constituent de fait des axiomes de base pour les calculs d’évolution de l’état des
systèmes de spins. Elles se justifient bien entendu à partir des principes de base de la mé-
canique quantique et de la définition de l’opérateur densité. D’autres formulations de ce
qui est ici considéré comme des axiomes sont possibles et cett annexe a pour but de les
énoncer.
L’équation C.3 n’appelle aucun commentaire particulier (ladouble flèche souligne
l’invariance deA). L’équation C.4 devient générale quand elle est écrite :
si
[H,A] = iaB
[H,B] = −iaA
alors
A
Ht−→ cos(at)A+ sin(at)B
B
Ht−→ cos(at)B − sin(at)A
(C.5)
ce qui correspond effectivement à la situation rencontrée avec les produits d’opérateurs
cartésiens lorsqueH ne comprend qu’un seul terme. L’axiome C.5 définit l’action du
superopérateur relatif à l’application deH pendant le tempst sur les opérateursA etB.
Toute combinaison de ces opérateurs évolue en donnant une combinaison de ces mêmes
opérateurs. Mathématiquement, le sous-espace engendré par A etB est stable par action
du superopérateur d’évolution. Puisque ce sous-espace estd dimension 2, l’axiome C.5
définit ce qu’il convient d’appeler un problème d’ordre 2.
Une autre formulation de l’axiome C.5 est donnée par :
si
[H,A] = −aB
[H,B] = −aA
alors
A
Ht−→ cos(at)A+ i sin(at)B
B
Ht−→ cos(at)B + i sin(at)A
(C.6)
qui s’obtient à partir de C.5 en remplaçantB pariB eta par−a. Ainsi :
[πJ2IzSz, I−] = [πJ2IzSz, Ix − iIy]
= iπJ2IySz − πJ2IxSz
= −πJ2I−Sz (C.7)
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De la même manière,
[πJ2IzSz, 2I−Sz] = −πJI− (C.8)
d’où le résultat établi précédemment (équations 4.73 et 4.74) :
I−
πJt2IzSz−−−−−→ cos(πJt)I− + i sin(πJt)2I−Sz (C.9)
2I−Sz
πJt2IzSz−−−−−→ cos(πJt)2I−Sz + i sin(πJt)I− (C.10)
C.1.2 Axiomes équivalents
En effectuant la somme membre à membre des commutateurs de l’axiome C.6 on
obtient
[H,A+ B] = −a(A+ B) (C.11)
avec pour conséquence :
A+B
Ht−→ exp(iat)(A+ B) (C.12)
pour tout état initialA+ B.
L’axiome C.13 :
si [H,A] = −aA alors A Ht−→ exp(iat)A (C.13)
est équivalent à C.5 tout en ne faisant intervenir qu’un seul opérateurA.
En effet, si
[H,A] = iaB et [H,B] = −iaA (C.14)
(hypothèse de C.5) alors
[H,A] = a(iB) et [H, iB] = aA (C.15)
d’où, en considérant la somme et la différence membre à membre :
[H,A+ iB] = a(A+ iB) (C.16)
[H,A− iB] = −a(A− iB) (C.17)
avec pour conséquence
A+ iB
Ht−→ exp(−iat)(A+ iB) (C.18)
A− iB Ht−→ exp(iat)(A− iB) (C.19)
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soit encore, en calculant les demi sommes et différences
A
Ht−→ cos(at)A+ sin(at)B (C.20)
B
Ht−→ cos(at)B − sin(at)B (C.21)
qui est la solution attendue à un problème d’ordre 2.
L’axiome C.13 définit un problème d’ordre 1, vu que tout multiple deA est transformé
en un multiple de l’unique opérateurA. Il est possible de démontrer que tout calcul d’évo-
lution d’un état peut se ramener à un ensemble de problèmes d’ordre 1. Les relations C.5
et C.6 en sont des conséquences pratiques à utiliser.
La relation C.13 s’applique lorsque lorsqueA est une cohérence du système étudié,
subissant l’effet de l’hamiltonien d’évolution libre, en vertu de la définition même d’une
cohérence. Ainsi, le résultat
I−
ΩI tIz−−−→ exp(iΩt)I− (C.22)
est une conséquence immédiate de la relation de commutation
[ΩIIz, I−] = −ΩII− (C.23)
C.1.3 Un problème général d’ordre 2
Le problème considéré dans ce paragraphe correspond aux reltions de commutation
[H,A] = −aA− bB et [H,B] = −bA+ aB (C.24)
Il existe une méthode un peu longue mais systématique pour prédire comment vont
évoluerA etB. En remarquant que dans les cas précédents[H, [H,A]] était un multiple
deA, le calcul de cette quantité donne ici :
[H,−aA− bB] = −a(−aA− bB)− b(−bA+ aB) (C.25)
= (a2 + b2)A (C.26)
= c2A (C.27)
en posant
c =
√
a2 + b2 (C.28)
Les hypothèses C.24 peuvent alors être réécrites
[H,A] = −caA+ bB
c
et [H,
aA+ bB
c
] = −cA (C.29)
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ce qui d’après C.6 implique :
A
Ht−→ cos(ct)A+ i sin(ct)aA+ bB
c
(C.30)
soit
A
Ht−→
(
cos(ct) + i
a
c
sin(ct)
)
A+ i
b
c
sin(ct)B (C.31)
En remarquant que dans C.24A est permuté avecB lorsquea est changé en−a :
B
Ht−→
(
cos(ct)− ia
c
sin(ct)
)
B + i
b
c
sin(ct)A (C.32)
C.2 Applications
C.2.1 Couplages forts
Le calcul des spectresAB où deux noyauxA etB forment un système de spins for-
tement couplés est un grand "classique" de l’application du formalisme de la mécanique
quantique à la RMN. L’approche développée dans cette annexe nous permet d’obtenir
le même résultat, sans introduire ni diagonalisation d’opérateur hamiltonien ni calcul de
moment de transition. Nous continueront d’appelerI et S les noyaux couplés,νI et νS
leur fréquence de résonance etJ leur constante de couplage.
L’opérateur hamiltonien complet de ce système est :
H = 2πνIIz + 2πνSSz + 2πJ~I · ~S (C.33)
= 2πνIIz + 2πνSSz + πJ(2IxSx + 2IySy + 2IzSz) (C.34)
écriture qui fait apparaître le couplage (scalaire) comme résultant du produit scalaire des
opérateurs vectoriels liés à la mesure du moment cinétique de spin deI et deS.
Si le but recherché n’est que de décrire l’évolution de l’aimantation du système à
l’issue d’une impulsion RF et pendant l’acquisition du signal, il suffit de prévoir comment
évolueI− + S− sous l’action deH pendant le tempst. Toutefois les équations qui seront
écrites permettent d’aller plus loin, notamment de décrirel’effet des couplages forts dans
certaines expériences de RMN 2D.
Dans un systèmeIS, les deux noyaux ont des fréquences de résonance différentes
l’une de l’autre, même si l’expression C.34 deH traduit l’existence d’une certaine symé-
trie. L’écriture
H = π(νI+νS)(Iz+Sz)+πJ 2IzSz+π(νI−νS)(Iz−Sz)+πJ(2IxSx+2IySy) (C.35)
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fait apparaître quatre termes. Les deux premiers sont totalement symétriques vis-à-vis de
I etS, le troisième concentre toute la non-symétrie deH, alors que le quatrième est celui
qui est négligé lorsque le couplage est faible, c’est-à-dire lorsque|J | ≪ |νI −νS|. Il suffit
de supprimer le quatrième terme dans C.35 pour retrouver l’expression 4.24. Le choix de
la décomposition C.35 deH n’est pas évidenta priori et il ne faut pas que le lecteur se
vexe de ne pas l’avoir trouvée lui-même.
Les notations
H = H0 +H1 +H2 (C.36)
H1 = πJ2IzSz (C.37)
H2 = aH3 + bH4 avec a = πJ et b = π(νI − νS) (C.38)
H3 = 2IxSx + 2IySy (C.39)
H4 = Iz − Sz (C.40)
simplifient les expressions qui vont suivre. Connaissant l’évo ution deI−, il suffit de chan-
gerb en−b pour trouver celle deS−. Il est facile de vérifier que
[H0, H1] = [H0, H2] = [H1, H2] = 0 (C.41)
à partir des relations de commutation entre produits d’opérateu s cartésiens. Il faut tou-
tefois ajouter à la liste celles qui sont connues, celles du type [Iz, 2IxSx] = i 2IySx qui
obéissent à la même logique que[2IzSz, Ix] = i 2IySz.
La nullité des commutateurs deH0, H1 etH2 pris deux par deux permet d’appliquer
successivement ces trois opérateurs pendant le tempst. Nous cherchons doncσ3 tel que :
σ0 = I−
H0t−−→ σ1 H1t−−→ σ2 H2t−−→ σ3 (C.42)
Sachant que[Iz + Sz, I−] = −I−,
σ1 = exp(iπ(νI + νS)t)σ0 (C.43)
il suffit de calculerσ5 :
σ0 = I−
H1t−−→ σ4 H2t−−→ σ5 (C.44)
et d’écrire :
σ3 = exp(iπ(νI + νS)t)σ5 (C.45)
L’opérateurH2 est constitué de deux termes qui ne commutent pas entre eux. Apartir
des relations :
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[H3, I−] = 2IzS− [H4, I−] =−I−
[H3, 2IzS−] = I− [H4, 2IzS−] = 2IzS−
(C.46)
on déduit les relations de commutation pourH2 :
[H2, I−] = −b I− + a 2IzS− (C.47)
[H2, 2IzS−] = a I− + b 2IzS− (C.48)
qui se ramènent aux hypothèses C.24 moyennant les transformati ns :
I− → A 2I−Sz → B − b→ −a a→ −b (C.49)
avec pour conséquence :
I−
H2t−−→
(
cos ct+ i
b
c
sin ct
)
I− − i
a
c
sin ct 2IzS− (C.50)
De même, les relations de commutation :
[H2, 2I−Sz] = −b I−Sz + aS− (C.51)
[H2, S−] = a I−Sz + b S− (C.52)
conduisent à :
2I−Sz
H2t−−→
(
cos ct+ i
b
c
sin ct
)
2I−Sz − i
a
c
sin ct S− (C.53)
L’hamiltonienH2 transforme donc de l’aimantation transversale du noyauI en ai-
mantation transversale deS et réciproquement. Ceci n’a pas lieu lorsque le système est
faiblement couplé et est en fait dû aux propriétés de commutation deH3. D’après C.9 et
dans le contexte de ce paragraphe,
σ4 = cos at I− + i sin at 2I−Sz (C.54)
Les équations C.50, C.53 puis C.45 fournissent le moyen de calculer σ5 puisσ3 à partir
deσ4 :
σ3 = exp(iπ(νI + νS)t)
[
(cos at
(
cos ct+ i
b
c
sin ct
)
I− +
a
c
sin at sin ct S−
+sin at
(
cos ct+ i
b
c
sin ct
)
2I−Sz − i
a
c
cos at sin ct 2IzS−
]
(C.55)
L’évolution deI− sous l’action deH préserve bien l’ordre de cohérence total (-1) bien
qu’un état d’ordre de cohérence partiel -1 du noyauI (I−) évolue pour donner un terme
d’ordre de cohérence partiel 0 (2IzS−) de ce même noyau.
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A partir deσ3, l’expression du signalsI(t) qui provient de l’évolution deI− sous
l’action deH pendant le tempst est la somme des des coefficients multiplicatifs deI− et
S− dans l’expression deσ3 :
sI(t) = exp(iπ(νI + νS)t)
[
cos at
(
cos ct+ i
b
c
sin ct
)
+
a
c
sin at sin ct
]
(C.56)
J J
∆ν
√
J2 + (∆ν)2
νI + νS
2
Irel =
1
2

1− J√
J2 + (∆ν)2


Irel =
1
2

1 +
J
√
J2 + (∆ν)2


FIGURE C.1 –Spectre issu d’un systèmeIS fortement couplé.
Le signalsS(t) qui provient deS se déduit desI(t) en remplaçantb par−b. En consé-
quence, le signal détectés(t) s’écrit :
s(t) = sI(t) + sS(t) (C.57)
= 2 exp(iπ(νI + νS)t)
(
cos at cos ct+
a
c
sin at sin ct
)
(C.58)
Le signals(t) se décompose comme la somme de deux termesss(t) et sa(t), où les
indicesa et s signifientsymétrique etanti-symétrique :
ss(t) =
1
2
exp(iπ(νI + νS)t)
(exp(ict) + exp(−ict))(exp(iat) + exp(−iat)) (C.59)
sa(t) = −
1
2
a
c
exp(iπ(νI + νS)t)
(exp(ict)− exp(−ict))(exp(iat)− exp(−iat)) (C.60)
En se rappelant que
a = πJ et
c
π
=
√
J2 + (∆ν)2 (C.61)
la TF dess(t) fournit quatre raies d’intensités relatives toutes égalesà 12 et celle desa(t)
fournit quatre raies aux mêmes fréquences mais avec des intensités±πJ
2c
. Le spectre is-
sus de la TF des(t) présente donc les caractéristiques indiquées dans le tableau C.1 et
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illustrées par la figure C.1. La somme des intensités relatives de deux raies distantes de
J en fréquence est toujours égale à 1. Le couplage fort n’affecte donc pas le caractère
quantitatif des spectres.
TABLE C.1 – Spectre d’un systèmeIS fortement couplé
Fréquence Intensité
1
2
(
νI + νS +
c
π
+ J
)
1
2
(
1− πJ
c
)
1
2
(
νI + νS +
c
π
− J
)
1
2
(
1 + πJ
c
)
1
2
(
νI + νS − cπ + J
)
1
2
(
1 + πJ
c
)
1
2
(
νI + νS − cπ − J
)
1
2
(
1− πJ
c
)
Deux cas particuliers sont intéressants à mentionner : celui où J ≪ ∆ν et celui où
∆ν = 0. SiJ ≪ ∆ν, en faisant une approximation au premier ordre,c = π∆ν et alors les
fréquences sont identiques à celles d’un système faiblement couplé et les raies "externes"
présentent une intensité relative un peu plus faible que lesrai internes, comme indiqué
dans le tableau C.2. Le lecteur pourra vérifier que l’allure duspectre n’est pas modifiée si
J est changé en−J .
TABLE C.2 – Spectre d’un systèmeIS pas trop fortement couplé
Fréquence Intensité
νI +
J
2
1
2
(
1− J
∆ν
)
νI − J2 12
(
1 + J
∆ν
)
νS +
J
2
1
2
(
1 + J
∆ν
)
νS − J2 12
(
1− J
∆ν
)
Si ∆ν = 0 alors les deux noyaux ont la même fréquence de résonanceνIS et c = πJ .
Les raies externes sont d’intensités nulles et les deux raies int rnes sont superposées à la
fréquenceνIS avec chacune une intensité relative de 1, soit 2 au total. Ce résultat est gé-
néral : tout se passe comme si la constante de couplage de deuxnoyaux magnétiquement
équivalents est nulle.
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C.2.2 Mélange isotrope
Un système homonucléaire couplé (fortement ou faiblement)IS soumis à une suite
ininterrompue d’échos de spin évolue comme si les offsets des noyauxI et S sont nuls,
puisque leur action est en annulée (refocalisée) à chaque instant. L’hamiltonien d’évolu-
tion est alors
H = 2πJ~I · ~S (C.62)
= πJ(2IxSx + 2IySy + 2IzSz) (C.63)
à comparer avec C.34. L’expression deH ne fait intervenir qu’un produit scalaire d’opé-
rateurs, invariant par permutation des axes, faisant ainsiqueH soit qualifié d’isotrope.
L’évolution de l’aimantation d’un des noyaux,I par exemple, sous l’action deH peut
être prédite de diverses manières. Celle présentée ici essaye de réutiliser au maximum les
équations écrites dans les paragraphes précédents. La séquence de calculs adoptée est la
suivante :
σ0 = I±
aH2t−−−→ σ1 aH1t−−−→ σ2 (C.64)
où
H = aH1 + aH2 (C.65)
a = πJ (C.66)
H1 = 2IzSz (C.67)
H2 = 2IxSx + 2IySy (C.68)
Sachant que
[H2, I±] = ∓2IzS− et [H2, 2IzS±] = ∓I± (C.69)
on déduit :
σ1 = cos at I± ± i sin at 2IzS± (C.70)
De même, à partir de :
[H1, I±] =±2I−Sz [H1, 2I±Sz] =±I−
[H1, 2IzS±] =±S± [H1, S±] =±2IzS± (C.71)
il vient :
I±
aH1t−−−→ cos at I± ∓ i sin at 2I±Sz (C.72)
2IzS±
aH1t−−−→ cos at 2IzS± ∓ i sin at S± (C.73)
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et donc
σ2 = cos at(cos atI± ∓ i sin at 2I±Sz)
±i sin at(cos at 2IzS± ∓ i sin at 2S±) (C.74)
soit, en calculant la demi-somme des équations d’évolutiondeI+ et deI− :
Ix
Ht−→ σx(t) = cos2 at Ix + sin2 at Sx + sin at cos at(2IySz − 2IzSy) (C.75)
ou encore
σx(t) =
Ix + Sx
2
+ cos(2πJt)
Ix − Sx
2
+
1
2
sin(2πJt) (2IySz − 2IzSy) (C.76)
Ainsi, après un tempsτ = 1/(2J) d’évolution, l’aimantation transversale (en phase)
Ix du noyauI est intégralement convertie en aimantation transversale (en phase)Sx du
noyauS et revient à l’état initial après une seconde période de durée τ . Notons qu’en
dehors des instants où l’aimantation est intégralement surI o surS, des états anti-phase,
d’intensité relative maximale1/2, sont aussi créés. Le processus de transfert d’aimanta-
tion entre noyaux qui vient d’être décrit porte le nom demélange isotrope, à cause de la
nature de l’hamiltonien qui en est la cause. Le mélange isotrope constitue le fondement
de l’expérience TOCSY.
L’hamiltonien C.63 préserve l’ordre de cohérence total des états qui sont mélangés :
I−, S−, 2I−Sz et 2IzS−. Le calcul de l’évolution deIx peut aussi être mené en n’utili-
sant que les règles d’évolution des opérateurs cartésiens,achant que les trois termes qui
constituent l’hamitonien C.63 commutent entre eux :
Ix
2IxSxt−−−−→ Ix
2IySyt−−−→ 2IzSzt−−−→ σx(t) (C.77)
avec bien entendu un résultat identique à C.76. Suivant la même procédure, l’évolution
deIy donne un résultatσy(t) qui se déduit deσx(t) par permutation circulaire des indices
x, y et z. L’évolution deI± enσx(t)± iσy(t) fait apparaître la conservation de l’ordre de
cohérence±1.
C.2.3 Effet d’offset
Position du problème
Pendant une impulsion RF de phase nulle, l’hamiltonien qui agit sur un noyauI isolé,
considéré dans le référentiel tournant, résulte de l’interaction due à l’offset du noyau et au
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champ RF (statique dans le référentiel tournant). La description classique des phénomènes
est détaillée dans l’annexe A. L’usage de la matrice densitéa é limité le plus souvent aux
impulsions parfaites, pour laquelle l’action du champ RF esttrè notablement supérieure à
toutes les autres. Les opérateurs associés aux impulsions sont alorsI±x,±y. Dans la réalité,
l’hamiltonien qui agit pendant une impulsion RF de phase nulle s’écrit
H = a Iz + b Ix avec a = ΩI et b = Ω1 (C.78)
Le traitement classique nous apprend que l’aimantation effectue une mouvement de
précession autour de la direction du champ effectif. Le but de ce paragraphe est d’arri-
ver à ce résultat à l’aide du formalisme développé précédemment et aussi d’introduire le
concept de sélectivité des impulsion de RF.
Solution du problème général
Le système se trouve dans l’état initialσ0 = Iz. Les relations de commutation :
[H, Iz] = −ib Iy (C.79)
[H, Iy] = −ia Ix + ib Iz (C.80)
[H, Ix] = ia Iy (C.81)
indiquent que le problème qui est traité est d’ordre 3. Tous les problèmes pour lesquelles
les relations de commutation ont la même structure sont traitables à l’aide des considé-
rations qui vont suivre. On peut citer dans cette catégorie l’action d’un champ RF en
résonance sur un noyau couplé.
Il faut en fait trouver trois combinaisons deIx, Iy etIz pour lesquelles les relations de
commutation se ramènent aux cas précédemment étudiés. De manière immédiate :
[H, a Iz + b Ix] = 0 (C.82)
ce qui signifie quea Iz + b Ix ou tout multiple de celui-ci est invariant par action deH.
Ainsi la direction du vecteur
−→
M = a
−→
k ′ + b−→ı ′ joue le rôle de la direction du champ
effectif. L’aimantation décrite parIy est perpendiculaire à celle décrite para Iz + b Ix car
le produit scalaire des vecteurs correspondants est nul. L’évolution deIy est gouvernée
par les relations :
[H, Iy] = i(−a Ix + b Iz) (C.83)
[H,−a Ix + b Iz] = −i(a2 + b2)Iy (C.84)
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En introduisant les notations :
c =
√
a2 + b2 =
√
Ω21 + Ω
2
I = Ω
eff (C.85)
U =
a Iz + b Iz
c
= cos θ Ix + sin θ Iz (C.86)
V = Iy (C.87)
W =
−a Ix + b Iz
c
= − sin θ Ix + cos θ Iz (C.88)
les realtions de commutation deviennent
[H,U ] = 0 (C.89)
[H, V ] = icW (C.90)
[H,W ] = −ic V (C.91)
ramenant ainsi un problème d’ordre 3 à deux problèmes, l’un d’ordre 0 et l’autre d’ordre
2. Les équations d’évolution s’écrivent alors :
U
Ht−→ U (C.92)
V
Ht−→ cos ct V + sin ctW (C.93)
W
Ht−→ − sin ct V + cos ctW (C.94)
Ce qui correspond bien à une rotation de l’aimantation autourde la direction deU (par
abus de langage, il s’agit en fait de la direction de l’aimantation décrite parU ) à la pulsa-
tionΩeff.
Pour déterminer le devenir d’un vecteur aimantation initial quelconque il faut l’écrire
dans la base {U , V , W }, utiliser les équations d’évolution ci-dessus puis réécrire l’état
σ(t) du système au tempst dans la base {Ix, Iy, Iz}. Ainsi :
xIx+yIy+zIz = x
′U+y′V +z′W
Ht−→ x′′U+y′′V +z′′W = x′′′Ix+y′′′Iy+z′′′Iz (C.95)
En considérant chacun des triplets de facteurs multiplicatifs comme les coordonnées car-
tésiennes de vecteurs dans l’espace physique muni du repère(−→ı ′,−→ ′,−→k ′), l’opération
qui transforme(x′, y′, z′) en (x′′, y′′, z′′) est, d’après ce qui précède, la rotation d’angle
Ωefft autour de l’axe dirigé par−→ı ′.
Le passage de(x′′, y′′, z′′) vers(x′′′, y′′′, z′′′) est explicité par :
x′′′Ix + y
′′′Iy + z
′′′Iz
= x′′U + y′′V + z′′W (C.96)
= x′′(cos θ Ix + sin θ Iz) + y
′′Iy + z
′′(− sin θ Ix + cos θ Iz) (C.97)
= (x′′ cos θ − z′′ sin θ)Ix + y′′Iy + (x′′ sin θ + z′′ cos θ)Iz (C.98)
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qui définit la transformations des vecteurs de base de l’espac hysique :
(x′′, y′′, z′′) = (1, 0, 0) −→ (cos θ, 0, sin θ) = (x′′′, y′′′, z′′′) (C.99)
(0, 1, 0) −→ (0, 1, 0) (C.100)
(0, 0, 1) −→ (− sin θ, 0, cos θ) (C.101)
et qui correspond donc à une rotation d’angleθ dans le plan(−→ı ′,−→k ′) autour de l’axe
défini par−→ ′.
Le passage de(x, y, z) vers(x′, y′, z′) est l’opération inverse de celui de(x′′, y′′, z′′)
vers(x′′′, y′′′, z′′′) et correspond donc à une rotation d’angle−θ dans le plan(−→ı ′,−→k ′)
autour de l’axe défini par−→ ′. Cette rotation transforme la direction du champ effectif
donnée par les coordonnées(cos θ, 0, sin θ) en(1, 0, 0).
En résumé, la rotation d’angleΩefft autour de l’axe du champ effectif est identique à
l’application successive de trois opérations :
1. Une rotation d’angle−θ autour de l’axe OY, rotation qui amène le champ effectif
sur l’axe OX
2. Une rotation autour de OX d’angleΩefft
3. Une rotation d’angleθ qui ramène le champ effectif à sa position d’origine.
Toute rotation autour d’un axe quelconque contenu dans un plan défini par deux axes du
référentiel est équivalente à la composition de 3 rotationsautour des axes de ce référen-
tiel. Si l’axe de rotation est défini par deux angles polairesθ t φ quelconques (la phase
de l’impulsion n’est pas nécessairement nulle ou multiple de π/2), alors, il faut en tout
d’abord ramener l’axe de rotation dans le planXOZ par une rotation d’angle−φ autour
deOZ, puis appliquer les trois rotations mentionnées ci-dessus, et enfin appliquer une ro-
tation d’angleφ autour deOZ pour ramener l’axe à sa position initiale. Cette composition
de cinq rotations se résume par :
Rα(θ, φ) = Rφ(π/2, 0)Rθ(0, π/2)Rα(0, 0)R−θ(0, π/2)R−φ(π/2, 0) (C.102)
oùRα(θ, φ) désigne la rotation d’angleα autour d’un axe défini par les anglesθ (compté
à partir du planXOY ) etφ (compté à partir du planXOZ). Dans le membre de droite de
l’équation C.102, la première opération à appliquer est celle la plus à droite ; sa réécriture
en terme de superopérateurs est
−φIz−−−→ θIy−−→ αIx−−→ −θIy−−−→ −φIz−−−→ (C.103)
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L’angleθ a été transformé en son opposé car c’est l’opérateurθIy qui transformecos θIx+
sin θIy (direction du champ effectif) enIx (axe pour la rotation d’angleα). Ce changement
de signe est dû au fait que le trièdre(−→ı ,−→k ,−→ ) est d’orientation opposée à(−→ı ,−→ ,−→k ).
Lien avec l’écho de spin
Un cas particulier intéressant concerne la définition de ce qu’ st, par exemple, une
rotation d’angle−α autour de l’axe0Z (θ = π/2, φ = 0). On peut considérer qu’il s’agit
d’une rotation d’angleα autour de l’axeOZ qui aurait été préalablement et subséquem-
ment tourné deπ autour d’un axe horizontal quelconque defini par (θ = 0, φ). Ainsi :
R−α(π/2, 0) = Rπ(0, φ)Rα(π/2, 0)Rπ(0, φ) (C.104)
soit encore :
Rπ(0, φ)Rα(π/2, 0) = R−α(π/2, 0)Rπ(0, φ) (C.105)
qui se traduit en termes de superopérateurs par
αIz−−→ πIx,y−−−→ ⇐⇒ πIx,y−−−→ −αIz−−−→ (C.106)
L’équivalence C.106 entre successions d’opérateurs est à base de la justification de
la construction de l’hamiltonien réduit associé aux séquences d’écho de spin. Pour un
système à un spin, on posantα = ΩIT , les équivalences :
αIz−−→ πIx,y−−−→ αIz−−→ ⇐⇒ πIx,y−−−→ −αIz−−−→ αIz−−→ (C.107)
⇐⇒ πIx,y−−−→ (C.108)
montrent bien que l’hamiltonien réduit est nul et que seule sbsiste l’action de l’impulsion
de refocalisation.
L’extension aux systèmes à plusieurs spins est fondée sur une généralisation de C.106,
à savoir :
α2IzSz−−−−→ πI,Sx,y−−−−→ ⇐⇒ πI,Sx,y−−−−→ −α2IzSz−−−−−→ (C.109)
Sélectivité des impulsions
Le but est ici de déterminer les composantes de l’aimantatioen fonction de l’offset
de l’impulsion qui lui est appliquée sachant d’une part que l’aimantation initiale est celle
d’équilibre et que l’angle de nutationα0 à offset nul est constant. La phase de l’impulsion
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seraφ = π/2, de manière à ce que siα0 = π/2 alors l’aimantation finale sera mesurée
positivement sur l’axeOX.
Pour cela, il sera fait appel aux transformations de l’identité C.103 :
σ0 = Iz
−π/2Iz
=⇒ Iz
θIy−−→ σ1 αIx−−→ σ2
−θIy−−−→ σ3
π/2Iz−−−→ σ4 (C.110)
qui fournissent :
σ1 = cos θIz + sin θIx (C.111)
σ2 = cos θ(cosαIz − sinαIy) + sin θIx (C.112)
σ2 = sin θIx − cos θ sinαIy + cos θ cosαIz (C.113)
σ3 = sin θ(cos θIx + sin θIz)− sinα cos θIy
+cos θ cosα(cos θIz − sin θIx) (C.114)
σ3 = sin θ cos θ(1− cosα)Ix − sinα cos θIy
+(sin2 θ + cosα cos2 θ)Iz (C.115)
σ4 = sinα cos θIx + sin θ cos θ(1− cosα)Iy
+(sin2 θ + cosα cos2 θ)Iz (C.116)
On pose alors :
v = ΩI/Ω1 (C.117)
Ωeff = Ω1
√
1 + v2 (C.118)
α = α0
√
1 + v2 (C.119)
cos θ =
v√
1 + v2
(C.120)
sin θ =
1√
1 + v2
(C.121)
La variable sans dimensionv caractérise l’offset en prenantΩ1 comme unité de mesure.
La sélectivité de l’impulsion est mesurée par les fonctionsde la variablev :
Mx
M
eq
z
=
sin(α0
√
1 + v2)√
1 + v2
(C.122)
My
M
eq
z
=
v
1 + v2
(
1− cos(α0
√
1 + v2)
)
(C.123)
Mz
M
eq
z
=
cos(α0
√
1 + v2) + v2
1 + v2
(C.124)
dont les représentations graphiques pourα0 = π/2 etα0 = π sont données par la figure
C.2.
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FIGURE C.2 –Sélectivité d’une impulsion rectangulaire, à gauche d’angleπ/2, à droite d’angle
π
Rotation générale dans l’espace physique
R(−→r ) désigne ici le vecteur produit par une rotation d’angleα appliquée au vecteur
−→r . Le sens et la direction de l’axe de rotation sont définis par un vecteur unitaire−→u .
Le vecteur−→r se décompose en deux vecteurs−→r ‖ et −→r ⊥ respectivement parallèles et
perpendiculaires à−→u :
−→r = −→r ‖ +−→r ⊥ (C.125)
La composante parallèle à−→u est la projection de−→r sur−→u . En considérant que−→u est un
vecteur unitaire :
−→r ‖ = (−→u · −→r )−→u (C.126)
−→r ⊥ = −→r − (−→u · −→r )−→u (C.127)
Par linéarité de l’opération de rotation :
R(−→r ) = R(−→r ‖) +R(−→r ⊥) (C.128)
Par définition de−→r ‖, R(−→r ‖) = −→r ‖. Le vecteur−→r ⊥ tourne d’un angleα dans le plan
défini par lui-même et−→u ∧−→r ⊥. Sachant que−→u ∧−→r ⊥ = −→u ∧−→r car−→u ∧(−→u ·−→r )−→u = 0,
R(−→r ⊥) = cosα−→r ⊥ + sinα−→u ∧ −→r (C.129)
et donc
R(−→r ) = (−→u · −→r )−→u + cosα(−→r − (−→u · −→r )−→u ) + sinα(−→u ∧ −→r ) (C.130)
= cosα−→r + sinα(−→u ∧ −→r ) + (1− cosα)(−→u · −→r )−→u (C.131)
La relation entre−→r etR(−→r ) est linéaire. Il suffit de savoir comment sont transformés
les vecteurs de base de l’espace physique pour savoir comment est transformé tout vecteur.
L’équation C.131 est à la base de la prédiction numérique des fonctions de sélectivité des
impulsions "formées" (shaped pulses, en anglais) pendant lesquellesΩ1 voireφ varient.
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Annexe D
Un peu de maths...
D.1 Nombres complexes
D.1.1 Écritures et définitions
Un nombre complexez est défini par
z = a+ ib avec i2 = −1 et a, b deux nombres réels (D.1)
Cette définition mériterait une digression philosophico–mathématique, mais ce n’est
pas ici le lieu pour le faire. La définition D.1 peut se réécrire :
z =
√
a2 + b2
(
a√
a2 + b2
+ i
b√
a2 + b2
)
= |z| (cos θ + i sin θ) (D.2)
Les quantités réelles|z| et θ sont respectivement nommées module et argument du
nombre complexez. La dérivée de la fonctionf de la variableθ définie par
f(θ) = cos θ + i sin θ (D.3)
possède une propriété intéressante :
f ′(θ) = − sin θ + i cos θ
= i(cos θ + i sin θ)
= if(θ) (D.4)
Trouver la fonctionf(θ) qui possède cette propriété et qui satisfasse la relation D.3 revient
à résoudre l’équation différentielle
df
dθ
= if. (D.5)
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Ainsi
df
f
= idθ
d log(f) = d(iθ)
log(f) = iθ +K (D.6)
La constanteK vaut 0 carlog(f(0)) = 0 et donc
cos θ + i sin θ = eiθ = exp(iθ) (D.7)
Ce résultat, combiné avec l’équation D.2 conduit à l’écriture d’un nombre complexe à
partir de son module et de son argument :
z = |z|eiθ (D.8)
aussi appelée écriture "trigonométrique" ou "exponentiellecomplexe".
Le complexe conjugué̄z d’un nombre complexez = a+ ib est défini par :
z̄ = a− ib (D.9)
avec comme écriture trigonométrique
z̄ = |z|e−iθ (D.10)
D.1.2 Opérations entre nombres complexes
Considérons deux nombres complexesz1 et z2
z1 = a1 + ib1 z1 = |z1|eiθ1
z2 = a2 + ib2 z2 = |z2|eiθ2
Les opérations entre nombres complexes sont définies par
z1 + z2 = (a1 + a2) + i(b1 + b2) (D.11)
z1 − z2 = (a1 − a2) + i(b1 − b2) (D.12)
z1z2 = (a1a2 − b1b2) + i(a1b2 + a2b1) (D.13)
z1z2 = |z1||z2| exp(i(θ1 + θ2)) (D.14)
z1z̄1 = |z1|2 (D.15)
1
z1
=
1
|z1|
exp(−iθ) = z̄1|z1|2
(D.16)
z1
z2
=
|z1|
|z2|
exp(i(θ1 − θ2)) =
z1z̄2
|z2|2
(D.17)
z1
z2
=
(a1a2 + b1b2) + i(a2b1 − a1b2)
a22 + b
2
2
(D.18)
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L’identification entre le plan vectoriel et l’ensemble des nombres complexes est illus-
tré par la figure 2.12, page 35. L’addition et soustraction des nombres complexes est
équivalente aux mêmes opérations effectuées sur les vecteurs. Le module d’un nombre
complexe est la norme du vecteur associé, son argument est l’angle formé entre le vecteur
et le vecteur−→ı . La transformation d’un nombre complexe en son complexe conjugué
correspond à l’opération de symétrie par rapport à l’axeOX de direction−→ı .
La multiplication d’un nombre complexe par un autre nombre complexe de module 1
et d’argumentθ est équivalente à une rotation d’angleθ :
z1 exp(iθ) = |z1| exp(i(θ1 + θ)) (D.19)
Le module dez1 est inchangé et son argument a été augmenté deθ. La description d’une
opération de rotation plane est donc très simplement décrite en utilisant les nombre com-
plexes.
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