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Abstract
We use elementary methods and operator identities to solve linear matrix differential equations and we
obtain explicit formulas for the exponential of a matrix. We also give explicit constructions of solutions of
scalar homogeneous equations with certain initial values, called dynamic solutions, that play an important
role in the solution of homogeneous and non-homogeneous matrix differential equations. We show that the
same methods can be used to solve linear matrix difference equations.
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1. Introduction
We consider matrix differential equations of the form
M ′(t) = AM(t) + U(t), t ∈ C, (1.1)
where A is a constant square matrix, U(t) is a given matrix function, and M(t) is an unknown
matrix function. These equations appear often in many areas of mathematics and its applications,
and finding their solutions is an important computational problem. The homogeneous case of
(1.1) leads to the matrix exponential etA. This function is used to construct particular solutions
of the non-homogeneous equations by means of the convolution product of functions.
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that finding a solution of the homogeneous matrix equation (1.1) reduces to finding a single
solution g(t) of a scalar differential equation of the form w(D)g = 0, where w is any monic
polynomial such that w(A) = 0. The solution etA corresponds to a solution g with certain initial
values, called the dynamic solution. We present explicit constructions for the dynamic solution.
Higher order matrix differential equations are also considered.
We also show that the same methods can be used to solve the discrete version of (1.1)
M(k + 1) = AM(k) + U(k), k  0, (1.2)
which is a matrix difference equation, and leads to the sequence of powers Ak in the homoge-
neous case.
2. Construction of the matrix exponential
Let m be a positive integer. We denote by M the complex vector space of m × m matrix-
valued functions of the complex variable t . Let M(t) be an element ofM and let A be a constant
m × m matrix. We consider first the homogeneous equation
M ′(t) = AM(t). (2.1)
It is well-known that the solution of this equation that satisfies M(0) = I is the matrix exponential
function etA, usually defined by the series
etA =
∞∑
k=0
tk
k!A
k. (2.2)
Let
w(t) = b0tn+1 + b1tn + b2tn−1 + · · · + bn+1 (2.3)
be any polynomial, with b0 = 1, such that w(A) = 0. It is clear that w may be any monic poly-
nomial that is divisible by the minimal polynomial of A. By the Cayley–Hamilton theorem,
w(t) = det(tI − A), the characteristic polynomial of A, is an acceptable w.
The equation w(A) = 0 yields
An+1 = −
n∑
j=0
bj+1An−j , (2.4)
and thus
An+1+k = −
n∑
bj+1An+k−j , k  0. (2.5)
j=0
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I,A,A2, . . . ,An. This suggests that the series for M(t) could be written in the form
M(t) =
n∑
k=0
fk(t)A
n−k. (2.6)
Suppose that (2.1) has a solution of this form. In order to find the coefficient functions fk(t) we
use first a method based on Putzer’s ideas [6], and another simple procedure based on operator
identities.
Substitution of (2.6) in (2.1) gives
n∑
k=0
f ′k(t)An−k = f0(t)An+1 +
n∑
k=1
fk(t)A
n+1−k. (2.7)
Combining this equation with (2.4) and collecting terms, we get
{
f ′n(t) + bn+1f0(t)
}
I +
n−1∑
k=0
{
f ′k(t) − fk+1(t) + bk+1f0(t)
}
An−k = 0. (2.8)
For this equation to hold it is sufficient that the coefficients of the powers of A be zero. Note that
the matrices I,A,A2, . . . ,An need not be linearly independent. Then we look for functions fk
that satisfy the n + 1 equations
fk+1(t) − f ′k(t) = bk+1f0(t), 0 k  n − 1, (2.9)
and
−f ′n(t) = bn+1f0(t). (2.10)
Differentiating the kth equation n − k times in (2.9) we obtain
f
(n−k)
k+1 (t) − f (n+1−k)k (t) = bk+1f (n−k)0 (t), 0 k  n − 1. (2.11)
Adding all these equations with (2.10) we obtain a telescopic sum that yields
n+1∑
k=0
bkD
n+1−kf0(t) = 0. (2.12)
This equation can be written in the form w(D)f0(t) = 0, which is a scalar homogeneous linear
differential equation with constant coefficients.
Equation (2.9) can be written as
fk+1(t) = f ′k(t) + bk+1f0(t), 0 k  n − 1, (2.13)
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fk(t) =
(
Dk + b1Dk−1 + b2Dk−2 + · · · + bk
)
f0(t), 1 k  n, (2.14)
that gives us f1, f2, . . . , fn in terms of f0. Therefore, finding a solution of (2.1) of the form (2.6)
is reduced to finding a solution of the scalar equation w(D)g(t) = 0.
From (2.6) it is clear that we can have M(0) = I if fn(0) = 1 and fk(0) = 0 for 0 k  n−1.
In view of (2.14), these initial values for the fk are obtained if f0 satisfies Dkf0(0) = 0 for
0  k  n − 1 and Dnf0(0) = 1. The solution f0 of w(D)g(t) = 0 with such initial values is
called the dynamic solution associated with w.
We summarize the previous results as follows. Given a square matrix A and a monic poly-
nomial w such that w(A) = 0, the solution M(t) of (2.1) that satisfies M(0) = I is given by
(2.6), where the coefficients fk are given by (2.14), the bk are the coefficients of w, and f0 is the
dynamic solution associated with w.
Notice that (2.14) shows that f1, f2, . . . , fn are also solutions of w(D)g = 0 and, in view
of (2.6), all the entries of M(t) are also solutions of such equation. Therefore M(t) satisfies
w(D)M(t) = 0.
Before we give a direct construction of the dynamic solution f0 in the next section, we present
another approach to the construction of the matrix exponential. Note that (2.13) is a sort of
differential Horner’s algorithm and that (2.14) describes the fk as the intermediate results in a
sort of “synthetic division” computation that ends with fn+1(t) = w(D)f0(t) = 0. This is our
motivation for the following development.
Let w(t) be a monic polynomial of degree n+ 1 with complex coefficients as in (2.3). Define
the difference quotient w[t, x] by
w[t, x] = w(t) − w(x)
t − x .
The basic polynomial identity
tk+1 − xk+1 = (t − x)
k∑
j=0
tj xk−j , k  0, (2.15)
clearly shows that w[t, x] is a symmetric polynomial in t and x of degree n in each variable.
Thus
(t − x)w[t, x] = w(t) − w(x) (2.16)
is a polynomial identity.
Let D denote differentiation with respect to the complex variable t , and let A be an m × m
matrix. Note that, on the elements ofM, the operator D acts entrywise, A acts by multiplication
on the left, and the operators D and A commute.
Replacing t by D and x by A in w[t, x] we obtain a symmetric polynomial w[D,A], which
is a linear differential operator of order n with constant matrix coefficients. Since (2.16) is a
polynomial identity and D and A commute, w[D,A] satisfies the operator identity
(D − A)w[D,A] = w(D) − w(A). (2.17)
L. Verde-Star / Advances in Applied Mathematics 39 (2007) 329–344 333Suppose now that A satisfies w(A) = 0 and let f (t) be any scalar function such that
w(D)f (t) = 0. Apply the operators that appear in (2.17) to f (t)I , where I denotes the iden-
tity matrix, to obtain
(D − A)w[A,D]f (t)I = w(D)f (t)I − w(A)f (t)I = 0. (2.18)
Therefore the matrix function M(t) = w[A,D]f (t)I is a solution of (2.1). Note that M(t) is a
polynomial in A of degree n with coefficients that depend on t . It is also a linear combination of
the functions Dkf (t), for 0 k  n, with coefficients that are polynomials in A with degree less
than or equal to n.
Using (2.15) we obtain
w[t, x] =
n∑
k=0
bk
n−k∑
j=0
tj xn−k−j =
n∑
j=0
{
n−j∑
k=0
bkx
n−k−j
}
tj =
n∑
j=0
wn−j (x)tj , (2.19)
where the polynomials wk are defined by
wk(x) = b0xk + b1xk−1 + · · · + bk, 0 k  n + 1. (2.20)
Note that
wk+1(x) = xwk(x) + bk+1, 0 k  n, (2.21)
and wn+1(x) = w(x). We call the wk the Horner polynomials of w because (2.21) is Horner’s
algorithm for the computation of w(x). It is clear that {wk: 0 k  n} is a basis for the complex
vector space of polynomials of degree less than or equal to n. This basis is also called the control
basis associated with w.
Using (2.19) and the symmetry of w[t, x] we can write w[A,D] as follows
w[A,D] =
n∑
j=0
An−jwj (D) =
n∑
j=0
wn−j (A)Dj . (2.22)
Therefore, for M(t) = w[A,D]f (t)I we have the expressions
M(t) =
n∑
j=0
An−jwj (D)f (t) =
n∑
j=0
wn−j (A)Djf (t). (2.23)
The last expression shows that taking suitable values for Dkf (0), for 0 k  n, we can obtain
any polynomial in A as the value of M(0). In particular, if f (t) is the dynamic solution associated
with w then M(0) = I , and hence M(t) = etA. We summarize the above results in the following.
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of w. Let f (t) be the dynamic solution associated with w. Let A be any square matrix such that
w(A) = 0. Then we have
etA =
n∑
j=0
An−jwj (D)f (t), (2.24)
and
etA =
n∑
j=0
wj(A)D
n−j f (t). (2.25)
Note that the dependence on t of etA is completely determined by the dynamic solution f (t),
which is in turn determined by the polynomial w. Note also that we can use the recurrence
relation (2.21) to compute the summands in (2.24) and (2.25).
3. The dynamic solution associated with w
We present first a simple construction for the coefficients of the power series representation
of the dynamic solution associated with w. An explicit expression for the dynamic solution as an
exponential polynomial will be given later.
Let w be given by (2.3). Define the reversed polynomial w∗(t) = tn+1w(1/t). Note that
w∗(t) = 1 + b1t + b2t2 + · · · + bn+1tn+1. (3.1)
Let the formal power series h(t) =∑k0 hktk be the reciprocal of w∗(t). That is, h(t)w∗(t) = 1.
Then the coefficients hk satisfy h0 = 1 and
hkb0 + hk−1b1 + · · · + h0bk = 0, k  1. (3.2)
Since b0 = 1, this is a linear recurrence relation that can be used to compute all the hk recursively.
Using Cramer’s rule on the system of linear equations that consists of h0 = 1 and the equations
obtained from (3.2) by taking 1 k  j , we obtain
hj = (−1)j det
⎡
⎢⎢⎢⎢⎣
b1 1
b2 b1 1
...
...
...
. . .
bj−1 bj−2 bj−3 . . . 1
bj bj−1 bj−2 . . . b1
⎤
⎥⎥⎥⎥⎦ , j  1. (3.3)
Recall that bj = 0 if j > n + 1 and thus the matrix above is banded if j > n + 1. This determi-
nant representation for the hj shows the complexity of the dependence of hj on the coefficients
b1, b2, . . . , bj , but it is not a practical way to compute the hj .
Define
fw(t) =
∞∑
hk
tk+n
(k + n)! . (3.4)
k=0
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complex values of t is a consequence of another expression for fw(t) that we will give later. An
alternative proof is obtained by using the fact that the hk are the coefficients of the Taylor series
of the reciprocal of a polynomial, and that such series converge outside some disk.
Let us show first that w(D)fw = 0. Since Dj(tk/k!) = tk−j /(k − j)! for j  k, and
Dj(tk/k!) = 0 for j > k, by a simple rearrangement of terms it is easy to see that
w(D)fw(t) =
∑
k0
n+1∑
j=0
hkbn+1−j
tn+k−j
(n + k − j)!
=
∑
k0
n+k∑
=k−1
hkb+1−k
t
!
=
∑
0
+1∑
k=−n
hkb+1−k
t
! = 0.
The last equality follows from (3.2), which shows that all the coefficients in the last power series
are zero. Note that in the above sums we take hk = 0 whenever k < 0.
Since tn is a common factor of all the terms in the series for fw(t), and the coefficient of the
first term is h0 = 1, it is clear that fw(t) has the correct initial values to be the dynamic solution
associated with w.
Any Taylor polynomial approximation of fw(t) obtained by truncation of (3.4) yields immedi-
ately a polynomial approximation for etA, by substitution of fw by its approximating polynomial
in (2.24) or (2.25).
We find next another representation for the dynamic solution. Let
w(t) =
r∏
j=0
(t − aj )mj+1, (3.5)
where the aj are distinct complex numbers and the mj are nonnegative integers such that∑
j (mj + 1) = n + 1. We consider first the differential operators of the form (D − aI)k , be-
cause w(D) is a product of a finite number of such operators. The basic exponential polynomials
are the functions
ga,k(t) = t
k
k!e
at , a ∈ C, k ∈ N, (3.6)
defined on the complex plane. It is easy to show that these functions are linearly independent. De-
note by E the complex vector space generated by all the ga,k . Its elements are called exponential
polynomials.
A simple computation gives
(D − aI)j ga,k(t) =
{
ga,k−j (t), k  j
0, k < j. (3.7)
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space of (D − aI)j . Therefore, the vector space generated by the set S = {gaj ,k: 0 j  r, 0
k mj } is contained in the null space of w(D). In fact, it is easy to see that S is a basis for the
null space of w(D).
We define a commutative multiplication ∗ on E , called the convolution product, as follows.
For a = b
ga,m ∗ gb,k =
m∑
j=0
C(a, j, b, k)ga,m−j +
k∑
j=0
C(b, j, a,m)gb,k−j , (3.8)
where the coefficients are defined by
C(a, j, b, i) = (−1)j
(
j + i
j
)
(a − b)−j−i−1, a = b, i, j ∈ N, (3.9)
and for the remaining case define
ga,k ∗ ga,m = ga,1+k+m, a ∈ C, k,m ∈ N. (3.10)
Let Φ be the linear functional on E defined by Φga,k = δ0,k , for (a, k) in C × N. Note that Φ
can be seen as evaluation at t = 0. A straightforward computation gives
D(ga,k ∗ gb,m) = (Dga,k) ∗ gb,m + gb,mΦga,k, (3.11)
and by linearity we have
D(g ∗ f ) = (Dg) ∗ f + fΦg, f,g ∈ E . (3.12)
Theorem 3.1. Let w(t) be as in (3.5) and let
fw = ga0,m0 ∗ ga1,m1 ∗ · · · ∗ gar ,mr . (3.13)
Then fw is the dynamic solution associated with w.
Proof. From the definition of the convolution it is clear that the subspace of E generated by S is
closed under the convolution product and thus fw is in the null space of w(D).
From (3.8) and (3.9) we get
Φ(ga,m ∗ gb,k) = C(a,m,b, k) + C(b, k, a,m) = 0
for a = b and any m and k in N, and from (3.10)
Φ(ga,k ∗ ga,m) = Φga,k+m+1 = 0, k,m ∈ N.
Therefore the value at zero of the convolution product of any two basic exponential polynomials
is zero. Thus we have
Φ(ga,k ∗ f ) = 0, (a, k) ∈ C × N, f ∈ E . (3.14)
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of multiplicity n+ 1 and let 0 k  n. Then fw = ga,n and writing Dk = ((D − aI)+ aI)k we
get
Dkfw =
k∑
=0
(
k

)
ak−(D − aI)ga,n =
k∑
=0
(
k

)
ak−ga,n−
and thus
ΦDkfw =
k∑
=0
(
k

)
ak−δ,n = δk,n.
Suppose now that w has at least two distinct roots, let n > 1 and let 0  k  n. Using (3.10)
we can write fw = g ∗ h where g = ga0,0 and h is the convolution of the gai ,mi for i > 0 and
also ga0,m0−1 if m0 > 0. Note that h = fu where u(t) = w(t)/(t − a0) and u(t) has degree equal
to n. This fact is used in the induction step below. Note also that ΦDjg = aj0 for j  0. Then
D(g ∗ h) = Dg ∗ h + hΦg and by iteration we obtain
Dk(g ∗ h) = Dkg ∗ h +
k−1∑
=0
ak−1−0 D
h.
Applying Φ to both sides of this equation and using (3.14) and induction on n we get
ΦDk(g ∗ h) =
k−1∑
=0
ak−1−0 δ,n−1 = δk−1,n−1 = δk,n.
Therefore fw = g ∗ h has the correct initial values to be the dynamic solution associated
with w. 
By the uniqueness theorem for the solutions of linear differential equations with constant
coefficients we see that the exponential polynomial fw defined above must coincide with the
power series fw defined in (3.4).
The computation of fw using (3.13) is a straightforward repeated application of the convolu-
tion formula (3.8). It is in fact essentially equivalent to finding the partial fractions decomposition
of 1/w(t). See [12].
A simple computation gives us
(D − aI)k+1(ga,k ∗ h) = h, (a, k) ∈ C × N, h ∈ E . (3.15)
This means that the map that sends h to ga,k ∗h is a right inverse for (D − aI)k+1. Applying this
result repeatedly we obtain the following.
Theorem 3.2. Let w(t) be a polynomial as in (3.5) and let fw be given by (3.13). Then the linear
map on E that sends h to fw ∗ h is a right inverse for the operator w(D).
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fw ∗ h of w(D)g = h has all its initial values equal to zero. See [12].
4. Non-homogeneous matrix equations
Let us consider now the non-homogeneous matrix equation
M ′(t) = AM(t) + U(t), (4.1)
where A is a constant m × m matrix, U(t) is a given element of M and M(t) is an unknown
matrix function. Let
U(t) =
s∑
j=0
αj (t)Bs−j , (4.2)
where the Bj are constant m × m matrices and suppose that the αj (t) are exponential polyno-
mials.
Let w(t) = tn+1 + b1tn + · · · + bn+1 be a monic polynomial such that w(A) = 0, let f0(t) be
the dynamic solution associated with w, and let fk(t) be defined by (2.14). Then, by the results
of Section 2 we have
etA =
n∑
k=0
fk(t)A
n−k.
We define the convolution
etA ∗ U(t) =
n∑
k=0
s∑
j=0
(
fk(t) ∗ αj (t)
)
An−kBs−j . (4.3)
Note that this convolution is not commutative because of the noncommutativity of the matrix
multiplication.
Theorem 4.1. The matrix function etA ∗ U(t) is a particular solution of (4.1).
Proof. By (3.12) we have
D
(
fk(t) ∗ αj (t)
)= f ′k(t) ∗ αj (t) + αj (t)fk(0) (4.4)
and fk(0) = δk,n by (2.14) because f0 is the dynamic solution. Therefore
D
(
etA ∗ U(t))= n∑
k=0
s∑
j=0
(
f ′k(t) ∗ αj (t)
)
An−kBs−j +
n∑
k=0
s∑
j=0
δk,nαj (t)A
n−kBs−j .
The last sum is clearly equal to U(t). Since etA is a solution of M ′(t) = AM(t) the first sum
equals AetA ∗ U(t). This completes the proof. 
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be exponential polynomials. We can eliminate this limitation as follows. Note that the proof of
the theorem only uses the fact that the convolutions fk(t) ∗ αj (t) are well defined and that (4.4)
holds.
The Duhamel convolution of functions f and g of a real or complex variable t is defined by
f ∗ g(t) =
t∫
0
f (t − z)g(z) dz. (4.5)
Using elementary tools it is easy, but quite laborious, to show that the convolution defined in (3.8)
and the Duhamel convolution coincide on the space E of exponential polynomials. We can allow
the αj (t) to be any functions for which their Duhamel convolution with any basic exponential
polynomial is well defined. For example, they can be piecewise continuous real functions. Using
basic properties of integration it is easy to show that (4.4) also holds in this case.
5. Higher order equations
We consider now linear matrix differential equations of order r with matrix coefficients. Let
B0,B1, . . . ,Br be m × m matrices, with B0 = I . Define the differential operator
L =
r∑
j=0
BjD
r−j , (5.1)
where D denotes differentiation with respect to t . We want to find a matrix function F(t) such
that
LF(t) =
r∑
j=0
BjF
(r−j)(t) = 0, (5.2)
for t ∈ C, and
F (j)(0) = Qj, 0 j  r − 1, (5.3)
where the Qj are given matrices.
Define the block companion matrix
A =
⎡
⎢⎢⎢⎢⎣
0 I 0 · · · 0 0
0 0 I · · · 0 0
...
...
... · · · ... ...
0 0 0 · · · 0 I
⎤
⎥⎥⎥⎥⎦ , (5.4)−Br −Br−1 −Br−2 · · · −B2 −B1
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M(0) = I . We consider M(t) as an r × r matrix whose entries Mi,j (t) are m × m matrices.
Since M ′(t) = AM(t), it is easy to see that
Mi,k(t) = M(i−1)1,k (t), 1 i  r, 1 k  r. (5.5)
and
LM1,k(t) = 0, 1 k  r. (5.6)
Since M(t) commutes with A we have M ′(t) = M(t)A, and looking at the first row in this matrix
equation we get
M ′1,k(t) = M1,k−1(t) − M1,r (t)Br+1−k, 1 k  r, (5.7)
where M1,0(t) = 0. Solving for M1,k−1(t) and taking k = r, r − 1, . . . , r − j + 1 we obtain
M1,r−1(t) = M ′1,r (t) + M1,r (t)B1,
M1,r−2(t) = M ′1,r−1(t) + M1,r (t)B2,
...
...
...
M1,r−j (t) = M ′1,r−j+1(t) + M1,r (t)Bj .
By repeated differentiation and forward substitution we obtain
M1,r−j (t) = M(j)1,r (t) + M(j−1)1,r (t)B1 + · · · + M1,r (t)Bj , 1 j  r − 1. (5.8)
We denote by LjM1,r (t) the expression in the right-hand side.
Let
F(t) =
r∑
k=1
Qk−1M1,k(t) =
r∑
k=1
Qr−kLk−1M1,r (t). (5.9)
From (5.6) we see that F(t) satisfies (5.2). Since M(0) = I , by (5.5) we have
Mi,k(0) = δi,kI = M(i−1)1,k (0), 1 i  r, 1 k  r.
Therefore F(t) satisfies (5.3). Note that F(t) is expressed in terms of the matrix function M1,r (t).
This is a solution of (5.2) with initial values
M
(r−1)
1,r (0) = I, M(j)1,r (0) = 0, 0 j  r − 2.
We call M1,r (t) the dynamic solution of (5.2).
Since M1,r (t) is a block of etA, we can use the results of the previous sections to find explicit
formulas for its computation.
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associated with w. Then, by (2.24) we have
M(t) =
n∑
j=0
wn−j (D)f (t)Aj . (5.10)
Since A is a block companion matrix, if we write the last column of Aj in the form
[Pj Pj+1 · · ·Pj+r−1]T, for j  0, then the sequence Pj of m × m matrices satisfies the linear
recurrence relation
Pj+r = −
r∑
=1
BPj+r−, j  0, (5.11)
and has initial values Pj = 0 for 0  j  r − 2, and Pr−1 = I . The sequence Pj is called the
dynamic solution of (5.11).
Therefore, the block in the (1, r) position of M(t) is
M1,r (t) =
n∑
j=0
wn−j (D)f (t)Pj . (5.12)
Note that M1,r (t) is completely determined by the characteristic polynomial of A and the first
rm terms of the sequence Pj , which appear in the last column of the block decomposition of
I,A,A2, . . . ,An.
Combining (5.12) and (5.9) we obtain
F(t) =
r∑
k=1
n∑
j=0
Qr−kLk−1
(
wn−j (D)f (t)Pj
)
. (5.13)
A similar result was obtained in [7], but using methods based on the Laplace–Stieltjes transform.
6. Matrix difference equations
We present here some examples of matrix difference equations that can be solved with the
methods presented in the previous sections.
For any scalar or matrix-valued function f (), defined for  in the set N of nonnegative in-
tegers, the forward shift operator E is defined by Ef () = f ( + 1). Let A be a given m × m
matrix. Consider the matrix difference equation
M( + 1) = AM(),  0. (6.1)
It is obvious that the solution of this equation is M() = AM(0).
From the polynomial identity (2.16) we get the operator identity
(E − A)w[E,A] = w(E) − w(A). (6.2)
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tion w(E)f () = 0. Then, the operator identity (6.2) shows that the matrix function M() =
w[E,A]g()I is a solution of (6.1). It is easy to see that if g is the solution with initial values
g() = 0 for 0    n − 1 and g(n) = 1, then M(0) = I and M() = A for all   0. Such
sequence g is called the dynamic solution of w(E)f () = 0.
Using the ideas introduced in Section 2 we obtain immediately the following results.
Theorem 6.1. Let w be a monic polynomial and let w0,w1, . . . ,wn be the Horner polynomials
of w. Let g() be the dynamic solution of the scalar difference equation w(E)g = 0. Let A be
any square matrix such that w(A) = 0. Then we have
A =
n∑
k=0
An−kwk(E)g(),  0, (6.3)
and
A =
n∑
k=0
g( + n − k)wk(A),  0. (6.4)
We find next a simple explicit construction of the dynamic solution g(). Define the basic
linearly recurrent sequences
sa,k() =
(

k
)
a−k, a ∈ C, k ∈ N. (6.5)
Let S denote the complex vector space generated by the sequences sa,k(). The elements of S
are called linearly recurrent sequences.
Note that
(E − aI)j sa,k() =
{
sa,k−j (), k  j
0, k < j. (6.6)
In particular, any linear combination of the sequences sa,k() for 0  k < j is an element of
the null space of (E − aI)j . Therefore, if w(t) is as in (3.5) then the vector space generated by
{saj ,k: 0 j  r, 0 k mj } is contained in the null space of w(E).
We define the convolution product ∗ on S as follows. For a = b
sa,m ∗ sb,k =
m∑
j=0
C(a, j, b, k)sa,m−j +
k∑
j=0
C(b, j, a,m)sb,k−j , (6.7)
where the coefficients C(a, j, b, i) are defined in (3.9), and sa,m ∗ sa,k = sa,1+m+k .
Notice that the previous statements are obtained by putting E in the place of D, sa,k in the
place of ga,k , and  in the place of t in some statements from Section 3. We are using here a
linear isomorphism between the spaces E and S determined by the correspondence ga,k → sa,k .
The operators E and D are similar in the linear algebraic sense. In [12] a linear algebra ap-
proach is used to study functional equations determined by an operator L that is similar to the
differentiation operator D.
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to results about E and the convolution on S . For example, from Theorem 3.1 we obtain the
following.
Theorem 6.2. Let w(t) be as in (3.5) and let
fw = sa0,m0 ∗ sa1,m1 ∗ · · · ∗ sar ,mr . (6.8)
Then fw() is the dynamic solution associated with w.
In the same way, we can imitate the results of Section 4 to find particular solutions of the
non-homogeneous difference equation
M( + 1) = AM() + U(), (6.9)
where U() is a given matrix sequence. If
U() =
s∑
j=0
αj ()Bs−j , (6.10)
where the Bj are constant m×m matrices and the αj () are arbitrary sequences, and A is given
by (6.4) then
A ∗ U() =
n∑
k=0
s∑
j=0
(
g( + n − k) ∗ αj ()
)
wk(A)Bs−j (6.11)
is a particular solution of (6.9).
The extension to the case of higher order difference equations can be done using the method
presented in the previous section for differential equations. See [11].
7. Final remarks
In [12] we motivate the introduction of the convolution product and arrive at its definition
using explicit expressions for right inverses of simple differential operators. We also explain
the connection of the convolution with multiplication of proper rational functions and partial
fractions decomposition, and show that our methods can be used to solve other types of linear
functional equations, including some differential and difference equations with variable coeffi-
cients.
The idea of using the dynamic solution to construct solutions of matrix equations was used
in [7,8]. For the numerical aspects of the computation of the matrix exponential see [5]. Some
interesting ideas about the exponential and the powers of a matrix are presented in [1–4,6,9].
In [10,11] other types of matrix difference and differential equations are solved by methods
similar to the ones used in the present paper. Another approach to the study of functions of
matrices is presented in [13].
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