Abstract. Bell and Zhang have shown that if A and B are two connected graded algebras finitely generated in degree one that are isomorphic as ungraded algebras, then they are isomorphic as graded algebras. We exploit this result to solve the isomorphism problem in the cases of quantum affine spaces, quantum matrix algebras, and homogenized multiparameter quantized Weyl algebras. Our result involves determining the degree one normal elements, factoring out, and then repeating. This creates an iterative process that allows one to determine relationships between relative parameters.
Introduction
Throughout, k is a field and all algebras are k-algebras. All isomorphisms should be read as 'isomorphisms as k-algebras'. Our primary source for all definitions is [4] .
Hypothesis 1.
A is a connected graded algebra finitely generated over k in degree 1.
Let R and S be algebras satisfying Hypothesis 1 with bases {x i } and {y i }, respectively. Then R and S are isomorphic as graded algebras if there exists an algebra isomorphism Φ : R → S such that Φ(x i ) = α ij y j , α ij ∈ k, for each x i . If a ij = 0, then we say y j is a summand of Φ(x i ). Because of the following result, we will often assume without comment that isomorphisms between graded algebras are graded isomorphisms. ji for all i = j. Let A n ⊂ M n (k × ) be the subset of multiplicatively antisymmetric matrices. A matrix q ∈ A n is a permutation of p if there exists a permutation σ ∈ S n such that q ij = p σ(i)σ(j) for all i, j.
For p ∈ A n , the (multiparameter) quantum affine n-space O p (k n ) is defined as the algebra with basis {x i }, (Multiparameter) quantized Weyl algebras may be regarded as γ-difference operators on O p (k n ). Let p ∈ A n and γ = (γ 1 , . . . , γ n ) ∈ (k × ) n . Then A p,γ n (k) is the algebra with basis {x i , y i }, 1 ≤ i ≤ n, subject to the relations y i y j = p ij y j y i (all i, j)
x i x j = γ i p ij x j x i (i < j)
x i y j = p ji y j x i (i < j)
x i y j = γ j p ji y j x i (i > j)
x j y j = 1 + γ j y j x j + l<j (γ l − 1)y l x l (all j).
In the case of n = 1, the parameter p plays no role and so we refer to the single parameter simply as p and write A (1-2)
The isomorphisms they give hold regardless of the root-of-unity condition. Levitt The quantized Weyl algebras are not graded and so we consider their homogenizations. The homogenized (multiparamenter) quantized Weyl algebra H p,γ n has algebra basis {z, x i , y i }, 1 ≤ i ≤ n, where z commutes with the x i and y i . The relations in H p,γ n are the same as those for A p,γ n (k) except the final relation type is replaced by its homogenization,
The isomorphisms defined by Goodearl and Hartwig extend to isomorphisms in the homogenized case by fixing the homogenizing variable. The next theorem suggests that the Goodearl-Hartwig result should hold in general.
m is an isomorphism if and only if n = m and there exists ε ∈ {±1} n such that γ and µ satisfy (1-1) while p and q satisfy (1-2).
Fix parameters λ ∈ k × and p ∈ A n . The (multiparameter) quantum (n × n) matrix algebra,
is the algebra with basis {X ij }, 1 ≤ i, j ≤ n, subject to the relations
and only if λ = −1. We show in Theorem 3.4 that the ideal of O λ,q (M n (k)) generated by degree one normal elements is X 1n , X n1 when λ = 1. On the other hand, every degree one generator of O q (k m ) is normal. This, combined with the fact that GK.
if and only if m = n 2 and λ = 1. Hence, we ignore the cases λ = ±1 henceforth.
The isomorphism problem in the single parameter case of O λ,p (M n (k)) for all n was solved in [5, Proposition 3.1], as was the multiparameter case for n = 2 [5, Proposition 4.2]. We extend these results in the following theorem. (1) λ = µ and p = q;
(2) λ = µ and p ij = λ −1 q ji for all i, j;
(3) λ = µ −1 and p ij = q n+1−i,n+1−j for all i, j;
(4) λ = µ −1 and p ij = λ −1 q n+1−j,n+1−i for all i, j.
Quantum affine spaces
Lemma 2.1. Let Φ : R → S be a graded isomorphism between algebras satisfying Hypothesis 1 with homogeneous generators {x i } and {y i }, respectively, 1 ≤ i ≤ n. Then there exists a permutation τ ∈ S n such that y τ (i) is a summand of Ψ(x i ) for each i.
. . , k}. Choose J ⊂ {1, . . . , n} such that |J| = k and such that the minor M IJ = 0.
We claim there exists an injective map of sets τ : I → J.
If k = 1 and M 1j denotes the (1, j)-minor of M , then we have
Hence, there exists j such that γ 1j M 1j = 0. Set τ (1) = j.
Suppose inductively that the claim holds for some k < n. Since det(M ) = 0, there exists a nonzero
As above, we can choose ℓ such that γ i1j ℓ N 1j ℓ = 0 and set τ (i 1 ) = j ℓ . Now apply the inductive hypothesis to I = {i 2 , . . . , i k+1 } and J = {j 1 , . . . , j ℓ , . . . , j k+1 }. The result follows by setting N = M .
For the remainder of this section, let {x i }, {y i } be bases for O p (k n ) and O q (k n ), respectively. and suppose
is a isomorphism. We claim p = τ.q where τ ∈ S n is determined by Lemma 2.1.
Proof. Write Φ(x r ) = α i y i and Φ(x s ) = β i y i . Then,
. Because p rs = 1, then r = s and so, because τ is a permutation, τ (r) = τ (s). Lemma 2.3. If r, s ∈ {1, . . . , n} such that p rs = 1, then p rs = q τ (r)τ (s) . 
if and only if m = n and p is a permutation of q.
Proof. Suppose n = m and there exists σ ∈ S n such that p = σ.q. Define a map Ψ :
Hence, Ψ extends to a bijective homomorphism. Thus,
2.2, and 2.3 there exists a permutation τ ∈ S n such that p = τ.q.
Degree one normal elements
In order to consider the isomorphism problem for homogenized quantized Weyl algebras and quantum matrix algebras, we identify homogeneous degree one normal elements.
Let A be an algebra satisfying Hypothesis 1. We define the ideals the ideals I 0 ⊂ I 1 ⊂ · · · ⊂ I n of A where
is generated by all (homogeneous) degree one normal elements in A/I k−1 . By convention we set I k = 0 for k < 0. We frequently identify elements in A with their images in A/I k−1 . An algebra B = A/I k for some k is an iterative quotient of A (by degree one normal elements).
It is clear that B also satisfies Hypothesis 1. Moreover, if Φ : A → A ′ is an isomorphism of algebras
Our goal is to identify degree one normal elements in each such quotient.
Theorem 3.1. In the case of H p,γ
is a degree one normal element and write
with a, α i , β i ∈ k and m ≤ n. We may assume α 1m or α 2m is nonzero. Both cases are similar so assume the former. Then
By normality, there exists r ∈ H p,γ n such that uy m = ru. Write
+ (additional terms in y i x i and z 2 ).
We now evaluate several coefficients in 0 = ru − uy m . The coefficient of x 2 m is α 1m β 1m , so β 1m = 0 by our hypothesis on α 1m . It follows that the coefficient of x i x m is γ i p im α 1m β 1i , so β 1i = 0 for all i = 1, . . . , m.
The coefficient of x m z is bα 1m so b = 0. Finally, it follows that the coefficient of y i x m for i < m is α 1m β 2i so β 2i = 0 for i < m. Thus
But then the coefficient of z 2 in ru − uy m is −α 1m , a contradiction. Since z ∈ I 0 it follows that I 0 = (z).
The general statement is similar. Let B = H p,γ n /I k−1 be an iterative quotient. Write
It is clear that x k , y k ∈ I k and an analysis as above shows that v = α 1k x k + α 2k y k .
is Artin-Schelter regular of global and GK dimension 2n + 1. with l > i and m > j there exists a unique pair X ij , X lm / ∈ {X im , X lj } such that X im X lj is a linear combination of X ij X lm and X lm X ij . Moreover, if l = i or m = j, then there is no such pair.
Proof. Let B = O λ,p (M n (k))/I k−1 and recall that in case k = 0 we have I k−1 = 0. It is clear from the defining relations that the given generators are degree one normal elements in B.
Let u be a degree one normal element of B. Suppose by way of contradiction that u has a summand X ij such that
Hence, there exists X lm such that l > i and m > j or l < i and m < j. We consider the first case though the second is similar. For simplicity, write x 1 = X ij , x 2 = X im , x 3 = X lj , x 4 = X lm , and
where a, b, c, d ∈ k and x is a degree one element such that x 1 , . . . , x 4 are not summands. By hypothesis, a = 0. Then
are not summands of x 4 x. Since x 1 , x 4 is the unique pair such that x 2 x 3 is a linear combination of x 1 x 4 and x 4 x 1 , and x 1 is not a summand of x, then by Remark 3.3, x 2 x 3 is also not a summand of x 4 x.
Because u is normal, there exists r ∈ B such that x 4 u = ur. Write
′ ∈ k and y is a degree one element such that x 1 , . . . , x 4 are not summands.
On the other hand,
It is clear that x 2 1 is not a summand of x 4 x, xr, or uy. Hence, because x 4 u = ur, we must have 0 = aa ′ .
But a = 0 by hypothesis so a ′ = 0. The expression for ur now reduces to
Similarly, because x 2 = X im and x 1 = X ij , then by Remark 3.3, x 1 x 2 is not a summand of x 4 x, xr, or uy. Thus, ab ′ = 0 so b ′ = 0. The same logic applies to x 3 and x 1 so c ′ = 0. Hence,
Finally, we can apply similar reasoning to conclude that x 2 x 3 is not a summand of ur. Hence, the coefficient of x 2 x 3 in x 4 u must be zero. It follows that a(λ − 1)p li = 0, so λ = 1, a contradiction.
Homogenized quantized Weyl algebras
The following was proved in [6, Proposition 5.4.5] . However, in light of Theorem 3.1, we give a much simpler proof that also outlines the strategy for the general case.
Proof. Let {X, Y, Z} (resp. {x, y, z}) be the standard basis of H(A 
By Theorem 2.4, p = q ±1 .
We now move to the general case.
That is, γ and µ satisfy (1-1) .
Because γ k = 1, then the coefficients of x Proof. Let V k = Span k {z, x ℓ , y ℓ | ℓ < k}. Because Φ is assumed to be graded, then it follows from Theorem 3.1 that for i < j,
We have,
The defining relations clearly imply that the monomials x j x i , y j y i , x j y i , and y j y i do not appear as summands
Hence, the coefficients of those monomials in the above must each be zero. Conversely, suppose there exists ε ∈ {±1} n such that λ and µ satisfy (1-1) while p and q satisfy (1-2).
The isomorphisms provided in [7] are affine and hence extend to bijective homomorphisms H p,γ n → H q,µ n .
Quantum matrix algebras
Throughout, let {X ij } and {Y ij } be the standard generators for O λ,p (M n (k)) and O µ,q (M n (k)), respectively. As in Section 3, we let I k /I k−1 be the ideal in O λ,p (M n (k))/I k−1 generated by the degree one normal elements.
Proof. We claim the map Φ satisfies the defining relations for O λ,p (M n (k)), whence Φ extends to a homomorphism. As Φ maps onto the generators of O λ,q (M n (k)), it is clearly surjective. Injectivity now follows because
defined by Φ(X ij ) = Y n+1−i,n+1−j extends to an isomorphism.
Proof. We claim the map Φ satisfies the defining relations for O λ,p (M n (k)), whence Φ extends to a bijective homomorphism by an analogous argument as in Proposition 5.1.
Set r = n + 1 − l, s = n + 1 − m, u = n + 1 − i, and v = n + 1 − j.
Case 1 (l = i, m > j) We have r = u and s > v. Thus,
Case 2 (l > i, m ≤ j) We have r < u and v ≤ s. Thus,
Case 3 (l > i, m > j) We have r < u and s < v. Thus,
The key question is whether there are any more types of isomorphisms.
(1) If p jm = 1, then Φ(X ij ) and Φ(X im ) do not share any summands.
(2) If λp li = 1, then Φ(X ij ) and Φ(X lj ) do not share any summands.
(3) For all i, j, Φ(X ij ) and Φ(X ji ) do not share any summands.
Proof.
(1) WLOG, assume m > j. Suppose Y uv is a summand of both Φ(X ij ) and Φ(X im ) with coefficient
Hence, a = 0 or b = 0, a contradiction. (2) is similar.
(3) WLOG, assume i > j. Suppose Y uv is a summand of both Φ(X ij ) and Φ(X ji ) with coefficient a and
Proof. By Theorem 3.4, the degree one normal elements of O λ,p (M n (k)) (resp. O µ,q (M n (k))) are X 1n and X n1 (resp. Y 1n and Y n1 ). Consequently, Φ(X 1n ) and Φ(X n1 ) are linear combinations of Y 1n , Y n1 . Write 
If a 1 = 0, then q 1n = p 1n and µq n1 = λp n1 , so µ = λ. If b 1 = 0, then 1 = µp 1n q n1 and 1 = λp n1 q 1n , so µp 1n q n1 = λp n1 q 1n implies λ = µ −1 . A similar argument using X nn in place of X 11 shows that if a 2 = 0 or b 2 = 0, then λ = µ ±1 . Moreover, one can show that if X 11 or X nn are summands of either Φ −1 (Y 11 ) or
We now reduce to the case that a 1 , a 2 ,
If p n1 , λp n1 = 1, then c 1 , d 1 , c 2 , d 2 = 0 by Lemma 5.3 (1,2) and this coefficient reduces to (λ − 1)p n1 c 3 d 4 = 0, a contradiction. Thus, p n1 = 1 or λp n1 = 1. We may further assume that q n1 = 1 or λq n1 = 1. Thus, we have four cases to consider. Note that
The other two cases follow similarly.
. Thus, it suffices to consider the isomorphism problem for the case where λ = µ.
5.1.
The n = 2 case. As in the homogenized quantized Weyl algebra case, we consider the n = 2 case to illustrate methods in the general case. We will prove an extension of [5, Proposition 4.2] , removing any restriction on the parameters.
Let p, q ∈ A 2 and set p = p 12 and q = q 12 . We denote
Recall that, by assumption, λ 2 , µ 2 = 1.
For simplicity, we write the basis {X ij } as x 1 = X 11 , x 2 = X 12 , x 3 = X 21 , and x 4 = X 22 . The defining relations for M λ,p are then
We rewrite the basis and defining relations for M µ,q similarly. 
Hence, a 11 a 44 − a 14 a 41 = 0. Write, Φ(x 1 ) = a 11 y 1 + a 14 y 4 + K with K ∈ Span k {y 2 , y 3 }. Then Φ(x 2 x 1 − px 1 x 2 ) = (a 22 y 2 + a 23 y 3 )(a 11 y 1 + a 14 y 4 + K) − p(a 11 y 1 + a 14 y 4 + K)(a 22 y 2 + a 23 y 3 ) = a 11 a 22 (q − p)y 1 y 2 + a 14 a 22 (1 − λpq)y 2 y 4 + a 11 a 23 (λq − p)y 1 y 3 + a 14 a 23 (1 − pq)y 3 y 4 + (a 22 y 2 + a 23 y 3 )K − K(a 22 y 2 + a 23 y 3 ).
It is clear that the monomials y 1 y 2 , y 1 y 3 , y 2 y 4 , y 3 y 4 do not appear as summands in (a 22 y 2 + a 23 y 3 )K − K(a 22 y 2 + a 23 y 3 ). Hence, the coefficients of those monomials must be zero.
In the first case, a 22 = 0. Then a 11 = 0 implies q = p and a 14 = 0 implies q = λ −1 p −1 .
In the second case, a 23 = 0. Then a 11 = 0 implies q = λ −1 p and a 14 = 0 implies q = p −1 .
Proof. If (µ, q) = (λ, p), then there is nothing to prove. If (µ, q) = (λ, λ (k) ) and O µ,q (M n (k)), respectively.
be an isomorphism that maps the ideals (X 1n ) and (X n1 ) to (Y 1n ) and (Y n1 ), respectively. For all ℓ < n, if X ij ∈ I ℓ /I ℓ−1 , then the ideal (X ij ) + I ℓ−1 is mapped
Proof. Assume throughout that j > i. The case with j < i is similar. Throughout we use Φ to denote the given isomorphism as well as any induced isomorphism
The lemma is true when ℓ = 0 by assumption. Assume it holds for all ideals I k with k < ℓ. Let S be the set of X ij in I ℓ /I ℓ−1 , S + = {X ij ∈ S | i < j}, and
Claim 1: If X lm ∈ S + with X lm = X ij , then Y ij is a summand of Φ(X ij ) and not a summand of Φ(X lm ).
Either l > i and m > j or l < i and m < j. Assume the former. Note that Y ij and Y lm are the only two generators in T + such that a linear combination of Y ij Y lm and Y lm Y ij is nonzero in (Y im ). Let r be minimal such that X im ∈ I r . Because m > j then it follows that r < ℓ. Hence, by the inductive hypothesis,
Suppose b 1 and a 2 are nonzero. Write Φ(
, then our hypothesis that b 1 = 0 implies
Hence, a 2 = 0 implies Thus, λ 2 = 1, violating our hypothesis.
Hence, a 1 b 2 = 0 Since a 2 b 1 = 0, then 1 = p li p jm q li q jm = (λ −1 q mj )(λ −1 q il )q li q lm = λ −2 .
Thus, λ 2 = 1, again violating our hypothesis. We our now ready to prove our main theorem. (1) λ = µ and p = q;
Proof. First, we will establish the indicated isomorphisms. (1) is obtained as from the map X ij → Y ij . (2) and ( and Φ(X n1 ) either fix their respective positions or interchange them. We consider the case where they are fixed and claim that p = q. Choose j, m ∈ {1, . . . , n}, j < m. By Lemma 5.7, the coefficient of Y 1j Y 1m in Φ(X 1m X 1j − p jm X 1j X 1m ) is p jm − q jm (see (⋆)). Hence, p jm = q jm for all j, m and so p = q.
