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Abstract
Data deduplication is the task of detecting records in a database that correspond
to the same real-world entity. Our goal is to develop a procedure that samples
uniformly from the set of entities present in the database in the presence of dupli-
cates. We accomplish this by a two-stage process. In the first step, we estimate the
frequencies of all the entities in the database. In the second step, we use rejection
sampling to obtain a (approximately) uniform sample from the set of entities. How-
ever, efficiently estimating the frequency of all the entities is a non-trivial task and
not attainable in the general case. Hence, we consider various natural properties
of the data under which such frequency estimation (and consequently uniform
sampling) is possible. Under each of those assumptions, we provide sampling
algorithms and give proofs of the complexity (both statistical and computational)
of our approach. We complement our study by conducting extensive experiments
on both real and synthetic datasets.
1 Introduction
In various domains, people rely on data to make critical decisions. For example, businesses use data
to decide about operations, sales, and marketing; Hospitals maintain patient records to track their
treatments; Governments keep a census of their population to determine various aspects of public
policy. Due to the complexity of the acquisition system and various human errors, this data is often
noisy. These errors also affect the statistical properties of the dataset, which compromises its utility
in various analytics.
One common type of error in a dataset is the presence of multiple records that correspond to the same
real-world entity — often because the data is collected from multiple sources and curated by multiple
teams of people [1]. The presence of duplicate records causes various problems for the downstream
tasks. For example, consider the problem of estimating the mean and/or variance of some column
of a table. The presence of duplicates can lead to inaccurate estimates [2]. Another example is
unsupervised learning tasks, such as k-means clustering, where the presence of duplicates can perturb
the computed centres and drastically change the clustering output. Similarly, in a supervised learning
setting, the presence of duplicates changes the optimization function leading to undesired behaviour.
This process of de-duplicating the data is also referred to as record linkage [3] or reference matching
[4], or copy detection [5].
One common approach for removing the duplicates from a given dataset is compute a similarity
(or distance) score for each pair of records, then clustering techniques are usually used to generate
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groups of records (a cluster represents duplicate records). Generating all record-pairs has a time
complexity of O(|X|2) where X denotes the dataset. To reduce the quadratic dependence on the
dataset-size, blocking techniques are used in the database community [6, 7, 8, 9]. Locality-sensitive
hashing are a class of methods, which partition a dataset into blocks such that similar points share a
block and dis-similar points are partitioned across different blocks with very high probability. The
problem of detecting duplicates across the entire dataset now reduces to the problem of detecting
duplicates across the blocks. Hence, the time complexity of these methods is O(|X|2/B) where B is
the number of blocks into which the data is partitioned. The quadratic time-complexity can still be
computationally prohibitive for large-scale datasets that are common in the industry.
The complexity of these methods can still be prohibitive or unnecessary in many scenarios. Consider
the following thought experiment, where we are given an unclean dataset X . Let E be the set
containing the distinct unique entities entities in X , and consider the task of estimating the mean of
E. One approach is to use any of the previous methods to detect the duplicates in X , remove them to
construct E, and compute the mean in E. However, for the purpose of estimation, full construction of
E is unnecessary. If we had a procedure A, which generates a sample from E (without constructing
the full data set), we can use the sampled set S to estimate the mean. Note that the above discussion
is equally applicable to machine learning tasks such as classification, where the goal is to estimate
the best classifier. Finding such a sampling algorithm A, is the goal of this paper. We lay down the
theoretical foundations for this framework. Formally,
Given an unclean dataset X with duplicate entities, find a method A which can sample uniformly
from the clean version E of the dataset (or the set of unique distinct entities of X).
A previous approach, Sample-and-Clean [10] uses sampling approaches for data deduplication; if the
frequency for all the entities e ∈ E are known, the authors proposed a method to sample uniformly
from the set E. However, the assumption that the frequencies are known is extremely restrictive. In
almost all practical situations, we do not expect to have access to such information. In this paper,
we propose the following two-stage approach. In the first stage, we estimate the frequency of all the
entities from a small sample. In the second stage, we use these estimates to obtain a set sampled
uniformly at random from E. However, it is well-established that estimating frequencies (the first
stage) is a non-trivial task [11, 12]. A simple application of the fundamental theorem of learning
shows that no such A (which is based on estimating frequencies) can exist in general for arbitrary
datasets. Observation 1 (using Thm. 6.7 in [13]) asserts that to get a reliable estimate of the frequency
for an entity with low frequency, we need a linear number of samples.
Observation 1 (First impossibility result for sampling). Let X = {
f1 times︷ ︸︸ ︷
e1, . . . , e1,
f2 times︷ ︸︸ ︷
e2, . . . , e2} be a
dataset with two entities with frequencies f1 and f2 respectively such that f1 ≤
√
n where n = |X|.
Let A be any algorithm which receives a sample S of size m and tries to estimate the frequency of
the entities e1 and e2. Let fˆ1, fˆ2 be the estimated frequencies. If |fˆ1 − f1| ≤ f1 with probability
atleast 1− δ, then we have that m > C n log(1/δ)2
In this paper, we investigate certain properties of the data under which it is possible to construct
efficient (both statistical and computational) procedures that can sample uniformly at random form
the set of entities E. We consider three categories of datasets/methods: (1) in Section 3, we consider
datasets that are ‘balanced’ (Defn. 2) and show how that can help us estimate the frequencies of all
the entities from a ‘small’ sample; (2) in Section 4, we consider datasets that can be successfully
partitioned into hashing blocks, and we show how access to such blocks can help us estimate the
frequencies and then sample uniformly from the set of entities E; and (3) in section 5, we consider
the case when the dataset is generated by a mixture of k-spherical Gaussian distributions. For all the
three cases, we provide mathematical bounds to prove correctness of our approach. Finally, in Section
6, we provide extensive experimental evaluation of our approach on both synthetic and real-world
datasets. Considering each method assumptions, we inject duplicate data into the real datasets and
then we evaluate our methods by comparing the average of the output sample with the original data
average.
In Table 1, we give an overview of all methods that we cover in this paper. The Gaussian prior method
assumes a property of whole space and the generative process which is stronger than the LSH-based
method. The LSH-based method assumes the boundary of each cluster is known. The balanced
dataset method needs the lower-bound on the smallest cluster size, which is a weaker assumption
than LSH-based method.
2
Method Goal Assumptions Sample Complexity References
Goodman Unbiased estimator for |E| |E|  n Ω
(
|E|
)
[14]
Valiant Distribution support size Large |E| Ω
(
|E|
log |E|
)
[15]
Sample-and-Clean Unbiased avg estimator f1, . . . , f|E| are given NA [10]
Balanced Datasets Uniform Sample η-balance O
(
1
2η2
(
log |E| log log |E|η + log 1δ
))
Thm 13&8
LSH-based Uniform Sample δ-isotropic set O
(
q
[
log s+ log( 2qδ )
])
Thm 24
Gaussian prior Uniform Sample Well-Separated GMM O
(
d3(log k2+log log −1+log δ−1)
ηminτ22
)
Thm 12
Table 1: Bounds on the sample complexities of learning rejection process of generating uniform
distribution. These results promise error of  with probability δ. |E| determine the number of entities.
s is the maximum distance of lower and upper boundaries. q is the number of blocks. d is the
dimension of Gaussians and k determine the number of them. ηmin is the smallest weight parameter.
2 Preliminaries and solution overview
We denote by X , the original unclean dataset. Let E be the set of entities in X . That is, E is
the set of distinct elements(unique entities) in X . The frequency of an entity e ∈ E is defined as
freq(e) = |x ∈ X : x = e| and the probability of an entity is defined as prob(e) = freq(e)|X| . We
denote by TX , the uniform distribution over the entities of X . In this paper, our goal is to sample
(approximately) according to TX . Thus, we need a metric of distance between two distributions to
quantify how far we are from our goal. For this, we use the total variation distance which is defined
as dTV (P,Q) = supA⊆X |P(A)−Q(A)|
Definition 1 (Cleanable). Given set X and parameters , δ ∈ (0, 1). Let E be the set of entities of
X . We say that X is cleanable if there exists an algorithm A and function f such that we have the
following. If A receives a sample S of size m ≥ f(, δ) then with probability atleast 1− δ (over the
choice of S), A outputs a distribution P such that dTV (P, TX) ≤ 
If such an algorithmA exists for a dataset, we say thatA cleans X . Furthermore, X is cleanable with
sample complexity given by f . Our general two-stage approach for constructingA is described below.
Note that instead of outputting a distribution P , we output a set P of size p, sampled according to P
[16].
Algorithm 1: Uniform sampling from the clean data
Input: Dataset X = {x1, . . . , xn}, sample size p
Output: Sample P
1 First stage
2 Use a procedure F , to estimate the probabilities (or frequencies) for all e ∈ E.
3 Let pˆ(e) be the estimated probabilities and let m = min pˆ(e)
4 Second stage
5 while |P | 6= p do
6 Sample v ∈ X uniformly at random and let a be a uniform random number in [0, 1]
7 if a < m
pˆ(v)
then
8 Add v to P
9 end
10 end
11 return P
The second stage is a rejection sampling step, where we accept a point with probability inversely
proportional to its (estimated) frequency. Thus, if the estimates are accurate, each point has an
(approximately) equal probability of getting selected. The key component of our approach is the
procedure F used during the first stage. Since, it is not possible to have an F in the general case,
depending upon different properties of the dataset X , we use different procedures, as described in
Section 1.
Case 1: Balanced datasets The data balance property asserts that the probability of each entity is
atleast η. In Section 3, we describe a cleaning procedure for when the data has this property.
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Definition 2 (η-balance). Given a set X and the corresponding set of entities E. We say that X is
η-balanced w.r.t E if mine∈E prob(e) ≥ η.
Case 2: Blocked datasets Next, let us consider the opposite spectrum for de-duplication applica-
tions; a common scenario described below where each entity has a small (atmost a constant) number
of duplicates. To uniformly sample in the such scenarios, we turn our attention towards Locality
Sensitive Hashing or LSH-based methods. LSH is a popular technique that aims to partition a given
dataset (and an associated similarity or distance metric) into blocks such that two points whose
similarity is above a certain threshold lie in the same block. 1 A generic definition of LSH and related
methods is given in the appendix section B.1. In Section 4, we assume that the dataset has been
partitioned into blocks by a suitable LSH-based method. We cluster each block using the framework
of regularized k-means algorithm [17].
Definition 3 (Regularized k-means objective). Given a clustering instance (X, d) and the num-
ber of clusters k. Partition X into k + 1 subsets C = {C1, . . . , Ck, Ck+1} so as to minimize∑k
i=1
∑
x∈Ci d
2(x, µi) + λ|Ck+1|. Here µi represents the center of Ci where the cluster centres
µ1, . . . , µk. In this framework, the algorithm is allowed to ‘discard’ points into a garbage cluster
Ck+1.
We then combine the clustering of each of these blocks into a clustering of the whole dataset. In
Section 4, we further prove that if the dataset has the δ-isotropic property (defined next), then our
LSH and clustering based method cleans X .
Definition 4 (δ-isotropic set). Let D be an isotropic distribution on the unit ball centred at the origin.
Let E = {e1, . . . , en} be points such that ‖ei − ej‖ > δ > 2. Let Di be the measure D translated
w.r.t ei. Let Xi be a set of size ni generated according to the distribution Di. We say that X = ∪Xi
is a δ-isotropic set and E is the set of entities of X .
Some common example of isotropic distributions include standard Gaussian distribution, Bernoulli
distribution, spherical distributions, uniform distribution and many more [18].
Case 3: Gaussian prior Finally, in Section 5, we look at the same problem from a generative
perspective. That is when the probability of each entity is well-approximated by a mixture of k
Gaussians (Defn. 6).
Definition 5 (Well-Separated Gaussian mixture models). For i ∈ {1, . . . , k}, let µi,Σi be the
parameters of k different Gaussian distributions. Also, let the mixing weights ηi ∈ [0, 1] be such that∑
i ηi = 1. A mixture of k Gaussians is well-separated if for all i 6= j, we have that ‖µi − µj‖ ≥
C max(σi, σj)
√
log(ρσ/ηmin) = O(
√
log k)
We say that a database X has ξ-gmm property if it can be ‘well-approximated’ by a mixture of k
Gaussian distributions. We describe this intuition formally below.
Definition 6 (ξ-GMM property). Given a finite dataset X . Let ηi, µi and σi be the parameters of a
well-separated mixture of k spherical Gaussians with density functionN . We say that X has ξ-GMM
property if for all x ∈ X , we have that |prob(x)−N (x)| ≤ N (x)ξ
3 Sampling for balanced datasets
In this section, we consider datasets that satisfy the η-balanced property (Defn. 2). The cleaning
algorithm is as described in Alg. 1. Procedure F (which estimates the frequencies) works as follows.
We first sample a set T of sizem uniformly at random fromX . We compute the count of all entities in
our sample T and use the counts (divided bym) as probability estimates for these sampled points. The
detailed approach is included in the appendix. (see Alg. 5 in appendix). Thm. 13 establishes rigorous
bounds on the approximation guarantees of our sampling procedure. It shows that the sampling
distribution approximates the uniform distribution (where the distance between two distributions is
measured by total variation distance). Thm. 8 analyses the time complexity of our approach and
shows that the time taken to sample one point is constant in expectation.
Theorem 7. Given a finite dataset X = {x1, . . . , xn} which satisfies η-balance property w.r.t its
set of entities E. Let A be as described in Alg. 1 with procedure F as described in Alg. 5. If F
receives a sample of size m ≥ f(, δ) := a2η2
(
log |E| log log |E|η + log 1δ
)
then A cleans X with
sample-complexity given by the function f .
1The actual definition says that two points lie in the same block with probability proportional to their
similarity. But a non-probabilistic treatment suffices for this section.
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Theorem 8. Let the framework be as in Thm. 13. And define η1 = maxe∈E prob(e) and η2 =
mine∈E prob(e). Then the preprocessing time of algorithm A is O(log2 |E|) and the expected time
taken to sample one point is O(η1η2 ).
The data-balance property implies that all the entities have a frequency of atleast η|X|. However, this
assumption does not hold in all cases. As a statistical sufficient extreme example, consider a dataset
which has no duplicates. For this dataset, η = 1|X| and our sample complexity results are vacuous.
4 LSH-based sampling
In Section 3, we saw a method that samples approximately according to the uniform distribution
(over the entities) if the given dataset has η-niceness. The number of samples required to construct
this distribution is O( 1η2 log
1
η ). In situations when η = O(
1
n ), the bounds from the previous section
are vacuous. In this section, we assume that the data has been partitioned into hash-blocks such that
all the duplicates are within the same block. That is for all x ∈ X , all y which correspond to the
same entity as x, share the same hash-block. Hence, we can treat each block as a separate instance of
the cleaning (or the de-duplication) problem.
Our goal is to estimate the frequency (or probability) of each entity in E. To achieve this goal, we
cluster the set X and then estimate the frequency of an entity e as the number points that belong
to the same cluster as e. Since each block can be treated independently, we focus on clustering a
hash-block rather than the whole set. Clustering a hash block, although easier than clustering the
entire dataset, still has some issues: the number of clusters is still unknown and hence standard
clustering formulations are inapplicable for our setting. In Section 4.1, we describe our regularized
clustering algorithm which can cluster each hash block given k, the number of non-singleton clusters.
The exact knowledge of the number of non-singleton clusters for each hash block can still be
restrictive in many applications. A weaker assumption is the knowledge of an upper and lower bound
on the number of non-singleton clusters within each hash-block. That is for each block, we know that
k ∈ [k1, k2] where k is the number of non-singleton clusters and k1 and k2 are known. In Section
B.3, we describe a principled approach to select the right value of k based on the framework of SSC
(semi-supervised clustering) introduced in [19, 20] and describe our complete sampling approach.
4.1 Regularized k-means clustering
To solve the optimization problem in Defn. 3, we use the following strategy. We first decide which
points go into the set Ck+1 (that is which points belong to singleton clusters). We remove those
points from the set and k-cluster the remaining points using an SDP based algorithm (same as in
[17]). Our approach is described in Alg. 2. For space constraints, some of the details of our approach
are included in the appendix section.
Algorithm 2: Regularized k-means clustering
Input: Clustering instance (X, d), the number of non-singleton clusters k and constant µ
Output: Partition into k + 1 clusters.
1 For all x, compute Sx = {y : d(x, y) ≤ µ}. If |Sx| > 1 then X ′ = X ′ ∪ Sx.
2 Ck+1 = X \X ′ and X = X ′.
3 If |X| ≤ constant, execute a brute force search for all possible k partitions.
4 Return the output of Alg.1 in [17] with input X, k and λ =∞.
Next, Thm. 19 shows that under δ-isotropic assumption and if the number of non-singleton clusters k
is known, then Alg. 2 finds the desired clustering solution.
Theorem 9. Given a clustering instance (X, d) where xi ∈ X has dimension p. Let X be a δ-
isotropic set and let E = {e1, . . . , en} be the set of entities of X . Let e1, . . . , ek be the set of
non-singleton entities of X . In addition, let ei ∈ X . Denote by Bi all the records in X which
correspond to the entity ei and Ck+1 = {ek+1, . . . , en}. If δ > 2 + O(
√
k/p) then there exists a
constant c > 0 such that with probability at least 1 − 2p exp( −cNθ
p log2N
) Alg. 2 finds the intended
cluster solution C∗ = {B1, . . . , Bk, Ck+1} when given X, k and µ = 1 as input.
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4.2 Semi-supervised clustering
In the previous section, we discussed an algorithm, which finds the target clustering when the number
of non-singleton clusters k is known. In this section, we extend it to the case when it is given that
k ∈ [k1, k2]. We use the framework of semi-supervised clustering selection (SSC).
Definition 10 (Semi-Supervised Clustering (SSC) [19]). Given a clustering instance (X, d). Let
C∗ be an unknown target clustering of X . Find Cˆ ∈ G := {C1, . . . , Cp} such that Cˆ =
arg minC∈G LC∗(C) where LC∗(C) measures the (weighted) average of the fraction of pairs
of points which belong to the same= cluster according to C∗ but belong to different clusters in C
plus the fraction of pairs which belong to the different clusters in C∗ but belong to same cluster in C.
For each value of k from k1, . . . , k2, we use Alg. 2, to generate clusterings G = {Ck1 , . . . , Ck2}.
Note the each Cki is a clustering of the given dataset. We then use the SSC framework to select the
best clustering from G. Owing to space constraints, we describe the details of the SSC algorithm
(almost identical to the algorithm in [20]) and related proofs in the appendix section. We describe our
“clustering and hashing” based sampling algorithm and then prove the main result from this section.
Algorithm 3: Probability estimates for all entities under LSH
Input: Dataset X which has been partitioned in to blocks X1, . . . , Xq and sample size m
Output: pˆ.
1 while 1 ≤ i ≤ q do
2 let the number of non-singleton clusters ∈ [ki1, k2i].
3 let Fi = φ.
4 for k ∈ [ki1, ki2] do
5 Use Alg. 2 with input Xi, d, k to obtain clustering C.
6 Let Gi = Gi ∪ C.
7 Use the SSC framework (Alg. 8 in appendix) with sample m
q
to obtain Cˆi of Xi.
8 end
9 Combine the clusterings to obtain a clustering Cˆ of the whole set X .
10 end
11 Define pˆ(e) = 1|Cˆ(e)| where C(e) denotes the number of points which belong to the same cluster as e.
Theorem 11. Given a finite dataset X = {x1, . . . , xn} which has the δ-isotropic property w.r.t its
set of entities E. Let xi have dimension g. Let X be partitioned into blocks X1, . . . , Xq such that all
records corresponding to the same entity lie within the same hash block. For each of the blocks Xi let
ki be the number of entities with number of corresponding records greater than 1 (or non-singleton
clusters). Let C∗i be the corresponding clustering of the non-singleton entities of Xi be such that any
other clustering C of Xi has loss LC∗i (C) > o(α). Let A be as described in Alg. 1 with procedure
F as described in Alg. 3. If F receives a sample of size m ≥ aq log s+log(
2q
δ )
α2 where a is a universal
constant and s = maxi(ki2 − ki1) where ki2, ki1 are as defined in Alg. 3. Then with probability
atleast 1− δ − 2gq exp( −cNθ
g log2N
)2, A samples a set P of size p such that
dTV (P, TX) = 0.
5 Sampling under a Gaussian prior
In this section, we consider finite datasets X , which have been generated by a distribution that has
the ξ-GMM property. That is, the probabilities of all the entities can be well approximated by a
mixture of k-Gaussian distributions. We use the popular EM algorithm to estimate the parameters
of the mixture model. Next, we prove that if the generative model is a mixture of k well-separated
spherical Gaussians then the above approach samples a point approximately according to the uniform
distribution.
Theorem 12. Given a finite dataset X which has the ξ-GMM property w.r.t an unknown density
function N with parameters ηi, µi, σi and τ = minN . Let E be the set of entities of X .Let A be
2c is a global constant and N = minBi where Bi is the total number of points in non-single clusters for
1 ≤ i ≤ q. The minimum is over all Bi greater than a large global constant.
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Algorithm 4: Probability estimates for all entities under GMM prior
Input: Dataset X ⊆ Rd, the number of mixtures k, sample size m and number of steps T
Output: Sample S
1 Run the EM algorithm for T steps with X as input and obtain parameters θi = (ηˆi, µˆi, σˆi).
2 Define Nˆ (x) =∑i ηˆiN (x; µˆi, σˆi) whereN (x;µ, σ) is the Gaussian with mean µ and variance σ2.
as described in Alg. 1 with procedure F as described in Alg. 4. If F receives a sample of size
m > C ′ d
3(log(k2T )+log( 1δ ))
ηminτ22
and T = O(log( 1τ )) as input, then A samples a set P according to a
distribution P such that
dTV (P(e), TX) ≤ + ξ
with probability atleast 1 − δ − T
k30nC−2 where C is the separation parameter for the spherical
Gaussians. Note, we assume that the parameters for the EM algorithm are initialized as in Thm. 26
(in the appendix).
We see that the sample complexity depends inversely on τ . This shows that the sampling gets
progressively more difficult for distributions that have a long tail. Also, we see that ξ introduces a
bias in our estimates. The smaller the ξ, the better we estimate the true frequencies (or probabilities).
6 Experimental Results
In this section, experiments have been divided into two parts, the experiments that show behaviours
of our framework and experiments compare our estimator to Sample-and-Clean [10] on some real
datasets. We describe the datasets, metrics, and experimental settings used to validate our estimator in
appendix. We determine Error = |RealAvg −EstimatedAvg|/RealAvg, and evaluate different
method over our datasets. We repeated each experiment until, we see convergence in the average of
the errors.
6.1 Effect of Sampling Size and Dataset Balance
We evaluate our sampling method for balance dataset under different sample sizes and perform this
evaluation for different duplication ratios. For this experience, we use TPC-H dataset and we inject
duplicated values manually. Table 2 shows that for different duplication rates, the method has a
similar behaviour and the error decreases as the sample size increases, the error is strictly smaller than
the theoretical upper bound. In Table 3, we generate an arbitrary distribution for entities frequencies.
From Table 2 and Table 3, as Thm 13 suggests, we confirm that the imbalance dataset weaken the
uniform sample generation.
dup 0.01 0.02 0.04 0.06 0.08 0.1
0.1 2.12# 1.64 1.41 1.23 1.11 1.16
0.15 3.12 2.03 1.84 1.92 1.76 1.69
0.2 3.14 2.24 1.97 1.84 1.80 1.74
0.25 4.26 4.02 3.65 2.93 2.61 2.17
0.3 5.21 4.94 4.57 3.84 3.33 2.89
# Values ×10−3.
Table 2: The precision changes in different
sample sizes under generative process for du-
plication with uniform distribution. By in-
creasing the duplication ratio, the error of our
framework increases. dup presents duplica-
tion rate.
dup 0.01 0.02 0.04 0.06 0.08 0.1
0.1 2.58# 2.03 1.69 1.38 1.26 1.19
0.15 3.66 3.17 2.50 2.03 1.89 1.79
0.2 4.62 4.14 3.61 3.08 2.59 2.42
0.25 5.32 4.88 4.37 3.84 3.29 2.73
0.3 5.94 5.45 4.99 4.73 4.03 3.79
# Values ×10−3.
Table 3: Our estimator is independent from
duplication distribution of entities. The
datasets that considered has non-uniform du-
plication over their entities.
6.2 Our Methods Over Real Datasets
We conducted a set of experiments on real datasets to evaluate our method and evaluate our theoretical
bounds. We set δ = 0.9 and obtain all information each method needs directly from data. For each
sample size, we repeat for 100 times and calculate the average of the errors. Fig 1 shows the result of
the Alg. 1 for four real datasets, and the dashed line is linear regression of the upper-bound suggested
by Thm. 13. Figure 2 shows the result of Alg. 3 and the dashed lines show the upper bound given by
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Figure 3: Applying GMM
method on real datasets.
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Thm. 24. In Fig 3, we used the Alg 4, and computed the upper bound by using Thm. 12. As we know
the assumption of Gaussian prior is stronger than LSH and LSH is stronger that balanced dataset.
Gaussian method on a random dataset has weaker performance, which can approved by comparing
Fig 3 with Fig 2 and Fig 1.
6.3 Comparison to Other Methods Over Real Data
In this section, we compare out methods to RawSC and NormalizedSC in Sample-and-Clean [10] on
real and synthetic datasets. We use samples with size 30% of the dataset, and measure accuracy =
1− error. We use the optimal blocking function for RawSC and NormalizedSC.
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Figure 4: accuracy of proposed methods and methods in [10]. In Sensor and TPC-H, duplicated
records are added manually.
As you can see in Figure 4, accuracy of our methods outperforms the the-state-of-art sample cleaning
framework. In each method, we computed the assumed information as the method input. For each
experiment, we computed the average of 100 experiments.
7 Conclusion and Open Problems
Obtaining correct information from data with repetitive records is an important problem [21]. Dedu-
plicating the entire dataset is computationally expensive. We solve the problem by approximating
the uniform distribution over the clean data. Generating uniform sample from such a data is not
always possible. Knowing additional data properties can make the problem feasible and solvable. We
consider three approaches that work under different circumstances. These methods return samples
that can be used for any downstream analytical purpose, because it has the same properties as a
uniform sample from the cleaned version of the data. There are some open-ended questions in our
research. One direction of research can explore other weaker and/or natural assumptions under which
the problem is still solvable. Another direction of research involves providing tighter bounds and/or
lower bounds for the methods presented in this paper. Another important question, is if it possible
to verify that a given dataset satisfies any of the niceness conditions. For example, is it possible to
estimate the value of η for a balanced dataset (Section 3). In the appendix, we have introduced a
8
method which provides a lower bound estimate for the balance parameter η. However, the number
of samples needed (upper and lower bound) to obtain this estimate is an open question. Similar
questions can be posed for the other niceness conditions introduced in this paper.
8 Broader Impact
The ability to provide a clean sample from large unclean data sets will solve two main problems in
large-scale data cleaning: (1) avoiding the prohibitively costly process of cleaning large data sets
to perform simple analytic tasks, which often requires a small clean sample; and (2) significantly
accelerating the development of data prep solutions, which use clean sample to choose model
parameters and solution settings. Our continuous discussions with large enterprises, through startups
dedicated to data cleaning, revealed that the ability to effectively produce clean samples from large
unclean data repositories is a major bottleneck in making these data sets available in data science
pipelines. We believe that the paper addresses this important problem, and opens the door to more
follow-up works that further relaxes the initial assumptions made in this proposal.
Appendix
A Sampling for balanced datasets
Algorithm 5: Probability estimates of all the entities for balanced datasets
1 Input: Dataset X = {x1, . . . , xn}
2 Output: Probability estimates pˆ1, . . . , pˆE for all the entities in X .
3 Let W = {v1, v2, . . . , vm} be a set of size m sampled uniformly at random from X .
4 For all vi ∈W , let pˆ(vi) := |{w∈W :x=vi}|m .
5 For all vi ∈ X \W , let pˆ(vi) = minw∈W pˆ(w)
6 return pˆ
Theorem 13. Given a finite dataset X = {x1, . . . , xn} which satisfies η-balance property w.r.t its
set of entities E. Let A be as described in Alg. 1 with procedure F as described in Alg. 5. If F
receives a sample of size
m ≥ f(, δ) := a
2η2
(
log |E| log log |E|
η
+ log
1
δ
)
then A cleans X with sample-complexity given by the function f .
Proof. Let m,W and A be as defined in the description of Alg. 5. Let hx = {xi ∈ X : xi = x}.
And let H = {hx : x ∈ X} be a set of subsets of X . Now, |H| = |E| = r. Hence, we get that the
vcdim(H) ≤ log r. Now, using the classical result from learning theory (Thm. 30), we get that if
m ≥ a
2
(
d log
d

+ log
1
δ
)
=: M
where d = log r is an upper-bound on the vcdim(H), then with probability atleast 1− δ, we have
that for all hx ∈ H ,
∣∣∣ |hx∩W ||W | − p(hx)∣∣∣ ≤ . Now, denote by q(x) := |hx∩W ||W | . Then, we get that for
m ≥M , with probability 1− δ, for all x ∈ X, ∣∣q(x)− p(x)∣∣ ≤ . Now, for all x 6∈W , we have that
p(x) ≤  which contradicts the fact that p(x) > η. Thus, we see that the sampling procedure samples
a point with probability q(x) ∝ p(x)pˆ(x) where 1− η− ≤ p(x)pˆ(x) ≤ 1 + η− Choosing  = (1+)η gives
us the result of the theorem.
Theorem 14. Let the framework be as in Thm. 13. And define η1 = maxe∈E prob(e) and η2 =
mine∈E prob(e). Then the algorithm A has the following properties.
• The preprocessing time is O(log2 |E|).
• The expected time taken to sample one point is O(η1η2 ).
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Proof. Note that the preprocessing time depends linearly on m. Using the bound on m from Thm.
13 the result on pre-processing time follows. Similarly, the expected time taken to sample a point
is upper bounded by η1+η− where  is as defined in the proof of Thm. 13. Substituting the values of
 = (1+)η, we get that the expectation is upper bounded by + (1 + )
η1
η2
.
A.1 Approximating η with Sampling
, and under the assumption of η-balanced, we proved balanced dataset method. In this section, we
give an analysis that can approximate η using the given sample T . Let m be the sample size. We
know the fact that in discrete distribution 1n ≤ mini |Ei||m| ≤ 1|E| and 1|E| ≤ maxi |Ei||m| ≤ 1− |E|n . This
means the distribution of values in |E|m is dependent on η. Let fi be the number of values that appear
exactly i times in T and denote by r the number of distinct values in the sample, so
∑m
i=1 fi = r and∑m
i=1 ifi = m.
Theorem 15. Given a the sample S = {v1, v2, . . . , vm}. Denote the values of |E|n with c, then we
have the following inequality
η ≥ 1
Eˆ
− (1− 1
Eˆ
)σc
√
2r
where
Eˆ = r +
m∑
i=1
(−1)i+1 (n−m+ i− 1)!(m− i)!
(n−m− 1)!m! fi , σc =
√√√√1
r
∑
c∈c
c2 −
(
1
r
∑
c∈c
c
)2
.
Proof. η-niceness provide a lower bound of values on c. Using this fact, we can determine the
variance of c. If we know the minimum of a distribution is η, The smallest possible maximum would
be 1−η|E|−1 . From Szo˝kefalvi Nagy inequality [22] if maximum value be Max and minimum value be
Min, we have the following
1
r
∑
c∈c
c2 −
(
1
r
∑
c∈c
c
)2
≥ (Max−Min)
2
2r
We denote the left side of the inequality with σ2c . Max is unknown, but Max ≥ 1−η|E|−1 , so we have
σ2c ≥
( 1−η|E|−1−η)2
2r . We can obtain η ≥ 1|E| − (1 − 1|E| )σc
√
2r. We use Goodman estimator [14] to
obtain an unbiased estimation of |E|.
Eˆ = r +
m∑
i=1
(−1)i+1 (n−m+ i− 1)!(m− i)!
(n−m− 1)!m! fi (1)
Note that η is fixed in the given dataset, so we can use a parallel sample to approximate η.
B LSH-based sampling
Definition 16 (Hash function). Given a set X . A hash function h : X → {1, . . . , k} partitions the
set X into k blocks.
Definition 17 (LSH). Given a set X and a similarity measure s : X ×X → [0, 1]. LetH be a set of
functions over X . An LSH for the similarity measure s is a probability distribution overH such that
for all x1, x2 ∈ X
P
h∈H
[h(x1) = h(x2)] = s(x1, x2)
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B.1 Locality Sensitive Hashing
Note that the above definition is terms of similarity function s. For our purposes, it will be more
comfortable to talk in terms of the distance metric d, rather than a similarity function. Note that a
given distance metric implies a similarity function and vice-versa. Hence, given (X, d), if there exists
a such a probability distribution, then we say that the given metric d is LSH-able.
We are now ready to describe a generic hashing scheme based on a LSH-able metric. Sample hash
functions h1, . . . , hk and group them into k groups H1, . . . ,Hr of size s each, that is, rs = k. Now,
two points x1, x2 end in the same block if they have same hash value on either one of the k groups.
The approach is described below.
Algorithm 6: A generic LSH based hashing algorithm [23, 24]
Input: (X, d), a class of hash functionsH and integers r, s.
Output: Partition Q of the set X .
1 Let D be a distribution over H which satisfies Defn. 17 and let k = rs.
2 Sample hash functions h1, . . . , hk iid using D.
3 Group the hash functions into s bands. Each band contains r hash functions.
4 For all x and 0 ≤ i ≤ s− 1, let gi(x) = (his+1(x), . . . , his+r(x)). That is, gi(x) represents the
ith signature of x.
5 Let Q be the partition induced by gi’s. That is, if there exists 0 ≤ i < s such that
gi(x1) = gi(x2) then x1 and x2 belong to the same group in Q.
6 Output Q.
Theorem 18. Given a set X , a distance function d : X ×X → [0, 1], a class of hash functions H ,
threshold parameter λ and a parameter δ. Let A be a generic LSH based algorithm (Alg. 6)
Choose r, s such that 12λ < r <
1
− ln(1−λ) and s = d2.2 ln( 1δ )e. Define δ′ := s ln(1 + δ). Then for
x1, x2 ∈ X
• If d(x1, x2) ≤ λ then Ph∈H [ q(x1, x2) = 1] > 1− δ
where q(x, y) = 1 iff x, y belong to the same group in Q.
Proof. Observe that
P[b(x, y) = 0] = P [∩s
i=1
gi(x) 6= gi(y)] =
∏
i
(
1−
r∏
j=1
P[h(i−1)r+j(x) = h(i−1)r+j(y)]
)
=
s∏
i=1
(1−
r∏
j=1
f(x, y)) = (1− f(x, y)r)s
Consider the case when d(x, y) ≤ λ. From the choice of s, we know that s ≥ 2.2 ln(1/δ) =⇒ s ≥
ln(1/δ)
1−ln(e−1) ⇐⇒ 1− 1e ≤ δ1/s. From the choice of r, we know that r < 1− ln(1−λ) ⇐⇒ r ln( 11−λ ) <
1 ⇐⇒ (1 − λ)r > 1e . Hence, then we have that P[b(x, y) = 0] = (1 − (1 − d(x, y))r)s ≤
(1− (1− λ)r)s < δ.
For the simplicity of analysis, for the rest of the subsections, we will assume that if x1, x2 ∈ X are
duplicates of one another then q(x1, x2) = 1. In the probabilistic case our results hold true with the
corresponding probability.
B.2 Regularized k-means clustering
The algorithm is described in detail here.
Theorem 19. Given a clustering instance (X, d) where xi ∈ X has dimension p. Let X be a
δ-isotropic set and let E = {e1, . . . , en} be the set of entities of X . Let e1, . . . , ek be the set of
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Algorithm 7: Regularized k-means clustering
Input: Clustering instance (X, d), the number of non-singleton clusters k and constant µ
Output: Partition into k + 1 clusters.
1 For all x, compute Sx = {y : d(x, y) ≤ µ}. If |Sx| > 1 then X ′ = X ′ ∪ Sx.
2 Ck+1 = X \X ′ and X = X ′.
3 If |X| ≤ constant, execute a brute force search for all possible k partitions.
4 For all xi ∈ X , compute the matrix Dij = ‖xi − xj‖22.
5 Set λ =∞ and y = 0 and solve Eqn. 2 using any standard SDP solver and obtain matrix Z.
SDP

minZ,y Tr(DZ) + λ〈1, y〉
s.t. Tr(Z) = k(
Z+ZT
2
)
· 1+ y = 1
Z ≥ 0, y ≥ 0, Z  0
(2)
6 k-cluster the columns of XTZ to obtain clusters C1, . . . , Ck.
7 Output C′ = {C1, . . . , Ck, Ck+1}.
non-singleton entities of X . In addition, let ei ∈ X . Denote by Bi all the records in X which
correspond to the entity ei and Ck+1 = {ek+1, . . . , en}. If
δ > 2 +O
(√
k
p
)
then there exists a constant c > 0 such that with probability at least 1− 2p exp( −cNθ
p log2N
) Alg. 7 finds
the intended cluster solution C∗ = {B1, . . . , Bk, Ck+1} when given X, k and µ = 1 as input.
Proof. We know that X satisfies δ-isotropic condition. Hence, for all the entities e ∈ U :=
{ek+1, . . . , en}, we have that |Se| = 1. Also, for e ∈ U we have that e 6∈ Se′ (cause of δ-isotropy).
Thus, we have that e 6∈ X ′ and e ∈ Ck+1. Hence, we get that U ⊆ Ck+1.
Now, we will show that all x ∈ X \U , doesn’t belong to Ck+1. For the sake of contradiction, assume
that there exists x ∈ X \ U such that x ∈ Ck+1. WLOG, let x ∈ ei where 1 ≤ i ≤ k. This implies
that for all x′ ∈ X , x 6∈ S′x. This is a contradiction as x ∈ Sei . Thus, we get that U = Ck+1. Now,
using Thm. 5.7 from [25] completes the proof of the theorem.
B.3 Semi-supervised clustering
In the previous section, we discussed an algorithm which finds the target clustering when the number
of non-singleton clusters k is known. In this section, we extend it to the case when it is given that
k ∈ [k1, k2]. We use the framework of semi-supervised clustering selection (SSC) introduced in [19].
Definition 20 (Clustering loss). Given a clustering C of a set X and an unknown target clustering
C∗. Denote by P+ the uniform distribution over {(x, y) ∈ X2 : C∗(x, y) = 1} and P− the uniform
distribution over {(x, y) ∈ X2 : C∗(x, y) = 0}. The loss of clustering C is defined as
LC∗(C) = µ P
(x,y)∼P+
[
C(x, y) = 0] + (1− µ) P
(x,y)∼P−
[
C(x, y) = 1]
where C(x, y) = 1 iff x, y belong to the same cluster according to C.
Definition 21 (Semi-Supervised Clustering selection (SSC)). Given a clustering instance (X, d).
Let C∗ be an unknown target clustering of X . Find Cˆ ∈ G := {C1, . . . , Cp} such that
Cˆ = arg min
C∈G
LC∗(C) (3)
For each value of k from k1, . . . , k2, we use Alg. 2, to generate clusterings G = {Ck1 , . . . , Ck2}.
Note the each Cki is a clustering of the given dataset. We then use the SSC framework to select
the best clustering from G. Next, we describe our SSC algorithm. This is a standard empirical risk
minimization. We approximate the loss of all the clusterings from a sample and then choose one with
minimum empirical loss.
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Algorithm 8: Empirical Risk Minimization for SSC
Input: (X, d), a set of clusterings F , a C∗-oracle and size m.
Output: C ∈ F
1 Sample a pair (x, y) uniformly at random from X2. If C∗(x, y) = 1 then S+ = S+ ∪ (x, y) else
S− = S− ∪ (x, y).
2 Repeat till at least one of |S+| and |S−| is less than m.
3 Define pˆl(C) = |{(x,y)∈S+:C(x,y)=0}||S+| and nˆl(C) =
|{(x,y)∈S−:C(x,y)=0}|
|S−|
4 Define Lˆ(C) = µpˆl(C) + (1− µ)nˆl(C).
5 Output arg minC∈F Lˆ(C)
Theorem 22 (Sample Complexity). Given metric space (X, d), a class of clusterings F of size s and
a threshold parameter λ. Given , δ ∈ (0, 1) and a C∗-oracle. Let A be the ERbased approach as
described in Alg. 8 and C¯ be the output of A. Let C∗ ∈ F . If
m ≥ a log s+ log(
2
δ )
2
(4)
where a is a global constant then with probability at least 1− δ (over the randomness in the sampling
procedure), we have that
LC∗(C¯) ≤ 
Proof. The proof of the theorem involves a straightforward application of the fundamental theorem
of learning. If m > avcdim(F)+log(
1
δ )
2 , then with probability at least 1 − δ, we have that |nˆl(C) −
nl(C)| < . Similarly, we have that with probability at least 1− δ, we have that |pˆl(C)− pl(C)| < .
Combining these two equations, we get that with probability at least 1− 2δ, |lˆ(C)− l(C)| < . Now,
l(C¯) ≤ lˆ(C¯) +  ≤ lˆ(C∗) +  ≤ l(C∗) + 2. Substituting, δ = δ/2 and  = /2 completes the result
of the theorem.
Next we prove an upper bound on the number of queries to the oracle to sample m+ positive and m−
negative pairs.
Theorem 23 (Query Complexity). Let the framework be as in Thm. 22. In addition, let γ =
P[C∗(x, y) = 0]. With probability at least 1−exp (− ν2m−4 )−exp (− ν2m+4 ) over the randomness
in the sampling procedure, the number of same-cluster queries q made by A is
q ≤ (1 + ν)
(
m−
γ
+
m+
1− γ
)
Proof. Let q− denote the number queries to sample the set S−. Now, E[q−] = 1γ . Thus, using Thm.
31, we get that q− ≤ (1+ν)m−β(1−) with probability at least 1− exp(−ν
2m−
4 ).
B.4 Putting it all together
Theorem 24. Given a finite dataset X = {x1, . . . , xn} which has the δ-isotropic property w.r.t its
set of entities E. Let xi have dimension g. Let X be partitioned into blocks X1, . . . , Xq such that all
records corresponding to the same entity lie within the same hash block. For each of the blocks Xi let
ki be the number of entities with number of corresponding records greater than 1 (or non-singleton
clusters). Let C∗i be the corresponding clustering of the non-singleton entities of Xi be such that any
other clustering C of Xi has loss LC∗i (C) > o(α).
Let A be as described in Alg. 1 with procedure F as described in Alg. 3. If F receives a sample of
size m ≥ aq log s+log(
2q
δ )
α2 where a is a universal constant and s = maxi(ki2 − ki1) where ki2, ki1
are as defined in Alg. 3. Then with probability at least 1− δ − 2gq exp( −cNθ
g log2N
)3, A samples a set
3c is a global constant and N = minBi where Bi is the total number of points in non-single clusters for
1 ≤ i ≤ q. The minimum is over all Bi greater than a large global constant.
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P of size p such that
dTV (P, TX) = 0.
Proof. Let m be as in the statement of the theorem. Then, Thm. 22 implies that with probability at
least 1− δ, we have that for all i, LC∗i (Cˆi) ≤ . However, we know that for all clusterings Cˆi of Xi,
we have that LC∗i (Cˆi) > . Hence, Cˆi = C∗i . Hence, we get that Cˆ = C∗. In other words, Alg. 3
recovers the target clustering. Once the target clustering is known, the rest of the algorithm samples a
point uniformly at random and accepts it with probability proportional to 1|C(x)| where C(x) denotes
the cluster to which x belongs. Hence, for any entity e, we have that
P[e] ∝ |C
∗(e)|
|C(e)| = 1.
The extra 2gq exp( −cNθ
g log2N
) term is due to the success probability of the regularized sdp algorithm.
C Sampling under Gaussian prior
Theorem 25. Given a finite dataset X which has the ξ-GMM property w.r.t an unknown density
function N with parameters ηi, µi, σi and τ = minN . Let E be the set of entities of X . Let U be
the uniform distribution over E. Given m and T = O(log(1/τ)) as input, Alg. 4 samples a set S
according to a distribution P such that for all e ∈ E, we have that
|P(e)− U(e)| ≤ + ξ
Note, we assume that the parameters for the EM algorithm are initialized as in Thm. 26.
Proof. Let functions p and N be as defined in Defn. 6. Let Nˆ be as in Alg. 4 and ηi, µi, σi and
ηˆi, µˆi, σˆi be the parameters of the Gaussians N and Nˆ respectively.
From the description of Alg. 4, we see that each entity is sampled with probability P(e) = c p(e)Nˆ (e) .
Here, c is a constant such that
∑
e P(e) = 1. Moreover, using Defn. 6, we have that
(1− ξ)cN (e)Nˆ (e) ≤ P(e) ≤ (1 + ξ)c
N (e)
Nˆ (e) . (5)
Hence, we focus try to bound the term N (e)Nˆ (e) below. Now, using the definition of spherical Gaussians
and the result from Thm. 26 (in the appendix), we have that
N (e) =
∑
i
ηi
(2piσ2i )
d
2
exp
(−‖x− µi‖2
2σ2i
)
≤
∑
i
(1 + √
d
)
d
2 (1 + )ηˆi
(2piσˆ2i )
d
2
exp
(−(1− √
d
)‖x− µi‖2
2σˆ2i
)
= (1 +O())
∑
i
ηˆi
(2piσˆ2i )
d
2
exp
(−(1− ′)‖x− µi‖2
2σˆ2i
)
where ′ =
√
d
Now using triangle inequality, we have that |‖x − µi‖ − ‖x − µˆi‖| ≤ ‖µˆi − µi‖ ≤ σi. Hence,
‖x− µi‖2 ≥ ‖x− µˆi‖2 + σ2i 2 − 2σi‖x− µˆi‖. Substituting this in the above equation, we get that
N (e) ≤ (1 +O())
∑
i
ηˆi
(2piσˆ2i )
d
2
exp
(−(1− ′)(‖x− µˆi‖2 + σ2i 2 − 2σi‖x− µˆi‖)
2σˆ2i
)
= (1 +O())
∑
i
ηˆi
(2piσˆ2i )
d
2
exp
(−‖x− µˆi‖2
2σˆ2i
)
e
′‖x−µˆi‖2−σ2i 2(1−′)+2σi‖x−µˆi‖(1−′)
2σˆ2
i
= (1 +O())
∑
i
ηˆi
(2piσˆ2i )
d
2
exp
(−‖x− µˆi‖2
2σˆ2i
)
e
(1+2′)(′‖x−µˆi‖2−σ2i 2(1−′)+2σi‖x−µˆi‖(1−′))
2σ2
i
= (1 +O())eO()Nˆ (e). If  ≈ 0, we have that
N (e)
Nˆ (e) ≤ 1 +O()
14
The proof of the other direction is identical and is left as an exercise for the reader. Thus, we
asymptotically get that 1−O() ≤ N (e)Nˆ (e) ≤ 1 +O(). For the case 2 ≈ 0,  6≈ 0, we use the result
of Thm 29, we have
∫ be
bs
|N (s)−N ′(s)|ds ≤  then because of well-separation property be− bs ≥ 1
and the bound |ηˆi − ηi| ≤ ηi, we have 1−O(/τ) ≤ N (e)Nˆ (e) ≤ 1 +O(/τ), where τ = minN(x).
Combining this with Eqn. 5, we get that (1−ξ)(1−O(/τ))c ≤ P(e) ≤ (1+ξ)(1+O(/τ))c. Hence,
we get that |P(e)− U(e)| ≤ ξ +O(/τ). Replacing  = /τ gives us the result of theorem.
Theorem 26 (Thm 3.6 in [26]). Given a well-separated mixture of k-spherical Gaussians. There
exists initializations for µ(0)1 , . . . , µ
(0)
k for the means and η
(0)
1 , . . . , η
(0)
k for the mixing weights such
that if the EM algorithm is initialized with these parameters, and if each step of the EM algorithm
receives a sample of size m > C ′ d(log(k
2T )+log( 1δ ))
ηmin2
then in T = O(log(1/)) iterations, converges
to parameters ηˆi, µˆi and σˆi such that for all i,
‖µˆi − µi‖ ≤ σi and |ηˆi − ηi| ≤ ηi and |σˆ2i − σ2i | ≤ σ2i /
√
d
with probability at least 1− δ − T
k30nC−2
D Mixture Model Generative Process
In this section, we use mixture models (MM) to model the data generation process. We consider data
generated with the mixture of K spherical Gaussian mixtures with parameters {(ηk,µk,Σk),∀k ∈
[K]}. We are given m observations T = (x1, ...,xm) form this r-dimensional space with allocation
e = {e1, . . . , em} where ei is a K-dimensional vector indicating to which component xi belongs,
such that eij ∈ {0, 1} and
∑K
j=1 eij = 1. From previous established result, we know that separation
of Ω(
√
log k) is necessary and sufficient for identifiability of the parameters with polynomial sample
complexity [27], so we assume our Gaussians have such configuration.
The estimated parameters are denoted by (ˆ.). We use D to represent the distribution of the mixture of
Gaussians G, and Dk to represent the distribution of the kth Gaussian component. We assume each
xi ∈ T drawn randomly from D with density f(x|θ) indexed by a parameter θ ∈ Θ.
f(x|ν = (θ1, ..., θK , η)) =
K∑
k=1
ηkfm(x;θk) (6)
where θk = (µk,Σk) and Σk ≡ σ2kI r. The problem is the component parameters θ1, ..., θK and the
weight distribution η = (η1, ..., ηK) is unknown and these 3K − 1 parameters need to be estimated
from the data. Parameter estimation could be based on the fully categorized data (T ,e) using standard
methods of statistical inference, such as maximum likelihood estimation or Bayesian estimation.
Using ν , we can assign a new observation xnew to a certain component [K] using maximum a
posteriori likelihood (MAP) and also we can use rejection probability p(xnew|ν) to obtain an almost
uniform sample. We use maximum likelihood estimation to estimate the mixture model.
D.1 Complete-Data Maximum Likelihood Estimation
The EM algorithm is composed of two steps, the E-step that constructs the expectation of the log-
likelihood on the current estimators, and the step that maximizes this expectation. For D, we have the
following algorithm. Algorithm 9 runs until MM parameters converge with error .
In the above notation, we use ET [.] to denote the expectation over the entire sample of mixture
distribution. In the E-step, lk represents the probability of the sample xi being generated from
the kth component as computed using the current estimates of parameters, and (.)+ denotes the
corresponding updated estimators.
D.2 Uniform Sample Using Estimated Mixture
We use fˆ(x|ηk,µk, σ2k) obtained from Algorithm 9 to specific rejection probabilities and make a
uniform sample from G. In Theorem 27, we prove that the returned sample is almost uniform.
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Algorithm 9: EM estimation
1 Input: Dataset X = {x1, . . . ,xN}, Sample T = (x1, ...,xm), Allocation e = {e1, . . . , em}, Number of
distinct value K, Threshold 
2 Output: GMM estimation
3 Repeat until the total parameters change is less than :
4 Weak labeling of each observation xi, for i = 1, ...,m, for each k ∈ [K]:
E-steplk =
ηke
−‖xi−µk‖2
2σ2
k
− d
2
log(σ2k)
∑K
j=1 ηje
−‖xi−µj‖2
2σ2
j
− d
2
log(σ2j )
M-stepη+k = ET [lk],µ
+
k =
ET [lkxi]
ET [lk]
, σ+2k =
ET [lk‖xi −µ+k ‖2]
dET [lk]
5 return fˆ(x|ηk,µk, σ2k) =
∑K
k=1 ηkN (x;µk, σ2kI r)
Theorem 27. The sample S returned in Algorithm 9 is uniform in E.
Proof. We know that if v is a random variable whose support is a subset of [0, 1], and a is a standard
uniform random variable independent of v, then Pr(a ≤ v) = E[v]. The probability of acceptance
of v is,
Pr(v is accepted) = Pr
(
a ≤ minx∈E f(x|ν)
f(v|ν)
)
=
E
[minx∈E f(x|ν)
f(v|ν)
]
= min
x∈E
f(x|ν)
∫ +∞
−∞
1
f(x|ν)f(x|ν)dx = K.γ
The sampling procedure described produces draws from E with density uniform. We must show that
the conditional distribution of v given that a ≤ γp(v|ν) ,is indeed uniform in E;
Pr(x ≤ v|a ≤ γ
f(v|ν) ) =
Pr(a ≤ γf(v|ν) |x ≤ v).P r(x ≤ v)
Pr(a ≤ γf(v|ν) )
=
Pr(a ≤ γ
f(v|ν) |x ≤ v).
F (v)
K.γ
=
F (v)
K.γ
.
Pr(a ≤ γf(v|ν) , x ≤ v)
F (v)
=
1
K.γ
∫ v
−∞
Pr(a ≤ γ
f(v|ν) , w ≤ v)f(w|ν)dw
1
K.γ
∫ v
−∞
γ
f(w|ν)f(w|ν)dw =
v
K
= Unif(0, k)(v)
The discrete case is analogous to the continuous case and we follow the same proof sketch.
Corollary 28. The expected number of sample we need to take is less than nK.γ
Proof. We know that minx∈E f(x|ν) ≤ 1K .From the proof of the Theorem 27, Pr(v is accepted) =
K.γ, so if we consider each success as independent geometry distribution then the average number is
less than n-times of largest geometry distribution success, so it is nK.γ .
In [26], it has been proved that if for each pair of Gaussians N (µ, σI ) and N (µ′, σ′I ), we know
their means have distance Ω(max(σ, σ′)
√
log(ρσ/ηmin)) where ρσ =
maxi∈[K]σi
mini∈[K]σi
then with a good
parameters initialization, EM algorithm with sample complexity O(rη−1min log
2(K2T/δ)/2) can
converge to optimal parameters with probability 1− δ−T/nc−2K30 where T = O(log(1/)) which
means
∀k ∈ [K] ‖ ηˆ(T )k − η∗k ‖2≤ η∗k, ‖ µˆ(T )k −µ∗k ‖2≤ σ∗k, ‖ (σˆ(T )k )2 − σ∗2k ‖2≤ σ∗2k /
√
r. (7)
First, we approximate the error of the approximation.
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µFigure 5: Triangular distribution and its worst-case approximation.
Theorem 29. Suppose a mixture of k d-dimensional Gaussian’s f has parameters such that the
separation of the means are Ω(cαmax(σ, σ′)
√
log(ρσ/ηmin)) with some given constant c > 2 and
α = 2.297. Suppose we use
n ≥ O
(
d
(
log(K2T/δ)[2d+ + αβ]
)2
ηminα22
)
samples where β = 0.0084. Then, with a proper initialization, EM algorithm in T =
O(log( 2d++αβα )) iterations approximation fˆ ,
TV (f, fˆ) ≤ 
with probability at least 1− δ − T/nc−2K30.
Proof. For this goal, we know that the area between two normal distribution does not have close
form, so we approximate it each normal distribution with Triangular distribution. We use L2 norm
for error so we have to solve. Since we have spherical assumption, we can decompose dimensions
and solve the optimal point for each dimension independently.
d
dx
[
1
2pi
∫
|x|≥α
e−x
2
dx+
∫ α
−α
(
1− |x/α|
α
− e
−x2/2
√
2pi
)]
= 0 (8)
so we have α = 2.2975 with maximum error of 0.042. Therefore, the best Triangular approximation
for the normal distribution ηN (µ, σ) is between [µ − β, µ + β] with β = ασ/η, So we have
to compute the maximum possible error which is the area between two Triangular distributions
[µ− αση , µ+ αση ] and [µ+ σ− α(1−)ση(1+) , µ+ σ+ α(1−)ση(1+) ]. Since the components can be considered
independently so triangles separation follows the same well-separation property of the Gaussians. we
choose approximation parameters in 7 (see Fig. 5) such that the triangular distribution makes the
minimum overlap with respect to the triangle of the correct of the normal distribution.
The total variation of i-th component is the area that true distribution and its approximation are not
overlapped. Therefore, we need to compute the filled area( Fig. 5), Ai, then the error upper-bound is,
errori ≤ 2ηi + ηi− 2Ai
First we should know that the mean of normal distribution and correspondingly the triangular
distribution does not change the error, so we consider µ = 0. To obtain the point x, we need intersect
two lines that we can obtain by the given properties of distribution, so we obtain
y1 =
η(1 + )(
ασ(1− ))2x− ση(1 + )(ασ(1− ))2 + η(1 + )ασ(1− )
y2 = − η
(ασ)2
x+
η
ασ
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The intersection is,
x = ασ
(
1 + (1+)α(1−)2 − 1+1−
1+
(1−)2 + 1
)
Now, we can compute h, the height of overlapped area.
h =
η
ασ
[
2 +
(
1− 1α
)
− (1 + 1α)2
2− + 2
]
The base of the triangle is,
b =
(
(2− )α− )σ
Therefore, the area is,
A =
1
2
bh =
1
2
σ
(
(2− )α− ). η
ασ
[
2 +
(
1− 1α
)
− (1 + 1α)2
2− + 2
]
=
1
2
η
(
2− − 
α
)[2 + (1− 1α)− (1 + 1α)2
2− + 2
]
We assume 2 ≈ 0, so we have,
A =
1
2
η
(
2− − 
α
)[2 + (1− 1α)
2− 
]
=
1
2
η
[
2 +
(
1− 1
α
)
− 2
α(2− )
]
Therefore, the overlapped area of component i-th is Ai = 12ηi
[
2 +
(
1− 1α
)
− 2α(2−)
]
. Since we
are given a proper separation between components, the total error is the sum of each component error.
Therefore, we have,
TV (f, fˆ) =
∑
i
errori ≤
∑
i
2ηi + ηi− 2Ai = 2 + − 2
∑
i
Ai
= 2 + −
∑
i
ηi
[
2 +
(
1− 1
α
)
− 2
α(2− )
]
= 2 + − [2 + (1− 1
α
)
− 2
α(2− )
]
= 
[ 2
α(2− ) +
1
α
]
=
4
α(2− ) = O().
When  is small the triangle is an lower bound of the actual overlap between two normal so the error
we get is an upper bound. For dimension d, because our model is spherical, the joint distribution is the
product of distribution of each dimension. Therefore, the error of the tale of Gaussian decreasing by
increasing the dimension when the dimension is large the data concentrates around the mean. For the
right and left tale, if we have movement to right, using Taylor expansion, we have 0.0084+0.00392
for the area between normal and its approximation, so
TV (f, fˆ) ≤ d
(
4
α(2− )
)
+ β
where β = 0.0084. We determine ′ = d
(
4
α(2−)
)
+ β so  = α
′
2d+′+αβ . We replace this into
the sample complexity of parameters, O(dη−1min log
2(K2T/δ)/2) from [26], the we achieve the
result.
E Classical theorems and results
Theorem 30 (Vapnik and Chervonenkis [28]). LetX be a domain set andD a probability distribution
over X . Let H be a class of subsets of X of finite VC-dimension d. Let , δ ∈ (0, 1). Let S ⊆ X be
picked i.i.d according to D of size m. If m > c2 (d log
d
 + log
1
δ ), then with probability 1− δ over
the choice of S, we have that ∀h ∈ H ∣∣∣∣ |h ∩ S||S| − P (h)
∣∣∣∣ < 
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Theorem 31 (Concentration inequality for sum of geometric random variables [29]). Let X =
X1 + . . .+Xn be n geometrically distributed random variables such that E[Xi] = µ. Then
P[X > (1 + ν)nµ] ≤ exp
( −ν2µn
2(1 + ν)
)
F Experimental Setup
For the first section, we used a random dataset with 1M elements of values between 400 to 1M . We
have applied two approaches for the generative process to produce duplication, uniform and arbitrary
distributions. For arbitrary distributions, the frequency of entities chosen randomly in the range,
so we have a freedom to evaluate in the estimator in variety of configurations. We determine the
error as Error = |RealAvg−EstimatedAvg|/RealAvg. We use two real datasets which they are
publicly available.
TPC-H Dataset4 It contains 1.5GB TPC-H benchmark3 dataset (8,609,880 Records in lineitem
table). The line item table schema simulates industrial purchase order records. We used this dataset to
model errors where the purchase orders were digitized using optical character recognition (OCR). We
similar to Sample-and-Clean [10] randomly duplicated 20% of tuples with the following distribution:
80% one duplicate, 15% two duplicates, 5% three duplicates.
Sensor Dataset5 We also applied our approach to a dataset of indoor temperature, humidity, and
light sensor readings in the Intel Berkeley Research Lab. The dataset is publicly available for data
cleaning and sensor network research from MIT CSAIL5.
Publications Dataset This dataset is a real-world bibliographical information of scientific publica-
tions [30]. The dataset has 1,879 publication records with duplicates. The ground truth of duplicates
is available. To perform clustering on this dataset we first tokenized each publication record and
extracted 3-grams from them. Then, on 3-grams we used Jaccard distance to define distance between
two records.
E-commerce products I6 This dataset contains 1, 363 products from Amazon, and 3, 226 products
from Google, and the ground truth has 1, 300 matching products.
E-commerce products II7 This dataset contains 1,082 products from Abt, and 1,093 products from
Buy, and the ground truth has 1,098 matching products.
Restaurants Dataset8 The fifth dataset is a list of 864 restaurants from the Fodor’s and Zagat’s
restaurant guides that contains 112 duplicates.
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