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Solid-State NMR of Metallic and Paramagnetic Systems 
Michael Allan Hope 
Solid-state nuclear magnetic resonance (ssNMR) is a powerful element-specific technique to 
study local atomic environments in many different classes of materials; however, ssNMR-
based methodologies have primarily focussed on diamagnetic systems without any unpaired 
electrons. In paramagnetic or metallic materials localised or delocalised unpaired electrons, 
respectively, couple with the nuclear magnetic moments and introduce significantly greater 
spectral broadening, often combined with very fast nuclear relaxation, so that these systems 
are challenging to study. However, these same hyperfine interactions can also provide 
important details of the electronic and magnetic structure for a sample. 
In this work ssNMR methodologies are developed to study different paramagnetic and metallic 
systems, and thereby demonstrate the information that can be obtained. These strategies include 
investigating the temperature dependence of the NMR spectra, to distinguish paramagnetic and 
metallic shifts, and exploiting differences in relaxation rates to afford spectral selectivity and 
extract further information. Specifically, the following studies have been performed: 1) The 
17O NMR of Sm2O3, Eu2O3 and Sm/Eu-substituted CeO2, for which the lanthanide ions induce 
paramagnetic shifts with unusual temperature dependences due to the presence of low-lying 
excited electronic states. The spectra of the monoclinic polymorphs of the sesquioxides are 
assigned and the paramagnetic shifts of the cubic polymorphs are investigated over a wide 
temperature range. Different local environments in the substituted CeO2 are identified due to 
nearest-neighbour lanthanide ions and oxygen vacancies, and the activation energy for oxygen 
motion is determined from variable temperature T1 measurements. 2) The surface-selective 
direct 17O dynamic nuclear polarisation (DNP) NMR of CeO2 nanoparticles. In this case 
exogenous paramagnetic biradicals are deliberately introduced and exploited to selectively 
hyperpolarise the surface of CeO2, so that the first three (sub-)surface 
17O environments can be 
identified with high specificity. Polarisation build-up curves show that this selectivity is due to 
faster polarisation of the surface relative to the bulk. 3) The structure and mechanism of 
electrochemically metallised VO2. By comparison with catalytically hydrogenated VO2, 
electrochemical metallisation is shown to be associated with hydrogen intercalation, and the 
presence of metallic and paramagnetic phases is explored with 1H, 2H, 17O and 51V NMR. By 
selectively deuterating the ionic liquid electrolyte, hydrogenation is then shown to arise from 
electrolyte breakdown, and the degree of hydrogenation and resultant phases are investigated 
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Chapter 1: Introduction 
 “Pushing the boundaries of NMR, through rotor crashes” 
 Anon., Grey Group whiteboard 
One of the primary objectives of materials chemistry is to develop new functional materials 
with improved properties for a given application. In order to design such materials, one must 
understand the factors which dictate the relevant properties at the atomic scale; developing 
such structure–property relationships is at the heart of material chemistry. Historically, research 
has focussed on the long-range structure accessible from diffraction-based techniques. This is 
an extremely powerful approach, which can unambiguously solve the structure of a bulk, 
perfectly ordered, material. However, many functionally relevant materials do not satisfy these 
criteria: they are disordered, nanoparticulate, or derive their activity from their surfaces. For 
these materials, it is the local structure which determines the potential performance, and this 
can be altogether more challenging to investigate. Solid-state nuclear magnetic resonance 
(ssNMR) spectroscopy is one technique which has proved to be exceedingly versatile for the 
study of local structure in materials.  
NMR spectroscopy is the study of nuclear spin energy levels in the presence of a large applied 
magnetic field. The splitting of these energy levels depends primarily on the nucleus in 
question, and as such NMR is an element-specific technique, but the splitting also depends on 
the environment of the nucleus, which modifies the local magnetic field. Minor differences in 
the nuclear environment can result in a significant shift in the resonant frequency (relative to 
the linewidth, which is often very narrow due to long nuclear spin lifetimes), so that NMR 
spectroscopy is a very sensitive probe of local structure. More complicated manipulations of 
the nuclear spin systems, which exploit the spin–spin interactions, can reveal atomic 
connectivity and proximity, while relaxation phenomena can provide further insight, including 
information on motional dynamics.  
For these reasons, liquid/solution state NMR has been an integral, and routine, component of 
the toolbox of analytical chemistry for over 50 years.1 In liquids, molecules tumble rapidly 
averaging out anisotropic interactions, which yields narrow NMR resonances and hence greater 
signal-to-noise and resolution. In solids, on the other hand, these anisotropic interactions are 
generally still present which can result in substantial spectral broadening, increasing the 
difficulty of extracting useful information in ssNMR experiments. Despite this, effective 
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methodologies and hardware have been developed to permit the study of solid materials with 
NMR, including magic angle spinning (MAS), higher magnetic fields, and advanced pulse 
sequences; today, most ssNMR experiments are as routine as solution NMR, albeit more 
specialised.2–4 
Developments in ssNMR spectroscopy have, however, primarily focussed on diamagnetic 
systems without any unpaired electrons. In paramagnetic and metallic materials there are 
localised and delocalised unpaired electrons, respectively, which can couple with the nuclear 
spins.5 The magnetic moment associated with unpaired electrons is ~3 orders of magnitude 
greater than that of nuclear spins, and consequently this coupling can introduce substantial 
spectral broadening, often combined with very fast nuclear relaxation, so that these systems 
remain challenging to study. Nevertheless, these same interactions can provide important 
information about a sample, including the electronic structure and oxidation state of 
paramagnetic ions, and the spatial relation between different nuclei and the paramagnetic 
centre, either via the orientationally dependent dipolar coupling, or the pathway of intervening 
orbitals mediating a Fermi contact shift.  
1.1 Thesis Overview 
In this thesis, methodologies are presented for the investigation of paramagnetic and metallic 
systems with ssNMR. This takes the form of three different investigations for which pertinent 
questions could be addressed using ssNMR; by exploring these systems and addressing the 
scientific questions, methods have been developed which are applicable to other challenging 
systems. Specifically, the following studies will be described: 
• Chapter 3: The 17O NMR of the paramagnetic lanthanide oxides Sm2O3 and Eu2O3, as 
well as Sm- and Eu- substituted CeO2. This introduces the challenges of 
17O NMR, 
while also being a challenging paramagnetic system; nevertheless, the information 
which can be extracted from such paramagnetic systems will be demonstrated.  
• Chapter 4: The 17O dynamic nuclear polarisation (DNP) NMR of CeO2. In this study, 
paramagnetism is exploited to enhance the NMR signal, rather than reducing the signal-
to-noise ratio, as is more common in conventional ssNMR experiments.  
• Chapter 5: The structure and mechanism of electrolyte gated VO2. This is a more 
general, multinuclear NMR study, which demonstrates the presence of both 
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paramagnetic and metallic phases after electrochemically induced hydrogenation of 
VO2. The origin of the hydrogen is then proved by isotopic substitution.  
Before presenting this work, the background and theory underlying the ssNMR experiments 
will be described in Chapter 2, including the key interactions influencing the NMR systems 
(§2.1), the causes of nuclear relaxation and the information contained therein (§2.2), and the 
theory of DNP (§2.3). Then afterwards, in Chapter 6, some general conclusions are drawn from 
the work and the outlook considered.  
For the remainder of this chapter, the systems above will be introduced, along with the common 
themes connecting them.  
1.2 17O NMR 
A significant proportion of scientifically and industrially relevant materials are oxides or 
contain oxygen; oxygen NMR could therefore provide a wealth of information on these 
materials. Unfortunately, the only stable NMR active nucleus of oxygen is 17O, which has a 
natural abundance of just 0.037%, and is quadrupolar (𝐼 = 5/2); the former drastically reduces 
the acquirable signal, so that isotopic enrichment, or some other signal enhancement method, 
is almost always required, while the latter can result in spectral broadening, further reducing 
the signal as well as affecting the achievable resolution. Despite this, 17O NMR spectroscopy 
has been successfully applied to many diamagnetic systems.6,7 
Prior paramagnetic ssNMR studies have typically focussed on nuclei further removed from the 
paramagnetic centre, e.g. 7Li in Li-ion battery cathode materials such as transition metal oxides, 
where the spin-transfer pathways from unpaired electrons to the NMR-active nucleus involve 
intervening O sites.8,9 The aforementioned challenges associated with 17O NMR are 
compounded in paramagnetic systems because there is often direct bonding between the 
paramagnetic ion and oxygen sites. Nonetheless, the sensitivity of paramagnetic 17O NMR 
spectra to distances from, and the electronic and magnetic properties of, the paramagnetic 
centre has enabled insights in recent years into materials as diverse as metal-organic 
frameworks,10 battery materials,11 mixed ionic-electronic conductors,12,13 and phases of 
geological and radiochemical relevance.14,15 
Notwithstanding this previous work, the behaviour of paramagnetic 17O NMR shifts even in 
relatively simple systems, such as polymorphs of the lanthanide oxides and other lanthanide-
substituted phases, still remain unexplored. In Chapter 3, the 17O spectra of the monoclinic 
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polymorphs of Sm2O3 and Eu2O3 are reported for the first time; the spectra are then assigned, 
primarily on the basis of careful quantification and differences in the quadrupolar coupling 
constants, which can be correlated with the multiplicity and distortion of the crystallographic 
oxygen sites.  
The NMR experiments on CeO2 and Ln-substituted CeO2 in Chapters 4 and 3, respectively, 
utilise 17O, since cerium has no stable NMR active nuclides. In addition to its technological 
relevance (see below), CeO2 is a useful material on which to develop 
17O NMR methodologies, 
as it has a cubic structure exhibiting an extremely narrow 17O resonance;16 therefore, the 
broadening induced by modifications of the structure, i.e. at a surface or due to the presence of 
a paramagnetic substituent, is less likely to result in overlapping or unobservable signals, than 
for materials with broader and/or multiple signals in the pristine sample. However, the same 
tactics developed here should still be applicable to less ideal samples.  
Finally, 17O NMR is employed in Chapter 5 to study the electronic structure of the phases 
present in reduced VO2. Although 
51V can be used to identify metallic phases, for paramagnetic 
phases the unpaired electrons are present on the vanadium atom, so that the 51V nucleus relaxes 
too quickly to be observed; 17O NMR can, however, be used instead. Furthermore, even for 
metallic phases, the significantly narrower 17O linewidth allows minor differences in the 
electronic density of states to be observed, which are not apparent in the 51V NMR spectrum.  
1.3 Dynamic Nuclear Polarisation (DNP) 
Dynamic nuclear polarisation (DNP) exploits the ~103 times greater gyromagnetic ratio of 
paramagnetic electrons to hyperpolarise nuclear spins and hence increase the signal in NMR 
experiments. DNP was first proposed by Overhauser in 1953,17 and then demonstrated 
experimentally in the same year by Carver and Slichter, using the paramagnetism of the 
conduction electrons in lithium metal.18 The mechanisms of DNP will be discussed in detail in 
§2.3, but the driving force in all cases is saturation of the ESR transition, which requires high 
power irradiation at the ESR frequency. In the experiments of Carver and Slichter, a magnetic 
field of 3 mT was used, so that the ESR frequency occurred at 84 MHz and high power 
radiofrequency hardware could be used to saturate the transition. To achieve high resolution in 
NMR experiments, on the other hand, magnetic fields of ~10 T are used, for which the ESR 
frequency occurs at ~300 GHz, in the microwave range. Until the mid-1990s, high-power 
microwave sources at these frequencies were not available, and DNP was not widely adopted; 
with the advent of gyrotron microwave sources, however, DNP became feasible at high field,19 
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and following extensive method development by the group of Griffin, and others, commercial 
DNP NMR systems are now available: as a result, DNP is currently a very active area of 
research.  
In a typical DNP experiment, the paramagnetic source is an organic radical dissolved in a glass-
forming solvent, which is added to the sample. For solid samples, the radicals are external to 
the particles, and since DNP hyperpolarisation is a short-range effect, the surfaces can be 
selectively hyperpolarised relative to the bulk; this is sometimes referred to as surface enhanced 
nuclear spectroscopy (DNP SENS).20–22 Although, surface-selective DNP had been 
demonstrated for various systems, Chapter 4 reports the first example of surface-selective 
direct 17O DNP NMR (that is to say not via cross polarisation from hyperpolarised 1H nuclei). 
Some initial results on endogenous 17O DNP, where the radical source is doped into the bulk 
of the sample, are also presented for 1 at% Gd-doped CeO2; this is the method of choice to 
enhance the NMR signal from the bulk of particles, rather than the surface, for systems with 
slow spin-diffusion (such as 17O, due to its low natural abundance and quadrupolar nature).  
1.4 Utilising NMR Relaxation 
Relaxation in NMR is the process by which transverse magnetisation is lost, and the 
equilibrium longitudinal magnetisation is restored. The types and mechanisms of relaxation 
will be discussed in §2.2 and relaxation phenomena have been exploited throughout this work 
to achieve greater selectivity and extract additional information. 
To selectively observe environments with fast relaxation, a relaxation filter can be used: two 
spectra are recorded which allow the spins to relax for different lengths of time, and then an 
appropriate difference taken. This technique is used in Chapter 5 to detect the fast-relaxing 
metallic 1H environments in the electrolyte gated thin film of VO2, in the presence of a slow-
relaxing diamagnetic background, despite the fact that the former signal is orders of magnitude 
less intense. In Chapter 3, a relaxation filter is used to selectively observe the 17O environments 
in Eu-substituted CeO2 which have Eu nearest neighbours, and hence relax more quickly due 
to the paramagnetic relaxation enhancement.  
 The relaxation rate can also provide important mechanistic information. In Chapter 3, the 
oxide-ion motion of Ln-substituted CeO2 is investigated via the 
17O relaxation constant, while 
in Chapter 4 the surface selectivity of 17O DNP is shown to arise from the faster build-up of 
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hyperpolarisation for the surface sites relative to the bulk; this build-up is closely related to 
relaxation, but in the presence of DNP.  
1.5 Variable Temperature (VT) NMR 
Many of the interactions responsible for the NMR frequency or relaxation properties are 
temperature dependent; VT NMR can therefore yield information which is not available at a 
single temperature. For example, paramagnetic shifts are typically highly temperature 
dependent, while Knight shifts in metals are not; this difference is used to distinguish metallic 
and paramagnetic phases of hydrogenated VO2 in Chapter 5. The temperature dependence of 
paramagnetic shifts is also exploited in Chapter 3 to separate the 17O resonances from different 
crystallographic sites in monoclinic Sm2O3, and to confirm which 
17O signals in Ln-substituted 
CeO2 arise from Ln nearest neighbours. The temperature dependence of paramagnetic shifts is 
not always straightforward, however, for example in the presence of low-lying excited 
electronic states; this is explored by measuring the 17O shifts of cubic Sm2O3 and Eu2O3 over 
a wide temperature range.  
Motion is also strongly affected by temperature, typically following an Arrhenius dependence. 
VT 17O NMR is therefore used in Chapter 3 to extract the activation energy for oxide-ion 
motion in Ln-substituted CeO2. VT 
17O NMR is also used in Chapter 4 to show that the broad 
linewidth of the (sub-)surface oxygen signals arises from a distribution of environments, which 
at room temperature interchange rapidly to yield sharp motionally averaged resonances.  
1.6 Paramagnetism of Lanthanides 
Lanthanides can have very large electron magnetic moments due to partial filling of the seven 
f-orbitals; moreover, the f-orbitals are contracted and hence do not interact strongly with 
bonded atoms, so that there is minimal crystal field splitting and therefore little driving force 
to undergo electron pairing and reduce the magnetic moment. These factors result in large 
paramagnetic NMR shifts, which can complicate spectra and render them challenging to 
record, but have also been exploited to provide useful structural information in systems such 
as lanthanide pyrochlores23,24 and doped calcium scandate25, which have applications as 
catalysts and phosphors. Furthermore, due to the chemical similarity of lanthanides, the 
lanthanide ion can often be exchanged without significantly changing the structure and bonding 
of the system, which allows the paramagnetic shifts to be investigated as a function of the 
electron moment.  
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The magnetism of lanthanide ions can be complex, but a great deal of theoretical and 
experimental work has gone into understanding this magnetism as well as the electron spin 
resonance (ESR – the electron analogue of NMR), NMR, and optical spectra.5,26,27 This has 
primarily been driven by their applications, such as lasers, high-flux magnets and phosphors, 
but as a result, there is a strong theoretical basis on which to predict the temperature dependence 
of the lanthanide-induced paramagnetic shifts in NMR; an example of such analysis is 
presented in Chapter 3, for the non-trivial cases of Sm3+ and Eu3+.  
1.7 CeO2 
Among the lanthanide oxides, ceria (CeO2) is arguably the most technologically important: it 
finds use as a catalyst in CO oxidation and NO reduction,28,29 as an oxygen storage material for 
chemical looping and in automotive catalytic converters,30,31 and is among the best known 
isotropic oxide-ion conductors in the intermediate temperature range (400 – 800 °C).32–34 This 
last property is significantly enhanced by means of aliovalent doping, commonly using trivalent 
lanthanide ions,34–36 leading to an increase in oxygen vacancy concentration due to charge 
compensation and a concomitant rise in oxide-ion conductivity. The exemplar phase of this 
class of conductors is Gd-doped ceria,37 which remains a common electrolyte (and anode 
component) used in solid oxide fuel cells.38,39 In Chapter 3, the local structure of Sm- and Eu- 
substituted CeO2 are investigated with ssNMR and the oxide-ion conductivity is explored.  
For the applications of CeO2 as a heterogeneous catalysis, the catalytic activity and mechanism 
are determined by the surface structure. The techniques traditionally used to investigate 
surfaces often require ultra-high vacuum conditions (e.g. X-ray photoelectron spectroscopy, 
Auger electron spectroscopy and secondary-ion mass spectrometry) or investigate only a very 
small proportion of the sample (e.g. scanning tunnelling microscopy and atomic force 
microscopy).40 In Chapter 4, surface-selective NMR is employed to investigate CeO2 
nanoparticles, providing local structural information which is representative of the entire 
sample, under ambient pressure conditions.   
1.8 Metallic and Paramagnetic Phases Derived from VO2 
Chapter 5 is concerned with VO2, which is famous for its metal–insulator transition (MIT): 
below 67 oC VO2 is an insulator, while above it is a metal;
41 this modification of the electronic 
structure is associated with a change in the 51V NMR shift of nearly 6000 ppm,42 and a similar 
effect in the 17O NMR is reported here. The electronic structure of VO2 can also be altered by 
8 
 
reduction, both chemically and electrochemically, which introduces more electrons into the 
band structure. Specifically, hydrogenation is shown to produce first a metallic phase and then 
a localised paramagnetic phase; 1H NMR is an excellent probe of the electronic structure for 
the hydrogenated phases, exhibiting a Knight shift and Fermi contact paramagnetic shift, 
respectively, whereby these two cases can be distinguished.  
There has been significant interest in electronically inducing the MIT for proposed applications 
as Mott transistors and memory devices,43,44 most recently using the technique of electrolyte 
gating, which is essentially an electrochemical reduction.45,46 Since NMR is element specific, 
it is relatively easy to prove with 1H NMR that this reduction is associated with hydrogen 
intercalation, for bulk samples of VO2; the concomitant changes in electronic structure are 
corroborated with 17O and 51V NMR. Furthermore, it is shown that the hydrogen arises from 
breakdown of the ionic liquid electrolyte, by measuring the 2H NMR spectrum following 
selective deuteration.  
Previous work on electrolyte gating has focussed on thin films, for which excellent control of 
the structure and geometry can be achieved. However, the very small amount of sample in thin 
film systems is a challenge for NMR spectroscopy, given the inherently low sensitivity 
afforded by the small energy scales involved. Nevertheless, hydrogen in a metallic environment 
in an electrolyte gated thin film of VO2 is identified by 
1H NMR, corroborating the applicability 





Chapter 2: Solid-State NMR Spectroscopy 
 
2.1 Key Interactions in NMR Spectra 
There are a number of different contributions to the resonant frequency observed in ssNMR 
spectra that are important to consider for the systems presented in this thesis.  
2.1.1 Chemical Shielding 
Chemical shielding is the familiar effect which is most commonly responsible for dispersion 
in NMR spectra, whereby the response of electrons to the applied magnetic field modifies the 
field experienced at the nucleus. The chemical shielding is described by a second rank tensor, 
σ, which relates the applied magnetic field to the local field at the nucleus, both of which are 
vector quantities. The effect of chemical shielding on the system is then given by the chemical 
shielding Hamiltonian, 
 ?̂?𝑐𝑠 = 𝛾?̂? ⋅ 𝝈 ⋅ 𝐁𝟎, (2.1) 
where γ is the gyromagnetic ratio of the nucleus, ?̂? is the nuclear spin operator and B0 is the 
applied field.2 
There are two contributions to the chemical shielding tensor, the diamagnetic term and the 
paramagnetic term: 𝝈 = 𝝈𝒅 + 𝝈𝒑. The diamagnetic term, so called because it opposes the 
applied field, arises from the induced circulation of electrons which produces a secondary 
opposite field; this reduces the observed shift. The paramagnetic term, which augments the 
applied field, arises from the mixing in of excited states by the applied field, the orbital angular 
momenta of which couple with the nucleus; this increases the observed shift. The components 
































where α, β and γ are the Cartesian axes, μ0 is the permeability of a vacuum, e is the electronic 
charge, 𝑚𝑒 is the mass of the electron, Ψ0 is the all-electron ground-state wavefunction, λ is a 
sum over electrons, 𝑙𝛼 are the components of the orbital angular momentum operator, 𝜓𝑖 and 
𝜓𝑗 are occupied and unoccupied one electron wavefunctions respectively and 𝐸𝑖 and 𝐸𝑗 their 
energies. The diamagnetic term is dominated by core electrons, while the paramagnetic term 
depends on the existence of high-lying occupied states and low-lying unoccupied states which 
are related by a rotation. When present, this latter term tends to dominate.  
Chemical shielding results in a change in the frequency of the NMR signal, which is typically 





As the chemical shielding is orientationally dependent, so too are the NMR frequency and 
hence the chemical shift. The chemical shift can therefore also be described by a tensor, 𝜹, 








− 𝜎𝛼𝛽 . (2.5) 
The chemical shift tensor can be described by three parameters, which in the Haeberlen 
convention are:47 the isotropic shift (𝛿𝑖𝑠𝑜), the anisotropy (Δ), and the asymmetry ( ), which 




(𝛿𝑥𝑥 + 𝛿𝑦𝑦 + 𝛿𝑧𝑧) (2.6) 




,  (2.8) 
given that |𝛿𝑧𝑧 − 𝛿𝑖𝑠𝑜| ≥ |𝛿𝑥𝑥 − 𝛿𝑖𝑠𝑜| ≥ |𝛿𝑦𝑦 − 𝛿𝑖𝑠𝑜|. The observed chemical shift is then 
𝛿( , 𝜙) = 𝛿𝑖𝑠𝑜 +
1
2
Δ(3 cos2 − 1 + 𝜎 sin
2 cos 2𝜙) (2.9) 
where θ and ϕ are the polar angles relating the principal axes of the chemical shift tensor to the 
direction of the applied field. The angular dependence is known as chemical shift anisotropy 
(CSA). In a polycrystalline sample, crystallites are present in all orientations so the observed 
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signal is found by integrating over the angular dependence, resulting in a broad distribution of 
shifts with a width and lineshape given by the anisotropy and asymmetry. This is known as a 
powder pattern (Figure 2.1, top).  
In a magic angle spinning (MAS) experiment, the sample is spun at the magic angle (54.7o) 
which is the body diagonal of a cube. This averages terms with second-rank orientational 
dependence such as the CSA; spinning infinitely quickly would, therefore, give a single peak 
at the isotropic shift. Spinning at a finite speed splits the powder pattern into spinning sidebands 
separated by the spinning frequency, which trace out the static pattern and can be used to 
calculate the chemical shielding parameters (Figure 2.1, bottom). MAS increases signal to 
noise by concentrating the signal in the spinning sidebands and increases resolution so that 
different chemical environments can be distinguished.  
 
Figure 2.1: Simulated spectra showing the effect of chemical shift anisotropy under static conditions and with 
different MAS frequencies, 𝜈𝑀𝐴𝑆, for a positive Δ and η = 0.35.  
2.1.2 Quadrupolar Coupling 
For a nucleus with spin I, there are 2I + 1 nuclear spin levels with the projection onto the z axis, 
m, taking values in integer steps from −I to I. The signal recorded in NMR spectroscopy can 
be thought of as arising from transitions between nuclear spin levels, so that for nuclei with I 
> ½, there are multiple possible allowed transitions with Δm = ±1. Nuclei with I > ½ also 
possess an electric quadrupolar moment which interacts with any electric field gradient (EFG) 
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present at the nucleus; this interaction affects the nuclear spin energy levels and hence the 
spectrum recorded by NMR spectroscopy. The strength of the coupling depends on the size of 
the nuclear quadrupole moment, eQ, where e is the elementary charge, and the electric field 




?̂? ⋅ 𝐕 ⋅ ?̂?. (2.10) 
Similarly to the chemical shift tensor, the electric field gradient tensor can be described by the 
anisotropy, eq, and the asymmetry, ηQ, defined in the principal axis frame of the tensor as: 





for |𝑉11| ≥ |𝑉22| ≥ |𝑉33|. The EFG satisfies Laplace’s equation so the isotropic component of 
the electric field gradient tensor must be zero.48,* Typically the magnitude of the quadrupolar 
coupling is reported as the quadrupolar coupling constant, CQ, which combines the magnitudes 






If the applied magnetic field is sufficiently large compared to the quadrupolar coupling, then 
the latter can be considered as a perturbation of the Zeeman splitting, caused by the interaction 
of the magnetic field with the nuclear magnetic moment. For a transition between nuclear spin 









) [3 cos2 − 1 + 𝑄 sin
2 cos 2𝜙] (2.14) 
where θ and ϕ are the polar angles relating the principal axes of the EFG tensor to the direction 
of the applied field. For quadrupolar nuclei with half integer spin, including 51V with I = 7/2 
and 17O with I = 5/2, this shows that the central transition (m = ½) is unaffected to first order 
by the quadrupolar coupling, whereas the satellite transitions (m ≠ ½) have a second-rank 
                                                 
* In fact, this is only true if there is no charge density at the nucleus, according to Poisson’s equation. However, 
the only orbitals which have a non-zero density at the nucleus are s orbitals and these are spherically symmetrical 
so cannot give rise to an electric field gradient. 
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orientational dependence equivalent to that of the chemical shift anisotropy. The orientational 
dependence arises because the applied field is the axis of quantisation for the nuclear magnetic 
dipole, which fixes the orientation of the nuclear quadrupole relative to the field, whereas the 
EFG is fixed relative to the orientation of the crystallite. The static NMR spectrum for a half-
integer spin quadrupolar nucleus is therefore, to first order and ignoring the effects of CSA, a 
superposition of a sharp peak for the central transition and the powder patterns for the satellite 
transitions (Figure 2.2). Under MAS, the powder patterns of the satellite transitions will be 
split into spinning sidebands, analogously to the case of CSA, due to averaging of the second-
rank angular dependence.  
 
Figure 2.2: Simulated static quadrupolar NMR spectra for a spin 7/2 nucleus, showing the sharp central transition 
and the broad powder patterns of the satellite transitions for asymmetries of η = 0 and η = 1. 






























𝑄( , 𝜙; 𝑄)











𝑄( , 𝜙; 𝑄) contains the k
th rank orientational dependence for the given asymmetry 
and 𝜈0 is the Larmor frequency. From this it can be seen that  
• The second order correction is proportional to (𝐶𝑄)
2
/𝜈0, so will be significant for large 
values of 𝐶𝑄 but is minimised by greater static field strengths. 
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• There is a 0th rank, isotropic term which contributes to the isotropic shift. Therefore, 
the measured chemical shift of quadrupolar nuclei contains a contribution from the 
second order quadrupolar coupling. 
• There is a 4th rank term which is not fully averaged by MAS so, if (𝐶𝑄)
2
/𝜈0 is 
sufficiently large, the central transition (and the sidebands of the satellite transitions, 
which also have a second order correction) will exhibit characteristic second-order 
broadened lineshapes, the shape of which depends on the quadrupolar coupling constant 
and asymmetry.  
For nuclei with integer spin, such as 2H with I = 1, there is no central transition which can result 
in very broad spectra due to the 1st order quadrupolar broadening.  
It should be noted that if quadrupolar and CSA effects are both present, there is no requirement 
that the principal axes of the CSA and EFG tensors be aligned and, therefore, their relative 
orientations should be specified, as it affects the appearance of the NMR spectrum. This is 
achieved by the Euler angles: α, β and γ which, in the ZXZ convention, relate the principal axes 
of the tensors in the following way: a rotation about the z axis by α, followed by a rotation 
about the x axis by β, and a rotation again about the z axis by γ. 
Another consequence of quadrupolar coupling can be a change in the nutation frequency, 
depending on the relative strengths of the quadrupolar coupling and the radiofrequency (rf) 
field.50 If the rf field is much greater than the quadrupolar coupling then the central transition 
and the satellite transitions are all excited equally; this is known as non-selective excitation and 
the magnetisation nutates at the same rate as would be expected for a spin-half nucleus. 
However, if the rf field is much weaker than the quadrupolar coupling (and on resonance with 
the central transition), then only the central transition is excited and not the satellite transitions; 







 in Figure 2.3, i.e. 3 times faster nutation). In this case optimal excitation is achieved 
for a shorter nominal pulse length of 
𝜋
2𝐼+1
, rather than for a 
𝜋
2
 pulse. Experimentally, a fixed rf 
power is often used, but environments with different quadrupolar coupling constants may be 
present, resulting in different nutation behaviours (which may also be intermediate between the 
selective and non-selective limits). There are two important consequences of this change in 
nutation: firstly, if a signal has a greater relative intensity using a quadrupolar 
𝜋
2𝐼+1




 pulse, then it must have a larger quadrupolar coupling constant; secondly, in order to 
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achieve a quantitative comparison of signal intensities between sites with different quadrupolar 
coupling constants within a sample, a short pulse length must be used (i.e. within the 
approximately linear region in Figure 2.3; however, pulses this short will significantly decrease 
the observed signal, so using the quadrupolar pulse length of 
𝜋
2𝐼+1
 is often a reasonable trade-
off between quantitativeness and signal-to-noise).  
 
Figure 2.3: Selective and non-selective nutation profiles for 𝐼 =
5
2
. Reproduced from Vega.50 
2.1.3 Paramagnetic Shifts 
Paramagnetic shifts are caused by the hyperfine coupling of nuclei to localised unpaired 
electron spins (although this can induce both positive and negative shifts).5,9 Hyperfine 
coupling is described by the Hamiltonian   
?̂?𝐼𝑆 = ?̂? ⋅ 𝐀 ⋅ ?̂? (2.16) 
where ?̂? and ?̂? are the nuclear and electron spin operators and 𝐀 is the hyperfine coupling tensor. 
Hyperfine coupling can be mediated by two mechanisms: Fermi-contact or dipolar coupling, 
i.e 𝐀 = 𝐀𝐅𝐂 + 𝐀𝐝𝐢𝐩. 
Fermi-Contact 
Fermi-contact is caused by the transfer of unpaired spin density to the nucleus of interest; as s 
orbitals are the only orbitals with a coefficient at the nucleus, the Fermi-contact shift therefore 
depends on the unpaired spin density in the s orbital(s) of a given nucleus. This is similar to J 
coupling between nuclear spins, but there are two important differences: firstly, the 
gyromagnetic ratio of the electron is ~3 orders of magnitude greater than nuclear gyromagnetic 
ratios and secondly the relaxation of electron spins is typically much faster than the NMR 
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spectral timescale (10−12 – 10−9 s c.f. ~10−6 s). The latter causes the nuclear spin to couple with 
the time average of the electron spin, 〈𝑆𝑧〉, rather than the 2S + 1 individual spin states, 𝑚𝑠, 
resulting in an isotropic shift in the NMR frequency rather than the splitting observed for J 
coupling; the former means that 〈𝑆𝑧〉 can be appreciable, which can give rise to large NMR 
shifts.  





here 𝜇0 is the permeability of free space, 𝜇𝐵 is the Bohr magneton, 𝑔𝑒 is the electron g-factor, 𝛾 is the 








where 𝜔0 is the nuclear Larmor frequency and B0 is the applied magnetic field. The magnitude of the 
Fermi-contact shift therefore depends on the degree of unpaired spin density at the nucleus of 
interest, 𝜌𝛼−𝛽(𝑹𝑵), and hence on the intervening orbitals between the nucleus and the 
paramagnetic centre, known as the bond pathway;51,52 the most common bond pathways have 
been catalogued, but can often be deduced by the relative symmetry of the orbital containing 
the paramagnetic electron and the intervening orbitals: 
1. If the orbitals have a degree of spatial overlap and the same symmetry they will mix to 
form an extended orbital over which an unpaired spin can delocalise. This is known as 
the delocalisation mechanism and results in a positive spin pathway (Figure 2.4a) 
2. If a filled orbital (which may comprise orbitals from multiple atoms) and the 
paramagnetic orbital have different symmetries then they cannot mix, but in regions 
where they have spatial overlap the filled orbital will be spin-polarised parallel to the 
paramagnetic spin due to Hund’s third rule; this leaves a net antiparallel spin density 
in the rest of the orbital. Therefore, for a nucleus located in the latter region of the 





Figure 2.4: Schematic illustrations of a) a delocalisation pathway and b) a polarisation pathway. In (a) the M t2g 
and OH σ orbitals mix; the unpaired electron occupies the antibonding combination and therefore partially 
delocalises onto the H, yielding a positive 1H shift. In (b) the M eg and OH σ orbitals mix so that the filled bonding 
combination has some spatial overlap with the paramagnetic M t2g orbital; the left of the orbital is therefore 
polarised parallel, leaving a net antiparallel spin density on the right, and hence a negative 1H shift.  
Dipolar Hyperfine Coupling 
The dipolar hyperfine coupling is analogous to heteronuclear dipolar coupling, with the 
exception that again the nucleus couples to the average spin 〈𝑆𝑧〉, rather than to each spin state. 
The tensor elements are given in the point dipole approximation by 
𝐴𝑖𝑗










where 𝛿𝑖𝑗 is the Kronecker delta function and 𝒓 is the nucleus–electron vector. The dipolar 
hyperfine coupling tensor, like any dipolar interaction, is traceless so for magnetically isotropic 
systems does not result in an isotropic chemical shift. Instead it causes an anisotropic 
broadening which is akin to a CSA (see 2.1.1), but often significantly larger in magnitude.  
Pseudo-contact 
If the magnetic susceptibility is anisotropic, there is a cross term between the dipolar hyperfine 
coupling and the anisotropic susceptibility which can cause an isotropic shift, known as a 
pseudo-contact shift.5 Anisotropy can be introduced by the crystal field splitting for sites of 
non-cubic symmetry and is often found to be large for electrons which possess orbital angular 
momentum as well as spin, especially in the presence of appreciable spin–orbit coupling. The 
pseudo-contact shift is therefore sensitive to the symmetry and magnitude of the crystal-field 
splitting, relative to the thermal energy, as well as to the spin–orbit coupling constant and the 
total angular momentum of the system. Furthermore, because the pseudo-contact shift is 
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mediated by dipolar coupling, there is a well-defined relationship between the shift and both 
the magnitude and orientation of the vector separating the paramagnetic centre and the nucleus 
of interest; this can be used for structure determination, although most typically in solution-
state NMR.53 For small crystal field splitting less than the thermal energy 𝑘𝑇, which is 





2𝐽(𝐽 + 1)(2𝐽 − 1)(2𝐽 + 3)
120𝜋𝑟3(𝑘𝑇)2
〈𝐽||𝛼||𝐽〉 
       × [(3 cos2 − 1)𝐴2
0〈𝑟2〉 + sin2 cos 2𝜙 𝐴2
2〈𝑟2〉], 
(2.20) 
where  and 𝜙 are the angles relating the internuclear vector and the principal axes of the 
crystal field splitting tensor, 𝐴2
0〈𝑟2〉 and 𝐴2
2〈𝑟2〉 give the axial and rhombic components of the 




〈𝐽𝑀𝐽|3𝐽𝑧2 − ?̂?2 |𝐽𝑀𝐽〉〈𝑟2〉
 (2.21) 
is the rank-2 spherical tensor operator reduced matrix element which depends on 𝑆, 𝐿 and 𝐽, 
but is independent of 𝑀𝐽. These have been tabulated for the ground levels of the 
lanthanides.26,55   
When present, the Fermi-contact shift tends to dominate, but when the Fermi-contact shift is 
small or absent, the pseudo-contact shift can be the dominant mechanism, especially for heavier 
elements with correspondingly larger spin–orbit coupling.  
Temperature Dependence  
For an energetically isolated electronic state (i.e. one for which there are no other states within 





𝑆(𝑆 + 1),  (2.22) 
where Θ is the Weiss constant, which accounts for the effect of ferromagnetic or 







A plot of 1/𝛿 against 𝑇 should, therefore, yield a straight line, assuming that the paramagnetic 
shift is much greater than any diamagnetic shift, and this can be used to identify paramagnetic 
shifts. However, for a pure paramagnet with Θ = 0, a plot of 𝛿 against 1/𝑇 would be more 
appropriate as this is unaffected by the presence of a diamagnetic shift contribution. 
The presence of low-lying electronic states complicates the picture significantly, resulting in 
deviation from Curie(–Weiss) temperature dependence; this will be explored in more detail in 
Chapter 3.  
2.1.4 Knight Shifts 
In metallic samples, the Knight shift is the change in resonance frequency caused by the 
hyperfine interaction between the nucleus and delocalised conduction electrons, rather than the 
localised electrons which cause paramagnetic shifts. This is described in terms of the Knight 
shift tensor, 𝓚, according to the Knight shift Hamiltonian: 
?̂?𝐾 = 𝛾?̂? ⋅ 𝓚 ⋅ 𝐁𝟎 (2.24) 
where γ is the nuclear gyromagnetic ratio and B0 the applied field. The isotropic component of 
𝓚, which results in the shift of the isotropic frequency, is denoted 𝒦. There are four main 
interactions which can contribute to the Knight shift:56,57 
1. Direct Contact Interaction/s-Band Pauli Paramagnetism 
In an applied magnetic field, there is a shift of the up and down spin bands of a metal, but there 
must still be a common Fermi level. This results in a difference in population between the 
bands and thus a net spin polarisation which augments the applied field, which is known as 
Pauli paramagnetism (Figure 2.5). If there is any contribution from an s-band at the Fermi level 
then this band will be spin polarised which causes a Fermi-contact shift, analogous to the 
paramagnetic Fermi-contact shift. The polarisation of the s-orbital augments that of the applied 





where χs is the Pauli paramagnetic susceptibility of the s band and 〈𝜓𝑠(0)〉𝐸𝐹 is the s-band 
electron density in the vicinity of the nucleus at the Fermi level. The direct contact Knight shift 
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is typically temperature independent because the Pauli paramagnetic susceptibilities of s bands 
are largely temperature independent. 
 
Figure 2.5: Schematic representation of Pauli paramagnetism showing the energies of the up and down spin bands 
in a) the absence and b) the presence of an applied field, B0. The shifting of the bands results in an up and down 
spin population imbalance and thus a magnetisation of the sample, M, which augments the applied field. Note that 
the gyromagnetic ratio of the electron is negative, so that spins which are antiparallel to the applied field are 
lowered in energy.  
2. Spin Dipolar/Anisotropic Knight Shift 
Analogously to localised electron spins, the spin density arising from Pauli paramagnetism can 
also couple to the nucleus via the spin-dipolar interaction, irrespective of the nature of the 
orbitals comprising the conduction band. This can be calculated in the same way as for the 
localised paramagnetic dipolar coupling and again does not result in an isotropic shift, but 
rather an anisotropic broadening. Furthermore, because the Pauli paramagnetic susceptibility 
is small, this anisotropic broadening is generally small.   
3. Indirect Contact/Core Polarisation 
When the conduction band does not comprise s orbitals, there can be no direct contact with the 
nucleus; however, the Pauli paramagnetic polarisation of the conduction band can induce a 
polarisation in the core s orbitals in the presence of an applied magnetic field, via the exchange 
interaction, which is then transferred to the nucleus. The spatial extent of the up and down spin 
electrons of the core orbital, which has zero net spin, are changed differentially so that there is 
a net spin polarisation at the nucleus. Typically, the up spin-orbital expands due to the 
favourable exchange interaction with the spin up polarised conduction band, resulting in a net 
spin down polarisation at the nucleus and hence a negative Knight shift (Figure 2.6).* 
                                                 
* In fact, if the valence orbital is 2p or 3p then the core-polarisation Knight shift is positive.56 This must be because 
the filled 2s and 3s orbitals actually have a greater spatial extent than the 2p and 3p orbitals, respectively, so that 
the argument above is reversed; furthermore, this effect must outweigh the negative contribution from core-




This contribution to the Knight shift can be temperature dependent, especially for bands 
comprising d orbitals, due to the temperature dependence of the Pauli paramagnetic 
susceptibility. This arises because a) the narrowness of d bands means that thermal excitation 
is closer to saturation and b) the small spatial extent of the d orbitals accentuates the exchange–
correlation effects which augment susceptibility.*,58  
 
Figure 2.6: Schematic explanation of the core polarisation effect, showing the extent of the spin up and spin down 
components of a core s orbital in the absence (a) and the presence (b) of a polarised conduction orbital. The radial 
dependence of these components in the latter case is plotted in (c), greatly exaggerated and assuming a 1s orbital 
for simplicity, showing the resultant net down spin density at the nucleus which causes the negative core 
polarisation Knight shift. 
4. Van Vleck Paramagnetism or Orbital Knight Shift 
The orbital Knight shift is commonly considered as a separate term, but actually has the same 
origin as the paramagnetic contribution to the chemical shielding (𝝈𝒑, see 2.1.1). The only 
modification is that the integration must also be carried out over the electron wavevectors for 





〈𝑖|𝐁𝟎 ⋅ ?̂?|𝑗〉 ⟨𝑗 |
2?̂? ⋅ ?̂?
𝑟3








where i and j denote the occupied and excited states respectively, ?̂? is the orbital angular 
momentum operator and δ is the delta function which only allows mixing in of excited states 
with the same wavevector. This term can be appreciable for metals with unquenched orbital 
angular momentum because for a partially filled band, the separation between filled and empty 
                                                 
* Like-spins experience less electrostatic repulsion due to Fermi holes, hence electron repulsion favours the 
paramagnetic state. In small orbitals with greater electrostatic repulsion, paramagnetism is more favoured.  
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states is small (e.g. V, Cr, Nb and W metals57). Furthermore, a Van Vleck Knight shift can also 
be found in semiconductors if the bandgap is sufficiently small, because states above and below 
the bandgap can mix, although the shift is not technically a Knight shift in this case.  
2.2 Relaxation 
In addition to the information encoded in the frequency of NMR signals, the relaxation 
properties can also provide insight into the physical properties of a system.1  
2.2.1 T1 Relaxation 
Longitudinal, spin-lattice, or T1 relaxation results in the return of longitudinal magnetisation, 
i.e. the component parallel to the applied field, to the equilibrium value following a perturbation 
(such as an NMR experiment). In doing so, the nucleus exchanges heat with the lattice. For a 
spin-half nucleus, the longitudinal relaxation is characterised by a single relaxation constant, 







where 𝑀 is the magnetisation and 𝑀0 is the equilibrium magnetisation. If at time 𝑡 = 0 the 
magnetisation is zero, e.g. in a saturation recovery experiment, the magnetisation is 
subsequently given by  




For a quadrupolar nucleus, i.e. 𝐼 >
1
2
, the magnetisation depends on the relative populations of 
all the spin states and so cannot be described by a single parameter (in general, 2𝐼 parameters 
are required). Consequently, the longitudinal relaxation cannot rigorously be characterised by 
a single time constant, instead multiple time constants are required which also depend on the 
initial population distribution, the rates of single and multiple quantum transitions, and on the 
relative energies of all the spin states.50 Furthermore, in the presence of quadrupolar coupling, 
these energies are also orientationally dependent (see 2.1.2). However, despite all these 
complications, the various relaxation constants are often sufficiently similar that calculating a 
single T1 constant for a sample can still be meaningful. Nevertheless, care must be taken when 
interpreting the relaxometry of quadrupolar nuclei. 
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Longitudinal relaxation is driven by fluctuating fields at the nucleus,1 which can have a number 
of origins: for diamagnetic samples, often fluctuations in the dipolar coupling dominate, caused 
by molecular/ionic motion, whereas for quadrupolar nuclei, there can be fluctuations in the 
quadrupolar coupling, caused by changes in the local electric field gradient due to motion, 
either of the nucleus in question or other nearby ions. In paramagnetic and metallic samples, 
however, there are further sources of relaxation to consider. 
Paramagnetic Relaxation 
In paramagnetic samples, relaxation can be caused by fluctuations in the hyperfine coupling; 
this can also be due to motion, but is more commonly caused by fluctuations in the electron 
spin.5 As previously mentioned, electronic relaxation typically occurs faster than nuclear 
relaxation (10−12 – 10−9 s), but still results in appreciable spectral density at the Larmor 
frequency. This can cause significantly faster relaxation than for diamagnetic samples, which 
is termed paramagnetic relaxation enhancement (PRE) and can be used to identify 
paramagnetic phases. In fact, if the electron correlation time is too long (approaching the NMR 
timescale ~10-7 s), the PRE is so effective that no NMR signal can be observed; this is known 
as paramagnetic quenching.  
Relaxation due to the Fermi-contact and dipolar hyperfine interactions are referred to as the 
Bloembergen and Solomon mechanisms, respectively, and the total contribution to the nuclear 
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𝑇2𝑒
1 + (𝜔0𝑆 − 𝜔0𝐼)2𝑇2𝑒
2 ], 
where 𝑇1𝑒 and 𝑇2𝑒 are the longitudinal and transverse electronic relaxation constants, 
respectively, and the dipolar coupling constant 𝑏𝑆𝐼 is defined in equation (2.19).
5 As can 
perhaps be seen, analysis of paramagnetic relaxation is often prohibitively complicated, 
however these analytical expressions have previously been used as structure constraints for the 





In metals, relaxation can be caused by fluctuations in the conduction electron spins, which can 
also result in significantly faster relaxation than in diamagnetic samples. In simple metals with 











where 𝒦 is the Knight shift (see 2.1.4) and 𝛾𝑒 and 𝛾𝑛 are the electron and nuclear gyromagnetic 
ratios, respectively. This relation can be understood by considering that only electrons near the 
Fermi level can undergo fluctuations, because there must be an empty state with the opposite 
spin for the electron to move into, which is sufficiently close in energy. Therefore, the 
relaxation rate is proportional to the number of filled states within a small energy 𝛿 below the 
Fermi level, and to the number of available states within 𝛿 above the Fermi level, i.e. 
1
𝑇1
∝ 𝜓(𝐸𝐹 − 𝛿 < 𝐸 < 𝐸𝐹)𝜓(𝐸𝐹 < 𝐸 < 𝐸𝐹 + 𝛿), (2.31) 
where 𝜓(𝐸) is the density of states at an energy E. If the density of states is sufficiently flat in 
the vicinity of the Fermi level then both of these terms are approximately equal to the density 
of states at the Fermi level, 𝜓(𝐸𝐹), which also determines the magnitude of the Knight shift 




2 ∝ 𝒦2. (2.32) 
The temperature factor arises from Fermi-Dirac statistics which cause a finite smearing of 
which states are filled in the vicinity of the Fermi level. The higher the temperature, the greater 
the smearing and therefore the more electrons with accessible states to allow spin fluctuations, 
and the faster the relaxation rate. The Korringa relation can be used to identify metallic systems, 
but only in the simplest cases.  
Motional Relaxation 
When the dominant cause of relaxation is motion, the temperature dependence of the relaxation 
can yield useful information on the magnitude, rate, and activation energy of the motion; 
however, this requires a model for how the motion induces relaxation. For both dipolar 
relaxation and quadrupolar relaxation, the T1 is given by the spectral densities, 𝐽(𝜔), at the 





= 𝐴[𝐽(𝜔0) + 𝐽(2𝜔0)], (2.33) 
where the prefactor 𝐴 depends on the magnitude of the interaction driving the relaxation and 
on the nature of the motion causing fluctuations in it. In idealised cases, 𝐴 can be calculated 
analytically: for homonuclear dipolar relaxation between two nuclei separated by a distance 𝑟, 






where 𝜇0 is the permeability of free space;













for quadrupolar coupling constant 𝐶𝑄 and asymmetry 𝑄 (see §2.1.2).
61 However, for even 
slightly more complicated scenarios, these expressions become exceedingly complex; analysis 
of the relaxation rates is nevertheless possible, because where necessary the prefactor can be 
treated as a variable parameter, or calculated from the relaxation rate at the 𝑇1 minimum, if this 
is experimentally accessible. 
To proceed, a form must be assumed for the spectral density, the most common of which is 
given by Bloembergen-Purcell-Pound (BPP) theory, whereby the motion is described by a 
mono-exponentially decaying autocorrelation function 




with a correlation time 𝜏𝑐. Fourier transformation of the autocorrelation function then gives a 




 . (2.37) 
Substituting this into (2.33), the following limiting behaviours result: 
Fast motion regime, high T: 𝜏𝑐𝜔0 ≪ 1,      
1
𝑇1
= 5𝐴 ⋅ 𝜏𝑐 (2.38) 


















If the motion follows an Arrhenius dependence  




then so too will the spin–lattice relaxation in the limiting regimes: 




where the sign depends on the regime. An Arrhenius plot of ln 𝑇1 versus 1/𝑇 should therefore 
yield a characteristic V-shaped curve (Figure 2.7) and the activation energy for the motion can 
be extracted from the gradient(s). This analysis is performed to investigate oxide-ion motion 
in Chapter 3.  
 
Figure 2.7: Schematic Arrhenius plot of motionally-induced T1 relaxation.  
2.2.2 T1ρ Relaxation 
The 𝑇1𝜌 constant characterises the decay of magnetisation in the rotating frame.
62 To measure 
𝑇1𝜌, transverse magnetisation is excited and continuous wave radiofrequency power is then 
applied on resonance; in the rotating frame, this corresponds to a static magnetic field in the 
transverse plane, about which the magnetisation is spin-locked. The decay of this magnetisation 
then depends on the spectral density at the frequency determined by the radiofrequency power, 
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𝜔1, rather than that at the Larmor frequency, 𝜔0. As radiofrequency powers are typically 
around 10 – 100 kHz, this allows motion to be probed at complementary timescales to T1 
measurements;63 however, spin-locking can be challenging in some systems, especially for 
quadrupolar nuclei, and this method was not used in the work presented here. 
2.2.3 T2 Relaxation 
Transverse, spin–spin, or 𝑇2 relaxation measures the decay of magnetisation in the transverse 
plane following excitation. 𝑇2 relaxation is a random process which, like 𝑇1 relaxation, is driven 
by fluctuating fields at the nucleus; however, because spin–spin flip-flop transitions can occur 
without any net change in energy, 𝑇2 relaxation is also driven by spectral density at zero 
frequency. For this reason, 𝑇2 relaxation in solids is often much faster than 𝑇1 relaxation, 
whereas for liquids in the fast-motion regime the two rates are typically equal.*,64  
In the limit of a single, well-defined, nuclear environment, the only cause of decay in the time-
domain free-induction decay (FID) measured in an NMR experiment is 𝑇2 relaxation; 
following Fourier transformation, this is therefore the only cause of spectral broadening in the 






In this case, the signal is said to be homogeneously broadened. However, for ssNMR of 
materials, signals are almost always heterogeneously broadened, i.e. the linewidth is caused by 
a distribution of local environments due to, even small, variations in the interactions described 
in §2.1; inhomogeneous broadening can also be induced by field inhomogeneities in the 
sample.3 The T2 constant given by equation (2.43) when the linewidth is inhomogeneously 
broadened is referred to as 𝑇2
*. The true 𝑇2 constant can therefore no longer be determined 
from the linewidth, but is instead measured using an echo experiment, which takes the form 𝑝1 
– τ – 𝑝2 – τ – acquire. The first pulse excites transverse magnetisation and the second pulse 
should refocus any dephasing so that the signal decay measured for progressively longer echo 
delays is only due to 𝑇2 relaxation, i.e. 
                                                 
* The only requirement for the two constants is that 𝑇2 < 2𝑇1, because as the longitudinal component increases, 
the transverse component must decay so that the total magnitude of the magnetisation does not increase. 
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By performing multiple experiments with different echo delays, τ, the 𝑇2 can be extracted.  
The choice of echo pulse sequence depends on the nature of the dephasing to be refocussed. 
The most common is the Hahn echo, π/2 – τ – π – τ – acquire, which refocuses dephasing due 
to terms which are linear in the nuclear spin, including differences in chemical shift (which 
may arise from CSA or 𝐵0 field inhomogeneities), heteronuclear dipolar coupling, and second-
order quadrupolar coupling. To refocus terms which are bilinear in the nuclear spin, a solid 
echo must be used (π/2 – τ – π/2 – τ – acquire, where the two pulses differ in phase by 90o); 
such interactions include first order quadrupolar coupling (i.e. for integer-spin nuclei which do 
not have a central transition) and homonuclear dipolar coupling (if this is not removed by fast 
MAS).2 Dephasing may still occur during the echo, however, if the pulse length is not perfectly 
set, due to 𝐵1 field inhomogeneities, or if both linear and bilinear terms are present (dephasing 
due to linear terms will still occur during a solid echo, for example, even if the dominant 
dephasing due to a bilinear term has been refocused). These dephasings are not 𝑇2 relaxation 
because they are not random processes and could, in principle, be refocused in an ideal system 
with an appropriate pulse sequence. An effective decay constant is measured in this case, 
sometimes denoted 𝑇2′, which includes both the “true” 𝑇2 relaxation and any additional 
dephasing.  
Motional Relaxation 
Motion can cause 𝑇2 relaxation by inducing fluctuating fields at the nucleus, and this can be 
analysed in an equivalent way to 𝑇1 relaxation (see 2.2.1), further including the effect of 
spectral density at zero frequency. It can be shown that the effect of this additional contribution 
is that 𝑇2 takes a constant value in the slow-motion regime, unlike 𝑇1 and 𝑇1𝜌 which increase 
again after passing through a minimum (as in Figure 2.7). However, minima in the effective 𝑇2 
measured in an echo experiment as a function of temperature have been reported, for example 
in the study of lithium diffusion;65 clearly in this case a different mechanism must be in effect.  
The origin of this effective 𝑇2 decay is as follows: a spin which is in one environment during 
the first half of the echo develops a certain relative phase, which would normally be removed 
over the course of the second half of the echo; however, if the spin changes environment at any 
point during the echo, the phases developed in each half of the echo will not perfectly cancel, 
resulting in a dephasing relative to other spins and a reduction in the observed signal. For 
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slower motion, the probability of changing environment during the echo is reduced, reducing 
the dephasing, and for fast motion any given spin experiences many different environments 
during each half-echo, which is equivalent to experiencing the same average environment, so 
that the echo is again effective at refocussing the phase. The T2 minimum is a similar 
phenomenon to the line broadening observed during the intermediate regime for chemical 
exchange,64 and the minimum is observed when the rate of motion is on the order of the 
separation of the resonant frequencies of the environments which are sampled by the motion,65 
as this dictates the relative dephasing caused by sampling different environments. 
Relaxation due to Diffusion 
In a similar way to motionally driven dephasing during an echo, diffusion within a magnetic 
field gradient also causes dephasing because in this case, the magnetic field experienced by a 
spin changes during the echo, which changes the precession frequency, so that the phases 
evolved over the two halves of the echo again do not cancel. The magnetic field gradient may 
be internal, e.g. due to magnetic susceptibility effects,66 or an applied external gradient if the 
aim is to investigate the diffusional processes.67 However, this diffusional relaxation can mask 
the T2 relaxation; to overcome this, a Carr–Purcell–Meiboom–Gill (CPMG) pulse sequence can 
be used, where during the T2 relaxation time, rather than a single echo, a train of echoes is used: 
π/2 – (τ – π – τ)N – acquire. Instead of varying the echo delay, τ, this is fixed and the number 
of echoes, N, is varied; the numerator of (2.44) then becomes 2𝑁𝜏, and again the T2 can be 
extracted. The advantage of the CPMG pulse sequence is that by making the echo spacing 
arbitrarily short (although it must be rotor synchronised in an MAS experiment), no diffusion 
occurs during an individual echo so the refocussing of each echo is still effective, leaving only 
the true T2 relaxation over the total echo train. However, care must be taken choosing the echo 
delay, τ, because if it is too short then in some cases, due to the finite length of the pulses, the 
train of π pulses can spin lock the magnetisation, so that decay occurs via T1ρ relaxation rather 
than T2.
68 Another application of the CPMG pulse sequence, if the signal is measured between 
each echo, is to greatly enhance the acquired signal in systems where the T2 is significantly 
longer than the T2
*, especially in the case of a long T1 constant; this is because many echoes 
can be recorded for a single excitation.69 
2.3 Dynamic Nuclear Polarisation (DNP) 
As discussed in Chapter 1, DNP is the harnessing of the greater polarisation of paramagnetic 
electrons to hyperpolarise nuclear spins and thereby increase the NMR signal.70  
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In an applied magnetic field, 𝐵0, the spin states for a paramagnetic electron are split according 
to the Zeeman interaction; for the case of S = 
1
2
, the two spin states 𝑚𝑆 = ±
1
2
 have energy 
±ℏ𝛾𝑒𝐵0, where 𝛾𝑒 = −𝑔𝑒𝜇𝐵/ℏ is the electron gyromagnetic ratio. At equilibrium, the 
population of the spin states takes a Boltzmann distribution, resulting in a population difference 
and hence a spin polarisation; it is this polarisation which forms the basis of electron 
paramagnetic resonance (ESR) spectroscopy, analogous to the nuclear spin polarisation 
investigated with NMR spectroscopy. However, because as previously mentioned the electron 
gyromagnetic ratio is ~3 orders of magnitude greater than nuclear gyromagnetic ratios, ESR is 
performed at microwave frequencies (tens to hundreds of GHz) rather than the radiofrequency 
(tens to hundreds of MHz) used for NMR and, furthermore, the electron spin polarisation is 
correspondingly larger.  
There are various mechanisms of DNP, the most relevant of which will be discussed below, 
but in all cases the driving force is the (at least partial) saturation of the ESR frequency by the 
application of high power microwave radiation—that is to say the populations of the electron 
spin states are equalised, reducing the spin polarisation. If the electron–nuclear hyperfine 
interactions are tailored appropriately, this can be done in such a way that some of this 
polarisation is concurrently, or subsequently, transferred to the nuclear spin bath.  
Thermodynamically, DNP can be considered as a heat pump (Figure 2.8): hyperpolarisation of 
the nuclear spin bath is equivalent to reducing the effective temperature for the Boltzmann 
population of the levels, i.e. the aim of DNP is to cool the nuclear spins. This is achieved by 
pumping heat from the nuclear spin bath to the electron spin bath, which is driven by the 
application of microwave power. The reason this works is, because the energy splitting of the 
electron spin levels is greater than for the nuclear spin levels, the electron spin bath has a 
significantly larger heat capacity, and thus can accept the heat pumped from the nuclear spin 
bath. This is (somewhat) equivalent to the significant cooling which can be achieved in a fridge 
or freezer by pumping heat into the much larger surroundings, at the expense of the electricity 
required to drive the heat pump.  
DNP is typically performed with a fixed frequency microwave source so that, in order to match 
this frequency to that required by the electron–nuclear system, the magnetic field must be 
varied. The optimal frequency will always be close to the ESR frequency, which itself is 
generally close to that of a free electron, so the field should not need to be swept by a large 
amount. Nevertheless, the enhancement in nuclear spin polarisation achieved by DNP can vary 
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significantly over such a narrow range of magnetic field, and this field profile is characteristic 
of the DNP mechanism. The three most common mechanisms of DNP are the Overhauser 
effect, the solid effect and the cross effect; these will now be considered in turn. 
 
Figure 2.8: Schematic representation of DNP as a heat pump. The application of microwave power (μw) pumps 
heat from the nuclear spin bath to the electron spin bath, which has a larger heat capacity.  
2.3.1 The Overhauser Effect 
The Overhauser effect was the original mechanism of DNP proposed by Overhauser in 1953 
and then experimentally observed by Carver and Slichter in lithium metal.17,18 The mechanism 
is simply a cross-relaxation of the electron spin via a nuclear spin, in an equivalent fashion to 
the nuclear cross-relaxation that is exploited in nuclear Overhauser effect (NOE)-based 
experiments in NMR. This mechanism is illustrated in Figure 2.9, where the electron and 






, respectively. The 
pure ESR transitions at 𝜔0𝑆 are driven by the applied microwave irradiation (wavy lines), and 
then cross relaxation occurs via the zero quantum (ZQ) and double quantum (DQ) transitions 
(straight lines); these transitions are described in Table 2.1. Nuclear hyperpolarisation is 
generated if the rates of ZQ and DQ relaxation differ. 
Table 2.1: Definition and frequencies of the zero and double quantum transitions in the e–n system.  
Zero Quantum (ZQ) |𝛼𝛽⟩ ↔ |𝛽𝛼⟩ 𝜔0𝑆 + 𝜔0𝐼 
Double Quantum (DQ) |𝛼𝛼⟩ ↔ |𝛽𝛽⟩ 𝜔0𝑆 − 𝜔0𝐼 
In order for this cross-relaxation to occur, there must be a fluctuating hyperfine interaction with 
spectral density at the ZQ or DQ frequencies. For metals such as lithium, these fluctuations are 
caused by motion of the itinerant conduction electrons, and in liquids they can be caused by 
molecular diffusion; however, the Overhauser effect has also been observed in insulating 




The field profile for the Overhauser effect is shown in Figure 2.10; the only condition is that 
the microwave frequency matches the ESR frequency, so a single broad enhancement profile 
is observed at 𝜔0𝑆. The sign of the enhancement depends on the sign of the nuclear 
gyromagnetic ratio and whether ZQ or DQ relaxation dominates: a positive enhancement is 
generated for a positive gyromagnetic ratio if ZQ > DQ (i.e. 𝛽 → 𝛼 > 𝛼 → 𝛽).  
 
Figure 2.9: Schematic energy level diagrams for different DNP mechanisms with a positive nuclear gyromagnetic 
ratio. Wavy lines indicate transitions driven by applied radiation, while straight arrows indicate spontaneous 
transitions. Based on the diagrams of Thankamony et al.70 
2.3.2 The Solid Effect 
The solid effect occurs when the ZQ and DQ transitions (Table 2.1) are driven by the 
microwave radiation (Figure 2.9); these transitions are nominally forbidden, but are weakly 
allowed due to mixing of the spin states by the hyperfine coupling. The field profile (Figure 
2.10) therefore shows two distinct features at the ZQ and DQ frequencies, which are separated 
by twice the nuclear Larmor frequency. For a positive gyromagnetic ratio, the DQ transition 
corresponds to a positive nuclear enhancement (𝛽 → 𝛼), while the ZQ transition corresponds 
to a negative nuclear enhancement (𝛼 → 𝛽). A well resolved solid effect is only observed if the 
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heterogeneous ESR linewidth is less than 𝜔0𝐼; if this is not the case, then an enhancement can 
still be observed due to a differential solid effect, whereby for a given microwave 
frequency/magnetic field strength the rate of one transition is greater than that of the other, but 
the magnitude of the enhancement is significantly reduced. 
 
Figure 2.10: Field profiles for the solid effect (SE), cross effect (CE) and Overhauser effect (OE). Reproduced 
from Thankamony et al.70 
2.3.3 The Cross Effect 
The cross effect is a three-spin process, involving two electrons and a nuclear spin 
(|𝑚𝑆1𝑚𝑆2𝑚𝐼⟩). Specifically, the spin system undergoes three-spin flip-flop-flip transitions, e.g. 
|𝛼𝛽𝛼⟩ ↔ |𝛽𝛼𝛽⟩, which are only possible if the ESR frequencies of the two electrons differ by 
the nuclear Larmor frequency: |𝜔0𝑆1 − 𝜔0𝑆2| = 𝜔0𝐼. For a non-equilibrium population of one 
of the electron spins (or any population difference between the two spins), the rates of flip-
flop-flip transitions in each direction are not equal, resulting in hyperpolarisation of the nuclear 
spin.  Therefore, in the field profile for the cross effect (Figure 2.10), enhancements are 
observed when the microwave frequency matches the ESR frequencies of either S1 or S2, and 
the peak frequencies are separated by the nuclear Larmor frequency 𝜔0𝐼, because the cross 
effect requires that the electron ESR frequencies differ by 𝜔0𝐼.  
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In practise it is challenging to find a system for which the necessary frequency matching is 
realised between two narrow-line radicals, although a proof of principle has been 
demonstrated.72 Instead, radicals are used with inhomogeneously broadened ESR spectra due 
to g-tensor anisotropy which are wider than the Larmor frequency; the ESR frequency then 
depends on the orientation of the radical and at least some radicals will be oriented such that 
their electron frequencies are separated by 𝜔0𝐼, and can therefore induce hyperpolarisation via 
the cross effect. Biradicals, where there are two radical centres on the same molecule, are 
particularly successful for the cross effect because the strong intramolecular dipolar coupling 
fulfils the second requirement for flip-flop-flip transitions that the electron spins be coupled.  
Thus far, the cross effect has implicitly been considered under static conditions, however it is 
much more common to perform experiments under MAS; this complicates the analysis, but in 
fact results in a greater enhancement over the sample than would be predicted if only 
appropriately oriented biradicals could contribute to DNP. Because the electron spin energies 
depend on the orientation of the molecule (and hence the g-tensor) with respect to the field, the 
energies of each of the e–e–n states described in Figure 2.9 will evolve over the course of a 
rotor period and in some cases will cross (Figure 2.11, left). However, at these crossings, small 
off-diagonal elements caused by the e–e and hyperfine couplings cause mixing of the states so 
that one state evolves into the other and the level crossing is avoided (Figure 2.11, right); this 
allows adiabatic transfer of populations at certain points during the rotor period. The 
probability of adiabatic transfer depends on the magnitude of the off-diagonal elements and the 
“speed” at which the states cross, i.e. the spinning rate: the greater the off-diagonal coupling, 
and the slower the spinning rate, the more likely the level crossing will be avoided.  
The effect of MAS is to temporally separate the microwave and cross effect matching 
conditions: at some point in the rotor period, the ESR frequency will match the microwave 
frequency, which allows a non-equilibrium spin population to be induced, then at another point 
the cross effect condition will be achieved (|𝜔0𝑆1 − 𝜔0𝑆2| = 𝜔0𝐼), permitting flip-flop-flip 
transitions and thereby nuclear hyperpolarisation. Consequently, a significantly greater 
proportion of the biradicals can contribute to DNP than in the static case (the magnitude of the 
MAS induced variation in the e–e coupling still depends on the orientation of the e–e vector 





Figure 2.11: Schematic representation of the evolution of two e–e–n states (blue and red) as a function of rotor 
angle, ρ, or time in units of rotor period, 𝜏𝑟, showing an avoided level crossing. Reproduced from Thankamony 
et al.70 
One might worry that because the ESR frequency of both electron spins will pass through the 
microwave frequency over the course of a rotor period, both will be equally saturated and thus 
there would be no population difference to induce nuclear hyperpolarisation; however, due to 
the strong e–e coupling, adiabatic e–e flip-flops are very likely (1 − 𝑃 ~ 10−6), whereby 
polarisation is passed from one electron to the other, therefore effectively “the same” electron 
is polarised each time the microwave frequency is encountered. The probability of flip-flop-
flip transitions is much less, 𝑃 ~ 10−3, because the combined e–e–n coupling is significantly 
weaker but, as long as the nuclear T1 relaxation is sufficiently long (which is typically the case), 
there will be many level-crossing events per relaxation constant, and therefore appreciable 
nuclear hyperpolarisation can still develop.  
2.3.4 Typical DNP Experiments 
DNP experiments are almost always performed at low temperatures. This is to slow the electron 
spin relaxation and therefore allow a greater saturation to be achieved given the currently 
achievable microwave powers. Sample cooling is more difficult under MAS because the 
bearing and drive gas flows used for spinning must be cooled, in addition to the application of 
further cooled gas (variable temperature or VT gas); however, commercial systems are 
available which utilise liquid nitrogen cooling and operate at ~100 K. Further enhancements 
can be achieved with liquid helium cooling, especially at higher magnetic fields,73 but this can 
be technologically challenging and/or prohibitively expensive depending on the efficiency of 
helium recirculation, and is by no means a standard setup.   
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The unpaired electron source in DNP experiments can be endogenous, if the material 
intrinsically contains paramagnetic centres or if they can be doped into the structure,74 but 
exogenous DNP, where an external radical source is added, is a more generally applicable 
technique and as such is far more common. A significant effort has been made to optimise the 
radical/solvent system (often referred to as “DNP juice”), and the most successful standard 
combinations which have emerged are AMUPol in water/glycerol75 and TEKPol in 
tetrachloroethane (TCE)76 (Figure 2.12). These are both organic nitroxide based biradicals and 
operate via the cross effect; these aqueous and organic radical systems are complementary, and 
the choice depends on the stability and insolubility of the sample in each. The specific solvents 
are used because they form glasses at the low operating temperatures rather than crystallising, 
which would exclude the radicals from the solvent, instead of uniformly dispersing them as 
required. In the most common sample preparation, the radical solution is added to the solid 
sample until it has fully wet the surface and filled any macro- and meso-pores, but just before 
there is any free solution and the sample forms a slurry (in practise, at this point slightly more 
solid sample can be added to return to a solid); this is known as incipient wetness 
impregnation21 and has two advantages: most importantly, any excess solution reduces the 
filling factor of sample in the rotor and hence the signal, but secondly, solids are significantly 
easier to pack than slurries, which results in reduced transfer losses.  
 
Figure 2.12: Structure of the biradicals AMUPol and TEKPol. Reproduced from Zhao et al.77  
2.3.5 Direct and Indirect DNP 
DNP can be applied in two ways (Figure 2.13): In both cases the first step is a build-up time, 
equivalent to the recycle delay in conventional ssNMR experiments, during which the nuclei 
hyperpolarise. Then in direct DNP, the nucleus of interest is directly observed, whereas in 
indirect DNP, 1H nuclei are first polarised and cross polarisation (CP) is subsequently used to 
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transfer the 1H polarisation to the nucleus of interest. The latter approach typically leads to 
larger enhancement factors because 1H spin diffusion is very effective at spreading the nuclear 
hyperpolarisation away from the radicals, resulting in a greater and more uniform 
hyperpolarisation of the 1H spin bath throughout the sample. Furthermore, the build-up times 
for protons are often shorter than for other nuclei due to the high gyromagnetic ratio, allowing 
more scans per unit time. However, the obvious disadvantage of indirect DNP is that to study 
the bulk of a sample it must contain a continuous network of 1H nuclei, which often is not the 
case. Further difficulties can arise for quadrupolar nuclei due to the difficulty of spin-locking, 
which reduces the CP efficiency. 
In these schematic pulse sequences, the microwave irradiation is shown to be continuous wave, 
which is most commonly the case. However, with specialised hardware, pulsed DNP 
experiments are also possible which can increase signal enhancements and allow for novel 
experiments.78 
 





Chapter 3: A 17O Paramagnetic NMR 
Study of Sm2O3, Eu2O3, and Sm/Eu-
Substituted CeO2 
3.1 Abstract 
Paramagnetic solid-state NMR of lanthanide (Ln) containing materials can be challenging due 
to the high electron spin states possible for the Ln f electrons, which result in large paramagnetic 
shifts, and these difficulties are compounded for 17O due to the low natural abundance and 
quadrupolar character; in this chapter, strategies are developed to overcome these issues and 
determine local structural information in lanthanide oxides. First, the 17O NMR spectra of 
monoclinic Sm2O3 and Eu2O3 are assigned for the first time, primarily based on the relative 
intensities and the magnitudes of the quadrupolar coupling constants. Then the temperature 
dependences of the Sm3+ and Eu3+ magnetic susceptibilities are investigated by measuring the 
17O shift of the cubic sesquioxides over a wide temperature range. This reveals non-Curie 
temperature dependence due to the presence of low-lying electronic states, which is reproduced 
by calculating the electron spin as a function of temperature, yielding Fermi contact shifts 
which agree well with the experimental values. The additional contribution of a pseudo-contact 
shift for Sm2O3 is also considered.   
Using the understanding of the magnetic behaviour gained from the sesquioxides, the local 
oxygen environments in 15 at% Sm- and Eu-substituted CeO2 are explored, with the 
17O NMR 
spectrum exhibiting signals due to environments with zero, one and two nearest neighbour Ln 
ions, as well as further splitting due to oxygen vacancies. Finally, the activation energy for 
oxygen vacancy motion is determined in these systems to be 0.35 ± 0.02 eV, from the Arrhenius 
temperature dependence of the 17O T1 relaxation constants, which is found to be independent 
of the Ln ion within error. The relation of this activation energy to literature values for oxygen 
diffusion in Ln-substituted CeO2 is discussed to infer mechanistic information that can be 





The most stable oxidation state for most lanthanides is 3+, corresponding to the sesquioxides 
Ln2O3. The sesquioxides can adopt three different structures: hexagonal (A), monoclinic (B) 
and cubic (C); with decreasing ionic radius, moving across the lanthanide series, the most stable 
phase at intermediate temperatures changes from A to B and then to C, although it is sometimes 
possible to stabilise different polymorphs depending on the thermal history.79 A survey of the 
17O NMR shifts of the lanthanide oxides has previously been made by Yang, Shore and 
Oldfield,80 however, their work did not include an example of a sesquioxide with the B-type 
monoclinic structure (Figure 3.1a). Of the lanthanides which can adopt the B-type structure, 
Sm2O3 and Eu2O3 are the easiest to prepare as the B phases are stable to the lowest temperatures 
out of the lanthanide sesquioxides (except for Pm2O3, but Pm is radioactive); these two 
materials were thus chosen for investigation of their 17O paramagnetic NMR shifts. 
The magnetic behaviours of Sm3+ and Eu3+ are also of interest because both ions have low lying 
electronic levels (the first of which are ~1000 cm-1 and ~250 cm-1 above the ground state for 
Sm3+ and Eu3+, respectively) which have larger magnetic moments than the ground states.81 
This affects the magnetic susceptibility in two ways: firstly, the excited state can be thermally 
occupied, which increases the effective magnetic moment; secondly, the second-order mixing 
of these states results in an appreciable temperature-independent Van Vleck susceptibility, 
particularly for Eu3+. Given that the ground-state of Eu3+ is non-magnetic to first order (J = 0), 
the effect of the excited state is especially important. The magnetic susceptibility of Sm3+ in 
fact exhibits a broad minimum at around 400 K, due to the competition of the Curie temperature 
dependence for each level and the Boltzmann population of the excited electronic level with a 
larger moment. To study the temperature dependence of the Sm3+ and Eu3+ magnetic 
susceptibilities, the 17O paramagnetic shift of cubic Sm2O3 and Eu2O3 were measured over a 
wide temperature range. The cubic polymorphs were chosen for this investigation as there is 
only a single crystallographic oxygen site in this structure,82 simplifying the spectra. 
As was first reported by Lewis et al. for the 17O NMR signal of aqueous solutions of trivalent 
lanthanide ions,83 the paramagnetic shift for atoms directly bonded to lanthanides is positive 
for Ce3+–Sm3+ and then negative for Eu3+–Yb3+. The paramagnetic shift in these cases arises 
from a polarisation mechanism:83,84 the bonding interaction is primarily between a lone pair on 
the oxygen and the empty 6s orbital on the lanthanide, which causes a small degree of 
delocalisation of the oxygen electrons onto the lanthanide; then, due to the exchange 
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interaction, the electron density at the lanthanide is polarised parallel to the time-averaged 
lanthanide electron spin (〈𝑆𝑧〉), leaving a net anti-parallel spin density at the oxygen nucleus, 
which causes a Fermi-contact shift. The sign and magnitude of this Fermi-contact shift is then 
determined by the lanthanide electron spin, the variation of which across the lanthanides 
explains the observed trend in chemical shifts. 
The simplest case to consider is Gd3+, which has a spin-only ground term (8S): the magnetic 
moment aligns parallel to the field, which results in an antiparallel spin moment at the oxygen 
nucleus due to the polarisation mechanism, and hence the negative observed paramagnetic 
shift. In the second half of the lanthanide series, Tb3+–Tm3+, the orbital magnetic moment 
augments the spin magnetic moment (for greater than half-filled shells, spin–orbit coupling 
favours parallel spin and orbital angular momenta in the ground-state), so aligning the magnetic 
moment parallel to the field still requires a parallel spin moment, resulting in a negative 
paramagnetic oxygen shift. For Eu3+ (with a 7F ground term), the spin magnetic moment 
outweighs the orbital magnetic moment, so once again the spin magnetic moment aligns 
parallel to the field, which yields a negative paramagnetic shift for the oxygen. However, for 
Ce3+–Sm3+, the orbital magnetic moment is greater than the spin magnetic moment; the orbital 
magnetic moment therefore aligns parallel to the field and, since for less than half filled shells 
spin–orbit coupling favours an antiparallel arrangement of the spin and orbital angular 
momenta in the ground-state, this results in an antiparallel spin moment at the lanthanide and 
therefore a positive paramagnetic shift for oxygen due to the polarisation mechanism. The 
lanthanide electron spins 〈𝑆𝑧〉 have been calculated by Golding and Halton,
84 and Yang et al. 
showed that there was an excellent correlation between 〈𝑆𝑧〉 and the 
17O chemical shift in 
lanthanide oxides.80  
As discussed in §1.7, lanthanide-substituted CeO2 based materials are important oxide-ion 
conductors, with applications in solid oxide fuel cells;33 however, to optimise the performance 
of these materials, a greater understanding is required of the oxygen conductivity mechanism. 
While the mechanism and activation energy barriers in Ln-substituted CeO2 phases have 
typically been probed through impedance spectroscopy, DC conductivity, and oxygen 
permeability methods,85–90 variable-temperature solid-state NMR studies have also provided 
complementary and atomic-level insights. Fuda et al. first showed that 17O spin-lattice 
relaxation (T1) measurements (up to 1000 °C) of CeO2 and Y-substituted CeO2 sensitively 
probed oxide-ion motion with a component at the Larmor frequency; Adler et al. later 
reinterpreted the multiple T1 minima as evidence of two distinct time scales for motion 
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corresponding to nearby oxygen vacancy hops and exchange of the observed oxygen itself with 
vacancies.91 Studies by Kim and Stebbins on the Sc-substituted and Y-substituted CeO2 
systems also showed how the 17O (and 45Sc/89Y) chemical shifts reflect the local distribution 
of aliovalent dopants, with evidence of cation–vacancy pairing.92,93 
Recent efforts by Heinzmann et al. have shown that 17O NMR (and T1) measurements can be 
applied to Gd-substituted CeO2 to quantify doping behaviour and to extract activation energy 
values that can be ascribed to oxide-ion motion.94 However, 17O NMR and/or relaxometry-
based techniques have not been used to study conduction in other Ln-substituted CeO2 
materials, likely due to the aforementioned difficulties in interpreting NMR spectra of 
paramagnetic phases. The lessons learned regarding the magnetic behaviour of Sm3+ and Eu3+, 
as seen in the paramagnetic 17O NMR of the monoclinic Ln2O3 polymorphs, are therefore used 
to guide the analysis of variable-temperature 17O spectra of Sm- and Eu-substituted CeO2. 
 
Figure 3.1: a) Crystal structure, and b) local environments of the crystallographically distinct oxygen sites, of the 
monoclinic (B) Ln2O3 phase. Lanthanide ions are shown in silver and the oxygen ions are coloured according to 




3.3 Experimental Methods 
3.3.1 Synthesis 
The quartz tubes were flame-sealed by Dr Matthias Groh, University of Cambridge.  
Cubic Sm2O3 was prepared by decomposing Sm(OH)3 (Alfa Aesar, 99%) at 750 
oC under air 
for 12 hours.*,97 15 at% Sm- and Eu-substituted CeO2 were synthesised by grinding 
stoichiometric quantities of Sm2O3 (Aldrich, 99.9%) or Eu2O3 (Acros Organics, 99.99%) and 
CeO2 (Aldrich, 99.9%), pelletising at 750 MPa under partial vacuum, and firing at 1500 
oC for 
48 hours.  
17O enriched samples of Sm- and Eu-substituted CeO2 and cubic Eu2O3 were obtained by 
loading the samples into an alumina tube, which was placed inside a quartz tube filled with 
17O2 gas (70%, NUKEM Isotopes), sealed with a stopcock, and then annealed at 1000 
oC in a 
tube furnace for 15 hours. Cubic Sm2O3 was 
17O enriched by the same procedure at 750 oC for 
one week.  Monoclinic Sm2O3 and Eu2O3 were enriched in an alumina tube inside a flame-
sealed quartz tube under a 17O2 atmosphere, annealed at 1200 
oC in a box furnace for 48 hours. 
Prior to 17O-enrichment, all Eu2O3 samples were dried in vacuo at 100 
oC and transferred to an 
argon glovebox for subsequent preparation due to the highly hygroscopic nature of the material.  
3.3.2 Characterisation 
Powder X-ray diffraction (XRD) patterns were recorded in reflection mode with sample 
rotation on a PANalytical Empyrean diffractometer emitting Cu Kα (1.540598 Å + 1.544426 
Å) radiation. Eu2O3 samples were packed into a Kapton sample holder to avoid hydration. 
Phase identification was achieved by profile matching using the X’Pert HighScore Plus 2.2 
software (PANalytical) and by comparison with the following Inorganic Crystal Structure 
Database (ICSD) entries: CeO2 (72155),
98 cubic Sm2O3 (40475),
82 monoclinic Sm2O3 
(34291),95 cubic Eu2O3 (40472)
82 and monoclinic Eu2O3 (8056)
99. Rietveld refinement was 
performed with the TOPAS academic software package.100  
                                                 
* The commercial Sm2O3 sample contained both the cubic and monoclinic phases, and it was not possible to obtain 




Least-squares refinement of the saturation recovery data was performed by Dr David Halat, 
University of Cambridge. 
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NMR spectra were recorded on a 4.70 T or 7.05 T Bruker Avance III spectrometer or a 7.05 T 
or 9.40 T Bruker Avance spectrometer, using 1.3, 1.9, 4, or 7 mm probes. Most variable-
temperature spectra were acquired by applying heated or cooled nitrogen gas, with cooling 
achieved either with liquid nitrogen or with a Bruker cooling unit (BCU), except for the high-
temperature spectra of cubic Sm2O3 and Eu2O3 which were acquired by heating the sample with 
an infrared laser using a 7 mm Bruker laser probe. The sample temperature was determined 
using an ex-situ calibration with the temperature-dependent 207Pb NMR shift of Pb(NO3)2,
101 
except for the laser heated samples where the temperature was determined in-situ by grinding 
the sample with KBr and measuring the temperature-dependent 79Br NMR shift.102 Spectra 
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were recorded using a Hahn echo with pulse lengths corresponding to optimal excitation in the 
liquid and quadrupolar limits (π/2-τ-π-τ-acquire, or π/6-τ-π/3-τ-acquire for I = 5/2, 
respectively). The isotropic resonance for the cubic Eu2O3 spectra was determined at low 
temperatures by using a MATPASS sideband separation pulse sequence,103 and at high 
temperature by comparison of spectra recorded at 3 and 4 kHz MAS. Longitudinal relaxation 
constants T1 were determined by total least-squares refinement of the saturation recovery data 
to a stretched exponential function using IGOR Pro. Spectra were referenced to liquid H2O at 
0 ppm except for spectra recorded with a 1.9 mm probe which were referenced to CeO2 at 877 
ppm.104 NMR spectra were deconvoluted using the dmfit software.105 Full experimental details 
for each sample are summarised in Table 3.1. 
3.4 Results and Discussion 
3.4.1 Monoclinic Sm2O3 and Eu2O3 
Monoclinic Sm2O3 and Eu2O3 were 
17O-enriched as detailed in §3.3.1; the procedure required 
the use of a flame-sealed quartz tube in a box furnace in order to achieve an enrichment 
temperature of 1200 oC, which was necessary to ensure formation of the monoclinic phase.97  
Phase purity was determined by Rietveld refinement of the diffraction pattern (see Appendix 
A). 
Five crystallographically distinct oxygen sites are present in the monoclinic B-type sesquioxide 
structure (Figure 3.1b); however in the room-temperature 17O NMR spectrum of monoclinic 
Sm2O3 (~40 
oC sample temperature, Figure 3.2, top), only four signals can be distinguished. 
By cooling the sample to −44 oC, the magnetic susceptibility increases, resulting in larger 
paramagnetic shifts so that all five resonances can be individually resolved (Figure 3.2, 
middle). The observed shift increases with decreasing temperature, indicating that the Curie 
paramagnetic shift is positive, which is consistent with the paramagnetic shift mechanism as 
described in §3.2. 
In order to determine the multiplicities of each signal, a quantitative spectrum was recorded 
with a shorter, quadrupolar π/6 pulse (Figure 3.2, bottom), ensuring that quadrupolar nutation 
effects did not alter the relative signal intensities; the integrated intensities are given in Table 
3.2. The signal at 19 ppm has approximately half the intensity of the other signals, so can be 
assigned to the O5 (2e) site, which has half the crystallographic multiplicity of the other oxygen 
sites. The low frequency of this resonance is also consistent with the higher, six-fold 
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(~octahedral) coordination of the O5 site; the paramagnetic contribution to the shift is small 
for Sm3+, so the chemical shift is dominated by the diamagnetic contribution, and greater 
coordination typically leads to a lower frequency chemical shift for 17O.16 Furthermore, by 
comparing the spectra acquired with different pulse lengths, it can be seen that the sites at 108 
ppm and 255 ppm have greater relative intensities in the π/6 spectrum and thus larger 
quadrupolar coupling constants, CQ. In the monoclinic structure (Figure 3.1), two oxygen sites 
possess more distorted coordination environments, O1 (4i) which is five-fold coordinated 
square pyramidal, and O3 (4i) which is four-fold coordinated trigonal pyramidal; these are 
therefore assigned to the two resonances with larger CQs,
106 with the five-fold coordinate O1 
having the smaller chemical shift, again due to a lower frequency diamagnetic contribution, 
arising from the higher coordination. The remaining two sites, O2 and O4 (4i), have very 
similar four-fold (~tetrahedral) coordination environments; the shifts of the signals at 162 ppm 
and 194 ppm are likewise insufficiently different to permit a definitive assignment. 
 
Figure 3.2: 17O NMR spectra of monoclinic Sm2O3 recorded at 9.40 T and 30 kHz MAS with a recycle delay of 
0.05 s, with and without sample cooling, and using Hahn echo pulse sequences with either π/2 or quadrupolar π/6 
pulses (π/2-τ-π-τ-acquire or π/6-τ-π/3-τ-acquire). The signal observed at 78 ppm in the 40 oC spectrum (orange) is 
attributed to the overlap of the peaks at 162 and 108 ppm observed at −44 oC (red and yellow, respectively). 
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Table 3.2 Summary of the 17O chemical shifts, integrated intensities and assignments for the oxygen sites in 
monoclinic Sm2O3 at −44 oC. The calculated quadrupolar coupling constants CQ are shown for the Hyb35 





Assignment Coordination Calculated 
CQ /MHz 
19 9 O5 (2e) ~Oct. (6) 0.15 
108 24 O1 (4i) Square pyr. (5) 1.34 
162 20 
O2, O4 (4i) ~Tet. (4) 
0.67 
194 20 0.26 
255 27 O3 (4i) Trig. pyr. (4) 1.09 
 
Since the 17O NMR shifts in monoclinic Sm2O3 are dominated by the diamagnetic shift, the 
spectrum is expected to be similar to that of diamagnetic isostructural monoclinic Y2O3.
107 
Therefore, to gain insight into the diamagnetic contributions to the observed shifts, the isotropic 
17O chemical shifts for Y2O3 were calculated using density functional theory (DFT) (see 
Appendix B). The calculated chemical shifts for monoclinic Y2O3 are in good agreement with 
the previous experimental results,107 if the experimental assignments of the similar O2 and O4 
sites are reversed; furthermore, the calculation confirms the trend of decreasing chemical shift 
with increasing coordination, which was used to assign the spectrum of Sm2O3. However, 
within the three four-fold coordinated sites, the orderings of the shifts differ between Y2O3 and 
Sm2O3: for Y2O3 the O3 site resonates at a lower frequency (346 ppm) than O2 and O4 (377 
ppm and 383 ppm), whereas for Sm2O3 the O3 site resonates at a higher frequency (255 ppm) 
than O2 and O4 (162 ppm and 194 ppm). This may be due to the paramagnetic shift 
contributions in Sm2O3, or simply slightly different diamagnetic shift contributions between 
Sm2O3 and Y2O3. 
The biggest difference between the 17O spectra of Sm2O3 and Y2O3 is that for the latter all of 
the signals are observed at significantly higher frequencies (242 – 383 ppm) than for Sm2O3 
(19 – 255 ppm). Given that for Sm2O3 the paramagnetic contribution to the chemical shift is 
positive, the lower frequency shifts observed for Sm2O3 imply a significantly less positive 
diamagnetic shift contribution, which is attributed to the weak covalency of the Sm–O bonding 
due to the contracted Sm valence orbitals, since covalent bonding acts to deshield the oxygen 
and hence increases the chemical shift.108 The temperature-independent Van Vleck 
paramagnetism of the ground state, due to mixing in of the low-lying first excited electronic 
state, has a negative contribution to the shift, so will also contribute to the lower frequency 





Figure 3.3: 17O NMR spectra of monoclinic Eu2O3 recorded at 60 kHz MAS and either 4.70 T or 9.40 T, using a 
Hahn echo with either π/2 or π/6 pulses and the indicated recycle delays, d1. Spinning sidebands are marked with 
an asterisk. Although there is greater sideband separation at 4.70 T, the signal-to-noise is greater at 9.40 T.  
The 17O NMR spectrum of monoclinic Eu2O3 recorded at 4.70 T and 60 kHz MAS is shown in 
Figure 3.3a, with the signals summarised in Table 3.3; the low field and fast MAS are necessary 
to sufficiently separate the spinning sidebands due to the wide dispersion of paramagnetic 
chemical shifts. Four isotropic resonances can be observed, but the signal at −3260 ppm has a 
significantly higher intensity than the others; this is not due to differential T2 relaxation, 
because the signal intensities are unchanged when the echo length is doubled (Figure 3.4a), nor 
to differential T1 relaxation, because although a 0.1 s recycle delay does not yield a quantitative 
spectrum, the signal still has a significantly greater relative intensity with a quantitative 1 s 
recycle delay (Figure 3.3b and Figure 3.4b). Therefore, the −3260 ppm resonance is attributed 
to a superposition of signals from two crystallographic sites: since the two most similar sites 
are the O2 and O4 tetrahedrally-coordinated oxygens, this signal is most likely due to these 
environments. Although the O2 and O4 sites could be distinguished in Sm2O3, the linewidth 
for Eu2O3 (110 ppm) is significantly larger than that for Sm2O3 (30 ppm), so it is unsurprising 
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that the signals cannot be resolved for the former. An additional spectrum was recorded at −20 
oC (Figure 3.4c), but the two resonances could still not be resolved. The change in paramagnetic 
shifts at this lower temperature also causes the −2780 and −3260 ppm signals to be spaced by 
the MAS frequency, so that the isotropic resonances and spinning sidebands of these signals 
coincide.  
Table 3.3: Summary of the 17O chemical shifts, integrated intensities and tentative assignments for the oxygen 
sites in monoclinic Eu2O3 at 45 oC. The calculated hyperfine coupling constants Aiso are shown for the Hyb35 
functional, see Appendix B. Calculations were performed by Jae Lee, University of Cambridge. 
 
 
Figure 3.4: 17O NMR spectra of monoclinic Eu2O3 recorded with different a) number of rotor periods (r.p.) in each 
half echo, b) recycle delays and c) sample temperatures. Spectra were recorded using a Hahn echo pulse sequence 
at 9.40 T and 40 kHz MAS, except the low temperature spectrum which was recorded at 35 kHz. Recycle delays 
of 0.1 s were used except for b). Isotropic resonances are marked with dashed lines, although there is significant 
overlap of the isotropic resonances with the spinning sidebands.  
Of the remaining resonances, those at −1850 and −1300 ppm show an increased relative 
intensity in the π/6 spectrum so are assigned to the more distorted O1 and O3 sites (comparison 
of Figure 3.3 c and d, see Table 3.4). The diamagnetic shift contribution by which the two sites 
were distinguished for Sm2O3 makes a far smaller relative contribution to the shift in the more 
paramagnetic Eu2O3, so cannot be used to further distinguish the sites; however, on the basis 
of the larger calculated hyperfine coupling constant Aiso (Table 3.3), the O3 site is tentatively 
Shift /ppm Relative 
Integration /% 
Assignment Coordination Calculated Aiso  
/MHz 
−3260 38 O2, O4 (4i) ~Tet. (4) −4.02, −3.18 
−2780 14 O5 (2e) ~Oct. (6) −2.04 
−1850 24 O3 (4i)  Trig. pyr. (4) −2.64 
−1300 24 O1 (4i) Square pyr. (5) −2.04 
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assigned to the more paramagnetically shifted −1850 ppm signal and O1 therefore to the −1300 
ppm signal.  By a process of elimination, the signal at −2780 ppm is attributed to the O5 site. 
To support this assignment, the integrated intensities for each resonance in the spectrum 
recorded with a quantitative recycle delay of 1 s and a π/2 pulse (Figure 3.3b) were weighted 
by the relative intensities between the spectra recorded with π/2 and π/6 pulses (but non-
quantitative recycle delays). This accounts for the non-quantitative excitation afforded by π/2 
pulses to afford a quantitative comparison between the resonances (Table 3.4). Based on the 
assignment and crystallographic multiplicities, the relative integrated intensities should occur 
in the ratio 44:11:22:22, which agrees reasonably well with the experimental values 
(38:14:24:24), corroborating the assignment.  
Table 3.4:  Determination of the relative integrations of the signals in the 17O NMR spectrum of monoclinic Eu2O3. 
The integrated intensity with an approximately quantitative recycle delay (d1) of 1 s is weighted by the ratio of 





π/2, d1 = 1 s 
Amplitude 
π/2, d1 = 0.2s 
/Arb. Units 
Amplitude 








−3260 50% 97.5 14.3 0.15 38% 
−2780 20% 20.1 2.8 0.14 14% 
−1850 15% 13.6 4.2 0.31 24% 
−1300 15% 19.1 5.6 0.30 24% 
Although it is not currently possible to directly calculate the chemical shifts for paramagnetic 
systems, the isotropic hyperfine coupling constant Aiso and quadrupolar coupling constant CQ 
were calculated using the DFT-based code CRYSTAL (see Appendix B). The use of a lower 
quality oxygen basis set not specifically designed for hyperfine-type calculations, which is 
necessary here to be compatible with the available lanthanide basis sets, is likely to hinder the 
quantitative prediction of these parameters; nevertheless, some qualitative agreements between 
the experiment and theoretical assignments could be obtained.  
As previously noted, the principal contribution to the observed 17O shifts in Sm2O3 arises from 
the chemical shift component, which provides the basis for the assignment. Due to the small 
paramagnetic contribution, the calculated hyperfine coupling constants 𝐴𝑖𝑠𝑜 cannot be directly 
correlated to the observed shifts. However, the calculated quadrupolar constants CQ (Table 3.2) 
confirm that the O1 and O3 sites are more distorted, as previously asserted, supporting the 
assignment of the 108 ppm and 255 ppm signals on the basis of the increased intensity in the 
π/6 spectrum. For Eu2O3, on the other hand, the paramagnetic shift dominates, so it is 
informative to compare the shift to the calculated Aiso values (Table 3.3); despite the imperfect 
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quantitative agreement, qualitative information can still be extracted. The two sites with the 
largest calculated Aiso are O2 and O4, corroborating the assignment of these sites to the most 
paramagnetically shifted signal at −3260 ppm (although one would expect the signals to have 
approximately the same Aiso given they are observed at the same frequency). The Aiso for the 
other three sites are smaller, and although a less negative experimental shift might therefore be 
expected for O5, some of this discrepancy may be accounted for by the lower frequency 
diamagnetic contribution due to the six-fold coordination (as seen for Y2O3 and Sm2O3). The 
calculated Aiso for O3 is slightly larger than that for O1, on which basis the −1300 and –1850 
ppm signals are tentatively assigned. 
3.4.2 Cubic Sm2O3 and Eu2O3 – Variable Temperature NMR 
The room temperature 17O NMR spectra of cubic Sm2O3 and Eu2O3 are shown in Figure 3.5, 
with shifts of 2 ppm and −3075 ppm, respectively. These are in agreement with the previous 
results of Yang, Shore and Oldfield (10 ppm and −3290 ppm),80 considering that the additional 
frictional heating of the faster MAS rate used here will reduce the paramagnetic shift, yielding 
less positive and less negative shifts for Sm2O3 and Eu2O3, respectively. The oxygen site in the 
cubic Ln2O3 polymorph is four-fold coordinated, with a geometry intermediate between those 
of the trigonal pyramidal O3 site and the approximately tetrahedral O2 and O4 sites in the 
monoclinic structure; this is consistent with the similarity between the cubic Eu2O3 
17O shift 
(−3075 ppm) and the shift of the O2 and O4 sites in monoclinic Eu2O3 (−3260 ppm). The 
17O 
shift of cubic Sm2O3 (2 ppm), on the other hand, is at a lower frequency than the four-fold 
coordinated sites in monoclinic Sm2O3 (101 ppm and 139 ppm at room temperature); this is 
most likely to be due to a less positive diamagnetic shift in the cubic phase caused by reduced 
covalency in the less dense structure (the cell volume per formula unit is 81.6 Å3 for the cubic 
structure, c.f. 74.8 Å3 for the monoclinic structure).  
The temperature dependence of the Sm3+ and Eu3+ magnetism can be explored by measuring 
the 17O paramagnetic shift over a wide temperature range. Figure 3.6a shows the 17O shift of 
cubic Sm2O3 as a function of temperature: at lower temperatures the paramagnetic shift 
increases due to the increased expectation value of the electron spin, as was observed for 
monoclinic Sm2O3 (Figure 3.2); however, at higher temperatures, there is little temperature 
dependence of the shift. This behaviour can be most easily seen when plotted as a function of 
reciprocal temperature (Figure 3.6b), where a clear deviation from the linear Curie temperature 
dependence is seen below around 1000/T = 3 K-1 (T = 333 K). This is ascribed to thermal 
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occupation at the elevated temperatures of an excited state with a higher moment than the 
ground state. 
 
Figure 3.5: 17O NMR spectrum of cubic a) Sm2O3 and b) Eu2O3, recorded with 40 kHz MAS and a Hahn echo 
pulse sequence at a) 9.40 T and b) 7.05 T, with recycle delays of a) 0.05 s and b) 0.15 s. Spinning sidebands are 
marked with asterisks. 
 
Figure 3.6: 17O chemical shifts of cubic Sm2O3 (a, b) and Eu2O3 (c, d) as a function of temperature at 9.40 T, 
recorded with a Hahn echo pulse sequence and recycle delays of 0.05 s and 0.15 s, respectively. The high- and 
low-temperature spectra were recorded at 4 and 10 kHz MAS, respectively. Shown too are empirical fits assuming 
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a Curie temperature dependence (dashed lines), and the shifts predicted from the calculated electron spin (solid 
lines). 
The 17O shift of Eu2O3 exhibits a greater temperature dependence than that of Sm2O3 (Figure 
3.6 c and d), as expected given the larger paramagnetic shift. The magnetic behaviour of Eu3+ 
is determined by the thermal population of multiple excited levels with different magnetic 
moments and the Curie temperature dependence of each, combined with a very large Van Vleck 
paramagnetism of the ground state, which itself has no Curie paramagnetism because J = 0. As 
a result, any agreement between a Curie fit and the experimental data is essentially fortuitous, 
rather than reflecting any functional dependence. In the case of Sm3+, on the other hand, the 
ground-state has a non-zero moment and there is no appreciable thermal occupation of other 
levels below ~300 K, so paramagnetic shifts do follow the Curie law below room temperature, 
as has been shown previously.110,111 
To quantitatively analyse the temperature dependence of the 17O NMR spectra, the 
paramagnetic shifts for cubic Sm2O3 and Eu2O3 were predicted by calculating the electron spin 
per unit field using the method of Golding and Halton.84 First the contribution for each J level 




𝑔𝐽(𝑔𝐽 − 1)𝐽(𝐽 + 1)
3𝑘𝑇
+
2(𝑔𝐽 − 1)(𝑔𝐽 − 2)
3𝜆
], (3.1) 
where 𝐵0 is the magnetic field, 𝜇𝐵 is the Bohr magneton, 𝑘 is the Boltzmann constant and 𝜆 =
/2𝑆 is the spin–orbit coupling constant, for which the values presented in Golding and Halton 
were used. These two terms represent the Curie and Van Vleck contributions, respectively (a 





𝑆(𝑆 + 1) − 𝐿(𝐿 + 1)
2𝐽(𝐽 + 1)
, (3.2) 
except when 𝐽 = 0, as is this the case for the 7F0 ground-state of Eu3+, for which it can be 
written as 𝑔𝐽 = 𝐿 + 2 (see Appendix C). 




















Figure 3.7: Calculated average electron spin, 〈𝑆𝑧〉, as a function of temperature and reciprocal temperature for 
Sm3+ (a & b) and Eu3+ (c & d). 
  
Figure 3.8: Plots of the experimental 17O NMR shifts of cubic Sm2O3 and Eu2O3 against the calculated electron 











































































































































The temperature dependences of the calculated spin for Sm3+ and Eu3+ are shown in Figure 3.7, 
which broadly reproduce the features observed in the variable temperature 17O NMR 
experiments performed on cubic Sm2O3 and Eu2O3 (Figure 3.6). In particular, for Sm
3+, a 
minimum in the spin is predicted at ~1000 K, which is significantly higher than the minimum 
in the susceptibility (~400 K). This occurs because the Curie and Van Vleck paramagnetic 
terms can have different coefficients as well as different signs in the expressions for the 
magnetic susceptibility and the electron spin, respectively; paramagnetic shifts are only 
proportional to the magnetic susceptibility in the case that only Curie(–Weiss) paramagnetism 
is present. For Eu3+, on the other hand, the spin approaches a constant value below ~70 K due 
to the temperature-independent Van Vleck paramagnetism of the ground state, as expected. 
The linear relationship between the experimental shifts and the calculated spins can be seen in 
Figure 3.8, and the agreement for Eu2O3, in particular, is excellent. From the linear regression, 







+ 𝛿0, (3.4) 
where γ is the nuclear gyromagnetic ratio (see §2.1.3); these parameters are shown in Table 
3.5. The hyperfine coupling constants are negative due to the polarisation mechanism mediated 
by the lanthanide 6s orbital (see §3.2), and the value determined for Eu2O3 (−2.206 MHz) is in 
reasonable agreement with that determined by Yang, Shore and Oldfield (−2.7 MHz).80 The 
latter was deduced from the relationship between the room temperature 17O shift of different 
lanthanide sesquioxides and the calculated electron spin, with the assumption that the same 
hyperfine coupling constant applied across the lanthanide series; Aiso will in fact vary across 
the lanthanide series, and the value obtained by Yang et al. will be skewed towards the values 
for lanthanides with greater spins, which may partially explain the discrepancy in the values. 
Table 3.5: Hyperfine coupling constants (𝐴𝑖𝑠𝑜) and diamagnetic shifts (𝛿0) determined assuming a linear 
regression between the calculated electron spins and the experimental 17O NMR shifts for cubic Sm2O3 and Eu2O3, 
as an implicit function of temperature.  
 Aiso /MHz δ0 /ppm 
Sm2O3 −0.604 ± 0.03 17 ± 2 
Eu2O3 −2.206 ± 0.005 −44 ± 7 
Extrapolating the linear relationship determined for Eu2O3 to small electron spins yields shifts 
which are approximately coincident with the experimental shifts for Sm2O3 (Figure 3.8), 
however the linear relationship determined for Sm2O3 has a very different gradient to that of 
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Eu2O3 (reflected in the different hyperfine coupling constants in Table 3.5). Given that these 
materials share the same structure, and that the “average” hyperfine coupling constant across 
the lanthanide series was determined by Yang, Shore and Oldfield to be −2.7 MHz, it is unlikely 
that the hyperfine coupling constant for Sm2O3 could be as small as −0.604 MHz. Nevertheless, 
by using the values in Table 3.5, the calculated shifts match well with the experimental results 
(Figure 3.6, solid lines), although the agreement is better for Eu2O3. For Sm2O3, on the other 
hand, there is a deviation of the experimental shifts from the calculated values at high 
temperatures. 
These discrepancies for Sm2O3 may be due to a temperature dependence of the diamagnetic 
shift being erroneously accounted for in the temperature dependence of the paramagnetic shift, 
because the paramagnetic shift in Sm2O3 is less significant than the diamagnetic shift (as seen 
for monoclinic Sm2O3, §3.4.1). Another consideration is the pseudo-contact shift, which has a 
strong temperature dependence (§2.1.3); although normally far less significant than Fermi-
contact shifts when the latter is present, a pseudo-contact shift could make a greater 
contribution in this case because it depends on the anisotropy of the total magnetic moment, 
rather than just the magnitude of the spin, which is small for Sm3+, and because the direct Ln–
O bonding results in a small 𝑟3 factor.  
To determine whether a pseudo-contact shift could cause the observed discrepancies between 
the experimental shifts and calculated spin for Sm2O3, an estimate for the pseudo-contact shift 




2𝐽(𝐽 + 1)(2𝐽 − 1)(2𝐽 + 3)
120𝜋𝑟3(𝑘𝑇)2
〈𝐽||𝛼||𝐽〉 
       × [(3 cos2 − 1)𝐴2
0〈𝑟2〉 + sin2 cos 2𝜙 𝐴2
2〈𝑟2〉]. 
(3.5) 
This formula only applies in the limit that the magnetic moment can be considered as a point 
dipole, which is undoubtedly invalid given the short Ln–O distance, however it is sufficient for 
a first approximation.  
For the ground state of Sm3+, the constant values are given by   
𝜇0𝜇𝐵
2𝑔𝐽
2𝐽(𝐽 + 1)(2𝐽 − 1)(2𝐽 + 3)
120𝜋𝑘2
〈𝐽||𝛼||𝐽〉 = 1.42 × 10−9 m3 K2 J−1, 
and the total pseudo-contact shift can be written as a sum of the contributions from different 
Sm nearest neighbours: 
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[(3 cos2 − 1)𝐴2
0〈𝑟2〉 + sin2 cos 2𝜙 𝐴2
2〈𝑟2〉]. (3.6) 
𝑊(𝑇) is an additional temperature dependent factor determined by Bleaney due to the low-
lying excited electronic states of Sm3+, given by54 












where Δ𝐸 is the energy separation of the ground state and the first excited state, and Δ𝐸′ is the 
energy separation of the first and second excited states. For Sm3+, 𝑎 = −11.25, 𝑏 = −3 and 𝑐 = 
4.5, resulting in a negative 𝑊(𝑇) above 122 K and hence a change in the sign of the pseudo-
contact shift. Equation (3.6) is only valid up to around room temperature, above which the 
thermal population of excited states must also be considered, and the corresponding correction 
factors for equation (3.7) must be derived.  
In cubic Sm2O3 (𝐼𝑎3̅) there are two different samarium sites at Wyckoff positions 8b and 24d: 
the former has three-fold symmetry, while the latter has two-fold symmetry. Each oxygen, in 
the general position 48e, has one 8b and three 24d Sm nearest neighbours.82 The Sm–O 
distances and the crystal field splitting parameters, determined from optical measurements of 
single crystals of Ln doped isomorphic cubic Y2O3, are shown in Table 3.6. 
Table 3.6: Sm–O distances82 and crystal field splitting parameters for the two Sm sites in cubic Sm2O3. The crystal 
field splitting of the 8b site is for Eu/Y2O3,111 and that of the 24d site is for Sm/Y2O3.112 The rhombic splitting of 
the axial 8b site is necessarily zero.  
 r /Å 𝐴2
0〈𝑟2〉 /cm-1 𝐴2
2〈𝑟2〉 /cm-1 
8b 2.311 586 – 
24d 2.293, 2.445, 2.363 −105 −892 
The crystal field tensor orientation for the 8b site is unambiguously determined by the three-
fold symmetry axis, which is aligned at 8o to the Sm–O bond, yielding a pseudo-contact shift 
at 300 K of +42 ppm from equation (3.6). The contributions from the 24d sites are more 
difficult to calculate, because the only requirement of the crystal field splitting tensor is that 
one principal axis is parallel to the two-fold symmetry axis, and as a result it is not possible to 
determine the angular factors in equation (3.6). The maximum possible contribution from each 
of the three 24d Sm3+ nearest neighbours is ca. ±40 ppm, although the magnitudes are more 
likely to be significantly lower, especially as the axial and rhombic contributions can oppose.  
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Without knowing the orientation of the 24d site crystal field splitting tensor, it is thus not 
possible to determine even the sign of the pseudo-contact shift, but nevertheless it can be seen 
that a pseudo-contact with a comparable magnitude to the experimentally observed chemical 
shifts (Figure 3.6) is feasible. Furthermore, as the pseudo-contact shift is expected to decrease 
at higher temperatures due to the 1/𝑇2 dependence (presuming that the additional temperature 
dependence due to thermal population of excited states does not outweigh this factor), a 
positive pseudo-contact shift contribution—which is arguably more likely given that the only 
known contribution, from the 8b site, is large and positive—would explain the more negative 
experimental shifts observed at high temperatures relative to the calculated values: a positive 
contribution which decreases in magnitude at higher temperatures results in a more negative 
observed shift.  
3.4.3 Sm- and Eu- Substituted CeO2 
Sm- and Eu- substituted CeO2 were synthesised as detailed in §3.3.1. Bulk incorporation of the 
lanthanide ions was demonstrated by XRD (see Appendix A), which exclusively showed 
reflections from the cubic fluorite CeO2 structure, but with expanded unit cell parameters of 
5.433 Å and 5.426 Å respectively, as compared to 5.412 Å for pure CeO2;
98 this is consistent 
with the ionic radii of the lanthanide ions: Sm3+ > Eu3+ > Ce4+.113  
The deconvoluted 17O NMR spectrum of 15 at% Sm-substituted CeO2 (Figure 3.9a, top) 
broadly shows three distinct regions of intensity: ~850 ppm, ~700 ppm and ~550 ppm. A 
similar spectrum was previously observed for diamagnetic 15 at% Y-substituted CeO2,
92 for 
which the three regions were ascribed to oxygen environments with zero, one, and two Y 
nearest neighbours, respectively. Analogously, the signals observed in the three regions here 
are ascribed to oxygen environments with zero, one, and two Sm nearest neighbours. This 
assignment is consistent with the lower intensity of the ~550 ppm region, due to the decreased 
likelihood of having two Sm nearest neighbours (note that the intensity of the ~850 ppm region 
is not quantitative given the short recycle delay of 1 s). 
In addition to the shift caused by Sm nearest neighbours, further splitting of the resonances is 
observed which, as was also reported for Y-substituted CeO2, is ascribed to nearest neighbour 
oxygen vacancies; for every two trivalent ions substituted for Ce4+, an oxygen vacancy (vO) is 
formed. Specifically, the 833 and 694 ppm signals are ascribed to environments with one 
nearest neighbour oxygen vacancy, and zero or one nearest neighbour Sm atom(s), 
respectively. The 565 ppm signal (ascribed to two Sm nearest neighbours) is, however, too 
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broad to distinguish the environments with and without neighbouring oxygen vacancies. 
Finally, two components can be distinguished for the highest frequency signal with no Sm or 
oxygen vacancy nearest neighbours: a sharper component centred at 877 ppm and a broad 
component at 879 ppm. The former is assigned to environments with the pure CeO2 structure 
and no substitution in the long-range vicinity, consistent with the very sharp peak of pure CeO2 
at 877 ppm,104 while the latter is ascribed to environments with next-nearest neighbour Sm 
substitution and/or oxygen vacancies resulting in a heterogeneously broadened signal. 
 
Figure 3.9: a) Deconvoluted 17O NMR spectra of 15 at% Sm-substituted CeO2 at two different temperatures, 
recorded with a Hahn echo pulse sequence and a 1 s recycle delay. The high temperature spectrum was recorded 
at 7.05 T and 40 kHz MAS, while the low temperature spectrum was recorded at 4.70 T and 14 kHz. b) Arrhenius 
plot of the T1 constant for each environment as a function of temperature, measured with a saturation recovery 
experiment at 4.70 T and 14 kHz MAS.  
These assignments could be corroborated by recording a second spectrum at lower temperature 
(Figure 3.9a, bottom, and Table 3.7). The paramagnetic shift due to Sm is small and positive 
(as observed for Sm2O3), the magnitude of which increases at lower temperatures; 
consequently, the observed chemical shift also increases (becomes more positive) at lower 
temperature for the signals with Sm nearest neighbours, with the greatest increase seen for the 
environment with two Sm nearest neighbours. Although the paramagnetic shift is positive, the 
net effect of Sm nearest neighbours is to reduce the 17O shift, because the diamagnetic shift 
contribution dominates. Furthermore, the change in diamagnetic shift is greater (more negative) 
for Sm substitution (~150 ppm/Sm) than for Y substitution (~50 ppm/Y), which is consistent 
with the less positive chemical shifts observed for Sm2O3 than for Y2O3 (see above). 
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Table 3.7: Summary of 17O environments in Sm-substituted CeO2, with the number of Sm and oxygen vacancy 
(vO) nearest neighbours, and the chemical shifts observed at 56 
oC and −12 oC.  






0×Sm, 1×vO 833 829 −4 
1×Sm, 0×vO 737 740 +3 
1×Sm, 1×vO 694 700 +5 
2×Sm 565 576 +11 
In order to investigate oxygen diffusion in Sm-substituted CeO2, the spin-lattice relaxation (T1) 
constants for each site were measured as a function of temperature (Figure 3.9b); the T1 of the 
sharp component at 877 ppm was too long to practically measure in a reasonable time frame. 
The environments with Sm nearest neighbours have markedly short T1 constants (on the order 
of 1 – 10 ms) due to paramagnetic relaxation enhancement,5 for which there is no appreciable 
temperature dependence over this range. The T1 constants for the 879 ppm and 833 ppm signals, 
on the other hand, exhibit a clear Arrhenius temperature dependence with a positive gradient, 
which is evidence of motion faster than the Larmor frequency (27 MHz at 4.70 T), see 
§2.2.1.1,91 At the lowest temperature, the T1 constants deviate from Arrhenius behaviour, which 
is ascribed to the contribution of a different relaxation mechanism that begins to outweigh the 
relaxation due to motion. The gradients are equivalent within error for both resonances and 
correspond to an activation energy of (0.35 ± 0.01) eV. The lack of Arrhenius dependence for 
the T1 constants of the environments with Sm nearest neighbours is attributable to the rapid 
paramagnetic relaxation, which dominates over the relaxation induced by oxygen motion. 
The 17O NMR spectrum of Eu-substituted CeO2 (Figure 3.10a) is similar to that of Sm-
substituted CeO2, but spans a much wider range, because the paramagnetic shift due to Eu
3+ is 
both larger than that for Sm3+, and negative so that it reinforces the change in diamagnetic shift. 
The signal for environments with no Eu nearest neighbours, centred at 867 ppm, is broader 
than that for Sm-substituted CeO2 due to interactions with next-nearest-neighbour Eu ions; 
however, a shoulder can be distinguished, centred at 839 ppm, which is ascribed to 
environments with a nearest-neighbour oxygen vacancy. A second signal can also be observed 
at 267 ppm, which is ascribed to environments with a nearest-neighbour Eu atom. In order to 
identify further signals which arise from environments with Eu nearest neighbours, a T1-filtered 
spectrum was acquired (Figure 3.10b), by taking the difference between spectra recorded with 
recycle delays of 1 s and 0.1 s, scaled so as to remove the slower-relaxing signal at ~850 ppm; 
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this highlights additional intensity between 0 and −1000 ppm. As the chemical shift 
contribution from lanthanide neighbours is approximately additive,23 the signal at −498 ppm is 
ascribed to environments with two Eu nearest neighbours.  
 
Figure 3.10: a) Deconvoluted 17O NMR spectrum of 15 at% Eu-substituted CeO2, recorded at 7.05 T and 60 kHz 
MAS, with a Hahn echo pulse sequence and a recycle delay of 1 s, as well as an expansion of the ~865 ppm signal. 
b) T1-filtered 17O spectrum, obtained by taking the difference between two spectra recorded with recycle delays 
of 1 s and 0.1 s, scaled so as to remove the ~865 ppm signal with a longer T1 constant. Sidebands are marked with 
an asterisk. c) Arrhenius plot of the T1 constants as a function of temperature at 7.05 T. The lower temperature 
experiments were performed with a 1.3 mm probe at 40 kHz MAS; the two components of the ~865 ppm signal 
were not sufficiently distinct to be differentiated. The higher temperature experiments were performed with a 4 
mm probe at 14 kHz MAS, for which both components of the ~865 ppm signal could be distinguished, but the 
267 ppm resonance could not be resolved. 
There are two further resonances which can be distinguished, at −106 ppm and −911 ppm. 
These are similar to the shoulders observed for Sm- and Y-substituted CeO2, which were 
assigned to nearest-neighbour oxygen vacancies; however for Eu-CeO2 the additional signals 
are shifted to lower frequency by ~400 ppm relative to the main resonance, compared to 44 
ppm and 20 ppm for Sm- and Y-CeO2 respectively. These signals in Eu-CeO2 are therefore 
instead assigned to environments with one and two nearest-neighbour Eu ions respectively, 
where (one of) the adjacent Eu atom(s) has an oxygen vacancy in its nearest-neighbour 
coordination shell: this undercoordination of the Eu atom will result in stronger bonding to the 
oxygen of interest, and hence a larger transferred spin density and a greater paramagnetic shift. 
This is consistent with the greater relative intensity of the −911 ppm signal to the −498 ppm 
signal, compared with that of the −106 ppm signal to the 267 ppm signal, because the former 
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signals arise from environments with two Eu nearest-neighbours, and so are more likely to have 
an oxygen vacancy in the coordination shell of one of the ions. 
To confirm the assignment, a second spectrum was recorded at a lower temperature (Figure 
3.11 and Table 3.8). The shift for environments with nearest-neighbour Eu atoms decreases at 
lower temperature, due to an increase in the magnetic susceptibility and hence in the magnitude 
of the paramagnetic shift. Furthermore, the amount by which the paramagnetic shift increases 
scales with the magnitude of the paramagnetic shift, i.e. the more shifted signals decrease in 
frequency even further. This corroborates the increased hyperfine coupling due to a second Eu 
nearest-neighbour or due to the presence of an oxygen vacancy in the coordination shell of a 
nearest-neighbour Eu atom. 
 
Figure 3.11: 17O NMR spectra of 15 at% Eu-substituted CeO2 at two different temperatures, recorded at 7.05 T 
with a 1 s recycle delay using a Hahn echo pulse sequence. The higher temperature spectrum was recorded at 60 
kHz MAS and the lower temperature spectrum at 40 kHz MAS with the application of BCU-cooled nitrogen gas. 
The evolution of the chemical shifts is highlighted, although there is a significant error in determining the position 
of the lowest frequency isotropic resonance (yellow) due to overlapping sidebands. 
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Table 3.8: Summary of the 17O environments in Eu-substituted CeO2, and the chemical shifts observed at 46 oC 
and 8 oC.. 
Assignment Shift @ 46 oC /ppm Shift @ 8 oC /ppm Difference /ppm 
0×Eu, 0×vO 867 867 0 
0×Eu, 1×vO 839 836 −3 
1×Eu 267 215 −52 
1×Eu + vO −106 −175 −69 
2×Eu −498 −571 −73 
2×Eu + vO −911 −1014 −103 
 
To investigate oxygen diffusion in Eu-substituted CeO2, the T1 constants were similarly 
measured as a function of temperature (Figure 3.10c). The lower temperature experiments were 
performed at 40 kHz MAS, which allowed the 267 ppm resonance to be distinguished, however 
the T1 constants for the lower frequency signals could not be measured accurately due to 
insufficient signal-to-noise levels. The higher temperature experiments were performed at 14 
kHz MAS, which was insufficient to resolve the 267 ppm signal. A similar result is observed 
as for the Sm-substituted CeO2: the lower frequency signal at 267 ppm, ascribed to 
environments with a Eu nearest neighbour, possesses a short T1 constant (~1 s) induced by 
paramagnetic relaxation, which shows no significant temperature dependence over the 
observable range. The higher-frequency ~865 ppm signal, on the other hand, again displays a 
marked Arrhenius-like temperature dependence of its T1 constant, which corresponds to an 
activation energy of (0.34 ± 0.02) eV for both components. 
Oxygen diffusion in CeO2 is known to arise from the motion of oxygen vacancies,
33,34 which 
in this case are introduced by substitution with trivalent ions. The motion of these vacancies 
causes fluctuations in the electric field gradient at an oxygen nucleus and hence in the 
quadrupolar coupling, thereby inducing longitudinal relaxation.91,114 The activation energies 
for oxygen vacancy motion in Sm- and Eu-substituted CeO2 determined here are the same 
within error; this supports the prevalent assumption that the activation energy for vacancy hops 
is largely independent of the substituent.33 
The activation energy for oxygen diffusion in 15 at% Sm-substituted CeO2 has previously been 
reported as 1.00 eV from the DC conductivity87 and 0.84 eV from impedance spectroscopy88. 
An activation energy for oxygen diffusion in 15 at% Eu-substituted CeO2 has not been reported 
previously, but impedance spectroscopy experiments have yielded activation energies for 10 
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at% and 20 at% Eu-substituted CeO2 of 0.64 eV and 0.89 eV, respectively.
89,90 Direct 
measurements of the diffusion profiles of 18O in 10 at% Gd-substituted CeO2, by depth 
profiling with secondary-ion mass spectrometry (SIMS), reveal a similar activation energy of 
0.10 eV.115 
These values are all significantly higher than the activation energies observed here (0.35 eV). 
The discrepancy between the activation energies determined by NMR and by other techniques 
for oxygen diffusion has been discussed by Kim et al.,116 and was ascribed to two main factors. 
Firstly, bulk diffusion techniques measure the motion of vacancies that contributes to the 
macroscopic transport, whereas NMR is sensitive to any vacancy motion; in particular if a 
vacancy hops back after a forward hop it will contribute to nuclear relaxation but not to bulk 
diffusion. Secondly, vacancies can be trapped by defects: at low temperatures the positively 
charged oxygen vacancies associate with the negatively charged trivalent ion substitutional 
defects.33 The activation energy for bulk diffusion includes the energy required to dissociate 
these vacancy–defect pairs, whereas nuclear relaxation can be caused by vacancy hops where 
the vacancy remains associated. An association energy of ~0.5 eV can be predicted for trivalent 
substituents on the basis of a point-defect model,117 which brings the activation energy 
observed here more in line with the values for bulk oxygen transport. 
The point-defect model is insufficient, however, to explain the variations in the total activation 
energy for oxygen motion with different trivalent substituents, as in this case the charge on the 
defects is the same; instead one must also consider the degree of lattice strain, which also acts 
to trap oxygen vacancies, so that the lowest association energy is observed when the ionic 
radius of the substituent matches that of Ce4+.33 The ionic radius of Eu3+ (1.09 Å) is closer to 
that of Ce4+ (1.01 Å) than to that of Sm3+ (1.10 Å),113 which explains the lower activation 
energies for overall vacancy diffusion reported in the literature for Eu-CeO2, as the association 
energy will be lower than for Sm-CeO2; however, as the results presented here show, the 
activation energies for vacancy motion are the same, in agreement with the current 
understanding of ionic transport in CeO2.   
3.5 Conclusions 
The 17O NMR spectra for monoclinic Sm2O3 and Eu2O3 have been reported for the first time 
and the resonances assigned, primarily on the basis of the integrated intensities and the 
magnitude of the quadrupolar coupling constants. Further assignment for Sm2O3 is based on 
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the diamagnetic chemical shifts as estimated from the O coordination, which dominate for 
Sm2O3 due to the modest spin of Sm
3+ and hence small paramagnetic shifts. DFT calculations 
of the quadrupolar and hyperfine coupling constants provide qualitative insights and help to 
corroborate the assignments, as well as permit a tentative assignment of two otherwise 
unassignable resonances in Eu2O3.  
The effect of low-lying excited electronic states on the magnetic susceptibilities of Sm3+ and 
Eu3+ have been investigated by recording the 17O spectra of the cubic sesquioxides over a wide 
temperature range. In particular, above room temperature the shift of Sm2O3 deviates from 
Curie temperature dependence due to the thermal population of an excited state with a greater 
magnetic moment, while the shift of Eu2O3 at lower temperatures is dominated by the 
temperature-independent Van Vleck paramagnetism of the ground-state. The electron spin 
(〈𝑆𝑧〉) was calculated as a function of temperature, yielding predicted shifts which reproduce 
the aforementioned behaviour and agree well with experiment. The predicted hyperfine 
coupling constant for Sm2O3, however, is not in agreement with those for the other lanthanide 
sesquioxides, which may be due to a temperature dependence of the diamagnetic shift or the 
presence of a pseudo-contact shift, either of which are being erroneously attributed to the Fermi 
contact shift.   
The 17O NMR spectra have also been recorded for 15 at% Sm- and Eu- substituted CeO2 which 
reveal signals due to environments with zero, one and two Ln nearest neighbours, as well as 
further splitting due to the presence of oxygen vacancies. The T1 constants have been measured 
as a function of temperature and while the environments with Ln nearest neighbours show 
largely temperature-independent short T1 constants due to the paramagnetic relaxation 
enhancement, the T1 constants for environments without Ln nearest neighbours exhibit a clear 
Arrhenius temperature dependence, corresponding to an activation energy of 0.35 eV, which 
is the same within error for both Sm- and Eu- substituted CeO2 and for environments both with 
and without nearest neighbour oxygen vacancies. This Arrhenius behaviour is ascribed to 
motion of oxygen vacancies and the activation energy is compared to literature values for 
oxygen transport: NMR is sensitive to local motion, so does not include the vacancy–defect 
association energy which also contributes to the activation energy for bulk oxygen motion, 
explaining the larger activation energies reported in these materials using other techniques.  
This mechanistic information will hopefully aid in developing future improvements to the 
performance of these materials as solid-state oxide-ion conductors. 
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Chapter 4: A 17O DNP NMR Study of CeO2 
4.1 Abstract 
In this work surface selective direct 17O dynamic nuclear polarisation (DNP) NMR was 
demonstrated for the first time, using CeO2 nanoparticles mixed with the biradical TEKPol, for 
which the first three oxygen layers of CeO2 can be distinguished with high selectivity. 
Polarisation build-up curves show that the polarisation of the (sub-)surface sites builds up faster 
than the bulk, accounting for the remarkable surface selectivity. These direct DNP experiments 
are compared with indirect (1H→17O) DNP experiments, but while the latter can identify 
minority –OH terminations and adsorbed H2O, only the former can observe the pristine 
(sub-)surface oxygen environments. The linewidths of the (sub-)surface signals are 
significantly greater at the low temperatures required for DNP than at room temperature; this 
is shown to be due to freezing out of the surface dynamics resulting in a distribution of shifts, 
which are motionally averaged at room temperature. The identification and characterisation of 
surface species with NMR is important to understand and optimise materials for applications 
in various areas, and the methodology presented here could enable this analysis for many 
significant oxide materials; however, the broader linewidths observed at low temperature may 
hamper the application to systems which already have broader bulk signals. Finally, using 1 
at% Gd-doped CeO2, endogenous DNP has been performed with Gd
3+ as the polarisation 
source, yielding moderate enhancements of the bulk 17O signal; further optimisation is 
required, however. 
4.2 Introduction 
Nanoparticulate transition metal oxides are of technological importance in various areas of 
chemistry and materials science, such as catalysis, energy storage and electronics.118–121 
However, optimisation of materials for these applications necessitates thorough knowledge of 
structure–function relationships, which in turn requires an accurate description of the local 
surface structure. In catalytic processes, oxygen at or near the surface of, for example, CeO2 
nanoparticles is believed to constitute (part of) the catalytically active sites,122 yet the identity 




As discussed in Chapter 1, NMR spectroscopy can reveal a wealth of chemical and structural 
information on the atomic scale, and previous work has shown that 17O ssNMR spectroscopy 
is a powerful tool to investigate the structure and activity of zeolites,123 metal oxide 
nanoparticles,124,125 and other functionally relevant oxides.12 However, the inherent difficulty 
of attaining sufficient signal to noise in NMR spectroscopy is exacerbated for experiments on 
17O, the only NMR-active nucleus of oxygen, as its low natural abundance (0.037%) leads to 
lower intensity, and its quadrupolar character (I = 5/2) can result in additional spectral 
broadening. 
The challenges of acquiring ssNMR spectra are further confounded when studying surface 
environments, as they typically constitute a small fraction of the sample. Nonetheless, in recent 
work by Wang et al., 17O ssNMR spectra of nanoparticulate CeO2 have been recorded and 
assigned to specific surface environments via a combination of surface-selective enrichment 
(with H2
17O) and density functional theory (DFT) calculations.125 However, in this case the 
surface-selective enrichment is only possible due to the high reactivity of ceria. 
A more general approach to overcome the sensitivity problems inherent to ssNMR is the use 
of dynamic nuclear polarisation (DNP),126 which has seen a significant resurgence in recent 
years (see §1.3). In a typical exogenous DNP experiment, the sample is impregnated with 
radicals in a frozen glassy solvent, and the spin polarisation of the unpaired electrons on the 
radicals is transferred to the NMR-active nuclei via application of high-frequency microwave 
radiation. As the equilibrium polarisation of the electron is much greater than that of nuclei, 
NMR signal enhancements exceeding a factor of 600 have been achieved.73  
DNP can be applied in two ways: in direct DNP, the nucleus of interest is directly polarised by 
the radicals, whereas in indirect DNP, 1H nuclei are first polarised and cross polarisation (CP) 
is then used to transfer the 1H polarisation to the nucleus of interest (see §2.3.5). The latter 
approach typically leads to larger enhancement factors and permits shorter recycle delays, but 
requires 1H nuclei embedded in the sample. In particular, indirect DNP has been used to record 
the 13C NMR spectra of surface organic species covalently incorporated into silica 
frameworks,20 the 17O NMR spectra of surface hydroxyl groups in mesoporous silica 
nanoparticle samples127 and the 27Al NMR spectra of surface sites in γ-alumina 
nanoparticles.128 Direct DNP has been used to record the 27Al NMR spectra of surface sites in 
mesoporous alumina–silica129 and the 17O NMR spectra of MgO.130 However, direct DNP had 
not previously been used to perform surface-sensitive 17O ssNMR spectroscopy. In this work, 
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CeO2 nanoparticles have been investigated to establish the feasibility of surface-selective direct 
DNP 17O NMR. Subsequently this method has been applied by other researches to investigate 
the surface oxygen environments in γ-alumina,131 and the linking oxygen species for single-
site Zr or Y catalysts immobilised on mesoporous silica.132 
4.3 Experimental Methods 
4.3.1 Synthesis 
Commercial CeO2 nanoparticles (Sigma Aldrich) were enriched with 70% 
17O2 gas (Cambridge 
Isotope Laboratories) at 350 oC for 24 hours and subsequently handled under an inert 
atmosphere (Ar or N2 gloveboxes). To perform exogenous DNP experiments, the nanoparticles 
were wetted with the TEKPol biradical76 in 1,1,2,2-tetrachloroethane (TCE); this combination 
has been chosen rather than the alternative AMUPol/H2O mixture,
75 as the presence of un-
enriched water can lead to removal of 17O from the first layer.125,133 
1 at% Gd-doped CeO2 was prepared by grinding stoichiometric quantities of Gd2O3 (Alfa 
Aesar) and micron-sized CeO2 (Aldrich) pelletising at 750 MPa under partial vacuum and firing 
at 1500 oC for 48 hours. 17O enrichment was subsequently performed at 1000 oC for 15 hours.  
4.3.2 Characterisation 
Continuous-wave X-band ESR measurements were performed on a Bruker E500 X-band 
spectrometer with an ER 4122SHQE cavity, tuned to 9.373 GHz. The external magnetic field 
was modulated at 100 kHz with a modulation amplitude of 0.4 mT. The microwave power was 
set to 0.6325 mW, which was sufficient to avoid saturation of the resonance. The adsorption 
spectra was calculated from a cumulative sum of the experimental derivative spectra. 
Transmission electron microscopy (TEM) images were attained using a JEOL JEM-3010 
electron microscope fitted with a LaB6 filament operating at an accelerating voltage of 250 kV. 
TEM images were recorded using a Gatan Multiscan 794 1k × 1k CCD camera. Image analysis 
was performed using the free ImageJ software. 
4.3.3 DNP and NMR 
All DNP NMR experiments were performed at the UK DNP MAS NMR Facility at the 
University of Nottingham on a 14.09 T AVANCE III HD spectrometer, corresponding to a 1H 
Larmor frequency of 600 MHz, with a 395 GHz gyrotron microwave source and using a 3.2 
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mm double resonance wide-bore probe. Microwave source powers, measured in the 
waveguide, were used of 7 W for the exogenous direct DNP experiments, 12 W for the indirect 
1H-17O DNP experiments, and 16 W for the endogenous direct DNP experiments, because these 
were found to give the optimal balance between saturating the radical electron spin resonance 
(ESR) transitions and minimising sample heating. Direct DNP experiments used a pre-
saturated Hahn echo pulse sequence, with a single rotor period echo delay, while indirect DNP 
experiments comprised a 1H→17O cross polarisation block followed by a 17O Hahn echo. 
Experiments were performed under low-temperature MAS (~95 K, 12.5 kHz) with radio-
frequency strengths of 56 kHz for the 17O direct DNP experiments and 96 kHz for the 1H π/2 
in the indirect DNP experiments. Cross polarisation in the indirect DNP experiments was 
established with a lower power for 17O of  1 kHz and a 1H power of 73 kHz; a Hahn echo was 
appended to the sequence to suppress background distortions, and the 17O NMR spectrum was 
recorded with 1H decoupling using a swept-frequency two-pulse phase modulation (SW-
TPPM) sequence.134,135 DNP spectra were referenced to room temperature bulk CeO2 at 877 
ppm.  
A conventional 17O ssNMR spectrum of CeO2 nanoparticles was recorded on a 11.7 T 
AVANCE III spectrometer, corresponding to a 1H Larmor frequency of 500 MHz, using a 
2.5 mm double resonance probe and a radio-frequency strength of 91 kHz. Variable 
temperature conventional 17O NMR spectra were recorded on a 9.4 T AVANCE spectrometer, 
corresponding to a 1H Larmor frequency of 400 MHz, using a 4 mm double resonance probe 
and a radio-frequency strength of 50 kHz. The sample temperature was determined by an ex-
situ calibration using the temperature dependent 207Pb shift of Pb(NO3)2.
101 Conventional 
ssNMR 17O spectra were referenced to H2O at 0 ppm. 
Spectra were deconvoluted using the dmfit software.105 
4.4 Results and Discussion 
The CeO2 nanoparticles were first investigated using TEM (Figure 4.1a); this showed a 
predominantly octahedral morphology with an average particle size of 11 ± 5 nm. 
Identification of the (111) fringes with a spacing of 3.12 Å revealed that the particles were 
dominated by (111) facets, the structure of which is shown in Figure 4.1b. TEM analysis of the 





Figure 4.1: a) HRTEM image of a CeO2 nanoparticle showing (111) fringes, (111) surfaces and an octahedral 
morphology (in projection), and b) the structure of a (111) O-terminated CeO2 surface showing the first three 
oxygen layers and the (111) spacing. Cerium atoms are depicted as larger and yellow while oxygen atoms are 
smaller and red. The TEM image was recorded by Dr David Jefferson, University of Cambridge.  
4.4.1 Direct DNP 
Direct 17O DNP NMR experiments were then performed on the enriched CeO2 particles, mixed 
with TEKPol biradicals in TCE. Figure 4.2 shows the 17O ssNMR spectra recorded with and 
without microwave irradiation (“ON” and “OFF”, respectively), with 8 scans and a recycle 
delay of 60 s. Without microwave irradiation, only the sharp signal due to the single bulk 
oxygen environment could be observed, whereas under microwave irradiation three new 
features were distinguished; these are ascribed to (sub-)surface sites selectively enhanced by 
TEKPol radicals in the vicinity of the surface. By comparison with the DFT calculations of 
Wang et al.,125 these features at 1055, 893, and 843 ppm are identified as oxygen sites within 
the first, second and third (sub-)surface layers, respectively (labelled in Figure 4.1b). There is 
some discrepancy between the chemical shifts observed in this work and those reported by 
Wang et al., which is ascribed to minor differences between the CeO2 samples. The 
(sub-)surface sites also have a larger anisotropy than the bulk as evidenced by the greater 
intensity of their spinning sideband manifolds, consistent with the reduction of symmetry at 




Figure 4.2: 17O NMR (14.1 T) spectra of 17O enriched CeO2 nanoparticles mixed with the TEKPol radical in TCE, 
with and without microwave irradiation, using a pre-saturated Hahn echo experiment. The spectra were recorded 
at 95 K. The OFF spectrum was recorded at 12.5 kHz MAS, whereas the ON spectrum was recorded at 10 kHz in 
order to separate the spinning sidebands from the signal arising from the first layer. Spinning sidebands are 
labelled according to the layer of the signal from which they arise.  
4.4.2 DNP Build-up Curves 
The observed surface selectivity in direct DNP occurs because the radicals are external to the 
particle and the rate of polarisation transfer from the radical to a nucleus falls off rapidly (as 
1/r6).136 Nuclei at the surface can therefore be hyper-polarised by the radicals, but for sites 
within the deep sub-surface layers, the excess nuclear spin polarisation must travel via spin 
diffusion, which is thought to be slow for 17O (in part due to the low natural abundance and 
gyromagnetic ratio),137 leading to a longer build-up time. 
To test this hypothesis, the DNP build-up time constant (TDNP) was determined for each feature 
using a saturation recovery experiment. The nuclear magnetisation was first nullified with a 
saturation pulse train and then allowed to build up via DNP for a variable time before measuring 
the resulting magnetisation by recording the 17O NMR spectrum. The build-up time was found 
by fitting the signal intensity to a stretched exponential function of the form 





]) , (4.1) 
with 𝐼0 the maximum signal intensity and 0 < β < 1 the stretching exponent. A stretched 
exponential function describes a build-up process consisting of a distribution of time constants 
characterised by TDNP; a smaller β parameter indicates a broader distribution.
138 The build-up 
curves are shown in Figure 4.3, with fitted time constants TDNP in Table 4.1. The bulk site 
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exhibits a slow build-up (continuing beyond the maximum recorded time of 1600 s), as spin 
polarisation must diffuse a significant distance. In contrast, TDNP of the (sub-)surface sites is 
much shorter, accounting for the observed surface selectivity. 
 
Figure 4.3: The 17O saturation recovery build-up curves for the different environments in CeO2 nanoparticles and 
the fitted stretched exponential functions. The integrated intensity is determined by deconvoluting the isotropic 
peaks.   
Table 4.1: Stretched exponential parameters used to fit all the deconvoluted signals in the 17O saturation recovery 
experiments performed on CeO2 nanoparticles. Errors reflect one standard deviation in fitted parameters as 
determined through total least squares fitting. The signals with long build-up constants cannot be accurately fitted 
with the available data, so the parameters are approximate and the actual TDNP values may be significantly larger. 
The errors in the fitted parameters were determined by Dr David Halat, University of Cambridge. 
  Shift / ppm TDNP  / s I0 / arb. units β 
Bulk 875 ~2100 1630 0.75 
1st layer 1055 67 ± 6 355 ± 7 0.72 ± 0.05 
2nd layer 893 62 ± 2 806 ± 7 0.82 ± 0.03 
3rd layer 843 85 ± 3 1130 ± 12 0.82 ± 0.03 
Near-bulk 872 66 ± 4 1205 ± 15 0.87 ± 0.04 
Near-vacancy 858 ~1400 225 1 
 
In addition to the obvious bulk and (sub-)surface signals, a further broad peak at 872 ppm was 
required to deconvolute the spectra (Figure 4.4). As this shift is close to that of bulk CeO2 (875 
ppm at 95 K), this signal is ascribed to “near-bulk” environments, which are close to the surface 
so have a broader distribution of shifts than the well-defined bulk signal. This is corroborated 
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by the short TDNP for the near-bulk signal, which is similar to those of the distinct (sub-)surface 
signals, indicating that the environments must be sufficiently close to the surface to be 
effectively enhanced by DNP. 
 
Figure 4.4: Direct 17O DNP NMR spectrum (14.1 T) of 17O enriched CeO2 nanoparticles recorded at 10 kHz MAS 
with a pre-saturated Hahn echo pulse sequence and a recycle delay of 1581 s, showing the deconvoluted signals, 
for which the isotropic resonances are indicated by a dagger.   
At very long build-up times, a sharp signal can be observed at 858 ppm (Figure 4.4). The direct 
DNP build-up time constants for this signal cannot be determined accurately as the saturation 
recovery experiment did not extend to long enough build-up times, however it is clear from the 
build-up curve (Figure 4.3) that the time constant is long. The sharp nature of the peak and the 
long TDNP suggests that this signal arises from environments in the bulk of the nanoparticles, 
which are well-defined and only hyperpolarise slowly. Wang et al. observed a similar signal at 
845 ppm in the room temperature spectrum of reduced samples of CeO2;
125 reduction 
introduces both paramagnetic Ce3+ ions and oxygen vacancies, so this signal was ascribed to 
oxygen ions with either an oxygen vacancy in the first anion coordination shell or a Ce3+ ion 
in the second cation coordination shell (Ce3+ ions in the first cation coordination shell would 
induce significantly greater paramagnetic shifts and faster relaxation). Ceria nanoparticles are 
often oxygen deficient (with vacancy concentrations as high as 9% having been reported for 3 
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nm nanoparticles139), so the 858 ppm peak observed here is ascribed to oxygen sites within the 
bulk of the nanoparticles with nearest neighbour oxygen vacancies; the difference in chemical 
shift is ascribed to the difference in temperature between the DNP spectrum (95 K) and the 
room temperature spectrum of Wang et al. Oxygen vacancies are a more likely explanation 
than Ce3+ ions in this case because 1) the signal is sharp, whereas vicinity to Ce3+ would be 
likely to cause paramagnetic broadening, 2) the magnitude of a paramagnetic shift increases 
with decreasing temperature, so a less positive shift, further from the bulk signal, would be 
expected at the low temperatures used for DNP experiments, rather than the more positive 
observed shift, and 3) a similar signal is observed for Sm-substituted CeO2, where oxygen 
vacancies are introduced without the addition of Ce3+ ions (see §3.4.3). Oxygen environments 
near to Ce3+ ions must also be present if the sample is oxygen deficient, but they are not 
observed in these spectra, which is most likely to be due to the additional broadening and the 
faster paramagnetic relaxation associated with the Ce3+ ions.  
The maximum signal intensity of the (sub-)surface sites is given by a combination of the 
enrichment level, the DNP enhancement and the degree of quenching (loss of signal due to 
broadening and extremely fast nuclear relaxation very near the radicals).140 The conventional 
ssNMR spectrum recorded without radicals shows that the enrichment of the first three 
(sub-)surface layers is approximately equal (Figure 4.5 and Table 4.2); the differences observed 
in the maximum signal intensity therefore show that the first layer is quenched more than the 
second layer, which in turn is quenched more than the third layer, due to closer proximity to 
the radicals, and that the greater degree of quenching closer to the surface outweighs any 
increase in DNP enhancement. 
Table 4.2: Fitted intensity ratios relative to the first layer for the 17O (sub-)surface signals in CeO2 nanoparticles 
recorded with conventional NMR and DNP, as determined by spectra which are quantitative with respect to the 
(sub-)surface sites with recycle delays of 5 s and 375 s respectively. N.B. the ratios are not comparable between 
the experiments but are normalised with respect to the first layer. 
 1st Layer  2nd Layer  3rd Layer 
Conventional ssNMR 1 : 1.08 : 1.12 




Figure 4.5: Conventional 17O NMR spectrum (11.7 T) of 17O enriched CeO2 nanoparticles recorded overnight at 
room temperature with a recycle delay of 5 s under 30 kHz MAS with 13904 scans. The signal due to the ZrO2 
rotor can also be observed at 377 ppm. The sidebands are labelled with the numeral of the layer from which they 
arise, or with ‘z’ for the ZrO2 signal. Frictional heating under MAS results in a sample temperature of 
approximately 315 K. 
4.4.3 Effect of Enrichment Level and Air Exposure 
A second experiment was performed on a sample of the same nanoparticles but enriched with 
a higher pressure of 17O2 and stored under ambient conditions (Figure 4.6a, Table 4.3). For this 
sample, the second and third layer sites are again selectively enhanced by DNP, but the signal 
arising from the first layer is not observed due to exchange with 16O2 in the air. The bulk signal 
is more intense than previously, indicating an increased incorporation of 17O due to the higher 
17O2 pressure during enrichment; the build-up time constant for the bulk signal is also smaller 
than the previous sample (Figure 4.6b, TDNP = 586 s c.f. ~2100 s), which is ascribed to faster 
spin diffusion into the bulk due to the greater enrichment, because spin diffusion is strongly 
dependent on the concentration of the spin-active nucleus. Again, the deeper third layer has a 
longer build-up time than the second layer, but both time constants are slightly longer than 
those for the aforementioned sample. This may also be due to the greater enrichment, because 
there are more nuclei for each radical to hyperpolarise; the polarisation of the electron is split 
between more nuclei and each therefore takes longer to hyperpolarise. 
The higher enrichment level also allows the (sub-)surface sites to be observed without DNP in 
a long (12 h) experiment, and hence DNP enhancements (εON/OFF) for the second and third 
layers can be measured as 56 and 29, respectively. The greater enhancement of the second layer 
is presumably due to less efficient hyperpolarisation of the more distant third layer (the 
quenching due to radicals is present with or without microwave irradiation, so does not affect 
75 
 
the enhancement factor). The bulk site exhibits only a very minor enhancement as it is 
dominated by atoms far from the surface which are not hyperpolarised. We note, however, that 
as a recycle delay of 60 s is insufficient to obtain the maximum signal either with or without 
microwave irradiation, the observed enhancement factors for all sites will be dependent on the 
recycle delay. As has been previously addressed by Lee et al., εON/OFF should be seen as a 
guide to the DNP enhancement rather than a fundamental parameter.140 These results show that 
the DNP NMR spectra of CeO2 nanoparticles are sensitive to details of sample preparation 
which affect the enrichment level; this can in turn give insight into the mechanisms of DNP by 
modulating the rates of hyperpolarisation and spin diffusion.  
 
Figure 4.6: a) 17O NMR (14.1 T) spectra of air-exposed 17O enriched CeO2 nanoparticles mixed with the TEKPol 
radical in 1,1,2,2-tetrachloroethane (TCE), with and without microwave irradiation, performed at 12.5 kHz MAS 
using a presaturated Hahn echo experiment and a recycle delay of 60 s. b) 17O DNP build-up curves.  
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Table 4.3: Chemical shifts, DNP enhancements and fitted DNP build-up time constants for the three environments 
observed in 17O enriched CeO2 nanoparticles prepared under ambient conditions. 
Assignment Shift /ppm 𝛆𝐎𝐍/𝐎𝐅𝐅 TDNP /s 
2nd Layer 893 56 97.9 
Bulk 875 1.3 586 
3rd Layer 846 29 134 
 
4.4.4 Indirect DNP 
To compare with the direct DNP experiments, indirect DNP (1H→17O) NMR spectra were also 
recorded on the first nanoparticulate CeO2 sample (Figure 4.7). These reveal 
17O signals 
centred at 225 ppm and −20 ppm, which are ascribed to Ce-OH terminations and H2O 
molecules adsorbed to the surface, respectively, again in agreement with Wang et al.125 These 
assignments are supported by the short CP contact time of 200 μs required to attain the 
maximum CP intensity, which is indicative of direct O–H bonding; the signal is attenuated with 
longer contact times. These signals could not be observed with direct DNP, even when the 
carrier frequency was varied, but require the greater enhancement factors achievable with 
indirect DNP. The indirect DNP experiments do not, however, exhibit evidence for the 
(sub-)surface sites identified via direct DNP NMR, even under conditions of longer contact 
times and variable rf carrier frequencies (efficient CP is only observed to signals close to the 
carrier frequency). The lack of (sub-)surface oxygen features is attributed to the 1/r6 
dependence of CP on distance and the difficulty of spin-locking the quadrupolar 17O nucleus, 
so that only oxygen atoms directly bonded to hydrogen can be readily seen.141 Furthermore, 
there are few hydroxyl terminations and adsorbed water molecules on surfaces of CeO2 samples 
oxidised at >300 oC,142 and the hydrophobic TCE solvent does not adsorb strongly, so 
insufficient protons exist in the vicinity of the surface to permit efficient CP. Therefore, direct 





Figure 4.7: The indirect DNP 17O NMR (14.1 T) spectra of 17O enriched CeO2 nanoparticles impregnated with 
TEKPol in TCE, recorded at 12.5 kHz MAS with a recycle delay of 4.3 s, 320 scans and variable contact times 
for the 1H→17O cross polarisation. The 17O magnetisation was pre-saturated to avoid the direct DNP signal. 
4.4.5 Field Sweep 
The DNP enhancement in this case is due to the cross effect which depends on the matching of 
the microwave frequency, the electron spin resonance (ESR) spectrum of the radical and the 
NMR frequency of the nucleus in question.126 In practice the microwave frequency is fixed and 
as the latter two are dependent on the magnetic field of the NMR spectrometer, the magnetic 
field can be varied to some degree to optimise the DNP enhancement which yields a 
characteristic field profile of the enhancement (see §2.3).  
A field sweep experiment was performed for the CeO2 sample prepared under ambient 
conditions (Figure 4.8) and shows the positive lobe of the TEKPol field profile. All other 
experiments were performed at ν0(
17O) = 81.44 MHz and it can be seen that the observed 
enhancements were near optimal. The surface selectivity of direct DNP can also be seen in the 
field profiles in that the profile from the bulk signal is flatter than for the sub-surface signals; 
this is because there is less enhancement of the bulk signal under DNP conditions as the nuclei 
are far from the radicals, but there are more bulk sites so without DNP, i.e. when the field is 




Figure 4.8: A field sweep experiment showing the fitted intensities of the three environments in the 17O enriched 
CeO2 nanoparticle/TEKPol/TCE sample packed under ambient conditions as a function of the 17O Larmor 
frequency. 
4.4.6 Conventional Variable Temperature NMR 
The (sub-)surface signals observed in the 17O direct DNP spectrum (Figure 4.2) have 
significantly greater linewidths than the bulk signal, which is evidence of a distribution of 
environments for the sites in each of the (sub-)surface layers; i.e. the surface does not have a 
precisely fixed spatial configuration, but rather can exhibit a range of slightly different 
arrangements, in a relatively flat energy landscape. However, in the room temperature 
conventional 17O NMR spectrum (Figure 4.5), significantly narrower peaks are observed for 
the (sub-)surface layers: this is due to motional narrowing of the signals because the thermal 
energy causes the oxygen atoms to sample the different surface configurations faster than the 
NMR timescale.1 This observation is in agreement with previous TEM studies,143 in which the 
dynamic motion of the surface atoms in CeO2 can clearly be observed in real time, although 
for {100} surfaces rather than the {111} surfaces studied here.  
The motional averaging can be frozen out by modest cooling (Figure 4.9), and by 240 K the 
linewidths are similar to those of the DNP experiments recorded at 95 K (Figure 4.2). The fact 
that broad signals are observed for the (sub-)surface environments in the conventional low 
temperature NMR experiments rules out the biradicals as the cause of broadening in the DNP 
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experiments, and the motional narrowing at higher temperatures proves that the linewidth is 
due to a distribution of environments.  
 
Figure 4.9: Conventional variable temperature 17O NMR spectra (9.4 T) of 17O enriched CeO2 nanoparticles, 
recorded at 14 kHz MAS, using a Hahn echo pulse sequence, with a recycle delay of 0.1 s and between 128,000 
and 350,000 scans. Temperature calibration was performed ex-situ using the 207Pb shift of Pb(NO3)2.  
4.4.7 Endogenous DNP of Gd-CeO2 
Unlike exogenous DNP where a radical source must be added to the sample, endogenous DNP 
makes use of paramagnetic centres contained in the sample. For the study of metal oxides, high 
spin metal centres, such as Mn2+ or Gd3+, can be doped into the material, and endogenous DNP 
of 6/7Li and natural abundance 17O has previously been demonstrated by this method for the 
battery material Li4Ti5O12.
74,144 The primary advantage of endogenous DNP is that the 
paramagnetic centres are dispersed within the sample, so that bulk solids can be studied, as 
opposed to exogenous DNP where the radicals are excluded from the solid. Surface selective 
DNP, on the other hand, obviously cannot be performed in this way, unless the doping process 
itself is surface selective (e.g. for coatings or surface-immobilised catalysts). Here, the 
feasibility of performing endogenous 17O DNP NMR on CeO2 doped with 1 at% Gd
3+ is 
explored. 
In Figure 4.10a the endogenous direct 17O MAS DNP NMR spectra of 17O enriched, 1 at% Gd-
doped CeO2 are shown with and without microwave irradiation. A modest, negative, DNP 
enhancement is achieved with enhancement factors determined from the amplitude of the 
centreband, and from the total integrated spectral area, of 𝑎𝑚𝑝 = −5.2 and 𝑎𝑟𝑒𝑎 = −4.0, 
respectively.  Figure 4.10b shows a comparison of the two spectra, scaled so that the broad 
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components of the centreband are coincident: the sidebands have a lower enhancement 
compared to the centreband, which explains why 𝑎𝑟𝑒𝑎 is less than 𝑎𝑚𝑝. This difference could 
arise because the environments which contribute more to the sideband intensity are those which 
are closer to a Gd dopant, and therefore experience greater dipolar hyperfine coupling (see 
§2.1.3); these environments will also have a shorter nuclear T1 relaxation constant, reducing 
the equilibrium hyperpolarisation which can build up, and hence reducing the enhancement.  
 
Figure 4.10: 17O direct DNP NMR spectra of 1 at% Gd-CeO2 with and without microwave irradiation, recorded 
at 14.1 T and 8 kHz MAS, with a 5 s recycle delay and 16 W microwave source power, using a pre-saturated Hahn 
echo pulse sequence. Spinning sidebands are marked with asterisks. The spectra have been rescaled in (b) to allow 
comparison of the centreband and sideband intensities.  
To aid interpretation of the observed DNP phenomena, the continuous-wave X-band ESR 
spectrum of the sample was recorded (Figure 4.11b). Gd3+ has spin S = 7/2 and although the 
environment in CeO2 is cubic, so that there is no second-rank splitting (known as zero-field 
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splitting, ZFS), the system is subject to fourth-rank and sixth-rank couplings;145 however, 
significantly sharper features would still be expected. There are two isotopes of Gd to which 
hyperfine coupling can occur, 155Gd and 157Gd, both with I = 3/2; however, they have very low 
gyromagnetic ratios with hyperfine coupling constants ~0.5 mT,146 and do not affect the 
spectrum significantly in this case. One contribution to the substantial broadening is the large 
degree of dipolar coupling between the spins at this comparatively high concentration. Another 
consideration is the presence of oxygen vacancies, introduced by the aliovalent doping: a 
vacancy present in the vicinity of the Gd3+ dopant breaks the local cubic symmetry and 
therefore introduces a significant ZFS. Furthermore, the probability of this occurring is greater 
than would be predicted by a random distribution of vacancies, since association of the 
oppositely charged substitutional defects and oxygen vacancies is energetically favoured.92,147 
Nevertheless, the spectrum does exhibit a peak in intensity, which would correspond to a g-
factor of 1.97 (c.f. the true value of 1.99 previously determined145 by fitting the ESR spectrum 
of 0.01% Gd-CeO2). 
The breadth of the ESR spectrum suggests that a differential solid effect mechanism could be 
operating in the DNP experiments (see §2.3.2). The observed negative enhancement can then 
be explained by the form of the ESR spectrum: based on the calculated g-factor, the maximum 
ESR intensity will occur at a higher magnetic field than that used in the DNP experiments, and 
the gradient of the ESR spectrum with respect to the field is positive. By considering Figure 
4.12, it can be seen that there are more spins which resonate at a lower frequency 𝜔0𝑆 = 𝜔𝜇𝑤 −
𝜔0𝐼, than spins which resonate at the higher frequency 𝜔0𝑆 = 𝜔𝜇𝑤 + 𝜔0𝐼; the former induce 
negative hyperpolarisation, while the latter induce positive hyperpolarisation, so the net 
hyperpolarisation is thus negative. A differential solid effect would also explain the low 
enhancement, because the positive and negative enhancements largely cancel each other out. 
A cross effect mechanism could also be operating at this concentration level, because there is 
sufficient dipolar coupling between electron spins to allow cross effect transitions (see §2.3.3), 
which complicates the interpretation.74,148,149 
A field sweep was performed from 14.08 – 14.16 T (Figure 4.11a), but there was little change 
in enhancement over the accessible range of magnetic fields; this is also explained by the broad 
lineshape of the ESR spectrum, because the intensity (or, more importantly for the differential 
solid effect, the gradient) changes very little over the narrow range of magnetic field strength. 
To improve the DNP enhancement, a lower concentration of Gd3+ could be used which would 
both reduce the dipolar coupling and decrease the probability of oxygen vacancies being 
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present near the dopants (although association would still be energetically favoured). This 
would reduce the broadening of the ESR spectrum and hence lessen the cancellation of positive 
and negative enhancements. However, decreasing the dopant concentration will also increase 
the average distance from any given oxygen to a paramagnetic centre, and as spin diffusion is 
slow for 17O, this could reduce the enhancement; the optimum dopant level is therefore a 
compromise between these factors. Another option is to use an alternative metal dopant that 
exhibits sharper ESR lines. Mn2+ is a possible choice, although the ESR signal is split by 
hyperfine coupling to the 55Mn nucleus with I = 5/2, so that only a sixth of the spins can be on 
resonance with the microwave irradiation at any given moment. Furthermore, it can be difficult 
to ensure the correct oxidation state for Mn in the sample, given that high temperature solid-
Figure 4.11: a) Field profile of DNP enhancement factors, by amplitude and by area, with a microwave power of 
12 W, and b) the X band (9.37 GHz) ESR spectrum for 1 at% Gd-CeO2. The absorption ESR spectrum was 
calculated from a numerical integration of the experimental derivative spectrum. The grey line indicates the region 
of the ESR spectrum explored in the DNP field sweep, accounting for the different microwave frequencies. The 




state syntheses will cause oxidation, whereas lanthanide ions remain stable in the 3+ oxidation 
state up to very high temperatures. Nevertheless, by using a coprecipitation synthesis, Mn2+ 
can be incorporated in CeO2,
150 which could afford a greater enhancement from endogenous 
DNP. 
 
Figure 4.12: Schematic representation of the net negative differential solid effect in the case that the ESR spectrum 
has a positive gradient with respect to the magnetic field at the applied microwave frequency.  
4.5 Conclusions 
In this work, surface-selective direct 17O DNP NMR spectroscopy has been demonstrated for 
the first time, using a system of CeO2 nanoparticles, for which the first three layers can be 
distinguished with high selectivity. This selectivity is ascribed to the slow spin diffusion of 17O 
polarisation into the bulk, so that only the (sub-)surface sites are efficiently hyperpolarised by 
radicals in the vicinity of the surface. This is corroborated by the build-up curves for the 
different signals and by comparison between samples with different degrees of enrichment. 
The saturation recovery spectra recorded with different build-up times also reveal near-bulk 
and near-vacancy signals; the former is ascribed to oxygen ions deeper than the three 
distinguishable (sub-)surface layers, but still sufficiently close to the surface to be effectively 
hyperpolarised and to have a broader distribution of environments than the bulk site, while the 
latter has a narrow linewidth and long build-up time constant, suggesting a bulk environment 
with a different chemical shift due to a nearest neighbour oxygen vacancy. 
It is shown that although indirect DNP can be used to identify –OH terminations and adsorbed 
water on the CeO2 surface, it is not possible to observe the aforementioned (sub-)surface sites 
via this approach due to the scarcity of protons near the surface and the difficulty of long-
distance 1H→17O cross polarisation; (sub-)surface sites can only be detected with direct DNP. 
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The DNP experiments are compared with conventional ssNMR experiments, with the latter 
exhibiting significantly narrower signals at room temperature; by performing low temperature 
experiments, this is shown to be due to motional narrowing, highlighting the dynamic nature 
of the surface. In contrast, the broad resonances at lower temperatures, including the DNP 
spectra, indicate that the surface structure has been frozen into a distribution of different 
configurations.  
These experiments demonstrate the utility of direct 17O DNP in identifying signals which arise 
from the surfaces of oxide materials, especially those in which protons are not available to 
allow indirect DNP experiments. Once these signals have been determined, they can be used 
to gain insight into the surface structure, most likely in combination with theoretical 
calculations, or to observe changes in the surface after further reaction or aging. However, 
application of this methodology to new systems may prove challenging if the signal from the 
bulk environment is broader, due to disorder in structure or substitution for example, or if there 
are multiple bulk sites. The bulk resonance in CeO2 is exceptionally sharp, yet it is only just 
possible to resolve three (sub-)surface signals at this field and spinning speed; for broader bulk 
resonances, it may be impossible to resolve any surface signals. This is particularly problematic 
for DNP experiments due to the low temperatures required, which has the dual effects of 
freezing out any motional narrowing, which may improve the spectral resolution at room 
temperature, and reducing the maximum spinning speed for a given rotor size. While the latter 
may be addressed by using a faster spinning probe or in some cases by using a lower magnetic 
field (which increases the effective sideband separation in ppm), it may still be beneficial in 
such systems to forgo DNP and use an alternative method of surface enhancement, such as 
selective enrichment.  
Finally, to enhance the bulk of CeO2 particles, it is shown that endogenous DNP can be used. 
Here, a minor enhancement has been demonstrated for 1 at% Gd-doped CeO2 which, by 
reference to the ESR spectrum, is most likely to be due to a differential solid effect mechanism. 
However, to apply this method to potential applications in systems with low sample masses 
and/or for which isotopic enrichment is not possible, further optimisation of the enhancement 




Chapter 5: An NMR Study of the 
Hydrogenation and Electrochemical 
Metallisation of VO2 by Electrolyte Gating 
5.1 Abstract 
Metallization of initially insulating VO2 via ionic liquid electrolytes, otherwise known as 
electrolyte gating, has recently been a topic of much interest for possible applications such as 
Mott transistors and memory devices. Metallization has been shown to take place 
electrochemically and, there has previously been evidence for the removal of small amounts of 
oxygen during ionic liquid gating. Hydrogen intercalation has also been proposed, but the 
source of the hydrogen has remained unclear. In this work, solid-state MAS NMR spectroscopy 
(1H, 2H, 17O and 51V) is used to investigate the thermal metal–insulator transition in VO2, before 
progressing to catalytically hydrogenated VO2 and electrochemically metallized VO2. 
Electrochemical metallisation of bulk VO2 particles is shown to be associated with intercalation 
of hydrogen, the degree of which can be measured with quantitative 1H NMR spectroscopy. 
Possible sources of the hydrogen are explored, and by using a selectively deuterated ionic 
liquid, it is revealed that hydrogenation is due to deprotonation of the ionic liquid; specifically, 
for the commonly used dialkyl-imidazolium based ionic liquids, it is the “carbene” proton 
which is responsible. Increasing the temperature of the electrochemistry is shown to increase 
the degree of hydrogenation, forming first a less hydrogenated metallic orthorhombic phase 
then a more hydrogenated insulating Curie–Weiss paramagnetic orthorhombic phase, both of 
which were also observed for catalytically hydrogenated VO2. The NMR results are supported 
by magnetic susceptibility measurements, which corroborate the degree of Pauli and Curie–
Weiss paramagnetism. Finally, NMR spectroscopy is used to identify the presence of hydrogen 
in an electrolyte gated thin film of VO2, suggesting that electrolyte breakdown, proton 
intercalation and reactions with decomposition products within the electrolyte should not be 
ignored when interpreting the electronic and structural changes observed in electrochemical 




In 1959 it was discovered that upon heating to above 67 oC, vanadium dioxide (VO2) transitions 
from an insulating to a metallic state with an increase in electronic conductivity of several 
orders of magnitude;41 since then, VO2 has been the subject of extensive study to understand 
the subtle interplay between electronic correlations and a Peierls distortion that underlie this 
metal–insulator transition (MIT).151–153 More recently there has been interest in electronically 
inducing this transition (otherwise known as gating) for possible applications such as Mott 
transistors43 and memory devices;44 this research has focused on thin films of VO2. It was 
reported by Nakano et al.154 that non-thermal metallisation of VO2 films, induced by 
application of a gate voltage to an electrolyte at the surface of the film (Figure 5.1a, left), was 
a purely capacitive effect, whereby the ionic liquid forms a double layer at the solid–liquid 
interface and hence induces a large electric field in the sample. Jeong et al.45 later showed that 
the metallisation was in fact due to the electrochemical reduction of the vanadium and 
consequent introduction of electrons into the band structure. This reduction must be charge 
balanced, and Jeong et al. proposed the simultaneous creation of oxygen vacancies on the basis 
of 18O secondary ion mass spectrometry (SIMS) data, which showed an excess of 18O at the 
surface of devices that had been repeatedly gated and reverse gated in an 18O2 atmosphere; this 
is the generally accepted mechanism in the literature.155–160 The same group later showed that 
oxygen plays a role in ionic liquid gating of several other oxides including WO3, again by 
18O 
SIMS.161 Most recently they directly observed oxygen vacancies, using in-situ transmission 
electron microscopy, in SrCoO2.5 produced by electrolyte gating of SrCoO3.
162 On the other 
hand, Shibuya and Sawa163 observed hydrogen intercalation by 1H SIMS after electrolyte 
gating of VO2, which could also charge balance the reduction; however, the source of hydrogen 
remained unclear.  
Hydrogen can be intercalated into VO2 in the channels parallel to the rutile c axis (Figure 5.1b, 
bottom); this is a possible mechanism of the metallisation of VO2 via electrolyte gating because 
metallisation has also been observed after explicit hydrogenation of VO2 by various techniques: 
(i) electrolytically by splitting of H2O in a water-infiltrated nanoporous glass solid 
electrolyte164 or a humid-air nanogap,165 (ii) galvanically by electrical contact with a sacrificial 
anode in acidic solution,166 and (iii) catalytically via hydrogen spillover.167,168 While these 
studies were all based on nanosized VO2, either thin films or nanowires, hydrogenation of bulk 
VO2 has also been investigated electrochemically




Figure 5.1: a) Left: schematic of a thin film electrolyte gating experiment, where a potential is applied across the 
gate electrode and the resistance between the source and drain is measured. Right: schematic of the three-electrode 
cell used in this work for electrochemical experiments on bulk VO2 showing the VO2 working electrode (WE), Pt 
counter electrode (CE) and Ag wire pseudo-reference electrode (RE); shown too is a commonly used ionic liquid, 
EMIm TFSI. b) Structures of the metallic, rutile, high temperature VO2(R) phase, and the insulating, monoclinic, 
low temperature VO2(M) phase. VO2(R) has a single oxygen site in the asymmetric unit, while VO2(M) has two 
oxygen sites, bridging vanadium atoms either within or between vanadium dimers. 
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focusing on the structural rather than the electronic properties. Nevertheless questions remain, 
including whether ionic liquid gating is associated with hydrogenation of the VO2? If so, what 
is the source of hydrogen? And, most importantly, what is the cause of metallisation? 
As discussed in Chapter 1, ssNMR is a useful tool to study the metallization of VO2 as it is an 
element-specific probe of both the crystal and electronic local structures.42,171 In particular, 
Knight shifts (§2.1.4) are a direct measure of the local density of states at the Fermi level for 
the nucleus in question; they can be used to identify metallic environments and are typically 
temperature-independent.56 Paramagnetic shifts due to localised spins (§2.1.3), on the other 
hand, have a strong temperature dependence.5 These different shift mechanisms can, therefore, 
be used to determine the local electronic structure.  
In this work, multi-nuclear NMR spectroscopy (1H, 2H, 17O and 51V) is utilized to study the 
crystal and electronic structure of electrochemically metallized VO2 samples and explore the 
mechanism of electrochemical metallisation, using the imidazolium-based ionic liquids that are 
commonly used for electrolyte gating experiments;45,155–158 these NMR results are supported 
by X-ray diffraction (XRD), resistivity and magnetic susceptibility measurements. First, the 
NMR of pristine micron-sized VO2 particles are investigated above and below the MIT 
temperature, before the magnetic and electronic properties of catalytically hydrogenated VO2 
are examined. The results are compared with electrochemically reduced bulk VO2, and the 
effect of increasing the temperature at which the electrochemistry is performed is investigated. 
To explore the source of hydrogen in these experiments, 2H NMR measurements were 
performed on bulk VO2 which was electrochemically reduced with a selectively deuterated 
ionic liquid; this reveals that deprotonation of the ionic liquid occurs at the voltages used in 
these experiments, resulting in the observed hydrogenation of VO2. 
These experiments are performed on polycrystalline micron-sized particles to allow bulk 
characterisation techniques to more easily be applied, namely ssNMR, XRD and magnetic 
susceptibility measurements. For the electrochemical experiments, composite films including 
a binder and conductive carbon are used to afford mechanical and electrical connectivity, 
although the presence of carbon and the low density preclude resistivity measurements. To 
investigate the effect of the bulk kinetics on the VO2 reduction, nanoparticles are also studied, 
again in the form of composite films: these have shorter length scales for diffusion, but at the 
expense of poorer XRD resolution, greater difficulty in achieving the correct oxidation state, 
and less uniform electrochemistry. To confirm the applicability of these results to the previous 
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electrolyte gating experiments on thin films, NMR spectroscopy is then used to identify 
intercalated hydrogen in a thin film sample of VO2 which has been electrolyte-gated with an 
imidazolium-based ionic liquid, although this is approaching the sensitivity limits of NMR. 
Finally, the implications for electrolyte gating are discussed. 
5.3 Experimental Methods 
5.3.1 Synthesis 
Bulk VO2 was synthesised by comproportionating an equimolar mixture of V2O3 and V2O5 in 
an evacuated quartz tube at 600 oC for 48 hours to yield ~2 μm particles. The V2O5 (Sigma-
Aldrich, 99.99%) was first dried in vacuo at 640 oC for four days and the V2O3 was synthesised 
by reducing V2O5 in 5% H2/Ar (10 mL/min) at 650 
oC for 24 hours.172 17O-enriched VO2 was 
prepared in the same way, but starting from 17O-enriched V2O5, which was prepared by 
oxidizing metallic vanadium powder (Sigma-Aldrich, 99.5%) in 70 at% 17O2 gas (Cambridge 
Isotope Laboratories) at 620 oC for two days. 
Catalytically hydrogenated VO2 was prepared by mixing the comproportionated VO2 with Pd 
nanoparticles (Sciventions, aqueous suspension, 1.5 mg/mL) before removing the water in 
vacuo at 100 oC to give 1 wt% Pd. The Pd/VO2 was then hydrogenated in flowing 25% H2/N2 
at 180 oC for 15 hours. A second sample was also prepared by hydrogenation in flowing 5% 
H2/Ar at 220 
oC for 15 hours. Hydrogenated samples were handled in an argon glovebox. 
VO2 nanoparticles were synthesised by ball milling the comproportionated VO2 (500 mg) in a 
50 mL zirconia jar with five 10 mm diameter zirconia balls, for 8 × 15 minutes using a Fritsch 
Pulverisette 23 shaker mill.  
5.3.2 Characterisation 
Powder X-ray diffraction (XRD) patterns were recorded in reflection mode with sample 
rotation on a PANalytical Empyrean diffractometer emitting Cu Kα (1.540598 Å + 1.544426 
Å) radiation. Air-sensitive samples were packed into a Kapton sample holder. Phase 
identification was achieved by profile matching using PANalytical’s X’Pert HighScore Plus 
2.2 software and by comparison with the following ICSD entries: 1473 (V2O3),
173 74705 (VO2 
M),174 1504 (VO2 R)
175 and 15798 (V2O5).
176 Rietveld refinement was performed using the 
Topas Academic software package.100 Structures were visualized with the VESTA software 
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package.96 Thermogravimetric analysis (TGA) was performed under flowing N2 using a 
Mettler Toledo TGA/SDTA 851 thermobalance with a 100 μL Al2O3 crucible. 
Resistivity measurements were performed on pressed pellets (750 MPa, 30 minutes, under 
partial vacuum) using the four-point probe technique and a Quantum Design Physical Property 
Measurement System (PPMS Dynacool). Susceptibility measurements were performed using 
a Quantum Design Magnetic Property Measurement System (MPMS3) and an applied field of 
100 Oe.  
Scanning electron microscopy (SEM) and scanning transmission electron microscopy (STEM) 
were performed using a TESCAN MIRA3 FEG-SEM with acceleration voltages of 5 kV or 30 
kV. The samples were stuck to carbon tape or dispersed on holey carbon grids and coated with 
~10 nm of Cr. Average particles sizes were determined from the measured images using ImageJ 
software.177  
5.3.3 NMR 
For NMR experiments, samples were packed into ZrO2 rotors. All the NMR spectra were 
recorded on either a 4.70 T or a 7.05 T Bruker Avance III spectrometer, except one 2H NMR 
spectrum of D𝑥VO2 which was recorded on an 11.75 T Bruker Avance III spectrometer. The 
relatively low magnetic fields used here are advantageous for investigating the NMR of 
paramagnetic and metallic materials because the paramagnetic and Knight shifts are linear in 
the applied field, and so constant in chemical shift (see §2.1), whereas the sideband separation 
afforded by magic angle spinning is constant in frequency; greater sideband separation, and 
hence resolution of signals, can therefore be achieved at lower magnetic fields for the same 
MAS frequency; furthermore, spinning of metallic samples is easier at lower magnetic fields. 
Most experiments used a Bruker 1.3 mm HX probe and either 40 kHz or 60 kHz MAS 
frequency, except (a) the 2H NMR spectra at 4.70 T and 7.05 T which used a Bruker 2.5 mm 
HX probe and 30 kHz MAS, (b) the 1H NMR spectra of the VO2 thin film which used a Bruker 
1.9 mm HX probe and 40 kHz MAS, and (c) the wide temperature range 1H NMR spectra of 
Pd/H𝑥VO2 which used a Bruker 4 mm HX probe and 14 kHz MAS. All experiments used a 
Hahn echo pulse sequence (π/2-τ-π-τ-acquire) unless otherwise stated. 1H and 17O sideband 
separation experiments were recorded by taking the isotropic slice from a MATPASS 
experiment,103 and 1H T1 (spin-lattice) measurements were recorded with an inversion recovery 
pulse sequence. 51V variable offset cumulative spectra (VOCS) were recorded by summing 
spectra recorded with different carrier frequencies, with retuning of the probe between 
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experiments being performed by an external automatic tuning/matching (eATM) robot.178 
Quantitative 1H NMR spectra were recorded at 4.70 T and 60 kHz MAS, with the sample 
centre-packed between PTFE tape to ensure excitation of the full sample mass; the integrated 
intensity was then compared to a calibration with known masses of adamantane, also centre-
packed. The T2 relaxation constants were sufficiently long that no correction for transverse 
decay was required. For 1H quantification, the catalytically hydrogenated samples were ground 
with a known mass of KBr to minimize skin depth penetration effects. 1H NMR spectra of the 
VO2 thin film were recorded using a DEPTH background suppression pulse sequence (π/2-τ-
π-2τ-π-τ-acquire),179 and then background-subtracted by first recording the sample then 
recording the background of an empty rotor with the same experiment and taking the 
difference. The T1 filtered spectrum was obtained by recording two spectra with recycle delays 
of 0.05 s and 0.1 s, background-subtracting both, then taking the difference, scaling the spectra 
to minimize the diamagnetic signals which have longer T1 relaxation constants.  
Variable temperature NMR experiments were performed by application of heated or cooled 
nitrogen, with cooling achieved either with a Bruker cooling unit (BCU) or a liquid nitrogen 
heat exchanger. The sample temperature was determined from an ex-situ calibration using the 
temperature-dependent 207Pb shift of Pb(NO3)2,
101 except for variable temperature 1H spectra 
of catalytically hydrogenated VO2, which was ground with KBr and the temperature measured 
in-situ from the 79Br shift and T1 constant.
102 1H NMR spectra were referenced relative to 
adamantane at 1.81 ppm, 2H spectra to D2O at 4.8 ppm, 
17O spectra to CeO2 at 877 ppm and 
51V spectra to NH4VO3 at −571 ppm. Spectra were deconvoluted using the dmfit program.
105 
5.3.4 Electrochemistry 
The majority of the electrochemical experiments were performed with 1-ethyl-3-
methylimidazolium bis(trifluoromethylsulfonyl)imide (EMIm TFSI, Sigma Aldrich, ≥97%). 
The water content was determined with a Metrohm 899 Karl Fischer Coulometer to be 340 
ppm as received and 34 ppm after drying in vacuo for two days. Additional electrochemical 
experiments were performed with 1-ethylimidazolium bis(trifluoromethylsulfonyl)imide (EIm 
TFSI, Io-li-tec, 98%), 1-ethyl-2,3-dimethylimidazolium bis(trifluoromethanesulfonyl)imide 
(EM2Im TFSI, Tokyo Chemical Industry UK Ltd., 98%) and diethylmethyl(2-
methoxyethyl)ammonium bis(trifluoromethylsulfonyl)imide (DEME TFSI, Io-li-tec, 99%). ½” 
perfluoroalkoxy (PFA) Swagelok cells were used with a Ag wire pseudo-reference electrode, 
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a platinum mesh counter electrode, a glass fibre separator and stainless-steel plungers (Figure 
5.1a, right). 
Composite free-standing films were prepared comprising 80 wt% VO2 particles, 10 wt% PTFE 
binder and 10 wt% conductive carbon nanoparticles to ensure good electrical contact. VO2 was 
ground with carbon super P (TIMCAL) before the addition of PTFE (60 wt% dispersion in 
H2O, Sigma Aldrich). Ethanol was added followed by mixing to a dough-like consistency, 
rolling and drying at 60 oC to yield films of 75–150 μm thickness. The electrochemical 
experiments were performed using a Bio-Logic potentiostat/galvanostat running the EC-Lab 
software and experiments at elevated temperatures were performed in an oven. Cells were 
disassembled in an argon glovebox and the VO2 films washed with dimethyl carbonate (2 x 2.5 
ml, 99.5%, anhydrous, Sigma Aldrich) before drying in vacuo for 20 minutes. The carbon and 
PTFE in the composite films make only a small and temperature-independent contribution to 
the magnetic susceptibility. 
The potential of the Ag wire pseudo-reference electrode was calibrated relative to the 
ferrocene–ferrocenium (Fc/Fc+) couple by recording cyclic voltammograms of 10 mM 
ferrocene in EMIm TFSI at each temperature, with a scan rate of 10 mV s−1. The potential of 
the reference electrode at 200 oC was extrapolated because ferrocene is not stable at this 
temperature.180 The potential vs. Fc/Fc+ is related to the potential vs. the standard hydrogen 
electrode (SHE) according to 𝐸 − 𝐸𝑆𝐻𝐸 = 𝐸 − 𝐸𝐹𝑐/𝐹𝑐+ + 0.478 V;
181 the temperature 
dependence of this conversion is expected to be minimal.182 
5.3.5 Thin Films 
Thin films were prepared by Dr Bin Cui at the Max Planck Institute of Microstructure Physics, 
Halle, Germany.  
Single-crystalline VO2 films of 10×10 mm
2 area and around 200 nm thickness were deposited 
on (001) TiO2 substrates by pulsed laser deposition (248 nm KrF laser) with an oxygen pressure 
of 0.014 mbar and a growth temperature of 400 °C. The electrolyte gating for the thin film 
sample was performed potentiostatically according to previously reported procedures,45 under 
a vacuum of ~3×10–6 mbar at 280 K. The VO2 thin film and a gold counter electrode were 
covered by a drop of EMIm TFSI and a gate voltage of 3 V was applied between the VO2 thin 
film and the gold electrode for two hours. After gating, the ionic liquid was removed by 
ultrasonic cleaning in acetone and ethanol. 
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5.3.6 DFT Calculations 
The correlated nature of the electrons in VO2 makes the use of DFT to calculate the electronic 
structure challenging, and a number of approaches have previously been applied to accurately 
study VO2, including Hubbard U corrections,
183 hybrid functionals184 and dynamical mean 
field theory.185 However, for these methods, calculations of magnetic resonance properties 
using the Gauge Including Projector Augmented Waves (GIPAW) method are either too 
computationally expensive or not currently implemented; instead, for the purposes of spectral 
assignment and estimation of quadrupolar parameters, the GIPAW method was applied here 
using a generalised gradient approximation (GGA) approach.  
DFT calculations of NMR parameters were performed using the CASTEP plane wave density 
functional theory (DFT) code186–189 and the PBE exchange-correlation functional,190 with a 
plane wave cut-off energy of 700 eV and a 6 × 6 × 6 Monkhorst−Pack k-point mesh. The 
relationship between the calculated chemical shielding and the experimental chemical shift was 
determined by calculating the isotropic value of the 17O NMR shielding tensor for selected 
diamagnetic binary first-row transition metal oxides (Sc2O3, rutile TiO2 and V2O5) and plotting 
this against the experimental isotropic chemical shift (δiso = −0.735σiso + 55.8).
4 The atomic 
positions and unit cell parameters were relaxed from the experimental structures, which were 
taken from ICSD entries 26841,191 62677,192 and 15798,176 respectively.  
The calculation of the NMR parameters in monoclinic, insulating, VO2 was performed using 
the experimental XRD structure (ICSD entry 34033193). The structure was relaxed using a 
Hubbard U correction of 0.5 eV to account for the electron correlations and stabilise the 
insulating structure, then the NMR parameters were calculated without the Hubbard U but with 
fixed electronic occupancy so as to retain the insulating ground state. The second-order 
quadrupolar shifts expected at 7.05 T were determined using the MagresView software 
package.194 
5.4 Results and Discussion 
5.4.1 The Thermal Transition of Pure VO2  
The high temperature, metallic phase of VO2 adopts the rutile structure (P42/mnm) with the V 
d1 electrons delocalised into a conduction band; the transition to the low temperature, 
insulating, phase is associated with a Peierls distortion to the lower symmetry monoclinic 
structure (P21/c), with the V d
1 electrons pairing to form V–V dimers (Figure 5.1b). As has 
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been previously reported, this phase transition results in an extremely large change in shift of 
the 51V NMR signal from 2065 ppm in the insulating state to −3765 ppm in the metallic state 
(observed here for micron-sized VO2 particles, Figure 5.2a).
42,195 The positive shift is due to a 
Van Vleck or orbital Knight shift, which is characteristic of an insulating state with a small 
bandgap, whereas the negative shift is due to an indirect or core-polarisation Knight shift, 
which is characteristic of a metallic state where the band structure has no appreciable 
contribution from s orbitals at the Fermi level, as is the case in VO2 (see §2.1.4).
56 The 17O 
NMR spectra (Figure 5.2b) show a similar effect: above the MIT a negative shift of −505 ppm 
Figure 5.2: a) 51V and b) 17O NMR spectra of VO2 above and below the MIT, recorded at 7.05 T with a Hahn echo 
pulse sequence. Spinning sidebands have been marked with an asterisk and the spectra have been scaled to give 
comparable intensities, rather than being quantitatively comparable. The 51V NMR spectra were recorded at 60 
kHz MAS, summing two spectra recorded with carrier frequencies of 2000 ppm and −4750 ppm. The 17O NMR 
spectra were recorded at 40 kHz MAS. Some of the insulating phase remains in the high temperature 17O NMR 





 is observed due to the core-polarisation Knight shift of the metallic state, and below the MIT 
a positive shift is observed due to the Van Vleck Knight shift of the insulating state. The low 
temperature spectrum also exhibits a splitting of the 17O NMR signal due to the two 
crystallographically distinct oxygen sites in the lower symmetry monoclinic structure (Figure 
5.1b, right): the peaks at 753 ppm and 814 ppm are tentatively assigned to the inter- and intra- 
vanadium dimer oxygen environments, respectively, on the basis of approximate DFT NMR 
shielding calculations (Table 5.1); although the exact agreement with the experimental values 
is not excellent, the difference between the two oxygen environments is clear, enabling their 
assignment. The 17O NMR spectrum of VO2 has only previously been reported below the 
transition,16 and the two signals were not assigned, but the shifts are in agreement with those 
found here. Note that the observed 17O NMR shifts are not corrected for the second-order 
quadrupolar shift, which from the DFT calculations is expected to contribute around −10 ppm 
to the observed shift at this field, based on the calculated quadrupolar coupling constants of 
~1.6 MHz. 
Table 5.1: Calculated and experimental 17O chemical shifts in monoclinic, insulating, VO2 as well as the calculated 








quadrupolar shift /ppm 
Inter-dimer 753 696 1.72 −12 
Intra-dimer 814 832 1.56 −10 
 
5.4.2 Catalytic Hydrogenation 
In order to explore the crystal and electronic structures of hydrogenated VO2 and the resultant 
NMR signatures, catalytically hydrogenated VO2 was prepared following the method of 
Filinchuk et al.170 via catalytic spillover from palladium nanoparticles. Following 
hydrogenation at 180 oC, a hydrogen content determined from thermogravimetric analysis 
(TGA) of 𝑥 = 0.365 was obtained. Rietveld refinement using the powder X-ray diffraction 
(XRD) pattern showed the presence of a small amount of unreacted VO2 and a mixture of two 
orthorhombic phases (Pnnm), one with a larger unit cell and orthorhombic distortion than the 
other (with ratios for the a and b cell parameters of b/a = 1.112 and 1.036, respectively, see 
Appendix D). Other than the orthorhombic distortion, the orthorhombic phases have the same 
structure as the high temperature VO2 rutile phase (Figure 5.1b, left). 
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This result is in contrast to those of Filinchuk et al. who only found the orthorhombic phase 
with the smaller unit cell, which they denoted O1, after hydrogenation at 190 oC. However, 
Chippindale et al.169 showed that both the size of the unit cell and the orthorhombic distortion 
scale with the degree of hydrogenation 𝑥, suggesting that the second phase identified in this 
work is a more hydrogenated analogue of the first. Modifying the notation of Filinchuk et al., 
the less and more hydrogenated orthorhombic phases will be referred to as O1a and O1b 
respectively. Using the relationship between the orthorhombic distortion and the hydrogen 
content reported by Chippindale et al.,169 the hydrogen content of both phases can be predicted, 
which, combined with the phase fractions determined from Rietveld analysis (see Appendix 
D), results in a total hydrogen content of 𝑥 = 0.42(7) for this sample. This is in reasonable 
agreement with that determined by TGA. 
Four-point resistivity measurements of pressed pellets of VO2 and Pd/H𝑥VO2 (Figure 5.3a) 
clearly show the MIT in pristine VO2 at 340 K. This is almost completely suppressed in 
Pd/H𝑥VO2 (the MIT of the residual unreacted VO2 can, however, still just be seen); 
furthermore, the resistivity of the Pd/H𝑥VO2 is ~500 times lower than that of insulating VO2, 
although the temperature dependence is still not fully metallic (this is most likely due to grain 
boundary effects given that these samples could not be hot-pressed). Zero-field cooled 
susceptibility measurements (Figure 5.3b) corroborate the resistivity data: the Pd/H𝑥VO2 
exhibits an increased temperature-independent susceptibility due to the Pauli paramagnetism 
of the metallic phase, as well as suppression of the MIT, although there is also an increased 
Curie paramagnetic component, which is indicative of localised spins. 
The 51V NMR spectrum (Figure 5.3c) confirms the presence of vanadium atoms in a metallic 
environment in Pd/H𝑥VO2, with almost complete loss of the insulating VO2 peak at 2065 ppm 
and the appearance of a resonance at negative shift, as seen for pure VO2 above the MIT; 
however, the signal in this case is very broad and the spinning sidebands cannot be resolved, 
which is most likely to be due to a greater distribution of local vanadium environments caused 
by inhomogeneous hydrogenation. The 1H MAS NMR spectrum of Pd/H𝑥VO2 contained a 
series of overlapping signals and thus a MATPASS sideband separation pulse sequence was 
used so that only the isotropic resonances are seen103 (Figure 5.3d, bottom); the spectrum shows 
two signals centred around 110 ppm and 445 ppm, as well as a diamagnetic peak around 0 
ppm, which is ascribed to ubiquitous diamagnetic hydrogen-containing impurities. To aid 
assignment of the 1H NMR spectrum, a second sample of Pd/H𝑥VO2 was synthesised at 220 
oC 
and found from XRD to have a greater phase fraction of O1b (36 wt% c.f. 12 wt% for the 
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sample synthesised at 180 oC). The 1H NMR spectrum of this sample had a correspondingly 
greater intensity for the signal at 445 ppm (Figure 5.3d, top), allowing the 115 and 445 ppm 
regions to be assigned to O1a and O1b respectively. 
 
Figure 5.3: a) Resistivity and b) zero-field cooled magnetic susceptibility of VO2 before and after catalytic 
hydrogenation, and c) 51V and d) 1H NMR spectra of the catalytically hydrogenated VO2. The 51V NMR spectrum 
was recorded at 4.70 T, 60 kHz MAS and a sample temperature of ~50 oC, using a Hahn echo pulse sequence and 
variable offset cumulative spectra (VOCS) acquisition. Spectra were acquired in steps of 5000 ppm between 
carrier frequencies of 5000 ppm and −20000 ppm and summed to produce the spectrum shown above. The residual 
signal due to insulating VO2 at 2065 ppm is indicated. The 1H NMR spectra are the isotropic slice of 2D 
MATPASS sideband separation spectra for the two different hydrogenation procedures, recorded at 4.70 T, 40 




In order to determine the origin of the large 1H NMR shifts, variable temperature 1H NMR 
spectra were recorded: Figure 5.4a shows the 1H MATPASS NMR spectra of Pd/HxVO2 
between 18 oC and 69 oC. The O1a peak appears to move to higher frequency with increasing 
temperature, but this is actually due to the lower frequency regions relaxing more quickly at 
higher temperatures and hence less of this signal being observed relative to the higher 
frequency regions; this effect makes it challenging to determine whether the chemical shifts 
are temperature-dependent, but the chemical shift certainly does not decrease with increasing 
temperature, ruling out a paramagnetic shift. The major interaction responsible for the O1a 
shift is therefore likely to be a Knight shift, indicating that this phase is metallic; this is a 
positive, direct contact Knight shift because the only valence orbital for hydrogen is the 1s 
orbital. 
 
Figure 5.4: a) Variable temperature 1H MATPASS NMR (7.05 T) spectra at 60 kHz MAS with sample 
temperatures between 18 oC and 69 oC. b) A plot of 1/shift against T for the 1H O1b shift in Pd/H𝑥VO2. The spectra 
were recorded using a single-pulse experiment at 14 kHz MAS and 4.70 T. In both cases the sample temperature 
was determined with an in-situ KBr NMR thermometer.  
The O1b shift, on the other hand, does decrease with increasing temperature; to establish 
whether this shift followed the expected Curie–Weiss temperature dependence, a wider 
temperature range was explored using a 4 mm rotor with a zirconia cap. A single pulse 
experiment was used because the lower maximum spinning speed of 14 kHz for the larger 
rotor, and fast T2 relaxation of the sample, prevented rotor synchronised experiments such as a 
MATPASS or a Hahn echo; the background in the single pulse experiment then obscured the 
O1a signal so that only the O1b signal could be distinguished. Figure 5.4b shows a plot of 
1/shift versus temperature for the O1b signal, which exhibits the expected linear Curie–Weiss 
dependence, confirming that this is a paramagnetic shift, which is positive due to the 90o π 
delocalisation pathway (see §2.1.3). The paramagnetic shift is due to localised electron spins 
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which suggests that this phase is insulating, as also recently found for highly catalytically 
hydrogenated thin films of HVO2 (𝑥 = 1);167 the insulating state for HVO2 is shown to arise 
from the large degree of hydrogenation which causes the lattice to expand, reducing the overlap 
between the vanadium d orbitals and hence decreasing the valence bandwidth so that there is 
Mott localisation of the electrons, as for the insulating phase of pristine VO2.  
 
Figure 5.5: a) Gaussian-Lorentzian deconvolution of the 1H MATPASS NMR spectrum of catalytically 
hydrogenated Pd/H𝑥VO2. b) Intensity as a function of relaxation delay for different environments in the 1H 
inversion recovery NMR spectra of catalytically hydrogenated Pd/H𝑥VO2. Both experiments were recorded at 
7.05 T, 60 kHz MAS and ~50 oC sample temperature.  
Table 5.2: Fitted T1 relaxation constants for different environments from the 1H inversion recovery NMR spectra 
of catalytically hydrogenated Pd/H𝑥VO2 at ~50 oC.  
Shift /ppm 97 136 423 450 




These assignments are corroborated by the 1H T1 relaxation constants, measured with an 
inversion recovery experiment (Figure 5.5b); although both the O1a and O1b NMR signals 
represent a distribution of environments, the inversion recovery data can be fit reasonably well 
by deconvoluting the signal from each phase as two Gaussian-Lorentzian peaks, as shown in 
Figure 5.5a for the MATPASS 1H NMR spectrum. The fitted T1 constants (Table 5.2) show 
that both phases relax much more quickly than diamagnetic protons (T1 ~ 1 – 10 s), and the 
localised paramagnetic O1b signal relaxes an order of magnitude faster than the metallic O1a 
signal, as expected. Furthermore, within the signal of each phase, the component with a higher 
shift has a shorter relaxation constant; this is as expected because a higher shift corresponds to 
a more metallic or more paramagnetic environment respectively, for which the relaxation is 
consequently faster. 
These NMR experiments thus confirm the Curie and Pauli components identified in the 
magnetic susceptibility measurements. The amount of hydrogenation could also be determined 
with quantitative 1H NMR spectroscopy, which yielded hydrogen contents for the two phases 
that are in reasonable agreement with the TGA and XRD results (Table 5.3), further 
corroborating the assignments.  
Table 5.3: Comparison of the sample hydrogen content (𝑥 in H𝑥VO2), and its distribution between the two 
orthorhombic phases, as determined by thermogravimetric analysis (TGA), Rietveld refinement of the XRD 
pattern and quantitative 1H NMR spectroscopy. The average hydrogen content of the sample is determined from 
the XRD data by taking the product of the O1a/O1b phase fraction (%) and the phase hydrogen content predicted 
from the orthorhombic distortion. The error in the last digit is shown in brackets. Discrepancies between the XRD 
and NMR quantifications are discussed in Appendix D. 
 TGA XRD NMR 
O1a  86 % × 0.33(5) = 0.28(5) 0.19(2) 
O1b  12 % × 1.1(1) = 0.14(3) 0.17(2) 
Total 0.365(3) 0.42(7) 0.36(3) 
To summarize, catalytic hydrogenation of VO2 yielded two orthorhombic phases: a less 
hydrogenated, metallic, Pauli paramagnetic phase denoted O1a; and a more hydrogenated, 
Curie–Weiss paramagnetic phase denoted O1b; the individual hydrogen content of each was 
determined by X-ray crystallography and by quantitative 1H NMR spectroscopy.  
5.4.3 Electrochemical Hydrogenation – Room Temperature 
Having studied the thermal MIT in pure VO2 and the effect of catalytic hydrogenation, 
electrochemical metallisation of VO2 was investigated. The experiments were performed on 
bulk VO2, using ~15 mg free-standing composite films made with standard 
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battery/supercapacitor electrode preparation techniques. Unlike previous potentiostatic 
electrolyte gating experiments,45,154–160,163 here galvanostatic reduction was used, so that the 
energetics of different processes could be inferred from the potential, which was measured 
relative to a silver wire pseudo-reference electrode (Figure 5.1a, right). The use of the reference 
electrode avoids electrode polarisation effects and allows the potential of the insertion reaction 
to be measured relative to a known potential, which is particularly important in this case 
because the reaction that occurs at the counter electrode has not been established definitively. 
The ionic liquid used was 1-ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide 
(EMIm TFSI, Figure 5.1a, top)—a standard electrolyte used in electrolyte gating 
experiments—and the counter electrode was platinum mesh. A specific current of 6.46 mA g−1 
was applied for 50 h, which, assuming 100% coulombic efficiency, corresponds to one electron 
transferred per vanadium atom. 
After performing the electrochemistry, the cell was disassembled under an inert atmosphere 
and the VO2 electrode was characterized ex-situ. The presence of protons in a metallic 
environment is clearly revealed via the observation of a resonance at 110 ppm in the 1H NMR 
spectrum (Figure 5.6a); a second peak is observed at approximately 0 ppm, which is ascribed 
to protons in diamagnetic local environments, from imperfect washing of the electrolyte, 
electrolyte breakdown products and other hydrogen-containing impurities. Quantification of 
the 1H NMR spectrum, however, yields a hydrogen content of only 𝑥 = 0.037, despite charge 
corresponding to one electron per vanadium ion being transferred. Examination of the 
electrochemistry shows that the electrochemical potential (Figure 5.7) initially decreases 
before reaching a plateau at around −1.6 V vs. Fc/Fc+. A second sample was prepared where 
the electrochemistry was stopped after transferring 0.075 electrons per vanadium, i.e. at the 
beginning of the plateau; this sample had an essentially identical hydrogen content of 𝑥 = 0.035, 
which shows that the plateau does not correspond to the hydrogenation reaction, but rather a 
competing side reaction that prevents further hydrogenation. Electrochemical reduction of VO2 
in an organic electrolyte was previously found to compete with hydrogen evolution,169 i.e. the 
hydrogen evolves as H2 rather than intercalating into the VO2 (the origin of the hydrogen will 
be discussed later); this is likely to be the case here, given that the voltage falls below the 
hydrogen evolution voltage in EMIm TFSI (−0.07 V vs. Fc/Fc+), although hydrogen evolution 
can be negligible until much lower voltages depending on the catalytic properties of the 
electrode and the source of the hydrogen.196 Alternative side reactions could also include cation 




Figure 5.6: a) 1H NMR spectrum, b) 51V NMR spectrum, c) zero-field cooled (ZFC) and field cooled (FC) 
magnetic susceptibilities, d) magnetisation vs. field, and e) 17O NMR spectra, for VO2 after electrochemical 
reduction at room temperature. f) shows an expanded comparison of the high temperature 17O NMR spectra for 
the pristine and reduced samples. The 1H NMR spectrum is the isotropic slice of a 2D MATPASS sideband 
separation spectrum which was recorded at 4.70 T, 40 kHz MAS and a sample temperature of ~30 oC. The 51V 
VOCS NMR spectrum was recorded at 4.70 T, 60 kHz MAS and a sample temperature of ~50 oC using a Hahn 
echo pulse sequence and variable offset cumulative spectra (VOCS) acquisition with carrier frequencies from 
5000 ppm to −20000 ppm in steps of 5000 ppm (although only the region of interest is shown here). The 17O NMR 




Figure 5.7: Voltage profiles for bulk (~2 μm) and nanoparticulate (~30 nm) VO2 electrochemically reduced at 
room temperature with EMIm TFSI.   
These results suggest localized metallisation, as may be expected for low electron doping 
levels,153 but not complete metallisation; unfortunately, resistivity measurements of these films 
are not possible due to the conductive carbon and the low density, so the degree of metallisation 
must be inferred. Metallic nanodomains have previously been observed in pure VO2 just below 
the MIT,199 and could also explain the behaviour observed here for H𝑥VO2 with a low level of 
hydrogenation: there is a Knight shift for the 1H nuclei, indicating that the hydrogen is in a 
metallic environment, but the whole sample cannot have been metallized because the 51V NMR 
spectrum is dominated by vanadium in an insulating environment. Furthermore, metallic 
nanodomains can also result in cluster glass behaviour, with ferromagnetic coupling within 
domains but weak and disordered coupling between domains, which would explain the spin 
glass-like effects observed in the magnetic measurements.  
Since the previous electrolyte gating experiments were observed to be reversible,45,154 a bulk 
VO2 sample was electrochemically reduced galvanostatically for 24 hours before reversing the 
current for 24 hours (Figure 5.8); the 1H NMR spectrum then shows no H𝑥VO2 signal, 
indicating that the electrochemical hydrogenation is also reversible. Closer examination of the 
voltage profile shows that during reduction the potential of the VO2 working electrode reaches 
a limiting plateau, with only the initial sloping region corresponding to hydrogenation of VO2. 
When the current is switched to VO2 oxidation, the working electrode potential increases again 
while the VO2 dehydrogenates, before reaching a limiting potential corresponding to the anodic 
limit of the ionic liquid, at approximately the same potential observed at the Pt counter 
electrode during reduction. Notably, however, on oxidation the potential of the Pt counter 
electrode is significantly lower than that observed at the VO2 electrode during its reduction: 
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this indicates that the cathodic stability of the ionic liquid is decreased at a VO2 electrode 
relative to a Pt electrode, possibly explaining why electrolyte breakdown reactions are 
significant in this system at voltages which are within the typically reported stability 
window.200  
 
Figure 5.8: a) Voltage profiles for the VO2 working electrode (WE) and Pt counter electrode (CE), and b) 1H NMR 
spectrum of reversibly electrochemically hydrogenated VO2. The spectrum was recorded at 40 kHz MAS and 
4.70 T with a MATPASS pulse sequence. 
The localized/incomplete metallisation achieved for bulk VO2 at room temperature contrasts 
with the previously reported complete metallisation observed for thin film samples. One 
possible explanation for this difference is the strain present in epitaxial thin films grown on 
TiO2 (001) substrates; the strain favours the metallic state, as evidenced by the reduction of the 
thermal MIT temperature to −3 oC.157 However, for VO2 grown on Al2O3 (101̅0) substrates 
there is minimal strain and the MIT is observed at 67 oC, as for bulk VO2, yet full metallisation 
is still achieved in electrolyte gating experiments;45 this suggests that strain is not necessary for 
metallisation. Instead, this could be a kinetic effect: due to the small sample volume in a thin 
film and the shorter diffusion distances, a greater degree of electrochemical reduction could be 
achieved before competing side reactions limit the hydrogenation. This is supported by the 
observation of Passarello et al.158 that complete suppression of the MIT could not be achieved 
for 1 μm bars of VO2, whereas it could be achieved for 0.5 μm bars in the same setup; the 
average VO2 particle size used in this work as determined by SEM is 1.9 μm (Figure 5.9), 




Figure 5.9: SEM micrograph of bulk VO2 with 10 wt% PTFE and 10 wt% conductive carbon nanoparticles. 
To determine whether the electrochemical hydrogenation of bulk VO2 at room temperature was 
limited by the particle size, VO2 nanoparticles were synthesised by ball milling. SEM reveals 
micron-sized secondary particles, comprising primary particles averaging ~30 nm in diameter, 
with particles as small as 10 nm being distinguishable in the STEM image (Figure 5.10). On 
galvanostatic electrochemical reduction, the voltage profile (Figure 5.7) exhibits a less steep 
gradient than that for bulk VO2 and more charge is transferred before hitting the limiting 
plateau at around −1.6 V. The 1H NMR spectrum (Figure 5.11a) shows greater hydrogenation, 
and quantification yields a hydrogen content of 𝑥 = 0.20, c.f. 0.037 for bulk VO2; the hydrogen 
content also matches well with the amount of charge transferred before reaching the limiting 
plateau. The 51V NMR spectrum (Figure 5.11b) does show a broad signal at negative shift due 
to vanadium in a metallic environment, however some of the signal from insulating VO2(M) 
remains. Some side products are also evident, with a signal from diamagnetic vanadium being 
observed at −570 ppm. The lack of uniform metallisation in this case is ascribed to the difficulty 
of electrically contacting all the nanoparticles with the conductive carbon, which is 
compounded by the presence of secondary agglomerates; it is likely that some particles are 
electrically or electrochemically isolated and hence are not reduced, giving rise to the residual 
VO2(M) signal. Nevertheless, the greater hydrogenation observed for nanoparticulate VO2 as 
compared to bulk VO2 suggests that particle size is the reason that full metallisation is not 
observed for the latter. This is most likely to be due to sluggish kinetics of hydrogen diffusion 
and/or nucleation and growth of the new phases, relative to competing electrochemical side 




Figure 5.10: a) SEM image of ball-milled VO2 nanoparticles, showing a larger secondary particle comprising 
smaller primary particles, and b) STEM image showing some unagglomerated primary particles. 
 
 
Figure 5.11: a) 1H and b) 51V NMR spectra of electrochemically hydrogenated VO2 nanoparticles, recorded at 
4.70 T and 60 kHz MAS using a Hahn echo pulse sequence. The 51V spectrum was acquired in steps of 5000 ppm 
between carrier frequencies of 5000 ppm and −20000 ppm and summed to produce the spectrum shown above. 
Spinning sidebands are marked with asterisks or hash marks. 
5.4.4 Electrochemical Hydrogenation – Elevated Temperature 
The electrochemistry was subsequently performed at elevated temperatures in an attempt to 
achieve a greater extent of electrochemical hydrogenation for bulk VO2 (Figure 5.12a). For 
temperatures up to 150 oC, the degree of hydrogenation increased (Figure 5.12b), forming the 
same orthorhombic phases observed for catalytic hydrogenation, first O1a then O1b, as shown 
by 1H NMR spectroscopy (Figure 5.12d) and Rietveld refinement of the XRD patterns (Figure 
5.12c). The 51V NMR spectra (Figure 5.12e) further show a progressive loss of the insulating 
VO2 resonance at 2065 ppm and the appearance of broad features at negative shifts, which 
correspond to vanadium ions in a metallic environment. V(0) and V5+ impurities can also be 
seen in the 51V NMR spectra for the samples electrochemically hydrogenated at 100 oC and 
150 oC, which are negligible by XRD but are much more readily observed via 51V NMR 




Figure 5.12: Characterization of VO2 electrochemically hydrogenated as a function of temperature: a) the voltage 
profiles; b) the hydrogen content determined from quantitative 1H NMR spectroscopy; c) the phase fractions of 
the monoclinic (M) and two orthorhombic phases (O1a and O1b) determined from Rietveld analysis of the powder 
XRD; the d) 1H and e) 51V NMR spectra; f) the ZFC magnetic susceptibility data; and g) the fitted Pauli and Curie 
paramagnetic components of the magnetic susceptibility. The 1H NMR spectra in (d) represent the isotropic slices 
of the MATPASS spectra which were recorded at 4.70 T, 40 kHz MAS and a sample temperature of ~30 oC; note 
that these spectra are not quantitative. The 51V NMR spectra in (e) were recorded at 4.70 T and 60 kHz MAS using 
a Hahn echo pulse sequence and variable offset cumulative spectra (VOCS) acquisition. The Pauli component of 
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the susceptibility is taken as the susceptibility measured at 300 K, to avoid any contribution from the MIT, and 
the Curie constant, C, was found by fitting the low temperature tail to the function 𝜒 =
𝐶
𝑇−𝛩
+ 𝜒0, where Θ is the 
Weiss constant and 𝜒0 is the temperature-independent paramagnetism. 
The susceptibility data (Figure 5.12f) corroborate these results; Figure 5.12g shows the Curie 
and Pauli paramagnetic components as fitted from the low temperature tail and the high 
temperature asymptote respectively of the magnetic susceptibility. As expected, the Pauli 
paramagnetism increases for samples prepared at up to 150 oC due to the increasing 
hydrogenation, which is accompanied by the addition of electrons, increasing the density of 
states at the Fermi level; the Curie paramagnetism also increases for the samples prepared at 
100 oC and 150 oC due to the localized paramagnetic O1b phase. Furthermore, the loss of the 
MIT can be seen for electrochemical hydrogenation above 50 oC. A maximum in the 
susceptibility, corresponding to antiferromagnetic ordering, is observed for the samples 
metallised at the highest three temperatures, at Néel temperatures of ~8 K for the 100 oC and 
150 oC samples and ~25 K for the 200 oC sample; see below for a discussion of the 200 oC 
sample. The fit of the Curie–Weiss paramagnetic component used only points above the Néel 
temperature.   
The 17O NMR spectra recorded for 17O enriched samples at high and low temperature also 
reflect the progressive formation of O1a and then O1b with increasing electrochemistry 
temperature up to 150 oC (Figure 5.13a). The sample which was electrochemically 
hydrogenated at 50 oC retains the insulating monoclinic VO2 signals at 753 and 814 ppm in the 
low temperature spectrum, as was also observed for the room temperature sample (Figure 5.6f). 
Then in the spectrum recorded above the MIT, the negatively Knight-shifted signal of the 
metallic phase is again observed at the more negative shift of −550 ppm, compared to −505 
ppm for pristine VO2; in the same way as for the room temperature electrochemical 
hydrogenation, this is evidence of the electron doping associated with hydrogen intercalation, 
which increases the density of states at the Fermi level, and hence the Knight shift. Moreover, 
because this is the same shift as was observed for the room temperature sample, this suggests 
that the degree of hydrogenation of the monoclinic phase is the same for both samples; the 50 




Figure 5.13: a) 17O NMR spectra of 17O-enriched H𝑥VO2, electrochemically hydrogenated between 50 oC and 
200 oC, recorded above and below the VO2 MIT temperature, using a Hahn echo pulse sequence. The isotropic 
resonances are marked with a dagger. b) The isotropic slices of the 17O MATPASS NMR spectra for 17O-enriched 
H𝑥VO2 electrochemically hydrogenated at 100 oC and 150 oC. c) Plots of reciprocal 17O shift against temperature 
for 17O enriched HxVO2 electrochemically gated at 150 oC and 200 oC, recorded with a Hahn echo. The sample 
electrochemically hydrogenated at 50 oC was recorded at 7.05 T and 40 kHz MAS, all other spectra were recorded 
at 4.70 T and 60 kHz MAS. 
For the sample electrochemically hydrogenated at 100 oC, the insulating monoclinic VO2 
signals are no longer present in the low temperature 17O NMR spectrum, nor is the sharp 
metallic signal observed in the high temperature spectrum; both spectra instead exhibit a very 
broad signal with unresolved sidebands, centred at ca. −1100 ppm; this can be more readily 
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seen in the MATPASS spectrum (Figure 5.13b, bottom). The shift of this signal is independent 
of temperature, so can be assigned as the metallic O1a phase with a core-polarisation negative 
Knight shift. Again, the shift is more negative than that for pure VO2 above the MIT (−505 
ppm) due to the greater density of states at the Fermi level, and the width of the signal may 
indicate a distribution of local environments or doping levels. The signal from the O1b phase 
cannot be distinguished, possibly because it is too broad; the peaks in the XRD pattern of VO2 
electrochemically metallised at 100 oC are also very broad (see Appendix D), suggesting a 
distribution of lattice parameters or low crystallinity. Based on the appearance of O1a for this 
100 oC sample, it is likely that the O1a phase present in the sample hydrogenated at 50 oC is 
responsible for the broad background observed in the 17O spectra of that sample, both above 
and below the MIT.  
The sample electrochemically hydrogenated at 150 oC shows a sharper 17O NMR signal at ca. 
−1500 ppm as well as a shoulder at −1200 ppm; again, this can be more easily seen in the 
MATPASS spectrum (Figure 5.13b, top). The sharp signal exhibits a Curie–Weiss temperature 
dependence (Figure 5.13c, top), so is assigned to the localised paramagnetic O1b phase; the 
paramagnetic shift is negative due to the polarisation mechanism of the orthogonal V 3d t2g and 
O 2s orbitals,51 and becomes less negative with increasing temperature. The shift of the 
shoulder is independent of temperature and is assigned to the O1a phase, once more with a 
more negative Knight shift.  
The greater electrochemical hydrogenation at higher temperatures could be due to a number of 
factors. One consideration is that above 67 oC the pristine VO2 is in the metallic rutile phase, 
which will afford better electrical transport between particles in the electrode as well as 
presumably reducing the barrier to formation of the orthorhombic phases which are structurally 
more similar; indeed, no monoclinic phase remains after performing the electrochemistry at 
100 oC and above. However, the amount of hydrogenation appears to increase systematically 
with temperature, rather than there being a step change between the 50 oC and 100 oC samples. 
A second explanation is that the differences in the activation energies of the hydrogenation 
reaction and the limiting side reaction(s) will result in different temperature dependences of the 
reaction rates; the potential of the plateau in the electrochemistry becomes less negative with 
increasing temperature (Figure 5.12a), which indicates that the limiting process becomes more 
facile. In particular, the rate of hydrogen diffusion will increase at higher temperatures, 
reducing the overpotential required to drive the hydrogenation reaction. 
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By 200 oC the degree of hydrogenation is lowered, which is presumably because competing 
side reactions such as hydrogen evolution or electrolyte decomposition have now become faster 
again relative to the hydrogenation reaction, and moreover yields pure O1a, as shown by the 
XRD pattern (Appendix D) and 1H NMR spectrum (Figure 5.12d). However, rather than the 
bulk susceptibility being dominated by the Pauli paramagnetism of the metallic O1a phase, 
with little of the Curie paramagnetism associated with the O1b phase, the susceptibility actually 
shows a decrease in the Pauli paramagnetism and the largest Curie constant of all the samples 
(Figure 5.12g). This suggests that the O1a phase now contains localised paramagnetic defects.  
The 17O NMR spectra recorded after electrochemical metallisation of an isotopically enriched 
sample at 200 oC support this conclusion (Figure 5.13a). A signal is observed at ca. −800 ppm 
which exhibits a Curie–Weiss temperature dependence (Figure 5.13c, bottom), further 
suggesting the presence of paramagnetic defects in the O1a phase; the paramagnetic shift is 
negative due to the polarisation mechanism and becomes less negative with increasing 
temperature. For this sample, the paramagnetic defects can only be observed in the 17O NMR 
spectrum, because paramagnetic vanadium centres relax too quickly to be observed via 51V 
NMR, and the hydrogen must be in a metallic environment, rather than being in the vicinity of 
a defect, because the 1H NMR spectrum exhibits a Knight shift. Nevertheless, the paramagnetic 
centres dominate the bulk magnetic susceptibility measurements, rather than the metallic 
contribution; the greater density of paramagnetic defects in this sample is also consistent with 
the higher Néel temperature observed in the bulk magnetic susceptibility (Figure 5.12f). 
5.4.5 Electrolyte Gating of Thin Films 
To compare the electrochemical metallisation experiments on bulk VO2 with the previous 
studies on thin films, a 200 nm VO2 film was grown on a 0.5 mm TiO2 (001) substrate and 
electrolyte gated with EMIm TFSI; the film and substrate were then crushed and lightly hand-
ground with a mortar and pestle to allow it to be packed into an NMR sample rotor. As the film 
cannot be separated from the substrate, there is a 2500-fold dilution of the sample which makes 
recording the 1H NMR spectrum challenging, and the 51V NMR spectrum essentially 
impossible using the current substrates. The conventional background-subtracted 1H NMR 
spectrum (Figure 5.14a, top) is dominated by diamagnetic impurities, either from the TiO2 
substrate or the sample surface, obscuring any signal from the gated VO2. However, by 
applying a T1 filter, the diamagnetic resonances can be largely removed as they relax more 
slowly (Figure 5.14a, bottom); this leaves signals that relax more quickly, such as metallic 
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H𝑥VO2 environments with T1 ~ 0.03 s. Indeed, in the T1 filtered 
1H NMR spectrum a resonance 
can be observed at 115 ppm, where metallic H𝑥VO2 was observed in the electrochemically 
metallized bulk samples. The same signal was not observed in the T1 filtered 
1H NMR spectrum 
of a VO2 thin film before electrolyte gating (Figure 5.14b). Although these experiments are 
approaching the sensitivity limits of NMR spectroscopy, they suggest that electrolyte gating 
experiments of thin films also result in hydrogenation of the VO2, due to ionic liquid 
breakdown. 
 
Figure 5.14: 1H NMR spectra of a 200 nm VO2 thin film on 0.5 mm TiO2 a) with and b) without electrolyte gating, 
recorded at 4.70 T, 40 kHz MAS and a sample temperature of ~40 oC, with spinning sidebands marked by 
asterisks. The conventional spectrum was obtained with a recycle delay of 0.05 s using a DEPTH pulse sequence179 
and subtracting the background. The T1 filtered spectrum was recorded by taking the difference between 
background-subtracted spectra with recycle delays of 0.05 s and 0.1 s, scaling the spectra to remove as much as 
possible of the diamagnetic signals. The spectra with recycle delays of 0.05 s were recorded with 2.72 million 
scans each for the sample and the background, and the spectra with recycle delays of 0.1 s were recorded with 
0.68 million scans. 
5.4.6 Electrochemical Hydrogenation – Mechanism 
Having established that VO2 can be hydrogenated electrochemically with an ionic liquid 
electrolyte, the obvious question is: where does the hydrogen come from? One possibility could 
be electrolysis of H2O which is invariably present in ionic liquids due to their hygroscopic 
nature,201 given that hydrogenation of VO2 by water electrolysis has previously been 
demonstrated.164,165 However, even after drying the ionic liquid under vacuum for 2 days, 
electrochemical reduction of VO2 at 100 
oC still gave a similar level of hydrogenation, with a 
greater hydrogen content than can be explained by the water content (1.9 μmol of water in the 
ionic liquid as determined by Karl Fischer titration, 27 μmol of hydrogen in the 
electrochemically hydrogenated VO2). Another potential source of hydrogen is the ionic liquid 
itself, and for 1,3-dialkyl-imidazolium ionic liquids, such as EMIm TFSI, the most acidic 
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proton is the “carbene” proton between the nitrogen atoms of the imidazolium cation, so-called 
because on deprotonation it forms an N-heterocyclic carbene which is stabilized by the adjacent 
nitrogen lone pairs;202 this deprotonation is driven by the low potential at the VO2 during 
reduction.197 
 
To test this hypothesis, a sample of EMIm TFSI was prepared where the carbene proton had 
been selectively exchanged for deuterium; this was achieved by stirring EMIm TFSI in excess 
D2O at 50 
oC for 24 hours before drying off the D2O in vacuo. An ~90 at% isotopic substitution 
in the ionic liquid was confirmed by 1H and 2H NMR spectroscopy (Figure 5.15a). Performing 
the electrochemical hydrogenation at 100 oC with the selectively deuterated ionic liquid 
decreased the 1H content of the H𝑥VO2 accordingly, as determined by 
1H NMR spectroscopy. 
The 2H NMR spectra (Figure 5.15b) then show deuterium incorporated in both the O1a and 
O1b environments, as well as a sharp signal at 0 ppm, due again to diamagnetic decomposition 
products. This provides compelling evidence that it is the carbene hydrogen of the EMIm TFSI 
ionic liquid that is intercalated into the VO2 upon electrochemical reduction. The breakdown 
of the ionic liquid is also evident when removing the ionic liquid after an experiment: for 
electrochemical reduction at room temperature, the originally clear ionic liquid becomes 
strongly discoloured, and at higher temperatures it becomes dark brown. 
By recording the 2H NMR spectrum at different fields, the chemical shift anisotropy (CSA) 
and quadrupolar contributions to the sideband manifold can be deconvoluted. At lower fields 
the sideband manifold is dominated by the axial quadrupolar tensor, indicative of an axial 
bonding environment, and at higher fields the sideband manifold is dominated by a shift 
anisotropy. The spectra were modelled at each field, the parameters for which are shown in 
Table 5.4. These parameters were found by fitting the quadrupolar tensor at 4.70 T, the CSA 
tensor at 11.75 T and then the Euler angles (, , ) relating these two tensors at 7.05 T, before 
iteratively minimising the difference at each field to yield a consistent fit. The solution is not 
perfect and may not be unique as changing the relative orientations of the tensors can lead to 
large and non-monotonic changes in the sideband manifold, which are difficult to search using 
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a local-optimisation routine. Nevertheless, the fit is reasonably consistent between fields and 
reproduces the major features, so the tensor parameters are likely to be approximately correct. 
 
Figure 5.15: a) The 1H NMR spectrum of pristine EMIm TFSI and the 1H and 2H NMR spectra after stirring in 
D2O and subsequent drying, showing selective deuteration of the carbene hydrogen at 8.3 ppm. Spectra were 
recorded static at 7.05 T with a single-pulse experiment. b) 2H NMR spectra of VO2 after electrochemical 
metallisation at 100 oC with deuterated EMIm TFSI, recorded at fields of 4.70 T, 7.05 T and 11.75 T using a Hahn 
echo pulse sequence. The spectra at 4.70 T and 7.05 T were recorded at 30 kHz MAS, the spectrum at 11.75 T 
was recorded at 60 kHz MAS. 
Table 5.4: Fitted chemical shift anisotropy (CSA) and asymmetry (η), quadrupolar frequency (𝜈𝑄) and asymmetry 
( 𝑄), and Euler angles relating the two tensors (, , ), for the deuterium environments in D𝑥VO2. 
 CSA /ppm 𝜼 𝝂𝑸 /kHz 𝜼𝑸 α /o β /o γ /o 
O1a −1750 0.86 270 0.00 0 45 0 
O1b 1410 0.99 230 0.00 0 45 0 
 
The quadrupolar frequencies (𝜈𝑄) of O1a and O1b were found to be ~270 kHz and ~230 kHz 
respectively; this suggests that the hydrogen bonding of the H/D atoms to other oxygen atoms 
in VO2 is reasonably weak, as hydrogen bonding reduces the electric field gradient,
203,204 with 
slightly stronger hydrogen bonding in the O1b phase. Furthermore, as stronger hydrogen 
bonding would require a greater distortion to bring the oxygen atoms closer together, this 
means that a large distortion around the intercalated hydrogen atoms would not be expected in 
H𝑥VO2.  
Further evidence for this mechanism is seen by using ionic liquids with different imidazolium-
based cations: the more protic 1-ethylimidazolium bis(trifluoromethylsulfonyl)imide (EIm 
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TFSI) and the less protic 1-ethyl-2,3-dimethylimidazolium bis(trifluoromethanesulfonyl)imide 
(EM2Im TFSI). Similar degrees of hydrogenation were observed for these three ionic liquids 
(Table 5.5), with the variation ascribed to small differences between the energy of the 
hydrogenation reaction and the limiting side reaction(s) and/or sample-to-sample variations; 
however, there is a difference in the voltage profiles observed during the electrochemical 
reduction (Figure 5.16b): the acidity of the cations increases in the order EM2Im < EMIm < 
EIm, and a less negative potential is observed following the same trend. At first glance the 
EM2Im cation does not appear to have available protons, however it is possible to deprotonate 
the methyl group to form an N-heterocyclic olefin.205  
 
 
Table 5.5: Degree of hydrogenation (𝑥 in H𝑥VO2) from quantitative 1H NMR for VO2 electrochemically metallised 
at room temperature with different TFSI ionic liquids.   
 EIm EMIm EM2Im DEME 
𝒙 0.049(3) 0.037(2) 0.091(5) 0.028(2) 
 
 
Figure 5.16: a) Different ionic liquid cations, with the most acidic proton highlighted. b) Voltage profiles for VO2 
electrochemically reduced at room temperature with TFSI based ionic liquids with different cations. 
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For electrolyte gating with non-imidazolium-based ionic liquids, it seems likely that hydrogen 
intercalation is also involved in the electrochemical metallisation of VO2; this was tested for 
diethylmethyl(2-methoxyethyl)ammonium bis(trifluoromethylsulfonyl)imide (DEME TFSI), 
another commonly used ionic liquid for electrolyte gating experiments,154,160,163 for which 
hydrogenation was also observed after electrochemical reduction. The low observed potential 
(Figure 5.16b) suggests that the cation is not very acidic, but the most likely mechanism of 
deprotonation is via the formation of a stabilized methoxyethyl group and a neutral tertiary 
amine: 
 
To determine the onset voltage of VO2 hydrogenation, bulk VO2 composite films were 
electrochemically reduced as a function of potential (Figure 5.17). There is not a sharp step in 
hydrogenation, but rather hydrogenation increases progressively with more negative voltage, 
which is consistent with a solid-solution rather than a two-phase reaction, before plateauing at 
ca. −0.75 V when some side-reaction prevents further hydrogenation. This is a less negative 
potential than in the galvanostatic experiment (ca. −1.6 V, Figure 5.7) because the overpotential 
is decreased when the potential is fixed and current allowed to respond, compared to when a 
fixed (higher) current is applied. The maximum amount of hydrogenation observed, 𝑥 = 0.021, 
is slightly lower than for galvanostatic reduction (𝑥 = 0.037); this is ascribed to differences 
between batches of VO2 composite films, most likely in particle size, or to the lower 
overpotential.  
The onset voltage of VO2 hydrogenation, ca. −0.5 V vs. Fc/Fc
+, is significantly less negative 
than the reported cathodic stability of EMIm TFSI on a glassy carbon electrode (−2.5 V vs. 
Fc/Fc+);200 however, this is not surprising since electrolyte stability is highly dependent on the 
electrode against which it is measured. Although EMIm TFSI is stable to a low voltage against 
an inert electrode, VO2 catalyses the breakdown which can therefore happen at a much less 
negative voltage. This can clearly be seen in Figure 5.8a, when the current is reversed the 
cathodic limit on the Pt electrode is more than a volt more negative than it was on the VO2 
electrode. Furthermore, because VO2 partakes in the reaction, the change in free energy is not 
simply that required to decompose the electrolyte but is lowered by the free energy released by 




Figure 5.17: Hydrogen content 𝑥, from quantitative 1H NMR, as a function of limiting voltage for electrochemical 
reduction of bulk VO2 composite films with EMIm TFSI. 
This work should be contrasted with that of Lu et al. who performed similar electrochemical 
hydrogenation experiments using thin films of SrCoO2.5 and the ionic liquids EMIm BF4 and 
DEME TFSI.206 They added D2O to the ionic liquids before heating to 100 
oC and then 
performed the electrochemistry; they subsequently observed 2H ions from SIMS in the gated 
material and therefore concluded that the hydrogen arose from H2O (D2O) in the ionic liquid. 
Although this is a different material, it is possible that the heating caused exchange of the labile 
proton on the ionic liquid for deuterium, and hence that the hydrogenation is also due to 
decomposition of the ionic liquid in this case. However, further investigation would be required 
to unambiguously determine the source of hydrogen in this different system, particularly 
because the potential at which the oxide is reduced may be important in determining the 
mechanism of hydrogenation. 
The experiments on the electrochemical reduction of VO2 presented here do not rule out the 
presence of oxygen vacancies, but they suggest that hydrogenation could be a sufficient 
explanation for the metallisation, particularly for certain classes of ionic liquids and if large 
overpotentials (gating voltages) are used. The electrochemical reaction of the VO2 in this case 
is 
 VO2 + 𝑥H
+ + 𝑥𝑒− → H𝑥VO2  
However, even in systems where oxygen vacancies may dominate, such as WO3 and 
SrCoO2.5,
161,162,206 hydrogen could still play an important role in the electrochemistry; this 
hydrogen would most likely come from decomposition of the ionic liquid, although as 
discussed above, the balance between water and electrolyte decomposition may depend on both 
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the system and the applied potential. The charge balancing of metal reduction in the metal 
oxide MOn by loss of oxygen can be written as 
 MO𝑛  →  MO𝑛−𝑥  +
𝑥
2
 O2  
However, this above formulation of the process is too simplistic because it is a purely chemical 
reaction and O2 cannot be generated at the anode (where the reduction occurs). Instead the 
proposed reaction must occur by two electrochemical half-reactions, at the negative (metal 
oxide) and positive (gate/counter) electrodes respectively: 
 MO𝑛 + 2𝑥𝑒
− → MO𝑛−𝑥 + 𝑥O





−  (Positive electrode) 
Transport of O2− between the electrodes is formally required, which could occur as H2O, 
formed from the protons liberated via electrolyte decomposition, rather than as a free O2− ion. 
I.e. 
 MO𝑛 + 2𝑥H





+ + 2𝑥𝑒−  (Positive electrode)  
This reaction has direct analogies with the onset of so-called conversion reactions in battery 
electrodes where Li2O is generated along with the reduction of the metal ions, eventually to the 
metal (e.g. CoO + 2Li+ + 2e− → Co + Li2O).
120,207 These conversion reactions can also 
commence with lithiation (intercalation) before conversion, which is again analogous to the 
proton intercalation observed here in VO2.  
5.5 Conclusions 
Electrochemical metallisation of micron-sized VO2 particles with imidazolium ionic liquids 
has been shown to be associated with intercalation of protons and concomitant reduction of the 
V4+ ions, 1H NMR spectra with a positive Knight shift due to the metallisation providing a clear 
signature of this event. There is also evidence for the same hydrogenation in thin films of VO2. 
In the case of 1,3-dialkyl-imidazolium-based ionic liquids, which are common for previously 
reported electrolyte gating experiments, the hydrogenation is due to deprotonation of the ionic 
liquid, specifically the “carbene” hydrogen of the imidazolium cation; this has been shown by 
selectively substituting this hydrogen for deuterium.  
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Electrochemical reduction of bulk VO2 at room temperature does not afford complete 
metallisation, but rather localized metallisation in the vicinity of the intercalated hydrogen, 
which is in contrast to thin film electrolyte gating experiments; greater hydrogenation could, 
however, be achieved for nanoparticulate VO2. Increasing the temperature of the 
electrochemistry also yields greater hydrogenation, forming first a metallic orthorhombic phase 
and then a second localized paramagnetic orthorhombic phase with a greater degree of 
hydrogenation; a schematic phase diagram for H𝑥VO2 is shown in Figure 5.18. A mixture of 
the same orthorhombic phases was also observed for catalytically hydrogenated VO2, for which 
the resistivity was shown to decrease by a factor of 500 compared to that of pristine VO2. The 
degree of hydrogenation can be measured by quantitative 1H NMR spectroscopy, and the Pauli 
and Curie paramagnetic components of the two orthorhombic phases can be tracked via 1H, 
17O and 51V NMR spectroscopy; in particular, the 17O Knight shift in the metallic phase is a 
sensitive probe of the density of states at the Fermi level and hence the degree of electron 
doping, and variable temperature experiments for both 1H and 17O can be used to assign the 
Curie paramagnetic phases.  
These results should be taken into consideration when developing a device based on electrolyte 
gating of VO2 thin films: the carbene species formed on deprotonation of the ionic liquid is 
very reactive and will cause decomposition of the electrolyte; this is not a sustainable long-
term reaction. However, as hydrogenation is the cause of the metallisation, an alternative 
electrochemical system can be formulated to intentionally and reversibly intercalate hydrogen, 
which could allow the practical realization of electrolyte gating in devices. Finally, these results 
suggest that the protons produced by electrolyte degradation may be involved in oxygen 





Figure 5.18: Schematic phase diagram of H𝑥VO2, showing the monoclinic (M), rutile (R) and two orthorhombic 
phases (O1a and O1b), with two-phase regions cross hatched. Boundaries were estimated from the compositions 
of the H𝑥VO2 samples studied in this work, rather than being rigorously mapped. The M and O1b phases are 
insulating while the R and O1a phases are metallic. The single-phase rutile (R) region for 𝑥 ≈ 0.1 above the MIT 




Chapter 6: Conclusions and Outlook 
Solid-state NMR spectroscopy has been successfully applied to study different examples of 
paramagnetic and metallic systems. The additional hyperfine interactions present in these 
materials, while challenging in some cases, have been exploited to gain further insight into the 
crystal and electronic structures. Specifically, paramagnetic shifts have been identified by their 
(generally) strong temperature dependence, and the faster NMR relaxation of both 
paramagnetic and metallic shifts has been used both to confirm the electronic structure and to 
allow these phases to be selectively observed, including in a thin film of hydrogenated VO2, 
which is very much at the sensitivity limits of conventional NMR.  
The spectral broadening induced by the hyperfine interactions has generally been overcome in 
this work by fast MAS and/or sideband separation (MATPASS) experiments; however, where 
these techniques are not possible, acquiring sufficient signal-to-noise and resolution remains 
difficult. For example, in variable temperature experiments the accessible MAS rates are much 
reduced, and the relaxation during the correspondingly longer rotor synchronised delays in a 
MATPASS experiment reduces the signal beyond detectable limits, given the fast hyperfine-
induced relaxation. This is primarily a hardware issue, requiring faster spinning MAS probes 
which can operate over a wider temperature range; while not technologically unreasonable, 
such probes are by no means standard.  
The utility of 17O NMR has been demonstrated for all the systems studied. It has been used to: 
identify the sites in monoclinic Sm2O3 and Eu2O3 and as a proxy for the thermal dependence 
of the magnetic properties of Sm3+ and Eu3+ in the cubic sesquioxides; to probe the local 
structure and oxide-ion motion in Ln-substituted CeO2 and to reveal the surface oxygen 
environments in CeO2 nanoparticles; and to determine the electronic structure of reduced 
phases of VO2, while being a sensitive measure of the density of states in metallic phases. To 
record these spectra, the samples were isotopically enriched with 17O, and different procedures 
had to be developed for the different materials: the monoclinic lanthanide sesquioxides 
required high temperature enrichment to yield the correct phase, while the CeO2 nanoparticles 
required low temperature enrichment to avoid sintering; VO2, on the other hand, necessitated 
a multi-step synthesis to achieve the desired oxidation state of the enriched oxide. Furthermore, 
the importance of handling enriched samples under an inert atmosphere, for the study of 
surfaces, was highlighted by the observed exchange of the first layer surface oxygen atoms in 
CeO2 with natural isotopic abundance H2O or O2 on exposure to air. These procedures add to 
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the existing enrichment methods in the literature, allowing different types of materials to be 
studied with 17O NMR. However, improvements could still be made to these procedures, 
especially for the high temperature enrichments above 1000 oC: at these temperatures, the 17O 
can also exchange for 16O in the quartz and alumina containers used, which are a large reservoir 
of natural-abundance oxygen atoms, potentially reducing the enrichment level significantly. 
An alternative method would be to use a metal container; in this case, the issues would be to 
ensure complete sealing, as well as to avoid oxidation of the metal, which would also consume 
the 17O.  
The surface-selectivity achievable with DNP for 17O NMR of CeO2 is striking, however the 
applicability to other systems may be hindered by the inhomogeneous broadening of spectra at 
the low temperatures typical for DNP. At room temperature, the electron relaxation is generally 
too fast to allow significant saturation of the ESR transition and hence nuclear enhancement; 
however, it may be possible to develop new radicals with longer electron relaxation times for 
DNP at higher temperatures, although there will undoubtedly be lower enhancements.  
Endogenous DNP of 17O is still in its infancy and requires further optimisation of the choice of 
dopant as well as the optimal concentration. However, moderate enhancements have been 
achieved and if further improvements can be made, endogenous DNP could make study 
feasible of samples with very low masses, or for which isotopic enrichment is not possible. 
One such system is the interfaces in CeO2 nanocomposite films:
208 these interfaces comprise 
only a small fraction of the sample, of which, as a thin film, there is already a low mass, so 
they represent an extreme challenge for study by NMR. DNP could be one means of enhancing 
the signal, but as the interfaces are not external surfaces, they would not be hyperpolarised by 
an exogenous radical, hence the need for endogenous DNP. 
One fundamental question that remains for both exogenous and endogenous 17O DNP is the 
role of spin diffusion: spin diffusion is expected to be slow for quadrupolar nuclei and is 
strongly affected by concentration, however hyperpolarisation of 17O nuclei far from a radical 
source has still been observed in this work, and the hyperpolarisation must be transferred 
somehow. Spin diffusion may be more facile in CeO2, however, due to the cubic symmetry of 
the oxygen site for which the quadrupolar coupling vanishes. One way to investigate this 




Arguably the biggest area in which further work could be undertaken based on this thesis is the 
study of other electrolyte gated systems, such as WO3 and SrCoO3. Although hydrogenation 
was shown to be the dominant mechanism of metallisation for VO2, this is likely to be 
dependent on the system, and oxygen vacancies may dominate for other materials. Oxygen 
vacancies, however, as the absence of an atom, are harder to unambiguously identify using 
NMR. One option would be to reduce a sample and then re-oxidise it in the presence of 17O, 
e.g. by adding H2
17O to the electrolyte; a 17O NMR signal in the material would then be 
evidence of oxygen vacancies. Proving that the electrochemical formation of oxygen vacancies 
is mediated by protons in the form of water, on the other hand, could be achieved by the reverse 
procedure: 17O labelling the material and then testing for a H2
17O NMR signal in the electrolyte. 
Another interesting related area would be to attempt similar electrochemical metallisation 
experiments, but using Li+ ions rather than hydrogen; some initial results have suggested 
irreversible metallisation of VO2 when electrolyte gating experiments were performed with a 
Li+ containing electrolyte was used,159 but a reversible system has not yet been demonstrated.  
Solid-state NMR is a powerful probe of local structure, providing mechanistic and structural 
information which is not available from traditional long-range techniques. Although ssNMR 
of paramagnetic and metallic systems is undoubtedly more challenging than the equivalent 
experiments for diamagnetic samples, it is nevertheless feasible for many materials, such as 
those reported in this work, and hopefully it has been shown that the wealth of information that 
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Appendix A: XRD Data for Sm2O3, Eu2O3 
and Sm/Eu-Substituted CeO2 
 
 
Figure A.1: XRD pattern and Rietveld refinement for monoclinic Sm2O3 (C2/m) after 17O enrichment at 1200 oC.   
 
 





Figure A.3:XRD pattern and Rietveld refinement for cubic Sm2O3 (Ia3̅) prepared by decomposing Sm(OH)3 at 








Figure A.5: XRD pattern and Rietveld refinement for 15 at% Sm-substituted CeO2 (Fm3̅m). 
 
 





Appendix B: DFT Shift Calculations for 
Y2O3, Sm2O3 and Eu2O3 
All the DFT calculations presented in this appendix were performed by Jae Lee, University of 
Cambridge. 
The 17O NMR parameters for the monoclinic Y2O3 phase (isostructural to monoclinic Sm2O3 
and Eu2O3)
107 were calculated with the CASTEP code using a 700 eV energy cut-off and a 
<0.03 Å-1 Monkhorst-Pack k-mesh sampling.186–188 On-the-fly pseudopotentials with the PBE 
functional were used. The structure was fully relaxed using the CASTEP default convergence 
criteria and a 10-5 eV energy convergence limit. The calculated chemical shieldings were 
converted to chemical shifts using the previously determined relation δiso = 223.7 − 
0.888×σiso.
209 The calculated chemical shifts and quadrupolar coupling constants (Table B.1) 
are in good agreement with the experimental values of Florian et al.,107 with the exception that 
the experimental assignment of O2 and O4 appears to be incorrect and should be reversed; this 
assignment by Florian et al. was tentatively based on the trend in average Y–O bond length, as 
it was not possible to calculate chemical shifts at the time, so this minor error is not unexpected.    
Table B.1: DFT-calculated 17O chemical shifts and quadrupolar coupling constants of oxygen sites in monoclinic 











O1 323.5 313 2.0 1.8 Square pyramidal (5) 
O2 375.3 383 0.7 0.6 ~Tetrahedral (4) 
O3 356.0 346 1.0 1.2 Trigonal pyramidal (4) 
O4 382.2 377 0.5 0.7 ~Tetrahedral (4) 
O5 255.5 242 0.9 0.8 ~Octahedral (6) 
 
Ab initio calculations of the hyperfine coupling constant and electric field gradient parameters 
for monoclinic Sm2O3 and Eu2O3 were calculated using the CRYSTAL code.
210 A standard 
B3LYP functional with 20% or 35% of the Hartree–Fock exchange component (termed 
‘Hyb20’ and ‘Hyb35’, respectively) was used, as recently demonstrated for 17O shift 
calculations of paramagnetic systems.11 Experimental cell structures of Sm2O3 and Eu2O3 were 
fully relaxed using the CRYSTAL default criteria with a self-consistent field (SCF) cycle 
convergence of 10−7 Hartree. A Monkhorst-Pack k-mesh of 6×6×6 was used in all cases. 
140 
 
For the lanthanides, a combined core pseudopotential and Gaussian basis set developed by Erba 
et al. was used which treats the 4f levels as valence states.211 In accordance with the previous 
study on Ln2O3 systems, the oxygen basis set developed by Towler et al. was used, with an 
integration grid consisting of 99 radial points and 1454 angular points.212 This oxygen basis set 
was not specifically developed for hyperfine calculations, which need accurate treatment of the 
core states; more extended oxygen basis sets such as the IGLO-III set were attempted, but 
resulted in SCF instabilities, presumably arising from the ‘mixing’ of two basis sets with 
different qualities. 
The computed values of CQ for both phases show a reasonable agreement to the size predicted 
from structural arguments (and also from the nutation behaviour): for Sm2O3, O2, O4, and O5 
all show small values of CQ (0.67, 0.26, and 0.15 MHz, respectively) whereas O3 and O1 show 
larger values of 1.34 and 1.09 MHz, A similar result is observed for Eu2O3, although the 
calculated CQ for O3 is arguably smaller than expected (as compared to Sm2O3). There are 
some differences in the predicted ordering of the hyperfine coupling constants Aiso for each site 
between Sm2O3 and Eu2O3, but for both the O2 and O4 sites are predicted to be the most 
paramagnetically shifted.  
Table B.2: Lattice parameters of experimental and DFT-relaxed monoclinic structures of Sm2O3 and Eu2O3. 
Experimental structures were obtained from the ICSD with collection codes 34291 (Sm2O3)95 and 8056 (Eu2O3)99. 
 Expt Hyb20 Hyb35 
Monoclinic Sm2O3 
a / Å 14.177 14.198 14.163 
b / Å 3.633 3.659 3.648 
c / A 8.847 8.880 8.861 
β / deg 99.96 99.36 99.34 
Monoclinic Eu2O3 
a / Å 14.111 14.173 14.122 
b / Å 3.602 3.621 3.615 
c / A 8.808 8.864 8.826 
β / deg 100.037 99.597 99.532 
 
Table B.3: DFT-calculated isotropic hyperfine coupling constants (Aiso), quadrupolar coupling constants (CQ), 











Table B.4: DFT-calculated isotropic hyperfine coupling constants (Aiso), quadrupolar coupling constants (CQ), 




 Hyb20 Hyb35 
Site Aiso / MHz CQ / MHz ηQ Aiso / MHz CQ / MHz ηQ 
O1 (4i) −3.78 1.04 0.14 −3.48 1.34 0.31 
O2 (4i) −4.92 0.74 0.28 −4.44 0.67 0.35 
O3 (4i) −3.60 1.19 0.74 −3.36 1.09 1.00 
O4 (4i) −4.38 0.18 0.08 −4.02 0.26 0.91 
O5 (2e) −2.22 0.25 0.89 −2.04 0.15 0.24 
Monoclinic Eu2O3 
 Hyb20 Hyb35 
Site Aiso / MHz CQ / MHz ηQ Aiso / MHz CQ / MHz ηQ 
O1 (4i) −2.16 1.38 0.38 −2.04 1.57 0.41 
O2 (4i) −4.68 0.12 0.69 −4.02 0.37 0.41 
O3 (4i) −3.12 0.45 0.42 −2.64 0.67 0.79 
O4 (4i) −3.24 0.48 0.78 −3.18 0.46 0.38 




Appendix C: Derivations of the Spin of 
Lanthanides 
 “…it can be shown that…” 
 J. H. Van Vleck, The Theory of Electric and Magnetic Susceptibilities 
A. T. Casey, Theory and Applications of Molecular Paramagnetism 
A. Abragam and B. Bleaney, Electron Paramagnetic Resonance of Transition Ions 
 
In the presence of low-lying electronic states, which are mixed into the ground-state, the 
electron spin can be calculated using perturbation theory.81,213 The wavefunction of a given 
level with total angular momentum quantum numbers 𝐽 and 𝑀 is, to first order, 






where |𝐽𝑀⟩ are the unperturbed wavefunctions and 𝐸𝐽𝑀 their energies. The perturbing 
Hamiltonian due to the applied field, 𝐵0, which is assumed to be aligned along z, is given by 
?̂?(1) = 𝜇𝐵(?̂?𝑧 + 2?̂?𝑧)𝐵0 = 𝜇𝐵(𝐽𝑧 + ?̂?𝑧)𝐵0. (C.2) 
Because the states are eigenfunctions of 𝐽𝑧, this term does not contribute to the off-diagonal 
matrix elements in (C.1) and the perturbed wavefunction can be written 







The spin of this level can then be calculated by 








The first term can be derived by projecting the spin onto the total angular momentum. This is 




(0) = ⟨𝐽𝑀|?̂?𝑧|𝐽𝑀⟩ = (𝑔𝐽 − 1)𝑀, (C.5) 





𝑆(𝑆 + 1) − 𝐿(𝐿 + 1)
2𝐽(𝐽 + 1)
. (C.6) 
The non-zero off-diagonal matrix elements can be shown to be213,214 
⟨𝐽𝑀|?̂?𝑧|𝐽 + 1 𝑀⟩ = 𝑓(𝐽 + 1)√(𝐽 + 1)2 −𝑀2 
⟨𝐽𝑀|?̂?𝑧|𝐽 − 1 𝑀⟩ = 𝑓(𝐽)√𝐽2 −𝑀2 
𝑓(𝐽) = √




Consequently, only adjacent states can be mixed, and only levels with the same 𝑀. (C.4) can 
therefore be written with two terms for mixing of the higher and lower states respectively, 
noting that if either state does not exist, the corresponding value of 𝑓(𝐽) will be zero: 
〈𝑆𝑧〉𝐽𝑀 = (𝑔𝐽 − 1)𝑀 − 𝜇𝐵𝐵0 (









where 𝜆 is the spin–orbit coupling constant. The expectation value of the spin over the state 𝐽, 











In the paramagnetic regime, 𝑘𝑇 ≫ 𝑔𝐽𝜇𝐵𝐵0, so that the denominator is approximately 2𝐽 + 1, 














































𝐽(𝐽 + 1), (C.11) 
using the fact that ∑ 𝑀2+𝐽−𝐽 =
1
3
𝐽(𝐽 + 1)(2𝐽 + 1). This is the Curie contribution to the spin. 




























[(𝐽 + 1)2 − (𝐿 − 𝑆)2][(𝐿 + 𝑆 + 1)2 − (𝐽 + 1)2](2𝐽 + 3)
4(𝐽 + 1)2(2𝐽 + 1)(2𝐽 + 3)
−
[𝐽2 − (𝐿 − 𝑆)2][(𝐿 + 𝑆 + 1)2 − 𝐽2](2𝐽 − 1)






4𝐽2(𝐽 + 1)2(2𝐽 + 1)
{ [(𝐽 + 1)2 − (𝐿 − 𝑆)2][(𝐿 + 𝑆 + 1)2 − (𝐽 + 1)2]𝐽2 





4𝐽2(𝐽 + 1)2(2𝐽 + 1)


























𝜇𝐵𝐵0(𝑔𝐽 − 1)(𝑔𝐽 − 2)
3𝜆
 
where, in the penultimate step, the numerator is a difference of two squares. This is the Van 




of 𝑔𝐽 is essentially fortuitous, rather than reflecting the fundamental importance of the Landé 
g-factor.   
C.1 Calculating ⟨Sz⟩JM 
The Fermi contact shift is dependent on the z component of the spin, 〈𝑆𝑧〉𝐽. When both spin, 𝑺, 
and orbital, 𝑳, angular momenta are present, in the Russell–Saunders coupling limit, they 
couple to give a total angular momentum, 𝑱. The 𝑺 and 𝑳 can then be considered to be 
processing rapidly about 𝑱, so that only their projection along 𝑱 remains. To calculate 〈𝑆𝑧〉𝐽, 
























− ?̂?2 + ?̂?2]. 
(C.14) 
Using ?̂? = ?̂? + ?̂?, 
(?̂? + ?̂?)
2
= (?̂? + 2?̂?)
2
= ?̂?2 + 4?̂?2 + 4?̂?. ?̂?, (C.15) 
and, finding ?̂?. ?̂? from 
?̂?2 = (?̂? + ?̂?)
2




[?̂?2 − ?̂?2 − ?̂?2], 
(C.16) 




[?̂?2 + ?̂?2 − ?̂?2]. (C.17) 




𝐽(𝐽 + 1) + 𝑆(𝑆 + 1) − 𝐿(𝐿 + 1)
2𝐽(𝐽 + 1)
?̂? = (𝑔𝐽 − 1)?̂?. (C.18) 
As shown, this is typically written in terms of the Landé g-factor, equation (C.6), although it 
should be stressed that this is simply for convenience, and does not imply that the spin arises 
from the magnetic moment given by 𝑔𝐽.  
The z component of the spin is then found by projecting along z: 
?̂?𝑧 = ?̂?𝑱. 𝒛 = (𝑔𝐽 − 1)?̂?. 𝒛 = (𝑔𝐽 − 1)𝐽𝑧 
〈𝑆𝑧〉𝐽𝑀 = (𝑔𝐽 − 1)〈𝐽𝑧〉𝐽𝑀 = (𝑔𝐽 − 1)𝑀 (C.19) 
C.2 The Landé g-factor when J = 0 
When 𝐽 = 0, for instance in the ground state of Eu3+, the Landé g-factor has an undefined value 





𝑆(𝑆 + 1) − 𝐿(𝐿 + 1)
2𝐽(𝐽 + 1)
. (C.20) 
However, by exploiting the fact that it is only possible to have 𝐽 = 0 if 𝐽 = 𝑆 − 𝐿, the formula 






𝑆(𝑆 + 1) − 𝐿(𝐿 + 1)






(𝑆 − 𝐿)(𝑆 + 𝐿 + 1)






(𝑆 + 𝐿 + 1)
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𝑔𝐽 = 2 + 𝐿, (C.21) 






Appendix D: XRD data for H𝑥VO2 
Figures D.1 to D.7 show the powder XRD patterns of selected H𝑥VO2 samples, the identified 
phases and the Rietveld refinements. The purpose of the analysis is to identify the phases 
present and quantify the phase fractions, but the data is of insufficient quality for a full 
refinement of the atomic positions and displacement parameters and this was not attempted; 
these are the most likely causes of the discrepancies between the Rietveld refinements and the 
data. The atomic positions were fixed as shown in Table D.1. 
Table D.1: Atomic positions in VO2 and H𝑥VO2. 
Phase Atom x y z 
VO2 M 
V 0.240 0.982 0.032 
O 0.106 0.21 0.203 
O 0.416 0.735 0.316 
H𝑥VO2 O1a & O1b 
V 0 0 0 
O 0.279 0.311 0 
 
The zero error was determined for the films from the PTFE reflection at 2θ = 18.21o. A 
preferred orientation along the [110] direction was observed for the orthorhombic phases and 
corrected for; although the preferred orientation effect could be removed for the Pd/HxVO2 
sample by sprinkling the powder on vacuum grease, the signal intensity was then much lower, 
and this was also not possible for the PTFE films. The lattice parameters and phase fractions 
were then refined (Table D.2). 
To determine the hydrogen content of the orthorhombic phases from the cell parameters, the 
relationship between the orthorhombic distortion and the hydrogen content was determined 
from the data of Chippindale  et al.169 (Figure D.8). The total hydrogen content of the sample 
could then be predicted by multiplying the hydrogen content of each phase by the phase 
fraction; the contribution from the monoclinic phase, if present, cannot be reliably determined 







Figure D.1: XRD pattern and Rietveld refinement of VO2 catalytically hydrogenated at 180 oC with 25% H2/N2.  
 
Figure D.2: XRD pattern and Rietveld refinement of VO2 catalytically hydrogenated at 220 oC with 5% H2/Ar.  
 




Figure D.4: XRD pattern and Rietveld refinement of VO2 electrochemically hydrogenated at 50 oCc. 
 
Figure D.5: XRD pattern and Rietveld refinement of VO2 electrochemically hydrogenated at 100 oC  
 




Figure D.7: XRD pattern and Rietveld refinement of VO2 electrochemically hydrogenated at 200 oC. The peak at 
2θ = 33.5o is ascribed to an unknown impurity or minor product.  
Table D.2: Phase fractions and lattice parameters of the monoclinic and two orthorhombic phases in different 
H𝑥VO2 samples, as well as the hydrogen content, 𝑥, of the phase as determined from the orthorhombic distortion. 
The contribution of the phase to the total hydrogen content of the sample, 𝑥𝑒𝑓𝑓 , is found by multiplying the 
hydrogen content of the phase by its phase fraction, and the total hydrogen content of the sample, 𝑥𝑡𝑜𝑡, is then 
predicted by summing the contributions from each phase. 









21 oC 50 oC 100 oC 150 oC 200 oC 
M wt% 100% 2.6%  100% 54.1%    
 a 5.753 5.753  5.756 5.755    
 b 4.526 4.526  4.527 4.526    
 c 5.383 5.383  5.384 5.380    
 β  122.6 122.6  122.6 122.6    
O1a wt%  85.5% 64.2%  45.9% 83.5% 75.6% 100.0% 
 a  4.494 4.494  4.515 4.491 4.494 4.489 
 b  4.654 4.729  4.631 4.688 4.718 4.704 
 c  2.877 2.895  2.874 2.895 2.899 2.885 
 𝑥  0.329 0.508  0.224 0.417 0.484 0.462 
 𝑥𝑒𝑓𝑓  0.280 0.326  0.103 0.348 0.366 0.462 
O1b wt%  11.9% 35.8%   16.5% 24.4%  
 a  4.444 4.455   4.545 4.470  
 b  4.941 4.935   4.944 4.930  
 c  2.981 2.990   2.895 2.974  
 𝑥  1.144 1.103   0.889 1.051  
 𝑥𝑒𝑓𝑓   0.153 0.395   0.147 0.256  




Figure D.8: The orthorhombic distortion, b/a, plotted against the hydrogen content, 𝑥 in H𝑥VO2, for the data of 
Chippindale et al.169 
Figure D.9 shows a comparison of the hydrogen contents determined by quantitative 1H NMR 
and Rietveld analysis of the powder XRD patterns. The positive correlation supports the 
assignment of the lower and higher shift regions of the 1H NMR spectrum to the O1a and O1b 
phases respectively, and the use of the orthorhombic distortion to predict the hydrogen content 
from the unit cell parameters. However, there is also both scatter in the values greater than the 
predicted uncertainty as well as systematic deviation. The scatter is most likely due the 
difficulty in accurately determining the phase fractions from Rietveld analysis with broad 
peaks, as small changes in amplitude correspond to large changes in mass fraction. The 
quantitative 1H NMR also generally predicts a lower hydrogen content than the XRD analysis; 
this is most likely due to NMR skin depth effects: the metallic nature of the samples reduces 
radiofrequency penetration so that the sample is not fully excited and the 1H NMR signal is 
reduced. This was be circumvented for the catalytically hydrogenated Pd/HxVO2 samples by 
grinding with KBr, and for these samples, the NMR and XRD determined hydrogen contents 
are in better agreement. However, for the electrochemically hydrogenated VO2, the PTFE films 
could not be ground with KBr, and although the presence of PTFE reduces the skin depth effect, 
there is still a notable contribution. It can also be seen that the skin depth effect contributes 




Figure D.9: Comparison of the hydrogen content of each orthorhombic phase and the total hydrogen content for 
various HxVO2 samples as determined by quantitative 1H NMR and by the unit cells and phase fractions from 




Variable Temperature XRD 
To determine the effect of heating to above the MIT temperature on the two-phase M + O1a 
region of the phase diagram, variable temperature XRD patterns were recorded for VO2 
electrochemically metallised at 50 oC, 𝑥 ≈ 0.1. XRD patterns were recorded at room 
temperature, 100 oC, and then room temperature again, using a heated sample holder built in-
house, in reflection mode, with a beryllium window. Figure D.10 shows two expanded sections 
of the XRD patterns: in both room temperature patterns, there are two reflections around 2  = 
28o corresponding to the M and O1a phases, which coalesce into the single rutile reflection at 
100 oC. The same effect is observed in the 2  = 54o – 58o region, and in particular the 
orthorhombic peak at 2  = 54.7o is not present in the 100 oC pattern. This shows that the two-
phase M + O1a region of the phase diagram at room temperature becomes a single rutile (R) 
phase above the MIT, due to a greater solubility of hydrogen in the rutile phase compared to 
the monoclinic phase. The M and O1a phases are again observed after cooling down to room 
temperature, indicating that this phase transition is reversible.  
 
Figure D.10: Selected regions of the XRD patterns of VO2 electrochemically metallised at 50 oC, recorded at room 
temperature, 100 oC, and then room temperature again.  
 
