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Abstract
A detailed analysis of Chern-Simons (CS) theories in which a compact abelian direct
product gauge group U(1)k is spontaneously broken down to a direct product of cyclic
groups H ≃ ZN(1) × · · · × ZN(k) is presented. The spectrum features global H charges,
vortices carrying magnetic flux labeled by the elements of H and dyonic combinations.
Due to the Aharonov-Bohm effect these particles exhibit topological interactions. The
remnant of the U(1)k CS term in the discrete H gauge theory describing the effective
long distance physics of such a model is shown to be a 3-cocycle for H summarizing the
nontrivial topological interactions for the magnetic fluxes implied by the U(1)k CS term.
It is noted that there are in general three types of 3-cocycles for a finite abelian gauge
group H : one type describes topological interactions between vortices carrying flux w.r.t.
the same cyclic group in the direct product H , another type gives rise to topological
interactions among vortices carrying flux w.r.t. two different cyclic factors of H and a
third type leading to topological interactions between vortices carrying flux w.r.t. three
different cyclic factors. Among other things, it is demonstrated that only the first two
types can be obtained from a spontaneously broken U(1)k CS theory. The 3-cocycles that
can not be reached in this way turn out to be the most interesting. They render the
theory nonabelian and in general lead to dualities with planar theories with a nonabelian
finite gauge group. In particular, the CS theory with finite gauge group H ≃ Z2×Z2×Z2
defined by such a 3-cocycle is shown to be dual to the planar discrete D4 gauge theory
with D4 the dihedral group of order 8.
1 Introduction
A characteristic feature of 2+1 dimensional space time is the possibility to endow a gauge
theory with a Chern-Simons (CS) term. Ever since the pioneering work by Schonfeld and
Deser, Jackiw and Templeton [1] in the early eighties, these topological terms have had an
impact in various seemingly unrelated branches of physics and mathematics. Notably, in
a seminal paper [2] Witten pointed out the significance of pure CS theories in the setting
of knot invariants and in so doing revealed a deep connection between pure CS theory and
1+1 dimensional rational conformal field theory. Earlier on, it was demonstrated by Ha-
gen and Arovas, Schrieffer and Wilczek [4] that sources coupled to abelian CS gauge fields
in general behave as anyons [3], i.e. particles with fractional spin and quantum statistics
intermediate between bosons and fermions. Anyons and CS theories gained further atten-
tion after it was shown that an ideal gas of anyons is superconducting [5]. Moreover, it is
by know well-established that anyons are realized in nature as quasi-particles in fractional
quantum Hall liquids [6]. This remarkable observation due to Lauglin and the aforemen-
tioned general results initiated a large body of work in which fractional quantum Hall
systems have served as a playground for applications of 1+1 dimensional conformal field
theory and 2+1 dimensional CS theories (e.g. [7] and references therein). Finally, CS
theory also plays a role in 2+1 dimensional gravity [8].
In this paper, the main focus is on the implications of adding a CS term to planar
gauge theories which are spontaneously broken down to a finite residual gauge group via
the Higgs mechanism. That is, the models under consideration are governed by an action
of the form
S = SYMH + Smatter + SCS , (1.1)
where the Yang-Mills Higgs action SYMH gives rise to the spontaneous breakdown of
some continuous compact gauge group G to a finite subgroup H and Smatter describes a
conserved matter current minimally coupled to the gauge fields. Finally, SCS denotes the
CS action for the gauge gauge fields.
The discrete H gauge theories describing the long distance physics of the models (1.1)
without CS term SCS for the broken gauge group G have been studied by various authors
both in 2+1 and 3+1 dimensional space time and are by now completely understood.
(For a recent detailed treatment and an up to date account of the literature on these
models, the interested reader is referred to the lecture notes [9].) The spectrum features
topological defects which in 2+1 dimensional space time appear as (particle-like) vortices
carrying magnetic flux labeled by the elements of the finite gauge group H . In case H is
nonabelian, the vortices generally exhibit a nonabelian Aharonov-Bohm (AB) effect [10]:
upon braiding two vortices their fluxes affect each other through conjugation [11]. Un-
der the action of the residual global gauge group H , the fluxes also transform through
conjugation and the conclusion is that the different magnetic vortices are labeled by the
conjugacy classes of H . This is in a nutshell the physics described by the Yang-Mills
Higgs part SYMH of the action (1.1). The matter fields, covariantly coupled to the gauge
fields in the matter part Smatter of the action, form multiplets which transform irreducibly
under the broken gauge group G. In the broken phase, these branch to irreducible rep-
resentations of the residual gauge group H . So, the matter fields introduce point charges
in the broken phase labeled by the unitary irreducible representations (UIR’s) Γ of H . If
such a charge encircles a magnetic flux h ∈ H , it also undergoes an AB effect [12, 13, 14].
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That is, it returns transformed by the matrix Γ(h) assigned to the group element h in
the representation Γ of H . Since the gauge fields in these models are completely mas-
sive, the foregoing topological AB effects form the only long range interactions among the
charges and vortices. Of course, the complete spectrum also features the dyons obtained
by composing the vortices and charges. These are labeled by the conjugacy classes of
H paired with a nontrivial centralizer representation [15]. Finally, as has been pointed
out in reference [15] as well, this spectrum of charges, vortices and dyons and the spin,
braiding and fusion properties of these particles is fully described by the representation
theory of the quasitriangular Hopf algebra D(H) resulting [16] from Drinfeld’s double
construction [17] applied to the abelian algebra F(H) of functions on the finite group H .
The presence of a CS term SCS for the broken gauge group G in the action (1.1)
naturally has a bearing on the long distance physics. In [18, 19], it was argued on general
grounds that the remnant of a CS term in the discrete H gauge theory describing the long
distance physics of the model is a 3-cocycle ω ∈ H3(H,U(1)) for the residual finite gauge
group H , which governs the additional AB interactions among the vortices implied by the
original CS term SCS for the broken gauge group G. Accordingly, the related algebraic
structure now becomes the quasi-Hopf algebra Dω(H) being a natural deformation of
D(H) depending on this 3-cocycle ω. These general results were just explicitly illustrated
by the example of the abelian CS Higgs model in which the (compact) gauge group
G ≃ U(1) is broken down to a cyclic subgroup H ≃ ZN . In the present paper, this
analysis is extended to the general case of spontaneously broken abelian CS theories (1.1).
That is, we will concentrate on symmetry breaking schemes
G ≃ U(1)k −→ H , (1.2)
with U(1)k being the direct product of k compact U(1) gauge groups and the finite
subgroup H a direct product of k cyclic groups ZN(i) of order N
(i)
H ≃ ZN(1) × ZN(2) × · · · × ZN(k) . (1.3)
One of the main aims is to give a complete classification of these broken abelian planar
gauge theories.
In fact, unbroken CS theory with direct product gauge group U(1)k endowed with
minimally coupled matter fields has received considerable attention recently (e.g. [20, 21]
and references therein). One of the motivations to study these theories is that they find
an application in multi-layered quantum Hall systems. To give a brief sketch of the main
results, the CS terms for the gauge group U(1)k are known to fall into two types. On
the one hand, there are CS terms (type I) that describe self-couplings of the various U(1)
gauge fields. On the other hand, there are terms (type II) that establish couplings between
two different U(1) gauge fields. To be concrete, the most general CS action for the gauge
group G ≃ U(1)× U(1), for instance, is of the form
SCS =
∫
d 3x
(
µ(12)
2
ǫκσρA(1)κ ∂σA
(2)
ρ +
2∑
i=1
µ(i)
2
ǫκσρA(i)κ ∂σA
(i)
ρ
)
, (1.4)
with A(1)κ and A
(2)
κ the two U(1) gauge fields and ǫ
κσρ the three dimensional anti-symmetric
Levi-Civita tensor normalized such that ǫ012 = 1. The parameters µ(1) and µ(2) denote the
topological masses characterizing the CS actions of type I and µ(12) the topological mass
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characterizing the CS action of type II. In the unbroken phase, these CS terms assign mag-
netic fluxes to the quantized matter charges q(1) and q(2) coupled to the two compact U(1)
gauge fields. Specifically, the type I CS term for the gauge field A(i)κ attaches a magnetic
flux φ(i) = −q(i)/µ(i) to a matter charge q(i) = n(i)e(i) with n(i) ∈ Z and e(i) the cou-
pling constant for A(i)κ . As a consequence, there are nontrivial topological AB interactions
among these charges. When a charge q(i) encircles a remote charge q(i)
′
in a counterclock-
wise fashion, the wave function acquires [22] the AB phase exp(−ıq(i)q(i)′/µ(i)). The CS
term of type II, in turn, attaches fluxes which belong to one U(1) gauge group to the
matter charges of the other. That is, a charge q(1) induces a flux φ(2) = −2q(1)/µ(12) and
a charge q(2) induces a flux φ(1) = −2q(2)/µ(12). Hence, the type II CS term gives rise to
topological interactions among matter charges of the two different U(1) gauge groups [20].
A counterclockwise monodromy of a charge q(1) and a charge q(2), for example, yields the
AB phase exp(−2ıq(1)q(2)/µ(12)).
The spontaneously broken versions (1.2) of these abelian CS theories, however, have
not yet been fully explored. Among other things, I will argue that in the broken case
the U(1)k CS term gives rise to nontrivial AB phases among the vortices labeled by the
elements of the residual gauge group (1.3). To be specific, the k different vortex species
carry quantized flux φ(i) = 2pia
(i)
N(i)e(i)
with a(i) ∈ Z and N (i) the order of the ith cyclic group
of the product group (1.3). A type I CS term for the gauge field A(i)κ then implies the AB
phase exp(ıµ(i)φ(i)φ(i)
′
) for a counterclockwise monodromy of a vortex φ(i) and a vortex
φ(i)
′
. A CS term of type II coupling the gauge fields A(i)κ and A
(j)
κ , in turn, gives rise to
the AB phase exp(ıµ(ij)φ(i)φ(j)) for the process in which a vortex φ(i) circumnavigates a
vortex φ(j) in a counterclockwise fashion. In agreement with the general remarks in an
earlier paragraph, these additional AB phases among the vortices are shown to be the only
distinction with the abelian discrete H gauge theory describing the long distance physics
in the absence of a CS action for the broken gauge group U(1)k. That is, as was already
pointed out for the simplest case U(1)→ ZN in [14, 18, 19], the Higgs mechanism removes
the fluxes attached the matter charges q(i) in the unbroken CS phase. Hence, contrary to
the unbroken CS phase, there are no AB interactions among the matter charges in the
CS Higgs phase. The canonical AB interactions exp(ıq(i)φ(i)) between the matter charges
q(i) and the magnetic vortices φ(i) persist though.
A key role in the analysis of this paper is played by the Dirac monopoles [23] that
can be introduced in these compact U(1)k CS theories. There are k different species
corresponding to the k different compact U(1) gauge groups. It is known [21, 24, 25] that
a consistent incorporation of these monopoles requires the quantization of the topological
masses characterizing the type I and type II CS terms. Moreover, it has been argued
that in contrast to ordinary 2+1 dimensional compact QED [26], the presence of Dirac
monopoles does not lead to confinement of the charges q(i) in the unbroken CS phase [25,
27, 28]. Instead, the monopoles in these CS theories describe tunneling events leading to
the creation or annihilation of charges q(i) with magnitude depending on the integral CS
parameter. That is, the spectrum just features a finite number of stable charges depending
on the integral CS parameter [19, 21, 28]. As usual, the presence of Dirac monopoles in the
broken phase implies that the magnetic fluxes a(i) carried by the vortices are conserved
modulo N (i), but the flux decay driven by the monopoles is now accompanied by the
creation of matter charge where the species of the charge depends on the type of the
CS term and the magnitude is again proportional to the integral CS parameter (see
also [18, 19]). Finally, it is shown that the quantization of topological mass implied by
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the presence of Dirac monopoles is precisely such that the U(1)k CS terms indeed boil
down to a 3-cocycle for the residual finite gauge group H in the broken phase.
The organization of this paper is as follows. In section 2, I start by briefly recalling
a result due to Dijkgraaf and Witten [29] stating that the different CS actions SCS for a
compact gauge group G are labeled by the elements of the cohomology group H4(BG,Z)
of the classifying space BG. A classification which for finite groups H boils down to
the cohomology group H3(H,U(1)) of the group H itself. In other words, the different
CS theories for a finite gauge group H correspond to the inequivalent 3-cocycles ω ∈
H3(H,U(1)). The new observation in this section is that the effective long distance
physics of a CS theory in which the gauge group G is broken down to a finite subgroup H
via the Higgs mechanism is described by a discrete H CS theory defined by the 3-cocycle
ω ∈ H3(H,U(1)) determined by the original CS action SCS ∈ H4(BG,Z) for the broken
gauge group G through the natural homomorphism H4(BG,Z) → H3(H,U(1)) induced
by the inclusion H ⊂ G. Section 3 subsequently contains a short introduction to the
cohomology groups Hn(H,U(1)) of finite abelian groups H . In particular, the explicit
realization of the complete set of independent 3-cocycles ω ∈ H3(H,U(1)) for the abelian
groups (1.3) is presented there. It turns out that these split up into three different types,
namely 3-cocycles (type I) which give rise to nontrivial AB interactions among fluxes of
the same cyclic gauge group in the direct product (1.3), those (type II) that describe
interactions between fluxes corresponding to two different cyclic gauge groups and finally
3-cocycles (type III) that lead to additional AB interactions between fluxes associated
to three different cyclic gauge groups. Section 4 then deals with the classification of CS
actions for the compact gauge group U(1)k. As mentioned before, these come in two types:
CS actions (type I) that describe self couplings of the different U(1) gauge fields and CS
action (type II) establishing pairwise couplings between different U(1) gauge fields. The
natural conclusion is that the homomorphism H4(B(U(1)k),Z) → H3(H,U(1)) induced
by the spontaneous symmetry breakdown (1.2) is not onto. That is, the only CS theories
with finite abelian gauge group (1.3) that may arise from a spontaneously broken U(1)k
CS theory are those corresponding to a 3-cocycle of type I and/or type II, while 3-cocycles
of type III do not occur.
Section 5 is devoted to a discussion of the quasi–Hopf algebra Dω(H) related to an
abelian discrete H CS theory defined by the 3-cocycle ω ∈ H3(H,U(1)). The emphasis
is on the unified description this algebraic framework gives of the spin, braid and fusion
properties of the magnetic vortices, charges and dyons constituting the spectrum of such
a discrete H CS theory.
In the next sections, the foregoing general considerations are illustrated by some repre-
sentative examples. Specifically, section 6 deals with the abelian CS Higgs model in which
the compact gauge group G ≃ U(1) is broken down to the cyclic subgroup H ≃ ZN . First,
the unbroken U(1) phase of this model is briefly reviewed. In particular, it is recalled
that a consistent implementation of Dirac monopoles requires the topological mass to be
quantized as µ = pe
2
pi
with p ∈ Z and e the coupling constant, which is in agreement with
the fact that the different CS actions for a compact gauge group U(1) are classified by the
integers: H4(BU(1),Z) ≃ Z. Subsequently, the broken phase of the model is discussed.
Among other things, it is established that the long distance physics is indeed described
by a ZN CS theory with 3-cocycle ω ∈ H3(ZN , U(1)) ≃ ZN fixed by the natural homo-
morphism H4(BU(1),Z) → H3(ZN , U(1)). In other words, the integral CS parameter p
becomes periodic in the broken phase with period N . Section 7 then contains a similar
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treatment of a CS theory of type II with gauge group G ≃ U(1) × U(1) spontaneously
broken down to H ≃ ZN(1) × ZN(2). The effective long distance physics of this model is
described by a ZN(1) × ZN(2) CS theory defined by a 3-cocycle of type II. The abelian
discrete H CS theories which do not occur as the remnant of a spontaneously broken
U(1)k CS theory are actually the most interesting. These are the CS theories defined by
the aforementioned 3-cocycles of type III. The simplest example of such a theory, namely
that with gauge group H ≃ Z2×Z2×Z2, is treated in full detail in section 8. It is pointed
out that the incorporation of the corresponding 3-cocycle of type III renders the theory
nonabelian. That is, the resulting type III CS theory exhibits nonabelian phenomena
like Alice fluxes, Cheshire charges, nonabelian Aharonov-Bohm sacttering and the multi-
particle configurations generally satisfy nonabelian braid statistics. Probably the most
striking result of this section is that this theory turns out to be dual to the ordinary D4
planar gauge theory with D4 the nonabelian dihedral group of order 8. Moreover, it is
argued that the Z2×Z2×Z2 CS theory defined by the product of the 3-cocycle of type III
and either one of the three 3-cocycles of type I is dual to the ordinary D¯2 planar gauge
theory with D¯2 the quaternion group being the other nonabelian group of order 8.
Finally, section 9 presents some new results on the Dijkgraaf-Witten invariant for lens
spaces based on the three different types of 3-cocycles for various finite abelian groups H ,
whereas some concluding remarks and an outlook can be found in section 10.
In addition, there are three appendices. In appendix A, I have collected the derivation
of some identities in the theory of group cohomology used in the main text. In particular, it
contains a derivation of the content of the cohomology group H3(H,U(1)) for an arbitrary
abelian finite group H of the form (1.3) and a derivation of the content of the cohomology
group H4(B(U(1)k),Z). Further, one of the novel observations in this paper is that rather
than representations of the ordinary braid groups the multi-particle systems in abelian
discrete H CS theories realize representations of so-called truncated braid groups being
factor groups of the ordinary braid groups. The precise definition of these truncated braid
groups is given in appendix B along with useful identifications of some of them with well-
known finite groups. Finally, the characteristic features of a planar gauge theory with
finite nonabelian gauge group the dihedral group D4 (being dual to the Z2 ×Z2 ×Z2 CS
theory defined by a 3-cocycle of type III as argued in section 8.3) are briefly discussed in
appendix C.
In passing, the treatment of the examples in sections 6, 7 and 8 is more or less self
contained. So, the more physically inclined reader who may not be so much interested in
the rather mathematical classification side of the problem could well start with section 6
and occasionally go back to earlier sections for definitions and technicalities.
As for conventions, throughout this paper natural units in which h¯ = c = 1 are
employed. We will exclusively work in 2+1 dimensional Minkowsky space with signature
(+,−,−). Spatial coordinates are denoted by x1 and x2 and the time coordinate by
x0 = t. As usual, greek indices run from 0 to 2, while spatial components are labeled by
latin indices∈ 1, 2. Unless stated otherwise, we will use Einstein’s summation convention.
2 Group cohomology and symmetry breaking
As has been argued by Dijkgraaf and Witten [29], the CS actions SCS for a compact
gauge group G are in one-to-one correspondence with the elements of the cohomology
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group H4(BG,Z) of the classifying space BG with integer coefficients Z. 1 In particular,
this classification includes the case of finite gauge groups H . The isomorphism [31]
Hn(BH,Z) ≃ Hn(H,Z) , (2.1)
which only holds for finite groups H , shows that the cohomology of the classifying space
BH is the same as that of the group H itself. In addition, we have the isomorphism
Hn(H,Z) ≃ Hn−1(H,U(1)) ∀n > 1 . (2.2)
A derivation of this result, using the universal coefficients theorem, is contained in ap-
pendix A. Especially, we now arrive at the identification
H4(BH,Z) ≃ H3(H,U(1)) , (2.3)
which expresses the fact that the different CS theories for a finite gauge group H are, in
fact, defined by the different elements ω ∈ H3(H,U(1)), i.e. algebraic 3-cocycles ω taking
values in U(1). These 3-cocycles can be interpreted as ω = exp(ıSCS), where SCS denotes
a CS action for the finite gauge group H [29]. With abuse of language, we will usually
call ω itself a CS action for H .
Let K be a subgroup of a compact group G. The inclusion K ⊂ G induces a natural
homomorphism
H4(BG,Z) −→ H4(BK,Z) , (2.4)
called the restriction (e.g. [32]). This homomorphism determines the fate of a given CS
action SCS ∈ H4(BG,Z) when the gauge group G is spontaneously broken down to K via
the Higgs mechanism. That is, the mapping (2.4) fixes the CS action ∈ H4(BK,Z) for
the residual gauge group K to which SCS reduces in the broken phase. In the following,
we will only be concerned with CS theories in which a continuous (compact) gauge group
G is broken down to a finite subgroup H . The long distance physics of such a model is
described by a discrete H CS theory with 3-cocycle ω ∈ H3(H,U(1)) determined by the
original CS action SCS for the broken gauge group G through the natural homomorphism
H4(BG,Z) −→ H3(H,U(1)) , (2.5)
being the composition of the restriction H4(BG,Z)→ H4(BH,Z) induced by the inclu-
sion H ⊂ G, and the isomorphism (2.3). As will become clear in the following sections,
the 3-cocycle ω governs the additional AB phases among the magnetic fluxes (labeled by
the elements h ∈ H) in the broken phase implied by the CS action SCS.
The restrictions (2.4) and (2.5) for continuous subgroups K ⊂ G and finite subgroups
H ⊂ G, respectively, are not necessarily onto. Hence, it is not guaranteed that all CS
theories with continuous gauge group K (or finite gauge group H) can be obtained from
spontaneously broken CS theories with gauge group G. Particularly, in section 4, we
will see that the natural homomorphism H4(B(U(1)k),Z)→ H3(H,U(1)) induced by the
symmetry breaking (1.2) is not onto.
1Let EG be a contractible space with a free action of G. A classifying space BG for G is then given
by dividing out the action of G on EG. That is, BG = EG/G (e.g. [30]).
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3 Cohomology of finite abelian groups
In this section, I give a brief introduction to the cohomology groups Hn(H,U(1)) of a
finite abelian group H . The plan is as follows. In subsection 3.1, I recall the basic
definitions and subsequently focus on the cocycle structure occurring in an abelian discrete
H CS theory. Finally, subsection 3.2 contains the explicit realization of all independent
3-cocycles ω ∈ H3(H,U(1)) for an arbitrary abelian group H .
3.1 Hn(H,U(1))
In the (multiplicative) algebraic description of the cohomology groups Hn(H,U(1)) the
n-cochains are represented as U(1) valued functions
c : H × · · · ×H︸ ︷︷ ︸
n times
−→ U(1) . (3.1)
The set of all n-cochains forms the abelian group Cn(H,U(1)) := Cn with pointwise
multiplication (c · d) (A1, . . . , An) = c (A1, . . . , An) d (A1, . . . , An), where the capitals Aj
(with 1 ≤ j ≤ n) denote elements of the finite group H and c, d ∈ Cn. The coboundary
operator δ then establishes a mapping
δ : Cn −→ Cn+1
c 7−→ δc ,
given by
δc (A1, . . . , An+1) := (3.2)
c (A2, . . . , An+1) c (A1, . . . , An)
(−1)n+1
n∏
i=1
c (A1, . . . , Ai · Ai+1, . . . , An+1)(−1)i ,
which acts as a derivation. That is, δ(c · d) = δc · δd. It can be checked explicitly that δ
is indeed nilpotent: δ2 = 1. The coboundary operator δ naturally defines two subgroups
Zn and Bn of Cn. Specifically, the subgroup Zn ⊂ Cn consists of n-cocycles being the
n-cochains c in the kernel of δ
δc = 1 ∀ c ∈ Zn , (3.3)
whereas the subgroup Bn ⊂ Zn ⊂ Cn contains the n-coboundaries or exact n-cocycles
c = δb ∀ c ∈ Bn . (3.4)
with b some cochain ∈ Cn−1. As usual, the cohomology group Hn(H,U(1)) is then defined
as Hn(H,U(1)) := Zn/Bn. In other words, the elements of Hn(H,U(1)) correspond to
the different classes of n-cocycles (3.3) with equivalence relation c ∼ cδb.
The so-called slant product iA with arbitrary but fixed A ∈ H is a mapping in the
opposite direction to the coboundary operator (e.g. [33])
iA : C
n −→ Cn−1
c 7−→ iAc ,
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defined as
iAc (A1, . . . , An−1) := (3.5)
c (A,A1, . . . , An−1)(−1)
n−1
n−1∏
i=1
c (A1, . . . , Ai, A, Ai+1, . . . , An−1)(−1)
n−1+i
.
It can be shown (e.g. [33]) that the slant product satisfies the relation δ(iAc) = iA δc for
all n-cochains c. Notably, if c is a n-cocycle, we immediately infer from this relation that
iAc becomes a (n− 1)-cocycle: δ(iAc) = iA δc = 1. Hence, the slant product establishes a
homomorphism iA : H
n(H,U(1))→ Hn−1(H,U(1)) for each A ∈ H .
Let us finally turn to the cocycle structure appearing in an abelian discrete H gauge
theory with CS action ω ∈ H3(H,U(1)). First of all, as indicated by (3.2) and (3.3), the
3-cocycle ω satisfies the relation
ω(A,B,C) ω(A,B · C,D) ω(B,C,D) = ω(A · B,C,D) ω(A,B,C ·D) , (3.6)
for all A,B,C ∈ H . To continue, the slant product (3.5) as applied to ω gives rise to a
set of 2-cocycles cA ∈ H2(H,U(1))
cA(B,C) := iAω(B,C) =
ω(A,B,C) ω(B,C,A)
ω(B,A,C)
, (3.7)
which are labeled by the different elements A ofH . As will become clear in section 5, these
2-cocycles enter the definition of the projective dyon charge representations associated to
the magnetic fluxes in this abelian discrete H CS gauge theory. To be specific, the different
charges we can assign to a given abelian magnetic flux A ∈ H to form dyons are labeled
by the inequivalent unitary irreducible projective representations α of H defined as
α(B) · α(C) = cA(B,C) α(B · C) . (3.8)
Here, the 2-cocycle relation satisfied by cA
cA(B,C) cA(B · C,D) = cA(B,C ·D) cA(C,D) , (3.9)
implies that the representations α are associative. To conclude, as follows from (3.2)
and (3.3), the 1-cocycles obey the relation c (B) c (C) = c (B · C). In other words, the
different 1-cocycles being the elements of the cohomology group H1(H,U(1)) correspond
to the inequivalent ordinary UIR’s of the abelian group H . These label the conceivable
free charges in a CS theory with finite abelian gauge group H .
3.2 Chern-Simons actions for finite abelian groups
An abstract group cohomological derivation (contained in appendix A) reveals the follow-
ing results for the first three cohomology groups of the finite abelian group H being the
direct product ZkN of k cyclic groups ZN of order N
H1(ZkN , U(1)) ≃ ZkN (3.10)
H2(ZkN , U(1)) ≃ Z
1
2
k(k−1)
N (3.11)
H3(ZkN , U(1)) ≃ Zk+
1
2
k(k−1)+ 1
3!
k(k−1)(k−2)
N . (3.12)
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As we have seen in the previous subsection, the first result labels the inequivalent UIR’s
of ZkN , the second the different 2-cocycles entering the projective representations of Z
k
N ,
and the last the number of different 3-cocycles or CS actions for ZkN . The derivation of
the isomorphism (3.12) in appendix A pointed out that there are, in fact, three dissimilar
types of 3-cocycles. The explicit realization of these 3-cocycles involves some notational
conventions which I establish first.
Let A,B and C denote elements of ZkN , i.e.
A := (a(1), a(2), . . . , a(k)) with a(i) ∈ ZN for i = 1, . . . , k , (3.13)
and similar decompositions for B and C. I adopt the additive presentation for the abelian
group ZkN , that is, the elements a
(i) of ZN take values in the range 0, . . . , N−1, and group
multiplication is defined as
A ·B = [A+B] := ([a(1) + b(1)], . . . , [a(k) + b(k)]) . (3.14)
Here, the rectangular brackets denote modulo N calculus such that the sum always lies
in the range 0, . . . , N − 1. With these conventions, the three types of 3-cocycles for the
direct product group ZkN can then be presented as
ω
(i)
I (A,B,C) = exp

2πıp(i)I
N2
a(i)(b(i) + c(i) − [b(i) + c(i)])

 1 ≤ i ≤ k (3.15)
ω
(ij)
II (A,B,C) = exp

2πıp(ij)II
N2
a(i)(b(j) + c(j) − [b(j) + c(j)])

 1 ≤ i < j ≤ k (3.16)
ω
(ijl)
III (A,B,C) = exp

2πıp(ijl)III
N
a(i)b(j)c(l)

 1 ≤ i < j < l ≤ k , (3.17)
where the integral parameters p
(i)
I , p
(ij)
II and p
(ijl)
III label the different elements of the co-
homology group H3(ZkN , U(1)). In accordance with (3.12), the 3-cocycles are periodic
functions of these parameters with period N . For the 3-cocycles of type III this pe-
riodicity is obvious, while for the 3-cocycles of type I and II it is immediate after the
observation that the factors (b(i)+ c(i)− [b(i)+ c(i)]), with 1 ≤ i ≤ k, either vanish or equal
N . It is also readily checked that the 3-cocycles (3.15)–(3.17) indeed satisfy the 3-cocycle
relation (3.6).
The k different 3-cocycles (3.15) of type I describe self-couplings, i.e. couplings between
the magnetic fluxes (a(i),b(i) and c(i)) associated to the same gauge group ZN in the direct
product ZkN . In this counting procedure, it is, of course, understood that every 3-cocycle
actually stands for a set of N − 1 nontrivial 3-cocycles labeled by the periodic parameter
p
(i)
I . The 3-cocycles (3.16) of type II, in turn, establish pairwise couplings between the
magnetic fluxes corresponding to different gauge groups ZN in the direct product Z
k
N .
Note that the 3-cocycles ω
(ij)
II and ω
(ji)
II are equivalent, since they just differ by a 3-
coboundary (3.4). In other words, there are only 1
2
k(k − 1) distinct 3-cocycles of type II.
A similar argument holds for the 3-cocycles (3.17) of type III. A permutation of the labels
i, j and k in these 3-cocycles yields an equivalent 3-cocycle. Hence, we end up with
1
3!
k(k − 1)(k − 2) different 3-cocycles of type III, which realize couplings between the
fluxes associated to three distinct ZN gauge groups in the direct product Z
k
N .
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We are now well prepared to discuss the 3-cocycle structure for general abelian groups
H being direct products (1.3) of cyclic groups possibly of different order. Let us assume
that H consists of k cyclic factors. The abstract analysis in appendix A shows that
depending on the divisibility of the orders of the different cyclic factors, there are again k
distinct 3-cocycles of type I, 1
2
k(k−1) different 3-cocycles of type II and 1
3!
k(k−1)(k−2)
different 3-cocycles of type III. It is easily verified that the associated generalization of
the 3-cocycle realizations (3.15), (3.16) and (3.17) becomes
ω
(i)
I (A,B,C) = exp

2πıp(i)I
N (i) 2
a(i)(b(i) + c(i) − [b(i) + c(i)])

 (3.18)
ω
(ij)
II (A,B,C) = exp

 2πıp(ij)II
N (i)N (j)
a(i)(b(j) + c(j) − [b(j) + c(j)])

 (3.19)
ω
(ijl)
III (A,B,C) = exp

 2πıp(ijl)III
gcd(N (i), N (j), N (l))
a(i)b(j)c(l)

 , (3.20)
where N (i) (with 1 ≤ i ≤ k) denotes the order of the ith cyclic factor of the direct product
group H . In accordance with the isomorphism (A.20) of appendix A, the 3-cocycles of
type III are cyclic in the integral parameter p
(ijl)
III with period the greatest common divisor
gcd(N (i), N (j), N (l)) of N (i), N (j) and N (l). The periodicity of the 3-cocycles of type I
coincides with the order N (i) of the associated cyclic factor of H . Finally, the 3-cocycles
of type II are periodic in the integral parameter p
(ij)
II with period the greatest common
divisor gcd(N (i), N (j)) of N (i) and N (j). This last periodicity becomes clear upon using
the chinese remainder theorem
gcd(N (i), N (j))
N (i)N (j)
=
x
N (i)
+
y
N (j)
with x, y ∈ Z , (3.21)
which indicates that (3.19) boils down to a 3-coboundary for p
(ij)
II = gcd(N
(i), N (j)).
Let us finally focus on the 2-cocycles following from the three different types of
3-cocycles through the slant product (3.7). Upon substituting the expressions (3.18)
and (3.19) in (3.7), we infer that the resulting 2-cocycles cA associated to the 3-cocycles
of type I and II, respectively, correspond to the trivial element of the second cohomology
group H2(H,U(1)). To be precise, these 2-cocycles are 2-coboundaries
cA(B,C) = δεA(B,C) =
εA(B) εA(C)
εA(B · C) , (3.22)
where the 1-cochains εA of type I and type II read
εIA(B) = exp

2πıp(i)I
N (i) 2
a(i)b(i)

 (3.23)
εIIA(B) = exp

 2πıp(ij)II
N (i)N (j)
a(i)b(j)

 . (3.24)
Hence, the dyon charges in an abelian discrete H gauge theory endowed with a CS action
of type I and/or type II correspond to trivial projective representations (3.8) of H of the
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form α = εAΓ, where Γ denotes an ordinary UIR of H . In contrast, the 2-cocycles cA
obtained from the 3-cocycles (3.20) of type III correspond to nontrivial elements of the
cohomology group H2(H,U(1)). The conclusion is that the dyon charges featuring in an
abelian discrete H gauge theory with a CS action of type III are nontrivial (i.e. higher
dimensional) projective representations of H .
4 Chern-Simons actions for U (1)k gauge theories
This section is concerned with the classification of the CS actions for the compact gauge
group U(1)k. In addition, it is established which CS theories with finite abelian gauge
group H may result from a spontaneous breakdown of the corresponding U(1)k CS theo-
ries.
As mentioned in the introduction, the most general CS action for a planar U(1)k gauge
theory is of the form [20]
SCS =
∫
d 3x (LCSI + LCSII) (4.1)
LCSI =
k∑
i=1
µ(i)
2
ǫκσρA(i)κ ∂σA
(i)
ρ (4.2)
LCSII =
k∑
i<j=1
µ(ij)
2
ǫκσρA(i)κ ∂σA
(j)
ρ , (4.3)
where A(i)κ (with i = 1, . . . , k) denote the various U(1) gauge fields, µ
(i), µ(ij) the topolog-
ical masses and ǫκσρ the three dimensional anti-symmetric Levi-Civita tensor normalized
such that ǫ012 = 1. Hence, there are k distinct CS terms (4.2) describing self couplings of
the U(1) gauge fields. In analogy with the terminology developed in the previous section,
we will call these terms CS terms of type I. In addition, there are 1
2
k(k − 1) distinct CS
terms of type II establishing pairwise couplings between different U(1) gauge fields. Note
that by a partial integration a term labeled by (ij) becomes a term (ji). Therefore, these
terms are equivalent and should not be counted separately. Also note that up to a total
derivative the CS terms of type I and type II are indeed invariant under U(1)k gauge trans-
formations A(i)ρ → A(i)ρ − ∂ρΩ(i) with i = 1, . . . , k, while the requirement of abelian gauge
invariance immediately rules out ‘CS terms of type III’
∑k
i<j<l=1
µ(ijl)
2
ǫκσρA(i)κ A
(j)
σ A
(l)
ρ ,
which would establish a coupling between three different U(1) gauge fields.
Let us now assume that this abelian gauge theory is compact and features a family of
Dirac monopoles [23] for each compact U(1) gauge group. That is, the complete spectrum
of Dirac monopoles consists of the magnetic charges g(i) = 2pim
(i)
e(i)
with m(i) ∈ Z, 1 ≤ i ≤ k
and e(i) the fundamental charge associated with the compact U(1) gauge group being
the ith factor in the direct product U(1)k. In this 2+1 dimensional Minkowsky setting,
these monopoles are, of course, instantons tunneling between states with flux difference
∆φ(i) = 2pim
(i)
e(i)
. A consistent implementation of these monopoles/instantons requires that
the topological masses in (4.2) and (4.3) are quantized as
µ(i) =
p
(i)
I e
(i)e(i)
π
with p
(i)
I ∈ Z (4.4)
µ(ij) =
p
(ij)
II e
(i)e(j)
π
with p
(ij)
II ∈ Z . (4.5)
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This will be shown in sections 6.3 and 7.3, where we will discuss these models in further
detail. The integral CS parameters p
(i)
I and p
(ij)
II now label the different elements of the
cohomology group
H4(B(U(1)k),Z) ≃ Zk+ 12k(k−1) , (4.6)
where a derivation of the isomorphism (4.6) is contained in appendix A.
We now have all the ingredients to make explicit the homomorphism (2.5) accompany-
ing the spontaneous symmetry breakdown of the gauge group U(1)k to the finite abelian
group H ≃ ZN(1) × · · ·×ZN(k). In terms of the integral CS parameters in (4.4) and (4.5),
it takes the form
H4(B(U(1)k),Z) −→ H3(H,U(1)) (4.7)
p
(i)
I 7−→ p(i)I mod N (i) (4.8)
p
(ij)
II 7−→ p(ij)II mod gcd(N (i), N (j)) , (4.9)
where the periodic parameters being the images of this mapping label the different 3-
cocycles (3.18) and (3.19) of type I and type II. The conclusion is that the long distance
physics of a spontaneously broken U(1)k CS theory of type I/II is described by a CS
theory of type I/II with the residual finite abelian gauge group H . We will illustrate this
result with two representative examples in sections 6 and 7. As a last obvious remark,
from (4.7) we also learn that abelian discrete H gauge theories with a CS action of type III
can not be obtained from a spontaneously broken U(1)k CS theory.
5 Quasi-quantum doubles
There are deep connections between two dimensional rational conformal field theory, three
dimensional topological field theory and quantum groups or Hopf algebras, e.g. [2, 34] and
references therein. Planar discrete H gauge theories, being examples of three dimensional
topological field theories, naturally fit in this general scheme. In [15], see also reference [9],
the Hopf algebra related to the discrete H gauge theory describing the long distance
physics of the spontaneously broken model (1.1) without CS term has been identified
as the quasitriangular Hopf algebra D(H) being the result [16] of applying Drinfeld’s
quantum double construction [17] to the abelian algebra F(H) of functions on the finite
group H . Following reference [9], we will simply refer to the Hopf algebra D(H) as the
quantum double. To proceed, according to the discussion of section 2, in the presence of
a nontrivial CS term SCS ∈ H4(BG,Z) for the broken gauge group G in the action (1.1),
the long distance physics of the model is described by a discrete H CS theory with 3-
cocycle ω ∈ H3(H,U(1)) determined by the natural homomorphism (2.5). As has been
pointed in [18], see also the references [19, 35], the related Hopf algebra now becomes the
so-called quasi-quantum double Dω(H) being a natural deformation of D(H) depending
on the 3-cocycle ω ∈ H3(H,U(1)).
To put the results outlined in the previous paragraph in historical perspective, the
quantum double D(H) and the corresponding quasi-quantum doubles Dω(H) were first
proposed by Dijkgraaf, Pasquier and Roche [16]. They identified these as the Hopf alge-
bras associated with certain two dimensional holomorphic orbifolds of rational conformal
field theories [36] and the related three dimensional topological field theories with finite
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gauge group H introduced by Dijkgraaf and Witten [29]. One of the essentially new obser-
vations in the references [9, 15, 18, 19, 35] in this respect was that such a topological field
theory finds a natural realization as the residual discrete H (CS) gauge theory describing
the long range physics of (CS) gauge theories (1.1) in which some continuous gauge group
G is spontaneously broken down to a finite subgroup H .
In this section, I recall the basic features of the quasi-quantum double Dω(H) for
abelian finite groupsH and subsequently elaborate on the unified description this algebraic
framework gives of the spin, braid and fusion properties of the particles in the spectrum of
a discrete H gauge theory with CS action ω ∈ H3(H,U(1)). For a general study of quasi-
Hopf algebras, the interested reader is referred to the original papers by Drinfeld [17] and
the excellent book by Shnider and Sternberg [37].
5.1 Dω(H) for abelian H
The quasi-quantum double Dω(H) for an abelian finite group H is spanned by the basis
elements 2 {PAB}A,B∈H representing a global symmetry transformation B ∈ H followed
by the operator PA projecting out the magnetic flux A ∈ H . The deformation of the
quantum double D(H) into the quasi-quantum double Dω(H) amounts to relaxing the
coassociativity condition for the comultiplication. That is, the comultiplication ∆ for
Dω(H) now satisfies the quasi-coassociativity condition [16]
(id⊗∆)∆(PAB ) = ϕ · (∆⊗ id)∆(PAB ) · ϕ−1 , (5.1)
with the invertible associator ϕ ∈ Dω(H)⊗3 defined in terms of the 3-cocycle ω for H as
ϕ :=
∑
A,B,C
ω−1(A,B,C) PA ⊗ PB ⊗ PC . (5.2)
The multiplication and comultiplication are deformed accordingly
PAB · PD C = δA,D PAB · C cA(B,C) (5.3)
∆(PAB ) =
∑
C·D=A
PC B ⊗ PDB cB(C,D) , (5.4)
where c denotes the 2-cocycle obtained from ω through the slant product (3.7) and δA,B
the Kronecker delta function for the group elements of H . The 2-cocycle relation (3.9)
satisfied by c implies that the multiplication (5.3) is associative and, in addition, that the
comultiplication (5.4) is indeed quasi-coassociative (5.1). By repeated use of the 3-cocycle
relation (3.6) for ω, one also easily verifies the relation
cA(C,D) cB(C,D) cC(A,B) cD(A,B) = cA·B(C,D) cC·D(A,B) , (5.5)
which indicates that the comultiplication (5.4) defines an algebra morphism from Dω(H)
to Dω(H)⊗2.
As mentioned before, the particles in the associated discrete H gauge theory with CS
action ω are labeled by a magnetic flux A ∈ H paired with a projective UIR α of H
defined as (3.8). Thus the spectrum can be presented as
(A, α ) , (5.6)
2In this paper, I cling to the notation set in the discussion of the quantum double D(H) in reference [9].
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where A runs over the different elements of H and α over the range of inequivalent
projective UIR’s (3.8) of H associated with the 2-cocycle cA given in (3.7). The spec-
trum (5.6) constitutes the complete set of inequivalent irreducible representations of the
quasi-quantum double Dω(H). The internal Hilbert space V Aα assigned to a given particle
(A, α ) is spanned by the states
{|A, αvj〉}j=1,...,dα , (5.7)
with αvj a basis vector and dα the dimension of the representation space associated with
α. The irreducible representation ΠAα of D
ω(H) carried by V Aα is then given by [16]
ΠAα ( PB C ) |A, αvj〉 = δA,B |A, α(C)ij αvi〉 . (5.8)
So, the global symmetry transformations C ∈ H affect the projective dyon charge α and
leave the abelian magnetic flux A invariant. The projection operator PB subsequently
projects out the flux B ∈ H . Note that although the dyon charges α are projective
representations of H , the action (5.8) defines an ordinary representation of the quasi-
quantum double: ΠAα ( PB C ) · ΠAα ( PD E ) = ΠAα ( PB C · PD E ).
As follows from the discussion in section 3.2, we may now distinguish two cases.
Depending on the actual 3-cocycle ω at hand, the 2-cocycle cA obtained from the slant
product (3.7) is either trivial or nontrivial. When cA is trivial, it can be written as the
coboundary (3.22) of a 1-cochain or phase factor εA. This situation occurs for the 2-
cocycles cA related to the 3-cocycles (3.18) of type I, the 3-cocycles (3.19) of type II and
products thereof. From the relations (3.8) and (3.22), we obtain that the inequivalent
(trivial) projective dyon charge representations for this case are of the form
α(C) = εA(C) Γ
n(1)··· n(k)(C) , (5.9)
where Γn
(1)··· n(k) denotes an ordinary (1-dimensional) UIR of H
Γn
(1)··· n(k)(C) = exp
(
k∑
l=1
2πı
N (l)
n(l)c(l)
)
. (5.10)
For a 3-cocycle of type I, the epsilon factor appearing in the dyon charge representa-
tion (5.9) is given by (3.23), while a 3-cocycle of type II leads to the factor (3.24). If we
are dealing with a 3-cocycle ω being a product of various 3-cocycles of type I and II, then
the total epsilon factor naturally becomes the product of the epsilon factors related to the
3-cocycles of type I and II constituting the total 3-cocycle ω. The 2-cocycles cA associated
to the 3-cocycles (3.20) of type III, in contrast, are nontrivial. As a consequence, the dyon
charges correspond to nontrivial higher dimensional irreducible projective representations
of H when the total 3-cocycle ω contains a factor of type III.
There is a spin assigned to the particles (5.6). In a counterclockwise rotation over an
angle of 2π, the dyon charge α of the particle (A, α) is transported around the flux A and
as a result of the AB effect picks up a global transformation α(A) by this flux. 3 The
element of Dω(H) that implements this effect is the central element
∑
B PB B. It signals
the flux of a given quantum state (5.7) and implements this flux on the dyon charge:
ΠAα (
∑
B
PB B ) |A, αvj〉 = |A, α(A)ij αvi〉 . (5.11)
3Of course, a small separation between the dyon charge α and the flux A is required for this
interpretation.
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Upon using (3.8) and subsequently (3.7), we infer that the matrix α(A) commutes with
all other matrices appearing in the projective UIR α of H
α(A) · α(B) = cA(A,B)
cA(B,A)
α(B) · α(A) = α(B) · α(A) ∀B ∈ H. (5.12)
From Schur’s lemma, we then conclude that α(A) is proportional to the unit matrix in
this irreducible projective representation of H
α(A) = e2piıs(A,α) 1α , (5.13)
where s(A,α) denotes the spin carried by the particle (A, α ) and 1α the unit matrix.
Relation (5.13), in particular, reveals the physical relevance of the epsilon factors entering
the definition (5.9) of the dyon charges in the presence of CS actions of type I and/or
type II. Under a counterclockwise rotation over an angle of 2π, they give rise to an
additional spin factor εA(A) in the internal quantum state describing a particle carrying
the magnetic flux A. To keep track of the writhing of the trajectories of the particles
and the associated nontrivial spin factors (5.13), the particle trajectories are depicted by
ribbons instead of lines in the following. See, for instance, figure 1.
The action (5.8) of the quasi-quantum double Dω(H) is extended to two-particle states
by means of the comultiplication (5.4). Specifically, the tensor product representation
(ΠAα ⊗ ΠBβ , V Aα ⊗ V Bβ ) of Dω(H) associated to a system consisting of the two particles
(A, α ) and (B, β ) is defined by the action ΠAα ⊗ ΠBβ (∆(PAB )). The tensor product
representation of the quasi-quantum double related to a system of three particles (A, α ),
(B, β ) and (C, γ ) may now be defined either through (∆⊗ id)∆ or through (id⊗∆)∆.
Let (V Aα ⊗V Bβ )⊗V Cγ denote the representation space corresponding to (∆⊗id)∆ and V Aα ⊗
(V Bβ ⊗V Cγ ) the one corresponding to (id⊗∆)∆. The quasi-coassociativity condition (5.1)
indicates that these representations are equivalent. To be precise, their equivalence is
established by the nontrivial isomorphism or intertwiner
Φ : (V Aα ⊗ V Bβ )⊗ V Cγ −→ V Aα ⊗ (V Bβ ⊗ V Cγ ) , (5.14)
with Φ := ΠAα⊗ΠBβ⊗ΠCγ (ϕ) = ω−1(A,B,C), where I used relation (5.2) in the last equality
sign. Finally, the 3-cocycle relation (3.6) implies consistency in rearranging the brackets,
i.e. commutativity of the following pentagonal diagram 4
((VA ⊗ VB)⊗ VC)⊗ VD Φ⊗1→ (VA ⊗ (VB ⊗ VC))⊗ VD (id⊗∆⊗id)(Φ)−→ VA ⊗ ((VB ⊗ VC)⊗ VD)
↓ (∆⊗id⊗id)(Φ) ↓ 1⊗Φ
(VA ⊗ VB)⊗ (VC ⊗ VD) (id⊗id⊗∆)(Φ)−→ VA ⊗ (VB ⊗ (VC ⊗ VD)) .
The braid operation is implemented by the so-called universal R-matrix being the
element R =
∑
C,D PC ⊗ PD C of Dω(H)⊗2 which acts on a given two-particle state as
a global symmetry transformation on the second particle by the flux of the first particle.
The physical braid operatorR establishing a counterclockwise interchange of two particles
4Here, we momentarily use the abbreviation VA := V
A
α .
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(A, α ) and (B, β ) is then defined as the action of this R-matrix followed by a permutation
σ of the two particles, i.e.
RABαβ := σ ◦ (ΠAα ⊗ ΠBβ )(R ) . (5.15)
So, on the two-particle internal Hilbert space V Aα ⊗ V Bβ , the braid operator R acts as
R |A, αvj〉|B, βvl〉 = |B, β(A)ml βvm〉|A, αvj〉 . (5.16)
From (5.9) and (5.16), we then learn that the particles in an abelian discrete H gauge the-
ories endowed with a CS action of type I and/or type II obey abelian braid statistics. That
is, the effect of braiding two particles in these theories is just an AB phase in the (scalar)
internal wave function, where on top of the conventional AB phase Γn
(1)··· n(k)(A) for a
global H charge n(1) · · · n(k) and a magnetic flux B the epsilon factors (3.23) and (3.24)
represent additional AB phases generated between the magnetic fluxes. This picture
changes drastically in the presence of a CS action of type III. In that case, the expres-
sion (5.16) indicates that the higher dimensional internal charge of a particle (B, β ) picks
up an AB matrix β(A) upon encircling another remote particle (A, α ) in a counterclock-
wise fashion. In the same process, the particle (A, α ) picks up the AB matrix α(B).
Thus, the introduction of a CS action of type III in an abelian discrete gauge theory
leads to nonabelian phenomena. In particular, the multi-particle configurations in such a
theory generally realize nonabelian braid statistics.
1 2 3
1 2 3
1 2 3
1 2 3
Figure 1: Compatibility of fusion and braiding as expressed by the quasitriangularity
conditions. It makes no difference whether a third particle braids with two particles
separately or with the composite that arises after fusing these two particles. The ribbons
represent the trajectories of the particles.
Relation (3.7) implies that the comultiplication (5.4), the associator (5.14) and the
braid operator (5.15) satisfy the so-called quasitriangularity conditions:
R∆(PAB ) = ∆(PAB )R (5.17)
(id⊗∆)(R) = Φ−1 R2 Φ R1 Φ−1 (5.18)
(∆⊗ id)(R) = Φ R1 Φ−1 R2 Φ . (5.19)
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Here, the braid operator R1 acts as R ⊗ 1 on the three particle internal Hilbert space
(V Aα ⊗ V Bβ )⊗ V Cγ and R2 as 1⊗R on V Aα ⊗ (V Bβ ⊗ V Cγ ). The condition (5.17) obviously
states that the action of Dω(H) on a two-particle internal Hilbert space commutes with
the braid operation. The conditions (5.18) and (5.19), in turn, indicate that the following
hexagonal diagrams commute
V Aα ⊗ (V Bβ ⊗ V Cγ ) Φ
−1→ (V Aα ⊗ V Bβ )⊗ V Cγ R1→ (V Bβ ⊗ V Aα )⊗ V Cγ
↓ (id⊗∆)(R) ↓ Φ
(V Bβ ⊗ V Cγ )⊗ V Aα Φ
−1← V Bβ ⊗ (V Cγ ⊗ V Aα ) R2← V Bβ ⊗ (V Aα ⊗ V Cγ )
(V Aα ⊗ V Bβ )⊗ V Cγ Φ→ V Aα ⊗ (V Bβ ⊗ V Cγ ) R2→ V Aα ⊗ (V Cγ ⊗ V Bβ )
↓ (∆⊗id)(R) ↓ Φ−1
V Cγ ⊗ (V Aα ⊗ V Bβ ) Φ← (V Cγ ⊗ V Aα )⊗ V Bβ R1← (V Aα ⊗ V Cγ )⊗ V Bβ .
In other words, these conditions express the compatibility of braiding and fusion as de-
picted in figure 1.
Due to the finite order of the braid operator, multi-particle systems in planar dis-
crete gauge theories without CS action realize representations of factor groups 5 of the
well-known braid groups [9, 35]. This property persists if one adds a CS action ω ∈
H3(H,U(1)) to an abelian discrete H gauge theory (or a nonabelian one for that matter).
However, from the quasitriangularity conditions (5.17)–(5.19), we infer that instead of the
ordinary Yang-Baxter equation, the braid operators now satisfy the quasi-Yang-Baxter
equation
R1 Φ−1R2 Φ R1 = Φ−1R2 Φ R1 Φ−1R2Φ . (5.20)
Hence, the truncated braid group representations realized by the multi-particle systems
in abelian discrete CS gauge theories in principle involve the associator (5.2), which takes
care of the rearrangement of brackets. Let (((V A1α1 ⊗ V A2α2 )⊗ · · · ⊗ V An−1αn−1 )⊗ V Anαn ) denote
an internal Hilbert space for a system of n particles. Thus, all left brackets occur at the
beginning. Depending on whether we are dealing with a system of identical particles, dis-
tinguishable particles, or a system consisting of different subsystems of identical particles,
the associated n-particle internal Hilbert space (((V A1α1 ⊗V A2α2 )⊗· · ·⊗V An−1αn−1 )⊗V Anαn ) then
carries an unitary representation of an ordinary truncated braid group, a colored trun-
cated braid group or a partially colored truncated braid group on n strands respectively.
This representation is defined by the formal assignment [38]
τi 7−→ Φ−1i Ri Φi , (5.21)
with 1 ≤ i ≤ n− 1 and
Ri := 1⊗(i−1) ⊗R⊗ 1⊗(n−i−1) (5.22)
Φi :=
(
n⊗
i=1
ΠAiαi
)(
∆i−2L (ϕ)⊗ 1⊗(n−i−1)
)
. (5.23)
Here, ϕ is the associator (5.2), whereas the object ∆L stands for the mapping
∆L( PC1 D1 ⊗ PC2 D2 ⊗ · · · ⊗ PCm Dm ) := ∆(PC1 D1 )⊗ PC2 D2 ⊗ · · · ⊗ PCm Dm ,
5The definition of these so-called truncated braid groups can be found in appendix B.
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from Dω(H)⊗m to Dω(H)⊗(m+1) and ∆kL for the associated mapping from D
ω(H)⊗m to
Dω(H)⊗(m+k) being the result of applying ∆L k times. The isomorphism (5.23) now
parenthesizes the adjacent internal Hilbert spaces V Aiαi and V
Ai+1
αi+1
and Ri acts as (5.16)
on this pair of internal Hilbert spaces. At this point, it is important to note that the
3-cocycles of type I and type II, displayed in (3.18) and (3.19), are symmetric in the two
last entries, i.e. ω(A,B,C) = ω(A,C,B). This implies that the isomorphism Φi commutes
with the braid operation Ri for these 3-cocycles. A similar observation appears for the
3-cocycles of type III given in (3.20). To start with, Φi obviously commutes with Ri, iff
the exchanged particles carry the same fluxes, that is, Ai = Ai+1. Since the 3-cocycles of
type III are not symmetric in their last two entries, this no longer holds when the particles
carry different fluxes Ai 6= Ai+1. In this case, however, only the monodromy operation
R2i is relevant, which clearly commutes with the isomorphism Φi. The conclusion is that
the isomorphism Φi drops out of the formal definition (5.21) of the truncated braid group
representations in CS theories with an abelian finite gauge group H . It should be stressed,
though, that this simplification only occurs for abelian gauge groups H . In CS theories
with a nonabelian finite gauge group, in which the fluxes exhibit flux metamorphosis [11],
the isomorphism Φi has to be taken into account [35].
All in all, the internal Hilbert space of a multi-particle system in an abelian dis-
crete gauge theory with CS action ω ∈ H3(H,U(1)) carries a representation of he quasi-
quantum double Dω(H) and some truncated braid group. Both representations are in
general reducible. It is now easily verified that relation (5.17) extends to an internal
Hilbert space describing an arbitrary number of particles and states that the action of the
quasi-quantum double commutes with the action of the related truncated braid group.
Hence, the multi-particle internal Hilbert space in these theories, in fact, decomposes into
irreducible subspaces under the action of the direct product of Dω(H) and the related
truncated braid group. I will discuss this decomposition and the relation with the spins
assigned to the particles in further detail in the following subsection.
As a last remark, it can be shown [16] that the deformation of the quantum double
D(H) into the quasi-quantum double Dω(H) just depends on the cohomology class of
ω in H3(H,U(1). That is, the quasi-quantum double Dωδβ(H) with δβ a 3-coboundary
is isomorphic to Dω(H), which is consistent with the fact (see section 3.2) that these
3-cocycles define equivalent CS theories.
5.2 Fusion, spin and braid statistics
Let (ΠAα , V
A
α ) and (Π
B
β , V
B
β ) be two irreducible representations of D
ω(H) defined in (5.8).
The tensor product representation (ΠAα ⊗ΠBβ , V Aα ⊗ V Bβ ) constructed by means of the co-
multiplication (5.4) in general decomposes into a direct sum of irreducible representations
ΠAα ⊗ ΠBβ =
⊕
C,γ
NABγαβC Π
C
γ , (5.24)
with NABγαβC the multiplicity of the irreducible representation (Π
C
γ , V
C
γ ) given by [16]
NABγαβC =
1
|H|
∑
D,E
tr
(
ΠAα ⊗ ΠBβ (∆(PED ))
)
tr
(
ΠCγ ( PED )
)∗
(5.25)
= δC,A·B
1
|H|
∑
D
tr (α(D)) tr (β(D)) tr (γ(D))∗ cD(A,B) .
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Here, tr stands for taking the trace, |H| for the order of the abelian group H , ∗ for
complex conjugation and cD(A,B) for the 2-cocycle (3.7). The so-called fusion rule (5.24)
determines which particles (C, γ ) can be formed in the composition of two given particles
(A, α ) and (B, β ), or if read backwards, gives the decay channels of the particle (C, γ ).
The Kronecker delta in (5.25) then indicates that the various composites (C, γ ) which
may result from fusing the particles (A, α ) and (B, β ) carry the flux C = A ·B, whereas
the rest of the formula determines the composition rules for the dyon charges α and β.
The fusion algebra spanned by the elements ΠAα with multiplication rule (5.24) is
commutative and associative and can therefore be diagonalized. The matrix implementing
this diagonalization is the so-called modular S matrix [39]
SABαβ =
1
|H| tr R
−2 AB
αβ =
1
|H| tr (α(B))
∗ tr (β(A))∗ . (5.26)
This matrix contains all information concerning the fusion algebra (5.24). In particular,
the multiplicities (5.25) can be expressed in terms of the modular S matrix by means of
Verlinde’s formula [39]
NABγαβC =
∑
D,δ
SADαδ S
BD
βδ (S
∗)CDγδ
SeD0δ
. (5.27)
Whereas the modular S matrix is determined through the monodromy operator following
from (5.16), the modular matrix T contains the spin factors (5.13) assigned to the particles
in the spectrum of an abelian discrete H CS theory
TABαβ = δα,β δ
A,B exp(2πıs(A,α)) = δα,β δ
A,B 1
dα
tr (α(A)) , (5.28)
with dα the dimension of the projective dyon charge representation α. The matrices (5.26)
and (5.28) now realize an unitary representation of the discrete modular group SL(2,Z)
with the following relations [36]
C = (ST )3 = S2 , (5.29)
S∗ = CS = S−1 , St = S , (5.30)
T ∗ = T−1 , T t = T , (5.31)
The relations (5.30) and (5.31) express the fact that the matrices (5.26) and (5.28) are
symmetric and unitary. To proceed, the matrix C defined in (5.29) represents the charge
conjugation operator which assigns an unique anti-partner C (A, α ) = ( A¯, α¯ ) to ev-
ery particle (A, α ) in the spectrum such that the vacuum channel occurs in the fusion
rule (5.24) for the particle/anti-particle pairs. Also note that the complete set of re-
lations (5.30)–(5.31) indicate that the charge conjugation matrix C commutes with the
modular matrix T , which implies that a given particle carries the same spin as its anti-
partner.
We are now well prepared to address the issue of braid statistics and the fate of the
spin-statistics connection in these 2+1 dimensional models. Let me emphasize from the
outset that much of what follows has been established elsewhere in a more general setting.
See for instance [34, 40] and the references therein for the 1+1 dimensional conformal field
theory point of view and [2, 41] for the related 2+1 dimensional space time perspective.
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We first focus on a system consisting of two distinguishable particles (A, α ) and
(B, β ). The associated two particle internal Hilbert space V Aα ⊗ V Bβ carries a representa-
tion of the cyclic truncated colored braid group P (2, m) ≃ Zm/2 (defined in appendix B)
with m/2 ∈ Z the order of the monodromy matrix R2 depending on the nature of the
two particles. The aforementioned representation decomposes into a direct sum of one
dimensional irreducible subspaces, each being labeled by the associated eigenvalue of the
monodromy matrix R2. As follows immediately from relation (5.17), the monodromy
operation commutes with the action of the quasi-quantum double. This implies that the
decomposition (5.24) simultaneously diagonalizes the monodromy matrix. That is, the
two particle total flux/charge eigenstates spanning a given fusion channel V Cγ all carry the
same monodromy eigenvalue, which in addition can be shown to satisfy the generalized
spin-statistics connection [16]
KABCαβγ R2 = e2piı(s(C,γ)−s(A,α)−s(B,β)) KABCαβγ . (5.32)
Here, KABCαβγ stands for the projection on the irreducible component V
C
γ of V
A
α ⊗ V Bβ . So,
the monodromy operation on a two particle state in a given fusion channel is the same
as a clockwise rotation over an angle of 2π of the two particles separately accompanied
by a counterclockwise rotation over an angle of 2π of the single particle state emerging
after fusion. This is consistent with the fact that these two processes can be continuously
deformed into each other, which is easily verified with the associated ribbon diagrams
depicted in figure 2. The discussion can now be summarized by the statement that
the total internal Hilbert space V Aα ⊗ V Bβ decomposes into the following direct sum of
irreducible representations of the direct product Dω(H)× P (2, m)⊕
C,γ
NABγαβC (Π
C
γ ,ΛC−A−B) , (5.33)
where ΛC−A−B denotes the one dimensional irreducible representation of P (2, m) in which
the generator γ12 of P (2, m) acts as (5.32).
Figure 2: Generalized spin-statistics connection. The displayed ribbon diagrams are
homotopic as can be checked with a pair of pants. In other words, a monodromy of
two particles in a given fusion channel followed by fusion of the pair can be continuously
deformed into the process describing a rotation over an angle of −2π of the two particles
seperately followed by fusion of the pair and a final rotation over an angle of 2π of the
composite.
The discussion for a system of two identical particles (A, α ) is similar. The total in-
ternal Hilbert space V Aα ⊗V Aα now decomposes into one dimensional irreducible subspaces
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under the action of the cyclic truncated braid group B(2, m) ≃ Zm. In the conventions set
in appendix B, m denotes the order of the braid operator R, which depends on the system
under consideration. By the same argument as before, the two particle total flux/charge
eigenstates spanning a given fusion channel V Cγ all carry the same one dimensional repre-
sentation of B(2, m). The quantum statistics phase assigned to this channel now satisfies
the square root version of the generalized spin-statistics connection (5.32)
KAACααγ R = ǫ epiı(s(C,γ)−2s(A,α)) KAACααγ , (5.34)
with ǫ a sign depending on whether the fusion channel V Cγ appears in a symmetric or an
anti-symmetric fashion [34]. Thus, the internal space Hilbert space for a system of two
identical particles (A, α ) breaks up into the following irreducible representations of the
direct product Dω(H)×B(2, m)
⊕
C,γ
NAAγααC (Π
C
γ ,ΛC−2A) , (5.35)
with ΛC−2A the one dimensional representation of the truncated braid group B(2, m)
defined in (5.34).
In fact, the generalized spin-statistics connection (5.34) incorporates the so-called
canonical one. This can be seen using a topological proof of the canonical spin-statistics
connection orginally due to Finkelstein and Rubinstein [42]. Finkelstein and Rubinstein
restricted themselves to skyrmions in 3+1 dimensions, but their argument naturally ex-
tends to particles in 2+1 dimensional space time. (See also reference [43] and [41] for
an algebraic approach.) The crucial ingredient in their topological proof of the canonical
spin-statistics connection for a given model is the existence of an anti-particle for every
particle in the spectrum such that the pair can annihilate into the vacuum after fusion.
Given this, one may then consider the process depicted at the l.h.s. of the equality sign
in figure 3. It describes the creation of two separate identical particle/anti-particle pairs
from the vacuum, a subsequent counterclockwise exchange of the particles of the two
pairs and a final annihilation of the two pairs. It is readily checked that the closed ribbon
associated with the process just explained can be continuously deformed into the ribbon
at the r.h.s. of figure 3 corresponding to a counterclockwise rotation of the particle over
an angle of 2π around its own centre. In other words, the effect of interchanging two
identical particles in a consistent quantum description should be the same as the effect of
rotating one particle over an angle of 2π around its centre. The effect of this rotation in
the wave function is the spin factor exp(2πıs) with s the spin of the particle (which may
take any real value in 2+1 dimensional space time). Therefore, the result of exchanging
the two identical particles necessarily boils down to a quantum statistical phase factor
exp(ıΘ) in the wave function being the same as the spin factor
exp(ıΘ) = exp(2πıs) . (5.36)
This relation is known as the canonical spin-statistics connection. Actually, a further
consistency condition can be inferred from this ribbon argument. The writhing in the
particle trajectory can be continuously deformed into a writhing with the same orientation
in the anti-particle trajectory. Hence, the anti-particle necessarily carries the same spin
and statistics as the particle.
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Figure 3: Canonical spin-statistics connection. The particle trajectories describing a
counterclockwise interchange of two particles in separate particle/anti-particle pairs (the
8 laying on its back) can be continuously deformed into a single pair in which the particle
undergoes a counterclockwise rotation over an angle of 2π around its own centre (the 0
with a twisted leg).
The basic assertions for the foregoing topological proof of the canonical spin-statistics
connection are satisfied in the abelian discrete H CS theories under consideration. That
is to say, for every particle (A, α ) in the spectrum there exists an anti-particle ( A¯, α¯ )
such that under the proper composition the pair acquires the quantum numbers of the
vacuum and may decay. Moreover, as indicated by the fact that the charge conjugation
operator C commutes with the modular matrix T , every particle carries the same spin as
its anti-partner. It should be noted now that the ribbon argument in figure 3 actually
only applies to states in which the particles that propagate along the exchanged ribbons
are in strictly identical internal states. Otherwise the ribbons can not be closed. Indeed,
we find that the action (5.16) of the braid operator on two particles in identical internal
flux/charge eigenstates
R |A, αvj〉|A, αvj〉 = |A, α ( Ah1 )mj αvm〉|A, αvj〉 , (5.37)
boils down to the diagonal matrix (5.13) and therefore to the same spin factor (5.38)
exp(ıΘ(A,α)) = exp(2πıs(A,α)) , (5.38)
for all j. The conclusion is that the canonical spin-statistics connection holds in the fusion
channels spanned by linear combinations of the states (5.37) in which the particles are
in strictly identical internal flux/charge eigenstates. The quantum statistics phase (5.34)
assigned to these channels reduces to the spin factor in (5.38). Thus the effect of a
counterclockwise interchange of the two particles in the states in these channels is the
same as the effect of rotating one of the particles over an angle of 2π. To conclude, the
closed ribbon proof does not apply to the other channels and we are left with the more
involved connection (5.34) following from the open ribbon argument displayed in figure 2.
Higher dimensional irreducible truncated braid group representations are conceivable
for systems consisting of more than two particles in abelian discrete H gauge theories with
a type III CS action (3.20). The occurrence of such representations simply means that the
generators of the associated truncated braid group can not be diagonalized simultaneously.
What happens in this situation is that under the full set of braid operations, the system
jumps between isotypical fusion channels, i.e. fusion channels of the same type or ‘color’.
Let us make this statement more precise. To keep the discussion general, we do not spec-
ify the nature of the particles in the system. Depending on whether the system consists
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of identical particles, distinguishable particles or some ‘mixture’, we are dealing with a
truncated braid group, a colored truncated braid group or a partially colored truncated
braid group respectively. The decomposition of the internal Hilbert for a system of more
then two particles into a direct sum of irreducible subspaces (or fusion channels) under
the action of the quasi-quantum double Dω(H) simply follow from the fusion rules (5.24)
and the fact that the fusion algebra is associative. Given that the action of the associated
truncated braid group commutes with that of the quasi-quantum double, we are left with
two possibilities. On the one hand, there will in general be some fusion channels being
separately invariant under the action of the associated truncated braid group. As in the
two particle systems discussed before, the total flux/charge eigenstates spanning such a
fusion channel, say V Cγ , carry the same one dimensional irreducible representation Λabelian
of the related truncated braid group. That is, these states realize abelian braid statistics
with the same quantum statistics or monodromy phase. So, the fusion channel V Cγ carries
the irreducible representation (ΠCγ ,Λabelian) of the direct product of the quasi-quantum
double and the related truncated braid group. On the other hand, it is also feasible that
states carrying the same total flux and charge in different (isotypical) fusion channels
are mixed under the action of the related truncated braid group. In that case, we are
dealing with a higher dimensional irreducible representation of the truncated braid group
or nonabelian braid statistics. Note that nonabelian braid statistics is conceivable, if and
only if some fusion channel, say V Dδ , occurs more then once in the decomposition of the
Hilbert space under the action of Dω(H). Only then there are some orthogonal states
with the same total flux and charge available to span an higher dimensional irreducible
representation of the associated truncated braid group. The number n of fusion chan-
nels V Dδ related by the action of the braid operators now constitutes the dimension of
the irreducible representation Λnonabelian of the braid group and the multiplicity of this
representation is the dimension d of the fusion channel V Dδ . To conclude, the direct sum
of these n fusion channels V Dδ then carries an n · d dimensional irreducible representation
(ΠDδ ,Λnonabelian) of the direct product of D
ω(H) and the associated truncated braid group.
6 U (1) Chern-Simons theory
We turn to the simplest example of a spontaneously broken CS gauge theory, namely the
planar abelian Higgs model equipped with a CS term (4.2) for the gauge fields. So, the
action of the model under consideration reads
S =
∫
d 3x (LYMH + Lmatter + LCSI) (6.1)
LYMH = −1
4
F κνFκν + (DκΦ)∗DκΦ− V (|Φ|) (6.2)
Lmatter = −jκAκ (6.3)
LCSI = µ
2
ǫκντAκ∂νAτ , (6.4)
where the Higgs field Φ is assumed to carry the global U(1) charge Ne. In our conventions,
this means that the covariant derivative takes the form DκΦ = (∂κ + ıNeAκ)Φ. Further,
the Higgs potential
V (|Φ|) = λ
4
(|Φ|2 − v2)2 with λ, v > 0 , (6.5)
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endows the Higgs field Φ with a nonvanishing vacuum expectation value |〈Φ〉| = v. So,
the compact U(1) gauge symmetry is spontaneously broken to the finite cyclic subgroup
ZN at the energy scale MH = v
√
2λ. Finally, the matter charges q introduced by the
current jκ in (6.3) are assumed to be multiples of the fundamental charge unit e. That
is, q = ne with n ∈ Z.
In fact, with the incorporation of the topological CS term (6.4), the complete phase
diagram for a compact planar U(1) gauge theory endowed with matter exhibits the fol-
lowing structure. Depending on the parameters in our model (6.1) and the presence of
Dirac monopoles/instantons, we can distinguish the phases:
• µ = v = 0 ⇒ Coulomb phase. The spectrum consists of the quantized matter
charges q = ne exhibitting Coulomb interactions, where the Coulomb potential
depends logarithmically on the distances between the charges in this two spatial
dimensional setting.
• µ = v = 0 with Dirac monopoles ⇒ confining phase. As has been shown by
Polyakov [26], the contribution of monopoles/instantons to the partition function
leads to linear confinement of the quantized charges q.
• v 6= 0, µ = 0 ⇒ ZN Higgs phase, e.g. [9, 15] and references therein. The spec-
trum consists of screened matter charges q = ne, magnetic fluxes quantized as
φ = 2pia
Ne
with a ∈ Z and dyonic combinations. The long range interactions are
topological AB interactions: in the process of circumnavigating a flux φ counter-
clockwise with a matter charge q, for instance, the wave function of the system
picks up the AB phase exp(ıqφ). Under these remaining long range interactions,
the charges and fluxes become ZN quantum numbers. Further, in the presence of
Dirac monopoles/instantons, magnetic flux a is conserved modulo N .
• v = 0, µ 6= 0⇒ CS electrodynamics [1]. The gauge fields carry the topological mass
|µ|. The charges q = ne constituting the spectrum are screened by induced mag-
netic fluxes φ = −q/µ. The long range interactions between the matter charges are
AB interactions with coupling constant ∼ 1/µ, i.e. a counterclockwise monodromy
involving a charge q and a charge q′ gives rise [22] to the AB phase exp(−ıqq′/µ).
It has been argued [25, 27, 28] that the presence of Dirac monopoles does not lead
to confinement of the matter charges in this massive CS phase. A consistent imple-
mentation of Dirac monopoles requires that the topological mass is quantized [25]
as pe
2
pi
with p ∈ Z. The Dirac monopoles then describe tunneling events between
particles with charge difference ∆q = 2pe with p the integral CS parameter. Thus,
the spectrum only contains a total number of 2p− 1 distinct stable charges in this
case.
• v 6= 0, µ 6= 0 ⇒ ZN CS Higgs phase [14, 18, 19, 35]. Again, the spectrum features
screened matter charges q = ne, magnetic fluxes quantized as φ = 2pia
Ne
with a ∈ Z
and dyonic combinations. In this phase, we have the conventional long range AB
interaction exp(ıqφ) between charges and fluxes, and, in addition, AB interactions
exp(ıµφφ′) between the fluxes themselves [14, 18]. Under these interactions, the
charges then obviously remain ZN quantum numbers, whereas a compactification of
the magnetic flux quantum numbers only occurs for fractional values of the topolog-
ical mass µ [18]. In particular, the aforementioned quantization of the topological
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mass required in the presence of Dirac monopoles renders the magnetic fluxes to
be ZN quantum numbers. The flux tunneling ∆a = −N induced by the minimal
Dirac monopole is now accompanied by a charge jump ∆n = 2p, with p the integral
CS parameter. Finally, as implied by the homomorphism (4.8) for this case, the
CS parameter becomes periodic in this broken phase, that is, there are just N − 1
distinct ZN CS Higgs phases in which both charges and fluxes are ZN quantum
numbers [18, 19].
In this section, we just focus on the phases summarized in the last two items. The
discussion is organized as follows. Subsection 6.1 contains a brief exposition of CS elec-
trodynamics featuring Dirac monopoles. In subsection 6.2, we then turn to the CS Higgs
screening mechanism for the electromagnetic fields generated by the matter charges and
the magnetic vortices in the broken phase and establish the above mentioned long range
AB interactions between these particles. To conclude, a detailed discussion of the discrete
ZN CS gauge theory describing the long distance physics in the broken phase is presented
in subsection 6.3.
6.1 Dirac monopoles and topological mass quantization
For future use and reference, I begin by briefly reviewing the basic features of CS elec-
trodynamics, i.e. we set the symmetry breaking scale in our model (6.1) to zero for the
moment (v = 0) and take µ 6= 0. Varying the action (6.1) w.r.t. the vector potential Aκ
then yields the field equations
∂νF
νκ + µǫκντ∂νAτ = j
κ + jκH , (6.6)
where
jκH = ıNe(Φ
∗DκΦ− (DκΦ)∗Φ) , (6.7)
denotes the Higgs current and jκ the matter current in (6.3). These field equations indicate
that the gauge fields are massive. To be precise, this model features a single component
photon carrying the topological mass |µ| [1]. So, the electromagnetic fields generated by
the currents in (6.6) are screened: they fall off exponentially with mass |µ|. Hence, at
distances ≫ 1/|µ| the Maxwell term in (6.6) can be neglected which immediately reveals
how the screening mechanism operating in CS electrodynamics works. The currents jκ
and jκH induce magnetic flux currents −12ǫκντ∂νAτ exactly screening the electromagnetic
fields generated by jκ and jκH . Specifically, from Gauss’ law
Q = q + qH + µφ = 0 , (6.8)
with Q =
∫
d 2x∇·E = 0, q = ∫ d 2x j0, qH = ∫ d 2x j0H and φ = ∫ d 2x ǫij∂iAj , we learn that
the CS screening mechanism attaches fluxes φ = −q/µ and φH = −qH/µ of characteristic
size 1/|µ| to the point charges q and qH respectively [1].
The remaining long range interactions between these screened charges q are the topo-
logical AB interactions [10] implied by the matter coupling (6.3) and the CS coupling (6.4).
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These can be summarized [22] as 6
R2 |q〉|q′〉 = e−ı qq
′
µ |q〉|q′〉 (6.9)
R |q〉|q〉 = e−ı qq2µ |q〉|q〉 . (6.10)
So, the particles in this theory realize abelian braid statistics. Particularly, relation (6.10)
indicates that identical particle configurations in general exhibit anyon statistics [3] with
quantum statistics phase exp(ıΘq) = exp(−ı qq2µ) depending on the square of the charge q
of the particles and the inverse of the topological mass µ. Further, the assertions for the
topological proof of the canonical spin-statistics connection (5.36) are obviously satisfied
in this model. Hence, a rotation of a charge q over an angle of 2π gives rise to the spin
factor exp(2πısq) = exp(ıΘq) = exp(−ı qq2µ).
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Figure 4: Spectrum of unbroken U(1) CS theory. We depict the flux φ versus the global
U(1) charge q. The CS parameter µ is set to its minimal nontrivial value µ = e
2
pi
, i.e.
p = 1. The arrow represents the effect of a charged Dirac monopole/instanton, which
shows that there is just one stable (fermionic) particle in this theory.
Let us now assume that this compact U(1) CS gauge theory features singular Dirac
monopoles [23] carrying magnetic charges quantized as g = 2pim
e
with m ∈ Z. In this 2+1
6In this paper, I adopt the conventions set in reference [9] and [35]. Accordingly, the quantum state
|q〉 := |q,x〉 describes a single particle carrying charge q located at some position x in the plane. Further,
I use a gauge in which the nontrivial parallel transport in the gauge fields around the fluxes φ carried by
the particles takes place in thin strips or Dirac strings starting at the locations of the particles and going
off to spatial infinity in the direction of the positive vertical axis. Also, in constructing multi-particle
wave function, the particle located most left in the plane by convention appears most left in the tensor
product and so on. Finally, the topological interactions are absorbed in the boundary conditions of the
(multi-) particle wave functions, i.e. I work with multi-valued wave functions propagating with completely
free Lagrangians.
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dimensional model, these monopoles become instantons corresponding to tunneling events
between states with flux difference and to obey Gauss’ law (6.8) also charge difference [24,
25, 27, 28]. To be explicit, the minimal Dirac monopole induces the tunneling
instanton:
{
∆φ = −2pi
e
∆q = µ2pi
e
.
(6.11)
A consistent implementation of these Dirac monopoles requires the quantization of the
matter charges q in multiples of e and as a direct consequence quantization of the topolog-
ical mass µ. Dirac’s argument [23] works also in the presence of a CS term. In this case,
the argument goes as follows. The tunneling event (6.11) corresponding to the minimal
Dirac monopole should be invisible to the monodromies (6.9) with the charges q present
in our model. In other words, the AB phase exp(−ı q∆q
µ
) = exp(−ı2piq
e
) should be trivial,
which implies the charge quantization q = ne with n ∈ Z. Furthermore, the tunneling
event (6.11) should respect this quantization rule for q. So, the charge jump has to be
a multiple of e: ∆q = µ2pi
e
= pe with p ∈ Z, which leads to the quantization µ = pe2
2pi
.
There is, however, a further restriction on the values of the topological mass µ. So far, we
have only considered the monodromies in this theory, but the particles connected by Dirac
monopoles should as a matter of course also have the same quantum statistics phase (6.10)
or equivalently the same spin factor. In particular, the spin factor for the charge ∆q con-
nected to the vacuum q = 0 should be trivial: exp(−ı (∆q)2
2µ
) = exp(−ıµ
2
(2pi
e
)2) = 1. The
conclusion then becomes that in the presence of Dirac monopoles the topological mass is
necessarily quantized as 7
µ =
pe2
π
with p ∈ Z , (6.12)
which is the result alluded to in (4.4). To conclude the argument, substituting rela-
tion (6.12) into expression (6.11) reveals that the presence of Dirac monopoles/instantons
imply that the quantized charges q = ne are conserved modulo 2pe with p being the
integral CS parameter. Thus, the spectrum of this unbroken U(1) CS theory just consists
of 2p− 1 stable charges q = ne screened by the induced magnetic fluxes φ = −q/µ. (See
also [19, 28, 44] and references therein.) We have depicted this spectrum for p = 1 in
figure 4.
Alternatively, we may embed a U(1) CS theory in a nonabelian compact CS gauge
theory. In that case, the whole or part of the foregoing spectrum of singular Dirac
monopoles turns into regular ’t Hooft-Polyakov monopoles (e.g. [9, 45, 46] and refer-
ences therein). As will be illustrated next with two representative examples, the correct
quantization of the topological mass is automatic. This is as it should, since the regular
monopoles/instantons, in any case, can not be left out in such a theory. Let us first
consider a CS theory in which the gauge group SU(2) is spontaneously broken down to
U(1) [18, 19]. It is well-known (e.g. Deser et al. in reference [1]) that in order to end up
7The observation that a consistent implementation of Dirac monopoles implies the quantization of
the topological mass µ was first made by Henneaux and Teitelboim [24]. However, they only used
the monodromy part of the above argument and did not implement the demand that the particles
connected by Dirac monopoles should give rise the same spin factor. As a consequence, they arrived
at the aforementioned erroneous finer quantization µ = pe
2
2pi . Subsequently, Pisarski derived the correct
quantization (6.12) by considering gauge transformations in the background of a Dirac monopole [25].
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with a gauge invariant quantum theory, the topological mass for a SU(2) CS theory is nec-
essarily quantized as µSU(2) =
ke2
4pi
with k ∈ Z. At first sight, this finer quantization seems
to be in conflict with (6.12). This is not the case though. The point is that the effective
low energy U(1) CS theory of the foregoing model features U(1) matter charges quantized
as q = ne
2
with n ∈ Z and regular ’t Hooft-Polyakov monopoles/instantons [9, 45, 46] with
magnetic charge quantized as g = 4pim
e
withm ∈ Z. In other words, upon redefining e 7→ e
2
the spectrum of matter and (Dirac) magnetic charges and the quantization (6.12) of the
topological mass for the compact U(1) CS theory discussed in the previous paragraph
coincides with that for the foregoing broken theory. In short, the finer quantization of the
topological mass as compared to (6.12) is perfectly consistent with the larger quantiza-
tion of magnetic charge in this broken theory. For an SO(3) CS gauge theory, in turn, a
rather abstract argument [44] (see also [29]) showed that the integer CS parameter must
be divisible by four in units in which any integer is allowed for SU(2). So, µSO(3) =
pe2
pi
with p ∈ Z. This is, in fact, precisely the quantization required for a consistent im-
plementation of the Z2 Dirac monopoles [45] (carrying magnetic charge g =
2pims
e
with
ms ∈ 0, 1) that can be introduced in a SO(3) CS theory. If this theory is subsequently
broken down to U(1), we obtain regular ’t Hooft-Polyakov monopoles [46] carrying mag-
netic charge quantized as g = 4pimr
e
with mr ∈ Z. Hence, with the incorporation of the
aforementioned Dirac monopoles, the complete monopole spectrum in this broken theory
consists of the magnetic charges g = 2pim
e
with m ∈ Z. As for the matter part, in the
presence of the Z2 Dirac monopoles in the original SO(3) theory, matter fields carrying
faithful (i.e. half integral spin) representations of the universal covering group SU(2) of
SO(3) are ruled out. Thus, only U(1) matter charges q carrying integral multiples of e
are conceivable in the foregoing broken theory. All in all, we then arrive at the same
spectrum of matter and magnetic charges as the compact U(1) CS theory of the previous
paragraph, while the correct quantization of the topological mass (6.12) required for a
consistent implemention of this spectrum of singular and regular monopoles is again au-
tomatic. To conclude, from the foregoing discussion it is also immediate that the natural
homomorpisms (2.4) accompanying the spontaneous breakdown of these theories, i.e. the
restrictions H4(BSU(2),Z) → H4(BU(1),Z) and H4(BSO(3),Z) → H4(BU(1),Z) in-
duced by the inclusions U(1) ⊂ SU(2) and U(1) ⊂ SO(3) respectively, are not just onto,
but even ono-to-one.
6.2 Dynamics of the Chern-Simons Higgs medium
We continue with an analysis of the Higgs phase of the model (6.1). So, from now on
v 6= 0. To keep the discussion general, however, the topological mass µ may take any
real value in this subsection. The incorporation of Dirac monopoles in this phase, which
requires the quantization (6.12) of µ, will be discussed in the next subsection.
Let me first recall some of the basic dynamical features of this model. To start with,
the complex Higgs field Φ(x) = ρ(x) exp(ıσ(x)) describes two physical degrees of freedom:
the charged Goldstone boson field σ(x) and the physical field ρ(x) − v with mass MH =
v
√
2λ corresponding to the charged neutral Higgs particles. The Higgs mass MH sets the
characteristic energy scale of this model. At energies larger then MH , the massive Higgs
particles can be excited. At energies smaller then MH on the other hand, the massive
Higgs particles are frozen in. For simplicity we will restrict ourselves to the latter low
energy regime. In this case, the Higgs field is completely condensed, i.e. it acquires ground
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state values everywhere: Φ(x) 7→ 〈Φ(x)〉 = v exp(ıσ(x)). The condensation of the Higgs
field implies that the Yang-Mills Higgs part (6.2) of the action reduces to
LYMH 7−→ −1
4
F κνFκν +
M2A
2
A˜κA˜κ , (6.13)
with A˜κ := Aκ+
1
Ne
∂κσ andMA := Nev
√
2. Hence, in the low energy regime, our model is
governed by the effective action obtained from substituting (6.13) in (6.1). The effective
field equations which follow from varying the resulting effective action w.r.t. Aκ and the
Goldstone boson σ, respectively, read
∂νF
νκ + µǫκντ∂νAτ = j
κ + jκscr (6.14)
∂κj
κ
scr = 0 . (6.15)
The important difference with the field equations (6.6) for the unbroken case is that the
Higgs current (6.7) has become the screening current [14]
jκscr = −M2AA˜κ . (6.16)
From the equations (6.14) and (6.15), it is then readily inferred that the two polarizations
+ and − of the photon field A˜κ in the CS Higgs medium carry the masses [47]
M± =
√√√√√M2A + 12µ2 ± 12µ2
√√√√4M2A
µ2
+ 1 , (6.17)
which differ by the topological mass |µ|. As an aside, by setting µ = 0 in (6.17), we restore
the fact that in the ordinary Higgs phase both polarizations of the photon carry the same
mass M+ = M− =MA. Taking the limit v → 0, on the other hand, yields M+ = |µ| and
M− = 0. The − component then ceases to be a physical degree of freedom [47] and we
recover the fact that unbroken CS electrodynamics features a single component photon
with mass |µ|.
There are now two dually charged types of sources for electromagnetic fields in this CS
Higgs medium: the quantized point charges q = ne introduced by the matter current jκ
and magnetic vortices [48] corresponding to holes in the CS Higgs medium of characteristic
size ∼ 1/MH carrying quantized magnetic flux. Specifically, inside the core of a vortex
(i.e. r < 1/MH with r the distance to the centre of the vortex), the Higgs field vanishes
(Φ(r = 0) = 0), while outside the core (r > 1/MH) the Higgs field makes a noncontractible
winding in the vacuum manifold: Φ(r > 1/MH , θ) = v exp (ıσ(r > 1/MH , θ)). Here, θ
denotes the polar angle defined w.r.t. the centre of the vortex and σ the (multi-valued)
Goldstone boson
σ(r > 1/MH , θ + 2π)− σ(r > 1/MH , θ) = 2πa , (6.18)
with a ∈ Z to keep the Higgs field Φ itself single valued. Demanding the vortex solution
to be of minimal (finite) energy also implies that the covariant derivative of the Higgs
field vanishes away from the core:
DiΦ(r > 1/MH, θ) = 0 ⇒ A˜i(r > 1/MH , θ) = 0 . (6.19)
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So, the holonomy in the Goldstone boson field is accompanied by a holonomy in the gauge
fields and the magnetic flux φ trapped inside the core of the vortex is quantized as
φ =
∮
dliAi(r > 1/MH) =
1
Ne
∮
dli∂iσ(r > 1/MH) =
2πa
Ne
with a ∈ Z . (6.20)
Both the matter charges q = ne and the magnetic vortices φ = 2pia
Ne
enter the field
equations (6.14) describing the physics outside the cores of the vortices. The matter
charges enter by means of the matter current jκ and the vortices through the magnetic
flux current −1
2
ǫκντ∂νAτ . From these equations, we learn that both the matter current
and the flux current generate electromagnetic fields, which are screened at large distances
by an induced current jκscr in the CS Higgs medium [14]. This becomes clear from Gauss’
law for this case
Q = q + qscr + µφ = 0 , (6.21)
with qscr =
∫
d 2x j0scr = −
∫
d 2xM2AA˜
0, which indicates that both the matter charges q
and the magnetic vortices φ are surrounded by localized screening charge densities j0scr. At
large distances, the contribution to the long range Coulomb fields of the induced screening
charges
q = ne ⇒ qscr = −q
φ = 2pia
Ne
⇒ qscr = −µφ , (6.22)
then completely cancel those of the matter charges q and the fluxes φ respectively. Here,
it is of course understood that the screening charge density j0scr accompanying a magnetic
vortex is localized in a ring outside the core, since inside the core the Higgs field vanishes
and the CS Higgs medium is destroyed. Let me also stress that just as in the ordinary
Higgs medium [9] (i.e. no CS term) the matter charges q are screened by charges qscr = −q
provided by the Higgs condensate in this CS Higgs medium and not by attaching fluxes
to them as in the case of unbroken CS electrodynamics. This is already apparent from
the simple fact that the irrational ‘screening’ fluxes φ = −q/µ would render the Higgs
condensate multi-valued.
An important observation [14] concerning the induced screening charges in (6.22) is
that they do not exhibit the long range AB effect [10] in the process of taking them
around a remote vortex. (See also [9].) The point is that the screening charge qscr
(attached either to a matter charge q or a vortex φ) not only couples to the holonomy in
the gauge connection Aκ around a remote vortex, but also to the holonomy (6.18) in the
Goldstone boson field. This is immediate from the effective low energy action following
from substituting (6.13) in (6.1). Let jκscr be the screening current (6.16) associated
with some screening charge qscr. The second term at the l.h.s. of (6.13) couples this
current to the massive photon field A˜κ around the remote vortex: j
κ
scrA˜κ. As we have
seen in (6.19), outside the core of the vortex, the holonomies in the gauge fields and the
Goldstone boson are related such that A˜κ strictly vanishes. Consequently, as long as the
screening charge stays well away from the core of the vortex, the interaction term jκscrA˜κ
vanishes and therefore does not generate an AB phase in the process of taking a screening
charge around a remote vortex. This proves our claim. An immediate conclusion is that
the screening charges qscr = −q attached to the matter charges q screen the Coulomb
interactions between the matter charges, but not their AB interactions with the magnetic
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vortices. That is, a counterclockwise monodromy of a screened charge q and a remote
screened magnetic flux φ leads to the conventional AB phase
R2 |q〉|φ〉 = eıqφ |q〉|φ〉 , (6.23)
as implied by the coupling (6.3). Relation (6.23) summarizes all the long range interactions
for the mater charges. So, in contrast with unbroken CS electrodynamics, there are no
long range AB interactions between the matter charges themselves in this broken phase.
Instead, we now obtain nontrivial AB interactions among the screened magnetic fluxes
R2 |φ〉|φ′〉 = eıµφφ′ |φ〉|φ′〉 (6.24)
R |φ〉|φ〉 = eıµ2 φφ |φ〉|φ〉 , (6.25)
entirely due to the CS coupling (6.4). From (6.25), we conclude that depending on their
flux and the topological mass, identical magnetic vortices realize anyon statistics.
In retrospect, the basic characteristics of the CS Higgs screening mechanism uncovered
in [14] and outlined above find their confirmation in results established in earlier studies
of the static magnetic vortex solutions of the abelian CS Higgs model. In fact, the study
of these so-called CS vortices was started by Paul and Khare [49], who noted that they
correspond to finite energy solutions carrying both magnetic flux and electric charge.
Subsequently, various authors have obtained both analytical and numerical results on
these static vortex solutions. See for example [50]–[57] and the references therein. Here, I
just collect the main results. In general, one takes the following ansatz for a static vortex
solution of the field equations corresponding to (6.1)
Φ(r, θ) = ρ(r) exp (ıσ(θ)) , A0(r, θ) = A0(r) , Ai(r, θ) = −A(r)∂iσ(θ) , (6.26)
where r and θ again denote the polar coordinates and σ the multi-valued Goldstone boson
σ(θ + 2π)− σ(θ) = 2πa , (6.27)
with a ∈ Z to render the Higgs field Φ itself single valued. Regularity of the solution
imposes the following boundary conditions as r → 0
ρ→ 0 , A0 → constant , A→ 0 , (6.28)
whereas, for finite energy, the asymptotical behavior for r →∞ becomes
ρ→ v , A0 → 0 , A→ 1Ne . (6.29)
From (6.29), (6.26) and (6.27) it then follows that this solution corresponds to the quan-
tized magnetic flux (6.20).
Since the two polarizations of the photon carry the distinct masses (6.17), it seems,
at first sight, that there are two different vortex solutions corresponding to a long range
exponential decay of the electromagnetic fields either with mass M− or with mass M+.
However, a careful analysis [51] (see also [56]) of the differential equations following from
the field equations with this ansatz shows that the M+ solution does not exist for finite
r. Hence, we are left with the M− solution. To proceed, it turns out that the modulus ρ
of the Higgs field Φ in (6.26) grows monotonically from zero (at r = 0) to its asymptotic
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ground state value (6.29) at r = 1/MH , where the profile of this growth does not change
much in the full range of the parameters, e.g. [56].
An important issue is, of course, whether vortices will actually form or not, i.e. whether
the superconductor we are describing is type II or I respectively. In this context, the
competition between the penetration depth 1/M− of the electromagnetic fields and the
coresize 1/MH becomes important. In ordinary superconductors (µ = 0), an evaluation
of the free energy yields that we are dealing with a type II superconductor if MH/MA =√
λ/Ne ≥ 1 and a type I superconductor otherwise [58]. SinceM− is smaller thenMA, it is
expected that in the presence of a CS term the type II region is extended. A perturbative
analysis for small µ shows that this is indeed the case [55]. In the following, we will always
assume that our parameters are adjusted such that we are in the type II region.
0
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Figure 5: Qualitative behavior of the vortex solution carrying the quantized magnetic flux
φ = 2pia
Ne
in the CS limit. We have depicted the modulus of the Higgs field ρ, the mag-
netic field B, the electric field |E| and the screening charge density j0scr = −2(Ne)2ρ2A0,
respectively, versus the radius r. The electromagnetic fields and the screening charge
density vanish at r = 0, reach there maximal value outside the core at r = 1/MH and
subsequently drop off exponentially with mass M− at larger distances.
Let us now briefly recall the structure of the electromagnetic fields of the vortex
solution in the full range of parameters. To start with, the distribution of the magnetic
field B = ∂1A
2 − ∂2A1 strongly depends on the topological mass µ. For µ = 0, we are
dealing with the Abrikosov-Nielsen-Olesen vortex [48]. In that case, the magnetic field
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reaches its maximal value at the center (r = 0) of the vortex and drops off exponentially
with mass MA at distances r > 1/MH . For µ 6= 0, the magnetic field then decays
exponentially with mass M− at distances r > 1/MH . Moreover, as |µ| increases from
zero, the magnetic field at the origin r = 0 diminishes until it completely vanishes in the
so-called CS limit: e, |µ| → ∞, with fixed ratio e2/µ [56]. (Note that in case the topological
mass µ is quantized as (6.12), this limit simply means e→∞ leaving the CS parameter
p fixed.) Hence, in the CS limit, which amounts to neglecting the Maxwell term in (6.2),
the magnetic field is localized in a ring-shaped region around the core at r = 1/MH as
depicted in figure 5 [52]–[56]. Further, as indicated by the zeroth component of the field
equation (6.6), a magnetic field distribution B generates an electric field distribution E iff
µ 6= 0. These electric fields are localized in a ring shaped region around the core at 1/MH
for all values of µ 6= 0. Specifically, they vanish at r = 0 and fall off exponentially with
mass M− at distances r > 1/MH . We have seen in (6.22) how these electric fields induced
by the magnetic field of the vortex are screened by the CS Higgs medium occurring at
r > 1/MH . A screening charge density j
0
scr develops in the neighborhood of the core of
the vortex, which falls off exponentially with mass M− at r > 1/MH . In this static case,
the screening charge density boils down to j0scr = −M2AA0, i.e. the Goldstone boson does
not contribute. The analytical and numerical evaluations in for example [52]–[56] show
that the distribution of A0 is indeed of the shape described above.
The spin that can be calculated for this classical CS vortex solution takes the value
s =
∫
d 2x ǫijxi T 0j =
µφ2
4π
, (6.30)
where T 0j denotes the energy momentum tensor [52]–[56]. Note that this spin value is
consistent with the quantum statistics phase exp(ıΘ) = exp(ıµφ2/2) in (6.25). That is,
these vortices satisfy the canonical spin-statistics connection (5.36). This is actually a
good point to resolve some inaccuracies in the literature. It is often stated (e.g. [52, 56])
that it is the fact that the CS vortices carry the charge (6.22) which leads to nontrivial
AB interactions among these vortices. As we have argued, however, the screening charges
qscr do not couple to the AB interactions [14] and the phases in (6.24) and (6.25) are
entirely due to the CS term (6.4). In fact, erroneously assuming that the screening
charges accompanying the vortices do couple to the AB interactions leads to the quantum
statistics phase exp(−ıµφ2/2), which is inconsistent with the spin (6.30) carried by these
vortices. In this respect, we remark that the correct quantum statistics phase (6.25) for
the vortices has also been derived in the dual formulation of this model [57].
To my knowledge, the nature of the static point charge solutions j = (qδ(x), 0, 0) of the
field equations (6.14) have not been studied in the literature so far. An interesting question
in this context is with which mass (6.17) the electromagnetic fields fall off around these
matter charges. It is tempting to conjecture that this exponential decay corresponds to
the massM+. The appealing overall picture would then become that the magnetic vortices
φ excite the − polarization of the massive photon in the CS Higgs medium, whereas the
+ polarization is excited around the matter charges q.
6.3 ZN Chern-Simons theory
I turn to the inclusion of Dirac monopoles in the ZN CS Higgs phase discussed in the
previous subsection. In other words, µ is quantized as (6.12) in the following. Among
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other things, it will be argued that with this particular quantization the ZN CS theory
describing the long distance physics in this Higgs phase corresponds to the 3-cocycle ωI
determined by the homomorphism (4.8) for this case [18, 19].
As we have seen in the previous subsection, the Higgs mechanism causes the identifica-
tion of charge and flux occurring in unbroken CS electrodynamics to disappear. That is,
the spectrum of the ZN CS Higgs phase consists of the quantized matter charges q = ne,
the quantized magnetic fluxes φ = 2pia
Ne
and dyonic combinations of the two. We will label
these particles as (a, n) with a, n ∈ Z. Upon implementing the quantization (6.17) of the
topological mass µ, the AB interactions (6.23), (6.24) and (6.25) can be cast in the form
R2 |a, n〉|a′, n′〉 = e 2piıN (na′+n′a+ 2pN aa′) |a, n〉|a′, n′〉 (6.31)
R |a, n〉|a, n〉 = e 2piıN (na+ pN aa) |a, n〉|a, n〉 (6.32)
T |a, n〉 = e 2piıN (na+ pN aa) |a, n〉 , (6.33)
where p denotes the integral CS parameter. Expression (6.33) contains the spin fac-
tors assigned to the particles. Under these topological interactions, the charge label
n obviously becomes a ZN quantum number, i.e. at large distances we are only able
to distinguish the charges n modulo N . Furthermore, in the presence of the Dirac
monopoles/instantons (6.11) magnetic flux a is conserved modulo N . However, the flux
decay events are now accompanied by charge creation [15, 19]. To be specific, in terms of
the integral flux and charge quantum numbers a and n, the tunneling event induced by
the minimal Dirac monopole can be recapitulated as
instanton:
{
a 7→ a−N
n 7→ n + 2p . (6.34)
I have depicted this effect of a Dirac monopole in the spectrum of a Z4 CS Higgs phase in
figure 6. Recall from section 6.1 that the quantization (6.12) of the topological mass was
such that the particles connected by monopoles were invisible to the monodromies (6.9)
and carried the same spin in the unbroken phase. This feature naturally persists in this
broken phase. It is readily checked that the particles connected by the monopole (6.34)
can not be distinguished by the AB interactions (6.31) and give rise to the same spin
factor (6.33). As a result, the spectrum of this broken phase can be presented as
(a, n) with a, n ∈ 0, 1, . . . , N − 1 , (6.35)
where it is understood that the modulo N calculus for the magnetic fluxes a involves the
charge jump (6.34).
Let us now explicitly verify that we are indeed dealing with a ZN gauge theory with
CS action (3.15), i.e.
ωI(a, b, c) = exp
(
2πıp
N2
a(b+ c− [b+ c])
)
, (6.36)
where the rectangular brackets denote modulo N calculus such that the sum always
lies in the range 0, 1, . . . , N − 1. First of all, the different particles (6.35) constitute the
compactified spectrum on which the quasi-quantum double DωI (ZN) acts. The additional
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Figure 6: The spectrum of a Z4 CS Higgs phase compactifies to the particles inside the
dashed box. We depict the flux φ versus the matter charge q and the screening charge
−qscr = q + µφ respectively. The CS parameter µ is set to its minimal nontrivial value
µ = e
2
pi
, that is, p = 1. The arrows visualize the tunneling event induced by a minimal
Dirac monopole.
AB interactions among the fluxes are then absorbed in the definition of the dyon charges. 8
To be specific, the dyon charge (5.9) corresponding to the flux a is given by α(b) =
εa(b) Γ
n(b) with εa(b) defined in (3.23) as
εa(b) = exp
(
2πıp
N2
ab
)
, (6.37)
and Γn(b) = exp
(
2piı
N
nb
)
an UIR of ZN . The action of the braid operator (5.16) now gives
rise to the AB phases presented in (6.31) and (6.32), whereas the action of the central
element (5.11) yields the spin factor (6.33). Furthermore, the fusion rules for DωI (ZN )
following from (5.25)
(a, n)× (a′, n′) =
(
[a + a′], [n+ n′ +
2p
N
(a+ a′ − [a + a′])]
)
, (6.38)
express the tunneling properties of the Dirac monopoles. Specifically, if the sum of the
fluxes a + a′ exceeds N − 1, the composite carries unstable flux and tunnels back to the
range (6.35) by means of the charged monopole (6.34). Note that the charge jump induced
by the monopole for CS parameter p 6= 0 implies that the fusion algebra now equals
ZkN × ZN/k [36]. Here, we defined k := N/gcd(p,N) for odd N and k := N/gcd(2p,N)
for even N , where gcd stands for the greatest common divisor. In particular, for odd N
and p = 1, the complete spectrum is generated by the single magnetic flux a = 1. Finally,
the charge conjugation operator C = S2 following from (5.26) takes the form
C (a, n) =
(
[−a], [−n + 2p
N
(−a− [−a])]
)
. (6.39)
8In fact, the more accurate statement at this point [18] is that the fluxes φ enter the Noether charge
Q˜ which generates the residual ZN symmetry in the presence of a CS term. That is, Q˜ = q+
µ
2φ, with q
the usual contribution of a matter charge.
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So, as usual, under the action of the charge conjugation operator the fluxes a and charges
n reverse sign. Subsequently, the ‘twisted’ modulo N calculus for the fluxes (6.34) and
the ordinary modulo N calculus for the charges are applied to return to the range (6.35).
Also, note that the particles and anti-particles in this theory naturally carry the same
spin, i.e. the action (6.33) of the modular T matrix indeed commutes with C.
Having established that the U(1) CS term (6.4) gives rise to the 3-cocycle (6.36) in
the residual ZN gauge theory in the Higgs phase, I now turn to the periodicity N of
the CS parameter p indicated by the homomorphism (4.8). This periodicity can be made
explicit as follows. From the braid properties (6.31), the spin factors (6.33) and the fusion
rules (6.38), we infer that setting the CS parameter to p = N amounts to an automorphism
(a, n) 7→ (a, [n + 2a]) of the spectrum (6.35) for p = 0. In other words, for p = N the
theory describes the same topological interactions between the particles as for p = 0. We
just have relabeled the dyons.
[
a b c d
a b c d
c+d
a+b]
][
Figure 7: The 3-cocycle condition states that the topological action exp(ıSCSI) for this
process is trivial. The vertices in which the fluxes are fused correspond to a minimal Dirac
instanton iff the total flux of the composite is larger then N − 1.
Let me close this section by identifying the process corresponding to the CS ac-
tion (6.36). A comparison of the expressions (6.36) and (6.37) yields
ωI(a, b, c) = εb(a) εc(a) ε
−1
[b+c](a) , (6.40)
from which we immediately conclude
ωI(a, b, c) = exp(ıSCSI)


]
a b c
a b+c[


. (6.41)
Here, the fluxes a,b and c are again assumed to take values in the range 0, 1, . . . , N − 1.
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For convenience, the trajectories of the fluxes are depicted as lines rather than ribbons. 9
The vertex corresponding to fusion of the fluxes b and c then describes the tunneling
event (6.34) induced by the minimal Dirac monopole iff the total flux b+ c of the compos-
ite exceeds N −1. Of course, the total AB phase for the process depicted in (6.41), which
also involves the matter coupling (6.3), is trivial as witnessed by the fact that the qua-
sitriangularity condition (5.18) is satisfied. The contribution (6.41) of the CS term (6.4)
to this total AB phase, however, is nontrivial iff the vertex corresponds to a monopole.
It only generates AB phases between magnetic fluxes and therefore only notices the flux
tunneling at the vertex and not the charge creation. Specifically, in the first braiding of
the process (6.41), the CS coupling generates the AB phase εb(a), in the second εc(a) and
in the last ε−1[b+c](a). Hence, the total CS action for this process indeed becomes (6.40).
With the prescription (6.41), factorization of the topological action, the so-called skein
relation
exp(ıSCSI)


a
a b
b


= exp(ıSCSI)


a
b
b
a


= 1 , (6.42)
and the obvious relation
ω−1I (a, b, c) = exp(ıSCSI)


[ ]b+ca
cba


, (6.43)
it is then readily verified that the 3-cocycle condition
ωI(a, b, c) ωI(a, [b+ c], d) ω
−1
I (a, b, [c+ d]) ω
−1
I ([a+ b], c, d) ωI(b, c, d) = 1 , (6.44)
boils down to the statement that the topological action exp(ıSCSI) for the process depicted
in figure 7 is trivial. In fact, this condition can now be interpreted as the requirement
that the particles connected by Dirac monopoles should give rise to the same spin factor,
which, in turn, imposes the quantization (6.12) of the topological mass. To that end, I
first note that iff the total flux of either one of the particle pairs in figure 7 does not exceed
N − 1, i.e. a+ b < N − 1 and/or c+ d < N − 1, the 3-cocycle condition (6.44) is trivially
satisfied, as follows from the skein relation (6.42). When both pairs carry flux larger
then N − 1, all vertices in figure 7 correspond to Dirac monopoles (6.34), transferring
fluxes N into the charges 2p and vice versa. The requirement that the action exp(ıSCSI)
for this process is trivial now becomes nonempty. Let us, for example, consider the case
a + b = N and c + d = N . Each pair may then be viewed as a single particle carrying
either unstable flux N or charge 2p depending on the vertex it has crossed. The total
CS action exp(ıSCSI) for this case then reduces to the quantum statistical parameter (or
spin factor) εN(N) = exp(2πıp) generated in the first braiding. Note that this AB phase
is not cancelled by the one implied by the matter coupling (6.3) for this process. To be
specific, this AB phase becomes exp(ıSmatter) = exp(−4πıp) corresponding to the second
9To avoid confusion, there is no writhing of particle trajectories involved in the following argument.
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braiding in figure 7 where the charge 2p is exchanged with the flux N in a clockwise
fashion. The last two braidings do not contribute. Upon demanding the total topological
action exp(ıSCSI + ıSmatter) = exp(−2πıp) to be trivial, we finally rederive the fact that
the CS parameter p has to be integral. To conclude, the 3-cocycle condition (6.44) is
necessary and sufficient for a consistent implementation of Dirac monopoles in a ZN CS
gauge theory.
7 Type II U (1)× U (1) Chern-Simons theory
The type II CS terms (4.3) establish pairwise couplings between the different U(1) gauge
fields A(i)κ of a direct product gauge group U(1)
k. In this section, I discuss the simplest
example 10 of such a CS theory of type II, namely that with gauge group U(1) × U(1)
spontaneously broken down to the product of two cyclic groups ZN(1)×ZN(2) . Specifically,
the spontaneously broken planar U(1)×U(1) CS theory to be studied here is of the form
S =
∫
d 3x (LYMH + Lmatter + LCSII) (7.1)
LYMH =
2∑
i=1
{−1
4
F (i)κνF (i)κν + (DκΦ(i))∗DκΦ(i) − V (|Φ(i)|)} (7.2)
Lmatter = −
2∑
i=1
j(i)κA(i)κ (7.3)
LCSII = µ
2
ǫκντA(1)κ ∂νA
(2)
τ , (7.4)
where A(1)κ and A
(2)
κ denote the two different U(1) gauge fields. I assume that these
gauge symmetries are realized with quantized charges, i.e. the U(1) gauge groups are
compact. To keep the discussion general, however, different fundamental charges for the
two different compact U(1) gauge groups are allowed. The fundamental charge associated
to the gauge field A(1)κ is denoted by e
(1), while e(2) denotes the fundamental charge for
A(2)κ . The two Higgs fields Φ
(1) and Φ(2), respectively, are then assumed to carry charge
N (1)e(1) and N (2)e(2), i.e. DκΦ(i) = (∂κ + ıN (i)e(i)A(i)κ )Φ(i). The charges introduced by
the matter currents j(1) and j(2) in (7.3), in turn, are quantized as q(1) = n(1)e(1) and
q(2) = n(2)e(2), respectively, with n(1), n(2) ∈ Z. For convenience, both Higgs fields are
endowed with the same (nonvanishing) vacuum expectation value v
V (|Φ(i)|) = λ
4
(|Φ(i)|2 − v2)2 λ, v > 0 and i = 1, 2 . (7.5)
Hence, both compact U(1) gauge groups are spontaneously broken down at the same
energy scale MH = v
√
2λ.
We proceed along the line of argument in the previous section. So, we start with an
analysis of the unbroken phase and present the argument for the quantization (4.5) of the
topological mass µ in the presence of Dirac monopoles in subsection 7.1. In subsection 7.2,
we then discuss the CS Higgs screening mechanism in the broken phase and establish
the AB interactions between the charges and magnetic fluxes in the spectrum. Finally,
subsection 7.3 contains a study of the type II ZN(1) ×ZN(2) CS theory describing the long
distance physics in the broken phase of this model.
10The generalization of the following analysis to k > 2 is straightforward.
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7.1 Unbroken phase with Dirac monopoles
In this subsection, we address the implications of the presence of Dirac monopoles in the
unbroken phase of the model (7.1). That is, we set v = 0 and µ 6= 0 for the moment.
Variation of the action (7.1) w.r.t. the gauge fields A(1)κ and A
(2)
κ , respectively, gives
rise to the following field equations
∂νF
(1) νκ + µ
2
ǫκντ∂νA
(2)
τ = j
(1) κ + j
(1) κ
H
∂νF
(2) νκ + µ
2
ǫκντ∂νA
(1)
τ = j
(2) κ + j
(2) κ
H ,
(7.6)
with j(i) the two matter currents in (7.3) and j
(i)
H the two Higgs currents in this model.
This coupled set of differential equations leads to Klein-Gordon equations for the dual field
strengths F˜ (1) and F˜ (2) with mass |µ|/2. Thus the field strengths fall off exponentially
and the Gauss’ laws take the form
Q(1) = q(1) + q
(1)
H +
µ
2
φ(2) = 0
Q(2) = q(2) + q
(2)
H +
µ
2
φ(1) = 0 ,
(7.7)
with Q(i) =
∫
d 2x∇·E(i) = 0, φ(i) = ∫ d 2x ǫjk∂jA(i) k, q(i) = ∫ d 2x j(i) 0 and q(i)H =∫
d 2x j
(i) 0
H . Hence, the screening mechanism operating in this theory attaches fluxes which
belong to one U(1) gauge group to the charges of the other [20].
The long range interactions that remain between the particles in the spectrum of this
model are the topological AB interactions implied by the couplings (7.3) and (7.4). These
can be summarized as [20]
R2 |q(1), q(2)〉|q(1)′ , q(2)′〉 = e−ı( 2q
(1)q(2)
′
µ
+ 2q
(1)′ q(2)
µ
) |q(1), q(2)〉|q(1)′ , q(2)′〉 (7.8)
R |q(1), q(2)〉|q(1), q(2)〉 = e−ı 2q
(1)q(2)
µ |q(1), q(2)〉|q(1), q(2)〉 . (7.9)
From (7.9), we then conclude that the only particles endowed with a nontrivial spin
are those that carry charges w.r.t. both U(1) gauge groups. In other words, only these
particles obey anyon statistics. The other particles are bosons.
We proceed with the incorporation of Dirac monopoles/instantons in this compact CS
gauge theory (see also reference [21]). There are two different species associated to the two
compact U(1) gauge groups. The magnetic charges carried by these Dirac monopoles are
quantized as g(i) = 2pim
(i)
e(i)
with m(i) ∈ Z and i = 1, 2. Given the coupling between the two
U(1) gauge fields established by the CS term (7.4), the magnetic flux tunnelings induced
by these monopoles in one U(1) gauge group are accompanied by charge tunnelings in the
other. Specifically, as indicated by the Gauss’ laws (7.7), the tunnelings associated with
the two minimal Dirac monopoles become
instanton (1) :
{
∆φ(1) = − 2pi
e(1)
, ∆φ(2) = 0
∆q(1) = 0 , ∆q(2) = µ pi
e(1)
(7.10)
instanton (2) :
{
∆φ(1) = 0 , ∆φ(2) = − 2pi
e(2)
∆q(1) = µ pi
e(2)
, ∆q(2) = 0 .
(7.11)
The presence of the Dirac monopole (7.10) implies quantization of the charges q(1) in
multiples of e(1). This can be seen by the following simple argument. The tunneling
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Figure 8: Spectrum of unbroken U(1) × U(1) CS theory of type II. We just depict the
q(1) versus φ(2) diagram. The topological mass µ is set to its minimal nontrivial value
µ = e
(1)e(2)
pi
, i.e. p = 1. The arrow represents the tunneling induced by a charged Dirac
monopole/instanton (2), which indicates that there are no stable particles in this theory
for p = 1. The charge/flux diagram for q(2) versus φ(1) is obtained from this one by the
replacement (1)↔ (2).
event induced by the monopole (7.10) should be invisible to the monodromies involving
the various charges in the spectrum of this theory. Hence, from (7.8) we infer that the
AB phase exp(−ı2q(1)∆q(2)
µ
) = exp(−ı2piq(1)
e(1)
) should be trivial. Therefore, q(1) = n(1)e(1)
with n(1) ∈ Z. In a similar way, we infer that the presence of the Dirac monopole (7.11)
leads to quantization of q(2) in multiples of e(2). Moreover, for consistency, the tunneling
events induced by the monopoles should respect these quantization rules for q(1) and q(2).
As follows from (7.10) and (7.11), this means that the topological mass is necessarily
quantized as 11
µ =
pe(1)e(2)
π
with p ∈ Z , (7.12)
which is the result alluded to in (4.5). It is easily verified that the consistency demand
requiring the particles connected by Dirac monopoles to give rise to the same spin factor
or quantum statistics phase (7.9) does not lead to a further constraint on µ in this case.
11This is the same quantization condition derived by Diamantani et al. [21] using a somewhat different
argument.
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To conclude, the spectrum of this unbroken U(1) × U(1) CS theory featuring Dirac
monopoles can be presented as in figure 8. The modulo calculus for the charges q(1) and q(2)
induced by the Dirac monopoles (7.11) and (7.10), respectively, implies a compactification
of the spectrum to (p − 1)2 different stable particles [21, 35] with p the integral CS
parameter in (7.12).
7.2 Higgs phase
We now switch on the Higgs mechanism, so v 6= 0 in the following. At energies well below
the symmetry breaking scale MH = v
√
2λ both Higgs fields Φ(i) are then completely
condensed: Φ(i)(x) 7→ v exp(ıσ(i)(x)) for i = 1, 2. Hence, the dynamics of the CS Higgs
medium in this model is described by the effective action obtained from the following
simplification in (7.1)
(DκΦ(i))∗DκΦ(i) − V (|Φ(i)|) 7−→ M
(i) 2
A
2
A˜(i) κA˜(i)κ , (7.13)
with A˜(i)κ := A
(i)
κ +
1
N(i)e(i)
∂κσ
(i) and M
(i)
A := N
(i)e(i)v
√
2 for i = 1, 2. A derivation similar
to the one for (6.17) reveals that the two polarizations + and − of the photon fields A˜(i)κ
acquire masses M
(i)
± which differ by the topological mass |µ|/2. I refrain from giving the
explicit expressions of the masses M
(i)
± in terms of µ, M
(1)
A and M
(2)
A .
In this broken phase, the Higgs currents j
(i)
H appearing in the field equations (7.6)
become screening currents. That is, j
(i)
H 7→ j(i)scr := −M (i) 2A A˜(i). In particular, the Gauss’
laws (7.7) now take the form
Q(1) = q(1) + q(1)scr +
µ
2
φ(2) = 0
Q(2) = q(2) + q(2)scr +
µ
2
φ(1) = 0 ,
(7.14)
with q(i)scr :=
∫
d 2x j(i) 0scr . As we have seen in section 6.2, the emergence of these screening
charges q(i)scr is at the heart of the de-identification of charge and flux occurring in the
phase transition from the unbroken phase to the broken phase in a CS gauge theory.
They accompany the matter charges q(i) provided by the currents j(i) as well as the
magnetic vortices.
Let us first focus on the magnetic vortices in this model. There are two different species
associated with the winding of the two different Higgs fields Φ(1) and Φ(2). These two
different vortex species (both of characteristic size 1/MH) carry the quantized magnetic
fluxes
φ(1) =
2πa(1)
N (1)e(1)
and φ(2) =
2πa(2)
N (2)e(2)
with a(1), a(2) ∈ Z , (7.15)
and (as indicated by the Gauss’ laws (7.14)) induce the screening charges q(1)scr = −µφ(2)/2
and q(2)scr = −µφ(1)/2, respectively, in the Higgs medium. These screening charges com-
pletely screen the Coulomb fields generated by the magnetic fluxes (7.15) carried by the
vortices, but do not couple to the AB interactions. Therefore, the long range AB interac-
tions among the vortices implied by the CS coupling (7.4) are not screened
R2 |φ(1), φ(2)〉|φ(1)′ , φ(2)′〉 = eıµ2 (φ(1)φ(2)′+φ(1)′φ(2)) |φ(1), φ(2)〉|φ(1)′ , φ(2)′〉 (7.16)
R |φ(1), φ(2)〉|φ(1), φ(2)〉 = eıµ2 φ(1)φ(2) |φ(1), φ(2)〉|φ(1), φ(2)〉 . (7.17)
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Note that there are no AB phases generated among vortices of the same species. Thus
there is only a nontrivial spin assigned to composites carrying flux w.r.t. both broken
U(1) gauge groups.
Finally, the matter charges q(i) provided by the currents j(i) induce the screening
charges q(i)scr = −q(i) in the Higgs medium, screening their Coulomb interactions, but not
their long range AB interactions with the vortices φ(i) implied by the matter coupling (7.3):
R2 |q(1), q(2)〉|φ(1), φ(2)〉 = eı(q(1)φ(1)+ q(2)φ(2)) |q(1), q(2)〉|φ(1), φ(2)〉 . (7.18)
7.3 ZN (1) × ZN (2) Chern-Simons theory of type II
The discussion in the previous subsection pertained to all values of the topological mass
µ. Henceforth, it is again assumed that the model features the Dirac monopoles (7.10)
and (7.11), so µ is quantized as (7.12). It will be shown that under these circumstances
the long distance physics of the Higgs phase is described by a ZN(1) ×ZN(2) gauge theory
with a 3-cocycle ωII of type II determined by the homomorphism (4.9).
Let me first recall from the previous subsection that the spectrum of the ZN(1) ×ZN(2)
CS Higgs phase consists of the quantized matter charges q(i) = n(i)e(i), the quantized
magnetic fluxes (7.15) and the dyonic combinations. These particles will e labeled as(
A, n(1)n(2)
)
with A := (a(1), a(2)) and a(i), n(i) ∈ Z. Upon implementing the quantization
condition (7.12), the AB interactions (7.16), (7.17) and (7.18) between these particles can
then be recapitulated as
R2 |A, n(1)n(2)〉|A′, n(1)′n(2)′〉 = α′(A) α(A′) |A, n(1)n(2)〉|A′, n(1)′n(2)′〉 (7.19)
R |A, n(1)n(2)〉|A, n(1)n(2)〉 = α(A) |A, n(1)n(2)〉|A, n(1)n(2)〉 (7.20)
T |A, n(1)n(2)〉 = α(A) |A, n(1)n(2)〉 , (7.21)
with α(A′) := εA(A′) Γn
(1)n(2)(A′) and α′(A) := εA′(A) Γn
(1)′n(2)
′
(A). The epsilon fac-
tors appearing here are identical to (3.24), i.e. εA(A
′) = exp
(
2piıp
N(1)N(2)
a(1)a(2)
′
)
with p the
integral CS parameter in (7.12), whereas Γn
(1)n(2)(A) = exp
(
2piı
N(1)
n(1)a(1) + 2piı
N(2)
n(2)a(2)
)
denotes an UIR of the group ZN(1) × ZN(2) . Under the remaining long range AB inter-
actions (7.19) and (7.20), the charge labels n(i) clearly become ZN(i) quantum numbers.
Moreover, in the presence of the Dirac monopoles (7.10) and (7.11) the fluxes a(i) are
conserved modulo N (i). Specifically, in terms of the integral charge and flux quantum
numbers n(i) and a(i) the tunneling events corresponding to these minimal monopoles
read
instanton (1) :
{
a(1) 7→ a(1) −N (1)
n(2) 7→ n(2) + p (7.22)
instanton (2) :
{
a(2) 7→ a(2) −N (2)
n(1) 7→ n(1) + p . (7.23)
Here, I substituted (7.12) in (7.10) and (7.11) respectively. Hence, the decay of an unsta-
ble flux corresponding to one residual cyclic gauge group is accompanied by the creation
of the charge p w.r.t. the other cyclic gauge group, as displayed in figure 9. It is again
easily verified that these local tunneling events are invisible to the long range AB inter-
actions (7.19) and that the particles connected by the monopoles exhibit the same spin
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factor (7.21). The conclusion then becomes that the spectrum of a ZN(1) × ZN(2) Higgs
phase corresponding to an integral CS parameter p compactifies to(
A, n(1)n(2)
)
with A = (a(1), a(2)) and a(i), n(i) ∈ 0, 1, . . . , N (i) − 1 , (7.24)
where the modulo calculus for the flux quantum numbers a(i) involves the charge jumps
displayed in (7.22) and (7.23).
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Figure 9: The spectrum of a Higgs phase with residual gauge group Z2×Z4 and CS action
of type II compactifies to the particles in the dashed boxes. We have displayed the flux φ(2)
versus the charge q(1) and the flux φ(1) versus the charge q(2). Here, the topological mass
is assumed to take its minimal nontrivial value µ = e
(1)e(2)
pi
, that is, p = 1. The arrows in
figure (a) and (b) visualize the tunnelings corresponding to the Dirac monopole (2) and
the monopole (1) respectively.
It is now readily checked that in accordance with the homomorphism (4.9) for this
case, the ZN(1) × ZN(2) gauge theory labeled by the integral CS parameter p corresponds
to the 3-cocycle of type II given in (3.19), which we repeat for convenience
ωII(A,B,C) = exp
(
2πıp
N (1)N (2)
a(1)(b(2) + c(2) − [b(2) + c(2)])
)
. (7.25)
In other words, the spectrum (7.24) with the topological interactions summarized in the
expressions (7.19), (7.20) and (7.21) is governed by the quasi-quantum doubleDωII(ZN(1)×
ZN(2)) with ωII the 3-cocycle (7.25). In particular, the fusion rules following from (5.25)(
A, n(1)n(2)
)
×
(
A′, n(1)
′
n(2)
′
)
=
(
[A + A′], n(1)sumn
(2)
sum
)
, (7.26)
with
[A + A′] = ([a(1) + a(1)
′
], [a(2) + a(2)
′
])
n(1)sum = [n
(1) + n(1)
′
+
p
N (2)
(a(2) + a(2)
′ − [a(2) + a(2)′ ])]
n(2)sum = [n
(2) + n(2)
′
+
p
N (1)
(a(1) + a(1)
′ − [a(1) + a(1)′ ])] ,
are again a direct reflection of the tunneling properties induced by the monopoles (7.10)
and (7.11). Note that these ‘twisted’ tunneling properties actually imply that the complete
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spectrum (7.24) of this theory is just generated by the two fluxes a(1) = 1 and a(2) = 1, if
the CS parameter p is set to 1.
To conclude, at first sight the periodicity gcd(N (1), N (2)) in the CS parameter p as
indicated by the mapping (4.9) is not completely obvious from the fusion rules (6.38) and
the topological interactions (7.19), (7.20) and (7.21). To make this periodicity explicit, we
have to appeal to the chinese remainder theorem (3.21), which was the crucial ingredient in
the proof that the 3-cocycle (7.25) boils down to a 3-coboundary for p = gcd(N (1), N (2)).
With this theorem, we simply infer that setting p to gcd(N (1), N (2)) amounts to the
automorphism
(
A, n(1)n(2)
)
7→
(
A, [n(1) + xa(2)][n(2) + ya(1)]
)
of the spectrum (7.24) for
p = 0, where x and y are the integers appearing at the r.h.s. of (3.21). Hence, the theories
for p = 0 and p = gcd(N (1), N (2)) are the same up to a relabeling of the dyons.
8 Z2 × Z2 × Z2 Chern-Simons theory
CS actions (3.20) of type III are conceivable for finite abelian gauge groups H being direct
products of three or more cyclic groups. As indicated by the homomorphism (2.5), such
type III CS theories do not occur as the long distance remnant of spontaneously broken
U(1)k CS theories. At present, it is not clear to me whether there actually exist symmetry
breaking schemes giving rise to 3-cocycles of type III for a residual finite abelian gauge
group in the Higgs phase. This point deserves further scrutiny since adding a type III CS
action to an abelian discrete H gauge theory has a drastic consequence: it renders such
a theory nonabelian. In general these type III CS theories are, in fact, dual versions of
gauge theories featuring a nonabelian finite gauge group.
In this section, I illustrate these phenomena with the simplest example of a type III
CS theory, namely that with gauge group H ≃ Z2 × Z2 × Z2. The generalization to
other abelian groups allowing for 3-cocycles of type III is straightforward. The outline
is as follows. In subsection 8.1, it will be shown that the incorporation of the type III
CS action in a Z2 ×Z2 ×Z2 gauge theory involves a ‘collapse’ of the spectrum. Whereas
the ordinary Z2×Z2×Z2 theory features 64 different singlet particles, the spectrum just
consists of 22 different particles in the presence of the 3-cocycle of type III. Specifically,
the dyon charges, which formed one dimensional UIR’s of Z2 × Z2 × Z2, are reorganized
into two dimensional or doublet projective representations of Z2 ×Z2 ×Z2. This abelian
gauge theory then describes nonabelian topological interactions between these doublet
dyons, which will be discussed in some detail in subsection 8.2. In subsection 8.3, I finally
establish that this theory is actually a dual version of the ordinary discrete gauge theory
with nonabelian gauge group the dihedral group D4. Furthermore, I show that upon
adding a type I CS action, the theory becomes dual to the ordinary discrete gauge theory
with gauge group the double dihedral (or quaternion) group D¯2.
8.1 Spectrum
The type III CS action (3.17) for the gauge group Z2 × Z2 × Z2 takes the form
ωIII(A,B,C) = exp
(
πı a(1)b(2)c(3)
)
, (8.1)
where I have set the integral cocycle parameter to its nontrivial value, i.e. pIII = 1. From
the slant product (3.7) applied to the 3-cocycle (8.1), we infer that the 2-cocycle cA
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entering the definition of the projective Z2 × Z2 × Z2 dyon charge representations (3.8)
for the magnetic flux A in this CS theory reads
cA(B,C) = exp
(
πı{a(1)b(2)c(3) + b(1)c(2)a(3) − b(1)a(2)c(3)}
)
. (8.2)
For the trivial magnetic flux sector A = (0, 0, 0) := 0, this 2-cocycle naturally vanishes.
So the pure charges are given by the ordinary UIR’s of Z2 × Z2 × Z2. For the nontrivial
magnetic flux sectors A 6= 0, the 2-cocycle cA is nontrivial. That is, it can not be
decomposed as (3.22). Hence, we are dealing with projective representations that can
not be obtained from ordinary representations by the inclusion of extra AB phases ε as
in (5.9).
An important result in projective representation theory now states that for a given
finite group H the number of inequivalent irreducible projective representations (3.8)
associated with a 2-cocycle c equals the number of c-regular classes in H [59]. An element
h ∈ H is called c-regular iff c(h, g) = c(g, h) for all g ∈ H . If h is c-regular, so are all its
conjugates. In our abelian example with the 2-cocycle cA for A 6= 0, it is easily verified
that there are only two cA regular classes in Z2 × Z2 × Z2, namely the trivial flux 0 and
A itself. Hence, there are only two inequivalent irreducible projective representations
associated with cA. Just as for ordinary UIR’s, the sum of the squares of the dimensions
of these projective UIR’s should equal the order 8 of the group Z2 × Z2 × Z2 and we
find that both representations are two dimensional. An explicit construction of these
representations can be found in [59].
Let me illustrate these general remarks by considering the effect of the presence of the
2-cocycle cA for the particular magnetic flux A = 100.
12 Substituting (8.2) in (3.8) yields
the following set of defining relations for the generators of Z2 ×Z2 ×Z2 in the projective
representation α
α(100)2 = α(010)2 = α(001)2 = 1
α(100) · α(010) = α(010) · α(100)
α(100) · α(001) = α(001) · α(100)
α(010) · α(001) = −α(001) · α(010) ,
(8.3)
where 1 denotes the unit matrix. In other words, the generators α(010) and α(001)
become anti-commuting, which indicates that the projective representation α is necessarily
higher dimensional. Specifically, the two inequivalent two dimensional projective UIR’s
associated to the 2-cocycle c100 are given by [59]
α1±(100) = ±
(
1 0
0 1
)
, α1±(010) =
(
0 1
1 0
)
, α1±(001) =
(
1 0
0 −1
)
. (8.4)
Here, the subscript + and − labels the two inequivalent representations, whereas the su-
perscript 1 refers to the fact that A = 100 denotes the nontrivial magnetic flux associated
to the first gauge group Z2 in the product Z2 × Z2 × Z2. In passing, I note that the
set of matrices (8.4) generates the two dimensional UIR of the dihedral point group D4
displayed in the character table 4 of appendix C.
12For notational convenience, I use the abbreviation a(1)a(2)a(3) := (a(1), a(2), a(3)) to denote the ele-
ments of Z2 × Z2 × Z2 from now on.
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It is instructive to examine the projective representations in (8.4) a little closer. In an
ordinary Z2 × Z2 × Z2 gauge theory, the three global Z2 symmetry generators commute
with each other and with the flux projection operators. Thus the total internal Hilbert
space of this gauge theory allows for a basis of mutual eigenvectors |A, n(1)n(2)n(3)〉, where
the labels n(i) ∈ 0, 1 denote the Z2 representations and A ∈ Z2 × Z2 × Z2 the different
magnetic fluxes. In other words, the spectrum consists of 64 different particles each
carrying a one dimensional internal Hilbert space labeled by a flux and a charge. Upon
introducing the type III CS action (8.1) in this abelian discrete gauge theory, the global
Z2 symmetry generators cease to commute with each other as we have seen explicitly for
the flux sector A = 100 in (8.3). In this sector, the eigenvectors of the two non-commuting
Z2 generators are rearranged into an irreducible doublet representation. We can, however,
still diagonalize the generators in this doublet representation separately to uncover the
Z2 eigenvalues 1 and −1. Hence, the Z2 charge quantum numbers n(i) ∈ 0, 1 remain
unaltered in the presence of a CS action of type III.
The analysis is completely similar for the other flux sectors. First of all, the two
2-dimensional projective dyon charge representations α2± associated with the magnetic
flux A = 010 follow from a cyclic permutation of the set of matrices in (8.4) such that
the diagonal matrix ±1 ends up at the second position. That is, α2±(010) = ±1. Here,
the superscript 2 indicates that we are dealing with a nontrivial flux w.r.t. the second
cyclic gauge group in the product Z2 × Z2 × Z2. The two projective representations α3±
for A = 001 are then defined by the cyclic permutation of the matrices in (8.4) fixed by
demanding α3±(001) = ±1. To proceed, the two 2-dimensional projective representations
β1± for the flux A = 011 are determined by
β1±(100) =
(
1 0
0 −1
)
, β1±(010) =
(
0 1
1 0
)
, β1±(001) = ±
(
0 1
1 0
)
. (8.5)
Here, the subscript + and − again labels the two inequivalent representations, while the
superscript now reflects the fact that A = 011 corresponds to a trivial flux w.r.t. the first
gauge group Z2 in the product Z2 × Z2 × Z2. The two representations β2± associated to
the flux A = 101 are defined by the same set of matrices (8.5) moved one step to the right
with cyclic boundary conditions, whereas the representations β3± for A = 110 are given
by the same set moved two steps to the right with cyclic boundary conditions. Finally,
the two inequivalent dyon charge representations γ± for the magnetic flux A = 111 are
generated by the Pauli matrices
γ±(100) = ±
(
0 1
1 0
)
, γ±(010) = ±
(
0 −ı
ı 0
)
, γ±(001) = ±
(
1 0
0 −1
)
. (8.6)
In contrast with the sets of matrices contained in (8.4) and (8.5), which generate the 2-
dimensional representation of the dihedral group D4, the two sets in (8.6) generate the two
dimensional UIR’s of the truncated pure braid group P (3, 4) displayed in the character
table 2 of appendix B.
The complete spectrum of this Z2 × Z2 × Z2 CS theory of type III can now be sum-
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marized as
particle exp(2πıs)
(0, n(1)n(2)n(3)) 1
(100, α1±), (010, α
2
±), (001, α
3
±) ±1
(011, β1±), (101, β
2
±), (110, β
3
±) ±1
(111, γ±) ∓ı ,
(8.7)
where the spin factors for the particles are obtained from the action of the flux of the
particle on its own dyon charge as indicated by expression (5.13). Hence, there are 7
nontrivial pure charges (0, n(1)n(2)n(3)) labeled by the ordinary nontrivial one dimensional
Z2 × Z2 × Z2 representations (5.10). The trivial representation naturally corresponds
to the vacuum. In addition, there are 14 dyons carrying a nontrivial abelian magnetic
flux and a doublet charge. The conclusion then becomes that the introduction of a CS
action of type III leads to a compactification or ‘collapse’ of the spectrum. Whereas an
ordinary Z2×Z2×Z2 gauge theory features 64 different singlet particles, we only have 22
distinct particles in the presence of a type III CS action (8.1). To be specific, the singlet
dyon charges are rearranged into doublets so that the squares of the dimensions of the
internal Hilbert spaces for the particles in the spectrum still add up to the order of the
quasi-quantum double DωIII(Z2 × Z2 × Z2), that is, 82 = 8 · 12 + 14 · 22. Let me close
with the remark that this collapse of the spectrum can also be seen directly by evaluating
the Dijkgraaf-Witten invariant for the 3-torus S1 × S1 × S1 with the 3-cocycle (8.1). See
section 9 in this connection.
8.2 Nonabelian topological interactions
Here, I highlight the nonabelian nature of the topological interactions in the type III CS
theory with abelian gauge group Z2 × Z2 × Z2 of the previous subsection.
Let me start by considering an AB scattering experiment [10, 60, 61] with an incoming
beam of dyons (100, α1+) and scatterer the dyon (011, β
1
+). I choose the following natural
flux/charge eigenbasis for the associated four dimensional 2-particle internal Hilbert space
V 100α1+
× V 011β1+
e1 = |100,
(
1
0
)
〉 ⊗ |011,
(
1
0
)
〉 := | ↑ 〉| ↑ 〉 (8.8)
e2 = |100,
(
0
1
)
〉 ⊗ |011,
(
1
0
)
〉 := | ↓ 〉| ↑ 〉
e3 = |100,
(
1
0
)
〉 ⊗ |011,
(
0
1
)
〉 := | ↑ 〉| ↓ 〉
e4 = |100,
(
0
1
)
〉 ⊗ |011,
(
0
1
)
〉 := | ↓ 〉| ↓ 〉 .
From relations (5.16), (8.4) and (8.5), one infers that the monodromy matrix takes the
following block diagonal form in this basis
R2 =


0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0

 , (8.9)
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where I used
α1+(011) = c
−1
100(010, 001) α
1
+(010) · α1+(001) =
(
0 1
−1 0
)
,
which follows from relation (3.8), (8.2) and (8.4). The monodromy matrix (8.9) expresses
the fact that the magnetic flux A = 011 acts as an Alice flux on the doublet dyon charge
α1+. That is, after transporting the dyon (100, α
1
+) in a counterclockwise fashion around
the dyon (011, β1+), it returns with the orientation (↑ or ↓) of its charge α1+ flipped (↓ or ↑).
Furthermore, the orientation of the doublet dyon charge β1+ is unaffected by this process,
as witnessed by the block diagonal form of (8.9). As a matter of fact, the monodromy
matrix (8.9) is identical to the one displayed in Eq. (3.2.2) of reference [9] for a system
of a pure doublet charge χ and a pure doublet flux σ+2 in a D¯2 gauge theory without CS
action. So, this AB scattering problem is equivalent to the one discussed in section 3.2 of
reference [9] and gives rise to the same cross sections, which we repeat for convenience
dσ+
dθ
=
1 + sin (θ/2)
8πp sin2 (θ/2)
(8.10)
dσ−
dθ
=
1− sin (θ/2)
8πp sin2 (θ/2)
(8.11)
dσ
dθ
=
dσ−
dθ
+
dσ+
dθ
=
1
4πp sin2 (θ/2)
. (8.12)
Here, θ denotes the scattering angle and p the momentum of the incoming projectiles
(100, α1+). The (multi-valued) exclusive Lo-Preskill [61] cross section (8.10) is measured by
a detector which only signals scattered dyons (100, α1+) with the same charge orientation
as the incoming beam of projectiles. A device just detecting dyons (100, α1+) with charge
orientation opposite to the charge orientation of the projectiles, in turn, measures the
multi-valued charge flip cross section (8.11). Finally, Verlinde’s [60] single-valued inclusive
cross section (8.12) for this case is measured by a detector which signals scattered dyons
(100, α1+) irrespective of the orientation of their charge.
The fusion rules for the particles in the spectrum (8.7) are easily obtained from ex-
pression (5.25). I refrain from presenting the complete set and confine ourselves to the
fusion rules that will enter the discussion later on. First of all, the pure charges naturally
add modulo 2
(0, n(1)n(2)n(3))× (0, n(1)′n(2)′n(3)′) = (0, [n(1) + n(1)′ ][n(2) + n(2)′ ][n(3) + n(3)′ ]) . (8.13)
The same holds for the magnetic fluxes of the dyons, whereas the composition rules for
the dyon charges are less trivial, e.g.
(100, α1s)× (100, α1s) = (0) + (0, 010) + (0, 001) + (0, 011) (8.14)
(011, β1s )× (011, β1s ) = (0) + (0, 100) + (0, 111) + (0, 011) (8.15)
(111, γs)× (111, γs) = (0) + (0, 011) + (0, 101) + (0, 110) (8.16)
(010, α2s)× (001, α3s) = (011, β1+) + (011, β1−) (8.17)
(100, α1+)× (011, β1s ) = (111, γ+) + (111, γ−) , (8.18)
with s ∈ +,− and (0) denoting the vacuum. The occurrence of the vacuum in the fu-
sion rules (8.14), (8.15) and (8.16), respectively, then indicates that the dyons (100, α1±),
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(011, β1±) and (111, γ±) are their own anti-particles. In fact, it is easily verified that this
observation holds for all particles in the spectrum, i.e. the charge conjugation opera-
tor (5.29) acts diagonal on the spectrum (8.7): C = S∈ = 1.
(100,α1)+ 1 )β(011,+1 )β(011,(100,α+1) +
(0,011) (0,011)
Figure 10: A dyon/anti-dyon pair (100, α1+) and a dyon/anti-dyon pair (011, β
1
+) are
created from the vacuum at a certain time slice. The ribbons represent the worldlines of
the particles. After the dyon (100, α1+) has encircled the flux (011, β
1
+), both particle/anti-
particle pairs carry Cheshire charge (0, 011). These Cheshire charges become localized
upon bringing the members of the pairs together again. Subsequently, the two charges
(0, 011) annihilate each other.
From the fusion rules (8.14) and (8.15), respectively, we learn that a pair of dyons
(100, α1+) as well as a pair of dyons (011, β
1
+) can carry three different types of nontriv-
ial Cheshire charge [9, 13, 15, 19, 62]. The nondiagonal form of the matrix (8.9) then
implies that these two different pairs exchange Cheshire charge when a particle in one
pair encircles a particle in the other pair. Consider, for instance, the process depicted
in figure 10 in which a certain timeslice sees the creation of a (100, α1+) dyon/anti-dyon
pair and a (011, β1+) dyon/anti-dyon pair from the vacuum. Hence, both pairs carry a
trivial Cheshire charge at this stage, i.e. both pairs are in the vacuum channel (0) of their
fusion rule. After the monodromy involving a dyon in the pair (100, α1+) and a dyon in the
pair (011, β1+), both pairs carry the nonlocalizable Cheshire charge (0, 011) which become
localized charges upon fusing the members of the pairs. As follows from the rule (8.13),
these localized charges annihilate each other when they are brought together. Hence, as it
should, global Z2×Z2×Z2 charge is conserved in this process. All this becomes clear upon
writing the process described above in terms of the associated internal quantumstates:
|0〉 7−→ 1
2
{|100,
(
1
0
)
〉|100,
(
1
0
)
〉 + |100,
(
0
1
)
〉|100,
(
0
1
)
〉} ⊗ (8.19)
⊗{|011,
(
1
0
)
〉|011,
(
0
1
)
〉 + |011,
(
0
1
)
〉|011,
(
1
0
)
〉} (8.20)
1⊗R2⊗17−→ 1
2
{|100,
(
1
0
)
〉|100,
(
0
1
)
〉 − |100,
(
0
1
)
〉|100,
(
1
0
)
〉} ⊗
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⊗{|011,
(
0
1
)
〉|011,
(
1
0
)
〉 − |011,
(
1
0
)
〉|011,
(
0
1
)
〉}
7−→ |0, 011〉 ⊗ |0, 011〉
7−→ |0〉 .
The quasi-quantum double DωIII(Z2 × Z2 × Z2) acts on the two particle state (8.19) for
the dyons (100, α1+) through the comultiplication (5.4) with the 2-cocycle (8.2). From the
action of the flux projection operators, we obtain that this state carries trivial total flux.
Further, the global symmetry transformations, which act by means of the matrices (8.4),
leave this two particle state invariant. So, this state indeed carries trivial total Z2 ×
Z2 × Z2 charge. In a similar fashion, we infer that the two particle state (8.20) for the
dyons (011, β1+) corresponds to trivial total flux and charge. After the monodromy, which
involves the matrix (8.9), both two particle states then carry the global charge (0, 011).
Note that just as in the analogous process in the D¯2 theory discussed in [9] this exchange
of Cheshire charge is accompanied by an exchange of quantum statistics. That is to
say, the two particle states (8.19) and (8.20) are bosonic in accordance with the trivial
spin (8.7) assigned to the dyons (100, α1+) and (011, β
1
+) respectively. Both two particle
states emerging after the monodromy, in turn, are fermionic.
As has been explained in section 5, the internal Hilbert space for a multi-particle
system in an abelian discrete (CS) theory carries a representation of the direct product
of the associated (quasi-) quantum double and some truncated braid group defined in
appendix B. In the remainder of this subsection, I identify the truncated braid groups
showing up in this particular type III Z2 × Z2 × Z2 CS theory and elaborate on the
decomposition of the internal Hilbert space for some representative 3-particle systems
into a direct some of irreducible subspaces under the action of the direct product of the
quasi-quantum double DωIII(Z2×Z2×Z2) and the related truncated braid group. I start
with the identical particle systems.
In fact, the only identical particle systems that obey nontrivial braid statistics in this
model are those that consist either of the dyons (111, γ+) or of the dyons (111, γ−). It
is easily verified that the braid operator (5.16) for these systems is of order 4. Hence,
the internal Hilbert space for a system containing n of such identical dyons carries a
representation of the truncated braid group B(n, 4) which is in general reducible, i.e. it
decomposes into a direct sum of UIR’s. The one dimensional UIR’s that may occur in
this decomposition then correspond to semion statistics, whereas the higher dimensional
UIR’s correspond to nonabelian braid statistics. All other identical particle systems realize
permutation statistics. That is, the associated truncated braid groups boil down to the
permutation group. Specifically, the pure charges (0, n(1)n(2)n(3)) are bosons, which is in
accordance with the canonical spin statistics connection (5.38), since there is a trivial spin
factor (8.7) assigned to these particles. Finally, the remaining dyons in general obey bose,
fermi or parastatistics.
As an example of an identical particle system, I consider a system consisting of 3 dyons
(111, γ+). From the fusion rule (8.16) and the rules
(111, γ+)× (0, 011) = (111, γ+)× (0, 101) = (111, γ+)× (0, 101) = (111, γ−) ,
one obtains that the associated 3-particle internal Hilbert space decomposes into the
following irreducible pieces under the action of DωIII(Z2 × Z2 × Z2)
(111, γ+)× (111, γ+)× (111, γ+) = 4 (111, γ−) . (8.21)
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According to the general discussion at the end of section 5.2, the occurrence of four
isotypical fusion channels indicates that nonabelian braid statistics is conceivable for this
identical particle system. Indeed, higher dimensional UIR’s of the related truncated braid
group B(3, 4) appear. The 96 elements of B(3, 4) are divided into 16 conjugacy classes
as displayed in relation (B.5) of appendix B. The matrices assigned to these elements in
the representation of B(3, 4) realized by this distinguishable particle system follow from
the relations (5.21), (3.8), (8.2) and (8.6). A lengthy but straightforward calculation of
the trace of an arbitrary representative for each of the 16 conjugacy classes in (B.5) and
a subsequent evaluation of the innerproduct of the resulting character vector with those
for the UIR’s of B(3, 4) displayed in table 1 of appendix B then reveals that the B(3, 4)
representation carried by the internal Hilbert space of this system breaks up into the
following irreducible pieces
ΛB(3,4) = 4 Λ3 + 2 Λ5 . (8.22)
Here, Λ3 denotes the 1-dimensional UIR and Λ5 the 2-dimensional UIR of B(3, 4) defined
in character table 1. From (8.21) and (8.22), we now conclude that under the action of
the direct product DωIII(Z2 × Z2 × Z2) × B(3, 4) the internal Hilbert space for a system
of three dyons (111, γ+) decomposes into the following irreducible pieces
2 ((111, γ−),Λ3) + ((111, γ−),Λ5) , (8.23)
where ((111, γ−),Λ3) stands for a 2-dimensional representation and ((111, γ−),Λ5) for a
4-dimensional representation. Further, from relation (B.5) and table 1 in appendix B,
we learn that the generators τ1 and τ2 of B(3, 4) are represented by the scalar −ı in
the representation Λ3, which coincides with the spin factor (8.7) assigned to the dyon
(111, γ+). Thus the 3-particle states in the irreducible components ((111, γ−),Λ3) in (8.23)
satisfy the canonical spin-statistics connection (5.38). In passing, I just mention that
an analogous calculation shows that the internal Hilbert space for a system of three
dyons (111, γ−) decomposes into the following irreducible subspaces under the action of
DωIII(Z2 × Z2 × Z2)×B(3, 4)
2 ((111, γ+),Λ1) + ((111, γ+),Λ5) , (8.24)
with Λ1 the complex conjugate of the 1-dimensional UIR Λ3 of B(3, 4) in (8.22).
Let me finally also briefly comment on the distinguishable particle systems in this
theory. It is readily checked that the maximal order of the monodromy operator for
distinguishable particles in this theory is 4. So, the distinguishable particles configurations
in this theory realize representations of the truncated colored braid group P (n, 8) and its
subgroups. The order of the two monodromy operators for a system consisting of the
three dyons (100, α1+), (010, α
2
+) and (001, α
3
+), for instance, is of order 2. Hence, the
associated truncated colored braid group is P (3, 4) ⊂ P (3, 8) discussed in appendix B. It
consists of 16 elements organized into 10 conjugacy classes as displayed in relation (B.7).
The matrices assigned to these elements in the representation of P (3, 4) realized by this 3-
particle system now follow from the relations (B.6), (5.21), and (8.4). In a similar fashion
as before, it is readily inferred that the P (3, 4) representation carried by the internal
Hilbert space of this system breaks up into the following irreducible pieces
ΛP (3,4) = 2 Ω8 + 2 Ω9 , (8.25)
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with Ω8 and Ω9 the two dimensional UIR’s in the character table 2 of appendix B.
To proceed, from the fusion rules (8.17) and (8.18), we learn that under the action of
DωIII(Z2×Z2×Z2), the internal Hilbert space for this 3-particle system decomposes into
the following direct sum of 4 irreducible representations
(100, α1+)× (010, α2+)× (001, α3+) = 2 (111, γ+) + 2 (111, γ−) . (8.26)
To conclude, by constructing a basis adapted to the simultaneous decomposition of this 3-
particle internal Hilbert space, it can be verified that the two UIR’s Ω8 of P (3, 4) in (8.25)
combine with the two UIR’s (111, γ+) of D
ωIII(Z2×Z2×Z2) in (8.26) and the two UIR’s
Ω9 with the two UIR’s (111, γ−). So, this internal Hilbert space system decomposes into
the following irreducible subspaces
((111, γ+),Ω8) + ((111, γ−),Ω9) , (8.27)
under the action of the direct product DωIII(Z2×Z2×Z2)×P (3, 4), where ((111, γ+),Ω8)
and ((111, γ−),Ω9) both label a four dimensional representation.
8.3 Electric/magnetic duality
The analysis of the previous subsections revealed some striking similarities between the
type III CS theory with gauge group Z2×Z2×Z2 and the ordinary discrete gauge theory
with nonabelian finite gauge group the double dihedral group D¯2 discussed in full detail
in [9, 35]. See also [15, 18, 19]. First of all, the orders of these gauge groups are the
same: |Z2 ×Z2 ×Z2| = |D¯2| = 8. Moreover, including the vacuum, the spectrum of both
theories consists of 8 singlet particles and 14 doublet particles which adds up to a total
number of 22 distinct particles. Also, the charge conjugation operation acts trivially on
these spectra: C = S2 = 1. That is, the particles in both theories are their own anti-
particle. Finally, the truncated braid groups that govern the particle exchanges in these
discrete gauge theories are similar. Hence, it seems that these theories are dual. As it
stands, however, this is not the case. This becomes clear upon comparing the spins of the
particles in the two different theories. The spin factors assigned to the particles in the D¯2
gauge theory can be found in Eq. (3.1.2) of reference [9]. In particular, there are three
particles with spin factor ı and three particles with spin factor −ı. As displayed in (8.7),
the spectrum of the Z2 × Z2 × Z2 CS theory of type III, in contrast, contains just one
particle with spin factor ı and one with −ı. Hence, the modular T matrices associated to
these models differ. Moreover, it can be verified that the modular S matrices classifying
the monodromy properties of the particles in these theories are also distinct.
Let me now recall from (3.12) that the full set of CS actions for the gauge group
Z2×Z2×Z2 consists of three nontrivial 3-cocycles (3.15) of type I, three 3-cocycles (3.16)
of type II, one 3-cocycle (8.1) of type III and products thereof. It turns out that the
Z2 × Z2 × Z2 CS theories corresponding to the product of the 3-cocycle of type III and
either one of the three 3-cocycles of type I are, in fact, dual to a D¯2 gauge theory. Here,
I just explicitly show this duality for the Z2 × Z2 × Z2 CS theory defined by
ωI+III(A,B,C) = exp
(
πı
2
a(1)(b(1) + c(1) − [b(1) + c(1)]) + πı a(1)b(2)c(3)
)
. (8.28)
So the total CS action is the product of the 3-cocycle (8.1) of type III and the nontrivial
3-cocycle (3.15) of type I for the first Z2 gauge group in Z2 × Z2 × Z2. As indicated
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by (5.13), (5.9) and (3.23), adding this type I 3-cocycle to the {Z2 × Z2 × Z2, ωIII} CS
theory implies the assignment of an additional imaginary spin factor ı to those dyons in
the spectrum (8.7) that carry nontrivial flux w.r.t. the first Z2 gauge group of the product
Z2×Z2×Z2. The spin factors of the other particles are unaffected. Thus the spin factors
associated to the different particles in the {Z2 × Z2 × Z2, ωI+III} CS theory become
particle exp(2πıs)
(0, n(1)n(2)n(3)) 1
(011, β1±), (010, α
2
±), (001, α
3
±) ±1
(100, α1±), (101, β
2
±), (110, β
3
±) ±ı
(111, γ±) ±1 .
(8.29)
Note that the spin structure of the spectrum of this theory indeed matches that of the
D¯2 gauge theory exhibited in Eq. (3.1.2) of reference [9]. Moreover, it is readily checked
that the modular S matrix (5.26) for this Z2 × Z2 × Z2 CS theory is also equivalent to
that for the D¯2 theory given in table 3.3 of reference [9]. To be explicit, the exchange
D¯2 ←→ {Z2 × Z2 × Z2, ωI+III} , (8.30)
which involves the following interchange of the particles in the D¯2 theory
13 with the
particles (8.29) in the {Z2 × Z2 × Z2, ωI+III} CS theory
1 ←→ (0) , 1¯ ←→ (0, 100)
J1 ←→ (0, 011) , J¯1 ←→ (0, 111)
J2 ←→ (0, 101) , J¯2 ←→ (0, 001)
J3 ←→ (0, 110) , J¯3 ←→ (0, 010)
χ ←→ (111, γ+) , χ¯ ←→ (111, γ−)
σ±1 ←→ (011, β1±) , τ±1 ←→ (100, α1±)
σ±2 ←→ (010, α2±) , τ±2 ←→ (101, β2±)
σ±3 ←→ (001, α3±) , τ±3 ←→ (110, β3±) ,
(8.31)
corresponds to an invariance of the modular matrices:
SD¯2 = S{Z2×Z2×Z2, ωI+III} , TD¯2 = T{Z2×Z2×Z2, ωI+III} . (8.32)
Hence, these two theories are dual; they describe the same spectrum and the same topo-
logical interactions.
A couple of remarks concerning the foregoing duality are in order. To start with, the
duality transformation (8.31) exchanges the nonabelian D¯2 magnetic flux doublets with
the projective Z2×Z2×Z2 doublet dyon charges, while the Z4 singlet dyon charges asso-
ciated to these D¯2 doublet fluxes are exchanged with the abelian Z2 × Z2 × Z2 magnetic
fluxes. Also, the pure D¯2 singlet flux 1¯ is exchanged with the pure Z2 × Z2 × Z2 charge
(0, 100). In short, we are dealing with some kind of nonabelian electric/magnetic dual-
ity. It should be stressed though that the interchange of electric and magnetic quantum
numbers does not extend to the other particles. That is, the pure D¯2 singlet charges J1,
J2 and J3 and the singlet dyons J¯1, J¯2 and J¯3 are exchanged with pure Z2 × Z2 × Z2
13We use the labeling of the particles in the D¯2 gauge theory explained in reference [9].
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singlet charges, the pure doublet charge χ with the doublet dyon (111, γ+), while the
singlet flux of the dyon χ¯ is exchanged with the singlet flux of the dyon (111, χ−) and
the doublet dyon charge of χ¯ with the doublet dyon charge γ−. As a next remark, the
duality of the Z2×Z2×Z2 gauge theories with CS action the product of the 3-cocycle of
type III and either one of the other two 3-cocycles (3.15) of type I with the D¯2 theory is
inferred in a similar way. The duality transformation for these cases is given by a natural
permutation of that in (8.31). Furthermore, it can be checked that duality with the D¯2
theory also emerges for the Z2×Z2×Z2 gauge theory featuring the CS action ωI+I+I+III,
but is lost for the case ωI+I+III. Here, ωI+I+I+III denotes the product of the three distinct
3-cocycles of type I and the 3-cocycle of type III, while ωI+I+III stands for a product of
two distinct 3-cocycles of type I and the 3-cocycle of type III. It is easily verified that the
spin structure of the spectrum for the latter theory is not matching that of the D¯2 theory,
since the spectrum for ωI+I+III contains five dyons with spin factor ı and five dyons with
spin factor −ı. Finally, besides the double dihedral group D¯2 also the other nonabelian
group of order 8 enters the scene, namely the dihedral group D4. As we will argue next,
the Z2 × Z2 × Z2 gauge theory with the type III CS action (8.1) itself, for instance, is
dual to the ordinary 2+1 dimensional D4 gauge theory discussed in appendix C. In fact,
our earlier observation that the sets of matrices (8.4) and (8.5) associated to the dyon
charges αi± and β
i
±, respectively, generate the two dimensional UIR of D4 already formed
circumstantial evidence supporting this result.
As displayed in relation (C.13) of appendix C, theD4 theory features fourteen particles
with trivial spin factor 1, six particles with spin factor −1, one with spin factor ı and one
with −ı. So, the spin structure (and thus the modular T matrix) of the D4 theory is the
same as that given in relation (8.7) for the {Z2×Z2×Z2, ωIII} CS theory. In addition, it
can be verified that the modular S matrix (5.26) for the {Z2 × Z2 × Z2, ωIII} CS theory
is equivalent to that for the D4 theory exhibited in table 5 of appendix C. Specifically,
the duality transformation D4 ↔ {Z2 × Z2 ×Z2, ωIII} for this case involves the following
exchange of the particles in the spectrum (C.10) of the D4 theory with the particles (8.7)
featuring in the {Z2 × Z2 × Z2, ωIII} CS theory
(0,++) ←→ (0) , (2,++) ←→ (0, 111)
(0,+−) ←→ (0, 011) , (2,+−) ←→ (0, 100)
(0,−+) ←→ (0, 010) , (2,−+) ←→ (0, 101)
(0,−−) ←→ (0, 001) , (2,−−) ←→ (0, 110)
(0, 1) ←→ (100, α1+) , (2, 1) ←→ (100, α1−)
(1, 0) ←→ (011, β1+) , (X,±+) ←→ (101, β2±)
(1, 1) ←→ (111, γ−) , (X,±−) ←→ (001, α3±)
(1, 2) ←→ (011, β1−) , (X¯,±+) ←→ (110, β3±)
(1, 3) ←→ (111, γ+) , (X¯,±−) ←→ (010, α2±) .
(8.33)
To proceed, a straightforward calculation shows that adding either one of the three 3-
cocycles (3.16) of type II to the {Z2 × Z2 × Z2, ωIII} CS theory does not destruct the
duality with the D4 theory. That is, we also have the duality D4 ↔ {Z2×Z2×Z2, ωII+III},
where the associated duality transformation between the two spectra again corresponds
to a permutation of the one in (8.33).
To conclude, a complete discussion, which is beyond the scope of this paper, also
involves the finite set of CS actions for the two nonabelian gauge groups D4 and D¯2. This
and the generalization of the foregoing nonabelian dualities to higher order finite abelian
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gauge groups allowing for CS actions of type III is left for future work. An interesting
question concerning the latter generalization is whether the nonabelian dual gauge groups
are restricted to the dihedral and double dihedral series or also involve other nonabelian
finite groups.
9 Dijkgraaf-Witten invariants
In reference [29], Dijkgraaf and Witten defined a topological invariant for a compact,
closed oriented three manifold M in terms of a 3-cocycle ω ∈ H3(H,U(1)) for a finite
group H . They represented this invariant as the partition function Z(M) of a lattice
gauge theory with gauge group H and CS action ω. It was shown explicitly that Z(M) is
indeed a combinatorial invariant of the manifoldM. In this section, I present some results
on the Dijkgraaf-Witten inavariant for lens spaces using the 3-cocycles of type II and of
type III for a finite abelian group H , which to my knowledge have not appeared in the
literature before. In addition, the value of the Dijkgraaf-Witten invariant for the 3-torus
M = S1 × S1 × S1 associated with the three types of 3-cocycles for H ≃ Z2 ×Z2 ×Z2 is
derived.
The Dijkgraaf-Witten invariant for the lens space L(p, q) associated with an abelian
finite group H and 3-cocycle ω takes the following form [29, 38]
Z(L(p, q)) =
1
|H|
∑
{A∈H|[Ap]=0}
p−1∏
j=1
ω(A,Aj, An) , (9.1)
with |H| the order of H and n the inverse of q mod p. It is known [38, 63] that the
Dijkgraaf-Witten invariant for the 3-cocycles (3.15) of type I for H ≃ Z5 can distinguish
the lens spaces L(5, 1) and L(5, 2), which are homeomorphic but of different homotopy
type:
Z(L(5, 1)) =


1 for pI = 0
1√
5
for pI = 1, 4
− 1√
5
for pI = 2, 3
(9.2)
Z(L(5, 2)) =


1 for pI = 0
− 1√
5
for pI = 1, 4
1√
5
for pI = 2, 3 .
(9.3)
A simple numerical evaluation using for example Mathematica shows that this nice prop-
erty of the Dijkgraaf-Witten invariant (9.1) is lost for 3-cocycles of type II and III. Specif-
ically, for H ≃ Z5 × Z5 and a 3-cocycle (3.16) of type II, one arrives at
Z(L(5, 1)) = Z(L(5, 2)) =
{
1 for pII = 0
1
5
for pII = 1, . . . , 4 ,
(9.4)
while for H ≃ Z5 × Z5 × Z5 and a 3-cocycle (3.17) of type III the situation becomes
completely trivial
Z(L(5, 1)) = Z(L(5, 2)) = 1 for pIII = 0, 1, . . . , 4 . (9.5)
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In fact, it turns out that in general the invariant (9.1) based on the 3-cocycles of type II
and III have less distinctive power then the one based on 3-cocycles of type I. Further,
the result for the nontrivial 3-cocycle of type I for H ≃ Z2
Z(L(p, 1)) =
{
1
2
for odd p
1
2
(1 + (−1)p/2) for even p , (9.6)
established in [29], generalizes in the following manner to the nontrivial 3-cocycle (3.15)
of type II for H ≃ Z2 × Z2
Z(L(p, 1)) =
{
1
4
for odd p
1
4
(3 + (−1)p/2) for even p , (9.7)
and to
Z(L(p, 1)) =
{
1
8
for odd p
1
8
(7 + (−1)p/2) for even p , (9.8)
for the nontrivial 3-cocycle (3.17) of type III for H ≃ Z2 × Z2 × Z2.
The Dijkgraaf-Witten invariant for the 3-torus S1 × S1 × S1 is of particular inter-
est, since it counts the number of particles in the spectrum of a discrete H CS gauge
theory [29]. For abelian groups H it takes the form
Z(S1 × S1 × S1) = 1|H|
∑
A,B,C∈H
W (A,B,C) , (9.9)
with
W (A,B,C) =
ω(A,B,C) ω(B,C,A) ω(C,A,B)
ω(A,C,B) ω(B,A,C) ω(C,B,A)
. (9.10)
It is not difficult to check that for the three different types of 3-cocycles for the direct
product group H ≃ Z2 × Z2 × Z2, the invariant takes the values
Z(S1 × S1 × S1) =
{
64 for type I and II
22 for type III ,
(9.11)
expressing the collapse of the spectrum we found for 3-cocycles of type III in section 8.
As an aside, with the same data entering the Dijkgraaf-Witten invariant, namely a
finite group H and a 3-cocycle ω, Altschuler and Coste [38, 63] constructed a surgery
invariant F(M) from a surgery presentation of the manifold M. They conjectured that
up to normalization these two invariants are the same. That is, F(M) = Z(M)/Z(S3)
with Z(S3) = 1/|H|. Altschuler and Coste verified their conjecture for lens spaces using
the 3-cocycles of type I for cyclic groups H ≃ ZN . In [35], I subsequently reported that
extending this analysis to the 3-cocycles of type II and of type III, which were not treated
in [38, 63], did not lead to any counter–examples. In the meanwhile, I have become aware
of reference [64] which contains the proof of the conjecture of Altschuler and Coste.
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10 Concluding remarks and outlook
Some time ago Dijkgraaf and Witten [29] pointed out that the Chern-Simons (CS) actions
for a compact gauge group G are in one to one correspondence with the different elements
of the cohomology group H4(BG,Z) with BG the classifying space for G. They also
noted that this classification includes the case of finite gauge groups H . The isomorphism
H4(BH,Z) ≃ H3(H,U(1)), which only holds for finite H , then indicates that the different
CS actions for a finite gauge group H correspond to the inequivalent 3-cocycles ω ∈
H3(H,U(1)). One of the key results of the present paper has been that effective the long
distance physics of a CS theory in which the gauge group G is broken down to a subgroup
K via the Higgs mechanism is described by a CS theory with residual gauge group K and
CS action S ′CS ∈ H4(BK,Z) determined by the original CS action SCS ∈ H4(BG,Z) for
the broken gauge group G through the natural homomorphism H4(BG,Z)→ H4(BK,Z)
induced by the inclusion K ⊂ G. In case G is broken down to a finite residual gauge group
H , the foregoing homomorphism, also known as the restriction, and the aforementioned
isomorphism H4(BH,Z) ≃ H3(H,U(1)) then combines into a natural homomorphism
H4(BG,Z) → H3(H,U(1)). The 3-cocycle ω ∈ H3(H,U(1)) being the image of some
SCS ∈ H4(BG,Z) under the latter mapping simply summarizes the additional Aharonov-
Bohm (AB) interactions cast upon the magnetic vortices featuring in this model by the
original CS action SCS for the broken gauge group G. This general scheme was illustrated
with CS theories in which some continuous compact abelian gauge group, typically a
direct product G ≃ U(1)k of k compact U(1) gauge groups, is spontaneously broken
down to a finite subgroup being a direct product H ≃ ZN(1) × ZN(2) × · · · × ZN(k) with
ZN(i) the cyclic group of order N
(i). Among other things, it has been argued that the
restriction H4(B(U(1)k),Z) → H3(ZN(1) × · · · × ZN(k), U(1)) accompanying this case is
not onto. Specifically, there are two types of CS terms for U(1)k. One type describes self
couplings of the distinct U(1) gauge fields, whereas the other type establishes pairwise
couplings between the different U(1) gauge fields. Further, in the presence of Dirac
monopoles the topological masses characterizing these CS terms are necessarily quantized
which is in agreement with the fact that the different CS actions for a compact gauge
group U(1)k are labeled by the integers: H4(B(U(1)k),Z) ≃ Zk+ 12k(k−1). The 3-cocycles
for the direct product group ZN(1) × · · · × ZN(k), on the other hand, were shown to split
up into three different types. The first type describes additional AB interactions between
vortices carrying flux w.r.t. the same cyclic gauge group in the direct product, the second
type between vortices belonging to two different cyclic gauge group in the direct product,
and the third type realizes couplings between fluxes associated with three distinct cyclic
gauge groups. It has been demonstrated that only the first two types of 3-cocycles can
be obtained from a spontaneously broken U(1)k CS theory.
In fact, the 3-cocycles of the third type that can not be reached from the spontaneous
breakdown of a U(1)k CS theory turned out to be the most interesting. Adding such a 3-
cocycle or CS action to an abelian discrete H gauge theory renders the theory nonabelian.
Moreover, the Z2 × Z2 × Z2 CS theory defined by such a 3-cocycle, for instance, was
shown to be dual to an ordinary D4 gauge theory with D4 the dihedral group of order
8, while the Z2 × Z2 × Z2 CS theory given by the product of a 3-cocycle of the first
and third type was demonstrated to be dual to an ordinary D¯2 gauge theory with D¯2
the double dihedral group of order 8. The corresponding duality transformations involve
the exchange of electric and magnetic quantum numbers. Future research should point
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out how these nonabelian electric/magnetic dualities generalize to higher order abelian
finite gauge groups H . Another question that deserves further scrutiny is whether abelian
discrete H theories with a 3-cocycle of the third type can be embedded in CS theories
with a nonabelian broken continuous gauge group.
The focus of the discussion of the type II U(1)× U(1) CS theory in section 7 was on
the case in which both U(1) gauge groups are simultaneously broken down to a cyclic
group. Of course , it is also conceivable that just one U(1) gauge group is broken to
a cyclic group. A group cohomogical derivation for the latter case analogous to those
in appendix A yields H4(B(U(1) × ZN),Z) ≃ Z ⊕ ZN ⊕ ZN . Here, Z naturally labels
the different type I CS actions for the compact U(1) gauge group, one of the ZN terms
the 3-cocycles of type I for the finite cyclic gauge group ZN and the other ZN term the
type II CS action for U(1) × ZN . This results indicates that if one of the U(1) groups
of a type II U(1) × U(1) CS theory is spontaneously broken down to ZN the integral
type II CS parameter becomes periodic with period N . The characteristics of this model
are currently under investigation.
Also, the vortices, pure charges and dyons in these spontaneously broken models have
been treated as point particles in the first quantized description in this paper. Rerunning
the discussion in the framework of canonical quantization involves the construction of
magnetic vortex creation operators and charge creation operators and an analysis of their
nontrivial commutation relations [65].
Another obvious next step is to consider CS theories in which some continuous non-
abelian gauge group is spontaneously broken down to a finite nonabelian gauge group. For
a concise discussion of these models, the reader is referred to [35] and references therein.
A more detailed study will be presented elsewhere.
Finally, it has recently been suggested [20, 21] that U(1)k CS theories may play a
role in multi-layered fractional quantum Hall systems. At present, it is not clear to me
whether the broken version of these models considered in this paper are also relevant in
this setting.
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A Cohomological derivations
This appendix contains the derivation of some of the group cohomological results used in
this paper. In passing, I stress that in contrast with the main text the cohomology and
abelian groups will be presented in the additive rather than multiplicative form. In the
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additive presentation, a direct product of k cyclic factors ZN , for example, becomes the
direct sum denoted by ZkN := ⊕ki=1ZN .
My first objective is to prove the isomorphism (2.2). This will be done using the
universal coefficients theorem (e.g. [67])
Hn(X,B) ≃ Hn(X,Z)⊗B⊕ Tor(Hn+1(X,Z),B) , (A.1)
relating the cohomology of some topological space X with coefficients in some abelian
group B and the cohomology of X with integer coefficients Z. Here, ⊗ stands for the
symmetric tensor product and Tor( . , . ) for the torsion product. The symmetric tensor
product A ⊗ B (over Z) for abelian groups A and B is the abelian group of all ordered
pairs a⊗ b (a ∈ A and b ∈ B) with relations [67]
(a+ a′)⊗ b = a⊗ b+ a′ ⊗ b, a⊗ (b+ b′) = a⊗ b+ a⊗ b′
m(a⊗ b) = ma⊗ b = a⊗mb ∀m ∈ Z .
It is not difficult to check that these relations imply the following identifications
ZN ⊗ ZM ≃ Zgcd(N,M) (A.2)
ZN ⊗ Z ≃ ZN (A.3)
ZN ⊗ U(1) ≃ 0 (A.4)
Z⊗ U(1) ≃ U(1) (A.5)
Z⊗ Z ≃ Z , (A.6)
with gcd(N,M) the greatest common divisor of N and M . Finally, the symmetric tensor
product ⊗ is obviously distributive
(⊕iAi)⊗B ≃ ⊕i(Ai ⊗B) . (A.7)
The definition of the torsion product Tor( . , . ) can be found in any textbook on algebraic
topology. For our purposes, the following properties suffice [67]. Let A and B again be
abelian groups, then
Tor(A,B) ≃ Tor(B,A)
Tor(ZN ,B) ≃ B[N ] ≃ {b ∈ B |Nb = 0 } ,
so in particular
Tor(ZN ,ZM) ≃ Zgcd(N,M) (A.8)
Tor(ZN , U(1)) ≃ ZN (A.9)
Tor(A,Z) ≃ 0 ∀A . (A.10)
The last identity follows from the fact that the group of integers Z is torsion free, i.e.
it does not contain elements of finite order. Just as the symmetric tensor product, the
torsion product is distributive
Tor(⊕iAi,B) ≃ ⊕iTor(Ai,B) . (A.11)
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The proof of the isomorphism (2.2) now goes as follows. First we note that for finite
groupsH all cohomology in fixed degree n > 0 is finite. With this knowledge, the universal
coefficients theorem (A.1) directly gives the desired result
Hn(H,U(1)) ≃ Hn(H,Z)⊗ U(1)⊕ Tor(Hn+1(H,Z), U(1))
≃ Hn+1(H,Z) for n > 0 . (A.12)
In the last step, we used the distributive property of the tensor product (A.7) and the
torsion product (A.11) together with the identities (A.4) and (A.9).
We turn to the derivation of the identities (3.10)–(3.12). Our starting point will be
the standard result (e.g. [33])
Hn(ZN ,Z) ≃


ZN if n is even
0 if n is odd
Z if n = 0 ,
(A.13)
which together with (A.12) implies that the identities in (3.10)–(3.12) are valid for k = 1.
The extension to k > 1 involves the so-called Ku¨nneth formula (e.g. [67])
Hn(X × Y,Z) ≃ ∑
i+j=n
H i(X,Z)⊗Hj(Y,Z)⊕ ∑
p+q=n+1
Tor(Hp(X,Z), Hq(Y,Z)) , (A.14)
which states that the cohomology of a direct product space is completely determined
in terms of the cohomology of its factors. With the ingredients (A.13) and (A.14), the
identities (3.10)–(3.12) can then be proven by induction. To lighten the notation a bit,
we will omit explicit mention of the coefficients of the cohomology groups if the integers
Z are meant. So, Hn(ZkN ) := H
n(ZkN ,Z). Let us start with the trivial cohomology group
H0(ZkN ). Upon using the Ku¨nneth formula (A.14), the property (A.10) of the torsion
product and the result (A.13), we easily infer
H0(ZkN) ≃ H0(Zk−1N )⊗H0(ZkN) ≃ H0(Zk−1N )⊗ Z ≃ Z , (A.15)
where the last isomorphism follows by induction. To be explicit, as indicated by (A.13) this
isomorphism obviously holds for k = 1. If we subsequently assume that this isomorphism
is valid for some fixed k, we obtain with (A.6) that it also holds for k+1. To proceed, in
a similar fashion, we arrive at
H1(ZkN) ≃ H1(Zk−1N )⊗H0(ZN) ≃ H1(Zk−1N ) ≃ 0 . (A.16)
These results enter the following derivation starting from the Ku¨nneth formula (A.14)
H2(ZkN) ≃ H0(Zk−1N )⊗H2(ZN)⊕H2(Zk−1N )⊗H0(ZN) (A.17)
≃ ZN ⊕H2(Zk−1N ) ≃ ZkN .
Here, we used the distributive property (A.7) of the tensor product and again induction
to establish the last isomorphism. We continue with
H3(ZkN) ≃ H3(Zk−1N )⊗H0(ZN)⊕ Tor(H2(Zk−1N ), H2(ZN)) (A.18)
≃ H3(Zk−1N )⊕ Zk−1N ≃ Z
1
2
k(k−1)
N .
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Finally, using the previous results and induction, we obtain
H4(ZkN ) ≃ H0(Zk−1N )⊗H4(ZN )⊕H2(Zk−1N )⊗H2(ZN)⊕ (A.19)
H4(Zk−1N )⊗H0(ZN )⊕ Tor(H3(Zk−1N ), H2(ZN))
≃ H4(ZN )⊕H2(Zk−1N )⊕H4(Zk−1N )⊕ Tor(H3(Zk−1N ), H2(ZN ))
≃ ZN ⊕ Zk−1N ⊕H4(Zk−1N )⊕ Z
1
2
(k−1)(k−2)
N
≃ Zk+
1
2
(k−1)(k−2)
N ⊕H4(Zk−1N )
≃ Zk+
1
2
k(k−1)+ 1
3!
k(k−1)(k−2)
N .
To conclude, the results (A.17), (A.18) and (A.19) together with (A.12) lead to the iden-
tities (3.10), (3.11) and (3.12) respectively.
The foregoing derivation also gives a nice insight into the structure of the terms build-
ing up the cohomology group H4(ZkN) ≃ H3(ZkN , U(1)). We can, in fact, distinguish three
types of terms that contribute here. By induction, we find that there are k terms of the
form H4(ZN). These are the terms that label the 3-cocycles (3.15) of type I. By a similar
argument, we infer that there are 1
2
k(k − 1) terms of the form H2(Zk−1N ). These terms
label the type II 3-cocycles (3.16). Finally, the 1
3!
k(k − 1)(k − 2) terms we are left with
are entirely due to torsion products and label the 3-cocycles (3.17) of type III.
The generalization of the above results to abelian groups H being direct products of
cyclic groups possibly of different order is straightforward. The picture that the 3-cocycles
divide into three different types remains unaltered. If the direct product H consists of
k cyclic factors, then there are again k different 3-cocycles of type I, 1
2
k(k − 1) different
3-cocycles of type II and 1
3!
k(k − 1)(k − 2) different 3-cocycles of type III. The only
distinction is that through (A.2) and (A.8) the greatest common divisors of the orders
of the different cyclic factors constituting the direct product group H enter the scene for
3-cocycles of type II and III. This is best illustrated by considering the direct product
group H ≃ ZN ×ZM ×ZK being the simplest example where all three types of 3-cocycles
appear. The derivation (A.15)–(A.19) for this case leads to the following content of the
relevant cohomology groups

H1(ZN × ZM × ZK , U(1)) ≃ ZN ⊕ ZM ⊕ ZK
H2(ZN × ZM × ZK , U(1)) ≃ Zgcd(N,M) ⊕ Zgcd(N,K) ⊕ Zgcd(M,K)
H3(ZN × ZM × ZK , U(1)) ≃ ZN ⊕ ZM ⊕ ZK⊕
Zgcd(N,M) ⊕ Zgcd(N,K) ⊕ Zgcd(M,K)⊕
Zgcd(N,M,K) .
(A.20)
The 3-cocycles of type I labeled by the terms ZN , ZM and ZK are of the form (3.18),
whereas the explicit the 3-cocycles of type II labeled by the terms Zgcd(N,M), Zgcd(N,K)
and Zgcd(M,K) take the form (3.19). The explicit realization of the 3-cocycles of type III
corresponding to the term Zgcd(N,M,K) can be found in (3.20).
Let us close by establishing the isomorphism (4.6). The standard result (e.g. [29])
Hn(BU(1)) ≃
{
Z if n = 0 or n even
0 otherwise,
(A.21)
(generated by the first Chern class of degree 2) indicates that (4.6) holds for k = 1. For
k > 1, we may again appeal to the Ku¨nneth formula, because the classifying space of the
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product group U(1)k is the same as the product of the classifying spaces of the factors.
That is, B(U(1)k) = B(U(1)k−1) × BU(1) (e.g. [30], page 132). The derivation of the
result (4.6) then becomes similar to the one given for the finite abelian group ZkN . Since
the group Z is torsion free, however, the terms due to torsion products vanish in this
case. The terms that persist are the following. First of all, there are k terms of the
form H4(BU(1)) ≃ Z. These label the different CS actions of type I displayed in (4.2).
In addition, there are 1
2
k(k − 1) terms of the form H2(BU(1)) ≃ Z which label the CS
actions of type II given in (4.3).
B Truncated braid groups
A characteristic property of the braid operator (5.16) is that it is of finite order. That is,
Rm = 1⊗ 1 with 1 the identity operator and m some integer depending on the particles
on which the braid operator acts. Hence, we can assign a finite integral number m to
any two particle internal Hilbert space V Aα ⊗ V Bβ such that the effect of m braidings
is trivial for all states in V Aα ⊗ V Bβ . This result, which can be traced back directly to
the finite order of H , implies that the multi-particle configurations appearing in abelian
discrete H CS theories actually realize representations of factor groups of the ordinary
braid groups. 14 This appendix is dedicated to the definition of these factor groups and a
subsequent identification of some of these factor groups with well-known finite groups.
Let me first recall [68] that the wave function of a system n indistinguishable particles
in the plane in general transforms as a nontrivial unitary representation of the braid group
Bn(R
2). For convenience, I suppose that the particles are numbered from 1 to n. The
braid group Bn(R
2) can then be presented by n− 1 generators τi (with i ∈ 1, . . . , n− 1)
subject to the relations
τiτi+1τi = τi+1τiτi+1 i = 1, . . . , n− 2
τiτj = τjτi |i− j| ≥ 2 . (B.1)
Here, the generator τi establishes a counterclockwise interchange of the particles i and i+1.
The braid relations (B.1) then express the fact that the particle trajectories corresponding
to the composed interchange process at the l.h.s. of the equality sign can be continuously
deformed into the one at the r.h.s. of the equality sign.
Let us now focus on a system of n indistinguishable particles in a planar abelian
discrete H CS theory. So, all particles carry the same internal Hilbert space V Aα . Due
to the finite order of the braid matrix (5.16), the assignment (5.21) now furnishes a
representation on the associated n-particle internal Hilbert space of the factor group of
Bn(R
2) in which the generators τi satisfy the extra relation
τmi = e i = 1, . . . , n− 1 , (B.2)
with e the unit element or trivial braid. Of course, the order m of the generators depends
on the nature of the particles (A, α). For obvious reasons, we will call the foregoing factor
group with defining relations (B.1) and the additional relations (B.2) the truncated braid
group B(n,m), where n naturally stands for the number of particles and m for the order
of the generators τi.
14The same holds for multi-particle configurations in nonabelian discrete H gauge theories with or
without a CS action [9, 35].
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For a planar system consisting of n distinguishable particles, in turn, only the mon-
odromy operations on the particles are relevant. That is, the wave function of such a
system generally transforms as a nontrivial unitary representation of the so-called pure
or colored braid group Pn(R
2) being the subgroup of the braid group Bn(R
2) generated
by the elements (see for instance [41])
γij = τi · · · τj−2 τ 2j−1 τ−1j−2 · · · τ−1i 1 ≤ i < j ≤ n , (B.3)
which establish a counterclockwise monodromy of the particles i and j. The internal
Hilbert space associated with a system of n distinguishable particles in a discrete (CS)
theory (i.e. the particles carry different colors or internal Hilbert spaces V Aiαi ) then carries
a representation of a truncated version or factor group P (n,m) of the colored braid group
Pn(R
2). To be specific, the truncated colored braid group P (n,m) is the subgroup of
B(n,m) generated by the elements (B.3) with the extra relation (B.2) implemented. So,
the generators of P (n,m) are of order m/2:
γ
m/2
ij = e , (B.4)
from which it is clear that the truncated colored braid group P (n,m) is, in fact, just
defined for even m.
Finally, a ‘mixture’ of the foregoing systems is of course also possible. That is, a system
which contains a subsystem of n1 particles with ‘color’ V
A1
α1
, a subsystem of n2 particles
carrying the different ‘color’ V A2α2 and so on. Let n = n1 + n2 + . . . again be the total
number of particles in the system. The n-particle internal Hilbert space associated to this
system then carries a representation of the truncated partially colored braid group being
the subgroup of some truncated braid group B(n,m) generated by the braid operations
τi on particles with the same ‘color’ and the monodromy operations (B.3) on differently
‘colored’ particles.
The appearance of truncated rather than ordinary braid groups in discrete (CS) gauge
theories facilitates the decomposition of a given multi-particle internal Hilbert space into
irreducible subspaces under the braid/monodromy operations. The point is that the
representation theory of ordinary braid groups is quite complicated due to their infinite
order. The extra relation (B.2) for truncated braid groups B(n,m), however, causes
these to become finite for various values of the labels n and m leading to identifications
with well-known groups of finite order [66]. The truncated braid group B(2, m) for two
indistinguishable particles, for instance, has only one generator τ satisfying τm = e. Thus,
we obtain the isomorphism B(2, m) ≃ Zm. For m = 2, the relations (B.1) and (B.2) are
the defining relations of the permutation group Sn on n strands: B(n, 2) ≃ Sn. A less
trivial example is the nonabelian truncated braid group B(3, 3) for 3 indistinguishable
particles. By explicit construction from the defining relations (B.1) and (B.2) for n =
m = 3, we arrive at the identification B(3, 3) ≃ T¯ with T¯ the lift of the tetrahedral group
T ⊂ SO(3) into SU(2). We close this appendix with the structure of the truncated braid
group B(3, 4) and the truncated colored braid group P (3, 4), representations of which are
realized by certain three particle configurations in the planar type III CS theory with
finite gauge group Z2 × Z2 × Z2 discussed in section 8 (see subsection 8.2).
According to the general definition (B.1)–(B.2), the truncated braid group B(3, 4) for
three indistinguishable particles is generated by two elements τ1 and τ2 subject to the
relations τ1τ2τ1 = τ2τ1τ2 and τ
4
1 = τ
4
2 = e. By explicit construction, which is a lengthy
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C10 C
2
0 C
3
0 C
4
0 C
1
1 C
2
1 C
3
1 C
4
1 C
1
2 C
2
2 C
3
2 C
4
2 C
1
3 C
2
3 C
1
4 C
2
4
Λ0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Λ1 1 -1 1 -1 ı -ı ı -ı -1 1 -1 1 -1 1 -ı ı
Λ2 1 1 1 1 -1 -1 -1 -1 1 1 1 1 1 1 -1 -1
Λ3 1 -1 1 -1 -ı ı -ı ı -1 1 -1 1 -1 1 ı -ı
Λ4 2 2 2 2 0 0 0 0 -1 -1 -1 -1 2 2 0 0
Λ5 2 -2 2 -2 0 0 0 0 1 -1 1 -1 -2 2 0 0
Λ6 2 2ı -2 -2ı η -η
∗ -η η∗ ı -1 -ı 1 0 0 0 0
Λ7 2 2ı -2 -2ı -η η
∗ η -η∗ ı -1 -ı 1 0 0 0 0
Λ8 2 -2ı -2 2ı -η
∗ η η∗ -η -ı -1 ı 1 0 0 0 0
Λ9 2 -2ı -2 2ı η
∗ -η -η∗ η -ı -1 ı 1 0 0 0 0
Λ10 3 3 3 3 1 1 1 1 0 0 0 0 -1 -1 -1 -1
Λ11 3 -3 3 -3 ı -ı ı -ı 0 0 0 0 1 -1 ı -ı
Λ12 3 3 3 3 -1 -1 -1 -1 0 0 0 0 -1 -1 1 1
Λ13 3 -3 3 -3 -ı ı -ı ı 0 0 0 0 1 -1 -ı ı
Λ14 4 4 -4 -4 0 0 0 0 1 1 -1 -1 0 0 0 0
Λ15 4 -4 -4 4 0 0 0 0 -1 1 1 -1 0 0 0 0
Table 1: Character table of the truncated braid group B(3, 4). We used η := ı+ 1.
and not at all trivial job, it can be inferred that B(3, 4) is a group consisting 96 elements
organized into the following 16 conjugacy classes
C10 = {e} (B.5)
C20 = {τ1τ2τ1τ2τ1τ2}
C30 = {τ 22 τ 21 τ 22 τ 21 }
C40 = {τ 22 τ 31 τ 22 τ 31 }
C11 = {τ1 , τ2 , τ2τ1τ 32 , τ 22 τ1τ 22 , τ 32 τ1τ2 , τ 21 τ2τ 21 }
C21 = {τ 31 τ2τ 21 τ2 , τ 32 τ1τ 22 τ1 , τ2τ 31 τ2τ 21 , τ 22 τ 21 τ 22 τ1 , τ1τ 32 τ1τ 22 , τ 21 τ 22 τ 21 τ2}
C31 = {τ2τ 31 τ2τ 31 τ2 , τ 21 τ2τ 31 τ 22 τ1 , τ 32 τ1τ 32 τ 21 , τ1τ 22 τ 31 τ 22 τ1 , τ2τ1τ 32 τ 21 τ 22 , τ2τ 21 τ 32 τ 21 τ2}
C41 = {τ 22 τ 31 τ 22 , τ 21 τ 32 τ 21 , τ 32 τ 31 τ2 , τ 31 , τ2τ 31 τ 32 , τ 32 }
C12 = {τ1τ2 , τ2τ1 , τ 21 τ2τ 31 , τ 31 τ2τ 21 , τ2τ 21 τ 22 τ1 , τ 22 τ1τ 32 , τ 32 τ1τ 22 , τ1τ 22 τ 21 τ2}
C22 = {τ 21 τ2τ 31 τ2τ1 , τ1τ2τ 31 τ2τ 21 , τ2τ 21 τ 22 τ 31 , τ1τ2τ 21 τ 22 τ 21 ,
τ2τ
3
1 τ
2
2 τ
2
1 , τ1τ2τ
3
1 τ
2
2 τ1 , τ
2
1 τ2τ
3
1 τ
2
2 , τ
2
1 τ
2
2 τ
3
1 τ2}
C32 = {τ 31 τ2τ 31 τ 22 τ1 , τ1τ 22 τ 31 τ2τ 31 , τ2τ 31 τ 22 , τ 22 τ 31 τ2 , τ 32 τ 31 , τ1τ 32 τ 21 , τ 21 τ 32 τ1 , τ 31 τ 32 }
C42 = {τ 31 τ 32 τ 21 , τ 21 τ 32 τ 31 , τ 32 τ1 , τ1τ 32 , τ1τ2τ1τ2 , τ 31 τ2 , τ2τ 31 , τ2τ1τ2τ1}
C13 = {τ 21 , τ 22 , τ1τ 22 τ 31 , τ 22 τ 21 τ 22 , τ 21 τ 22 τ 21 , τ 31 τ 22 τ1}
C23 = {τ2τ 21 τ2 , τ1τ 22 τ1 , τ 21 τ 22 , τ 32 τ 21 τ 32 , τ 31 τ 22 τ 31 , τ 22 τ 21 }
C14 = {τ1τ2τ1 , τ 21 τ2 , τ 22 τ1 , τ2τ 21 , τ1τ 22 , τ 31 τ2τ 31 , τ 31 τ2τ 31 τ 22 τ 21 ,
τ2τ
3
1 τ
2
2 τ1 , τ
2
1 τ
2
2 τ
3
1 , τ1τ
2
2 τ
3
1 τ2 , τ
3
1 τ
2
2 τ
2
1 , τ1τ2τ
3
1 τ
2
2 }
C24 = {τ1τ2τ1τ2τ1τ2τ1τ2τ1 , τ2τ 21 τ 22 , τ1τ 22 τ 21 , τ 22 τ 21 τ2 , τ 21 τ 22 τ1 , τ2τ 31 τ2 ,
τ 32 τ
3
1 τ
3
2 , τ
3
2 τ
2
1 , τ
3
1 τ
2
2 , τ
2
2 τ
3
1 , τ
2
1 τ
3
2 , τ1τ
3
2 τ1} .
Here, the conjugacy classes are presented such that Ci+1k = zC
i
k with z = τ1τ2τ1τ2τ1τ2 the
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generator for the centre of order 4 of B(3, 4). The character table of the truncated braid
group B(3, 4) is displayed in table 1.
P (3, 4) C0 C1 C2 C3 C4 C5 C6 C7 C8 C9
Ω0 1 1 1 1 1 1 1 1 1 1
Ω1 1 1 1 1 −1 −1 1 −1 −1 1
Ω2 1 1 1 1 −1 1 −1 1 −1 −1
Ω3 1 1 1 1 1 −1 −1 −1 1 −1
Ω4 1 −1 1 −1 −1 1 1 −1 1 −1
Ω5 1 −1 1 −1 1 −1 1 1 −1 −1
Ω6 1 −1 1 −1 1 1 −1 −1 −1 1
Ω7 1 −1 1 −1 −1 −1 −1 1 1 1
Ω8 2 2ı −2 −2ı 0 0 0 0 0 0
Ω9 2 −2ı −2 2ı 0 0 0 0 0 0
Table 2: Character table of the truncated colored braid group P (3, 4).
The truncated colored braid group P (3, 4) consisting of the monodromy operations on
a configuration of three distinguishable particles is the subgroup of B(3, 4) generated by
γ12 = τ
2
1 , γ13 = τ1τ
2
2 τ
−1
1 = τ1τ
2
2 τ
3
1 , γ23 = τ
2
2 , (B.6)
which satisfy γ212 = γ
2
13 = γ
2
23 = e. It can be verified that P (3, 4) is a group of order
16 splitting up in the following 10 conjugacy classes
C0 = {e} C1 = {γ13γ12γ23}
C2 = {γ23γ12γ23γ12} C3 = {γ23γ12γ13}
C4 = {γ12 , γ23γ12γ23} C5 = {γ23 , γ12γ23γ12}
C6 = {γ13 , γ12γ13γ12} C7 = {γ13γ12 , γ12γ13}
C8 = {γ23γ13 , γ13γ23} C9 = {γ12γ23 , γ23γ12} .
(B.7)
The centre of P (3, 4), contained in the first four conjugacy classes, coincides with that of
B(3, 4). Further, the truncated colored braid group P (3, 4) turns out to be isomorphic to
the coxeter group denoted as 16/8 in [69]. Finally, the character table of P (3, 4) is given
in table 2.
C D4 gauge theory
In this last appendix, I derive the modular matrices for a 2+1 dimensional gauge theory
with finite gauge group the dihedral group D4 used in the analysis of section 8.3. The
discussion will be concise. For a thorough treatment of planar gauge theories with a
nonabelian finite gauge group H , the interested reader is referred to [9, 35].
Let me start with some general remarks. First of all, the spectrum of a planar non-
abelian discrete H gauge theory (without CS term) can be presented as [9, 15]
( AC, α ) , (C.1)
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where A labels the different conjugacy classes of H and α the inequivalent UIR’s of the
centralizer associated to the conjugacy class AC. The particles only carrying magnetic
flux are labeled by the nontrivial conjugacy classes paired with a trivial centralizer repre-
sentation. The pure charges, on the other hand, correspond to the trivial conjugacy class
(with centralizer the full group H) and are thus labeled by the different nontrivial UIR’s
of H . The other particles are dyons. Let us now introduce an arbitrary but fixed ordering
of the group elements in the different conjugacy classes of H :
AC = { Ah1, Ah2, . . . , Ahk } . (C.2)
Next, let AN ⊂ H be the centralizer of the group element Ah1 (i.e. AN consists of the
elements of H that commute with Ah1) and { Ax1, Ax2, . . . , Axk } an arbitrary but fixed
set of representatives for the equivalence classes of H/AN such that Ahi =
Axi
Ah1
Ax−1i .
With these conventions, the modular matrices for a discrete H gauge theory are given as
SABαβ :=
1
|H|
∑
Ahi∈
AC ,Bhj∈
BC
[Ahi,Bhj ] = e
tr
(
α( Ax−1i
Bhj
Axi)
)∗
tr
(
β( Bx−1j
Ahi
Bxj)
)∗
(C.3)
TABαβ := δα,β δ
A,B exp(2πıs(A,α)) = δα,β δ
A,B 1
dα
tr
(
α(Ah1)
)
, (C.4)
with [ Ahi,
Bhj ] :=
Ahi
Bhj
Ah−1i
Bh−1j . Here, the capitals label the conjugacy classes of
H and the greek letters the associated centralizer representations. Further, |H| denotes
the order of H , e the unit element of H , ∗ complex conjugation, δ the Kronecker delta
function, s(A,α) the spin assigned to the particle (
AC, α ) and dα the dimension of the
centralizer representation α.
Let us now focus on the case H ≃ D4. The dihedral group D4 of order 8 is the
semi-direct product of the cyclic groups Z2 and Z4. Specifically, D4 is defined by two
generators X and R subject to the relations
X2 = e , R4 = e , XR = R−1X . (C.5)
For convenience, we will label the elements of D4 by the 2-tuples
(K, k) := XKRk with K ∈ 0, 1 and k ∈ −1, 0, 1, 2 . (C.6)
Hence, the capital K represents an element of the Z2 subgroup of D4 generated by X
and the lower-case letter k an element of the Z4 subgroup generated by R. From (C.5)
and (C.6), we then infer that the multiplication law becomes
(K, k) · (L, l) = ([K + L], [(−)Lk + l]) , (C.7)
where I used the abbrevation (−) := (−1). The rectangular brackets appearing in the
first entry of the 2-tuple indicate modulo 2 calculus such that the sum lies in the range
0, 1 and those for the second entry modulo 4 calculus in the range −1, 0, 1, 2.
With (C.7), it is easily verified that the elements (C.6) of D4 are organized in 5 con-
jugacy classes as displayed in table 3 together with their centralizers. From the character
table 4, we subsequently infer that the spectrum of aD4 gauge theory features 4 nontrivial
pure charges: three singlet charges corresponding to the 1-dimensional UIR’s π+−, π−+,
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Conjugacy class Centralizer
0C = {(0, 0)} D4
1C = {(0, 1), (0,−1)} Z4 = {(0, 0), (0, 1), (0, 2), (0,−1)}
2C = {(0, 2)} D4
XC = {(1, 0), (1, 2)} Z2 × Z2 = {(0, 0), (1, 0), (0, 2), (1, 2)}
X¯C = {(1, 1), (1,−1)} Z2 × Z2 = {(0, 0), (1, 1), (0, 2), (1,−1)}
Table 3: Conjugacy classes of the dihedral group D4 and the associated centralizers.
D4
0C 1C 2C XC X¯C
π++ 1 1 1 1 1
π+− 1 1 1 −1 −1
π−+ 1 −1 1 1 −1
π−− 1 −1 1 −1 1
π1 2 0 −2 0 0
Table 4: Character table of D4.
π−− and one doublet charge associated with the 2-dimensional UIR π1. The trivial D4
representation π++ denotes the vacuum. Further, as indicated by table 3, the conjugacy
class 2C consists of the nontrivial centre element element (0, 2) with centralizer the full
group D4. Hence, there are 5 particles with the singlet flux (0, 2), namely the pure flux
(0, 2) itself and 4 dyons carrying this flux and a nontrivial D4 charge. In addition, the
spectrum consists of 3 pure doublet fluxes corresponding to the conjugacy classes 1C, XC
and X¯C, which all contain two commuting elements. The 3 dyons associated with the
doublet flux 1C carry a nontrivial Z4 charge Γ
n with n ∈ 1, 2, 3 defined as
Γn((0, k)) = exp
(
πı
2
nk
)
. (C.8)
To proceed, there are 3 distinct dyons carrying doublet flux XC and a nontrivial Z2 ×Z2
charge Γrs with r, s ∈ +,−. In our conventions, the element (1, 0) is the generator of the
first and (0, 2) the generator of the second Z2 factor of the Z2 × Z2 centralizer related to
the conjugacy class XC. The Z2 × Z2 representation Γrs is then given by
Γrs((1, 0)) = r1 , Γrs((0, 2)) = s1 . (C.9)
Thus r determines the sign assigned to the first Z2 generator in the UIR Γ
rs and s the sign
of the second. Finally, there are 3 different dyons with doublet flux X¯C and nontrivial
Z2×Z2 charge Γrs with r, s ∈ +,−. Here, Γrs is defined as before with the only distinction
that the generator of the first Z2 factor for the Z2 × Z2 centralizer related to X¯C is the
element (1, 1). To conclude, including the vacuum, the spectrum of a D4 gauge theory
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features 22 particles which will be denoted as
(0, rs) := ( 0C, πrs ) , (0, 1) := ( 0C, π1 ) , (1, n) := ( 1C, Γn ) ,
(2, rs) := ( 2C, πrs ) , (2, 1) := ( 2C, π1 ) ,
( X¯, rs ) := ( X¯C, Γrs ) , (X, rs) := (XC, Γrs ) ,
(C.10)
where r, s ∈ +,− label both the four D4 singlet charges and the four Z2×Z2 dyon charges
and n ∈ 0, 1, 2, 3 denote the four Z4 dyon charges.
S (0, rs) (0, 1) (1, n) (2, rs) (2, 1) (X, rs) (X¯, rs)
(0, r′s′) 1 2 r′2 1 2 s′2 r′s′2
(0, 1) 2 4 0 −2 −4 0 0
(1, n′) r2 0 4 cos
(
pi
2
(n′ + n)
)
r(−)n′2 0 0 0
(2, r′s′) 1 −2 r′(−)n2 1 −2 s′s2 r′s′s2
(2, 1) 2 −4 0 −2 4 0 0
(X, r′s′) s2 0 0 s′s2 0 r′r4δs′,s 0
(X¯, r′s′) rs2 0 0 rss′2 0 0 r′r4δs′,s
Table 5: Modular S matrix for a D4 gauge theory up to an overall factor
1
8
. Here, δs′,s
denotes the Kronecker delta function. We also used the algebra of signs. For instance, the
matrix element S 2 X¯r′s′ rs = r
′s′s2 takes the value (−) · (−) · (−)2 = −2 for r′ = s′ = s = −.
Let us finally turn to the modular matrices for a D4 gauge theory. We will work with
the ordering of the elements of D4 indicated in table 3 and the following representatives
(see the discussion concerning relation (C.2))
0x1 =
1x1 =
2x1 =
Xx1 =
X¯x1 = (0, 0) (C.11)
1x2 = (1, 0) ,
Xx2 =
X¯x2 = (0, 1) . (C.12)
The modular T matrix (C.4) contains the spin factors exp(2πıs(A,α)) = tr
(
α(Ah1)
)
/dα
assigned to the different particles (C.1) in the spectrum of a discrete H gauge theory.
From table 4 and the relations (C.8) and (C.9), we easily infer the following spin factors
for the particles (C.10) in our D4 gauge theory:
particle exp(2πıs)
(0, rs), (0, 1) 1
(1, n) ın
(2, rs) 1
(2, 1) −1
(X, rs), (X¯, rs) r1 .
(C.13)
To conclude, a lengthy but straightforward calculation involving table 3, the character
table 4 and the relations (C.8), (C.9) and (C.11) shows that the modular S matrix (C.3)
for this D4 gauge theory is of the form displayed in table 5.
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