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Abstract
The paper is devoted to study the integral transform
(L();f)(x) =
Z 1
0
();(xt)f(t) dt (x> 0)
with the kernel
();(z) =

 (+ 1− 1=)
Z 1
1
(t − 1)−1=te−zt dt
for > 0; Re()> 1= − 1;  2 R; Re(z)> 0, which is a generalization of the modied Bessel function of the third
kind or Macdonald function K−(z). Properties of 
()
;(z) are investigated and compositions of the operator L
()
; with the
left- and right-sided Liouville fractional integrals and derivatives are proved. c© 2000 Elsevier Science B.V. All rights
reserved.
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1. Introduction
The paper deals with the integral transform
(L();f)(x) =
Z 1
0
();(xt)f(t) dt (x> 0) (1.1)
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involving the function
();(z) =

 (+ 1− 1=)
Z 1
1
(t − 1)−1=te−zt dt
> 0; Re()>
1

− 1;  2 R; Re(z)> 0

(1.2)
as a kernel. when  = 2 and  = 0, then
(2);0(z) =
2p


2
z

K−(z)
(
Re()>− 12

; (1.3)
where K−(z) is the modied Bessel function of the third kind or Macdonald function [3, Section
7:2:2].
Transform (1.1) is a modication of the Bessel-type integral transform
(L(n) f)(x) =
Z 1
0
(n) (xt)f(t) dt (x> 0) (1.4)
with the kernel
(n) (z) =
(2)(n−1)=2
p
n
 (+ 1− 1=n)

z
n
n Z 1
1
(tn − 1)−1=ne−zt dt

n 2 N; Re()> 1
n
− 1

(1.5)
according to the relation
(L(n) f)(x) = (2)(n−1)=2n−(n+1=2)xn(L
(n)
;0t
nf)(x) (1.6)
following from (1.1){(1.2) and (1.4){(1.5). Transform (1.4), introduced by Kratzel [15], is reduced
to the Laplace and Meijer transforms when n=1 and 2, respectively. The properties of L(n) such as
inversion and convolution theorems, operational rules, dierentiation relations, and connections with
dierential operators were investigated in [15{18].
It should be noted that transform (1.4), being useful for the usual dierentiation, is not suitable
for the fractional one. For this reason transform (1.1) is more preferable. Our paper is devoted to
study the compositions of L(); with the left-sided I

0+, D

0+ and right-sided I

−, D

− Liouville fractional
integrals and derivatives, dened for ; x> 0 by (see [32, Section 5:1]):
(I 0+’)(x) =
1
 ()
Z x
0
’(t) dt
(x − t)1− ; (1.7)
(D0+’)(x) =

d
dx
[]+1
(I 1−fg0+ ’)(x); (1.8)
(I −’)(x) =
1
 ()
Z 1
x
’(t) dt
(t − x)1− ; (1.9)
(D−’)(x) =

− d
dx
[]+1
(I 1−fg− ’)(x); (1.10)
where [] and fg are integral and fractional parts of , respectively. We prove the relations
L();I

0+’= x
−L();−’; (1.11)
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L();D

0+’= x
L();+’; (1.12)
I −L
()
;’= L
()
;−x
−’; (1.13)
D−L
()
;’= L
()
;+x
’ (1.14)
between the modied Bessel-type integral transform (1.1) and the fractional calculus operators
(1.7){(1.10) in the spaces Fp; and F0p;(16p61;  2 C) of test functions and generalized func-
tions developed by McBride [20{22] (see also [2]).
For  2 C and 16p61 the space Fp; is dened by
Fp; =
(
’ 2 C10 (R+): xk
dk
dxk
(x−’(x)) 2 Lp(R+) (k 2 N0)
)
(1.15)
when 16p<1, and
F1;  =
(
’ 2 C10 (R+): xk
dk
d xk
(x−’(x))! 0 as x ! 0 and x !1 (k 2 N0)
)
; (1.16)
when p =1, where N0 =N [ f0g = f0; 1; 2; : : :g. Fp; is a complete countable multinormed space
(Frechet space) equipped with the topology generated by the family of seminorms in Fp; given by
p;k (’) =
∥∥∥∥∥xk d
k
dxk
(x−’)
∥∥∥∥∥
p
(k 2 N0) (1.17)
(see [21, Corollary 2:8]) where k  kp is the usual Lp-norm. The space Fp; is closely connected with
the Banach space L; r ( 2 C; 16r <1) of Lebesgue measurable functions ’(x) such that
k’k; r =
Z 1
0
jx’(x)jr dx
x
1=r
<1 (1.18)
developed by Rooney [27,28]. F0p; is the space of continuous linear functionals on Fp; equipped
with the weak topology.
We note that the modied Bessel-type integral transform L(); in (1.1) belongs to the so-called
H -transform
(Hf)(x) =
Z 1
0
Hm;np;q
"
xt
 (ai; i)1;p(bj; j)1; q
#
f(t) dt (x> 0) (1.19)
with the H -function Hm;np;q
h
zj (ai ; i)1; p(bj ; j)1; q
i
as a kernel (see [24, Section 8:1] and [34, Chapter 2]). The
Mellin transform dened by
(Mf)(s) =
Z 1
0
f(t)t s−1 dt (s 2 C) (1.20)
has the property
M
Z 1
0
f(xt)g(t) dt

(s) = (Mf)(s)(Mg)(1− s): (1.21)
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This relation implies that
(MHf)(s) =
Qm
j=1  (bj + js)
Qn
i=1  (1− ai − is)Qp
i=n+1  (ai + is)
Qq
j=m+1  (1− bj − js)
(Mf)(1− s) (1.22)
for integers m; n; p; q such that 06m6q; 06n6p and ai; bj 2 C; i; j 2 R+ (16i6p; 16j6q),
where an empty product, if it occurs, is taken to be one.
Transform (1.19) includes most of known integral transforms. For the space L; r the mapping
properties such as the boundedness, the representation and the range of the H -transforms were proved
simultaneously in [4,9{11,1] while the invertibility of (1.19) in L; r was given in [33]. By using
the results in [4,9{11], the L; r-theory of the integral transform L(n) in (1.4) was constructed in [5].
Mapping properties of the modied H -transforms, generalizing the fractional integration operators,
were investigated in [25,8], and in [30,31] their compositions with the axisymmetric dierential
operator of potential theory were given. In particular, mapping properties of the generalized fractional
calculus operators with the Gauss hypergeometric function as a kernel in Fp; and F0p; were proved
in [29]. We also mention the book [14], where special types of such H -transforms representable as
compositions of the Erdelyi{Kober fractional integrals, were considered in Lp(R+) (p>1).
We also note that the relations similar to those in (1.11){(1.14) for another Bessel-type integral
transform were obtained in the subspace of locally integrable functions and in Fp; and F0p; in
[12,13,6], respectively. The properties of such a transform, being introduced in [19], were also
investigated in [26,5].
The paper is organized as follows. Section 2 deals with the properties of the function ();(z) in
(1.2) such as Mellin transform, asymptotic behavior near zero and innity, fractional integration and
dierentiation of forms (1.9) and (1.10). Section 3 contains preliminary results from the theory of
spaces Fp; and F0p; and mapping properties of operators (1.7){(1.10) in these spaces. Section 4 is
devoted to the modied Bessel-type integral transform (1.1) in the spaces Fp; and F0p;. Sections 5
and 6 deal with compositions (1.11){(1.12) and (1.13){(1.14) in the space Fp;. Such compositions
in the space F0p; are considered in Sections 7 and 8.
2. The function (),(z)
First we note that the function (n) (z) in (1.5) is expressed via 
()
;(z) in (1.2) when  = 0 and
 = n 2 N:
(n) (z) = (2)(n−1)=2n−(n+1=2)zn
(n)
;0(z): (2.1)
In particular, when n= 1
(1);0(z) = z
−(1) (z) = z
−e−z: (2.2)
Lemma 2.1. Let  2 R+;  2 R;  2 C with Re()> 1= − 1 and
Re(s)>max[0; Re() + ]: (2.3)
Then
(M();)(s) =
 (s) (−− = + s=)
 (1− ( + 1)= + s=) : (2.4)
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Proof. By (1.20) and (1.2) we have
(M();)(s) =

 (+ 1− 1=)
Z 1
0
ys−1 dy
Z 1
1
(t − 1)−1=te−yt dt
=

 (+ 1− 1=)
Z 1
1
(t − 1)−1=t dt
Z 1
0
ys−1e−yt dy
=
 (s)
 (+ 1− 1=)
Z 1
1
(t − 1)−1=t−s dt:
Making change of the variable t = u−1= and using the known relation between Beta and Gamma
functions, we obtain
(M();)(s) =
 (s)
 (+ 1− 1=)
Z 1
0
(1− u)−1=u−−(−s)=−1 du
=
 (s)
 (+ 1− 1=)B

+ 1− 1

;−−  − s


=
 (s) (−− = + s=)
 (1− ( + 1)= + s=)
and (2.4) is proved. The relation in (2.3) ensures the convergence of the integrals above.
Remark 2.2. Using relation (2.4) and property (1.21) of the Mellin transform, we obtain the relation
of form (1.22) for the modied Bessel-type integral transform (1.1)
(ML();f)(s) =
 (s) (−− = + s=)
 (1− ( + 1)= + s=) (Mf)(1− s) (2.5)
for \suciently good" function f(x). So, by (1.19) and (1.21), the kernel function ();(z) can be
expressed by the H -function
();(z) = H
2;0
1;2
"
z
 (1− ( + 1)=; 1=)(0; 1); (−− =; 1=)
#
(2.6)
and the transform L(); is the special case of the H -transform
(L();f)(x) =
Z 1
0
H 2;01;2
"
xt
 (1− ( + 1)=; 1=)(0; 1); (−− =; 1=)
#
f(t) dt: (2.7)
The asymptotic behavior of ();(z) near zero and innity is given by
Lemma 2.3. Let  2 R+;  2 R and  2 C with Re()> 1= − 1. Then
();(z)  A (z ! 0) with A=
 (−− =)
 (1− ( + 1)=) ; (2.8)
provided that Re()<− =; and
();(z)  Be−zz−1−+1= (z !1) with B= 1+−1=: (2.9)
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Proof. When z = 0, we have
();(0) =

 (+ 1− 1=)
Z 1
1
(t − 1)−1=t dt
which can be calculated as in the proof of Lemma 2.1, and
();(0) =
 (−− =)
 (1− ( + 1)=) :
Thus (2.8) is established. To prove (2.9), we rewrite ();(z) in the form
();(z) =
e−z
 (+ 1− 1=)
Z 1
0
k(t)e−zt dt (2.10)
with
k(t) = [(1 + t) − 1]−1=(1 + t):
Since
k(t)  −1=t−1= (t ! 0);
then by Watson’s lemma (see, for example, [23])Z 1
0
k(t)e−zt dt   

+ 1− 1


−1=z1=−−1 (z !1):
Hence
();(z)  −1=+1e−zz1=−−1 (z !1)
and (2.9) holds. This completes the proof of Lemma 2.3.
Now we consider the right-sided fractional integration (1.9) and fractional dierentiation (1.10)
of the function ();(x).
Lemma 2.4. Let ;  2 R+;  2 C;  2 R and Re()> 1= − 1. Then
(I −
()
;)(x) = 
()
;−(x); (2.11)
(D−
()
;)(x) = 
()
;+(x): (2.12)
Proof. Using (1.9) and (1.2), changing the order of integration and applying [32, (5.20)], we have
(I −
()
;)(x) =

 (+ 1− 1=)
Z 1
1
(t − 1)−1=t dt 1
 ()
Z 1
x
(y − x)−1e−yt dy
=

 (+ 1− 1=)
Z 1
1
(t − 1)−1=t−e−xt dt = ();−(x);
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which proves (2.11). Using (1.10) and (1.2), applying (2.11) with  being replaced by 1−fg and
taking the dierentiation under the integral sign, we nd
(D−
()
;)(x) =

− d
dx
[]+1
(I 1−fg− 
()
;)(x) =

− d
dx
[]+1
;−1+fg(x)
=

 (+ 1− 1=)
Z 1
1
(t − 1)−1=t−1+fg

− d
dx
[]+1
e−xt dt
=

 (+ 1− 1=)
Z 1
1
(t − 1)−1=t+e−xt dt = ();+(x);
which completes the proof of Lemma 2.4.
Corollary 2.5. Let  2 R+;  2 C;  2 R and Re()> 1= − 1; then for m 2 N
d
dx
m
();(x) = (−1)m();+m(x): (2.13)
By (2.1) and from Lemma 2.4 and Corollary 2.5, we obtain the corresponding results for the
function (n) (x) in (1.5).
Corollary 2.6. Let  2 R+;  2 C; n 2 N and Re()> 1=n− 1. Then
(I −x
−n(n) )(x) = (2)(n−1)=2n−(n+1=2)
(n)
;−(x); (2.14)
(D−x
−n(n) )(x) = (2)(n−1)=2n−(n+1=2)(n); (x): (2.15)
Corollary 2.7. Let  2 C; m; n 2 N and Re()> 1=n− 1; then
d
dx
m
[x−n(n) (x)] = (−1)m(2)(n−1)=2n−(n+1=2)(n);m(x): (2.16)
Remark 2.8. The relations similar to (2.11){(2.13) for another Bessel-type function were proved
in [6].
3. Some results from the theory of spaces Fp, and F0p,
We record here some results of McBride [21,22] and give mapping properties of the fractional
calculus operators (1.7){(1.10) in the spaces Fp; and F0p;.
Lemma 3.1 (McBride [21, Corollary 2.7]). The space C10 (R+) of innitely dierentiable functions
with compact supports in R+ is dense in Fp; for any 16p61 and  2 C.
Lemma 3.2 (McBride [21, Theorems 2:11, 2:13]). Let 16p61; ;  2 C and m 2 N.
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(i) The operator x dened for ’ 2 Fp; by
(x’)(x) = x’(x) (3.1)
is a homeomorphism of Fp; onto Fp;+ with the inverse x−.
(ii) The operator Dm dened for ’ 2 Fp; by
(Dm’)(x) =
dm’(x)
dxm
(3.2)
is a continuous linear mapping from Fp; into Fp;−m. Further; Dm is a homeomorphism of Fp;
onto Fp;−m if and only if
Re() 6= 1
p
− k (k = 0; 1; : : : ; m− 1): (3.3)
Lemma 3.3 (McBride [21, Theorem 8.1, Corollary 8:2]). Let 16p61;  2 C and let the func-
tion k(x) be dened almost everywhere on R+ and satisfyZ 1
0
xRe()−1=pjk(x)j dx<1: (3.4)
If K is an integral operator dened by
(K’)(x) =
Z 1
0
k(xt)’(t) dt (x> 0); (3.5)
then K is a continuous linear mapping from Fp; into Fp;2=p−−1.
Throughout the paper, for p (16p61) we denote q (16q61) by the relation
1
p
+
1
q
= 1: (3.6)
The mapping properties of the fractional integration operators in Fp; follow from McBride [21,
Theorems 3:18, 3:23], namely
Theorem 3.4. Let 16p61;  2 R+;  2 C and let I 0+ and I − be the operators (1:7) and (1:9);
respectively.
(i) If Re()>− 1=q; then I 0+ is a continuous linear mapping from Fp; into Fp;+.
(ii) If Re()< 1=p− ; then I − is a continuous linear mapping from Fp; into Fp;+.
According to (1.8) and (1.10) and from Lemma 3.2 and Theorem 3.4, we obtain mapping prop-
erties of fractional dierentiation operators in Fp; of order > 0 ( 62 N). When  = n 2 N; we
refer to Lemma 3.2(ii).
Theorem 3.5. Let 16p61;  2 R+ ( 62 N);  2 C and let D0+ and D− be the operators (1:8)
and (1:10); respectively. Then
(i) If Re()>− 1=q; then D0+ is a continuous linear mapping from Fp; into Fp;−.
(ii) If Re()< fg − 1=q; then D− is a continuous linear mapping from Fp; into Fp;−.
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Let 16p61;  2 R+; ;  2 C and m 2 N. We denote by f an element of F0p; and by hf;’i
the value of f at a test function ’ 2 Fp;. For any f 2 F0p; we denote by x; Dm; I 0+; D0+; I −; D−
the operators dened by (see [21,22]):
hxf; ’i= hf; x’i (’ 2 Fp;−); (3.7)
hDmf; ’i= hf; (−1)mDm’i (’ 2 Fp;+m); (3.8)
hI 0+f;’i= hf; I −’i (’ 2 Fp;−); (3.9)
hD0+f;’i= hf;D−’i (’ 2 Fp;+); (3.10)
hI −f;’i= hf; I 0+’i (’ 2 Fp;−); (3.11)
hD−f;’i= hf;D0+’i (’ 2 Fp;+): (3.12)
Lemma 3.6 (McBride [21, Theorem 2:22]). Let 16p61; ;  2 C and m 2 N.
(i) The operator x is a homeomorphism from F0p; into F
0
p;−.
(ii) The operator Dm is a continuous linear mapping from F0p; into F
0
p;+m. Further; D
m is a
homeomorphism of F0p; onto F
0
p;+m if and only if
Re() 6= 1
p
− k (k = 1; : : : ; m): (3.13)
From (3.9){(3.12) and Theorems 3.4 and 3.5, we obtain the mapping properties of the fractional
calculus operators in F0p;.
Theorem 3.7. Let 16p61;  2 R+;  2 C and let I 0+ and I − be operators dened in (3:9) and
(3:11).
(i) If Re()< 1=p; then I 0+ is a continuous linear mapping from F
0
p; into F
0
p;−
(ii) If Re()>− 1=q; then I − is a continuous linear mapping from F0p; into F0p;−.
Theorem 3.8. Let 16p61;  2 R+( 62 N);  2 C and let D0+ and D− be operators dened in
(3:10) and (3:12).
(i) If Re()<− []− 1=q; then D0+ is a continuous linear mapping from F0p; into F0p;+.
(ii) If Re()>− − 1=q; then D− is a continuous linear mapping from F0p; into F0p;+.
4. The modied Bessel-type integral transform in the spaces Fp, and F0p,
Let us study the Bessel-type integral transform L(); in the spaces Fp; and F
0
p;.
Theorem 4.1. Let 16p61;  2 R+; ;  2 C;  2 R (< − 1) and
1

− 1<Re()<− 

; Re()>− 1
q
: (4.1)
Then the operator L(); dened in (1:1) is a continuous linear mapping from Fp; into Fp;2=p−−1.
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Proof. We apply Lemma 3.3 to the operator L(); in (1.1). The integral in (3.4) is equal toZ 1
0
xRe()−1=pj();(x)j dx: (4.2)
According to (2.8) and (2.9)
xRe()−1=pj();(x)j  AxRe()−1=p (x ! 0)
for Re()<− =, and
xRe()−1=pj();(x)j  Be−xxRe(−)−1=p+1=−1 (x ! +1)
for Re()> 1=−1, where A and B are given (2.8) and (2.9). Hence the integral in (4.2) converges,
and by Lemma 3.3 the operator L(); is a continuous linear mapping from Fp; into Fp;2=p−−1.
Theorem 4.2. Let 16p61;  2 R+; ;  2 C;  2 R (<− 1) and let the conditions in (4:1)
be satised. Then for ’ 2 Fp; and  2 Fq;2=q+−1; there holds the formula of integration by partsZ 1
0
(L(); )(x)’(x) dx =
Z 1
0
 (x)(L();’)(x) dx: (4.3)
Proof. Relation (4.3) for \suciently good" functions ’ and  is veried by interchanging the order
of integration. To show that (4.3) holds for ’ 2 Fp; and  2 Fq;2=q+−1, it is sucient to prove that
both sides of (4.3) represent bounded linear functionals on Lp  Lq2=q+−1, where
Lp = f’: x−’(x) 2 Lp(R+)g
with the norm
k’kp; =
Z 1
0
jx−’(x)jp dx
1=p
(see [21,22]). In fact, from Holder’s inequality and Theorem 4.1 we haveZ 1
0
(L(); )(x)’(x) dx

6
Z 1
0
jx−’(x)kx(L(); )(x)j dx
6
Z 1
0
jx−’(x)jp dx
1=p Z 1
0
jxL(); (x)jq dx
1=q
= k’kp;kL(); kq;−6kk’kp;k kq;2=q+−1;
where k is a positive constant. Therefore the left-hand side of (4.3) represents a bounded linear
functional on Lp  Lq2=q+−1 as, similarly, does the right-hand side of (4.3). Thus the theorem is
proved.
Due to Theorem 4.2 we dene the operator L();f for f 2 F0p; (16p61;  2 C) by
hL();f; ’i= hf;L();’i (’ 2 Fp;2=p−−1): (4.4)
Then from Theorem 4.1 we obtain the mapping property of the operator L(); in the space F
0
p;.
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Theorem 4.3. Let 16p61;  2 R+; ;  2 C;  2 R (< − 1) and
1

− 1<Re()<− 

; Re()<
1
p
: (4.5)
Then the operator L(); dened by (4:4) is a continuous linear mapping from F
0
p; into F
0
p;2=p−−1.
5. Compositions of L(), and I

0+, D

0+ in Fp,
We prove relations (1.11) and (1.12) for ’ 2 Fp;. We begin with the rst one.
Theorem 5.1. Let 16p61; ;  2 R+; ;  2 C;  2 R (< − 1) and let L(); and I 0+ be
operators (1:1) and (1:7). If the conditions in (4:1) are satised; then for ’ 2 Fp; relation (1:11)
holds; i.e.;
L(); I

0+’= x
−L();−’: (5.1)
Proof. Let ’ 2 C10 (R+). In view of (1.1), (1.2) and (1.7), the interchange of the order of integration
yields
(L(); I

0+’)(x) =
1
 ()
Z 1
0
’(t) dt
Z 1
t
(y − t)−1();(xy) dy
=

 () (+ 1− 1=)
Z 1
0
’(t) dt
Z 1
1
( − 1)−1= d

Z 1
t
(y − t)−1e−xy dy:
Applying [32, (5.20)], we obtain
(L(); I

0+’)(x) =

 (+ 1− 1=)
Z 1
0
’(t) dt
Z 1
1
( − 1)−1=(x)−e−xt d
= x−(L();−’)(x);
and (5.1) is proved for ’ 2 C10 (R+). According to (4.1), Theorems 4.1 and 3.4(i) and Lemma
3.2(i), the operators in both sides of (5.1) are continuous linear mapping from Fp; into Fp;2=p−−−1.
Therefore, by Lemma 3.1 and the Banach theorem, (5.1) holds for ’ 2 Fp;.
Theorem 5.2. Let 16p61; ;  2 R+; ;  2 C;  2 R (< −  − 1) and let L(); and D0+
be operators (1:1) and (1:8). If
Re()>− 1
q
;
1

− 1<Re()<−  + 

; (5.2)
then for ’ 2 Fp; relation (1:12) holds; i.e.;
L();D

0+’= x
L();+’: (5.3)
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Proof. Let > 0 ( 62 N); ’ 2 C10 (R+); n = [] + 1 and let ’n−  I n−0+ ’. According to (1.1),
(1.2) and (1.8), integrating by part n times and using relation (2.13), we have
(L();D

0+’)(x) =
Z 1
0
();(xt)’
(n)
n−(t) dt
= ();(xt)’
(n−1)
n− (t)
1
t=0
+ x
Z 1
0
();+1(xt)’
(n−1)
n− (t) dt
= : : :
=
n−1X
k=0
xk();+k(xt)(I
n−
0+ ’)
(n−1−k)(t)

1
t=0
+ xn(L();+n I
n−
0+ ’)(x): (5.4)
When = m 2 N, this formula takes the form
(L();D

0+’)(x) =
m−1X
k=0
xk();+k(xt)’
(m−1−k)(t)

1
t=0
+ xm(L();+m’)(x): (5.5)
It is directly veried that the functions (I n−0+ ’)
(n−1−k) and ’(m−1−k) belong to C10 (R+) and therefore
(I n−0+ ’)
(n−1−k)(0) = (I n−0+ ’)
(n−1−k)(1) = 0 (k = 0; 1; : : : ; n− 1)
and
’(m−1−k)(0) = ’(m−1−k)(1) = 0 (k = 0; 1; : : : ; m− 1):
Then from (5.4) we obtain
(L();D

0+’)(x) = x
n(L();+n I
n−
0+ ’)(x):
Applying (5.1) with  replaced by  + n and  by n− , we have for  62 N,
(L();D

0+’)(x) = x
(L();+’)(x)
which is just (5.3) for ’2C10 (R+). For the case  = m 2 N, (5.3) is also implied by (5.5).
According to (5.2), Theorems 4.1, 3.5(i) and Lemma 3.2(i), the operators on both the sides of (5.3)
are continuous linear mappings from Fp; into Fp;2=p−+−1 and hence (5.3) holds for ’ 2 Fp; in
accordance with Lemma 3.1 and the Banach theorem.
Corollary 5.3. Let 16p61;  2 R+; ;  2 C; m 2 N and  2 R (< − m− 1) and let
Re()>m− 1
q
;
1

− 1<Re()<−  + m

; (5.6)
then for ’ 2 Fp;
L();D
m’= xmL();+m’: (5.7)
Corollary 5.4. Let 16p61,  2 R+; ;  2 C;  2 R (< − 2) and let
Re()>
1
p
;
1

− 1<Re()<−  + 1

; (5.8)
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then for ’ 2 Fp;
L();D’= xL
()
;+1’: (5.9)
Corollary 5.5. Let 16p61;  2 R+; ;  2 C;  2 R (< − 3) and let
Re()> 1 +
1
p
;
1

− 1<Re()<−  + 2

; (5.10)
then for ’ 2 Fp;
L();D
2’= x2L();+2’: (5.11)
Remark 5.6. The relation similar to (5.1), (5.3), (5.7), (5.9) and (5.11) for another Bessel-type
integral transform was proved in [12,13] on the subspace of the space of locally integrable functions
and in [6] on Fp;.
6. Compositions of L(), and I

−,D

− in Fp,
Relations (1.13) and (1.14) for ’ 2 Fp; can be obtained analogously as stated in the following
without proof:
Theorem 6.1. Let 16p61; ;  2 R+, ;  2 C,  2 R (< − 1) and let L(); and I − be
operators (1:1) and (1:9). If
Re()>− 1
q
;
1

− 1<Re()<− 

; (6.1)
then for ’ 2 Fp; relation (1:13) holds; i.e.;
I −L
()
;’= L
()
;−x
−’: (6.2)
Theorem 6.2. Let 16p61; ;  2 R+, ;  2 C,  2 R (< − − 1) and let L(); and D− be
operators (1:1) and (1:10). If
Re()>
8>>><
>>>:
−fg+ 1
p
( 62 N);
−1
q
( 2 N);
1

− 1<Re()<−  + 

; (6.3)
then for ’ 2 Fp; relation (1:14) holds; i.e.;
D−L
()
;’= L
()
;+x
’: (6.4)
Corollary 6.3. Let 16p61,  2 R+; ;  2 C; m 2 N;  2 R (< − m− 1) and
Re()>− 1
q
;
1

− 1<Re()<−  + m

; (6.5)
164 H.-J. Glaeske et al. / Journal of Computational and Applied Mathematics 118 (2000) 151{168
then for ’ 2 Fp;.
DmL();’= (−1)mL();+mxm’: (6.6)
Corollary 6.4. Let 16p61,  2 R+; ;  2 C;  2 R (< − 2) and
Re()>− 1
q
;
1

− 1<Re()<−  + 1

; (6.7)
then for ’ 2 Fp;
DL();’=−L();+1x’: (6.8)
Corollary 6.5. Let 16p61,  2 R+; ;  2 C;  2 R (< − 3) and
Re()>− 1
q
;
1

− 1<Re()<−  + 2

; (6.9)
then for ’ 2 Fp;
D2L();’= L
()
;+2x
2’: (6.10)
Remark 6.6. The relations similar to (6.2), (6.4), (6.6), (6.8) and (6.10) for another Bessel-type
integral transform were obtained in [12,13] and [7] in the space of locally integrable functions and
in Fp;, respectively.
7. Compositions of L(), and I

0+,D

0+ in F
0
p,
We prove formulas (1.11) and (1.12) for f 2 F0p;. We begin from the rst one.
Theorem 7.1. Let 16p61; ;  2 R+, ;  2 C,  2 R (< − 1) and let L(); and I 0+ be
the operators dened in (4:3) and (3:9). If the conditions in (4:5) are satised; then for f 2 F0p;
relation (1:11) holds; i.e.;
L(); I

0+f = x
−L();−f: (7.1)
Proof. According to Theorems 4:3, 3:7(i) and Lemma 3.6(i) the operators on both sides of (7.1) are
continuous linear mappings from F0p; into F
0
p;2=p−+−1. Therefore to establish (7.1), it is sucient
to prove the relation
hL(); I 0+f;’i= hx−L();−f; ’i (7.2)
for ’ 2 Fp;2=p−+−1. Applying (4.4), (3.9), (6.2), (4.4) and (3.7), we have
hL(); I 0+f;’i= hI 0+f;L();’i= hf; I −L();’i
= hf;L();−x−’i= hL();−f; x−’i= hx−L();−f; ’i (7.3)
and (7.2) is proved. We note that in the third equality in (7.3) we have used formula (6.2), where
condition (6.1) (with  replaced by 2=p−  + − 1) is equivalent to condition (4.5).
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Theorem 7.2. Let 16p61; ;  2 R+; ;  2 C;  2 R (< − − 1) and let L(); and D0+ be
the operators dened in (4:4) and (3:10).
(i) If  62 N and
Re()<− []− 1
q
;
1

− 1<Re()<−  + 

; (7.4)
then for f 2 F0p; relation (1:12) holds; i.e.;
L();D

0+f = x
L();+f: (7.5)
(ii) If = m 2 N and
Re()<− m+ 1
p
;
1

− 1<Re()<−  + m

; (7.6)
then for f 2 F0p; relation (1:12) holds; i.e.;
L();D
mf = xmL();+mf: (7.7)
Proof. The operations on both sides of (7.5) are continuous linear mappings from F0p; into
Fp;2=p−−−1 by Theorems 3:8(i), 4:3 and Lemma 3.6, provided that the conditions in (7.4) are
satised. Therefore, as in the proof of Theorem 7.1, it is sucient to show that
hL();D0+f;’i= hxL();+f; ’i (7.8)
for ’ 2 Fp;2=p−−−1. If  62 N, then applying (4.4), (3.10), (6.4), (4.4) and (3.7), we have
hL();D0+f;’i= hD0+f;L();’i= hf;D−L();’i
= hf;L();+x’i= hL();+f; x’i= hxL();+f; ’i: (7.9)
If =m 2 N; then the application of (4.4), (3.8), (6.6), (4.4) and (3.7) deduce for ’ 2 Fp;2=p−−−1;
hL();Dmf; ’i= hDmf;L();’i= hf; (−1)mDmL();’i
= hf;L();+mxm’i= hL();+mf; xm’i= hxmL();+mf; ’i: (7.10)
From (7.9) and (7.10) we arrive at (7.8) and theorem is proved. We only note that in the third
equalities in (7.9) and (7.10) we have used formulas (6.4) and (6.6), where condition (6.3) (with
 replaced by 2=p−  − − 1) is equivalent to (7.4).
Corollary 7.3. If 16p61;  2 R+; ;  2 C;  2 R (< − 2) and
Re()<− 1
q
;
1

− 1<Re()<−  + 1

; (7.11)
then for f 2 F0p;
L();Df = xL
()
;+1f: (7.12)
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Corollary 7.4. If 16p61;  2 R+; ;  2 C;  2 R (< − 3) and
Re()<− 2 + 1
p
;
1

− 1<Re()<−  + 2

; (7.13)
then for f 2 F0p;
L();D
2f = x2L();+2f: (7.14)
Remark 7.5. The relations similar to (7.1), (7.5), (7.7), (7.12) and (7.14) for another Bessel-type
integral transform were established in [12,13] and [6] in the subspace of locally integrable functions
and in F0p;, respectively.
8. Compositions of L(); and I

−,D

− in F
0
p,
Finally, we give the formulas relating to (1.13) and (1.14) for f 2 F0p;. The proofs are omitted.
Theorem 8.1. Let 16p61; ;  2 R+; ;  2 C;  2 R (< − 1) and let L(); and I − be the
operators dened in (4:4) and (3:11). If
Re()<
1
p
− ; 1

− 1<Re()<− 

; (8.1)
then for f 2 F0p; relation (1:13) holds; i.e.;
I −L
()
;f = L
()
;−x
−f: (8.2)
Theorem 8.2. Let 16p61; ;  2 R+; ;  2 C;  2 R (< −  − 1) and let L(); and D− be
the operators dened in (4:4) and (3:12). If
Re()<
1
p
;
1

− 1<Re()<−  + 

; (8.3)
then for f 2 F0p; the type of relation (1:14) holds; i.e.;
D−L
()
;f = L
()
;+x
f: (8.4)
Corollary 8.3. Let 16p61;  2 R+; ;  2 C;  2 R (< − 2) and
Re()<
1
p
;
1

− 1<Re()<−  + 1

; (8.5)
then for f 2 F0p;
DL();f = L
()
;+1xf: (8.6)
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Corollary 8.4. Let 16p61;  2 R+; ;  2 C;  2 R (< − 3) and
Re()<
1
p
;
1

− 1<Re()<−  + 2

; (8.7)
then for f 2 F0p;
D2L();f = L
()
;+2x
2f: (8.8)
Remark 8.5. The relations similar to (8.2), (8.5), (8.8) and (8:10) for another Bessel-type integral
transform were obtained in [12,13] and [6] in the subspace of locally integrable functions and in
F0p;, respectively.
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