In this article, a proper orthogonal decomposition (POD) technique is employed to establish a POD-based reduced-order time-space continuous finite element (TSCFE) extrapolation iterative format for two-dimensional (2D) heat equations, which includes very few degrees of freedom but holds sufficiently high accuracy. The error estimates of the POD-based reduced-order TSCFE solutions and the algorithm implementation of the POD-based reduced-order TSCFE extrapolation iterative format are provided. A numerical example is used to illustrate that the results of the numerical computation are consistent with the theoretical conclusions. Moreover, it is shown that the POD-based reduced-order TSCFE extrapolation iterative format is feasible and efficient for solving 2D heat equations.
Introduction
The time-space finite element (FE) methods for time-dependent partial differential equations (TDPDEs) play an important role in many practical applications and form an important research topic (see [-] ). They have a higher accuracy than their usual FE methods with time-forward difference and even they have a higher accuracy than their CrankNicolson FE methods with time-averaged data (see, e.g., [-] ). However, even if the time-space continuous finite element (TSCFE) methods for two-dimensional (D) heat equations include a lot of degrees of freedom too, they would cause many difficulties for real-life applications. Therefore, an important problem is how as few it is possible to use to lessen the degrees of freedom so as to alleviate the computational load and save timeconsuming calculations and resource demands in the computational process in a way that guarantees the sufficiently accurate numerical solutions.
The proper orthogonal decomposition (POD) method (see [] ) is an efficient means to lessen the degrees of freedom of numerical models for TDPDEs and alleviate the accumulation of truncation errors in the computational process so as to reduce the computational load and save memory requirements. It has been widely and successfully applied to numerous fields, including signal analysis and pattern recognition (see [] ), statistics, geophysical fluid dynamics or meteorology (see [] ). It essentially provides an orthogonal basis for representing the given data in a certain least squares optimal sense, namely, it provides a way to find optimal lower dimensional approximations of the given data. Especially, it has played an important role in reduced-order of numerical methods for TDPDEs (see, e.g., [-] ). Moreover, the long-term stability of POD reduced-order models is discussed (see, e.g., [-] ).
However, almost all existing POD-based reduced-order numerical methods (see, e.g., [-]) employ numerical solutions obtained from classical numerical methods on the total time span [, T] to form POD bases and establish reduced-order models, and then recompute the solutions on the same time span [, T] , which actually entails repeating computations on the same time span [, T] . Especially, to the best of our knowledge, there is not any report that the POD-based reduced-order TSCFE extrapolation iterative format for D heat equations is established or that an algorithm of the reduced-order TSCFE extrapolation iterative format is implemented. Therefore, in this article, we establish the POD-based reduced-order TSCFE extrapolation iterative format for D heat equations and provide the error estimates of the POD-based reduced-order TSCFE solutions and the algorithm implementation of the POD-based reduced-order TSCFE extrapolation iterative format. We also provide a numerical example to illustrate that the POD-based reduced-order TSCFE extrapolation iterative format is feasible and efficient for seeking numerical solutions for D heat equations. Especially, we here thoroughly improve the existing methods, namely, we do only employ the first few given classical TSCFE solutions on a very short time span [, T  ] (T  T) as snapshots to form POD basis and establish the POD-based reduced-order TSCFE extrapolation iterative format for seeking the numerical solutions on the total time span [, T]. Thus, we can sufficiently absorb the advantage of the POD method, namely, sufficiently utilize the given data (on very short time span [, T  ] and T  T) to forecast future physical phenomena (on the time span [T  , T]). Therefore, the POD-based reduced-order TSCFE extrapolation iterative format for D heat equations is completely different from the existing POD-based reduced-order methods (see, e.g., [-] etc.) and we have an improvement and development of the existing methods as mentioned above or others.
The article is organized as follows. Section  recalls the classical TSCFE method for D heat equations and generates snapshots by means of the first fewer TSCFE solutions obtained from the classical TSCFE formulation. In Section , we form orthonormal POD bases of a set of the snapshots by means of the POD method and establish the POD-based reduced-order TSCFE extrapolation iterative format including very few degrees of freedom but holding sufficiently high accuracy for the D heat equations. In Section , the error estimates of the POD-based reduced-order TSCFE solutions and the algorithm implementation for the POD-based reduced-order TSCFE extrapolation iterative format are provided. In Section , a numerical example is presented to illustrate that the results of the numerical computation are consistent with the theoretical conclusions and validate that the POD-based reduced-order TSCFE extrapolation iterative format is feasible and efficient for finding numerical solutions to the D heat equations and can greatly lessen its degrees of freedom and alleviate the computational load as well as save time for calculations and resource demands in the computational process. Section  provides the main conclusions and discussions.
Recall the classical TSCFE method for 2D heat equations and generate snapshots
Let ⊂ R  be a bounded and connected polygonal domain. Consider the following D heat equations (see [, ] ).
Problem I Find u such that
where u t = ∂u/∂t, γ is a positive constant, the source term f (x, y, t) and the initial value function ϕ  (x, y) are all sufficiently smooth to ensure the following analysis' validity, and T is the total time.
The Sobolev spaces along with their properties used in this context are standard (see [] ). For example, define the space
where m ≥  is integer, α = (α  , α  ), α  , and α  are two non-negative integers, and |α| = α  + α  , with norm
and semi-norm
Time-space Sobolev spaces are denoted by
Thus, a variational formulation for Problem I is written as follows.
Problem II
For the sake of convenience and without loss of generality, we may as well suppose that γ =  in the following theoretical analysis.
In order to establish TSCFE formulation, we first subdivide computational domain into a quasi-uniform triangulation h = {K} with h = max h K , here h K is the diameter of the triangle K ∈ h (see [, , ]), and take the partition on the time span [, T] as  = t  < t  < · · · < t N = T with a time step k = max ≤i≤N |t i -t i- |. Then we introduce the subspace S hm ( ) ⊂ H   ( ) consisting of the piecewise continuous mth degree polynomials defined on the partition h of with mesh parameter h, and let S kl (, T) be an FE subspace on time partition consisting of continuous piecewise lth degree polynomials, namely,
Finally, we define the time-space element subspace as
Thus, the classical TSCFE formulation for the D heat equations is established as follows.
The TSCFE solution u hk can be found by marching through successive time levels. To this end, let J n = [t n- , t n ] and P l (J n ) denote the set of polynomials of degree ≤ l on an interval J n . Then, for n = , , . . . , N , the TSCFE solution u hk on J n is found as the unique solution of
with u hk (x, y, ) = P h ϕ  (x, y), and u hk (x, y, t n ) (n = , , . . . , N -, (x, y) ∈ ) are given and have been found on a previous time step. In order to improve the accuracy of time approximation, P l- (J n ) is taken as the set of Gauss-Legendre polynomials with accuracy for all polynomials of degree ≤ l -. To this end, for each l ≥ , consider the Gauss-Legendre integration rule,
which is exact for all polynomials of degree ≤ l -. For given l ≥ , let { i } l i= be the Lagrange polynomials of degree l - corresponding to the points of division τ  , τ  , . . . , τ l , namely
With the linear transformation t = t n +τ k n (k n = t n -t n- ) which maps the unit interval [, ] onto J n and quadrature formula (.), the points of division and weights are denoted by
The Lagrange polynomials
where
The following results of the existence, the uniqueness, the stability, and the convergence of the solution for the system of equations (.) and (.), namely, Problem III, are obtained by means of the same methods as the proofs of Theorems ., ., ., and . in [] or the analogous approaches of proving Theorems ., ., ., and . in [] . 
C here and in the following is a constant which is possibly different at different occurrences, being independent of h and k, but dependent on γ . () Let u(x, y, t) of the solution to Problem
Remark . If the source term f (x, y, t), the initial value function ϕ  (x, y), the time step k, and the spatial mesh size h all are given, then we can obtain solutions u hk (x, y, t) by solving Problem III or the system of equations (.) and (.). But we obtain the first 
Furthermore, there is the following error formula:
S hm ( ) → S dm ( ) as follows:
Thus, by functional analysis theories (see [] ), there exists an extension
where u ∈ U. Due to (.), the projection P h is also bounded,
There is the following inequality (see [, , ]):
Further, there are the following conclusions (see [, , , ]). Thus, based on S dm ( ), the POD-based reduced-order TSCFE extrapolation iterative format for the D heat equations is established as follows.
Problem IV
where m i,j = J n˜ n,j (t) n,i (t) dt (i = , , . . . , l; j = , , . . . , l) and u n,j (n = , , . . . , M; j = , , . . . , l) are the solutions to (.).
Remark . If h is a uniformly regular triangulation, even though S hm ( ) is the spaces of piecewise linear polynomials, i.e., m = , the number of total degrees of freedom for Problem III on each time level is N h × l (where N h is the number of vertices of triangles in h ). If m = , the number of total degrees of freedom for Problem III on each time level is N h × l, while the number of total degrees of freedom for Problem IV on each time level is
For scientific engineering problems, the number N h of vertices of triangles in h is more than tens of thousands, even more than a hundred million, while d is only the number of the first few main eigenvalues so that it is very small (for example, in Section ,
Problem IV is the POD-based reduced-order TSCFE extrapolation iterative format with very few degrees of freedom for the D heat equations. Especially, it has no repeating computations and uses the given solutions on the first fewer M time steps for Problem III to extrapolate other (n-M) solutions, which is completely different from existing reducedorder approaches (see, e.g., [-] etc.).
Error analysis and algorithm implementation of POD-based reduced-order TSCFE extrapolation iterative format 4.1 Error estimates of solutions for Problem IV
In the following, we employ classical TSCFE method to derived the error estimates of the POD-based reduced-order TSCFE solutions for Problem IV. We have the following main results for Problem IV.
Theorem . Under the hypotheses of Theorem
., Problem IV has a unique solution u dk ∈ S dm ( ) ⊗ S kl (, T) such that ∇u dk (t n )  ≤ C f L  (,t n ;H - ) + ∇ϕ   , n = , , . . . , M; (  .  ) u hk t L  (,t n ;H  ) + ∇u hk (t n )  ≤ C f L  (,t n ;H - ) + ∇ϕ   , n = M + , M + , . . . , N, (  .  )
which show that the solutions to Problem IV are stable and continuously dependent of the initial value function ϕ  (x, y) and the source term f (x, y, t). If M  = O(N), then we have the following error estimates between the solution u(t) to Problem I and the solutions u dk to
Problem IV: 
obtain the following system of error equations:
Note that J n = [t n- , t n ]. By using the system of error equations (.), (.), and the Hölder and Cauchy inequalities, we have
Combining (.) with Theorem . and (.) yields (.).
With Theorem . and by means of the analogous proof of Theorem ., we easily obtain the following corollary. 
Remark . Due to POD-based reduced-order and extrapolation for the classical TSCFE formulation Problem III, the errors of the solutions for the POD-based reduced-order TSCFE extrapolation iterative format Problem IV include more term (
than those for Problem III, but the degrees of freedom for Problem IV are far less than those of Problem III so that Problem IV can greatly lessen the truncation error accumulation in the computational process, alleviate the calculating load, save time-consuming calculations, and improve actual computational accuracy (see the example in Section ). However, the factor (k -/ h  κ i=d+ λ j ) / in Theorem . and Corollary . can act as a suggestion to choose the number of POD bases, namely, it is only necessary to choose d
Algorithm implementation of POD-based reduced-order TSCFE extrapolation iterative format
Finding the solutions of the POD-based reduced-order TSCFE extrapolation iterative format for D heat equations consists of the following six steps.
Step . For given initial value function ϕ  (x, y), source term f (x, y, t), and the time step increment k and the spatial grid measurement h, solving (.) at the first M steps obtains the snapshots u n, (n = , , . . . , M).
Step . Form the correlation matrix
Step
Solving the eigenvalue problem Av = λv yields positive y) ; n = , , . . . , M})) and the corre-
Step . For the error
Step . Generate POD basis
are the solutions for Problem IV satisfying accuracy needed. Else, namely, if
. , M) and return to
Step .
A numerical example
In 
ϕ  (x, y) = , and the boundary value function as follows:
We first take the first M =  solutions u n, (x, y) = u(x, y, t n ) for the classical TSCFE formulation, namely, Problem III at time partition points t n (n = , , . . . , ) as snapshots. 
Thus, it is only necessary to take the most main six POD bases. According to  steps in Section . without renewing POD basis, the POD-based reduced-order TSCFE extrapolation iterative format are still convergent, whose solution at t =  is found and depicted on the top chart in Figure  . The numerical solution u n h obtained with classical Problem III when n = , (i.e., t = ) is depicted graphically on the bottom chart in Figure  . The two charts in Figure  exhibit a quasi-identical similarity. Although the errors of the PODbased reduced-order TSCFE solutions on the starting time span are slightly larger than those of the classical TSCFE solutions, since the POD-based reduced-order TSCFE ex- trapolation iterative format Problem IV on each time level only includes  ×  degrees of freedom and the classical TSCFE formulation Problem III has more than  ×  ×   degrees of freedom, namely, the degrees of freedom for the POD-based reduced-order TSCFE extrapolation iterative format are far fewer than those for the classical TSCFE formulation Problem III so that it could greatly lessen the truncation error accumulation in the computational process, alleviate the calculating load, save the consuming time of calculations, and improve the actual computational accuracy; therefore, after some time span, the numerical errors of the POD-based reduced-order TSCFE extrapolation iterative format are fewer than those of the classical TSCFE formulation (see Figure ) . Figure  shows the errors between solutions obtained from the POD-based reducedorder TSCFE extrapolation iterative format with different number of POD bases and solutions obtained from the classical TSCFE formulation at t = . It is shown that the numerical computing results are consistent with those obtained for the theoretical case because the theoretical and numerical errors are all O( - ).
Further, by comparing the classical TSCFE formulation with the POD-based reducedorder TSCFE extrapolation iterative format with six POD bases implementing the numerical simulations at t = , it is found that the classical TSCFE formulation includes more than  ×  ×   unknown quantities (since the subspaces S hm ( ) and S kl (, T) are taken as piecewise second polynomial spaces) on each time level and the required computing time is  minutes, while the POD-based reduced-order TSCFE extrapolation iterative format with six POD bases does only include six unknown quantities on each time level and the corresponding computing time is less than  seconds, namely, the computing time of the classical TSCFE formulation is  times higher than that of the POD-based reduced-order TSCFE extrapolation iterative format with six POD bases. Thus, the PODbased reduced-order TSCFE extrapolation iterative format can greatly save the calculating time and alleviate the computing load so that it could greatly lessen the truncation error accumulation in the computational process. It is also shown that finding the numerical solutions for D heat equations by means of the POD-based reduced-order TSCFE extrapolation iterative format is computationally very effective and feasible.
Conclusions and discussions
In this article, the POD-based reduced-order TSCFE extrapolation iterative format for D heat equations has been established, the error estimates of the POD-based reducedorder TSCFE solutions and the algorithm implementation of the POD-based reducedorder TSCFE extrapolation iterative format have been provided. A numerical example has been used to validate that the results of the numerical computation are consistent with the theoretical conclusions. Further, it has shown that the POD-based reduced-order TSCFE extrapolation iterative format can greatly save the calculating time and alleviate the computing load so that it could greatly lessen the truncation error accumulation in the computational process. Moreover, it is shown that the POD-based reduced-order TSCFE extrapolation iterative format is computationally very effective and feasible for finding the numerical solutions to D heat equations. Though some POD-based reduced-order models for D parabolic equations have been established (see [, , , , ]), the POD-based reduced-order TSCFE extrapolation iterative format here is completely different from those mentioned above because the TSCFE method is different from the usual Galerkin method, the FE method, the finite volume method, and the finite difference scheme. Especially, the POD-based reduced-order TSCFE extrapolation iterative format only employs the first few given classical TSCFE solutions on the very short time span [, T  ] (T  T) as snapshots to form the POD basis and seek the numerical solutions on the total time span [, T] . It is an improvement and innovation of the existing methods (see, e.g., [-] etc.).
Future research work in this area will aim to extend the POD-based reduced-order TSCFE extrapolation iterative format, applying it to more TDPDEs such as the nonlinear Schrödinger equation, integral differential equations, convection-diffusion equations, nonlinear sine-Gordon equation, Sobolev equations, solute transport equations, and viscoelastic equations.
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