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Geodesic acoustic modes (GAM) are oscillating zonal structures unique to toroidal plasmas, and
have been extensively studied in the past decades due to their potential capabilities of regulating mi-
croscopic turbulences and associated anomalous transport. This article reviews linear and nonlinear
theories of GAM; with emphases on kinetic treatment, system nonuniformity and realistic magnetic
geometry, in order to reflect the realistic experimental conditions. Specifically, in the linear physics,
the resonant wave-particle interactions are discussed, with the application to resonant excitation by
energetic particles (EPs). The theory of EP-induced GAM (EGAM) is applied to realistic devices
for the interpretation of experimental observations, and global effects due to coupling to GAM con-
tinuum are also discussed. Meanwhile, in the nonlinear physics, the spontaneous GAM excitation by
microscale turbulences is reviewed, including the effects of various system nonuniformities. A unified
theoretical framework of GAM/EGAM is then constructed based on our present understandings.
The first-principle-based GAM/EGAM theories reviewed here, thus, provide the tools needed for
the understanding and interpretation of experimental/numerical results.
I. Introduction
The peculiar role of toroidally and poloidally symmet-
ric zonal structures (ZS) [1–5] and their influence on the
overall plasma performance has been well accepted and
extensively studied in the past two decades. ZS can reg-
ulate microscale drift wave turbulence (DW) [6], includ-
ing drift Alfve´n waves (DAWs), via scattering into short
radial wavelength stable domain, and thereby, suppress
the DW induced anomalous transport. ZS can, thus,
be viewed as the generator of nonlinear equilibria with
suppressed turbulence [7, 8], and possibly an important
factor in the H-mode confinement [9, 10].
Geodesic acoustic modes (GAM) [11, 12], as the finite
frequency counterpart of zonal flow, have been observed
in various machines by different diagnostics [13–22] in the
search of zero frequency zonal flow (ZFZF) [2], with the
linear features such as mode frequency, three dimension
mode structure, density perturbation and radial propa-
gation identified. An inverse relation of turbulence level
and GAM intensity were often observed, suggesting the
GAMs are excited nonlinearly by ambient turbulence, as
shown by bicoherence analysis [23–25]. Theoretically, the
regulation of DW by ZFZF and/or GAM, is achieved via
the spontaneous excitation of ZFZF/GAM by DWs mod-
ulational instability [12, 26]. Thus, the nonlinear drive
from DWs in the form of Reynolds stress [27] must be
strong enough to overcome the threshold conditions due
to frequency mismatch and/or dissipations. The nonlin-
early generated ZFZF/GAM, in turn, scatter DWs into
stable short wavelength domain. Noting the fact that
both ZFZF and GAM can be excited by and regulate
DWs, and that their respective nonlinear coupling cross-
sections based on gyrokinetic predictions are comparable
[12, 26], understanding the nonlinear dynamics of DWs
and, thus, quantitative prediction of the transport level
require careful examination of linear drive/dissipations
of GAM, and the possible direct power transfer between
GAM and ZFZF.
Due to its finite frequency, GAM can resonate with,
and be excited by energetic particles (EPs) [28, 29], anal-
ogous to the shear Alfve´n wave (SAW) continuum mode
excitation by EPs [30]. Though EGAM typically has
a radial scale much longer than that of GAM driven by
DWs, the possible nonlinear interactions between EGAM
and DWs [31, 32] were observed numerically, suggest-
ing EGAM as an active control for DWs. The ob-
served oscillations at twice of GAM/EGAM frequency
[33], furthermore, suggest the nonlinear self-couplings of
GAMs, including generating GAM/EGAM second har-
monic and ZFZF, as demonstrated by numerical simula-
tions [34]. The generation of GAM/EGAM second har-
monic [34–36], as an additional dissipation mechanism
for GAM/EGAM, and generation of ZFZF as a channel
for direct power transfer from GAM/EGAM to ZFZF
[36, 37], will affect the branching ratio of GAM and ZFZF
generation by DWs, and, as a consequence, DWs nonlin-
ear dynamics.
In this paper, the theoretical investigation of GAM is
briefly reviewed, with emphasis on first-principle-based
kinetic treatment and realistic geometry. Therefore, the
present result can be directly applied to explain exper-
imental observations and numerical simulations in the
the proper limits. The rest of the paper is organized as
follows. In Sec. II, the linear properties of GAM are
presented, with the fluid derivation and the discussions
of GAM continuum given in IIA, and the kinetic treat-
ment given in Sec. II B, emphasizing on the physics pic-
ture of wave-particle resonances in the short wavelength
limit. The EGAM local and global theories are reviewed
in Sec. III, with applications to several specific cases
in realistic devices . Speculations are made on EGAM
nonlinear saturation and possible particle losses due to
EGAM induced pitch angle scattering. The spontaneous
2excitation of GAM by DWs is reviewd in Sec. IV, taking
ion temperature gradient (ITG) DW in the local limit as
an example. The local nonlinear theory is then general-
ized to GAM excitation by short wavelength collisionless
trapped electron mode (CTEM) DW and toroidal Alfve´n
eigenmode (TAE). Further extension to global theory is
also given, considering the system nonuniformities. The
GAM/EGAM nonlinear self-coupling, as one important
factor for the nonlinear DW dynamics, is also reviewed
in Sec. V. In Sec. VI, a unified theoretical framework of
GAM/EGAM is proposed, including the main processes
discussed in this paper. Conclusions and discussions are
given in Sec. VII.
II. Linear theory of GAM
In this section, we present the linear GAM theory.
First, in Sec. II A, adopting a fluid approach to il-
lustrate fundamental properties of the GAM continuous
spectrum. Afterwards, in Sec. II B, introducing kinetic
description and the properties of GAM at short wave-
lengths.
A. Fluid theory: GAM continuum and mode
conversion to kinetic GAM
In Sec. II A, the fluid theory of GAM will be presented
[11, 38], with the GAM continuum due to plasma nonuni-
formity [12, 38] briefly reviewed, as a peculiar feature of
GAM. The GAM continuum induced linear absorption
[12] and the multiple-scale radial structure [38] have im-
portant consequences on the linear decay due to both
continuum and Landau damping [38–41], resonant exci-
tation by EPs [42–45] and nonlinear interactions with
DW/DAWs [46], as we will discuss in the rest of the
paper. A thorough and detailed investigation of GAM
continuous spectrum, including phase mixing and mode
conversion to kinetic GAM (KGAM), was presented in
Ref. [38].
We start with the linearized fluid equations,
∂tδn+∇ · (n0δv) = 0, (1)
min0∂tδv = −∇δP + δJ×B0/c, (2)
δP = ΓeTeδne + ΓiTiδni, (3)
δE+ δv ×B0/c = 0, (4)
where equations (1), (2), (3) and (4) are, respectively, lin-
earized continuity equation, momentum equation, equa-
tion of state and Ohm’s law; δn is the number density, δv
is perturbed velocity, Γ is the appropriate ratio of spe-
cific heats, T is the temperature; subscripts e, i denote,
respectively, electron and ion species. Other notations
are standard.
The governing GAM equation is derived from the flux
surface averaged quasineutrality condition,
∂rδJr = 0, (5)
with (· · · ) ≡ ∫ 2pi0 (· · · )dθ/2π denoting magnetic surface
averaging and the perturbed radial current δJr obtained
from the poloidal component of momentum equation as
δJr = (c/B0) [n0mi∂tδvθ + (1/r)∂θδP ] . (6)
Note that in Eq. (5) we have neglected equilibrium
nonuniformity scale with respect to GAM wavelength by
dropping the Jacobian of the adopted toroidal flux coor-
dinates that we use throughout this work. Equation (6)
consists of two terms, corresponding to, respectively, the
polarization current due to finite GAM frequency, and
the perturbed diamagnetic current associated with the
perturbed pressure gradient in poloidal direction. δvθ
is the GAM radial electric field induced poloidal drift
velocity (“zonal flow”), and the perturbed pressure δP
is obtained from equation of state, with the perturbed
density δn given by the plasma compressibility due to
toroidicity, noting the GAM radial wavelength is much
shorter than equilibrium scale
δn = −cn0kGδφG sin θ
ωB0R0
. (7)
Equation (7) is the well-known “upper-down anti-
symmetric” density perturbation of GAM in the fluid
limit [47]. Combining equations (3), (5), (6) and (7), the
radial GAM mode equation can be derived as:
∂
∂r
[
c2
B20
min0ω
(
1− ω
2
G
ω2
)]
∂
∂r
δφG = 0, (8)
with ω2G ≡ (ΓiTi + ΓeTe)/(miR20) being the GAM fre-
quency in the fluid limit. Note that the coefficient of the
highest order derivative can vanish, and thus, the equa-
tion is singular at r0 with ω
2
G(r0) = ω
2, suggesting the
existence of GAM continuum [12], similar to the well-
known shear Alfve´n resonance [48, 49].
Equation (8) can be solved and yield the following so-
lution,
δEG = A+ exp(iωG(r)t) +A− exp(−iωG(r)t)
+
S0 exp(−iω0t)
ω20 − ω2G(r)
, (9)
in which the homogeneous solutions correspond to the
initial perturbations of GAM continuum, with A+ and
A− determined from initial condition, and the inhomo-
geneous solution corresponds to an incoming oscillation,
due to, e.g., an external antenna [38, 50]. This term
also accounts for EGAM driven away from r0 [42, 44]
and/or nonlinear drive by DW/DAWs [51] in the form
of “S0 exp(−iω0t)”. Note that the initial perturbation
oscillates at the local GAM frequency ωG(r) , and two
nearby points initially with the same phase will develop a
phase difference ω′G(r)∆rt in time, with ∆r being the ra-
dial distance and ω′G ≡ ∂rωG. Consequently, the radial
wavenumber ∼ ω′G(r)t increases with time, and gener-
ates singular mode structures asymptoticly, leading to
3the phase mixing of δφG ∝ 1/t [48]. On the other hand,
the oscillation energy piles up at r0, with the mode struc-
ture proportional to 1/(r−r0) near the resonant point r0.
Finite absorption of the driving mode energy density by
the plasma then occurs and is described by the Poynting
flux into the narrow singular layer around r0, with the
absorption power give by equation (18) of Ref. [38].
The singular mode structure given in equation (9) also
indicates the breakdown of the MHD treatment at very
short radial scales, and the necessity of kinetic treatment.
Inclusion of the finite ion Larmor radius effects (FLR)
[38, 49] will remove the singularity and introduce mode
conversion of the singular continuum solution at r0 to
outward propagating KGAM at Airy scales, as discussed
in the case of EGAM driven by a spatially broad EP
beam [44] in Sec. III B 3. Interested readers may refer
to Ref. 38 for a more thorough and detailed discussion
of interesting physics associated with GAM continuous
spectrum.
B. Kinetic dispersion relation, and Landau
damping in the short wavelength limit
The real frequency of GAM given by fluid theory is
not satisfactory for explaining experimental results, due
to uncertainties induced by the closure with the equa-
tion of state for a collisionless plasma; although the de-
pendence on parameters are qualitatively correct. Some
key physics, e.g., wave-particle resonances, are missing in
fluid model, which, however, play important role in the
GAM related physics such as collisionless Landau damp-
ing and excitation by EPs as discussed in Sec. III. In this
Section, we briefly summarize the main steps in deriving
the GAM linear dispersion relation adopting the gyroki-
netic framework, while interested readers may refer to a
systematic derivation with rigorous orderings presented
in Ref. [39]. The particle responses derived here, will
also be applied in later sections for the nonlinear GAM
interactions with microscopic turbulences.
The perturbed particle distribution function δf can be
expressed as
δfs = (es/ms)∂EF0δφ+ exp[i(msc)/(esB
2)k×B · v]δH,
and the nonadiabatic particle responses δH , can be de-
rived from the general gyrokinetic equation [52]:
(−iω + v‖∂l + iωd) δHk = −i es
ms
QF0JkδLk
− Λk
k′,k′′Jk′δLk′δHk′′ .(10)
Here, ωd = (v
2
⊥ + 2v
2
‖)/(2ΩR0) (kr sin θ + kθ cos θ) is
the magnetic drift frequency for a circular cross section
large aspect ratio tokamak, l is the length along the
equilibrium magnetic field line, QF0 ≡ (ω∂E − ω∗)F0,
E = (v2⊥ + v
2
‖)/2, ω∗ is the diamagnetic drift frequncy
with ω∗F0 ≡ k · b × ∇F0/Ω, Jk ≡ J0(k⊥ρL) with J0
being the Bessel function of zero-index accounting for
FLR effects, ρL ≡ mcv⊥/(eB) is the Larmor radius,
δL = δφ−v‖δA‖/c, Λkk′,k′′ ≡ (c/B0)
∑
k=k′+k′′ b·k′′×k′;
and other notations are standard. The second term on
the right-hand side of equation (10) is the convective non-
linearity, which will be used in Sec. IV for the nonlinear
interactions between GAM and DW/DAW turbulences.
This is the general form of the gyrokinetic equation in
Fourier space [52], and its simplified versions in various
limits are used in different sections of this paper for the
specific problems of interest; e.g., electro-static limit for
linear theory of GAM/EGAM and their nonlinear inter-
actions with DW turbulence, and electro-magnetic limit
for the nonlinear GAM excitation by TAE. Note that
in Sec. V, where self couplings of GAM/EGAM are re-
viewed, an extended version of equation (10) including
parallel nonlinearity is used, which is usually neglected
because it is typically higher order in the gyrokinetic ex-
pansion parameter, and its effect correspondingly enters
on a longer time scale compared with that of the convec-
tive nonlinearity [53, 54].
In this Section, for GAM with n = 0 and pre-
dominantly electro-static perturbation, one has v‖∂l =
(v‖/qR0)∂θ, ω∗ = 0, δLG = δφG, and ωd = ωdr ≡
kr(v
2
⊥ + 2v
2
‖) sin θ/(2ΩR0) ≡ ωˆdr sin θ accounting for ra-
dial magnetic drift associated with geodesic curvature.
Equation (10) in the linear limit, reduces to
(−iω + ωtr∂θ + iωdr) δHG = iω es
ms
∂EF0JGδφG,
and for thermal plasmas with Maxwellian distribution
function, ∂EF0 = −(ms/Ts)F0. The GAM equation is
derived from the quasi-neutrality condition
n0e
2
Ti
(
1 +
Ti
Te
)
δφk =
∑
s=e,i
〈qsJkδHs〉k , (11)
with 〈· · · 〉 denoting velocity space integration.
For GAM with typically ω ∼ vti/R0, electron response
to GAM can be derived, noting |ωtr,e| ≫ |ωG|, and one
has
δHLG,e =
e
Te
F0δφG, (12)
which cancels the electron adiabatic contribution in the
perturbed distribution function, as expected.
Decomposing the GAM scalar potential as
δφG =
∑
m
δφG,me
imθ,
with δφG,m obtained from equation (15), the perturbed
ion response to GAM, can be derived as [55]
δHG,i = − e
mi
ωJG∂EF0
∑
p
∑
m
∑
l
× i
(p−l)Jl(Λˆd)Jp(Λˆd)e
i(m+l+p)θδφG,m
ω − (l +m)ωtr .(13)
4Here, we have assumed well circulating ions with constant
v‖, |ω| ≫ ωb,i with ωb,i ∼
√
ǫωtr,i being the trapped
ion bounce frequency and ǫ ≡ r/R0 ≪ 1 the inverse
aspect ratio, Λˆd ≡ ωˆdr/ωtr ≡ krρˆd with ρˆd ≡ vˆd/ωtr
the drift orbit width and vˆd ≡ (v2⊥ + 2v2‖)/(2ΩR0), and
the e−iΛˆd cos θ =
∑
l(−i)lJl(Λˆd)eilθ expansion is applied
to derive equation (13). Note that equation (13) is the
general particle response to GAM, and it can be used to
obtain EP response in Sec. III.
Different orderings can be taken for non-resonant and
resonant ions to further simplify the general respoinse
of equation (13). For non-resonant bulk ions, with
v ∼ vti ≡
√
2Ti/mi, we have |ωtr,i/ωG| ∼ 1/q ≪ 1
and |ωd/ω| ∼ krρti ≪ 1. Here, ρti ≡ micvti/(eB0). As
a result, the mode structure and dispersion relation of
GAM determined by non-resonant thermal plasma re-
sponse can be derived by substituting the ion response,
equation (13), into quasi-neutrality condition, and apply-
ing the ωtr ≪ ω and Λˆd ≪ 1 limits. One then derives,
the Hermitian part of GAM dispersion function
DR =
[
1−
(
7
4
+ τ
)
v2ti
ω2R20
+ bˆ
v2ti
ω2R20
(
31
16
+
9
4
τ + τ2
)
− v
4
ti
ω4R40q
2
(
23
8
+ 2τ +
τ2
2
)
− bˆ v
4
ti
ω4R40
(
747
32
+
481
32
τ +
35
8
τ2 +
τ3
2
)]
bˆ. (14)
with the subscript R denoting real part, τ ≡ Te/Ti, and
bˆ ≡ k2⊥ρ2ti/2. Equation (14), is derived based on the
|krρL| ≪ 1 and 1/q2 ≪ 1 expansion, which is usually sat-
isfied in the parameter region where GAM related physics
are important. The perturbed GAM scalar potential, can
then be derived from quasi-neutrality condition as
δφG = δφG
{
1−
[
1− bˆ
(
3
2
+ τ
)]
τ
ωdt
ω
sin θ
−
[
7
4
+ τ − bˆ
(
13
4
+
19
4
τ + 2τ2
)]
τ
ω2dt
2ω2
cos 2θ
−
[
9
4
+
7
8
τ −
(
9
4
+
7
4
τ +
τ2
2
)
cos 2θ
]
τ
ω3dt
ω3
sin θ
−
(
τ2
2
+ τ
)
ωdtω
2
tt
ω3
sin θ
}
, (15)
with the terms proportional to bˆ accounting for FLR
effects, ωdt/ω for FOW effects and ωtt/ω for paral-
lel ion compressibility. Here, ωdt ≡ krρtivti/R0 and
ωtt ≡ vti/(qR0).
The collisionless Laudau damping of the toroidally
symmetric GAM, is mainly induced by the thermal ion
transit harmonic resonances. Noting the ω ≫ ωtr,i ≫
ωb,i ordering, the “number” of transit harmonics involved
in the process is related to the ratio of GAM wavelength
compared to the ion drift orbit width, as demonstrated
by equation (13). The Landau damping of GAM due to
primary transit resonance (|ω| = |ωtr|), was investigated
in Ref. 56, which was then extended to small but finite
drift orbit width regime, with |ω| = 2|ωtr| resonances
taken into account [57]. It was shown by TEMPEST
simulations [58, 59] that higher order transit harmonic
resonances becomes increasingly more important as one
further increases |krρˆd| (e.g., by increasing q at fixed krρL
[58, 59]). Therefore, it was noted that the “number” of
particles that resonate with ω = (l +m)ωtr transit har-
monic is proportional to |Jl(Λˆd)Jl+m(Λˆd)F0(v‖,res)| from
equation (13) with v‖,res = qR0ωG/(l+m). Deriving the
GAM Landau damping rate for short wavelength KGAM,
which is preferentially excited via DW interactions, then
becomes challenging due to the non-trivial task of sum-
ming up all the relevant transit harmonic resonances. An
alternative approach was developed in Ref. 12, which
is equivalent to adding up all the transit harmonic res-
onances. Detailed derivations and interpretations were
given in later publications [39, 45]. The anti-Hermitian
part of the GAM dispersion function in the short wave-
length limit (krρtiq
2 ≫ 1) is then given as
DI =
√
2
[
1− 2bˆ+ ω
2
dt
ω2
(
1 +
√
2τ
(
7
4
+ τ
))
+
ωω2tt
24
(
− 4
ω3dt
+
ω
ω4dt
)]
exp
(
− ω
ωdt
)
. (16)
Note that, even though DI is proportional to
exp(−ω/ωdt) and the leading order resonant particle re-
sponse is δHres ∝ 1/(ω − ωd), the underlying resonant
condition is not a “drift resonance”. The wave-particle
energy exchange is due to the summation of all the transit
harmonic resonances, as clarified in great detail in Ref.
45. The real frequency and collisionless damping rate of
GAM, can then be derived from equations (14) and (16),
with FLR and FOW effects properly accounted for. The
present approach to the wave-particle resonances in the
short wavelength limit has broad applications in, e.g.,
EP anomalous transport by ITG DW [60, 61] and short
wavelength EGAM excitation [45].
The GAM dispersion relation can be modified by var-
ious effects, such as the connection length affected by
equilibrium magnetic geometries including aspect ratio
[62, 63] and elongation [62–64], kinetic electrons [65, 66]
and m = 2 electro-magnetic component due to finite
β ≡ 4πP0/B20 [67–71]. The latter issue is connected with
our analysis of the vorticity equation below, i.e., equation
(51), where finite electromagnetic component in the field
line bending term (first term therein) comes from the
curvature coupling term (third term therein), due to the
combined effect of geodesic curvature and the up-down
anti-symmetric density perturbation. Interested readers
may refer to the original publications for details.
5III. Energetic particle induced GAM: resonant
excitation, global mode structure and
nonlinear saturation
Due to its finite real frequency, GAM can resonate with
EPs and be driven unstable by velocity space anisotropic
EPs if the EP resonant drive is strong enough to over-
come the dissipations due to, e.g. thermal ion induced
Landau damping and/or continuum damping. Since its
observation in experiments [28, 29, 72, 73], EGAM has at-
tracted attention due to its potential application as active
control of DW turbulences [31, 32, 74, 75]. The theoret-
ical interpretation was first given in Ref. [76], taking an
EP beam with slowing down distribution in energy and
localized Gaussian in pitch angle. The mechanism for
EGAM drive, is similar to the well-known beam-plasma
instability (BPI) in a strongly magnetized plasma, where
a positive energy plasma mode is coupled to a nega-
tive energy beam mode [77]. The local EGAM theory
was then generalized to different cases depending on EP
source drive [45, 78–83]. Worthwhile being mentioned
are the sharp gradient in pitch angle induced by prompt
loss leading to fast EGAM onset discussed in Ref. [77],
and a theory considering not fully slowed down EP beam
[84] to explain the EGAM experiments in Large Helical
Device (LHD) with low collisionality [72].
While the continuous spectrum is one of the key fea-
tures of GAM [12], the theories mentioned above on
EGAM ignored it by focusing on deriving the local dis-
persion relation [77, 84, 85]. Thus, the associated radial
structures, which were expected to play important roles
in the EP linear and nonlinear dynamics [4, 38, 86], were
neglected. The effect of GAM continuum on EGAM ex-
citation was first pointed out in [42], where, by matching
across the singular resonant layer with the GAM con-
tinuous spectrum, a model dispersion relation of global
EGAM was obtained, demonstrating the finite drive
threshold due to the GAM continuum damping and the
similarity to energetic particle mode (EPM) [30]. The
global properties of EGAM depend on the relative scale
lengths of GAM continuum and EP density profile, and
thus, on the coupling of EGAM to GAM continuum. The
excitation of EGAM by a radially localized EP beam
was then investigated in [43]. With the EP beam local-
ized away from the position where the mode frequency
matches that of the GAM continuum, the continuum
damping is minimized, and the obtained global EGAM
radial mode structure shows that EGAM is self-trapped
by the localized EP beam [43, 87], with an exponentially
small tunneling coupling to propagating KGAM, result-
ing in an exponentially small EGAM excitation thresh-
old. The case of a radially broad EP beam with a density
profile scale length comparable with the characteristic
scale length of GAM continuous spectrum was considered
in Ref. [44], which is more relevant to realistic tokamak
conditions, and the excited EGAM is shown to strongly
couple to GAM continuum, as expected.
In this Section, the major progresses in linear EGAM
analytical theory are reviewed, with the local stability
properties discussed in Sec. III A. The global EGAM
theory [43, 44] considering the EP profile and coupling to
GAM continuum is presented in Sec. III B. Speculations
on EGAM nonlinear saturation and EP transport are
made in Sec. III C
A. Local EGAM theory
In this section, the local EGAM theory will be dis-
cussed, with the case of the slowing down distribution
in energy and single pitch angle EP investigated in Sec.
III A 1, elucidating also the similarity of EGAM to the
well-known beam plasma instability. In Sec. III A 2, we
will discuss the case with a not fully slowed down EP
beam due to NBI in a plasma with low collisionality
[72, 84]; while the case with a sharp gradient in pitch
angle due to prompt loss of injected neutral beam [77] is
discussed in Sec. III A 3. These two cases may relate to
the fast onset of EGAMs in experiments [77, 84]. In the
analysis through out Sec. III, small but finite Te/Ti is
assumed, such that ωtr,e ≫ ωG and GAM/EGAM scalar
potential is dominated by m = 0 component. Note that,
despite the apparent contradiction of this assumption
with LHD experimental observations [72] at high elec-
tron temperature, the theoretical analysis remains qual-
itatively unchanged.
The EGAM equation is derived from the surface aver-
aged quasi-neutrality condition
− e
mi
n0k
2
r
1
Ω2i
(
1− ω
2
G
ω2
− G
2
k2rρ
2
ti
)
δφG + δnh = 0, (17)
with the thermal plasma response obtained in the previ-
ous sections, G is due to thermal ion FLR/FOW effect,
and its expression is given in Ref. [43] (equation (31)
therein). The perturbed EP density, δnh, is defined as
δnh = 2πB0
∑
σ=±1
∫
EdΛdE
|v‖|
[
e
m
∂F0,h
∂E
δφG + JGδHh
]
,
(18)
with Λ ≡ µ/E denoting the particle pitch angle, and µ ≃
v2⊥/(2B0) the magnetic moment. The EP nonadiabatic
response, δHh, is given by the m = 0 component of the
general solution, equation (13), due to the Te/Ti ≪ 1
limit assumed here
δHh = − e
mi
ωJG∂EF0,h
∑
p
∑
l
× i
(p−l)Jl(Λˆd,h)Jp(Λˆd,h)e
i(l+p)θδφG
ω − lωtr,h . (19)
Note that, kr ≡ −i∂r is the radial derivative opera-
tor, so equation (17) can be readily applied to study the
global EGAM problem. In the local limit with Λˆd,h ≪ 1,
i.e., the EP drift orbit width is much smaller than the
6characteristic wavelength of EGAM, the primary transit
resonances ω = ±ωtr,h dominate, and thus, the optimal
ordering for EGAM excitation is Th/Ti ∼ q2. Keeping
only l = 0,±1 transit harmonics, and assuming well cir-
culating EPs, one then has
δnh = A
∫
(2− ΛB0)2√
1− ΛB0
B0dEdΛE
5/2∂EF0,h
2E(1− ΛB0)− ω2q2R20
.
(20)
Here, A =
√
2πce2k2rδφG/(B0Ωi).
Equation (17), thus, with perturbed EP density given
by equation (20) and thermal ion FLR effects neglected is
the general equation describing local EGAM excitation
by well circulating EPs, with the specific cases charac-
terized by different equilibrium EP distribution function
F0,h. EGAM excitation by bounce resonance of deeply
trapped EPs is investigated in Ref. [88], and will not be
discussed here due to length constraints.
1. Excitation by EP with slowing down distribution
function
We start with the general case of EP distribution be-
ing slowing down in energy and localized in pitch angle
[43, 76]. This reflects that EP collisions with thermal
electrons (slowing down) are more efficient than that with
ions (pitch angle scattering) at high EP velocity, and is
consistent with the βh/τSD ∼ βc/τE ordering for plasma
heated by EPs. Here, τSD is the typical slowing down
time and τE is the energy confinement time. This case
was first investigated by Fu [76], with the final eigenmode
equation (corresponding to equation (17) here) solved
numerically to show that the unstable branch is char-
acterized by a frequency lower than the local GAM fre-
quency. Here, in order to make further analytic progress,
we take a single pitch-angle slowing-down distribution
for the EPs [43]; i.e., F0,h = c0(r)δ(Λ − Λ0)HE , where
c0(r) =
√
2(1− Λ0B0)nb(r)/(4πB0 ln (Eb/Ec)), nb(r) is
the density of the EPs beam, Eb and Ec are, respectively,
the EP birth and critical energies [89], δ(x) is the Dirac
delta function, and HE = Θ(1 − E/Eb)/(E3/2 + E3/2c ),
with Θ(1−E/Eb) being the Heaviside step function. Not-
ing that generally Eb ≫ Ec, the local EGAM dispersion
relation can be derived as:
EEGAM = −1 + ω2G/ω2 +Nb[C ln(1− ω2tr,b/ω2)
+D(ω2tr,b/ω
2)/(1− ω2tr,b/ω2)] = 0; (21)
where ωtr,b =
√
2Eb(1 − Λ0B0)/(qR0) is the
EP transit frequency at birth energy, Nb ≡
nb
√
1− Λ0B0q2/(4 ln (Eb/Ec)nc) ∝ βh (noting Th/Ti ∼
q2), C ≡ (2−Λ0B0)(−2+ 5Λ0B0)/(2(1−Λ0B0)5/2) and
D = Λ0B0(2− Λ0B0)2/(1− Λ0B0)5/2.
In equation (21), the first term in the EP response (i.e.,
the logarithmic term) corresponds to resonant EP drive
and the second term contributes to frequency shift from
ω
tr,b
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local GAM continuum frequency. As a result, the EGAM
instability requires C > 0, i.e.,
Λ0B0 > 2/5. (22)
Equation (21) can be solved numerically, and the nu-
merical solution is shown in Fig. 1. The real frequency
and growth rate v.s. ωtr,b are plotted in units of ωG. It
is shown that, when ωtr,b is far away from ωG, there are
two branches with frequency determined by GAM and
ωtr,b, respectively. As ωtr,b ≃ ωG, these two branches
are strongly coupled, and reconnect. The solid curve is
the linear EGAM growth rate corresponding to the un-
stable branch ω2, the dot-dashed curve. The unstable
mode frequency is always lower than the local GAM fre-
quency [76], consistent with experimental observations
[29]. The similarity of EGAM to the well-known BPI
can be clearly seen from this figure. Note that the simi-
larity of the EGAM in three dimensional tokamak to the
BPI in a 1D strongly magnetized plasma is not coinci-
dental. The similarity lies in the fact that, due to the
toroidally symmetry mode structure and low frequency,
the toroidal angular momentum Pφ and mangetic mo-
ment µ are conserved, and EGAM is essentially quasi-1D
with the dynamics only in (J, θ) space. Here, J ≡ ∫ v‖dl
is the action conjugate to θ (second adiabatic invariant).
This similarity provides insights into, not only the linear
physics of EGAM, but also EGAM nonlinear dynamics
[38, 79, 90] due to wave-particle phase space nonlinear
interactions.
2. Excitation by not fully slowed down ion beam
The EGAM observed in the Large Helical Device
(LHD) [72] during tangential neutral beam injection en-
countered some difficulties in the comparison with the-
oretical predictions [43, 76], because the EP birth en-
ergy (∼ 170KeV ) is much higher than that predicted for
wave-particle resonance [43], and the observed EGAM
frequency can be higher than local GAM frequency.
The interpretation was given in Ref. [84], noting that
EGAM onset time is shorter than the slowing down time
(τSD ∼ 9s) of injected neutral beam due to the peculiar
7discharge condition with high temperature (Te ∼ 7KeV ),
low plasma density (n ∼ 0.1 × 1019m−3) [72]. In that
work [84], a local theory of EGAM excitation by a not
fully slowed down EP beam is investigated. It is shown
that the instability drive comes from the positive veloc-
ity space gradient in the low-energy end of the EP dis-
tribution function [84], in addition to the velocity space
anisotropy [76]. For the sake of simplicity, the helicity of
the device is ignored and large aspect ratio is assumed,
consistent with the experimental observation in the cen-
ter of the device using heavy ion beam probe [72]. The
EP distribution function is given as
F0,h =
c0H(Eb − E)H(E − EL)
E3/2 + E
3/2
c
δ(Λ− Λ0),
which is derived exactly from Fokker-Planck equation
with only slowing down collisional operator, and an EP
source term with single pitch angle and birth energy.
Here, c0 = ΓbτSD/(4π) with Γb being the NBI particle
flux, EL ≃ Eb exp(−2t/τSD) is the time dependent lower
energy end of the distribution function, and the modifi-
cation of the EP distribution function due to interaction
with EGAM is ignored.
The dispersion relation can then be derived as
−1 + ω2G/ω2 + πB0q2c0/(
√
2n0)×[
C
(
ln(1− ω2tr,b/ω2)− ln(1− ω2tr,L/ω2)
)
+ D
(
1/(1− ω2tr,b/ω2)− 1/(1− ω2tr,L/ω2)
)]
= 0.
(23)
Here, ωtr,b and ωtr,L are the transit frequencies defined
at Eb and EL, respectively. Note that, as discussed in the
previous section for the slowing down case, the logarith-
mic singularity at ωtr,b is destabilizing given Λ0B0 > 2/5
and thus C > 0, and the simple pole at ωtr,b will only
contribute to modulate the EGAM frequency. However,
for the not fully slowed down distribution function, con-
sidered here, the simple pole at ωtr,L is also destabilizing
and, thus, there is no threshold in pitch angle.
The dispersion relation can be solved numerically as
a function of τ = t/τSD, and yields the slow temporal
evolution of the excited EGAM due to the slowing down
of the EP beam. ωtr,b = 3ωG is taken. There are three
branches; a GAM branch with ωr ≃ ωG, a lower beam
branch (LBB) with ωr ≃ ωtr,L(t); and an upper beam
branch(UBB), with ω ≃ ωtr,b.
The real frequency and growth rate for Λ0B0 < 2/5 are
shown in Figs. 2 and 3, respectively. We can see that,
only the LBB is unstable. In this case, the logarithmic
term is stabilizing [43]; thus, the EGAM discussed here is
similar to BPI, which, however, has a double pole instead
of the simple pole as in the present case. However, when
ωtr,L becomes smaller than ωG by a finite amount, the
growth rate of LBB decreases to zero as the contribution
of the simple pole becomes vanishingly small, similar to
that of BPI. The strong instability at ωL(t) ≃ ωG may
provide an explanation for the fast growth of EGAM ob-
served experimentally. We also note that the frequency
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of the unstable LBB can be significantly larger than ωG,
as is shown in Fig. 2. This may explain the higher-
frequency branch of EGAM observed in LHD [72].
On the other hand, for Λ0B0 > 2/5, i.e., C > 0, the
real frequencies and growth rates are shown, respectively,
in Figs. 4 and 5. The EGAM problem can be understood
as a double-beam plasma instability, with the two singu-
larities (logarithmic singularity at ωtr,b and simple pole
at ωtr,L) contributing at different values of ωtr,L/ωG. The
major difference with the previous case with Λ0B0 < 2/5
is that, as ωtr,L further decreases (τ > 1.5), the growth
rate decays very slowly, due to the contribution of the
destabilizing logarithmic term.
Note that a similar explanation was given in Ref. [82],
assuming a positive slope in the distribution function due
to finite charge exchange time. The interpretation given
here, with slight modification to the one discussed in Sec.
III A 1, can recover all the peculiar features of the LHD
EGAM experiment, and the theory can be applicable to
potential experimental results obtained from devices with
similar features, for example EAST [91].
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3. Fast EGAM onset due to sharp gradient in pitch angle
induced by prompt loss
In DIII-D experiments, EGAM was excited by tangen-
tial NBI with relatively large pitch angle [29], and EGAM
was observed in less than a millisecond after the turn-on
of NBI [77]. A new mechanism was then proposed to
explain the fast excitation based on the prompt loss in-
duced sharp gradient in pitch angle, which can explain
why modes were often observed during counter-injection
[77]. Here, the main steps of the theory will be briefly
summarized, while interested readers may refer to the
original paper [77] for detailed derivations.
In Ref. [77], the EPs were generated by NBI with a
single injection velocity u0 and pitch angle Λ narrowly
localized around Λ0. After one transit/bounce time, the
unconfined barely trapped particles with ΛB0 ∼ 1 were
lost, leaving a sharp gradient in the pitch angle, and the
effective EP distribution could be modelled as
F0,h = St
δ(u− u0)
u20
3
8π∆Λ
(
1−
(
Λ− Λ0
∆Λ
)2)
× Θ(Λ− Λ0 +∆Λ)Θ(Λ0 − Λ +∆Λ)Θ(Λ− Λc),(24)
with the pitch angle Λ ≡ u‖/u, used only in this subsec-
tion to be consistent with the original paper, ∆Λ denot-
ing the spreading of pitch angle, Λc is the loss boundary,
and Λ0 − ∆Λ < Λc < Λ0 + ∆Λ. Furthermore, S is the
NBI particle flux and St is the EP density.
Noting that ∂E |µF0,h = (∂E |Λ + (∂EΛ)∂Λ|E)F0,h, the
sharp gradient at Λc may induce strong EGAM drive,
and the time needed for the building up of the sharp gra-
dient is of order ∼ ω−1tr,h, i.e., one transit/bounce period
of the barely trapped EPs. In Ref. [77], the EGAM dis-
persion relation was derived, and solved perturbatively
for the beam mode [43, 77]. It was found that, with the
existence of sharp gradient, the EGAM onset time was
very short, and can be applied to interpret the DIII-D
results [29]. The drive was strongest as Λ0 = Λc, i.e.,
the NBI was maximized at the loss boundary, produc-
ing an EP density maximized at the discontinuity of the
distribution function.
In the treatment of Ref. [77], however, the GAM Lan-
dau damping or other possible dissipation channels are
missing, which is usually not important for EGAM local
instabilities with a given EP density, since GAM Lan-
dau damping can be weak compared to the EP resonant
drive. However, in the case considered here for the “fast
onset” of EGAMs with EPs density accumulating with
time, a finite dissipation may induce a finite threshold
on EP density (ncr), and it takes τc ∼ ncr/S for the
EP density to accumulate. For EGAM with a finite lin-
ear growth rate as EP density is above the threshold of
marginal instability, the onset time will be max(τc, 1/γL)
with γL being the obtained EGAM linear growth rate.
Besides the cases reviewed above [43, 76, 77, 82, 84],
other EP equilibrium distributions were considered, in-
cluding bump-on-tail [78, 80, 81, 92], and a careful exami-
nation of beam v.s. GAM branch was carried out [78, 80].
Corrections to EGAM local dispersion relation due to
electromagnetic effects [93], kinetic electrons [64, 94] and
toroidal rotation [95], were also investigated. Readers in-
terested in these works may refer to the original papers
for more details.
B. Global theory
EGAM may have a global mode structure due to the
coupling to GAM continuum, and the nonlocal proper-
ties of EGAM are determined by the relative orderings of
two scale lengths, i.e., the characteristic scale length of
GAM continuous spectrum LG ≡ |ω2G(r)/(∂ω2G(r)/∂r)|
and the scale length of EP density profile LE ≡
|n0,h(r)/(∂n0,h/∂r)|.
In the absence of GAM continuum, EGAM can be
self-trapped by EP density profile, and form a radial
EGAM eigenstate [43, 87] with a radial scale length
of
√
ρd,hLE , as we will discuss in Sec. III B 1. Not-
ing that the EGAM frequency can be significantly lower
than local GAM frequency due to non-resonant EP ef-
fects [43, 76], the EGAM coupling to GAM continuum
9can be minimized by localizing the driving EP beam
away from where EGAM frequency matches the local
GAM frequency, given LE ≪ LG [43]. In this limit,
the exponentially small tunnelling coupling to KGAM
will lead to a threshold condition on EGAM excitation
[43]. However, for more realistic cases with LE compa-
rable to LG, the EGAM will strongly couple to GAM
continuum [42], leading to a higher threshold on EGAM
excitation [44]. In this subsection, the global feature of
EGAM will be discussed, for different LE/LG such that
EGAM coupling to GAM continuum are, respectively,
vanishing (LE/LG = 0), weak (LE/LG ≪ 1) and strong
(LE/LG ∼ O(1)).
1. Radially localized EP drive: EGAM radial eigenstate
We start with EGAM excitation by a radially local-
ized EP beam in uniform thermal plasmas. To account
for the global features, kinetic effects should be included
to obtain the global mode equation, and the EP FOW
effects dominate. Noting that kr = −i∂r, the EGAM
mode equation can be written as
[
∂
∂r
(
−1
2
ρ2d,bNb(r)H
)
∂
∂r
+ EEGAM (r)
]
δE = 0, (25)
with H ∼ O(1) due to EP FOW effects, and its ex-
pression given in equation (21) of Ref. [43], and ρd,b =
ρd,h(Eb,Λ0). The characteristic scale length of the mode
is ∆ ≃ √ρd,bLE ≪ LE to be shown a posteriori. Ex-
panding Nb(r) ≃ Nb(r0)(1− (r− rb)2/L2E) and introduc-
ing r − rb = ξz, the mode equation becomes[
∂2
∂z2
+ 2ξ2
[
− EEGAM (rb)
ρ2d,bNb(rb)H
]
− z2
]
δE = 0, (26)
where ξ4 = ρ2d,bNb(rb)HL
2
E/(2(−1 + ω2G(rb)/ω2)) and
causality constraint must be applied in determining ξ2.
Equation (26) is the typical Weber equation and its eigen-
values satisfy the following “localized” EGAM dispersion
relation (i.e., neglecting the coupling to the GAM con-
tinuum)
2ξ2
[
− EEGAM(rb)
ρ2d,bNb(rb)H
]
= 2l+ 1, l = 0, 1, 2, · · · . (27)
Here, l is the radial eigenmode number. Meanwhile, the
radial electric field is
δE ∝ Hl((r − rb)/ξ) exp(−(r − rb)2/(2ξ2)), (28)
with Hl being the l−th Hermite polynomial. The ground
state with l = 0 is the most unstable mode with the
straightforward interpretation as the mode structure lo-
calized at strongest EP drive.
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2. Radially localized EP drive: Weak tunneling coupling to
GAM continuum
Considering weak but finite thermal temperature gra-
dient with LG ≫ LE , the EGAM can be coupled to GAM
continuum at the point the EGAM frequency matches
the local GAM frequency, and the coupling is weak
since EGAM mode amplitude is exponentially small at
the resonance point. Note that, although thermal ion
FLR/FOW is formally much smaller than EP FOW, ki-
netic effect is dominated by thermal ion FLR as EP den-
sity diminishes. Noting that the typical scale length of
EGAM is L ≃ √ρd,bLE ≪ LE, LG, the mode equation
can be written as
[
∂2r +Q(r)
]
δE = 0, (29)
with −Q(r) = 2EEGAM(r)/(ρ2d,bNb(r)H + ρ2tiG) being
the potential well. The kinetic dispersiveness amplitude
is given by ρ2d,bNb(r)H + ρ
2
tiG, with the first term due to
EP FOW while the second term accounts for thermal ion
FLR/FOW, and the expression of G was given in Ref.
43 (equation (31) therein). In the EP localization region,
kinetic dispersiveness is dominated by EP FOW, and we
recover equation (25); while, as EP fade away, equation
(29) reduces to that describing KGAM propagation:
[∂2r + 2
(
1− ω2G(r)/ω2
)
/(ρ2tiG)]δE = 0, (30)
and the KGAM radial electric field exhibits the charac-
teristic Airy scale kr ∼ O(ρ2/3ti L1/3G ). The potential well,
−Q(r), is given by Fig. 6, with three regular turning
points (zeros), T1, T2 and T3. T1 and T2 are the turning
points pair due to the localization effect of EPs, and form
a bound state as we have discussed for equation (25). T3
is the turning point accounting for mode conversion to
KGAM, beyond which the mode propagates outward, as
noted in the discussion following equation (30).
Away from the turning points, Q(r) is slowly varying
and equation (29) can be solved using WKB approach.
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In particular, we obtain
δE =
1
Q1/4(r)
[
A1 exp(i
∫ √
Q(r)dr)
+B1 exp(−i
∫ √
Q(r)dr)
]
. (31)
The corresponding WKB dispersion relation of the
eigenmode described by equation (29) can then be
straightforwardly derived via asymptotic matching of the
WKB solutions, equation (31), across the turning points
and is given by
e2iW1 = (e2iW2 + 1)/(e2iW2 − 1); (32)
where W1 =
∫ T2
T1
√
Q(r)dr and W2 =
∫ T3
T2
√
Q(r)dr.
The tunneling coefficient e2iW2 is formally exponentially
small, and the WKB eigenmode dispersion relation of
EGAM becomes approximately
W1 = (l + 1/2)π − ie2iW2 , l=0,1,2,· · · . (33)
Equation (33) is the well-known Bohr-Sommerfeld quan-
tization condition including the tunneling coupling to
outgoing KGAM. Neglecting the tunneling coupling in
the LE/LG → ∞ limit, equation (33) is equivalent to
equation (26). Near marginal stability, the global EGAM
growth rate can be obtained from the imaginary part of
equation (33)
γ = −W1i/(∂W1r/∂ωr)− e2iW2/(∂W1r/∂ωr); (34)
expressing the mode excitation when the EP resonant
drive exceeds the tunneling-convective damping, and ωr
is solved from W1r(ωr) = 0, where W1r and W1i are,
respectively, the real and imaginary parts of W1 [43].
The mode structure of EGAM from numerical solution
of equation (29) (cf. Fig. 7) shows mode trapping by
localized EP drive with an exponentially small tunneling
of the electric field to an outward propagating KGAM
due to coupling to GAM continuous spectrum, and it is
very similar to the DIII-D observations by Nazikian et al
[33]. Meanwhile, the EGAM threshold condition, due to
non-local coupling to KGAM, is expected to increase for
decreasing LG, and is shown numerically in Fig. 8 for
LG = L1, L2, L3 with L3 < L2 < L1 =∞.
3. Radially broad EP drive: Strongly coupling to GAM
continuum
It is shown in Figs. 7 and 8 that, the EGAM cou-
pling to GAM continuum increases as its mode radial
width ∝√ρd,hLE increases with respect to LG. In real-
istic tokamak plasmas, it is expected that the EP density
profile scale length LE is comparable to LG and, thus,
the excited EGAM is expected to be strongly dependent
on the radial mode structure determined by both radial
profiles of EP drive and GAM continuum. As a result,
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the normalized EP drift orbit, krρd,h, changes continu-
ously due to the change of kr. Away from the singular
point, EGAM is characterized by regular radial struc-
ture, with krρd,h ≃
√
ρd,h/LE ≪ 1, as we discussed in
Sec. III B 1 and III B 2. At the resonant coupling posi-
tion to GAM continuum, however, the mode structure is
characterized by kr ∼ ρ−2/3ti L−1/3G , considering the sin-
gularity is removed by thermal ion FLR effects, and EPs
respond adiabatically to the mode (|krρd,h| ≫ 1). In be-
tween the regular region and singular layer, the EGAM
wavelength varies continuously, and the EGAM eigen-
mode equation is an integral-differential equation, which
generally requires numerical solution.
In Ref. 44, the EP response is modelled by Pade´ ap-
proximation, which recovers the EP response at krρd,h ≪
1 and krρd,h ≫ 1 limit, and varies continuously with
krρd,h:
δnh =
e
m
ncNbδφ
Ω2i
k2r
Eh0 +Hk
2
rρ
2
d,b/2
1 + k4rρ
2
d,bncNbH/(2nEδEh)
≡ e
m
ncNbδφ
Ω2i
k2rV (kr). (35)
Therefore, this Pade´ approximation EP response, as
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In which, the solid curve is the Pade´ approximation of
the EP response, while the dashed and the
dotted-dashed curves are the small and large drift orbit
widths responses, respectively.
shown in Fig. 9, asymptotically captures the EP response
as krρd,h varies. We note, here, that the equivalent po-
tential function V (kr) is independent of r.
Taking a linear radial dependence of the GAM dielec-
tric function, Ec ≃ Ec0(1− (r− r0)/LG), and assuming a
Lorentian distribution for the EP radial density profile,
nE(r) = nE(r0)/(1 + (r − r0)2/L2E), the EGAM eigen-
mode equation is reduced to a third order differential
equation in the Fourier space, i.e.,[(
i
LG
∂
∂kr
− 1
)(
∂2
L2E∂k
2
r
− 1
)
+
Nb(r0)
Ec0
V (kr)
]
δEr = 0. (36)
Note that, in equation (36), kinetic effects associated
with thermal ion FLR are neglected by taking G = 0
since the mode equation in Fourier-kr space is regular;
consequently, the contribution of GAM continuum in
the reduced equation on EGAM excitation is continuum
damping instead of mode conversion [96].
As |krρd,h| → ∞, V (kr) vanishes as O(1/k2r), and
equation (36) has the following (out-going wave) bound-
ary condition:
δEr(kr → +∞) = Aˆ exp(−LEkr) + Bˆ exp(−iLGkr),
δEr(kr → −∞) = Cˆ exp(LEkr),
with the two exponentially decay terms reflecting the fact
that EGAM cannot be effectively driven at small radial
scales with krρd,h ≫ 1; while the exp(−iLGkr) term,
with a positive (outward) “group velocity” in Fourier
space, corresponds to generation of singular radial mode
structures at the resonant point with GAM continuum
and resulting into finite continuum damping. If the ther-
mal ion FLR/FOW effect is properly taken into account,
it creates an additional potential well [96] and prevents
the mode structure in Fourier space to propagate into
regions with |kr| ≫ ρ−2/3ti L−1/3G . This effect, of course,
corresponds to resolving the singularity in real space and
describes thus, mode conversion to kinetic GAM [12, 49]
due to thermal ion FLR effects.
The analytic dispersion relation of the reduced Pade´
EGAM eigenmode equation, equation (36), can be for-
mally derived via a variational principle. Multiplying
δE∗r to equation (36), subtracting its complex conjugate,
and integrating over the Fourier space, we then get the
formal dispersion relation of the global EGAM:
γ
∫ ∞
−∞
Nb(r0)
∂Re(V (kr)/Ec0)
∂ωr
|δEr|2dkr
= −
∫ ∞
−∞
Nb(r0)Im
(
V (kr)
Ec0
)
|δEr|2dkr
+
(L2G + L
2
E)Bˆ
2
2LGL2E
. (37)
In equation (37),the left hand side represents the rate
of change of the total energy and γ is the imaginary
part of eigenmode frequency ω. On the right hand side,
the first term represents the EP resonant drive, while
the second term represents dissipation due to generation
of short wavelength structures, i.e., continuum damping;
and “Bˆ” corresponds to the ratio of the mode amplitude
at the resonant point compared to that at the center of
EP localization region, and is to be determined from nu-
merical solution of the reduced EGAM eigenmode equa-
tion. Thus, equation (37) is exactly the Fourier space
counterpart of equation (11) of Ref. 42, describing the
EGAM excitation as EP drive in the ideal region exceeds
the threshold due to continuum damping in the inertial
layer, analogous to the well studied EPM problem, in-
cluding fishbone [30, 97–99].
Equation (36) is solved using a shooting code, and the
obtained structure of the most unstable mode is given
in Fig. 10, which is localized at small kr with a long
tail to large kr. Note that, although Fig. 10 looks very
similar to Fig. 7 for localized EP drive, physics picture
is in fact very different. Figure 7 is the real space mode
structure in the LE/LG ≪ 1 limit, and the long tail cor-
responds to mode conversion to KGAM due to thermal
ion FLR effects at the point EP density becomes van-
ishingly small. Figure 10, meanwhile, shows the Fourier
space mode structure in the LE/LG ∼ O(1) limit, and
the long tail corresponds to singular mode structure due
to coupling to GAM continuum where EP density is fi-
nite, and thermal ion FLR effect is neglected. By Fourier
transformation of fluctuation structures in Fig. 10, the
corresponding mode structure in real space is given in
Fig. 11, and the significant difference with respect to
Fig. 7 becomes obvious. The increasing threshold on
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FIG. 10: (Reproduced from Fig. 2 (left panel) of Ref.
44.) EGAM eigenmode structure in Fourier-kr space
with LG/LE = 3.5. The solid and dashed curves are
respectively the real and imaginary part of the
perturbed radial electric field.
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FIG. 11: (Reproduced from Fig. 2 (right panel) of Ref.
44.) EGAM eigenmode structure in real space of the
same case as Fig. 10.
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FIG. 12: (Reproduced from Fig. 3 of Ref. 44.)
Dependence of EGAM growth rate on normalized EP
density for different LG/LE. The solid line is a linear
fitting of the stars corresponding to LG/LE = 1.5.
EP density due to strong coupling to GAM continuum is
shown in Fig. 12, as we have anticipated.
Note that, in Ref. 44, the Pade´ approximation of
EP response captures the feature of EP drive depen-
dence on EGAM radial wavenumber, while the resonant
drive is from the primary transit resonance ω = ±ωtr,h.
This is qualitatively valid since the global mode struc-
ture is emphasized here. As we discussed in Sec. II B,
in the short wavelength limit with krρd ∼ O(1), higher
order transit harmonic resonances will also contribute
and significantly increase wave-particle energy exchanges
[39, 45, 57, 58, 64]. It would be interesting to have the
general integral-differential equation with realistic EP re-
sponse given as equation (19) solved numerically, and
compared to the results based on the Pade´ approxima-
tion of EP response discussed here.
C. Nonlinear EGAM saturation and EP transport
The nonlinear dynamics of EGAM can be understood
using the analogy of EGAM with the one dimensional
BPI, as we discussed in Sec. III A 1. The nonlinear evo-
lution of EGAM, due to the nonlinear interactions with
EPs, can be obtained from equation (17), with the per-
turbed EP response derived from equation (20) and the
evolution of the “equilibrium” EP distribution function,
F0,h, due to nonlinear interactions with EGAM properly
taken into account. The F0,h evolution due to nonlin-
ear interaction with EGAM, can be shown to obey the
following Dyson equation [4, 86, 100]
ω¯Fˆ0,h(ω¯) = −e
2ωˆdr
16
|δφG|2 ∂
∂E
[
ωˆdr(ω¯ − iγ)
(ω¯ − iγ)2 − (ω20r − ωtr)2
]
× ∂
∂E
Fˆ0,h(ω¯ − 2iγ) + iF0,h(0). (38)
Here, Fˆ0,h is the Laplace transform of F0,h, ω¯ denotes
the slow nonlinear time scale for F0,h evolution from its
initial value F0,h(0), and |γ| ≪ ω0r is the growth rate of
δφG. Equation (38) is of the form of a Dyson equation,
and describes the evolution of F0,h, due to emission and
reabsorption of a single coherent EGAM. Note that, in
deriving equation (38), only evolution in E needs to be
taken into account [38], since both Pφ and µ are con-
served for EGAM with n = 0 and ωG ≪ Ωci.
The EGAM equation with the slowly temporal evolv-
ing EP “equilibrium” distribution function obtained from
equation (38) then describes the evolution of EGAM due
to the self-consistent nonlinear interactions of EPs, and
exhibits various physics such as wave-particle trapping
[38, 90, 101], hole and clump pair formation [79, 102] and
phase-space zonal structure generation and frequency
chirping [4, 98]. This topic is subject of ongoing research,
and an exhaustive analysis is beyond the scope of the
present brief review. As illustration and example of non-
linear behavier and particle transport in phase space, we
will briefly introduce the wave-particle trapping in the
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weak drive limit. We will also qualitatively discuss the
secular dynamics in the strong drive limit.
In the weak drive limit, EGAM saturation due to the
wave-particle trapping can be demonstrated using test
particle approach; with resonant EP orbit only slightly
modified. For simplicity, we consider the Te/Ti ≪ 1 case,
and EGAM is characterized by radial electric field only.
Noting that wave-particle energy exchange, is induced by
the particle radial acceleration associated with the radial
magnetic drift E˙ = (e/m)Vd · δEr and R˙ = v‖b+Vd +
δVE , with δVE being the E×B drift induced by radial
GAM electric field, one then has
v˙‖ =
e
2mv‖
VˆdcδEr sinΘ,
where Θ = θ−ωt+kGr is the phase of resonant particles
in the slowly varying wave frame, and Vˆdc = v
2
‖/(ΩR0)
is the magnetic curvature drift. Noting that, Θ˙ = θ˙ −
ω + kGr˙, with θ˙ = ωtr + δVE/r, and averaging over fast
varying scales, one obtains
Θ¨ =
e
2mv‖qR0
VˆdcδEr sinΘ. (39)
This is the typical pendulum equation [101, 103, 104],
describing the resonant EP being trapped by and ex-
changing energy with EGAM. When the wave-particle
trapping frequency, ωB ≡
√
eVˆdcδEr/(2miv‖,resqR0) is
comparable to the EGAM linear growth rate, the mode
enters the nonlinear dynamics phase and eventually satu-
rate; as shown by numerical simulations [78, 90]. In this
limit, the resonant EP trajectory is only slightly mod-
ified with respect to its equilibrium orbit due to pitch
angle scattering, and the drift orbit center position is
unchanged; as a result, there is no EP loss.
In the strong drive limit, however, EP loss may be
induced by pitch angle scattering [29]. EGAM self-
consistent evolution can be understood in analogy with
the secular fishbone paradigm [4, 97, 105–108]. Taking
well-circulating EPs as example, the nonlinear evolution
of EGAM dominated by nonlinear phase-locking [4] can
be qualitatively speculated as follows: resonant EP par-
allel velocity, and thus, EP transit frequency decreases
as it passes energy to EGAM through transit resonance;
and EGAM frequency dominated by EP characteristic
frequency decreases consequently. The frequency down-
ward chirped EGAM can keep in phase with EPs los-
ing energy, leading to nonadiabatic EGAM downward
frequency chirping and resonant EP phase space struc-
ture secular evolution towards magnetically trapped par-
ticle boundary, similar to the “wave-particle pumping”
of fishbones [105]. EPs are lost as they pass the trapped-
passing boundary, and become barely trapped particles
with unconfined banana orbits, characterized by radial
width comparable with torus minor radius. This subject
is topic of ongoing research, and will be presented in a
future publication.
IV. Nonlinear GAM excitation by DWs
The ultimate interest of the fusion community in
GAMs is motivated by its potential interactions with
DWs/DAWs and thus, by its positive effect in regulat-
ing turbulences and transport [12, 26, 109, 110]. This
is achieved via spontaneous excitation of GAM by DWs
turbulences, and by scattering of the driving DWs into
stable short radial wavelength domain. The nonlinear
excitation of GAM by DWs can be described by a para-
metric decay instability [111, 112], where pump DW reso-
nantly decay into a GAM and another DW. GAM nonlin-
ear excitation by DW has been investigated by analytical
theory [12, 46, 113–119], numerical simulation [120–127].
The underlying three-wave interactions has also been ob-
served experimentally [23, 128–130]. In Sec. IV, we will
briefly review these nonlinear wave-wave interactions in
the gyrokinetic theoretical framework, and emphasize the
effects of kinetic dispersiveness and mode structure asso-
ciated with realistic geometry and system nonuniformity;
which can all affect the nonlinear GAM excitation process
qualitatively. As a result, to quantitatively understand
and predict fluctuation induced transport, kinetic treat-
ment and realistic geometry must be properly accounted
for.
A. Theoretical model
We start with the nonlinear excitation of GAM by
DW turbulence. The corresponding gyrokinetic theory
was first presented in Ref. 12, while the detailed deriva-
tion was given later in Ref. 46. Kinetic treatment is
needed here, since the nonlinear coupling increases with
increasing |k⊥ρti| [12] while the kinetic dispersiveness as-
sociated with finite k⊥ρti would significantly affect the
nonlinear cross-section [46, 131]. The nonlinear equa-
tions for the GAM-DW system can be obtained from the
quasineutrality condition, with the nonadiabatic parti-
cle response derived from nonlinear gyrokinetic equation
[52]. Separating the linear and nonlinear response as
δH ≡ δHL + δHNL, and applying the ω ≫ ωtr,i, ωd,i as-
sumptions while solving for the nonlinear ion responses,
one then obtains [132],
n0e
2
Ti
(
1 +
Ti
Te
)
δφk − 〈eJkδHLi 〉k + 〈eδHLe 〉k
= − i
ωk
〈
eΛkk′,k′′δφk′δHe,k′′
〉
k
− i
ωk
〈
eΛk
k′,k′′ (JkJk′ − Jk′′ ) δφk′δHi,k′′
〉
k
. (40)
The first term on the right hand side (RHS) of equa-
tion (40) is formally O(1/(k2⊥ρ
2
ti)) larger than the sec-
ond term from polarization nonlinearity [133], for modes
with k⊥ρti ≪ 1. However, for the nonlinear GAM equa-
tion, the contribution from the first term vanishes due
to δHd,e = 0, and the nonlinear GAM equation, then
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FIG. 13: Parametric decay of a pump DW into a GAM
and a DW lower sideband
becomes
n0e
2
Ti
(
1 +
Ti
Te
)
δφG −
〈
eJGδH
L
i
〉
G
+
〈
eδHLe
〉
G
= − i
ωG
〈
eΛk
k′,k′′ (Jk′ − Jk′′ )
× (δφk′δHi,k′′ + δφk′′δHi,k′ )〉G . (41)
On the other hand, for nonlinear DW equation, noting
that δHd,e = 0 while δHG,e 6= 0, there is no commutative
cancellation in the first term on the RHS of equation (40),
and the DW equation reduces to
n0e
2
Ti
(
1 +
Ti
Te
)
δφk − 〈eJkδHLi 〉k
= e
c
B
1
ωk
k′θδφk′
∂〈δHe,G〉
∂r
, (42)
with the selection rule k = k′ + kG.
Note that equations (41) and (42) are derived using the
k⊥ρti ≪ 1 and 1/q ≪ 1 expansions, while no assumptions
on the mode amplitudes are made except the gyrokinetic
ordering [52]. As a result, equations (41) and (42) are
general, and can be applied to study the nonlinear satu-
ration of DWs [74, 134, 135]. In this paper, for the sake
of simplicity, we will only review the results obtained for
the “linear” growing stage of the parametric instability,
with the emphasis on the effect of system nonuniformi-
ties and kinetic dispersiveness on GAM excitation. The
nonlinear dynamics of the coupled DW-GAM system in-
cluding saturation is beyond the scope of this review and,
in fact, it is still under active investigation.
Consistent with the linear growth stage of the para-
metric instability of interest, through out Sec. IV, we
separate the DW into a pump Ω0(ω0,k0) with finite and
fixed amplitude and its lower sideband ΩS(ωS ,kS) with
much smaller intensity. Thus, we investigate the resonant
decay of the pump DW into a GAM ΩG(ωG,kG) and the
lower sideband; while the feedback of the two daughter
waves, i.e., ΩG and ΩS , on the pump DW, playing im-
portant role in the spectrum evolution and transport, is
beyond the scope of this work. Note that, compared to
ZFZF generation by DWs [26, 132, 136, 137], where non-
linear interactions with both lower and upper DW side-
bands are considered, only the lower DW sideband sat-
isfying the resonant decay condition is considered here,
as shown in Fig. 13. The governing nonlinear equa-
tions can be derived from equations (41) and (42), taking
δφd = δφP + δφS , with the ballooning mode decomposi-
tion for δφd:
δφP = AP e
−inξ−iωP t
∑
m
eimθΦ0(nq −m) + c.c.,
δφS = ASe
inξ−i(ωG−ωP )t
∑
m
e−imθΦ∗0(nq −m) + c.c.,
δφG = AGe
−iωGt + c.c.;
and the eikonal Ansatz for the radial envelopes; i.e.,
AP = e
i
∫
kP dr,
AS = e
−i
∫
kP dr
(
ei
∫
kGdr + c.c.
)
,
AG = e
i
∫
kGdr + c.c..
Here, Φ0 accounts for the fine radial scale structure due
to finite k‖ and magnetic shear, with the characteristic
radial scale being of the order of the distance between
neighbouring mode rational surfaces, and the normaliza-
tion condition
∫∞
−∞
|Φ0|2dr = 1 is assumed without loss
of generality. One then has
DS∂tAS = − c
B
kθ,Pkr,G
Ti
Te
A∗PAG, (43)
EGAM∂tδφG = −αi c
2B
kθ,Pk
3
r,Gρ
2
tiASAP , (44)
with EGAM being the linear GAM dielectric dispersion
function [12] defined as
EGAM ≡ 1 + Ti/Te + Ti (〈δHe〉 − 〈J0δHi〉)G / (en0δφG) ,
αi = 1 + δP⊥/(en0δφP ) being an order unity function
of local equilibrium parameters defined in Ref. [26], and
DS ≡ DP (ωS ,kS , r) with DP the linear DW dispersion
function formally defined by
DP ≡ 1 + Ti
Te
−
∫ ∞
−∞
Φ∗0
〈
eJP δH
L
P,i
〉
dr/
(
n0e
2
Ti
AP
)
.
For DWs with typically quadratic dispersiveness, a
model dispersion function can be assumed, i.e., DP =
ω − ω∗0 exp(−(r − r0)2/L2∗) + Cdω∗0ρ2tik2r + iDI . ω∗0 is
the diamagnetic drift frequency at the gradient peak (r0),
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and the Guassian profile indicates a localized instability
drive around gradient peak. We then have
DS = i∂t + iγS − ωP + ω∗0
(
1− (r − r0)
2
L2∗
)
+Cdω∗0ρ
2
i
∂2
∂r2
.
Defining EG = ∂rδφG/α, with α = i(αiωPTe/Ti)
1/2,
we obtain the following coupled nonlinear equations [51]:
DSAS = iΓ
∗
0EG, (45)
DGEG = −Γ0∂t∂2rAS , (46)
in which Γ0 ≡ (αiTi/ωPTe)1/2ckθ,PAP /B is the nor-
malized pump amplitude, DG = (∂
2
t + ω
2
G(r) −
(G/2)ω2G(r0)ρ
2
ti∂
2
r ) with the kinetic dispersiveness term
(proportional to G) due to FLR/FOW of GAM, and the
expression of G can be obtained from equation (14) (or
equation (31) of Ref. 43; cf. also Sec. III).
Equations (45) and (46) are the coupled nonlinear DW
sideband and GAM equations, and describe the nonlin-
ear parametric generation of these spectral components
by the fixed amplitude pump DW, while the feedback
of GAM and DW sideband on the pump DW is ne-
glected due to the |δφG|, |δφS | ≪ |δφP | ordering. Note
that there are several different radial scales involved in
equations (45) and (46), i.e., the pump DW radial en-
velope scale LP , the scale length of diamagnetic drift
frequency L∗, and the GAM continuum scale length LG.
Note that we typically have LP ∼
√
ρtiL∗ ≪ L∗, LG,
and the global DW-GAM problem can then be simplified
due to spatial scale separation, with system nonunifor-
mities enter at different spatial scales. The local theory
for GAM excitation is presented in Sec. IVB, while the
role of system nonuniformities is analyzed in Sec. IVC.
The extension of the present theory, largely based on
the k⊥ρti ≪ 1 expansion, to short wavelengths and its
application to collisionless trapped electron mode with
typically k⊥ρti ∼ O(1) is carried out in Sec. IVB 2.
Electromagnetic effects are discussed in Sec. IVB 3.
B. GAM excitation by DWs: local theory
1. GAM excitation by DWs: parametric dispersion relation
We start from the local limit of the general theory pre-
sented in Sec. IVA, which is discussed in most publica-
tions [12, 113–116]. Thus, all the system nonuniformities
are neglected, and we focus on the nonlinear interaction
strength, defined by the relevant cross-section; i.e., the
coefficients of the nonlinear couplings. Furthermore, tak-
ing ∂t = −iω+γ and ∂r = ikr in equations (45) and (46),
one then has
(γ + γS)(γ + γG) = k
2
GΓ
2
0, (47)
with γS , γG being the damping rates of DW sideband
and GAM, respectively. In deriving the above local para-
metric instability dispersion relation, the frequency and
wavenumber matching conditions for resonant decay il-
lustrated in Fig. 13, are applied, i.e.,
ω − ωP + ω∗ − Cdω∗ρ2tik2G = 0,
ω2 − ω2G −Gω2Gρ2tik2G/2 = 0,
corresponding to energy and momentum conservation in
the parametric decay process.
The threshold condition for GAM spontaneous excita-
tion is then given by k2GΓ
2
0 = γSγG; while, in the strong
drive limit with the pump DW amplitude well above
threshold, the GAM growth rate is γ = kGΓ0. Note
that the nonlinear drive increases with kG, i.e., the gen-
eration of short wavelength KGAM is preferred. This
provides the motivation for the kinetic treatment here,
especially when the group velocities of DW sideband and
GAM, proportional to kG, are accounted for. This also
motivates deriving the short wavelength KGAM disper-
sion relation, especially the damping rate γG in Sec. II B
that determines the threshold condition for the parame-
ter regime of practical interest.
Before the discussion of global properties of the para-
metric instability, we would like to briefly discuss the
extensions of the present model, summarized by govern-
ing equations (45) and (46) and derived based on the
k⊥ρti ≪ 1 expansion for electrostatic DWs, to short
wavelengths k⊥ρti ∼ O(1) and its application to CTEM
DW [119]. We also generalize our analysis to electromag-
netic limit with application to GAM excitation by TAE
[138]. These two different cases are described by govern-
ing equations with forms similar to equations (45) and
(46), despite nonlinear terms have different origin and
structure. As a result, the global properties discussed in
Sec. IVC can be, at least qualitatively, applied to the
processes discussed in Sec. IVB2 and IVB3.
2. GAM excitation by short wavelength CTEM
The kinetic theories of GAM excitation by DWs dis-
cussed so far are derived based on the small argument
expansion of the Bessel functions accounting for FLR ef-
fects. This is generally not applicable to CTEM DW
[139–142] with typically k⊥ρti ∼ O(1). Another major
difference of CTEM with ITG lies in the electron kinetic
response, which is also expected to affect the nonlinear
CTEM dynamics, including the excitation of GAM. The
excitation of GAM by CTEM is of interest because GAM
is preferentially excited in the plasma edge, where GAM
Landau damping rate is minimized due to its dependence
q, and where CTEM are also localized due to the frac-
tion of trapped electrons increasing with r/R0. Numer-
ical simulations using core plasma parameters suggest
that GAM excitation is not important for CTEM non-
linear dynamics [143, 144], while possible important role
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of GAMs in regulating CTEM turbulence is observed in
simulations using edge-like parameters [126]. The analyt-
ical theory for GAM excitation by CTEM was developed
in Ref. 119, with emphasis on dominant contributions on
nonlinear couplings from ions and electrons in different
wavelength regimes.
The corresponding nonlinear GAM equation, with an
expression similar to equation (44), can be derived as
EGAMAG = i
c
B0
kGkθ
1
ω20
(F1 − αe)APAS . (48)
Here,
F1 =
〈
J0JSJGF0
ωGω∗,i + (ω0 − ω∗,i)ωdr
ωG − ωdr
〉
is due to ion nonlinearity, and
αe ≡ −Ti
Te
B0
∫
EdEdΛ
∣∣∣∣∣
∑
m
e(i(nq−m)θ)
∣∣∣∣∣
2
F0ω∗,e
∮
dθ
v‖
is related to the trapped electron nonlinearity [2, 8, 132],
with (· · · ) denoting bounce averaging. In deriving αe,
only the contribution of electron temperature gradient
to ω∗,e is considered.
The CTEM sideband equation, can be derived simi-
larly,
DSAS = −i c
B0
kGkθ
1
ω20
(F1 − αe)AGA∗P , (49)
whereDS ≡ DCt(ωS ,kS) is the linear dispersion function
of CTEM sideband, and
DCt ≡ 1 + Ti
Te
−
∫ ∞
−∞
Φ∗0
[〈
J0δH
L
Ct,i
〉− 〈δHLCt,te〉] dr/(
n0e
Ti
∫ ∞
−∞
Φ∗0δφCtdr
)
.
Noting DS ≃ −i∂ω0DCt,r (γ + γS), one then obtain
the following parametric instability dispersion relation
(γ + γG)(γ + γS) = Γ
2
D,Ct, (50)
which is similar to equation (47) derived in the |k⊥ρti| ≪
1 long wavelength limit. Here, the nonlinear drive due to
both ion and trapped electrons is given by
Γ2D,Ct ≡
(
c
B0
kθ
1
ω20
)2
ωG
ρ2i ∂DCt,r/∂ω0
(F1 − αe)2|A0|2.
The trapped electron contribution is typically propor-
tional to αe/ω∗ ∼ O(
√
ǫ), while the ion contribution F1
is sensitive to the perpendicular wavelength k⊥ρti. Thus,
ions and trapped electrons contributions dominate in the
long and short wavelength limit, respectively. Meanwhile
in the general case with k⊥ρti ∼ O(1), it can be esti-
mated that F1 and αe are both positive in the simple
ηi = ηe = 0 limit. The contributions from electrons and
ions will, therefore, compete with each other, and thus,
numerical solution is required for assessing the CTEM
parametric decay rate in the general case. This analysis
is also of broader interests for the nonlinear dynamics of
kinetic Alfve´n waves (KAW), e.g., convective cells gener-
ation by KAW [145], nonlinear decay of KAW [146] and
kinetic toroidal Alfve´n eigenmode [147–149].
3. GAM excitation by Toroidal Alfve´n eigenmode
Alfve´nic instabilities excited by EPs, e.g., fusion-αs,
are important for burning plasmas, due to their roles
in EP as well as thermal plasma transport processes,
as reviewed in Ref. 98. Of particular interest is TAE,
which exists in the toroidicity induced SAW continuum
gap with minimized excitation threshold [150–152]. Non-
linear excitation of ZS is one possible channel for Alfve´nic
instability nonlinear saturation [153–156]. Spontaneous
excitation of GAM by TAE was investigated in Ref. 138,
demonstrating that the pump TAE is scattered into a
TAE sideband with finite radial envelope due to GAM
modulation. The main difference in the electromagnetic
TAE case, with respect to the electrostatic DW situation
discussed above, is the additional contribution from the
nonlinear Maxwell stress term, i.e., the δJ× δB term in
momentum equation. For the SAW related instability in
ideal MHD uniform plasma limit, Maxwell stress may
cancel Reynolds stress, yielding the well-known “pure
Alfve´nic state” (PAS), where the Alfve´nic fluctuation can
exist at finite amplitude without significant distortion
from nonlinearity [157]. The generation of ZS, including
GAM spontaneous excitation by TAE, is enabled by the
breaking of PAS due to, e.g., toroidicity as an intrinsic
nonuniformity of tokamak[153].
Nonlinear vorticity equation [158, 159] is needed in ad-
dition to the quasi-neutrality condition
c2
4πω2
B
∂
∂l
k2⊥
B
∂
∂l
δψk +
e2
Ti
〈(1 − J2k )F0〉δφk
−
∑〈 q
ω
JkωdδH
〉
k
= −i c
Bω
∑
k=k′+k”
bˆ · k′′ × k′
×
[〈
e(JkJk′ − Jk′′ )
(
δφ+
i
ω
v‖∂lδψ
)
k′
δHi,k′′
〉
+
k′′2⊥ c
2
4π
1
ωk′ωk′′
∂lδψk′∂lδψk′′
]
; (51)
with the terms on the left hand side being, respectively,
field line bending, inertia and ballooning-interchange
terms, and the terms on the RHS being Reynolds and
Maxwell stresses. Furthermore, δψ ≡ ωδA‖/(ck‖) is de-
fined as an additional variable, and the ideal MHD par-
allel Ohm’s law is recovered if we take δφ = δψ. The
particle responses are derived from the nonlinear gyroki-
netic equation, equation (10), in the β ≪ 1 limit, while
higher order electro-magnetic component of GAM is ne-
glected.
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Noting δHLT,e = −(e/Te)F0δφT and δHLT,i ≃
(e/Ti)F0JT δφT , the GAM equation can be derived from
the vorticity equation in the form
ωGEGAMAG = − i
2
c
B
k0,θk
3
Gρ
2
ti
(
1− ω
2
A
4ω20
)
ASA0, (52)
with ωA ≡ VA/(qR0), and the two terms in the bracket
on the right hand side corresponding to, respectively, the
Reynolds and Maxwell stresses.
Due to the coupling to GAM, the TAE sideband de-
viation from ideal MHD can be derived from quasi-
neutrality condition
δφ = δψ − i c
B
k0,θkG
1
ω0
δφGδψ
∗
0 . (53)
Substituting into the vorticity equation, one then obtains
the nonlinear TAE sideband eigenmode equation
k2⊥,SǫT,SAS = 2i
c
B
k0,θkGω0k
2
0,⊥A
∗
0AG, (54)
where ǫT,S = ω
4
AΛT (ωS)D(ωS , kG)/(ǫ0ω
2
S), D(ω, kG) =(
ΛT (ω)− δWˆ (ω, kG)
)
with ΛT =
√−Γ−Γ+, Γ± ≡
(ω2/ω2A − 1/4) ± ǫ0ω2/ω2A and δWˆ (kG, ω) playing the
role of a normalized potential energy [160]. Further-
more, ǫ0 = 2(ǫ + ∆
′) with ∆′ being the Shafranov shift
in the shifted circular magnetic flux surfaces tokamak
case we consider here. Solutions of D(ω, kG) = 0 are
ω = ωT (kG), with the pump TAE frequency given by
ω0 = ωT (kG = 0).
The nonlinear dispersion relation of the parametric in-
stability can be obtained by combining equations (52)
and (54)
EGAMǫT,S =
( c
B
k0,θk
2
Gρti
)2 k20,⊥
k2S,⊥
ω0
ωG
(
1− ω
2
A
4ω20
)
|A0|2.
The nonlinear excitation then replies on the breaking
of PAS (1 − ω2A/(4ω20) 6= 0) by toroidicity. Noting
D(ωS , kG) ≃ −i∂ω0D(γ + γS), We thus obtain the dis-
persion relation of the parametric decay process
(γ + γS)(γ + γG) = Γ
2
D,T ; (55)
where the driving term ΓD,T is defined as
Γ2D,T ≡
( c
B
k0,θkG
)2 k20,⊥
k2S,⊥
ǫ0ω
3
0
ω4AΛT (ω)
× |A0|
2
∂ω0D0
(
1− ω
2
A
4ω20
)
. (56)
For typical tokamak parameters, one has ω0∂ω0D0 >
0. The spontaneous excitation of GAM, thus, requires
ω20 > ω
2
A/4, i.e., the pump TAE lies in the upper half
of the toroidicity induced gap, which is not the general
case. The threshold condition for the parametric instabil-
ity can be estimated as (δBr/B0) ∼ O(10−4), comparable
with other mode-mode coupling channels [153, 161–163].
Note that, as it was pointed out in Ref. 156, ZS excited
by weakly ballooning Alfve´n eigenmodes may have a fine
scale radial structure in addition to the well-known meso-
scale radial envelope considered here, which may further
enhance the nonlinear coupling, leading to faster GAM
excitation and lower threshold.
C. Nonlinear GAM excitation by DWs: Global
theory
1. Finite DW/GAM dispersiveness: convective
amplification and nonlinear GAM group velocity
When finite interaction region due to finite pump DW
radial envelope is taken into account, effects of finite
GAM and DW sideband group velocities play important
roles in the nonlinear dynamics [46]. Neglecting system
nonuniformities due to ω∗ and GAM continuum while re-
taining finite pump DW radial envelope, i.e., considering
a time scale shorter than LP /Vc with Vc defined later,
equations (45) and (46) become
(∂τ + VS∂ξ)AS = Γ
∗
0(ξ)E , (57)
(∂τ + VG∂ξ)EG = Γ0(ξ)(k
2
r − 2ikr∂ξ)AS . (58)
In deriving the above equations, two temporal and spa-
tial scale expansion, ∂t = −iω + ∂τ and ∂r = ikr +
∂ξ, are applied. Here, VS = Cdω∗0ρ
2
tikr and VG =
Gω2G(0)ρ
2
tikr/(2ω) are respectively, the linear group ve-
locities of DW sideband and GAM. Note that finite dis-
sipation due to γS and γG are neglected, as we focus on
the global properties of the parametric instability [131].
The parametric instability with both daughter waves
having a linear group velocity is discussed in Ref. [131].
As main result, the instability is a convective amplifica-
tion process when the two daughter waves propagate in
the same direction (equivalent to CdG > 0 for the case
considered here); while absolute instability exists if the
two daughter waves propagate in opposite directions (i.e.,
CdG < 0). Equations (57) and (58) are solved numeri-
cally, with fixed Cd = 1 and changing the sign of G to
explore both cases. The results are shown in Fig. 14.
It is clearly seen that, for GCd > 0 (DW sideband and
GAM propagate in the same direction), the parametric
instability is a convective amplification process; while for
CdCG < 0 it is an absolute instability. Due to the finite
pump DW radial width, for CdG > 0, the coupled DW
sideband and GAM wave packet may propagate out of
the unstable region of the parametric instability before
they are well developed. The value of Cd is typically pos-
itive, while the sign of G is investigated carefully in Ref.
12. For typical tokamak parameter, we have G > 0. As
a result, the nonlinear excitation of GAM, is typically a
convective instability within the present analysis.
The radial propagation of GAM has been observed in
experiments [21, 129, 164–166], investigated in numeri-
cal simulations [31, 120, 167], and computed analytically
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FIG. 14: (Reproduced from Fig. 1 of Ref. 46.) Figs. (a)
and(c) are respectively the GAM amplitude at r0 v.s.
time for G = ±1. Figs. (b) and (d) are respectively the
snapshot of mode structure at t = 100/ωG for G = ±1.
based on linear KGAM dispersion relation [12] consid-
ering short wavelength structure generation due to the
GAM continuous spectrum [38, 40, 41]. However, when
the experimental data [21] and numerical results [120] are
compared with KGAM dispersion relation, the obtained
coefficient for kinetic dispersiveness is much bigger than
that predicted by linear theory and due to FLR and FOW
of ions. The nonlinear velocity of the coupled DW side-
band and GAM wave packets discussed above, provide
another interpretation; noting that in experiment [21],
the GAM is driven by ambient turbulence.
Moving into the wave frame by taking ζ = ξ−Vct with
Vc = (VS + VG)/2, and taking EG = exp(iβˆζ)Aˆ(ζ, τ)
with βˆ ≡ krΓ20/(2V 20 ) and V0 ≡ (VS−VG)/2, the coupled
nonlinear equations (57) and (58) can be combined into(
∂2τ − V 20 ∂2ζ
)
Aˆ =
(
k2rΓ
2
0 − ikrΓ20∂ζ
)
Aˆ ≡ ηˆ2Aˆ, (59)
which can be solved and yields the following unstable
solution:
Aˆ =
Aˆ0√
π∆k0
∫ ∞
−∞
dkI
× exp
[
− k
2
I
∆k20
+ ikIζ +
√
ηˆ2 − k2IV 20 τ
]
. (60)
This is the solution for a typical initial condition Aˆ =
Aˆ0 exp(−∆k20ζ2/4) at τ = 0; i.e., the parametrically ex-
cited GAM has a finite initial spectrum width ∆k0. As
the convective damping due to dispersiveness is smaller
compared to the temporal growth, i.e., |Vc∂ζ | ≪ |∂τ |, the
time asymptotic solution of GAM electric field is then
EG =
Aˆ0
∆k0λτ
exp
[
ηˆτ + iβˆ(ζ − Vcτ)− (ζ − Vcτ)
2
4λ2τ
]
.(61)
From the second term in the exponent, it is clear that βˆ
can be interpreted as the nonlinear modification of the
GAM wave vector, while it also affects the GAM fre-
quency through ηˆ. λτ ≡
√
1/∆k20 + V
2
0 τ/(2ηˆ) describes
the broadening of the initial GAM pulse during the prop-
agation.
The solution in equation (61) provides direct informa-
tion for the interpretation of experimental observations
[21, 168] and/or nonlinear simulations [120]. The para-
metrically excited GAM is characterized by a nonlinear
radial wavenumber
kNL = kr − i∂ζ lnE = k0(1 + Γ20/(2V 20 )), (62)
and a nonlinear frequency
ωNL = ω0 + i∂τ lnE = ω0 +
k0Γ
2
0Vc
2V 20
. (63)
Both increase with the pump DW amplitude. The fre-
quency and wavenumber at vanishing Γ0, (ω0, k0), can
be solved from the matching conditions, which can be
substituted into equation (63) and yields,
ωNL = ωG +
k0Γ
2
0Vc
2V 20
+
GωGρ
2
tik
2
NL
4(1 + Γ20/(2V
2
0 ))
2
. (64)
Note that, Vc and V0 are both proportional to k0,
and, thus, the frequency increment due to finite am-
plitude pump DW, k0Γ
2
0Vc/(2V
2
0 ), is independent of
k0. The frequency increment, can be expressed as
(eδφ/T )2(Ln/ρti)
2 from our theory, which indicates an
order of unity frequency increment for typical parame-
ters. This may explain the existence of the higher fre-
quency branch of the “dual-GAM” observed in HT-7
tokamak [21], which has a frequency almost double of
the local GAM frequency.
The obtained expressions of the frequency and
wavenumber of the parametrically excited GAM, equa-
tions (63) and (62), are compared with the numerical
solutions of equations (57) and (58) shown in Figs. 15
and 16, respectively, and the analytical solutions fit well
with the numerical results.
The nonlinear dispersion relation of the parametrically
excited GAM, ωNL(kNL), is plotted in Fig. 17; along
with the linear dispersion relation ω0(k0). Note that, the
vertical and horizontal axes are, respectively, the “ob-
served” frequency and wavenumber. The frequency in-
crement due to finite amplitude pump DW has a weak
dependence on the wavenumber. Thus, the “effective”
G obtained from experiments [21] or simulations [120]
should be smaller than that derived from linear KGAM
theory [39]. However, if only one point is obtained from
experiments/simulations and then fitted with the linear
dispersion relation [39], overestimation of “G” will be
made, as shown by the dashed line. From a rough es-
timation using typical parameters, the misinterpretation
may lead to an O(102) overestimation of the “G”, con-
sistent with that reported in literatures [21, 120].
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structures at t = 500
2. Nonuniform Plasma: quasi-exponentially growing
absolute instability
Note that, in the above analysis, we have neglected
plasma nonuniformity and, thus, the analisis is valid for
a time scale shorter than LP /Vc. Next, we consider the
longer time scale, and take the nonuniformity of ω∗(r)
into account, while we neglect the contribution of GAM
continuum in order to illustrate the effects of nonuniform
ω∗(r). Equations (45) and (46) are solved numerically,
and the result shows that outward propagating coupled
DW sideband and GAM wave packets are reflected at the
DW turning points due to ω∗(r) nonuniformity, and are
amplified as they propagate through their original po-
sition r0 again. The convective instability, as a result,
becomes a quasi-exponentially growing absolute instabil-
ity.
In the strong drive limit with |ω2 − ω2G| ≃ |2γωG| ≫
|Gω2Gρ2i k2r/2|, the KGAM kinetic dispersiveness term can
be ignored, and the coupled equations can be combined
to yield the nonlinear DW sideband eigenmode equation
in Fourier-kr space [44, 170]
(
ω∗
L2∗
∂2
∂k2r
+ ω − ωP + ω∗ − Cdω∗ρ2tik2r
+
ωk2rΓ
2
0
ω2 − ω2G
)
AS = 0. (65)
The linear DW eigenmode equation can be recovered if
one ignores the nonlinear term (the term proportional to
Γ20) in equation (65), and it can be solved to yield the
finite extent of the pump DW in kr space, and, equiva-
lently, the localization in real space with a typical scale
length ∝ √L∗ρti. Including the nonlinear term, equation
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(65) yields the following nonlinear dispersion relation
L2∗
ω∗
(ω − ωP + ω∗)β˜2 = 2l+ 1, l = 0, 1, 2, 3 · · · (66)
with β˜ given by
β˜4
L2∗
ω∗
(
Cdω∗ρ
2
i +
ωΓ20
ω2G − ω2
)
= 1.
The eigenmode structure of DW sideband in Fourier
space is given by
AS ∝ exp
(
− k
2
r
2β˜2
)
, (67)
with a radial extent of |β˜|−1 [21, 164, 171, 172]. This
explains the localization of GAM by “density pedestal”
reported in Ref. [172], where GAM can only be observed
in the density gradient region where density gradient is
sharp (i.e., L∗ small compared to the plasma minor ra-
dius); whereas GAM can be observed well into the plasma
when the pedestal weakens.
Finally, with all the nonuniformities self-consistently
included, the coupled nonlinear equations (45) and (46),
are solved numerically. The time histories of GAM am-
plitude at r = r0 is shown in Fig. 18, in which the solid
curve corresponds to the nonuniform GAM frequency
case, while the dashed line illustrates the uniform GAM
frequency case for comparison. One notes that the two
cases are qualitatively similar, i.e., the nonuniformity of
ω∗(r) is the dominant effect on the longer time scale,
which renders the initially convective parametric instabil-
ity into a quasi-exponentially growing absolute instability
on a longer time scale. On the other hand, GAM contin-
uum plays a relatively minor role. Due to the frequency
mismatch induced by spatially varying ωG(r), the case
with nonuniform ωG(r) has a slightly different growth
rate. The mode structures of coupled DW sideband and
GAM at six different times are shown in Fig. 19. One
may see that, due to the nonuniformity induced by GAM
continuum, the mode structures propagating in opposite
directions are not symmetric. The wave packet initially
propagating outward has a larger kr and, thus, larger
growth rate and group velocity. Consequently, one may
observe that it also has a larger amplitude; then, it is re-
flected at the turning point induced by ω∗ nonuniformity,
and propagates inward, completing a full “bouncing” pe-
riod of wave packets radially trapped by nonuniform ω∗.
Note that, although extensively studied in the past
two decades, most publications on the nonlinear interac-
tions of GAM and DW turbulence focuses on the “linear
growth stage” of the parametric instability, i.e., consider-
ing a fixed amplitude DW decays into a GAM and a DW
sideband, while the feedbacks of DW sideband and GAM
on the pump DW are neglected. As a result, the theories
cannot be applied to the nonlinear dynamics of DWs me-
diated by GAMs, e.g., at saturation. An attempt is made
in Ref. [12], where the feedbacks of the DW sideband
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Snapshots of mode structure at different times
and GAM to the linearly unstable DW pump are con-
sidered. The derived driven-dissipative system based on
three-wave couplings then exhibits limit-cycle behaviors,
period-doubling and route to chaos as possible indication
of the existence of strange attractors [132], which can be
applied to interpret experimental observations such as
“predator-prey” behaviors of GAM and DW intensity.
However, in the truly nonlinear stage, the strongly mod-
ulated DW can no longer be separated as a pump and a
sideband. The two field model for DW-GAM system, de-
scribed by equations (41) and (42), including full radial
wavenumber spectrum should be used, as in the nonlinear
dynamics of the coupled DW-ZFZF system [134].
V. Nonlinear self-coupling of GAM/EGAM
Nonlinear self-couplings of GAMs were observed in ex-
periments [33, 73, 173], in the form of perturbations at
GAM second harmonic frequency, and considered to be
important for DW nonlinear dynamics as an additional
channel for saturating GAMs [34]. In GTC [110] simu-
lations with a finite amplitude GAM as initial condition,
scalar potential generation at GAM second harmonic fre-
quency was observed in the absence of parallel nonlinear-
ity. However, GAM second harmonic generation was sup-
pressed when parallel nonlinearity was turned on. Ana-
lytical theory based on phase space volume conserving
gyrokinetic equation [53, 54, 174] explained these simu-
lation results with the exact cancellation of parallel and
perpendicular nonlinearity to the leading order [34]. No
GAM second harmonic scalar potential generation is also
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obtained from fluid theory, with emphasis on the associ-
ated second harmonic density perturbation [35].
Even if not emphasized explicitely, the simulations in
Ref. [34] also show finite ZFZF scalar potential genera-
tion by GAM. This process is not affected by the cancel-
lation of parallel and perpendicular nonlinearities. The
analysis based on gyrokinetic theory [37] shows that fi-
nite ZFZF generation is due to thermal ion FOW effects,
so it is a purely “neoclassical” effect with contribution
from toroidal geometry. It is also shown that there is no
modulation of GAM by ZFZF.
The GAM second harmonic and ZFZF generation
discussed above may have direct impact on the non-
linear dynamics of DW turbulences discussed in Sec.
IV, because of the effect of ZFZF on regulating DWs
[5, 26, 109, 110, 132, 136, 137]. Generation of GAM sec-
ond harmonic, which is not a normal mode of the system,
will induce additional dissipation for GAMs. Meanwhile,
ZFZF generation by GAM corresponds to direct power
transfer from GAM to ZFZS. Both processes will affect
the branching ratio of GAM and ZFZF generation by
DWs, and, thus, the nonlinear dynamics of DWs.
To understand the GAM second harmonic scalar po-
tential generation, it is shown in Ref. [35] that the con-
tribution from resonant EPs will induce EGAM second
harmonic scalar potential. Therein, a perturbative model
in the small EP drift orbit limit is analyzed for the sim-
plicity of discussion. The general theory of second har-
monic and ZFZF generation by EGAM is given in Ref.
36, which can be applied for arbitrary wavelengths.
In the following, the analysis of Ref. [34] will be briefly
reviewed, with emphasis on the conditions for the cance-
lation of parallel and perpendicular nonlinearities. The
other self coupling channels, investigated in Refs. [35–
37], will be discussed based on the result of Ref. 34.
A. GAM second harmonic generation
For GAM second harmonic generation by self beating
of GAM with k‖ = 0, the nonlinear gyrokinetic equation
in the phase-space volume conserving form [53, 54] can
be written as:
(
∂t + v‖∂l + iωd
)
δFII = −bˆ×∇JGδφG · ∇δFG/B
−δv˙‖∂v‖δFG, (68)
with the first term on the right hand side being the
usual perpendicular convective nonlinearity, and the sec-
ond term being the parallel nonlinearity, which is usu-
ally neglected in the gyrokinetic equation (10). In fact,
the latter is typically of higher order when compared
with the perpendicular nonlinearity. Here, δv˙‖ ≡ −ebˆ ·
∇JGδφG/m−∇× (v‖bˆ) · ∇JGδφG/B, and the subscript
“II” is used for second harmonic. The GAM second har-
monic dispersion relation can be obtained from quasi-
neutrality condition, and one has
− e
m
n0k
2
II
1
Ω2i
(
1− ω
2
G
ω2II
)
δφII + 〈δFII〉 = 0, (69)
with the second harmonic perturbation derived as
δFII = −kGδφGFˆ
ωIIB0
[
cos θ
r(1 − ǫ cos θ) −
sin2 θ
R0
]
. (70)
Here, Fˆ ≡ δFG/ sin θ ≃ (e/Ti)(ωˆdr/ω)F0JGδφG, and
the two terms in equation (70) are respectively, the per-
pendicular and parallel nonlinearity contribution. The
perpendicular nonlinearity is formally O(ǫ−1) larger, as
expected, giving the dominant “up-down symmetric”
(∝ cos θ) second harmonic density perturbation [33–
35]. However, since the GAM second harmonic disper-
sion relation is derived from the surface averaged quasi-
neutrality condition, the dominant perpendicular nonlin-
earity proportional to cos θ, can only have a contribution
via the toroidicity term in its denominator, as explic-
itly given in equation (70). As a result, the contribution
from parallel and perpendicular nonlinearity cancels ex-
actly upon taking the flux surface average. Thus, there
is no GAM second harmonic scalar potential generation
up to the order of parallel nonlinearity.
Note that, in the case discussed here, the perpendic-
ular nonlinearity, which is larger by O(ǫ−1), contributes
to scalar potential generation through toroidal coupling,
making the contribution O(ǫ) smaller, and cancels ex-
actly with parallel nonlinearity. Other processes are then
required to have a non-vanishing density perturbation,
after surface averaging, producing finite self coupling of
GAMs and generation of GAM second harmonic and/or
ZFZF on a time scale shorter than the parallel nonlinear-
ity characteristic time. There are two mechanisms that
have been suggested in the literature as possible candi-
dates. One is the coupling through thermal ion FOW ef-
fects, proposed in Ref. 37 for krρd,i > ǫ; and another one
is via EP FOW effects, which are of larger EP drift orbits
but the tradeoff of smaller EP concentration [35, 36]. For
the sake of completeness, we also note that the symme-
try breaking induced by finite amplitude DWs in GAM
second harmonic and ZFZF generation has been investi-
gated in the literature [175, 176], and is related to the
long time scale evolution of the coupled DW-GAM sys-
tem [74, 134, 135]. A detailed discussion of these pro-
cesses is beyond the scope of the present brief review.
B. ZFZF generation by GAM
ZFZF generation is observed in the above mentioned
GTC simulations, with or without inclusion of paral-
lel nonlinearity [34]. This suggests that other mecha-
nisms, stronger than toroidal coupling discussed in Sec.
VA, may be responsible for the ZFZF generation. Mo-
tivated by this evidence, it was shown [37] that s ther-
mal ion FOW effects may generate ZFZF scalar potential
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for kGρd,ti > ǫ, with the contribution from perpendicu-
lar nonlinearity being significantly larger than parallel
nonlinearity after surface averaging. The nonlinear gy-
rokinetic equation for ZFZF generation by self beating of
GAM, can be written as
(
∂t + v‖∂l
)
δHNLdZ = −e−ikZρd
1
B
bˆ×∇δφG · ∇δHG,(71)
with δHNLdZ = e
ikZρdδHNLZ being the drift orbit center
distribution function, eikZρd representing the operator for
drift orbit center transformation and ρd = vˆd cos θ/ωtr ≡
ρˆd cos θ being the drift orbit width defined below equation
(13).
For ZFZF, with ωZ ≪ |v‖∂l|, one has δHNLdZ = δHNLdZ +
δ˜HNLdZ ≃ δHNLdZ . Therefore,
∂tδHNLdZ = −
c
B0
e−ikZρd
∑
k
bˆ×∇δφG · ∇δHG.(72)
Noting that δφG = δφG + δφG,1 sin θ, ρd ∝ cos θ, ωd ∝
sin θ, assuming |kZρd| ≪ 1, using the expression of δHG
derived in Sec. II B and noting ωG = ω0 + i∂t, we then
have, after some algebra [37]
δHNLdZ = −
e
Ti
F0
1
ω20
c
B0
vˆdρd cos θ
∂
∂r
( |δEG,r|2
r
)
. (73)
It is worth mentioning that the dominant contribution
comes from coupling due to finite drift-orbit width effect;
that is, a neoclassical effect. Substituting the nonlinear
particle response, equation (73), into the quasi-neutrality
condition, we obtain the following nonlinear equation de-
scribing nonlinear excitation of ZFZF by a finite ampli-
tude GAM
χZδφZ = − c
B0
1
ω2G
∂
∂r
[〈
vˆdcos θρdF0
〉 |δEG|2
r
]
; (74)
where, χZ is the well-known neoclassical polarization [2]
χZδφZ ≡
(
1−
〈
F0
ni
J2Z
∣∣∣eikZρd ∣∣∣2〉) δφZ .
On the other hand, there is no modulation of GAM by
ZFZF up to the order of parallel nonlinearity, which is
beyond the time scale of interest. Thus, the nonlinear
generation of ZFZF by GAM observed in Ref. 34 is a
forced driven process, which is, again, underlying the
ωG = ωGr + i∂t condition used for deriving the non-
vanishing ion response of ZFZF in eqution (73).
C. Second harmonic generation by EGAM
To understand the finite GAM second harmonic scalar
potential generation, the effect of EPs was proposed and
analyzed in Ref. 35, where resonant EP contribution was
treated in the small EP drift orbit limit. The analysis is
then extended to arbitrary wavelengths in Ref. 36, for
the GAM second harmonic and ZFZF generation. The
basic ideas of Refs. 35, 36 are consistent with those of
Ref. 37, i.e., taking the coupling due to EP FOW into
account (noting again ρd,h ∝ cos θ). In particular, EPs
are characterized by larger drift orbits than thermal ions
[37]; however, EPs have much smaller density.
Here, we will briefly review the approach of Ref. 36 us-
ing the same gyrokinetic theoretical framework consistent
with the rest of the current review, although the original
analysis is proposed in Ref. 35 for the EGAM second har-
monic generation. Generation of ZFZF by EGAM is also
investigated in Ref. [36] and can be derived following the
same approach. Again, only processes faster than paral-
lel nonlinearity are of interest here. Substituting the EP
response from equation (13) into equation for nonlinear
EP drift orbit center distribution function, and consider-
ing small but finite Te/Ti, we then obtain the following
general expression of the nonlinear EP response to the
EGAM second harmonic
δHNLII,h = ikr
c
B0
∂EF0,h
∑
η,ξ,p,l
p+ l
ωII − (p+ ξ + l)ωtr
× iη+p−ξ−lei(η+p+ξ+l)θJη(ΛˆII,h)Jξ(ΛˆII,h)
× Jl(Λˆh)Jp(Λˆh) ω
ω − lωtr
δφGδφG
r
. (75)
Here, Λˆh = krρˆd,h and ΛˆII,h = kr,II ρˆd,h = 2Λˆh. Sub-
stituting equation (75) into the surface averaged quasi-
neutrality condition, we obtain the equation for EGAM
second harmonic generation:
bˆIIEEGAM (ωII)
en0
Ti
δφII = −
〈
δHNLII,h
〉
, (76)
where bˆII ≡ k2r,IIρ2L,h/2, and EEGAM (ωII) is the linear
EGAM dielectric function at ω = ωII , with nonadiabatic
EP response given by equation (13). The general dis-
persion relation obtained from equation (76) will recover
that of Ref. 35 in the proper limit, i.e., with |Λh| ≪ 1
and only resonant EP contributions taken into account.
For EGAM with a typically global mode structure, i.e.,
|Λh| ≪ 1, the dominant contribution is obtained for small
|η| + |ξ| + |p| + |l|. Also, l = ±1 can be assumed the
strongest linear EGAM drive, and p+l 6= 0 is required for
non-vanishing nonlinear EP response to EGAM second
harmonic. With these selection rules in mind, and noting
that ωII = 2ω and ΛˆII,h = 2Λˆh, one then has
δHNLII,h ≃ i
c
B0
∂F0,h
∂E
3krωωˆ
2
dr
(ω2 − ω2tr)(ω2II − ω2tr)
δφGδφG
r
.(77)
We note that equation (77) is equivalent to equation
(51) of Ref. [35]. Substituting equation (77) into the
quasi-neutrality condition for EGAM second harmonic,
we then obtain:
bˆIIEEGAM (ωII)δφII
= − ikrTi
n0mΩir
〈
3ωωˆ2dr∂EF0,h
(ω2 − ω2tr)(ω2II − ω2tr)
〉
δφ
2
G, (78)
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with EEGAM (ωII) obtained from the proper limit of the
linear EGAM second harmonic dispersion relation for
small magnetic drift orbits and only primary transit res-
onance accounted for in the nonadiabatic EP response.
Note that, in equation (52) of Ref. [35], ωEGAM should
also be a function of ωII (ω2 using the notation of Ref.
[35]). Equation (78) or, more precisely, equation (76)
can then be applied to explain experimental observa-
tions/simulation results on EGAM second harmonic gen-
eration, by directly substituting parameters into the non-
linear dispersion relation along with both the amplitude
and radial mode structure of the primary mode.
VI. Unified theoretical framework of GAM/EGAM
The physics processes discussed above can be syn-
thetically included into the following “unified theoret-
ical framework” of GAM/EGAM [74]; including self-
consistent generation of GAM by DW turbulences and/or
EPs, modulation of DW by GAM/EGAM, and self-
consistent evolution of EP equilibrium distribution func-
tion due to nonlinear interactions with GAMs. The cor-
responding equations are
ωdDdAd =
c
B0
Ti
Te
kθAd∂rAG, (79)
ωGEEGAM∂rAG = −αic
B0
kθ
(
Ad∂
2
rA
∗
d − c.c.
)
. (80)
Here, EEGAM is the EGAM dispersion relation obtained
from equation (17)
EEGAM ≡ −1 + ω
2
G(r)
ω2
− G
2
ρ2ti∂
2
r +
δnhmiΩ
2
i
en0k2rδφG
,
with the perturbed EP density δnh give by equation
(18), where the slowly varying EP “equilibrium” dis-
tribution function F0,h due to emission and reabsorp-
tion of EGAM is the solution of the Dyson equation
(38). Thus, this “unified theoretical framework”, based
on equations (38), (79) and (80), fully describes GAM
related physics in realistic geometries; including linear
physics of GAM/EGAM, nonlinear dynamics of EGAM
and nonlinear dynamics of the coupled GAM/EGAM-
DW system. Note that EP interaction with DWs is typi-
cally weak [60, 61]. We incidentally note that the EEGAM
expression defined here [43], besides the EP contribu-
tion in δnh, has a coefficient k
2
rρ
2
ti/2 compared to EGAM
[46, 119, 138] used in Sec. IV due to the different nota-
tions used in original papers. Note also that equations
(79) and (80) are derived based on k⊥ρti ≪ 1 expansion;
while no separations of DW into pump and sidebands
is assumed. As a result, neglecting EP effects, the DW-
GAM system described by the two field model, equations
(79) and (80), can be applied to understand the fully non-
linear evolution of DWs, including turbulence spreading
and saturation due to the envelope modulation by GAMs
[134]. Meanwhile, when Ad is separated into a fixed am-
plitude pump DW and its sideband due to GAM modu-
lation (distortion of parallel mode structure is not signif-
icant in nonlinear processes with τNL ≫ ω−1), equations
(45) and (46) are recovered, as shown in Ref. 74.
Linear excitation and nonlinear evolution of EGAM,
on the other hand, can be described by equations (38)
and (80) in the absence of DWs. If, for example, the
equilibrium EP distribution function is used, equation
(80) then describes the linear EGAM excitation, as dis-
cussed in Sec. III A and III B. When the slow EP dis-
tribution function evolution on transport time scale due
to emission and re-absorption of EGAM is taken into ac-
count, equations (38) and (80) could then provide the
self-consistent EGAM nonlinear dynamics qualitatively
discussed in Sec. III C. Thus, the “unified theoretical
framework of GAM/EGAM” includes all the physics pre-
sented in this review. It also provides the outlooks for
possible future research on the dynamics evolution of the
fully nonlinear system.
VII. Conclusions and Discussions
In this paper, the recent theoretical understandings of
GAMs are briefly reviewed; including the linear disper-
sion properties, resonant excitation by EPs, nonlinear ex-
citation by DWs/DAWs, and the nonlinear self-coupling
of GAM/EGAM. The emphasis is on the effects of sys-
tem nonuniformities, the requirements of first-principle-
based kinetic treatments, and global theory. We empha-
sized that, although quite broad topics related to GAMs
are investigated in the past two decades, the interest of
the fusion community on GAMs is due to their poten-
tial capabilities of regulating microscale turbulences and
the associated anomalous transport. Consequently, the
research on GAMs is carried out aiming toward the final
goal of understanding the nonlinear dynamics of DWs
and transport in the presence of GAMs.
In Sec. II, an important concept of GAM is introduced,
i.e., GAM continuous spectrum due to system nonunifor-
mity, which leads to the generation of short scale mode
structures and the breakdown of fluid description. As
a result, kinetic treatment is required for the dispersion
relation of short wavelength KGAM; e.g., the Landau
damping rate due to wave-particle resonance at short
wavelength, and the accurate prediction of the kinetic
dispersiveness due to FLR and FOW effects; both playing
important roles in the nonlinear interactions with DWs,
as noted in Sec. IV.
In Sec. III, the resonant excitation and nonlinear sat-
uration of EGAM are reviewed, using the analogy to
the well-known beam plasma instability (BPI). One cru-
cial difference of the EGAM in three dimensional torus
with respect to BPI in a strongly magnetized plasma is
the EGAM radial mode structure due to the coupling
to GAM continuous spectrum; leading to global mode
structure and finite threshold condition. Nonlinear in-
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teractions of EGAM and DWs are observed in numerical
simulations, and thus, EGAM is considered as a potential
active control for DW turbulences. The Dyson equation
describing nonlinear saturation of EGAM due to wave-
particle phase space nonlinearities is also derived, and
qualitative discussions of the phase space structure gen-
eration and secular nonlinear EGAM dynamics are made.
In Sec. IV, the nonlinear excitation of GAM by
DWs/DAWs is investigated, and it is shown by local
theory that short wavelength KGAM is preferentially
excited. The theory based on k⊥ρti ≪ 1 expansion,
valid for GAM excitation by ITG DW, is then extended
to k⊥ρti ∼ O(1) to discuss the excitation by CTEMs
and by TAEs, where electro-magnetic nonlinearity asso-
ciated with Maxwell stress is also considered. The global
theory including kinetic dispersiveness of both DW and
KGAM and finite pump DW radial scales shows that the
parametric instability, which is a convective amplifica-
tion process on the short time scale, becomes a quasi-
exponentially growing absolute instability on the longer
time scale, when nonuniformity of DW drive, i.e., dia-
magnetic drift frequency, is taken into account. The qual-
itative change of the parametric process further shows
the importance of kinetic treatment and system nonuni-
formity in proper analysis of the DW nonlinear dynamics
and the resultant transport level.
In Sec. V, the nonlinear self-couplings of
GAM/EGAMs are investigated; with GAM second har-
monic generation as an additional channel for GAM dis-
sipation, and ZFZF generation as a channel for power
transfer from GAM/EGAM to ZFZF. An important con-
trol parameter for the nonlinear process is krρd/ǫ. Noting
that both GAM and ZFZF can regulate DWs at different
rates, nonlinear self-couplings of GAMs then have poten-
tial implications for the nonlinear dynamics of DWs and
thus, fluctuation induced transport.
Finally, in Sec. VI, a “unified theoretical framework
of GAM/EGAM” is constructed, consistently including
of all the physics discussed through Sec. II to IV. It
provides outlooks for important and challenging prob-
lems related to GAM, including 1) nonlinear dynamics
of the coupled GAM-DW system, 2) nonlinear dynamics
of EGAM and 3) nonlinear interactions of EGAM and
DW. These problems are at the cutting edge of fusion re-
search and will be topics of interest for the next decade.
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