Abstract-In this letter we formulate a generalized decision fusion problem (GDFP) for sensing with centralized hard decision fusion. We show that various new and existing decision fusion rules are special cases of the proposed GDFP. We then relate our problem to the classical 0 − 1 Knapsack problem (KP). Consequently, we apply dynamic programming to solve the exponentially complex GDFP in polynomial time. Numerical results are presented to verify the effectiveness of the proposed solution.
I. INTRODUCTION
A binary hypothesis sensing involves detecting the presense (hypothesis H 1 ) and absense (H 0 ) of the phenomenon being observed. Distributed sensing improves the reliability of the sensing decisions about the phenomenon. The local sensors compute their binary hard decisions independently (u i ) and forward the same on bandwidth constrained reporting channels to the fusion center (FC). The probability of detection (P D , correctly declaring H 1 ) and probability of false alarm (P F , incorrectly declaring H 1 ) at the FC are commonly used performance measures of the system.
Optimization of the distributed sensing with given sensor performance characteristics for Bayesian and Neyman-Pearson (NP) criterion has been studied in [1] - [7] . It is shown in [6] , [7] that the problem of optimal hard decision fusion in a general NP setting is exponentially complex. In this letter we propose a polynomial time solution for a more generalized problem.
Chair-Varshney (CV) [1] have derived an optimal, linear fusion rule at the FC for the Bayesian test. With similar assumptions, randomized decision fusion rule is derived in [2] using randomized LRT [8] for the NP criterion. In [3] , it is shown that the CV linear fusion equation simplifies to K-outof-N rule when the sensors are homogenous. A simple K-outof-N voting rule is used in [9] and closed form expressions are derived for optimum K, N and FC threshold for a special case of the Bayesian cost function. In a similar setting, optimal results are derived for erroneous reporting channel in [10] . Performance comparison of K-out-of-N and soft decision fusion rule over erroneous reporting channel is presented in [11] . A person-by-person (PBPO) iterative approach to jointly optimize the decisions at the sensors and the fusion rule at FC is proposed in [5] for the Bayesian criterion. A similar PBPO iterative approach is proposed in [12] , [13] for the Bayesian and NP criterion for erroneous reporting channels. Particle swarm optimization algorithm is used in [14] optimize the LRT thresholds at the sensors and the FC for the Bayesian cost function. In [15] different scenarios for computing the thresholds, jointly and separately, are discussed with the objective to optimize the throughput of the system. FC applies a linear weighted sum fusion rule on a multi-bit test statistics received from the sensors in [16] , [17] for NP criterion.
The outline of our letter is as follows: In Section II we explain the system model and the general fusion rule. The GDFP is formulated in Section III and special cases are derived. In Section IV we present dynamic programming based algorithm to solve the GDFP and provide simplified solutions to the special cases. Section V contains the numerical results, followed by conclusions in Section VI.
II. SYSTEM MODEL

A. Heterogenous Sensors
We consider a system of N sensors where each sensor is characterized by its average probability of detection p di and false alarm p fi as:
where u i ∈ {1, 0} is the binary decision of the i th sensor indicating hypothesis H 1 and H 0 respectively. Following [1] , we assume {p di , p fi }, ∀i to be known. Define probability vectors
For each sensing cycle, the FC receives u and generates a fused binary decision u f c ∈ {1, 0}.
Assuming that the u i s are conditionally independent, the probability of occurrence of a specific decision vector at the FC under H 0 and H 1 is [6] :
where p is a vector and m i , ∀i are the binary coefficients of 
, where x m is the conditional probability that the FC generates u f c = 1 when u m is received, i.e., x m P r{u f c = 1 | u m }. Then, the probability of detection, P D , and probability of false alarm, P F , of the system associated with x is [5] :
Note that when x m ∈ {0, 1}, {P D (x), P F (x)} are not continuous and take only discrete values. However such fusion rules have an advantage of ease of implementation using boolean switching functions. Alternatively, these rules can be mapped to a single or multiple linear threshold equations [18] .
, we define the generalized decision fusion problem (GDFP) as:
where R X (x) is the cummulative objective function with C D , C F as coefficients and α is the constraint value on the P F . As x m in (5) can take 2 possible discrete values {0, 1}, a total number of
resulting in exponential computational complexity 1 for finding the optimum fusion rule. When p di > 0.5 > p fi , ∀i, the optimum fusion rule is positive unate, but complexity remains exponential [7] .
However, the GDFP as defined in (5) is in the form of a classical 0 − 1 Knapsack problem (KP) [19] and has a solution using dynamic programming [20] , [21] with worst case complexity in polynomial time. The 0 − 1 KP is defined as: [19] ). Given a set of M items, each with a weight and value {w m , v m } respectively for 0 ≤ m < M , choose a subset of items S such that
where
m=0 s m · w m and W lim is the total weight limit. Remark 1. The 0 − 1 KP has been used in [22] for node selection to optimize the performance in an energy constrained setting. To the best of our knowledge, 0 − 1 KP is being used for the first time to solve the hard decision fusion rule. Theorem 1. The GDFP defined in (5) is a 0 − 1 KP (6). 1 Complexity is defined as the number of addition and multiplication floating-point operations (flops).
Proof: Define individual objective and constrained value respectively of index m as: (5) is in the form of (6) .
We now show that various new and existing problems in the literature are special cases of the GDFP. Therefore solution to these problems can be obtained from the solution of GDFP.
A. Special cases of GDFP -New Problems
We define a new count based fusion rule (y) at FC where u f c is decided based on the count of sensors reporting 
The individual objective and constraint function respectively for a count k is:
Proposition 1 (Count based fusion rule (C-GDFP)). The optimum count based fusion rule is a GDFP. Proof:
which is a GDFP.
Note K-out-of-N rule [9] , [23] is a special case of this class.
Proposition 2 (Discrete Neyman-Pearson (D-NP GDFP)). The optimum fusion rule for maximizing the system P D with a constraint on P F is a GDFP.
Proof: Substituting C D = 1, C F = 0 in (5), we get :
which by definition [8] is a Neyman-Pearson problem.
Remark 2. Note that we call this problem as Discrete NeymanPearson (D-NP) GDFP. If the constraint on x m in (11) is relaxed to x m ∈ R, 0 ≤ x m ≤ 1, the problem setup changes to a randomized NP decision fusion problem [2] which has a linear complexity solution. Proof: (5), where C ij is the cost of deciding H i when H j is true, and p j is the apriori probability of hypothesis H j , for i, j ∈ {0, 1}, we have
Since P F (x) ≤ 1 is not a constraint, (12) defines a decision fusion problem for the Bayesian cost function [8] .
Substituting the values C D = p 1 and C F = p 0 in (12), completes the proof.
Proposition 4 (D-B GDFP with homogenous sensors (HM D-B GDFP)).
The problem proposed by Thomopoulos et al. [3] in CV setting for homogenous sensors with (12) where vector 1 1 1xN is a row vector with all elements as 1, is a special case of CV Problem [3] . Figure 1 pictorially summarizes the GDFP special cases with their settings and proposed solution complexities. Each setting {I,II,III,IV}, is a unique combintation of type of sensors {heterogeneous, homogeneous} and test criterion {NP, Bayesian}. The distinct shapes {circle, rectangle} identify the fusion rule employed {GDFP, C-GDFP}, the colours {yellow, green} indicate nature of the problem {new, existing} respectively. The overlapping of the shapes in quadrant IV indicates that GDFP converges with C-GDFP for this special case.
IV. SOLUTION FOR GDFP
Following [20] , [21] , we use the dynamic programming concepts to provide a recursive equation and an algorithm that searches for the GDFP optimum fusion rule in polynomial time.
Define a problem T (a, b) as: 1, α) represents the GDFP of (5).
Using (7), we split (13) recursively as:
where,
Equation (14) compares and chooses the maximum of the subresults with and without the contribution from the a th element while satisfing the constraint value.
The key algorithmic approach that reduces the computational complexity is to solve the problem bottom-up by reusing the sub-results. To facilitate easy storage and retrieval of the sub-results of (14), a two dimensional array indexed by values of a and b is used. While a is already an integer variable, the real variable b is mapped onto an integer variable
, where C is a sufficiently large scaling factor (C = 10 5 for GDFP and 10 3 for C-GDFP is used) and 0 ≤ I b ≤ I α . Similarly P Fm (m), ∀m is mapped onto the same integer scale as,
Algorithm 1 uses the initial values given in (15) and populates the sub-results into the array by looping on integer variable a (line 2) and I b (line 3). By the end of the iterations, array location T [M − 1, I α ] is populated with the maximized objective value of (5). The array is then back tracked to identify and mark the contributing indices a to form the optimum fusion vector x * . The Backtrack method (line 12) involves memory access operations and does not require any flops.
This algorithm takes a maximum of 3 flops to compute each sub-result (line 4 to 9) and hence a total of 3 · I α · M flops to compute the solution for GDFP in the worst case which was originally an exponential complex problem (2 M ). We now show that the proposed GDFP polynomial complexity solution can be further simplified using the settings of the special cases.
A. Solution for C-GDFP
The solution for this case (classified in Proposition 1) is same as the main solution. However, as the length of the fusion vector y is reduced to N + 1 the computational complexity in the worst case is reduced to 3 · I α · (log(M ) + 1) flops.
B. Solution for D-B GDFP
For this case (classified in Proposition 3 and 4), the constraint P F (x) ≤ 1 does not effect the GDFP solution space and can be discarded. As a result, the constraint variable b in 
C. Solution for HM D-B GDFP
For the case of D-B GDFP with homogenous sensors (classified in Proposition 4), using (3) we have
Further substituting this in (7), we have the individual objective function as:
Note that R M (m) is dependent on the vote count k. As a result, all indices with the same vote count k have the same R M (·) value and consequently the same x m value in the optimum fusion vector x * for D-B GDFP in (12) . In this case, the structure of x * , is similar to the structure of x in (8), implying HM D-B GDFP is a C-GDFP for Bayesian that is obtained by using R K (k) = N k · R M (m) and α = 1 in the C-GDFP of (10) . For this Bayesian case, the loop on variable a (line 3 of Algo.1) has a reduced length of N +1. As a result, a total of log(M ) + 1 flops are required.
D. Solution for HM D-B GDFP with
> 1, and using (16), we have:
Using Lemma 1, the HM D-B GDFP can be further simplified in this case as: maximize
, as in [5] , [9] where β = ln
and where, · is the ceiling function. V. NUMERICAL RESULTS AND DISCUSSIONS Figure 2 plots the optimum error pairs P * F Vs P * M (= 1 − P * D ) (labelled D-NP GDFP) obtained using Algo.1 for GDFP under discrete NP test that are computed by varying the allowed limit α from (0.05 ≤ α ≤ 0.5) in steps of 0.01. The p fi and p di of each sensor is taken as (p fi < 0.5 < p di ). Note that not all points on this curve are achievable as the {P D , P F } of the system in (4) is discrete. Also note that the plot of optimum error pairs for count based GDFP (labelled D-NP C-GDFP) is piece-wise linear and closely follows the curve D-NP GDFP with fewer achievable points. This implies a few error points with a small performance trade-off are acheivable using C-GDFP in (10) with much lesser computational complexity as listed in Table I . A discrete Bayesian optimum error pair for CV problem assuming p 0 = p 1 = 1 2 is computed using linear equation of [1] (point labelled CV Eq) and Algo.1 (point labelled D-B GDFP). These coincide with a single error pair achievable by D-NP GDFP. As, the proposed algorithm requires the constraining values to be linearly mapped onto an integer scale, it acts as a limitation for NP for low precisions. Algorithms based on branch and bound technique [24] that overcome this limitation are further topics of research.
VI. CONCLUSIONS A generalized decision fusion problem is formulated for NP and Bayesian criterion. The proposed GDFP is shown to be in the form of 0−1 Knapsack problem and results in a polynomial time worst case complexity. A new count based fusion rule has been identified, with significant reduction in complexity and a small penalty on the performance. The GDFP can potentially help uncover more special cases for NP, Bayesian and other criterions, with lower complexity. Conversely, a few special cases of 0−1 KP have been identified which have significantly lower complexity.
