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Abstract
In this note we continue the study of gaps in samples of geometric random variables originated in Hitczenko and Knopfmacher
[Gap-free compositions and gap-free samples of geometric random variables. Discrete Math. 294 (2005) 225–239] and continued
in Louchard and Prodinger [The number of gaps in sequences of geometrically distributed random variables, Preprint available at
〈http://www.ulb.ac.be/di/mcs/louchard/〉 (number 81on the list) or at 〈http://math.sun.ac.za/∼prodinger/pdfﬁles/gapsAPRIL27.pdf.〉]
In particular, since the notion of a gap differs in these two papers, we derive some of the results obtained in Louchard
and Prodinger [The number of gaps in sequences of geometrically distributed random variables, Preprint available at
〈http://www.ulb.ac.be/di/mcs/louchard/〉 (number 81on the list) or at 〈http://math.sun.ac.za/∼prodinger/pdfﬁles/gapsAPRIL27.pdf.〉]
for gaps as deﬁned in Hitczenko and Knopfmacher [Gap-free compositions and gap-free samples of geometric random variables.
Discrete Math. 294 (2005) 225–239].
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
A composition of a natural number n is said to be gap-free if the part sizes occurring in it form an interval. In
addition if the interval starts at 1, the composition is said to be complete. In [2] gap-free and complete compositions
were studied and it was shown in particular, that the proportion of gap-free or of complete compositions of n tends
to 12 as n → ∞. In probabilistic language this can be expressed as follows; if by a random composition of n we
mean a composition picked according to the uniform discrete probability measure on the set of all compositions
of n, then the probability that a randomly chosen composition of n is gap-free or complete is asymptotically 12 ,
as n → ∞.
Since integer compositions are closely related to samples of i.i.d. geometric random variables with parameter 12
(GEOM(12 )), analogous results hold for such samples. In fact, that was the approach taken in [2]; it was shown that the
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probabilities of being complete or gap-free are asymptotically the same for compositions as for samples of GEOM( 12 )
random variables, and it was shown that the probability that such a sample is complete is exactly 12 . Of course, once
one is interested in samples of geometric random variables, there is no particular reason to restrict considerations to the
particular value p = 12 of the parameter p. This was done in many papers and, in fact, in [2] as well although it should
be added that the case p = 12 differs from p = 12 in that that the probability of being gap-free does not have a limit as
n tends to inﬁnity, but exhibits an oscillatory behavior).
This study was continued by Louchard and Prodinger [5] who considered a more general question of the distribution
of the number of gaps in a sample of i.i.d. GEOM(p) random variables. Although they used the term “the number of
gaps” a closer inspection of their deﬁnitions and arguments reveals that their notion is different than the deﬁnition used
in [2] and might be more appropriately called “the number of missed values”. For example a composition (3, 4, 5, 3)
has no gaps according to the deﬁnition used in [2], but has two gaps (namely 1 and 2) according to the notion used in [5]
(as a matter of fact the difference between “the number of gaps is 0” and “the number of missed values is 0” is exactly
the distinction between “gap-free” and “complete” as deﬁned in [2]). The same notion of “gap-free” in the context of
set partitions was used as early as 1992 in [1]. To conform to the deﬁnition used in [1,2] we say that the composition
(or a sample of geometric random variables) has r gaps if the range of part sizes occurring in it is a union of r + 1
disjoint intervals, and r + 1 is the smallest number with that property. According to that distinction, a composition
(2, 5, 5, 2, 8, 2, 6) of 30 has two gaps, namely the “intervals” [3, 4] and [7], while it misses four values: 1, 3, 4, and
7; thus the two quantities are clearly different.
Louchard and Prodinger carried out the detailed study of the number of values missed in a sample of geometric
random variables. Among other things they found the limiting distribution and asymptotics of moments. In particular,
they proved.
Theorem 1. If Xn is the number of values missed in the sample of n i.i.d. GEOM( 12 ) random variables, then, as
n → ∞,
EXn ∼ 1 and var(Xn) ∼ 2. (1)
Furthermore
Pr(Xn = r) = 12r+1 , r = 0, 1, 2... . (2)
In this note, aside from pointing out the difference in terminology, we describe a few results on the number of gaps
(deﬁned consistently with [2]) in a sample of geometric random variables. Before continuing we should emphasize,
that Louchard and Prodinger consider the general case 0<p< 1. To a large extent we will do the same, but we would
like to emphasize that the contrast is most clear for the special case p = 12 . In particular, while the results given in (1)
and (2) do not exhibit oscillatory behavior (but as was shown in [5] they do if p = 12 ), our analogs do have oscillations,
even for p = 12 .
2. Expected value and the variance
In this section we prove the following counterpart of (1):
Proposition 2. If Yn is the number of gaps in the sample of n i.i.d. GEOM(p) random variables, then, as n → ∞,
EYn = − ln(1 + q)ln q + E(ln n) + o(1), (3)
where
E(x) :=
2
ln q
∞∑
k=1
R
(
1 − (1 + q)2ki/ ln q
(p(1 + q))2ki/ ln q 
(
2ki
ln q
)
e(2ki/ ln q)x
)
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is a periodic function with small amplitude. Furthermore,
var(Yn) = 2ln q ln
(
(1 + 2q)(1 + q(1 + q))(2 + q)
2(1 + q)4
)
+ V (ln n) + o(1), (4)
where V (x) is a function with features similar to those of E .
Proof. Let 1,2, . . . be a sequence of i.i.d. GEOM(p) random variables. Our proof rests on an observation that there
is a gap beginning at j + 1, j1, if and only if
∃kk = j and ∀m m = j + 1.
This is actually true for all j except the one corresponding to the largest observed value in the sample. Thus, if we set
Gj : =
{
n⋃
k=1
{k = j} ∩
n⋂
m=1
{m = j + 1}
}
,
and we follow the custom of identifying sets with their indicator functions, we see that
Yn + 1 =
∑
j1
Gj ,
and consequently
EYn + 1 =
∞∑
j=1
Pr(Gj ). (5)
Now,
Gj =
n⋂
m=1
{m = j + 1}\
n⋂
m=1
{m = j + 1, j},
so that
Pr(Gj ) = (1 − pqj )n − (1 − pqj−1 − pqj )n. (6)
To proceed further we will need some elementary estimates which we isolate in the following:
Lemma 3. Let x, y0 satisfy x + y1. Then for every n1 we have
(i) |e−nx − (1 − x)n| = O(1/n)(nx)2e−nx ,
(ii) |(1 − x)n(1 − y)n − (1 − x − y)n| = O(1)nxye−nx e−ny .
Proof. For (i) write
0e−nx − (1 − x)n = (e−x)n − (1 − x)n
= (e−x − (1 − x))
n−1∑
k=0
e−kx(1 − x)n−1−k
(e−x − (1 − x))
n−1∑
k=0
e−kxe−(n−1−k)x = O(x2)ne−(n−1)x
= O(n−1)(nx)2e−nx .
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For part (ii) we clearly have
(1 − x)n(1 − y)n = (1 − x − y + xy)n(1 − x − y)n.
On the other hand
(1 − x − y + xy)n − (1 − x − y)n = xy
n−1∑
k=0
(1 − x − y + xy)k(1 − x − y)n−1−k
xyn(1 − x − y + xy)n−1 = nxy(1 − x)n−1(1 − y)n−1
nxye−(n−1)xe−(n−1)y = O(1)nxye−nx e−ny ,
which proves (ii). 
Using Lemma 3 (i) and (6) we see that
∑
j1
Pr(Gj ) =
∑
j1
e−npqj (1 − e−npqj−1) + O
(
1
n
)∑
j1
(npqj−1)2e−npqj−1 .
Since the sum∑
j0
(npqj )2e−npqj =
∫ ∞
0
(npqx)2e−npqx dx + O(1) = O(1),
it remains to evaluate the sum∑
j1
e−npqj (1 − e−npqj−1).
To that end consider
f (x) :=
∞∑
j=1
e−xpqj
(
1 − e−xpqj−1
)
and its Mellin transform
M(f )(s) :=
∫ ∞
0
f (x)xs−1 dx =
∞∑
j=1
∫ ∞
0
e−xpqj
(
1 − e−xpqj−1
)
xs−1 dx
=
∞∑
j=1
1
(pqj )s
∫ ∞
0
e−x(1 − e−x/q)xs−1 dx
= 1
ps
1
qs − 1(s)
(
1 − 1
(1 + 1/q)s
)
= (s)
ps(1 + q)s
(q + 1)s − qs
qs − 1 .
By inversion
f (x) = 1
2i
∫ c+i∞
c−i∞
M(f )(s)x−s ds,
where the vertical line passing through c is in the fundamental strip on which the Mellin transform exists. In our case,
c may be any number in (−1, 0). The latter integral may be evaluated by residue theorem; the integrand
(s)
ps(1 + q)s
(q + 1)s − qs
qs − 1 x
−s
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has simple poles at k = 2ki/ ln q, k = 0,±1,±2, . . . . The residue at 0 is
ln(1 + q)
ln q
− 1 (7)
and the residue at k , k = 0 is
(k)((1 + q)k − 1)
(1 + q)k (px)k ln q .
Thus, by considering a large rectangular box with vertices c ± iM and R ± iM , R,M > 0, M /∈N (and omitting the
standard veriﬁcation that the integrals along the horizontal line segments and the vertical segment on the right vanish
as M → ∞ and then R → ∞) we obtain that
f (n) ∼ 1 − ln(1 + q)
ln q
+ 2
ln q
∞∑
k=1
R
(
1 − (1 + q)k
pk (1 + q)k (k)e
k ln n
)
.
Combining this with (5) we obtain that
EYn = − ln(1 + q)ln q +
2
ln q
∞∑
k=1
R
(
1 − (1 + q)2ki/ ln q
(p(1 + q))2ki/ ln q 
(
2ki
ln q
)
e(2ki/ ln q) ln n
)
,
which proves (3).
The argument for the variance is similar:
var(Yn) = var(Yn + 1) = E
⎛
⎝∑
k1
Gk
⎞
⎠
2
−
⎛
⎝E∑
k1
Gk
⎞
⎠
2
= E
∑
j,k1
GjGk −
⎛
⎝∑
k1
Pr(Gk)
⎞
⎠
2
(8)
=
∑
j,k1
Pr(Gj ∩ Gk) −
⎛
⎝∑
k1
Pr(Gk)
⎞
⎠
2
and we need to ﬁnd Pr(Gj ∩ Gk). As we will now show
Pr(Gj ∩ Gk) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Pr(Gj ) if j = k,
0 if |j − k| = 1,
(1 − pqj − pqk)n − (1 − pqj−1 − pqj − pqk)n if |j − k|2.
−(1 − pqj − pqk−1)n + (1 − pqj−1 − pqj − pqk−1 − pqk)n
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Since the ﬁrst two assertions are clear, consider |j − k|2. Then
Pr(Gj ∩ Gk) = Pr
(
n⋃
=1
{ = j} ∩
n⋃
m=1
{m = k} ∩
n⋂
r=1
{r = j + 1, k + 1}
)
= Pr
(
n⋃
=1
{ = j} ∩
n⋂
r=1
{r = j + 1, k + 1}
)
− Pr
(
n⋃
=1
{ = j} ∩
n⋂
r=1
{r = j + 1, k, k + 1}
)
= Pr
(
n⋂
r=1
{r = j + 1, k + 1}
)
− Pr
(
n⋂
r=1
{r = j, j + 1, k + 1}
)
− Pr
(
n⋂
r=1
{r = j + 1, k, k + 1}
)
+ Pr
(
n⋂
r=1
{r = j, j + 1, k, k + 1}
)
=
(
1 − pqj − pqk
)n − (1 − pqj−1 − pqj − pqk)n
−
(
1 − pqj − pqk−1 − pqk
)n + (1 − pqj−1 − pqj − pqk−1 − pqk)n.
This, combined with (6) and Lemma 3(ii) gives, for |j − k|2
|Pr(Gj ∩ Gk) − Pr(Gj )Pr(Gk)| |(1 − pqj )n(1 − pqk)n − (1 − pqj − pqk)n|
+ |(1 − pqj )n(1 − pqk − pqk−1)n − (1 − pqj − pqk − pqk−1)n|
+ |(1 − pqk)n(1 − pqj − pqj−1)n − (1 − pqk − pqj − pqj−1)n|
+ |(1 − pqj − pqj−1)n(1 − pqk − pqk−1)n
− (1 − pqj − pqj−1 − pqk − pqk−1)n|
= O
(
1
n
)
(npqj e−npqj )(npqke−npqk ),
which implies that∑
|j−k|2
Pr(Gj ∩ Gk) ∼
∑
|j−k|2
Pr(Gj )Pr(Gk).
Since ∑
|j−k|2
Pr(Gj )Pr(Gk) =
∑
j,k1
Pr(Gj )Pr(Gk) −
∑
j1
(Pr(Gj ))2 − 2Pr(Gj )Pr(Gj+1)
=
⎛
⎝∑
j1
(Pr(Gj )
⎞
⎠
2
−
∑
j1
(Pr(Gj ))2 − 2Pr(Gj )Pr(Gj+1),
(8) implies that
var(Yn) ∼
∑
j1
Pr(Gj ) −
∑
j1
(Pr(Gj ))2 − 2
∑
j1
Pr(Gj )Pr(Gj+1). (9)
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The ﬁrst sum was already evaluated and it is the matter of the same routine to analyze the remaining two. We ﬁrst
appeal to Lemma 3(i) to replace the exact expressions for Pr(Gj ) by approximations by exponential functions. This
gives,
(Pr(Gj ))2 ∼ (e−npqj (1 − e−npqj−1))2 = e−2npqj + e−2np(1+q)qj−1 − 2enp(1+2q)qj−1 ,
and
Pr(Gj )Pr(Gj+1) ∼ e−npqj e−npqj+1(1 − e−npqj−1)(1 − e−npqj )
= e−np(1+q)qj − e−np(1+q(1+q))qj−1 − e−np(2+q)qj + e−np(1+q)2qj−1 .
Mellin transforms of the sums of these asymptotic expressions for
∑
(Pr(Gj ))2 and
∑
Pr(Gj )Pr(Gj+1) are, respec-
tively,
(s)
qs
ps
(
1
2sqs
+ 1
2s(1 + q)s −
2
(1 + 2q)s
)
1
qs − 1
and
(s)
qs
ps
(
1
qs(1 + q)s −
1
(1 + q(1 + q))s −
1
qs(2 + q)s +
1
(1 + q)2s
)
1
qs − 1 .
It follows that the integrand in the Mellin inversion has simple poles at exactly the same k’s as before and the rest of
the argument can be completed by the same residue calculations as for the expected value. In particular, the residua at
0 = 0 of the above expressions are, respectively,
− ln 2q − ln 2(1 + q) + 2 ln(1 + 2q)
ln q
and
− ln q(1 + q) + ln(1 + q(1 + q)) + ln q(2 + q) − 2 ln(1 + q)
ln q
.
Combining the above two expressions with (9) and (7) we obtain that the main non-oscillatory term in the variance is
2
ln q
ln
(
(1 + 2q)(1 + q(1 + q))(2 + q)
2(1 + q)4
)
,
as speciﬁed in (4). Residua at other poles contribute to oscillatory terms and the explicit expressions for them could be
obtained without difﬁculty, but we skip further details. 
Remarks. (i) For q = 12 formula (3) becomes
EYn ∼ ln 3ln 2 − 1 +
2
ln 2
∞∑
k=1
R
(
e2kiln 3/ ln 2 − 1
e2kiln 3/ ln 2

(
2ki
ln 2
)
exp
(
2ki
ln 2
ln n
))
.
In particular, the oscillatory component does not vanish. Its plot is given in Fig. 1. This contrasts with the situation
considered by Louchard and Prodinger in [5] where there were oscillations for q = 12 but not for q = 12 (see (1)). The
same applies to the variance.
(ii) The simple minded approach presented above can be used to recover some of the results obtained by Louchard
and Prodinger. For example, the random variable Xn referred to in Theorem 1 satisﬁes
Xn =
∑
j1
Vj ,
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n
20161284
3E-6
2E-6
1E-6
0E0
-1E-6
-2E-6
-3E-6
Fig. 1. Oscillatory contribution to EYn for p = 1/2.
where
Vj =
n⋂
k=1
{k = j} ∩
n⋃
=1
{ > j}.
Since,
n⋂
k=1
{k = j} = Vj ∪
n⋂
k=1
({k = j} ∩ {kj}) = Vj ∪
n⋂
k=1
{kj − 1},
we have
Vj =
n⋂
k=1
{k = j}\
n⋂
k=1
{kj − 1}.
Hence,
EXn =
∞∑
j=1
{(
1 − pqj−1
)n − (1 − qj−1)n} , (10)
and exactly the same argument as earlier could be used to obtain the asymptotic expression for the expectation in (10).
In particular, the non-oscillatory term in the asymptotic expression for EXn is ln p/ ln q, and the explicit expression
for the oscillations can be obtained by taking into account contributions of the residua at k for k = 0. We omit further
details, but we would like to mention that Louchard and Prodinger used different approach which required an extra
arguments to show that the oscillations vanish for p = q = 12 . With our approach this is clear, since for p = q (10)
becomes
EXn =
∞∑
j=1
{(
1 − 1
2j
)n
−
(
1 − 1
2j−1
)n}
= 1,
which gives the ﬁrst part of (1).
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The computation for the second part is not much more involved. Because of the last expression, the variance of Xn
is equal to
2
∑
j<k
Pr(Vj ∩ Vk),
and since for j < k
Vj ∩ Vk =
n⋂
=1
{ = j, k}\
n⋂
=1
{ = j,k − 1},
this is further equal to
2
∑
j<k
{(
1 − 1
2j
− 1
2k
)n
−
(
1 − 1
2j
− 1
2k−1
)n}
= 2
∞∑
j=1
∞∑
k=j+1
{(
1 − 1
2j
− 1
2k
)n
−
(
1 − 1
2j
− 1
2k−1
)n}
= 2
∞∑
j=1
lim
M→∞
{(
1 − 1
2j
− 1
2M
)n
−
(
1 − 1
2j
− 1
2j
)n}
= 2
∞∑
j=1
{(
1 − 1
2j
)n
−
(
1 − 1
2j−1
)n}
= 2,
as speciﬁed in the second part of (1). It should be added, however, that this method does not seem to be useful as
far as computation of higher moments of Xn or Yn are concerned as one would have to deal with increasingly more
complicated sums of the products of indicator functions.
3. An analog of (2)
In this section we focus on a particular case p = 12 . Let Rn,r be the event that the sample of n i.i.d. GEOM( 12 )
random variables has r gaps, and let pn(r) be its probability. In other words, pn(r) = Pr(Yn = r) where Yn is deﬁned
in Proposition 2. Then
Theorem 4. For r = 0 we have
pn(0) = 2
n−1
2n − 1 , (11)
and for r1
pn(r) = p∗(r) − P (ln n) + O(n−1), (12)
where
p∗(r) = − 1ln 2
∑
m1
pm(r) − pm(r − 1)
m4m
(2m − 1), (13)
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1.5825E-1
1.58245E-1
1.5824E-1
1.58235E-1
1.5823E-1
n
50403020
Fig. 2. The values of pn(1) for 1n50.
3.0444E-2
3.0442E-2
3.044E-2
3.0438E-2
n
5040302010
Fig. 3. The values of pn(2) for 1n50.
and
P (x) =
2
ln 2
R
⎛
⎝∑
k1
∑
m1
pm(r) − pm(r − 1)
m!4m (2
m − 1)
(
m + 2ki
ln 2
)
e−(2ki/ ln 2)x
⎞
⎠ ,
and 0< < 1.
Remark. While statement (12) seems circular, in sense that it represents pn(r) in terms of an inﬁnite series involving
that same quantity, the point to make is that the series converges exponentially fast, and thus is much better amenable
to various numerical evaluations (including bounds on the approximation error) than the recurrence (15) (see e.g. [4,2]
for similar instances). The function P has the usual features; in particular the magnitude of its oscillations is a fraction
of 10−5 of the ﬁrst term in (12). Plots of the asymptotic expressions for pn(r) for 1r5 are given in Figs. (2)–(6).
Proof of Theorem 4. The proof is based on what has become a well established, 4-step program (see [3] for a good
exposition): we will ﬁrst derive a recurrence relation for the pn(r), then convert it into a functional equation by
poissonization. We will then analyze the asymptotic behavior of the solution of this functional equation (by means
of the Mellin transform and residue calculation). Finally, we come back to the asymptotics of pn(r) by analytical
depoissonization.
To begin, for a set A, let pn(r, A) and pn(r|A) denote Pr(Rn,r ∩ A) and Pr(Rn,r |A), respectively. We let
mn : =min{k : 1kn},
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1.6475E-3
1.647E-3
1.6465E-3
1.646E-3
n
5040302010
Fig. 4. The values of pn(3) for 1n50.
0.000027
0.000027
0.000027
0.000027
0.000027
0.000027
0.000027
0.000027
n
5040302010
Fig. 5. The values of pn(4) for 1n50.
1.345E-7
1.34E-7
1.335E-7
1.33E-7
1.325E-7
n
5040302010
Fig. 6. The values of pn(5) for 1n50.
be the minimum of a sample of length n. Then we have
pn(r) = pn(r,mn = 1) + pn(r,mn > 1)
= pn(r,mn = 1) + pn(r|mn > 1)Pr(mn > 1)
= pn(r,mn = 1) + pn(r)/2n,
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where in the last step we used memoryless property of geometric random variables. In particular,
pn(r,mn = 1) =
(
1 − 1
2n
)
pn(r), r0, (14)
and since it was shown in [2] that pn(0,mn = 1) = 12 , (11) follows. For r1 by conditioning on the number of k’s
that are equal to 1 we obtain
pn(r,mn = 1) =
n∑
k=1
(
n
k
)
1
2n
pn(r|
∑

I=1 = k)
=
n−1∑
k=1
(
n
k
)
1
2n
pn(r|
∑

I=1 = k) +
1
2n
pn(r|
∑

I=1 = n)
=
n−1∑
k=1
(
n
k
)
1
2n
{pn−k(r,mn−k = 1) + pn−k(r,mn−k2)} + 12n Ir=0
=
n−1∑
k=1
(
n
k
)
1
2n
{
pn−k(r,mn−k = 1) + 12n−k pn−k(r − 1)
}
+ 1
2n
Ir=0
=
n−1∑
k=r+1
(
n
k
)
1
2n
pk(r,mk = 1) +
n−1∑
k=r
(
n
k
)
1
2n+k
pk(r − 1) + 12n Ir=0.
Utilizing pn(0,mn = 1) = 12 and (14) the above can be written as: for r1 and nr + 1,
(
1 − 1
2n
)
pn(r) = 12n
n−1∑
k=r+1
(n
k
)(
1 − 1
2k
)
pk(r) + 12n
n−1∑
k=r
(n
k
) pk(r − 1)
2k
, (15)
pn(0) = 2
n−1
2n − 1 .
We now form a two-variable functional equation by ﬁrst letting for n1
Bn(u) : =
∑
r0
pn(r)u
r =
n−1∑
r=0
pn(r)u
r
,
and then
P(z, u) : =
∑
n1
Bn(u)e
−z zn
n! .
We then have
∑
n1
∑
r0
ure−z z
n
n!
(
1 − 1
2n
)
pn(r) =P(z, u) − e−z/2P(z/2, u),
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and, on the other hand,
∑
n1
∑
r0
ure−z z
n
n!
(
1 − 1
2n
)
pn(r)
=
∑
n2
∑
r1
ure−z z
n
n!
(
1 − 1
2n
)
pn(r) +
∑
n1
e−z z
n
n!
(
1 − 1
2n
)
pn(0)
=
∑
n2
∑
r1
ure−z z
n
n!
⎧⎨
⎩ 12n
n−1∑
k=r+1
(n
k
)(
1 − 1
2k
)
pk(r) + 12n
n−1∑
k=r
(n
k
) pk(r − 1)
2k
⎫⎬
⎭
+
∑
n1
e−z z
n
n!
(
1 − 1
2n
)
2n−1
2n − 1
=
∑
n2
∑
r1
ure−z
⎧⎨
⎩
n−1∑
k=r+1
(z/2)k
k!
(
1 − 1
2k
)
pk(r)
(z/2)n−k
(n − k)!
+
n−1∑
k=r
(z/4)k
k! pk(r − 1)
(z/2)n−k
(n − k)!
}
+ 1
2
e−z(ez − 1)
=
∑
r1
⎧⎨
⎩e−z/2
∑
k r+1
ure−z/2 (z/2)
k
k!
(
1 − 1
2k
)
pk(r)
∞∑
n=k+1
(z/2)n−k
(n − k)!
+e−3z/4
∑
k r
ure−z/4 (z/4)
k
k! pk(r − 1)
∞∑
n=k+1
(z/2)n−k
(n − k)!
⎫⎬
⎭+ 1 − e
−z
2
= (1 − e−z/2)
∑
k2
∑
r1
ure−z/2 (z/2)
k
k!
(
1 − 1
2k
)
pk(r)
+ u(ez/2 − 1)e−3z/4
∑
k1
∑
r0
ure−z/4 (z/4)
k
k! pk(r) +
1 − e−z
2
= (1 − e−z/2)
⎧⎨
⎩
∑
k1
∑
r0
ure−z/2 (z/2)
k
k!
(
1 − 1
2k
)
pk(r)
−
∑
k1
e−z/2 (z/2)
k
k!
(
1 − 1
2k
)
pk(0)
⎫⎬
⎭
+ u(ez/2 − 1)e−3z/4P(z/4, u) + 1 − e
−z
2
= (1 − e−z/2)
{
P(z/2, u) − e−z/4P(z/4, u) − 1 − e
−z/2
2
}
+ ue−z/4(1 − e−z/2)P(z/4, u) + 1 − e
−z
2
.
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This leads to the following functional equation:
P(z, u) =P(z/2, u) − T (z, u) + f (z), (16)
where we have set
T (z, u) : =(1 − u)(1 − e−z/2)e−z/4P(z/4, u) and f (z) := e−z/2(1 − e−z/2).
For the remainder of our discussion u is a complex variable that is restricted to a compact domain, say |u|  12 . The
following fact is self-evident, we omit the proof.
Lemma 5. We have
(a) |Bn(u)|  |1/(1 − u)|.
(b) P(z, u) is an entire function of z.
(c) For z0, |P(z, u)|  |1/(1 − u)| is a bounded function of z and P(0, u) = 0.
It follows in particular, that theMellin transformM(P)(s, u) ofP(z, u) is well-deﬁned and is analytic in the vertical
strip −1<R(s)< 0. Applying the Mellin transform to (16) we get
M(P)(s, u) = 2sM(P)(s, u) −M(T )(s, u) +M(f )(s, u). (17)
For R(s)> − 1
M(f )(s, u) =
∫ ∞
0
e−z/2(1 − e−z/2)zs−1 dz = (2s − 1)(s),
so we turn our attention toM(T )(s, u). By Lemma 5 P(z/4, u) is bounded for 0, hence its Mellin transform
M(T )(s, u) = (1 − u)
∫ ∞
0
(1 − e−z/2)e−z/4P(z/4, u)zs−1 dz
is analytic in the half planeR(s)>− 1. We ﬁrst derive an expression valid forR(s)> 0 and then extend it by analytic
continuation. Write
M(T )(s, u) = (1 − u)(I1 − I2), (18)
where
I1 =
∫ ∞
0
e−z/4P(z/4, u)zs−1 dz and I2 =
∫ ∞
0
e−3z/4P(z/4, u)zs−1 dz.
Now for R(s)> 0
I1 =
∫ ∞
0
e−z/4P(z/4, u)zs−1 dz =
∫ ∞
0
e−z/4
⎛
⎝∑
n1
Bn(u)
(z/4)n
n!
⎞
⎠ e−z/4zs−1 dz
=
∑
n1
Bn(u)
n!4n
∫ ∞
0
e−z/2zn+s−1 dz =
∑
n1
Bn(u)2n+s
n!4n (n + s)
(interchange of integration and summation is justiﬁed since the expression in question is absolutely convergent).
Likewise, we have
I2 =
∑
n1
Bn(u)
n!4n (n + s).
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Inserting these two equations to (18) we obtain
M(T )(s, u) = (1 − u)
⎛
⎝∑
n1
Bn(u)
n!4n (n + s)(2
n+s − 1)
⎞
⎠ , (19)
which is still valid for R(s)> − 1 by analytic continuation. It follows from (17) that
M(P)(s, u) = M(T )(s, u)
2s − 1 − (s)
and by the Mellin inversion for −1< < 0
P(z, u) = 1
2i
∫ +i∞
−i∞
(
M(T )(s, u)
2s − 1 − (s)
)
z−s ds. (20)
We now shift the integration path to the right side of zero. Since the function M(T )(s, u) is implicit, a rigorous
justiﬁcation of that step is required. The following lemma whose proof is postponed until the appendix will sufﬁce for
that purpose:
Lemma 6. Let s =+ it , where , t are real numbers. Assume that  is in a bounded set A contained in >− 1. Then
as |t | → ∞
|M(T )(+ if t, u)| = OA(e−0.34|t |),
where the big ‘O’ constant holds uniformly for  ∈ A and |u| 12 .
We now consider the integral around a rectangular contour with vertices, say, −1/2 ± it, 1 ± it , where t eventually
approaches ∞. By Lemma 6 and the assumption z> 0, the integrals along the vertical sides converge absolutely and
the integrals along the horizontal sides go to zero as t → ∞. We get from (20)
P(z, u) = −
∑
k
Res
(
M(T )(s, u)
2s − 1 − (s)z
−s
)
s=k
+ 1
2i
∫ 1+i∞
1−i∞
(
M(T )(s, u)
2s − 1 − (s)
)
z−s ds.
The residue computation is straightforward. We get
P(z, u) = 1 − 1
ln 2
M(T )(0, u) − 1
ln 2
∑
k =0
M(T )
(
2ki
ln 2
, u
)
z−(2ki/ ln 2)
+ 1
2i
∫ 1+i∞
1−i∞
(
M(T )(s, u)
2s − 1 − (s)
)
z−s ds
= 1 − 1
ln 2
∑
m1
(1 − u)Bm(u)(2m − 1)
m4m
− 1
ln 2
∑
k =0
∑
m1
(1 − u)Bm(u)(2m − 1)
m!4m 
(
m + 2ki
ln 2
)
z−(2ki/ ln 2)
+ 1
2i
∫ 1+i∞
1−i∞
(
M(T )(s, u)
2s − 1 − (s)
)
z−s ds.
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We remark that because of Lemma 6 the double sum above and the integral along  = 1 are absolutely
convergent.
We will verify in Appendix the applicability of the depoissonization process. This will imply in particular that it will
sufﬁce to focus on z → ∞ through the positive reals. But then the integral above is o(1) so that as z → ∞ through
reals,
P(z, u) = 1 − 1
ln 2
∑
m1
(1 − u)Bm(u)(2m − 1)
m4m
+ (1 − u)P (ln z) + o(z−1), (21)
where the little ‘o’ constant is uniform for |u| 12 and where
P (x) : =
1
ln 2
∑
k =0
∑
m1
Bm(u)(2m − 1)
m!4m 
(
m + 2ki
ln 2
)
e−(2ki/ ln 2)x .
After depoissonization we will get for any , 0< < 1,
Bn(u) = P(n, u) + O(n−1),
where the big ‘O’ constant holds uniformly for |u| 12 . Making explicit what we have from Eq. (21)
Bn(u) = 1 − 1ln 2
∑
m1
(1 − u)Bm(u)(2m − 1)
m4m
+ (1 − u)P (ln n) + o(n−1) + O(n−1)
= 1 − 1
ln 2
∑
m1
(1 − u)Bm(u)(2m − 1)
m4m
+ (1 − u)P (ln n) + O(n−1),
where both the big ‘O’ and the little ‘o’ constants hold uniformly for |u| 12 . Because of uniformity we can multiply
the above equation by 1
ur+1 , r1, and integrate the resulting equation with respect to u along the circle |u| = 12 . This
proves the result. 
Appendix
Proof of Lemma 6. Recall (19) and use the estimate of Bn(u) in Lemma 5(a) to get
|M(T )(+ it, u)|
∣∣∣∣∣∣(1 − u)
⎛
⎝∑
n1
Bn(u)
n!4n (n + s)(2
n+s − 1)
⎞
⎠
∣∣∣∣∣∣

∑
n1
1
n!4n |(n + + it)| (2
n+ + 1).
Since the situation is symmetric with respect to t it sufﬁces to consider t → ∞. Note that n1 and > − 1 so that
n + > 0. This implies that 2n+ > 1 and thus the last expression is bounded by
2
∑
n1
1
n!4n |(n + + it)|2
n+ = 2+1
∑
n1
|(n + + it)|
(n + ) ·
(n + )
n!2n . (22)
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Now we focus on |(n + + it)|/(n + ). By Stirling’s formula we have
exp
{(
n + − 1
2
)
ln |n + + it | − t tan−1 t
n + 
−(n + − 1
2
) ln(n + )
}(
1 + OA
(
1
n
))
= exp
(
(n + )
2
ln
(
1 + t
2
(n + )2
)
− t tan−1 t
n + 
)
(n + )1/2
((n + )2 + t2)1/4
(
1 + OA
(
1
n
))
 exp
{
(n + )
(
1
2
ln
(
1 + t
2
(n + )2
)
− t
n +  tan
−1 t
n + 
)}(
1 + OA
(
1
n
))
= exp
{
(n + )h
(
t
n + 
)}(
1 + OA
(
1
n
))
,
where the function h(x) is deﬁned by
h(x) : = 12 ln(1 + x2) − x tan−1x, x0.
Note that h(0) = h′(0) = 0 and h′(x) = −tan−1x0. Hence h(x) is negative for x0. Let
g(x) :=
{− x23 if 0x2,
−x + 23 if x2.
Then h(x)g(x) for x0. Replacing h(x) by g(x) we see that the left-hand side of (22) is bounded by
OA
⎛
⎝∑
n1
exp
{
(n + )g
(
t
n + 
)}
(n + )
n!2n
⎞
⎠
.
We use the asymptotics
(n + )
(n + 1) = n
−1
(
1 + OA
(
1
n
))
,
where the big ‘O’ constant holds uniformly over the bounded set A, not only for an individual . The sum is reduced
to
OA
⎛
⎝∑
n1
exp
{
(n + )g
(
t
n + 
)}
1
(2 − ε)n
⎞
⎠ ,
for an arbitrarily small ε > 0. We split the above sum into S1 + S2 according to the deﬁnition of g(x):
S1 =
∑
n+ t/2
e(n+)(−t/(n+)+(2/3))−n ln(2−ε),
S2 =
∑
n+ t/2
e(n+)(−(1/3)(t2/(n+)2))−n ln(2−ε).
Now
S1 = e−t
∑
n+ t/2
e2(n+)/3−n ln(2−ε) = e2/3e−t
∑
n+ t/2
en((2/3)−ln(2−ε)).
Since 23 − ln 2 ≈ −0.02648< 0 the sum converges and as t → ∞ we have
S1 = OA(e−t ). (23)
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Next,
S2 =
∑
n+ t/2
e(n+)(−(1/3)(t2/(n+)2))−n ln(2−ε) =
∑
n+ t/2
e−(1/3)(t2/(n+))−n ln(2−ε).
Note that n +  t/2 implies t/n2(1 + /n). Since  is bounded, we have t/n = OA(1) and
t2
n +  =
t2
n
+ OA
(
t2
n2
)
= t
2
n
+ OA(1).
Insert this in S2 and omit the possibly ﬁnite many terms whose summation index is about t/2 to obtain
S2 = OA(e−(t ln(2−ε)/2)) + OA
⎛
⎝ ∑
n t/2
e−(1/3)(t2/n)−n ln(2−ε)
⎞
⎠
. (24)
Consider n as a continuous variable and let
j (n) : = − 1
3
t2
n
− n ln(2 − ε).
It is easy to see that j (n) attains the unique maximum at
nmax = t√3 ln(2 − ε)  (0.693)t ,
with the maximum value
j (nmax) = −2
√
ln(2 − ε)√
3
t .
Decompose the sum in (24) as∑
n t/2
e−(1/3)(t2/n)−n ln(2−ε) =
∑
0.8tn t/2
e−(1/3)(t2/n)−n ln(2−ε) +
∑
n0.8t
e−(1/3)(t2/n)−n ln(2−ε).
Since the summands in the second summation are decreasing, replacing the summation by the corresponding integral
and estimating the ﬁrst sum trivially we get(
0.8t − t
2
)
ej (nmax) +
∫ ∞
0.79t
e−(1/3)(t2/n)−n ln(2−ε) dn
=
(
0.8t − t
2
)
e(−2
√
ln(2−ε)/√3)t + t
∫ ∞
0.79
e−(1/3)(t/n)−nt ln(2−ε) dn
= 0.3te(−2
√
ln(2−ε))/(√3)t + t
∫ ∞
0.79
e−t ((1/3n)+n ln(2−ε)) dn.
The function (1/3n) + n ln(2 − ε) is decreasing, so the asymptotics for the integral as t → ∞ is straightforward. We
have ∫ ∞
0.79
e−t ((1/3n)+n ln(2−ε)) dn = O(t−1e−t ((1/3(0.79))+(0.79) ln(2−ε))) = O(e−0.969t ),
knowing that 1/3(0.79) + (0.79) ln 2 ≈ .969 527 200 9. We now use the value −2√ln 2/√3 = −. 961 351 257 7 to
infer that∑
n t/2
e−(1/3)(t2/n)−n ln(2−ε) = O(e−.961t ).
Inserting this in (24), we obtain S2 = OA(e−0.34t ), which combined with (23) completes the proof. 
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Justiﬁcation of depoissonization process. According to [3, Corollary 1, p.34] we need to construct a linear coneL()
such that for some 	, , 0< 	, < 1, there are positive constants A, B, R such that if |z|>R, z ∈L() then
|P(z, u)|B|z|, (25)
and if |z|R, z /∈L() then
|P(z, u)ez|Ae	|z|. (26)
hold uniformly for |u|1/2.
Veriﬁcation of (25): By Lemma 6 we choose = 0.3 (actually any positive number less that 0.34 will work) and we
will use the Mellin inversion (20) with = −. Since
|(−− it)| = O(e−((/2)−ε)|t |)
we get
|P(z, u)| 1
2
∫ ∞
−∞
∣∣∣∣M(T )(−+ it, u)2−+it − 1 − (−+ it))z−(−+it)
∣∣∣∣ dt
= O
(∫ ∞
−∞
(e−0.34|t | + e−((/2)−ε)|t |)
∣∣∣z−(−+it)∣∣∣ dt)
= O
(
|z|
∫ ∞
−∞
(e−0.34|t | + e−((/2)−ε)|t |)et arg(z) dt
)
.
Because z ∈L(0.3), | arg(z)|0.3. As a result, the above integral is absolutely convergent and (25) follows.
Veriﬁcation of (26): We use the idea of increasing domains. To this end, we choose 
= 3/2 so that 
/2 and 
/4 are
less than 1. For some > 1, deﬁne the domain Dm by
Dm = {z : z /∈L(0.3), /4 |z|
m+1}, m = 0, 1, 2, . . . .
We use induction to verify that (26) holds in all Dm. Let the 	 in question be any number such that 1> 	> cos(0.3).
We will see how to choose R,  in the sequel.
Now rewrite the functional equation (16) in the form
P(z, u) =P(z/2, u) − (1 − u)(1 − e−z/2) e−z/4P(z/4, u) + e−z/2(1 − e−z/2).
Multiply the above by ez and further reduce the resulting equation to
P(z, u)ez = (P(z/2, u)ez/2)ez/2 − (1 − u)(ez/2 − 1)(P(z/4, u)ez/4) + (ez/2 − 1).
For z /∈L(0.3), R(z) |z| cos 0.3. Hence
|P(z, u)ez|
∣∣∣P(z/2, u)ez/2∣∣∣ e(1/2)R(z) + |1 − u|(e(1/2)R(z) + 1) ∣∣∣P(z/4, u)ez/4∣∣∣
+ (e(1/2)R(z) + 1)
 |P(z/2, u)ez/2|e(1/2)|z| cos 0.3 + |1 − u|(e(1/2)|z| cos 0.3 + 1)
∣∣∣P(z/4, u)ez/4∣∣∣ (27)
+ (e(1/2)|z| cos 0.3 + 1).
Choose  so large and ﬁx it so that when |z|, we have simultaneously
e(1/2)|z|(cos 0.3−	) 1
3
,
e−|z|(3/4)	(e(1/2)|z| cos 0.3 + 1)|1 − u| 1
3
, (28)
e−|z|	(e(1/2)|z| cos 0.3 + 1) 1
3
.
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Such choice for  is realizable since cos 0.3< 	. With  chosen, choose A> 1 so that (26) is satisﬁed in D0. This is
feasible due to the compactness of D0. We will show by induction that the (26) holds in all domains Dm with respect
to the same parameters. Assume that it holds in Dm and let z ∈ Dm+1. If z ∈ Dm, we are done by the induction
hypothesis. If z ∈ Dm+1 − Dm, then by the deﬁnition of Dm we have

(
3
2
)m+1
< |z|
(
3
2
)m+2
.
Multiplying by 12 gives

4
 3
4

(
3
2
)m+1
· 1
2
< |z/2|
(
3
2
)m+1 3
4

(
3
2
)m+1
.
That is,

4
 |z/2|
(
3
2
)m+1
.
Hence z/2 ∈ Dm. Similarly, z/4 ∈ Dm. By the induction hypothesis and (27), we have
|P(z, u)ez|
Be	(|z|/2)e(1/2)|z| cos 0.3 + |1 − u|(e(1/2)|z| cos 0.3 + 1)Be	(|z|/4) + (e(1/2)|z| cos 0.3 + 1)
=
(
e(1/2)|z|(cos 0.3−	) + |1 − u|e−|z|(3/4)	(e(1/2)|z| cos 0.3 + 1) + e
−	|z|
B
(e(1/2)|z| cos 0.3 + 1)
)
Be	|z|.
By (28) the expression in parenthesis is less than 1 which gives (26) and completes the induction (we may take R = ).
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