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WARING DECOMPOSITIONS OF MONOMIALS
WERONIKA BUCZYN´SKA, JAROS LAW BUCZYN´SKI, AND ZACH TEITLER
To Tony Geramita on the occasion of his 70th birthday.
Abstract. A Waring decomposition of a polynomial is an expression of the poly-
nomial as a sum of powers of linear forms, where the number of summands is mini-
mal possible. We prove that any Waring decomposition of a monomial is obtained
from a complete intersection ideal, determine the dimension of the set of Waring
decompositions, and give the conditions under which the Waring decomposition is
unique up to scaling the variables.
1. Introduction
Let F ∈ C[x0, . . . , xn] be a complex homogeneous polynomial of degree d. The
Waring rank of F , denoted R(F ), is the least r such that F = `1
d + · · · + `rd for
some linear forms `1, . . . , `r. Any expression F = `1
d + · · ·+ `rd with r = R(F ) is a
Waring decomposition.
For example, xy = 1
4
(x+y)2− 1
4
(x−y)2 and xyz = 1
24
(x+y+z)3− 1
24
(x+y−z)3−
1
24
(x−y+z)3+ 1
24
(x−y−z)3. Similar decompositions may be found for any monomial
(see §2). These decompositions are not unique, as one may permute the variables
and scale them: for xy, replace (x, y) with (sx, 1
s
y) and for xyz, replace (x, y, z) with
(sx, ty, 1
st
z). For any monomial F = xd00 · · ·xdnn , one may scale the variables xi by
scalars λi such that
∏
λdii = 1, leaving the monomial fixed but changing the Waring
decompositions. It is natural to ask if all Waring decompositions are obtained in
this way; that is, whether Waring decompositions of monomials are unique up to
scaling the variables.
Earlier studies of Waring decompositions have considered the question of unique-
ness, going back to classical results such as Sylvester’s Pentahedral Theorem and
more recent work such as [RS00, Mel09], mostly concentrating on actual uniqueness
(not up to scaling) of Waring decompositions of general forms. More generally, for
F ∈ C[x0, . . . , xn] homogeneous of degree d and r = R(F ), the variety of sums
of powers VSP(F ) is the closure in Hilbr(Pn) of the set VSP◦ of reduced tuples
{[`1], . . . , [`r]} such that F = `d1 + · · · + `dr (see §5). These varieties have proved to
be of interest; see [Muk92, RS00, IR01].
We describe VSP(F ) and determine its dimension when F = xd00 · · · xdnn is a mono-
mial. We answer the question of uniqueness of Waring decomposition up to scaling
the variables, which amounts to determining whether a torus action on VSP◦(F ) is
transitive.
Both [RS11] and [CCG12] noted that a Waring decomposition F = `d1 + · · · + `dr
may be obtained with {[`1], . . . , [`r]} a complete intersection. We show that in fact
every Waring decomposition of F is a complete intersection of a certain form.
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Theorem 1. Suppose F ∈ C[x0, . . . , xn] is a monomial F = xd00 · · ·xdnn with 0 <
d0 ≤ · · · ≤ dn, d = d0 + · · · + dn, and F = `1d + · · · + `rd for r = R(F ).
Let I ⊂ C[α0, . . . , αn] be the homogeneous ideal of functions vanishing on Q =
{[`1], . . . , [`r]} ⊂ Pn. Then I is a complete intersection of degrees d1 + 1, . . . , dn + 1,
generated by:
α1
d1+1 − φ1α0d0+1, . . . , αndn+1 − φnα0d0+1
for some homogeneous polynomials φi ∈ C[α0, . . . , αn] of degree di − d0.
As a consequence of this and some additional restrictions on the polynomials φi
we compute the dimension of the variety of sums of powers of a monomial.
Theorem 2. Suppose F ∈ C[x0, . . . , xn] is a monomial F = xd00 · · ·xdnn with 0 <
d0 ≤ · · · ≤ dn. Let h be the Hilbert function of C[x0, . . . , xn]/(xd1+11 , . . . , xdn+1n ).
Then VSP(F ) is irreducible and dim VSP(F ) = h(d1 − d0) + · · ·+ h(dn − d0).
Corollary 3. dim VSP(F ) ≥ n, with equality if and only if F = (x0 · · ·xn)k.
Finally we answer the uniqueness question.
Theorem 4. Suppose F ∈ C[x0, . . . , xn] is a monomial F = xd00 · · ·xdnn with 0 <
d0 ≤ · · · ≤ dn. Let (C∗)n+1 act on C[x0, . . . , xn] by scaling the variables. The
action of the n-dimensional subtorus T = {(λ0, . . . , λn) |
∏
λdii = 1} on VSP◦(F ) is
transitive if and only if d0 = · · · = dn.
This uniqueness had been shown for F = xyz by Bruce Reznick (2008, personal
communication). Despite the very classical nature of the subject, it was not possible
to address these questions in greater generality until very recently, as Waring ranks
of monomials were only determined in 2011. This is remarkable when one considers
that Waring ranks have been studied for at least 160 years. Indeed, the ranks
and decompositions of quadratic forms were understood classically. The ranks and
decompositions of polynomials in two variables are completely understood, following
work by Sylvester in 1851 [Syl51] and recent work by Comas and Seiguer [CS11].
Beyond these cases it is a difficult problem to determine or even to give decent
bounds on R(F ), even for seemingly simple polynomials such as monomials. For
much more on this topic, including history, see [IK99] and more recently [Rez10].
Regarding monomials, the paper [LT10] found R(xyz) = 4, R(xyzw) = 8, and
R(xyz2) = 6. A recent paper of Ranestad and Schreyer [RS11] gives a lower bound
for rank (of any homogeneous polynomial) which, for monomials, has the following
consequence: If F = x0
d0 · · ·xndn is a monomial, d0 ≤ · · · ≤ dn, then
(5) R(F ) ≥ (d0 + 1)(d1 + 1) · · · (dn−1 + 1).
And conversely, it was communicated to us by K. Ranestad [Ran11, p. 15] that
(6) R(F ) ≤ (d1 + 1) · · · (dn−1 + 1)(dn + 1).
As a special case, when d0 = · · · = dn, this determines the rank R((x0 · · ·xn)d) =
(d + 1)n, see [RS11]. The proof of this upper bound described in [RS11] uses the
Bertini theorem; another proof is given in [CCG12]. We give a third, elementary
proof below.
Finally, in 2011 the Waring rank problem for monomials was solved by Carlini,
Catalisano, and Geramita [CCG12].
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Theorem 7 (Carlini, Catalisano, Geramita). The rank of a monomial xd00 · · ·xdnn
with d0 ≤ · · · ≤ dn is equal to (d1 + 1) · · · (dn + 1).
That is, the rank is equal to the upper bound found by Ranestad and Schreyer.
It is this result of Carlini, Catalisano, and Geramita which opens the possibility of
studying VSP of monomials. We give an alternative proof along the way to proving
our theorems. Note, however, that their proof is remarkably direct.
Acknowledgements. Jaros law Buczyn´ski is supported by Maria Sk lodowska-Curie
Fellowship “Contact Manifolds”.
Weronika Buczyn´ska is supported by the grant “Rangi i rangi brzegowe wielo-
miano´w oraz ro´wnania rozmaitos´ci siecznych”, which is part of the program “Iuven-
tus Plus” funded by Polish Ministry of Science and Higher Education.
The authors would like to thank Enrico Carlini and Anthony Geramita for useful
comments that helped to improve the exposition.
Notation. Except in §2 we work over C.
We recall a few well-known facts about the apolarity pairing; see, for example,
[IK99, §1.1] for details. Let T = C[x0, . . . , xn] and S = C[α0, . . . , αn]. Elements
D ∈ S act on polynomials F ∈ T by letting αi act as the differentiation operator
∂/∂xi. The induced pairing Sa ⊗ Td → Td−a (where Tk = 0 for k < 0) is called the
apolarity pairing; it is a perfect pairing when d = a. For a fixed F ∈ T , the set
F⊥ = {D ∈ S : DF = 0} is an ideal in S, called the annihilator of F . Suppose F is a
homogeneous polynomial of degree d and F = `d1 + · · ·+`dr for linear forms `1, . . . , `r.
Consider the set of points {[`1], . . . , [`r]} in the projective space Pn. The defining
ideal I = I({[`1], . . . , [`r]}) of this set of points is a saturated radical homogeneous
ideal with I ⊆ F⊥.
Remark. Suppose F ∈ C[x0, . . . , xn, y1, . . . , ym] is a homogeneous polynomial that
depends only on the first n+ 1 variables x0, . . . , xn, but considered as a polynomial
in n+m+1 variables. If F = `d1 + · · ·+`dr is a Waring decomposition (i.e. r = R(F ))
with `i linear forms apriori in n+m+ 1 variables, then in fact each `i depends only
on x0, . . . , xn, see [Lan11, Ex. 3.2.2.2]. Thus one can easily generalize Theorems 1
and 2 to any monomials, i.e., without the assumption di > 0.
2. Explicit expression for monomials as sums of powers
Let F = xd = x0
d0 · · · xndn ∈ k[x0, . . . , xn] with 0 < d0 ≤ · · · ≤ dn and let
d = d0 + · · ·+ dn. For k = C, Corollary 3.8 of [CCG12] shows that there is a power
sum decomposition
xd00 · · ·xdnn =
∑
0≤ai≤di
i=1,...,n
(x0 + ζ
a1
1 x1 + · · ·+ ζann xn)dγa1,...,an ,
where ζi is a primitive (di + 1)-th root of unity for i = 1, . . . , n, for some coefficients
γ.
In this section, we give the γ explicitly. For this section only, we do not work over
C, as we wish to consider the most general field possible.
While we reserve R(F ) for the Waring rank of a complex polynomial, one may
ask similar questions over other fields. Given F ∈ k[x0, . . . , xn], the Waring rank of
F with respect to k, denoted Rk(F ), is the least r such that F = c1`d1 + · · · + cr`dr
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for some constants ci ∈ k and linear forms `i with coefficients in k. (When k = C,
or more generally if k is algebraically closed, the coefficients are unnecessary, as ci`di
can be replaced by (c
1/d
i `i)
d.)
In this generality rank may not always be finite, because some polynomials are
not sums of powers. For example, xy is not a sum of squares in characteristic 2 and
xyz is not a sum of cubes in characteristics 2 or 3.
If F is a polynomial over k and k ⊆ K then Rk(F ) ≥ RK(F ). In general it may
be strictly greater; see, for example, [Old40, Rez10].
Suppose k is a field such that (di + 1)-th roots of unity exist in k for i = 1, . . . , n
and C is invertible, where
C =
(
d
d0, d1, . . . , dn
)
(d1 + 1) · · · (dn + 1),
where
(
d
d0,d1,...,dn
)
is the multinomial coefficient d!/(d0! · · · dn!). For 1 ≤ i ≤ n let
ζi ∈ k be a primitive (di + 1)-th root of unity. We claim that
(8) xd00 · · ·xdnn =
1
C
∑
0≤ai≤di
i=1,...,n
(x0 + ζ
a1
1 x1 + · · ·+ ζann xn)d(ζa11 · · · ζann ).
In particular this expression has (d1 + 1) · · · (dn + 1) summands, implying Rk(F ) ≤
(d1 + 1) · · · (dn + 1), which is (6) when k = C.
Consider the monomial xm = xm00 · · ·xmnn for some m = (m0, . . . ,mn) such that
m0 + · · · + mn = d. The coefficient of this monomial in the right hand side of the
above equation is
Cm =
1
C
(
d
m0, . . . ,mn
) ∑
0≤ai≤di
i=1,...,n
ζ
a1(m1+1)
1 · · · ζan(mn+1)n .
This factors as
1
C
(
d
m0, . . . ,mn
)( d1∑
a1=0
(ζm1+11 )
a1
)
· · ·
(
dn∑
an=0
(ζmn+1n )
an
)
.
Since each ζmi+1i is still a (di + 1)-th root of unity (not necessarily primitive), we
have
di∑
ai=0
(ζmi+1i )
ai =
{
di + 1, ζ
mi+1
i = 1,
0 otherwise
Hence,
Cm =
{
1
C
(
d
m0,...,mn
)
(d1 + 1) · · · (dn + 1), ζm1+11 = · · · = ζmn+1n = 1
0 otherwise
In particular Cd = 1, that is, x
d = xd00 · · ·xdnn appears on the right hand side of (8)
with coefficient 1.
Suppose xm has nonzero coefficient in (8). Then by above ζmi+1i = 1 for i =
1, . . . , n, and we see each mi + 1 is a multiple of di + 1 for i > 0. Together with
m0 + m1 + · · · + mn = d0 + · · · + dn we get m0 ≤ d0. If for some i > 0 we
have mi + 1 > di + 1, then mi + 1 ≥ 2(di + 1) and so m0 ≤ d0 − (di + 1) < 0,
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since d0 ≤ · · · ≤ dn. This contradiction shows that the only term with a nonzero
coefficient in (8) is the term having each mi + 1 = di + 1, i.e., the term x
d.
3. Hilbert function
Now we begin working toward a proof of Theorem 1, along the way giving an
alternative proof of Theorem 7. Henceforth F = xd00 · · ·xdnn and I is as described in
Theorem 1. We start by computing the Hilbert function of I.
From this section onwards we work over the field k = C.
Let J ⊂ S be a complete intersection ideal generated in degrees d1 +1, . . . , dn+1.
Note that dim(S/J )t = (d1 + 1) · · · (dn + 1) for t 0.
Proposition 9. Suppose F = xd00 · · ·xdnn = `d1 + · · · + `dr with r minimal possible,
i.e., r = R(F ). Let I = I({[`1], . . . , [`r]}). Then the Hilbert function of I is equal
to the Hilbert function of J .
The difference between our treatment of the proposition and the proof of The-
orem 7 in [CCG12] is that we compare the Hilbert functions of I and I ∩ (α0),
whereas [CCG12] compare I and I : α0 + (α0), which leads to a remarkably quick
proof of Theorem 7. (An earlier version of [CCG12] compared I and I + (α0).)
The remainder of this section gives a proof of this proposition, via some lemmas.
First, a linear algebra lemma will be helpful.
Lemma 10. If A, B, and C are finite dimensional vector spaces such that
A ⊃ A ∩B
∩ ∩
C ⊃ B
then
dim(A ∩B) ≥ dimA+ dimB − dimC.
We denote
qt = dim
(
It ∩ (α0 · St−1)
)
.
Lemma 11. With notation as above, for all t ∈ Z, qt ≤ dimJt−1. Moreover, if for
some t we have qt < dimJt−1, then qt+kd0 < dimJt+kd0−1 for all k > 0.
Proof. For convenience, let (b0, b1, b2, . . . , bn) = (d0, d1 + 1, d2 + 1, . . . , dn + 1). Note
that
F⊥ ∩ (α0) = α0 · (αb00 , αb11 , . . . , αbnn ).
It is convenient also to write
(F⊥)t ∩ α0 · St−1 = α0 · (αb00 St−1−b0 + · · ·+ αbnn St−1−bn).
Then by inclusion-exclusion we may write the dimension of this space as
dim
(
(F⊥)t ∩ α0 · St−1
)
=
n+1∑
j=1
(−1)j−1
∑
0≤i1<···<ij≤n
dimSt−1−bi1−···−bij .
6 W. BUCZYN´SKA, J. BUCZYN´SKI, AND Z. TEITLER
Separating terms which omit or include b0,
dim((F⊥)t ∩ α0 · St−1) =
 n∑
j=1
(−1)j−1
∑
1≤i1<···<ij≤n
dimSt−1−bi1−···−bij

+
n+1∑
j=1
(−1)j−1
∑
0=i1<···<ij≤n
dimSt−1−bi1−···−bij

=
 n∑
j=1
(−1)j−1
∑
1≤i1<···<ij≤n
dimSt−1−bi1−···−bij

−
 n∑
j=0
(−1)j−1
∑
1≤i1<···<ij≤n
dimSt−b0−1−bi1−···−bij

= dimJt−1 − dimJt−b0−1 + dimSt−b0−1.
Thus
(12) dim((F⊥)t ∩ α0 · St−1)− dimSt−d0−1 = dimJt−1 − dimJt−d0−1.
We apply this to the diagram below:
It ∩ α0 · St−1 ⊃ It ∩ (α0d0+1 · St−d0−1)
∩ ∩
(F⊥)t ∩ (α0 · St−1) ⊃ α0d0+1 · St−d0−1.
By Lemma 10,
qt − dim(It ∩ (αd0+10 · St−d0−1)) ≤ dimJt−1 − dimJt−d0−1.
Note that, since I is radical,
It ∩ (αd0+10 · St−d0−1) = αd00 · (It−d0 ∩ (α0 · St−d0−1)),
which has dimension qt−d0 , giving
(13) qt − qt−d0 ≤ dimJt−1 − dimJt−d0−1.
Now for any t,
qt = (qt − qt−d0) + (qt−d0 − qt−2d0) + · · ·
≤ (dimJt−1 − dimJt−d0−1) + (dimJt−d0−1 − dimJt−2d0−1) + · · ·
= dimJt−1,
as claimed.
If for some t we have qt < dimJt−1, then by (13) with t replaced by t + d0, we
get qt+d0 ≤ dimJt+d0−1 − dimJt−1 + qt < dimJt+d0−1. Inductively we obtain the
second claim of the lemma. 
We may avoid the inclusion-exclusion and alternating sums in the above proof
with the following argument.
Alternative proof of Equation (12). As above, suppose F = xd00 · · ·xdnn so that F⊥ =
(αd0+10 , . . . , α
dn+1
n ).
Let J = (αd1+11 , . . . , αdn+1n ), so J is a complete intersection ideal generated in
degrees d1 + 1, . . . , dn + 1.
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Note that
F⊥ ∩ (α0) = α0 · (αd00 , αd1+11 , . . . , αdn+1n ) = α0 · (J + (αd00 )).
Consider the graded S-module J /αd00 J . We write two short exact sequences of
graded S-modules as follows:
0→ J (−d0) α
d0
0−−→ J → J
αd00 J
→ 0,
0→ S(−d0) α
d0
0−−→ J + (αd00 )→
J
αd00 J
→ 0.
One may check easily that these are exact (for the second one this is a consequence
of (αd00 ) ∩ J = αd00 J ). Counting dimensions of the (t− 1)-th graded piece,
dimJt−1 − dimJt−d0−1 = dim
( J
αd00 J
)
t−1
= dim(J + (αd00 ))t−1 − dimSt−d0−1,
which recovers (12) as above and the rest of the proof follows as before. 
Lemma 14. With notation as above, for all integers t we have
dim(St/It) ≥ dimSt−1 − qt.
Proof. Consider:
α0St−1 ⊃ It ∩ α0 · St−1
∩ ∩
St ⊃ It.
By Lemma 10,
dim(St/It) = dimSt − dim It ≥ dimSt−1 − dim(It ∩ α0 · St−1) = dimSt−1 − qt,
which proves the lemma. 
From the two lemmas, we recover the asymptotic version of Proposition 9. That
is, for sufficiently large t, we have:
R(F ) = r = dim(St/It) for t 0
≥ dimSt−1 − qt by Lemma 14(15)
≥ dimSt−1 − dimJt−1 by Lemma 11
= (d1 + 1) · · · (dn + 1) for t 0.
Since r ≤ (d1 + 1) · · · (dn + 1) by the explicit expression in Section 2, all inequalities
must be equalities. This gives an alternative proof of Theorem 7. In particular, for
sufficiently large t:
(16) dimSt − dim It = dimSt+1 − dim It+1 = dimSt − qt+1, i.e., dim It = qt+1.
Lemma 17. We have I : α0 = I.
Proof. Multiplication by α0 gives a one-to-one map It → It+1 ∩ α0 · St. For t 
0, since dim It = qt+1, this multiplication map is onto, hence (I : α0)t = It in
sufficiently high degree. Thus I and I : α0 agree up to saturation. But both ideals
are saturated, so I = I : α0.
Explicitly, let β ∈ (I : α0)t. Then βN ∈ (I : α0)tN and α0βN ∈ ItN+1. For N  0,
dim ItN = dim(I ∩ (α0))tN+1, so βN ∈ ItN , and since I is radical, β ∈ I. 
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Lemma 18. For all t, we have dim It = qt+1.
Proof. Lemma 17 shows that multiplication by α0 gives a bijection It = (I : α0)t →
(I ∩ (α0))t+1 in every degree t. 
Proof of Proposition 9. By Lemmas 11 and 18,
dim It = qt+1 ≤ dimJt.
By the “moreover” part of Lemma 11, if for some t we have a strict inequality
dim It < dimJt, then for all nonnegative k,
dim(St+kd0/It+kd0) > dimSt+kd0 − dimJt+kd0 ,
a contradiction with (15) for sufficiently large k. 
Corollary 19. For F = xd00 · · ·xdnn = `d1 + · · ·+ `dr with d0 ≤ · · · ≤ dn and r = R(F ),
each of the linear forms `i has x0 appearing with nonzero coefficient.
Proof. The coordinate α0 on a point [`] = [α0x0 + · · · + αnxn] ∈ PT1 gives the
coefficient of x0 in the linear form `. As above, let I be the defining ideal of the set
of points Q = {[`1], . . . , [`r]}. Then I : α0 is the defining ideal of the subset of points
in Q not lying on the hyperplane {α0 = 0}. By Lemma 17, I : α0 = I, so all the
points [`i] are not contained in this hyperplane, and hence have nonzero coefficients
of x0. 
4. Complete intersections
Fix k ∈ {0, . . . , n}, and φ¯ = (φ1, . . . , φk), with φi ∈ Sdi−d0 . We define the following
homogeneous ideal:
I(k, φ¯) = (αdi+1i − α0d0+1φi | i ∈ {1, . . . , k}).
Every such ideal is a complete intersection ideal generated in degrees d1+1, . . . , dk+1.
Example 20. The explicit expression in Section 2 corresponds to
φ¯ = (αd1−d00 , . . . , α
dn−d0
0 ).
The following Proposition proves Theorem 1.
Proposition 21. Any ideal I as in Theorem 1 is of the form I(n, φ¯), for some
φ¯ = (φ1, . . . , φn).
Proof. Let I≤t denote the ideal generated by the homogeneous elements in I of
degree at most t. We will prove by induction that I≤t = I(k, φ¯) for some k = k(t)
and φ¯ = φ¯(t). More precisely, we claim that k(t) = # {i : di + 1 ≤ t}. For t = 0,
I≤0 = I(0, ∅) = 0. Suppose I≤t−1 = I(k, φ¯) for k = # {i : di + 1 ≤ t− 1} and some
φ¯ = φ¯(t− 1). If t 6= di + 1 for any i ∈ {1, . . . , n}, then
dim It = dimJt = dim(I≤t−1)t.
The first equality follows from Proposition 9 and the second from the fact that
I(k, φ¯) is a complete intersection of the same degrees as J , up to degree t. So there
is no new generator of I in degree t, and I≤t = I(k, φ¯).
Now suppose t = dk+1 + 1 = · · · = dl + 1 < dl+1 + 1 for some l > k. Then by
the same argument, there must be exactly l−k new linearly independent generators
(ρk+1, . . . , ρl) of I in degree t. Each ρi must be in (F⊥)t. Using the generators of the
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lower degree, we may eliminate from ρi the summands divisible by α
dj+1
j for each
1 ≤ j ≤ k. That is, we can assume that each of the new generators is of the form
ρi =
l∑
j=k+1
cijαj
dj+1 − ψiα0d0+1
for some ψi ∈ St−d0−1 and cij ∈ C. We claim the matrix C := (cij)li,j=k+1 is invertible.
Suppose on contrary that there exists a linear combination ρ of the ρi’s such that
ρ = ψα0
d0+1 (possibly ψ = 0). Since I is radical, ψα0 ∈ It−d0 . But then ρ ∈ I≤t−1
and one of the generators ρi is redundant, a contradiction.
So C is invertible, and by replacing (ρk+1, . . . , ρl) with the linear combinations
C−1(ρk+1, . . . , ρl)t (and analogously for ψi), we may assume:
ρi = αi
di+1 − ψiα0d0+1.
Set φ¯′ = (φ1, . . . , φk, ψk+1, . . . , ψl). By the above, we have I≤t = I(l, φ¯′). 
We have just seen that if I ⊂ F⊥ is a radical one-dimensional ideal, then I =
I(n, φ¯) for some φ¯. One may ask which φ¯ = (φ1, . . . , φn) can occur. For any φ¯,
I(n, φ¯) is a one-dimensional complete intersection ideal. So the question is, for
which φ¯ is I(n, φ¯) radical? An obvious necessary condition is that each φi should
not be divisible by α2i .
In addition, if I = I(n, φ¯) is radical, then each φi /∈ I(i − 1, (φ1, . . . , φi−1)), the
subideal generated by the first i−1 generators of I. Otherwise the generator αdi+1i −
φiα
d0+1
0 of I can be replaced with αdi+1i , so the ideal is not radical. The following
example shows that this necessary condition is not sufficient, even combined with
α2i - φi.
Example 22. For F = xy2z3, I must have the form I = (β3 − Lα2, γ4 −Qα2) for
some linear form L = L(α, β, γ) and quadratic form Q = Q(α, β, γ). Consider the
example I = (β3 − α2γ, γ4 − α2β2). Then L = γ is not divisible by β2, Q = β2 is
not divisible by γ2, and Q /∈ (β3−α2γ), nevertheless this ideal I is not radical. One
can check easily that P = α4β − β2γ3 /∈ I but P 2 ∈ I. More concretely, I defines a
scheme of length 2 at [1 : 0 : 0] ∈ P2.
Proposition 23. Let φ¯ be general, i.e., each φi ∈ Sdi−d0 is general. Then I(n, φ¯)
is radical.
Proof. Let B := ∏ni=1 Sdi−d0 . In B × Pn consider a variety Q defined by I(n, φ¯),
where φ¯ = (φ1, . . . , φn), I(n, φ¯) = (αdi+1i − α0d0+1φi | i ∈ {1, . . . , n}), and φi =∑
|J |=di−d0 fJα
J , where fJ are the coordinates on the Sdi−d0 component of B. Then
Q is a complete intersection and each fiber Qb of Q → B is a complete intersection.
In particular, Q is Cohen-Macauley [Eis95, Prop. 18.13] and the map Q → B is
equidimensional, thus flat [Eis95, Thm 18.16]. Some of the fibers are reduced, and
since being reduced is an open property in a flat family, it follows that a general
fiber is reduced. 
5. Dimension of variety of sums of powers
For a homogeneous form F ∈ T of degree d, and r > 0, let
VSPaff,◦(F, r) =
{
Qˆ = {`1, . . . , `r} | Qˆ ∈ Hilbr(T1) is reduced and F = `d1 + · · ·+ `dr
}
10 W. BUCZYN´SKA, J. BUCZYN´SKI, AND Z. TEITLER
and
VSPaff(F, r) = VSPaff,◦(F, r) ⊂ Hilbr(T1).
Also, let
VSP◦(F, r) = {Q = {[`1], . . . , [`r]} |
Q ∈ Hilbr(P(T1)) is reduced and F = `d1 + · · ·+ `dr
}
and
VSP(F, r) = VSP◦(F, r) ⊂ Hilbr(P(T1)).
When r = R(F ) we omit it from the notation. VSP(F, r) is called the variety of
sums of powers, see [RS00]. VSPaff,◦(F ) parametrizes Waring decompositions of F .
We make the general remark that dim VSPaff(F ) = dim VSP(F ). First, observe the
following easy lemma.
Lemma 24. Suppose F = `1
d+· · ·+`rd is a Waring decomposition of a homogeneous
polynomial F (i.e., r = R(F )). If F = c1`1
d + · · · + cr`rd for some ci ∈ C, then
c1 = · · · = cr = 1.
Proof. Suppose on the contrary that for instance cr 6= 1. Then combining the two
decompositions we obtain:
(cr − 1)F = cr(`1d + · · ·+ `rd)− (c1`1d + · · ·+ cr`rd)
= (cr − c1)`1d + · · ·+ (cr − cr−1)`r−1d.
This contradicts the minimality of r. 
By this lemma, the obvious projectivization map VSPaff,◦(F )→ VSP◦(F ) is finite
of degree dr (r = R(F )). Indeed, each `i can only be replaced by a scalar multiple
λ`i when λ is a d-th root of unity.
We now turn to monomials. As before, let F = xd00 · · ·xdnn , 0 < d0 ≤ · · · ≤
dn, d = d0 + · · · + dn, and r = R(F ) = (d1 + 1) · · · (dn + 1). Also, let J =
(αd1+11 , . . . , α
dn+1
n ). We get a formula for the dimension of the space of solutions to
the Waring decomposition problem.
Proposition 25. Suppose F is a monomial as above. Let h be the Hilbert function
of S/J . Then VSP(F ) is irreducible and dim VSP(F ) = h(d1 − d0) + h(d2 − d0) +
· · ·+ h(dn − d0).
To prove this, we first describe the space parametrizing the radical one-dimensional
ideals I ⊂ F⊥, corresponding to points in VSP◦(F ).
Proposition 26. Any ideal I as in Proposition 9 is of the form I(n, φ¯) for a unique
φ¯ = (φ1, . . . , φn) such that no term of any φi lies in J .
Proof. Existence of such a φ¯ is obvious: if a term of φi is divisible by some α
dj+1
j , it
can be eliminated by subtracting an appropriate multiple of the generator α
dj+1
j −
φjα
d0+1
0 of I. Suppose φi can be replaced by φ′i, leaving I the same, with no term of
either φi or φ
′
i lying in J . Then the generators αdi+1i − φiαd0+10 and αdi+1i − φ′iαd0+10
must differ by a combination of previous generators,
(27) (φi − φ′i)αd0+10 =
i−1∑
j=1
ψj(α
dj+1
j − φjαd0+10 ),
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for some ψj. The right hand side is a combination of generators of I with no term in
J . From the above equation it is clearly divisible by αd0+10 . We claim more generally
that any element of I with no term in J is necessarily divisible by αd0+10 . Indeed, in
a combination as in (27), each term of each product ψjα
dj+1
j must cancel; the only
surviving terms arise from the products ψjφjα
d0+1
0 .
Now, suppose β ∈ I has no term in J , so β is divisible by αd0+10 . Then γ =
β/αd0+10 lies in I : αd0+10 , which is I, by Lemma 17. And it is still true that no term
of γ is in J , so again γ is divisible by αd0+10 . Continuing in this way, β is divisible
by (αd0+10 )
k for every k ≥ 0. Hence β = 0.
Applying this to (27), φi − φ′i = 0, as desired. 
We have the following converse.
Proposition 28. Let φ¯ = (φ1, . . . , φn) be a general tuple of homogeneous polynomi-
als of degree deg φi = di − d0 with no terms in J . Then I(n, φ¯) is radical.
Proof. For each i, let B′i ⊂ Sdi−d0 be the set of monomials of degree di − d0 which
are not in J , so B′i gives a basis for (S/J )di−d0 . For each i, let 〈B′i〉 ⊂ Sdi−d0 be the
linear span of B′i. The hypothesis means each φi is general in 〈B′i〉.
Let B′ = ∏ni=1〈B′i〉. Let Q′ ⊂ B′ × Pn be defined by I(n, φ¯) = (αdi+1i − φiαd0+10 |
i ∈ {1, . . . , n}) where φ¯ ∈ B′ and (α0, . . . , αn) are coordinates on Pn. The rest of the
proof is the same as the proof of Proposition 23. For the statement that “some of
the fibers are reduced”, a reduced fiber is provided by the explicit expression given
in Section 2. 
Now the proof of Proposition 25 is immediate.
Proof of Proposition 25. The map B′ 99K VSP◦(F ), given by φ¯ 7→ I(n, φ¯) (the defin-
ing ideal of the fiber Q′¯
φ
⊂ Pn) whenever this is radical, is defined on an open subset
of B′ by Proposition 28, and (on this open subset) is one-to-one and onto by Propo-
sition 26. Since B′ is irreducible, so is VSP(F ), and
dim VSP(F ) = dim VSP◦(F ) = dimB′ =
∑
dim〈B′i〉 =
∑
h(di − d0)
as claimed. 
Proof of Corollary 3. Since di ≥ d0, each h(di − d0) ≥ 1. Since J has no generators
in degree 1, h(1) = dimS1 ≥ 2, and h(t) ≥ h(1) for t ≥ 1, so h(di − d0) = 1 if and
only if di − d0 = 0. 
Example 29. For F = x2y2z2, I must have the form I = (β3 − aα3, γ3 − bα3) for
some constants a, b, so dim VSP(F ) = 2, and this is equal to h(d1−d0)+h(d2−d0) =
2h(0).
This ideal is a radical complete intersection if and only if ab 6= 0. In that case,
rescaling the variables takes I to (β3 − α3, γ3 − α3).
Finally, we consider the natural group operation on VSP(F ) mentioned in the
introduction. Let (C∗)n+1 act on S = C[x0, . . . , xn] by scaling the variables. The
n-dimensional subtorus T = {(λ0, . . . , λn) |
∏
λdii = 1} leaves F = xd00 · · ·xdnn fixed,
and so acts on VSP(F ). Also, let SF be the group of permutations of {0, . . . , n}
respecting the degree tuple (d0, . . . , dn), in the sense that a permutation pi lies in
SF if and only if, for each i, dpi(i) = di. When SF acts on S by permuting variables
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it leaves F fixed, so again acts on VSP(F ). The actions of T and SF commute, so
VSP(F ) carries an action of the n-dimensional algebraic group T × SF .
Theorem 4 states that this action is transitive (in fact the T -action alone is already
transitive) if and only if F = (x0 · · ·xn)k.
Proof of Theorem 4. Let F = xd00 · · ·xdnn with d0 ≤ · · · ≤ dn. If d0 < dn then
dim VSP◦(F ) > n = dim T = dim(SF × T ), so the action can not be transitive.
If d0 = · · · = dn = k then by Theorem 1 every Waring decomposition of F is cut
out by an ideal of the form (αk+11 − φ1αk+10 , . . . , αk+1n − φnαk+10 ), where the φi are
scalars. Since the ideal of a Waring decomposition is a radical ideal, the φi are in fact
nonzero scalars. Then scaling each xi by φ
−1/k
i takes this Waring decomposition to
the one cut out by (αk+11 −αk+10 , . . . , αk+1n −αk+10 ), showing that T acts transitively
on VSP◦(F ). 
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