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THE MANIN-PEYRE FORMULA FOR A CERTAIN BIPROJECTIVE
THREEFOLD
VALENTIN BLOMER, JO¨RG BRU¨DERN, AND PER SALBERGER
Abstract. The conjectures of Manin and Peyre are confirmed for a certain threefold.
1. Introduction
1.1. The main result. In a recent memoir [4] we confirmed the predictions of Manin and Peyre
for the distribution of rational points on the cubic fourfold in P5 defined by
(1.1) x1y2y3 + x2y1y3 + x3y1y2 = 0.
Here, we continue our study of this equation, now viewing the polynomial on the left hand side as a
linear form in x = (x1, x2, x3) and a quadratic form in y = (y1, y2, y3). With x and y interpreted as
homogeneous coordinates, the equation (1.1) defines a variety V in P2 × P2. For a Q-rational point
on V there are representatives x, y ∈ Z3 with (x1;x2;x3) = (y1; y2; y3) = 1, both unique up to sign.
An anticanonical height function on V is then given by
(1.2) H(x,y) = max
1≤i,j≤3
|xi|
2|yj|.
Rational points on V ordered with respect to this height accumulate on the subvariety cut out from
V by the additional equation x1x2x3y1y2y3 = 0. To see this, note that the choices x = (0, 1, 1) and
y = (y1, y2,−y2) with (y1; y2) = 1 produce more than B2 rational points of height at most B on this
subvariety, while on the Zariski-open subset V ◦ of V where x1x2x3y1y2y3 6= 0 the rational points
are much sparser. This is a consequence of the following asymptotic formula.
Theorem 1.1. Let N(B) denote the number of rational points on V ◦ with height not exceeding B,
and let
(1.3) C =
∏
p
(
1−
1
p
)5(
1 +
5
p
+
5
p2
+
1
p3
)
.
Then
(1.4) N(B) =
π2 − 3 + 24 log 2
144
CB(logB)4 +O
(
B(logB)4−
1
480
)
.
Hitherto it was only known [2] that N(B) ≍ B(logB)4. No effort has been made to optimize the
error term in (1.4). With more work it is possible to show that there is a polynomial P of degree
four and a positive number δ with the property that
(1.5) N(B) = BP (logB) +O(B1−δ),
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but in order to keep the paper at reasonable length we have to content ourselves with a detailed
proof of (1.4). The reader is referred to Section 1.2 for a brief summary of refinements needed to
establish (1.5).
The shape of the asymptotic formula (1.4) is in line with a general conjecture of Manin (see
[10]) concerning the distribution of rational points on smooth Fano varieties. However, V has three
singularities located at xi = xj = yi = yj for 1 ≤ i < j ≤ 3. A resolution has been obtained in [4,
Theorem 4]: Let X ⊂ P2×P2×P2 be the triprojective variety defined in trihomogeneous coordinates
(x,y, z) by
(1.6) x1z1 + x2z2 + x3z3 = 0 and y1z1 = y2z2 = y3z3.
Then the restriction to X of the projection P2 × P2 × P2 → P2 × P2 onto the first two factors is a
crepant resolution of V , and one has rk Pic(X) = 5. In this situation, Batyrev and Tschinkel [1]
predict that N(B)/(B(logB)4) tends to a limit as B → ∞, and Peyre [19] suggested a formula for
this limit. At the end of this paper, in Sections 7 and 8, we show that our findings in Theorem 1.1
agree with Peyre’s formula. Notice in particular that the p-adic factor of the constant C in (1.3) is
the p-adic density of the universal torsor over X , which in our case is a G5m-torsor over a P
1-bundle
over a del Pezzo surface of degree six.
The Manin-Peyre conjectures for the distribution of rational points on algebraic varieties have
received considerable attention in recent years. Powerful techniques are available for surfaces (see
e.g. the references in [7]). Moreover, the circle method typically produces asymptotic relations that
confirm the conjectures, but this requires the dimension be large in terms of the degree. If the variety
carries additional structure, further tools can be brought into play. For example, when the variety
is an equivariant compactification of certain linear algebraic groups, Tschinkel and his collaborators
applied adelic Fourier analysis to prove Manin’s conjecture in some generality (see e.g. [9, 24]).
The variety under consideration is not covered by the cases just described. Definitive results for
Fano threefolds are very rare besides the remarkable paper of de la Brete`che [6] on the Segre cubic
(x1 + . . . + x5)
3 = x31 + . . . x
3
5. Le Boudec [5] determined the order of magnitude for the number
of rational points of bounded height on the biprojective threefold x1y
2
1 + x2y
2
2 + x3y
2
3 = 0, and we
agree with him that a refinement to an asymptotic formula seems “far out of reach”.
Although we are concerned here with just one concrete example, the methods that underpin the
the proof of Theorem 1.1 are by no means restricted to the case at hand. The family of varieties
defined by
x1
y1
+
x2
y2
+ · · ·+
xn
yn
= 0
springs to mind of which we treat the case n = 3 here. Larger n should be within reach for the
techniques described herein, and we intend to return to the theme in a broader setting in due course.
We hope that the present example spurs further work on higher dimensional cases of the Manin-Peyre
formula.
1.2. The methods. The ideas behind the proof of Theorem 1.1 have some similarity with our
earlier work [4] where the cubic form (1.1) was studied as a fourfold in P5. Yet, there are several
fundamental differences. The initial step is the same as in [4]. An elementary argument transfers
the original counting problem to one on the universal torsor. The latter is given by
(1.7) u1v1 + u2v2 + u3v3 = 0,
and it is the simple shape of this bilinear equation what makes the variety V accessible to analytic
methods. It is typical that box-like conditions on the original equation transform to regions with
hyperbolic spikes on the torsor. In the situation considered here, the anticanonical height function
(1.2) involves a product, resulting in very narrow spikes where integral points are difficult to count.
This forced us to waive the strategy followed in [4] where the solutions of (1.7) were parametrized
in the obvious way, leading to a hyperbolic lattice point problem that was then approached through
multiple Dirichlet series. Instead, we use Fourier analysis directly to count points on the torsor. At
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the core of the method, we then require an asymptotic formula for the number Nr(X,Y) of solutions
to the equation
(1.8) r1x1y1 + r2x2y2 + r3x3y3 = 0
in x ∈ Z3, y ∈ Z3 within the region
B(X,Y) =
{
(x,y) ∈ R3 × R3 | 12Xj < |xj | ≤ Xj ,
1
2Yj < |yj | ≤ Yj , 1 ≤ j ≤ 3
}
.
Here r = (r1, r2, r3) ∈ N3 are given coefficients, X,Y are triples of positive real numbers, and
we need the asymptotic formula uniformly with respect to r. Note that B(X,Y) consists of 26
possibly very lopsided boxes. Nonetheless this counting problem is within the competence of the
circle method. The following proposition delivers the desired asymptotics, and we shall save a small
power of the smallest side of the box. The asymptotic formula involves the singular series
(1.9) Er =
∞∑
q=1
ϕ(q)(q; r1)(q; r2)(q; r3)
q3
and the singular integral
(1.10) Ir(X,Y) =
∫
R
∫
B(X,Y)
e(α(r1x1y1 + r2x2y2 + r3x3y3)) d(x,y) dα.
Proposition 1.2. Let X1, X2, X3, Y1, Y2, Y3 ≥ 1 and r1, r2, r3 ∈ N. Then
Nr(X,Y) = ErIr(X,Y) + Θr(X,Y)
where for any fixed positive value of ε one has
Θr(X,Y)≪
(r1X1Y1 · r2X2Y2 · r3X3Y3)1+ε
max(r1X1Y1, r2X2Y2, r3X3Y3)min(X1, X2, X3, Y1, Y2, Y3)1/6
.
The implicit constant depends at most on ε.
This asymptotic formula is what the circle method predicts, although our proof uses a different
argument in which the key ingredient is a non-trivial bound for Kloosterman sums. The dependence
on r1, r2, r3 in the error term Θr(X,Y) can be improved.
With this result in hand, one can apply a simple version of the patchwork method developed in
[3]. For some small δ > 0, we glue together the contributions from boxes where
min(X1, X2, X3, Y1, Y2, Y3) ≥ max(X1, X2, X3, Y1, Y2, Y3)
δ.
This keeps us away from the spikes, and then we send δ to 0 at an appropriate speed. In this way,
the ideas underpinning the proof [3, Lemma 2.8] deliver the conclusions recorded in Theorem 1.1.
The factorization of the leading constant in (1.4) is imported from similar properties of the main
term in the asymptotics announced in Proposition 1.2. We are fortunate that all local factors can
be computed explicitly.
Once Theorem 1.1 is established, we turn to the task of comparing the result with the predictions
made by Manin and Peyre. In this endeavour, we need to compute some invariants of the crepant
resolution X , cf. (1.6). To compute Peyre’s alpha invariant α(X), we endow the invertible OX -
modules with G3m-linearizations compatible with a (non-faithful) G
3
m-action on X induced by the
embedding of X in P2 × P2 × P2. This implies (see Lemma 7.2) that any effective divisor on X
is linearly equivalent to a G3m-invariant effective divisor. It is then not too hard to show that the
pseudo-effective cone in Pic X is spanned by nine G3m-invariant prime divisors and to calculate α(X).
To compute the adelic volume in Peyre’s constant, we proceed as in [4] and relate the volume
forms on the non-singular locus of V to Poincare´ residues of meromorphic forms on P2 × P2 with
poles along V . We then see that the Euler product in Theorem 1.1 is the expected one, and also
that the product of the α-invariant and the archimedean volume agrees with the first factor on the
right hand side of (1.4).
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As we have pointed out before, our arguments can be refined further. Indeed, one may develop
Proposition 1.2 so as to cover the case where some of the variables in (1.8) are fixed, and equipped
with this, one can use the machinery from [3] in full, to cope with the cuspidal portion of the counting
more precisely. This analysis provides error terms that save a power of the largest side of the box.
Then, by the main result of [3] one obtains (1.5). Also, one may sum by parts to obtain an analytic
continuation of the 6-fold Dirichlet series
(1.11)
∑ ′ 1
|x1|s1 |x2|s2 |x3|s3 |y1|t1 |y2|t2 |y3|t3
,
where the prime indicates summation over (x,y) ∈ (Z \ {0})6 satisfying (1.8). If one specialises
to r1 = r2 = r3 = 1 and then restricts to the diagonal s1 = s2 = s3, t1 = t2 = t3, this series
is essentially a minimal parabolic Eisenstein series for SL3(Z), see [8]. The series (1.11) is a far-
reaching generalization of this well-understood Eisenstein series that, apparently, does no longer
memorize the group theoretic information carried by its ancestor. Perhaps this is the reason for the
considerable complexity of our analysis of the threefold defined by (1.1).
Details of the arguments outlined in the preceding paragraph will not be worked out in this paper.
Armed with this refinement of Proposition 1.2 it would be straightforward but elaborate to do so.
Notation. Most of the notation used in this paper is either standard or otherwise explained at
the appropriate stage of the argument. However, traditional notation in the various branches in
mathematics on which our work is built resulted in clashes, and the desire for entire consistency in
this respect turned out to be impracticable. The following guide may help the reader to clarify the
symbolism in the work to follow.
Throughout, we apply the following convention concerning the letter ε. Whenever ε occurs in a
statement, may it be explicitly or implicitly, then it is asserted that the statement is true for any
fixed positive real number in the role of ε. Constants implicit in the use of Landau’s or Vinogradov’s
well-known symbols may then depend on the value assigned to ε. Note that this allows us to conclude
from the inequalities A≪ Xε and B ≪ Xε that AB ≪ Xε, for example.
Frequently, we use vector notation x = (x1, . . . , xn) where the underlying field and the dimension
n is usually clear from the context. If the coordinates xj are complex numbers, we write
(1.12) |x| = max
j
|xj |, |x|1 =
n∑
j=1
|xj |.
Further, when x ∈ Rn and a ∈ Cn we write
(1.13) xa = |x1|
a1 |x2|
a2 . . . |xn|
an .
We will often have to integrate over vertical lines in the compex plane. In this context, when c is
a real number, the parametrized line (−∞,∞)→ C, t 7→ c+ it is denoted by (c).
The number of divisors of the natural number n is τ(n). The Mo¨bius function is denoted by
µ(n), and ϕ(n) is Euler’s totient. The greatest common divisor of the non-zero integers a1, . . . , an
is denoted by (a1; . . . ; an), and their least common multiple is [a1; . . . ; an]. When f : N → C is an
arithmetical function and a ∈ Nn, we put, by slight abuse of notation,
f(a) = f(a1)f(a2) · · · f(an).
We put Z0 = Z \ {0}. The cardinality of a finite set S is |S|. For a real number θ we put
e(θ) = exp(2πiθ).
2. Auxiliary tools
2.1. Smoothing. To accelerate convergence of certain integrals, we need a smooth approximation to
the characteristic function of the unit interval f0 : [0,∞)→ [0, 1]. This is achieved via a conventional
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convolution argument. For 0 < ∆ < 1 one can find a smooth function ̺∆ : [0,∞)→ [0,∞) with
(2.1) supp(̺∆) ⊂ (1, 1 + ∆) and
∫ ∞
0
̺∆(x)
dx
x
= 1
such that ̺
(j)
∆ (x)≪j ∆
−1−j holds for all j ∈ N0. Its Mellin transform
̺̂∆(s) = ∫ ∞
0
̺∆(x)x
s−1 dx
is entire and satisfies
(2.2)
dj
dsj
̺̂∆(s)≪Re s,A (∆|s|)−A
for all s ∈ C, all j ∈ N0 (in fact uniformly in j, although we will only apply it for fixed j) and all
integers A ∈ N0, as one confirms by integration by parts and differentiation under the integral sign.
For x ∈ [0,∞) we define
(2.3) f∆(x) =
∫ ∞
0
̺∆(z)f0
(x
z
) dz
z
=
∫ ∞
x
̺∆(z)
dz
z
.
Then, by (2.1) and (2.3),
(2.4) 0 ≤ f∆(x) ≤ 1, f∆ = 1 on [0, 1], supp(f∆) ⊂ [0, 1 + ∆], f
(j)
∆ (x)≪j ∆
−j
for x ∈ [0,∞) and j ∈ N0. Further, we have
(2.5) f̂∆(s) = ̺̂∆(s)/s, f̂0(s) = 1/s.
We also note that supp(f ′∆) ⊂ [1, 1 + ∆]. Thus, f∆ is indeed a smooth approximation to f0, and as
in [4, Lemma 24(i)] one shows that
(2.6) f̂∆(s)− f̂0(s)≪ min(∆, |s|
−1) (1/100 ≤ Re s ≤ 2).
From (2.5) we now see that
(2.7) max
(
f̂∆(s), f̂0(s)
)
≪ |s|−1 (1/100 ≤ Re s ≤ 2).
Let D be the differential operator given by (Df)(x) = xf ′(x) for differentiable functions f . Then
the Mellin transforms of Df and f (for, say, Schwartz class functions f) are related by
(2.8) D̂f(s) = sf̂(s).
Let X ≥ 1 be a parameter. We will also need a smooth approximation to the characteristic
function of 12X ≤ |x| ≤ X . To this end let 1/10 ≤ P ≤ X/10 be another parameter and let
v be a non-negative smooth function with v(x) = 1 for |x| ∈ [ 12X − P,X + P ], v(x) = 0 for
|x| 6∈ [ 12X − 2P,X + 2P ] and ‖v
(j)‖∞ ≪j P−j for all fixed j ∈ N0. We call such a function of type
(X,P ). The Mellin transform v̂(s) of v is entire, and by partial integration one confirms easily the
bound
(2.9) v̂(s)≪ XRe s(1 + |s|P/X)−2
in fixed vertical strips.
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2.2. Certain sum transforms. In this section we consider certain multiple sums with coprimality
constraints on the variables of summation. Such sums occur in the counting process on the torsor,
and we wish to remove the coprimality conditions by Mo¨bius inversion.
Let B denote the set of all (a,d, z) ∈ Z30 × Z
3
0 × Z
3
0 that satisfy the coprimality constraints
(2.10) (a1z1; a2z2; a3z3) = (di; dj) = (zi; zj) = (dk; zk) = 1 (1 ≤ i < j ≤ 3, 1 ≤ k ≤ 3),
Note that these conditions may also be written in the equivalent form
(2.11)
(di; dj) = (zi; zj) = (dk; zk) = 1 (1 ≤ i < j ≤ 3, 1 ≤ k ≤ 3),
(a1; a2; a3) = (ai; aj ; zk) = 1 ({i, j, k} = {1, 2, 3}).
The significance of the set B is that it appears naturally in the parametrization of the universal
torsor (see Section 4).
Lemma 2.1. Let G : Z3×30 → C be a function of compact support. Then
(2.12)
∑
(a,d,z)∈B
G(a,d, z) =
∑
b,c,f ,g∈N3
∞∑
h=1
µ((b, c, f ,g, h))
∑ ♯
a,d,z∈Z30
G(a,d, z),
in which
∑♯
denotes that the sum is restricted to values a,d, z ∈ Z30 satisfying
(2.13) [gi; gj;h] | ak, [bi; bj; fk] | dk, [ci; cj ; fk; gk] | zk ({i, j, k} = {1, 2, 3}).
Proof. Note that the simultaneous conditions (2.13) are equivalent to the divisibility conditions
(2.14)
bk | (di; dj), ck | (zi; zj), fk | (zk; dk), gk | (ai; aj ; zk), h | (a1; a2; a3) ({i, j, k} = {1, 2, 3}).
Hence, on applying Mo¨bius inversion to dissolve all 13 coprimality conditions in (2.11), one obtains
the desired identity. 
In the sum on the right hand side of (2.12) it is often desirable to truncate all sums over bj, cj , fj , gj
and h to an interval [1, T ], say. We wish to control the error in doing so, and for a discussion of
this matter, some notation is in order. Suppose that the 13 variables bj, cj , fj , gj, h (1 ≤ j ≤ 3) are
labelled 1 to 13 in some fixed way, and let S be a non-empty subset of {1, 2, . . . , 13}. If the label of
some variable is in S, then we say that the variable belongs to S. If c1 belongs to S then, by abuse
of language, we write c1 ∈ S, and likewise for other variables.
We now claim that the inequality∣∣∣ ∑
b,c,f ,g,h
x>T if x∈S
µ((b, c, f ,g, h))
∑ ♯
a,d,z∈Z30
G(a,d, z)
∣∣∣ ≤ ∑
x∈S
x>T
∑S
a,d,z
|G(a,d, z)|
holds, in which
∑S
indicates that the sum is restricted to tuples (a,d, z) satisfying the divisibility
conditions (2.14) for those variables that belong to S. Note here that the outer sum consists of |S|
independent summations. For a proof of this inequality, we merely have to carry out all summations
on the left hand side related to variables that do not belong to S. Reversing the Mo¨bius inversion
formula, we then import one of the conditions (2.11) from each such sum. After this step, we are
left with the summations over variables belonging to S, we apply the triangle inequality and then
drop the imported coprimality constraints to confirm the inequality as claimed above.
Equipped with this last inequality, we may indeed truncate all outer sums on the right hand side
of (2.12). The inclusion-exclusion principle then allows us to conclude as follows.
Lemma 2.2. Let T ≥ 1. In the notation introduced in the preamble to this lemma, one has∑
(a,d,z)∈B
G(a,d, z) =
∑
|b|,|c|,|f |,|g|,h≤T
µ((b, c, f ,g, h))
∑ ♯
a,d,z∈Z30
G(a,d, z) +O
(∑
S
∑
x∈S
x>T
∑S
a,d,z
|G(a,d, z)|
)
.
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The conditions (2.13) turn out to be significant in the future analysis, and we introduce the
3 × 3-tuple α = (α1,α2,α3) ∈ N9 with αj = (αj1, αj2, αj3), where whenever {i, j, k} = {1, 2, 3},
one takes
(2.15) α1k = [gi; gj;h], α2k = [bi; bj ; fk], α3k = [ci; cj ; fk; gk].
2.3. An exponential sum. In this section we examine an exponential sum of Kloosterman type.
When a, b ∈ Z and q ∈ N, the classical Kloosterman sum is defined by
S(a, b; q) =
q∑
x=1
(x;q)=1
e
(
ax+ bx¯
q
)
where, here and later, the bar denotes the multiplicative inverse with respect to a modulus that
is always clear from the context; currently this modulus is q. Recall Weil’s classical estimate
|S(a, b; q)| ≤ (a, b, q)1/2τ(q)q1/2.
For r, x ∈ N, h, h1, h2 ∈ Z we define the sum
(2.16) Sr,h(h1, h2;x) =
x∑
ξ,η=1
rξη≡−h (mod x)
e
(
h1ξ + h2η
x
)
.
We evaluate the sum (2.16) in terms of Kloosterman sums.
Lemma 2.3. Let r, h, h1, h2, x be as above. Then one has Sr,h(h1, h2;x) = 0 except when (r;x) |
(h;h1;h2), in which case Sr,h(h1, h2;x) equals∑
d(r;x)|(x;h;h2)
d(r;x)2S
(
h1
(r;x)
,−
h2
d(r;x)
r
(r;x)
h
d(r;x)
,
x
d(r;x)
)
.
Proof. The sum (2.16) is empty unless (r;x) | h, which we assume from now on. We write r′ =
r/(r;x), h′ = h/(r;x) and x′ = x/(r;x). Then
Sr,h(h1, h2;x) =
x∑
ξ,η=1
ξη≡−r′h′ (mod x′)
e
(
h1ξ + h2η
x
)
=
∑
d|(x′;h′)
x′/d∑
ξ=1
(ξ;x/d)=1
x∑
η=1
η≡−r′ h
′
d
ξ (mod x′/d)
e
(
h1ξd+ h2η
x
)
.
The sum over η vanishes unless d(r;x) | h2, and in the latter case we find that
Sr,h(h1, h2;x) =
∑
d(r;x)|(x;h;h2)
d(r;x)
x/d∑
ξ=1
(ξ;x′/d)=1
e
(
h1ξd− h2r′
h′
d ξ
x
)
.
The sum over ξ vanishes unless (r;x) | h1, and we obtain the lemma. 
Lemma 2.4. Let r, h, h1, h2, x be as in (2.16). Then Sr,h(0, 0;x) = 0 unless (r;x) | h, in which case
(2.17) Sr,h(0, 0;x) =
∑
d(r;x)|(x;h)
d(r;x)2ϕ
(
x
(r;x)d
)
.
Further, when h1h2 6= 0, one has the inequalities
(2.18) |Sr,h(0, h2;x)| ≤ τ(h)(x;hh2),
(2.19) |Sr,h(h1, 0;x)| ≤ τ(h)(x;hh1),
(2.20) |Sr,h(h1, h2;x)| ≤ τ
2(x)(r;x)x1/2
( hh1
(r;x)
;
hh2
(r;x)
;x
)1/2
.
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Proof. The statements concerning Sr,h(0, 0;x) are immediate from Lemma 2.3. By symmetry it is
enough to prove one of the bounds (2.18) and (2.19), and we show the latter. Since h1 6= 0, the
standard bound for Ramanujan sums |S(a, 0; q)| ≤ (a; q) suffices to conclude that
|Sr,h(h1, 0;x)| ≤
∑
d|( x
(r;x)
, h
(r;x)
)
d(r;x)2
(
h1
(r;x)
;
x
d(r;x)
)
≤ τ(h)
(
x
(r;x)
;
h
(r;x)
)
(r;x)2
(
h1
(r;x)
;
x
(r;x)( x(r;x) ;
h
(r;x))
)
= τ(h)(x;hh1).
Finally, for h1h2 6= 0, Weil’s bound for Kloosterman sums yields
|Sr,h(h1, h2;x)| ≤ τ(x)
∑
d(x;r)|(x;h;h2)
d1/2(x; r)x1/2
(
h1;
h2h
d(r;x)
;
x
d
)1/2
≤ τ2(x)(x;h;h2)
1/2(x; r)1/2x1/2
(
h1;
h2h
(x;h;h2)
;
x(x; r)
(x;h;h2)
)1/2
,
and (2.20) follows. 
2.4. Euler products.
Lemma 2.5. Let a ∈ N and X ≥ 1, 1/10 ≤ P ≤ X/10. Further, let v be a function of type (X,P )
as in Section 2.1. Then
(2.21)
∞∑
n=1
ϕ(an)
n2
v(n) =
ϕ(a)
ζ(2)
∏
p|a
(
1−
1
p2
)−1 ∫ ∞
0
v(x)
dx
x
+O
(
aX1/2P−1 logX
)
.
Proof. Comparing Euler products, one easily confirms the formula
∞∑
n=1
ϕ(an)/ϕ(a)
ns
=
ζ(s− 1)
ζ(s)
∏
p|a
(
1−
1
ps
)−1
in Re s > 2. By Mellin inversion we conclude that∑
n≥1
ϕ(an)
n2
v(n) = ϕ(a)
∫
(1)
ζ(s+ 1)
ζ(s+ 2)
∏
p|a
(
1−
1
ps+2
)−1
v̂(s)
ds
2πi
.
We shift the contour to Re s = −1/2. The pole at s = 0 contributes the main term on the right
hand side of (2.21). Using (2.9) and Cauchy’s inequality, we bound the remaining integral by
≪
a
X1/2
∫
(−1/2)
|ζ(s + 1)|
(1 + |s|P/X)2
|ds| ≪
a
P 1/2
(∫
(−1/2)
|ζ(s+ 1)|2
(1 + |s|P/X)2
|ds|
)1/2
.
The standard bound
∫ T
0 |ζ(1/2+it)|
2 dt≪ T logT [26, Section 2.15] provides the bound (X/P ) logX/P
for the last integral, which completes the proof. 
For r = (r1, r2, r3) ∈ N3 and a prime p let r(p) = (r
vp(r1)
1 , r
vp(r3)
2 , r
vp(r3)
3 ), where vp is the usual
p-adic valuation. With the shorthand notation r′2 = r2/(r2; r3), r
′
3 = r3/(r2; r3) we define
(2.22) Fr =
1
ζ(2)
∑
abc=r′3
µ(a)
ab
∑
(d;r′3/b)=1
(d; r′2)(db; r1)
d2
∑
fgh= db
(db;r1)
(r2;r3)
µ(g)
g
∏
p|
r′2a
(d;r′
2
)
(
1−
1
1 + p
)
.
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The function r 7→ Fr/F1 is multiplicative in r. We define the corresponding Euler factors
(2.23) F1(p) =
(
1−
1
p2
) ∞∑
δ=0
1
p2δ
∑
ϕ+γ≤δ
γ≤1
(−1)γ
pγ
, Fr(p) = F1(p)
Fr(p)
F1
,
so that Fr =
∏
pFr(p). Similarly, for the quantity Er defined in (1.9), we define its Euler factors
E1(p) =
∞∑
k=0
ϕ(pk)
p3k
, Er(p) = E1(p)
Er(p)
E1
.
With this notation, we have the following.
Lemma 2.6. a) Let d ∈ N and r ∈ N3. Then Edr = dEr and Er ≪ (r1; r2; r3)(r1r2r3)ε.
b) Let p be a prime and r = (pα, pβ , 1) with 0 ≤ β ≤ α. Then Fr(p) = Er(p).
Proof. Put α = vp(r1), β = vp(r2) and γ = vp(r3). By symmetry, we may suppose that α ≥ β ≥ γ,
and then find that
Er(p) = 1 +
∞∑
k=1
pk−1(p− 1)pmin(k,α)+min(k,β)+min(k,γ)
p3k
=
pγ−α−1(pα(p+ 1)(1 + γ − β + p(1− γ + β))− pβ+1)
p+ 1
.
(2.24)
This formula shows on the one hand |Er(p)| ≤ pγ(2+β), on the other hand we see Er(p) = d−1Edr(p)
for d = pδ a power of p. Part (a) follows.
For (b), we note that
F(pα,pβ ,1) =
(
1−
1
p2
) ∞∑
d=0
pmin(d,β)+min(d,α)
p2d
∑
f+g≤max(0,d−α)
g≤1
(−1)g
pg
∑
k≤min(1,max(0,β−d))
(−1)k
1 + pk
=
(
1−
1
p2
)β−1∑
d=0
1∑
k=0
(−1)k
1 + pk
+
α−1∑
d=β
1
pd−β
+
∞∑
d=α
1
p2d−β−α
∑
f+g≤d−α
g≤1
(−1)g
pg

=
(
1−
1
p2
)(
βp
p+ 1
+
p1−α(pα − pβ)
p− 1
+
p1−α+β(1 + p+ p2)
(p− 1)(p+ 1)2
)
= 1 + β +
1− β
p
−
pβ−α
1 + p
,
which coincides with (2.24) if γ = 0. 
Our final lemma in this section investigates a multiple sum of multiplicative functions that comes
up in the computation of the main term. We recall the definitions (2.15) and (1.3).
Lemma 2.7. In the range T ≥ 1 one has
(2.25)
∑
|b|,|c|,|f |,|g|,h≤T
µ((b, c, f ,g, h))
∑
q∈N
ϕ(q)
q3
3∏
k=1
(q;α1kα2k)
α1kα2kα3k
= C +O(T ε−1).
Proof. The product C in (1.3) equals the completed sum on the left of (2.25), with all bj, cj , fj , gj
and h running over all natural numbers. We first establish this claim.
The completed sum can be written as an Euler product where the Euler p-factor is given (formally)
by the same sum, but with all variables of summation running over powers of p. The main observation
is that there is no contribution from terms where p2 | q. Indeed, for squarefree variables b, f , g, h,
the numbers α1k and α2k are squarefree, and hence, α1kα2k is cubefree. Then, whenever p
2 | q, we
see that
vp
(
(q;α1kα2k)
α1kα2kα3k
)
= vp
(
1
α3k
)
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is independent of vp(h), and consequently, the contribution from h = 1 and h = p cancel out. Hence,
we may introduce the multiplicative factor µ(q)2 in the expression defining the completed sum. After
this simplification, a mundane computation shows that the p-th Euler factor of this sum coincides
with that of the product (1.3), as we have claimed.
It remains to estimate the error term introduced by completing the sum on the left. To this end
we use Rankin’s trick and bound the characteristic function on x ≥ T by (x/T )ξ, for some 0 < ξ < 1.
Thus it suffices to show that∑
|b|,|c|,|f |,|g|,h
|µ((b, c, f ,g, h))|
∑
q∈N
ϕ(q)
q3
3∏
k=1
(q;α1kα2k)
α1kα2kα3k
(
hξ +
3∑
j=1
(bξj + c
ξ
j + f
ξ
j + g
ξ
j )
)
(2.26)
is absolutely convergent. To see this, first note that the rightmost factor in the preceding display is
a sum of 13 summands, and it is then sufficient to show absolute convergence with only one of these
summands present. Irrespective of which summand is present, we are reduced to multiple sum of
multiplicative terms that we may formally rewrite as an Euler product. As before, its p-th Euler
factor arises from letting all variables run through powers of p. Again as before, since α1kα2k is
cubefree, it is clear that terms affecting convergence in the Euler p-factor come from q | p2. Another
mundane computation then shows that the p-th Euler factor under consideration is of the form
1+O(pξ−2). We take ξ = 1−ε to ensure absolute convergence of the Euler product. This completes
the proof. 
2.5. Mellin inversion formulae. Our first lemma in this section expresses the Fourier integral
(1.10) as a Mellin integral. This features the meromorphic function
(2.27) K(s) =
Γ(s) cos(πs/2)(1− 2s−1)2
(1− s)2
.
Lemma 2.8. Let r ∈ N3 and X1, X2, X3, Y1, Y2, Y3 ≥ 1. Then, whenever the positive numbers c1,
c2 satisfy c1 + c2 < 1, one has
Ir(X,Y) =
64
π
∫
(c2)
∫
(c1)
(X1Y1)
1−s(X2Y2)
1−t(X3Y3)
s+t
rs1r
t
2r
1−s−t
3
K(s)K(t)K(1− s− t)
ds dt
(2πi)2
.
In particular, choosing c1 = c2 = 1/3, we see that
(2.28) Ir(X,Y)≪
(X1X2X3Y1Y2Y3)
2/3
(r1r2r3)1/3
.
Proof. Let B(X,Y ) denote the region 12X ≤ |x| ≤ X ,
1
2Y ≤ |y| ≤ Y . For α, r ∈ R, one has
(2.29)
∫
B(X,Y )
e(αrxy) d(x, y) =
2(Si(12παrXY )− 2Si(παrXY ) + Si(2παrXY ))
παr
,
where
Si(x) =
∫ x
0
sin(t)
t
dt
is the integral sine. By [12, 6.246.1, 8.230.1], the identity
(2.30)
∫ ∞
0
2(Si(x/4)− 2Si(x/2) + Si(x))
x/2
xs−1 dx = 4
∫
(c)
K(s)
ds
2πi
holds for 0 < c < 1, and hence, for the same c, Mellin inversion yields∫
B(X,Y )
e(αrxy) d(x, y) = 4
∫
(c)
K(s)(2πr|α|)−s(XY )1−s
ds
2πi
.
We use this formula twice for the integration over x1, y1, x2, y2 with contours (c1), (c2) such that
c1, c2 > 0, c1 + c2 < 1. Then we integrate over x3, y3 using (2.29) and finally integrate over α by
(2.30). This gives the desired formula. 
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The following lemma computes explicitly a certain multiple Mellin integral whose integrand is a
rational function.
Lemma 2.9. Fix z = (z1, z2) ∈ C2 with Re z1 = Re z2 = 1/3, and for y = (y6, y7, y8, y9) ∈ C4 let
Fz(y) =y6y7
(
1− z1
2
− y6 − y7
)
2y82y9
(
1− z2
2
− 2y8 − 2y9
)
(1− z1 − z2 − y6 − 2y8)
× (z2 − y7 − 2y9)
(
3z1 + z2 − 2
2
+ y6 + y7 + 2y8 + 2y9
)
.
Then
1
(2πi)4
∫
( 1
15
)
∫
( 1
15
)
∫
( 1
15
)
∫
( 1
15
)
(Fz(y))
−1 dy6 dy7 dy8 dy9 =
2
(1− z1)(1− z2)z1z2(z1 + z2)(1− z1 − z2)
.
Proof. This can be obtained by straightforward contour shifts. We shift all contours successively to
the far left (the opposite direction would be possible, too). Each time we pick up two poles, and the
remaining integral vanishes in the limit. If we first compute the innermost integral over y6 in this
way and then divide by 2πi, we arrive at
4(4y9 − z2 + 1)
(2y7 + z1 − 1)(2y8 + z1 + z2 − 1)(2y7 + 4y9 + z1 − z2)(4y8 + 4y9 + 2z1 + z2 − 1)
×
[
y72y82y9
(
1− z2
2
− 2y8 − 2y9
)
(z2 − y7 − 2y9)
]−1
.
We integrate this over y7 and again divide by 2πi, then obtaining
4y9 − z2 + 1
(2y8 + z1 + z2 − 1)(4y8 + 4y9 + 2z1 + z2 − 1)y8y9
(
1−z2
2 − 2y8 − 2y9
)
×
1 + z2
(1− z1)(z1 + z2)(4y9 − z2 + 1)(2y9 − z2)
.
Again, integrating this over y8 and dividing by 2πi, one gets the function
1 + z2
(1− z1)(z1 + z2)y9(2y9 − z2)
·
2(z2 − 1)
z1(1− z1 − z2)(4y9 + z2 − 1)(z2 − 1− 4y9)
.
Finally, ∫
(. . .)
dy9
2πi
=
(1 + z2)2(z2 − 1)
(1− z1)(z1 + z2)z1(1− z1 − z2)
·
−1
(z2 − 1)2(1 + z2)z2
,
and the claim follows. 
The double Mellin integral in the next lemma is related to the archimedean density of our algebraic
variety, cf. Lemma 8.4.
Lemma 2.10. We have∫
( 13 )
∫
( 13 )
Γ(z1)Γ(z2)Γ(1− z1 − z2) cos(
πz1
2 ) cos(
πz2
2 ) cos(
π(1−z1−z2)
2 )
(1− z1)(1− z2)z1z2(z1 + z2)(1− z1 − z2)
dz1 dz2
(2πi)2
=
π
8
(π2 − 3 + 24 log 2).
Proof. We call the left hand side I. First we note the Mellin formula∫ ∞
0
(∫ ∞
y
sin t
t2
dt
)
yu−1 dy =
∫ ∞
0
(∫ ∞
y
cos t
t
dt+
sin y
y
)
yu−1 dy =
Γ(u) cos(πu/2)
u(1− u)
that holds for 0 < Reu < 1 ([12, 6.246.2] and [12, 3.761.4]). Hence, by Mellin inversion, we have
I =
∫ ∞
0
(∫ ∞
y
sin t
t2
dt
)3
dy =
∫ ∞
0
(∫ ∞
1
sin yt
t2
dt
)3 dy
y3
.
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We apply the Fubini-Tonelli theorem and see that we may exchange the order of integrations. This
yields the formula
I =
∫
[1,∞]3
T (t)
t21t
2
2t
2
3
dt
where
T (t) =
∫ ∞
0
sin yt1 sin yt2 sin yt3
y3
dy.
Let sgnβ denote the sign of the real number β. Then, on writing the sin-function in terms of
exponentials, a standard application of the residue theorem shows that
T (t) =
π
16
(
(t1 + t2 + t3)
2 − (t1 + t2 − t3)
2sgn(t1 + t2 − t3)
−(t1 − t2 + t3)
2sgn(t1 − t2 + t3)− (−t1 + t2 + t3)
2sgn(−t1 + t2 + t3)
)
.
If t1 > 0, t2 > 0 and |t1− t2| ≥ 1, a straightforward computation shows (split at |t1− t2| and t1+ t2)∫ ∞
1
T (t)
t21t
2
2t
2
3
dt3 =
π
16t21t
2
2
(
8min(t1, t2) log |t1 − t2| − 8
t1t2
t1 + t2
+ 4(t1 + t2) log
t1 + t2
|t1 − t2|
+ 8
t1t2
t1 + t2
)
= π
(t1 + t2) log(t1 + t2)− |t1 − t2| log |t1 − t2|
4t21t
2
2
,
while for t1 > 0, t2 > 0 and |t1 − t2| < 1, a slightly simpler computation gives∫ ∞
1
T (t)
t21t
2
2t
2
3
dt3 =
π
16t21t
2
2
(
4(t1 + t2) log(t1 + t2)−
2(t1 + t2 − 1)(t1 + t2 + (t1 − t2)2)
t1 + t2
+ 8
t1t2
t1 + t2
)
=
π(1 − (t1 − t2)2 + 2(t1 + t2) log(t1 + t2))
8t21t
2
2
.
Let
T1 = {(t1, t2) ∈ (0,∞)
2 : |t1 − t2| ≥ 1}, T2 = {(t1, t2) ∈ (0,∞)
2 : |t1 − t2| < 1}.
We then have a natural decomposition I = I1 + I2, where
I1 =
∫
T1
π
(t1 + t2) log(t1 + t2)− |t1 − t2| log |t1 − t2|
4t21t
2
2
dt,
I2 =
∫
T2
π(1 − (t1 − t2)
2 + 2(t1 + t2) log(t1 + t2))
8t21t
2
2
dt.
Obvious substitutions deliver that
I1 = 2π
∫ ∞
1
∫ ∞
1
(r + 2t) log(r + 2t)− r log r
4(r + t)2t2
dt dr = 2π
∫ 1
0
∫ ∞
1
(1 + 2rt) log(1 + 2rt)− 2rt log r
4t2r(1 + rt)2
dt dr,
and a similar computation produces
I2 = 2π
∫ 1
0
∫ ∞
1
1− r2 + 2(r + 2t) log(r + 2t)
8(r + t)2t2
dt dr.
The t-integrals in the final expression for Ij have an elementary primitive, and a tedious computation
yields
I =
π
4
∫ 1
0
f(r) dr
where f is defined by
−8r3(1 + r)f(r) =8r log 2 + r(1 + r)(−2 + r + r2 + 8r log 2) + 4r3(1 + r) log(1 + 1/r) log r
+ 4r4 log(4r) + 2(1 + r(3 + r + r2 + 2r3)) log(1 + r)− 2r(2 + r)2 log(2 + r)
− 2r2(1 + 2r)2 log(1 + 2r).
THE MANIN-PEYRE FORMULA FOR A CERTAIN BIPROJECTIVE THREEFOLD 13
Now let
Li2(z) = −
∫ z
0
log(1− t)
t
dt =
∞∑
n=1
zn
n2
be the Dilogarithm, see [16] for basic and more advanced properties of this function. By brute force
one then checks that a primitive of f is given by F , where
8F (r) =−
1
r
− r +
8 log 2
r
− 8r log 2 + 4 log
(
1 +
1
r
)
+ 4r log
(
1 +
1
r
)
+ 4 log r − 4r log r
− 2 log r log
(
1 +
1
r
)
− 4r log r log
(
1 +
1
r
)
− 2(log r)2 − log(1 + r) +
log(1 + r)
r2
+
4 log(1 + r)
r
− 4r log(1 + r) + 2 log r log(1 + r)− 4 log(2 + r) −
8 log(2 + r)
r
+ 4 log(1 + 2r)− 2 log 2 log(1 + 2r) + 8r log(1 + 2r)− 2 log(1 + r) log(1 + 2r)
− 2 Li2(−1− r) − 2 Li2(−r) − 2 Li2(−2r)− 2 Li2(−1− 2r).
In order to evaluate F (1) − F (0), we need to evaluate Li2(−3) + 2Li2(−2) − Li2(−1). It is
well-known that Li2(−1) = −π2/12. Moreover, one confirms by differentiation that the function
x 7→ 2 Li2(x) + Li2(1− x
2)− 2 Li2(−1/x) + 2 log(1− x
2) log x− (log x)2
is constant, and it takes the value π2/6, as can be seen by substituting x = 1. For x = −2 we use
Li2(−1/2) =
1
12π
2 − 12 (log 2)
2 [16, (1.16)] to conclude that
2 Li2(−2) + Li2(−3) = −
π2
3
− 2 log 2 log 3.
Altogether, this gives I = π4 (F (1)− F (0)) =
π
8 (π
2 − 3 + 24 log 2) as required. 
3. An asymptotic formula
This section is devoted to a proof of Proposition 1.2. By symmetry we can assume that
(3.1) r1X1Y1 ≤ r2X2Y2 ≤ r3X3Y3, X2 ≤ Y2.
To begin with, we make the two additional assumptions
(3.2) (r1; r2; r3) = 1, r2X2X3 ≍ r3X3Y3 = Z,
say.
We start our argument by smoothing the summation conditions: let P1, P2, P3, Q1, Q2, Q3 satisfy
1/10 ≤ Pj ≤ Xj/10, 1/10 ≤ Qj ≤ Yj/10, and for 1 ≤ j ≤ 3 let vj be a function of type (Xj , Pj) and
wj be a function of type (Yj , Qj), cf. Section 2.1. Let
N (1)r (X,Y) =
∑ ′
v1(x1)v2(x2)v3(x3)w1(y1)w2(y2)w3(y3),
where the prime indicates summation over (x,y) ∈ Z60 satisfying (1.8). We choose
Pj =
Xj
Ξδ
, Qj =
Yj
Ξδ
, Ξ = min(X1, X2, X3, Y1, Y2, Y3)
for some 0 < δ < 1 to be specified later. A simple divisor argument shows
(3.3) Nr(X,Y) = N
(1)
r (X,Y) +O
(
X1Y1Z
1+εΞ−δ
)
.
Since (r1; r2; r3) = 1, we may write
(3.4) Nr(X,Y) =
∑
(r2;r3)|x1y1
v1(x1)w1(y1)M
(
r2
(r2, r3)
,
r3
(r2, r3)
,
r1x1y1
(r2, r3)
)
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where
M(r′2, r
′
3, h) =
∑
h+r′2x2y2+r
′
3x3y3=0
v2(x2)v3(x3)w2(y2)w3(y3).
We now manipulate M(r′2, r
′
3, h) for h 6= 0, (r
′
2; r
′
3) = 1. We have
M(r′2, r
′
3, h) =
∑
x2
v2(x2)
∑
r3x3y3≡−h (mod r′2|x2|)
v3(x3)w2
(−r′3x3y3 − h
r′2x2
)
w3(y3)
=
∑
x2
v2(x2)
∑
ξ,η (mod r′2|x2|)
r′3ξη≡−h (mod r
′
2|x2|)
∑
x3≡ξ (mod r
′
2|x2|)
y3≡η (mod r
′
2|x2|)
Wr′2,r′3,h(x3, y3;x2),
where
Wr′2,r′3,h(x3, y3;x2) = v3(x3)w2
(−r′3x3y3 − h
r′2x2
)
w3(y3).
By the Poisson summation formula we obtain
(3.5) M(r′2, r
′
3, h) =
∑
x2
v2(x2)
(r′2x2)
2
∑
h1,h2∈Z
Wr′2,r′3,h
(
h1
r′2|x2|
,
h2
r′2|x2|
;x2
)
Sr′3,h(h1, h2; r
′
2|x2|),
where the exponential sum Sr′3,h(h1, h2; r
′
2|x2|) was defined in (2.16), and where
Wr′2,r′3,h(ξ, η;x2) =
∫ ∞
−∞
∫ ∞
−∞
Wr′2,r′3,h(x3, y3;x2)e(−x3ξ − y3η) dx3 dy3
is the Fourier transform with respect to the first two variables. By partial integration it is easy to
see that
Wr′2,r′3,h(ξ, η;x2)≪A,B X3Y3
((
1
P3
+
r′3Y3
r′2Q2X2
)
1
|ξ|
)A((
1
Q3
+
r′3X3
r′2Q2X2
)
1
|η|
)B
holds for any A,B ≥ 0 and x2 ≍ X2. By (2.20), the contribution of the terms h1h2 6= 0 to (3.5) is
therefore at most
(3.6) ≪ Zε(r′2;h)
1/2(r′2)
1/2X3Y3X
3/2
2
(
1
P3
+
r′3Y3
r′2Q2X2
)(
1
Q3
+
r′3X3
r′2Q2X2
)
.
Similarly, by (2.18) and (2.19) the contribution of the terms h1h2 = 0, (h1, h2) 6= (0, 0) is at most
(3.7) ≪ Zε
(r′2;h)
r′2
X3Y3
(
1
P3
+
1
Q3
+
r′3(X3 + Y3)
r′2Q2X2
)
.
Moreover, by (2.17), the contribution of the central term equals∑
(r′3;x2)|h
v2(x2)
(r′2x2)
2
Wr′2,r′3,h (0, 0;x2)
∑
d(r′3;x2)|(r
′
2x2;h)
d(r′3;x2)
2ϕ
(
r′2x2
(r′3;x2)d
)
.
We substitute this back into (3.4) and sum the error terms (3.6) and (3.7) over x1 ≍ X1 and y1 ≍ Y1
(recall (3.1)). We continue to write r′2 = r2/(r2; r3) and r
′
3 = r3/(r2; r3) and see in this way that
N
(1)
r (X,Y) equals the expression
N (2)r (X,Y) =
∑
(r2;r3)|x1y1
v1(x1)w1(y1)
∑
(r′3;x2)|
r1x1y1
(r2;r3)
v2(x2)
(r′2x2)
2
∑
d(r′3;x2)|(r
′
2x2;
r1x1y1
(r2;r3)
)
d(r′3;x2)
2
× ϕ
(
r′2x2
(r′3;x2)d
)∫
R
∫
R
v3(x3)w2
(−r3x3y3 − r1x1y1
r2x2
)
w3(y3) dx3 dy3,
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up to an error that does not exceed
≪Zε
(r′2; r1)X1Y1X3Y3
r′2
(
1
P3
+
1
Q3
+
r′3(X3 + Y3)
r′2Q2X2
)
+ ZεX1Y1X3Y3(r
′
2; r1)
1/2(r′2)
1/2X
3/2
2
(
1
P3
+
r′3Y3
r′2Q2X2
)(
1
Q3
+
r′3X3
r′2Q2X2
)
≪X1Y1Z
1+ε(Ξδ−1 + Ξ2δ−
1
2 ).
(3.8)
In the sum defining N
(2)
r (X,Y), we pull the d-sum outside and introduce a new variable b = (x2; r
′
3).
Then the summation conditions for x1, y1, x2 become
db
(db; r1)
(r2; r3) | x1y1, (x2; r
′
3) = b,
db
(db; r′2)
| x2.
Writing x2 = x
′
2db/(d; r
′
2), the last two conditions are equivalent to (x
′
2d; r
′
3/b) = 1. Hence we can
rewrite the main term as
N (2)r (X,Y) =
∑
b|r′3
∑
(d;r′3/b)=1
(d; r′2)
2
(r′2)
2d
∑
db
(db;r1)
(r2;r3)|x1y1
∑
(x2;r′3/b)=1
ϕ
(
r′2x2
(d; r′2)
)
v2(dbx2/(d; r
′
2))
x22
× v1(x1)w1(y1)
∫
R
∫
R
v3(x3)w2
(−r3x3y3 − r1x1y1
r2dbx2/(d, r′2)
)
w3(y3) dx3 dy3.
By Mo¨bius inversion this equals∑
abc=r′3
µ(a)
a2
∑
(d;r′3/b)=1
(d; r′2)
2
(r′2)
2d
∑
fgh=
db(r2;r3)
(db;r1)
µ(g)
∑
x1,y1
∑
x2
ϕ
(
r′2ax2
(d; r′2)
)
v2(dbax2/(d; r
′
2))
x22
× v1(fgx1)w1(hgy1)
∫
R
∫
R
v3(x3)w2
(−r3x3y3 − r1fg2hx1y1
r2dbax2/(d; r′2)
)
w3(y3) dx3 dy3.
We execute the x2-sum by Lemma 2.5. This introduces an error not exceeding
≪ Zε
∑
abc=r′3
1
a2
∑
d
(d; r′2)
2
(r′2)
2d
∑
fgh=
db(r2;r3)
(db;r1)
X1Y1
fg2h
X3Y3
r′2ax2
(d; r′2)
(
X2(d; r
′
2)
dba
) 1
2
(
dba
(d; r′2)P2
+
dbaY2
(d; r′2)Q2X2
)
≪ Zε
(r′3; r1)
1/2
r′2
X1Y1X3Y3X
1/2
2
(
1
P2
+
Y2
Q2X2
)
≪ X1Y1Z
1+εΞδ−
1
2 .
(3.9)
Next we execute the x1-sum by Poisson summation and keep only the central term. This introduces
an error no larger than
≪
∑
abc=r′3
1
a2
∑
d
(d; r′2)
2
(r′2)
2d
∑
fgh=
db(r2;r3)
(db;r1)
r′2a
(d; r′2)
Y1
gh
X3Y3
(
X1
P1
+
r1Y1X1
r2X2Q2
)
≪ Zε
Y1X3Y3
r′2
(
X1
P1
+
r1Y1X1
r2X2Q2
)
≪ X1Y1Z
1+εΞδ−1;
(3.10)
here we applied (3.1). Finally we execute the y1-sum by Poisson summation and keep only the
central term. This introduces an error of
(3.11) ≪ Zε
X1X3Y3
r′2
(
Y1
Q1
+
r1Y1X1
r2X2Q2
)
≪ X1Y1Z
1+εΞδ−1.
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Hence, up to an error described by (3.9) – (3.11), we can write N
(2)
r (X,Y) in the form
N (3)r (X,Y) =
∑
abc=r′3
µ(a)
a2
∑
(d;r′3/b)=1
(d; r′2)
2
(r′2)
2d
∑
fgh= db
(db;r1)
(r2;r3)
µ(g)
ϕ(r′2a/(d; r
′
2))
ζ(2)
×
∏
p|
r′2a
(d;r′
2
)
(
1−
1
p2
)−1 ∫
R5
v2
(
dbax2
(d; r′2)
)
v1(fgx1)w1(hgy1)v3(x3)
× w2
(−r3x3y3 − r1fg2hx1y1
r2dbax2/(d; r′2)
)
w3(y3)|x2|
−1
d(x1, x2, x3, y1, y3).
A change of variables yields
N (3)r (X,Y) = FrJr(X,Y),
where
Fr = r2
∑
abc=r′3
µ(a)
a2
∑
(d;r′3/b)=1
(d; r′2)
2
(r′2)
2d
∑
fgh= db
(db;r1)
(r2;r3)
µ(g)
fg2h
ϕ(r′2a/(d; r
′
2))
ζ(2)
∏
p|
r′
2
a
(d;r′2)
(
1−
1
p2
)−1
=
1
ζ(2)
∑
abc=r′3
µ(a)
ab
∑
(d;r′3/b)=1
(d; r′2)(db; r1)
d2
∑
fgh= db
(db;r1)
(r2;r3)
µ(g)
g
∏
p|
r′2a
(d;r′
2
)
(
1−
1
1 + p
)
is seen to coincide with the definition (2.22), and where
Jr(X,Y) =
1
r2
∫
R5
v2(x2)v1(x1)w1(y1)v3(x3)w2
(−r3x3y3 − r1x1y1
r2x2
)
w3(y3)|x2|
−1
d(x, y1, y3).
Note that Fr ≪ (r1r2r3)ε. Turning to J , we apply Fourier inversion to see that
w2
(−r3x3y3 − r1x1y1
r2x2
)
=
∫
R
∫
R
w2(y2)e(y2α) dy2 e
(
α
r3x3y3 + r1x1y1
r2x2
)
dα
= r2|x2|
∫
R
∫
R
w2(y2)e(α(r1x1y1 + r2x2y2 + r3x3y3)) dy2 dα.
This double integral is not absolutely convergent, but the integral over α is absolutely convergent,
and this is all we need to justify the following interchange of integrals:
Jr(X,Y) =
∫
R
∫
R6
v1(x1)w1(y1)v2(x2)w2(y2)v3(x3)w3(y3)e(α(r1x1y1+ r2x2y2+ r3x3y3)) d(x,y) dα.
Finally we remove the smooth weight functions. To this end we observe that the estimate
(3.12)
∫ X
X/2
∫ Y
Y/2
e(αrxy) dxdy ≪ min
(
XY,
1
r|α|
)
(cf. (2.29)) holds uniformly for r,X, Y ≥ 1, α ∈ R, and one also has∫
B(X,Y )
e(αrxy) d(x, y) −
∫
R2
v(x)w(y)e(αrxy) d(x, y) ≪ min
(
PY +QX,
1
r|α|
)
,
where, as before, B(X,Y ) denotes the region 12X ≤ |x| ≤ X ,
1
2Y ≤ |y| ≤ Y . This shows that
Jr(X,Y) = Ir(X,Y) +O
(
X1Y1Z
1+εΞ−δ
)
,(3.13)
with Ir as in (1.10). Collecting the error terms (3.3), (3.8), (3.9), (3.10), (3.11) and (3.13) and
choosing δ = 1/6, we have now proved the asymptotic relation
(3.14) Nr(X,Y) = FrIr(X,Y) +O
(
X1Y1(r2X2Y2)
1+ε
min(X1, X2, X3, Y1, Y2, Y3)1/6
)
,
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yet subject to the additional assumptions (3.2).
For fixed r and X1 = X2 = X3 = Y1 = Y2 = Y3 = W , it follows easily from Lemma 2.8 that
Ir(X,Y) ≍r W 4, while the error term is Or(W 23/6+ε). Moreover, both Nr(X,Y) and Ir(X,Y)
are symmetric in r1, r2, r3. Thus letting W → ∞, we conclude that Fr is symmetric in r1, r2, r3,
provided (r1; r2; r3) = 1. By (2.23), also the Euler factors Fr(p) are symmetric, for all primes p.
(This can be checked directly, too, but requires some computation.) By Lemma 2.6b we now infer
that Er = Fr if (r1; r2; r3) = 1, and we have proved Proposition 1.2 under the assumptions (3.2).
It remains to remove these extra assumptions. First, should it be the case that
(3.15) 10(r1X1Y1 + r2X2Y2) ≤ r3X3Y3,
then clearly Nr(X,Y) = 0. We proceed to show that (3.15) also implies that Jr(X,Y) = 0. Indeed,
formally integrating by parts in the α-integral, we obtain that
Jr(X,Y) =
∫
R
∫
R6
v1(x1)w1(y1)v2(x2)w2(y2)v3(x3)w3(y3)
(
−
r1x1y1 + r2x2y2
r3x3y3
)n
× e(α(r1x1y1 + r2x2y2 + r3x3y3)) d(x,y) dα
for any positive integer n. In particular, we conclude that Jr(X,Y) = 0 whenever (3.15) holds. To
justify this formal manipulation, we observe that (by partial integration in any of the x or y-variables)
the α-integral is rapidly decaying at ±∞. Hence we can truncate it (smoothly) with an arbitrarily
small error, pull it inside and integrate by parts, pull it outside and complete the range of integration
again with an arbitrarily small error. This argument shows that the proposition holds trivially under
the assumption (3.15), and hence we can drop our initial assumption r2X2Y2 ≍ r3X3Y3.
By (3.12) we see that the α-integral in the definition of Ir(X,Y) is absolutely convergent, hence
we can make a change of variables to conclude that
Idr(X,Y) = dIr(X,Y)
holds for all d ∈ N. Together with Lemma 2.6a we see
EdrIdr(X,Y) = ErIr(X,Y)
But Ndr(X,Y) = Nr(X,Y), whence we may dismiss the assumption that (r1; r2; r3) = 1. The proof
of the proposition is complete.
4. The elementary part of the argument
4.1. The universal torsor. We keep the notation introduced in Section 2.2. Let A denote the set
of all (a,d, z) ∈ Z30 × N
3 × Z30 that satisfy the lattice equation
(4.1) a1d1 + a2d2 + a2d3 = 0
and the coprimality constraints (2.10) or equivalently (2.11). We recall that the four six-tuples
(±x,±y) satisfying (1.1) are representatives of the same point on V ◦. The following result from [2,
Section 2] provides a parametrization of the points on V ◦.
Lemma 4.1. The mapping A → V ◦ defined by
(4.2)
x1 = a1z1, x2 = a2z2, x3 = a3z3,
y1 = d2d3z1, y2 = d1d3z2, y3 = d1d2z3
is 4-to-1.
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4.2. Upper bounds. We will use frequently the following lattice point count [14, Lemma 3].
Lemma 4.2. Let v ∈ Z3 be primitive and let Hi > 0 (1 ≤ i ≤ 3). Then the number of primitive
u ∈ Z3 that satisfy u1v1 + u2v2 + u3v3 = 0 and that lie in the box |ui| ≤ Hi (1 ≤ i ≤ 3), is
O(1 +H1H2|v3|−1).
We introduce the following notation. For X = (X1, X2, X3), Y = (Y1, Y2, Y3) with Xj , Yj ≥ 1,
H ≥ 1 and r,α, δ, ζ ∈ N3 let Vr;(α,δ,ζ)(X,Y, H) be the set of 9-tuples (a,d, z) ∈ Z
9
0 satisfying
|ajzj | ≤ Xj (1 ≤ j ≤ 3), |didjzk| ≤ Yk ({i, j, k} = {1, 2, 3}),
min(|a1|, |a2|, |a3|, |d1|, |d2|, |d3|, |z1|, |z2|, |z3|) ≤ H,(4.3)
r1a1d1 + r2a2d2 + r3a3d3 = 0,(4.4)
αj | aj , δj | dj , ζj | zj (1 ≤ j ≤ 3).(4.5)
Lemma 4.3. Let H,Xj , Yj , r,α, δ, ζ be as in the preceding paragraph, and write Z = |X|1 + |Y|1.
Then
(4.6) |Vr;(α,δ,ζ)(X,Y, H)| ≪ τ
2
( 3∏
j=1
rjαjδj
)(X1X2X3)2/3(Y1Y2Y3)1/3
(α1α2α3δ1δ2δ3)2/3ζ1ζ2ζ3
(logZ)2 logH.
Proof. We use some ideas from [2, Section 7]. Changing variables
rk 7→ rkαkδk, Xk 7→
Xk
αkζk
, Yk 7→
Yk
δiδjζk
with {i, j, k} = {1, 2, 3}, the general version of (4.6) is reduced to the case where α = δ = ζ =
(1, 1, 1), so that we may concentrate on the latter from now on. Accordingly, we drop α, δ, ζ from
the notation as these are now fixed to (1, 1, 1). Without loss of generality we may also assume that
(r1; r2; r3) = 1.
We first consider the restricted set V˜r(X,Y, H) of (a,d, z) ∈ Vr(X,Y, H) satisfying the additional
condition
(4.7) (r1d1; r2d2; r3d3) = (r1a1; r2a2; r3a3) = 1.
We cut the aj and dj in dyadic ranges Aj < aj ≤ 2Aj and Dj < dj ≤ 2Dj . Lemma 4.2 shows that
the number of (a,d) ∈ N6 satisfying (4.7) and (4.1) in a given dyadic range is at most
(4.8) ≪ min(D1D2D3, A1A2A3) +
∏
j(AjDj)
maxj(AjDj)
≪
3∏
j=1
(AjDj)
2/3.
Summing this over z = (z1, z2, z3) with |zj | ≤ Zj for 1 ≤ j ≤ 3, we obtain that for each 6-tuple of
dyadic ranges Aj , Dj the contribution is
(4.9) ≪ min
(
X1
A1
,
Y1
D2D3
, Z1
)
min
(
X2
A2
,
Y2
D1D3
, Z2
)
min
(
X3
A3
,
Y3
D1D2
, Z3
) 3∏
j=1
(AjDj)
2/3.
If we define Ej = D1D2D3/Dj, the above simplifies to
(4.10) ≪
3∏
j=1
A
2/3
j E
1/3
j min
(
Xj
Aj
,
Yj
Ej
, Zj
)
.
Notice now that as (ν1, ν2, ν3) runs over N
3, the triples (ν2 + ν3, ν1 + ν3, ν1 + ν2) take each value in
N3 at most once. Hence we can replace a summation in which the Dj = 2
νj run over powers of 2
by a sum in which the Ej run over powers of 2. It remains to sum (4.10) over Aj and Ej which run
over powers of 2. For any X,Y,H ≥ 1 we have
(4.11)
∑
A=2ν
A2/3E1/3min
(
X
A
,
Y
E
,H
)
≪ X2/3min(Y,HE)1/3
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uniformly in 1 ≤ E ≤ Y , and
(4.12)
∑
E=2ν
A2/3E1/3min
(
X
A
,
Y
E
)
≪ X2/3Y 1/3
uniformly in 1 ≤ A ≤ X .
If |aj | ≤ H for some 1 ≤ j ≤ 3, then summing (4.10) first over E1, E2, E3 using (4.12) and then
trivially over A1, A2, A3, we arrive at
|V˜r(X,Y, H)| ≪ (X1X2X3)
2/3(Y1Y2Y3)
1/3(logZ)2 logH.
If |zj | ≤ H for some 1 ≤ j ≤ 3, then summing (4.10) first over A1, A2, A3 using (4.11) and then
trivially over E1, E2, E3, we arrive again at
|V˜r(X,Y, H)| ≪ (X1X2X3)
2/3(Y1Y2Y3)
1/3(logZ)2 logH.
Finally, if |dj | ≤ H for some 1 ≤ j ≤ 3, then again we sum (4.10) first over A1, A2, A3 using
(4.11). Noticing that
EiEk
H2
≪ Ej ≪ EiEk, {i, j, k} = {1, 2, 3},
there are at most (logZ)2 logH terms in the sum over E1, E2, E3, and again we obtain
(4.13) |V˜r(X,Y, H)| ≪ (X1X2X3)
2/3(Y1Y2Y3)
1/3(logZ)2 logH.
With the above bound for |V˜r(X,Y, H)| we can easily finish the proof. If (r1a1; r2a2; r3a3) = a
and (r1d1; r2d2; r3d3) = d, we now apply our bounds with Xj(a; r1r2r3)/a in place of Xj and
Yk(d; r1r2r3)
2/d2 in place of Yk. Summing over a and d yields (4.6) in all cases. 
For B,H ≥ 1 and r,α, δ, ζ ∈ N3 let Vr;(α,δ,ζ)(B,H) be the set of 9-tuples (a,d, z) ∈ Z
9
0 satisfying
(4.14) max
1≤j≤3
(|ajzj|)
2 max
{i,j,k}={1,2,3}
(|didjzk|) ≤ B
as well as (4.3), (4.4) and (4.5).
Summing (4.6) over O(logB) tuples (X,Y) = (4j , 4j, 4j , 42−2jB, 42−2jB, 42−2jB), we may now
conclude as follows.
Lemma 4.4. For B,H ≥ 1 and r,α, δ, ζ ∈ N3 we have
|Vr;(α,δ,ζ)(B,H)| ≪ τ
2
( 3∏
j=1
rjαjδj
) B
(α1α2α3δ1δ2δ3)2/3ζ1ζ2ζ3
(logB)3 logH.
A continuous version is given by the following lemma.
Lemma 4.5. Let B,H ≥ 1 and let S = S(B,H) denote the set of points (a,d, z) ∈ [1,∞)9 satisfying
(4.3) and (4.14). Then ∫
S
1
(a1a2a3d1d2d3)1/3
d(a,d, z)≪ B(logB)3(logH).
Proof. This is a simpler version of the proof of Lemmas 4.3 and 4.4, so we can be brief. We cut the
variables into ranges Aj ≤ aj ≤ 2Aj, Dj ≤ dj ≤ 2Dj and zj ≤ Zj. Fix 1 ≤ X,Y,≤ B and consider
first the contribution of points where ajzj ≤ X for 1 ≤ j ≤ 3 and didjzk ≤ Y for {i, j, k} = {1, 2, 3}.
Then the integral restricted to this set is
≪ min
(
X
A1
,
Y
D2D3
, Z1
)
min
(
X
A2
,
Y
D1D3
, Z2
)
min
(
X
A3
,
Y
D1D2
, Z3
) 3∏
j=1
(AjDj)
2/3
as in (4.9). Arguing as in the proof of Lemma 4.3 with X1 = X2 = X3 = X , Y1 = Y2 = Y3 = Y ,
we see that total contribution of all choices Aj , Dj, Zj is≪ X2Y (logB)2 logH , as in (4.13). Finally
summing over O(logB) tuples (X,Y), we complete the proof. 
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5. The analytic part of the argument
5.1. Preliminary transformations. We begin with some notation. In an effort to establish a
sufficiently compact presentation we write a typical vector x ∈ C9 as
(5.1) x = (x1,x2,x3) = (x11, x12, x13;x21, x22, x23;x31, x32, x33).
For a typical index we write ℓ = (i, j) ∈ {1, 2, 3}× {1, 2, 3}. In the notation of the previous sections
we write (x1,x2,x3) = (a,d, z). For vectors x = (x1, . . . , xn), y = (y1, . . . , yn) we write
x · y = (x1y1, . . . , xnyn).
With coordinates on Z90 given by (5.1), let χ : Z
9
0 → [0, 1] be the characteristic function on the
set defined by x11x21 + x12x22 + x13x23 = 0, and let ψ : Z
9
0 → [0, 1] be the characteristic function
on the set of 9-tuples satisfying the coprimality conditions corresponding to (2.11), that is,
(x2i;x2j) = (x3i;x3j) = (x2k;x3k) = 1 (1 ≤ i < j ≤ 3, 1 ≤ k ≤ 3),
(x11;x22;x33) = (x1i;x1j ;x3k) = 1 ({i, j, k} = {1, 2, 3}).
For 0 ≤ ∆ < 1, we then put
(5.2) F∆,B(x) =
3∏
l=1
∏
1≤i<j≤3
{i,j,k}={1,2,3}
f∆
(
|(x1lx3l)2x2ix2jx3k|
B
)
where f∆ was defined in (2.3). Finally, we introduce the sum
N∆(B) =
1
4
∑
x1∈Z30
∑
x2∈N3
∑
x3∈Z30
χ(x)ψ(x)F∆,B(x).
We extend the summation over x2 to Z
3
0 and include an additional factor 1/8. This does not change
the value of N∆(B), but it is notationally slightly more convenient. Recalling the height condition
(1.2), it follows from Lemma 4.1 and (4.2) that N0(B) = N(B), but it is analytically easier to treat
the smooth version N∆(B) for ∆ > 0. But an asymptotic formula of N∆(B) with ∆ > 0 is all what
we require because from (2.4) we readily see that the chain of inequalities
(5.3) N∆(B(1 −∆)) ≤ N(B) ≤ N∆(B)
holds. We remove the function ψ, which captures the coprimality conditions, by Lemma 2.2 and
estimate the error term by Lemma 4.4 with H = B and r = (1, 1, 1). For T ≥ 1 this gives
(5.4) N∆(B) = N∆,T (B) +O
(
B(logB)4T ε−1/3
)
,
where
N∆,T (B) =
1
32
∑
|b|,|c|,|f |,|g|,h≤T
µ((b, c, f ,g, h))
∑
x1∈Z30
∑
x2∈Z30
∑
x3∈Z30
χ(α · x)F∆,B(α · x),(5.5)
and α is as in (2.15). The factor T ε−1/3 in the error term of (5.4) comes from observing that for
every subset S in the error term of Lemma 2.2, the corresponding variables x ∈ S occur by Lemma
4.4 at least with an exponent 4/3− ε in the denominator.
From now on, the analysis will frequently feature multiple Mellin-Barnes integrals over specific
vertical lines, and we write
∫ (n)
for an n-fold iterated such integral; the lines of integration will be
clear from the context or otherwise specified in the text. If all n integrations are over the same line
(β), then we write this as
∫ (n)
(β) .
We continue to manipulate N∆,T (B). Let ∆ > 0, and recall the definition (5.2). We then use
Mellin inversion and the notation (1.13) to recast N∆,T (B) as
1
32
∑
|b|,|c|,|f |,|g|,h≤T
µ((b, c, f ,g, h))
∫ (9)
(1)
∑
x1,x2,x3∈Z30
χ(α · x)
αvxv
∏
ℓ
(
f̂∆(sℓ)B
sℓ
) ds
(2πi)9
,(5.6)
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where v = v(s) = (v1,v2,v3) ∈ C3 × C3 × C3 is defined by
v11 = 2(s11 + s12 + s13), v12 = 2(s21 + s22 + s23), v13 = 2(s31 + s32 + s33),
v21 = s11 + s12 + s21 + s22 + s31 + s32,
v22 = s11 + s13 + s21 + s23 + s31 + s33,
v23 = s12 + s13 + s22 + s23 + s32 + s33,
v31 = 2(s11 + s12 + s13) + s13 + s23 + s33,
v32 = 2(s21 + s22 + s23) + s12 + s22 + s32,
v33 = 2(s31 + s32 + s33) + s11 + s21 + s31,
(5.7)
and ℓ runs over {1, 2, 3}2. In view of (2.2) and (2.5), the s-integral in (5.6) is absolutely convergent.
At this point it would be possible to evaluate the x3-sum directly in terms of Riemann’s zeta
function. This is because χ(α · x) is independent of x3. However, it is easier to treat x1, x2, x3 on
equal footing. By partial summation and then unfolding the integral, we have∑
x1,x2,x3∈Z30
χ(α · x)
αvxv
=
1
αv
(∏
ℓ
vℓ
)∫
[1,∞)9
∑
0<|xℓ|≤Xℓ
χ(α · x)X−v−1 dX
=
1
αv
(∏
ℓ
vℓ
1− 2−vℓ
) ∫
[1,∞)9
∑
1
2Xℓ<|xℓ|≤Xℓ
χ(α · x)X−v−1 dX.
In the notation of Proposition 1.2 this equals
1
αv
(∏
ℓ
vℓ
1− 2−vℓ
)∫
[1,∞)9
Nα1·α2(X1,X2) · 8
3∏
j=1
(
[X3j ]−
[X3j
2
])
X−v−1 dX.
We would like to evaluate this integral with the aid of Proposition 1.2, and this is successful if we
replace the region [1,∞)9 with
(5.8) Rδ := {x ∈ [1,∞) : min(x1, . . . , xn) ≥ max(x1, . . . , xn)
δ}
for 0 < δ < 1/10, say. With this in mind, for such δ, we define
N∆,T,δ(B) =
1
4
∑
|b|,|c|,|f |,|g|,h≤T
µ((b, c, f ,g, h))
∫ (9)
(1)
1
αv
∏
ℓ
vℓ
1− 2−vℓ
×
∫
Rδ
Nα1·α2(X1,X2)
3∏
j=1
(
[X3j ]−
[X3j
2
])
X−v−1 dX
∏
ℓ
f̂∆(sℓ)B
sℓ
ds
(2πi)9
.
(5.9)
The next lemma estimates the error that we infer by throwing away the information in the cusps.
Lemma 5.1. Uniformly for B ≥ 1, T ≥ 1, 0 < ∆ < 1, 0 < δ < 1/10, one has
N∆,T,δ(B) = N∆,T (B) +O
(
T 13δB(logB)4
)
.
We postpone the proof to the end of this section. We will eventually choose T to be a small power
of logB and δ,∆ small powers of (logB)−1, see (5.28).
5.2. The error term. We are now ready to insert the asymptotic formula from Proposition 1.2,
and we also insert the obvious asymptotic formula
[X ]−
[X
2
]
=
X
2
+O(1)
along with the trivial bound
Nα1·α2(X1,X2)≪
(X11X12X13X21X22X23)
1+ε
max(X11X21, X12X22, X13X23)
,
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which follows from a simple divisor argument. This gives
(5.10) Nα1·α2(X1,X2)
3∏
j=1
(
[X3j ]−
[X3j
2
])
= Eα1·α2Iα1·α2(X1,X2)
X31X32X33
8
+ Ψα1·α2(X),
where in the case when X ∈ Rδ, one has the estimate
Ψα1·α2(X)≪
X31X32X33
∏2
i=1
∏3
j=1(αijXij)
1+ε
max(X11X21, X12X22, X13X23)minℓ(X
1/6
ℓ )
≤
( 2∏
i=1
3∏
j=1
α1+εij
)( 2∏
i=1
3∏
j=1
X
2/3+ε− 154 δ
ij
)( 3∏
j=1
X
1− 154 δ
3j
)
.
(5.11)
At this point we see why it is convenient to restrict to the set Rδ: the asymptotic formula of
Proposition 1.2 provides a power saving with respect to the largest variable because of the inequality
min
ℓ
Xℓ ≥
∏
ℓ
X
δ/9
ℓ .
Inserting the right-hand side of (5.10) into (5.9) yields a corresponding decomposition
(5.12) N∆,T,δ(B) = N
(1)
∆,T,δ(B) + E∆,T,δ(B).
In this section we estimate the error term. The bound (5.11) implies the bound∫
Rδ
Ψα1·α2(X)X
v−1 dX≪ δ−9
2∏
i=1
3∏
j=1
α1+εij
that is valid subject to
Re (vij) ≥
2
3
−
δ
60
(1 ≤ i ≤ 2, 1 ≤ j ≤ 3), Re v3j ≥ 1−
δ
60
(1 ≤ j ≤ 3).
Let σ = 19 −
δ
540 . Shifting all contours to Re sℓ = σ, we obtain
E∆,T,δ(B)≪
B1−
δ
60
δ9
∑
|b|,|c|,|f |,|g|,h≤T
( 2∏
i=1
3∏
j=1
α
1
3+ε+
δ
90
ij
) ∫ (9)
(σ)
∏
ℓ
|vℓf̂∆(sℓ)|
|1− 2−vℓ |
|ds|.
Also with later applications in mind, we observe that for Re sℓ ≥ 1/100 the bounds (2.2) and (2.5)
imply that
(5.13) D
(
vℓf̂∆(sℓ)
1− 2−vℓ
)
≪D
∆18
|s11s12 · · · s33|2
,
holds for any differential operator D in the variables s11, . . . , s33. For now we use this with D = id,
getting
E∆,T,δ(B)≪ B
1− δ60 δ−9∆−18T 13+6(
1
3+ε+
δ
90 ).
In particular, we then have
(5.14) E∆,T,δ(B)≪ B
1− δ60 δ−9∆−18T 16,
uniformly for B, T, δ,∆ as in Lemma 5.1.
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5.3. The main term. We insert the main term in (5.10) into (5.9) getting
N
(1)
∆,T,δ(B) =
1
32
∑
|b|,|c|,|f|,|g|,h≤T
µ((b, c, f ,g, h))
∫ (9)
(1)
1
αv
∏
ℓ
vℓf̂∆(sℓ)B
sℓ
1− 2−vℓ
×
∫
Rδ
Eα1·α2 · Iα1·α2(X1,X2)X31X32X33X
−v−1dX
ds
(2πi)9
.
As a first step we would like to make this independent of δ by replacing Rδ (defined in (5.8)) with
the full range [1,∞)9. We write
Rδ = [1,∞)
9 \ Sδ
and obtain a corresponding decomposition
(5.15) N
(1)
∆,T,δ(B) = N
(2)
∆,T (B)−N
(2)
∆,T,δ(B).
We anticipate that N
(2)
∆,T,δ(B) is small and quantify this in the following lemma.
Lemma 5.2. We have
N
(2)
∆,T,δ(B)≪ T
14∆−9δB(logB)4.
Proof. We first consider the s-integral∫ (9)
(1)
1
αv
∏
ℓ
vℓf̂∆(sℓ)B
sℓ
1− 2−vℓ
X−v
ds
(2πi)9
=
∑
n∈N90
∫ (9)
(1)
(2n ·α ·X)−v
∏
ℓ
(vℓf̂∆(sℓ)B
sℓ)
ds
(2πi)9
,
where of course 2n is the vector (2nℓ)ℓ∈{1,2,3}2 . By (2.8) and (5.7), the 9-fold inverse Mellin transform
of s 7→
∏
ℓ vℓf̂ℓ(s) is a linear combination of functions of the type
x 7→
∏
ℓ
ϕℓ(xℓ), ϕℓ = D
νℓf∆
for ν ∈ N90 with |ν|1 = 9. Hence by Mellin inversion, the above 9-fold integral is a linear combination
of expressions of the type ∑
n∈N90
F˜∆,B(2
n ·α ·X),
where F˜ is defined as in (5.2) but with some of the functions f∆ replaced with D
νf∆. Invoking
also the bounds of Lemma 2.6a and (2.28) along with the trivial bound (r1; r2; r3) ≤ (r1r2r3)1/3, it
suffices to bound
T ε
∑
n∈N90
∑
|b|,|c|,|f|,|g|,h≤T
∫
Sδ
|F˜∆,B(2n ·α ·X)|
(X11X12X13X21X22X23)1/3
dX
≪T 13+ε∆−9
∑
n∈N90
∫
Sδ
F0,B˜(n)(X)
(X11X12X13X21X22X23)1/3
dX
with B˜(n) = B(1+∆)2−|n|1 . Here we just used the simple observation that each F˜ is of size O(∆−9)
by (2.4) and the above remarks, and f∆ has support [0, 1+∆]. We can further relax the integral by
integrating over the slightly larger set {X ∈ [1,∞)9 | min(Xℓ) ≤ (2B)δ}, so that the desired bound
follows from Lemma 4.5 with H = (2B)δ and B = B˜(n). 
We now focus on the main term N
(1)
∆,T (B) and introduce some notation. Let z1, z2 ∈ C, and let
v = (v1,v2,v3) as in (5.7). Now define
(5.16) w1 = v1 + (z1, z2, 1− z1 − z2), w2 = v2 + (z1, z2, 1− z1 − z2), w3 = v3,
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and put w = (w1,w2,w3) ∈ C9 so that w is a linear function in s and z = (z1, z2). We use (1.9),
(1.10) and Lemma 2.8 to write
N
(2)
∆,T (B) =
∫
( 13 )
∫
( 13 )
∫ (9)
(1)
GT (s, z)Ξ∆(s, z)B
s ds
(2πi)9
dz1dz2
(2πi)2
,
where
s =
∑
ℓ
sℓ,
and where
GT (s, z) =
∑
|b|,|c|,|f |,|g|,h≤T
µ((b, c, f ,g, h))
αw11 α
w2
2 α
w3
3
∑
q
ϕ(q)
q3
3∏
k=1
(q;α1kα2k),(5.17)
Ξ∆(s, z) =
2
π
K(z1)K(z2)K(1− z1 − z2)
∏
ℓ
vℓf̂∆(sℓ)
1− 2−vℓ
,(5.18)
with K as in (2.27). Here we have quite a bit of flexibility for the s-contours, we only need to make
sure that we stay
(5.19) to the right of poles of f̂∆(sℓ)(1− 2
−vℓ)−1(wℓ − 1)
−1.
This is the case, for instance, if Re sℓ > 1/9 holds for all ℓ. We make the following affine-linear
change of variables in the s-integral:
y1 = v11 − (1− z1), y2 = v21 − (1− z1),
y3 = v12 − (1− z2), y4 = v22 − (1− z2), y5 = −1 + s = −1 +
3∑
i,j=1
sij ,
(5.20)
and y6, . . . , y9 are chosen to make the transformation unimodular, e.g.
(5.21) y6 = s11, y7 = s12, y8 =
1
2
s21, y9 =
1
2
s22.
We write A(y) = s for the corresponding inverse transformation A, whose Jacobian is 1. This gives
(5.22) N
(2)
∆,T (B) =
∫ (11) HT,∆(A(y), z)B1+y5
L(y)
d(y, z)
(2πi)11
with the lines of integration defined by
Re zj = 1/3, Re y1 = . . . = Re y4 = η, Re y5 = 5η, Re y6 = . . . = Re y9 = 1/15,
with
HT,∆(A(y), z) = GT (A(y), z)Ξ∆(A(y), z)
and
L(y) =
∏
ℓ
(wℓ − 1)
= y1y2y3y4(2y5 − y3 − y1)(2y5 − y4 − y2)(y5 − y2 + y1)(y5 − y4 + y3)(y5 + y4 − y3 + y2 − y1),
and η > 0 is chosen so small (say η = 10−6) that we stay to the right of the poles of (wℓ− 1)
−1. The
lines of integration for y6, . . . , y9 are to some extent arbitrary, for instance every line to the right of
1/18 and to the left of 1/12 satisfies Re sℓ > 0 (as one can check by expressing sℓ in terms of yj) and
hence is in agreement with the condition (5.19). The fact that the integrand in (5.22) has 9 polar
lines with 5 variables y1, . . . , y5 shows that we can obtain at most 9− 5 = 4 log-powers in the final
asymptotic formula. By successive contour shifts we show the following asymptotic evaluation.
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Lemma 5.3. Let B ≥ 1, T ≥ 1, 0 < ∆ < 1, 0 < δ < 1/10 and define
(5.23) cT,∆ =
1
24
∫ (6)
HT,∆
(
A(y)|y1=...=y5=0, z
)d(y6, y7, y8, y9, z1, z2)
(2πi)6
,
with Re z1 = Re z2 = 1/3, Re y6 = . . . = Re y9 = 1/15 as lines of integration. Then
(5.24) N
(2)
∆,T (B) =
1
24
cT,∆B(logB)
4 +O(T 14∆−18B(logB)3).
The proof is a straightforward, but tedious computation that we postpone to the next section.
Combining Lemma 5.3 with Lemma 5.2, (5.15), (5.12) and (5.14), we obtain
(5.25) N∆,T,δ(B) =
1
24
cT,∆B(logB)
4 +O
(( T
∆δ
)18
B1−
δ
60 +∆−18T 14B(logB)3(1 + δ logB)
)
.
5.4. Computation of the leading constant. In this section we compute the constant cT,∆ defined
in (5.23). First we observe that y1 = . . . = y5 = 0 in combination with (5.20) and (5.7) implies
(5.26) v1 = v2 = (1− z1, 1− z2, z1 + z2), v3 = (1, 1, 1),
hence w1 = w2 = w3 = (1, 1, 1) by (5.16). Inserting this into (5.17), we conclude from Lemma 2.7
with α = 3/4, say, that
GT
(
A(y)|y1=...=y5=0, z
)
= GT = C +O(T
− 34 ),
where C is as in (1.3). Combining (2.27), (5.18), (5.26), and writing sij in terms of yj by (5.7),
(5.20) and (5.21), we find after a short calculation that
Ξ∆
(
A(y)|y1=...=y5=0, z
)
=
2
π
K(z1, z2)F∆(y6, . . . , y9, z1, z2)
( 1
1− 12
)3
,
where
F∆(y, z) =f̂∆(y6)f̂∆(y7)f̂∆
(
1− z1
2
− y6 − y7
)
f̂∆(2y8)f̂∆(2y9)f̂∆
(
1− z2
2
− 2y8 − 2y9
)
× f̂∆(1− z1 − z2 − y6 − 2y8)f̂∆(z2 − y7 − 2y9)f̂∆
(
3z1 + z2 − 2
2
+ y6 + y7 + 2y8 + 2y9
)
and
K(z1, z2) = Γ(z1) cos
(πz1
2
)
Γ(z2) cos
(πz2
2
)
Γ(1− z1 − z2) cos
(
π(1 − z1 − z2)
2
)
.
We would like to replace F∆(y, z) with F0(y, z) and estimate the corresponding error. For Re zj =
1/3, Re yj = 1/15, Stirling’s formula yields the crude bound K(z1, z2)≪ |z1z2|−1/6, and (2.6) – (2.7)
deliver the bound
F∆(y, z) −F0(y, z)≪ ∆
1
20
(∣∣∣∣1− z22 − 2y8 − 2y9
∣∣∣∣ ∣∣∣∣1− z12 − y6 − y7
∣∣∣∣ |y6y7y8y9|)− 1920 .
We now observe that for Re zj = 1/3, Re yj = 1/15 the integral∫ (4)∫ (2)
|z1z2|
−1/6
(∣∣∣∣1− z22 − 2y8 − 2y9
∣∣∣∣ ∣∣∣∣1− z12 − y6 − y7
∣∣∣∣ |y6y7y8y9|)− 1920 |dz| |dy|
≪
∫ (4)
(|y8 + y9||y6 + y7|)
1
20−
1
6 |y6y7y8y9|
− 1920 |dy| =
(∫
( 115 )
∫
( 115 )
|y6 + y7|
− 760 |y6y7|
− 1920 | dy6 dy7|
)2
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is absolutely convergent, and we conclude that∫ (6)
Ξ∆
(
A(y)|y1=...=y5=0, z
)d(y6, y7, y8, y9, z1, z2)
(2πi)6
=
16
π
∫ (6)
K(z1, z2)F0(y6, . . . , y9, z1, z2)
d(y6, y7, y8, y9, z1, z2)
(2πi)6
+O(∆1/20)
where we integrate over Re zj = 1/3, Re yj = 1/15. We evaluate the y-integral by Lemma 2.9 and
the z-integral by Lemma 2.10. The above discussion now delivers
cT,∆ =
1
24
·
16
π
(
C +O(T−3/4)
)(π
4
(π2 − 3 + 24 log 2) +O(∆1/20)
)
=
π2 − 3 + 24 log 2
6
C +O
(
∆1/20 + T−3/4
)
.
(5.27)
5.5. The endgame. We are ready to complete the proof of Theorem 1.1. Collecting (5.4), Lemma
5.1, (5.25) and (5.27), we find that
N∆(B) = N∆,T,δ(B) +O
(
B(logB)4
( 1
T 1/4
+ T 13δ
))
=
π2 − 3 + 24 log 2
6 · 24
CB(logB)4
+O
(
B(logB)4
( 1
T 1/4
+∆1/20 + T 14∆−18
(
δ +
1
logB
))
+
( T
∆δ
)18
B1−
δ
60
)
.
By (5.3), the passage from N∆(B) to N(B) introduces an error ∆B(logB)
4 that is already present
in the above asymptotic formula, hence the same formula holds for N(B). We now choose
(5.28) δ =
1
(logB)99/100
, ∆ =
1
(logB)1/24
, T = (logB)1/120.
to complete the proof of Theorem 1.1, but it remains to provide proofs for Lemmas 5.1 and 5.3.
5.6. Proof of Lemma 5.1. In order to estimate the difference between N∆,T,δ(B) and N∆,T (B),
we reverse the steps between (5.5) and (5.9) and eventually use Lemma 4.4. Starting from (5.9), we
have
N∆,T,δ(B) =
1
32
∑
|b|,|c|,|f |,|g|,h≤T
µ((b, c, f ,g, h))
∫ (9)
(1)
1
αv
∏
ℓ
( vℓ
1− 2−vℓ
f̂∆(sℓ)B
sℓ
)
×
(∫
Rδ
∑
1
2Xℓ<|xℓ|≤Xℓ
ℓ∈{1,2,3}2
χ(α · x)X−v−1 dX
) ds
(2πi)9
with α as in (2.15). For a vector σ ∈ {0, 1}9 we define Xσ = (2σℓXℓ)ℓ∈{1,2,3}2 and
Rδ(σ) = {X ∈ [1,∞)
9 | min(2σℓXℓ) ≥ max(2
σℓXℓ)
δ}.
By a change of variables, the integral over Rδ equals∑
σ∈{0,1}9
(−2)|σ|1
∫
Rδ(σ)
∑
0<|xℓ|≤Xℓ
χ(α · x)X−v−1σ dX,
and by partial summation this equals(∏
ℓ
1
vℓ
) ∑
σ∈{0,1}9
(−1)|σ|12−
∑
ℓ σℓvℓ
∑ (σ,δ)
+
x∈Z90
χ(α · x)
xv
,
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where
∑(σ,δ)
+ denotes a summation over x satisfying
min
ℓ
(2σℓ |xℓ|) ≥ max
ℓ
(2σℓ |xℓ|)
δ,
and correspondingly we write
∑(σ,δ)
− for a summation with the opposite condition
(5.29) min
ℓ
(2σℓ |xℓ|) < max
ℓ
(2σℓ |xℓ|)
δ.
In this this notation, one has N∆,T (B)−N∆,T,δ(B)≪M∆,T,δ(B) where
M∆,T,δ(B) =
∑
|b|,|c|,|f |,|g|,h≤T
∑
σ∈{0,1}9
∣∣∣∫ (9)
(1)
2−
∑
ℓ σℓvℓ
∑ (σ,δ)
−
x∈Z90
χ(α · x)
αvxv
∏
ℓ
f̂∆(sℓ)B
sℓ
1− 2−vℓ
ds
(2πi)9
∣∣∣.
We write the factor (1 − 2−vℓ)−1 as a geometric series and apply Mellin inversion to recast the
integral as ∑
k∈N90
∑ (σ,δ)
−
x∈Z90
χ(α · x)F∆,B
(
α · (2kℓ+σℓxℓ)ℓ
)
,
so that
M∆,T,δ(B) =
∑
|b|,|c|,|f |,|g|,h≤T
∑
x∈Z30
χ(α · x)Gα(x)
with
Gα(x) =
∑
σ∈{0,1}9
∑
k∈N90
F∆,B(α · (2
kℓ+σℓxℓ)ℓ)Ψσ,δ(x),
in which Ψσ,δ is the characteristic function of the set defined by (5.29). In particular,
suppGα ⊆ {x ∈ R
9 | min(|xℓ|) ≤ (2B(1 + ∆))
δ}, Gα(x)≪
∑
k∈N90
F0,B(1+∆)
(
α · (2kℓxℓ)ℓ
)
.
By Lemma 4.4 with (2B(1 + ∆))δ in place of H and B(1 + ∆) in place of B we conclude that
M∆,T,δ(B)≪
∑
|b|,|c|,|f |,|g|,h≤T
∑
k∈N90
2−(
2
3−ε)
∑
ℓ kℓB(logB)3 log(Bδ)≪ δT 13B(logB)4,
as desired.
6. Proof of Lemma 5.3
We start with the evaluation of N
(2)
∆,T (B), defined in (5.22), and prove (5.24). We perform various
contour shifts with the variables y1, . . . , y5. The variables y6, . . . , y9, z1, z2 will be kept fixed. We
will always stay in the region |Re y1|, . . . , |Re y5| ≤ 10η with η = 10−6 as before, and we remember
our choice Re z1 = Re z2 = 1/3. In this region we have Rewℓ ≥ 1− 40η, as one can check from (5.7),
(5.16), (5.20) and (5.21), and we derive now rather crude, but convenient bounds for the function
HT,∆(s, z) and its derivatives appearing in the integrand of (5.22) (the derivatives are needed for
residue computations). Let Dj denote a differential operator of degree j in s11, . . . , s33. Then for
Rewℓ ≥ 1− 40η we obtain by the most trivial estimates
(6.1) DjGT (s, z)≪j
∑
|b|,|c|,|f |,|g|,h≤T
3∏
k=1
α1−Rew1k+ε1k α
1−Rew2k+ε
2k ≪ T
13+720η+ε ≪ T 14.
Similarly, for Re sℓ > 1/100 we conclude from (5.13) that
(6.2) DjΞ∆(s, z)≪j ∆
−18|s11s12 · · · s33z1z2|
−2.
We now shift successively the y1, . . . , y4 contours to Re yj = −jη, 1 ≤ j ≤ 4, thereby picking
up a simple pole at 0 and a remaining integral. This leaves us altogether with 16 terms, some
of which are identical by symmetry. We denote by V ⊆ {y1, y2, y3, y4} the set of variables that
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have not been integrated out and distinguish several cases. For notational simplicity we write
H˜(y1, . . . , y5) = HT,∆(A(y), z).
6.1. Case I: V = ∅. The term consisting only of residues equals∫
(5η)
H˜(0, 0, 0, 0, y5)By5
4y55
dy5
2πi
=
1
4
H˜(0)
(logB)4
4!
+O((logB)3T 14∆−18)
by shifting the contour to Re y5 = −η, say, and spelling out the leading term of the residue, while
estimating the lower order terms and the remaining integral trivially (and crudely) by (6.1) and
(6.2).
6.2. Case II: V = {y1}. Here we have∫
(−η)
∫
(5η)
H˜(y1, 0, 0, 0, y5)By5
2y1y25(y5 − y1)(2y5 − y1)(y5 + y1)
dy5 dy1
(2πi)2
.
Shifting the line Re y5 = 5η to Re y5 = −η/3, we pick up a pole at y5 = −y1 and y5 = 0, the latter of
which as well as the remaining integral we estimate trivially. Hence the previous expression equals∫
(−η)
H˜(y1, 0, 0, 0, 0)B−y1
12y51
dy1
2πi
+O(T 14∆−18 logB) = −
1
12
H˜(0)
(logB)4
4!
+O(T 14∆−18(logB)3)
which we realize after shifting the line of integration to Re y1 = η and spelling out only the leading
term of the residue at y1 = 0. The same evaluation holds for V = {y2}, V = {y3}, V = {y4}.
6.3. Case IIIa: V = {y1, y2}. In∫
(−η)
∫
(−2η)
∫
(5η)
H˜(y1, y2, 0, 0, y5)B
y5
y1y2y5(y5 + y1 − y2)(y5 − y1 + y2)(2y5 − y1)(2y5 − y2)
dy5 dy2 dy1
(2πi)3
we shift the line Re y5 = 5η to Re y5 = −η/3 and argue similarly. Up to an error of O(T 14∆−18)
coming from the simple pole at y5 = 0, we pick up the residue at y5 = y1 − y2, which equals∫
(−2η)
∫
(−η)
H˜(y1, y2, 0, 0, y1 − y2)By1−y2
2y1y2(y1 − y2)2(2y1 − 3y2)(y1 − 2y2)
dy1 dy2
(2πi)2
= O(T 14∆−18 logB),
as we see from shifting Re y1 to −5/2η and estimating trivially the contribution of the double pole
at y2 = y1. The same bound holds by symmetry for V = {y3, y4}.
6.4. Case IIIb: V = {y1, y3}. In∫
(−η)
∫
(−3η)
∫
(5η)
H˜(y1, 0, y3, 0, y5)By5
2y1y3y5(y5 + y1)(y5 − y1 − y3)(2y5 − y1 − y3)(y5 + y3)
dy5 dy3 dy1
(2πi)3
we shift the line Re y5 = 5η to Re y5 = −η. Up to an error of O(T
14∆−18) for the simple pole at
y5 = 0 we get contributions from two poles at y5 = −y1 and y5 = −y3. The former yields∫
(−3η)
∫
(−η)
H˜(y1, 0, y3, 0,−y1)B−y1
2y21y3(y1 − y3)(2y1 + y3)(3y1 + y3)
dy1 dy3
(2πi)2
= O(T 14∆−18 logB),
as one finds after shifting the line Re y1 = −η to Re y1 = η/2 and estimating trivially the double
pole at y1 = 0. The latter yields∫
(−η)
∫
(−3η)
H˜(y1, 0, y3, 0,−y3)B−y3
2y1y23(y3 − y1)(y1 + 2y3)(y1 + 3y3)
dy3 dy1
(2πi)2
.
We shift the line Re y3 = −3η to Re y3 = η/4. Up to an error of O(T 14∆−18 logB), we get a
contribution of the pole at y3 = y1, and its residue is
−
∫
(−η)
H˜(y1, 0, y1, 0,−y1)B−y1
24y51
dy1
2πi
=
1
24
H˜(0)
(logB)4
4!
+O(T 14∆−18(logB)3).
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6.5. Case IIIc: V = {y2, y3}. In∫
(−2η)
∫
(−3η)
∫
(5η)
H˜(0, y2, y3, 0, y5)B
y5
y2y3(2y5 − y2)(y5 − y2)(2y5 − y3)(y5 + y2 − y3)(y5 + y3)
dy5 dy3 dy2
(2πi)3
we shift the line Re y5 = 5η to Re y5 = −η/2. We pick up one pole at y5 = −y3 that contributes∫
(−2η)
∫
(−3η)
H˜(0, y2, y3, 0,−y3)B−y3
3y2y23(2y3 − y2)(y2 + y3)(y2 + 2y3)
dy3 dy2
(2πi)2
.
We shift the line Re y3 = −3η to Re y3 = η/2. The pole at y3 = 0 contributes O(T
14∆−18 logB),
and the residue at y3 = y2/2 equals
−
2
9
∫
(−2η)
H˜(0, y2, y2/2, 0,−y2/2)B−y2/2
y52
dy2
2πi
=
1
72
H˜(0)
(logB)4
4!
+O(T 14∆−18(logB)3),
as is readily confirmed by shifting the line of integration to the far right. The same evaluation holds
for V = {y1, y4}.
6.6. Case IIId: V = {y2, y4}. We consider∫
(−2η)
∫
(−4η)
∫
(5η)
H˜(0, y2, 0, y4, y5)By5
2y2y4y5(y5 − y2)(y5 − y4)(2y5 − y2 − y4)(y5 + y2 + y4)
dy5 dy4 dy2
(2πi)3
.
We begin by moving Re y5 = 5η to Re y5 = −η. Observing the pole at y5 = −y2 − y4, we then see
that this integral equals∫
(−4η)
∫
(−2η)
H˜(0, y2, 0, y4,−y2 − y4)B
−y2−y4
6y2y4(y2 + y4)2(2y2 + y4)(y2 + 2y4)
dy2 dy4
(2πi)2
+O(T 14∆−18).
Next, by shifting Re y2 = −2η to Re y2 = 5η, we pick up three residues and a remaining integral of
size O(T 14∆−18B−η). The pole at y2 = −y4 contributes O(T 14∆−18 logB), the pole at y2 = 0 gives
−
∫
(−4η)
H˜(0, 0, 0, y4,−y4)B−y4
12y54
dy4
2πi
=
1
12
H˜(0)
(logB)4
4!
+O(T 14∆−18(logB)3),
and the pole at y2 = −y4/2 contributes
4
9
∫
(−4η)
H˜(0,−y4/2, 0, y4 − y4/2)B−y4/2
y54
dy4
2πi
= −
1
36
H˜(0)
(logB)4
4!
+O(T 14∆−18(logB)3).
6.7. Case IVa: V = {y2, y3, y4}. We wish to evaluate∫ (4) H˜(0, y2, y3, y4, y5)By5
y2y3y4(y5 + y3 − y4)(y5 + y4 − y3 + y2)(y5 − y2)(y3 − 2y5)(y2 + y4 − 2y5)
d(y2, y3, y4, y5)
(2πi)4
,
with integrations over Re y2 = −2η, Re y3 = −3η, Re y4 = −4η, Re y5 = 5η. First, we shift
Re y5 = 5η to Re y5 = −η/2. The remaining integral is O(T 14∆−18B−η/2) and we pick up a pole at
y5 = −y2 + y3 − y4 with residue∫ (3) H˜(0, y2, y3, y4,−y2 + y3 − y4)B−y2+y3−y4
y2y3y4(y2 − 2y3 + 2y4)(2y2 − y3 + y4)(2y2 − y3 + 2y4)(3y2 − 2y3 + 3y4)
d(y2, y3, y4)
(2πi)3
;
here the integrations are over the same lines as before. Next, we shift Re y3 = −3η to Re y3 = −7η.
The remaining integral then is O(T 14∆−18B−η), and we pick up a pole at y3 = (2y4 + y2)/2 with
residue
−4
3
∫
(−4η)
∫
(−2η)
H˜(0, y2, y4 + y2/2, y4,−y2/2)B−y2/2
y22y4(2y2 + y4)(y2 + 2y4)(3y2 + 2y4)
dy2 dy4
(2πi)2
= O(T 14∆−18 logB),
as is readily seen after shifting Re y2 = −2η to Re y2 = η. The same bound holds, by symmetry, for
V = {y1, y2, y4}.
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6.8. Case IVb: V = {y1, y3, y4}. In this case we consider∫ (4) H˜(y1, 0, y3, y4, y5)By5
y1y3y4(y3 − y4 + y5)(y5 − y1 − y3 + y4)(y1 + y5)(y4 − 2y5)(y1 + y3 − 2y5)
d(y1, y3, y4, y5)
(2πi)4
,
with integrations over the linesRe y1 = −η, Re y3 = −3η, Re y4 = −4η, Re y5 = 5η. As in the
previous case, we shift Re y5 = 5η to Re y5 = −η/2. The remaining integral is O(T
14∆−18B−η/2),
the pole at y5 = y1 + y3 − y4 contributes O(T 14∆−18), and we are left with the pole at y5 = −y1.
The latter has residue∫ (3) H˜(y1, 0, y3, y4,−y1)B−y1
y1y3y4(y1 − y3 + y4)(2y1 + y3 − y4)(2y1 + y4)(3y1 + y3)
d(y1, y3, y4)
(2πi)3
,
with lines of integrations as before. We shift Re y1 = −η to Re y1 = η/2. The remaining integral is
O(T 14∆−18B−η/2), the pole at y1 = 0 contributes O(T
14∆−18), and we only need to consider the
pole at y1 = (y4 − y3)/2 whose residue contributes
−
4
3
∫
(−4η)
∫
(−3η)
H˜((y4 − y3)/2, 0, y3, y4, (y3 − y4)/2)B(y3−y4)/2
(y3 − y4)2(y3 − 3y4)(y3 − 2y4)
dy3 dy4
(2πi)2
.
Now we shift Re y3 = −3η to Re y3 = −5η. The remaining integral is O(T 14∆−18B−η), and the
pole at y3 = y4 contributes O(T
14∆−18 logB). The same bound holds in the case V = {y1, y2, y3}.
6.9. Case V: V = {y1, y2, y3, y4}. Finally, in the case where none of the variables has been inte-
grated out, we shift Re y5 = 5η to −η/2; the remaining integral is O(T 14∆−18B−η/2), and we pick
up a pole with residue∫ (4) H˜(y1, y2, y3, y4, y1 − y2 + y3 − y4)By1−y2+y3−y4
y1y2y3y4(y1 − y2 + 2y3 − 2y4)(2y1 − 2y2 + y3 − y4)
×
1
(2y1 − 3y2 + 2y3 − 3y4)(y1 − 2y2 + y3 − 2y4)
d(y1, y2, y3, y4)
(2πi)4
.
Here, all lines of integration are given by Re yj = −jη. We shift Re y1 to −7/2η. The remaining
integral is O(T 14∆−18B−η/2), and we pick up a simple pole at y1 = y2 − (y3 − y4)/2 with residue
−
4
3
∫ (3) H˜(y2 − (y3 − y4)/2, y2, y3, y4, (y3 − y4)/2)B(y3−y4)/2
y2y3y4(y3 − y4)(−2y2 + y3 − y4)(−y2 + y3 − 2y4)(−2y2 + y3 − 3y4)
d(y2, y3, y4)
(2πi)3
,
with lines of integration still given by Re yj = −jη. Next we shift the line for y3 to Re y3 − 5η. The
remaining integral is O(T 14∆−18B−η), and the pole at y3 = y4 contributes O(T
14∆−18).
Summarizing all previous calculations, we obtain (5.24) from Cases I, II (with multiplicity 4),
IIIb, IIIc (with multiplicity 2) and IIId, since
1
4
−
4
12
+
1
24
+
2
72
+
1
12
−
1
36
=
1
24
.
7. The geometry of the crepant resolution
Let X ⊂ P2×P2×P2 be the smooth triprojective variety described in (1.6) with trihomogeneous
coordinates (x,y, z) = (x1, x2, x3; y1, y2, y3; z1, z2, z3). The aim of this chapter is to compute Peyre’s
alpha invariant of X . We will not specify the base field as the results in this chapter are purely
algebraic and independent of the base field.
Along with X we consider the non-singular biprojective surface Y ⊂ P2 × P2 defined in biho-
mogeneous coordinates (y, z) by y1z1 = y2z2 = y3z3, and the subvariety Z ⊂ P2 × P2 defined in
bihomogeneous coordinates (x, z) by x1z1+ x2z2+ x3z3 = 0. We also recall that V ⊂ P2×P2 is the
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singular biprojective cubic threefold with bihomogeneous coordinates (x,y) = (x1, x2, x3; y1, y2, y3)
as in (1.1). There are natural projections
p : X → Y, g : X → Z, f : X → V
defined by p : (x,y, z) 7→ (y, z), g : (x,y, z) 7→ (x, z), f : (x,y, z) 7→ (x,y). We will frequently
use these maps and its corresponding induced functorial maps. We will also use the G3m-action on
P2 × P2 × P2 defined by
γ(x,y, z) = (γ1x1, γ2x2, γ3x3; γ1y1, γ2y2, γ3y3; γ
−1
1 z1, γ
−1
2 z2, γ
−1
3 z3)
for γ =(γ1, γ2, γ3) ∈ G3m, and its restriction to G
3
m-actions on X , P
2×P2 and Z, the latter two given
by
(7.1) γ(x, z) = (γ1x1, γ2x2, γ3x3; γ
−1
1 z1, γ
−1
2 z2, γ
−1
3 z3).
The morphism g is then G3m-equivariant and the base extension of the morphism h : Y → P
2,
(y, z) 7→ z along the second projection pr2 : Z → P
2. As h is the blow-up of P2 at the three points
where two of the z-coordinates vanish, we thus obtain that g is the blow-up at the union of the three
disjoint lines li on Z defined by
(7.2) li : xi = zj = zk = 0
for {i, j, k} = {1, 2, 3}.
7.1. The pseudoeffective cone. Nine integral subsurfaces of X will be important for the compu-
tation of α(X): if 1 ≤ i ≤ 3 and {j, k} = {1, 2, 3}\ {i} , then
Di ⊂ P2 × P2 × P2 is defined by the equations xi = yi = zj = zk = 0,
Ei ⊂ P2 × P2 × P2 is defined by the equations xjzj + xkzk and yj = yk = zi = 0,
Fi ⊂ P2 × P2 × P2 is defined by the equations xi = xjyk + xkyj = xjzj + xkzk = 0 and
yjzj − yizi = ykzk − yizi = 0.
Here Di is isomorphic to P
1 × P1 while Ei is a P1-bundle over the line in P2 × P2 with coordinates
(y, z) defined by yj = yk = zi = 0. For (x,y, z) ∈ Fi, we note that one of the two equalities
(xj , xk) = (yj ,−yk) or (xj , xk) = (zk,−zj) holds in P1. Hence p : X → Y restricts to an isomor-
phism from Fi to Y .
The α-invariant is defined by means of Cartier divisors. As X is smooth, we may also view such
divisors as Weil divisors [13, p. 141] and regard them as members of the free abelian group DivX
generated by the prime divisors. We may then extend this group to the group DivRX = DivX⊗ZR
of R-divisors and consider the submonoid of effective R-divisors (see [15, p. 48]). The pseudoeffective
cone Ceff(X) ⊂ PicX ⊗R is the closure of the convex cone spanned by the classes of all effective R-
divisors on X (see [15, p. 47]). The main result of this subsection is Proposition 7.1 below, asserting
that Ceff(X) is spanned by the nine classes [Di], [Ei], [Fi], 1 ≤ i ≤ 3. We start with the following
lemma.
Lemma 7.1. The group G3m acts trivially on PicX.
Proof. The surface Y is a del Pezzo surface of degree six and PicY is spanned by the classes of its
six lines. The image p∗(PicY ) of the functorial map p∗ : PicY → PicX is therefore spanned by the
classes of all Di and Ei. As Di and Ei are G
3
m-invariant, G
3
m acts trivially on p
∗(PicY ).
Next, let L = pr∗1(OP2(1)) be the sheaf associated to the first projection pr1 of X ⊂ P
2×P2×P2.
Then, [L] + p∗(PicY ) generates PicX/p∗(PicY ) ∼= Z as X is a P1-bundle over Y . As G3m acts
trivially on [L] and p∗(PicY ), it acts trivially on PicX . 
The following lemma will make it easier to determine Ceff(X).
Lemma 7.2. An effective divisor on X is linearly equivalent to a G3m-invariant effective divisor on
X.
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Proof. An effective divisor D on X is given by the vanishing of a global section of the invertible
OX -module L = OX(D). As G
3
m stabilizes the class of L in PicX , it therefore follows from the
proof of [17, Prop. 1.5, p. 34] that we may endow L with a G3m-linearization (see also [13, Prop.
2.3]). This is equivalent to a lifting of the G3m-action on X to a G
3
m-action on the line bundle L→X
defined by L (see [17, p. 31]). There is thus an induced rational representation of G3m on H
0(X,L).
Since G3m is diagonalizable ([25, p. 21]), this induced rational representation must be a direct sum of
one-dimensional ones. Hence there is a G3m-invariant one-dimensional subspace S of H
0(X,L). The
divisor of zeros of S ([13, p. 157]) is then a G3m-invariant effective divisor on X linearly equivalent
to D, as desired. 
In the following we will use G3m-linearizations on invertible sheaves L on P
2×P2 and Z compatible
with (7.1). To construct such a linearization on L = OP2×P2(m,n), let 〈m,n〉 =
(
m+3
3
)(
n+3
3
)
− 1 and
hm,n : P
2 × P2 → P〈m,n〉
be the morphism defined by all monomials of bidegree (m,n) in (x1, x2, x3; z1, z2, z3). Then we have
OP2×P2(m,n) = h
∗
m,nOP〈m,n〉(1), and there is a natural G
3
m-action on H
0(P〈m,n〉, OP〈m,n〉(1)) given
by
(7.3) (γG)(x, z) =G(γ1x1, γ2x2, γ3x3; γ
−1
1 z1, γ
−1
2 z2, γ
−1
3 z3)
for homogeneous polynomials G(x, z) of bidegree (m,n). This G3m-action gives rise to a G
3
m-
linearization onOP(1), which may be pulled back to aG
3
m-linearization onOP2×P2(m,n) = h
∗
m,nOP〈m,n〉(1)
(see [17, Prop. 1.7, p. 34]). Similarly, by considering the restriction of hm,n to Z, we obtain a
G3m-linearization on OZ(m,n) such that the induced restriction from H
0(P2 × P2, OP2×P2(m,n)) to
H0(Z,OZ(m,n)) is G
3
m-equivariant.
Lemma 7.3. Let ∆ be a G3m-invariant effective divisor on Z. Then there exists a one-dimensional
G3m-invariant subspace S of H
0(P2 × P2, OP2×P2(m,n)) such that ∆ is the divisor of the section
sZ ∈ H0(Z,OZ(m,n)) for any s ∈ S \ {0}.
Proof. Every effective divisor on Z is the divisor div(σ) of some global section σ of an invertible
sheaf L on Z. It is well known (cf. e.g. [23, Th. 2.4]) that any invertible sheaf on Z is isomorphic to
some OZ(m,n) where m,n ≥ 0 whenever H0(Z,OZ(m,n)) 6= 0. We may and shall thus assume that
L = OZ(m,n) for m,n ≥ 0. An effective divisor ∆ on Z will then correspond to a one-dimensional
subspace Σ of H0(Z,OZ(m,n)) for some m,n ≥ 0 (cf. [13, p. 157]), and ∆ will be G3m-invariant if
and only if Σ is G3m-invariant.
We now apply the Ku¨nneth formula in [22] to pr∗1(OP2(k)) ⊗ pr
∗
2(OP2(l)). We then obtain that
H1(P2 × P2, OP2×P2(k, l)) = 0 as H
1(P2, OP2(k)) = 0 for all k. In particular, we conclude that
H1(P2×P2, OP2×P2(m−1, n−1)) = 0, and hence the restriction map from H
0(P2×P2, OP2×P2(m,n))
to H0(Z,OZ(m,n)) must be surjective.
As this restriction map isG3m-equivariant and theG
3
m-representation onH
0(P2×P2, OP2×P2(m,n))
is a direct sum of one-dimensional ones, there is some one-dimensional G3m-invariant subspace of
H0(P2 × P2, OP2×P2(m,n)), which restricts to Σ on Z. 
We prepare for the statement of the next lemma with a definition. A bihomogeneous polyno-
mial G(x, z) of bidegree (m,n) is said to be an eigenpolynomial under G3m if it is contained in
a one-dimensional G3m-invariant subspace of H
0(P2 × P2, OP2×P2(m,n)). In other words, G is an
eigenpolynomial if and only if for each γ ∈ G3m, we can find a constant c such that γG = cG under
the action in (7.3). In the following lemma, monomials in three variables occur. We write these in
the compact form xa = xa11 x
a2
2 x
a3
3 for a ∈ N
3
0. Confusion with the notation (1.13) that was used in
the analytic part should not arise.
Lemma 7.4. Let G(x, z) be a bihomogeneous eigenpolynomial under G3m. Then there exists a mono-
mial M0 = x
ezf and a ternary homogeneous polynomial H such that G =M0H(x1z1, x2z2, x3z3).
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Proof. Let I be the set of all sixtuples (a1, a2, a3, b1, b2, b3) such that x
azb is a monomial in G
with non-zero coefficient. As γM = γa−bM for M = xazb, the characters sending γ ∈ G3m to
γa−b ∈ Gm coincide for all sixtuples in I. The triples (a1 − b1, a2 − b2, a3 − b3) and the sixtuples
(e1, e2, e3, f1, f2, f3) with
ei = max(ai − bi, 0), fi = max(bi − ai, 0)
will thus be the same for all sixtuples in I. Hence, defining M0 = x
ezf , we get that M =
M0
∏
i(xizi)
min(ai,bi) for any monomial M = xazb in G with non-zero coefficient. Thus there exists
a homogeneous polynomial H of degree
3∑
i=1
min(ai, bi) =
1
2
3∑
i=1
(ai + bi − ei − fi) ≥ 0
with G =M0H(x1z1, x2z2, x3z3). 
We now consider the images g∗(∆) ∈ DivX of effective divisors ∆ ∈ DivZ under the functorial
map g∗ : DivZ → DivX .
Lemma 7.5. Let H(t1, t2, t3) be a ternary homogeneous polynomial of degree n not divisible by
t1 + t2 + t3, and let ∆ ∈ DivZ be the effective divisor defined by H(x1z1, x2z2, x3z3). Then the
multiplicity of Di in g
∗(∆) ∈ DivX is equal to n for i = 1, 2 and 3.
Proof. Let Z0 ⊂ Z be the subscheme associated to ∆ (cf. [13, p. 145]) and let l1, l2, l3 be the three
lines on Z described in (7.2). Then, D1 +D2 +D3 is the exceptional divisor (cf. [11, App. B6]) of
the blow-up g : X → Z at l1 ∪ l2 ∪ l3. Therefore, the multiplicity of Di in g∗(∆) must be equal to
the multiplicity mi of Z0 along li (see [11, p. 79] for the definition of mi and [13, Ch. 5, Prop. 5.3]
for the proof of a similar statement).
It suffices to prove the assertion for D3 and we may also use the equation x1z1+x2z2+x3z3 = 0 for
Z to eliminate t3 = −t1 − t2. This replaces H(t1, t2, t3) by a non-zero binary form G(t1, t2). Then,
Z0 is the subscheme of P
2 × P2 defined by (x1z1 + x2z2+ x3z3, G(x1z1, x2z2)) and l3 the subscheme
defined by (z1, z2, x3). It is now clear from the definition of m3 that m3 = n, as G(x1z1, x2z2) is of
degree n with respect to (z1, z2). 
We are now in a position to determine Ceff(X). Recall that PicX is a free abelian group of rank
five ([4, Theorem 4]).
Proposition 7.1. The pseudoeffective cone Ceff(X) is spanned by the nine classes [Di], [Ei], [Fi],
1 ≤ i ≤ 3.
Proof. By Lemma 7.2, it is enough to show that the class [D] ∈ PicX of any G3m-invariant effective
divisor D on X is in the cone spanned by the nine classes above. To do this, it suffices to treat
the case where none of D1, D2, D3 occur in the prime decomposition of D as D1, D2 and D3 are
G3m-invariant.
Now let DU be the restriction of D to U = X \ ∪3i=1Di and let gU : U → Z be the restriction
of g to U . Then gU is an open immersion with Z \ gU (U) of codimension two in Z. The functorial
map g∗U : DivZ → DivU is thus an isomorphism, which restricts to an isomorphism between
the submonoids of G3m-invariant effective divisors on Z and U . There are therefore a unique G
3
m-
invariant effective divisor ∆ on Z with g∗U (∆) = DU and unique non-negative integers ni with
g∗(∆) = D +
∑3
i=1 niDi .
By Lemma 7.3 and Lemma 7.4 there is a decomposition ∆ = ∆′ + ∆′′ into two G3m-invariant
effective divisors on Z where ∆′ is defined by a monomial xeyf and ∆′′ by H(x1z1, x2z2, x3z3) for a
ternary form H(t1, t2, t3). As the divisors of xi (resp. zi) are given by Di+Fi (resp. Dj +Dk+Ei),
we infer that
g∗(∆′) =
3∑
i=1
ei(Di + Fi) +
3∑
i=1
fi(Dj +Dk + Ei).
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By Lemma 7.5 we have also a decomposition g∗(∆′′) = n(D1+D2+D3)+D
∗ where n = deg H and
D∗ is an effective divisor where D1, D2 and D3 do not occur. By adding these two decompositions
and comparing the result with g∗(∆) = D +
∑3
i=1 niDi, we obtain that
D = D∗ +
3∑
i=1
eiFi +
3∑
i=1
fiEi.
Moreover, as g∗(∆′′) is linearly equivalent to the divisor n(Di + Fi) + n(Dj + Dk + Ei) of x
n
i z
n
i ,
we get that [D∗] = n [Ei + Fi] for any i ∈ {1, 2, 3} and that [D] belongs to the cone spanned by
[E1] , [E2] , [E3] , [F1] , [F2] and [F3]. 
7.2. Computation of α(X). In this section we compute Peyre’s α-invariant (see [18, Def. 2.4]) for
X . To do this, we let D0 (resp. D4) be the effective divisors given by L(z) = 0 (resp. M(x) = 0) for
two fixed ternary linear forms L and M . We then have the following linear equivalences
(7.4) Ei ∼ D0 −Dj −Dk
as div(zi = 0) ∼ D0, and
(7.5) Fi ∼ D4 −Di
as div(xi = 0) ∼ D4.
Lemma 7.6. The divisor 2D0 −D1 −D2 −D3 + 2D4 is an anticanonical divisor on X.
Proof. The canonical sheaf ωV is isomorphic to OV (−2,−1) as V is of bidegree (1, 2). Further, by
[4, Theorem 4] we have that ωX = f
∗ω for the morphism f : X → V . Hence the divisor 2D4+(Di+
Ej +Ek) of M(x)
2yi is anticanonical. Moreover, 2D4+Di+Ej +Ek ∼ 2D0−D1−D2−D3+2D4
by (7.4), thereby completing the proof. 
Now let Ceff(X)
∨ ⊂ Hom(PicX⊗R, R) be the dual cone of all linear maps Λ : PicX⊗R→ R such
that Λ([D]) ≥ 0 for every effective divisor D on X , and let l : Hom(PicX ⊗R,R)→ R be the linear
map which sends Λ to Λ([−KX ]). We then endow Hom(PicX ⊗ R,R) with the Lebesque measure
ds normalized such that the lattice Hom(PicX,Z) has covolume 1, and we endow HX = l
−1(1)
with the measure ds/dl. Explicitly, if w0, . . . , w4 are coordinates for Hom(PicX ⊗ R,R) = R5 with
respect to a Z-basis of L and l(w0, . . . , w4) = α0w0 + . . .+ α4w4, then
ds
dl
= dw1 . . . d̂wi . . . dw5/ |αi|
whenever αi 6= 0.
After these preparations, we can now define α(X) as
α(X) =
∫
Ceff(X)∨∩HX
ds
dl
.
If we let e0, . . . , e4 be the Z-basis of L with ei([Dj ]) = δij , then we have the following
Lemma 7.7.
(a) The hyperplane HX ⊂ R5 is defined by the equation 2w0 − w1 − w2 − w3 + 2w4 = 1.
(b) The dual cone Ceff(X)
∨ is defined by the inequalities
w4 ≥ wi ≥ 0, 1 ≤ i ≤ 3;
w0 − wi − wj ≥ 0, 1 ≤ i < j ≤ 3.
Proof. (a) One has l(w0, w1, w2, w3, w4) =
∑4
i=0 ei([−KX ])wj by the definition of l. Hence l =
2w0 − w1 − w2 − w3 + 2w4 by Lemma 7.6.
(b) One has
∑4
i=0 wiei ∈ Ceff(X)
∨ if and only if
∑4
i=0 wiei([D]) ≥ 0 for all [D] ∈ Ceff(X). Hence,
by Proposition 7.1 we have that (w0, w1, w2, w3, w4) ∈ Ceff(X)∨ if and only if
∑4
i=0 wiei([D]) ≥ 0
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for any D ∈ {D1, D2, D3, E1, E2, E3, F1, F2, F3}. Now by using (7.4) and (7.5) and ei([Dj ]) = δij ,
we conclude that these nine inequalities are the same as the inequalities in the statement of the
lemma. 
We are now prepared to compute the α-invariant of X :
Proposition 7.2. One has
α(X) =
1
2632
=
1
576
.
Proof. Eliminating w0 = (1+w1 +w2 +w3 − 2w4)/2 and then using symmetry between w1, w2, w3,
we obtain from Lemma 7.7 that
α(X) =
1
2
· 6 · vol(Q),
where Q ⊂ R4 is defined by the inequalities
w4 ≥ w1 ≥ w2 ≥ w3 ≥ 0 and w1 + w2 + 2w4 ≤ 1 + w3.
Changing variables by the unimodular linear transformation
v1 = w1 − w2, v2 = w2 − w3, v3 = w3, v4 = w4 − w1,
we find that α(X) = 3vol(P ), where P ⊂ [0,∞)4 is defined by 3v1 + 4v2 + 3v3 + 2v4 ≤ 1. Hence,
α(X) =
1
4!
3
3 · 4 · 3 · 2
=
1
2632
.

8. The adelic volume of X
We keep the notation of the previous chapter. The aim of this chapter is to give an explicit
description of Peyre’s Tamagawa measure µH on X(A) = X(R)×
∏
pX(Qp), and to compute the
volume µH(X(A)). The interest in this comes from Peyre’s prediction [19] that the constant c in
the expected asymptotic formula
N(B) = cB(logB)rk PicX−1(1 + o(1))
should be given by c = α(X)µH(X(A)).
8.1. Heights and adelic metrics. The morphism f : X → V restricts to an isomorphism between
the open subsets X◦ ⊂ X and V ◦ ⊂ V defined by x1x2x3y1y2y3 6= 0. We conclude that
N(B) = |{w ∈ V ◦(Q) : H(w) ≤ B}| = |{x ∈ X◦(Q) : H(f(x)) ≤ B}|
where the height H : V (Q)→ N was defined in (1.2) for a certain choice of representatives and can
also be written as
H(x,y) =
∏
v
max
1≤i,j≤3
∣∣x2i yj∣∣v .
The aim of this section is to reinterpret this height and H ◦ f : X(Q) → N in terms of adelic
metrics on ω−1V and ω
−1
X as in [18]. These metrics will be constructed by means of global sections
on ω−1V and ω
−1
X = f
∗(ω−1V ), which we obtain by glueing local sections on the open subsets Vi,j ⊂ V
and Xi,j ⊂ X where xiyj 6= 0.
We write (P2 × P2)i,j for the open subset of P2 × P2 where xiyj 6= 0. On this set, we shall use
affine coordinates. For k 6= i and l 6= j these are given by
x
(i)
k =
xk
xi
and y
(j)
l =
yl
yj
.
Then Vi,j ⊂ (P2 × P2)i,j is the affine hypersurface in A4 defined by Fij = 0, where
Fi,j(x
(i)
i+1, x
(i)
i+2, y
(j)
j+1, y
(j)
j+2) = x
(i)
1 y
(j)
2 y
(j)
3 + x
(i)
2 y
(j)
1 y
(j)
3 + x
(i)
3 y
(j)
1 y
(j)
2 ;
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here and in the following we put x
(i)
i = y
(j)
j = 1 and we interpret indices i, j, k in Z/3Z.
There is a unique global section s of ωP2×P2(D) which for any choice of i, j restricts to
s(P2×P2)i,j =
dx
(i)
i+1
x
(i)
i+1
∧
dx
(i)
i+2
x
(i)
i+2
∧
dy
(j)
j+1
y
(j)
j+1
∧
dy
(j)
j+2
y
(j)
j+2
∈ Γ
(
(P2 × P2)i,j , ωP2×P2(D)
)
.
This can be seen directly because one has
dx
(i)
i+1
x
(i)
i+1
∧
dx
(i)
i+2
x
(i)
i+2
=
dx
(k)
k+1
x
(k)
k+1
∧
dx
(k)
k+2
x
(k)
k+2
on the open subset of P2 where xixk 6= 0. Alternatively, this claim is a special case of a general
result for toric varieties (see [4, Lemma 12]). The latter result also shows that s is a global generator
of the OP2×P2-module ωP2×P2(D).
Now put F = x1y2y3 + x2y1y3 + x3y1y2, and then define
(8.1) ωi,j =
x1x2x3y1y2y3
x2i yjF
s ∈ Γ
(
(P2 × P2), ωP2×P2(V + 2Hxi +Hyi)
)
,
where Hxi (resp. Hyi) are the prime divisors on P
2 × P2 defined by the vanishing of xi (resp. yj).
Then, ωi,j is a global generator of ωP2×P2(V + 2Hxi +Hyi) with
ωi,j =
1
Fi,j
dx
(i)
i+1 ∧ dx
(i)
i+2 ∧ dy
(j)
j+1 ∧ dy
(j)
j+2
on (P2 × P2)i,j .
We now consider the Poincare´ residue map Res: ωP2×P2(V )→ ι∗ωV for the inclusion map ι : V →
P2 × P2. The Poincare´ residue map is usually given as a homomorphism ΩnW (V )→ ι∗Ω
n−1
V for the
inclusion map ι : V → W of a non-singular hypersurface V ⊂ W in an n-dimensional non-singular
variety (cf. [Re3, p. 89], for example). More generally, one can also use Poincare´ residues to define
local sections on the canonical sheaf ωV of an arbitrary normal hypersurface V ⊂ W (cf. [We]) as
one still gets regular (n − 1)-forms on the non-singular locus Vns of V and since ωV = j∗Ω
n−1
Vns
for
the inclusion map j : Vns → V . After these general remarks we return to our specific situation.
By regarding ωi,j as a local section of ωP2×P2(V ) on (P
2 × P2)i,j we obtain a local section
Res(ωi,j) ∈ Γ(Vi,j , ωV ), where
Res(ωi,j) = (−1)
pos(z)+1 1
∂Fi,j/∂z
dx
(i)
i+1 ∧ . . . d̂z . . . ∧ dy
(j)
j+2,
on the open subset of Vi,j where ∂Fi,j/∂z 6= 0 and pos(z) ∈ {1, 2, 3, 4} is the position of z ∈
{x
(i)
i+1, x
(i)
i+2, y
(j)
j+1, y
(j)
j+2}. This defines Res(ωi,j) on the non-singular locus Ui,j of Vi,j with Res(ωi,j) 6=
0 everywhere on Ui,j . As Vi,j is normal, we may then extend Res(ωi,j) to a volume form on Vi,j by
a standard argument (see [13, p. 181]).
Hence there is an inverse nowhere vanishing local section τi,j = Res(ωi,j)
−1 ∈ Γ(Vi,j , ω
−1
V ) with
τi,j = (−1)
pos(z)+1∂Fi,j/∂z
∂
∂x
(i)
i+1
∧ . . .
∂̂
∂z
. . . ∧
∂
∂y
(j)
j+2
on the non-singular locus of Vi,j .
We shall also write σi,j ∈ Γ(Xi,j , ω
−1
X ) for the local section corresponding to
f∗τi,j := τi,j ⊗ 1 ∈ Γ
(
f−1(Vi,j), f
−1ω−1V ⊗f−1OV OX
)
= Γ
(
Xi,j, f
∗ω−1V
)
.
As τi,j ∈ Γ(Vi,j , ω
−1
X ) is inverse to the volume form Res(ωi,j) on Vi,j , we conclude that σi,j is inverse
to the volume form σ−1i,j on Xi,j corresponding to
f∗(Res(ωi,j)) = Res(ωi,j)⊗ 1 ∈ Γ
(
f−1(Vi,j), f
−1ωV ⊗f−1OV OX
)
= Γ (Xi,j , f
∗ωV ) .
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Lemma 8.1. Let i, j, k, l ∈ {1, 2, 3}.
(a) We have τi,j =
(
x
(k)
i
)2
y
(l)
j τk,l on Vi,j ∩ Vk,l.
(b) We have σi,j =
(
x
(k)
i
)2
y
(l)
j σk,l on Xi,j ∩Xk,l.
Proof. (a) By (8.1) we have ωi,j =
(
x
(i)
k
)2
y
(j)
l ωk,l on Vi,j∩Vk,l. Hence Res(ωi,j) =
(
x
(i)
k
)2
y
(j)
l Res(ωk,l)
and τi,j =
(
x
(k)
i
)2
y
(l)
j τk,l on Vi,j ∩ Vk,l.
(b) Let a ∈ Γ(Xi,j ∩Xk,l, OX) be the image of a ∈ Γ(Xi,j ∩Xk,l, OX) = Γ(Xi,j ∩Xk,l, f
−1OV ) under
the natural map from f−1OV to OX . Then,
f∗(aτk,l) = aτk,l ⊗ 1 = a(τk,l ⊗ 1) = af
∗(τk,l)
on Xi,j∩Xk,l. Hence f∗(τi,j) =
(
x
(k)
i
)2
y
(l)
j f
∗(τk,l) on Xi,j∩Xk,l by (a), thereby proving the assertion
in (b). 
The lemma implies that τi,j ∈ Γ(Vi,j , ω
−1
V ) extends to a global anticanonical section that we still
denote by τi,j ∈ Γ(V, ω
−1
V ). Similarly, we let σi,j be the global anticanonical section on X defined
by σi,j = f
∗τi,j .
For each place v of Q, the global sections τi,j , 1 ≤ i, j ≤ 3, define a v-adic norm on ω
−1
V with
(8.2) ‖τ(wv)‖v = mini,j
∣∣∣∣ ττi,j (wv)
∣∣∣∣
v
= min
i,j
|τRes(ωi,j)|v
for a local section τ of ω−1V defined at wv ∈ V (Qv). Here the minimum is taken over all i, j ∈ {1, 2, 3}
such that τi,j(wv) 6= 0. This definition is similar to the definition in [18, pp. 107-108], although it is
called a v-adic metric there.
In the same way we may define a v-adic norm on ω−1X by letting
(8.3) ‖σ(xv)‖v = mini,j
∣∣∣∣ σσi,j (xv)
∣∣∣∣
v
.
for a local section σ of ω−1X defined at xv ∈ X(Qv). Here now the minimum is taken over all
i, j ∈ {1, 2, 3} such that σi,j(xv) 6= 0. We then have, just as in [4, Lemma 15], the following result.
Lemma 8.2.
(a) Let w ∈ V (Q) and τ be a local section of ω−1V with τ(w) 6= 0. Then H(w) =
∏
v ‖τ(w)‖
−1
v .
(b) Let x ∈ X(Q) and σ be a local section of ω−1X with σ(x) 6= 0. Then H(f(x)) =
∏
v ‖σ(x)‖
−1
v .
Proof. On applying the product formula
∏
v |α|v = 1 for α ∈ Q
∗, it suffices in both cases to prove the
formula for one local section. To prove (a), suppose that w ∈ Vk,l and let τ = τk,l. Then τ(w) 6= 0,
and by (8.2) and Lemma 8.1(a) we see that
‖τ(w)‖−1v = maxi,j
∣∣∣∣ τi,jτk,l (wv)
∣∣∣∣
v
=
1
|x2kyl|v
max
i,j
∣∣x2i yj∣∣v
holds for each place v. Hence the desired identity
∏
v ‖τ(w)‖
−1
v = H(w) follows from the product
formula.
To prove (b), we may assume that x ∈ Xk,l and choose σ = σk,l. The proof is then the same as
for (a), but based on using (8.3) and Lemma 8.1(b). 
8.2. The volume of the adelic space X(A). We now describe Peyre’s Tamagawa measure µH
on X(A) = X(R)×
∏
pX(Qp) defined by the adelic metric on ω
−1
X of all v-adic norms in (8.3), and
compute the volume of the adelic space X(A) with respect to this measure.
To obtain this measure, we recall the definition in [18, (2.2.1)] of a measure µv onX(Qv) associated
to a v-adic norm on ω−1X . Let |σ
−1
i,j |v be the v-adic density on Xi,j(Qv) of the volume form σ
−1
i,j on
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Xi,j . Then, for a Borel subset Nv of Xi,j(Qv), and with the v-adic norm on ω
−1
X defined in (8.3),
we put
µv(Nv) =
∫
Nv
|σ−1i,j |v
maxk,l
∣∣σk,lσ−1i,j ∣∣v .
This defines a measure µv on X(Qv). On applying Lemma 8.1(b), we may rewrite this as
µv(Nv) =
∫
Nv
|σ−1i,j |v
maxk,l
∣∣(x(i)k )2y(j)l ∣∣v .
As usual, we write µ∞ = µv when Qv = R and µp = µv when Qv = Qp.
Lemma 8.3. Let
D =
{
w ∈ V ◦(R) : |x1| ≤ |x3|, |x2| ≤ |x3|, |y1| ≥ |y2|, x
(3)
1 > 0, y
(3)
1 > 0
}
.
Then
µ∞(X(R)) = 24
∫
D
∣∣Res(dx(3)1 ∧ dx(3)2 ∧ dy(3)1 ∧ dy(3)2 )∣∣
max
(
y
(3)
1 , 1
) .
Proof. As the inverse image f∗
(
τ−1i,j
)
of the volume form τ−1i,j = Res(ωi,j) on Vi,j is sent to the
volume form σ−1i,j on Xi,j under the canonical map from f
∗ωV → ωX , we have thus for Borel subsets
N ⊂ X◦(R) that
(8.4) µ∞(N) =
∫
f(N)
|Res(ωi,j)|
maxk,l |σk,lRes(ωi,j)|
=
∫
f(N)
|Res(ωi,j)|
maxk,l
∣∣(x(i)k )2y(j)l ∣∣ .
for any fixed i, j ∈ {1, 2, 3}.
The hyperoctahedral group Z2 ≀S3 of order 23×3! acts on the affine hypersurface in A6 defined by
F = 0. This group consists of signed symmetries over ̺ ∈ S3 sending (xi, yi) to one of (x̺(i), y̺(i))
or −(x̺(i), y̺(i)) for i ∈ {1, 2, 3} and we obtain in this way an action of Z2 ≀ S3 on V as well. As
the symmetry sending all (x,y) to −(x,y) is trivial on V , we get in fact a faithful action of the
octahedral group O of order 24 on V , which preserves V ◦. The set D is a fundamental domain for
the (measure-preserving) action of this group, hence µ∞(V
◦(R)) = 24µ∞(D).
We now apply (8.4) with i = j = 3. Then ω3,3 = dx
(3)
1 ∧ dx
(3)
2 ∧ dy
(3)
1 ∧ dy
(3)
2 and
max
1≤k≤3
∣∣(x(3)k )2∣∣ max
1≤l≤3
∣∣y(3)l ∣∣ = max(∣∣y(3)1 ∣∣, 1)
on D. Hence
µ∞(D) =
∫
D
∣∣Res(dx(3)1 ∧ dx(3)2 ∧ dy(3)1 ∧ dy(3)2 )∣∣
max
(∣∣y(3)1 ∣∣, 1)
and we are done.

We are now prepared to compute µ∞(X(R)) explicitly. This is the counterpart to Lemma 2.10.
Lemma 8.4. We have µ∞(X(R)) = 96 log 2− 12 + 4π
2.
Proof. Set t1 = x
(3)
1 , t2 = x
(3)
2 , u1 = y
(3)
1 and u2 = y
(3)
2 . Then F3,3 = t1u2 + t2u1 + u1u2 and
|Res(ω3,3)| =
dt1du1dt2
|∂F3,3/∂u2|
=
dt1du1dt2
|t1 + u1|
.
Moreover, we have the equivalences
|y1| ≥ |y2| ⇐⇒ |u1| ≥ |u2| ⇐⇒ |t2| ≤ |t1 + u1|
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as −u1t2 = (t1 + u1)u2 on V . By the previous lemma we conclude that
µ∞(X(R))
24
=
∫ ∞
0
∫ 1
−1
∫ min(1,|t1+u1|)
t2=0
dt2
|t1 + u1|
dt1 du1
max (u1, 1)
=
∫ ∞
0
∫ 1
−1
min
(
1
|t+ u|
, 1
)
dt du
max (u, 1)
=
∫ 2
0
2− u+ log(u + 1)
max (u, 1)
du +
∫ ∞
2
log
(
u+ 1
u− 1
)
du
u
,
and a straightforward computation now shows that this quantity equals 4 log 2− 12+
π2
6 , as desired. 
To compute the p-adic volumes µp(X(Qp)), we shall make use of the scheme X ⊂ P2Z × P
2
Z × P
2
Z
with coordinates (x,y, z) defined by the equations x1z1 + x2z2 + x3z3 = 0 and y1z1 = y2z2 = y3z3.
It is smooth over Z, and there is an extension of f : X → V to a morphism f : X → V with
f(x,y, z) = (x,y) onto the subscheme V ⊂ P2Z × P
2
Z defined by x1y2y3 + x2y1y3 + x3y1y2 = 0.
There is also a functorial homomorphism f∗ωV /Z → ωX/Z of invertible OX -modules for the relative
canonical (or dualising) invertible sheaves ωV /Z and ωX/Z, which must be an isomorphism as f and
the base extensions f
Fp
: XFp → V Fp are crepant (see [4, Theorem 4]).
Now consider the dual isomorphism from ω−1X/Z to f
∗ω−1V /Z. It extends the isomorphism from
ω−1X to f
∗ω−1V that was used to define σi,j = f
∗τi,j . We may thus extend σi,j to global sections
σi,j = f
∗τ i,j of ω
−1
X/Z = f
∗ω−1V /Z as follows. We first define τ i,j and σi,j on the principal open subsets
where xiyj 6= 0 in the same way as we defined σi,j and τi,j , and we then use an analogue of Lemma
8.1 for V and X to extend these sections to global sections.
Lemma 8.5. For all primes p one has
µp(X(Qp)) = 1 +
5
p
+
5
p2
+
1
p3
.
Proof. In [21, Def. 2.9] there is defined a measure mp on X(Zp) called the model measure for
which mp(X(Zp)) = |X(Fp)|/pdimX (see [21, Cor. 2.15]). As X ×Z Fp is a P1-bundle over a del
Pezzo surface B of degree 6 over Fp, we conclude that |X(Fp)| =
(
p2 + 4p+ 1
)
(p+ 1) and
mp(X(Zp)) = 1 +
5
p
+
5
p2
+
1
p3
.
As X is proper over Z, there is a natural bijection X(Zp) = X(Qp). To complete the proof of the
lemma, it is thus enough to show that mp = µp. The definitions of mp and µp are both based on
Peyre’s construction [18, (2.2.1)] of a measure on X(Qv) associated to a v-adic norm on ω
−1
X . For
mp one uses a p-adic norm ‖ · ‖∗p called the model norm, as described in [21, (2.9)]. Thus it only
remains to prove that this norm coincides with the p-adic norm ‖ · ‖p in (8.3) used to define µp.
Therefore, let σ be a local section of ω−1X defined at xp ∈ X(Qp). To show that ‖σ‖
∗
p = ‖σ‖p in a
neighbourhood of xp, we choose i, j such that xp ∈ Xi,j(Qp). The restriction of ω
−1
X to U = Xi,j is
a free OU -module generated by σi,j as σi,j is the inverse to the volume form f
∗(Res(ωi,j)) on Xi,j .
By the same argument one obtains that the restriction of ω−1X/Z to U = X i,j is a free OU -module
generated by σi,j . As σi,j restricts to σi,j on Xi,j , we conclude from the definition of the model
norm (see [21, 1.9 and 2.9]) that ‖σi,j‖∗p = 1 on Xi,j , and by (8.3) that |σi,j |p = 1 on Xi,j . Hence
‖σ‖∗p = |σ/σi,j |p‖σi,j‖
∗
p = |σ/σi,j |p‖σi,j‖p = ‖σ‖p
in a neighbourhood of xp, as was to be shown.
Now let
Lp(s,PicX) = det(1− p
−sFrp | Pic
(
XFp)⊗Q
)−1
.
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Then, as Gal(Fp/Fp) acts trivially on Pic (XFp)
∼= Z5, we conclude that
Lp(s,PicX) = (1 − p
−s)−5,
so that
L(s,PicX) =
∏
all p
Lp(s,PicX) = ζ(s)
5
In particular,
lim
s→1
(s− 1)5L(s,PicX) = 1 and Lp(1,PicX)
−1 =
(
p− 1
p
)5
.
Peyre’s measure µH on X(A) = X(R)×
∏
pX(Qp) is therefore given by
µH = µ∞ ×
∏
p
(p− 1
p
)5
µp,
and it is shown in [19, Def. 4.6] that this gives a well defined measure on X(A). As X(Q) is dense
in X(A), we conclude (see [19, Def. 4.8]) that
(8.5) µH(X(A)) = µ∞(X(R))
∏
p
(
p− 1
p
)5
µp(X(Qp)).
We may now combine the conclusions of Lemma 8.4, Lemma 8.5 and (8.5) to infer the following
result.
Proposition 8.1. Peyre’s Tamagawa constant τH(X) = µH(X(A)) associated to the adelic metric
of all v-adic norms in (8.3) is given by
τH(X) =
(
96 log 2− 12 + 4π2
)∏
p
(
1 +
5
p
+
5
p2
+
1
p3
)
.
8.3. The leading term of the asymptotic formula. We finally show that the asymptotic formula
forN(B) in Theorem 1.1 is in accordance with conjectures made in [19]. As the biprojective threefold
V defined by (1.1) is singular, we cannot refer to the original conjectures of Manin [10] and Peyre
[18]. To overcome this, we make use of the observation in Section 8.1 that
N(B) = {x ∈ X◦(Q) : (H ◦ f)(x) ≤ B} .
We have also seen in (8.3) that
H(f(x)) =
∏
v
‖σ(x)‖−1v
for a local anticanonical section σ with σ(x) 6= 0. We may therefore refer to the conjectures of
Peyre [19] for “almost” Fano varieties instead. The following result shows that X satisfies the three
conditions for being such a variety.
Lemma 8.6. Let X ⊂ P2 × P2 × P2 be as before. Then
(a) H1(X,OX) = H
2(X,OX) = 0;
(b) The geometric Picard group Pic(X
Q
) is torsion-free;
(c) The anticanonical class is in the interior of Ceff(X).
Proof. To prove (a), we apply the Leray spectral sequence Hi(Y,Rjp∗OX) =⇒ Hi+j(X,OX) to
the P1-bundle p : X → Y . Then, we obtain isomorphisms Hi(Y,OY ) = Hi(X,OX) for all i, with
H1(Y,OY ) = H
2(Y,OY ) = 0 for a del Pezzo surface.
For (b), we use that X is a P1-bundle over a del Pezzo surface Y of degree 6. This gives
Pic(X
Q
) ∼= Pic(YQ)⊕ Z
∼= Z5.
Finally (c) follows from Lemma 7.7 and the fact that 3Di + Ej + Ek + Fi is an anticanonical
divisor if {i, j, k} = {1, 2, 3} (see Lemma 7.6). 
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If we implicitly assume that there are no accumulating subvarieties on X outside X \X◦, then
Peyre’s “empiric formula” in [19, (5.1)] for an almost Fano variety X suggests that
{x ∈ X◦(Q) : H(f(x)) ≤ B} ∼ ΘH(X)B(logB)
r−1,
where r = rk Pic X and ΘH(X) = α(X)τH(X). As r = 1 + rk Pic Y = 5 and
ΘH(X) =
π2 − 3 + 24 log 2
144
∏
p
(
1 +
5
p
+
5
p2
+
1
p3
)
by Propositions 7.2 and 8.1, the asymptotic formula in Theorem 1.1 is therefore of the form predicted
by Peyre [19].
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