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This paper presents potential of application of fuzzy sets classifier as the support for medical 
diagnosing. For the classification purposes there will be generated an expert matrix, created using 
genetic algorithm described below. This paper discuses effectiveness of such classification method on 
the sample medical records. It is assumed, that the developed methodology could be successfully used 
in many other fields of science. 
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1 Introduction 
This paper proposes a fuzzy set classifier. This solution could help physicians in diagnosing 
patients' symptoms that could only be described using natural language terms like "strong pain", 
"weak itching" or "very strong nausea". Researchers have proposed various diagnosing-aiding 
methods but fuzzy sets algorithm seems to be the closest to human language due to its symptoms’ 
description flexibility. Because it is really hard to obtain datasets with usable lingual description of the 
patient's fettle, here, during following experiment, was used artificially modified dataset with 
numerical values. For example: temperature of 42C degrees was replaced with term "very high 
temperature". 
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 The biggest problem with this method is the obtaining of so called "matrix of the expert". It 
contains knowledge of the symptoms intensity for particular diseases. This paper describes the use of 
the genetic algorithm to construct such expert matrix. Afterwards the obtained expert matrix will be 
used to test accuracy of fuzzy classification method on sample dataset. 
Of course there is no obstacle to use this method for any non medical purposes like economy or 
analyzing big data coming from social media. 
2 Fuzzy Sets 
Mathematical term 'fuzzy sets' describes sets whose elements belong to it with particular degree of 
membership. This value, called measure of affiliation is a number within interval [0, 1]. Fuzzy sets 
generalize classical sets, since the indicator functions of classical sets are special cases of the 
membership functions of fuzzy sets, if the latter only take values 0 or 1. In fuzzy set theory, classical 
bivalent sets are usually called crisp sets[4]. The fuzzy set theory can be used in a wide range of 
domains in which information is incomplete or imprecise, such as bioinformatics. Fuzzy sets were 
introduced by Lotfi A. Zadehand Dieter Klauain[1] 1965 as an extension of the classical notion of set.  
Because the obtained datasets were containing mainly real values, like temperature or pressure, 
there was a need for fuzzyfication. Lowest and highest values for each of such attributes were found 
and interval between them was divided into 4 sets corresponding to linguistic variables. Fuzzy 
intervals were overlapping each other, so each value had its measures of affirmation summed to 1.0. 
It is also worth to mention that there is no need for merging sets to achieve one value of affiliation 
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3 Genetic Algorithm 
Another important element of the discussed method is the genetic algorithm which is used to 
obtain the expert matrix. For diagnostic purposes the expert matrix could be provided by an 
experienced physician but in the age of big data it is more rational to make a use of that collected 
knowledge. There are few ways to achieve this goal. One example was presented by Edward Kącki 
and his colleagues in their paper[2] where Monte Carlo method was used to obtain the expert matrix.  
Genetic Algorithms were invented to mimic some of the processes observed in natural evolution. 
Many people, biologists included, are astonished that life at the level of complexity that we observe 
could have evolved in the relatively short time suggested by the fossil record. The idea with GA is to 
use this power of evolution to solve optimization problems [5]. The father of the original Genetic 
Algorithm was John Holland who invented it in the early 1970's. 
 
Process begins with choosing 80 matrices with randomly values in each cell, this is the starting 
population for algorithm. Definition of genetic algorithm consists of description of mutation operator, 
crossing-over method and evaluation function. Mutation is a process in which randomly chosen cells 
have their values replaced with random number from interval [0, 1]. 
Another part of algorithm is the crossing. During this process it is created a new matrix that derives 
from two from previous epoch. Parent matrices are combined randomly, but each one can be used only 
once in generation. Typically both “parents” have the same probability of donation theirs gene, but 
here was introduced a small modification: the parent with higher value of evaluation function has 10% 
greater chance to donate his genes. 
Evaluation function (eq.1) uses given expert matrix to classify the learning set. Afterwards there is 
counted difference between received and expected classification. 
 
ܧ݁ ൌ ȁܶ െ ܦȁ ൌ σ หݐ݆݅ െ ݆݀݅ ห݊ ǡ݉݅ ǡ݆                (1) 
Fig 2 function to compute value of obtained expert matrix 
Where:              
Ee - evaluation of an expert matrix 
T - matrix with expected classifications 





Table 1: Genetic algorithm parameters 
Genetic algorithm parameter Value 
Number of generations 100 
Population 80 
Probability of mutation 5% 
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Finally entire population - parents and children is ordered ascending and 80 matrices, with lowest 
value of evaluation, are taken as the next generation.  
This process is repeated 100 times or until evaluation gives result equal to zero, which means 
perfect classification. 
4 Classification Process 
Classification process involves composition of received expert matrix and observation matrix. 
Composition of fuzzy matrix (eq. 2) resembles standard multiplication of matrices but instead of 
multiplication is used min function (choosing lowest value) and in place of addition is used max 
function [8].  
 
 
ܦ ൌ ܱ ൈ ܧ ൌ ሼሺݔǡ ݔሻȁ൫൫ݑܱሺݔǡ ݕሻǡݑܧሺݔǡ ݕሻ൯൯ሽ        (2) 
Fig  3: fuzzy matrices composition 
Where: 
D - decisive matrix 
O - matrix of observations 
E - expert matrix 
u(x,y) - value of fuzzy relation 
 
 
 0,4 0,9  
0,5 0,6 0,5 x 0,5 0,3 = max(min(0,5;0,4), min(0,6; 0,5), min(0,5;0,7)) max(min(0,5;0,9), min(0,6;0,3), min(0,5;0,6)) 
0,4 0,1 0,9  0,7 0,6  max(min(0,4;0,4), min(0,1;0,5), min(0,9;0,7)) max(min(0,4;0,9), min(0,1;0,3), min(0,9;0,6)) 
 
max(min(0,5;0,4), min(0,6; 0,5), min(0,5;0,7)) max(min(0,5;0,9), min(0,6;0,3), min(0,5;0,6)) = 0,5 0,5 
max(min(0,4;0,4), min(0,1;0,5), min(0,9;0,7)) max(min(0,4;0,9), min(0,1;0,3), min(0,9;0,6)) 0,7 0,6 
 
Fig 4: Example of fuzzy matrix composition 
With single symptom the observation matrix would have only 4 columns: set I, set II, set III and 
set IV, but with two symptoms chosen, the number of columns growths exponentially into 16: set A I, 
set B I; set A I, set B II; set A I, set B III; etc. The value of such set combination is computed as 
simple arithmetic mean of composing sets measures of affiliation. 
5 Testing method 
Entire dataset contained records of 144 patients with 5 heart-diseases diagnoses. Dataset 
contained 12  attributes, but only few were chosen for experiment. Each patient had his fettle 
described in categories: 
1. Age (21-79 years) 
2. Temperature (36.0-42.0 C) 
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3. Pulse (50–190 bpm) 
4. Glucose level (48-224 mg/dL) 
5. Cholesterol level (110 - 530 mg/dL) 
6. Pain in the chest (1-5 ranks) 
And 5 possible diseases: 
1. Hypertensive heart disease 
2. Cardiomyopathy 
3. Coronary artery disease 
4. Acute coronary syndrome 
5. Infective endocarditic 
Chosen attributes means that observation matrix has 5120 columns: age, temperature, pulse, 
glucose level and cholesterol level divided each into four sets, and pain in chest  divided into five 
groups. Expert matrix has 5120 rows and only 5 columns - one for each class (disease).  
Experiment consisted of few steps; firstly the attributes from datasets, which weren't fuzzified, 
were divided into four or five (depends on attribute)\ fuzzy sets. Subsequently entire dataset was 
divided into two sets: training consisted of 60% records and testing with the last 40% records. Records 
were assigned randomly to particular collections. The training set was used by genetic algorithm to 
obtain the best possible expert matrix. Then the generated expert matrix was used to classify the 
testing set. For each patient was chosen a disease with the highest probability, if few had the same 
probability, then the first one was being chosen, and those results were compared with the expected 
ones. The sum of correct diagnoses was divided by the size of testing or training set, for respective 
part of process, and this gave the final result: the accuracy. Entire process, except fuzzyfication, was 
repeated ten times in cross validation [6].  
6 Results and Conclusions  
The results were presented in a table 2, divided by validation series and set type. Each series 
consisted of accuracy test on both learning set and test set. Afterwards has been computed the mean 
value between sets. The accuracy for training set was introduced in order to prevent overfitting. 
 
Table 2: Experiment results for each serie 
Validation Set type Accuracy 
Validation I Learning set 60,17% 
Testing set 50,01% 
Validation II Learning set 54,84% 
Testing set 47,93% 
Validation III Learning set 63,46% 
Testing set 51,39% 
Validation IV Learning set 54,65% 
Testing set 47,40% 
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Validation V Learning set 57,49% 
Testing set 47,21% 
Validation VI Learning set 58,34% 
Testing set 46,24% 
Validation VII Learning set 58,73% 
Testing set 50,71% 
Validation VIII Learning set 56,92% 
Testing set 50,43% 
Validation IX Learning set 55,70% 
Testing set 49,97% 
Validation X Learning set 58,82% 
Testing set 46,08% 
Average Avg. for learning set 57,91% 




Achieved results are not remarkable, but they indicate that there is a great potential in this 
classification method. The main disadvantage of the fuzzy sets classification is the limited access to 
the expert matrix. Genetic algorithm is only one of possible sources of the matrix. Much better results 
could be acquired with bigger learning dataset or with the cooperation with the experienced 
physicians, who could manually correct the expert matrix.  
Obtained results varied between tests. Results around 48% might be considered disappointing and 
could speak against further investigation of this method. Nevertheless it is still far better than random 
classification, even with lazy assumptions, if each disease had similar probability of occurrence, 
around 20%, the obtained results are still far superior than this.  
The introduction of artificial intelligence to the usual doctor's office is inevitable; the point is to do 
it smartly, by taking into consideration each aspect of patient-doctor interaction. While most diagnose 
aiding methods focus on analyzing numerical values, this method focus on imprecise description of 
symptoms. Classification method introduced in this paper is no meant to replace physicist. Maybe in 
future, in cooperation with other solutions it could be possible to replace doctor, but nowadays its only 










[1] L. A. Zadeh, "Fuzzy sets". Information and Control 8 (3) 338–353, 1965. 
[2] Kącki E., Ostrowska B. A., Stempczyńska J., "Diagnostic Algorithm Based on Expert Matrix 
Obtained by Monte-Carlo Method", 2013. 
[3] Vasantha-Kandasamy W. B., "Elementary Fuzzy Matrix Theory and Fuzzy Models for Social 
Scientist", p. 33-46, 2007. 
[4] Zadeh, L., "The concept of a linguistic variable and its application to approximate reasoning", 
p. 199–249, 1975. 
[5] Bäck, T., "Evolutionary Algorithms in Theory and Practice", 1996. 
[6] Koronacki J, Ćwik J.,  ”Statystyczne systemy uczące się", 2005. 
[7] Kurzyński M., "Wykład: Miękkie Metody Obliczeniowe", 2014. 
[8] Raich V, Gawande A., Triapathi R.K., "Assessment of School Students using Fuzzy Matrix 
Solution", 2013. 
 
Classiﬁcation Based on Using Expert Matrix Obtained with Genetic Algorithm Tomasz Szandala
149
