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ABSTRACT
There is growing interest in networks of small satellites in Low Earth Orbit (LEO) to 
provide a variety of communications services in conjunction with very small terminals. 
Communications satellites in LEO offer certain potential advantages when compared with 
conventional geostationary satellite communications systems, but LEO systems exhibit very 
different and demanding characteristics. A search of the literature has shown that the 
practical characteristics of the LEO VHF/UHF communications environment are poorly 
understood and thus optimised communications techniques have not yet been developed for 
these new services.
This research programme investigates communications techniques suitable for the 'little- 
LEO' class of small (50kg) low-cost ‘microsatellites’ which provide non-real-time (store-&- 
forward) narrow-band digital communications services at VHF/UHF. Specifically, the study 
aims to improve the communications throughput achievable to-and-from the microsatellite, 
as it transits the groundstation horizon, by optimising the constant-envelope CPFSK/MSK 
modulation schemes that are imposed by the practical constraints dictated by the use of the 
microsatellite's non-linear RF systems.
In order to provide a highly flexible in-orbit research test-bed, a Digital Signal Processing 
Experiment (DSPE) payload was designed, built and incorporated into two LEO 
microsatellites (KITSAT-1 & PoSAT-l) during the course of this study. The PoSAT-l 
DSPE payload was first used to investigate and improve the current non-coherent CPFSK 
communications system through the design and implementation of Nyquist pulse shaping 
and equalisation filters using a time-domain waveform forcing technique.
The use of coherent MSK was then proposed in order to take advantage of the potential 3dB 
improvement in link BER performance achievable when compared with non-coherent . 
CPFSK techniques. Coherent MSK, however, has not yet been employed in LEO systems 
because of the difficulty of practical implementation and the sensitivity of classical (de 
Buda) coherent demodulators to the effects typical of the LEO communications 
environment. To overcome these effects, a novel implementation of the robust ‘Hodgart- 
Massey’ coherent MSK demodulator/decoder was developed and compared rigorously with 
the ‘de Buda’ demodulator under typical LEO conditions through a sequence of computer 
simulations. These showed that synchronisation problems cause the main difficulty in the 
demodulation of coherent MSK. Comprehensive laboratory bench tests of a DSP 
implementation of the ‘Hodgart-Massey’ coherent MSK demodulator/decoder were carried
out and were able to quantify a practical 2dB (Et/No) improvement compared with non­
coherent CPFSK whilst also exhibiting considerable tolerance to both frequency and 
amplitude variations.
In-orbit FM (remote) channel measurements and equalisation using the DSPE identified a 
previously unknown and severe non-linearity in the PoSAT-l RF modulator, however the 
critical synchronisation characteristics of the coherent MSK demodulator/decoder were 
successfully demonstrated in low Earth orbit.
The specific results of this research programme have thus been: _
i) The design, implementation and test of an advanced DSP communications payload 
on the KITS AT-1 and PoSAT-l microsatellites in LEO;
ii) The first proof that it is mainly the synchronisation problems restricting 
applications of coherent MSK and the first demonstration that the ‘Hodgart- 
Massey’ coherent MSK demodulator solves this problem;
iii) The first implementation, characterisation and in-orbit demonstration of a novel 
and robust ‘Hodgart-Massey’ coherent MSK DSP demodulator/decoder achieving 
a 2dB improvement in communications performance in both computer simulation 
and practical laboratory bench tests;
iv) An improved method of measuring the communications channel characteristics of 
a LEO satellite remotely in orbit and optimising the current non-coherent CPFSK 
communications systems by developing a novel time domain waveform-forcing 
equalisation technique.
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Introduction
CHAPTER 1 
INTRODUCTION
There is growing interest in using networks of small satellites in Low Earth Orbit (LEO) to 
provide a variety of communications services in conjunction with very small terminals - 
ranging from world-wide data-collection and electronic file transfer at VHF/UHF, to mobile 
and personal telephony communications at L and S bands. Communications satellites in 
LEO offer certain potential advantages when compared with conventional geostationary 
satellite communications systems, but nevertheless LEO systems exhibit very different and 
demanding characteristics. When compared with geostationary satellite communications, a 
search of the literature has shown that the practical characteristics of the LEO VHF/UHF 
communications environment are poorly understood and thus optimised communications 
techniques have not yet been developed for these new services.
This research programme therefore investigates communications techniques suitable for the 
'little-LEO1 class of small (50kg) low-cost ‘microsatellites’ which provide non-real-time 
(store-&-forward) narrow-band digital communications services at VHF/UHF. Specifically, 
the study aims to improve the communications throughput achievable to-and-from the 
microsatellite, as it transits the groundstation horizon, by optimising the constant-envelope 
CPFSK/MSK modulation schemes that are imposed by the practical constraints dictated by 
the use of the microsatellite's non-linear RF systems. This work is leading towards the 
eventual goal which is to develop a LEO microsatellite communications system that adapts 
the on-board modulation & coding schemes dynamically to the time-varying satellite- 
groundstation link characteristics, thus maximising data exchange during the limited 
communications window available.
This study investigates communications with small satellites in Low Earth orbit (LEO). 
Compared with conventional communication satellites at approximately 35,800 km 
geostationary orbit (GEO), these LEO satellites are at altitudes of between 500-2000 km. 
LEO satellite communications exhibit quite different characteristics when compared with 
geostationary satellite communications, for example:
• widely varying communication path and link characteristics
• higher Doppler shift
• complex fading environment
• dynamic hand-over from satellite-to-satellite in a constellation
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• complex tracking
However, LEO satellite communications systems possess certain advantages over 
geostationary satellites due to:
• more benign environment
• reduced propagation path loss
• reduced propagation time delay
• reduced orbit congestion
• reduced unit satellite cost
• less demanding launcher requirements
The particular LEO satellites under consideration in this study are relatively small (typically 
50kg) and low-cost (typically £2M), but are none-the-less extremely sophisticated and 
capable of supporting a variety of communications functions and services to a wide range of 
groundstation configurations, e.g.
Portable/Mobile Communications Terminals which require very small, compact 
terminals using only fixed antennas and low power for limited throughput, locally- 
generated, traffic.
Fixed Communications Stations which require tracking antennas and limited power 
for moderate throughput, locally-generated, traffic.
Regional Communications ’GATEWAY'Nodes which require a groundstation of 
moderate power with tracking antennas to provide high data throughput and 
connectivity between terrestrial networks and the satellite network.
Mission Control & Operation Stations which require a high performance 
groundstation using complex communications equipment and tracking antennas in 
order to support reliable satellite health & safety via telemetry & telecommand as 
well as operating the communications payload and network service.
Whereas the increased Doppler shift and varying communication path characteristics 
associated with LEO satellite communications are common to all groundstation 
configurations, some communications characteristics, which are dependent upon the specific 
groundstation configuration used, will vary: for example, multipath interference is primarily 
a serious problem for small terminals using broad-beamwidth antennas, but can be mitigated 
by using high gain tracking antennas in larger groundstations.
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1.1 Objective of R esearch
The objective of the research programme is to maximise the throughput of data transfer to- 
and-from small spacecraft in LEO and the various groundstation configurations. Data 
transfer throughput can be optimised by improvements to several elements of either (or 
both) spacecraft or groundstation systems, for example,
• antennas
• transmitters/receivers
• modulation/demodulation
• coding/decoding
• protocol
1.2 Scope of R esearch
The scope of this research, however, is restricted to an investigation of improvements to the 
communications links associated with small satellites using the UHF ‘Little-LEO’ service by 
means of advanced modulation and demodulation schemes made practicable by recent 
developments in VLSI and digital signal processing techniques.
High performance modulation and demodulation requiring complicated circuit 
implementations have not, until recently, been realisable on-board satellites but have now 
become possible using modem VLSI and DSP devices within the constraints of low volume, 
power and cost imposed by small satellites. Under these circumstances, new 
modulation/demodulation techniques, which have been developed over the last decade 
become practical and raise the possibility of optimising the performance of LEO satellite 
communication systems by the use of these advanced techniques.
The research takes advantage of the series of microsatellites designed, built and operated in 
Low Earth Orbit by the University of Surrey, and specifically the PoSAT-l microsatellite, to 
carry out practical research in a realistic orbital environment.
This research programme thus aims to improve the communications throughput achievable 
to-and-from the PoSAT-l microsatellite by optimising the constant-envelope CPFSK/MSK 
modulation schemes that are imposed by the practical constraints dictated by the use of the 
microsatellite's non-linear RF systems.
My initial research plan for my PhD was to compare coherent MSK and non-coherent 
CPFSK in a realistic LEO satellite communications environment. Coherent MSK was 
selected from a comparison of various modulation/demodulation techniques within the
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constraints of LEO environment and because coherent MSK has a 3 dB potential advantage 
in BER performance over the currently used non-coherent CPFSK with constant envelope 
and a compact spectrum. Most importantly, MSK is compatible with the existing CPFSK 
system and can be implemented with no system modifications on-board the current 
microsatellites. It is important to compare coherent detection and non-coherent detection in 
a realistic LEO environment in order to answer which one is more suitable to LEO satellite 
communications. A background study and literature survey identified that the characteristics 
of LEO satellite communications are poorly understood and difficult to simulate fully in 
computer and laboratory bench tests. The initial goal of my research, therefore, was to 
compare non-coherent detection and coherent detection in a realistic LEO environment.
In order to support this research, I designed, test and integrated an advanced DSP payload 
on-board KITSAT-1 and PoSAT-l, took part in all the integrated spacecraft tests, including 
those at the launch site. Following launch, I commissioned the payload in orbit, and later 
conducted the communication experiments using the PoSAT-l DSPE payload.
In order to compare coherent MSK with non-coherent CPFSK in LEO, coherent MSK 
demodulators were searched for in the literature. It turned out that coherent MSK 
demodulators are not currently available and that coherent MSK has not been used in 
commercial communication systems, although MSK has been proposed in 1961 and the first 
coherent MSK demodulator was published in 1972. In the meantime, one of my supervisors. 
Dr. Hodgart proposed a coherent MSK demodulator/decoder design. I implemented his 
concept in COSSAP, fully simulated and characterised it in comparison with the classical 
‘de Buda’ coherent MSK demodulator. The rigorous computer simulation in conjunction 
with a literature study identified the novel aspects of the ‘Hodgart-Massey’ 
demodulator/decoder which, for the first time, solves the synchronisation problem inherent 
in coherent MSK demodulators and demonstrates that it is the synchronisation problem that 
restricts the practical applications of coherent MSK.
The simulation also showed that the H-M demodulator offers a 2 dB improvement in BER 
over CPFSK and is very tolerant to the LEO varying link characteristics. I then implemented 
the demodulator in DSP hardware at 9k6 bit rate and thoroughly tested in laboratory bench 
test. The results of bench test confirmed the simulation results and cleared the way for in- 
orbit tests on PoSAT-l.
However, the performance of the MSK link was restricted by the (previously unknown) non- 
linearity of the PoSAT-l RF modulator, which was identified during the in-orbit evaluation 
with the PoSAT-l DSPE. I modelled the distortion of the RF modulator and the possible
1-4
Introduction
solution by equalisation in computer simulations and bench tests. The investigation has 
resulted in a better understanding of the demodulator, a novel method of remote 
measurement of FM channel response in orbit arid a novel time domain waveform forcing 
technique, which minimises intersymbol interference thus optimises the currently used 
CPFSK systems. Despite difficulties with random data MSK signal, I nevertheless 
confirmed proper operation of the most critical element of the ‘Hodgart-Massey’ 
demodulator, synchronisation, during in orbit tests.
Although the research did not follow precisely the original plan, the results are as 
significant:
i) The first proof that it is mainly the synchronisation problems restricting 
applications of coherent MSK and the first demonstration that the ‘Hodgart- 
Massey’ coherent MSK demodulator solves this problem;
ii) Identification of a practical demodulator for coherent MSK - the ‘Hodgart-Massey’ 
demodulator;
iii) Characterisation of the ‘Hodgart-Massey’ demodulator, and comparison through 
detailed simulation of the ‘Hodgart-Massey’ and ‘de Buda’ demodulators;
iv) Confirmation of the ‘Hodgart-Massey’ demodulator on the bench in a DSP 
implementation;
v) Confirmation of the synchronisation performance of the ‘Hodgart-Massey’ 
demodulator in an actual LEO link;
vi) Development of a method for remote (in-orbit) channel characterisation;
vii) Development of a time domain waveform forcing technique for equalisation;
viii) The design, implementation and test of an advanced DSP communications payload 
on the KITSAT-1 and PoSAT-1 microsatellites in LEO;
1.3 Organisation of T hesis
The thesis commences with an introduction to the objectives and scope of the research in 
Chapter 1.
Chapter 2 first summarises the various geostationary, highly elliptical, intermediate, and low 
Earth orbit satellite communications systems and services, as well as land mobile services, 
before introducing the ‘Little LEO’ class of microsatellites and finally the UoSAT LEO 
microsatellites and their associated communications systems.
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Chapter 3 describes the general characteristics of LEO satellite communications due to orbit 
geometry and environment, compares the LEO propagation characteristics with those of 
GEO and land mobile services, and identifies the specific constraints associated with 
microsatellites in LEO.
Chapter 4 identifies the specific requirements imposed by the constraints and characteristics 
of ‘Little LEO’ microsatellites, and then reviews the various digital modulation and 
demodulation techniques in the context of the of the LEO small satellite communication 
environment. In conclusion, the use of coherent MSK is proposed in order to provide a 
potential 3dB improvement in link BER as a function of Ey/No, when compared with the non 
-coherent CPFSK technique currently used on UoSAT/SSTL LEO microsatellites.
Chapter 5 describes the hardware and software design and implementation of a Digital 
Signal Processing Experiment (DSPE) payload constructed during the research to provide a 
re-programmable in-orbit communications test bed to enable practical research in a realistic 
LEO environment.
Chapter 6 investigates methods of optimising the currently used CPFSK, which initiates the 
research into the design and implementation of Nyquist pulse shaping and equalisation 
filters, resulting in the development of a time-domain waveform-forcing technique that 
offers up to 2.3 dB BER improvement, when compared with the currently used frequency 
sampling method, by minimising intersymbol interference.
Chapter 7 discusses the characteristics of coherent MSK and compares the performance of a 
standard I-Q ‘de Buda’ MSK demodulator against a novel ‘Hodgart-Massey’ MSK 
demodulator/decoder by means of a series of rigorous computer simulations using COSSAP, 
concluding that the ‘Hodgart-Massey’ MSK demodulator/decoder provides much improved 
performance under the conditions typically encountered in LEO communication systems.
Chapter 8 describes the DSP implementation of the novel ‘Hodgart-Massey’ MSK 
demodulator/decoder and the associated laboratory and in-orbit test configurations. The 
results of the earlier computer simulations are compared with both practical laboratory 
bench tests and in-orbit evaluations and are shown to match closely. A summary of the 
relative practical characteristics of the non-coherent CPFSK compared with coherent MSK 
DSP modems is presented.
Chapter 9 then discusses the discovery, during the in-orbit MSK experiments using the 
DSPE, of a previously unknown non-linearity associated with the RF modulator on-board 
PoSAT-1. An intensive series of channel measurements, laboratory bench tests and
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computer simulations of the effects of this non-linearity are described and the attempts to 
equalise the distortion are discussed.
Chapter 10 draws together the conclusions from all the elements of the research, 
highlighting the benefits of coherent MSK in conjunction with the novel ‘Hodgart-Massey’ 
coherent MSK demodulator/decoder and presents recommendations, based upon the 
experience gained during the research programme, for future work associated with enhanced 
DSPE payloads, improved channel matching and RF modulators for future LEO 
microsatellites.
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CHAPTER 2 
BACKGROUND TO SATELLITE COMMUNICATIONS*
Satellite communications started in October 1957 with the launch of the first artificial 
satellite SPUTNIK-I into a Low Earth Orbit (LEO), which was followed by several 
experimental communications satellites in LEO and carried mainly analogue store-and- 
forward communications payloads, such as Courier launched in 1960. The first experimental 
geostationary satellite SYNCOM was launched in 1963, which realised the scientific 
proposal first suggested by A.C. Clark in 1945. In his now-famous article, he proposed to 
put a space station into a 42,000 km orbit above the equator which, being synchronous with 
the Earth’s rotation ,would provide a ‘stationary’ satellite platform to relay radio signals 
[Clark’45]; three such satellites could then provide global communication. Based on the 
success of SYNCOM, the first commercial geostationary satellite Early Bird was launched 
in 1965. Since then, commercial satellite communications have been dominated by 
geostationary satellites for more than thirty years - although a few experimental 
communication satellites have been launched from time-to-time into LEO. However, 
interest in commercial satellite communications using low Earth orbits was renewed with 
the proposal from Motorola using constellation of 66 satellites in LEO to provide global  ^
communications in 1990 [Davidson’90], There are now dozens of similar proposals 
presented by various companies throughout the world. This trend has been stimulated by the 
growth of terrestrial mobile communications market and the success of low cost, rapid 
response, yet sophisticated and highly capable LEO ‘microsatellites’ and ‘minisatellites’ 
[Sweeting’95], which have been developed in the last ten years. The developments in 
satellite mobile radio services are particularly attractive to developing countries where little 
communication infra-structure exists and where satellite mobile communications services 
will allow them to leapfrog over the investment otherwise needed in conventional line 
infrastructure.
This chapter reviews the various real-time satellite and land mobile communications 
systems, and introduces the ‘Little LEO’ class of UoSAT/SSTL microsatellites and their 
associated digital store-&-forward communications systems - which currently support the 
only operational small satellite communication system in LEO (viz. HealthNet).
* [Chung’92], [Evans’93], [Maral’93], [Ward’93]
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2.1 Conventional Satellite Communication Services
Satellites in 35786 km circular orbit with zero inclination (equatorial orbit) appear 
stationary when observed from the surface of the Earth, they are therefore ideal for 
providing real time communications with continuous coverage. A single satellite in 
geostationary orbit can view one third of the Earth, thus a minimum of three satellites are 
required to provide global communications. It should be noted, however, that satellites in 
geostationary orbit cannot provide coverage to polar regions.
The launch of the first commercial geostationary satellite in 1965 catalysed the foundation 
of the International Telecommunications Satellite Organisation (INTELSAT). Since then the 
INTELSAT series has been developed from the first generation, which weighed only 68 kg, 
to their sixth generation INTELSAT VI, weighing up to 3750 kg, which span the three 
oceans. In total, around 23 satellites owned by INTELSAT provide satellite communications 
to all nations of the world.
A conventional communications payload on board a geostationary satellite comprises 
several transparent transponders, which amplify the received carrier for retransmission on 
the downlink and change the frequency of the carrier to avoid re-injection of a fraction of 
the transmitted power into the receiver. Each transponder normally occupies 36 MHz 
bandwidth. Satellite communications services provided by conventional geostationary 
satellites can be classified into:
• point-to-point
• point-to-multipoint
• multipoint-to-point communication
Point-to-point services provide trunk communications links which support international 
telecommunication traffic, providing mainly telephony, fax, television and data 
transmission. The trunk communications are the primary services of the INTELSAT. The 
frequency bands used are around 6 GHz for the uplink and 4 GHz for the downlink at C- 
band (4/6 GHz) and 14 GHz for the uplink and 12 GHz for the downlink at Ku-band (12/14 
GHz) employing FM for analogue signal where 4 kHz baseband required per telephone 
channel; BPSK and QPSK for data transmissions where the typical data rate is 56/64 kbps 
depending on Europe/America, Japan or with source coding 32 kbps per telephone channel. 
A transponder can normally provide 800 telephone channels or two television channels 
transmission. The typical Equivalent Isotropic Radiated Power (EIRP) per carrier from 
satellite is around 43 dBW and an 11-32 metre dish antenna is required by a groundstation, 
although the size of antenna in a groundstation is decreasing due to improvements on
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antenna and low noise amplifiers, and increasing satellite EIRP. The INTELSAT Standard 
A, B, and C groundstations are defined for the trunk communications. The standard A and B 
work at C-band with G/T = 40.7 dBK'1 and 32 metre antenna, and G/T = 31.7 dBK'1 and 11 
metre antenna correspondingly whilst the standard C is equivalent to the standard A but 
work at Ku-band, and requires G/T = 39 dBK'1 and 15 metre antenna.
A transponder is normally accessed by more than one groundstation via either Frequency 
Division Multiple Access (FDMA), or Time Division Multiple Access (TDMA), or Code 
Division Multiple Access (CDMA). The concepts of these three accesses are illustrated in 
Figure 2.1. FDMA simply divides a transponder to several frequency segments, which are 
used by different groundstations. FDMA is the oldest access technique and remains the most 
used but the disadvantages associated with this access technique limit its further 
development, which include lack of flexibility, loss of capacity when the number of accesses 
increases, and the need to control the transmitting power of earth station in such a way that 
the carrier powers at the satellite input are the same in order to avoid the capture effect. In 
TDMA, each groundstation transmits a burst with the duration TB , which is inserted within 
a frame TF corresponding to the periodic time within which all stations transmit. TDMA is 
the mostly used access technique in modem systems because it has certain advantages, 
including only a single carrier at each instant which occupies all of the transponder 
bandwidth, no need to control the transmitting power of the stations, high throughput for a 
large number of accesses, and the same frequency used for all stations which simplifies 
tuning. With CDMA, stations transmit continuously and together on the same frequency 
band of the channel. Each station is distinguished by a ‘signature’ code in the receiver. 
CDMA is simple since it does not require any synchronisation, which is very critical to 
TDMA, and it offers protection against interference but with the disadvantage of low 
throughput. It is particularly attractive for networks of small stations with large antenna 
beamwidth and for satellite communication with mobiles.
/K Frequency /N  Frequency
Frequency
TimeTime Time
Figure 2.1 Multiple access techniques
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Point-to-multipoint communications are typified by uni-directional satellite direct television 
and sound broadcasting, which is developed with the enhancement of the satellites. Thus the 
EIRP of satellites can be significantly increased to meet the requirements of these services, 
which is typically 64 dBW. Groundstations are TV-receive-only where antennas are 
correspondingly small around 0.6 -1  metre dish antennas. Direct television broadcasting 
satellite services contain only downlinks around 12 GHz employing FM modulation and 
normally use 18 MHz bandwidth, which is one half of a transponder.
Multipoint-to-point is a recently developed communications service typified by the 
INTELSAT SCPC (Single Channel Per Carrier) system, where a carrier transmits only a 
single telephone channel. The major advantage of the SCPC system is its flexibility when 
compared with the trunk communications, where the minimum capacity is 12 telephone 
channels. This service allows communication to small stations, hence networks of Very 
Small Aperture Terminals (VSAT) have been developed with the SCPC system to deliver 
data, voice and video communication services using a typical antenna diameter of only 0.6 
to 3 metres. The higher EIRP from satellites typically 64 dBW is required to support 
communications to VSAT. Actual communications among VSAT is via a HUB station with 
an antenna from 3 to 10 metres which controls a network of the VSAT system. SCPC is a 
special form of FDMA, thus the communications from the VSAT to the HUB is 
SCPC/FDMA. However the HUB to the VSAT is point-to-multipoint communication with 
form of Time Division Multiplexing (TDM). The SCPC system with network of VSAT 
provides a very flexible and useful two way global communication service where the bit rate 
can vary from a few bits per second to hundreds of kilobits per second. The typical bit rate is
9.6 kbps up to 64 kbps and the bandwidth of each channel can be varied with the change of 
the bit rate. The bandwidth for 64 kbps is correspondingly 45 kHz. The recently developed 
multimedia applications use 2 Mbps high bit rate. The commonly used access technique is 
SCPC-DA, where the stations access the transponder on-demand assigned frequencies, 
offering advantages in a communication system with large number of groundstations 
(accesses) and low capacity from each groundstation when compared with a fixed 
assignment. However, adjacent channel interference is a severe problem due to multiple 
accesses in such a narrow band and the use of small aperture terminals, which gives rise to 
limitations upon signal band widths. The frequency bands used are the same as the trunk 
communications at C-band (4/6 GHz) and Ku-band (11/14 GHz), employing FM for 
analogue and BPSK and QPSK for digital modulation.
A random access protocol called ALOHA is worth mentioning, which is well suited to 
networks containing a large number of stations where each station is required to transmit
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short randomly generated messages with long dead times between messages. However, 
retransmission of collision messages are required in the case of collision due to random 
accesses. S-ALOHA and R-ALOHA are both developed based on ALOHA protocol. S- 
ALOHA is slotted ALOHA in time, and R-ALOHA reserves a time slot within a frame for 
its own use, both reduce the collisions and increase throughput
Despite the development from the trunk communications to networks of VSATs, the 
conventional geostationary communications systems has also been improved by:
• increasing satellite EIRP
• reducing the size of antenna in groundstation
• the use of multibeam antenna with frequency reuse instead of single beam 
antenna
• the frequency band from C-band to Ku-band and future Ka-band
• the development of regenerative satellites
The trend of the development of satellite communications in the last decade is towards 
; communications to small and movable terminals.
2.2 Mobile Com m unications System s
The era of widespread mobile communications dawned in the early 1990’s, stimulated by 
advances in digital VLSI and microwave integrated circuits technology coupled with 
improvements in low profile antenna designs that have made possible the very compact, 
low-power terminals necessary for mobile applications. Initially, satellites were seen as the 
primary solution to mobile communications, however, as terrestrial mobile radio networks 
have expanded dramatically in developed or populous regions, so the interest in satellite- 
based mobile communications systems has grown to service more remote or under­
developed areas; the wide geographic coverage and insensitivity of satellite communications 
to distance when compared with terrestrial cellular systems make their use in dispersed 
communities or applications particularly attractive.
The first (civil) mobile satellite communication system was proposed by INMARSAT, based 
on the VSAT network using a geostationary satellite communication system, however a 
wide range of mobile satellite communication systems using alternative high elliptical 
orbits, intermediate circular orbits, and particularly low Earth orbits have since been 
proposed.
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2.2.1 Terrestrial Mobile Com m unications S y stem s
Digital cellular land-based mobile communication systems started around 1991, which 
evolved from the first generation analogue cellular systems starting in 1981[Cox’87],
[Ma kitalo'88]. There are three emerging standards in the second generation digital cellular 
systems [Raith’91], the pan-European Global System for Mobile communication system 
(GSM) specified by European Telecommunications Standards Institute (ETSI), the 
American Digital Cellular (ADC) specified by Telecommunications Industry Association 
(TIA), and the Japanese Digital Cellular (JDC) specified by the Ministry of Post and 
Telegraph (MPT).
In the GSM system, there are eight voice channels per carrier and the carrier is spaced at 200 
kHz, thus 25 kHz (200/8) is allocated to a full rate user. The gross bit rate is 270.8 kbps so 
33.85 kbps per user. The modulation scheme is GMSK with the normalised pre-Gaussian 
filter and its bandwidth equal to 0.30. The constant envelope of GMSK allows the system 
use class-C amplifiers.
A 30 kHz TDMA radio format is employed by the ADC system with dual mode 
requirement. The gross rate is 48.6 kbps and 16.2 kbps per user. The modulation scheme is 
differentially encoded 7t/4 - QPSK with root-raised cosine pulse shaping and a roll off factor 
equal to 0.35.
The JDC system is very similar to the ADC system. The main difference lies in the narrower 
channel bandwidth of 25 kHz compared to the 30 kHz bandwidth selected for the ADC 
system. The same type of modulation, 71/4 - QPSK, as for the ADC system has been 
selected. To avoid extreme complexity in the power amplifier, the gross bit rate has to be 
lower than in the ADC system (48.6 kbps) and has been chosen to be 42.0 kbps. The pulse 
shaping in the modulation scheme is root-raised cosine with a roll off factor equal to 0.5.
The digital cellular system has expanded very quickly and covers nearly all the developed 
intensively populated areas, which are divided into cells. A base station in a cell provides 
digital radio telephony services to mobile terminals within the cell and mobiles access the 
system in TDMA. The mobile is transferred (hand-off) to a neighbouring station if the 
mobile is about to leave its present cell or if there would be a gain in radiolink quality by a 
hand-off. A Mobile Assisted Hand-off (MAHO) technique is used to locate mobiles by 
measuring the signal strengths from neighbouring stations, and the system evaluates these 
measurements and determines to which base station the mobile should be transferred. The 
problems associated with terrestrial mobile systems are similar to constellation of LEO
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satellite communications systems and the developed techniques in the cellular systems forms 
a base of developing network of satellites in LEO to provide global communications.
With the development of the second generation of cellular systems, good coverage of high 
quality terrestrial mobile communications services is available in America, Europe and 
Japan but global coverage, especially to developing and remote regions, is best achieved by 
using mobile communications systems relayed by satellites.
2.2.2 G eostationary Satellite Mobile C om m unications System s
Satellite mobile communications services are currently provided by INMARSAT, which 
was established in July 1979. The INMARSAT system is a geostationary mobile satellite 
communication system, which is based on developments of traditional geostationary 
maritime services, such as maritime telephony, telex, facsimile and data communications. 
The stations on-board ship transmits at 1626.5 - 1645.5 MHz and receives at 1530 - 1545 
MHz, which is L-band. Telephone uses SCPC/FDMA and telex, facsimile and data 
communications use TDMA.
Stimulated by the potential market in land mobile communications, INMARSAT has been 
moving its traditional maritime mobile services towards land mobile communications 
services. The recently introduced standard - C, standard - B and standard - M stations by 
INMARSAT will provide global mobile satellite communication services to three basic 
forms of mobile: Maritime, Aeronautical and Land mobile. The characteristics of the 
INMARSAT standard mobile terminals are shown in Table 2.1, which illustrates 
modulation, coding, bit rate, antenna size, channel spacing, EIRP, etc. [Haugli’90].
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Standard-B Standard-C Standard-M
Antenna Gain (dB) 20 1 12/14
Antenna Type Dish Quadr. Helix Backfire Array
Antenna Size 1m dia. 100x25mm cyl. 0.4m d/0.5m 1
MES* G/T (dB/K) -4 -23 -10/-12
MES EIRP (dBW) 33 13 25/27
Forward Link Modulation 6kbps BPSK 1.2kbps BPSK 6kbps BPSK
Forward Link EEC Conv. 1/2 Conv. 1/2 Conv. 1/2
Return Link Modulation 24kbps OQPSK 1.2kbps BPSK 3kbps BPSK
Return Link FEC Conv. 3/4 Conv. 1/2 Conv. 1/2
Voice Coding 16k APC 6.4k IMBE
User Data Rtae 9.6kbps 600bps 2.4kbps
Com Channel Modulation 24kbps OQPSK 1200bps BPSK 8kbps OQPSK
Interleaving (s) 8.64 0.12
Satellite EIRP (dBW) 16 21.4 17
Com Channel C/N0(dBHz) 49 37 42
Channel Spacing (kHz) 20 5 10
Table 2.1 INMARSAT Mobile Terminal Standard Characteristics
An alternative system called MSAT (AMSC/TMI) is under construction by American 
Mobile Satellite Corp. in collaboration with Telesat Canada, which will provide a 
comprehensive mobile satellite communications service using its own dedicated L-band 
geostationary satellite by mid’95 [Wachira’90], [Davies*90].
The INMARSAT system possesses the same advantages as the INTELSAT system, which 
requires only three satellite to provide real time global communications but, as mentioned 
before, the polar region can not be covered by geostationary satellites. The elevation angle 
between mobile terminals and the geostationary satellite in countries away from the 
equatorial plane or close to polar regions, such as in northern Europe, is low - giving rise to 
shadowing and complex multipath interference. The larger pathloss due to the distance 
compared with lower orbit results in additional difficulty of communication to small 
terminals and the long time delay(280 ms)requires echo cancellation techniques in telephone 
and special protocols in data transmission.
* MES (Mobile Earth Station)
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Recently, INMARSAT announced their new global mobile phone system called Inmarsat -P 
[Bulloch’94], due to be operational by the year 2000, aiming to communicate to hand-held 
type of small terminals. The space segment of the Inmarsat -P will use 10 satellite 
constellation, orbiting in two planes at 10300 km above the Earth with an inclination of 45°, 
which will move the traditional INMARSAT geostationary services to Intermediate Circular 
Orbits (ICO).
2.2.3 Non-G eostationary Satellite Mobile Com m unications System s
Whilst geostationary mobile satellite communications systems are still under development, 
many non-geostationary mobile satellite communications systems have also been proposed. 
The renewed interest in the use of alternative orbits has been generated by the congestion in 
the geostationary orbit and the problems associated with the use of very small terminals 
required in mobile applications. The interference to adjacent geostationary satellites due to 
the widebeam antennas normally used in the mobile terminals is unacceptable to the 
crowded geostationary orbit but does not present such serious problems for alternative 
orbits. ICO and HEO mobile satellite communication systems have therefore been proposed, 
particularly to provide high elevation angle communications access at northern latitudes. 
Constellations of LEO and ICO satellite communications systems are under development to 
provide global mobile satellite communications. The very small terminals use fixed antennas 
and have a very low G/T, however this can be largely compensated for by the 27 dB typical 
reduction of path loss in LEO, compared with geostationary satellite communications when 
a narrow beamwidth antenna is used on board satellite. The time delay is also significantly 
reduced to 20 ms in LEO from 280 ms in GEO.
2.2.3.1 High Elliptical Orbit Satellite Communications Systems
High elliptical orbits have an apogee at an altitude similar to geostationary satellites, and a 
perigee altitude similar to LEO satellites. For stability purposes, the inclination must be 
maintained at 63°. This gives a very high elevation angle at higher latitudes for up to 8 
hours of the orbit, but three satellites are required for continuous coverage on a regional 
basis.
Two types of high elliptical orbits are considered particularly suitable for mobile 
communications at northern latitudes: the 12-hour Molniya and 24-hour Tundra orbits, both 
with an inclination of 63.435 degree. For continuous coverage, two satellites are required at 
Tundra orbit and three satellites are required at Molniya orbit. The Molniya orbit has 
already been used extensively in the former USSR [Jonson’88] to provide communication
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services to its extreme northern latitudes. In order to increase elevation angles to the mobile 
user, highly inclined elliptical Molniya and Tundra type orbits such as the French 
SYCOMORES [Bouffet’88], the German LOOPUS [DondV84], the UK CERS/TSAT, and 
the ESA ARCHIMEDES programme [Ashton’88] are now being considered to provide mobile 
communications throughout Europe.
Figure 2.1 illustrates various orbits, including Molniya and Tundra high elliptical orbits, GEO 
and LEO. The height of the geostationary orbit is 35786 km from which a single orbital 
location can provide continuous coverage over effectively one-third of the surface of the Earth. 
Global coverage (excluding the polar regions) can be provided by three such geostationary 
satellites.
Intermediate Circular Orbit (ICO) systems typically are located just outside the Van Allen 
trapped radiation belts - typically at altitudes of around 12,000 km and with 6 hours periods. 
As might be expected, the characteristics of these systems lie between those of LEO and GEO, 
i.e. typically 10-16 satellites for global coverage. Such constellations are already operational 
for the provision of global radionavigation services. ICO satellite systems have been proposed 
to provide personal communications, in conjunction with GEO and LEO to form a hybrid 
global mobile communications system.
Tundra
•  Molnya
GEO
ICO
LEO
Figure 2.2 LEO, GEO and High Elliptical Orbits
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Satellite communications from HEO exhibits many of the advantages of geostationary satellite 
communications but at higher latitudes and reduces the congestion experienced in the 
geostationary orbit. However, the satellite is at apogee only for limited time and so several 
spacecraft are needed for to maintain a continuous service.
2.2.3.2 Low Earth Orbit Satellites Communications Systems
High elliptical orbit systems increase the elevation angle of mobile satellite communications at 
high latitudes (eg. Europe) but still suffer from the high path loss and long time delays 
experienced in geostationary satellite systems. In order to overcome these problems, 
constellations of many low Earth orbiting communication satellites have been proposed to 
provide global mobile communications to small terminals*. The orbit of LEO satellites fall 
within the range 500 - 2000 km; bounded by outer atmospheric drag and the start of the Van 
Allen radiation belts respectively. The concept of a constellation of LEO satellites is 
demonstrated in Figure 2.2.
Figure 2.3 C onstellation o f  LEO sm all sa tellites
* [Chakra'89], [Chase’92], LMaral'91], [Richharia’Sô], [Tafazoli'94]
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The first commercial LEO mobile satellite communication system (IRIDIUM), which 
comprises 66 satellites, was proposed by Motorola in June 1990 [Davidson90], 
[Bertiger’91], [Wilson’92]. Its satellite system is projected to consist of 11 L-band LEO 
satellites in each of six orbital planes, where the altitude of the orbit is 780 km. Each 
satellite is being designed to have direct links to adjacent satellites, permitting calls to hop 
from satellite to satellite. Iridium satellites would project a grid of cells onto the Earth’s 
surface, somewhat similar to the grid of cell sites in a cellular telephone network.
LEO satellite constellation communications systems appear well suited to global mobile 
applications because of the reduced path loss, reduced time delay, relatively low 
construction and launch cost, world-wide coverage and wide range of orbits. Although there 
are new difficulties, such as varying link characteristics, handover from satellite to satellite, 
Doppler shift and fading to be overcome in the use of LEO satellite communications, t  hese 
are largely compensated for by the reduction 27 dB in path loss if multibeam antenna used - 
which makes it possible to use hand-held terminals in satellite mobile communications. In 
addition, the wide range of orbits avoids the congestion and interference
experienced in the geostationary orbit. The lower satellite unit cost and graceful failure 
degradation of the LEO network are also attractive.
Table 2.2 summarises the relevant information about currently proposed LEO, ICO and 
hybrid mobile satellite communication systems, which highlights the extensive interest. 
However, it is important to point out that the list of systems covered here is far from 
complete. Most of the LEO satellites are located between 500 km to 2000 km, using 
frequencies at VHP, UHF and L-band for link between satellite and mobiles, Ka-band for 
intersatellite link, and C-band for communications to HUB stations. They are all based upon 
constellation systems. IRIDIUM, ARIES, Inmarsat-P and ELLIPSO are planned to provide 
global speech and data service, whereas ORB COMM and LEOSAT offer data 
communications and location determination services as well. The Odyssey and Inmarsat-P 
are ICO constellations, therefore require less satellites than LEO constellations. But the 
characteristics of the systems, for instance, time delay and pathloss are higher than those of 
LEO systems. [Cochetti’94], [Johannsen’95], [Nelson’95], [Ware’92].
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Table 2.2 Proposed Low Earth Orbit mobile communication systems
System Company No. of 
satellites
Orbit Amplitude
km
Frequency
(MHz)
Services Type of 
signal
Leosat Leosat Inc.
Ouray
Colo
18 3/?/6 1000 148-149 up 
137-138 down
Two-way communication 
and radio location for 
intelligent vehicle 
highway system
N. A.
Orbcomm Orbital Commu­
nications Corp. 
Fairfax 
Va.
20 3/
inclined/
4
2/90/4
970 148-148.9 up 
137-139 down 
400.1 down
Two-way communication 
and radio location; slow, 
low-cost data 
transmission
N. A.
Stamet Starsys Inc. 
Washington D C
24 24/7/1
random
1300 148-149 up 
137-138 down
Global two-way 
communication, data, 
radio location
Rule making 
for very high 
frequencies
Vitasat Volunteers in 
Technical Assi- 
stancee(VITA), 
Arlington, Va.
2 2/98/1 800 137.7 down
400.2 up or
400.2 down
149.8 up
Data services and file 
transfer primarily for 
developing nations
N. A.
Aries Constellation
Communication
Inc.
Herndon
48 4/45/12 1018 1610-1625.5
6525-6541
up
2483.5-2500
5150-5216
down
Position determination 
and reporting, two-way 
telephony, dispatch voice, 
facsimile, and data 
collection, distribution, 
and control services
SS/CDMA
Ellipso Ellipsat, MCHI
Washington
D C.
24 3/63/4
2/116/4
1/0/4
A 7800km 
P 520 km; 
A 7800 km 
P 4000 km 
-7800 km
1610-1625.5 up
2483.5-2500
down
Will connect to a cellular 
phone to convert 800- 
MHz cellular to the 2.5- 
/1.6-GHz RDSS bands
SS/FDMA
Globalstar Loral Cellular 
Systems Corp. 
New York City
48 8/52/6 1387.5 1610-1626.5
2483.5-2500
5199-5216
6525-6541
bi-directional
RDSS, voice, data 
communications
SS/CDMA - 
FDMA
Iridium Mototola Inc.
Chandler
Ariz.
66 6/86/11 789 1610-1626.5
bi-directional
27.5-30 up 
18.8-20.2 down
22.5-23.5 
inter-satellite 
link
World-wide cellular 
telephony and portable 
phone service
DAPSK/
TDM A-
FDMA
Odyssey TRW Inc 
Redondo Beach 
Calif.
12 3/50/4 10354 1610-1626.5 
29500- 30000 
up
2483.5-2500
19700-20000
down
Voice radio location, 
messaging, data services
QPSK/SS/
CDMA
Inmarsat -P INMARSAT 12 2/45/6 10300 S-band Voice QPSK/
TDM A-
FDMA
Source: Bruno Pattan. Federal Communication Commission: Office of Technology Assessment. WARC-92. Issues for U. S. International Spectrum 
Policy. November 1991
CDMA= code-division multiple access/spread spectrum. RDSS = radiodetermination satellite service.
FDMA = frequency-division multiple access SS = spread spectrum
N. A. = not available
2.3 ‘Little LEO’ M icrosatellite Com m unications S ystem s
Whilst the trend has been towards ever larger, more complex, and costly satellites, often 
taking a decade to progress from initial concept to orbit, a new series of small, low-cost, 
rapid-response yet sophisticated ‘microsatellites’ have been developed to play a 
complementary role to conventional satellite missions for certain well-defined objectives. 
There have been several microsatellite families, now considered as the ‘Little LEO’ class, 
developed and these are summarised in Table 2.3, which demonstrates the general interest.
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Clearly, UoSAT has dominated the development of microsatellites, especially since Us
microsatellites are much more sophisticated than the rest of them.
Microsatellite Country Frequency
(MHz)
up/down
Data rate 
(bps)
Modulation Orbit
(km/°)
Number of 
operational
UoSAT UK 145/435 1200/9600 AFSK/CPFSK 800/98
1300/66
12 out of 13
Fuji Japan 145/435 1200 AFSK/BPSK 1500/50 1 out o f 2
Microsat USA 145/437 1200 AFSK/BPSK 800/98 4 out o f 6
TUBSAT Germany 143/435 1200 GMSK 800/98
1200/82
1 out o f 2
FAISAT USA 435/145 - - 1000/90 1 out o f 1
ORBCOM-X USA 137/149 - - 800/98 0 out o f 1
SARA Frence UHF/VHF 300 AFSK 800/98 0 out o f 1
GLOMR USA UHF BPSK 500 1 out o f 1
BREMSAT Germany VHF/UHF 1200/9600 FSK/BPSK 400/20 1 out o f 1
Table 2.3 Microsatellite families
These ‘little LEO’ microsatellites provide, primarily, non-real-time digital store-and-forward 
communications and some limited, experimental real-time communications. The problems 
associated with the communications to the UoSAT microsatellites represent the typical 
problems of satellite communications in LEO, therefore the research makes use of the only 
operational LEO communications system to achieve the goal of ‘Optimising LEO satellite 
communications’, which is supported by the latest UoSAT microsatellite - PoSAT-1.
In this section, the UoSAT microsatellites are first introduced and followed by its store-and- 
forward communications systems.
2.3.1 UoSAT LEO Microsatellites*
The University of Surrey has pioneered microsatellites technologies for over a decade and 
has accumulated, at the time of writing, more than 37 orbit-years of experience in operating 
its UoSAT series of microsatellites in LEO - indeed SSTL operates the only commercial 
digital store-&-forward communications network in LEO (in 1995).
Twelve UoSAT microsatellites have been built at Surrey and launched into LEO 
[Sweeting’92] and, although they each weigh around 50 kg, they are capable of highly 
sophisticated on-board processing functions. The latest and most advanced UoSAT 
microsatellite (FaSAT-a) under construction and due to launch in July 1995, has two on­
board computers based on Intel 80386 and the Intel 80186; two TMS320C31 Digital Signal 
Processors and two T800 Transputers - supported with 300 Mbytes of on-board solid-state 
RAM.
* [Sweeting’95]
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Figure 2.3 shows the integrated microsatellite and Figure 2.4 shows microsatellite in-orbit 
configuration. Table 2.4 summarises the UoSAT/SSTL microsatellites missions, including 
launch, orbit, current status, customers and primary payloads. The UoSAT/SSTL 
microsatellites are well known for their low cost, rapid response, high reliability and 
sophisticated capability. The typical cost of a digital store-&-forward communications 
microsatellite is around £1.5 million, with a construction time of approximately 1 year.
The wide range of applications and experimental payloads, which vary from mission to 
mission, are supported by a novel modular UoSAT microsatellite platform, which is 
illustrated in Figure 2.5.
The microsatellite platform includes power, attitude control, data handling and 
communications systems. Power is generated by four body-mounted GaAs solar array 
panels, each generating around 35 W, and is stored in a NiCd rechargeable battery. The 
attitude control employs a combination of gravity-gradient stabilisation (using a 6-meter 
boom) and closed-loop active damping using electromagnets operated by the on-board 
computer. Attitude determination is provided by Sun, Earth horizon, star field and 
geomagnetic field sensors, whilst orbital position is determined by an on-board GPS receiver 
backed up by the NORAD radar tracking network. On-board data handling is provided by 
several computers, linked to the telemetry and telecommand systems as well as payloads , 
transmitters and receivers. Communications are supported by VHF uplinks and UHF 
downlinks with CPFSK modulation, using fully error-protected AX.25 packet link protocols 
operating at 9.6 kbps, 38.4 kbps and 76.8 kbps.
The On-Board Data Handling (OBDH) System is the key to the sophisticated capability of 
the UoSAT/SSTL microsatellites. At the heart of the OBDH system is an 80C186 On-Board 
Computer, which runs a 500 kByte real-time multi-tasking operating system with a 32 
MByte solid-state RAMDISK. In addition, there is a secondary 80C386 OBC with 16 
MByte RAM, two 20 MHz Transputers with 4 MBytes RAM, and nine other 
microcontrollers - a primary feature of the OBDH philosophy is that virtually all the 
software on-board the microsatellite is loaded after launch and can be upgraded and 
reloaded by the Control Groundstation at will thereafter. Normally, the satellite is operated 
via the primary OBC-186 and the real-time multi-tasking operating system. All 
telecommand instructions are formulated into a ‘diary’ at the groundstation and then 
transferred to the satellite OBC for execution either immediately or, more usually, at some 
future time. Telemetry from on-board platform systems and payloads is similarly gathered 
by the OBC-186 and either transmitted immediately and/or stored in the RAMDISK whilst 
the satellite is out of range of the Control Station. The OBC’s also operate the attitude
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control systems according to control algorithms that take input from the various attitude 
sensors and then act accordingly. Thus it is this OBDH environment that allows such a tiny 
microsatellite to operate in a highly complex, flexible and sophisticated manner, enabling 
fully automatic and autonomous control of the satellites systems and payloads.
Mission Launch Orbit Status Primary Payloads Customer
UoSAT-1 1981 D 560km/98° decayed 1989 radiation, engineering research UoS
UoSAT-2 1984 D 700km/98° operational S&F communications, 
radiation, engineering research
UoS
UoSAT-3 1990 A 800km/98° operational S&F communications UoS
UoSAT-4 1990 A 800km/98° failed technology demonstration ESA
UoSAT-5 1991 A 800km/98° operational S&F communications, remote 
sensing, radiation
SatelLife
KITS AT-1 1992 A 1300km/66° operational S&F communications, remote 
sensing, radiation
Korea
S80/T 1992 A 1300km/66° operational LEO communications research CNES
PoSAT-1 1993 A 800km/98° operational S&F communications, remote 
sensing, radiation
Portugal
HealthSat-2 1993 A 800km/98° operational S&F communications (medical, 
disastettelief)
SatelLife
KITSAT-2 1993 A 800km/98° operational S&F communications, remote 
sensing, radiation
Korea
CERISE 1995 A LEO operational military communications 
(classified)
MoD France
FASat-A (1995)U 700km/66° awaiting launch remote sensing, S&F data 
collection
Chile
Table 2.4 UoSAT microsatellites
Figure 2.5 Microsatellite in orbitFigure 2.4 Integrated microsatellite
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Figure 2.6 UoSAT Microsatellite Platform System Configuration
One of the latest pair of microsatellites using the multi-mission UoSAT microsatellite 
platform is PoSAT-1, which was launched into a 800 km, 98.5 degree orbit in September 
1993, and carries several communication, science and technology payloads:
Store-&-Forward Communication payload (S&F)
Digital Signal Processing Experiment (DSPE)
Cosmic Ray Experiment (CRE)
Earth Imaging System (EIS)
Global Positioning System (GPS)
Star Sensor (SS)
The two communications payloads are briefly introduced as follows:
Store-&-Forward Communication payload - provides digital store-and-forward 
communications for stations in commercial and Amateur Satellite service. This system uses 
a 32 Mbyte CMOS SRAM bank for message storage and standard protocols for message 
forwarding.
Digital Signal Processing Experiment - comprises two Texas Instruments DSP integrated 
circuits which can work separately or in parallel. The DSPE has been designed to provide a 
sophisticated in-orbit test bed for research into optimising communications links with 
satellite in LEO and to evaluate the possibility of adaptive communications links with the 
microsatellite - continuously optimising modulation/demodulation techniques, data rates and
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coding schemes in response to traffic characteristics during the satellite’s transit of the 
groundstation.
2.3.2 UoSAT LEO Microsatellite Communications*
The communications services provided to customers are primarily by a single UoSAT 
microsatellite in LEO, although the Healthsat network has comprised a constellation of 
Healthsat-1 (UoSAT-3) and Healthsat-2, which provides electronic mail facilities to 
previously isolated doctors and medical students in the developing world. The 
communications relayed by a single satellite in LEO are called store-and-forward 
communications [Ward’91], which are different from the real time communications 
provided by the conventional geostationary satellites or network of satellites in LEO. In the 
early years of space exploration, the communications with the spacecraft relied on store- 
and-forward communications due to the difficulty in reaching geostationary orbit, for 
instance, CURRIER launched in 1960 [Bartow’60] carried a primitive analogue store-and- 
forward communications transponder, which stored messages on a tape recorder.
• Principle of digital store-&-forward communications
Most of the UoSAT microsatellites have been launched with Earth observation satellites. 
The orbit chosen for the Earth observation satellite is normally a circular inclined orbit at 
altitude several hundreds of kilometres with near 90° inclination or sun synchronised orbit, 
which guarantees that the satellite will pass over every region of the earth. Thus it is also 
well suited to establish a global store-and-forward communications with a single satellite. 
The period is of the order of one and half hours. However, the satellite in LEO is visible to 
only a small portion of the Earth at any particular time. If the source and destination 
terminals are both in the satellite’s communication footprint at the same time, messages can 
be delivered almost immediately. If the two terminals are not in the same footprint, the 
communication is still possible providing the store-and-forward communications technique 
used in the satellite, which collects and stores the message from an originator, until the 
destination comes into the communication footprint and finally sends the message to the 
destination user. However, a delay in delivery is unavoidable, which may be a few minutes 
or ten hours for destinations just east of the longitude. The satellite rises above horizon of a 
groundstation for several passes for up to 15 minutes, typically in two groups. One in the 
morning and the other is in the evening, which is apart roughly 12 hours. The passes within 
a group are separated by one orbit period. Therefore, the message is delivered in the ‘next
* [Ward’91], [Ward’93]
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half day’, which is sufficient to many types of information exchange. For instance, a real 
time mail delivery is not necessary when two users are several time zones apart where the 
recipient is asleep. The delay can be reduced by network of satellites in LEO and the real 
time communications can finally be achieved by sufficient number of satellites in a 
constellation.
• Possible and suitable applications
The UoSAT store-and-forward communications system has successfully supported the 
communications to remote areas, such as scientists working in the polar regions and medical 
doctor and students in the developing countries. The world-wide communications have been 
implemented since the launch of UoSAT-2 in 1984 in all over world of Amateur radio 
society, where data transferred include text, digitised audio and images. The identified 
possible and suitable communications applications are as follows:
• Private and application-specific electronic mail system
• Remote area, disaster relief and emergency communications
• News gathering and distribution
• Property tracking
• Remote site data collection in meteorological, water and oil etc.
• Secure data transfer system in military, embassies and international company and 
banks
• Regenerative transponder
All these communications are supported by the sophisticated store-and-forward 
communications transponder on board the UoSAT microsatellites, which is a regenerative 
transponder according to the traditional classifications. The UoSAT communications 
transponder is much more complicated than the conventional transparent transponder and is 
believed the most sophisticated transponder in civil or commercial satellites. The heart of 
the transponder can be considered as a general purpose computer, which controls the on­
board data handling system via a local on-board network. The communications uplink 
frequency used on the UoSAT microsatellite platform is 145-150 MHz whilst the downlink 
frequency is 400 - 435 MHz - using CPFSK modulation schemes with a bit rate of 9.6 kbps 
(primary) in a channel bandwidth of 15 kHz and 38.4 kbps in 60 kHz bandwidth. Two sets 
of receiver and transmitter, which are redundant to each other, support a ‘wireless data 
communications’ by a single radio channel. The communications with the UoSAT 
microsatellites are organised and implemented in a somewhat different manner to that used 
by commercial satellite services: it is communications between two computers - one of
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which happens to be in space. Any message received by the satellite is demodulated and 
stored as a file in a corresponding directory, physically in 32 Mbytes RAMDISK, and then 
modulated and transmitted according to the user’s request, which are all autonomously 
controlled by the on-board computer and its real time multi-tasking operating system.
• Services
The communications functions provided by UoSAT microsatellites can be classified into 
three types:
satellite house-keeping
which requires a reliable, high integrity communications link to support essential 
telemetry, telecommand transmissions and loading of operational software (500 
kbyte) into on-board computers in conjunction with a primary mission control 
groundstation.
experiment and payload data retrieval
where data files (both large and small) containing the results of experiments and 
payloads(eg. Earth observation cameras) on-board the satellite need to be 
downloaded to one or more groundstations.
store-forward 'electronic m ail communication
comprising of multiple-access stations in the amateur satellite service and in the 
SatlLife/VITA medical & disaster relief networks exchanging files through a 
bulletin-board system on-board the satellite. The files may vary in size from very 
short text files (1-2 kbyte) to large software, image or speech files (100-500 kbyte).
• Protocols
All of the above communications are carried out using the digital packet-radio 
communications technique. All files and messages are broken into small packets or 
datagrams for transmission. The widely used packet radio protocol AX.25 provide packet 
multiplexing, error detection and automatic-repeat request (ARQ) error correction, corrupted 
packets are detected and retransmitted to achieve error free transmission. The transponder 
can be operated in two modes, namely broadcasting mode and file uploading mode.
The broadcasting mode is different from the traditional satellite broadcasting. Here the 
uplink is involved. Broadcasting is initiated by user requests and the satellite responds to the 
requests by broadcasting the required file. Since this can be received by all the authorised 
users in the footprint, it is point-to-multipoint communication. Groundstations receive the
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message as a stream of packets and ignore corrupted packets, which leaves holes in the file. 
The user then send requests to satellite asking for missing packets to fill the holes until the 
file is complete, which is a selective ARQ. The broadcasting is served by the Pacsat 
Broadcast Protocol (PBP) software. The downlink is organised in the way similar to the 
conventional Time Division Multiplexing (TDM), but a more precise definition is Packet 
Division Multiplexing (PDM). All users in the downlink are served sequentially, a number 
of packets per user is sent in one circle. The uplink in the broadcasting mode deals with 
requests - normally short messages, which are organised similar to S-ALOHA. Requests 
from multiusers access the satellite in random manner but are controlled from the satellite 
by initially broadcasting an invitation to all users. The uplink is slotted in time by the 
invitation, so called S-ALOHA. If the information in the invitation is ‘open’, users can put 
forward their requests. The transmission of requests is initiated by a random time generator 
to guarantee satellite accessed randomly by multiusers. If the information is ‘shut’, users 
stops sending requests.
The file uploading is a point-to-point virtual circuit communication, and operated in a 
connected mode using AX.25 packet handshaking protocol, which is modified to cope with 
radio link delays of LEO. The satellite buffers 7 packets and then acknowledges 
groundstations instead of acknowledging every packet. The groundstations will retransmit 
corrupted packets according to the ARQ message. The file uploading is served by FTLO 
software and the satellite is accessed by Demand Assignment Multiple Access (DAMA). 
Users send requests to ask for a permission of file uploading, and the satellite assigns a 
channel to a user to upload his file and keeps one uploading per channel, but collision from 
requests is possible. The file uploading for satellite housekeeping can be given higher 
priority by setting random time generator to 0 and using higher transmitting pow er, even in 
‘shut’ down mode.
• System configuration
The link must accommodate communications between the satellite and either fixed 
groundstations, small portable, mobile, or hand-held terminals where the communications 
problems vary with the different type of terminals and operating environment and where 
sometimes large amounts of data are required to be exchanged with the groundstation within 
a very limited transit time of the satellite.
The use of a single satellite in LEO, to provide global digital store-&-forward 
communications to such wide range of groundstations, exhibits very different characteristics
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compared with the conventional geostationary communications, which will be discussed in
the following chapter.
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CHAPTER 3 
CHARACTERISTICS OF LEO SMALL SATELLITE COMMUNICATIONS
Various LEO small satellite communication systems and constellations have been proposed, 
but many practical uncertainties remain and require research to investigate:
• the actual characteristics of the LEO satellite communications environment
• improved bandwidth and power efficient modulation/demodulation coding 
schemes
• inter-satellite link and effective hand-over protocols
Although the objective and scope of this research programme is limited to optimising 
communications with small satellites in LEO by improvements in modulation and 
demodulation techniques, a thorough understanding of the fundamental characteristics of 
LEO satellite communications is necessary to fulfil the objective of the research.
The LEO small satellite communications environment and associated constraints are 
therefore characterised with respect to modulation and demodulation techniques in this 
chapter. This is based on a background study of propagation relating to land mobile and 
geostationary satellite mobile communications, previous research, and practical 
communications experience with the UoSAT/SSTL microsatellites in LEO.
In the beginning of this chapter, the basic concepts and relationships of satellite 
communications links are introduced, followed by the considerations in choosing 
communications frequencies - as these determine most of the characteristics of LEO satellite 
communications. These characteristics are then discussed according to effects due to orbit 
configuration, including varying link characteristics and space environment, propagation 
effects, resulting in most severe impact on LEO satellite communications, and constraints 
due to small satellites, especially microsatellites. The discussion builds up a description of 
the research environment and the specific characteristics of the UoSAT/SSTL microsatellite 
communications are then summarised at the end of this chapter.
3.1 Satellite Com m unications Link
A satellite communication link can be represented by a simple and general transmission 
Equation 3.1, which gives an overall view of a satellite communication link , describes how 
and why each factor or component in a satellite communications system affects the
* [Maral*93]
3-1
Charateristics o f LEO Small Satellite Communications
communications link and depicts the relationship among these factors. The effects on the
where the effects of medium are illustrated by free space path loss LD and attenuation L, 
including precipitation, atmospheric absorption, antenna pointing loss, propagation effects 
and margin, etc. This equation relates the required received power PR to the transmitter 
power P r, the receiver antenna gain GR, the transmitter antenna gain GT and the effects of 
medium LD and L for a link budget calculation. Free space path loss LD is given by the 
following equation:
where, d is the distance and X is the wave length of radio wave.
The effects of height of an orbit on communication characteristics can be predicted from this 
and the choice of communication frequency is obviously related to this equation as well.
The Equations of 3.1 and 3.2 are the basic equations for link analysis.
measured by Bit Error Rate (BER) against Energy Per Bit to Noise Density Eb /N0. This is 
related to the modulation format employed, and the following equation for instance is the 
error probability of coherent demodulation BPSK and QPSK.
The relationship between Energy Per Bit to Noise Density Eb/N0 and Carrier to Noise Ratio 
C/N is given by the following equation:
The Carrier to Noise Ratio C/N is directly related to the received power P/?. Therefore, the 
design of a communication system normally starts with determining the required receiver 
power PR t then selects and calculates the rest parameters to satisfy the transmission 
equation. The required receiver power PR is determined by the Bit Error Rate (BER), which 
is a measure of the quality of a digital communication link and is settled by the requirement 
of application. The transmission equation shows that a communication link can be improved
communication link and the characteristics of each factor will be further discussed and
developed in the rest of chapter.
Pr - P t + +  Gr — Ld — L  idQ'f 3.1
3.2
Jiyareof
Akmerit of a digital communication system is Bit Error Rate performance, typically
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by all sort of ways. In this research, the author attempts to decrease the required receiver 
power by introducing power efficient modulation and demodulation techniques to enhance 
the performance of communications systems.
3.2 Choice of Com m unications Frequency
The varying link characteristics and effects of propagation of LEO satellite communications 
are mainly determined or related to the choice of communications frequency. Choosing a 
communication frequency normally commences with considering the requirements of 
applications and are then checked by radio regulations, which have been made by 
international and local radio committees to meet the requirements of various applications 
and avoid radio interference. The choice of frequencies is a trade off among 
communications histories, existing systems and equipment, interference, and system 
configurations, including orbit, satellites and terminals.
Generally, path loss and Doppler shift become more significant at higher frequencies as 
shown in Table 3.1, and also the complexity and cost of a system grow with the increasing 
of frequencies. Most LEO satellite communication systems use or intend to use the lower 
VHF/UHF and L-band frequency mainly to reduce Doppler shift due to the relative 
movement of satellite in LEO to the Earth. The Doppler shift in VHF/UHF and L-band is 
much lower than that in C-band used in geostationary satellite communications systems. 
Furthermore, electrical devices at VHF/UHF possess higher efficiency, simplicity, reliability 
and lower cost compared with those of L-band and C-band. The lower path loss of lower 
frequencies can compensate the loss in antenna gain due to the requirement of using low 
gain antenna on spacecraft to match wide angle coverage of satellites in LEO.
Max Pathloss (dB) Max Doppler Shift (kHz)
VHF at 150 MHz in 800 km LEO 146.32 ±3.3
UHF at 430 MHz in 800 km LEO 155.47 ±9.5
L-band at 1.5 GHz in 800 km LEO 166.32 ±33.2
C-band at 3.5 GHz in 800 km LEO 173.68 ±77.3
Table 3.1 Doppler shift
Small satellites are power and mass limited, and this naturally leads to a preference for 
lower communication frequencies. The early UoSAT microsatellites carry radio amateur 
payloads, hence the selected frequency bands were those of the amateur satellite service, 
namely VHF (145-146 MHz) and UHF (435-438 MHz). In order to support communications
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to small terminals, the lower frequency band is used for the uplink, minimising the power 
required from small terminals. The use of VHF bands for the uplink and UHF bands for the 
downlink in ‘little LEO’ small satellite communications has been confirmed in 1992 World 
Administrative Radio Conference (WARC-92). The later commercial mission UoSAT series 
microsatellites have now employed frequencies in the newly allocated VHF and UHF bands.
3.3 Effects Due to  Orbit Configuration
The orbits of LEO systems fall within the range 500 - 2000 km bounded by outer 
atmospheric drag and the start of the Van Allen radiation belts. Different physical orbit 
configurations give rise to differences in the space environment and the visibility of 
satellites and their communications characteristics. The relative movement of satellites in 
LEO with respect to the Earth determines the time-varying characteristics of LEO satellite 
communications, such as variations in pathloss, Doppler shift and communications time, 
which are discussed in this section. The LEO space environment is described in the end of 
this section.
3.3.1 Variations in Free Space Loss
The free space loss in a satellite communications system is determined by the distance 
between the satellite and a specific groundstation. However, the path length varies 
dramatically as the satellite in LEO rises above horizon to a maximum elevation and sets 
below the horizon again to the groundstation, resulting in variations in free space loss and 
communication delay for a specific pass. The characteristics of each pass depends on the 
type of orbit. In LEO, the variations of the slant range between the satellite and the 
groundstation are related to the elevation angle. The elevation angle for each pass is varying 
form 0 degree to the maximum elevation of the pass, which is changing from pass to pass. 
Equation 3.5 returns the slant range p0 as a function of elevation angle for a satellite at
height h above the Earth, where R is the local radius of the Earth at the groundstation [da 
Silva’89].
Po "  V ( *  + h )2 ~ R 2 cos"(£7) — Rs\vi(El) 3.5
The minimum and maximum slant rangepare obtained by setting El = 90° and El = 0° in the 
equation 3.5, which return 800 km and 3293 km respectively in an 800 km orbit. The 
associated one-way transmission delay therefore varies from 2.7 ms to 11 ms. The variation 
in free space loss is plotted in Figure 3.1 for a range of typical orbital heights of UoSAT 
microsatellites, and it shows that the free space loss varies by over 12 dB for an overhead
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pass of a satellite in an 800 km circular orbit. The maximum variation of the free space loss 
for a satellite at 1300 km is more than 10 dB.
Free sp ace loss variation in circular LEO
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Figure 3.1 Varying free space loss in circular LEO
The varying path loss in LEO satellite communications systems means that the difference 
between the maximum and the minimum of the signal-to-noise ratio in the communications 
link can be 12 dB, so a fixed data rate link that is just sustainable at low elevation becomes 
under exploited in terms of potential throughput at higher elevations. With LEO satellite 
transit time of between 15-20 minutes, the total data throughput during a high elevation 
transit could be doubled by optimally matching the link signal-to-noise and data rate 
throughout the transit.
3.3.2 Doppler Shift
Doppler shift, the difference between observed frequency and transmitted frequency, is 
caused by the relative motion of the satellite in its orbit and the groundstation on the Earth. 
Doppler shift is calculated by the following equation:
D  =
v x /
3.6
where D is Doppler shift, v is the relative velocity of a transmitter and a receiver, / i s  the 
transmitted frequency and c is the speed of the light 3x1 m/s.
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In LEO satellite communications, a significant Doppler shift, ±9.5 kHz at 430 MHz, is 
caused by the high relative movement of a satellite in 800 km circular orbit to a fixed 
groundstation with relative speed up to 7.5 km/s. The Doppler shift contributed by the 
ground velocity of a mobile terminal is insignificant and can be ignored in most LEO 
satellite communication analyses. Since there is no relative motion between the 
geostationary satellite and the Earth's surface, the only cause of Doppler shift is the ground 
motion of mobiles where it contributes only 40 Hz at 430 MHz with a vehicle speed of 100 
km/j5h.
The Doppler shift experienced by a fixed groundstation during a transit of a LEO satellite 
depends on the pass geometry, and the satellite orbit. But with a few simplifications a single 
equation can be derived which depends only on the maximum elevation reached during a 
pass. Assuming a circular orbit, and ignoring the effect of the rotation of the Earth during 
the pass, the Doppler shift at time t can be approximated by Equation 3.7 [da Silva’89].
The angle p  used in Equation 3.7 is the angle between the orbital plane, and the vector 
joining the Earth’s centre and the groundstation. The term cos(y8 ) is related to the elevation
Two sets of Doppler curves for maximum elevation 20° and 90° passes are plotted in Figure 
3.2. They illustrate that a maximum positive Doppler shift is experienced initially on 
acquisition of the signal, reduces to zero at time of closest approach, and is maximum 
negative at the time of loss of signal. The highest change rates of Doppler shift occur near 
closest approach, and Doppler shift becomes more severe for higher elevation passes.
The graph is plotted for a downlink frequency of 430 MHz, and a maximum Doppler shift of 
±9.5 kHz is expected, as indicated by Equation 3.7. The maximum Doppler shift rate is 90 
Hz/s. The maximum Doppler shift at a uplink frequency of 150 MHz is ±3.3 kHz, which are 
calculated by Equation 3.7 and the maximum Doppler shift rate is 30 Hz/s. These maximum 
values correspond to a pass with the maximum elevation 90°. At the pass with the maximum
3.7
angle (El ) by Equation 3.8. f 0 is the carrier frequency. T  /*s the o r i î t  period.
3.8
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elevation 20°, the maximum downlink Doppler shift for this pass decreases to ±8.2 kHz and 
the maximum Doppler shift rate is 39 Hz/s for this pass.
D oppler shift curves for PoSAT-1 Downlink j
(f=430MHz, h=800km)
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Figure 3. 2 Doppler shift curves fo r  PoSAT-1 downlink
Both the frequency offset and the change rate of frequency impact on the RF system design 
and choice of modulation schemes in terms of the capture and tracking ability of modems.
In a narrow band communications system, as implemented by UoSAT, Doppler 
compensation must be employed to ensure the signal stays within the bandwidth of the 
receiver. A satellite appears to have a different relative velocity and Doppler shift for each 
of multiple groundstations served by the UoSAT microsatellite within its footprint. The 
Doppler shift can therefore not be compensated for on the satellite, as it would only be valid 
for a single station. Consequently the groundstation must ensure it compensates the Doppler 
shift on the uplink transmitter and downlink receiver.
In conclusion, the maximum Doppler shifts experienced in the ‘little LEO’ bands is 
approximately ±3.3 kHz for VHF and ±9.5 kHz for UHF. The frequency shift is most 
pronounced at beginning and end of a pass. The change rate of frequency is most 
pronounced at the maximum elevation of the pass, and both Doppler shift and Doppler shift 
rate are worse for higher elevation passes.
3.3.3 Communication Time
The coverage and communication time are determined by the orbit used in a satellite 
communications system. The coverage of a geostationary satellite is roughly one third of the
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Earth and a satellite in geostationary orbit is constantly visible for a particular 
groundstation. However, for a satellite in low Earth orbit, the instantaneous coverage is 
reduced and the communications time is limited although communication experiences less 
time delay.
The UoSAT micorsatellites have been launched alongside a number of Earth observation 
satellites such as SPOT, ERS-1 and TOPEX, who employ primarily circular low Earth 
orbits with an orbital height from 500 km to 1300 km. At these heights the coverage circle of 
the satellite is about 5200 km to 8500 km, in diameter (6600 km at 800 km altitude), and 
higher latitudes coverage is provided by inclining the orbit with respect to the equatorial 
plane, the inclination about 98° for a sun-synchronous orbit.
The orbital period is directly related to the satellite height. For an 800 km orbit, the orbital 
period is of the order of 100 minutes. A series of typical ground tracks of PoSAT-1 are 
shown in Figure 3.3, with the satellite moving westwards along the track in a retrograde 
orbit. The satellite will appear above the horizon when the sub-satellite point is inside the 
range circle for the Surrey groundstation, at which point communications start to be 
possible. Therefore, the communications window is only available for a groundstation in a 
small portion of orbital period. Communication time with a single satellite pass lasts up to 
15 minutes for a satellite at an 800 km orbit corresponding to the maximum elevation angle 
of the pass.
The diagram illustrates that from a groundstation point of view, the satellite passes occur in 
a series of 4 to 5 descending passes (South going). The orbit is inertially fixed in space, with 
the Earth rotating underneath, and therefore successive passes appear further westwards of 
the groundstation as the satellite completes another orbit. A further set of ascending passes 
will therefore be observed when the Earth has rotated through a full 180 degrees in 12 hours. 
Therefore, there are total 8 to 9 passes per day in average for the Surrey groundstation. The 
communication time available for each geoundstation is also related to the location. The 
orbit configuration of PoSAT-1 is designed for higher latitudes coverage, therefore there are 
more passes and longer communication window for each pass at higher latitudes than that at 
lower latitudes. A similar coverage can be achieved at lower latitudes by changing the orbit 
configuration.
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Figure 3.3 A series o f typical ground tracks o f PoSAT-1
In order to gain insight into which propagation effects are most pronounced in a ‘little LEO’ 
satellite communication system, the probability of a satellite being at a certain elevation at any 
time is examined by statistical simulation [da Silva’90]. The analysis is performed using 
satellite tracking software, logging elevation data for groundstations in various locations.
Percentage communication time above an elevation angle
PoSAT-1 from Surrey groundstation
100
e.g. 20% communication time above 22° elevation
Bevation angle (degrees)
Figure 3.4 Statistic communication time against elevation angle
The results of the analysis for PoSAT-1 in an 800 km sun-synchronous orbit are plotted for a 
groundstation at 50° latitude in Figure 3.4. It shows that the majority of communication time 
is at lower elevation angles, with little communication time at higher elevations. Only 22% of 
available communication time is spent at elevation angles greater than 20°. The statistics 
change slightly with latitude of the groundstation. Most importantly, these statistics show that
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that the propagation effects associated with low elevation angles are most likely to limit 
communications.
3.3.4 Hand-Over From Satellite to Satellite in C onstellation
LEO satellites are only in view of a given groundstation for small part of their orbit, and 
therefore it becomes necessary to hand over from one satellite to the next satellite in order to 
provide real-time global mobile communications. Smooth hand-over without interruptions 
to the service will require substantial developments in communications protocols, inter 
satellite links and spacecraft on-board software. The particular communications under 
consideration in this study are non-real time global ‘store & forward’ communications 
supported by a single satellite in LEO, therefore, it is not necessary to discuss ‘hand-over’ in 
this thesis.
3.3.5 C onstrain ts of Space Environment
Satellites are surrounded by radiation and vacuum environment, and experience thermal 
cycling caused by repeated sun-lit and eclipse periods in space. The design of spacecraft is 
preliminarily constrained by these factors, and vibration effects due to launch also should be 
taken into account.
Constraints o f Thermal Cycling
The choice and performance of components will be strictly limited by the thermal cycling of 
spacecraft in an in-orbit system design and implementation without the thermal protection.
A spacecraft in a sun-synchronous orbit has a regular eclipse period, and therefore the 
thermal design is simpler than that of a spacecraft in a non sun-synchronous orbit, which has 
an irregular eclipse period. The purpose of the thermal design of spacecraft is to minimise 
temperature change of spacecraft, especially the temperature inside in order to keep 
spacecraft operating normally. In the typical thermal design of the UoSAT microsatellites, 
spinning the satellites decreases the surface temperature range of the satellites from roughly 
-60° to +40° down to -35° to +20°. The inner temperature is optimised for the power system 
in particular the batteries, typically a few degrees around 10°C, by isolating thermally 
internal structure from the external facets. The limitations on the choice of components for 
in-orbit systems design of the UoSAT microsatellites are relaxed, especially for on-board 
modem design, although the military or space qualified components are preferred over 
commercial parts.
3-10
Charateristics of LEO Small Satellite Communications
Constraints o f Vacuum Environment
The space vacuum environment limits use of moving mechanical parts and restricts the 
materials used inside spacecraft, because metals may weld together without air lubrication 
and some materials can sublime and condense onto colder facets such as solar panels, optics 
or delicate electronics. The lack of cooling by convection constrains the power ratings of 
components. Additionally, multipacting can occur in a partial vacuum due to high voltages. 
These effects of the space vacuum environment should be taken into account in the 
spacecraft design.
Effects o f Radiation
Spacecraft in LEO experience less severe radiation effects than those in high elliptical, 
intermediate and geostationary orbits. The radiation effects in LEO are mainly caused by the 
electrons trapped by the Earth’ magnetic field. Radiation dose increases with the height of 
the orbit. The results from Cosmic Ray Experiments reveal that the radiation effects at 
S80/T in a 1300 km orbit are ten times stronger than those at Healthsat-2 in an 800 km orbit. 
The radiation effects in LEO are typified to the effects of total-dose and single event-upsets.
The total dose radiation can cause permanent damage on the crystal architecture of solar cell 
and semiconductor materials, resulting in performance degradation on various spacecraft 
systems.
The single event-upsets or ‘bit flips’ are the most severe effects from space radiation in 
digital circuits, especially for those that accommodate control logic and operational 
program. A bit in a critical control program upset from one to zero could destroy the whole 
spacecraft. The in orbit system design concerned in this research is mainly constrained by 
the effects of space radiation, which limit the applications of advanced computers and 
communications technologies, such as advanced and powerful VLSI circuits and digital 
signal processors. UoSAT has pioneered the research into the effects of space radiation. The 
radiation models and protection techniques have been derived from the experimental results 
of 5 microsatellites. The results of this research provide the principles in the in-orbit system 
design [Underwood’92].
3.4 Propagation Effects'
The link characteristics associated with orbit geometry, discussed in the previous section, 
vary with the motion of satellites in LEO but are predictable. In comparison, the propagation 
effects of LEO satellite communications can not be calculated by equations and are random
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in nature, which can only be described statistically. The propagation of LEO satellite 
communications is very complex and poorly understood. Only a few publications are 
available in the literature, which intend to develop LEO propagation models by using 
measurements from geostationary satellite and land mobile communications systems but 
they can not be verified. The propagation models for satellite in LEO essentially do not 
exist. The author does not intend to develop propagation models for LEO satellite 
communications, and only summarises the basic understanding of fading channels to be able 
to support the research of optimising LEO small satellite communications by modulation 
and demodulation. The research of propagation of land mobile and geostationary satellite 
mobile communications establishes a base of research into propagation of LEO satellite 
communications. Therefore, this section commences with a review of the propagation of 
land mobile and geostationary satellite mobile communications, is followed by the 
discussion of propagation effects in LEO satellite communications and ended by the 
simulation of fading channels.
3.4.1 Propagation Effects of Land Mobile Com m unications
Land mobile and geostationary satellite mobile communications have been developing for a 
decade and extensive studies on propagation of both communications systems have been 
carrying on by theoretical analysis, computer modelling and hardware simulation, which are 
based on intensive practical measurement. The propagation effects of land mobile 
communications represent the typical shadowed fading environment, which is reviewed 
under the propagation and its effects.
3.4.1.1 Propagation of Land Mobile Communications
A cellular architecture is employed in terrestrial mobile communications. In a given cell, a 
mobile station is served by a base station. The transmission between a base station and a 
mobile station takes place via many paths. A direct line-of-sight does not generally exist and 
the propagation paths or multipath are created by reflections and diffraction in most urban 
situations. The signal amplitude follows a Rayleigh type of distribution and phase is a 
uniformly distributed component. Figure 3.5 is a typical propagation model for 
geostationary satellite mobile communications, however multipath of fading channel can be 
explained by this diagram in general, such as direct wave, reflection, including specular and 
diffuse paths.
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Direct wave
Specular
x Diffuse
Figure 3.5 Propagation model fo r  mobile satellite link
Figure 3.6 Knife edge diffraction geometry
Reflections include both specular r, and diffuse r2, shown in Figure 3.5. Specular reflection 
is completely coherent with the direct line-of-sight signal r0, whereas diffuse reflection is an 
incoherent signal.
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Diffraction occurs when the signal path is blocked by buildings, which is illustrated in 
Figure 3.6. The signal strength is a function of the Fresnel diffraction parameter, v, given
transmitter, and d2 is the distance between the obstacle and the receiver. The diffraction 
loss, Ld, can be obtained from the following formula [CCIR’93] for v  greater than - 0.7:
Signals using vertical polarisation are almost completely reflected and a complete reflection 
does not take place for horizontally polarised signals. Therefore, vertical polarisation is 
preferred for terrestrial mobile systems in urban areas.
The above summary is valid for the outdoor propagation and building penetration should be 
considered for indoor propagation.
3.4.1.2 Propagation Effects of Land Mobile Communications*
The effects of propagation in land mobile communications can be classified into signal 
fluctuation, signal attenuation and pathloss. The average pathloss is normally predicted by 
empirical formula, the probability of signal attenuation is log-normal distribution and the 
statistical model of signal fluctuation is Rayleigh distribution.
• Signal Fluctuations
The statistics of the fluctuations of the signal amplitude is Rayleigh distribution within a 
small area and the signal phase has a uniformly distributed random component in land 
mobile communications. The level-crossing rate is one of technical terms used to describe 
the characteristics of Rayleigh fading and defined as the average number of times per second 
that the signal crosses the specified signal level in a positive-going direction [Lee’82].
The probability density function of a Rayleigh distribution [Miller’85] is given as follows:
by:
3.9
where À is the wave length of the signal, dj is the distance between the obstacle and the
Ld — 6.9 +  2 0 log D — 0.1 + ^ ( v  — 0.1) +1 l (À 3.10
(7
r >0 3.11
* [Lee’82], [Lee’93]
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where r  is a Rayleigh-distributed random variable, which is
r = A/ i f + x | ’ ' 3.12
where X] and X2 are zero mean statistically independent Gaussian random variables each 
having a variance o2.
The uniform distribution of signal phase is given by the following simple equation:
— 0 < * <  27t 3.13
where x is a uniform-distributed random variable.
• Signal Attenuation
Signal attenuation in land mobile communications are mainly caused by buildings and trees, 
resulting in fade duration, which is normally described by the log-normal distribution 
[Miller’85], which is the following formula:
p(x) =  — ___■ e~^nx~^ l 2a * > 0  3.14
x^j2ncr1
where x is a random variable with mean p..
The fade duration is defined as the length of time over which the signal attenuation is higher 
than a specified value in dB.
The signal attenuation caused by tree can be very severe and the average tree shadowing 
levels is around 8 - 12 dB at L-band frequencies. The average tree attenuation can be 
calculated by the following empirical formula:
a  = 0.45/ 0 284cf (dB) 0 < <j < 14 3.15
where d  is the signal path through the tree in meters an d /is  the frequency in GHz in L band. 
It is shown that the attenuation increases with frequency [Vucetic’92].
e Pathloss
The free space loss formula can not be directly used to calculate pathloss in land mobile 
communications, because signal transmission is via multipath by reflections. The 
measurements in the land mobile communications indicate that signal power usually varies 
as an inverse fourth power law of distance, whilst free space loss follows an inverse square 
law. The pathloss is normally calculated by empirical formulas, which are developed from 
the free space loss equation based on propagation measurements in various areas by using
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different land mobile communications systems. A well known empirical formula is 
described in [Lee’82].
3.4.2 Propagation Effects of G eostationary Satellite Com m unications
The propagation of geostationary satellite mobile communications are different from that of 
land mobile communications due to the presence of direct path, additional signal fluctuation 
caused by Ionosphere and Troposphere disturbances. The propagation of geostationary 
satellite mobile communications is typically considered as a non-shadowed fading channel. 
However, the non-shadowed model does not fit in experimental data well and M-states 
models are used in the most of advanced models. Similarly, the propagation effects are 
summarised based on the description of propagation.
3.4.2.1 Propagation of Geostationary Satellite Communications
The basic propagation model for geostationary satellite mobile communications is shown in 
Figure 3.5. As in the terrestrial mobile situation, radio wave propagation between a satellite 
and a mobile earth station takes place via many paths. A direct path r0 is a mandatory 
requirement in geostationary satellite mobile communications. The remaining power is 
received by the specular r, and diffuse r2 reflections. The diffuse component is expected to 
be at least 10 dB less than a direct line-of-sight path. The signal normally follows Ricean 
statistics due to the presence of a direct path.
The direct wave arrives at the receiver site via a line-of-sight path, which suffers from free 
space attenuation, tropospheric disturbance, ionospheric disturbance and shadowing. 
Shadowing is the attenuation to the direct path due to trees and buildings and it is the 
dominant impairment in the satellite mobile propagation channel.
Ionosphere disturbance includes Faraday Rotation and Ionosphere Scintillation 
[Ippolito’86], [CCIR’93]. Faraday Rotation caused by the interaction of a radiowave with 
electrons in the ionosphere, in the presence of the Earth’s magnetic field. The effect of 
Faraday Rotation is a rotation of the polarisation of direction of a linearly polarised wave. 
Experimental evidence suggests that the effect of Faraday Rotation is 3 dB under worst 
conditions at L-band frequencies. However, Faraday rotation does not affects circularly 
polarised signals. Ionospheric Scintillation caused by electron density irregularities in the 
ionosphere. The effect of Ionospheric Scintillation is rapid fluctuation of the amplitude and 
phase of a radiowave, which decreases with the increase of frequency. At L-band frequency, 
a noticeable effect appears at equatorial and polar regions only, and during sunrise and 
sunset periods of the day. A 10 dB attenuation caused by Ionospheric Scintillation has been
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observed near the equator during solar maximum periods. However, the effect of 
Ionospheric Scintillation is rather low in comparison with impairments of shadowing and 
multipath.
is most pronounced at low elevation angles below 5° [Ippolito’86]. The effects of 
Troposphere Refraction are changes in the angle of arrival or the amplitude of a radiowave. 
It is normally not taken into account because the effects become insignificant at elevation 
above 5°.
Similar to the terrestrial mobile communications, building attenuation should be taken into 
account while an indoor communication is involved.
3.4.2.2 Propagation Effects of Geostationary Satellite Mobile Communications
The propagation effects of geostationary satellite mobile communications are different from 
that of land mobile communications due to the present of direct path and additional signal 
fluctuation caused by Ionosphere and Troposphere disturbances, therefore they are 
characterised in the following aspects:
• Signal Fluctuation
The statistics of the fluctuations of the signal amplitude is dominated by the Rice 
distribution in geostationary satellite mobile communications due to present of direct path. 
The following formula represents the probability density function of a Rice distribution
r is also represented by Equation 3.13, where Xj  and X2 are statistically independent 
Gaussian random variables and s is the envelope of the direct wave.
• Pathloss
Again because of the present of a direct path, the pathloss of geostationary satellite mobile 
communications is still dominated by free space loss, which is calculated by the equation 
given in section 3.1.
• Excess Path Loss
The propagation effects of geostationary satellite mobile communications are normally 
included in the excess path loss, which is predicted by propagation models. They are created
Troposphere Refraction caused by tropospheric refractive index variations and the problem
[Miller’85]:
<7
r > 0 3.16
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based on measurements. These propagation models have been developed by empirical fitting 
or statistical models, where the parameters have been obtained through a best fit to the 
available data. They can be classified to the following three types of models:
• Empirical models
• Ricean - log-normal model
® Models based on Markov states
Empirical models
One of the well known empirical models of geostationary satellite mobile communications 
is given by [Hess’80]. An empirical equation has been developed to describe signal level 
statistics based on the measurement with ATS-6 satellite in [Hess’80]. An excess path loss, 
the additional path loss over free-space loss, can be calculated by an empirical formula. The 
variables in this formula are environment, frequency, elevation angle, vehicle heading and 
street side and the coefficients have been developed from the best fitting to the experimental 
data. The range of variable is defined from the conditions of the experiment. For example, 
the environment is including rural, suburban and urban areas.
Ricean - log-normal model
In the Ricean - log-normal modelling approach, small area signal statistics are assumed to 
follow a Ricean distribution in geostationary satellite mobile communications, and the 
statistics of large-scale variations follows log-normal distribution. The large-scale variations 
are obtained by subtracting the small scale Rayleigh or Ricean distributed signal from the 
average signal. The parameters required, such as carrier to multipath ratio of the Ricean 
distribution, mean and standard deviation of the log-normal distribution, have been extracted 
through measurements in [Loo’87].
Models based on Markov states
The two or M-states Markov transition models have been reported. In the two states model 
[Lutz’91], the states are defined as non-shadowed and shadowed. The signal statistics follow 
a Ricean distribution in the non-shadowed state and they obey a Rayleigh distribution in the 
shadowed state. Markov models provide a better fit to the measured data under different 
environments.
[Vucetic’92] presents a typical M-state Markov propagation model of geostationary satellite 
mobile communications, which describes signal amplitude and phase variations by a linear 
combination of log-normal, Rayleigh, and Rice models over an area with constant 
environment attributes while an M-state Markov chain is applied to represent environment
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parameter variations. The environment is typified to three types of environment, urban 
areas, open areas and suburban and rural areas. The models are developed and verified 
based on an experimental channel data, which have been recorded in the propagation 
measurement at L band in Australian rural, suburban and urban areas with the Japanese 
ETS-V satellite.
3.4.3 Propagation Effects of LEO Satellite Com m unications
Research into LEO satellite communications has been stimulated recently with the proposal 
for constellations of LEO satellites for mobile communication systems, such as IRIDIUM, 
but has concentrated mainly on protocols [Richharia’86] - especially on the complex 
protocol techniques for handing-over from satellite to satellite in the constellation required 
since LEO satellites are only in view of a groundstation for small part of their orbit.
CCIR and various organisations and companies who have proposed LEO constellation 
systems are obviously interested in research into propagation, but not much results have 
been published because the lack of space segment for propagation measurement. Several 
recent publications tend to discuss the propagation characteristics of LEO satellite 
communications by using measurements from land mobile and geostationary mobile 
satellite communications [Corazza’94], [Sforza’93]. A few experimental satellites have been 
launched to investigate propagation effects on LEO satellite communications. For example, 
one of UoSAT microsatellites - S80/T, which is build by SSTL for the Centre National 
d'Etudes Spatiales (ONES, France), has been launched into 1300 km and 66 degree orbit to 
investigate the interference characteristics of the VHF LEO frequency allocations using an 
experimental communication repeater.
The propagation of LEO satellite communications is very different from those of land 
mobile and geostationary satellite mobile communications and the effects of propagation in 
LEO satellite communications are far more complicated. Propagation models have not been 
developed yet because an operational system is not available in LEO whilst propagation 
models of both land mobile and geostationary satellite mobile communications have been 
well documented, and a thorough theoretical analysis based on practical measurements in 
different environment is required to build up propagation models for LEO satellite 
communications.
The propagation effects of LEO satellite communications are discussed in this section, 
based on analysis of the nature of LEO satellite communications, preliminary propagation 
research in UoSAT and practical experience in communication with microsatellites in LEO.
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The propagation study with land mobile and geostationary mobile satellite communications 
forms a theoretical background for this discussion.
3.4.3.1 Propagation of LEO Satellite Communications
In LEO satellite communications, the fundamental difference is that the satellite is moving, 
in contrast to a fixed base station in land mobile communication systems and a geostationary 
satellite in geostationary satellite mobile communication systems. Therefore, the fading 
environment is very complicated. The discussion commences with the propagation effects 
between a moving satellite in LEO and a fixed terminal at ground. The effects of 
troposphere refraction usually can be ignored at elevation angle above 5°, where non- 
shadowed environment often occurs. The shadowed and non-shadowed fading environment 
represent the typical propagation in LEO satellite communications, therefore the 
propagation will discussed separately under the titles, propagation in shadowed environment 
and propagation in non-shadowed environment.
The multipath in non-shadowed environment include direct path and specular and diffuse 
reflection paths, which suffer the attenuation of ionosphere disturbance, refer to Figure 3.5. 
The signal transmits via the same multipath in this situation as that in geostationary satellite 
mobile communications, but the statistics of signal fluctuation and attenuation in LEO 
satellite communications are different from well accepted non-shadowed description, which 
is Ricean - log-normal distribution developed for geostationary satellite mobile 
communications due to the faster moving satellite at regular orbit instead of a randomly 
slower moving vehicle.
The multipath in shadowed environment, include specular and diffuse reflection paths and 
diffraction path without direct path. It seems similar to propagation of land mobile 
communications, but the signal transmission suffers the additional attenuation from 
ionosphere and troposphere disturbances in LEO satellite communications, refer to Figure
3.5 and Figure 3.6. The statistics of signal fluctuation and attenuation in shadowed LEO 
satellite communications environment are different from well accepted shadowed model, 
which is the Rayleigh - log-normal distribution developed for land mobile communications 
because the faster moving satellite at regular orbit is instead of a randomly slower moving 
vehicle plus the additional attenuation from ionosphere and troposphere disturbances.
For a mobile terminal, the propagation of LEO satellite communications is even more 
complicated. Presumably, the propagation models of LEO satellite mobile communications 
can be developed based on the above two state Markov model of LEO satellite
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communications with a fixed ground terminal. The statistics of signal fluctuation and 
attenuation will be the statistics of signal fluctuation and attenuation caused by the moving 
satellite in LEO, presuming these statistics established, plus the statistics of signal 
fluctuation and attenuation caused by a mobile terminal, which are Ricean distribution in 
non-shadowed environment and Rayleigh distribution in shadowed environment. 
Alternatively, the propagation of LEO satellite mobile communications can be described by 
using a very complex M state Markov models. The whole orbit is divided into M segments. 
In each segment, the propagation model can be represented by the propagation model of 
geostationary satellite mobile communications corresponding to relevant elevation angle 
while M tend to be infinitive.
Comparing with traditional geostationary satellite communications, geostationary mobile 
satellite communications, land mobile communications and LEO satellite communications 
have at least a moving terminal, which causes the signal fluctuation at amplitude and phase. 
Consequently, these three channels all have time variant impulse responses. They exhibit the 
characteristics of a fading channel, such as, signal transmission via multipath, resulting in 
signal fluctuation, signal attenuation and time delay spread although the mathematical 
descriptions of these three systems are very different. However, these three systems are 
treated similarly in the time domain study of a fading channel. All of them have the time 
variant impulse responses and the characteristics of these systems can be described by the 
same technical term, such as the time delay spread, coherence bandwidth, Doppler spread 
and coherence time, etc, which are discussed as follows.
3.4.3.2 Channel Frequency Response and Impulse Response*
A fading channel has a time-variant impulse response, which can be measured by 
transmitting a sharp pulse through a fading channel and recording the impulse response in 
the receiver end. The multipath intensity profile or delay power spectrum is obtained by 
autocorrelation of the impulse response. A useful term, time delay spread Tm is defined as 
the delay time, where the delay power spectrum is non-zero. The spaced-frequency 
correlation function is the Fourier transform of the delay power spectrum. A measure of the 
coherence bandwidth of the channel is defined in the spaced-frequency correlation 
function and the coherence bandwidth is the reciprocal of the time delay spread.
(A /), 3.17
* [Proakis’89]
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If the bandwidth of transmitted signal is smaller than the coherence bandwidth, the channel 
is said to be frequency -non-selective. If the bandwidth of transmitted signal is larger than 
the coherence bandwidth, the channel is said to be frequency-selective. Thus the effect on 
two frequencies separated greater than (A/)c is different by the channel. The Doppler 
spread Bj is defined in the Doppler power spectrum of the channel. The reciprocal of is 
a measure of the coherence time (Af )c of the channel.
3.18
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If the signal interval Tm is smaller than the coherence time of the channel attenuation and 
phase shift are essentially fixed for the duration of at least one signal interval. The channel 
is called a slowly fading channel when this condition is held.
To record the impulse response of multipath radio channel gives more information than 
study of signal attenuation alone. The time delay spread results in intersymbol interference, 
which is especially critical in digital communications. Davasirvatham conducted the first 
measurements of time delay spread in a land mobile communication channel, [Davasirva’87] 
reviews the results of these measurements. Experiments in several location have : 
measured rms time delay spreads of up to 420 ns. The time delay drops to under 100 ns, 
where there is a strong direct path.
In conclusion, LEO satellite communications channels are fading channels with time variant 
impulse responses and the propagation effects of LEO satellite communications are signal 
fluctuation, signal attenuation and time delay spread. However, the established propagation 
models of land mobile and geostationary satellite mobile communications can not be applied 
to LEO satellite communications channels. The propagation models of LEO satellite 
communications have not been developed yet.
3.4.4 Simulation of a Fading Environm ent
The effects of fading channels on communication systems, modulation, demodulation and 
coding are very complicated and difficult to analyse by closed form mathematical formulas, 
therefore it is necessary to simulate fading channels in computer and hardware in order to 
evaluate the performances of communication systems, modulation , demodulation and 
coding techniques in a fading environment.
Hardware simulators [Arredondo’73] and computer simulation models [Loo’91] have been 
developed for land mobile communications. All these models are based on the manipulation 
of a white Gaussian noise source as shown in Figure 3.7. In Figure 3.7, two independent
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Gaussian low pass noise sources with identical spectra are added in quadrature. The RF 
output then has a Rayleigh distributed envelope and uniformly distributed phase component. 
Computer simulation models of land mobile communications have been developed in 
COSSAP* according to the recommendations of GSM standards. Hardware simulators 
[Bavarian'87] and computer simulation models [Vucetic’92] for geostationary satellite 
mobile communications also have been very well documented. Figure 3.7 (a) simulates 
multipath interference in land mobile communications and Figure 3.7 (b) in conjunction 
with the multipath simulator shown in Figure 3.7 (a) shows a simulation block diagram of 
geostationary satellite mobile communications. The Ricean distribution is obtained by sum 
of a direct path and multipath with Rayleigh distribution. As pointing out in the previous 
section, the propagation models of LEO satellite communications have not been developed, 
therefore the fading environment of LEO satellite communications can not be modelled in 
both hardware and computer simulations. However, evaluation of modulation and 
demodulation techniques in the fading environment of LEO satellite communications are 
required for this research. There is not enough information to fully simulate the fading 
environment of LEO satellite communications, but the effects of signal fluctuation can be 
examined by a frequency-nonselective slow fading Rayleigh distribution, because 
Ionospheric disturbance at VHF and Tropospheric disturbance at SHF are both described as 
a frequency-nonselective and slow fading channel [Proakis’89]. The frequency-nonselective 
slowly fading channel is the simplest to analyse. It is recommended by [Proakis’89] because 
it yields insight into the performance characteristics for digital signalling on a fading 
channel and serves to suggest the type of signal waveforms that are effective in overcoming 
the fading caused by that channel.
* C om m unication System  Simulation and A nalysis Package
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Figure 3.7 Modelling block diagrams o f Rayleigh & Rice fading
3.5 C onstraints due to  Satellite System
In addition to the physical effects caused by the orbit configuration and the pronounced 
propagation effects, the use of small satellites in low Earth orbit themselves introduce 
certain constraints into the communication system - primarily due to their limited size.
3.5.1 Volume /  M ass Limitation
The available volume and mass of the satellite are fixed by the launcher, and these are 
especially restricted for low-cost, small satellites launched as secondary payloads. The mass 
of a typical UoSAT/SSTL microsatellite is limited to about 50 kg by the Ariane ASAP 
launch structure and the volume of a typical payload is limited by the module tray size 
dimensions of 330x330x29-35 mm. The available volume and mass are further limited by 
the need for redundant systems to provide adequate operational reliability.
3.5.2 Power Limitation
The power available on-board small satellites to support the communications links is 
generated from solar panels. The limited physical size of the satellite also results in a 
restricted solar panel area and thus ability to generate power. The overall size of the UoSAT 
microsatellites is typically 330x330x600mm. The power available on-board satellites in 
LEO is further limited by eclipse periods, because solar cell panels can not generate power 
in eclipse. Therefore, the average power per orbit available to the microsatellite platform 
systems and payloads for a UoSAT/SSTL microsatellite is typically about 20 to 22W. With
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the downlink transmitter excluded, the platform systems consume about 4W, which leaves 
16 to 18W for the downlink and payloads. RF transmitter power or EIRP from the 
microsatellite is therefore at a premium and the signal to noise ratio and bit rate (especially 
to fixed antenna terminals) that can be maintained are consequently limited. To make the 
best use of the limited power available on the satellite, high efficiency DC-RF power 
amplifiers are needed and thus class-C amplifiers are usually used. Class-C amplifiers are 
power efficient but non-linear, and this non-linearity constrains the choice of modulation 
schemes that can be used, which will be discussed later in chapter 4. For example, the power 
efficiency of a typical class-C amplifier is around 50%, whilst the power efficiency of a 
linear amplifier is typically around 25%.
3.5.3 Bandwidth Limitation
The rapidly increasing user base for global mobile communications necessitates a high 
capacity system, designed to provide the maximum number of channels in a given frequency 
allocation, and thus sets tight constraints on transmission bandwidth.
Bandwidth limitations in the ‘little LEO’ microsatellite communications systems, on the 
other hand, are primarily established by the use of existing commercial FM equipment 
designed for (±7.5 kHz) analogue voice channels to transmit 9600 bps digital information. 
Therefore, baseband pulse shaping and equalisation is required to transmit 9600 bps FSK 
signal via this channel - with the additional complexity of significant Doppler shift.
3.6 The Key C haracteristics of ‘Little LEO’ M icrosatellites Com m unications
Although there are many proposed LEO satellite communications systems, the only 
commercial digital store-forward communications system currently operational in 1995 uses 
the UoSAT/SSTL microsatellites. Whilst the ‘little LEO’ microsatellite communications 
systems provide only non-real-time global communications with a single microsatellite in 
low Earth orbit by using bandlimited single channel communications, they represent most of 
the characteristics of LEO satellite communications and these are thoroughly discussed in 
this chapter.
As the research programme will be based on the characteristics of ‘little LEO’ microsatellite 
communications, the specific or key characteristics of UoSAT/SSTL microsatellites are 
summarised by using the most recent PoSAT-1 and KITS AT-1 microsatellites.
The orbit height of LEO covers from 500 km to 2000 km and the operational UoSAT 
microsatellite missions so far are either in 800 km (PoSAT-1, Healths at) or 1300 km 
(KITSAT-1, S80/T). The differences in communications characteristics due to orbit
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configuration are quite significant, e.g. the maximum path loss of KITSAT-1 is 3 dB greater 
than that of PoS AT-1. These factors should be taken into account in the design of spacecraft 
in LEO.
PoSAT-1 KITSAT-1
Satellite Specifications:
Cost £1.5 million
Weight 49.98 kg 48.5 kg
Volume 330x330x650 mm
Size of modules 330x330x26 mm
Inner temperature 10oC±2°C 20°C±20°C
Facet temperature -35° to +25° -40° to +25°
Orbit average power -2 2  W -1 8  W
Environment: LEO radiation, vacuum and thermal cycling
Communication Systems:
Uplink frequency VHF at 150 MHz 146 MHz
Downlink frequency UHF at 430 MHz 435 MHz
Bit rate 9600 bps and 38400 bps
Bandwidth at 9600 bps ±7.5 kHz
Baseband filter cc=0.3 Nyquist pulse shaping and equalisation
Power amplifier non-linear class C amnlifier
EIRP of high power +10 dBW +7 dBW
EIRP of low power +4 dBW
Characteristics of Orbit:
Orbit height 800 km 1308 km
Inclination 98.67° sun-synchronous 66°
Coverage 6586 km 8578 km
Communication time up to 15 minutes up to 21 minutes
Average passes per day 8 to 9 10 to 11
Maximum varying pathloss 12.3 dB 10.3 dB
Maximum downlink Doppler shift ±9.5 kHz ±8.7 kHz
Maximum downlink Doppler shift rate 90 Hz/s 48 Hz/s
Maximum uplink Doppler shift ±3.3 kHz ±  2.9 kHz
Maximum uplink Doppler shift rate 30 Hz/s 16 Hz/s
Propagation Effects:
Channel characteristics fading channel with time variant impulse response
Multipath interference signal fluctuation, attenuation and time delay spread
Recommended channel simulation frequency non-selective slowly fading with Rayleigh distribution
Table 2 Specific characteristics o f UoSAT microsatellite communications systems
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CHAPTER 4
SURVEY O F MODULATION /  DEMODULATION TECHNIQUES FOR LEO 
SMALL SATELLITE COMMUNICATIONS
The choice of modulation and coding technique greatly affects the performance of a 
communications system. The growth and diversity of communications services during the 
last ten years has stimulated considerable research and development into modem techniques 
to optimise bandwidth and power efficiency. Recently developed techniques offer improved 
performance with regard to both power and bandwidth efficiencies, but are considerably 
more complex when compared with traditional modulation schemes. Practical 
implementations of these advanced modem techniques have only become possible quite 
recently because of the availability of new, powerful Digital Signal Processing and VLSI 
devices. It is proposed to take advantage of these new DSP facilities to provide enhanced 
communications performance for LEO microsatellites.
The characteristics of the LEO satellite communications environment, as discussed 
previously, is very different from conventional geostationary satellite communications - and 
perhaps even more complex and demanding than that of current terrestrial mobile 
communications.
Chapter 3 established the communications constraints imposed by LEO and microsatellites; 
the resulting requirements and constraints on suitable modulation techniques are deduced in 
this chapter. Both classical and recently proposed digital modulation schemes are 
summarised in this chapter and are discussed according to the requirements on modulation 
imposed by the LEO microsatellite communications systems. This results in a list of 
candidate techniques for comparison in order to select the most suitable modulation for LEO 
microsatellite communications. Coherent MSK is proposed, which provides a potential 3 
dB improvement in BER performance when compared with the currently used non-coherent 
CPFSK technique in the UoSAT microsatellites, whilst remaining compatible with existing 
microsatellite and ground systems.
4-1
Survey of Modulation/Demodulation Techniques for LEO Small Satellite Communications
4.1 R equirem ents and C onstraints of LEO Small Satellite Com m unications to  
M odulation/ Demodulation T echniques
The characteristics of the variable LEO satellite communications environment and the 
practical constraints of small microsatellites direct the choice of modulation and 
demodulation techniques best suited, resulting in the following requirements:
• Power efficiency
• Bandwidth efficiency
• Requirements imposed by space environment and small satellites
• Tolerance to the LEO satellite communications environment
• Adaptation to varying link characteristics
4.1.1 Power Efficiency
DC to RF power conversion efficiency is always a critical requirement in communications 
systems, but is especially important to the communications between the physically small 
microsatellites in LEO and terminals on ground due to the limited power generation 
capability of the microsatellite.
• constant or nearly constant envelope amplitude
The need to use class-C power amplifiers, due to their high DC-RF conversion efficiency 
and the limited power available on-board the small satellites, means that the 
communications chain is highly non-linear. Band-limited modulated signals with a non­
constant amplitude envelope will give rise to spectrum spreading of the original signal, 
when passed through a non-linear amplifier, causing severe adjacent channel interference 
and degradation in BER performance due to intersymbol interference. In order to avoid this 
problem, constant envelope modulation schemes are necessary - although near-constant 
envelope modulation schemes could also be acceptable if they possess of significant other 
advantages and the spectrum spreading is maintained at an acceptably low level. Generally, 
the DC-RF conversion efficiency of a linear amplifier is typically round 25%whereas that of 
a non-linear amplifier is typically around 50%. Therefore, the use of non-linear amplifier 
can introduce an additional 3 dB margin in communications link from a (DC) power-limited 
satellite when compared with a linear system.
However, power efficient linear amplifiers achieving 35%-40% DC-RF conversion 
efficiency have been developed recently [Hardman’84], but based on non-linear amplifiers 
where linearity is achieved by a complex RF feedback technique. There are several methods 
to achieve the effects of constant envelope in non-constant envelope modulation schemes:
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* separate signal in a number of constant amplitude signals, and amplify each 
separately
* use a hard limiter to obtain constant amplitude input to non-linear amplifiers, and 
use amplitude reconstitution to recover non-constant amplitude signal at the 
output of the amplifiers
* use feedback technique to maintain constant amplitude input to non-linear 
amplifiers
Although these techniques would permit the use of, say, BPSK providing a potential 3dB 
advantage over non-coherent constant envelope CPFSK, they are obviously far more 
complicated when compared with the relative simplicity of non-linear amplifier. 
Furthermore, the 3dB advantage can also be reclaimed by using coherent MSK thus yielding 
a net advantage when used with more efficient and simpler non-linear amplifiers. However, 
the development of power efficient linear amplifiers should be monitored closely during 
future research, as these may widen the options on the choice of suitable modulation 
schemes.
• good bit error rate performance
The power efficiency of a digital communication system is normally evaluated by Bit Error 
Rate (BER) performance, which is represented in link Bit Error Rate as a function of Signal- 
to-Noise Ratio (SNR). The SNR is usually expressed as the ratio of the energy per bit to the 
noise spectral density (Eb/N0) in digital communications systems. The noise is normally 
considered to consist of additive white Gaussian noise (AWGN), which follows a Gaussian 
CUnpirtude. distribution. Therefore, BER performance is described by the complementary 
error function {erfc(x) ), which is related to error function ( erf(x) ) by Equation 4.1.
4.1.2 Bandwidth Efficiency
Another criteria in selection of modulation schemes for LEO satellite communications is 
bandwidth efficiency, which is imposed by the bandwidth limitation mainly due to the high 
capacity requirement of mobile communications. The bandwidth efficiency is defined as
4.1
For example, the error probability of BPSK can be calculated by the Equation 4.2.
4.2
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number of bits-per-second that can be transmitted in one Hertz of signal bandwidth 
measured in b/s/Hz. There are three bandwidth definitions [Xiong’94] commonly used:
Nyquist Bandwidth is V.. half of symbol rate ( / n / 2 ), which is the minimum or theoretical 
bandwidth required for intersymbol interference free transmission in a digital 
communications link, assuming that an ideal rectangular filter is used at baseband. However, 
the bandwidth required to achieve intersymbol interference free link is always wider in a 
practical system because the ideal brickwall filter is unrealisable.
Null-to-Null Bandwidth is defined as the width of the main lobe of a signal spectrum, which 
exhibits nulls in its power density spectrum.
99 Percent Bandwidth is the bandwidth that contains 99% of the total signal energy, 
occasionally 90% and 95% Bandwidths are also used.
Therefore, bandwidth efficiencies of various modulations appearing in the literature are not 
always matched to each other. For example, the bandwidth efficiency of MSK is 2 b/s/Hz 
when using Nyquist bandwidth to define the signal bandwidth, but it is 0.67 b/s/Hz when the 
signal bandwidth is defined by the Null-to-Null bandwidth.
The bandwidth efficiency is normally examined by spectrum compactness and adjacent 
channel interference (ACI) in frequency domain and intersymbol interference in time 
domain.
• Compact Spectrum
Spectrum compactness is usually measured by the width of the main spectrum lobe and the 
roll off rate of the side lobes. A modulated signal with compact spectrum requires a narrow 
bandwidth to transmit, therefore, it is obviously bandwidth-efficient.
e Adjacent Channel Interference (ACI)
Most of commercial satellite communication systems are multiple channel communication 
systems and use FDMA protocols. In FDMA systems, the out-of-band energy will cause 
adjacent channel interference. The adjacent channel interference is measured by the out-of- 
band radiation. The standard for ACI in most of communication systems is an out-of-band 
radiation of less than 60 dBc relative to main carrier. As defined in chapter 3, the UoSAT 
microsatellite communications systems is a single channel communication system and, 
therefore, the adjacent channel interference (ACI) is considered to be not very critical to this 
application and the out-of-band radiation may be relaxed somewhat.
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• Intersymbol Interference *
Intersymbol interference is mainly caused by the bandwidth limitations in digital signal 
transmission. Baseband pulse shaping or an intrinsically compact spectrum modulation are 
required to transmit a digital signal within a limited bandwidth. Actually, most of compact 
spectrum modulations are achieved by manipulating baseband signal using pulse shaping 
filter because the bandwidth of a digital signal without baseband pulse shaping is infinite. 
However, the baseband pulse shaping results in waveform overlap in the time domain. If the 
waveform of the adjacent bit is not zero at the current bit detection point, it will cause 
degradation to the BER performance; this is called intersymbol interference and affects the 
power efficiency of a modulation.
The Nyquist pulse shaping filter is commonly used as a baseband filter to guarantee 
transmission free from intersymbol interference. The frequency response of the Nyquist 
pulse shaping filter, including amplitude H(f) and phase (p(f) response, is given by the 
following formula:
H { f )  =
¥ J )  =  V
— *s I — sin —
0 < / < / „ ( l - t t )  
f N{ \ - a ) < f < f „ ( \  + a )  
/ > / „ ( ! +  a )
4.3
where a  is the roll off factor and A: is a constant. f N is equal to the half of bit rate. This 
satisfies the Nyquist’s vestigial symmetry requirement, therefore, the zero axis crossings of 
the impulse response provides the necessary condition for intersymbol interference free 
transmission. The impulse response of the Nyquist pulse shaping filter is given by Equation 
4.4.
Mr)=
sin(2^z) C O S (2anfNt)
l - ( 4 o f Nt)
4.4
The frequency and impulse responses of the Nyquist pulse shaping filter are shown in Figure 
4.1.
* [Feher’81]
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Frequency response of Nyquist p u lse shaping
Figure 4.1 The impulse and frequency responses o f Nyquist pulse shaping filter
The practical Nyquist bandwidth of BPSK is 2 fN ( 1 + a )  and QPSK is^v ( 1 + <x ), and 
hence is more than the corresponding theoretical Nyquist bandwidth 2 f N for BPSK and /yv 
for QPSK. The practical Nyquist bandwidth is determined by a . For example, the Nyquist 
bandwidth of BPSK is 2.8 f N when a  = 0.4, and 4 fN for a  =1.
An eye pattern is normally used to check intersymbol interference. The opening of an eye 
presents Peak Intersymbol Interference (ISI) distortion and the jitter of zero crossing in the 
eye pattern shows Peak to peak data transmission jitter (JPP). JPP increases with the 
increasing of the a  in a Nyquist pulse shaping filter and JPP disappears at a  = 1. These are 
two criteria of intersymbol interference free, which are shown in Figure 4.2.
Optimum s 
Peak distortion
i ' S I
ampling time 
Distortion of zero crossing 
JPP
3 S"
Figure 4.2 Two criteria o f intersymbol interference free
Although the signal is designed for no intersymbol interference using Nyquist pulse shaping, 
sometimes intersymbol interference still appears at the receiver end, caused by the non- 
linearity of the amplifier, filtering and time varying link characteristics. This intersymbol 
interference is normally compensated by a baseband filter, which is called an equalisation 
filter in the receiver and a predistortion filter in the transmitter. In a system using a matched 
filter type of optimum receiver, the equalisation filter is usually combined with a Nyquist
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pulse shaping filter and the combined filter splits to two filters, one is in transmitter and the 
other one is in receiver.
4.1.3 Space Environment and  Small Satellites
The radiation environment experienced in Earth orbit restricts the use of some advanced 
technologies, such as VLSI and digital signal processors which may be susceptible to 
transitory (SEU* ) or permanent (SEL*) radiation-induced damage. Consequently, the choice 
of advanced modulation and demodulation techniques, which require powerful on-board 
processing, is limited by the lack of space-qualified signal processors. This constraint is 
somewhat relaxed in LEO compared with ICO, HEO & GEO but, nevertheless, careful 
choice of components, screening and error-control techniques are still required. The 
additional limitations on volume, mass and power associated with small microsatellites 
further constrains the use of advanced modulation and demodulation techniques until the 
practical implementation of these techniques become compatible with these constraints. 
Careful use of new and powerful DSP techniques, however, offers a means of implementing 
modem advanced modem schemes.
4.1.4 Tolerance to  the LEO Satellite Communication Environm ent
As discussed in the previous chapter, the LEO satellite communications environment is very 
severe and this strongly affects the performances of modulation and demodulation when 
compared with geostationary satellite mobile communications and even land mobile 
communications. Therefore, the modulation and demodulation schemes selected for LEO 
satellite communications should be able to cope with characteristics of LEO satellite 
communications and still maintain a good bit error rate (BER) performance. These severe 
characteristics, such as higher Doppler shift, faster Doppler shift rate, larger variation in 
pathloss, limited communication time and complex fading environment, place greater 
demand on synchronisation - namely timing recovery, and in particular carrier recovery. 
Consequently, the LEO satellite communications environment applies more constraints to 
coherently detected modulations than non-coherently detected modulations. Coherent 
detection means that both phase and timing are synchronised between transmitter and 
receiver, whilst phase synchronisation is not required for non-coherent detection, so 
normally non-coherent detection is considered more suitable to LEO satellite 
communications. Differential detection uses the information carried by differential coding to 
recover the received signal, which is achieved by multiplying the received signal with its
* Single event upset/ latch up
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one bit interval delay, thus differential detection avoids complex phase recovery circuit and 
is considered as a type of non-coherent detection. However, the error rate of differential 
detection is greater than coherent detection. Non-coherent detection is generally preferred 
for a fading channel because it has less demanding requirement on synchronisation when 
compared with coherent detection. However, some synchronisation algorithms are claimed 
[Mehlan’93] to be able to cope with Doppler shift and fading environment, but the 
performance of these algorithm has yet to be evaluated in a LEO satellite communications 
environment.
The requirements on both non-coherent and coherent detection modulations raised by 
characteristics of LEO satellite communications are reduced sensitivity to Doppler shift and 
multipath interference, which can be evaluated by the following measurement:
• Minimal degradation on BER performance caused by Doppler shift
• Minimal degradation on BER performance in multipath interference
In addition to these, there are some special requirements to coherent detection:
• Non-data aided carrier and clock recoveries preferred
• Short lock up time
• Wide acquisition range
• Wide tracking range
• Fast tracking
Normally, a period of a pure carrier is required for carrier recovery and a period of 101010... 
clock is required for clock recovery in a coherent detection, which is called data aided 
carrier and clock recoveries. If a demodulator can recover carrier and clock from random 
data directly, it is called non-data aided demodulator. The requirements of non-data aided 
carrier and timing recoveries and short lock up time are imposed by the limited 
communication time and signal fading. The requirements on wide acquisition and tracking 
ranges are obviously related to highly varied link characteristics, such as Doppler shift and 
larger variation in pathloss.
4.1.5 Varying Link C haracteristics
The dynamically changing link characteristics, due to the relative movement of satellite in 
LEO with respect to the Earth groundstation, makes adaptive multi-mode and multi-rate 
modems attractive to optimise data exchange throughput. Multi-rate modems have been 
proposed to compensate for fades caused by rain attenuation in Ku-band [Filip’94],
[Filip’90]. This technique could also be suitable to LEO satellite communications in
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compensation of the large variations in link pathloss. Ideally, the adaptive modem should be 
able to be switched between uncoded and coded modes with different coding rates, coherent 
and non-coherent detection (including differential detection), and even different modulation 
and demodulation techniques according to prevailing link characteristics and the process of 
optimisation - however the hand-shaking protocols for such a scheme to be successful need 
careful study.
4.1.6 The Specific R equirem ents and C onstraints of UoSAT Microsatellite 
Com m unications to  M odulation/ Demodulation T echn iques
The specific requirements and constraints from UoSAT microsatellite communications to 
the choice of modulation and demodulation techniques are highlighted as follows:
Power efficiency:
constant envelope modulation 
BER 2.5x10-5
Bandwidth efficiency:
at least 0.64 b/s/Hz*
compact spectrum & signal bandwidth within ±7.5 kHz at 9600 bps 
no critical requirement on ACI due to single channel communications 
Intersymbol interference free 
The requirements due to microsatellites:
low cost 
small in size 
light in weight 
less power consumption 
less complexity 
high reliability 
rugged 
Tolerance to Environment:
less degradation on BER due to Doppler shift 
less degradation on BER due to multipath interference 
Non-data aided carrier and clock recovery preferred 
short lock up time 
fast tracking 
wide acquisition range 
wide tracking range 
Adaptation to varying link:
multi-rate
multi-mode
multi-modulation
multi-demodulation
multi-detection
* Bandwidth efficiency =  B it rate /  Bandwidth =  9.6kbps /  15 kH z =  0 .6 4  b/s/H z
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Amongst these requirements, the power efficiency is the most important criteria for 
communications with a typical UoSAT microsatellite platform in a 800 km LEO. The LEO 
satellite communications environment also places many constraints on the choice of 
modulation and demodulation techniques. The selection of modulation and demodulation for 
LEO small satellite communications systems is the result of a trade-off among the power 
efficiency and the effects of communications environment within the constraints from 
microsatellites.
The required BER 2.5xl0'5 benchmark is calculated based on the requirement of 95% 
packet throughput in the system design when packet length is 276 bytes, corresponding to 
2208 bits at a data rate of 9.6 kbps during a typical LEO microsatellite transit.
4.2 Digital Modulation Schemes*
This section provides a comprehensive review of digital modulation and demodulation 
techniques. All digital modulation schemes are illustrated and their characteristics are 
discussed with regard to the requirements imposed by the communications systems. The 
applications of these modulation and demodulation techniques are summarised. This 
presents an overall view of results, current status and future direction of modulation research 
in geostationary satellite, mobile and LEO satellite communications systems. Possible 
modulation candidates for LEO satellite communications are identified through these 
discussions for comparison.
4.2.1 Digital Modulation Families
A modulated signal for transmission is represented in Equation 4.5, where (p( t ) can be 
further expanded to Equation 4.6. In Equation 4.5 and 4.6, coc is the carrier, a ( t ), (p ( t ) 
and tnf r ) are corresponding to variables, namely amplitude, phase and frequency. 
Amplitude, phase and frequency modulations are obtained by manipulating a ( t ) ,  q>(t)  and 
mf t).
A  digital baseband signal can be modulated onto a carrier for transmission by amplitude, 
phase and frequency modulations. The recent research and development in modulation and
4.5
4.6
k
[X iong’94], [A g^am i’93], [Feher’87]
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demodulation techniques are based on variations and combinations of these three basic 
modulations. This evolution of digital modulations is depicted by Figure 4.3 (refer to table
4.1 for list of abbreviation).
L=1
h=0.5
BPSK
MSK
BFSK MFSK
IJF-
OQPSKQOSRC LRC
G -MSK
LREC
FM
QAM
TFM
QPSK
SQAM
XPSK
QORC
SQORC
PM
GMSKLSRCTSI-OQPSK
MPSK
MHPMOQPSK
AM
ASK
SHPM
CPM
Digital Modulations
Figure 4.3 A digital modulation tree shows the evolution o f digital modulations
In this digital modulation tree, all digital modulation schemes are classified into three 
families, Amplitude Modulation (AM), Phase Modulation (PM) and Frequency Modulation 
(FM). There is less development in AM family because Amplitude Modulation has poorer 
power efficiency and is not suitable to satellite communications. In Phase Modulation 
family. Binary Phase Shift Keying (BPSK) and Quadrature Phase Shift Keying (QPSK) are 
extensively used in the traditional geostationary satellite communications services. Offset 
QPSK (OQPSK) has been proposed for INMARSAT geostationary satellite mobile 
communications systems, and 7t/4 - QPSK has been selected for the American and Japanese 
newly developed second generation digital mobile communications systems. A big family of 
modulation schemes are evolved from QPSK because itself has good BER performance, and 
bandwidth efficiency while bandlimited by Nyquist pulse shaping but non-constant 
envelope. The development from QPSK includes two directions. One is to increase power 
efficiency in term of constant envelope by improving non-constant envelope to near 
constant: such as OQPSK, 7t/4 - QPSK and constant envelope of three modulation schemes 
under the OQPSK are achieved by a hard limiter which is inserted into the transmission 
chain. The other is to improve bandwidth efficiency and power efficiency in multiple access
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communications systems by pulse shaping, which applies to all modulations developed from 
QPSK. The Continuous Phase Modulation (CPM) is a very important family in the evolution 
of digital modulations because they have constant envelope, both power and bandwidth 
efficiency. The well known modulations, such as Minimum Shift Keying (MSK), Gaussian 
Minimum Shift Keying (GMSK) and Continuous Phase Frequency Shift Keying (CPFSK) 
all belong to this family. GMSK has been used in the newly developed pan-European Global 
System for Mobile communication system (GSM). The UoSAT microsatellite 
communications systems are using CPFSK. MSK is selected for optimising UoSAT 
microsatellite communications from the discussion of this section. The complexity of 
modulation and corresponding demodulation is increasing from top to bottom of the tree.
The availability of differential detection is included in this tree by symbol (D), where the 
modulation with (D) underneath can be both coherent and differential detected. The 
abbreviations and description definitions of all existing digital modulation schemes are 
illustrated in Table 4.1.
Abbreviation Description Name
ASK
QAM
SQAM
Amplitude Shift Keying 
Quadrature Amplitude Modulation 
Superposed QAM
BPSK (PSK)
QPSK
OQPSK
7t/4 - QPSK
MPSK
QORC
QOSRC
SQORC
Q2PSK
IJF-OQPSK
TSI-OQPSK
XPSK
Binary Phase Shift Keying 
Quadrature Phase Shift Keying 
Offset QPSK, Staggered QPSK 
7t/4 Quadrature Phase Shift Keying 
M-ary Phase Shift Keying 
Quadrature overlapped Raised Cosine 
Quadrature Overlapped Squared Raised Cosine 
Staggered QORC
Quadrature quadrature Phase Shift Keying 
Intersymbol Interference /Jitter free OQPSK 
Two Symbol Interval OQPSK 
Crosscorrelated QPSK
BFSK
MFSK
CPM
SHPM
MHPM
LREC
CPFSK
MSK (FFSK)
LRC
LSRC
GMSK
TFM
CORPS K
Binary Frequency Shift Keying
M-ary Frequency Shift Keying
Continuous Phase Modulation
Single h (modulation index) Phase Modulation
Multi-h Phase Modulation
RECtangular Pulse of Length L
Continuous Phase Frequency Shift Keying
Minimum Shift Keying, Fast Frequency Shift Keying
Raised Cosine Pulse of Length L
Spectrally Raised Cosine Pulse of Length L
Gaussian Minimum Shift Keying
Tamed Frequency Shift Keying
Correlative PSK
Table 4.1 A list o f modulations with the abbreviation and description name
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4.2.2 Amplitude Modulation
Amplitude modulation has low power efficiency and is strongly affected by varying link 
characteristics in a radio communication system, therefore it is normally considered to be 
not suitable to satellite communications. However, Quadrature Amplitude Modulation 
(QAM) and especially M-ary QAM have high bandwidth efficiency and have been widely 
used in established link communications, such as cable and terrestrial line-of-sight 
microwave systems. With increasing requirements on capacity of land mobile 
communications, a 16-QAM modem with fade compensation has been recently proposed for 
land mobile communications [Sampei’89], which gives about three times better capacity 
than that of GMSK. Applications of M-ary phase and frequency modulations are similar to 
M-ary QAM because they are also high bandwidth efficient but have low power efficiency.
4.2.3 P hase  Modulation
Phase Modulation (PM) is also called linear modulation. They are generally power and 
bandwidth efficient when bandlimited. They are discussed in the following three groups, 
namely Classical Phase Modulations, 7t/4 - QPSK and Pulse Shaping QPSK.
• Classical Phase Modulations
In classical digital phase modulations, BPSK and QPSK are used in traditional geostationary 
satellite communications services and OQPSK has been proposed for geostationary satellite 
mobile communications. These traditional modulation schemes using relatively simple 
techniques have the advantage of ease of implementation and thus low cost, high reliability 
and small volume, which make them attractive for traditional satellite communications, but 
they generally yield less than optimum performance in a high capacity system with a non­
linear channel characteristics.
When bandlimited, the phase transitions in BPSK, QPSK and OQPSK create envelope 
variations, resulting in a spectral spreading after these signals pass through a nonlinear 
amplifier. There is almost a total regeneration of the filtered sidelobes to their unfiltered 
levels in bandlimited BPSK and QPSK, because of their large envelope variations up to 
100%. The phase transition in OQPSK is ±90°, which produces 33% envelope variation, 
resulting in less spectral spreading compared with a bandlimited BPSK and QPSK. MSK 
can be considered as OQPSK with half sinusoidal pulse shaping, which has a continuous 
phase transition, therefore it has no spectral spreading and is suitable to communications 
systems using non-linear amplifiers. QPSK, OQPSK and MSK approximately have the same 
BER performance under coherent detection as the coherent BPSK and the probability of
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BER for these three modulations can be represented by Equation 4.2, which is repeated as 
following with approximation.
BER ~  — erfc 
2
where erfc(x) is the complementary error function.
At Eb/No = 8.4 dB, Pfc is 10'4. This exhibits the bench mark for a linear modulation or one 
bit interval detection.
Normalised power spectral density for bandwidth unlimited modulation
%
-20 -
2
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I -MSK
-  QPSK/OQPSK 
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MSK
-66-
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Normalised frequency offset from the carrier (Hz/b/s)
Figure 4.4 Bandwidth unlimited Spectrum o f BPSK, QPSK, OQPSK and MSK
However, they have different bandwidth efficiencies. The spectrums of these four phase 
modulations are plotted in Figure 4.4. QPSK and OQPSK have the same spectrum, which 
has a narrowest main lobe and the side lobes roll off at a rate co ~2. BPSK has the same roll 
off rate as that of QPSK but wider main lobe. MSK has moderate main lobe and the side 
lobes roll off at û)-4 . Theoretical Nyquist bandwidth efficiencies of BPSK, QPSK, OQPSK 
and MSK are correspondingly 1 b/s/Hz, 2 b/s/Hz, 2 b/s/Hz and 2 b/s/Hz. The practical 
Nyquist bandwidth efficiencies of BPSK, QPSK, OQPSK and MSK are correspondingly 
0.71 b/s/Hz, 1.42 b/s/Hz, 1.42 b/s/Hz and 1.42 b/s/Hz when a  = 0.4. However, the Null-to- 
Null bandwidth efficiency of MSK is 0.67 b/s/Hz because the null to null in MSK spectrum 
is 1.5 times of bit rate and the normalised 99% bandwidth of MSK is 1.2 Hz [Feher’87] so 
the corresponding bandwidth efficiency is 0.83 b/s/Hz. For intersymbol interference free 
transmission, the system bandwidth should be at least 2 fN ( 1 + a  ) for BPSK, /yv ( 1 + a  )
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for QPSK and 3 fN for MSK, where/yv is the half of bit rate. The effects of bandwidth 
limitation on CPM modulation require further investigation. The effects of bandwidth 
limitation on MSK has been examined in this study, which shows the bandwidth 
requirement to MSK can be cut down to 1.2 f N with acceptable BER performance further 
discussion in Chapter 9.
But in a bandwidth limited FDMA system, BPSK and QSPK are neither power nor 
bandwidth efficient when the system uses non-linear amplifiers. In a non-linear channel, the 
out of band radiation of BPSK and QPSK causes ACI, resulting in degradation on BER 
performance. They are even not power efficient if the system uses power inefficient linear 
amplifiers, which could result in 3 dB loss in link budget.
BPSK is the simplest to implement and MSK has the highest complexity whilst the 
complexity and the difficulty in implementation of QPSK and OQPSK are between for 
coherent detection. Within these four, MSK can be coherently, differentially and non- 
coherently detected, BPSK and QPSK can be both coherently and differentially detected and 
OQPSK only can be coherently detected [Xiong’94]. The difficulty in implementation of a 
coherent MSK demodulator is that a carrier does not exist and the phase is rotating 
continuously, resulting in difficulty with carrier recovery in normal synchronisation 
algorithms such as a general PLL and Costas loop, which will be further discussed in 
Chapter 7.
The performance of modulation and demodulation techniques in fading environment is 
difficult to analyse in a closed form mathematical formula. The effects of multipath 
interference on modulation and demodulation techniques vary with the fading environment, 
which differ from system to system and situation to situation. Although the performance of 
BPSK, QPSK, OQPSK and MSK in fading channel has been examined and compared in 
some papers by either theoretical, or computer simulation or bench test [Ah’89], 
[Chuang’86], [Johnson’91], some of the results conflict with each other, which is 
understandable because of the great variety of fading environment so they are only useful as 
references. Therefore, for any particular application in LEO satellite communications, an 
evaluation is required to obtain actual effects of the specific fading channel. Especially, the 
previous research is mainly based on the models of geostationary satellite mobile 
communications and land mobile communications. However, the trend of effects from 
fading channel can be represented by Figure 4.5, which shows the comparison of BPSK 
BER performances in an AGWN and a frequency non-selective slow fading channel. The 
effects of fading channel on a modulation result in degradation on BER performance, which 
is worse at high signal to noise ratio than that at low signal to noise ratio. The effects of
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Doppler shift on coherent detected modulation is more demanding than that of non-coherent 
detected modulation, so OQPSK are normally considered not suitable to communication link 
with high Doppler shift. But the effects of Doppler shift much depend on synchronisation 
algorithm, which should be carefully selected and evaluated for the specific communications 
application.
The effect of fading on th e  BER perform ance
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1.00E-02
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Figure 4.5 BPSK BER in an AWGN and a frequency non-selective slow fading channel 
• tc/4 - QPSK
tt/4 - QPSK is a compromise between QPSK and OQPSK in phase transition and the phase 
change of 7t/4 - QPSK is 135°, which is between 180° of QPSK and 90° of OQPSK. Hence, 
bandlimited %/4 - QPSK has less envelope fluctuation than that of QPSK. It has the same 
spectrum, theoretical Nyquist bandwidth efficiency 2 b/s/Hz, and BER performance as those
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of QPSK in coherent detection. The practical Nyquist bandwidth is calculated by the same 
equation applied to QPSK so it is 1.42 b/s/Hz when a  = 0.4. The bandwidth required for 
intersymbol interference free transmission is the same as QPSK. 7t/4 - QPSK was first 
introduced by Baker in 1962 [Baker’62]. The main advantage of tu/4 - QPSK is that it can be 
differentially detected when OQPSK can not, which is one of the reasons that tc/4 - QPSK 
rather than OQPSK has been selected for the American and Japanese second generation 
digital mobile communications systems, although OQPSK has less out of band radiation.
The synchronisation information carried by differential coding and the received signal can 
be recovered by the differential detection without phase or carrier recovery, which is very 
sensitive to fading and Doppler shift. Therefore, the modulation schemes, which can be 
differentially detected such as tu/4 - QPSK, are considered more suitable to fading 
environment, especially in the presence of high Doppler shift. The BER performance of 
differential detection is 2 dB in average worse than that of coherent detection but better off 
than that of non-coherent detection. Phase modulation can only be coherently detected using 
differential detection. In a specific fading channel, namely flat fading indoor radio channels 
using a measurement-based channel model, the differential detected 7t/4 - QPSK shows 
about 3 dB inferiority to QPSK in BER performance [Rappaport’91]. The increasing 
complexity of demodulators is in order of non-coherent, differential, and coherent.
• Pulse Shaping QPSK
QPSK with Nyquist pulse shaping can be considered both power efficient and bandwidth 
efficient when ignoring its non-constant envelope resulting in out of band spectrum 
radiation, which becomes unacceptable in recently developed high capacity communications 
systems, such as mobile communications systems. A trend in modulation research is to 
investigate and develop baseband filtering to make the side lobes of QPSK roll off faster, 
which causes less out of band spectrum radiation. The results are a class of pulse shaped 
QPSK modulations, which achieve both bandwidth efficiency and power efficiency in 
bandlimited multiple channel communications systems with Adjacent Channel Interference 
(ACI) problems.
Amplitude pulse shaping in QPSK results in a group of bandwidth efficient QPSK type of
modulation schemes, including Quadrature Overlapped Raised Cosine (QORC) and
£
Staggered QORC (SQORC) [Arjtin’81], Quadrature Overlapped Squared Raised Cosine 
(QOSRC) [Sasase’85] and Quadrature Quadrature Phase Shift Keying (Q2PSK) [Saha’89] 
and a group of power efficient OQPSK type of modulation schemes, including Intersymbol 
Interference /Jitter free OQPSK (IJF-OQPSK), Two Symbol Interval OQPSK (TSI-
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OQPSK), Crosscorrelated QPSK (XPSK) and Superposed QAM (SQAM) [Feher’87], which 
has the similar characteristics therefore it is discussed in this group. All these modulations 
with non-constant envelope are generated by pulse shaping in I and Q baseband channels.
QORC, SQORC and QOSRC have spectral main lobes similar to QPSK and faster roll off 
side lobes. Therefore they can be used in non-linear channels because of their low spectral 
spreading after non-linear amplification although they have non-constant envelope. These 
pulse overlapping PSK-type of signals provide even lower spectral spreading than OQPSK 
and MSK [Sasase’85]. Q2PSK is also a non-constant envelope spectrally efficient 
modulation scheme. With sinusoidal/cosinusoidal both in shaping and carrier, the Q2PSK 
can be thought of as consisting of two MSK signals in parallel. The bandwidth efficiency of 
Q2PSK is twice that of MSK. However, the Eb/N 0 requirement for Pb = 10"4 is 
approximately 1.6 dB higher than that of MSK [Saha’89]. The power efficiency of these 
modulations is gained from system point view by the use of non-linear amplifiers and less 
ACI, resulting lower noise floor, consequently higher signal-to-noise ratio and better BER 
performance compared with QPSK with Nyquist pulse shaping in ACI channels.
IJF-OQPSK, TSI-OQPSK, XPSK and SQAM was developed by the research group at the 
University of Ottawa. The common feature of these modulations is a hard limiter included in 
transmission channel after modulator. The hard limiter removes the carrier envelope 
fluctuations hence the signal spectrum insignificantly spread, but impairments are 
introduced due to signal distortion. As a result, the sidelobes of these new techniques are 
lower than those of MSK. The performance of these new modulations are significantly 
better in ACI [Feher’87].
However, these new modulations all have some degradation on BER performance because 
of intersymbol interference, which is caused by the baseband pulse shaping filters. These 
filters are not designed by Nyquist criteria. Consequently, they are 2 to 3 dB worse than that 
of MSK in an ACI - free environment. Obviously, the implementations of these modulations 
are more complex than their parents - QPSK. Differential detection is not available for these 
modulations, which could be the reason that the performance in fading channel and the 
effects of Doppler shift has not been appeared in the literature. Presumably, they are 
considered not suitable to fading and high Doppler shift communications environment.
4.2.4 Frequency Modulation
The classical Binary Frequency Shift Keying (BFSK) modulation is not used in modem 
communications systems because its low bandwidth efficiency even compared with the 
classical PSK modulations. However a large class of constant envelope modulation schemes
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called Continuous Phase Modulation (CPM) have been evolved from frequency modulation 
family. This evolution is the most important development in digital modulation research 
because they possess both bandwidth efficiency and power efficiency. The research on CPM 
has been being very active for a decade, resulting in a lot of publications, which are 
summarised by Sundberg in his successive papers [Sundberg’86], [Aulin’81]. CPM 
modulations are generally described by a frequency pulse function, which has a smooth 
pulse shape overtime interval 0 < t < LT and is zero outside. A CPM modulation is called a 
full response CPM when L < 1, partial response CPM when L > 1. Signal deviation CPM 
can be classified into RECtangular Pulse of Length L (LREC), Raised Cosine Pulse of 
Length L (LRC), Spectrally Raised Cosine Pulse of Length L (LSRC) [Sundberg’86], 
[Aulin’81], GMSK [Murota’81], Tamed Frequency Shift Keying (TFM) [de Jager’78] and 
Correlative PSK (CORPSK) [Muilwijk’81] according to the definition of the frequency 
pulse function. The well known modulation MSK is a special case of LREC in CPM when L 
= 1 and h =0.5. GMSK, one of CPM family, has been used in the newly developed pan- 
European Global System for Mobile communication system (GSM). A Nyquist pulse 
shaping CPFSK modulation with roll off factor oc=0.3 has been used in UoSAT 
microsatellite communications systems. It can be classified into LSRC with L = 8.
The continuous phase transitions in the CPM schemes result in less side lobe energy and 
constant envelope allow them to be used in communications system with non-linear 
amplifiers, therefore, they are generally both power efficient and bandwidth efficient. The 
most important point is that CPM can achieve better BER performance than MSK by using 
maximum likelihood sequence estimation with carefully selected frequency pulse and 
deviation ratio h. This happens because memories are introduced into CPM modulations by 
continuous phase and partial response, which are also called non-linear modulations. The 
optimum receiver for CPM modulation comprises a bank of matched filters followed by the 
Viterbi algorithm which finds the maximum likelihood path by searching through the phase 
trellis, which is based on an assumption of perfect synchronisation. However, the 
synchronisation, including carrier phase recovery and symbol timing extraction, for general 
CPM modulations has not been solved yet. A further study of the effects of bandwidth 
limitation on CPM is required as well. MHPM is a special class of CPM where the 
modulation index h is cyclically changed for successive symbol intervals. MHPM 
[Miyakawa’75] even has better bandwidth-power trade off than that of SHPM, however, the 
application has been limited by the similar problems as SHPM, mainly synchronisation. 
There are several CPM modulations which are practically useful, which are further 
discussed in detail as follows:
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• 8SRC
8SRC is a special case of LSRC, which is used in UoSAT microsatellite communications 
systems. It is a CPFSK with Nyquist pulse shaping and roll off factor a  = 0.3, refer to 
Equation 4.3 and 4.4. The pulse of 8SRC is a a  = 0.3 Nyquist pulse and occupies around 8 
bit intervals in time domain. The normalised bandwidth is 1.3 Hz and the bandwidth 
efficiency is 0.77 b/s/Hz. The modulation index or deviation ratio h is equal to 0.7, which 
can not be coherently detected. The BER performance is 3 dB worse than that of BPSK with 
non-coherent detection, which is a discriminator detection in UoSAT communications 
systems. The non-coherent modem of 8SRC is simple thus easy to implement and suitable 
to LEO small satellite communications systems with presence of high Doppler shift and 
complex fading effects. The optimum detection for 8SRC is Maximum Likelihood Sequence 
Estimation (MLSE), which can achieve better BER performance than coherently detected 
MSK. When h is equal to 0.9, the theoretical BER performance of MLSE 8SRC can be 3 dB 
better than that of MSK [Aulin’81], [Proakis’89] and the BER of non-coherent detected 
8SRC is much worse than that of MSK. Figure 4.6 shows that a MLSE partial response of 
CPFSK with h = 0.715 and L = 3 gives 0.85 dB better BER performance than that of MSK. 
However, MLSE detection of 8SRC is very complicated and the synchronisation algorithm 
is not available therefore it is currently still impossible to coherently detect 8SRC.
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BER im provem ent using MLSE
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Figure 4.6 BER performance o f MLES CPFSK
• MSK, Generalised MSK (G - MSK) & GMSK
MSK has been introduced as a sinusoidal weighting OQPSK. It also can be derived from 
one of sub-branches of the CPM family, namely LREC when L = 1 and h = 0.5. It has the 
same BER performance as QPSK and constant envelope. The problem with MSK is that the 
bandwidth efficiency is not as good as bandlimited QPSK. The null-to-null bandwidth 
efficiency of MSK is three times of bandlimited QPSK although this comparison is not 
based on the same bandwidth definition but it is the fact that MSK gives less bandwidth 
efficiency than bandlimited QPSK. In order to get better bandwidth efficiency, a baseband 
filter is applied to MSK, which results in a class of G -MSK, such as LRC, LSRC and 
GMSK with h = 0.5. These Generalised MSK give better bandwidth efficiency than MSK. 
Figure 4.7 plots that the spectrums of MSK, GMSK with BT = 0.3 and 8SRC, which shows
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GMSK offers much better bandwidth efficiency than MSK. The normalised 99% bandwidth 
of GMSK at BT = 0,25 is 0.86 Hz when compared with that of MSK is 1.2 Hz [Feher’87], 
and correspondingly the bandwidth efficiency of GMSK is 1.16 b/s/Hz and the bandwidth 
efficiency of MSK is 0.83 b/s/Hz. A simple way to generate GMSK is using a Voltage 
Controlled Oscillator with a premodulation Gaussian shaped Low Pass Filter (LPF). The 
impulse response of the filter is given by Equation 4.8.
Generalised MSK and GMSK can be both coherently and non-coherently detected. 
However, the BER performance of coherently detected Generalised MSK and GMSK are 
always worse than that of MSK, typically 1.5 dB for GMSK at BT = 0.3 because coherent 
MSK receiver is normally used to detect Generalised MSK and GMSK. For Generalised 
MSK and GMSK, the MSK receiver becomes sub-optimum receiver because of pulse 
shaping . As explained before, the optimum receiver for all CPM except MSK is MLES 
receiver, which is practically not available.
4.8
where <7 = yj\n2/2K  B T  and B is the 3 dB bandwidth of the filter and T the bit duration.
p o vu er  s p e c t r a l  d e n s i t y
EZI GMSK
I——1 CPFSK h = 0 .7
I i MSK
0.0 2.0
f r e q u e n c y  in  Hz
4 .0
Figure 4.7 The spectrum o f MSK, GMSK and 8SRC
4-22
Survey o f Modulation/Demodulation Techniques for LEO Small Satellite Communications
4.2.5 C oded Modulation
Coded modulation does not fall into any digital modulation families and it is a combination 
of modulation and coding. The typical coded modulation, Trellis Coded Modulation (TCM), 
was first proposed by Ungerboeck in 1982 [Unger’82], which pointed out a new direction of 
research and development in modulation techniques. The combination of modulation with 
channel coding can provide high power efficiency without sacrificing bandwidth efficiency. 
Traditionally, a coding gain is achieved at a cost of bandwidth because of the redundancy in 
the code and the separated operation in modulation and coding. In coded modulation, the 
redundancy in the code is replaced by the redundancy in the size of the signalling 
constellation. The minimum Euclidean distance between pairs of signals in the constellation 
is maximised by the coding, which is the principle of coded modulation called mapping by 
set partitioning. Coded modulation is normally applied to multilevel /  phase modulations, 
such as 8 - PSK. Trellis coded 8 - PSK can achieve 3 dB coding gain compared with QPSK 
without expanding the signal bandwidth [Unger’82]. A maximum likelihood decoding or 
Viterbi algorithm is required for the decoding of Trellis Coded Modulation. The complexity 
of decoder in Coded Modulation is the main limitation in application. However, the 
advantages of Coded Modulation are very attractive to the both power and bandwidth 
limited communications systems, such as LEO small satellite communications systems.
4.2.6 S pread  Spectrum  Modulations*
Spread Spectrum Modulations spread a digital signal to a wide bandwidth by a pseudo­
random code. Therefore the bandwidth is much higher than the required bandwidth, which 
results in much lower power spectral density. The frequency band sharing is permitted by 
the use of a pseudo-random code and the advantage of the lower power spectral density is 
that other communications systems do not suffer from the Spread Spectrum modulated 
communications. There are mainly two types of Spread Spectrum Techniques, namely 
Direct Sequence (DS) and Frequency Hopping (FH). DS spread spectrum is used with phase 
modulation and FH spread spectrum is used with frequency modulation.
In Direct Sequence (DS) Spread Spectrum, the data signal is multiplied by a Pseudo 
Random Noise Code (PN-code), which can be considered a coded waveform using a pseudo 
code but with much larger redundancy than normal coding. There are several classes of 
binary (2-phase) PN-code, namely M-sequences (base), Gold-codes and Kasami-codes.
* [Proakis’89]
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The Frequency Hopped (FH) Spread Spectrum is generated by applying a pseudo code on a 
Voltage Controlled Oscillator (VCO) to make the frequency randomly changing in a wide 
range. In this way the bandwidth is also increased.
The applications of Spread Spectrum Modulations are Code Division Multiple Access 
(CDMA), secure communications and fading rejection.
• Code Division Multiple Access (CDMA)
As a PN code includes a number of codes orthogonal to each other, which can be used to 
access a frequency band by multiple users, thus it is called Code Division Multiple Access 
(CDMA). A CDMA system can be based on DS or FH spread spectrum signals. In DS 
spread spectrum CDMA systems, each user has a distinct PN code so it is possible to have 
multiple users transmit messages simultaneously over the same channel bandwidth. FH 
spread spectrum based CDMA systems are considered particularly attractive for mobile 
communications because timing requirements are not as stringent as in a DS spread 
spectrum signal and the capacity of CDMA with FH is also relatively high.
• Secure Communications
It is impossible to recover the transmitted data without knowing the spreading code, 
therefore the Spread Spectrum Modulations can be used to provide secure communications. 
In this application, the signal is sometimes purposely hidden into background channel noise 
and only the intended receiver can recover the signal with the prior knowledge by using the 
processing gain and the coding gain. This type of signal is called a low probability of 
intercept (LPI) signal, which can guarantee security in communication and insures privacy 
of a message.
• Anti - Jamming & Combating multipath interference
Jamming and multipath interference can be suppressed and combated by the processing gain 
and coding gain of a DS spread spectrum signal because these interference are normally 
without knowledge of the pseudo-random pattern, which is used as ID for each user. The 
correlation results of these interference with the user’s code are similar to that from noise, 
so they are suppressed into noise floor. This feature can be very useful in LEO satellite 
communications.
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4.2.7 Modulation C andidates for LEO Satellite Com m unications
BPSK, QPSK, OQPSK, CPFSK, GMSK, 7T/4 - QPSK, TCM and MSK are selected from 
digital modulation families through the above discussion as modulation candidates, which 
will be compared for LEO small satellite communications in next section.
BPSK, QPSK and OQPSK are chosen because they are traditional modulation schemes and 
widely used in satellite communications. The characteristics of these modulations are very 
well understood. The advantages are simple, ease in implementation, and the corresponding 
modems can be bought from shelf.
Non-coherently detected CPFSK or 8SRC is the currently used modulation in UoSAT 
microsatellite communication systems, therefore it is included for comparison.
GMSK and 7t/4 - QPSK have been newly implemented for Pan-European Global System for 
Mobile Communications (GSM), Japanese and American land mobile communications 
systems. Both are bandwidth efficient and can be detected by differential detection. GMSK 
is a constant envelope modulation scheme and 7t/4 - QPSK is a non-constant envelope 
modulation scheme but less spectrum spreading than that of QPSK. They are working in 
fading environments, which is also major constraint to modulation and demodulation 
techniques in LEO satellite communications. The practical experiences of GMSK and 7t/4 - 
QPSK in fading channel will be useful in the selection of a suitable modulation for LEO 
satellite communications.
The advantage of TCM in both power and bandwidth efficiency is very attractive to both 
power and bandwidth limited LEO microsatellite communications systems although it is 
very complex in implementation.
MSK is both power and bandwidth efficiency with constant envelope, and can be both 
coherent and differentially detected, which shows very promising characteristics to LEO 
microsatellite communications.
The rest of digital modulation schemes are abandoned because they are either not suitable to 
satellite communications, such as ASK, QAM, BFSK and M-ary modulation or not available 
in technologies like CPM modulation family with MLES detection, or emphasis on 
bandwidth efficiency only like pulse shaped QPSK modulations and pulse shaped OQPSK, 
which only give better BER performance compared with MSK in ACI environment.
The key features of modulation candidates for LEO microsatellite communications are 
summarised in Table 4.2.
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Eb/No Efficiency Bandwidth Efficiency Envelope Detection
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spectral spreading 
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2 b/s/Hz;
b. the same spectrum as 
corresponding PSK & 
QAM.
bandlimited TCM 
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Table 4.2 Characteristics o f various modulations
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4.3 Com parisons of M odulation/Demodulation for UoSAT Microsatellite 
Com m unications
The modulation schemes listed in Table 4.2, namely BPSK, QPSK, OQPSK, CPFSK, MSK, 
GMSK, 7C/4-QPSK and TCM are compared based on the requirements and constraints of 
LEO small satellite communications to modulation and demodulation techniques raised by 
the characteristics of LEO small satellite communications systems, which are summarised in 
the section 4.1.6.
4.3.1 Bit Error Rate Perform ance
The traditional theoretical analysis of Bit Error Rate performance for modulation schemes 
are based on additive white Gaussian noise. The probabilities of error for BPSK, QPSK, 
OQPSK, CPFSK, MSK, GMSK, rt/4-QPSK and TCM are listed in the first column of the 
Table 4.2, which are derived from the traditional analysis. The theoretical BER performance 
of these modulations and plus DPSK and DQPSK are plotted in Figure 4.8.
In a communication channel with the presence of additive white Gaussian noise, the BER 
performance of classical modulation schemes are well known. BPSK achieves the best 
bench mark in linear modulations and requires lowest signal to noise ratio to get the same bit 
error rate compared with other linear modulations. QPSK, OQPSK and MSK have 
approximately the same BER performances as BPSK. FSK is 3 dB worse than BPSK.
GMSK has 1.5 dB degradation on BER performance at BT=0.3 [Ishizuka’84] compared 
with MSK while 7T/4-QPSK give the same performance as OQPSK and Trellis coded 8 PSK 
is 3 dB better in BER performance than QPSK. Generally, coherent detection can provide 3 
dB advantage on Bit Error Rate performance when compared with non-coherent detection. 
The BER performance of the differential detection is between. DPSK has average 1 dB
d3
degradation, DQPSK has 2.5 degradation in average, the degradation of MSK and GMSK 
are roughly 0.5 dB. The degradation of Drt/4-QPSK is the same as that of DQPSK.
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Figure 4.8 BER performance
4.3.2 Constant Envelope
CPFSK, MSK and GMSK are constant envelope modulation schemes. Bandlimited'BPSK, 
QPSK, OQPSK, ttM-QPSK and TCM are non-constant envelope modulation schemes. The 
amplitude fluctuation of bandlimited BPSK and QPSK are 100%, bandlimited OQPSK is 33 
%, and bandlimited ttM-QPSK is 66% [Aghvami’93]. TC-8QPSK has the same amplitude 
fluctuation as QPSK.
4.3.3 Bandwidth Efficiency
To achieve high bandwidth efficiency, one may choose to use high-level modulations, 
however, the power efficiency of the system is reduced. The bandlimited high-level
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modulated signal also has a large envelope variation and generates large out-of-band 
radiation. Coded modulations have been developed to obtain high power efficiency without 
sacrificing bandwidth efficiency. They are both power efficient and bandwidth efficient, 
which are more than 2 b/s/Hz. Most of new modulation schemes have been proposed 
because they are very bandwidth efficient and have less out of band radiation. For example, 
the bandwidth efficiency of GMSK is 1.16 b/s/Hz and tc/4-QPSK is 1.54 b/s/Hz. GMSK has 
higher bandwidth efficiency than its parents - MSK and tc/4-QPSK has the same bandwidth 
efficiency but less out of band radiation when compared with QPSK.
BPSK CPFSK MSK GMSK QPSK 7T/4QPSK OQPSK TC-8PSK
b/s/Hz 0.77 0.77 0.83 1.16 1.54 1.54 1.54 > 2
Table 4.3 Bandwidth efficiency
The comparison of bandwidth efficiency of various modulation schemes are very clear from 
this table, which is TCM has the most bandwidth efficiency and BPSK has the least 
bandwidth efficiency. But in this comparison, the signal bandwidth for MSK and GMSK are 
99% bandwidth and the signal bandwidth for BPSK, CPFSK, QPSK OQPSK, tr/4-QPSK 
and TC-8PSK are Nyquist bandwidth, which has different bandwidth definition from that of 
99% bandwidth In some literature, the bandwidth efficiency of MSK is the same as QPSK 
because the signal bandwidth of MSK is also defined by Nyquist bandwidth, however, if the 
signal bandwidth of MSK is defined by Null-to-Null bandwidth, the bandwidth efficiency of 
MSK will be 0.66 b/s/Hz, which has appeared in some literature. Among these three 
bandwidth definition of MSK, it is believe that the 99% bandwidth efficiency is the most 
reasonable definition.
Bandwidth efficiency can also be compared by frequency spectrum of various modulation 
schemes. Figure 4.4 and Figure 4.7 show the spectrums of MSK, un-bandlimited BPSK, 
QPSK, OQPSK, GMSK and CPFSK. The spectrum of GMSK and CPFSK are more 
compact than that of MSK, which is very easy to imagine because of the premodulation 
Gaussian and Nyquist filters. Bandwidth efficiency is very important for multiple access 
communication systems but not very critical in single channel communications systems.
4.3.4 Intersymbol Interference
In a bandlimited digital communications system, all the digital modulation schemes can only 
achieve the theoretical Bit Error Rate performance when they are free from inter-symbol 
interference. In order to achieve intersymbol interference free transmission in a bandlimited
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channel, the Nyquist pulse shaping filter apply to BPSK, QPSK, OQPSK, CPFSK, TtM- 
QPSK and TC-8PSK. However, an equalisation filter is normally required in a practical 
system to compensate the intersymbol interference caused by non-linearity of amplifier and 
filtering, or multipath interference. As mentioned in previous section, the effects of 
bandwidth limitation on CPM are not very clear still under investigation. However, the 1.5 
dB BER degradation of GMSK is obviously caused by the intersymbol interference, which 
shows a special case of bandwidth limited MSK.
4.3.5 Coherent or Non-Coherent Detection
CPFSK can only be detected by non-coherent detection practically although theoretically it 
can be detected by MLSE, which gives even better BER performance than that of coherent 
BPSK. BPSK, QPSK and Tt/4-QPSK can use coherent or differential demodulators while the 
differential detection of DBPSK has 1 dB degradation and DQPSK has 2.5 dB degradation. 
OQPSK can only be detected by coherent detection. MSK and GMSK can be detected by 
coherent, differential and non-coherent detection. The coherent detection for GMSK is a 
sub-optimum receiver, which results in 1.5 dB degradation. The differential detection for k 
/4-QPSK has 2.5 dB degradation compared with coherent detection. DMSK has 1 dB 
degradation and thus DGMSK will have 2.5 dB degradation from coherent MSK. TCM is 
detected by coherent detection plus MLES decoder. The capability of differential detection 
becomes important because differential detection is considered more suitable to fading and 
Doppler shift environment although synchronisation algorithms have been improving to 
adapt to these time variant communications channels. Whether coherent detection is suitable 
to the channel or not with fading and Doppler shift effects is still a question, which is 
investigated in this study.
4.3.6 Complexity
The complexity of modems are compared in Figure 4.9. All of them are coherent modems 
except CPFSK, where the demodulator is a non-coherent demodulator implemented by a 
discriminator. These coherent modems can be described by a generalised quadrature 
modulator and demodulator, which is plotted in Figure 4.10 and 4.11. It is a QPSK coherent 
modem, which can be simplified to BPSK modem. BPSK modem requires I channel only 
without baseband symbol mapping. A delay is required in Q channel in modulator and in I 
channel in demodulator for OQPSK. The detector for MSK is the same as that for OQPSK 
preceded by sinusoidal and cosinusoidal weighting at half the symbol rate for Q and I
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channels. GMSK uses either MSK demodulator or MLES detector. TC-8PSK modem is a 
combination of 8PSK demodulator and Viterbi decoder and the most complex.
CPFSK, BPSK, QPSK, OQPSK, %r/4-QPSK, MSK, GMSK, TCM 
Increasing Complexity
Figure 4.9 The complexity o f coherent modems
The complexity of a particular modulation becomes less important because the advanced 
technologies such as VLSI and digital signal processing techniques, which can implement 
very complicated modems in a tiny IC chip. However, the application of VLSI technique is 
limited by the cost, so far only mass products can normally afford to use VLSI design. 
Therefore, the complexity is still a limitation in selection of a suitable modulation for 
UoSAT communications system.
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Figure 4.10 Generalised quadrature modulator
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Figure 4.11 Generalised quadrature demodulator
4.3.7 Tolerance to Doppler Shift, Fading and Varying Link
LEO satellite communications systems cannot be represented by a simple Gaussian channel 
since it is a complex time-varying system with the effects of Doppler shift and fading due to 
multipath interference. Therefore, these classical and well-known conclusions cannot be
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applied directly to the fading LEO channel and the performance of these modulation and 
demodulation techniques should be examined in a realistic fading environment. It is not 
practicable to derive a formula to cover all possible fading environments, but several useful 
computer fading models exist and can be used to evaluate candidate schemes prior to 
laboratory bench tests and in-orbit demonstrations.
4.3.8 Final Selection
The final decision and selection from amongst the candidate schemes is di trade q/jf between 
the various advantages and disadvantages because to optimise all these features at the same 
time is not possible as each has its practical limitation and are often inter-related. Normally, 
power efficient modems have lower bandwidth efficiency and spectral efficient modems 
possess lower power efficiency, so the requirements on both power efficiency and 
bandwidth efficiency conflict. The appropriate choice of a particular modulation technique 
should lead to the best system performance and to a lower cost, more competitive 
transmission subsystem.
The candidate technique should be able to satisfy the most important system criteria. For 
example, ttM-QPSK is selected for Japanese and American land mobile communications 
systems because of the use of power efficient linear amplifiers, and GMSK instead of 7r/4- 
QPSK is used in the GSM land mobile communication system because of the use of non­
linear amplifiers although GMSK is less power efficient. Power efficiency is more important 
in LEO small satellite communications systems than in ground-based land mobile 
communications systems, therefore, 7t/4-QPSK and Trellis-Coded Modulations could be 
more attractive than GMSK. The use of 7t/4-QPSK is dependent on whether power efficient 
linear amplifiers are available and their complexity.
4.4 Conclusions
Among the modulation schemes compared in this section, BPSK, QPSK, OQPSK, MSK, 
GMSK, CPFSK, 7T/4-QPSK and Trellis Coded Modulation have been identified as suitable 
candidates for LEO microsatellite communications systems.
According to the first criteria of LEO microsatellite communications, which is the 
requirement for constant envelope modulations because of the use of non-linear amplifiers 
on-board UoSAT microsatellites, the candidates are reduced to CPFSK, MSK and GMSK. 
The band-limited QPSK, OQPSK and 7t/4-QPSK are still under consideration if CPFSK, 
MSK and GMSK can not satisfy the requirement of bandwidth efficiency. The bandwidth
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efficiency requirement from UoSAT microsatellite communications systems is 0.64 b/s/Hz. 
The bandwidth efficiency of CPFSK is 0.77 b/s/Hz, MSK is 0.83 b/s/Hz and GMSK is 1.16 
b/s/Hz; all three candidates can thus satisfy the bandwidth efficiency requirement. TCM 
could be attractive if the Viterbi VLSI decoding circuit is available and linear amplifiers can 
be implemented on-board microsatellites and should be considered for possible inclusion in 
future missions.
The trade-off between power efficiency, BER performance and bandwidth efficiency results 
in the selection of MSK. GMSK is more bandwidth efficient but has 1.5 dB Ey/No 
degradation when compared with MSK -as power efficiency is considered to be the more 
important criteria than bandwidth efficiency for UoSAT communications systems (since it is 
a single channel communication system. The bandwidth of MSK at 9600 bps is ± 5.6 kHz 
and can be accommodated within the ±7.5 kHz channel bandwidth of UoSAT 
communications systems.
MSK is well known for its compact spectrum when compared with traditional modulations 
without bandwidth limitation, although it is less bandwidth efficient than GMSK. A further 
advantage of MSK is that it can be detected by coherent, differential and non-coherent 
detection methods. The compatibility with currently used CPFSK system make it possible to 
implement on-board UoSAT microsatellite with no system modifications.
Therefore, coherent MSK is finally selected to provide potential 3dB advantage on BER 
performance of UoSAT microsatellite communications systems, compared to current non­
coherent CPFSK scheme.
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CHAPTER 5
THE POSAT-1 DIGITAL SIGNAL PROCESSING EXPERIMENT PAYLOAD
In order to support research into optimising LEO satellite communications systems in a 
realistic environment, an in-orbit test-bed, the Digital Signal Processing Experiment (DSPE) 
payload, was designed, built and integrated into the KITS AT-1 microsatellite. However, the 
planned communications experiments with the KITS AT-1 DSPE could not be earned out 
after launch due to problems with joint experimentation and spacecraft access.
Fortunately, a new microsatellite PoSAT-1 was built and launched shortly after KITS AT-1 
which provided another opportunity to put the DSPE payload into orbit. The PoSAT-1 
DSPE design was based on the KITS AT-1 DSPE, but the interfaces with the spacecraft were 
modified to allow the DSPE be switched to replace the hardware modem in order to be able 
to test various modulation and demodulation techniques on board microsatellite. As the in- 
orbit communications experiments during the course of the research were undertaken using 
the PoSAT-1 DSPE, this chapter will concentrate on the description of the design 
considerations, concepts and implementation of the PoSAT-1 DSPE hardware and 
associated software to provide the basis for the in-orbit modulation research.
The PoSAT-1 DSPE is a flexible on-board modem implemented within the constraints of the 
microsatellite and space environment and forming the basis of an adaptive modem. The use 
of bootloader and reloadable operational software make best use of the flexibility of the 
DSPE as an in-orbit test bed to carry out various communications experiments by using 
digital signal processing techniques.
5.1 In-Orbit Test Bed and Adaptive Modem
The PoSAT-1 DSPE provides a flexible in-orbit experimental DSP* -based communications 
test-bed, to investigate the characteristics of LEO satellite communications and suitable 
communications techniques, especially modulation, demodulation and coding techniques, 
which have not yet been developed for the LEO satellite communications services. As 
discussed in Chapter 3, the LEO communications environment is very complex and difficult 
to simulate fully, therefore an in-orbit evaluation using the PoSAT-1 DSPE operated in a 
realistic orbital environment, is extremely valuable and useful. The PoSAT-1 DSPE is the
* Digital Signal Processing
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first reloadable DSP-based test bed in LEO, which provides a unique opportunity to test new 
technology and evaluate new ideas rapidly in orbit during progress of the research.
The PoSAT-1 DSPE can be programmed for various modulation and demodulation 
techniques, bit rates and coding schemes, which provides the possibility for developing an 
adaptive satellite modem which can vary dynamically the data rate and modulation 
according to the varying link characteristics of LEO satellite communications during the 
limited communications window available, which is discussed in Chapter 3. As mentioned 
in Chapter 2, the UoSAT microsatellites provides services to various groundstation 
configurations, from portable small terminals with an omni-directional antenna to control 
groundstations with a tracking antenna, hence an adaptive modem on-board microsatellite is 
ideal to optimise communications to these different system configurations.
Adaptive modems [Filip’94], [Filip'90] have been investigated for fade countermeasure in 
Ka band GEO satellite communications systems to increase both the overall system 
availability and the total gross data throughput. Adaptive modem techniques can be 
classified into changing the following functions in modems to adapt to the time varying 
characteristics in LEO satellite communications environment:
• Modulation schemes
• Demodulation (non/coherent/differential detection)
• Coding
• Bit rate
• Spread spectrum
An adaptive modem is complex and typically implemented by using multiple modem 
systems and switching amongst them by the system requirement to maintain the given 
equivalent BER and thus achieve the maximum data throughput. Research in adaptive 
modems is leading towards a universal system with minimal switching during the adaptive 
operations. The complexity of multiple systems and switching is difficult to avoid unless 
DSP techniques are employed.
5.2 DSP Modem
The use of DSP implementations becomes attractive for the design of low and medium rate 
modems[Lovrich’], [BucknelV], [Johnson'88] due to its high performance, flexibility and 
design-confirmation prior to VLSI space implementation. The digital signal processing 
technology has substantially improved the power and bandwidth efficiencies of terrestrial 
[Fagan'89],[Whit'90] and satellite ground based modems [Poklemba’92], [Otani’88]. The
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architecture of the radio communication systems have been also dramatically changed by 
the development of DSP modem.
DSP modems can be classified into the following four categories, namely: a general purpose 
DSP system, an Integrated Circuit (IC) - based DSP modem, a combined IC and general 
DSP system, and a VLSI modem.
A variety of general DSP development systems are available in the market but most of them 
are designed for VME or PC bus. Special interfaces only can be satisfied by specifically 
developed DSP systems. The modem function is mainly implemented in software in this 
type of DSP modem. The advantage of a general purpose DSP system is that it is very 
flexible, satisfying the basic requirement for the development of a test bed and an adaptive 
modem, thus this type of system has been used in the PoSAT-1 DSPE implementation. 
However, general purpose DSP systems consume more power than a specially designed DSP 
system and the bit rate is limited by the speed of processor [Langston’82].
IC-based DSP modems are available recently in the market; these convert various DSP 
modem algorithms into hardware [Harris’94]. These IC DSP modems increase the bit rate of 
DSP modems but with less flexibility and only a few DSP modem algorithms are available.
The third method combines the above two implementations together in such a way that the 
general purpose DSP system deals with the complex baseband modem algorithm and the 
down conversion is implemented by DSP ICs. This is the most popular DSP modem 
implementation and a lot of complex baseband algorithms have been developed for this type 
of modems. However, modifications are required for the current UoSAT CPFSK system to 
adapt to this type of DSP modem implementation, therefore they are not suitable for the first 
DSP experimental payload. However, the enhanced DSPE on-board FaSAT-a has been 
designed in this way and will be launched shortly.
VLSI modems [Allan’88], [Kamisaka’88] combine DSP hardware with modem software, 
which can cope with higher data rates [Allan’89] but, once manufactured, they can not be 
changed and therefore are not suitable in the research stage of modem development. They 
are ideal for mass production.
In conclusion, a general-purpose DSP system has been chosen for the PoSAT-1 DSPE 
implementation and has been designed and implemented by the author to meet the specific 
interfaces required by the spacecraft, for instance, the bus on board satellite is not standard 
VME or PC bus. (Also a space qualified DSP development system is not currently 
available).
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5.3 Mission Requirements and Constraints
The requirements from an in-orbit test bed and an adaptive modem are that the DSPE should 
be able to be programmed as a modulator, demodulator and encoder, switched among 
different bit rates, and as flexible as possible, which is the reason why DSP systems had 
been selected to implement this experimental payload. Apart from these requirements raised 
by the research, the microsatellite missions give rise to specific requirements, which are 
discussed in this section and followed by the constraints from the microsatellite and space 
environment.
5.3.1 Mission Requirements
The KITS AT-1 DSPE was primarily designed for voice broadcasting, which is required by 
the Korean customer and its secondary mission is higher speed modem, a flexible on-board 
modem and a redundant software modem to enhance reliability [Park’91], [Sun’91]. The 
higher speed modulator refers to 38.4 kbps compared with the bit rate 9.6 kbps of the 
hardware modem on-board KITSAT-1. The 38.4 kbps modem had been implemented on­
board PoSAT-1 by hardware, therefore a flexible on-board modem had been defined as the 
major mission of the PoSAT-1 DSPE in order to support the research of optimising LEO 
satellite communications systems [Sun’93]. These missions give rise to requirements to 
design of the DSPE, which are listed as follows:
• Speed of processor
• Size of data buffer
• Size of program memory
• Interfaces to the spacecraft
• Bandwidth of aliasing and smoothing filters
Speed is the major constraint to DSP application in modem development, hence DSP 
techniques are only applied to low and medium bit rate modem development. For instance, a 
DSP with 60 ns single-cycle execution time is necessary to implement the UoSAT 38.4 kbps 
CPFSK modulator, which comprises a FIR filter with 32 taps and a scrambler but driven by 
38.4 kHz x 4 clock. Demodulator algorithms normally put more constraints on speed 
requirement than modulator algorithms. The purpose of this flexible on-board modem is to 
evaluate and compare various modulation and demodulation techniques. Therefore its bit 
rates are limited up to 9.6 kbps, which is the lowest bit rate in the on-board hardware 
modem. At 9.6 kbps, it will be shown that an MSK demodulator algorithm working at 48 
kHz sample rate requires minimum 192 instruction cycles, which should be completed
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within two sample points. To implement this algorithm in the DSPE, a DSP with 109 ns 
single-cycle execution time is required.
As an in-orbit test bed, application program should be updated with the progress of the 
research, therefore only a bootloader software is essential. The function of the bootloader is 
to receive, store and run application software via the local network from on-board computer 
regarding to telecommands commissioned by a control groundstation. Making software 
reloadable is the design philosophy of the UoSAT microsatellites, which makes this in-orbit 
modem test bed extremely powerful. The size of bootloader is roughly 2 kbytes maximum, 
thus a 2 kbytes EPROM or PROM is required. Among the developed application program, 
the maximum program is 10 kbytes, for which an 8 kiloword memory is sufficient.
Data buffer is mainly required by high quality digitised voice data or a look up table from 
either a sinusoidal wave generator or memory based pulse shaping and equalisation filter. A 
512 kbytes data buffer is required by a memory based pulse shaping and equalisation filter if 
the pulse expands to 16 bit intervals and 8 samples per interval used in the implementation.
As a universal demodulator, an I and Q interface is essential and it gives rise to the same 
requirement when design for a universal modulator, which requires very complex interfaces 
with both receiver and transmitter. The current on-board transmitter and receiver should be 
redesigned to adapt to these I and Q interfaces. It is not suitable to make this modification in 
the first DSP Experiment. However, an I and Q interface has been implemented into the 
uplink of the advanced DSPE included on-board FaSAT-a microsatellite due to launch in 
July 1995. In order to keep as minimum changes as possible in the transmitters and receivers 
on-board PoSAT-1, the DSPE has been designed as a CPFSK type of modem, which can be 
programmed as CPFSK, MSK, GMSK, generalised MSK and Multi-level MSK modem etc.
It is ideal to apply a programmable filter on both aliasing and smoothing filters to adapt to 
various bandwidth requirements raised by different modulation schemes and bit rates, which 
was implemented in the FaSAT-a DSPE. The PoSAT-1 DSPE had been designed mainly for 
optimising downlink communications, therefore the aliasing filter was designed for 9.6 kbps 
only, and a narrow band smoothing filter for 9.6 kbps and wider band filter for 38.4 kbps 
and MSK signal were connected to the downlink in parallel. Although the design is not 
universal, it still can adapt to varying link characteristics by introducing different coding 
rates or adapt over certain range of bit rate on the downlink .
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5.3.2 Constraints
The constraints to payload design from microsatellites and space environment have been 
discussed in Chapter 3. Affecting factors dragging space-borne DSP modem design from 
terrestrial system are summarised in the end of Chapter 3, which are:
• Space radiation environment
3 Single Event Upset (SEUs) per day in 4 Mbytes were observed in UoSAT-3, which is in 
the same height of orbit as PoSAT-1. There are proportionately fewer SEUs in the smaller 
program RAM of the DSPE [Under’92].
• Thermal (vacuum) environment
The inner temperature of KITSAT-1 is around 20°C ±20°C and the inner temperature of 
PoSAT-1 is around 10°C ±2°C but the surface temperature range is roughly -35° to +20°.
• Limited power
The orbit average power available to the bus systems and payloads for PoSAT-1 is 22 W. 
The bus system excluded the downlink transmitter uses about 4 W. The high power 
transmitter uses 10 W and the low power transmitter uses 4 W. The power available for 
payloads is 8 W or 14 W corresponding to high power or low power downlink. This power 
supports 5 application and experimental payloads on-board PoSAT-1.
• Limited volume
Twelve module trays milled from solid aluminium stack up to form the 330x330x650 mm 
PoSAT-1 microsatellite. The volume for payload is limited by the module tray size with 
dimensions 330x330x29 mm and the volume available for the DSPE is the half of this size, 
which is 165x330x29. The total mass of satellite is limited to 50 kg by the Ariane Espace 
ASAP launch structure. The DSPE weight is limited to about 2kg (full module).
• Reliability
The physical isolation of space based systems means that high reliability, fault tolerance, 
and redundancy are desirable. The space-borne DSP must also be protected from the effects 
of radiation.
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5.4 Design Consideration and Implementation
The mission requirements and constraints to the PoSAT-1 DSPE payload have been 
analysed and reviewed in the previous section. This section discusses how to design the 
DSPE to meet the requirements within the constraints.
5.4.1 Choice of Digital Signal Processors
The first digital signal processor was marketed by Texas Instrument (TI) in 1979. Since then 
the applications of DSP have been so popular that many manufacturers followed TI and 
started to make DSP chips. The major DSP manufactures are Texas Instruments, Analogue 
Devices, Motorola, AT&T and NEC. The DSP products from these manufacturers are more 
or less the same. The DSP market have been dominated by the typical second generation 
DSP, TTs C30* and C25 until two years ago. In the last two years, DSP has been further 
developing towards two directions. One is faster with parallel processing ability, which is 
mainly stimulated by the development of multi-media systems and the requirements of 
image processing. The other is low cost and low power consumption, which is normally 
developed for hand-held mobile telephony. These low cost and low power consumption DSP 
chips are normally specially designed VLSI chips. DSP for general applications with low 
power consumption at low cost have not been available until February 1995, when C32 was 
newly launched by TI. C32 is claimed as low cost and low power for general DSP 
applications. The most well known advanced and faster DSP are C40 and C80 from TI and 
SHARC from Analogue Devices, but they are very power hungry. They are not suitable to 
space-bome DSP systems and were not available during the design of the PoSAT-1 DSPE. 
Space qualified DSP chips have not been available until now. The ADSP2101 from 
Analogue Device had been chosen by ESA to develop to a space qualified DSP, but it is not 
going to happen within the next five years. In the mean time, TTs products are favoured by 
NASA and other space agencies. The DSP products in Table 5.1 [Leonard’94], which have 
been available during the design of the KITSAT-1 and PoSAT-1 DSPEs, have very similar 
features. Among them, C30 offers slightly better performance from overall system 
consideration. It offers the fastest speed, secondary memory space and the most on-chip 
peripherals. The military version of C30 is available in the market, which is necessary for 
space application at least to adapt to thermal environment. Another consideration in 
choosing the C30 is that it is the most popular DSP, which is widely used in the world and 
the TI is the most successful DSP producer, which secures technical supports.
* C30, €25, €32, €40 and €80 are abbreviation of TMS320Cxx
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The military version of C30 satisfies the mission requirements in speed and temperature 
range. Its 60 ns cycle time satisfies the speed requirement 109 ns and temperature range 
from -55° to +125° even covers the in orbit surface temperature range from -35° to +20°. It 
provides two on-chip timers, two on-chip serial ports and 2 kbytes on-chip RAM, which 
helps to fit in the DSP system into limited volume. The 16 Mwords off chip memory space 
sufficiently covers the requirements from data buffer 512 bytes, EPROM 4 kbytes and 
program memory 8 kbytes.
C25 is included in the DSPE as the second set of DSP system, which is a redundant system 
to C30 for increasing the reliability. It is believed that the same function implemented by a 
different device to redundant to primary system offers better reliability than that of simply 
using the primary system as the redundant system. Although C25 is less powerful compared 
with C30, it meets the requirements in speed and memory space. An advantage of C25 over 
C30 is that it consumes less power.
The power consumption is normally proportional to the speed of processor, thus the current 
drawn by DSP is the function of the frequency of the system clock, the faster the system 
clock, the higher the power consumption. The choice of system clock is a trade off between 
speed and power consumption.
TMS320C25 TMS320C30 |iPD77230A DSP56001 DSP96002 DSP32C ADSP2101
Company Texas
Instruments
Texas
Instruments
NEC Motorola Motorola AT&T Analogue
Devices
Data type 16 bits fixed 
point
32 bits floating 
point
32 bits
floating
point
24 bits
floating
point
32 bits
floating
point
32 bits
floating
point
16 bits
floating
point
Cycle time 
(ns)
100 60 150 100 60 80 80
On-chip
RAM
(words)
544 2k Ik Ik Ik Ik 3k
Off-chip
memory
(words)
128k 16M 4k 128k 8 0 16M 16k
On-chip 
parallel I/O
0 0 0 0 0 1 0
On-chip 
serial I/O
1 2 1 2 0 1 2
On-chip
timer
1 2 0 0 0 0 1
Military
version
Yes Yes No No No No Yes
Table 5.1 Digital Signal Processors
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5.4.2 Radiation Protection
Coping with space radiation is the most important issue in design space-bome computing 
system. As discussed in Chapter 3, there are two type radiation effects. The total dose of 
radiation absorbed by the satellite will gradually damage CMOS integrated circuits, but the 
single-event upset is a more immediate and catastrophic effect. A stored ‘one’ will be 
changed to a ‘zero’, or vice versa, when a charged particle passing through a CMOS 
memory deposits enough charge to change the state of an internal flip-flop. If an SEU occurs 
in an computer program and is not corrected, the CPU will fetch an incorrect instruction and 
perhaps crash. As introduced in Chapter 2, the UoSAT microsatellite is considered as an in- 
orbit personal computer and the store-&-forward communication is mainly supported by the 
OBC and its software. An intensive study on radiation protection has been carried out since 
the launch of UoSAT-1. Error Detection And Correction (EDAC) techniques have been 
developed [Hodgart’92] to protect OBC from radiation-introduced SEUs. A hardware 
Hamming ED AC circuit, sitting between the CPU and the RAM, stops the CPU from 
reading corrupted programs or data by providing error correction conducted by a Hamming 
(12, 8) ED AC code, which can detect and correct a 1-bit SEU. The overhead of the ED AC 
code is 50%, which stores four redundant bits for every 8-bit program or data. This is very 
inefficient for data storage because the size of data buffer is very big, for instance, the 
RAMDISK on-board PoSAT-1 is 32 Mbytes, and is not necessary because data does not 
have to be corrected before the CPU reads it. The data buffer is protected by an efficient 
block ED AC code, implemented in software. These techniques were considered in the 
design of the PoSAT-1 DSPE, but there is not enough space to fit in hardware ED AC 
circuits. Therefore, Silicon On Sapphire(SOS) RAM is used as program memory and PROM 
as bootload memory to cope with space radiation environment. The use of Sapphire instead 
of Silicon as the substrate, which reduces the amount of Silicon used in IC thus dramatically 
increases the tolerance to the radiation effect [Whelan’93]. Reloadable application software 
further protects the DSPE from the effect of radiation.
5.4.3 Further Consideration for Space-Borne DSP Implementation
The IC circuits used in the DSPE construction are mainly military or industrial versions. The 
temperature range of the military version is -55° to +125°, the industrial version is -40° to 
+85°, whilst the commercial version is only 0° to + 70° which is not suitable to flight 
module.
The DSPE has been developed through a prototype and an Engineering Module (EM) to 
final construction of the flight module to further guarantee the reliability-apart from
5-9
The PoSAT-1 Digital Signal Processing Experiment Payload
increasing reliability by redundancy. Vibration, thermal and vacuum tests have been carried 
out to detect early component failures, which causes most failures in spacecraft 
[O’Connor’81]. It is worth to mention that a fundamental crystal is preferred for an on-board 
system than a harmonic Quartz crystal in consideration of surviving launch vibration.
Without proper EMC design, the high frequency system clock in the DSPE could cause EMI 
problems via power lines. In order to get rid of interference and protect other part of 
spacecraft, the analogue and digital power supplies were separated in the DSPE. Power lines 
are carefully coupled to the ground around the DSP chips to stop interference coupled to all 
over the board, especially analogue output, which increases noise floor in modem 
application.
Both C30 and C25 have sufficient memory space for the requirement of the DSPE, therefore 
it is possible to avoid an address decoder to adapt to the limited volume by carefully 
selection of memory allocation.
5.4.4 Bandwidth of Analogue Filters
The analogue filter in front of the ADC is an 3rd order Butterworth filter with 6 kHz 3 dB 
bandwidth. The 99.9% energy in the input signal is within 5.6 kHz bandwidth because the 
signal spectrum ends at 6.24 kHz in Nyquist pulse shaping with (X=0.3, therefore the effect 
due to the filter is insignificant and can be compensated by the equalisation filter. There are 
two smoothing filters connected to the DAC, a narrower band filter, a 3rd order Butterworth 
filter with 3 dB bandwidth at 11.4 kHz, is mainly designed for 9.6 kbps modulator and voice 
broadcasting and a wider band filter, 3 dB bandwidth at 25 kHz, is mainly for 19.2 kbps and
38.4 kbps modulators, and MSK signal. As mentioned before, ideally, the bandwidth of a 
smoothing filter should be programmable with the changing of the bit rate. Four times 
sampling rate is used by the CPFSK modulators, therefore the requirement to smoothing 
filter is not very critical and the bandwidth of each smoothing filter is the compromise 
among the several requirements and covers certain range of the bit rates.
5.4.5 Block Diagrams of C25 and C30
Figure 5.1 shows the design of the C25 system, which comprises the C25 itself, 2 k x 16 
PROM, 8 k x 16 SOS RAM and 32 k x 8 data buffer. The size of memories are chosen 
according the requirements and the chips available in market. These memory is connected to 
the C25 by the data and address buses. The interface with the local network (DASH) and RF
* [Sun’92], [Sun’93]
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system are mapped to the I/O space of the C25. The C25 provides three separate address 
spaces for program memory, data memory, and I/O, which are supported by an address bus 
but switched to program, data and I/O by PS, DS and IS command lines. The interface with 
the DASH includes a Universal Asynchronous Receiver and Transmitter (UART) and a 
level converter. The C25 system is connected to RF system via an ADC and an DAC with 
the anti-aliasing and smoothing filters. The data interfaces with OBC are established via the 
on-chip serial port.
Figure 5.2 is the block diagram of C30 system, which comprises C30 itself, 4 k x 32 
EPROM, 8 k x 32 SOS RAM and 512 k x 8 data buffer. C30 is 32 bits processor, which is 
different from C25. These memories are connected to the C30 by the data and address buses. 
The parallel port and RF system are also connected to the same data and address buses. 
Unlike C25, the C30 uses a universal address space for program memory, data memory, and 
I/O. C30 connects itself to the local network via its on-chip serial port using a software 
UART instead of the hardware UART used in C25 system in order to fit whole system into 
the limited volume. The interfaces with RF system and OBC are very similar to those in the 
C25 system, but an extra parallel port is directly connected to the primary OBC(186) and 
one more smoothing filter is included in its interface with the transmitter.
Address bus (16)
Data bus (16)
Downlink clock 1
Digitol downlink
0B^_186
MuxO
TM S320
C25
OBC 188
£ S -
_DS_
IS
PROM
2kx16
On-board local network Dash 0
Program
memory
8kx16
SO S — —
Data 
buffer 
32k x  8
UART
A A
Interface
ADC $
DAC 
Tpr
Filter £-
RX1
Analog downlink Mux 0  
 Filter ------ >
Figure 5.1 Block diagram ofC25
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5.4.6 System  Configuration
The Digital Signal Processing Experiment (DSPE) payload is one of five experimental 
payloads on board PoSAT-1. Figure 5.3 shows the architecture of PoSAT-1 and the module 
which the DSPE shares with another experimental payload - the Cosmic Ray Experiment 
(CRE). The DSPE/CRE weighs 1.9 kg while the mass of PoSAT-1 is 49.98 kg.
Figure 5.4 illustrates the PoSAT-1 on-board data handling system and the satellite uplink 
and downlink communication systems, which shows that the DSPE payload is inserted into 
the spacecraft communication system via an ADC to the uplink receiver and via a DAC to 
the downlink transmitter. The duplex data interface via on-chip serial port with OBCs 
receives data for modulation and transmits data for demodulation. This then permits the 
DSPE to modulate the downlink, and demodulate from the uplink. The DSPE can thus be 
switched to replace the hardware modem (modulators and demodulators) to test various 
modulation and demodulation techniques.
The DSPE C25 and C30 are connected to the on-board computers (OBC-186 and OBC-188) 
through a local area network (LAN) and C30 has a direct access to OBC through a parallel 
port as well, as the OBCs are directly connected to the uplink receivers, the DSPE 
application programs are always reloadable after launch - a very important feature for in- 
orbit communication experiments.
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PoSAT'A
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Figure 5.3 ‘Exploded’ view o f PoSAT-1 microsatellite and the DSPE/CRE module
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Figure 5.4 The PoSAT-1 on-board handling and radio frequency systems
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5.5 Softw are Development*
The prelaunch software development has been focused on bootload program and test 
software, especially the bootload program, which is the only software launched with the 
DSPE hardware and can not be reloaded. This critical component provides the only 
mechanism for loading other software, so it has to be carefully designed and thoroughly 
tested. In order to make sure all hardware functional and meet the design specifications, 
various test software had been developed, which also tends to cover as much as possible 
future requirements with the progress of the research. A limited amount of application 
software was developed before launch to meet the initial mission requirements.
5.5.1 Bootloading Program*
Only simple bootloader programs are placed in permanent ROM in the DPSE C30 and C25. 
The application programs are loaded as the requirement of the experiment after the satellite 
is launched, which forms a flexible and reprogrammable in-orbit test bed.
The use of bootload and software reloadable on-board satellites [Ward’93] is a revolution 
compared with the conventional design of satellite, where their operational software loaded 
in RAM or programmed into ROM before launch. This permanent firmware can lead to 
payloads with limited applications if the prelaunch anticipation does not cover the full range 
of applications. In comparison, a spacecraft using uploaded software can have its missions 
significantly enhanced after launch by updating technology on-board satellite with the 
progress of research, development of new technology, and even experiences gained from in 
orbit operation. The most important benefit from this new design philosophy is flexibility, 
which is ideal for the design of the in-orbit test bed, the PoSAT-1 DSPE. The reloadable 
software allows application software to be developed after launch, which speeds up payload 
development as well. The bootloader program is relatively small, which could be thoroughly 
checked before launch and bug free for use. This obviously increases the reliability of the 
spacecraft. The reloadable software protects payload from RAM failure due to radiation, 
consequently increases reliability.
However, the bootload program itself, relied on by the whole mission, should be very robust 
and reliable, which reflect to the following critical characteristics in the implementation.
The 1 kbytes DASH bootloader is stored in an PROM in the DSPE C25 and 2 kbytes 
bootloader, including the DASH bootloader and the parallel bootloader, is stored in an
* [Sun’93]
* [Ward’93]
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EPROM in the DSPE C30, thus RAM is avoided. The bootloaders have been developed in a 
single routine with few sections of re-used code and without using stacks. The DASH 
bootloader uses an asynchronous communications link, and breaks programs into error- 
checked frames during loading. Each frame comprises header, checksum, data and 
checksum. The bootloader employs the automatic repeat request (ARQ) procedure to 
achieve error-free transmission, therefore the DSPE will receive an repeated frame once 
errors are detected by the checksum either in header or in data. The header, including length, 
type and address fields is checked separately from data before the frame is written into 
memory, which greatly reduces the probability of overwriting problems.
When the DSPE is turned on in orbit, it cannot execute applications software; it is running 
the bootloader program and waiting for application software which is loaded via the on­
board data handling system. Figure 5.4 shows the complex data handling system of the 
UoSAT microsatellites, which is centralised around the OBCs. Each microcontroller or 
processor in all experimental payloads is connected to the OBCs via a pair of redundant 
local network called DAS HO and DASH1 running at 9600 baud rate. The DSPE C25 is one 
of the nodes in the DASH network and the DSPE C30 as well. The DPSE C30 has an 
additional connection with the OBCs via a parallel port. The DASH is shared by CRE, EIS, 
GPS, EHS and DSPE payloads, hence there is a possibility of collision in communications 
with the OBCs which is avoided by giving a different priority to each payload.
The OBCs have direct hardware and software interfaces with uplink and downlink and the 
communications with the groundstation is supported by the modified AX.25 protocol. This 
system configuration supports software reloadable from the groundstation to all 
experimental payloads via the OBCs and DASHs. For instance, the DSPE application 
software is uploaded through the satellite link from groundstation to the OBCs and then 
loaded into the DSPE via the DASH by the OBCs in communication with the DSPE 
bootloader. Therefore the DSPE can afford to have program crash (it just needs to be 
reloaded), and therefore does not require so much careful radiation protection.
5.5.2 Test Software
A suite of relatively simple software has been prepared to thoroughly test all the functions of 
the DSPE before launch, which can be used for in-orbit checking as well if necessary. These 
test software are listed as follows:
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e Bootloader
The bootloader is to receive a data file or an application program from the OBCs, store them 
in the DSPE memory and execute the application program, which tests the most important 
function - bootloading and the DASH and parallel port interfaces.
• Memory Test
Memory is checked by a program, which writes, reads and compares to detect memory 
failure.
e ADCDAC Test
An analogue loop through program tests both ADC and DAC.
• Data Interface With the OBCs
An digital loop through program tests both data input and output from-&-to the OBCs.
• Memory Dump Program
This program dumps memory as required to the OBCs through the DASH interfaces, which 
can be used to check software bugs or memory corruption in orbit.
The application software developed before launch and tested on the ground, which will be 
discussed in the following section, checks the design specifications of the DSPE.
5.5.3 Application Software
CPFSK modulators, MSK modulator and voice broadcasting program have been developed 
before launch to support the initial commission when the satellite in orbit.
• CPFSK Modulators
A group of CPFSK software modulators at multiple bit rate 9.6, 19.2 and 38.4 kbps have 
been developed based on the same algorithms as the hardware modulator in order to be a 
redundant system and demonstrate the capability of the DSPE as an on-board flexible 
modem, which is used in the initial in orbit communication experiment with the DSPE. The 
algorithm of the software will be discussed in the section 6.2.
• MSK Modulator
An MSK software modulator had been developed to support the coherent MSK in orbit 
evaluation, which is described in detail in Chapter 8 in the discussion of the MSK in-orbit 
experiment.
• Voice Broadcasting Programme
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Voice broadcasting programme can perform both real-time and stored voice broadcasting, 
which had been developed to meet the mission requirements.
5.6 Capability and Application
The system configuration with the support of the initial software makes the PoSAT-1 DSPE 
a flexible on-board modem, which is the first DSP modem flown on board an LEO satellite. 
As it is designed to be an in-orbit test bed, it can be controlled to test various modulation, 
demodulation, coding and spread spectrum techniques. Link characterisation and channel 
measurement also can be carried out by using the DSPE.
The capabilities of the DSPE are simply summarised as follows:
• Multiple bit rate communications
• Variable modulation /  demodulation schemes (FSK, MSK)
• Variable coding schemes
• Pulse shaping filters
• Equalisation filters
• Signal generators
• Link characterisation and measurement
• Spread spectrum
• Voice broadcasting
These functions have formed a base of an adaptive modem, which can adapt to varying 
communication links and various groundstations by switching to suitable bit rate and coding 
schemes or modulation techniques.
The applications are including multiple bit rate CPFSK communication, MSK modulator, 
Nyquist pulse shaping and equalisation, signal generator and voice broadcasting, which have 
been supported by the developed DSPE software.
The specifications of the PoSAT-1 DSPE is illustrated in Table 5.2.
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C25 C30
System clock (MHz) 39.648 27.648
Cycle time (ns) 100 72
Bits per word 16 fixed point 32 floating point
Power Consumption (mA) 100 150
ROM (kwords) 2 4
Program memory (kwords) 8 8
Data Buffer (kbytes) 32 512
Network DASH1 DASH0
Parallel port 0 1
Serial Port 1 2
Timer 1 2
Smoothing filter (kHz) 1x11 1x11 1x25
Aliasing filter (kHz) 1x6 1x6
Voice broadcasting ✓ ✓
FSK ✓ ✓
MSK ✓ ✓
Signal generator ✓ ✓
DAC 8 bit resolution 8 bit resolution
ADC 8 bit resolution 8 bit resolution
Size (mm) 165x330x29
Mass (kg) 1.9
Table 5.2 The specifications o f the PoSAT-1 DSPE
5.7 In-Orbit D em onstration
The initial operations of the spacecraft after launch are to initialise the attitude control 
system, to bootload the on-board computers, to check the platform, and then to enable 
experimental payloads, consisting of the Cosmic Ray Experiment, the Earth Imaging 
System, the Global Position System and DSPE. The DSPE is checked out by the CPFSK 
communication experiment.
This experiment starts with the transfer of the CPFSK software modulator to the DSPE via 
the on-board computer from the uplink and then switches the DSPE to the downlink to 
substitute for the hardware modulator. The downlink communications was successfully 
supported by the DSPE and the similar data throughput as the hardware modulator had been 
received by the groundstation.
The in-orbit demonstration confirms that the DSPE survives the launch and functional in 
orbit, demonstrates that the DSPE as a flexible on-board modem and proves that the DSPE
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is a highly flexible research tool and useful in-orbit test bed, which provides an opportunity
to further develop an adaptive modem on-board LEO satellite.
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CHAPTER 6 
OPTIMISING THE UOSAT CPFSK SYSTEM
Before embarking upon the use of coherent MSK, the existing non-coherent CPFSK 
communications system used on-board the UoSAT/SSTL microsatellites was examined and 
optimised. This chapter describes the current CPFSK modems and explores methods of 
modifying the modulation characteristics to achieve intersymbol interference free 
transmission through the prevailing channel.
First, the channel characteristic of the PoSAT-1 laboratory model satellite RF system was 
measured and this was then introduced into a computer simulation to develop a time-domain 
waveform-forcing technique, as opposed to the usual frequency domain waveform-forcing. 
This minimises intersymbol interference, with an improvement up to 2.3 dB for 9.6 kbps 
CPFSK.
The DSPE can then be used to generate pre-distorted CPFSK modulation. This permits the 
DSPE to be used to replace the hardware modulator on-board the PoSAT-1 microsatellite.
6.1 The Current UoSAT CPFSK Modems
The UoSAT/SSTL microsatellite series, including PoSAT-1, currently employ CPFSK 
techniques due to its constant envelope, ease of non-coherent detection, and simple design 
and implementation. The constant envelope is required by the use of power efficient non­
linear amplifiers on-board satellite, and non-coherent detection normally offers robust 
performance to multipath interference and the varying link characteristics of LEO satellite 
communications.
• CPFSK modulators
The CPFSK modulation is generated on-board PoSAT-1 by an FM modulated frequency 
synthesiser, a scrambler, and a combined Nyquist pulse shaping and equalisation (CNPSE) 
filter. The scrambler randomises data by a seventeen bit shift register and is defined by the 
polynomial - 1+X12+X17, which removes the requirement for DC coupling in the 
transmission path, resulting in an easy bit clock recovery. The object of using a CNPSE 
filter is to achieve an intersymbol interference free transmission in a bandlimited 
communication channel.
Communications with the UoSAT spacecraft is primarily supported by a 9.6 kbps link, 
which is compatible with commercially available, relatively simple and inexpensive user
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ground terminal equipment. However, the channel characteristics associated with these 
commercial user terminals vary widely. Miller [Miller’88] has collected sixteen typical 
channel characteristics and designed CNPSE filters for the CPFSK modem based on these 
collections, and implemented these in memory-based (look-up table) filters. The 9.6 kbps 
CPFSK modems on-board UoSAT microsatellites are implemented in a transversal FIR 
filter by using one set of coefficients from Miller’s modem; the choice is a compromise and 
therefore does not represent the ideal characteristic.
With the development of enhanced UoSAT/SSTL small satellites and communication 
systems, a 38.4 kbps link has been developed for the two latest satellites. The CNPSE filters 
in the 38.4 kbps modems are designed based on the measurement of the channel response 
between the satellites and the Surrey mission operations and control groundstation. 
Memory-based filters are used in the implementation of both 38.4 modems on-board satellite 
and groundstation. An improvement is achieved in the 38.4 kbps modem over 9.6 kbps by a 
custom-designed receiver with optimally designed channel characteristics and specially 
calculated equalisation filter [Wahl’93].
• Frequency sampling design
The CNPSE filters in both 9.6 kbps and 38.4 kbps modems have been designed by using the 
frequency sampling method [Ifeachor’93] and implemented in either a transversal FIR filter 
or a memory based filter. An FIR filter is characterised by the following equation:
where x(n) is an input data sequence of an FIR filter. h(n) is the set of coefficients and also 
is the impulse response of an FIR filter, which is related to the frequency response H(co) of a 
filter by the inverse Fourier transform:
The frequency domain design makes use of this concept. In the frequency sampling method, 
the frequency response is represented by a Discrete vector, which is a sampled frequency 
response therefore the relationship between h(ri) and H(k) is represented by an Inverse 
Discrete Fourier Transform (IDFT).
AM
6.1
h(n) = ^ - j ^ H(ca)eimdeo 6.2
AM
j ln k n lN 6.3
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The H{k) of the CNPSE is constructed by dividing the sampled frequency response of the 
ideal Nyquist pulse NYQ(k) with the sampled channel frequency response CH(k).
The sampled frequency response of the ideal Nyquist pulse is calculated directly from 
Equation 4.3. The sampled channel frequency response is obtained from measurement. 
Actually, the CNPSE is a predistortion filter because it is included in the transmitter. The 
ideal Nyquist pulse should be detected in the receiver after the predistorted pulse through 
the channel.
• Implementation
The 9.6 kbps link gives rise to more bandwidth limitation than the 38.4 kbps link, hence the 
roll off factor a  of the Nyquist pulse shaping is 0.3 for 9.6 kbps channel and 0.6 for 38.4 
kbps channel. As discussed in chapter 4, the required bandwidth is 0.5x(l+cc). The Nyquist 
pulse with a  = 0.3 extends over 8 bit intervals in time domain, therefore 32 coefficients are 
used in the CNPSE filter, which is driven by the clock at 4 times bit rate. The CNPSE filters 
in the CPFSK modem are implemented in two ways, one is a transversal FIR filter and the 
other is a waveform look-up table stored in memory. The transversal filter implementation 
comprises a 32 bit shift register, which are weighted by the 32 coefficients and summed as 
the output. The principle of the look-up table is as follows. The Nyquist pulse with a  = 0.3 
extends to eight bit intervals in the time domain, therefore at any bit interval the output 
waveform of the filter is affected by the previous seven bits, and is determined by eight bit 
data. The data is binary data, therefore there are total 28=256 possible waveforms. Because 
the filter uses four samples per bit interval, there are 1024 possible outputs at any sample 
point. Thus the look-up table uses 1 kbytes memory and the entries are addressed by 8 
consecutive data and two address lines to distinguish the four sample points [Sun’92].
• DSPE software modulator
The software CPFSK modulator for the DSPE is first designed by using the frequency 
sampling method and implemented in both transversal FIR filter and memory based filter but 
software instead of the hardware. The software CPFSK modulator covers bit rates from 9.6 
kbps to 38.4 kbps, including 19.2 kbps. The 38.4 kbps CPFSK modulator is only 
implemented in the memory based filter because of the speed limitation of the DSPE whilst 
the 9.6 kbps modulator is implemented by both transversal filter and memory based filter 
[Sun’92]. It is discovered that the frequency sampling method is working well in the design
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of the 38.4 kbps CPFSK modulator but not 9.6 kbps CPFSK modulator during the 
development of the software modulators. The frequency sampling method can only equalise 
the amplitude distortion of the 9.6 kbps channel, and once the non-linear phase information 
is introduced, the eye-pattem becomes degraded.
6.2 Investigation*
The development of the software CPFSK modulator stimulates an investigation in design 
and implementation of Nyquist pulse shaping filter, equalisation filter and a combined 
Nyquist pulse shaping and equalisation filter, which forms an initial research of optimising 
the current CPFSK system.
6.2.1 Nyquist Pulse Shaping Filter*
A Nyquist pulse shaping filter becomes an essential part of communications systems with 
the development of communications, as the result of an increasing requirement on 
bandwidth efficiency. The Nyquist pulse shaping filter was implemented in an analogue 
circuit before digital circuit became popular. An analogue implementation is still used in a 
high speed modem, where a digital implementation is difficult to satisfy the requirement 
[Boutin’89]. The traditional filter synthesis techniques are normally employed to design a 
Nyquist pulse shaping filter for an analogue implementation, which meets the specifications 
on the pass band ripple, the stop band ripple, the pass band edge and the transition band 
only, therefore a precise Nyquist pulse shaping is difficult to achieve in an analogue 
implementation [Feher’76]. In comparison, a digital implementation offers much more 
precise control on the Nyquist criterion. A digital filter can be classified as either an Infinite 
Impulse Response (HR) or a Finite Impulse Response (FIR). A memory based filter is 
developed based on the FIR implementation. Coefficients for an FIR filter corresponds to an 
impulse response directly, therefore an exact zero crossing impulse response (refer to 
section 4.1.2) can be obtained, and intersymbol interference becomes exactly zero, which 
can not be competed by an HR filter. An HR filter tends to be unstable whilst an FIR filter is 
easy in design and simple in implementation, so an FIR filter is normally the first choice in 
the implementation of a Nyquist pulse shaping filter.
Nyquist pulse shaping is described in frequency domain by Equation 4.3 and in time domain 
by Equation 4.4. These ideal specifications are unrealisable in a practical implementation, 
thus an approximation is required. An approximation or specification can be carried out or
* [Jackson’89]
' [Gee’84], [Baher’93], [Tom’91]
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defined in frequency domain, time domain or both time and frequency domains. Normally, 
the specifications of a filter are defined in frequency domain. The commonly used frequency 
domain design methods for a linear phase FIR filter are ‘window’, ‘frequency sampling’ and 
‘optimal’ [Ifeachor’93], which are developed to design a frequency selective filter, and not 
necessary suitable to design a Nyquist pulse shaping filter. For instance, ‘window’ method 
introduces distortion in the time waveform while a window function applied on the Nyquist 
pulse. The principle of the optimal method or called Chebyshev Approximation [Naka’82] is 
to minimise the maximum difference between the ideal filter and the practical response, so 
called minmax as well. The calculation of the optimal method is quite complicated in 
comparison with the frequency sampling method but the design program is available, thus it 
is widely used and suitable to design a frequency selective filter and a specified arbitrary 
frequency response as well, such as the Nyquist pulse shaping filter. Considering the 
difference in design of a Nyquist pulse shaping filter and a frequency selective filter, many 
techniques have been developed to satisfy the special requirements raised by the Nyquist 
pulse shaping, such as The Least Squares Technique [Vaidy’87] and Maximisation of the 
energy in a Nyquist bandwidth in frequency domain [Mueller’73], and The Least mean- 
square time waveform in time domain [Nadar’79]. The most sophisticated method 
simultaneously satisfies the Nyquist criterion of the zero crossing in time domain, and 
maximisation of in-band energy and minimisation out of band energy [Baher’86] 
[Mueller’73].
The various design and implementation of a Nyquist pulse shaping filter has been reviewed 
in this section, which can be summarised as follows:
1. Design
• Time domain approach
• Both time and frequency domain
• Frequency domain approximation
* The Least Squares Technique
* Chebyshev Approximation
* Simple Fourier Series Expansion
* Maximisation of the transmitted energy in a Nyquist bandwidth
2. Implementation
• Analogue implementation
• Digital implementation - hardware & software
* HR
* FIR
* Memory Based implementation
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6.2.2 Equalisation Filter*
Equalisation techniques are developed to compensate channel distortion, which is carried 
out by filters. An equalisation can be performed anywhere in the transmission path. If the 
filter is in a transmitter, it is called predistortion filter and otherwise named as equalisation 
filter while in a receiver. The transfer function of an equalisation filter for an analogue 
communications system is normally the inverse of the channel response. In a digital 
communications system, equalisation emphasises on Intersymbol Interference (ISI) 
cancellation, traditionally is to compensate distortion or ISI caused by imperfect filtering 
and bandwidth limitation. With the development of mobile communications, an adaptive 
equaliser [Nakai’91] has been developed to compensate time varying fading or multipath 
interference. The other major concern in equalisation recently is to compensate the non- 
linearity of TWT amplifier [Tom’91] [Karam’89] [Tague’94], which causes severe 
distortion or ISI in multiple level QAM communication systems. A conventional 
equalisation filter for a digital communications system is implemented in a transversal FIR 
filter, which is designed by the zero forcing [Feher’83] [Clark’85] or least mean-square 
techniques in time domain [Clark’85]. An HR filter is normally not the choice to implement 
an equalisation filter for an ISI cancellation because an HR filter can satisfy certain 
frequency domain specifications but can not precisely control a time waveform in the 
critical sample points in time domain, which is the requirement of the digital equaliser. The 
conventional equalisers are normally constructed at symbol spacing. The equalisers spaced 
at two samples per bit interval are considered as fractional equaliser [Unger’76], which 
offers more control on the timing jitter. The coefficients of the zero forcing equalisation 
filter can be calculated by the following two methods: one is a long division of Z transform 
of the channel impulse response and the other is a calculation of the eigen vector c of the 
circular matrix Q0 of the channel impulse response. However, the SNR in the system is 
normally reduced by the equaliser and the reduction tends to increase quite rapidly with the 
amplitude distortion [Clark’85]. The decision feedback equaliser causes no reduction in the 
system SNR, but it can only be implemented in the receiver side.
6.2.3 Combined Nyquist Pulse Shaping and Equalisation Filter
An CNPSE filter simplifies implementation, which combines two filters in one, but gives 
rise to constraints on the choice of design and implementation. An CNPSE filter can only be
* [Ben’83]
"[Bout’77], [Feher’76], [Tague’94]
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designed as a predistortion filter included in transmitter. A transversal FIR filter and its 
corresponding memory based implementation is the only suitable choice in the 
implementation. The coefficients of the CNPSE filter can be obtained by combination of the 
coefficients of the Nyquist pulse shaping filter and equalisation filter, which are calculated 
separately. The CNPSE filter in the UoSAT CPFSK modem is designed by using frequency 
sampling method, which is discussed in the beginning of this section. However, it can not 
provide equalisation to the channel with strong phase distortion because the limited number 
of coefficients is used in a practical implementation. A novel waveform forcing technique 
has been developed [Sun’95] during this investigation based on the time domain design of a 
Nyquist pulse shaping filter and zero forcing design of an equalisation filter. The principle 
of the waveform forcing is to force channel impulse response to the ideal Nyquist pulse. The 
waveform forcing technique is simple yet straight forward in design, especially suitable to a 
single channel communications system where the spectrum does not need to be controlled, 
as is the case in the UoSAT microsatellite communication system. Also this method has 
more control over jitter because the use of the fractional equalisation, which uses four 
sample per bit interval instead of one sample per bit interval in the zero forcing technique.
In multiple channel communications systems, the out of band radiation is an additional 
criterion for the design of a Nyquist pulse shaping and equalisation filter. The frequency 
response of the time domain design should be checked and the coefficients should be 
adjusted correspondingly in the frequency domain to reduces the out of band radiation. An 
iterative calculation between time and frequency domain is normally required to satisfy both 
time and frequency domain requirements however such a complicated design method is not 
necessary for a single channel communication system where out of band radiation is not so 
important.
The CNPSE filter using the waveform forcing technique is designed through the following 
steps:
First a Nyquist pulse is calculated and constructed into one discrete data vector using the 
mathematical formula Equation 6.5 regarding to the different a  and sample rates:
/PC
cos(cœc)
l ~ 4 a 2x 2
6.5
where, x  =  J/Ç , T is the bit duration.
6-7
Optimising the UoSAT CPFSK System
Then the impulse response of the channel obtained from the measurement is selected 
depending on the required sample rates and number of the coefficients and a circular matrix 
Qo is constructed based on the selected impulse response.
The coefficients c of the CNPSE filter is related to the circular matrix Q0 and the ideal 
Nyquist pulse vector qd through the following formula.
~ 9 /1 )  " ~ 9 /0 ) 9 / - D  - - ' - • • • • 9 /  2/%) " c-„
9 /2 ) 9 /D 9 /0 ) q0(-2n + l) -^n+I
9 /2 ) 9 /D •
9 /1 0 ) C0
9/11)
9 /1 2 )
c»_i
_qd(2n + V)_ 9/2/%) - - 9 /0 )
Therefore the coefficients c are calculated by Equation 6.7:
c = qdx  QoX 6.7
6.3 Improvement
The above design procedure, including channel measurement, filter coefficients and look up 
table calculation, has been developed in MATLAB programs, therefore the design and 
implementation of the CNPSE filter for the UoSAT CPFSK modem can be done accurately, 
quickly and repeatab ly. The CNPSE filter designed by the waveform forcing technique has 
been thoroughly evaluated in computer simulation, bench test and flown on board the latest 
microsatellite FaSAT-a, which offers much better performance compared with the 
frequency sampling method.
The waveform forcing technique is preferred over the frequency sampling method because 
the frequency domain method shapes the frequency response, whereas the time domain 
method shapes the time waveform. Clearly the latter gives direct control over the critical eye 
sample point, thereby minimising Inter-Symbol-Interference. For instance, the frequency 
sampling method only meets the desired frequency response at frequency sample points, and 
the rest of the frequency response can not be controlled, which is demonstrated in Figure 6.1
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(a). Consequently, the required time domain waveform can not be guaranteed when using 
the frequency sampling method.
Figure 6.1 Principle o f (a) Frequency domain forcing, (b) Time domain forcing.
The criterion for a Nyquist pulse shaping and equalisation filter is defined in the time 
domain, which is the Nyquist’s vestigial symmetry requirement - the zero axis crossing of 
the impulse response provides the necessary condition for intersymbol interference free 
transmission. For this reason, the waveform forcing technique forces the distorted impulse 
to the desired Nyquist pulse at critical sample points in the time domain, which is 
demonstrated in Figure 6.1 (b). So the requirement of intersymbol interference free 
transmission is always satisfied, even if the rest of time waveform does not follow the 
desired Nyquist pulse shaping. The waveform forcing technique is therefore much more 
suitable to design the CNPSE filter compared with the frequency sampling method.
The waveform forcing technique especially overcomes the problems of the currently used 
frequency sampling method in the compensation of strong phase distortion. The 
improvement by using the waveform forcing instead of the frequency sampling method is 
presented in Figure 6.2, which shows that the improvement at 38.4 kbps link is 0.7 dB and at 
9.6 kbps is 2.3 dB on the BER performance at Eb/N0= 11 dB, and increasing with the SNR.
It can be predicted that the improvement is more than 0.7 dB at 38k4 link and 2.3 dB at 9k6 
link at the typical Ey/No of the UoSAT microsatellite communications link, which is 
between 13 dB to 16 dB. These improvement can be visually observed by eye pattern, which 
are shown by Figure 6.3 in comparison of time and frequency domain methods. The eye 
pattern produced by the waveform forcing technique in time domain obviously converge 
much better than the those generated by the frequency sampling method. The eye pattern 
shown in Figure 6.3 (c) is the result of the amplitude equalisation only by using the 
frequency sampling method. The eye closes once the phase information is introduced, 
therefore the frequency sampling method can not cope with strong phase distortion, which
Amplitude
▲
Frequency
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appears at 2 kHz in the 9k6 channel*, whilst the waveform forcing technique in time domain 
is still working perfectly.
C o m p a riso n  o f  t im e  Sc f r e q u e n c y  d o m a in  e q u a lisa tio n
— H Ideal BPSK 
**1 FDE FaSA T -a 38k 4  
±±] TDE FaSA T -a 38k4  
xx] FDEA PoSA T-1 9k6 2kHz 
ô ô l TDE PoSA T-1 9k6 2kHz
2.5  5.0 7.5  10.0
E b/N o  [dB]
Figure 6.2 The improvement on BER performance
* This channel response has very strong phase distortion. If a channel has less phase distortion or phase 
distortion is out of Nyquist bandwidth, the frequency sampling method offers reasonalbe performance.
Optimising the UoSAT CPFSK System
F req u en cy  d o m a in  e q u a lisa tio n
FaSA T—a, 38k4  TXO ch a n n el a —0.6
Unit in  sample
(a)
Tim e d o m a in  e q u a lisa tio n
F a S A T -a  3 8k4  TXO ch annel a=0.6
Unit in  sample
(b)
F req u en cy  d o m a in  e q u a lisa tio n
PoSAT—1 9k6  TXO ch annel a=0.3
Unit in sample
(c)
Time d o m a in  eq u a lisa t io n
PoSAT—1 9 k6  TXO ch a n n el a= 0.3
Unit in sample
(d)
Figure 6.3 The improvement on eye pattern
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CHAPTER 7 
COMPARISON OF A ‘HODGART-MASSEY’ AND DE BUDA’ MSK 
COHERENT DEMODULATORS BY COMPUTER SIMULATION
Whilst methods for optimising the current non-coherent CPFSK modems were presented in 
the previous chapter, a further 3 dB potential BER improvement was identified in Chapter 4 
through the use of coherent MSK. The PoSAT-1 DSPE payload introduced in Chapter 5 
provides a unique opportunity to evaluate the use of a coherent MSK modem in a realistic 
LEO environment.
There are various implementations of coherent MSK modems, including different MSK 
modulators and various demodulators. MSK modulators are relatively simple and all 
possible implementations of MSK modulators are reviewed in section 7.2 although the 
choice of the MSK modulator for PoSAT-1 is limited by the specific configuration of on­
board radio frequency (RF) systems. Coherent MSK demodulators, on the other hand, are 
very complicated and a literature survey identified the different techniques but also 
confirmed that commercial coherent MSK demodulators are not currently available. 
Classical I-Q coherent MSK demodulators, such as the ‘de Buda’ demodulator, are not 
tolerant to the varying characteristics of LEO satellite communications links, whereas a 
novel ‘Hodgart-Massey’ demodulator/decoder indicated promising performance in the 
presence of variations of both signal amplitude and frequency. Both were therefore 
implemented in the Communication System Simulation and Analysis Package (COSSAP), 
which is a well accepted commercial communication simulation package. The purpose of 
the computer simulation was to compare the ‘de Buda’ and ‘Hodgart-Massey’ demodulators, 
especially with regard to the effects of Doppler shift and fading environment, in order to 
gain a better theoretical understanding and to confirm the system design and algorithms 
prior to practical implementation and in-orbit evaluation.
In this chapter, two well-known computer simulation packages for communications are 
compared and this is followed by theoretical definitions of MSK modulation, and 
classifications of coherent MSK modulators and demodulators. Theoretical descriptions and 
COSSAP implementations of the ‘de Buda’ and ‘Hodgart-Massey’ demodulators are 
discussed and comparisons are made based on a thorough examination of both demodulators 
in a typical LEO communications environment by using computer simulation. The 
simulations demonstrate that the novel ‘Hodgart-Massey’ MSK demodulator/decoder is 
amenable to a DSP implementation and is very tolerant to varying frequency and amplitude,
7-1
Comparison o f a ‘Hodgart-Massey’ and ‘de Buda’ MSK Coherent Demodulator by Computer Simulation
whereas the classical ‘de Buda’ MSK demodulator is very sensitive to these effects, which 
are particularly prevail in typical LEO communication systems.
7.1 Com puter Sim ulation Tools for Communications*
Several of the most popular tools for simulation of communications systems are Signal 
Processing Worksystem (SPW), MATLAB and Communication System Simulation and 
Analysis Package (COSSAP). An advantage of MATLAB is that it employs a simple 
BASIC-like programming language, but it is very primitive compared with SPW and 
COSSAP in communication simulation, because it is designed as a mathematical modelling 
package not as a communication simulation package. SIMULINK has been developed based 
on MATLAB, which keeps the advantage of MATLAB and adds graphic display. 
SIMULINK is a general engineering simulation package, more suitable to control system 
simulation. In comparison, SPW and COSSAP combine graphic display with program, 
create a simulation environment for communication systems and provide a lot of libraries 
with useful communications models. Users do not need worry about how to record and 
display results and write everything from the beginning. The principle of these computer 
simulation packages is that user only need to draw some layout similar to the system 
functional block diagram to simulate the functions and responses of communications 
systems. These computer simulation packages intend to provide universal research tools to 
communication engineers and researchers to check system design and algorithms before 
implementation. The advantage of these computer simulations is that it speeds up research 
and improves the qualities of system design.
SPW is a time driven simulator which is more suitable to certain applications. However, it is 
more complicated to use and consumes more CPU time and memory when compared with 
COSSAP. COSSAP is mainly a stream driven simulator and simulation is correspondingly 
easier to construct and more suitable to multi-bit rate systems, but the primary difficulties 
are initialisation and synchronisation. SPW has better interfaces for converting simulation 
designs to DSP implementations, however the conversion is very inefficient. After trading 
off both advantages and disadvantages, COSSAP is selected as a simulation tool for the 
modelling and simulation of a novel ‘Hodgart-Massey’ MSK demodulator/decoder, and a 
standard - ‘de Buda’ MSK demodulator and parallel decoder under the conditions of the 
UoSAT microsatellite communications environment.
* [Ruben’94], [Shan’94]
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7.2 C oherent MSK
The characteristics of coherent MSK have been discussed in chapter 4 according to the 
requirements and constraints of LEO small satellite communications. Coherent MSK has a 
similar BER performance as bench mark BPSK, QPSK and OQPSK, but has a constant 
amplitude envelope, resulting in less Adjacent Channel Interference (ACI) when compared 
with OQPSK. The bandwidth efficiency of MSK is 0.83 b/s/Hz - even better than that of 
bandlimited BPSK, which is 0.77 b/s/Hz'. The compatibility in modulator implementation 
with the currently used CPFSK systems allows the MSK modulator to be implemented on­
board PoSAT-1 with no system modifications, and is compatible with the on-board non­
linear amplifier because MSK has the same constant envelope feature as CPFSK. MSK, 
however, offers an additional potential 3 dB signal to noise ratio advantage in terms of BER 
performance when coherently detected. The 3 dB gain in link budget has a very significant 
effect on the DC power-limited microsatellite - enabling the use of lower power, simpler 
ground antennas or higher data rates.
The use of coherent MSK on-board UoSAT/SSTL microsatellite communications systems 
represents the first use of coherent MSK in LEO. The development of the novel ‘Hodgart- 
Massey’ coherent MSK demodulator/decoder offers possibilities for other 
LEO/ICO/HEO/GEO satellite and terrestrial mobile services.
7.2.1 MSK*
As mentioned in chapter 6, MSK can be derived from either OQPSK or CPFSK.
• OQPSK type of definition
The modulated OQPSK signal is represented in Equation 7.1.
S(t) =  be (t) cos û)ct + b0 (t) sin û)cr 7.1
where coc is carrier, and be(t) and b0(t) are corresponding to an odd and even bit stream in 
Figure 7.1. (b) and (c).
Therefore MSK is given in Equation 7.2, and is a sinusoidal weighed OQPSK, where 
71
Q  =  —  and T  is bit interval.
I T
‘ MSK is 99% and BPSK is Nyquist bandwidth.
* [Schilling*86], [Yim’94]
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C O S C Û J +  b0(t)cos27T
be (t) sin £lt cos coc (t) +  b0 (t) cos Qr sin coct
1 2
The corresponding baseband waveforms of MSK are plotted in Figure 7.1. Figure 7.1 (a) is a 
typical data bit stream b(t), which is divided into an odd bit stream in (b) and an even bit 
stream in (c). Each bit in both streams is held for two bit intervals 27, the symbol time. The 
sinusoidal shaped baseband I and Q waveforms of MSK are illustrated in Figure 7.1 (d) and
(e), which satisfy the requirements that sinQt passes zero precisely at the end of the symbol 
in be(t) and cosQf passes zero at the end of the symbol b0(t). In the comparison of Equation
7.1 and 7.2, it is observed that MSK exhibits phase continuity because the carriers are 
multiplied by the ‘smoother’ waveforms instead of the rectangular abruptly changing bit 
streams in OQPSK. The signal space representation of MSK is shown in Figure 7.2. (a). The 
minimum distance between signal points is Equation 7.3, which is the measure of the ability 
to determine a bit without error or the noise immunities of the system. The minimum 
distance of MSK is the same as BPSK and QPSK, which explains why they have the same 
BER performance.
• CPFSK type of definition
A binary full response CPM (CPFSK) is expressed by Equation 7.4, where q(t) is a phase 
pulse at 0 < f < 7 and Cf. G (-1 ,1 ) . Equation 7.5 gives the relationship of q(t) and a 
frequency pulse g(t).
The Equation 7.4 represents MSK signal when deviation ratio h = 0.5, g(t) and q(t) are as 
plotted in Figure 7.2. (c) and (d), where q(t) starts at zero and reaches n il  after one bit and 
affects the starting point of the next bit and g(t) starts at zero and rise to 0.5 instantly and 
remains for infinite time. The phase trajectory for MSK is shown in Figure 7.2. (b). It is 
observed from the phase trajectory of MSK that it is impossible to make decision within one
TC 71
bit interval because even after modulo by 2%, the phase still can be {-n, - y , 0, — , n) for 
both data +1 and data -1, which are relevant to the previous history of the phase transition.
d  = ^4E~b 7.3
S(t) = cos[27ifcr + a ,g (f)] 7.4
7.5
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However, there are only three possible phase {-tt, 0, ft } left in the end of two bit intervals 
equal to one symbol interval and they are reached by four different paths corresponding to 
data stream {+!,+!}, {+1,-1}, {-!,+!} and {-1,-1}. Therefore, the decision for MSK 
detection can be made by searching for these four paths.
MSK can be represented in the Equation 7.6 for FSK, however the two frequencies/w and//, 
are chosen to insure that the two possible signals are orthogonal over the bit interval 7  When
/  /
f H =  f c + -^L and f L = they are as close together as possible for orthogonality to
prevail, which is the reason that MSK is so called ‘Minimum Shift Keying’ and only MSK 
out of FSK family can be coherently detected.
S(t) = CH sin 2nfHt +  CL sin 27üfLt 
While CL = 0, CH e  (-1, +1); or when CH = 0, CL e  (-1, +1).
7.6
b{t)
— b3 —
21 3T 4T 51 6T 71
Figure 7.11 and Q baseband waveforms o f MSK
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d ~ j4Eb
2
2
3T
n/20.5
3T 2T 3T
Figure 7.2 Characteristics o f MSK
7.2.2 MSK Modulators*
MSK signals can be generated in several ways, which are developed from its different 
corresponding definitions. Thus MSK modulators can be classified to CPFSK type, I-Q type, 
FSK type and Serial MSK modulator.
• CPFSK type
MSK is a special case of CPFSK when h = 0.5 as pointed out in the previous section, 
therefore it can be simply generated by a Voltage Controlled Oscillator (VCO) with a level 
translator [Bohm’94], which maps the binary data stream to the voltages Vj and V2. The 
VCO outputs/// and f L corresponding to V, and V2. The CPFSK type of MSK modulator is 
shown in Figure 7.3. (a). The advantages of this type of MSK modulator are that it is simple 
thus easy to implement and the phase continuity is always guaranteed. But the initial phase 
of carrier can not be easily controlled, which means that th e //  and /, can not be triggered 
precisely at 0° or 180°.
• I-Q type
MSK is also defined as a shaped OQPSK, so a family of I-Q type of MSK modulators have 
been developed based on the generalised quadrature modulator shown in Figure 4.10. If the 
sinusoidal weighting is produced by a pairs of sinusoidal filters, which are inserted into both 
I and Q arms in the OQPSK modulator, the MSK modulator is called I-Q MSK modulator 
with sinusoidal filters (I-Q type I). It is drawn in Figure 7.3. (c) [Feher’83]. Alternatively,
* [B ohm ’94]
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the sinusoidal weighting can be generated by multiplication of I and Q data streams by 
sinusoidal and cosinusoidal waveforms (I-Q type II), which is illustrated in Figure 7.3. (d) 
[Grone’76]. The precise sinusoidal filter is not easy to implement and the problem with the 
multiplication of I and Q data streams by sinusoidal and cosinusoidal waveforms is that the 
data streams should be synchronised with the baseband sinusoidal and cosinusoidal 
waveforms. Figure 7.3. (e) [Schilling’86] shows the I-Q type HI MSK modulator, which is 
an alternative implementation of the I-Q type II. The I and Q baseband data streams are 
multiplied by x(t) = cos(£2t)sin(û)cr) and y(t) = sin(£2t)cos(tocr) correspondingly, which are 
calculated from cross addition and subtraction of sin(<ycr + Hr) and sin(coct - Q.t), where £2 is 
the clock of baseband data. The sin(rocf + Qt) term is obtained by filtering the multiplication 
of sin(û)cf) and cos(£2f)at frequency coc + Q. and the sin(mcf - Qt) term is obtained by filtering 
the multiplication of sin(û)cr) and cos(£2f) at frequency coc - Q.
• FSK type
The principle of FSK type of MSK modulator is to switch the transmitted frequency 
between/// and /, by data streams. This concept is developed as a method to generate MSK 
signal by Massey [Massey’80], which is illustrated in Figure 7.3. (f). Data in this method is 
translated to two sequences xk and yk , wherexk e  {-1,0,1} and yk e {-1,0,1}. The transmitted 
frequency is switched by xk and yk via multiplication. The problem associated with this type 
of MSK modulator is that it is difficult to keep a continuity in phase u n le s s /  a n d /  are 
generated from the same source.
• Serial MSK modulator
The widely used I-Q type of MSK modulators are also referred to as the parallel MSK 
modulators. However, they are not suitable to high data rate modems because I and Q arms 
need to be carefully balanced and synchronised on both modulator and demodulator, which 
becomes more difficult with increasing data rate. Therefore a serial MSK modulator has 
been developed for high data rate applications. The block diagram of the serial MSK 
modulator is shown in Figure 7.3. (b) [Amoroso’77]. The serial MSK modulator operates in 
the following way: the data is modulated on a carrier with the frequency a t / , resulting in a 
BPSK signal and then the MSK signal is obtained by filtering the BPSK signal using a 
conversion filter with sinc(%) shape at frequency / . The problem, however, is the difficulty 
in approximation and implementation of the conversion filter.
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Figure 7.3 MSK modulators
•  The modulator selected for MSK in-orbit experiment
The CPFSK type of MSK modulator is selected for implementation on-board PoSAT-1 to 
evaluate MSK modem in orbit. Therefore the CPFSK type of MSK modulator is also used in 
the computer simulation and bench test of MSK demodulators. There are several problems 
associated with this type of implementation. In addition to the initial phase problem, the 
frequency accuracy o ffH and f L is not easy to control because it much relies on 
characteristics of the VCO, such as the linearity. An advantage of this type of MSK 
modulator is the simplicity in implementation. It is in fact only the MSK modulator which is 
compatible with the current UoSAT CPFSK systems and can be implemented on-board 
PoSAT-1 with no system modifications.
7.2.3 Coherent MSK Dem odulators
The literature survey shows that coherent MSK has not been used in commercial 
communications systems and coherent MSK demodulators are not available in market - 
although non-coherent MSK modem chips are available, such as MX469, which is available 
in November 1992 from MX-COM Inc. [MX’92]. The development of coherent MSK
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demodulators only appears in theoretical analyses*, computer simulations [Del Re’89], 
[Acha’93] and prototype or experimental implementations [Murray’84], [Suzuki’85] 
[Morhiro’79], [Peterson’93], including analogue circuit, digital hardware and DSP based 
implementations. These coherent MSK demodulators can be classified into: I-Q type, FFSK 
type and the serial type.
• I-Q type
The I-Q type of MSK demodulators are reverse processing of the corresponding I-Q type of 
modulators, and they are also called parallel MSK demodulators. Figure 7.4. (a) shows the 
block diagram of the parallel or I-Q type I demodulator [Feher’ 83], [Gaiko’ 85], 
[Svensson’84], which is the reverse processing of I-Q type I and II of MSK modulators and 
a special case of the generalised quadrature demodulator shown in Figure 4.10. The I and Q 
baseband signals, obtained by multiplying the received signal with the recovered carrier, go 
through the matched filters and the decision is made under the control of the recovered 
clock. The impulse response of the matched filter is given by Equation 7.7.
The demodulation is finally accomplished by the parallel to serial converter, which 
combines the recovered I and Q data streams to the transmitted data. The problem with this 
type of demodulator is the same as that with the corresponding modulators, which is the 
difficulty in implementation of sinusoidal filters.
A more applicable I-Q type of MSK demodulator has been developed reversibly from the I- 
Q type III demodulator. It is called ‘de Buda’ demodulator because it is first proposed by de 
Buda [de Buda’72]. It is mostly used in practical implementation [Peterson’93]. Figure 7.4.
(c) illustrates the I-Q type II demodulator, which is better read in comparison with the 
corresponding modulator. The b0(t) and be(t) are recovered from multiplying the received 
signal by x(t) = cos(Gh)sin(<ocr)and y(t) = sin(Ch)cos(ü)cf), which are generated by the circuit 
shown in Figure 7.5. The matched filters for the b0(t) and be(t) are integration-&-dumps 
because the b0(t) and be(t) are rectangular waveforms and the rest part of the demodulator is 
the same as the parallel demodulator.
* [El-Tanany’87], [Svensson’85], [Bhargava’81], [El-Tanany’89], [Svensson’84], [Gaiko’85], 
[Sadr’87], [de Buda’72], [Stremler’82], [Schilling’86], [Booth’78],
7.7
0 otherwise
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• Serial MSK demodulator
The serial MSK demodulator is developed for demodulating the MSK signal produced by 
the serial MSK modulator whilst the other types of MSK demodulators can be used to 
demodulate any MSK signals. The serial MSK signal carries the carrier information a t /c - 
fb/4, therefore the frequency of the local oscillator is /c - fJA . Figure 7.4. (b) shows the serial 
MSK demodulator [Svensson’85], [Rasmussen’86]. The optimum filters hj (t) and h2 (t) for 
the serial MSK demodulator are defined in Equation 7.8 and 7.9. The decision is made at the 
sum of two outputs of the optimum filters.
cos
0
7tt
2T
| f | < r
otherwise
7.8
1 . Ttt 
— sin —
2 T
0
\t\< T
otherwise
7.9
• FFSK' type
This type of MSK demodulator [Bhargava’81], [Massey’80] is based on the definition of 
MSK derived from FSK or CPFSK, which is f H corresponding to data space and f L 
corresponding to data mark. The FFSK type of MSK demodulator is presented in Figure 7.4. 
(d), which shows that the received signal is multiplied by f H and/z,, followed by integration 
& dump and decoded by the Viterbi decoder [Del Re’89], [Sadr’87], which is shown in 
Figure 7.6.
(2k+1)T
OutputInput OutputInput
P/S
(2k.1)T
(a) I-Q type I (b) Serial
(2k+pT (2k+pT
InputOutputInput Output
P/S VA
(2k+2)T (2k+pT
(c) I-Q type II or ‘de Buda ’ (d) FFSK type
Figure 7.4 Coherent MSK demodulators
FFSK - Fast Frequency Shift Keying
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Figure 7.5 Phase recovery o f ‘deBuda ’ Figure 7.6 MSK Viterbi decoder
• Optimum receiver
The functions of a demodulator in a receiver are to perform detection and estimation of the 
transmitted signal. In digital communications systems, the detection is normally to estimate 
a known signal in additive Gaussian noise. The optimum decision rule for the signal 
transmitted with equal probability turns out to be maximum likelihood, which means 
optimality in minimisation of the average probability of symbol error. The optimum decision
rule is mathematically described by Equation 7.10 if mis the decision, m, is one of 
transmitted signals and jc is the received signal.
set m  = m i if
P(m,, sent I x) > P(mk , sent I x), for all Ic ^ i  7.10
where k = \ , 2 , ..., M. P(mi sent I x) is the average probability of symbol correct in this 
decision. This decision rule is referred to as maximum a posterior probability, which is 
further developed to the metric of maximum likelihood:
A
set m = m i if
\n\ffx\mjf] is maximum for k = i 7.11
where/r(xlmjt) is the likelihood function when symbol mh is transmitted, and /vfxj is the 
unconditional joint probability density function of the random vector X.
The device for its implementation is correspondingly referred to as the maximum-likelihood 
detector or optimum receiver. The optimum receiver based on this principle is implemented 
in the form of a bank of correlators or matched filters, followed by a maximum-likelihood 
detector.
* [Haykin’88]
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The I-Q type I of MSK demodulator is a matched filter receiver and the impulse response of 
the matched filter is h(t) for both I and Q channels. Its maximum-likelihood detector is 
simply implemented by a level detector plus a parallel to serial converter. The serial MSK 
demodulator is a matched filter receiver as well but the matched filter for I channel is h}(t) 
and for Q channel is h2(t). Its maximum likelihood detector is a sum with level detector. 
However, the ‘de Buda’ demodulator is a correlator receiver, where the integration is simply 
implemented by integration-&-dump in a digital implementation. Its maximum likelihood 
detector is only a parallel to serial converter. The FFSK type of MSK demodulator is a 
correlator receiver, but its maximum likelihood detector is a Viterbi decoder shown in 
Figure 7.6, which is only a two array maximum likelihood detector, from which it can be 
predicted that a M-array maximum likelihood detector is very complicated. It is observed 
that all MSK coherent demodulators are operated at two bit intervals, the reason has been 
explained with the phase trajectory of MSK. In conclusion, all these four MSK coherent 
demodulators are optimum receivers, and are derived from the maximum likelihood 
estimation principle, which is equivalent to the other optimality criterion of maximisation of 
output signal-to-noise ratio. Therefore, theoretically these four MSK demodulators have the 
same performance in terms of BER against signal-to-noise ratio. However, the correlator 
receiver, such as the ‘de Buda’ MSK demodulator, is more suitable for implementation, 
especially for digital implementation.
7.2.4 Synchronisation
The foundation of the optimum receiver is a perfect synchronisation between the receiver 
and transmitter. Synchronisation is the most important and difficult issue in coherent 
detection. The synchronisation in a demodulator performs frequency correction, phase 
correction and timing correction. The frequency correction can be classified to correction of 
large, medium and small frequency error. When a received signal has a large frequency 
error, the correction is normally conducted by an Automatic Frequency Control (AFC) loop. 
A medium frequency error is coped by the Phase Lock Loop (PLL) in a demodulator with 
aided frequency acquisition, which is typically carried out by frequency sweeping, 
bandwidth widening and discriminator aided frequency acquisition. The small frequency 
error is a left over from the above corrections, which relies on the self frequency acquisition 
of the PLL in a demodulator to correct. The synchronisation associated with the 
demodulator implementation are mainly phase and timing correction plus small frequency 
error adjustment or carrier and clock recoveries. MSK signal has a special feature, which is 
the difference between/// and/L is the timing information - clock, therefore it can be directly 
calculated from the recovered/// and f L in the ‘de Buda’ and FFSK type of demodulators.
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Otherwise a joint carrier and clock recovery is normally required for synchronisation, 
because it is difficult to recover carrier and clock independently from an MSK signal.
Hence, the discussion about synchronisation will concentrate on carrier recovery algorithms.
There are basically two approaches to achieve carrier synchronisation, namely data aided 
and non-data aided. The data aided synchronisation technique requires a pilot signal, which 
consumes power or time. Thus data aided synchronisation technique is not suitable to the 
power and time limited LEO communications systems!
The general PLL is usually used to achieve phase synchronisation in a carrier existing 
transmission. The non-data aided carrier synchronisation for carrier suppressed transmission 
can be classified into Squaring loop, Costas loop and Decision-feedback loop. The PLL, 
Squaring loop, Costas loop and Decision-feedback loop are shown in Figure 7.7. (a), (b), (c) 
and (d).
lnPUt ------* Loop filter
Output
BPF ----------------------  ^ Loop filter
Output
(a) A general PLL (b) Squaring loop
P 1 / j( ¥'  sj Sam plerOutputLPF -) Decision
Input Input
Loop filter (- Loop filter $-
90°
LPF  AV\j ; Delay T ----------------------------------
(d) Decision-feedback loop(c) Costas loop
Figure 7.7 Phase synchronisation
7.2.4.1 PLL*
A general PLL represents the basic characteristics of all these four synchronisation 
techniques. The second order PLL is the most commonly used, has good performance and is 
very well understood. In comparison, the third or higher order loop is more complicated, 
harder to analyse, and can become unstable if not treated properly, which is not well suited 
for a reliable acquisition. The first order loop is simplest in implementation but less ideal in 
performance compared with higher order loops. In order to thoroughly understand the 
performance of PLL and design the optimum PLL for the ‘de Buda’ and ‘Hodgart-Massey’ 
demodulators, the characteristics of the second order loop are discussed in detail.
* [Gardner’79]
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The mathematical model of a PLL can be described by the diagram in Figure 7.8, which 
comprises a phase detector, a loop filter and a Voltage Controlled Oscillator (VCO).
P hase  detector
Loop filter
Input F(s)
Output <■
VCO
Figure 7.8 The basic block diagram ofPLLs
The transfer function of the loop filter for a second order PLL is given in Equation 7.12, 
which represents the loop filter implemented by an active filter.
ST,
where Ty and t2 represent the time constants o f the filter.
The open loop transfer function of this model is
K ^ F i s )
G{s) =
s
where K0 is the VCO gain factor and Kd is the gain of phase detector, 
whereby the closed-loop transfer function is
8i(s) 1 +  G ( j )  s 2 +2Ça>ns + w l
where con is the natural frequency and £ is the damping factor of the loop.
v y
7.12
7.13
7.14
7.15
7.16
The noise bandwidth of the loop is
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These three parameters are the most important factors for describing characteristics of a 
PLL. The tracking and acquisition characteristics are most related or determined by these 
parameters.
• Tracking characteristics
The tracking characteristics of a PLL can be represented by hold-in range, the maximum 
frequency change rate, pull out frequency and the steady state phase error.
Hold-in range A(Oh or tracking range is the input frequency range over which the loop will 
hold lock and is equal to the loop gain.
ÀfVy = +K  7.18
where K  = KoKdF(0) is the loop DC gain.
The maximum frequency change rate A CD is the maximum permissible change rate of input 
frequency at which the loop still hold lock. It is determined by the loop natural frequency.
A cd =  (D^  7.19
The pull out frequency A(Op0 is the frequency-step limit below which the loop remains in 
lock and is given by Equation 7.20. The pull out frequency is related to f  and con. For 
example, the pull out frequency for £= 0.707 is A(Op0 = 3.0727m,,.2.
AcDp0 = 1.8cDn (£ + 1) 7.20
A small phase error is usually desired and is considered to be the criterion of good tracking
performance. Table 7.1 summarises the steady state phase errors at a step of phase A0 rad, a
step of frequency (phase ramp) Aco rad/sec. and a step of acceleration (frequency ramp)
A CD rad/sec2. The phase error resulting from the step change of input phase is 0, which 
means that the loop will eventually track out any change at the input of phase. The phase
error at a step change of input frequency is , which is no more than a few degrees when
K
K is very large due to the use of an active filter. However the phase error due to a frequency 
ramp is , which can not be ignored. These results show that a second order loop can
cope with the changes of a phase step and a frequency step, but lefts an acceleration error 
for a frequency ramp. Therefore a large natural frequency con or noise bandwidth is required 
to handle a rapidly changing input frequency in a second order loop.
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Phase step Frequency step Frequency ramp
Steady state phase error 0 Aco
A (0
K 2
<
Table 7.1 The steady state phase errors of a second order loop 
• Acquisition characteristics
The acquisition features of a PLL are described by lock-in range and pull-in time, where 
lock-in range is self acquisition range of a PLL and pull-in time is self acquisition time of a 
PLL.
The lock-in range AcoL is approximately equal to the loop gain for a loop order more than 
one.
A cûl ~ ± K v 7.21
where Kv is the loop gain w h en /—» °». Kv = K0KdK{°°).
The self frequency acquisition or frequency pull-in tends to be slow and unreliable.
Therefore, the aided frequency acquisition techniques is normally used, including frequency
sweeping, frequency discriminator and bandwidth widening.
The pull-in time without aided frequency acquisition is given in Equation 7.22. When A ( ù »  
K, Pull-in time Tp is
T’ " W
For the special case of a high gain loop with f  = 0.707, the pull-in time is 
^ 4 .2 (A /f
Tn = — z r ^ - s e c  7.23
Bb
The self frequency acquisition could be unacceptable for most of application. For example, 
when Af=  1 kHz and B0 = 10 Hz, pull-in time would be one hour and 10 minutes.
• Optimisation of loop performance
A narrow bandwidth is required to minimise external noise, and it, however, should be as 
wide as possible for acquisition and tracking performance, which is directly opposed to one 
another. The optimisation is a compromise among these parameters to satisfy the system 
requirements and design criterion. There is no unique optimisation results.
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To minimise the mean-square loop error, the optimum bandwidth of the second order loop is
V/2
(OZ -  ÀtoÂ
2P,
7.24
where Ps is the power of the input signal, W0 is the power of the noise in a PLL, the quantity 
A is a Lagrangian multiplier that establishes the relative proportions of noise and transient 
error that are to be permitted.
Note that the optimum bandwidth is a function of the input signal-to-noise ratio, therefore 
the loop can not be working at optimum status at the whole range of signal-to-noise ratio. 
But the near optimum may be achieved by a bandpass limiter.
Table 7.2 shows the optimum damping rates which are related to various design criterion, 
resulting in different optimisations.
Criterion Constraint Parameter £
Minimise noise bandwidth B0 con fixed 0.5
Minimise pull-in time Tp B0 fixed 0.707
Maximise sweep rate B0 fixed
qr-o
Minimise pull-out B0 fixed 0.81
Minimise flicker jitter B0 fixed 1.14
Table 7.2 Optimisation o f damping rates in second order loops
For instance, the loop is designed to work at Doppler change rate A CO and then the loop 
natural frequency con is fixed, in this case f  = 0.5 is the optimum in terms of the minimum 
noise bandwidth. However, if the design criteria is a fixed noise bandwidth, which can be 
determined by allowable phase noise jitter, £=0.81 maximises pull-out frequency so £= 
0.81 is the optimum damping rate to be able to cope with the largest frequency step.
7.2.4.2 Non-Data Aided Carrier Recovery
Non-data aided carrier synchronisation means to recover the carrier from a carrier 
suppressed transmission, which happens in most communications systems, such as 
communications systems using BPSK and QPSK modulation schemes. If equal numbers of 
Is and Os are transmitted randomly, the carrier is completely suppressed in both systems.
For example, in a bandwidth unlimited BPSK signal, the a(t) is £ {-1, +1} corresponding to 
Is and Os in Equation 7.25.
s(t) = a(t) sin (coct + (p) 7.25
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Therefore the average carrier CanpUiudt is zero.
Squaring a(t) results in a(t)2 = (±1)2 = 1, so a carrier is present after squaring but at double 
the carrier frequency because of
4 f ) 2 = ^ ( r ) 2[l-c o s(2 ffl£f+<p)] 7.26
which explains the reason why the squaring technique can recover a carrier from a carrier 
suppressed transmission. The squaring technique is shown in Figure 7.7 (b), which has a 
PLL operated at the double carrier frequency with a squaring in front and followed by a 
frequency divider.
The Costas loop is represented in Figure 7.7 (c), where Q-arm output signal reverses each 
time that the modulation changes sign and the average output is zero, which acts as a 
conventional PLL. However, the additional I-arm output is the data message, which is used 
for reversing the Q-arm voltage in the third multiplier. This results in valid phase 
information for carrier recovery. The decision-feedback loop in Figure 7.7 (d) is very similar 
to the Costas loop except detection decision made inside the loop at I arm, therefore it 
recovers the suppressed carrier by the same principle.
The noise performances of the Squaring loop and Costas loop are identical whilst the 
Decision-feedback loop is superior to those of both Costas and Squaring loops, which is 
explained as follows:
In the decision-feedback loop, the input to the loop filter is the error signal:
where A(p\s the phase error, nc(t) and ns (t) are the quadrature components of the additive 
narrowband noise n(t). a(t) is the amplitude of the transmitted signal.
The error signal of the Costas loop is given in Equation 7.28.
Comparing the phase error of the decision feedback loop with the error signal of the Costas 
loop, {[a(t)+nc(t)]cosAç +ns(t)s'mA(p} in Equation 7.28, which is affected by the noise, is 
replaced by a(t) in error signal of the decision feedback loop. Consequently, the decision 
feedback loop is superior in performance to the Costas loop. The input of a squaring loop is
e(t) =  ^  ti(r)jjû(f)+ n c (f)] sin A<p -  ns (t) cos Atp} 7.27
7.28
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y (0  = s 2(t) + 2 s(t)n (t)+ n 2(t) 7.29
where s(t) is the signal, which comprises the same signal x  noise and noise x  noise terms as 
those in the Costas loop, therefore the squaring loop has the same performance as the Costas 
loop when the function of the loop filter is the same.
7.2.4.3 Phase Recovery for MSK
The Costas loop, Squaring loop and decision feedback loop can be directly used for phase 
synchronisation in a BPSK demodulator but not in an MSK demodulator, because the carrier 
f c does not exist in an MSK signal. The first coherent MSK demodulator with a possible 
synchronisation algorithm has not been published by de Buda until 1972, which is 11 years 
after MSK first proposed by Doelz in 1961 [Doelz’61]. However, the coherent MSK has not 
been used in commercial communications systems and practical implementations rarely 
appear in the literature until now, although MSK generated a lot of interest due to its useful 
properties. The literature survey on coherent MSK demodulators and their synchronisation 
shows that the problems with synchronisation cause major difficulty in an application of 
coherent MSK.
The first MSK synchronisation algorithm, the ‘de Buda’ synchronisation algorithm, shown 
in Figure 7.9 (b), tracks %  and 2fL, which appear after squaring. The carrier and clock then 
are calculated from the recovered 2fH and 2fL. Figure 7.5 in the MSK demodulator section 
has shown the actual synchronisation algorithm used for the ‘de Buda’ demodulator. The ‘de 
Buda’ synchronisation algorithm avoids direct carrier, which does not exist, recovery, but its 
performance is limited by the discontinuous presence of 2fH and 2fL frequency components. 
However, the ‘de Buda’ demodulator and its synchronisation algorithm is still considered as 
the classical coherent MSK demodulator although there are several algorithms have been 
developed based on the ‘de Buda’s algorithm.
The ‘de Buda’ algorithm has been developed to several forms [El-Tanany’89], including a 
Power four with one loop in Figure 7.9 (d) and a Squaring with one loop in Figure 7.9 (c). 
The clock recovery for the Squaring with one loop has not shown in this paper and could be 
no easy solution. The SNR is significantly reduced by the power four processing, therefore 
it is difficult for the power four with one loop to offer better performance than the ‘de Buda’ 
algorithm.
Figure 7.9 (a) shows a modified Costas loop for MSK synchronisation, which is developed 
by Booth [Booth’78] based on the ‘de Buda’ algorithm and the block diagram was published 
in 1978 without further explanation. The difference of the modified Costas loop from the
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standard Costas loop is that the VCO has an additional control being feedback from the 
clock recovery. This synchronisation algorithm has not been evaluated in a practical 
implementation and is rarely referred in the literature.
These phase recovery algorithms for MSK demodulators, which can be classified into two 
type of algorithms. One is to subtract the recovered clock from the recovered signal for 
carrier recovery and the other tends to track two frequencies. A joint carrier and clock 
recovery is required for the first option.
The carrier recovery algorithms used for MSK demodulators vary with the type of MSK 
demodulators. A Costas loop is used in the serial MSK demodulator to recover the /c-/*,/4 
carrier [Rasmussen’86], because the serial MSK is a filtered BPSK at carrier frequency/c-/fc 
/4. All synchronisation algorithms shown in Figure 7.9 can be used for I-Q type I 
demodulator whilst the ‘de Buda’ and FFSK type of demodulators require recovered/^ and 
f L, therefore only the Squaring with two loops is suitable carrier recovery algorithm.
The carrier recovery algorithm for the FFSK type of MSK demodulator has not : _ : 
appeared in the literature. Although a few text books and papers mentioned the FFSK type 
of MSK demodulator, the carrier recovery algorithm and implementation of this type of 
MSK demodulator has not been found in any publications. It seems that the Squaring with 
two loops can be used for this type of demodulator. A synchronisation algorithm, which 
tracks f H andyi, directly, in conjunction with the FFSK type of MSK demodulator is a 
solution for MSK synchronisation, which is discussed later in this chapter.
Recently developed DSP synchronisation algorithms are mainly in I-Q baseband, which are 
different from the conventional synchronisation algorithms in RF band. However, they are 
derived from the same principle - Maximum Likelihood principle. Therefore the difficulty in 
synchronisation for MSK in DSP algorithm is the same as that in RF band, which is that a 
carrier does not exist in an MSK signal.
7-20
Comparison of a ‘Hodgart-Massey’ and ‘de Buda’ MSK Coherent Demodulator by Computer Simulation
Input
cosovt 0”
Q Timing
\  /  cos2fit 0° TL . ,
:— Input
I Timimg
(a) Modified Costas loop
: 2fx
' PLL
-, 2,l
1  PLL
e LPF
(b) Squaring with two loops
Input
Output
h-2 ^
Loop filter
• € >
COSZdJct
(c)Squaring with one loop
Input
Output
o4
*4 ;----1
Loop filter
-© fCOS4(0ct
(d) Power four with one loop
Figure 7.9 Phase recovery for MSK demodulators
7.3 The ‘de Buda’ Demodulator and  COSSAP Implementation
The I-Q type of coherent MSK demodulators has dominated the research of coherent MSK 
demodulators among the three categories, namely I-Q type, Serial MSK and FFSK type, 
especially in the development of low bit rate modems. The I-Q type of demodulator is 
considered as a parallel demodulator and the ‘de Buda’ demodulator is a modified version of 
the general parallel demodulator. The ‘de Buda’ demodulator avoids the difficulty in 
implementation of the sinusoidal filters. It is the most popular coherent MSK demodulator 
in the literature and is considered as the classical coherent MSK demodulator dating back to 
1972 [de Buda’72], because its synchronisation algorithm is probably the only 
implementable synchronisation algorithm. The ‘de Buda’ demodulator is treated as the 
standard MSK demodulator, which is used in comparison with the most newly developed 
coherent MSK algorithms. It is selected as a standard in this study to compare with a novel 
MSK coherent demodulator.
7.3.1 The ‘de Buda’ Demodulator
Most components of the ‘de Buda’ demodulator have been presented, in the previous 
discussion of MSK modulators and demodulators. The ‘de Buda’ coherent MSK 
demodulator and decoder is the combination of the I-Q type II demodulator introduced in 
Figure 7.4. (c) and the synchronisation algorithm of the squaring with two loops shown in
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Figure 7.9 (b). It is plotted in Figure 7.10 and divided into seven parts according to 
functions, namely the correlator receiver, the x(t) and y(t) recovery, the parallel 
demodulator, the differential decoder, the clock recovery and the phase synchronisation.
0 to 2 T  0
■7 LPF
D ata ou t
S ignal in
Self JTLPF
w - K ^ H T T
T to 3T
■5 LPF
Figure 7.10 The ‘de Buda’ coherent MSK demodulator/decoder
7.3.1.1 The Principles of the ‘de Buda' Demodulator 
• Correlator receiver
The correlator receiver comprises two bank of multipliers followed by integrators, which are 
box 1 and 2 of Figure 7.10. The data be(t) and b0(t) shown in Figure 7.1 (b) and (c) are 
recovered by the correlator receiver using locally regenerated y(t) = smQtcoscjct and x(t) = 
cos£2tsin<ücr. An MSK signal can be presented by Equation 12, which is as following;
S(t) =  be (t) sin Fit cos a)ct + b0 (f) cos Fit sin (ùc(t) 7.30
Therefore data b0(t) is recovered by the correlator of box 1 through the following correlation 
calculation:
= £  [Z?e (r) sin Hr cos tDcr + Z?0(f) cos Hr sin tocr](cosC2r sin £Dcf)<7f 
=  £  [Z?e (r) sin n r  cos <ycr](cosn r sin 6ycr)<7r 7.31
+ J (r) cos n r  sin w  /] (c o s  n r  sin
where the item with be(t) is zero because y(t) = sinnrcosmcr and x(t) = cosQtsincoct are 
orthogonal each other over 2T period and the item with b0(t) results in the above result when 
it is integrated over 2T period. Similarly, data be(t) is recovered by the correlation of box 2
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T
through the correlation of S(t) and y(t), which results in — 6,(f) calculated by Equation
7.32.
= 7.32
• xft) and y(t) generator
The box 6 in Figure 7.10 is the x(r) and y(t) generator, which is a special feature of the ‘de 
Buda’ demodulator and avoids the difficulty in an implementation of the sinusoidal matched 
filters. The required waveforms x(t) and y(t)  by the correlator receiver are calculated by 
using the simple trigonometry formulas through addition and subtraction of the recovered 
high frequency/// and low frequency f L, which is explained as follows:
sin((0Ht) +  sin(û)Lf) = 2 cos — — —  f l s in  00H +6>L r l  =  x(f) 7.33
V 2 J \  2 )
sin(ü)^f) -  sin(G)^f) =  2 sinl^— — — f cos +  6 ) l  r l  =  y ( t)  7.34
V 2 y V 2 J
co H — coL ^  coH +coLwhere — ------ — = Q, cos— ------ - =  0 ) .
2 2
• Parallel demodulator
The parallel demodulator is a parallel to serial converter, which alternatively selects the 
parallel input of be(t) and b0(t) to form the serial output sequence under the control of the 
recovered clock. The serial output sequence is the recovered data b(t), which is shown in 
Figure 7.1 (a).
• Differential decoder
The function of the differential decoder is to map the recovered data to the transmitted data 
because a CPFSK type of MSK modulator is used in the transmitter. The differential 
decoder is implemented by the multiplication of the current data with the previous data 
when the data is e (-1,+1), which is shown by the box 4 of Figure 7.10. A differential 
decoder is not required if an I-Q type of MSK modulator is instead of a CPFSK type of 
MSK modulator.
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• Clock recovery
By using the clock information carried by the difference o f ^ a n d ^  in MSK signal, the 
clock is recovered by using the calculation represented in Equation 7.35 plus a Low Pass 
Filter (LPF).
sin œ  Ht sin œ Lt - ^ [ c o s { û ) H -c o  L) t- c o s (û )H + o)L)tj 7.35
The output of the LPF is the recovered clock cos(t%- %  X = cos2flr. The clock recovery 
circuit is the box 5 of Figure 7.10.
• Phase synchronisation
The phase synchronisation for the ‘de Buda’ demodulator is shown in box 7. As discussed in 
the section of the non-data aided synchronisation, a carrier does not exist in both BPSK and 
MSK signal and a squaring or Costas loop is required by BPSK carrier recovery. However 
as pointed out in the section of the phase recovery for MSK, the squaring of the MSK signal 
results in double frequency components of high frequency/// and low frequency/, but still 
no carrier frequency/ exist, therefore the carrier can not be directly recovered. As 
illustrated in Figure 7.9 (a) or (c) or (d), the carrier is recovered in a very complicated way, 
which is avoided in the ‘de Buda’s design.
The MSK signal can be represented in form of CH sm2coHt + CL sm2coLt. After squaring, it 
contains two time frequency components of high frequency and low frequency 
Cjj s in2 2 œ Ht + C l s in2 2û)Lt . Two PLLs are used in the ‘de Buda’ demodulator to 
achieve the phase synchronisation between the transmitter and receiver by tracking two time 
high frequency 2 / and two time low frequency 2 /  correspondingly, thus sinc%f and sin to/, f, 
which are synchronised with the received signal, are observed after the frequency dividers. 
These two PLLs are a general second order loop, including a phase detector implemented 
by a multiplier, a VCO and a loop filter.
7.3.1.2 Design Consideration of the PLLs
The constraints to PLL design from UoSAT communications systems are mainly Doppler 
shift, the change rate of Doppler shift and limited communication time, which are illustrated 
in the end of chapter 4. The maximum Doppler shift and change rate in uplink are ±3.3 kHz 
and 30 Hz/s, and in downlink are ± 9.5 kHz and 90 Hz/s. It is necessary to have an AFC or 
Doppler shift tracking program in front of the PLL of the demodulator to keep signal within 
the acquisition and tracking ranges of the PLL in a communications link with such high
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Doppler shift. This research concentrates on optimising the downlink communications, 
therefore the design of the demodulator should be based on the consideration of the Doppler 
shift at ± 9.5 kHz and the change rate at 90 Hz/s. A Doppler tracking program has been 
used in the Surrey groundstation to track Doppler shift and keep signal within the receiver 
bandwidth. The accuracy of this tracking program is ± 200 Hz therefore the acquisition and 
tracking range of PLL in the ‘de Buda’ demodulator should be designed at least ± 200 Hz.
For a real application of the ‘de Buda’ demodulator, as discussed before, an aided frequency 
acquisition and lock detection are required. However, it is not necessary in the initial 
experiment and performance comparison of both demodulators in computer simulation.
The choice of the loop parameters is a trade off among the various requirements raised by 
the system because some of them controvert with each other. The design of the PLL for the
‘de Buda’ demodulator starts from the criteria of Doppler change rate, which is Act) equal to 
2tcx90 rad/s. According to Equation 7.19, the loop natural frequency con is determined to 24 
rad/s. From Table 7.2, the optimised damping rate Ç is 0.5 in the condition of the 
minimised noise bandwidth. Therefore, the noise bandwidth B0 can be calculated by 
Equation 7.17 to 12 Hz. However, the pull-in time TP for Af=  ± 200 Hz when B0 = 12 Hz 
and f  = 0.5 is 114 seconds or 1 minutes and 54 seconds, which is unacceptable for 
communications with the PoSAT-1. The longest communications time in a pass is 15 
minutes for PoSAT-1. Therefore, the requirement to the noise bandwidth B0 should be 
relaxed. The calculation has been done for B0= 20 Hz and the result is 21 seconds using 
optimum Ç = 0.707, which is selected from Table 7.2 in terms of minimised pull-in time 
when B0is fixed. The decision is made to use the noise bandwidth B0= 20 Hz.
The loop filter is implemented in COSSAP as the block diagram plotted in Figure 7.11, 
which is mathematically equivalent to the loop filter implemented by an active filter.
OutputInput
Figure 7.11 The COSSAP loop filter
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The transfer function of the COSSAP loop filter is
F(s) =
A ,
—  5  + 1 
B
s/B
7.36
Comparing with the transfer function of an active loop filter given in Equation 7.12, the 
relationship between the parameters of two types of loop filters are derived as follows:
1
T ï ~  B t2  B
7.37
Therefore A and B can be calculated from the required noise bandwidth B0 and damping rate 
f  by Equation 7.38, which are derived from Equation 7.15 - 7.17 and 7.37 when the gains of 
the VCO and phase detector equal to one, which are the case in the COSSAP 
implementation of the ‘de Buda’ demodulator.
A  =
4B„
and B  =
1 +
2£„
c +
7.38
The designed PLL characteristics of the ‘de Buda’ demodulator are summarised in the Table 
7.3.
Parameter Bo
(Hz)
C ton
(rad/s)
TP
(s)
Af
(Hz)
Aco
(rad/s2)
Atopo
(rad/s)
AtoH
(rad/s)
Acol
(rad/s)
A B
Value 20 0.707 37.7 21 ±200 ±1421 116 ±oo ±80.5 80.5 37.7
Table 7.3 The designed characteristics o f the PLL
The values of A(ùh is ±°o because the DC gain of the loop filter F(0) is infinite. Because 
F(°°) = A =80.5, K0 , Kd are equal to one, A(ùl is 80.5 rad/s equal to 13 Hz. The natural
frequency (ûn, maximum change rate A co and the pull out frequency A(0Po in Hz are 
correspondingly 6 Hz, 226 Hz and 18 Hz.
7.3.1.3 Advantages and Disadvantages
The ‘de Buda’ demodulator is the first proposed MSK coherent demodulator. It avoids the 
difficulty in an implementation of the sinusoidal matched filters and solves the phase 
synchronisation by tracking 2fH and 2fL instead of non-existing carrier. However, these
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frequency components only present 50 % transmission time and are close to each other, 
which results in difficulty in the implementation of PLL.
7.3.2 COSSAP Implementation
7.3.2.1 Implementation
In order to be compared with the novel MSK demodulator, a standard MSK demodulator, 
the ‘de Buda’ demodulator has been implemented in COSSAP according to the block 
diagram shown in Figure 7.10. Because COSSAP is a stream driven simulation package, the 
implementation is a fully digital implementation. In order to be comparable with the 
practical implementation of the ‘Hodgart-Massey’ demodulator, five samples per bit interval 
are used and the carrier frequency of MSK signal is 1.25 Hz, which is normalised on bit 
rate. The diagram of the COSSAP implementation of the ‘de Buda’ MSK demodulator is 
shown in Figure 7.12, including a CPFSK type of MSK modulator, a differential decoder 
and a BER test configuration.
DELAYR
~ ~ T a DD2
■j  IC L tronI —  —|  MVSQ j 1
Figure 7.12 COSSAP implementation o f the lde Buda’ demodulator
Most of the components in the block diagram of the ‘de Buda’ demodulator can be found in 
COSSAP library, but not the frequency divider, controllable integration-&-dump and VCO.
7-27
Comparison o f a ‘Hodgart-Massey’ and ‘de Buda’ MSK Coherent Demodulator by Computer Simulation
The controllable integration-&-dump has been developed as a primitive model using C 
language based on the integration-&-dump model in COSSAP library. One control input has 
been introduced into the integration & dump model to allow the operation controlled by the 
recovered clock.
The function of frequency division by two can not be directly implemented by models from 
COSSAP library. An amplitude can be easily divided by two in COSSAP, therefore the 
frequency divider is realised by an amplitude divider plus a VCO, which operates in the 
following manner: the output of the loop filter in the PLL is divided by two and then go to 
control the extra VCO to get the half frequency.
In COSSAP, a Voltage Controlled Oscillator (VCO) is implemented by a integrator (INTI) 
and a sinusoidal function operator (SIN). Figure 7.13 (a) shows the envelope fluctuation of 
the sinewave which is generated by this implementation. This problem is caused by an 
integration error, which is that a calculation using a limited word length introduces an 
insignificant error but an accumulation of ‘insignificant errors’ results in a noticeable error. 
This envelope fluctuation is only observed during the long term simulation, obviously, it 
causes inaccuracy in Bit Error Rate test at high signal to noise ratio (Eb/N0). A primitive 
model (VCOCOR) has been written to solve this problem. Figure 7.13 (b) shows the 
sinwave without envelope fluctuation which is generated by this primitive model. This 
primitive model is developed based on the following principle:
sin<pi = sin#) x cosA<p + cos#) x sinA# 7.39
cos#i = cos#) x cosA# - sin#) x sinA# 7.40
where, #> is the previous phase, #i is the current phase and A# is the phase increment.
While a phase increment is small, sinA# = A# error e is calculated in the following formula:
£ = sin(#i)2 + cos(#i)2-l 7.41
The error e is used to calculate cosA# for the correction:
cosA# = cosA#) - e\ + eçjl 7.42
where A#, is the current phase increment and A#) is the previous phase increment, c, is the 
current calculation error and eo is the previous calculation error. The cosA# is used in the 
calculation of the next sample of s in #  and cos#  to compensate the integration error.
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The o u tp u t o f  COSSAP VCO
u n it in sample (S samples per sine period)
The o u tp u t o f  the a u th o r 's  VCO
u n it in  sample (S samples per sine period)
Figure 7.13 The envelope fluctuation o f the out o f the VCO
Any simulation with feedback calculation can not be started without inserting extra delays. 
This is because COSSAP is a stream driven simulator, and it only keeps running when data 
appears at the input of models. The delays are normally used in COSSAP to initialise the 
simulation with feedback loops. In the implementation of the ‘de Buda’ demodulator, the 
delay is inserted in front of one of inputs of multiplier in the PLLs.
1 3 .23  Preliminary Test
The COSSAP implementation of the ‘de Buda’ demodulator is thoroughly examined by 
observation of spectrum and waveforms at all monitoring points in comparison with the 
mathematical descriptions and the corresponding discussions. These preliminary tests 
confirm that the ‘de Buda’ demodulator is correctly implemented in COSSAP. Figure 7.14 
shows the waveforms observed in several monitoring points. Figure 7.14 (a) is a spectrum 
observed after squaring, which proves the existence of 2fH and 2fL components after 
squaring operation on the MSK signal. The frequencies are normalised to/z., therefore, 2fH 
and 2fL are correspondingly 3 and 2. Figure 7.14 (b) is monitored at the output of the 
frequency dividers, which are/// and/, obtained from the recovered 2 /  and 2 /  divided by 
two. Figure 7.14 (c) is the recovered clock observed at the output of the box 5. Figure 7.14
(d) finally shows the demodulator output the correct data named decode compared with the 
transmitted data named randata. They are compared by the CMPNEI model in COSSAP for 
the BER test, referring to Figure 7.12.
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Power  s p e c t ru m
Normalised frequency
(a)
Recovered  fH  a n d  fL
Unit in  sample
(b)
Recovered clock
Unit in sample
T ra n sm i t ted  & decoded d a ta
r a n d a ta  -
decode I
Unit in  sample
( C) (d)
Figure 7.14 The waveforms o f the ‘de Buda’ demodulators
7.4 The ‘Hodgart-M assey’ D em odulator And COSSAP Im plem entation
The ‘Hodgart-Massey’ coherent MSK demodulator and decoder is not an I-Q type of MSK 
demodulator but is an FFSK type of MSK demodulator, which rarely appears in the 
literature, especially about the implementation of this type of MSK demodulator. A few 
papers mention the concept of the FFSK type of MSK demodulator but most of them 
concentrate on explanation of the Viterbi decoder, such as [Bhargava’81]. The decoder 
algorithm of the ‘Hodgart-Massey’ demodulator was published by Massey [Massey’80], but 
has never been implemented. Hodgart [Hodgart’92] completed the whole design of the 
demodulator for a real implementation including carrier recovery, clock recovery, data 
detection and differential decoder. There are several outstanding novel points in the 
‘Hodgart-Massey’ demodulator and decoder. Firstly, the Massey’s decoder satisfies the 
Maximum likelihood principle but the algorithm or implementation is different from the 
normally used Viterbi decoder, and the Massey’s decoder uses much less calculations than 
that of the Viterbi decoder. Secondly, Hodgart cleverly generates a quadrature clock to 
perform as the switching sequence in the Massey’s decoder, which simplifies practical
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implementation of the Massey’s decoder significantly. Thirdly, the joint data, clock and 
carrier recovery is first introduced in this design. The most important point is that this 
design combines several advanced synchronisation techniques, such as decision-feedback 
loop and second order loop plus integration & dump, which results in much better 
performance than the standard MSK demodulator.
7.4.1 The ‘Hodgart-M assey’ Demodulator*
The block diagram of the ‘Hodgart-Massey’ demodulator and decoder is drawn in Figure 
7.15. It is divided into five parts according to the functions. The two decision-feedback 
Costas loops are highlighted in box 1 and 2, the ‘Massey’ decoder is highlighted in box 3, 
box 4 is the I and Q clock recovery and box 5 is the differential decoder.
LPF r
Self noise of demodulator
Sigr al 1 1
LPF i c -
Self noise of synchronisation
Figure 7.15 The ‘Hodgart-Massey’ demodulator and decoder
*  [Hodgart’92]
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7.4.1.1 The Principles of the ‘Hodgart-Massey’ Coherent MSK Demodulator and Decoder
• FFSK type of demodulator
The principle of this type of MSK demodulator is a correlator receiver, which has been 
explained in the demodulator section. The MSK signal at the input of the demodulator is CH 
smcoHt + CL sincoit. The two local oscillators are synchronised to the high frequency f H and 
low frequency/L by the two decision feedback Costas loops, therefore the outputs of the two 
VCOs should be sincoHt and sinter, which are synchronised with the received MSK signal in 
the ideal case. Consequently, the function of the two correlators at I channel of the decision 
feedback loops can be mathematically described by Equation 7.43 and the outputs of the 
correlators Icon\ and Ico„2 are recovered data C# and Q,. The demodulator uses the feature of 
MSK signal, which is that sinto^r and sma>Lt are orthogonal to each other, therefore the 
second item in Equation 7.43 is always zero and the first item gives demodulated data.
K.+qr .  .
I c<,r, \ = ) iT s i n m „ f x ( c „  sin m„z +  CL s m o )Lt)d t
f(z+i)r . f(f+i)r . .
=  J [sm cû Ht x C H s m( ù  Ht)dt + y T ( û n œ  Ht x C L s m( ù  Lt)dt
= Ch / 2
(.(;+] )r . .
1 corr2 =  JiT SKMDJX (CH Sin C i ) +  CL ÛViCÛLt)d t
= j^ ) (sintyLf x CL sinû)Lf)7f + ^  ) {s\ncoLt x C H sm coHt)dt 7.43
= Q / 2
where CH and CL are transmitted data and g  (-1, 0, +1).
• ‘Massey’ decoder
The ‘Massey’ decoder make a decision from Icon\ and Icon2 in two bit intervals by using the 
optimum decision rule, which is demod = +1, if and only if
h o rr \ (0 + h o r r \ (* + 0 ^ ~ Q tim e  corrl (0 + 1  corrl (* + !)) 7 M
where Qtime is the recovered Q channel clock. Comparing ‘Massey’ decoder in Box 3 of 
Figure 7.15, with the Viterbi decoder shown in Figure 7.6, the ‘Massey’ decoder requires 
much less calculations.
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» Clock recovery
Similar to the clock recovery in the ‘de Buda’ demodulator, the clock in the ‘Hodgart- 
Massey’ demodulator is also calculated from the recovered high frequency/^ and low 
frequency^ but the low pass filter is not required in this clock recovery algorithm, which 
uses much less calculations and is more suitable to the DSP implementation. The I channel 
clock Itime and Q channel clock Qtime are calculated in Equation 7.45 and implemented in 
highlighted box 4.
Itime = sin 2Q.t = s m ( œ H - œ L)t = sin m Ht x c o s  coLt - c o s cdHt x s i n  coLt  
Qtime ~  c o s 2 Q t  = cos(cof/ - c o L)t = sinco fft>$ sin co Lt + cos  co Ht x  cos co Lt
• Differential decoder
Because the MSK modulator on-board spacecraft is a CPFSK type of MSK modulator, a 
differential decoder is required to recover the transmitted data. The principle of the 
differential decoderis
decode(i) -  demod(i) x  demod(i-1 ) 7.46
where demod is the output of the demodulator and e  (-1, +1), and decode is the output of the 
decoder.
A BER degradation around 0.5 dB is normally associated with a differential decoder 
because one error usually generate two errors.
7.4.1.2 Phase Synchronisation
The above analysis is based on perfect synchronisation. The performance of the 
demodulator is greatly affected by the design of the synchronisation. The phase recovery in 
the ‘Hodgart-Massey’ demodulator is carried out by the two decision feedback loops, which 
has been discussed in synchronisation section. Consequently, the phase recovery in 
‘Hodgart-Massey’ demodulator has less noise caused jitter in the reference carrier than the 
phase recovery in the ‘de Buda’ demodulator. The decision feedback loop also can be 
classified as joint carrier and clock recovery because the decision can not be made until the 
clock has been recovered and may not be able to acquire the clock until the carrier has been 
acquired.
The above discussion is based on the assumption that the phase is recovered by the decision 
feedback loop, however, in fact, the phase recovery circuits highlighted in box 1 and 2 
include more components than the standard decision feedback loop. The major difference is
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the data feedback switching, which pointed out in the beginning of this section is a novel 
point of this demodulator. The extra integration-&-dump in the Q channel is expected to 
improve Doppler tracking characteristics. The effects of these two extra components on the 
loop transfer function should be examined. The transfer function of the integration-&-dump 
in the phase detector can be represented by Equation 7.47.
1 -  e~sT
Sh (s) = ^  7.47
T  can be ignored when 1 / 7 »  B0, which is the case in this application, therefore, this 
integration-&-dump does not have significant effect on the loop transfer function. The 
effects of the data feedback switching is difficult to analyse mathematically. Therefore, the 
parameters of the PLL in the ‘Hodgart-Massey’ demodulator are designed based on the 
principle of the general second order PLL and its corresponding equations, which are 
summarised in the discussion of the ‘de Buda’ demodulator, and optimised in computer 
simulation heuristically.
7.4.1.3 Advantages
In summary, the ‘Hodgart-Massey’ demodulator is an optimum receiver for MSK signal 
with the matched filter implemented in correlators. It has the feature of joint carrier, clock 
and data recovery and phase recovery by decision feedback (directed) loops with data 
feedback switching and a second order loop plus integration-&-dump. The MLSE ‘Massey’ 
decoder is used to finally recover data. It can be predicted that the ‘Hodgart-Massey’ 
demodulator will outperform the ‘de Buda’ demodulator in the noise performance because 
the use of data switching, decision feedback loop and integration-&-dump in the Q channel. 
A much wider noise bandwidth benefit from the better noise performance can offer wider 
and faster acquisition and tracking ability when compared with the ‘de Buda’ demodulator.
7.4.2 COSSAP Implementation
7.4.2.1 Implementation
The algorithm of the ‘Hodgart-Massey’ demodulator and decoder has been developed for 
the DSP implementation working at 9.6 kbps. The interface of this DSP implementation 
with the receiver is designed at Intermediate Frequency (IF) 12 kHz and analogue to digital 
converter is driven by 48 kHz sampling frequency, which is 5 samples per bit interval. The 
COSSAP implementation of this demodulator keeps the same design and algorithm as the 
DSP implementation in order to compare the results from computer simulation with the
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practical evaluation, including bench and in-orbit test, and confirm the design of the 
algorithm.
COSSAP’s libraries are designed for simulation of complex digital signal processing 
algorithms at baseband, however, the algorithm of this MSK demodulator and decoder is a 
real digital signal processing algorithm at RF band, therefore, the implementation is not 
easy. A lot of hierarchical and primitive models are created specifically during the 
simulation in order to implement and test the algorithm.
The model of the ‘Hodgart-Masssey’ demodulator and decoder in COSSAP includes two 
hierarchical models - two_loop_sim and control_p shown in Figure 7.16. They are built up 
from COSSAP libraries, sub - hierarchical models and user created primitive models. The 
two_loop_sim expanded in Figure 7.17 is a high level hierarchical model and implements 
most of the functions of the demodulator which includes two decision feedback Costas 
loops, clock recovery and zero crossing detector algorithms, while the control_p expanded 
in Figure 7.18 is mainly the ‘Massey’ decoder implemented in one layer of a hierarchical 
model.
BER test for novel MSK dem odulator under AWGN
BER
MSK dem odulator
MSK modulator
COUNTP
CMPNEI
DELI
ranfsk MI2R
DELI
CM POTS
AWGN tw o J o o p _ s im c o n t r o L p
mskdem_jsim_ber_s
Figure 7.16 The test layout fo r the ‘Hodgart-Masssey' demodulator
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The models ck_rec, loop_filter_w, zerol, zero_c and delay_control in the two_loop_sim 
are sub - hierarchical models which are illustrated in Appendix 1. The ckjrec is the 
implementation of the box 4 in the block diagram of Figure 7.15, the function is the I and Q 
clock calculation , the loop_filter_w is the loop filter and zerol, zero_c and delay_controI 
are the zero crossing detectors with different functions.
zerol is a zero crossing detector outputs +1 while zero crossings appear in Itime, and is used 
to control the controllable integration & dump and to produce the control signal for the 
controllable hold. delay_control counts the number of zeros between +1 in the output of 
zerol to generate the control signal for the controllable hold. The integration & dump and 
hold are a pair of models in COSSAP for implementation of multi-bit rate systems, however, 
they are uncontrollable and can not be used in the decision directed loops directly. Both 
models are modified in primitive layer to be controllable. Similar to the development of the 
controllable integration-&-dump described in the implementation of the ‘de Buda’ 
demodulator, the controllable hold has been developed as a primitive model using C 
language based on the hold model in COSSAP library. One control input has been 
introduced into the hold model to allow the operation controlled by the recovered clock. 
zero_c outputs +1 and -1 alternatively while zero crossings appear in the Qtime, which is 
required by the ‘Massey’ decoder.
The user created primitive models in the two_loop_sim comprise the controllable 
integration & dump, Voltage Controlled Oscillator (VCO), Controllable hold and multiplier 
with initialisation. The controllable integration-&-dump and VCO have been used in the 
implementation of the ‘de Buda’ demodulator and discussed in the previous section. The 
hierarchical models zerol, zero_c and delay_control was developed in the beginning of 
using COSSAP. It is better to implement these functions in primitive models, which are 
more efficient than the hierarchical models. This experience is only gained after knowing 
how to write primitive models.
COSSAP is a stream driven simulator, therefore, it is very difficult to determine timing 
relationship while there are several complicated feedback loops in an implementation of a 
multiple bit rate system, which is unfortunately the case for simulation of the ‘Hodgart- 
Massey’ MSK demodulator and decoder. This is reflected as an initialisation problem. 
Normally, a delay model is used for a system initialisation in COSSAP. The position of the 
delay model for initialisation is very important and it should be inserted in the ‘starting 
point’, which is normally one of inputs of the model with the other input driven by the 
simulation source, otherwise the delay causes the changes on the loop parameters. To
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determine ‘starting points’ is sometimes one ends up with a ‘chicken & egg’s problem. The 
delay time is determined by the number required for the initialisation. Alternatively, the 
problem can be solved by modifying the model at ‘starting point’ to have initialisation 
function. For example, one of the user created primitive model - mul_in is modified to 
provide initialisation function. The problems with initialisation and timing make both ‘de 
Buda’ and ‘Hodgart-Massey’ COSSAP implementation very difficult. .
7.4.2.2 Preliminary Test
As discussed before, although the phase recovery loops in the ‘Hodgart-Massey’ 
demodulator is not a standard PLL, they can be approximately treated as a second order 
loop. Therefore, the initial specifications of the phase recovery loops in the ‘Hodgart- 
Massey’ demodulator is the same as those in the ‘de Buda’ demodulator. The optimised loop 
parameters are obtained from empirical simulations, which are A = 0.02 and B = 0.001 at Kd 
= 2.5. The demodulator gives the best performance for these optimum parameters. Equation
7.38 for calculation of loop parameters in COSSAP implementation should be slightly 
modified when the Kd is not unity anymore and both should be multiplied by factor UKd.
The damping rate f , noise bandwidth B0 and natural frequency (ùn are calculated from these 
empirical parameters. The characteristics of the phase recovery loops in the ‘Hodgart- 
Massey’ demodulator are summarised in the Table 7.4, which are calculated based on these 
optimum empirical parameters by using the second order loop formulas. The characteristics 
listed in this table could not be accurate but gives expected values or directions. The actual 
noise bandwidth of the PLLs has been increased to 240 Hz.
Parameter Bo
(Hz)
Ç ton
(rad/s)
TP
(ms)
Af
(Hz)
Aco
(rad/s2) ! 
1 AtoH
(rad/s)
AtoL
(rad/s)
A B
Value 240 0.5 480 14.3 ±200 ±230400 ±1296 ±oo ±480 192 9.6
Table 7.4 Characteristics o f the phase recovery loops o f the ‘Hodgart-Massey’ demodulator
The values of AmH is ±<» because the DC gain of the loop filter F(0) is infinite. Because 
F(oo) is 0.02, K0, is equal to one and Kd is 2.5, Acùl  is 0.02x2.5x9600 = 480 rad/s equal to
76.4 Hz. The natural frequency con , maximum change rate A<u and the pull out frequency 
Acùpo in Hz are correspondingly 76.4 Hz, 36669 Hz/s and 206 Hz.
Functional tests have been first carried out after the implementation of the novel MSK 
demodulator in comparison with mathematical analysis to confirm the implementation is 
correct. Figure 7.19 plots the waveforms observed in several important monitoring points.
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which are as expected from the theoretical analysis. Figure 7.19. (a) is the output of the 
Massey’s decoder, named as demod, referred to the output of the box 3 in Figure 7.15. The 
top trace of Figure 7.19. (b) is the transmitted baseband data, which is identical with the 
bottom trace, which is observed at output of the decoder, named as decode refer to the 
output of the box 5 in Figure 7.15. Figure 7.19. (c) exhibits one of novel points of this MSK 
demodulator and decoder, which is the design of joint carrier, clock and data recovery. The 
control voltage of the VCO in the PLL is switched by the decoded data. The top trace is the 
phase error detected at E r r l  in the loopl for decoding data mark corresponding/^, the 
middle trace refer to f i l te r jn  is the VCO control signal after the switching off the phase 
error corresponding to data space, and the bottom trace refers to d e l is decoded data mark 
for switching. Figure 7.19. (d) is the output of the loop filter, when the initial phase of the 
input signal is 72° different from the initial phase of the VCO, which shows the phase 
acquisition characteristics.
I 1 6224.1 demodO -  the output of the MSK demodulator
««l'il
0. 200. 400. 600. BOO.
unit in sample (5 samples per bit interval)
mskdem_sînweLber
( a )
(c)
I 1 Errl: the phase error detected in the loopl
I—I filterjn: the input of the loop filter 
I—I del: the decoded data
UU
unit in sample (5 samples per bit interval)
bottom: decodeO -  the decoded data
top: randata -  the input of the MSK modulator
600. 625. 650. 675.
unit in sample (5 samples per bit interval)
mskdem_»inweLber
(b)
Phase Response
I 1 ini_phase=0
i~ ~ I inLphase=l (72 degree)
1.25 0 -1  I
Unit in  Bit Interval
(d)
Figure 7.19 Functional test o f the ‘Hodgart-Massey' demodulator
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7.5 C om parison of the  ‘Hodgart-M assey’ and  ‘de B uda’ MSK D em odulators in 
COSSAP
The preliminary tests presented in the previous section confirm the design and 
implementation algorithms of both MSK demodulators. The theoretical discussion in section
7.4 shows possible advantages of the ‘Hodgart-Massey’ demodulator, however the 
mathematical comparison between the ‘Hodgart-Massey’ and ‘de Buda’ demodulators are 
very difficult, especially the effects of the LEO microsatellite communications environment. 
Therefore, the performance and effects of the characteristics of the UoSAT microsatellite 
communications on the novel ‘Hodgart-Massey’ coherent MSK and standard ‘de Buda’ 
coherent MSK demodulators and decoders are examined and compared in computer 
simulation by using these two correctly implemented COSSAP modules and the results are 
presented and analysed.
7.5.1 Noise Perform ance
The ‘de Buda’ and ‘Hodgart-Massey ’ demodulators are both optimum receivers and the 
foundation of the optimum receiver is a perfect synchronisation, which is impossible in 
practice. The noise performance of a synchroniser is evaluated by phase jitter in a PLL, 
which can be caused by self noise and noise at the input of the loop. Implementation loss of 
a demodulator is mainly related to self noise. The phase jitter caused by input Additive 
White Gaussian Noise (AWGN) is directly proportional to the input Signal-to-Noise Ratio 
(SNR) and the loop noise bandwidth. As noise performance is related to input SNR, the 
narrower the noise bandwidth in a PLL, the better the noise performance, but generally the 
worse the acquisition and tracking characteristics. However, some synchronisation 
algorithms give better noise performance in terms of self noise and hence widen choice of 
noise bandwidth, which can result in better acquisition and tracking characteristics, for 
instance, a joint recovery of phase and timing or a data aided strategy. But the data aided 
strategy will not be considered because it consumes extra power or timing.
The noise bandwidth of the ‘de Buda’ demodulator is selected to 20 Hz according to the 
trade off of several design criteria, including acquisition time, Doppler change rate and noise 
bandwidth in the design consideration section 7.3.2. However, the ‘de Buda’ demodulator 
can not cope with an AWGN channel at 20 Hz noise bandwidth, therefore the noise 
bandwidth is narrowed down to 1 Hz, which is used in the all characteristics measurement. 
The decision made in the choice of the noise bandwidth is further explained in the BER test 
section 7.5.2.3.
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7.5.1.1 Self Noise of the Phase Synchronisation
The self noise of the phase synchronisation in both ‘de Buda’ and ‘Hodgart-Massey’ 
demodulators are checked by measuring the variance of the phase jitter in the PLLs. The 
measurement has been conducted by statistical evaluation module STATL in COSSAP at 
the output of the phase detector and followed by a LPF with the input SNR set to Et/No = 60 
dB (no noise). The measurement points or the output of the phase detector are indicated in 
Figure 7.10 and 7.15 as ‘self noise of synchronisation’. The results are shown in Table 7.5, 
which reveals that the self noise of the phase synchroniser in the ‘de Buda’ demodulator is 5 
times worse even when the bandwidth of the ‘Hodgart-Massey’ demodulator, which is 240 
Hz, is two hundred times wider than that of the ‘de Buda’ demodulator, which is 1 Hz.
Noise bandwidth ‘de Buda’ at 1 Hz ‘Hodgart_Massey’ at 240 Hz
Variance of self noise 0.0246 rad2 0.004422 rad2
Table 7.5 The self noise o f phase recovery
7.5.1.2 Self Noise of the Demodulators
The self noise of timing recovery for both demodulators is related to the phase recovery and 
can not be distinguished from the self noise caused by the phase recovery, especially in the 
‘Hodgart-Massey’ demodulator because it has a joint carrier, clock and data recovery. 
However, self noise or implementation loss of a whole demodulator can be evaluated by the 
variance of amplitude fluctuation in the output of the integration-&-dumps, which directly 
indicates degradation due to self noise on BER performance. The variances of amplitude 
fluctuation have been measured at the outputs of the integration-&-dumps for both 
demodulators, which are indicated as ‘self noise of demodulator’ in Figure 7.10 and 7. 15, 
using the statistical evaluation module when the input SNR set to Eb/N0 = 60 dB (no noise). 
The results are compared in Table 7.6, which reveals that the self noise of the ‘de Buda’ 
demodulator is 300 times worse even when the noise bandwidth of the ‘Hodgart-Massey’ 
demodulator is two hundreds times wider than that of the ‘de Buda’ demodulator.
Noise bandwidth ‘de Buda’ at 1Hz ‘Hodgart_Massey’ at 240 Hz
Variance of self noise 0.03606262 v2 1.05922772E-4 v2
Table 7.6 The self noise o f demodulators
This result can be observed directly from waveforms at the outputs of the integration-&- 
dumps. Figure 7.20 illustrates three waveforms corresponding to a ‘de Buda’ demodulator 
with perfect phase and timing synchronisation, and both the ‘Hodgart-Massey’ demodulator 
and the ‘de Buda’ demodulator with practical synchronisation, which reveal that the
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amplitude fluctuation of the ‘Hodgart-Massey’ demodulator is significantly less than that of 
the ‘de Buda’ demodulator and gives a closer performance to that of the perfect 
synchronisation.
Output o f In teg ra tio n —& -D um p
p e rfe c t sync.
O utput o f  In teg ra tio n -& -D u m p
,Hodgart_liaasey‘  de m o d u la to r
-H
U nit in bit in te rv a l
O utput o f In tegra tion -& -D um p
Figure 7.20 The waveforms o f the output o f the integration-&-dump
7.5.1.3 Noise Performance of the Phase Synchronisation
Noise performance of the phase synchronisers in AWGN are evaluated by the phase jitter, 
including the effects of self noise and AWGN. The variances of the phase jitter as a function 
of SNR are detected by an extra phase detector and evaluated by the statistical evaluation 
module after a LPF for both demodulators. The extra phase detector compares the output of 
the VCO with the output of the local oscillator, which is not affected by AWGN, and 
outputs the phase jitter of the PLLs. These results are plotted and compared in Figure 7.21 
and 7.22 against the Cramer Rao Bound, which is the lower bound on the error variance and 
the best performance for any synchronisation techniques because it is derived ignoring the 
self noise and is represented in Equation 7.48 [Moen’83], [Ahmad’92].
7.48
The Cramer Rao Bound for these two demodulators are different and proportional to their 
respective noise band widths.
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Figure 7.21 Noise performance o f ‘de Buda’ compared with Cramer Rao Bound
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Figure 7.22 Noise performance o f ‘Hodgart-Massey’ compared with Cramer Rao Bound
The bottom lines in both Figures are the Cramer Rao Bounds (CRB) and the lines with 
measurement points are the noise performance of the ‘de Buda’ demodulator in Figure 7.21 
and the noise performance of the ‘Hodgart-Massey’ demodulator in Figure 7.22. The CRB at 
Eb/No = 1 dB for ‘de Buda’ demodulator is 4x1 O'5 and the actual noise performance is 
20x1 O'5, thus the implementation loss is 7 dB = 101og(20xl0"5 ) - 10 log(4xl0"5 ). At Eb/No = 
8 dB, the implementation loss reduces to 4.4 dB. In comparison, the implementation losses
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of the ‘Hodgart-Massey’ demodulator are 6.5 dB at Eb/No = 1 dB and 4 dB at Et/No = 8 dB, 
therefore the noise performance of the ‘Hodgart-Massey’ demodulator is 0.5 dB better than 
that of the ‘de Buda’ demodulator on average.
7.5.1.3 Analysis and Conclusions
All these three measurements on the noise performance, including self noise of 
synchronisation, self noise of demodulators and noise performance in AWGN, show that the 
‘Hodgart-Massey’ demodulator offers much better noise performance than that of the ‘de 
Buda’ demodulator. The significant reduced self noise or implementation loss of the 
‘Hodgart-Massey’ demodulator can be partially explained by using advanced 
synchronisation techniques. The use of decision feedback loops significantly reduces noise 
effects on the phase error of Q arm in a Costas loop. The extra integration-&-dump in I arm 
from the standard decision feedback loop reduces noise effect on the phase error of I arm. 
The joint carrier and clock recovery gives better noise performance and the joint carrier, 
clock and data recovery gives additional better noise performance. The 3 dB higher SNR is 
achieved by using two Costas loops in the ‘Hodgart-Massey’ demodulator in instead of 
Squaring with two PLLs in the ‘de Buda’ demodulator. However, the significant 
improvement on the self noise of MSK demodulator mainly come from the use of data 
switching, which solves an inherent problem of synchronisation in MSK coherent 
demodulators. The inherent problem for synchronisation in MSK coherent demodulators is 
that frequency components only present 50% of the transmission time, which results in the 
following difficulties in the synchronisation of the ‘de Buda’ demodulator:
1. One frequency component appears as noise to the PLL tracking the other 
frequency component.
2. BPFs cause non-constant envelope and varying SNR at the input of PLLs, 
resulting in changes of loop parameters, when the BPFs are used to get rid of the 
other frequency component.
3. Limiters will introduce an additional implementation loss if they are used to 
obtain constant SNR after the BPFs.
4. The loop opens to noise when its own frequency component is absent even the 
other frequency has been filtered out. In comparison, the ‘Hodgart-Massey’ 
demodulator closes its loops alternatively with the absences of the corresponding 
frequency components.
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5. An unequal probability of Is and Os in data will reduces SNR to the loops and 
adds an extra difficulty in acquisition and tracking.
This conclusion has been derived based on a thorough examination using computer 
simulation. When the first problem is observed in computer simulation, BPFs and limiters 
are introduced into the ‘de Buda’ demodulator to solve the problem. However, the non­
constant envelope generated by BPFs results in changes of loop parameters, and a constant 
SNR achieved by the limiters is only at the noise floor, which is not acceptable. Figure 7.23 
shows the waveform of MSK signal after squaring and BPF filtering in the ‘de Buda’ 
demodulator, which is monitored at the input of one of PLLs. The waveform has non­
constant envelope and presents statistically 50% of the transmission time. When this type of 
inputs are replaced by continuously presented 2fH and 2fL correspondingly at both PLLs in 
the ‘de Buda’ demodulator, the implementation loss is reduced to 0.5 dB from 3 dB at 10 Hz 
noise bandwidth (refer to Figure 7.28). However, the BER performance has not been 
affected by the moving the noise source to signal arm only and the use of the perfect clock, 
which, proves that it is the inherent problem introduces in very strong self noise, resulting in 
such implementation loss.
The i n p u t  o f  th e  PLL
Eb/NO = 60 dB
Unit in  sample (10 samples per bit interval)
Figure 7.23 The waveform in front o f the PLLs in the ‘de Buda' demodulator 
7.5.2 Bit Error Rate Performance under AWGN Channel
Bit Error Rate (BER) performance is the most important or final criterion for evaluation of 
the quality of a communications system and especially a demodulator, although the above 
noise performance already gives insight the performance of the ‘de Buda’ and ‘Hodgart- 
Massey’ demodulators.
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7.5.2.1 Monte Carlo Simulation
BER is normally estimated by the Monte Carlo method in practical measurement and 
computer simulation. The Monte Carlo approach is referred to error counting as well. It can 
be explained as follows:
If//b its  are processed through the system, out of which n are observed to be in error, a 
simple and natural unbiased estimator of the BER is the sample mean
n
P  =  -  7.49
In the limit //-> «>  the estimate p  will converge to the true value p. It is impossible to
observe infinitive TV in a practical measurement, therefore a confidence interval 
corresponding to a finite number of N  is defined to measure the accuracy of BER in the 
Monte Carlo simulation [Jeruchim’84]. It is observed from the diagram in [Jeruchim’84] 
that to obtain an accuracy within 0.75xl0'k to 1.3xl0‘k at 10"k BER with 90% confidence,
100 errors should be counted, in other words 10'kx2 bit data should be measured. This 
confidence interval is applied in the all BER tests in the simulation of MSK coherent 
demodulators except the BER is lower than 10*6 and Eb/No are respectively higher than 10 
dB, where only 10 errors are recorded, otherwise the BER tests are impossible due to 
impractical time required by the computer simulation.
The Monte Carlo simulation for BER test is implemented by CMPNEI and COUNT? 
models in COSSAP refer to Figure 7.12. CMPNEI outputs one when the output of the 
decoder is different from the input of the modulator and COUNTP counts errors and 
calculates p  by Equation 7.49.
1.5.22 AWGN Channel Module
There are two modules in COSSAP for simulation of additive white Gaussian noise, one is 
AWGN and the other is AWGNQC. AWGNQC can not be directly used in BER 
measurement of both demodulators because it is a complex module and a real AWGN 
module is required by the simulation. The BER curve of the ‘Hodgart-Massey’ MSK 
demodulator always crosses the theoretical BER bench mark curve of the ideal MSK, when 
AWGN is simulated by AWGN from the COSSAP real signal processing library. It is 
because AWGN is a baseband module and can not be used in a RF channel. However, 
AWGN can not add noise to baseband signal although it is designed for baseband
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application, because it measures an average signal power, which is zero for random NRZ 
data, and add noise corresponding to the given Et/No-
The problem is finally solved by converting a real RF signal to I-Q baseband signal, which 
goes through a complex channel model (AWGNQC), and converting back to the real RF 
signal. This user created hierarchical module is shown in Figure 7.24, which is verified by 
the ‘de Buda’ modem with a perfect synchronisation. The measurement layout is shown in 
Figure 7.25, where the synchronisation in the demodulator is driven by the carrier and clock 
used in the modulator with direct connection without effect from noise, therefore BER 
performance should be exactly the same as the theoretical curve if the channel module 
implemented correctly. Figure 7.26 shows the BER test using the module implemented as 
Figure 7.24, and the result is the same as the theoretical BER curve. This result confirms 
that the user created channel module for BER test in a real RF channel is correct, which 
solves the inherent problem in COSSAP and provides confidence in the BER measurement 
for both demodulator implementations. The first problem has been discovered in COSSAP is 
the VCO problem which is explained in the previous section. These problems demonstrates 
that user should be careful using computer simulation results, which are not verified either 
by theoretical analysis or by practical evaluation. Most results shown in this chapter has 
been cross checked or verified with either bench test or in-orbit test and compared with 
theoretical analysis if it is possible.
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Figure 7.25 BER measurement o f the ‘de Buda ’ modem with perfect synchronisation
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Figure 7.26 BER curve o f perfect MSK coherent detection
1.5.23 BER Test
The AWGN channel module shown in Figure 7.24 is used in the BER tests for both 
demodulators. The BER test results are compared with the theoretical BER curve of BPSK 
and MSK in Figure 7.27. The 1 dB implementation loss of the ‘Hodgart-Massey’ 
demodulator shown in Figure 7.27 (a) includes 0.5 dB degradation caused by differential 
decoding. The other 0.5 dB is mainly caused by the self noise of the zero crossing detector, 
which can be improved by interpolation. The degradation in the ‘de Buda’ demodulator 
shown in Figure 7.27 (b) is mainly caused by self noise and imperfect phase and timing 
synchronisation, which gives higher implementation loss at high Et/No than that at low SNR 
[Feher’83]. The BER performance of the ‘de Buda’ demodulator is 0.5 dB worse than that 
of the ‘Hodgart-Massey’ demodulator at Et/No = 8 dB even though the noise bandwidth B0 
is 1/240 that of the ‘Hodgart-Massey’ demodulator.
The ‘de Buda’ demodulator requires much narrower noise bandwidth to be able to provide 
comparable BER performance to the ‘Hodgart-Massey’ demodulator, which has been 
revealed in the noise performance measurement. The ‘de Buda’ demodulator even can not 
lock and work as a demodulator at Et/No = 60 dB when the noise bandwidth is set to 20 Hz, 
which is 1/10 of the noise bandwidth used in the ‘Hodgart-Massey’. At 10 Hz noise
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bandwidth, the ‘Hodgart-Massey’ demodulator provides the BER performance shown in 
Figure 7.28. The noise bandwidth used for the ‘de Buda’ demodulator in BER test is 1 Hz in 
stead of 20 Hz which is selected in the design consideration. The BER performance of the 
‘de Buda’ demodulator is 3 dB away from the theoretical curve at 10 Hz, which means the 
implementation loss of the ‘de Buda’ demodulator is so high that it will not be able to 
improve the currently used non-coherent system at the noise bandwidth 10 Hz. The BER 
curve of the ‘de Buda’ demodulator at noise bandwidth 10 Hz is compared with the BER 
curve at 1 Hz and the theoretical BER curve of MSK in Figure 7.28. The noise bandwidth of 
the ‘de Buda’ demodulator is narrowed down to 1 Hz after iteration of different noise 
bandwidths in the BER test. The damping rate is changed to 0.5 from 0.707 in order to 
optimise the noise bandwidth and comparable with the ‘Hodgart-Massey’ demodulator, 
where the damping rate is 0.5. As discussed before, the narrower the noise bandwidth, the 
worse the acquisition performance, therefore, it can be predicted that the ‘de Buda’ 
demodulator will give much worse acquisition performance than that of the ‘Hodgart- 
Massey’ demodulator. However, the purpose using coherent detection is to introduce into 3 
dB improvement on BER performance, and it is the criterion that should be first satisfied. 
Therefore, the PLL design of the ‘de Buda’ demodulator is changed from the parameters 
listed in Table 7.4 to the values shown in the following table.
Parameter B0
(Hz)
Ç ton
(rad/s)
TP
(s)
Af
(Hz)
Aco
(rad/s2)
i! If Acol
(rad/s)
A B
Value 1 0.5 2 197392 ±200 +4 ±5.4 ±oo ±2 1 4
Table 7.7 The characteristics o f the phase recovery loops o f the ‘de Buda’ demodulator
The values of AcoH is ±<x> because the DC gain of the loop filter F(0) is infinite. F{°°) = 2 
and K0 and Kd are equal to one, so Acùl is 2 rad/s. The natural frequency con , maximum
change rate A to and the pull out frequency A(ùp0 in Hz are correspondingly 0.318 Hz, 0.637 
Hz/s and 0.859 Hz. The pull-in time is more than two days.
The outstanding BER performance of the ‘Hodgart-Massey’ demodulator in comparison 
with the ‘de Buda’ demodulator has been explained in the analysis of the noise performance 
measurement. Such narrow noise bandwidth is required by the ‘de Buda’ demodulator 
because it has the inherent self noise and implementation loss. The rest of the characteristics 
of the ‘de Buda’ demodulator, including acquisition, tracking, degradation due to Doppler 
shift and multipath interference are all examined based on the loop parameters B0 = 1 Hz 
and f  = 0.5, when they are compared with the ‘Hodgart-Massey’ demodulator.
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Figure 7.27 BER performance in AWGN channel o f both demodulators
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Figure 7.28 BER performance o f the ‘de Buda ' demodulator at B0 = 10 Hz 
7.5.3 Acquisition and Tracking C haracteristics
Acquisition and tracking characteristics of coherent demodulators are the most important 
criterion for determining whether they are suitable to the time variant communications links, 
such as the LEO satellite communications systems, which are concerned in this research. As 
analysed in the chapter 3, the requirements to the synchronisation due to the varying link 
characteristics of the LEO satellite communications systems are non-data aided 
synchronisation, short lock up time, wide acquisition and tracking ranges.
7.5.3.1 Non-Data Aided Synchronisation
When the synchronisation is loss in the middle of the pass, a non-data aided synchronisation 
is required to regain synchronisation without switching to a pilot carrier, which is unwanted 
within the limited communication time. Loss of synchronisation is likely happen in a signal 
with fluctuation on frequency and amplitude, which are the typical varying link
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characteristics of LEO satellite communications. Therefore, a non-data aided 
synchronisation with short lock up time is preferred.
Squaring and Costas loops are used for non-data aided synchronisation, which can be 
achieved in BPSK modulation but non-data aided synchronisation for MSK is more difficult 
because the carrier does not exist even after squaring. Two PLLs are used to acquire 2fH and 
I fi  after squaring in the ‘de Buda’ demodulator and two Decision feedback Costas loops 
with data switching are used in the ‘Hodgart-Massey’ demodulator for non-data aided MSK 
carrier recovery. Either 2fH and 2fL ovfH and/L are not always present. If transmitted data is 
absolutely random,/// and /, will alternatively present 50% of the transmission time. The 
2fH and 2 /  components appear as noise at each other’s PLL input in the ‘de Buda’ 
demodulator. These factors definitely cause difficulty in non-data aided synchronisation. 
The data switching is used in the ‘Hodgart-Massey’ demodulator to avoid f H and f L 
components to be as each other’s noise but it is difficult to predict in theory whether this 
joint carrier, clock and data recovery can recover carrier without the aid of the data.
Non-data aided synchronisation characteristics are examined in simulation. Both 
demodulators output correct data even during the initial phase acquisition with random data, 
which are shown in Figure 7.29.
I—I 6224.1 demodO -  the output of the MSK demodulator
/I r lilr l i’IA I fin i
- 2 . -
0. 200. 400. 600. BOO.
unit in sample (5 samples per bit interval)
mskdem_ainveLber
O utput o f  ‘de B u d a ’ dem o d u la to r
in i_ tim e = 6
0. 50. 100. 150. 200.
Unit in  sample (10 samples per bit interval)
Figure 7.29 Non-data aided synchronisation
7.5.3.2 Acquisition Time
Short lock up time is necessary to cope with the limited communications time, which is up 
to 15 minutes in the communications with the PoSAT-1 microsatellite.
Acquisition time is affected by initial phase, initial timing, initial frequency and SNR, 
therefore, the acquisition time for both demodulators are examined in the various conditions.
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• Initial phase acquisition
Figure 7.29 shows that the acquisition times are nearly zero for both demodulators at Eb/No 
= 60 dB (no noise) and small initial phase differences.
The effects of initial timing is equivalent to initial phase, therefore only the effects of initial 
phase are presented in Figure 7.30, which shows acquisition characteristics and time in 
various initial phases at Eb/N0 = 60 dB (no noise). Figure 7.30 (a) is the initial phase 
acquisition of the ‘Hodgart-Massey’ demodulator, which shows that the acquisition time for 
the initial phase 72° is 250 bit intervals equal to 26 ms and the acquisition time for the initial 
phase 10° is 150 bit intervals equal to 15.6 ms. However, the acquisition time for initial 
phase 72° in the ‘de Buda’ demodulator is 4000 symbols (2000 bit intervals) equal to 208 
ms. The acquisition time is reduced to 52 ms when the noise bandwidth is increased to 10 
Hz in the ‘de Buda’ demodulator, which is shown in Figure 7.31 (b) but is still 2 times 
slower than that of the ‘Hodgart-Massey’ demodulator in the sacrifice of 3 dB BER 
performance.
Phase Response
I 1 ini_phase=0
I- ~ t ini_phase=l (72 degree)
1 .2 5 0 -1  I
Unit in  B it In terva l
(a) ‘Hodgart-Massey
Output o f  'de B u d a ’ dem o d u la to r
in i_ p h a se = 4
0. 2000. 4000. 6000.
Unit in  sample (10 samples per bit interval)
(b) ‘de Buda’
Figure 7.30 The initial phase acquisition o f ‘Hodgart-Massey’ and ‘de Buda’ demodulators
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Figure 7.31 Acquisition characteristics o f the ‘de Buda’ at 10 Hz noise bandwidth 
• Self frequency acquisition
The self frequency acquisition characteristics and time of the ‘Hodgart-Massey’ 
demodulator at the frequency offset -200 Hz are plotted in Figure 7.32. The self frequency 
acquisition time is 400 bit intervals equal to 42 ms at Ey/No = 60 dB (no noise) refer to (a) 
and the self frequency acquisition time is also 400 bit intervals equal to 42 ms is at Ey/No = 
10 dB refer to (b). This result means that the ‘Hodgart-Massey’ demodulator satisfies the 
requirement of the UoSAT communications systems.
S elf  f re q u e n c y  acquisition
x
Eb/NO = 60 dB 
s tep  = -2 0 0  Hz
ZOO. 400.
Unit in  bit interval
S e lf  f r e q u e n c y  a cqu is it ion
Eb/NO = 8  dB  
s tep  = —Z00 H z
500. 1000.
Unit in  bit interval
Figure 7.32 The self frequency acquisition
The self frequency acquisition time for the ‘de Buda’ demodulator with 1 Hz noise 
bandwidth is calculated in Table 7.7, which is the pull-in time Tp around 2 days at ± 200 Hz 
frequency offset, which takes long time to simulate in COSSAP and difficult to observe 
because the maximum number of samples can be recorded by COSSAP is 8000. The self 
acquisition time could be twice or more than the calculated value because the 2fH and 2fL 
only present the 50% transmission time. Comparing with the loop filter output of the 
‘Hodgart-Massey’ demodulator, the output of the loop filter in the ‘de Buda’ demodulator is
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very noisy, which has been observed in the measurement of the noise performance, and at 
higher sample rate, which raises extra difficult in observation. However, the self frequency 
acquisition of the ‘de Buda’ demodulator is observed at 10 Hz noise bandwidth, which is 
shown in Figure 7.31 (a). The acquisition time observed from Figure 7.31 (a) is 52 ms at 
frequency offset -0.01 Hz. Therefore, it can be predicted that the self frequency acquisition 
performance of the ‘de Buda’ demodulator is much worse than that of the ‘Hodgart-Massey’ 
demodulator, which will be at least 100 times worse, from the initial phase acquisition and 
theoretical calculation.
The self frequency acquisition time for the ‘Hodgart-Massey’ is calculated in Table 7.4 by 
Equation 7.22, which is the pull-in time Tp = 14.3 ms at ± 200 Hz frequency offset. The 
value is different from the measurement, but in the same order of magnitude. It can be 
explained by only 50% presence of the signal and the equation is only an approximation.
In conclusion, the acquisition time of the ‘Hodgart-Massey’ coherent MSK demodulator is 
at least 100 times shorter than that of the ‘de Buda’ demodulator. The most important result 
in the acquisition time measurement is that the self frequency acquisition of the ‘Hodgart- 
Massey’ coherent MSK demodulator takes only 42 ms to acquire frequency offset - 200 Hz 
at Eb/No = 10 dB, when the ‘de Buda’ demodulator acquire a small frequency shift using a 
long time, which is not acceptable in application.
7.5.3.3 Acquisition Range
A wide acquisition range is essential for dealing with Doppler shift. Although large 
frequency error should be rely on AFC loop or Doppler steering program, there is always 
some frequency error left from these Doppler tracking algorithms. A ± 200 Hz acquisition 
range is required to cope with a ± 130 Hz accuracy of the Doppler shift steering program in 
the UoSAT control groundstation. This Doppler steering program is not a close loop 
Doppler tracking and it predicts Doppler shift and steers the local oscillator to follow the 
Doppler shift. The prediction of Doppler shift are carried out by Doppler steering program, 
which is updated weekly by Keplerian elements announced by NORAD. The maximum 
error of predicted Doppler shift can be ± 30 Hz in the end of the week but the Doppler 
tracking is updated in 100 Hz frequency step, therefore the accuracy of the Doppler steering 
program is ± 130 Hz. As discussed before, medium frequency error can be corrected by 
frequency acquisition techniques. However, the uses of frequency acquisition algorithms 
require switching from and to the self frequency acquisition of the loop, which is also 
against the limited communications time. Therefore, the synchronisation algorithm with as
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wide as possible acquisition range are preferred for LEO satellite communications systems 
in order to acquire the carrier with frequency error directly and quickly.
The acquisition range is represented by the lock-in range Acùl • The lock-in range of the 
‘Hodgart-Massey’ coherent MSK demodulator listed in Table 7.4 is ± 76.4 Hz, which are 
calculated by Equation 7.21. However, Figure 7.33 shows that the ‘Hodgart-Massey’ 
coherent MSK demodulator acquire frequency offset - 400 Hz at Eb/No = 60 dB and 10 dB. 
The measured acquisition range is much wider than that calculated because Equation 7.21 is 
derived for a second order loop but the ‘Hodgart-Massey’ demodulator is not a standard 
second order loop and includes an additional sample-&-hold component in its loop. It is 
difficult to calculate dynamic characteristics of a PLL with more than second order. The 
acquisition range of the ‘Hodgart-Massey’ demodulator is expected to be better than that of 
the second order loop due to the extra sample-&-hold component, which is verified by the 
measurement shown in Figure 7.33.
The calculated lock in range of the ‘de Buda’ demodulator is 0.31 Hz, which can not be 
measured in computer simulation because of its long acquisition time. It could be predicted 
that its acquisition range is worse than that calculated because the frequency components 
only present 50% time in each PLL of the ‘de Buda’ demodulator.
Therefore, the acquisition range of the novel ‘Hodgart-Massey’ coherent MSK demodulator 
is at least 400 times wider than that of the ‘de Buda’ coherent MSK demodulator in the 
optimum noise design.
S elf  f re q u e n c y  acqu is ition
E b/N 0  = 60 dB  
step  = - 4 0 0  Hz
1000. 2000. 3000.
Unit in bit interval
S elf  f re q u e n c y  a cq u is i t io n
‘■“ Till, Eb/NO  = 10 dB
■If Ul s tep  = -4 0 0  Hz
1000 . 2000 . 
Unit in  bit interval
Figure 7.33 Acquisition range o f the ‘Hodgart-Massey’ demodulator 
1.5.2> A  Tracking Range
For the similar reason as requirement of wide acquisition range, wide tracking range is 
required to cope with Doppler disturbance. The synchronisation algorithm used in LEO
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communications links should be able to track wide Doppler shift within the pass without 
drop out of the lock.
Tracking range is the hold-in range AcoH. The hold-in ranges for both demodulators are ±°° 
in theory, which are calculated by Equation 7.18 because the loop DC gain K  are infinite. 
However, the tracking range is normally limited by the linear range of the VCO in most of 
the applications. But the VCO used in the simulation does not have this limitation and has a 
wide tracking range, which is mainly constrained by the limited sample rate. For instance, 
the uplimit of the tracking range is 2.5xbit rate = 24 kHz when the sample rate is 5 times of 
the bit rate and the carrier is 1.25xbit rate =12 kHz. The lower limit, which carrier can track 
in the ‘Hodgart-Massey’ demodulator, is 0.25xbit rate because the lower frequency in a 
MSK signal is 0.25xbit rate = 2.4 kHz lower than that of carrier. Considering of the 
bandwidth of MSK signal (14.4 kHz), the useful tracking range is further limited to 12 kHz 
± 4.8 kHz.
Tracking characteristics of the ‘Hodgart-Massey ’ coherent MSK demodulator is observed in 
simulation from frequency offset - 4.8 kHz to + 4.8 kHz with the maximum change rate 18 
kHz/s at Eb/No = 60 dB, which is shown in Figure 7.34 (a). Figure 7.34 (b) is the tracking 
characteristics at Eb/No = 8 dB, which covers frequency offset -1 kHz to +1 kHz and the 
maximum change rate is 7.54 kHz/s. The limit of the maximum change rate is statistically 18 
kHz/s at Eb/No = 8 dB, where the loop tracks well until the change rate up to 18 kHz/s and 
lose lock at the limit of the maximum change rate. However, the loop sometimes can cope 
with 18 kHz/s at Et/No = 8 dB, which is shown in Figure 7.35. Obviously, the demodulator 
can cope with faster change rate at higher SNR, for instance, the change rate 18 kHz/s is not 
the limit at Et/No = 60 dB. The calculated Acopo is 1296 rad/s equal to 206 Hz, which is 
verified by the simulation of acquisition and tracking characteristics, which is shown in 
Figure 7.37.
Such good acquisition and tracking characteristics of the ‘Hodgart-Massey ’ demodulator are 
mainly because of the excellent self noise performance, therefore, widen the noise 
bandwidth, results in faster and wider acquisition and tracking, which satisfies the 
requirement of the current system design and even can meet the requirement from the future 
S-band systems at higher bit rate.
In the ‘de Buda’ demodulator, the maximum permissible frequency change rate Ad) = 4  
rad/s and the pull out frequency Ao)p0 = 5.4 rad/s (the frequency-step limit) are so small and 
the acquisition time is so long, because of the narrow noise bandwidth, that it is difficult to
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track any change in frequency and its tracking characteristics is difficult to observe in 
COSSAP simulation.
Tracking characteris tics
Eb/NO = 60 dB 
—4.8 kH z io +4.8 kH z
Unit in  bit interval
(a)
S
Tracking ch a ra c te r is t ic s
Eb/N O  -  8 dB 
— 1 kH z  to +1kH z
2000. 4000.
Unit in  bit tinterval
(b)
Figure 7.34 Tracking observation
Tracking characteris tics
E b/N 0  = 10 dB 
—4.8 kH z to +4.8 kHz 
Change ra te  = 2 .88 k H z / s
Unit in  bit interval
Step l im it
Eb/NO  = 8 dB 
s tep  = —200 Hz
500. 1000.
Unit in  bit interval
Figure 7.35 The maximum change rate Figure 7.36 Step limit
Note: All the diagrams shown in the sections of acquisition time, acquisition range and 
tracking range are monitored in the input of the VCOl, which is the phase (p corresponding 
to the free running frequency. The free running frequency of the VCOl is 9.6 kHz and 
normalised to 1, therefore the corresponding phase cp is 1.25 rad at 5 samples per cycle of 
9.6 kHz. The tracking characteristics are simulated by using a sinusoidal waveform Asin(cot) 
and the change rate of the sinusoidal waveform is Acocos(cot), therefore the maximum 
change rate 18 kHz/s corresponding Figure 7.35 is calculated in the following way:
The frequency of the sinusoidal waveform is 0.6 Hz, which is calculated from 9600 Hz / 
16000. The maximum change rate is equal to Aco = 4.8 kHzx2x7tx0.6 =18 kHz/s.
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7.5.4 The Effects of Doppler Shift
The effects of Doppler shift on a coherent demodulator include the effects on acquisition, 
tracking and BER performance. The acquisition and tracking characteristics of the ‘Hodgart- 
Massey’ coherent MSK demodulator have been thoroughly examined in the previous 
section, which shows that this demodulator has very wide acquisition range ±400 Hz and 
tracking range at least ± 4 .8  kHz, and can cope with frequency change rate of 18 kHz/s. 
Especially Figure 7.34 (b) reveals that this demodulator at least can cope ± 1 kHz frequency 
offset and 7.54 kHz/s change rate at Et/No = 8 dB, which is 5 times Doppler shift and 83 
times Doppler shift change rate presented in the system. As explained before, the maximum 
Doppler shift is ± 9.5 kHz and the maximum Doppler shift change rate is 90 Hz/s in the 
UoSAT communications systems. Because there is a Doppler shift steering program in front 
of the demodulator and the accuracy of this program is ± 200 Hz, the requirement of 
Doppler shift acquisition and tracking is reduced to ± 200 Hz with the maximum change rate 
90 Hz/s. Therefore the ‘Hodgart-Massey’ demodulator is over qualified to the Doppler 
acquisition and tracking requirement of the system. The Doppler tracking characteristics of 
the ‘Hodgart-Massey’ demodulator is simulated from frequency offset - 200 Hz to + 200 Hz 
with the maximum Doppler changing rate 1.5 kHz/s. Figure 7.37 shows that the demodulator 
has very good Doppler acquisition and tracking characteristics, which locks and tracks 
Doppler shift smoothly from - 200 Hz to + 200 Hz with the maximum change rate 1.5 kHz/s 
at Et/No = 10 dB.
The BER performance under the effects of Doppler shift, which is changing from - 200 Hz 
to + 200 Hz with the maximum changing rate 1.5 kHz/s, is tested in the computer 
simulation. Figure 7.38 shows that the BER curve of the ‘Hodgart-Massey’ demodulator 
under the above Doppler disturbance is nearly the same as the BER curve of this 
demodulator in the channel with the presence of AWGN only. In this measurement, the 
Doppler disturbance is ± 1 kHz with the maximum change rate 7.54 kHz/s at Et/No from 5 to 
8 dB. In conclusion, the ‘Hodgart-Massey’ coherent MSK demodulator gives no degradation 
in BER performance under the presence of the Doppler shift, because the demodulator has 
the outstanding acquisition and tracking characteristics.
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P h a se  R e s p o n s e  Eb/no = iodB H_M MSK in  AWGN ch a n n e l
E3 BPSK or MSK
I»»I H_M MSK in AWGN channel
lT7l Doppler effects
1 .2 2 — D o p p ler  s h i ft :  -2 0 0 H z  to  +200H :
Unit in a Bit interval Eb/NO [dB]
Figure 7.37 Doppler tracking Figure 7.38 BER in Doppler disturbance
7.5.5 The Degradation in Fading Channel
The fading environment of the LEO satellite communications has been discussed in the 
chapter 3. The conclusions from the discussion are summarised as follows:
The communications channels of the LEO satellites have complex fading characteristics and 
the propagation model for LEO satellite communications has not been developed yet. 
Nevertheless, the time variant fading characteristics present as fluctuation on signal 
amplitude and frequency, therefore a frequency non-selective slow Rayleigh fading module 
is chosen to examine the effects of the fading channel on the performance of both 
demodulators. This type of fading module is recommended by [Proakis’89] to check the 
performance of the modulations. The fading module is implemented according to Figure 3.7 
(a) in COSSAP. The transfer function of the shaping filter is designed based on the spectrum 
density of the received signal with a Rayleigh distributed envelope and a uniformly 
distributed phase component, which is given by Equation 7.50.
where E is the rms value of the signal envelope and^> = V/X is the Doppler shift 
corresponding to a vehicle speed V and a carrier wavelength X.
The parameters of the filter is determined empirically by comparing the level crossing rate, 
fading rate and fading duration of the measurement results from satellite with those in 
simulation. The amplitude fluctuation of the signal from microsatellite is shown in Figure
7.39 (a), which is measured at the pass with the maximum elevation angle 17° by using a 
portable ground terminal with omni-directional antenna. The measurement has been carried
7.50
0
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out at the sampling time once per second. The average amplitude fluctuation is 6 to 7 dB and 
the maximum is 15 dB. The amplitude fluctuation introduced by the Rayleigh fading 
simulation module is plotted in Figure 7.39 (b), which shows that the amplitude fluctuation 
is 6 to 7 dB on average and the maximum amplitude fluctuation is 15 dB, but the fluctuation 
is much faster and much more severe than that in the real fading environment However, the 
slow fading characteristics is guaranteed by keeping constant amplitude within one bit 
interval.
Frequency N on -selected  R ayleigh Fading
I
5
I
Unit in sample (10 samples per bit interval)
(b)
Figure 7.39 Amplitude fluctuation
The BER performances of both demodulators are tested in the channel module comprising 
the Rayleigh fading module with the above amplitude fluctuation and uniformly distributed 
phase variation and a AWGN module. The BER degradation on both demodulators due to 
the fading effects are compared with the BER performances in AWGN channel in Figure 
7.40. The degradation due to the fading on the ‘Hodgart-Massey’ demodulator is 0.5 dB at 
Eb/No = 8 dB and the degradation due to the fading on the ‘de Buda’ demodulator is 1 dB at 
Eb/No = 8 dB, therefore the ‘Hodgart-Massey’ demodulator is less sensitive to the fading 
effects than the ‘de Buda’ demodulator. The BER performances illustrated in Figure 7.40 
show the similar characteristics as the typical fading BER curve shown in chapter 4. Figure
7.40 indicates that the BER performance of the ‘de Buda’ coherent MSK demodulator is 0.5 
dB worse than that of the ‘Hodgart-Massey’ coherent MSK demodulator at Eb/No = 8 dB in 
the fading channel. These results are expected from the previous measurement of noise, 
acquisition and tracking performance, which already reveal that the ‘Hodgart-Massey’ 
demodulator is much more tolerant to fluctuation of amplitude and frequency.
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Figure 7.40 The degradation in a fading channel o f both demodulators
7.5.6 Sum m ary of Com parison
The comparison of the ‘Hodgart-Massey’ and the ‘de Buda’ demodulators on simulation 
results and loop parameters are summarised in Table 7.8.
‘de Buda’ demodulator ‘Hodgart_Massey’ demodulator
B0 (Hz) 1 240
C 0.5 0.5
Self noise of synchronisation (rad2) 0.0246 0.004422
Self noise of demodulator (v2) 0.03606262 1.0592277E-4
BER at Eb/No = 8 dB in AWGN 1 dB implementation loss from 
ideal MSK
1.5 dB implementation loss from 
ideal MSK
Acquisition time with initial phase 208 ms at Et/No = 60 dB 26 ms at Et/No = 60 dB
BER under effects of Doppler shift Can not cope with Doppler shift Same as in AWGN
BER degradation in fading channel 1 dB degradation from AWGN 0.5 dB degradation from AWGN
Theory Theory Practice
Self frequency acquisition time 2 days in 14.3 ms 42 ms
Acquisition range 0.31 Hz in theory ±  76.4 Hz ±400 Hz
Tracking range ±°° in theory ± 4 .8  kHz ±4.8kHz
Change rate 0.6Hz/s in theory 36 kHz/s 18 kHz/s
Table 7.8 Summary o f the comparison o f ‘Hodgart-Massey’ and ‘de Buda’ demodulators
7.6 Conclusion
The computer simulation shows that the ‘Hodgart-Massey’ coherent MSK demodulator and 
decoder gives excellent noise, acquisition and tracking performance and is suitable to LEO 
satellite communications. The ‘de Buda’ demodulator at 1 Hz noise bandwidth offers similar 
BER performance as that of the ‘Hodgart-Massey’ demodulator at 240 Hz noise bandwidth, 
which is 0.5 dB implementation loss. Both demodulators use non-data aided synchronisation
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techniques. The advantages of the ‘Hodgart-Massey’ coherent MSK demodulator and
decoder in comparison with the ‘de Buda’ coherent MSK demodulator and parallel decoder
from the results of the computer simulation are summarised as follows:
1. The self noise of the ‘Hodgart-Massey’ demodulator at 240 Hz noise bandwidth is 5 
times better than that of the ‘de Buda’ demodulator at 1 Hz noise bandwidth.
2. The ‘Hodgart-Massey’ coherent MSK demodulator and decoder offers 2 dB 
improvement on BER performance of the current non-coherent CPFSK system. The 
‘Hodgart-Massey’ demodulator compared with the ‘de Buda’ demodulator, has 0.5 dB 
advantage at 2.5x10*5 BER, which is the minimum requirement for reliable packet 
communications in the UoSAT system.
3. The acquisition time of the ‘Hodgart-Massey’ demodulator is 26 ms on average at initial 
phase and timing differences, which is 100 times faster than that of the ‘de Buda’ 
demodulator.
4. The self frequency acquisition of the ‘Hodgart-Massey’ demodulator takes 42 ms on 
average, which is at least 100000 times quicker than that of the ‘de Buda’ demodulator 
when both demodulators have comparable BER performance. (The self frequency 
acquisition time of the ‘de Buda’ demodulator is theoretical calculation.)
5. The acquisition range of the ‘Hodgart-Massey’ demodulator is ± 400 Hz, which is at 
least 400 times wider than that of the ‘de Buda’ demodulator. (The acquisition range of 
the ‘de Buda’ demodulator is theoretical calculation.)
6. The tracking characteristics of the ‘Hodgart-Massey’ demodulator has been tested up to 
frequency offset ±4.8 kHz. The tracking characteristics of the ‘de Buda’ demodulator has 
been observed at frequency offset 0.01 Hz at a wider noise bandwidth 10 Hz.
7. The maximum change rate of the ‘Hodgart-Massey’ demodulator is tested up to 18 kHz/s 
at Eb/No = 10 dB, when the permissible change rate of the ‘de Buda’ demodulator is less 
than 1 Hz (theoretical calculation).
8. The ‘Hodgart-Massey’ demodulator offers very good Doppler tracking performance and 
gives no degradation on the BER performance at the presence of the Doppler 
disturbance, which is simulated at frequency offset ±200 Hz with the maximum 
frequency change rate 1.5 kHz/s and ±1 kHz with 7.54 kHz/s maximum change rate when 
the ‘de Buda’ demodulator is not able to track Doppler shift.
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9. The degradation due to the fading on the ‘Hodgart-Massey’ demodulator is 0.5 dB from 
AWGN channel at Eb/No = 8 dB, which is 0.5 dB better than that of the ‘de Buda’ 
demodulator.
This summary emphases the outstanding performance of the ‘Hodgart-Massey’ coherent 
MSK demodulator and decoder in comparison with the standard ‘de Buda’ demodulator. As 
explained before, both demodulators have been designed as optimum receivers, therefore, 
the demodulator algorithm can not introduce such an improvement, and the ‘Massey’ 
decoder only simplifies the Viterbi decoder. In conclusion, it is the synchronisation 
algorithm used in ‘Hodgart-Massey’ demodulator providing this improvement.
The ‘de Buda’ demodulator has been considered as the classical MSK coherent demodulator 
and the most useful design in practical implementation among all the MSK demodulators, 
because it avoids sinusoidal filters in demodulation and subtraction of sinusoidal pulse 
shaping in synchronisation algorithm. However, the simulation reveals that the 
synchronisation technique proposed by de Buda does not provide acceptable noise, 
acquisition and tracking performance for communications systems with time varying 
characteristics, such as LEO satellite communications systems. The problems mainly arise 
due to using conventional synchronisation algorithms to track frequency components which 
only present 50% of the transmission time, which is an inherent problem of the 
synchronisation in MSK coherent demodulators. This problem results in the following 
difficulties in synchronisation:
• An unequal probability of Is and Os in data will vary the SNR to the loop and 
add an extra difficulty in acquisition and tracking.
• One frequency component appears as noise to the PLL tracking the other 
frequency component.
• BPFs cause non-constant envelope and varying SNR at the input of PLLs, 
resulting in changes of loop parameters, when the BPFs are used to get rid of the 
other frequency component.
• Limiters will introduce an additional implementation loss if they are used to 
obtain constant SNR after the BPFs.
• The loop opens to noise when its own frequency component is absent even the 
other frequency has been filtered out. In comparison, the ‘Hodgart-Massey’ 
demodulator closes its loops alternatively with the absence of the corresponding 
frequency components.
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All these problems are solved cleverly by Hodgart using data switching, which forms a joint 
carrier, clock and data recovery. The loop is closed by decoded data when the corresponding 
frequency does not exist. It is verified by computer simulation that the implementation loss 
of the ‘de Buda’ demodulator is mainly caused by the listed problems.
The excellent performance of the ‘Hodgart-Massey’ demodulator is achieved by the use of 
the following techniques:
1. Two Costas loops are used instead of Squaring with two PLLs in the ‘de Buda’ 
demodulator to achieve 3 dB higher SNR.
2. The use of the decision feedback loops significantly reduces noise effect on the phase 
error of Q arm.
3. An extra integration-&-dump reduces noise effect on the phase error of I arm.
4. A joint carrier and clock recovery gives better noise performance
5. A joint carrier, clock and data recovery gives additional better noise performance
In conclusion, the ‘Hodgart-Massey’ coherent MSK demodulator and decoder is a novel 
coherent MSK demodulator and decoder and first solved the inherent problem in MSK 
synchronisation. The novel ‘Hodgart-Massey’ coherent MSK demodulator/decoder provides 
2 dB BER improvement on non coherent FSK system with excellent acquisition and 
tracking performance and considerable tolerant to LEO communications environment. 
Therefore, it is suitable to LEO satellite communications systems.
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CHAPTER 8
DSP IMPLEMENTATION, LABORATORY BENCH TEST 
AND IN-ORBIT DEMONSTRATION*
The computer simulations in Chapter 7 show that the ‘Hodgart-Massey’ demodulator really 
solves the inherent synchronisation problem associated with coherent MSK, offers excellent 
noise, acquisition and tracking performance and is suitable to the LEO satellite 
communications systems - especially when compared with the standard ‘de Buda’ 
demodulator.
In this chapter, a practical DSP implementation of the ‘Hodgart-Massey’ demodulator is 
described, followed by rigorous testing in the laboratory using a ground-based replica of the 
microsatellite RF systems and then, finally, in-orbit demonstration on PoSAT-1; all of which 
verify the earlier simulation results.
The results of the computer simulation, bench test and in-orbit evaluation are compared in 
section 8.5 and concludes that these results are valid. Therefore, the actual improvements of 
the ‘Hodgart-Massey’ MSK demodulator over the current CPFSK system are identified by 
comparing the experimental results of the MSK demodulator with the results of bench and 
in-orbit test of non-coherent CPFSK in section 8.6. The comparisons between the various 
demodulators and tests are summarised in Table 8.1.
‘de Buda’ MSK ‘Hodgart-Massey’ MSK ‘UoSAT’ FSK
Computer Simulation Chapter 7 Chapter 7 8.5
8.5 ,8.6 8.6
8.5 8.6 8.6
Table 8.1 The map o f comparison o f demodulators and tests 
8.1 System  Configuration for In-Orbit Test
The UoSAT microsatellite communications systems are bi-directional, hence the in-orbit 
evaluation of the MSK modem can be accomplished by either uplink or downlink. An on­
board implementation of the MSK demodulator is required for the uplink evaluation, 
however, the implementation of the MSK modulator on-board microsatellite PoSAT-1 is 
correspondingly easier and requires no modifications on-board RF system. Therefore, the
* [Sun’95]
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PoSAT-1 downlink was selected for the in-orbit evaluation of the MSK modem. The MSK 
modulator is implemented on-board PoSAT-1 DSPE and the ‘Hodgart-Massey’ demodulator 
is implemented in a DSP system in the groundstation.
The PoSAT-1 DSPE payload introduced in Chapter 5 has been designed as a test bed for in- 
orbit modem evaluation, which takes the advantage of software reloadable in the UoSAT 
microsatellites. Consequently, the MSK modulator has been developed using DSP software. 
The advantages of DSP implementation are its flexibility and the design confirmation prior 
to VLSI implementation, so the MSK demodulator is also developed by using DSP software 
although it could be implemented in hardware. The other consideration using DSP 
implementation in the MSK demodulator is that it can be tested in-orbit for the uplink after 
it is demonstrated on the downlink of the PoSAT-1, which will be the case on-board future 
microsatellites FaSAT-a, which will be launched in August 1995 and carries an enhanced 
DSP payload. The FaSAT-a DSPE possesses more suitable interfaces and greater 
processing capability for the MSK demodulator on-board implementation compared with 
that of the PoSAT-1 DSPE.
• MSK on-board modulator
The MSK on-board DSP modulator operates at a data rate of 9.6 kbps with a deviation of 
2.4 kHz in order to support the in-orbit evaluation of the MSK demodulator. As discussed in 
chapter 7, the MSK modulation employed is a CPFSK type of MSK modulator, which is 
implemented by using the DSP software and the RF modulator on-board PoSAT-1. The on­
board implementation or the hardware system configuration of the MSK modulator is 
displayed in Figure 8.1, which comprises the DSPE payload and the RF modulator. The 
function of the RF modulator is frequency modulation, equivalent to that of the VCO in the 
CPFSK type of MSK modulator, but it is implemented in a sophisticated way, called two 
point modulation, in order to generate multi-bit rates in a single synthesiser. The hardware 
relevant to the on-board MSK modulator in the DSPE is shown in Figure 8.1, which 
includes a DAC with 8 bit resolution, a smoothing filter with bandwidth 25 kHz and a 
TMS320C30 signal processor with its CPU, a serial port and a timer.
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Figure 8.1 MSK on-board modulator 
• DSP algorithm of the modulator
The DSP software performs mainly as a level converter in the CPFSK type of MSK 
modulator. It receives data through the serial port from the on-board computer, randomises 
and converts data to Vi and V2 for required deviation, and then transmits the data to DAC. 
Figure 8.2 is the algorithm of the DSP software for MSK modulator. The data comes from 
the serial port, which is driven by the corresponding clock. The program is clocked by the 
internal timer, which is synchronised to the external clock when C30 reads data from its 
serial port.
Start
Timerf
Flag=1
Return 6
Initialisation
< ^o ll F lag=1^>
Flag=0
Scram bler
Level
converter
Output
DAC
Data Clock
Serial port 1
<(32 bits =
R eset
Timerf
Interrupt
Interupt
V
Input word
Return
Figure 8.2 The algorithm o f the MSK modulator
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• Resolution
The Vj and V2 for required deviation 2.4 kHz is around ± 0.4 V on-board PoSAT-1, which 
gives rise to a coarse resolution to the DSP level converter. The resolution of the DAC is 8 
bits with 256 levels and the output range is 5 v, thus the accuracy of the level converter or 
deviation is 5%.
8.2 DSP Implementation of the ‘Hodgart-Massey’ MSK Demodulator
• Specifications or design considerations
The ‘Hodgart-Massey’ demodulator has been implemented for 9.6 kbps. The carrier 
frequency required by the demodulator is 12 kHz and the input of the demodulator should be 
sampled at 48 kHz. The spectrum of this sampled input signal is plotted in Figure 8.3. The 
first null of an MSK signal appears at 3/4 of the bit rate, thus they are located at 12 kHz ±
7.2 kHz around 12 kHz carrier. This spectrum is repeated at 36 kHz, which is symmetrical 
with the original spectrum at the Nyquist frequency 24 kHz. More than 99% of the energy is 
within the first nulls in an MSK signal, hence there is no aliasing in the frequency domain at 
48 kHz sample rate, which even allows the carrier drift ± 4.8 kHz. Therefore, the maximum 
Doppler shift can be coped by this design up to ± 4.8 kHz. This tracking range has been 
tested in computer simulation. The requirements to the system are a ADC with 10 bits 
resolution, input range ± 1.5 v and the minimum sample rate 48 kHz, two DACs and a 
system with single DSP processor, which is imposed by the future on-board implementation. 
The two DACs are required to output the decoded data and clock.
Figure 8.3 The spectrum o f the sampled signal at the input o f the demodulator 
• Hardware
The LSI C30 development board is selected for the demodulator implementation after 
comparison of several C30 development systems. It satisfies the above requirements and has 
the following features:
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1. Two pairs of ADC and DAC with 12 bits resolution, ± 3 v amplitude range and 200 kHz 
sample rate, satisfy the requirements of implementation of this demodulator and decoder.
2. The LSI C30 board is a PC plug-in board, which is compatible with the groundstation 
facility, hence it can be used to implement a ground-based flexible demodulator to support 
the PoSAT-1 DSPE in-orbit communications experiments and future adaptive 
communications systems.
3. The 64k program memory can be accessed at zero wait state, which guarantees the 
program can run at the maximum speed 60 ns per instruction, which is determined by the 
system clock 33.33 MHz.
4. The software package of the LSI C30 supports software development, which offers easy 
software debugging by providing breakpoints, step by step execution, and register and 
memory transparent to the user.
5. In co-operation with the Hypersignal Workstation, it can be used as a high speed sampler 
to record the signal from satellites and to carry out channel measurement with post signal 
processing.
6. The interface with SPW supports to convert simulation design directly to C30 machine 
code, however, the conversion is currently very inefficient and impossible to implement this 
complicated demodulator and decoder for running in the LSI C30 board. Therefore, the 
‘Hodgart-Massey’ demodulator is developed by C30 assembly language.
• Software*
The software algorithm of the ‘Hodgart-Massey’ demodulator and decoder is shown in 
Figure 8.4, which is developed from the function block diagram in Chapter 8.
* [Hodgart’93]
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Figure 8.4 The software algorithm o f the ‘Hodgart-Massey' demodulator and decoder
The algorithm comprises nine function blocks. The input of the signal is dealt by the 
interrupt service, which also controls the timing of the program. The initialisation is as usual 
to give the initial values to start program, such as inherent frequencies of the VCOs. All 
functions are activated every sample except the Calc. Bit, which is only enabled every bit, or 
every 5 samples. The I channel clock IJime and the Q channel clock Qtime are calculated by the 
Calc. Clock, which are the Equation 8.1. It is the implementation of Equation 7.45.
himeO ~  f e f l  % Q rejl ~ Q refl % f e f l
QtimeO ~  Irefl % f reft Q reft % Q re ft  8 . 1
where IreJ] and Qrefi represent I and Q local oscillator with/ = f L and Irep_ and Q ^i represent I 
and Q local oscillator with/ = f H, which are updated by the Calc. VCO, and Calc. V C 02.
The principle of the VCO has been described in chapter 7 by Equation 7.39 to 7.42, which 
avoids a sinusoidal calculation or a look up table, thus consumes less memory. The 
Correlators calculate four integration in the demodulator, which are Equation 8.2.
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Ic o rr l($ )  ~  ^ c o r r l ( l )  "t" ^ ig O  X  l rej \
Ic o rr lfà )  ~  ^corrli 1 )  -S'^O  X  Irej2
Qcorrl ( 0 )  — Q corr\ (  1 )  +  ^ ig O  X  Q ref \
Q c o r r li ty  — Icorrli. 1 )  +  •^<*>0 X  Q re fi  8 . 2
where sigO is the current input signal, (0) represents the current state and (1) is the previous 
value.
The zero crossing is detected by comparison of the current value /f,me0 with the previous 
value Itime\ of the clock, which is expressed as follows:
If {Itimeo ^  0 and /„me, < 0) or {ItimeQ < 0 and Itimel > 0) then l time = 0.
When Itime = 0, the Calc. Bit is enabled, which accomplishes a very complicated task, 
including Massey demodulation decision, differential decoder, data switching, integration 
dumps and loop filters.
The Massey demodulation decision is:
demodO = 7corri(0) + 7corri(l) - SGN(Qtime) x ( Icon2(0) + 7corr2(l)) 8.3
where SGN( ) gives +1 when the variable >0, and -1 when the variable <0.
The differential decoder is simply achieved by the following formula:
decoded = - SGN(demod0) x SGN(demodl) 8.4
The data switching is implemented in the following algorithm:
If decoded < 0, set decoded = -1, else del = 0:
Err I = Qcorrl (1) X  SGN(ICOrr\(I)) x  del
If decoded > 0, set decoded = -1, else del = 0:
Err2= Qcrritt) X 5GA^ (7corr2(l)) x del 8.5
where the Errl and Err! are the input of the loop filter and controlled by del and del, 
which is converted from the decoded data.
The loop filters are calculated in Equation:
incRef\{d) = {Errl(0) + E rrl(l)) x B  + Errl{d) xA
incRefl{d) = (T>r2(0) + Errl{\)) x B  + Errl{d) xA 8.6
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where the incRefl{0) and incRefi(0) are the outputs of the loop filter or the VCO control 
signals. A and B are the parameters of the loop filter (refer to Chapter 7).
All calculations are limited to simple multiplication, additions/subtractions and modular 
divisions. The essential number of computations are indicated in Table 8.2.
M ove/
Copy
Multiplication /  
Division
Addition / 
Subtraction
Logic
action
Branch Subtotal Total
Every sample
Computer clocks 3 6 2 11
Zero crossing detector 2 4 1x4 10
Correlators 3 9 4 16
First VCO 4 16 10 2 2x4 40
Second VCO 4 16 10 2 2x4 40
Total for every sample 16 W ÊKÊÊÊÊ .8 20 117 117
Every bit (5 samples)
Massey demodulation decision 4 4 1 1x4 13
Differential decoding 2 3 2x4 13
Data switching 2 x 2 1 x 2 3 x 2 2x2x4 28
Loop filters 4 3 3 1x4 14
Dump integrators 7 7
Total for every bit (5 samples) lillii WSÊsMMÊÊm, I1IE::!1lllllll 11111111! 75
Maximum calculations 37 WiÊËsWiÊÊBâ. 35 18 52 192 ISIill
Table 8.2 The number o f the calculations in the DSP implementation
This demodulator is quite complicated, and it is more complicated than the ‘de Buda’ 
demodulator. All possible techniques in the C30 assembler language have been used to 
optimise the algorithm, using as less as possible instructions, in order to implement this 
demodulator in a single chip DSP system, such as parallel instructions, delayed branch and 
less memory transfer. The MSK demodulator designed work at 48 kHz sample rate and the 
C30 system clock is 33.792 MHz, thus the instruction cycles between two samples are 342. 
The long routine of the algorithm consumes 192 and the short routine of the algorithm 
consumes 117 instructions, which is in the limit of a single chip C30 DSP system.
This DSP implementation requires less memory than most of DSP implementations and one 
ADC is instead of two ADCs. This implementation is as expected more flexible and 
reloadable compared with a hardware implementation and suitable to multi-bit rate 
communications systems.
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8.3 Bench Tests*
The functions and characteristics of this DSP implemented ‘Hodgart-Massey’ demodulator 
and decoder are thoroughly examined on bench tests by using the DSP MSK modulator and 
with the whole RF system including transmitter, receiver and hardware and software 
interfaces with the data processing system in the groundstation.
8.3.1 MSK Modem Test
Figure 8.5 shows the system set up for the DSP MSK modem test, including an MSK 
modulator and the DSP implemented MSK demodulator. The MSK modulator comprises the 
engineering module of the PoSAT-1 DSPE and a signal generator, which replaces the on­
board RF modulator. One of ADC inputs of the LSI C30 board is connected to the output of 
the modulator and the two DAC outputs are connected to an oscilloscope, which can be used 
to monitor any points of the demodulator, such as the Massey demodulation decision, the 
output of the decoder, the recovered clock and the output of the loop filter.
DSPE
EM
MSK modulator MSK dem odulator
Signal
generator
12kHz±2.4kHz
LSI C30
DSP MSK modem test
demodO
 i!
decodeO
incRefi
Oscilloscope
Figure 8.5 System set up for the DSP MSK modem test
• Functional Test
The values of all the variables are checked during the software debug and the waveforms are 
probed and compared with the theoretical analysis and computer simulation. Figure 8.6 (a) 
records the Massey demodulation decision - demodO at the top trace and the output of the 
decoder - decodeO at the bottom trace, which are as expected. Figure 8.6 (b) records the 
random data of the input of the modulator at the top trace and the bottom trace records the 
output of the decoder, which is identical to the input of the modulator with two bit interval 
delay. These tests prove the DSP implementation of the MSK demodulator is correct.
* [Sun’93]
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0.5ms/div 0.5v/div
5v/div2v/div
input datademodO
2v/div
2v/div
decodeO
decodeO
Figure 8.6 The function tests o f the demodulator
Acquisition time
Figure 8.7 records the acquisition characteristics of the demodulator at frequency offset 
±400 Hz. The time division is 1 second, therefore the acquisition time is roughly 0.1 second 
and the same test in simulation gives 0.15 second, which is similar to the bench test.
A =  2  V 8 = 0 .  I V  I s
+400 Hz
A =  2  V  8 = 0 .  I V  I s
-400 Hz
H
8
/ W pV***. wV v' VA*
demodO
incRfeOl
■ m■ ■ H R
v Y V =v
T
..
demodO
0.1 s 0.1 s
Figure 8.7 Acquisition characteristics
• Acquisition Range
The acquisition range is ± 400 Hz, which is shown in Figure 8.7 and the same as the results 
in computer simulation. When frequency offset increase to ± 500 Hz, the demodulator only 
occasionally lock to the signal on the bench test.
• Tracking Range
The designed tracking range is ± 4.8 kHz from 7.2 kHz to 16.8 kHz, which is limited by the 
sample rate as explained in the section 8.2 and verified by computer simulation. The bench 
test covers the range 10 kHz to 15.6 kHz. The lower bound is limited by the signal generator
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because its lowest RF frequency is 10 kHz and the higher bound is limited by the bandwidth 
of the anti-aliasing filter at the C30 development board. It is observed on bench test that the 
demodulator tracks the frequency change well in a wide range although the exact frequency 
change rate can not be easily identified. However, it shows excellent tracking characteristics 
similar to that in computer simulation. Figure 8.8 shows that the demodulator tracks the 
carrier from 12 kHz to 15.6 kHz and works well at 15.6 kHz, where Massey demodulation 
decision and decoder give the correct decision although demodO has slight degradation.
Kv h n r k l JU i/-'- [S '
"W" J Ky w Irv'J
in ÏA ni n/i ck = All
<
FM deviation: 2.394kHz
bit rate: 9.5776kbps
2v/div
Figure 8.8 The demodulator worked at 15.6 kHz 
• Effect of Variation of Deviation and Bit Rate
Effect of variation of bit rate is the same as that of variation of FM deviation. The 
inaccuracy at bit rate and deviation results in a degradation at BER performance, which can 
be observed at the waveform of the demodO. Figure 8.9 (a) records the demodO and decodeO 
at deviation offset + 2%, the decoded data is correct but the amplitude of the demodO has 15 
% of fluctuation. Figure 8.9 (b) records the demodO and decodeO at deviation offset - 7%, 
the decoded data is correct but the amplitude of the demodO has 80 % of fluctuation, which 
results in unlock at Eb/No = 12 dB. This is the SNR that the system normally works on. 
Therefore, the tolerance to the change of deviation is within ±2%.
An interesting feature is discovered on the bench test. The demodulator works optimally at 
any bit rates from 4.8 kbps to 16.8 kbps by adjusting the FM deviation correspondingly or 
vice versa. This result shows that the demodulator can be used to implement a continuous 
multiple bit rate or adaptive MSK modem.
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Figure 8.9 The effect o f the deviation 
8.3.2 Bench Test with RF System
The MSK modem tests confirm that the DSP implementation of the ‘Hodgart-Masssey’ 
demodulator is correct, and performs the same as that in computer simulation. A system, 
including a receiver, hardware and software interfaces with the groundstation has been 
developed and set up to support in-orbit experiment of the MSK demodulator.
• System configuration for the in-orbit MSK experiment
The requirement to a receiver from the MSK demodulator has been specified in the previous 
section, which is that the receiver should output a signal with amplitude p-p 3 v at 12 kHz 
IF. The current UoSAT receiver is a non-coherent FM receiver, the demodulation is carried 
out by a discriminator and the last IF is 455 kHz. The 12 kHz IF does not exist in this 
receiver although it can be obtained from this receiver by adding a down converter. But the 
groundstation should support day to day spacecraft operation, therefore the modification in 
the receiver is impossible and the development of a receiver chain is required to meet the 
requirement of the demodulator. The receiver has been developed by using the existing 
system as much as possible. Figure 8.10 shows the system configuration of the 
groundstation for the MSK in-orbit evaluation. In this system configuration, the antenna and 
LNA are shared with the FM receiver in the groundstation, the receiver is developed based 
on an experimental receiver, which has only one IF at 10.7 MHz.
The modifications in this experimental receiver include:
1. The first local oscillator is replaced by a signal generator, which acts as a VCO and the 
frequency of the VCO is controlled by a Doppler steering program to compensate the 
Doppler shift. The Doppler tracking program is running in a PC.
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2. The other signal generator is used as the second local oscillator to convert the 10.7 MHz 
IF to 12 kHz IF with a mixer.
3. The amplifier amplifies the 12 kHz IF signal to the required amplitude.
In order to support the routine communications with the spacecraft, the hardware interface 
used is Terminal Node Controller (TNC), and software interface is PB*. The TNC and PB 
are required by the packet communication protocol. The descrambler is necessary to 
descramble the randomised data. The data transmission via the packet protocol has been 
tested by using the system configuration of Figure 8.10 with a transmitter, which transmits 
packet information. The received packets are identical to the transmitted information. 
Therefore, the system is fully tested and ready for in-orbit MSK communications 
experiment.
Receiver Loughborough C30 PC plug-in board430MHz 10.7MHz 12kHz
RX MSK demodulator
 sk ik__
Clock recovery
419.3MHz 10 688MHz
 sk_____
Descrambler
Computer
TNC
Doppler tracking PB software
Figure 8.10 The system configuration o f the groundstation fo r the MSK in-orbit evaluation 
• Analogue clock recovery
One problem which appears in the packet data transmission test, is that the TNC can not 
cope with the jitter in the recovered data, which is observed at the recovered clock as well. 
This jitter is one fifth of the bit interval in the boundary of data and clock, and is caused by 
the zero crossing detector in the DSP implementation. The algorithm of the zero crossing 
detector has been introduced in the previous section, which detects the zero crossing by the
* Packet Broadcasting software supports the downlink communications
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sign change between previous sample and the current sample of the recovered clock. There 
are 5 samples per bit interval, therefore the actual zero crossing can occurs at any time 
between two samples, resulting in 1/5 bit interval jitter in the recovered clock, consequently 
1/5 bit interval jitter in the recovered data. The degradation on BER performance caused by 
the jitter is only 0.5 dB in computer simulation. If the TNC can be driven by the recovered 
clock from the demodulator, the jitter will only cause 0.5 dB degradation on BER 
performance in the practical DSP implementation, which will give the same performance as 
the computer simulation. However, the TNC has its own PLL to recover clock from the 
received data and the bandwidth of the PLL is very narrow thus can not cope with this jitter. 
This problem can be solved by interpolation in the DSP algorithm, which has been discussed 
in computer simulation. But the DSP implementation of the demodulator has stretched the 
system to the limit, it is impossible to add in the interpolation algorithm.
The problem has been solved by using an analogue hardware zero crossing detector instead 
of the software zero crossing detector. The analogue zero crossing detector is shown in 
Figure 8.11, which includes an adjustable phase shifter to make sure the boundary of the 
clock appears at the middle of the bit interval. The clock before the software zero crossing 
detector is extracted from the DSP algorithm and connected to the input of the analogue zero 
crossing detector. The recovered clock without jitter is obtained in the output of the 
analogue zero crossing detector. This clock is used to drive the descrambler, consequently 
the jitter in the data disappears in the output of the descrambler.
+5v
+5v
4.7k
lOOnF
— II-
TL081
4.7k
+5v
4.7k 4.7k
Figure 8.11 The analogue zero crossing detector and adjustable phase shifter
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Figure 8.12 The modification o f the modem test device 
• BER measurement
Figure 8.13 shows the system set up for BER test on the bench. The noise floor is set by the 
noise generator with the two LNA amplifiers and the signal power is controlled by the 
variable attenuator. The carrier power C and the noise power Nq are measured by the 
calibrated spectrum analyser. Eb/No is calculated from C and Nq by Equation 3.4, which is 
repeated in Equation 8.7.
where N = N0x B ,  and B is the receiver bandwidth. Therefore,
E h C
N 0 N 0 x R b 
In dB, the Equation becomes
Eb/No (dB) = C (dBm) - \0\og(Rb) - N0 (dBm/Hz) 8.9
The BER is measured in the following way:
A constant one is transmitted after randomised by the scrambler and the BER counter after 
the descrambler counts the number of zeros as the ERROR and records the corresponding 
time Tm in second, then the BER is calculated by Equation 8.10.
BER = ERROR / 9600 x Tm 8.10
The BER measurement results are plotted in comparison with the theoretical MSK BER 
curve in Figure 8.14, which shows that the DSP implementation of the ‘Hodgart-Massey’ 
demodulator gives the same implementation loss as that in computer simulation.
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Figure 8.13 The system set up fo r  BER test
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Figure 8.14 BER bench test results
8.4 Preliminary In-Orbit Test of Synchronisation C haracteristics
The in-orbit evaluation of the ‘Hodgart-Massey’ demodulator will be discussed in the next 
chapter. In this section, only the preliminary in-orbit test of synchronisation characteristics 
are presented in order to compare with the results of bench test and computer simulation. 
The non-linearity of the PoSAT-1 on-board RF modulator causes very strong intersymbol 
interference on random data, therefore it is impossible to conduct the in-orbit evaluation of 
the MSK modem by using random data. However, the synchronisation characteristics of the 
demodulator has been tested by fixed data pattern, which are 1.2 kHz and 4.8 kHz square 
wave.
* [Sun’93], [Sun’94]
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• The characteristics of the passes
The experiments have been carried out by several passes. The results with two typical passes 
are presented. One is the pass with lower elevation angle and the other is the pass with 
higher elevation angle. The lower elevation angle pass presumably possess more multipath 
interference and the higher elevation angle pass has higher Doppler shift and faster 
frequency change rate. Therefore, these two passes represent the typical LEO satellite 
communication environment, consequently, it can be claimed that the ‘Hodgart-Massey’ 
demodulator has been tested in a real and typical LEO satellite communication environment. 
The Doppler shift curves of these two passes are plotted in Figure 8.15, where the maximum 
Doppler shift for 20° pass and 60° pass are correspondingly ± 8.2 kHz and ± 9.4 kHz, and 
the maximum change rates appear at the closest approaches, which are 30 Hz/s for 20° pass 
and 80 Hz/s for 60° pass. The received signal power are recorded in the groundstation and 
reprinted in Figure 8.16 and Figure 8.17, which show that the maximum SNR are 16 dB for 
20° pass and 17 dB for 60° pass and the varying pass loss are 7 dB at 20° pass and 13 dB at 
60° pass. The characteristics of these two passes are listed in Table 8.3.
Higher elevation angle pass Lower elevation angle pass
Time and Date 20/11/93 25/11/93
The maximum elevation angle 60° 20°
The maximum Doppler shift ± 9.4 kHz ±8.2 kHz
The maximum Doppler shift rate 80 Hz/s 30 Hz/s
The maximum SNR 17 dB 16 dB
The varying pass loss 13 dB 7 dB
Table 8.3 The characteristics o f the satellite passes at the in-orbit MSK evaluation
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Doppler shift against maximum elevation
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Figure 8.15 The Doppler shift o f PoSAT-1 for a 20 and 60° maximum elevation passes
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Figure 8.16 The received signal power at a 20° maximum elevation pass
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Figure 8.17 The received signal power at a 60° maximum elevation pass
• Results of in-orbit tests
At the 20° pass, the carrier is modulated by 4.8 kHz square wave on-board satellite. It is 
observed that the demodulator is locked to the MSK signal from the spacecraft within 0.1 
second after switching the CPFSK modulator to the DSP MSK modulator by the 
telecommand while the satellite rises at horizon and keep stable and decoded correct data for 
the whole pass until switching back to the CPFSK modulator in the end of the pass.
At the 60° pass, the carrier is modulated by 1.2 kHz square wave on-board satellite. It is 
observed that the demodulator is locked to the MSK signal from the spacecraft within 0.3 
second after switching the CPFSK modulator to the DSP MSK modulator by the 
telecommand while the satellite rises at horizon and keep stable and decoded correct data for 
the whole pass until switching back to the CPFSK modulator in the end of the pass.
• Conclusions
It is shown that the synchronisation characteristics of the ‘Hodgart-Massey’ demodulator 
has been tested at the following severe conditions:
The maximum Doppler shift: ± 9.4 kHz
The maximum frequency change rate: 80 Hz/s
SNR: 4 dB to 17 dB
The varying pass loss: 13 dB
Multipath interference with the maximum amplitude fluctuation: 7 dB
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which are summarised from the discussion of the characteristics of the passes when the in- 
orbit tests have been carried out.
The conclusion interpreted from the characteristics of the passes and the results of the in- 
orbit MSK evaluation are:
The ‘Hodgart-Massey’ demodulator locks up within 0.3 second at frequency offset ± 200 
Hz, keeps tracking even at SNR = 4 dB, amplitude fluctuation 7 dB and the maximum 
frequency change rate = 80 Hz/s.
Therefore, this demodulator has short lock up time, fast acquisition and tracking, and wide 
acquisition and tracking range even at the high Doppler shift, severe fading environment and 
low SNR. Consequently, the excellent synchronisation characteristics of the ‘Hodgart- 
Massey’ demodulator shown in computer simulation have been confirmed by the in-orbit 
experiments.
8.5 Com parison of B ench T est and In-Orbit Test with Com puter Simulation
The results of computer simulation, bench test and in-orbit test have been presented 
correspondingly in Chapter 7, section 8.3 and 8.4. In order to verify and confirm these 
results, they are summarised and compared in this section.
• Noise performance
The noise performance has been quantitatively examined in computer simulation in terms of 
self noise of synchronisation, self noise of demodulator and noise performance in AWGN 
channel. The waveform observed at the Massey demodulation decision point are considered 
as the measurement of the self noise of the demodulator in bench test and in-orbit 
evaluation, and look similar to the waveform observed at the same point in computer 
simulation, where the variance of the amplitude fluctuation is 1.059E-4.
• Bit Error Rate performance under the AWGN channel
Figure 8.18 shows that the BER performance on the bench test is very similar to the BER 
test in the computer simulation.
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Comparison of simulation and bench test
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Figure 8.18 Comparison o f bench BER test with BER in computer simulation
The in orbit BER measurement is very difficult. However, an equivalent measurement is 
planned to check in-orbit BER performance, which counts the number of the received 
packets in the groundstation and then compares with the number of packets transmitted by 
the spacecraft. The result is called packet throughput, which can be converted to BER by the 
curve of the Packet Rate vs BER shown in Figure 8.19. This curve is derived from Equation 
8. 11.
p r ( i - p ) ' 8.11
where n = 2208, which is equal to the packet length 276 multiplied by 8. r is errors of zero.
The improvement on the UoSAT communications system by the ‘Hodgart-Massey’ coherent 
MSK demodulator and decoder can be calculated directly from comparing the packet 
throughput of the ‘Hodgart-Massey’ demodulator with the packet throughput of the current 
CPFSK system. However, this measurement can not be accomplished in the PoSAT-1 
communications link because the non-linearity of its RF modulator. But this measurement 
will be carried out in the future microsatellite FaSAT-a.
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Packet throughput vs BER
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Figure 8.19 Packet rate vs BER
• Acquisition and tracking characteristics 
Non-data aided coherent detection
The ‘Hodgart-Massey’ coherent demodulator locks up on bench and in-orbit tests without a 
pilot signal, which are the same as the result in the computer simulation.
Acquisition time
The acquisition time of bench test is 0.1 second at Et/No = 30 dB and frequency offset - 400 
Hz and the acquisition time of computer simulation is 0.15 second at Et/No = 10 dB and 
frequency offset - 400 Hz. The acquisition time of in-orbit evaluation can not be recorded 
easily as the computer simulation and bench test, however, the observation of the acquisition 
time of in-orbit evaluation is 0.1 to 0.3 second at Et/No roughly 10 dB.
Acquisition range
The acquisition range of this demodulator is ± 400 Hz in both computer simulation and 
bench test. The acquisition range is demonstrated in the in-orbit evaluation at least ± 200 Hz 
because the accuracy of the Doppler shift steering program is ± 200 Hz.
Tracking range
Comparing the tracking characteristics shown in Figure 7.34 in chapter 7 from computer 
simulation, the results of bench test presented in section 8.3 show a similarly wide tracking 
range. Computer simulation covers frequency offset ± 4.8 kHz, bench test covers frequency 
from 10 kHz to 16.8 kHz and the tracking range tested in orbit is ± 200 Hz.
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• Doppler tracking characteristics
Doppler tracking characteristics is quantitatively examined in computer simulation and 
observed on the bench test by continually changing the carrier frequency. The tolerance to 
Doppler shift from computer simulation is at least ±  1 kHz with the maximum change rate
7.5 kHz/s and at least ± 2 kHz in the bench test. The in-orbit evaluation demonstrates 
Doppler tracking characteristics within ± 200 Hz with the maximum change rate 80 Hz/s.
• The effects of Doppler Shift
The effect of Doppler shift on the demodulator is checked by BER performance under the 
Doppler shift ±  1 kHz with the maximum change rate 7.5 kHz/s in the computer simulation 
and the result is no degradation on BER performance. It is observed that the demodulator 
works well under Doppler shift ± 200 Hz with the change rate 80 Hz/s in the in-orbit 
evaluation.
• The degradation due to multipath interference
The degradation due to multipath interference is examined in computer simulation by a 
Rayleigh fading model with frequency non-selective and slow fading characteristics, which 
represents the worst fading environment in LEO satellite communications. The result 
presented in section 8.4 shows that this demodulator survives multipath interference and 
gives only 0.5 dB degradation on BER performance at average amplitude fluctuation 6-7 dB 
and the maximum fluctuation 15 dB. The results of the computer simulation is proved by 
the results of in-orbit evaluation, where the average amplitude fluctuation is 6 -7 dB and the 
maximum is 13 dB. Because there is not a hardware multipath simulator, the effect of 
multipath interference is examined by changing the amplitude and frequency of the signal 
rapidly in bench test. The results are similar, which is that this demodulator is very tolerant 
to multipath interference.
• Summary of comparison of bench and in-orbit tests with computer simulation
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Computer simulation Bench test In-orbit test
Noise performance 1.059E-4 Similar Similar
BER 1 dB implementation loss 1 dB implementation loss
Acquisition time 0.15 s a t -400 Hz 0.1 s a t -400 Hz 0.1 - 0.3 s at -200 Hz
Acquisition range ± 4 0 0  Hz ± 4 0 0  Hz up to ±  200 Hz tested
Tracking range ± 4 .8  kHz tested - 2kHz to + 4.8 kHz tested up to ±  200 Hz tested
Doppler tracking (tested) ± 1 kHz with 7.5 kHz/s ± 2  kHz ±  200 Hz/s with 80 Hz/s
Effect of Doppler shift No degradation on BER survives survives
Effect o f fading 0.5dB at 15dB fluctuation survives survive 13 dB fluctuation
Table 8.4 Comparison o f bench test and in-orbit test with computer simulation
8.6 Com parison of Coherent MSK with Non-Coherent CPFSK
The bench test and in-orbit evaluation confirms the advantages of this demodulator shown in 
the theoretical analysis and computer simulation, which is that this coherent demodulator 
offers 2 dB BER improvement on a non-coherent system, tolerant to time varying 
communications environment and suitable to LEO satellite communications. The results 
from computer simulation, bench test and in-orbit evaluation are equally valid, which are 
revealed by the similarity in the comparison of these results.
The improvement by the ‘Hodgart-Massey’ MSK coherent demodulator and decoder on the 
current CPFSK system are identified by comparing the experimental results, including 
computer simulation, bench test and in-orbit test of the MSK demodulator with the results of 
bench and in-orbit test of the non-coherent CPFSK system. Most of these CPFSK 
measurement results come from either the final tests before launch or in-orbit operation of 
UoSAT microsatellites.
• Bit Error Rate performance under the AWGN channel
The ‘Hodgart-Massey’ MSK demodulator and decoder was compared with the current 
CPFSK and the ideal coherent MSK. It has 2 dB improvement on BER performance of the 
current CPFSK system and 1 dB implementation loss, which is shown in Figure 8.20.
8-24
DSP Im plem entation, Bench T est and In-Orbit Demonstration
Comparison of Ideal MSK with m easured MSK and FSK
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Figure 8.20 BER performance o f coherent MSK and non-coherent FSK
• Acquisition and tracking characteristics*
A non-coherent CPFSK modem does not have acquisition and tracking problems, which is 
one of advantages of non-coherent detection. But a non-coherent FM detection has a 
threshold. When the SNR goes down bel ow the threshold, the non-coherent detection is 
collapsed although it recovers immediately once the SNR rises above the threshold. A 
coherent detection normally extends this threshold a few decibels down thus coherent 
modem can work at a much lower SNR. Therefore, coherent detection gives better 
performance than a non-coherent detection when signal fluctuation is above its threshold, 
which is much lower than that of a non-coherent detection.
But once the SNR drops bellow the threshold of the coherent detection, a recovery time is 
required by the acquisition of a coherent detection, which can be very long, so normally a 
coherent detection is considered not suitable to a communication link with strong fading 
effects,'such as LEO satellite communications.
However, the acquisition and tracking characteristics of this coherent MSK demodulator is 
so outstanding in comparison with most of coherent detection algorithms that its acquisition 
has insignificant impact on the system. Although it can not be recovered as fast as a non-
* [Gardner’79]
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coherent detection, it can catch signal within a short time, such as 0.1 second, because of its 
incredible ability of fast acquisition and tracking of a wide frequency range.
Consequently, this coherent demodulator gives better performance even when the SNR of 
the system is at the margin of the threshold of a non-coherent FM detector. The conclusion 
is that a carefully designed coherent demodulator can provide better performance in LEO 
satellite communications environment than that of a non-coherent demodulator. For 
instance, the ‘Hodgart-Massey’ coherent MSK demodulator offers improvement on the 
UoSAT non-coherent CPFSK system.
• The effects of Doppler Shift
The most popular non-coherent detection is a discriminator detection, which is the 
demodulator used in the current UoSAT non-coherent CPFSK modem. Doppler shift will 
not have any impact when the frequency offset is within the linear part of the discriminator, 
which is normally quite wide. The linear part of the UoSAT FM demodulator is 15 kHz, the 
modulation deviation is ± 5  kHz, therefore the tolerance to Doppler shift of this demodulator 
is ± 2.5 kHz.
There is no degradation in the coherent MSK demodulator when the Doppler shift within ±
1 kHz, which is tested in computer simulation.
neither of them can cope with ± 9.5 kHz Doppler shift, which is the maximum Doppler 
shift appeared in the UoSAT microsatellite communications systems. AFC is required by 
both non-coherent and coherent demodulators to correct the large frequency offset. A 
frequency offset ± 200 Hz is left after the Doppler shift steering program in the 
groundstation, which can be coped by both UoSAT non-coherent FM demodulator and the 
coherent MSK demodulator.
The coherent MSK demodulator gives no degradation at Doppler shift change rate up to 7.5 
kHz/s, which is tested in computer simulation and over qualified to the maximum Doppler 
shift change rate 90 Hz/s in the system. However, the Doppler shift change rate 90 Hz/s has 
some impact on the non-coherent detection of the current UoSAT system because it can not 
be filtered out by the LPF in the output of the discriminator and cause slow fluctuation at the 
detection point, resulting in degradation on the BER performance. In comparison, the phase 
synchronisation of the MSK demodulator can track and compensate this slow change hence 
the coherent MSK demodulator copes with the Doppler shift change rate much better than 
that of the non-coherent demodulator.
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• The degradation due to multipath interference
The degradation due to multipath interference on the coherent MSK demodulator has been 
quantitatively examined in computer simulation. A direct and quantitative comparison can 
not be accomplished because the UoSAT CPFSK modem has not been implemented in 
COSSAP. However, the in-orbit operation shows the UoSAT CPFSK modem is reasonably 
tolerant to the multipath interference. Normally, a coherent detection is less tolerant to 
multipath interference than a non-coherent detection, but this coherent MSK demodulator 
shows that it is very robust in the typical fading environment of the LEO satellite 
communications.
• Summary of comparison of non-coherent CPFSK and coherent MSK
The conclusion derived from the comparison is that the coherent MSK offers 2 dB BER 
improvement and a few decibels threshold extension on the current non-coherent CPFSK 
system with no impact from the Doppler change rate and give the same results in the effect 
of Doppler shift and degradation due to multipath interference with no impact from its 
acquisition and tracking characteristics. Therefore, the coherent MSK gives better 
performance than the non-coherent CPFSK in the UoSAT microsatellite communications 
systems.
8.7 Conclusions
The practical DSP implementation and the laboratory bench tests of this novel coherent 
MSK demodulator, especially the in-orbit evaluation, confirm the results of theoretical 
analysis and computer simulation and converge them to useful and valuable conclusions. 
The conclusion is that the ‘Hodgart-Massey’ coherent MSK demodulator and decoder is 
most suitable to the LEO satellite communications with varying link characteristics, high 
Doppler shift and complex fading environment. The most significant results in this chapter 
from engineering point of view are the actual improvement on the current non-coherent 
system - the coherent MSK offers 2 dB BER improvement and a few decibels threshold 
extension on the current non-coherent CPFSK system with no impact from the Doppler 
change rate and an equivalent tolerance to Doppler shift and multipath interference.
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CHAPTER 9
PRACTICAL CONSTRAINTS TO THE IN-ORBIT TEST AND SOLUTION
The ‘Hodgart-Massey’ coherent MSK demodulator and decoder is ready for in-orbit 
evaluation after the performance of this demodulator and decoder have been thoroughly 
examined through computer simulation and confirmed by the laboratory bench tests, 
which both have indicated that the coherent MSK offers excellent performance and a 
significant improvement on the current non-coherent CPFSK systems. The PoSAT-1 
DSPE payload is used for the in-orbit evaluation of the ‘Hodgart-Massey’ coherent MSK 
demodulator and decoder.
During these in-orbit tests using MSK, a previously unknown non-linearity of the PoSAT-1 
on-board RF modulator was identified and characterised by an extensive series of channel 
measurements. This chapter describes the in-orbit experimental test configurations, the 
nature of the non-linearities discovered, and the subsequent modelling of the non-linear 
system in order to propose possible solutions.
9.1 In-Orbit Evaluation*
It is necessary to evaluate the conclusions drawn from simulation and laboratory bench tests 
in a realistic LEO satellite communications environment, especially as it is very complex 
and not easy to simulate realistically on bench and computer, before the demodulator is 
applied to a spacecraft. The PoSAT-1 DSPE provides this unique opportunity. The PoSAT-1 
microsatellite is the first satellite in LEO with a flexible, reprogrammable DSP modem, 
which can operate as a MSK modulator.
9.1.1 The System Set-Up of the In-Orbit Evaluation
The system was set up in the Surrey groundstation and checked using a signal generator and 
the DSPE EM before the in-orbit experiment. The in-orbit evaluation of the MSK modem is 
a complex experiment. During the experiment, the routine downlink communications, such 
as telemetry, had been replaced by the experimental data. Therefore, the schedule and pre- 
experimental analysis were carefully prepared in the internal technical note ‘MSK modem 
in-orbit evaluation’.
* [Sun’95], [Sun’94], [Sun’93]
9-1
Practical Constraints to the In-Orbit Test and Solution
9.1.2 In-Orbit Experiments
The experiment commenced with uploading the DSP MSK modulator software to the on­
board computer through the uplink receiver. This program was bootloaded into the PoSAT-1 
DSPE by the on-board computer and then the downlink transmitter was switched to the 
DSPE, which were operated by the telecommands in the groundstation.
The MSK software demodulator was running in parallel with the CPFSK demodulator, 
which non-coherently detects the MSK signal and achieves a similar packet throughput as 
that of the CPFSK signal, once the PoSAT-1 rose at horizon. As explained before, the 
‘Hodgart-Massey’ coherent MSK demodulator had been locked to the fixed data pattern, 
including 1.2 kHz and 4.8 kHz square wave, and decoded data correctly during the whole 
pass, but would not lock to random data while the demodulator was working well with 
random data on the bench. The differences of the in-orbit evaluation from the bench test 
were:
• Unknown deviation
• Doppler shift
• The on-board RF modulator instead of a signal generator
These differences were thoroughly examined during the in-orbit evaluation in order to 
identify the problem, which stopped the demodulator work with random data.
9.1.3 Deviation Measurement
The sensitivity to deviation of the MSK demodulator has been checked by computer 
simulation and bench test. A deviation offset causes an amplitude reduction and a 
fluctuation at the analogue output of the demodulator, which raises the noise floor, resulting 
in a BER degradation. Figure 9.1 shows that the analogue outputs of the demodulator 
corresponding to the -2%, -5% and -7% deviation offset. The mean value of the amplitude 
and the variances and maximum fluctuation had been measured and summarised in Table 
9.1. The final merit - BER included in this table as well, which are also plotted in Figure 
9.32. It is observed from Figure 9.1, Figure 9.2 and Table 9.1 that the variance, maximum 
fluctuation, BER and BER degradation are exponentially increasing and the mean is 
exponentially decreasing with the increment of deviation offset. The BER degradation in 
Table 9.1 is the degradation from the ideal MSK BER performance. The BER degradation 
from the 0% to -2%, -5% and -7% deviation offset are correspondingly 0.58 dB, 2.15 dB 
and 4.85 dB. At -5% deviation offset, the demodulator has 2.9 dB from ideal and is only 
0.1 dB better than that of non-coherent detection. However, the degradation from the non­
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deviation offset at -2 % deviation offset is only 0.58 dB, which is acceptable to be defined as 
the deviation sensitivity of the demodulator.
The output of the demodulator
Deviation a f fn t  -2%
The output of the demodulator
Deviation offset -5%n
1050. 1100. 1150.
Vnit in  Mt interval
The output of the demodulator
de v ia tio n  o ffsse t =  -  7 %
f
1280. 1300. 1320.
Unit in  bit interval
Figure 9.1 The amplitude fluctuation at various deviation offsets
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Figure 9.2 The BER performance at various deviation offsets
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Deviation offsets 0% -2 % -5 % -7  %
Mean 4.9755 4.9648 4.9032 4.832
Variance 4.613x1 O'4 0.02647 0.1898 0.4149
Max. Flue. 4% 7.8% 49.5% 69%
BER 5.676x1O'4 1.1637xl0*3 5.8997X10"3 0.02884
BER degradation 0.75 dB 1.33 dB 2.9 dB 5.6 dB
Table 9.1 The effects o f deviation offsets
The conclusion drawn from the above discussion is that accurate deviation is very important 
to make the demodulator work properly. FM deviations of the spacecraft transmitters were 
measured before launch. Figure 9.3 shows one of measurement, which is a FM modulation 
spectrum produced by a 100 Hz square wave with amplitude peak-to-peak (p-p) 0.6 v. The 
frequency interval between two peaks is 7.92 kHz, therefore, the level required by the MSK 
deviation 4.8 kHz at 9.6 kbps was calculated from the following formula:
v =  4 .8  x  0 .6  _ 0 3 6 v  9 .1
7 .9 2
Figure 9.4 is the MSK spectrum generated by the PoSAT-1 transmitter using the level = 
0.37* v p-p from the DSPE. The frequency interval between the first two nulls is 14.33 kHz 
and it should be 14.4 kHz in theory and the difference between the peak power of the main 
lobe and side lobe is 21 dB and it should be 23 dB in theory.
C 3 0  M SK  f X I
I 1.
Figure 9.4 MSK spectrum o f the PoSAT-\Figure 9.3 100 Hz FM spectrum
However the deviation is liable to change with the temperature and battery voltage of the
spacecraft, which means that the deviation may change as a function of time and even 
operation frequency, so in-orbit deviation measurement is important. The in-orbit deviation
* It is the closest value to 0.36v which can be obtained from the DAC output of the DSPE.
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measurements had started by using the same method as these used in the bench test. Figure
9.5 is one of in-orbit deviation measurement and the spectrum is generated by the DSPE 
program on-board PoSAT-1, which is the same software used to generate the spectrum in 
the bench test shown in Figure 9.3, but the frequency interval between two peaks changed to 
8.21 kHz. Thus the level required becomes 0.35 v, which means that the deviation had 
changed since the satellite in orbit. Figure 9.6 shows the MSK spectrum from the satellite, 
however, the features of the spectrum can not be observed because the SNR presented in the 
front end of the receiver is very low.
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Figure 9.6 MSK spectrum from satellite
Note: The scale for these in orbit tests is different from that for the bench tests.
The deviation had been measured in both bench and in-orbit tests by either examination of 
the spectrum produced by the DSPE using random data, or examination of the spectrum 
produced by the DSPE using a 100 Hz square wave. In the first method, the spectrum from 
the satellite is difficult to observe at the low SNR and also it does not give the phase 
information, and the second method relies on the linearity of the RF modulator. Therefore, 
none of these are appropriate for in-orbit deviation measurement.
A deviation measurement method has been derived from the characteristics of the FM 
modulation [Carlson’86], which is that the deviation, at a 1.2 kHz square wave FM 
modulation, made the carrier disappear is the correct MSK deviation. The principle of this 
method can be simply explained as following. The square wave FM modulation can be 
represented as Equation 9.2.
s(t) = cos( mct + (p(t)) 9.2
where (p{t) is a sawtooth waveform within +(po and The carrier level is proportional to 
sm((po)/(po, which is obtained from a simple Fourier Series analysis of Equation 9.2. When 
sin(<pb)/ (po = 0, which is (po= n, the carrier level is zero. The phase change in one bit
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interval is Ttll for MSK, therefore, the phase change from - k  Io n  must take 4 bit intervals, 
which is 1.2 kHz square wave.
This method can be used to measure deviation at low SNR, so it is the most suitable method 
for a practical in-orbit deviation measurement. Figure 9.7 shows the spectrum measured 
from the satellite, where the carrier disappeared hence the level of the 1.2 kHz square wave 
was defined as the required level for the MSK modulator.
-X‘ A T T E£ N S O tiB
R L .  —  i o  . y ' t i B m L O d B / '
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Figure 9.7 Carrier nulled at 1.2 kHz modulating frequency measured from the spacecraft
However, the demodulator would not lock to the MSK signal generated by the DSPE 
software, even when the deviation was updated by the level defined by the in-orbit 
measurement. It seems that the problem of the in-orbit experiment was not related to the 
deviation. In order to further confirm this conclusion, a DSPE software MSK modulator had 
been developed and loaded into the spacecraft. The program was sweeping through five 
deviations around the required level and tended to cover possible deviations in case the 
coarse resolution of the level converter in the DSPE caused inaccuracy in the deviation. But 
the demodulator even would not lock to any of them. The deviation does not stop the 
demodulator work with the spacecraft, therefore another possible problem, Doppler 
tracking, is examined in the next section.
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9.1 4 D oppler Tracking
The accuracy of the Doppler prediction program in the Surrey groundstation is ± 200 Hz and 
the actual Doppler tracking is accomplished by the Doppler steering program, which 
converted the predicted frequency to the corresponding voltage to drive the first local 
oscillator in the MSK receiver. The changing step in the Doppler steering program was ± 12  
Hz and it updated 10 times per second. Thus the maximum inaccuracy is introduced by the 
Doppler steering program is ± 23 Hz at the maximum Doppler change rate 90 Hz/s. The total 
inaccuracy of the Doppler tracking was ±153 Hz, where the additional inaccuracy was 
added by Doppler prediction program. The Doppler tracking was monitored during the in- 
orbit evaluation by reading the frequency meter, which measured the frequency of the first 
local oscillator, and compared with the predicted frequency. The frequency of the first local 
oscillator followed the predicted frequency during the experiment.
The acquisition range of the MSK demodulator is ± 400 Hz, and the tested tracking range is 
± 4.8 kHz, which had been proved in computer simulation and bench test. The Doppler 
tracking was keeping the signal within the above acquisition and tracking ranges, hence the 
Doppler shift should not stop the demodulator working in the in-orbit MSK experiment. The 
observation of the downlink spectrum also shows the signal was reasonably centred by the 
Doppler steering program. A hand tracking, which was keeping the signal in the centre of 
the receiver, also had been tried under the suspicion of the Doppler tracking, which resulted 
in the same conclusion as that using the Doppler steering program.
It was proved that the Doppler tracking was not the problem to prevent the MSK 
demodulator work with the spacecraft, after thorough examination of the Doppler tracking,
9.1.5 P roblem s Identified by the In-orbit Experim ent
The only difference left from the bench test was the on-board RF modulator instead of a 
signal generator. Therefore, the signal generator was replaced by the engineering model 
(EM) of the PoSAT-1 RF modulator, which came out the same results as the in-orbit 
evaluation. The demodulator stopped working with random data once the signal generator 
was replaced by the EM RF modulator. The frequency response of the EM RF modulator 
was measured and compared with the frequency response of the signal generator. Figure 9.8 
shows that the frequency responses of the EM RF modulator. Comparing with the frequency 
response of the signal generator, which is flat in amplitude and linear in phase, the 
amplitude response of the EM RF modulator is uneven (a) and the phase response of the EM 
RF modulator is non-linear (b). The demodulator was working once the EM of the PoSAT-1
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RF modulator was tuned to the similar response of the signal generator and stopped working 
whilst tuning back.
The conclusion is that the previous unknown non-linearity of the PoSAT-1 on-board RF 
modulator had been identified in the in-orbit MSK experiment, which restricted the 
performance of the ‘Hodgart-Massey’ coherent MSK demodulator and decoder with random 
data.
•S 0.6
|  0.75
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The frequency response of the VCO
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Frequency(Hz)
Figure 9.8 The frequency response o f the RF modulator
9.2 C haracteristics of PoSAT-1 On-board RF M odulator
This section explains why the PoSAT-1 on-board RF modulator posses a non-linearity, 
which is verified by the design of the RF modulator, the intensive bench test with the EM of 
the PoSAT-1 RF modulator, the KITS AT-1 and PoSAT-1 channel measurements. A possible 
solution - equalisation was proposed to compensate the distortion due to the non-linearity. 
An accurate and remote FM channel measurement was required by the design of the 
equalisation filter. Investigation of remote FM channel measurements results in a time 
domain step response measurement, which is suitable to the in-orbit channel measurement.
9.2.1 The Design of RF Modulator
In order to cope with multiple bit rates, a two point modulation is applied to the PoSAT-1 
on-board RF modulator as illustrated in Figure 9.9. The modulation characteristics of the 
crystal XTAL has a low pass filter response and the modulation characteristics of the VCO 
has a high pass filter response. The combination ideally should be an all pass response, but 
if the two responses do not match, the combination could have a non-linear response. Figure 
9.8 shows one possible non-linear frequency response of the PoSAT-1 RF modulator, which 
was measured from the EM RF modulator and the non-linearity appeared at 2 kHz. Figure
* [da S ilva’94]
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9.12 is an another possible non-linear frequency response, which was measured from the 
PoSAT-1 flight module and the non-linearity appeared at 200 Hz. Therefore, the non- 
linearity is due to mismatched two point modulations in the design of the RF modulator. The 
demodulator would not work with either of them.
Modulating signal
(TvH *r MRM LPF Hvv
Figure 9.9 The PoSAT-1 RF modulator with a two points modulation
9.2.2 KITSAT-1 and PoSAT-1 Channel M easurem ents
Actually, the non-linearity of the RF modulator had been occurred on-board UoSAT 
microsatellites since the KITSAT-1. Figure 9.10 shows the pre-launch measurement of the 
KITSAT-1 channel frequency response, which was measured by a direct frequency domain 
measurement. The non-linearity occurred at 200 Hz in the KITSAT-1 channel response, 
which was compensated by the combined Nyquist pulse shaping and equalisation filter in 
the baseband of the transmitter for the CPFSK system.
Frequency (Hz)
Figure 9.10 The KITSAT-1 channel response
The PoSAT-1 channel response was measured by a time domain step response measurement. 
The result of the measurement is plotted in Figure 9.11, where (a) is the recorded step 
response and (b) is the corresponding frequency response, which is the result of a 
differentiation of the recorded step response followed by DFT. The frequency response of 
the PoSAT-1 did not give any indication of the non-linearity. Figure 9.12 is the other
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measurement of the PoSAT-1 channel response, which shows a non-linearity at 200 Hz. The 
difference between these two measurements is the length of the time base for the step 
response measurement. The measurement shown in Figure 9.11 is recorded at a shorter time 
base within 0.5 ms, hence it did not include all the information of the channel response. The 
measurement shown in Figure 9.12 was recorded at much longer time base = 100 x 0.5 ms 
does show the non-linearity, however it was measured just before the launch and the post 
processing had not been done until the problem occurred in the MSK in-orbit experiment. 
Nevertheless, the problem identified from the in-orbit evaluation, which is the non-linearity 
of the PoSAT-1 on-board RF modulator, is further proved by the KITSAT-1 and PoSAT-1 
channel response measurement.
RECORDED STEP RESPONSE WAVEFORM
I
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Figure 9.11 The PoSAT-1 channel response at a shorter time base
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Figure 9.12 The PoSAT-1 channel response
9.2.3 Equalisation - a Possib le Solution
The conclusion from the above discussion is that the non-linearity of the PoSAT-1 on-board 
RF modulator restricted the performance of the ‘Hodgart-Massey’ coherent MSK 
demodulator and decoder. The characteristics of the PoSAT-1 on-board RF modulator can
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not be modified because it is in orbit. However, a flexible digital signal processing tool, the 
DSPE payload, is on board PoSAT-1 and is able to carry out in-orbit channel measurement 
and pulse shaping and equalisation. Therefore, the use of a pre-distortion filter, implemented 
in the PoSAT-1 DSPE software, to compensate the distortion of the PoSAT-1 on-board RE 
modulator has been investigated as a possible solution.
The design of the equalisation filter requires an accurate in-orbit FM channel measurement, 
which was investigated and has resulted in the time domain step response measurement 
[Hodgart’94]. A reference signal, which is essential to the frequency domain measurement 
but impossible to get from satellite, is not required by the time domain step response 
measurement, therefore, the time domain step response measurement is suitable to measure 
the communications channel characteristics of a LEO satellite remotely in orbit.
The procedure for the time domain step response measurement is that the DSPE generates a 
100 Hz square wave at 19.2 kHz sample rate on-board satellite which is transmitted through 
the channel and recorded at the groundstation by a high speed sampler. The step response at 
the output of the discriminator is sampled and recorded into a file at 76.8 kHz sample rate by 
the Hypersignal Workstation. Figure 9.13 (a) is the distorted step response, which is part of 
the measurement result g[0]....g[M-l] consisting of a total of 15 cycles recorded for post 
processing, where M  = 76Sxn and n is integer, which is 15 in this measurement.
Figure 9.13 (b) demonstrates that most of noise is removed by the averaging processing 
using a MATLAB program. The algorithm of the averaging is listed in Equation 9.3.
g[0] = { # ]  + g[768] + <j[768 x 2]............g[768 x  (n - 1)]} /  n
ç[l] = {ç[l] + g[769] + <?[768 x  2 +1],.......g[768 x  (n -1 )  + 1]} / n
g[383] = {g[383] + ç[l 151] + $[768 x 2 + 383],.. $[768 x (n -1 )  + 383]} /  n 9.3
Figure 9.13 (c) shows the impulse response of the channel - IMPULSE[kT]. The impulse 
response of the channel is obtained by differentiating the processed step response - 
STEP[kT\, where k =1, 2..JV, which is selected from the rising edge in Figure 9.13 (b). The 
lMPULSE[kT\ = STEP[{k + 1)T] - STEP[kT\ because of
I M P U L S E { t ]  =  9 4
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The frequency response CH[hfJ{2N-\)'\ can be obtained by a Discrete Fourier Transform 
(DFT) of the impulse response.
CH[k] = - l^ /M P y L S £ [n > —j2jaik/N 9.5
Figure 9.13 The step response measurement o f the PoSAT-1 channel
9.3 Modelling the  Distortion of th e  PoSAT-1 RF Modulator and  Equalisation*
Effects of the distortion of the PoSAT-1 RF modulator on the MSK demodulator had been 
examined quantitatively in the computer simulation and checked by bench test. The possible 
solution - equalisation was investigated in the computer simulation through the COSSAP 
modules of the PoSAT-1 RF modulator and the ‘Hodgart-Massey’ demodulator and tested 
on the bench with the DSP-implemented MSK demodulator and the EM of the PoSAT-1 RF 
modulator.
9.3.1 Modelling the  Distortion of th e  PoSAT-1 RF Modulator
• The PoSAT-1 channel module
The distortion of the PoSAT-1 channel, including the PoSAT-1 EM RF modulator and the 
MSK receiver, was measured in time domain by using the step response measurement. The 
channel module in COSSAP is an FIR filter and the coefficients of this FIR filter are 
corresponding to the impulse response of the PoSAT-1 channel in Figure 9.13 (c), which 
was read into COSSAP by the DITERM function. Figure 9.14 shows the corresponding 
frequency domain measurement, where the solid line is the frequency response of the MSK 
receiver and the dash line is the combination of the EM RF modulator and the MSK 
receiver. In bench test, the distortion of the PoSAT-1 on-board RF modulator was modelled 
by the EM of the PoSAT-1 RF modulator and the MSK receiver.
* [Sun’94]
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Figure 9.14 The frequency response o f the PoSAT-1 channel
•  Effect of the non-linearity
The demodulator stopped working with the PoSAT-1 channel module inserted into the 
system, which simulates the restriction from the RF modulator distortion on the performance 
of the MSK demodulator with random data in Figure 9.15. The analogue output of the 
demodulator deteriorated and could not demodulate data. Figure 9.16 shows that the 
distortion does not have any effect on the 101010... data pattern (4.8 kHz square wave), 
which was observed during the in-orbit evaluation. The bottom trace of Figure 9.17 reveals 
that the demodulator also does work with 4 ones and 4 zeros (1.2 kHz) under the PoSAT-1 
channel distortion, but with the maximum 18 % fluctuation, which was very similar to the 
result observed in the in-orbit evaluation. The top trace in Figure 9.17 shows that the 
demodulator worked with 4 ones and 4 zeros without channel distortion for comparison. The 
tests were repeated on the bench and the same results were obtained. The BER performance 
of the MSK demodulator with fixed data pattern under the channel distortion was tested in 
the computer simulation, which is shown in Figure 9.18. There is not any degradation on 
BER performance in 101010... data, which agreed with the results shown in Figure 9.16.
The degradation of 4 ones and 4 zeros under the channel distortion was 1.75 dB. The effects 
of the distortion are summarised in Table 9.2, where the BER degradation is counted from 
the BER performance at Eb/No = 8 dB without the channel distortion.
1010... 11110000... Random data
BER degradation OdB 1.75 dB X
Table 9.2 The effects o f the channel distortion
These simulations have confirmed that intersymbol interference caused by the channel 
distortion stopped the demodulator from working with random data, and support the 
conclusion that the demodulator worked with the spacecraft at the fixed data pattern and will
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work with the spacecraft at random data without the distortion of the on-board RF 
modulator.
The ouput of the demodulator
Figure 9.15 Random data
Modelling 1010... in-orbit
!
Unit in  Mt in terval
Modelling 4 ones & zeros in-orbit
PJl run ["Ur
Unit in  Mt in te rva l
 Figure 9.16 Data 101010.. Figure 9.17 Data 11110000
MSK i n  channel  d i s to r t io n
10° -
—7 V
v
10“2 - - ----  v
V X
*
BE
R IO"4 -
ideal MSK
N. V
10"6 - V V 
**
H_M MSK
1010 under channel d istortion
Xv V
- XX 4 ones & 4 zeros under channel d is to r tio n ^
10"8 -
2 .5  5 .0  7 .5
Eb/NO
. 1 . . 
10 .0
[dB]
Figure 9.18 The BER performance at channel distortion
9.3.2 Effects of Bandwidth Limitation and Pulse Shaping*
Effects of bandwidth limitation and pulse shaping on the ‘Hodgart-Massey’ coherent MSK 
demodulator were thoroughly examined by the computer simulation. The effects of pulse 
shaping represents the degradation when the ‘Hodgart-Massey’ coherent MSK demodulator
* [Amoroso’76], [Aulin’84], [Benelli’86], [Luise’89], [Rabzel’78], [Matheich’74], [Sadr’88], 
[Simon’76]
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is used to demodulate a generalised MSK or filtered MSK, which are required by a high 
capacity FDMA SCPC system.
• Effect of bandwidth limitation
Effect of a narrow band receiver on the ‘Hodgart-Massey’ demodulator was first examined 
in COSSAP by using a baseband filter in the MSK modulator. The bandwidth of the filter is
7.5 kHz, equivalent to the 15 kHz filter in the IF band of the MSK receiver. The 
demodulator was working well under this bandwidth limitation in computer simulation, 
which gives no degradation on BER performance shown in Figure 9.19. The results from the 
simulation confirms the observation in the bench test, which is that the demodulator was 
working well with the 15 kHz narrow band receiver. Figure 9.19 also shows that the 
degradation on BER performance were 0.75 dB at 4.8 kHz and 0.5 dB at 5.6 kHz, which is 
defined as the tolerance of the MSK demodulator to the bandwidth limitation. The effects of 
bandwidth limitation are summarised in Table 9.3, where the BER degradation is counted 
from the BER performance at Eb/No = 8 dB without bandwidth limitation.
7.5 kHz 5.6 kHz 4.8 kHz
BER degradation OdB 0.5 dB 0.75 dB
Table 9.3 The effects o f bandwidth limitation
E ffec ts  o f  B a n d w id th  l im i ta t io n
 1 ideal MSK
H_M MSK 
** 1 7.5 kHz filter  
oo I 4.8 kHz 
+ + I 5.6 kHz
2 .5 5.0 7 .5 10.0
[dB]
Figure 9.19 Effects o f bandwidth limitation
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• Effects of Nyquist pulse shaping
Effects of Nyquist pulse shaping on the demodulator were examined on the roll off factor 
0=0.3, a=0.6 and o= l, corresponding to the 8SRC, 4SRC and 2SRC generalised MSK, and 
the baseband pulses are shown in Figure 9.20. The fluctuation on the analogue output of the 
demodulator due to the baseband pulse shaping are plotted in Figure 9.21, which is 
increasing with the decreasing of the roll off factor o. The effect on the BER performance of 
the demodulator is tested at Ey/No = 4 dB and Eb/N0 = 8 dB, which is illustrated and 
compared in Figure 9.22. There is no effect at lower Eb/No = 4 dB. But at higher Eb/No = 8 
dB, the degradation on BER were 0.95 dB for oc=0.6 and ct=l and 1.1 dB for oc=0.3. These 
results are interesting and not surprising, which reveal that the self noise of the demodulator 
due to pulse shaping result in more impact on higher SNR and less on lower SNR, and cause 
less degradation when the baseband pulse has less expansion in time domain, but the 
difference is not very significant at Eb/No = 8 dB. The effects of pulse shaping are 
summarised in Table 9.4, where the BER degradation is counted from the BER performance 
without the pulse shaping.
a = l a=0.6 tx=0.3
Eb/No = 4 dB OdB OdB OdB
Et/No = 8 dB 0.95 dB 0.95 dB 1.1 dB
Table 9.4 The effects o f pulse shaping
(a) a= l
Figure 9.20 Nyquist pulses with a  = 0.3, 0.6 and 1
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Figure 9.21 Fluctuations due to baseband filtering
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Figure 9.22 BER degradation with 8SRC, 4SRC and 2SRC 
9.3.3 Equalisation*
A possible solution to the problem identified in the in-orbit evaluation - channel equalisation 
- has been investigated by using both computer simulation and bench tests based on 
modelling the distortion of the PoSAT-1 RF modulator.
* [[Benedetto’83], [Carlson’86], [Clark’85], [Johnson’78], [M aenhout’73], [U nder’76]
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9.3.3.1 Requirement
Equalisation techniques have been reviewed in 6.2.2, where the discussion emphasised ISI 
cancellation. In the FSK and PSK systems, including the I-Q type of MSK, the zero forcing 
technique is normally used to compensate channel distortion, where the detection points are 
mostly concerned. But the CPFSK type of MSK gives rise to different requirements to the 
equalisation. The MSK demodulator is a correlator receiver, therefore ideally the frequency 
pulse should be equalised to a square wave, which means flat amplitude and linear phase in 
an infinite bandwidth. It is possible to achieve this type of equalisation by an analogue filter 
using the inversion of the channel response as the transfer function. However, the problem 
in digital or sampled system is that the frequency response of the equalisation filter overlaps 
each other beyond the half sample rate. Therefore this type of equalisation is impossible in a 
sampled system, where a bandwidth-limited pulse or, in other words, baseband pulse 
shaping is required to avoid the aliasing problem. Also there is no point to compensate the 
energy beyond the channel bandwidth, which will be cut off by the channel filter. The 
requirement for the baseband pulse shaping could be defined in both frequency and time 
domains in this case because the only limitation is that the pulse should be symmetrical. 
However, the frequency sampling method can not compensate the strong phase distortion in 
the PoSAT-1 9.6 kbps channel, which is evaluated in Chapter 6. In comparison, the time 
domain waveform forcing technique can cope with such phase distortion. Two types of 
waveform forcing are investigated in this section; these are step response equalisation and 
Nyquist pulse shaping plus zero forcing. The waveform forcing calculates the impulse 
response of the equalisation filter, which is the coefficients of a transversal FIR filter. 
Therefore an FIR filter implementation is more suitable for investigation of the possibility of 
equalising the channel distortion in computer simulation. If equalisation can provide the 
solution, the FIR filter implementation can be easily converted to an memory-based 
implementation to overcome to the speed limitation in the practical DSP implementation.
9.3.3.2 Step Response Equalisation'
The step response equalisation filter is designed based on the channel step response, which 
is distorted by the non-linearity of the RF modulator and the MSK receiver and is not a 
square wave any more as shown in Figure 9.13 (b). Ideally, the equalisation should 
compensate the distorted step response back to the square wave. However, a practical 
communications system is always bandwidth limited, for instance, the bandwidth of the
' [Hodgart’94]
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MSK receiver is 15 kHz at IF band. Therefore, it is not appropriate to pull the distorted 
rising edge back to the square wave. In addition, a truncation at the frequency domain is 
required by the limited sample rate in a digital filter implementation. Therefore an 
equalisation forcing the distorted step response to a smooth rising step is investigated.
The coefficients c{k) of the step response equalisation filter are obtained through forcing the 
observed step response q0 (k), which is selected from Figure 9.13 (b), to the desired values 
qd (k). A circular matrix <2o is constructed base on q0 (k). The coefficients c(k) is related to 
the circular matrix go and the desired step response q^k) through Equation 9.6, therefore the 
coefficients c(k) is calculated by Equation 9.7, where the desired values, the number of the 
coefficients and the sample rate had been determined through the computer evaluation.
>,(0)- 9,(9) 9,(5) 9.(1) 0 0 0 0 "ci '
9,(13) 9.(9) 9.(5) 9 ,0 ) 0 0 • • 0 C2
9d(2) 9,(17) 9.(13) 9.(9) 9,(5) 9,(1) 0 * • c 3
2 9,(21) 9.(17) 9.(13) 9,(9) 9,(5) 9,(1) c4
2
9,(5)
9,(9)
0
9,(1)
9,(5)
2
2
c = qdxQo 1
- .CM_
The simulation on the effects of bandwidth limitation shows that BER degradation increases 
with filtering. There is no degradation on BER at 7.5 kHz filtering, 0.5 dB at 5.6 kHz and at 
the Nyquist bandwidth, which is 4.8 kHz - half the bit rate, the BER degradation increases to
0.75 dB. The narrower the bandwidth is, the longer the rising edge is. The rising edge of the 
filtered waveform at the Nyquist bandwidth in time domain extends to one bit interval. The 
investigation of the step response equalisation started from forcing the distorted step 
response to the steady state within one bit interval, which corresponds to 4.8 kHz filtering. 
However, the effect of the equalisation can not be satisfied because the forcing causes 
ringing in the rising edge, which is shown in Figure 9.23 (a), where the dash line is the 
distorted step response and the solid line is the equalised waveform. Therefore, the forcing 
exercise is extended to two bit intervals, Figure 9.23 (b) shows that the rising edge becomes 
smoother compared with one bit interval equalisation. The BER degradation is 0.9 dB for 
the ideal two bit interval step response, which was tested in computer simulation with the 
MSK demodulator without channel distortion shown in Figure 9.24 (b). Compared with the
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non-coherent FSK system, it still can offer 1 dB BER improvement. Therefore, the two bit 
interval equalisation was selected to compensate the channel distortion.
The two bit interval equalisation has been evaluated at one sample, two samples and four 
samples per bit interval. The equalisation at two samples per bit interval gives the best 
performance. The equalisation is too coarse at one sample per bit interval. However, when 
the sample rate is increased to four samples per bit interval, the equalisation causes 
oscillation at the rising edge. For the two bit interval equalisation at two samples per bit 
interval, the values q^O), qJJ) and qd  2) in Equation 9.13 correspond to 0.25,1 and 1.75, 
which is selected for step response equalisation.
The step response equalisation of the channel distortion was simulated by computer and 
bench test. The equalisation filter was also implemented by a FIR filter in COSSAP and the 
coefficients of the FIR filter was again read in by the DITERM function. The ‘Hodgart- 
Massey’ demodulator works with the step response equalisation in both computer simulation 
and bench test, but has fluctuations at the analogue output of the demodulator in Figure 9.24 
(a), resulting in 2.55 dB BER degradation shown in Figure 9.24 (b). Compared with the 
BER performance of the ideal two bit step response, the implementation loss of the 
equalisation filter is 1.65 dB.
(b)
Figure 9.23 Ringing in the rising edge
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Figure 9.24 Step response equalisation o f the channel distortion
However, the effect of the step response equalisation is dramatically improved when it is 
used to compensate the distortion simulated by an 11 kHz baseband filter on the bench. In 
Figure 9.25 (a), the solid line is the step response distorted by an 11 kHz baseband filter, the 
dotted line is the equalisation result, and (b) is a close look at the rising edge of the (a), 
where the distorted step response was forced to a smooth rising edge at two bit interval. The 
step response equalisation of the channel distortion is not as smooth as the equalisation 
shown in Figure 9.25 (b), especially compared to the one bit interval equalisation shown in 
Figure 9.24 (a). Figure 9.24 (b) also shows less degradation in BER performance at a 
reduced bit rate of 4.8 kbps, because the distortion can be compensated better at lower bit 
rate.
The distortion due to the PoSAT-1 channel response can be compensated but can not be 
satisfactorily equalised because the distortion appears at low frequency range and is too 
strong. Therefore, the step response equalisation is not suitable to compensate the distortion 
caused by the PoSAT-1 on-board RF modulator.
100
Figure 9.25 Step response equalisation o f 11 kHz distortion
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9 3 3 3  Nyquist Pulse Shaping Plus Zero Forcing Technique
The degradation due to Nyquist pulse shaping is 1 dB in average, which is 0.1 dB worse 
than the effect of the ideal two bit step response used in the step response equalisation. 
Alternatively, Nyquist pulses with roll off factor a  = 0.3 and a  = 1 are chosen as the desired 
impulse response, to whom the distorted channel impulse response is forced by the 
equalisation. The design procedure of the equalisation filter using Nyquist pulse shaping 
plus waveform forcing technique has been discussed in 6.2.3.
The results of the Nyquist pulse shaping equalisation at a  = 0.3 and a  = 1 are shown in 
Figure 9.26 and 9.27 correspondingly. Figure 9.26 (b) is the result of the a  = 0.3 
equalisation, which was observed at the output of the channel module with the pre-distorted 
Nyquist pulse shown in Figure 9.26 (a) at the input, which was generated by the 
predistortion filter module. Similarly, the eye pattern in Figure 9.27 (a) is the predistorted a  
= 1 Nyquist pulse, (b) is the equalised eye pattern. Comparing the results of the equalisation 
with the ideal Nyquist pulses (c) in both Figures, they are very similar.
The ‘Hodgart-Massey’ demodulator works after the equalisation using both a  = 0.3 and a  = 
1 Nyquist pulse shaping plus zero forcing technique at 8 samples per bit interval but has 2.9 
dB and 2.75 dB BER degradation correspondingly, and 1.8 dB implementation loss from 
equalisation, which is shown in Figure 9.28.
The Nyquist pulse shaping equalisation achieves comparable results as that of the step 
response equalisation in terms of BER performance and also has significant implementation 
loss, which further supports the conclusion that such strong distortion can not be 
compensated properly because the equalisation always introduce in significant 
implementation loss in this situation, which is mainly caused by the reduction in the system 
SNR due to equalisation under strong amplitude distortion [Clark’85],
Predistorted Equalised Ideala -0 .3  N yquist puts '■0.3 Nyquist pu ls a=0.«3 N yquist pu ls
Unit in  «ample (8  samples per  bit interval,) Unit in  «am ple (8 samples p er  b it in terval) Unit in  sample (8 sam ple p er  bit in terval)
Figure 9.26 Eye patterns at a  = 0.3 Nyquist pulse shaping equalisation
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Predistorted Equalised Ideal
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Unit in  sam ple (8 sample per bit (n tervalj Unit in  sam ple (8 sample per  bit interval) Unit in  sam ple (8 sample p er  bit interval)
Figure 9.27 Eye patterns at cc= 1 Nyquist pulse shaping equalisation
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Figure 9.28 BER at Nyquist equalisation 
9.33.4 Why Not In-Orbit Equalisation?
The results of the equalisation are summarised in Table 9.5, where the first row is the BER 
degradation of the pulse shaping, the second is the results of the equalisation and the last is 
the implementation loss of the equalisation filters.
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Step oc = 0.3 cc= 1
BER degradation 0.9 dB 1.1 dB 0.95 dB
Equalisation 2.5 dB 2.7 dB 2.65 dB
Implementation loss 1.6 dB 1.6 dB 1.7 dB
Table 9.5 The performance o f the equalisation
The step response equalisation offers slightly better performance than the a  = 1 Nyquist 
pulse shaping plus zero forcing equalisation but only 0.15 dB. However, the results of the 
equalisation are still not good enough to commence an in-orbit equalisation. The reasons are 
as follows:
1. The pulse shaping has an inherent 1 dB degradation on average in BER performance, 
because the ‘Hodgart-Massey’ coherent MSK demodulator and decoder is not an 
optimum receiver when MSK becomes Generalised (baseband pulse shaping) MSK.
2. The equalisation filters add an additional 1.6 dB implementation loss correspondingly for 
the step response and Nyquist pulse shaping equalisation, which is partially due to 
equalisation is never perfect, and inherent implementation loss can not be avoided in a 
practical equalised system.
3. Such implementation losses from the equalisation are mainly because the amplitude 
distortion caused by the RF modulator is too strong 1.25 dB ripple at 2 kHz passband, 
and the SNR of the overall system is significantly reduced by the equalisation.
4. The frequency range of the distortion caused by the RF modulator is too low, therefore 
the distorted waveform in time domain extends over a long time interval. Many 
coefficients are required by an FIR filter implementation of the equalisation filter.
5. The uncertainty from the channel measurement is another problem in the equalisation. 
The uncertainty includes non-linearity due to the discriminator, and effects of the 
bandwidth limitation and system noise. The system noise is very high in the in-orbit 
measurement.
6. Furthermore, the coarse resolution of the DAC in the PoSAT-1 DSPE could introduce in 
±5 % deviation offset, which can results in 2.9 dB degradation.
Adding all these factors together, the BER of the MSK demodulator will 6 dB away from 
the ideal, therefore the conclusion is that it is difficult to make the equalisation work in 
orbit.
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9.4 C onclusions
The in-orbit MSK evaluation provided real, first-hand experience of the characteristics of 
‘little LEO’ microsatellite communications, including the limited communication time, 
Doppler shift, and fading environment. The key results of the in-orbit evaluation are:
• MSK was non-coherently detected in the groundstation and successfully supported the 
downlink communications.
• MSK was coherently detected using a fixed data pattern, confirming the critical 
synchronisation characteristics of the ‘Hodgart-Massey’ coherent MSK 
demodulator/decoder.
• The non-linearity of the PoSAT-1 on-board RF modulator was identified during the in- 
orbit MSK experiment, which restricted the performance of the ‘Hodgart-Massey’ 
demodulator with random data.
The non-linearity of the PoSAT-1 on-board RF modulator was confirmed by the design of 
the RF modulator, and the KITS AT-1 and PoSAT-1 channel measurements. The 
investigation of remote FM channel measurement results in the step response measurement 
for in-orbit channel response measurement. Modelling the distortion of the PoSAT-1 RF 
modulator verified the results of the in-orbit evaluation.
A possible solution - equalisation - to compensate the distortion due to the PoSAT-1 RF 
modulator, was thoroughly examined in computer simulation and bench test. The conclusion 
drawn from the simulation (computer and bench) indicates that, although equalisation works 
in computer simulation and bench test, it is impossible to carry out in-orbit equalisation on­
board PoSAT-1, because of the characteristics of the distortion (strong at a low frequency 
range), the coarse deviation resolution and the difficulty with accurate channel 
measurement in a noisy LEO communications environment as well as the inherent 
implementation loss of the equalisation filter.
Nevertheless, the ‘Hodgart-Massey’ coherent MSK demodulator/decoder was demonstrated 
to work successfully with the spacecraft using a fixed data pattern, which confirmed the 
critical synchronisation characteristics of this coherent MSK demodulator in a real LEO 
satellite communication environment. The bench and in-orbit test results of this demodulator 
agree with the results of computer simulation, which further confirms the advantages of this 
demodulator shown in computer simulation. The comparison of the coherent MSK 
demodulator and decoder with the non coherent FSK shows that the coherent MSK 
demodulator provides the 2 dB practical BER improvement on the current non-coherent
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system with equivalent tolerance to the characteristics of ‘little LEO’ microsatellite
communications.
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CHAPTER 10 
CONCLUSIONS & FUTURE WORK
This thesis commenced with the background to satellite communications and then 
established the research environment through a discussion of LEO communications 
characteristics, followed by a review of modulation and demodulation techniques. The 
introduction to the foundation of this PhD study is completed with the description of the 
research tool - the PoSAT-1 DSPE. The research programme started with optimising the 
non-coherent CPFSK currently used in the UoSAT microsatellite communications systems 
and further improvement has been achieved by introducing coherent MSK. These have both 
been explored through a rigorous research programme, including computer simulation, 
laboratory bench tests, and in-orbit evaluation on-board the PoSAT-1 microsatellite in LEO. 
This work has led to the following conclusions and has identified topics for future research.
10.1 C onclusions
The conclusions have been derived from the background study, research programme and 
investigation with practical constraints. The major contributions of this research are 
highlighted at the end of the conclusions.
10.1.1 Background Study
Many constellations of small satellites in LEO have been proposed in order to support a 
world wide mobile and personal communications. However, the UoSAT microsatellites 
provide the only operational digital store-&-forward communications services in LEO, thus 
providing a unique opportunity to investigate the problems associated with LEO satellite 
communications. The characteristics of communications to satellites in LEO are very 
different from those of the traditional geostationary satellite communications, exhibiting:
• widely varying communication path and link characteristics
• higher Doppler shift
• complex fading environment
• dynamic hand-over from satellite-to-satellite in a constellation
• complex tracking
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These dynamically changing characteristics give rise to demanding requirements and special 
constraints to communications systems applied to LEO small satellite communications, 
especially the single channel bandlimited communication system with microsatellites in 
LEO, which are characterised with respect to modulation/demodulation techniques:
• Power efficiency
• Bandwidth efficiency
• Tolerance to LEO communications environment
• Adaptation to varying link characteristics
• Requirements by space environment and small size satellites
After a careful trade-off the most important criteria - power efficiency with the rest of 
constraints, coherent MSK was selected from amongst BPSK, QPSK, OMSK, 7c/4 - QPSK 
and Trellis Coded Modulations to provide a potential 3 dB BER performance improvement 
over the currently used UoSAT CPFSK system. MSK has constant envelope, compact 
spectrum and both power and bandwidth efficiency. It can be detected by non-coherent, 
differential and coherent detection. Most importantly, it is compatible with the non-coherent 
UoSAT CPFSK system and can be implemented with no system modification.
10.1.2 Research Program m e
The research programme established on this background study is to improve 
communications to the UoSAT microsatellites in LEO by optimising CPFSK/MSK 
modulations using DSP techniques. Due to the difficulty in the full simulation of the LEO 
environment, Digital Signal Processing Experiment (DSPE) payloads were designed, 
constructed, tested and integrated on-board the KITS AT-1 and PoSAT-1 microsatellites to 
provide a realistic in-orbit test-bed to support practical research into various 
modulation/demodulation methods. The DSPE is proving to be a highly flexible research 
tool, since it was inserted into the satellite's up/downlink communications paths and new 
signal processing applications software were able to be reloaded during flight as the 
research progressed.
The initial research was to optimise the currently used non-coherent CPFSK system. The 
investigation of design and implementation of the combined Nyquist pulse shaping and 
equalisation filter in the CPFSK modulator has resulted in a time domain waveform forcing 
method, which minimises intersymbol interference when compared with the frequency 
sampling method, which is currently used to design the UoSAT CPFSK modulator. The 
improvement is up to 2.3 dB when the channel exhibits strong phase distortion. The
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software CPFSK modulators with improved intersymbol interference have been used for in 
orbit demonstration of the PoSAT-1 DSPE.
Further optimisation has been carried out by introducing coherent MSK. Although MSK 
was first proposed in 1961 and the first coherent MSK demodulator was published in 1972, 
coherent MSK demodulators have not been available on the market and coherent MSK has 
not been used in commercial communications systems until now. The study shows that it is 
mainly the synchronisation problems causing the difficulty in applications of coherent MSK. 
The novel coherent ‘Hodgart-Massey’ MSK demodulator first solves the synchronisation 
problems by using advanced synchronisation techniques, especially data feedback control to 
a PLL. It offers good noise performance and wide loop bandwidth, resulting in excellent 
acquisition and tracking characteristics. The practical implementation of this demodulator 
only gives 1 dB implementation loss from the ideal MSK and 2 dB improvement over the 
currently used non-coherent CPFSK. The most important feature of this demodulator is that 
it is very tolerant to the LEO satellite communications environment. It gives no degradation 
under the Doppler shift of UHF frequency with the satellite in 800km orbit and only 0.5 dB 
degradation in a simulated fading channel.
These conclusions are drawn from a thorough literature survey and comparison of the 
classical ‘de Buda’ demodulator with the ‘Hodgart-Massey’ demodulator by using COSSAP 
computer simulation. These two demodulators have been implemented in COSSAP and 
rigorously tested in the typical LEO satellite communications environment. These 
characteristics were then confirmed by a practical DSP implementation which was tested on 
the laboratory bench. The synchronisation characteristics of the demodulator were 
demonstrated in-orbit on the PoSAT-1 DSPE. The comparison of the ‘Hodgart-Massey’ 
coherent MSK demodulator with the non-coherent CPFSK confirmed that a 2 dB practical 
improvement on the BER performance was achieved with equivalent tolerance to Doppler 
shift, multi-path fading and signal acquisition typical of LEO communications.
10.1.3 Practical C onstraints
During the course of the in-orbit tests using the DSPE, a previously unknown non-linearity 
was discovered in the PoSAT-1 microsatellite RF systems which restricted the performance 
of coherent MSK. An intensive channel measurement campaign resulted in the development 
of a novel step response measurement technique for in-orbit (remote) FM channel 
measurement. The non-linearity of the PoSAT-1 on-board RF modulator was characterised 
and modelled using computer simulations and laboratory bench tests, and verified the results 
of the in-orbit evaluation. It is the intersymbol interference caused by the channel distortion
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that stopped the coherent MSK demodulator from working with random data. However, the 
most important characteristic - synchronisation has been evaluated through the in-orbit 
experiment with fixed data patterns.
It is impossible to change the response of the PoSAT-1 RF modulator to adapt to the 
requirement of the MSK experiment since it is in orbit. A possible solution - equalisation 
has been investigated by computer simulation and bench tests, based on the modelling of the 
channel distortion, in order to compensate the distortion caused by the PoSAT-1 RF 
modulator. The equalisation compensated the channel distortion but with large 
implementation loss and it is impossible to achieve in-orbit equalisation on-board PoSAT-1. 
This was due to the strong distortion appearing within the signal bandwidth, which 
significantly reduces the system SNR, coupled with the coarse resolution of the PoSAT-1 
DSPE DAC and the difficulty with accurate channel measurement in noisy environment, 
further aggravated by the inherent degradation caused by the implementation loss of the 
equalisation filter.
10.1.4 Sum m ary
In summary, the major results of this research programme have been:
i) The design, implementation and test of an advanced DSP communications payload 
on the KITS AT-1 and PoSAT-1 microsatellites in LEO;
ii) The first proof that it is mainly the synchronisation problems restricting 
applications of coherent MSK.
iii) Demonstrating the ‘Hodgart-Massey’ coherent MSK demodulator first solves the 
synchronisation problems by using advanced synchronisation techniques, 
especially the novel data feedback control of a PLL.
iv) The first implementation, characterisation and in-orbit demonstration of a novel 
and robust ‘Hodgart-Massey’ coherent MSK DSP demodulator/decoder achieving 
a 2dB practical improvement in communications performance in both computer 
simulation and practical laboratory bench tests compared with non-coherent 
CPFSK whilst also exhibiting considerable tolerance to the highly variable LEO 
small satellite communication environment;
v) First use of coherent MSK in LEO satellite communications;
vi) An improved method of measuring the communications channel characteristics of 
a LEO satellite remotely in orbit;
10-4
Conclusions & Future Work
vii) Optimising the current non-coherent CPFSK communications system by 
developing a novel time domain waveform-forcing equalisation technique, 
resulting in minimum intersymbol interference.
viii) Recommendations:
• to improve the performance of existing CPFSK communications on PoSAT-1
• for the design of future microsatellite RF systems
• for the design of a new DSPE for the latest microsatellite (FaSAT-a) for 
launch in 1995
ix) A research plan for further optimising communications using DSP techniques in 
LEO.
10.2 Future Work
The eventual goal of this research programme is to develop a LEO microsatellite 
communications system that dynamically adapts on-board modulation/demodulation, 
coding/decoding schemes, protocol to the time-varying satellite-groundstation link 
characteristics, thus maximising data exchange during the limited communications window 
available. This PhD study is the first step in this research programme. Future research based 
on the outputs of this PhD study are discussed in the following sections.
10.2.1 Immediate Work on th e  FaSAT-a DSPE
An enhanced DSPE payload has been developed for the new microsatellite FaSAT-a ( due 
to be launched in August 1995) based on the experiences with the PoSAT-1 DSPE.
The speed of the PoSAT-1 DSPE is insufficient to handle the most of demodulator software, 
therefore, the following modifications have been made. The C25 is replaced by the faster 
processor C30. The speed of system clock is increased to 40 MHz from 27 MHz. The slower 
memory is replaced by faster memory to achieve zero wait state. The new co-processor 
interface allows two processors operating in parallel.
The power consumption of the FaSAT-a DSPE is reduced by replacing C30 with C31 and 
using 3.3 volts components, which consume much less power. The resolution of ADCs & 
DACs is increased to 12 bits from 8 bits to satisfy the requirements in implementations of 
modulators and demodulators. The digital interface is modified in order to provide more 
reliable and faster communications with the OBCs. The new local network interface is 
included to connect the FaSAT-a DSPE to the newly developed advanced CAN local 
network on board the FaSAT-a.
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The major modification of the FaSAT-a DSPE is that it includes a new DSP RF chip - 
Digital Down Converter (DDC), which gives an I-Q channel interface to the DSPE to allow 
DSPE experiment on any type of demodulation for uplink whilst the PoSAT-1 DSPE only 
deals with CPFM type of modulation/demodulation. In conjunction with the newly 
developed Data Transfer Experiment (DTE) receiver, the FaSAT-a DSPE can monitor 
frequency interference in VHF band and combat the interference by using frequency agility 
techniques. This capability is extremely important to optimise the communications to small 
terminals, which is one of research objectives of the FaSAT-a DSPE. It will be a powerful 
in orbit research tool to support more advanced communication experiments. The capability 
of the FaSAT-a DSPE can be summarised as follow:
• Various modulation and demodulation (FSK/MSK/P57Q
• Different coding
• Multiple bit rates
• Adaptive protocol
• Interference monitoring
• Frequency agility
• Spread spectrum
where the functions with italic font are the new capabilities of the FaSAT-a DSPE when 
compared with the PoSAT-1 DSPE.
10.2.2 Improvement of C urrent Research
The further development or tests of the PhD research are discussed under the improvement 
of current research.
• Time domain waveform forcing technique
The time domain waveform forcing technique has been thoroughly simulated in COSSAP 
computer simulation and shown improvement up to 2.3 dB when compared with the 
frequency sampling method. However the laboratory bench tests are required to confirm the 
simulation results in order to apply this novel technique in the design of the next generation 
spacecraft.
• The ‘Hodgart-Massey’ coherent MSK demodulator/decoder
The in-orbit MSK evaluation with the FaSAT-a DSPE in downlink is proposed after the 
launch. Then the MSK demodulator is going to be modified for the FaSAT-cc DSPE and 
evaluated in the FaSAT-a uplink. Further exploration in the zero crossing detector is
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required to solve the jitter in the recovered data and clock. Including matched filter into the 
MSK demodulator should be investigated in order to optimally detect Generalised MSK or 
bandlimited MSK. It is proposed to add a lock detector in the MSK demodulator for the real 
application and develop an AFC loop to track Doppler shift. It is necessary to have an AFC 
loop when the Doppler prediction program is not available, for instance, in hand-held 
terminals. After these further improvement on the demodulator, it is proposed to develop the 
‘Hodgart-Massey’ coherent MSK demodulator/decoder to VLSI design for mass production.
• RF modulator
It is proposed to modify the frequency response of future microsatellite’s RF modulator to 
minimise the distortion encountered on PoSAT-1. The ‘Hodgart-Massey’ coherent MSK 
demodulator/decoder will be tested on bench with both engineering and flight module of the 
FaSAT-a RF modulator by tuning the frequency response of the FaSAT-a RF modulator to 
make the demodulator work at acceptable BER degradation. Then it will be tested on the 
FaSAT-a DSPE and Data Transfer Experiment payload receiver before launch to make sure 
the MSK in-orbit application can be supported by the FaSAT-a mission.
10.2.3 Long-Term Future R esearch
The final purpose of this research is to optimise communications to small satellite in LEO 
by searching for the most suitable communications techniques. The communications 
techniques which can be implemented in the PoSAT-1 DSPE or FaSAT-a DSPE are as 
following:
• Modulation and demodulation
• Synchronisation
• Coding
• Protocol
• Spread Spectrum
• Frequency agility
• MLSE
Modulation and demodulation have been investigated in this study, however a further 
exploration is required because the FaSAT-a DSPE can support a much wider range of 
modulation and demodulation experiments. Therefore the proposed research is to compare 
various modulation and demodulation, synchronisation, coding and protocol techniques in 
COSSAP computer simulation, select the most promising candidates for laboratory bench
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test and further evaluate in orbit, and to simulate Spread Spectrum and Frequency agility in 
LEO communications environment before practical evaluations.
• Various modulation and demodulation schemes
Coherent MSK, Generalised MSK, Multi-level MSK, Phase Modulation (BPSK, QPSK, 
OQPSK 71/4-QPSK) and Trellis-Coded Modulation are going to be investigated to further 
explore the possibility of optimising LEO satellite communications by 
modulation/demodulation techniques.
It is proved in this PhD study that Coherent MSK with the ‘Hodgart-Massey’ demodulator is 
suitable to LEO communications environment and offers 2 dB practical improvement on 
BER performance, but it can not be fully evaluated in orbit due to the distortion of the on­
board RF modulator. Therefore it is proposed to fully evaluate coherent MSK on both uplink 
and downlink using the FaSAT-a DSPE. The in-orbit BER test for both coherent MSK and 
non-coherent CPFSK will be carried out by the newly developed BER test software, which 
records received data and calculates BER. This will give the actual BER improvement of 
coherent MSK over non-coherent MSK in a realistic LEO communications link. If the 
matched filter can be included in the MSK demodulator. Generalised MSK will be evaluated 
in orbit as well.
The possibility of using Multi-level MSK and Trellis-coded modulation in LEO 
communications will be investigated because these offer both power and bandwidth 
efficiency.
Phase Modulation is commonly used modulation in the traditional satellite communications 
systems but the performance of Phase Modulation in LEO remains unknown, therefore 
investigation of the performance of BPSK, QPSK, OQPSK and ttM-QPSK in LEO is 
proposed.
The results will be compared to establish optimum modulation schemes for LEO satellite 
communications systems or mobile communications systems.
• Various DSP synchronisation algorithms
Synchronisation is the most important issue in coherent detection. The above modulation 
schemes are mainly coherently detected modulations, therefore investigation in 
synchronisation techniques can not be avoided, especially DSP algorithms. It is planned to 
survey and evaluate various DSP synchronisation algorithms for corresponding modulations.
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• Differential detection
Coherent detection of MSK has been investigated and compared with the currently used 
non-coherent CPFSK, but differential detection has not been included in this study. 
Differential detection is normally considered more suitable to time varying channel, 
therefore a comparison of coherent detection, non-coherent detection and differential 
detection is proposed.
• Different Coding Schemes
Coding is used to provide error detection and correction, which is normally used in 
conventional communications systems because it provides potential advantages on link 
budget by introducing redundancy to obtain ‘coding gain’. Coding has not been covered in 
this research and is another important research area and becomes very popular with the 
development of communications and advances in technology. Block codes such as the Reed 
Solomon code is normally used to combat burst interference. Convolution codes such as 
Viterbi code is normally suitable to AWGN channel. The advantage in link budget from the 
‘coding gain’ is very attractive to the communications between small satellite and small 
terminals, but the effect of coding in LEO communications link is unknown, therefore it is 
proposed to evaluate various coding techniques for optimising LEO satellite 
communications.
• Protocol
In order to maximise data throughput and optimise communications to satellite in LEO, the 
protocol used in the UoSAT communications system requires further investigation to adapt 
to different applications and varying links.
• Spread Spectrum for hand held terminal communication
Spread Spectrum is proposed to support communications to hand-held terminals. This 
proposal takes advantages of interference and fading rejection of Spread Spectrum 
Modulation and uses its ability of fading rejection.
• Frequency agility
The uplink exhibits very strong interference, which has been monitored in the HealthSat 
microsatellite. It often blocks the uplink communications of small terminals. One of 
proposed research projects with the FaSAT-a DSPE is to monitor interference and combat 
the interference by using frequency agility technique.
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• Maximum Likelihood Sequence Estimation (MLSE) of CPFSK
The MLSE of CPFSK discussed in chapter 4 offers 3 dB better BER performance than ideal 
MSK when the deviation ratio h = 0.9. This is very attractive so it is proposed to investigate 
the MLSE of CPFSK.
• Adaptive Modem
Finally, this research should result in an adaptive communications system, which can 
dynamically adapt on-board modulation/demodulation, coding/decoding and protocol to the 
time-varying satellite groundstation link characteristics and various groundstation 
configurations, thus maximising data exchange during the limited communications window 
available. For the highly varying LEO communications link and multiple 
applications/services provided by UoSAT microsatellites, an adaptive modem is probably 
the best solution. The development of the adaptive modem is proposed, which should have 
at least following functions:
• multiple bit rates
• various modulators/demodulators
• variable encoding/decoding
• adaptive protocol
Several other research areas which should be investigated for further optimising 
communications to small satellites in LEO are also identified from this research. 
Characteristics of LEO satellite communications and the channel features of the UoSAT 
microsatellite communications system should be further investigated to achieve better 
understanding. It is necessary to explore the possibility of use of efficient linear amplifier 
technique. In order to reduce the delay of message delivery and achieve near real time 
communications, it is necessary to develop inter-satellite link and hand-over protocol to 
support communications through a constellation of multiple satellites in LEO.
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ACI Adjacent channel interference
ADC Analogue to digital converter
AFC Automatic frequency control
AFSK Audio frequency shift keying
AM Amplitude modulation
ARQ Automatic repeat request
ASAP Ariane Structure for Auxiliary Payloads
AWGN Additive white Gaussian noise
BER Bit error rate
BPF Band pass filter
BPSK Binary phase-shift keying
CCIR International radio consultative committee
CDMA Code division multiple access
CMOS Complementary metal-oxide semiconductor
CNES Centre National d’Etudes Spatiales (France)
COSSAP Communication System Simulation and Analysis Package
CPFSK Continuous phase frequency shift keying
CPU Central processing unit
CRE Cosmic Ray Experiment
DAC Digital to analogue converter
DAMA Demand-assigned multiple access
dB decibel
DASH The on-board local area network
DC Direct current
DFT Discrete Fourier transform
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DSP Digital signal processor
DSPE Digital signal processing experiment
EDAC Error detection and correction
EIRP Effective isotropic radiated power
EM Engineering model
EMI Electromagnetic interference
EPROM Erasable programmable read memory
ESA European Space Agency
FaSAT-a The first Chilean microsatellite built in University of Surrey
EDM Frequency division multiplex
EDM A Frequency division multiple access
EFT Fast Fourier transform
FIR Finite impulse response
EM Flight model
EM Frequency modulation
FSK Frequency shift keying
FTLO File Transfer Level 0 Protocol
GEO Geostationary Earth orbit
OMSK Gaussian minimum shift keying
GPS Global Positioning System
GSM The pan-European global system for mobile communications
HEO High elliptical orbit
HPA High power amplifier
I/O Input/output
IC Integrated circuit
ICO Intermediate circular orbit
IDET Inverse discrete Fourier transform
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IEE Institution of Electrical Engineers
IEEE Institution of Electrical and Electronic Engineers
EF Intermediate frequency
HR Infinite impulse response
INMARSAT International Maritime Satellite Organisation
INTELSAT International Telecommunications Satellite Organisation
ISI Intersymbol interference
kbps 1000 bits per second
KITS AT-1 First Korea satellite
LAN Local area network
LEO Low Earth orbit
LNA Low noise amplifier
LPF Low pass filter
LSI Loughborough sound images Ltd
MLSE Maximum likelihood sequence estimation
MSK Minimum shift keying
NASA National Aeronautics and Space Administration (U. S.)
NRZ Non return to zero
OBC On-board computer
OBDH On-board data handling
PC Personal computer
PLL Phase lock loop
PM Phase modulation
PoSAT-1 First Portugal satellite
PROM Programmable read only memory
P/S Parallel to serial converter
QPSK Quadrature phase shift keying
B-3
RAM Random access memory
RF Radio frequency
ROM Read only memory
SEU Single even upset
SCPC Single channel per carrier
S&F Store and forward
SNR Signal to noise ratio
SOS Silicon on sapphire
SPW Signal processing worksystem
S/P Serial to parallel converter
SRAM Static random access memory
SSTL Surrey Satellite Technology Limited
TCM Trellis coded modulation
TDM Time division multiplex
TDMA Time division multiple access
TI Texas Instrument
TNG Terminal node controller
TWT Travelling wave tube
UART Universal asynchronous receiver transmitter
UHF Ultra high frequency
UoSAT University of Surrey satellites
vco Voltage control oscillator
VLSI Very Large Scale Integrated
VHF Very high frequency
VS AT Very small aperture terminal
WARC World Administrative Radio Conference
List o f Notation
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A Gain of integration in loop filter
cc Roll off factor of Nyquist pulse shaping
a(t) Amplitude
B Gain of proportion in loop filter
B Bandwidth
B0 Noise bandwidth of PLL (Hz)
b(t) NRZ data bit stream
be(t) Even bit stream
b0(t) Odd bit stream
c Velocity of light = 3x 108 m/s
C Carrier power
cn Coefficients of FIR filter
C// E (-!,+!), while O[=0
CL e (-l,+ l) , while CH=0
C/N Carrier to noise ratio
Eb Energy per bit
Et/N0 Energy per bit to noise spectral density
erf(x) Error function
erfc(x) Complementary error function
/  Frequency (Hz)
fb= 1/T T is bit rate
f c Carrier frequency
fH=fc+fi/4  High frequency component in MSK
fL= fc-fi/4  Low frequency component in MSK
/ n  Half bit rate or Nyquist frequency
f(t), co(t) Frequency
F(s) Transfer function of loop filter
G(s) Open loop gain of PLL (rad/sec)
G/T Gain to equivalent noise temperature ratio of a receiver
h Deviation ratio
h(t), h(n) Impulse response
H(f), H(co) Frequency response
H(s) Closed loop gain of PLL
K  Loop gain (rad/sec)
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Kd Phase detector gain factor (rad/V)
K0 VCO gain factor (rad/sec-V)
Kv DC gain of PLL (rad/sec)
No Noise power spectral density (W/Hz)
N Noise power (W)
n(t) Noise voltage (V)
nc(t), ns(t) Baseband quadrature components of bandpass Gaussian noise (V)
Ps Signal power (W)
s(t) Modulated signal
t Time (sec)
T Bit interval of digital data stream (sec)
TP Pull in time (sec)
T/, T2 Time constants of loop filter
Ç Damping factor of second order loop
Q = ti/2 T Angular clock frequency, T is the bit rate
CÛ=27lf Angular frequency (rad/sec)
G>c Angular carrier frequency
(Ùn Natural frequency of second order loop (rad/sec)
Aco Amplitude of frequency step or of frequency offset (rad/sec)
Aco Rate of change of frequency (rad/sec2)
A coh Hold in limit of PLL (rad/sec)
A col Lock in limit of PLL (rad/sec)
A(Op0 Frequency step limit of PLL (rad/sec)
<p(t) Phase
# 0 Phase response
VHF 30-300 MHz
UHF 300- 1000 MHz
L-band 1 - 2 GHz
S-band 2 -4 GHz
C-band 4-8 GHz
Ku-band 12.4- 18 GHz
Ka-band 26.5-40 GHz
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