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We study the competition between stripe states with different periods and a uniform d-wave
superconducting state in the extended 2D Hubbard model at 1/8 hole doping using infinite pro-
jected entangled-pair states (iPEPS). With increasing strength of negative next-nearest neighbor
hopping t′, the preferred period of the stripe decreases. For the values of t′ predicted for cuprate
high-Tc superconductors, we find stripes with a period 4 in the charge order, in agreement with
experiments. Superconductivity in the period 4 stripe is suppressed at 1/8 doping. Only at larger
doping, 0.18 . δ < 0.25, the period 4 stripe exhibits coexisting d-wave superconducting order. The
uniform d-wave state is only favored for sufficiently large positive t′.
I. INTRODUCTION
While enormous experimental and theoretical ef-
fort has been invested to understand the physics of
high-Tc superconductivity in copper-oxide materials (or
cuprates) [1], a full understanding of their phase diagram
is still lacking [2–4]. In the underdoped region of various
cuprate materials, signatures of multiple broken symme-
tries have been inferred from experiments – from neu-
tron scattering [5–9], x-ray resonant scattering [10–12],
nuclear magnetic resonant microscopy [13, 14] to scan-
ning tunneling microscopy [15–19] – collectively provid-
ing evidence for simultaneous charge and spin modulated
states, coexisting or competing with superconductivity,
called stripes [20–32].
Meanwhile, the two-dimensional (2D) Hubbard
model [33] — which has been suggested as the most el-
ementary microscopic model that may reproduce the es-
sential features of the cuprates’ phase diagram — has
been a prominent subject of intense theoretical and nu-
merical investigations. Much attention has been given
especially on the underdoped region in the strongly cor-
related regime, where several low-energy states are very
closely competing, including a uniform d-wave supercon-
ducting (SC) state [34–51] and various stripe states [20–
23, 52–61] with or without coexisting superconducting
order. A similar competition can also be found for the
t−J model — the effective model in the strong coupling
limit [62–71]. Computing the phase diagram of these
models is a major challenge, as Quantum Monte Carlo
suffers from the negative sign problem and the candidate
ground states are very close in energies, calling for a high
numerical precision; see Ref. [72] for a recent benchmark
paper.
Recently, a consensus on the ground state at hole
doping δ = 1/8 in the strongly correlated regime has
been reached on the basis of several state-of-the-art nu-
merical methods [55] — density matrix renomalization
group (DMRG) [73], auxiliary field quantum Monte Carlo
(AFQMC) [74, 75], density matrix embedding theory
(DMET) [76], and infinite projected entangled paired
states (iPEPS) [77, 78] — that the ground state is a stripe
state with a period of 8 sites in the charge order without
coexisting d-wave SC order, while stripes with periods
5-7 being energetically very close. This result was also
confirmed by variational Monte Carlo (VMC) [58, 61].
However, the period 4 stripe typically observed in exper-
iments at 1/8 doping [5, 19, 79] was found to be higher in
energy [55]. Consequently, it is evident that a more real-
istic model of the cuprates than the most basic Hubbard
model needs to be considered.
In this paper, using state-of-the-art iPEPS simulations,
we show that a period 4 stripe ground state is obtained
in an extended Hubbard model including a realistic next-
nearest neighbor (NNN) hopping at δ = 1/8 doping.
Our systematic study demonstrates that: (i) the ground-
state stripe period decreases with the magnitude of the
negative NNN hopping amplitude t′; (ii) there exists a
large region of t′ in which the period 4 stripe is stabi-
lized, including realistic values for t′ predicted for the
cuprates [80, 81]; and finally that (iii) the d-wave SC or-
der does not coexist with the period 4 stripe at δ = 1/8
doping, but only at larger doping. Our observations of a
decrease in the stripe period with negative t′ are also in
agreement with recent works based on DMRG on width-4
cylinders [59] and VMC [58].
II. MODEL
We consider an extended Hubbard model on a two-
dimensional (2D) square lattice given by the Hamiltonian
H = −t
∑
〈i,j〉,σ
cˆ†iσ cˆjσ + h.c.
−t′
∑
〈〈i,j〉〉,σ
cˆ†iσ cˆjσ + h.c.+ U
∑
i
nˆi↑nˆi↓, (1)
where t and t′ are nearest neighbor and NNN hopping
amplitudes, U>0 is the on-site Coulomb repulsion, and
cˆiσ (cˆ
†
iσ) is the annihilation (creation) operator for an
electron of spin σ on site i, and nˆiσ = cˆ
†
iσ cˆiσ. We focus
on U/t = 10, which has been predicted as a realistic value
of the cuprates [80], and on δ=1/8 throughout this work,
unless stated otherwise.
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FIG. 1. Example stripe with a period 6 in the charge order
and period 12 in the spin order obtained with iPEPS using a
12× 2 supercell, for U/t = 10, t′/t = 0, D = 12. The sizes of
the red discs and the black arrows scale with the local hole
density and the local magnetic moment, respectively, with
average values indicated in the top and bottom rows. The
width of a bond is proportional to the local singlet pairing
amplitude on the corresponding bond, with different signs in
x- and y- direction represented by the two different colors.
III. METHOD
For our simulations, we apply the fermionic implemen-
tation [82–84] of iPEPS — a tensor network variational
ansatz [77, 78, 85, 86] for 2D lattice systems in the ther-
modynamic limit — which has gained recognition as a
reliable and versatile numerical technique for 2D strongly
correlated systems (see e.g. Refs. [70, 87–95] and refer-
ences therein). The ansatz consists of a supercell of ten-
sors that is periodically repeated on the lattice, with one
tensor per lattice site. Each tensor has one physical index
carrying the local Hilbert space of a lattice site and four
auxiliary indices connecting neighboring tensors. The ac-
curacy of the ansatz can be systematically controlled by
the bond dimension D of the auxiliary indices. Transla-
tionally invariant states can be represented by an iPEPS
with a single-tensor supercell. If translational symmetry
is spontaneously broken, a larger supercell compatible
with the symmetry breaking pattern is required.
For technical details on iPEPS we refer to Refs. [82, 96].
For the experts, we note that the optimization of the
iPEPS wave function (i.e. finding the optimal variational
parameters) is done using an imaginary time evolution
based on a 3-site cluster update [97, 98], in which the 2D
wave function is only taken into account in an effective
way during the optimization [99]. This allows us to reach
large bond dimensions of up to D = 18 even in the pres-
ence of a next-nearest neighbor hopping. Observables are
computed by contracting the two-dimensional tensor net-
work using the corner transfer matrix method [100, 101]
generalized to arbitrary supercell sizes [70, 102]. To in-
crease the efficiency, we exploit abelian U(1) symmetries
of the model [103, 104].
To identify the ground state, energies of various com-
peting low-energy states obtained with different supercell
sizes are compared, including a uniform d-wave SC state
with coexisting antiferromagnetic (AF) order, obtained
in a 2 × 2 supercell, and stripe states with different pe-
riods in the charge order. Stripes with odd periods 3, 5,
7 (designated W3, W5, W7) are described by 3×2, 5×2,
and 7×2 supercells, respectively. For even period stripes
(W4, W6, W8), 8×2, 12×2 and 16×2 supercells are used,
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FIG. 2. Phase diagram for U/t = 10, δ=1/8, for a fixed bond
dimension D = 12 as a function of the next-nearest neighbor
hopping strength t′/t. Each region in the phase diagram is
defined by the corresponding lowest energy state, including
stripe states with periods between 3 and 8 (W3-W8) or a
uniform d-wave SC state (U).
since in these cases the period of the spin order is twice
the period of the charge order due to the pi-phase shift in
the AF order across the sites with maximal hole density.
An example stripe with period 6 (W6) is shown in
Fig. 1, which visualizes the local hole density δi = 1−ni
and the local magnetic moment szi =
1
2 〈nˆi↑−nˆi↓〉 on each
site i, and the singlet pairing amplitude ∆sij = 〈cˆi↑cˆj↓ −
cˆj↑cˆi↓〉/
√
2 between neighboring sites i and j within the
supercell.
IV. RESULTS
A. Shift of stripe period as a function of t′/t
Previously, in Ref. [55], it was found that for U/t = 8,
δ = 1/8, and t′ = 0 stripe states have lower energies
than the uniform d-wave SC state. A close competition
in energies between stripes with periods 5 to 8 was found,
with a slight preference towards the period 8 stripe (W8),
while the experimentally observed period 4 stripe (W4)
was clearly higher in energy. In the following, we study
the effect of an additional next-nearest neighbor hopping
on the preferred stripe period, using iPEPS simulations
for a fixed bond dimension D = 12.
In Fig. 2, we present the energies of the competing
states and the resulting phase diagram for U/t = 10, δ=
1/8 as a function of t′/t. In agreement with the previous
results for U/t = 8 [55], we find several closely competing
stripe states with periods 5-8 around t′/t ∼ 0. For t′/t =
0, we find a slight preference towards W6/W7 stripes
instead of the W8 stripe [55]. This can be attributed
to the larger value of U/t used here, leading to favor
smaller periods [55], and also to the finite bond dimension
D = 12, which may lead to slight relative shifts in the
3energies.
For negative t′, as we increase |t′/t|, we observe a grad-
ual shift of the preferred stripe period to smaller peri-
ods. In particular, the period 4 (W4) stripe becomes
the ground state in a large region of the phase diagram,
between −0.43 . t′/t . −0.09 for D = 12. We will dis-
cuss the D-dependence of the W4 phase boundaries in
the next section. We note that a shift to smaller stripe
periods was also found recently with DMRG on width-4
cylinders [59] and VMC [58].
It is interesting to observe that while various stripe
periods are very close in energies for t′/t = 0, the compe-
tition between several states becomes less strong at finite
t′/t, especially deep in the W4 phase. In this respect,
the extended Hubbard model is less challenging to study
than the Hubbard model without a t′.
Intuitively, the shift in preferred stripe period can
be understood by considering the effective extended t–J
model, obtained using a second order perturbative ex-
pansion in t/U (t′/U), where neighboring (NNN) spins
interact via an AF Heisenberg interaction with ampli-
tude J = 4t2/U (J ′ = 4t′2/U). The strong AF order
favored by the nearest-neighbor term gets frustrated by
the NNN term, such that extended AF regions in long-
period stripes become energetically unfavorable with in-
creasing J ′, and stripes with shorter periods eventually
attain lower energies. In order to get more insights into
the energetics of the stripes, we present detailed data and
a discussion of different local energy contributions of two
example stripes in appendix A.
Finally we note that for sufficiently large positive
t′/t & 0.148, the uniform state becomes energetically
favorable over stripes, in agreement with previous find-
ings [59]. The intuitive reason is that with a positive t′/t,
holes can delocalize along the diagonals without frus-
trating the antiferromagnetic order in the uniform state;
whereas in a stripe state, holes on the domain wall mov-
ing diagonally frustrate the antiferromagnetic order, such
that stripes become disfavored for sufficiently large t′/t.
B. Stability and extension of the W4 stripe phase
Having studied the qualitative features of the phase
diagram at fixed D = 12, in this section we present a
systematic study of the stability of the W4 stripe phase
as a function of the bond dimension. The D-dependence
of the phase boundaries of the W4 phase and its adjoining
phases is shown in Fig. 3. While we observe a shift of the
W4/W5 phase boundary for D ≤ 16, the change between
D = 16 andD = 18 is small. Thus we expect that a linear
extrapolation in 1/D of the phase boundary provides a
(conservative) lower bound of the phase transition (t′/t =
−0.21), and the transition value at the largest D = 18,
t′/t = −0.12, an upper bound. For the W3/W4 phase
boundary we only find a weak and non-monotonous D
dependence for D ≥ 10 with a transition value around
t′/t = −0.423(10).
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FIG. 3. (a) Phase boundaries of the period 4 (W4) stripe
phase with its adjacent W5 and W3 stripe phases as a function
of the inverse bond dimension. (b) Maximal local magnetic
moment and amplitude of the hole density modulation of the
W4 stripe for t′/t = −0.3. Bottom: energy per site of the
W3, W4 and W5 stripes as a function of the inverse squared
bond dimension at t′/t = −0.2 and t′/t = −0.3. Dashed lines
are a guide to the eye.
The stability of the W4 stripe is further supported by
the results in Fig. 3(c) and (d), where we compare the en-
ergies of the competing stripes for t′/t = −0.2 and −0.3,
and show that the W4 stripe has the lowest energy even
in the infinite D limit. In Fig. 3(b), we present data of
the maximum of the local magnetic moment in the stripe
mmax and the amplitude of the hole density modulation
∆nh, given by the difference between the maximal and
minimal hole density within the supercell. We find that
both orders remain finite in the infinite D limit, which
indicates that both spin and charge stripe order are sta-
ble.
Thus from these results, we conclude that the W4
stripe is the ground state in a large region between
0.16(4) < −t′/t < 0.423(10), which includes realistic val-
ues predicted for cuprate materials [80, 81].
C. Pairing in the W4 stripe state
Previously in Ref. [55], it was found for t′ = 0 and
δ = 1/8 that W5-W7 stripes exhibit coexisting d-wave
SC order (see also Fig. 1), whereas in the W8 stripe,
which has a filling of one hole per unit length of a stripe
(i.e. ρl = 1), the pairing is entirely suppressed. Here we
find qualitatively similar results also at finite t′ for these
stripes (see e.g. the W6 stripe in Fig. 1 with coexisting
d-wave pairing).
The dominant pairing correlations of the W4 stripe at
1/8 doping are, however, very different from the ones of
4the W5-W7 stripes: the mean d-wave pairing per site
vanishes and instead we find, for finite D, a p-wave pair-
ing with finite nearest-neighbor triplet pairing amplitude
∆tij = 〈cˆi↑cˆj↓ + cˆj↑cˆi↓〉/
√
2 in the longitudinal direction
of the stripe (however, as we will show below, the triplet
pairing amplitude most likely vanishes in the infinite D
limit). The finite-D pairing pattern of an example W4
stripe for δ ∼ 1/8 is shown in Fig. 4(a), where the thick-
ness of the bonds scales with the magnitude of ∆tij .
In order to get more insights into the pairing order in
the W4 stripe, we study its properties and D-dependence
over an extended doping range [105]. In Fig. 4(c) we
present results for the mean d-wave (p-wave) pairing am-
plitude ∆d (∆p), given by the site-averaged ∆sij (∆
t
ij)
with different (same) phase factors in x- and y-direction.
These results reveal two different regions: a region with
d-wave pairing at large doping, δ & 0.14, and a region
with predominant p-wave pairing for δ . 0.14, which in-
cludes δ = 1/8. An example of a state with d-wave pair-
ing for δ ∼ 0.2 is shown in Fig. 4(b). While the d-wave
pairing remains finite when extrapolating the data in
1/D, the p-wave pairing is more strongly suppressed with
increasing D, with the extrapolated value being compati-
ble with a vanishing pairing amplitude. This implies that
the triplet pairing observed at finite D only reflects the
short-range pairing correlations, but in the exact infinite
D limit, there is no true long-range SC order for δ . 0.14.
Thus, these results indicate that the W4 stripe under-
goes a phase transition from a non-superconducting state
to a state with dominant d-wave pairing around a dop-
ing of δ ∼ 0.14. Interestingly, these two regions are also
characterized by different energy strengths in transverse
(Ex) and longitudinal (Ey) direction; see Fig. 4(d). In
the short-range p-wave region at low doping, the longi-
tudinal energy contributions are stronger than the trans-
verse ones Ey < Ex, reminiscent of weakly coupled chains
(in which one would expect power-law decaying pairing
correlations), whereas in the d-wave region at large dop-
ing, we find the opposite, i.e. Ex < Ey. This qualita-
tive change in the energy contributions in the two spa-
tial directions was also previously observed in the t-J
model [70].
We note that a similar qualitative change in the pairing
can also be observed in the other stripes, but with the
transition value δc between the two regions shifted to
smaller dopings, e.g. δc ∼ 0.115 for the W5 stripe (i.e.
1/8 doping is within the d-wave region of the W5 stripe).
Interestingly, when comparing the hole density per unit
length of the stripe, ρl = δ · W , with W the width of
the stripe, we find a similar transition value ρl ∼ 0.57 for
both the W4 and W5 stripe.
We note that the absence of superconductivity in the
W4 stripe at 1/8 doping is also compatible with the VMC
results in Ref. [58]. However, in contrast to our results,
the stripes found in VMC exhibit strongly suppressed
d-wave SC order over the entire doping range.
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FIG. 4. (Color online) (a) W4 stripe at 1/8 doping and
t′/t = −0.2. The colored red bonds show the strength of
the nearest-neighbor triplet pairing amplitude ∆tij along the
stripe, obtained at finite D = 12. (b) W4 stripe at larger
doping δ ∼ 0.2 (same parameters as in (a)) coexisting with
d-wave pairing. (c) Mean d-wave pairing (green data) and
p-wave pairing (red data) as a function doping δ for different
bond dimensions D. The extrapolated value (full symbols) of
the p-wave pairing vanishes in the entire doping range whereas
the extrapolated d-wave pairing remains finite at large doping.
(d) Difference of the energy per bond in x and y directions.
V. SUMMARY AND CONCLUSION
We have studied the ground state phases of an ex-
tended Hubbard model with a next-nearest neighbor hop-
ping t′ using iPEPS, focusing on U/t = 10 and δ = 1/8
doping. The preferred stripe period decreases with in-
creasing strength of the negative t′. In particular, in
agreement with experiments [5, 19], we have found a pe-
riod 4 stripe as the ground state in an extended param-
eter region, 0.16(4) < −t′/t < 0.423(10), including also
realistic values predicted for cuprate materials [80, 81].
Superconductivity in the period 4 stripe at 1/8 doping
is suppressed, where the dominant nearest-neighbor pair-
5ing correlations are not in the singlet but in the triplet
channel (without long-range order in the infiniteD limit).
However, at larger doping of δ & 0.14 (or hole density per
unit length ρl & 0.57), the period 4 stripe exhibits coex-
isting d-wave SC order, showing that the pairing nature
of the stripe depends on doping.
For a realistic t′/t, the competition among the low-
energy states turns out to be weaker than for the sim-
plest Hubbard model without a t′, and thus from a nu-
merical point of view the former model is less challenging
to study. The same may be true for even more realistic
multi-band Hubbard models, which can also be efficiently
studied using iPEPS, offering a promising perspective to
get further insights into the various competing phases
observed in the cuprates.
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Appendix A: Comparison of local energy
contributions of the W7 and W4 stripes
In this appendix, we present a detailed comparison of
various local energy contributions of two stripes, W7 and
W4, for two different values of the NNN hopping, t′/t = 0
and t′/t = −0.3, for δ = 1/8. We split the local kinetic
energy into two parts, Ekin = Ekinex +Ekinr, where the
first part, Ekinex, is the one relevant for magnetic su-
perexchange processes in the Heisenberg limit, i.e. ma-
trix elements between single occupied sites with opposite
spin { | ↑, ↓〉, | ↓, ↑〉} and doubly occupied sites with a
hole {| ↑↓, 0〉, |0, ↑↓〉}. The second part, Ekinr contains
all the remaining kinetic energy contributions, i.e. ma-
trix elements between {| ↑, 0〉, | ↓, 0〉, | ↑↓, ↓〉, | ↑↓, ↑〉} and
{|0, ↑〉, |0, ↓〉, | ↓, ↑↓〉, | ↑, ↑↓〉}. The column-averaged en-
ergy contributions together with the local hole density
nh and magnitude of the local magnetic moment |sz| are
presented in Fig. 5, where EU denotes the interaction
term, Etot the total energy, and E
′
kinex and E
′
kinr the
NNN kinetic contributions. A comparison of the average
contributions of the two stripes is presented in the bar
plots in the bottom panels.
First we observe, as expected, that Ekinex is lowest in
the region with strong AF order (i.e. the region with
small hole density), whereas the other part Ekinr is low-
est around the maximum hole density, where the holes
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FIG. 5. (Color online) Local hole density, local magnetic mo-
ment, and various local energy contributions (cf. text) of the
W7 and W4 stripes for t′/t = 0 (left panels) and t′/t = −0.3
(right panels), for U/t = 10, δ = 1/8, D = 12 on each site (or
bond) of the two stripes. The bottom panels show the average
energy contributions. Each pair of bars has been shifted by
the value indicated in the top row. All energies are in units
of t.
can fluctuate without frustrating the AF order, thanks
to the pi phase shift in the AF order. (The Ekinex energy
is partly compensated by a positive EU contribution of
having doubly occupied sites in the exchange processes.)
Thus there is energetic tradeoff between having large AF
regions (as can be found in long period stripes) yielding
a low Ekinex, and introducing more pi-phase shifts (i.e.
shorter period stripes) enhancing the Ekinr part.
For t′/t = 0, the W7 stripe has a lower total energy
than the W4 stripe, mostly thanks to a lower Ekinex.
The W4 stripe has a lower Ekinr than the W7 stripe, but
the difference in Ekinex is larger between the two (even
when taking into account the additional energy cost EU
to form doubly occupied sites) such that, overall, the W7
6is energetically favored.
A finite t′/t introduces an effective antiferromagnetic
Heisenberg interaction along the diagonals, which frus-
trates the AF order such that extended AF regions be-
come less favorable. This leads to a suppression of mag-
netic moments in the W7 stripe when going from t′/t = 0
to t′/t = −0.3, which is realized by increasing the hole
density in the AF region and thereby reducing the charge
and spin stripe amplitudes. The frustration along the di-
agonal is less severe in the W4 stripe with weaker AF
regions. In addition, we observe that diagonal kinetic
energies E′kinr are lower in regions with a larger differ-
ence in hole densities between neighboring rows. Conse-
quently, E′kinr is lower in the W4 stripe than in the W7
stripe, since the local hole density changes more rapidly
in a shorter period stripe. Overall, this leads to a lower
total energy of the W4 stripe compared to the W7 stripe
for t′/t = −0.3.
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