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Claudia Zanabria, Filip Pröstl Andrén, Thomas I. Strasser
An Adaptable Engineering Support Framework for Multi-Functional Energy Storage System
Applications
Reprinted from: Sustainability 2018, 10, 4164, doi:10.3390/su10114164 . . . . . . . . . . . . . . . . 294
Byuk-Keun Jo, Seungmin Jung and Gilsoo Jang
Feasibility Analysis of Behind-the-Meter Energy Storage System According to Public Policy on
an Electricity Charge Discount Program
Reprinted from: Sustainability 2019, 11, 186, doi:10.3390/su11010186 . . . . . . . . . . . . . . . . . 322
vi
About the Special Issue Editors
Khmaies Ouahada (Prof) is a full Professor and head of the Department of Electrical and
Electronics Engineering Science, the Faculty of Engineering and the Built Environment at the
University of Johannesburg, Johannesburg, South Africa. He holds a doctorate in Information
Theory and Telecommunications. His research interests are information theory; coding techniques;
power-line communications; visible light communications; smart grid; energy demand management;
renewable energy; wireless sensor networks; wireless communications; reverse engineering; and
engineering education. He is the Founder and Chairman of the Centre for the Smart Systems
(CSS) research group in the department. He serves as an Assistant Editor for the IEEE Access
journal, USA and a member of the Editorial Board for Multidisciplinary Digital Publishing
Institute (MDPI)—Sustainability, and (MDPI)—Information and Digital Communications and Networks,
Elsevier journals. He has served as Guest Editor for special issues on Engineering Education in
Multi-Disciplinary Publishing Institute (MDPI)—Education Sciences, Multi-Disciplinary Publishing
Institute (MDPI)—Energies and Coding and Modulation Techniques, in the Multi-Disciplinary Publishing
Institute (MDPI)—Information journals.
Omowunmi Mary Longe (Dr) received her D.Ing in 2017 from the University of Johannesburg,
South Africa in Electrical and Electronic Engineering Science; and M.Eng and B.Eng degrees in
Electrical and Electronics Engineering, in 2011 and 2001, respectively, from the Federal University
of Technology, Akure, Ondo State, Nigeria. She is a senior member of the Institute of Electrical and
Electronics Engineers (IEEE), and a member of the Society of Women Engineers (SWE), Organisation
of Women in Science in Developing World (OSWD), Nigeria Society of Engineers (NSE), Association
of Professional Women Engineers of Nigeria (APWEN), etc. She is also the IEEE PES Women in
Power (WiP) Representative for South Africa. She has published more than thirty research and
technical papers in peer-reviewed journals and professional conferences. She is a reviewer and guest
editor for some ISI-listed journals, and also a member of Technical Programme Committees for local
and international professional conferences. She is presently a Senior Lecturer in the department of
Electrical and Electronic Engineering Science, University of Johannesburg, South Africa.
vii

Preface to “Smart Energy Management for Smart
Grids”
The main goal of developing a smart energy management system is to help corporations,
organizations, groups, and individuals use energy consumption data wisely in order to maintain and
improve energy consumption. This is, in fact, regarded as essential in the improvement of energy
supplies, as it enhances access to more renewable energy usage at the household and community
levels, which will also help with energy saving and CO2 emission reduction.
Energy management can be defined as the conservation, control, and monitoring of energy
in a smart grid. The main focus of this book is the investigation of the best energy management
systems within micro-grids, households, and communities, in order to share energy in a very efficient
way. The security and sustainability of smart grids are also discussed in this book. Three different
energy sources will be discussed in this book: first, the energy generated and distributed by the
utility, representing the main source of electricity to consumers; second, energy storage devices,
which include battery storage, electric vehicles, and large-scale energy storage, where customers or
third-party energy producers can store energy from the utility grid during lower price periods and
use it during higher price periods; thirdly, renewable energy that is generated from natural sources,
which are continuously replenished, thereby creating relative or total energy independence from the
grid for customers.
Smart energy management can be carried out at two levels: household and community or
household groupings. At the household or smart homes level, an energy management system should
be installed according to consumer type and demand. Each consumer should be able to optimise
its energy consumption and trading for comfort and profit. The energy management system can
also offer smart, active consumers incentives above passive, smart consumers. Consumers should
manage their internal energy from utility, storage and renewables. A smart energy management
system should take control of these energy sources in order to maintain better consumption. At
the community level, sharing available energy between households will help create a kind of
independence that will help to sustain the grid.
This Book on “Smart Energy Management for Smart Grids” opens the door to research on
the importance of developing smart energy management systems by designing smart techniques,
mathematical approaches, and algorithms, in order to take control of energy consumption in smart
homes and community households. The sharing of energy in a community can be modelled in a
mathematical way, as in the case of many applications using game theory to create a demand–offer
equilibrium that helps to manage and balance energy consumption.
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Abstract: In today’s grid, the technological based cyber-physical systems have continued to be plagued
with cyberattacks and intrusions. Any intrusive action on the power system’s Optimal Power Flow
(OPF) modules can cause a series of operational instabilities, failures, and financial losses. Real time
intrusion detection has become a major challenge for the power community and energy stakeholders.
Current conventional methods have continued to exhibit shortfalls in tackling these security issues.
In order to address this security issue, this paper proposes a hybrid Support Vector Machine and
Multilayer Perceptron Neural Network (SVMNN) algorithm that involves the combination of Support
Vector Machine (SVM) and multilayer perceptron neural network (MPLNN) algorithms for predicting
and detecting cyber intrusion attacks into power system networks. In this paper, a modified version
of the IEEE Garver 6-bus test system and a 24-bus system were used as case studies. The IEEE
Garver 6-bus test system was used to describe the attack scenarios, whereas load flow analysis was
conducted on real time data of a modified Nigerian 24-bus system to generate the bus voltage dataset
that considered several cyberattack events for the hybrid algorithm. Sising various performance
metricion and load/generator injections, en included in the manuscriptmulation results showed the
relevant influences of cyberattacks on power systems in terms of voltage, power, and current flows.
To demonstrate the performance of the proposed hybrid SVMNN algorithm, the results are compared
with other models in related studies. The results demonstrated that the hybrid algorithm achieved a
detection accuracy of 99.6%, which is better than recently proposed schemes.
Keywords: multilayer perceptron neural network; support vector machine; cyberattacks; optimal
power flow; smart grid security; intruder detection system
1. Introduction
In recent times, rapid developments in technology have increased the rate of cyberattacks
and cybercrimes on cyber-physical systems and institutions. Infrastructural security against these
cyberattacks and cybercrimes have become increasingly important to individuals, organizations, and
research centers. In a 2016 Global Economic Crime survey, cybercrime was ranked as the fourth most
reported economic crime in South Africa, and the rate increased from 26% to 32% when compared to
the reported cases in 2014 [1]. With regards to power systems and the electricity grid, the integration of
the Internet of Things (IoT) and other technological tools have assisted in promoting grid efficiency and
effectiveness. However, just like other important infrastructures, a plethora of new security concerns,
such as cyberattacks, are becoming rampant on the power grid [2]. Moreover, the fact that the power
grid is a vital asset among the country’s various infrastructures makes it a highly attractive target for
Sustainability 2019, 11, 3586; doi:10.3390/su11133586 www.mdpi.com/journal/sustainability1
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cyber-threats [2,3]. In the 2014 fiscal year, the Industrial Control Systems Cyber Emergency Response
Team (ICS-CERT) announced that 79 of the 245 recorded cyber incidents on critical infrastructures
targeted the energy sector [4]. Severe cyberattack examples, such as the Ukrainian power grid blackout
in 2015 and the Israeli power grid in 2016, have shown that grid cyber-security is among the top
priorities of national security [3,5]. Studies have shown that supervisory control and data acquisition
(SCADA) systems, and other operational modules, including the State Estimation, Optimal Power
Flow (OPF) can be successfully attacked [6–8]. Intruders take advantages of the various vulnerabilities
in the grid network and modules to disrupt grid operation and stability, thereby causing blackouts
and economic loss. These security issues have continuously necessitated attention from power system
engineers and researchers into developing solutions.
Intruder detection schemes have been identified as a security solutions for power systems [3,9].
Intrusion detection systems (IDSs) in network processes aim to monitor, analyze, and react to any
unauthorized and anomalous deviation from the normal profile of the network. Monitoring power
system networks and module results in order to predict and detect intrusion and anomalies into the
grid topology, database, and network data by adversaries is highly important for a reliable power
system network. In recent times, various studies have proposed several formulations that focus on
intrusion and anomaly detection for power systems [10–15]. The authors in [9,10] proposed an anomaly
detection and correlation algorithm for substation cybersecurity using test systems as case studies.
Further, machine learning techniques have been proposed as a viable option, as they are known to
show tremendous performance in intrusion detections because of their accurate pattern recognition
and learning abilities [16–18]. The authors in [16] ascertained that the machine learning approach is
applicable to power system security. The authors successfully applied machine learning algorithms,
including OneR, random forest, and Adaboost+JRipper, in classifying power system disturbances over
a three-class (Attack, Natural Disturbance, and No Event) scheme. The authors in [18] developed
different multi-model algorithms in order to find the best performer for voltage security monitoring and
assessment. The authors used the IEEE 96 reliability test system as a case study and presented Random
Forest as the best performer, with an accuracy of 99.89%. The authors in [19] proposed an artificial
neural network algorithm (ANN) to detect power system cyberattacks on transmission network data.
The authors evaluated their experiments on a 24-bus system and achieved a detection rate of 92–99.5%
on the introduced anomalies. However, the consideration of scalability, demand, and generation
uncertainty, which are highly common for power systems, were not considered. Further, the authors
in [17] used some machine learning algorithms, involving a convolutional neural network, K-nearest
neighbor, and XGBoost, to analyze raw data logs collected by phasor measurement units (PMUs) to
detect intrusion into power systems. The authors achieved an average accuracy, precision, recall and F1
score of 0.9391, 0.938, 0.936, and 0.935 on 15 datasets, respectively. The authors in [2] also presented an
IDS based on principal component analysis (PCA), whereby flow results are monitored and intrusion
due to cyberattacks on transmission line parameters are detected. The authors used PCA to separate
power flow variability into regular and irregular subspaces. They verified the performance of their
algorithm using IEEE 24-bus and 118-bus reliability test systems and achieved good results. However,
intrusions on several other input data such as the load, generator inputs, and network topology were
not considered in their work. Furthermore, the authors in [20] presented a graph matching approach
for power systems. The authors used IEEE 24-bus, 30-bus, and 118-bus benchmark test systems to
implement their proposed scheme and achieved perfect scores. However, the proposed algorithm only
considered the topological and configurational aspect of the power system database; intrusions into
the power flow analysis were not considered.
We sought to improve the shortcomings in the above-mentioned literature, such as scalability,
demand, and generation uncertainty, and topological and configurational intrusion of the power
system. In this paper, a hybrid Support Vector Machine and Multilayer Perceptron Neural Network
(SVMNN) algorithm, which involves a combination of Support Vector Machine (SVM) and feedforward
Multilayer Perceptron Neural Network (MPLNN) algorithms, is developed for predicting and detecting
2
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power system cyber intrusion attacks. The key idea is to take advantage of two distinguished classifiers’
abilities for predicting and detecting attacks on power systems. The logistic regression method is
developed for the stacking process. The hybrid algorithm is modelled to evaluate a case study involving
a 24-bus system AC power flow result dataset. This study made use of a real time generator and load
data injections that showed the nonlinearity and uncertainty properties peculiar to power systems.
Daily generator output profiles for a duration of twenty one (21) days and a load profile taken at an
interval of thirty (30) minutes were used. The hypothesis is that at the end of each day, there will
be ten (10) intrusive events involving simultaneous attacks, as described in [9]. The hypothesis of
ten daily intrusive events was considered in order to have a balanced dataset for the prediction and
detection algorithm. Feedforward MLPNN are known for their excellent learning abilities, especially in
non-linear complex relationships and their good classification performance. With regards to its
well-known flaw of non-optimal separation surfaces between classes, here, MLPNN is stacked with
SVM, which is excellent in that regard. Further, unlike previous studies, the proposed scheme in this
paper considered intrusions that affect the topological configuration, as well as intrusions on the load
and generator output injections. High efficiency in precision and accuracy were achieved using the
proposed scheme.
The specific novelties of this paper are stated briefly: (1) a description of power system cyber
intrusion scenarios, involving topological modification and polluted data using a bus test system as
a case study; (2) evaluating the effects of cyber intrusions on the AC power flow result of OPF and
its relevant influences on voltage, power, and current flows; (3) load flow analysis using modified
power system data and integrating various attack scenarios involving topological manipulation and
load/generator injections; and (4) developing an effective hybrid scheme that involves taking advantage
of two distinguished classifiers’ abilities to evaluate the bus voltage dataset generated from the load
flow results.
In this paper, two test bus systems were used as case studies. A modified IEEE Garver 6 bus
test system was used in describing cyber intrusion scenarios, whereas a 24-bus system was used as
the case study for the hybrid SVMNN prediction and detection scheme. The developed SVMNN
algorithm presented 99.6% precision and accuracy rates in predicting and detecting the introduced
attacks, which demonstrated the efficacy of the model in predicting and detecting both topological
configurational intrusion as well as intrusions into the generator and load injections. All the simulations
to generate the bus voltage dataset were conducted using the Electrical Transient Analyzer Program
(ETAP) software. The ETAP was used to run the AC OPF processes, and the machine learning
algorithms were designed, tested and evaluated using the Orange machine learning tool.
The rest of this paper is organized as follows. Section 2 presents the Materials and Methods while
Section 3 presents the results and discussions. Section 4 presents the conclusions and recommendation
for future work.
2. Materials and Methods
In this section, we describe the OPF processes and the mathematical formulations we used to
generate our voltage dataset from the raw network data. We also discuss the methods used to develop
the hybrid model and the case studies. All the simulations used to generate the voltage log dataset
were generated using ETAP, while the classifiers’ algorithms were implemented using the Orange
machine learning tool. Both software packages were implemented on a 64-bit PC using an Intel Core
i5-3340, 3.10 GHz CPU, with a total amount of 8.00 GB of RAM installed. In Section 2.1, we briefly
discuss the optimal power flow, and in Section 2.2, we explain the mathematical formulations used in
the paper. In Section 2.3, we discuss the prediction and detection model developed, and in Section 2.4,
we present the case studies.
3
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2.1. Optimal Power Flow
OPF modules are very vital in the operational decisions of the grid. They defines the steady state
operation point, whereby the minimum generating cost is assured, and system operating constraints
on quantities, such as real and reactive power, generator outputs, line flows, and voltage magnitudes,
are maintained [2,19,21]. Grid control centers run multiple instances of the OPF module over regular
time intervals so as to maintain the operational cost of the power system while ensuring its reliability
despite variations in load requirement and available resources. It should be noted that some parameters
and quantities, including line parameters and network topology, typically remain unchanged over
time, unlike quantities like the load and the power dissipated by the generating units, which change
often. Power flow equations can be determined through either AC or DC power flow calculations.
Any error, wrong decision, or actions caused by an intrusion of the OPF modules can cause a series of
operational failures, technical system instability, and huge financial losses.
Kirchhoff’s law explains the theory of how power flows in an electrical network [22]. Using the
node-voltage analysis explained in [22], provided the voltage outputs from the generating units,
the load impedances, transmission line impedances, and susceptances for a network are given,
the current and power flowing through the network can be computed. The current-voltage flow
equation (IV equation) is derived in terms of the network admittance matrix, the current, and the
voltage magnitudes. The network admittance matrix for an n-bus system has a relationship with the









Y11 Y12 · · · Y1n
Y21 Y22 · · · Y2n
...
... · · · ...









where Y is the bus admittance matrix. The bus admittance matrix is given as Y = G + jB [23,24].
The current vector is defined in (2), whereas (3) defines the voltage magnitude vector [22]:
In = [I1, I2 , . . . ., In]
T (2)
Vn = [V1, V2 , . . . . .Vn]
T. (3)
The state vector X for the n node system is given in terms of the voltage magnitude and voltage
phase angle in (4) [25]:
X = [V1V2V3 . . . . . .Vn θ2θ3 . . . . . . θn−1]T (4)
where θ is the n − 1 dimensional vector representing voltage phase angle and V is the n-dimensional
vector representing voltage magnitudes.
From the PV flow equations, the complex apparent power injection (+ve) or withdrawal (−ve)
from bus n is defined in terms of p, q, and V as given in (5) [25]:
sn = pn + jqn = VnIn∗. (5)
Equations (6) and (7) express the current and voltage magnitude at bus n, respectively, in complex
form as:
In = [Irn + jI
j
n] (6)
Vn = [Vrn + jV
j
n] (7)
and substituting (6) and (7) into (5),
sn = VnIn∗ = (Vnr + jVn j)·(Inr − jIn j). (8)
4
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The real and reactive power from (5) is expressed in (9) as:
pn = Vnr·Inr + Vn j·In j and qn = Vn j·Inr −Vnr·In j. (9)
Note that j as a superscript refers to a complex number imaginary part, while r as a superscript
refers to the real part. In terms of phasor angles, the real and reactive power at bus n can be expressed








vn′(Gnn′ sin(θnn′) − Bnn′ cos(θnn′)) (11)
where Ynn′ = Gnn′ + jBnn′ is the line admittance between two buses n and n′ and θnn′ is the difference
in phase angle between buses n and n′. The real and reactive power flowing from bus n and n′ is given
in (12) and (13), respectively as [6,12,27]:
pnn′ = v2n(gsn + gnn′) − vnvn′(gnn′ cosθnn′ + bnn′ sinθnn′) (12)
qnn′ = −v2n(bsn + snn′) − vnvn′(gnn′ sinθnn′ − bnn′ cosθnn′) (13)
where gsn + jbsn is the shunt branch admittance at bus n. The net apparent equation in (7) for bus n can
be rewritten as (14):
sn = pn + jqn =
{
(pGn − pDn ) + j(qGn − qDn ), n ∈ seto f gens,
−pDn − jqDn , otherwise, (14)
where pGn and qGn are defined as the controllable power injections/control input u. The power consumed







pLk,out ∀k ∈ K (15)
where Lk,in and Lk,out represent set of incoming and outgoing lines of bus n, respectively, while the
power flow via line k is denoted as pLk . The power consumed at bus n is related to the load power
demand and power injection into the bus as expressed in (16):
pCn = p
D
n − pGn ∀n ∈ N (16)
where pDn and pGn are the load power demand and generated power at bus n, respectively.
2.2. Mathematical Formulation
OPF allows operators to specify a range of optimization criteria and some objective functions on
quantities, including bus voltages and line flow. A mixed integer nonlinear programming problem
AC OPF is formulated in the paper. There is an objective, and some constraints, that govern system
performance. The objective is to find steady state operating points in terms of both state vectors and
control inputs, whereby the power generated by the existing generators are optimally controlled to
serve the load requirements and line flows in the network and minimize real and reactive power












pLk = 0 (17)
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− pL, maxk ≤ pLk ≤ pL, maxk ∀k ∈ K (18)
0 ≤ pG,n ≤ pG,maxn ∀n ∈ N (19)
π ≤ θn ≤ π ∀n (20)
θRn = 0; Rn : re f erence node. (21)
The power balance equation to be solved is given in constraint (17), which gives the assurance
that, at any node n, the summation of the total power dissipated by the generating unit n equals the
summation of the power flowing in the lines and the total sum of the power demand. Constraint (18)
defines the power flows via the lines, and the constraint limits the power flows via the lines within
the network, with regards to their capacities. Constraint (19) is for the generator outputs’ limits and
ensures that the generator outputs’ limits are not surpassed. The voltage phase angle limit constraint
is shown in (20) and ensures that voltage angle limits are within the specified range. Constraint (21) is
the constraint for the reference bus/node. Equation (21) ensures that the reference node has a voltage
angle of 0 degrees [28].
2.3. Prediction and Detection Model
In this subsection, we describe the MLPNN, the SVM, and the hybrid SVMNN models that were
employed in predicting and detecting the possibility of the power system network being compromised.
2.3.1. Multilayer Perceptron Neural Networks (MLPNN)
MLPNN is a feedforward neural network that uses backpropagation for its training process.
Neural Network (NN) models are inspired and designed in a similar fashion to the human brain.
However, unlike the brain, NNs utilize some mathematical functions that map input data to produce
the output. A neural network operates in such a way that when data are presented at the input layer,
the neural nodes (which are interconnected via respective weights and bias for each connections) execute
some calculations using activation functions in all the successive layers until the input data reach the
output nodes that produce the outputs. Typical activation functions used in neural networks include
the sigmoid function and the Rectified linear units (ReLu), defined in (22) and (23), respectively [29]:
f (x′) = 1
1 + e−x′
(22)
R(x′) = max(0, x′) (23)
Building a neural network algorithm begins with the simplest form, a ‘single perceptron’.
A perceptron is made up of a single McCulloch-Pitts neuron, which has modifiable weights and
bias [30]. Figure 1a presents a perceptron process [30]. To create a multilayer perceptron, the perceptron
is modified in such a way that it includes several layers of neurons with nonlinear activation functions,
making it highly potent, as it can be implemented for nonlinear separable data. Considering the
architectural model of a typical MLPNN presented in Figure 1b [31], the MLPNN has n inputs,
one hidden layer with z′ hidden neural nodes, and y output nodes.
Let us assume we have input data that is defined with the matrix [32]:
r = (r1, r2, . . . . . . . ., rn). (24)
Let us make the assumption that a vector r1 that belongs to a class of the y output classes denotes
the n feature values of case i’. Assuming αg denotes the lower boundary limit and βg denotes the upper
limits of feature g, which equally relates to the minimum and maximum threshold values achievable
6
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[α1, β1], [α2, β2], . . . . ., [αn, βn]
}→ [γ, η]y : = N(r) = f (wj f (wir− bi) − bj) (25)
where wi is the weight matrix that connects n input nodes to the z′ hidden layer neural nodes, and wj
is the weight matrix that connects the z′ neural nodes to output nodes y. Bias vectors bi and bj connect
to the hidden and output layers, respectively. The function f : Rdim(a) → [γ, η]dim(a) defines the
activation function that is fitted into individual nodes of the hidden layer’s activation vector a, with γ
and η being the lower and upper bounds. Each element in vector denotes the activation of each output
layer node. Hence, classification is done based on the function class, which depends on the returned





Figure 1. Neural Network models: (a) perceptron process; (b) multilayer perceptron neural network.
2.3.2. SVM Classifier
SVM is a dominant tool that is used in classification and regression problems. SVM was
originally proposed for binary classifications, whereby the width of the margin between the two classes
defines the optimization criterion. SVMs create a single hyper-plane, or sets of hyper-planes, in a
high-dimensional feature space, which optimally separates the training patterns according to their
classes. The efficient implementation of SVMs depends on the trade-off constant C and the kernel
function K type, especially when it is required for nonlinear classification. Typical kernel functions
include the linear, polynomial, sigmoid, and radial basis kernel function (RBF). The trade-off constant
C is the soft margin parameter, which influences each individual support vector. Figure 2 [33] presents
a linear SVM model showing the hyper-plane separation between the two classes.
Figure 2. Support vector machine (SVM) hyper-plane separation of two class datasets.
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As shown in Figure 2, the model presents the examples as space points, plotted such that the
categories are kept apart by a distinct gap. Afterwards, new examples are plotted into the same space
and predicted as either class depending on the side of the gap in which it is categorized.
Let us assume we have training data of n points (
→
x1, y1), . . . . . . . . ., (
→
xn, yn), where point xi is a
p-dimensional vector and yi = ±1 labels the class to which point xi belongs. SVMs tend to locate the
maximum margin hyper-planes that split the group of points where xi is for yi = +1 from the groups
where it is yi = −1 [16]. The hyper-plane for the set of points →x satisfies the equation →w.→x − b = 0,
where
→
w is the normal vector to the hyper-plane and b is the displacement term that determines the
distance between the hyperplane and the origin [17].
2.3.3. Proposed Hybrid SVMNN
Hybrid learning methods are a process of combining two or more learning algorithms. This process
is essential in achieving better accuracy and detection rates. A simplified flowchart of the hybrid
SVMNN model is presented in Figure 3.
Figure 3. Flowchart of the Hybrid Support Vector Machine and Multilayer Perceptron Neural Network
(SVMNN).
To evaluate the hybrid model’s performance, it is required to have a sufficient experimental
dataset with sensitive information for the algorithm’s training and testing analysis. This is important
for the effective performance of the algorithm. In this paper, bus voltage logs are captured as a
dataset for the intrusion detection algorithm performance evaluation. The power system dataset used
contains a total of 1218 training and testing dataset instances, with 24 features having binary targets.
The scale and distribution of the dataset can produce a significant influence on the algorithm prediction
and detection success. It should be noted that the bus voltage dataset that contains the poisoned
datasets and the good datasets are combined and randomly split into two sets: the training and testing
datasets. From the randomly organized data, 975 of the data samples were devoted to training, which is
equivalent to approximately 80% of the dataset, whereas the remaining 20%, equaling 243 data samples,
were dedicated to testing the trained model. The preprocessing stage of datasets, which includes
transformation, normalization, discretization, and feature selection processes, are highly important
for the efficiency of the machine learning algorithm. The feature selection process can vary based on
the type of dataset being used. Since the dataset used in this paper uses numeric data, the data do
not need any transformation. However, the dataset was normalized using the min-max scaling for
effectiveness. For the developed hybrid model, the stacking utilized a back propagation MLPNN with
three hidden layers of 30 neural nodes each. The L2 regularization parameter assists in reducing the
generalization error as well as the overfitting problem. We varied the values of the L2 regularization
parameters in order to achieve the best possible result from our developed MLPNN. Further, this study
employed ReLu as the activation functions for the hidden layers. An Adam gradient-based optimizer
was used as the solver for weight optimization. For the SVM, this study implemented the Library for
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Support Vector Machines (LibSVM) package. The Cost C was chosen as 1.2. Three kernel functions
(linear, polynomial, and RBF) were tested in order to find the best performer for our developed model.
The gamma constant in kernel function was set at 0.25. This study used logistic regression for the
stacking. The performance of the hybrid algorithm is evaluated and compared with the performance
of individual classifiers (SVM and MLPNN) using a machine learning key performance indicator (KPI)
confusion matrix. Popular classification performance measures, including precision, recall, and F1
score, will also considered for the evaluation. The metrics are discussed briefly [34,35]:
• Confusion Matrix
Confusion matrix refers to a table that is often used to explain and understand the performance of
a classification model. The model evaluation metrics from a binary classifier confusion matrix typically
have two dimensions: The actual class usually indexes one of the dimensions, whereas the other
dimension is indexed by the classifier prediction.
• Precision
Precision presents how often the classifier model is correct. High precision correlates to a low
false positive rate. Mathematically, precision is defined in (26) [34]:
Precision = TP/(TP + FP) (26)
where TP is the rate of true positives, defined as the correctly identified positives from the classifier
model, and FP is the rate of false positives, which is defined as negative cases that have been wrongly
identified/classified as positive ones.
• Recall (Sensitivity)
Recall is the measure that describes the ability of a prediction model to pinpoint cases of a
particular class from a dataset. Mathematically, recall is defined in (27) [34]:
Recall = TP/(TP + FN) (27) (27)
where FN is the rate of false negative observations.
• F1 Score
F1 score is the harmonic average of Precision and Recall. The F1 score is considered to be a better
metric compared to accuracy, especially in a classification involving uneven distribution:
F1 Score = 2 × (Recall × Precision)/(Recall + Precision). (28)
2.4. Case Studies
In this paper, a modified version of the Garver IEEE 6 bus test system modelled in [28] was used in
describing the attack scenarios, whereas a 24-bus system was used for the evaluation of the developed
MLPNN algorithm. The Electrical Transient Analyzer Program (ETAP) Toolkit developed by ETAP,
Operation Technology Inc, is a commercial software package that is widely used for power system
design, simulation, monitoring operation, analysis, optimization, and stability studies. In this study,
the ETAP version 16.0 was used to run the AC version of the OPF calculations. The implementation
of the MLPNN algorithm used was based on the open source machine learning framework Orange
(Orange 3.20.1). The SVM embedded in the Orange framework is from the LibSVM package, while the
MLPNN uses the Sklearn Python Module.
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2.4.1. Cyberattack Scenario Explanation Using a Modified Garver IEEE 6-Bus System
Figure 4 presents the one-line diagram of the modified Garver test system used for the cyberattack
description and the consequences on the power system. The test system has six nodes consisting of
three generating units, six loads, and seven lines connecting the nodes. The generating units are at
node 1, node 3, and node 6, whereas the loads are on node 1, node 2, node 3, node 4, node 5, and node
6. The assumption is that the cyberattack only made changes to the topology and no changes were
made to the physical parameters of the lines and load values. Table 1 provides the parameters used for
the transmission lines of the modified test system. The parameters reflect the values of the impedances
and susceptances of each of the transmission lines in the modified test system.
Figure 4. Modified IEEE Garver 6 bus test system.
Table 1. Transmission lines parameters.
S/N Lk,out Lk,in R (ohm) X (ohm) BL(S)
1 1 2 8.0 × 10−2 1.05 × 10−1 6.03
2 4 1 88.5 × 10−2 4.0 × 10−2 5.1 × 10−2
3 1 5 88.5 × 10−2 4.0 × 10−2 5.1 × 10−2
4 2 3 8.0 × 10−2 1.21 × 10−1 5.75
5 4 2 88.5 × 10−2 4.0 × 10−2 5.1 × 10−2
6 2 6 8.0 × 10−2 1.05 × 10−1 6.03
7 3 5 88.5 × 10−2 4.0 × 10−2 5.1 × 10−2
Attackers having prior knowledge about the network topology and/or having access to the grid
network either through the help of an insider or via remote access may decide to slightly alter, isolate,
or modify part of the network configuration or database. In the description of the attack, two scenarios
are considered. In Scenario A, we assumed that the network is free of intrusion whereas in Scenario B,
we assumed that the network is under attack and the grid operators are unaware of the cyber intrusion.
For both scenarios, the grid is operational.
1. Scenario A
In Scenario A, an assumption was made that there was no manipulation or any attack intrusion
on the network topology or data. Figure 4 presents the one-line diagram of the Scenario A test system.
The generator power output data and load data for Scenario A are depicted in Table 2. The total load
demand for the network without any intrusion is 255.74 MW, whereas the total generator power output
from the three generators is 430.2 MW. Load flow was conducted on Scenario A using the load flow
function in the ETAP program.
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Table 2. Optimal generator power output and load data for Scenario A.








In Scenario B, the assumption was made that there was intrusion, and the attacker(s) made
some changes based on the simultaneous attack described in [6], whereby simultaneous attacks,
which will not lead to a non-convergence simulation, are carried out on bus nodes. Attackers are
aware that, for any type of attack, the isolation/de-energization of critical node(s), major sections, or
the entire database will lead to non-convergence power flow computation. Therefore, the assumption
in this paper is that attackers only make changes slight that affect the grid, but the network remains
operational. Grid operators are unaware of the changes, and the network operates with the corrupted
data. The one-line diagram for Scenario B is presented in Figure 5.
Figure 5. Scenario B test system.
As presented in Figure 5, the modified Garver 6-bus test system configuration topology has been
altered due to the simultaneous attack. The simultaneous attack consists of the de-energization of
the generator at node 3 and the manipulation of the sending and receiving buses of a line, such that
intruders reconfigured the network by changing the origin and destination of line 1 from bus 1 to bus
5. The dashed line reflects the line that was attacked by the intruder.
The data for the generator units for Scenario B are depicted in Table 3. The total generator power
output from the two supplying generators available in Scenario B is 280.2 MW, as the attack has already
de-energized the generator at node 3.
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In both scenarios, the power flow computation converges. The Scenario B simulation results in
the flows in the transmission lines using the poisoned data from the simultaneous attack, as depicted
in Table 5.
2.4.2. Evaluation of the Prediction and Detection Algorithm Using the 24-Bus System
This paper made use of real time data. For simplicity, the network data used only covered the
SouthWest and NorthWest geopolitical zone of the Nigerian grid’s network topology. The 24-bus
system used covered only some 330 kV stations across the geopolitical zones. Figure 6 depicts the
one-line diagram of the modelled 24-bus system. The test system comprises 37 transmission lines,
17 loads, and 8 generators. The lines were modelled using their pi-equivalent circuits. The generators
were modelled using steady state real and reactive powers limits. The loads were modelled using
steady state real and reactive power consumption value limits.
Figure 6. One-line diagram of the 24-bus system.
The modified generator data profile used in the study is presented in Figure 7, whereas the
modified load data profile collected from the daily operational report used is presented in Figure 8.
As shown in Figures 7 and 8, respectively, the generator data represent a daily generator data profile
for a three weeks duration, whereas the load data profile has a time interval of thirty (30) minutes.
Both the generator and load data used were for a one week duration, using modified data from the
Nigerian Electricity Regulatory Commission daily operational report [36] from 1 to 21 February 2018.
Figure 7. Generator output profile.
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Figure 8. Load profile.
3. Results and Discussion
In this section, the results of the case studies are analyzed and presented.
3.1. Comparison of the Two Scenarios
The description of the cyber intrusion is explained with Scenarios A and B. Tables 4 and 5 present
the flow simulation results of Scenario A and Scenario B respectively. Figure 9 presents the comparison
of the bus voltage simulation result for Scenario A and B. Note that, for both scenarios, bus 1 has a bus
voltage of 1 pu, as the bus is chosen as the slack/reference bus.
Table 4. Scenario A flow result.
S/N Lk,out Lk,in Power Flow (MW)
Current Flow
(Amp)
1 1 2 24.85 149.9
2 4 1 3.19 72.77
3 1 5 50.32 96.82
4 2 3 78.11 160.1
5 4 2 39.96 89.11
6 2 6 14.83 91.27
7 3 5 20.82 37.28
Table 5. Scenario B flow result.
S/N Lk,out Lk,in Power Flow (MW)
Current Flow
(Amp)
1 1 2 65.86 120.5
2 4 1 122.39 228.9
3 1 5 30.73 56.22
4 2 3 25.39 47.9
5 4 2 76.16 152.7
6 2 6 25.47 54.36
7 3 5 25.68 49.71
With intrusions, the normal operating limits of the grid can be above or below the limit. The upper
and lower limits for voltage stability endorsed by American National Standards Institute (ANSI) are
1.05 pu and 0.95 pu, respectively [37]. As shown in Figure 9, bus 6 is clearly below the limit while bus 2
and bus 3 are very close to the lower standard limit for Scenario B. IEEE guidelines and operational safety
require a response and action to be taken by the operators to rectify such situations. Hence, early detection
of cyber intrusions into the power system network is highly important to grid operators.
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Figure 9. Scenario A and Scenario B bus voltage comparison results.
Figure 10 presents the comparison result of the current flows on the lines with and without
intrusion (Scenario A and B respectively). Line 4 and line 2 have the highest magnitude for current
flow for Scenario A and Scenario B, respectively. Despite the intrusion presence in Scenario B, Figure 10
shows a close relationship at line 7 for both scenarios in terms of current flows on the lines, which typifies
the fact that the presence of intrusion on a power system can be tedious to predict or pinpoint.
Figure 10. Scenario A and Scenario B current flow comparison results.
Moreover, Figure 11 depicts the comparison result of the power flows on the lines for both Scenario
A and Scenario B. As shown in Figure 11, there is a significant difference in terms of the power flow
on each individual line in the network. Line 2 has the highest magnitude of power flow for the
intrusion-presence Scenario B, while the lowest magnitude of power flow occurred in the same line
when there was no intrusion.
Figure 11. Scenario A and Scenario B power flow comparison results.
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3.2. Hybrid SVMNN Classification Report
In order to obtain the best possible results from the developed SVM model, which will be
stacked with the MLPNN, we experimented using three prominent kernel functions: RBF, Polynomial,
and Sigmoid functions. The Cost C and gamma value were kept at constant values of 1.2 and 0.25,
respectively. Some notable results from preliminary experiments are summarized in Table 6.
Table 6. Summarized classification results comparing the SVM kernel function’s performance.
Kernel
Function
Precision Accuracy Recall F1 Score
Training Time
(Second)
RBF 95.7% 95.5% 95.5% 95.2% 8.92
Polynomial 87.2% 85.6% 86.3% 86.5% 8.36
Sigmoid 81.6% 78.6% 78.6% 79.8% 5.83
As shown in Table 6, RBF presented the best result while the sigmoid kernel function gave
the lowest accuracy. Hence, the RBF kernel function was stacked with the developed MLPNN.
Also, after developing the MLPNN algorithm, in order to achieve a result with reduced generalization
errors and overfitting problems, the L2 regularization parameter was varied. Table 7 presents the
notable preliminary results achieved by varying the L2 regularization parameter.
Table 7. Summarized classification results varying the MLPNN L2 regularization parameter.
L2 Regularization
Parameter
Precision Accuracy Recall F1 Score
Training Time
(Second)
100 87.5% 81.9% 81.9% 73.7% 18.38
85 94.3% 85.2% 85.2% 80.7% 17.83
65 94.6% 93.8% 93.8% 93.3% 16.35
50 97.6% 94.2% 94.2% 93.8% 14.25
35 96.2% 96.1% 96.1% 96.5% 9.8
Table 8 presents the hybrid SVMNN model’s evaluation metrics from the confusion matrix.
This model is a binary classifier, and the two classes targets are labelled non-intrusive data sample
(NID) and intrusive data samples (ID). As shown in Table 8, the modelled SVMNN classifier predicted
203 non-intrusive data (NID) samples and 40 intrusive data (ID) samples from the testing data samples.
Table 9 presents the classification result of the hybrid SVMNN compared with the best results from the
standalone MLPNN and SVM classifiers.
Table 8. Model evaluation metrics.
No of Testing Data = 243 Predicted ID Predicted NID
Actual ID 40 1
Actual NID 0 202
Non-intrusive data sample (NID); intrusive data samples (ID).
Table 9. Classification results.
Classifier Precision Accuracy Recall F1 Score
SVMNN 99.6% 99.6% 99.4% 99.6%
SVM alone 95.7% 95.5% 95.5% 95.2%
MLP alone 96.2% 96.1% 96.1% 96.5%
As presented in Table 9, the SVMNN algorithm showed precision and accuracy rates of 99.6%.
The recall score is 99.4%, whereas the F1 score is 99.6%, which is much better than the best results
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achieved from the standalone SVM and standalone MLPNN methods. MLPNN has the ability to learn
complex relationships and can easily generalize models and give efficient predictions. Thus, as expected,
the standalone MLPNN gave a good result with an accuracy of 96.1%. However, the best result was
achieved from the hybrid algorithm. Table 10 presents the comparison result from the paper with some
proposed schemes in the literature.
Table 10. Classification result comparison with other schemes.
Classifier Accuracy
SVMNN 99.6%
Mousavian et al. [19] (ANN model) Average of 95.75%
Hink et al. [16] (Adaboost + JRipper model) 95%
Wang et al. [17] (AWV model) 93.91%
Valenzuela et al. [2] (PCA alone) 97%
As shown in Table 10, in a related model proposed by Mousavian et al. [19], the proposed
ANN model was able to detect 92–99.5% (averaging 95.75% accuracy) involving a 24-bus system.
Further, Hink et al. [16] compared several machine learning approaches and achieved an approximately
95% precision accuracy using Adaboost + JRipper for a binary classification. In a similar approach,
the authors in [17] reported a detection accuracy result of 93.91% using a model that involved using
a random forest as the basic classifier of AdaBoost and a weighted voting (AWV) model on PMU
cyberattacks. Furthermore, the authors in [2] reported a detection accuracy result of 97% in the case of
a severity class C attack involving an attack on only two lines at a time. Note that the authors in [2]
did not consider intrusions into generator and load injections. In a similar article in [20], where the
authors equally considered a 24-bus system in a graph matching approach and achieved a 100% result,
it needs to be pointed out that the authors only considered cyberattacks on a topological power system
configuration. However, in this paper, both topological configurational intrusions, as well as intrusions
into the generator and load injections, were considered. The simulation results of the prediction and
detection algorithm developed showed the effectiveness of the scheme, which can be employed for the
effective protection of power systems.
4. Conclusions
Security threats, such as cyber intrusions into the power grid, necessitate responses from all
stakeholders involved in the electricity grid. Detecting and preventing such cyber intrusions is
important in current and future research. In this paper, power system cyber intrusion scenarios
involving topological modifications and polluted data are described, and the effects of intrusions
on the AC power flow result of OPF are discussed using a modified IEEE Garver 6 bus test system
as a case study. A prediction and detection scheme based on a hybrid SVMNN was developed to
predict and detect cyber intrusion attacks into the power system. The algorithm was developed
to evaluate a bus voltage dataset. Several simultaneous attacks scenarios, including the removal
of transmission lines and generators, were considered as cyber intrusions in the 24-bus case study.
The proposed SVMNN method showed 99.6% precision and accuracy rates in predicting and detecting
simultaneous attacks. However, despite showing tremendous accuracy in predicting and detecting
cyber-intrusion, the developed algorithm cannot identify, locate, or eliminate present or future intrusion.
Future work can focus on extending this work to developing avenues, to identify attacked stations
and/or transmission lines.
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Abstract: This paper proposes a three-layer model to find the optimal routing of an underground
electrical distribution system, employing the PRIM algorithm as a graph search heuristic. In the
algorithm, the first layer handles transformer allocation and medium voltage network routing,
the second layer deploys the low voltage network routing and transformer sizing, while the
third presents a method to allocate distributed energy resources in an electric distribution system.
The proposed algorithm routes an electrical distribution network in a georeferenced area, taking into
account the characteristics of the terrain, such as streets or intersections, and scenarios without
squared streets. Moreover, the algorithm copes with scalability characteristics, allowing the addition
of loads with time. The model analysis discovers that the algorithm reaches a node connectivity
of 100%, satisfies the planned distance constraints, and accomplishes the optimal solution of
underground routing in a distribution electrical network applied in a georeferenced area. Simulating
the electrical distribution network tests that the voltage drop is less than 2% in the farthest node.
Keywords: electrical distribution system; graph theory; micro grids; heuristic; optimization; planning
1. Introduction
The unpredictable increasing in electricity demand has made challenging the design and planning
of any electrical system in transmission or distribution level. The population growth, migration and
city planning had reduced the performance of the Electric Distribution Systems (EDS) in large cities,
especially in third world countries. The main reason for that is the conventional deployed EDS was
designed without formal considerations of planning or projected demand. Consequently, the regular
EDS are mainly unplanned and the electricity service throughout the networks are unsatisfactory with
problems in the entire system, for instance reliability and stability.
Electricity transportation seriously concerns designers due to the large distance from generation
to the final customer. Conversely, the generation in Micro Grid (MG) with Distribute Energy Resources
(DER) is close to the end-user or is in the same Low Voltage (LV) network, therefore avoiding the power
transmission [1]. Biomass, solar or wind power, and small hydro generators are some examples of
DERs. Those alternatives are boosting the local generation, increasing the continuous electrical service,
decreasing the fossil fuel dependency and can achieve a clean ecosystem by reducing emissions [2–4].
Nowadays, modern EDS must satisfy optimization, security, reliability, and energy efficiency
requirements, which are considered as fundamental requirements in the design and implementation
process. For instance, MG is the integration of optimal EDS with DER. In order to implement a Smart
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Grid (SG), firstly the EDS should reach security and, reliability requirement via technical planning.
Moreover, the EDS must be optimal and technically adequate because the end customer is close to that
system, and due to its investment cost this is considerable compared to the entire network [5–7].
Furthermore, DERs are a promising solution for the implementation of Low Carbon (LC)
Technologies in a conventional electrical system. Considering that the power generation industry is
a considerable source of CO2, a growing number of EDS have connected to DER in order to follow
the LC policies [8]. The LC policies suggest countries adopt clear and measurable objectives to reduce
emissions. There is some research which proposes an acceptable level of reduction, as is the case of [9],
which proposed a model to reduce 80% of CO2 emissions taking as based line 1990, and introduced
the implementation of mitigation technologies, including DER in EDS.
The Figure 1 shows the percentages contributions of each technology in the reduction of emissions.
Special attention is focused on the electricity decarbonisation, smart growth and rooftop PV. The first
technology is mainly the integration of renewable energy, which is composed of 90% CO2 free
technologies. The second involves the optimal planning of EDS and the transportation systems.
The third constitutes of rooftop PV implementation in residential and commercial buildings considering
10% of electricity demand should be reduced by the implementation of rooftop PV [9].
Figure 1. Percentage of CO2 reduction contribution of Distribute Energy Resources (DER) implemented
in a Electric Distribution Systems (EDS) [9].
The mathematical model proposes in this paper achieve the entire connectivity, in order to cope
with this objective the minimum expansion tree algorithm was applied, and the radial topology
of a georeferenced EDS was obtained. By this methodology, the power balance in the network is
achieved automatically and guaranteed, as well as the scalability, including the case of whether
further residential or industrial loads would be connected to the system. The model performance
test was developed in a Geographic Information System (GIS), where all the elements of the network
are represented as nodes. Aside from the map information like streets, roads, and natural features,
this representation includes homes, LV transformers and substations of the selected region.
Several researchers have developed models to find the best topology for an optimal EDS planning.
For instance, Ref. [10] is one of the first to have presented a detailed overview of expansion
planning models, compared to the different mathematical techniques describing the objective functions,
constraints, the programming technique, and the pros and cons associated with the model. On the
other hand, the approach is commonly used in wireless communication, Inga et al. [6,7,11,12] proposed
a hybrid wireless mesh network infrastructure considering a multi-hop system which is planned for
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electric consumption metering in a metropolitan area network, thereby performing an advanced
metering infrastructure for use in MG.
Lavorato et al. [13] proposed a critical analysis to integrate the radially as a constraint in an
optimization model of an EDS, and [14] proposed a mathematical procedure for modelling the radial
networks. Both studies recognize that the radially constraint is a heavy burden to implement in
any model. Other researches have proposed that the problem can be solved using a combination
of algorithms, including heuristics to find a good initial solution and then apply the result to a
deterministic mathematical optimization [14]. In [15–18] proposed implementation of the Minimal
Spanning Tree (MST) to minimize the energy supplied by medium voltage (MV) in an EDS. In [15]
algorithm allowed graphing compression, leading to savings in computing time. Ref. [19] also tackled
the active power loss minimizing problem using MST.
The optimization algorithm for determining the route for MV feeders was developed using
simulated annealing algorithm in [20], who proposed a three stages methodology. Additionally,
researchers in [21] describe a heuristic with the objective of minimizing the loss of power applying
EDS reconfiguration. Ref. [22] used the complex network analysis and graph theory to explain the
properties and exposed the mathematical representation of the electrical topology that are implemented
in the real EDSs. In [23] describes the network design problem using the cooperative Tabu research
that is the first level of the capacitated multicommodity. Ref. [24] proposed a model, using the adapted
genetic algorithm, to minimize the voltage drop in distribution transformers, considering size, quantity,
and siting.
There are several heuristics methods that can be used to solve an optimisation problem, in the
paper [25] a scheme is explained the pros and cons of the “best solvers”, based on the analysis of a
considerable amount of articles. The efficiency and closeness to the global optimum solution of some
heuristic solvers are tested in [26], where implemented a Home Energy Management solved through
five heuristic algorithms.
The heuristics methods applied GIS are investigated in several technological areas, for instance,
the introduction of more flexible technologies in urban areas [27]. Whilst [28,29] study the DER
penetration in an implemented photo-voltaic systems. The problem in [30] is solved through a
modified Particle Swarm Optimization (PSO), which included a new mutation method to improve
the global searching thereby avoiding the local optimum. Ref. [31] applied the local search heuristics
representing the EDS as a spanning forest problem. The proposed algorithms are based on the research
of the shortest spanning sub tree and connection network, originally proposed by [32,33].
Based on the extensive bibliographic research, a model of DER planning with MG integration
deployed in a GIS is hardly resolved by linear programming, because it implies a large computational
time due to the complexity and the massive amount of involved variables. The proposed problem
represents a combinatorial problem, which includes the routing cost minimization as objective function
and constraints of connectivity, radial, distance and voltage profiles. In conclusion, the problem is
NP-Complete and as a result, lacks a globally optimal solution [30].
For the reasons exposed above, the raised problem is not trivial and it must be solved applying
heuristic models. The solution of the mathematical model of the EDS planning is proposed as a routing
problem which is approached through a complex network analysis and graph theory [34]. Hence, it is
necessary to perform a heuristic model that can reach a near optimal solution or sub-optimal solution.
The present paper presents a mathematical model that applies graph theory as a multi-layer algorithm;
one of them addresses the problem of routing of a MV network, the second the LV network, and the
third allocate the DER in the EDS.
The remainder of this article is organised as follow, in the Section 2 the problem formulation
is presented, the simulation results are presented in Section 3. Finally, in Section 4 the conclusions,
recommendations and future works.
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2. Problem Formulation
The Optimal Routing of Electrical Distribution Networks is defined as a NP-complete problem,
to deal with it a heuristic model is used. The model is divided into three algorithms; Algorithm 1
solves the problem in MV network, while Algorithm 2 works with the resolution in LV network,
and Algorithm 3 determines the allocation of the rooftop PV in the scenario. In Table 1 are presented
the variables used in the model.
Table 1. Parameters and variables.
Nomenclature Description
X Latitude element coordinate point or points
Y Longitude element coordinate point or points
ij Point to point search variables
Xs, Ys Residential customer location
Xnp, Ynp Street nearest point to any customer
Xse, Yse Substation location
Xbe, Ybe Streets intersection or candidate sites location
Xtr, Ytr MV to LV transformer final location
XLst, YLst Member Points of L street
SH End user location
Ind Optimal transformer index
N Number of residential customers
M Number of LV transformers
S Number of substations
P Total Number of subscribers N+M+S
demNN Individual customer demand
demMM Individual LV transformer demand
G PxP connectivity matrix
dist PxP distance matrix
distN Distance from N customer to corresponding transformer
Cap Number capacity constraint for all LV transformer
R Distance constraint (m) for all LV connections
Path Network connectivity route
Pred Association end-user transformer
PVs PV amount in the network
PVC PV rooftop location
PVP PV power assignation
C Total customer connectivity in percentage
CostMV Total distance (m) cost of designed LV network
CostLVM Distance (m) cost of M tranformer
CostLV Total distance (m) cost of desgined low voltage network
CompE Computational cost (seg) for each experiment
i,j,k Counter variables for control loops
flag,used,z Temporal variables
Loc1, Loc2 Temporal variables
What the mathematical model accomplishes in the algorithm is represented by the next equation
exposed below. The objective Function (1) finds the minimum length of path feeder, where C
is the cost of distances and X represents the activation or deactivation of each node connection.
The Equations (2) and (3) represent the radial nature for the network where the numbers of connections
must be n − 1, where n is the number of nodes. Finally, the Equation (4) demonstrates that the
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Subject to ∑
ij∈E
Xij = n − 1 (2)
∑
ij∈E:i∈S,j∈S
Xij ≤ |S| − 1 ∀S ⊆ V (3)
Xij ∈ {0, 1} ∀ij ∈ E (4)
Algorithm 1 Optimal location and routing a MV grid network.
1: procedure
2: Step: 1 Variables
3: P, distN, X, Y, Cap, R
4: Step: 2 Optimal transformer selection
5: used ← prim(X, Y);
6: Ind ← f ind(sum(used) == 1);
7: Xtr ← Xbe(Ind);
8: Ytr ← Ybe(Ind);
9: Step: 3 Find nearest street point to customer
10: Loc1 ← [XsYs];
11: Loc2 ← [XLstYLst];
12: for i → 1 : N do
13: for j → 1 : length(XLst) do
14: disti,j ← haversine(Loc1, Loc2);
15: z ← f ind(disti,j == min(min(disti,j)));
16: EndFor
17: EndFor
18: Xnp ← Loc2(z, 1);
19: Ynp ← Loc2(z, 2);
20: Step: 4 Optimal Routing MV grid
21: X ← [XnpXtrXse];
22: Y ← [YnpYtrYse];
23: disti,j = haversine(X, Y);
24: G(disti,j <= R) ← 1;
25: path ← primmst(sparse(G));
26: Step: 5 Determine the final cost of MV
27: for i → 1 : length(X) do
28: for j → 1 : length(X) do




The Algorithm 1 has five steps.The first declares the variables, distance R and the capacity number
Cap restriction to zero, or receives the georeference information from the map, including the latitude
and longitude of end-user, candidate sites and substation location. The information was taken from
an OpenStreetMap (OSM) file, including the georeferenced information about the houses’ shape,
main routes, streets, public spaces, and more. Step 2 determines the optimal transformer selection
using Prim algorithm, which returns the number and transformer index of optimal configuration.
Step 3 is responsible to find the nearest street point to customer, it is done through the distance
calculation of each end-user to the each constituted point street, and determining the closest point
to each home, this solution has the same number as end existing users. The fourth step searches
the optimal routing of the MV grid, which used the haversine distance calculation to determine the
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distance between all elements in the network. After that, the connectivity matrix is calculated with the
model restrictions, next the Prim minimal spanning tree is applied to find the minimum rout. The fifth
step determines the cost that corresponds to the total distance of the elements of the MV network.
The Algorithm 2 determines the optimal routing of the LV grid network, which approaches the
problem dividing the network in pieces of the transformer that serves to the end user customer.
The solution is proposed in five steps as follows. Step 1 is similar as the Algorithm 1 and aim
the initialization or complete the needed information. Step 2 determines the distance between
each end user with all solution transformer of Algorithm 1. After that, the connectivity matrix is
calculated, which considers the connectivity between the transformer and the substation as already
done, and the connection from the substation to end-user as non available. Step 3 implements the
Dijkstra algorithm calculation, which find the optimal LV connections. Step 4 calculates the optimal
rout of the corresponded elements to the transformer, and the step individually considers the LV
connections. Finally, step 5 calculates the final cost that correspond with the final distance of conductor
in LV network.
Finally, the Algorithm 3 allows us to determine the allocation of the rooftop photo-voltaic panels in
the houses. The houses percentage chosen is 10%, based on the contribution of PV in MG. The algorithm
in step 1 gathers the end user coordinates in one array, after the PV amount is determined with the
researched criteria and is stored in PVs, in step 2. In step 3 the center of mass is calculated though
k-medoids algorithm, the scenario is divided into PVs variable clusters. In step 4, the electrical power
is assigned for each end user, and the power for each rooftop is 10 KV, the same for all scenarios.
Algorithm 2 Optimal routing a LV grid network.
1: procedure
2: Step: 1 Variables
3: P, distN, X, Y, Cap, R
4: Step: 2 Determine the distance end user, transformer
5: disti,j = haversine(X, Y);
6: G(disti,j <= R) ← 1;
7: G(1 : N, N + M + 1 : N + M + S) ← in f ;
8: G(N + M + 1 : N + M + S, 1 : N) ← in f ;
9: G(N + 1 : N + M + S, N + 1 : N + M + S) ← in f ;
10: Step: 3 Applying Dijkstra
11: Pred ← dijkstra(G, P);
12: Step: 4 Optimal Routing LV grid
13: for Trans → 1 : N do
14: X ← [Xnp(Pred)XTrans];
15: Y ← [Ynp(Pred)YTrans];
16: disti,j = haversine(X, Y);
17: G(disti,j <= R) ← 1;
18: path ← primmst(sparse(G));
19: EndFor
20: Step: 5 Determine the final cost of LV
21: for i → 1 : length(X) do
22: for j → 1 : length(X) do





Sustainability 2019, 11, 1607
Algorithm 3 Allocation of DER PV generator.
1: procedure
2: Step: 1 Inizialization
3: X ← [Xs];
4: Y ← [Ys];
5: SH ← [XY];
6: Step: 2 Determining PV amount
7: PVs ← f loor(length(SH) ∗ 0.1);
8: Step: 3 Determining the center of mass
9: PVC ← kmedoids(SH, PVs);
10: Step: 4 Power assignation
11: PVP ← 10KV;
12: End procedure
3. Analysis of Results
The case study is part of the EDS of the area of Tytherington in the north of Macclesfield in
Cheshire, England. The limits in longitude in the present study are −2.1360 to −2.1270, meanwhile,
the latitude starts from 53.2730 to 53.2810, the total area is 1.15 square kilometers. In the scenario,
there are 813 loads with a total power of 5.4 MW. The presented model deploys the EDS, including the
network planning expansion. Therefore, the model designs an efficient and reliable EDS, with the
lowest investment cost. The network planning expansion allows us to use the initial configuration and
expand the EDS with a short and medium time period. The model was developed with the algorithms
one and two presented below, which was implemented in Matlab.
In the Table 2 are presented the simulation parameters used in the implementation. The selected
area has a density of 700 end users per kilometer square, which is considered lower in comparison
with the average density in the cities in Europe. The deployment requires a maximum distance of
100 m from an end user to transformer, with a coverage of 100% in the entire network. The installation
type in both networks is under grounded and the configuration is radial in order to accomplish with
the EDS requirements. The number of main feeders from the substation is one. Whilst, the voltage
in the MV installation, between the substation and the transformers, is 11 KV, and the LV network
voltage is 400 V. Finally, the concentrated load is balanced in all the experimental procedure.
The studied georeferenced scenario is shown in Figure 2. First, in order to analyze the designed
network performance, the scenario was divided into six different clusters, the homes in the same
cluster were outlining with the same colors. The division by clusters was made with the K-medoids
algorithm, but any clustering algorithm could be used. The clusters are numbered from 1 to 6 in
clockwise, starting with the left upper with the number 1 and the located in the middle left is the 6.
The power consumption of each home depends on the cluster membership, in the cluster 1 the average
consumption is 300 KVA, whilst the average power in the cluster 2 is 400 KVA and the houses of
cluster 6 the consumption is 800 KVA, correspondingly. The power assignment is random normally
distributed, depending on the cluster membership.
The substation location is aleatory, where must exist enough space for the implementation of
this building. It can be changed, and the optimum substation allocation is proposed for future work.
The transformer candidate sites are shown in the graph as well. These sites are called manhole or
checkup points. To find these points are considered all the corners or bifurcation points in any street,
in total there are 314 checkup points. These points are the input of the prim algorithm with the desired
maximum distance, therefore the prim algorithm output is the final transformer allocation.
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Figure 2. The flowchart of the ordinal interaction of the three algorithms proposed for the authors.
A constraint in the model is the maximum distance between the end user and their corresponding
LV transformer. The distance restriction is an input parameter in the prim algorithm, that decided the
final transformer allocation. Thus, based on this distance parameter two scenarios are proposed,
the first scene takes the restriction of 80 m and the second 100 m, and are called A and B
scenario, respectively.
The optimization applying graph theory is based on the connectivity matrix. The connectivity
matrix of the presented scenario A is shown in Figure 3, where is seen a symmetrical square matrix of
N+M+S elements. Where N is the number of end users, M is the number of activated transformers
and S is the substations number. In order to find the connectivity matrix, the distance matrix is
calculated, which as shown in the graph represents the distance between homes to homes, homes to
transformers, homes to the substation and finally transformers to the substation. The color in the
matrix represents the distance, for instance, a dark color means a closer distance compared with a light
color. Moreover, the white dots illustrates the possible connections between nodes, the white dots are
located whether the restriction distance is accomplished. The number nz in the bottom of the figure is
8426, which represents the number of total connections in the studied scenario. There are two extreme
fringes in the figure, the right and the bottom one; those fringes represent the connection between
transformers and end users. Notice that the form of the fringes changes respect to the rest of the
figure, mainly that there are more white dots which means the higher connection possibility between
transformers and end user. This is due the optimal transformer allocation. Besides, the principal
diagonal consideration must be considered, because it represents the distance between the same node,
and it must be changed for a greater distance in order to do not obtain erroneous model results.
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Table 2. Parameter of Model Simulation Model.
Item Parameter Value
Density 700 per square kilometer
End user information Amount in study 813 in all study
Location Georeference
Deployment Max transformer distance 100 m
MV Network transformer coverage 100%
LV Network end users coverage 100%
Installation type Undergrounded
Network configuration Radial
MV network parameters Number of primary feeders number 1
Voltage level 11 KV
Total power demand 5.4 MVA
Installation type Undergrounded
LV network parameters Network configuration Radial
Voltage level 400 V
Concentrated load balanced
Figure 3. Studied scenario with the transformer candidate cites and substation localization. The end
user power consumption is represent with different colors depending on the cluster.
The obtained result with the Algorithm 1 is the sub optimal MV network routing of scenario A
is shown in Figure 4, which was generated with a distance constraint of 80 m and a connectivity of
100%. In this scenario, there are 76 transformers located in the candidate sites using the prim algorithm.
Therefore, the distance and connectivity constraints are accomplished through the location of the
transformers. Moreover, initially, by the MV network route origins in the substation and by means of
one feeder deliveries power to all the MV transformers. The planned routing is radial, following the
routes of the streets, consequently, the MV network can be implemented as an underground network.
The MV network length is 14.05 km, connected by one conductor all the transformers through MST.
The planned routing is an alternative method for resilience network in order to the designer can be
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planned optional routes in case of adverse operating conditions, this topic is proposed as future work.
Scenario B is shown in Figure 5, which was generated with distance and connectivity constraints of
100 m and 100%, correspondingly. In the present scenario, there are 55 transformers located in the
candidate sites, accomplishing the desired constraints. As well as the previous scenario, the planned
routing is radial, following the routes of the streets, consequently, the MV network can be implemented
as an underground network. The MV network length is 12.15 km, connected by one conductor all the
transformers through MST. In scenario B, there are 21 transformers and 2 km of conductor less than the
last analyzed scenario. However, those savings affects the LV distribution network design because the
reduction in the transformers amount represents the overloading of them. Moreover, the transformers
power capacity must be raised by reason that the corresponding demand will the higher. Under those
circumstances, Scenario A henceforth will be called the suboptimal solution of the presented model.
The presented results in Table 3 compare the data obtained from the A and B scenarios.






















Figure 4. Distance and connectivity matrix of scenario A.
The LV network was designed through Algorithm 2, optimal routing of a LV grid network,
explained in the sections below. The obtained result is presented in Figure 6, there is shown the
georeferenced scenario with LV network implementation and irregular polygons sketched in the graph,
delimiting the transformers area of service. The end users with 100% connectivity are connected to
the LV network through the operator service cable. Those cables connect the home nearest point to
the corresponding nearest street point; this calculation is included in the model. The distance in the
LV network includes the length from house to the street and from that point down the street to the
transformer. The model for the LV network design is subject to the application of distance restriction.
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Figure 5. Sub optimal Routing of medium voltage (MV) Network, scenario A.
The connection representation between the transformer with their end users are shown in the
Figure 7 through the irregular polygons, those indicate the service area of each activated transformer.
The mentioned polygons gather the elements belonging to the individual LV EDS, the transformer
normally is inside the polygon, but can be in the edge, the polygon joins all the connection house
points including the transformer. If the transformer does not belong to any polygon, it means that
it just delivers power to one end user, normally the closest one. There are some houses in the study
that are not considered as nodes of the network, especially they are located within the map end limits.
The end users connect to the corresponding transformer via under grounded electrical installation.
The result implementation of Algorithm 3 is shown in the Figure 8, the allocation of rooftop
PV is. All the PV panels have a power of 10 KVA. The percentage of houses with PV panels are
10% of all the scenario, in total 79 houses, with a total power of 790 KV. As a result, the rooftop PV
panels contribute to 14.5% to the total power deman. Notice that the distribution of the rooftop PV
are in all the maps, showing the practical allocation of the PV panels. The PV will reduce the power
consumption of the power delivered from the substation in approximately 10%. The MV transformer
should be bidirectional for the implementation. The design should include the protection and control
of the network.
The obtained results after the application of the three layers algorithm are shown in the figures
below. The Figure 9 shows power (KVA) detailed in the 76 LV network, the purple bar represents the
power consumption of the LV network, while the dark green bar is the representation of the power
contribution of the installed rooftop PV, and the light green bar indicates the assigned MV transformer,
taking on consideration standardized transformer values. Moreover, the pink area is the average
power consumption that represents a power of 71.6 KVA. Analysing the power transformers, it is
seen that the highest transformer has a power of 280 KVA, whereas the lowest assigned transformer is
29
Sustainability 2019, 11, 1607
10 KVA. The differences of each power LV network is due to the algorithm considerations that allow to
taking the terrain characteristics respecting the imposed constraints.
The Figure 10 shows the number of end users connected to each LV transformer, where 32 is
the maximum number, and 1 is the minimum end users, the average end users connected to each
transformer is 11. It can be seen that there exists a direct relationship between the power in each LV
network compared with the number of connected users, and the relation between those variables is
considered as linear.
In addition, the proposed model allows planning of an MV and LV network in a georeferenced
area, maintained under defined constraints and technical specifications with the minimal cost. Figure 11
presents the total number of transformer classified by the assigned electrical power. For instance,
there are nine transformers of 10 KVA, four of 20 KVA, and 10 transformers with a power of 80 KVA,
which is the highest amount of transformers. While the 120 KVA and 170 KVA transformers are
quantitatively less than others, with one transformer, respectively. Furthermore, there are two 280 KVA
transformers, which is the highest assigned power. Thus, it is demonstrated that there are areas
in the scenario with high-end user density, this characteristic is a characteristic of the 30th and
39th transformers.
The distance constraint in the scenarios A and B, between end user to the corresponding
transformer, are 80 and 100 respectively. The coverage is 100% and the % of drop voltage is less
than 2% for both scenarios. The number of activated transformers for the scenario a is 76 with an MV
grid length of 14.05 km, thus the average transformer distance to the user is 33 m. Compared with
the scenario B, which has 55 transformers with a MV grid length of 12.15%, but the distance of the
transformer to the end user is 40 m, higher than the case A. As a result, scenario A was selected for the
sub-optimum scenario and the selected design to be implemented.
Figure 6. Sub optimal Routing of the MV Network, scenario B.
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Figure 7. Suboptimal low voltage (LV) Network Routing. Transformer correspondence with end users.
Figure 8. Photovoltaic (PV) rooftop on Distributed generation, considering the 10% of end users.
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Power consumption PV power Average Assigned MV transformer
Figure 9. Obtained model results, power consumption and end users for each MV transformer.
Cite: Author.
The results obtained in the scenario A were tested in electrical simulation software,
the implementation is presented in the Figures 12 and 13, the numeric results are summarised in Table
2. The 76 transformers are in the exact location where the algorithm determined. The simulation was
development taking on account the real distance of the feeders, thus the electrical analysis is close to
the real implementation. Moreover, in the Figure 12 is shown the end user voltage compared in terms
of distance from the sources, where it can see that the farthest have the higher drop voltage, but they
are less than the 2% compared with the source.












End users connected Average
Figure 10. Obtained model results, power consumption and end users for each MV transformer.
Table 3. Implemented Results.
Specification Scenario A Scenario B
Max distance model constraint [m] 80 100
MV and LV Coverage [%] 100 100
Distribution transformers [number] 76 55
MV grid length [Km] 14.05 12.15
Voltage drop in [%] Max. 2% Max. 2%
LV Transformer to end user average distance [m] 33m 40m




















Figure 11. Amount of transformer depending on the electrical power assigned, considering
standardised quantities.
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Figure 12. The implemented MV network applied in electrical simulation software.
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Figure 13. End user voltage (V) compared in terms of Distance from the source (m).
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4. Conclusions and Future Works
This paper proposed a heuristic algorithm based model to solve the routing underground electrical
networks problem in a georeferenced area. The model proposed a three layered algorithm; the first
handles transformer allocation and routing of the MV network, the second algorithm works out the LV
network and transformer sizing, and the third presents a method to allocate DER in an EDS. In this
research, an array of rooftop photovoltaic panels with a specific criteria was allocated. The modelled
networks were implemented in an electrical simulation software to demonstrate the feasibility of the
proposed topology.
The proposed algorithm is capable of routing a network in a georeferenced area, taking into
account the characteristics of the terrain, such as streets or intersections, including scenarios without
squared streets. The modelled network achieves distance, and end user number constraints.
The suboptimal routing underground electrical networks were obtained, minimizing the
implementation cost and maximizing the quality of electrical services and the reliability in the network,
with a farthest node voltage drop of maximum 2%. The MV grid length was 14.05 km, with 76
activated transformers as a total number, an average of 71.6 KVA and 11 connected end users. Further,
the allocated rooftop PV panels contributed 14.5% of the total demand of the network.
The optimum substation allocation, an alternative method for resilience network design in order
to accommodate optional routes in case of adverse operating conditions, the application of control
techniques and electrical protection in the EDS and the integration of the demand curve in the
implementation of PV generation are proposed as future work.
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Abstract: Climate change and global warming are becoming important problems around the globe.
To prevent these environmental problems, many countries try to reduce their emissions of greenhouse
gases (GHGs) and manage the consumption of energy. The Korea Electric Power Corporation
(KEPCO) introduced smart grid (SG) technologies to its branch office in 2014. This was the first
demonstration of a smart grid on a building, called the Smart Grid Station (SGS). However, the smart
grid industry is stagnant despite of the efforts of KEPCO. The authors analyzed the achievements to
date, and proved the effects of the SGS by comparing its early targets to its performance. To evaluate
the performance, we analyzed the data of 2015 with the data of 2014 in three aspects: peak reduction,
power consumption reduction, and electricity fee savings. Furthermore, we studied the economic
analysis including photovoltaic (PV) and energy storage system (ESS) electricity fee savings, as well
as running cost savings by electric vehicles. Through the evaluation, the authors proved that the
performance surpassed the early targets and that the system is economical. With the advantages of
the SGS, we suggested directions to expand the system.
Keywords: smart grid; Smart Grid Station; renewable energy sources; energy management system
1. Introduction
For many years, concerns about global warming and climate change have been growing. In
response to these environmental problems, most developed and developing countries have held
meetings and sought countermeasures. However, due to the expiration of the Kyoto Protocol in 2020
(Post2020), the Paris Agreement—a statement of intent to address climate change problems—was
signed by 195 countries at the twenty-first Conference of the Parties of the United Nations Framework
Convention on Climate Change (UNFCCC), held in Paris, France in 2015. The objective of the Paris
Agreement was prevent the increase in the global average temperature from rising more than 2 ◦C
above pre-industrial levels [1]. Each country set its own target with regard to greenhouse gas (GHG)
emissions. Table 1 shows the goals for the GHG reduction of some selected countries.
Table 1. Goals of greenhouse gas (GHG) emissions reduction for selected countries [2–5].
Countries Goals
China To lower carbon dioxide emissions per unit of GDP by 60–65% from the 2005 level
EU At least 40% domestic reduction in GHG emissions by 2030 compared to 1990
Japan At the level of GHG emission reductions of 26% by 2030 compared to 2013
South Korea GHG emission reduction by 37% from the business as usual (BAU) level by 2030
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Through Intended Nationally Determined Contributions, the Korean government set a goal to
reduce GHG emissions by 37% compared to business as usual (BAU) by 2030 [5]. In their effort,
the Korean government has tried to expand renewable energy (RE) generation and developed new
technologies. One of these technologies is the smart grid (SG), which is a new concept of an electrical
grid integrated with information and communication technologies (ICT).
Since 2009, the Korea Electric Power Corporation (KEPCO, a public organization) has installed
and demonstrated SG technologies. The Jeju Smart Grid Demonstration Project was the first test-bed
built on Jeju Island in 2009. This project had five themes: smart place, smart transportation, smart
renewable, smart power grid, and smart service. It included renewable energy sources, electric meters,
electric vehicles, a battery system, demand responses, transmissions, communications, etc. Using the
experience gained in that project, the Smart Grid Station (SGS) was built in the Guri branch office
building of KEPCO in 2014 as the first demonstration. The “station” in SGS refers to a place or building
that can provide various services. Therefore, the SGS is a place that provides intelligent electricity
services to customers. This new business model is different from building energy management
systems (BEMSs). The BEMS is used for minimizing energy costs by primarily managing HVAC
(heating, ventilation, and air conditioning), lighting, and other systems [6], and Ock et al. have
proposed a control system using building energy control patterns to adjust the energy use. The
HVAC is regarded as an important portion in load demand in [7]. Ferro et al. [7] have suggested
an architecture based on model predictive control to improve the operation efficiency of building
energy consumption. A SG is generally composed of distributed energy resources (DERs), such as
photovoltaics (PVs) and wind turbines (WTs), an operation system (OS) as an energy management
system (EMS), an energy storage system (ESS), advanced metering infrastructure (AMI), and other
smart devices [8]. References [9–11] are about smart zero-energy buildings that utilize internet of things
technologies. Especially, Kolokotsa [9] have emphasized the importance of zero-energy buildings for
the smart community, but the support basis is weak in that there is no case study. Wurtz et al. [10] have
described a global research strategy to improve a smart software. The authors have also considered
the strategy in a living lab. In [11], the authors have described smart buildings with a new technology.
However, the proposed system is limited in that the system is focused on the internet of things. In [12],
Kim et al. have suggested an EMS algorithm based on reinforcement learning to reduce energy cost.
However, this research ignored charging and discharging loss of ESS, and the system is composed of
simple devices. Barbato et al. [13] have focused on an energy management framework integrating
renewable energy, storage bank, and demand response in a smart campus. The authors have discussed
scenarios to minimize the energy cost. In [14], the authors have dealt with the lighting energy
consumption in educational institutes, and have applied a data mining tool to reduce the energy waste
of lighting. The recent research has described smart buildings, and has mostly focused on algorithms
with improvements. On the other hand, we describe the first SGS demonstration, which is a more
comprehensive solution than the smart buildings mentioned above, in that the SGS integrates software
with hardware including electric vehicles (EVs), a building automation system (BAS), and a distribution
automation system. We also conducted a performance evaluation and analyzed its economic feasibility.
The goal of the SGS is to optimize energy consumption by utilizing various technologies, even though
the SGS is connected to the power grid. Especially, the OS can balance supply and demand in real-time
by monitoring and controlling the whole system. KEPCO has determined that the office could shave
power peak and reduce power consumption by use of the SGS. As a result, the SGS has expanded
to 121 of the branch offices. However, the expansion is limited to KEPCO’s internal branch offices
in Korea. Although it has been a few years since the first SGS was built, the smart grid industry is
stagnant. The authors recognized that an analysis was needed to prove the performance of SGS to
promote the SG industry. For this purpose, this paper presents the concepts and features in Section 2,
the description of components in Section 3, and the analysis of the performance of SGS in Section 4. We
calculated the performances about peak shaving, reducing power consumption, and saving electricity
fees to prove the advantages of the technology. The authors also evaluate the economic feasibility by
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PV, ESS, and EV in Section 5. Based on the results, a discussion is given in Section 6, and Section 7
concludes the paper.
2. SGS Concept and Features
The objectives of SGS are to optimize the usage of electricity and to reduce the electricity fee and
consumption in a building, with the integration of various technologies.
When renewable energy sources are connected to both the grid and ESS-generated power, the
power from renewable energy can be supplied to the load directly or can charge a battery of the
ESS. Also, the battery is charged from the grid when the price of electricity on the grid is low and
is discharged when the price is high. This allows a building to save money and reduce power
consumption. In other words, less energy production is required from fossil fuel generators during
peak load time. Consequently, the SGS benefits the environment by reducing CO2 emissions. As a
public organization, KEPCO has developed the SGS with small- and mid-sized businesses to grow
together. Through the accompanied growth, the KEPCO has contributed to popularize components of
the system. These effects are shown in Table 2.
Table 2. Details of the Smart Grid Station (SGS).
Objective
Reducing Consumption and Saving on Electricity Fees by Optimizing
Usage in a Building
Expected Effects
• Reduce 5.0% of electricity peak in a year
• Reduce 9.6% of power consumption for a year
• Save on electricity fees
• Reduce 5.0% of CO2 for a year
• Accompanied growth with small- and mid-sized businesses
Features
• Remote control of demand in a building
• Energy management system construction based on SG
• Information and communication technologies (ICT) convergence on
intelligent energy management
The Guri SGS project consisted of two steps. The period of the first step was from October 2013 to
February 2014. This step comprised the installation of PV, ESS, a slow-charging type of EV charger,
AMI, a smart distribution board, and BAS components. A main goal of the first step was to optimize
the building’s energy consumption based on the SG. The second step comprised the addition of WT,
an HVAC control system, and improving the operation system. The period of the second step was
from December 2014 to June 2015.
Figure 1 is a diagram of SGS components. It shows power connections and communication
connections. PV was connected to a power conversion system (PCS), which makes the power from
the renewable energy stable. Because WT was installed at the second step, it was connected to the
transformer (TR) room directly. This solution has the characteristics of a test-bed to optimize the
operation of energy consumption.
The power from RE can charge batteries or supply loads including lights, outlets, HVAC, variable
frequency drives (VFDs), and EVs. The equipment of the SGS is interconnected in the transformer (TR)
room. Also, the KEPCO grid is directly connected to the TR room, and the power quality is checked by
AMI. The operation system is a software program that plays a key role in integrating other technologies.
This system gathers the various data, including voltage, current, frequency, communication status,
and amount of generated power. This means that the OS can not only control each element remotely,
but also maintain the power balance between various components. Each component will be described
in Section 3.
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Figure 1. The main components of the SGS. AMI: advanced metering infrastructure; BAS: building
automation system; BAT: battery; ESS: energy storage system; EV/C: electric vehicle chargers; HVAC:
heating, ventilation, and air conditioning; KEPCO: Korea Electric Power Corporation; PCS: power
conversion system; PV: photovoltaic; TR: transformer; WT: wind turbine.
3. Components Description
3.1. DERs and Operation System
3.1.1. Photovoltaic
The PV system was mounted at 30◦ on the rooftop. The maximum power of each module is 250 W,
and the total capacity of the system is 20 kWp. The system is composed of 84 modules consisting of
monocrystalline silicon cells, but four of them are dummies which are not generated and connected to
the system. The dummies are decorations to make the shape rectangular in 4 by 21. The connection is
16 series by 5 parallel because of space restriction. The capacity was adopted at 5% of the contracted
power (400 kW) of the Guri office to reduce 5% of the power peak. The PV system supplies the power
to the building at peak load time and mid load time, and charges a battery at off-peak load time. By
utilizing the PV system, KEPCO expected that 9.6% of power consumption would be possible. Table 3
provides the specifications of the PV system.
Table 3. Specifications of the PV system.
Device Monocrystalline silicon
Max Power 250 Wp (60 cells)
Max Voltage 497.6 V (31.1 V × 16)
Efficiency 15.7%
Capacity 20 kWp (6 by 14, 84 modules, 4 dummies)
Connection 16 series by 5 parallel
The power from PV in summer season, from June to August, does not charge the battery but
supplies to building loads directly to reduce the peak and the power consumption.
3.1.2. Wind Turbine
A WT system was mounted on the rooftop in March 2015. The PV and the WT installed were as
in Figure 2. A vertical axis-type WT was selected for the SGS because this WT is suitable in urban areas
since it is not influenced by the direction of the wind [15] and does not make noise when the turbine
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rotates. Also, its cut-in wind speed is a light wind of 3 m/s. These features make the WT system easy
to install on buildings, but the rated power is 1.2 kW at 15 m/s. This WT was not custom-made, and
there was a space restriction. To install the WT on the rooftop while making the best use of the space,
the system designer could only choose the small size of WT rated at 1.2 kW. Although this WT can
generate 53 kWh per year according to Weibull performance calculations, the system is not optimal for
contributing to energy use reduction, because the wind does not blow fast enough in the urban area.
Nevertheless, its presence is meaningful in that it is an attempt at WT installation on a building.
Because this vertical type of WT has unstable output at certain wind speeds and low
efficiency [15,16], it has its own interconnected inverter to stabilize the output. Table 4 shows the
features of the WT, and Table 5 shows the details of this inverter.
  
Figure 2. PV and WT system at the Guri office.
Table 4. Performance characteristics of the WT.
Type Vertical axis
Size 1400 mm × 1800 mm
Rated power 1.2 kW at 15 m/s
Cut-in wind speed 3 m/s
Extreme wind speed 52.5 m/s
Table 5. Specifications of the WT inverter.
Input
Rated voltage 430 VDC
Voltage range 60–600 VDC
Output
Max capacity 3kW (single phase)
Rated voltage 220 VAC (±10%)
Rated frequency 60 Hz (±0.5 Hz)
Efficiency 98%
Power factor 99%
3.1.3. Energy Storage System
The ESS is composed of a battery and a PCS. Figure 3 shows the battery and the PCS installed
on the rooftop. The ESS can be used for either on-grid status or off-grid status. The ESS has various
effects: peak shaving, load leveling, providing constant voltage and constant frequency (CVCF), cost
reduction, load compensation, and so on [17]. In this paper, the authors focused on peak shaving and
load shifting. Regarding the first function, the ESS charges power from renewable energy sources at
the off-peak load time and discharges the power at the peak time. Concerning the second function, the
ESS charges a battery with the power from the grid in the evening and discharges the battery in the
afternoon. By peak shaving and load shifting, the electricity fee can be saved.
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The PCS converts DC-to-AC and AC-to-DC. This means that it can function both as a converter
and an inverter. PV systems generally have their own inverters, whereas the PCS used in the SGS
is connected with the battery as well as the PV. Because the PCS is a hybrid type, it is possible to
charge and discharge the battery simultaneously, making it possible to optimize the power from the
PV and the battery. Figure 4 is the inner connection diagram of the PCS. The capacity of the PCS was
determined as 30 kW by adding 20 kWp of the PV system and 10 kW of the expected peak reduction,
which is 5% of the power peak (180 kW) at the Guri office.

















Figure 4. Inner connection diagram of PCS.
A lithium iron phosphate (LiFePO4) battery was selected because this battery has better thermal
and chemical safety than other types of batteries [18]. The life cycle is 4000 cycles at 80% of depth of
discharge (DOD). Its size is 50 kWh, and the capacity was designed to discharge for five hours at 8 kW
while considering 80% of DOD. The 4000 life cycles means that the battery can be used 4000 times if it
charges-and-discharges power in the range of 20% to a full charge state. This range is established to
prevent the battery from reaching a full discharge state. The specification of the ESS is in Table 6.
There are three discharge schedules that the operator adjusts, as follows:
1. Uniform discharge: discharges a uniform amount of power from the battery during peak and
mid-load times continuously;
2. Continuous differential discharge: continuously discharges during peak and mid-load times, but
the amount is different during peak load time;
3. Non-continuous differential discharge: discharges non-continuously during peak and mid-load
times, and the amount is different during peak-load time.
In summary, the ESS charges the batteries at the off-peak load time and discharges them during
the peak and mid-load times on weekdays. It is expected that a customer can reduce power peak by
5% with these schedules.
42
Sustainability 2018, 10, 3512
Table 6. Specifications of the ESS.
PCS
Capacity 30 kW/30 kVA, 60 Hz
Control system PWM converter (Pulse Width Modulation)
Max efficiency 90%
Power factor Over 95%
Max input voltage
800 VDC from Battery
450–850 VDC from PV
Output 45 A
BAT
Capacity 50 kWh (25 kWh × 2)
Charge–discharge efficiency 95%
Cell voltage 3.2 V, 20 Ah
Rack voltage 422.4 V (11 modules, 396 cells)
Nominal voltage 422.4 V (369.6–468.6 V)
3.1.4. SGS Operation System
In the SGS, the operation system plays the role of the energy management system (EMS) developed
by KEPCO. It is a software program that can integrate the other components. The integration
allows the OS to monitor the power consumption of all components in real-time. Moreover, it has a
human–machine interface (HMI) that shows the details of the components. By monitoring, optimized
management is possible. Specifically, the operator can set schedules for these devices. Regarding the
PCS, the OS controls the charge–discharge operation mode as shown in Table 7. However, the WT is
not considered in the modes, because the output of the WT is too small to contribute to the modes. The
OS has three categories: system configuration, management, and statistics.
Table 7. Operation modes of PCS.
Status Mode Description
Charge
Full charge Full Charge by PV + grid
Only PV Charge Charge only by PV
Discharge
Full discharge Supply power to loads by PV + BAT
Fixed PCS output • Fixed PCS output• BAT output varies with PV output
Fixed BAT output • Fixed BAT output• PCS output varies with PV output
Only PV discharge Supply power to loads only by PV
Concurrent
Fixed BAT charge • Some of PV output charges BAT• Other supplies to loads
Fixed PCS output • Some of PV output supplies to loads• Other charges BAT
The first category, system configuration, shows the real-time flow of power. In this section, users
can check the status of components and monitor the general data, including electricity fee information,
supplied power from each source, and the power consumption of the building. This helps users to
understand the power flow. In this section, the operator monitors the overall status of the system,
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electricity fee information, real-time demand power, and supply power including the generation of
RE and battery discharge. This section also includes information on the communication status of
each device. The serial communications protocols used in the SGS are Modbus and Zigbee [19]. The
components are connected in communication lines, and the data of the devices are gathered into the
operation system. Especially, the PV, PCS, and battery data are sent by International Electrotechnical
Commission (IEC) 61850. The IEC 61850 protocol standard is for substation to exchange data and
enables the integration of control, measurement, and monitoring [20]. The used IEC 61850 models
are the following: IEC 61850-7-420 is used to exchange of data with DERs, and IEC 61850-90-9 has
functions for power converters focused on DC-to-AC and AC-to-DC conversions [19,21,22]. The PV
data are voltage and current of generated power, and solar radiation. The PCS measures active power,
reactive power, phase current, and phase voltage. Also, the battery sends the data of voltage, current,
status of charge, temperature, and each cell’s voltage, current, and temperature.
The management is for treating smart lights, smart outlets, VFDs, HVAC, and ESS. As an example
of this section, the operator is not only able to monitor each smart outlet but also turn them on and off.
The statistics section is comprised of an overall analysis, DER analysis, and load forecasting.
Overall analysis is for supplied power and peak per day, month, and year. This section shows the
monthly analysis of supply/demand. The DER analysis shows the PV generation and the amount of
battery discharge. One of the main functions of the OS is to forecast the demand of electricity by its
own algorithm. Through this analysis, the OS controls the devices and power flow, and decides to
charge or discharge the battery.
3.2. Other Ancillary Equipment
3.2.1. Advanced Metering Infrastructure
AMI installed in the transformer room of the SGS measures the amount of power supplied from
the grid and checks the qualities of voltage, current, and frequency. Through the measures, the SGS
can optimize the power supply. A general electricity meter monitors power quality every 15 min,
whereas the AMI exports the data in real-time. The exported data are used to calculate the real-time
electricity fee and analyze the operation status through the OS. By utilizing the data, the OS can operate
the whole system flexibly. This AMI is connected in a series connection to current and in a parallel
connection to voltage. Figure 5 shows a picture and the connection of the AMI, and Table 8 provides
the detailed specifications of the AMI.
Figure 5. Pictures of AMI and connection line.
Table 8. Specifications of the AMI.
Potential transformer AC 10–452 V/110 V
Current transformer 0.05–6 A (rated 5 A)
Measurement Voltage, current, freq., etc.
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3.2.2. Electric Vehicle Chargers
Outside of the office building, there were a few gasoline vehicles for outside work. Some of
them were changed to electric vehicles, and six EV chargers were installed. Four of the chargers
are a slow-charging type, and the others are a fast-charging type. The slow-charging type has an
AC-type connector and charges the EV at 7–8 kW through a single phase of 220 VAC, and it takes
about 5 to 6 h to reach a full charge. The fast-charging type has three kinds of socket: CHAdeMO,
Combo, and 3-phase AC type. CHAdeMO and Combo supply power in DC. The fast-charging type
chargers supply power at 50 kW by 380–450 VDC or 380 VAC. In fact, the EV chargers are considered
as loads, while the EVs contribute to reduce the running cost of vehicles compared to gasoline vehicles,
as described in Section 5. Through this section, it is proved that the EVs are more economical than
gasoline vehicles. The EVs also have potential, in that they can be bridges to implement vehicle-to-grid
(V2G) technology [23].
3.2.3. Building Automation System
For building automation systems, current transformers (CTs) were installed in each distribution
board to measure the power quality and the consumed energy by time and by device. These CTs are
solid-ring and split-core types, and they communicate with a multi-channel power meter by Modbus.
Also, smart outlets and light switches were newly installed to reduce power peak and consumption
by turning the devices on and off remotely or automatically. This reduction is directly reflected in a
reduction in the amount of power that needs to be generated by the fossil fuel generators.
The outlets can cut off standby power. Their rated allowable current is 16 A, and their overload
current is 20 A. For the smart lighting, gateways were installed to transmit control signals to the
lighting from the OS.
The other controllable system of the BAS is the HVAC. The OS adjusts the air quality by controlling
the frequency of the VFDs to reduce power consumption.
4. Performance Evaluation
To evaluate the performance of the Smart Grid Station, the authors analyzed the reduction of peak
and consumption, as well as economic feasibility by comparison with the early targets. We acquired
the real data of building demand, peak, and DERs measured in 2014 and 2015 from KEPCO.
The output data and the performance analysis were based on the real operation of the Smart
Grid Station, following the algorithm shown in Figure 6. The algorithm was developed by KEPCO.
Following the algorithm, grid power always supplies power to loads, and also optionally charges
the battery at off-peak load times such as night time or on weekends. PV can generate when the sun
shines, and WT can generate when the wind speed is over 3 m/s. If the generation of the PV and
the WT exceeds the power demand, the extra power goes to charge the battery at off-peak load time.
When the sources charge the battery, the power goes through PCS. At the peak load time or mid-load
time, the grid power, renewable energy sources, and the battery (Pdischarge) supply to loads to reduce
the peak of the building. The blue line in Figure 6 shows the communication connection—all data
gather into the OS. After gathering the generation, supply, and demand data from each device, the OS
gives orders to the PCS.
In the SGS, peak power and consumption are reduced due to the DER. This makes it difficult to
directly compare the decreased value with the unreduced value that could have been measured if not
for the reduction. For this reason, the authors tried to compare the reduced peak and consumption
with the values from 2014. However, new equipment and appliances were installed for the supervisory
control and data acquisition (SCADA) room and the temporary office of Namyangju city in the Guri
branch office, and we considered these changes in increment. Table 9 shows the details of increment in
the building, and the authors assumed the usage time of the devices as in Table 10.
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As the equipment for the SCADA room is ICT equipment, it is always used, even on weekends.
Because the air conditioning system is an ice storage system, it does not contribute to a rise in the peak.
Printers and cooling fans were considered to be unused during peak time to save energy.
Figure 6. Operation algorithm of the Smart Grid Station.







Per a Day of
Weekday
Per a Day of
Weekend





24 24 10,460.6 10,123.2 20,583.8
Audio rack 0.5
6 DLP 1 Cube 1.32






Lights 1.8 10 - 378 360 738
13 Computers
(400 W) 5.2 10 - 1092 1040 2132
13 Computers
(300 W) 3.9 10 - 819 780 1599
21 Monitors
(170 W) 3.7 10 - 777 740 1517
Hot & cold
dispenser 0.85 24 24 632.4 612 1244.4
Air handling unit 12.5 10 - 2625 2500 5125
10 Cooling fans 0.3 6 - 37.8 36 73.8
4 Printers (700 W) 2.8 1 - 58.8 56 114.8
Ice storage AC sys. 15 10 - 3150 3000 6150
Total consumption (kWh) 20,030.6 19,247.2 39,277.8
The number of weekdays in each month 21 days 20 days
The number of weekends in each month 10 days 10 days
1 Display Lighting Projector Cube.
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Table 10. Details of usage time.
Usage Hours
Note
Off-Peak Load Mid-Load Peak Load
SCADA 6 8 10 All days
Office facilities 1 6 3.5 0.5 08:30–18:30 on Weekdays
Hot & cold dispenser 6 8 10 All days
Ice storage
AC system - - 10 Weekdays
Printers 1 - - Weekdays
Cooling fans 5 1 - Weekdays
1 Lights, computers, monitors, and air handling unit.
4.1. Peak Shaving
For a commercial building, once a peak power is measured, the peak is adopted for the electricity
fee for the year. The maximum peak occurred in the summer. Thus, the authors compared the peak
that occurred in August and September of 2014 with the peak in same months of 2015 as Table 11.
The peak shaving ratio (PSR) is the ratio between the maximum peak in 2015 and the maximum
peak in 2014.
Table 11. Comparison of peaks.













× 100 − 100 = −5.40% (3)
In (1), 42.01 kW is the sum of rated power of all equipment except cooling fans, printers, and
the ice storage AC system in Table 9. The value of added equipment capacity defined in (1) should
be subtracted from max peak in 2015. Because the real contribution of the equipment to peak was
unknown, the authors assumed the contribution by multiplying the rated capacity of devices by
the power factor 0.9. Thus, the result of (1) is an estimate of the rated capacity multiplied by the
power factor (0.9). A positive PSR value represents an increase of peak, whereas a negative value is
a reduction. In (1) and (2), the result of the PSR was −5.40%, meaning that the peak was reduced
by 5.40%.
4.2. Consumption Reduction
The second effect of the SGS is the reduction of power consumption. The data used to calculate
peak reduction in Section 4.1 was also used in this section.
The consumption was separated into three time periods: off-peak load, mid-load, and peak
load, as shown in Table 12. The added power consumption should be subtracted from the total
consumption in 2015. However, because the contribution of the added devices to power consumption
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was unidentified, the power factor 0.9 was multiplied to assume the contribution in the same way as
in (1). The consumption reduction ratio (CRR) is calculated in (5). A positive value of CRR represents
an increase of power consumption, whereas a negative value means a reduction. In (4) and (5), the
result of CRR was approximately −11.26%, which means that power consumption was reduced.




× 100 − 100 (5)
CRR(%) =
123, 807 − 35, 350
99, 686
× 100 − 100 = −11.26% (6)
Table 12. Monthly consumption.
Consumption (kWh)
Off-Peak Load Mid-Load Peak Load Total
2015.08 24,299 20,703 19,128
123,8072015.09 27,478 17,619 14,580
2014.08 7844 21,322 18,891
99,6862014.09 17,695 19,343 14,591
4.3. Saved Electricity Fee
There are two kinds of electric rates: demand charge and energy charge. Demand charge is for the
measured peak, and energy charge is different in each season. Time periods are divided into summer,
spring/fall, and winter. Exact time periods are shown in Table 13.
Table 13. Segmentation by season and time [21].
Load Time Summer Spring/Fall Winter
















Electric rate refers to each type of customer. The General Service rate is classified in General
Service (A) I, General Service (A) II, and General Service (B) is for commercial building customers.
These rates are subdivided into High-Voltage A for 3.3–66 kV and High-Voltage B ranged over 154 kV.
Besides, customers can choose option I, option II, or option III depending on the customers’ electricity
use time for a month. The High-Voltage A option II of General Service (B) is for the customers who use
electricity for 200–500 h per month, and whose contract demand of 300 kW or more. The details are
shown in Table 14. In the table, the authors considered 1000 KRW as $1 USD for a convenience.





Time Period Off-Peak Load Mid-Load Peak Load
Summer (1 Jun–31 Aug) $0.0561 $0.109 $0.1911
Spring/Fall (1 Mar–31 May/1 Sep–31 Oct) $0.0561 $0.0786 $0.1093
Winter (1 Nov–28 Feb) $0.0631 $0.1092 $0.1667
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The total power consumption and electricity fees in 2014 and 2015 are shown in Table 15. To
calculate the saved fee ratio (SFR), the added fees were also considered. These fees are in Tables 16
and 17. By (7), the sum of added fees was $4127.892, and the SFR was calculated as −10.15%. This
negative value means that the electricity fee was reduced by 10.15%, while a positive value indicates
an increase.




× 100 − 100 (8)
SFR(%) =
15, 924 − 4, 127.892
13, 128
× 100 − 100 = −10.15% (9)
Although there was no early target for fee reduction, the analysis of electricity fees is enough to
prove the effects of the Smart Grid Station.
Table 15. Total electricity fees in 2014 and 2015.





Table 16. Demand charge for added loads in 2015.
Month Max Peak Demand Charge Charged Fee
Aug. 37.8 kW $8.32/kW $314.496
Sept. 37.8 kW $8.32/kW $314.496
Table 17. Energy charge for added loads in 2015.
2015 Consumption (kWh) Fee 1 (USD)
Aug.
Off-peak Load 7744 $304.041
Mid-load 5481.4 $387.755
Peak load 6021.0 $761.778
Total 19,247.2 $1453.574
Sept.
Off-peak Load 8056.7 $406.783
Mid-load 5695.8 $558.758
Peak load 6278.2 $1079.785
Total 20,030.7 $2045.326
1 Power factor of 0.9 was applied in the fee, and decimal point was rounded up.
5. Economic Analysis of Smart Grid Station
In Section 5, we studied the contribution with regard to the economic aspects of the contributions
of by PV generation and EV, and the energy time shifting by the ESS. The monthly measurement
period was from the first day of each month to the last day. The used data was measured by the OS.
5.1. Saved Electricity Fees by PV Generation
During August and September of 2015, PV generation was 2961.5 kWh in August and 2326.1 kWh
in September. The total saved fee is the sum of saved demand charge (SDC) and saved energy charge
(SEC) contributed by the PV system.
SDC = PMaxPCS (kW)× Chargedemand (10)
49
Sustainability 2018, 10, 3512
SEC = WDER(kWh)× Chargeenergy (11)
It is difficult to know when the PV system generated power and how much the system generated.
For this reason, the authors assumed the PV supplied power to loads at peak-load time and mid-load
time in ratio of 8 to 2. Using this, the SDC and the SEC in August were found as follows:
SDC = 30 kW × $8.32/kW = $249.6 (12)
SECAug = 2961.5 kWh × ($0.1911/kWh × 0.8 + $0.109/kWh × 0.2) = $517.374 (13)
SECSept = 2326.1 kWh × ($0.1093/kWh × 0.8 + 0.0786/kWh × 0.2) = $239.96 (14)
The SDC values from September were the same as those from August. Likewise, the SEC values
from September are in (14). In conclusion, the total saved fees were $1256.534.
5.2. Running Cost Reduction by EV
There was one electric vehicle in 2015, and the running data is in Table 18. In August and
September, the EV ran for 470 km and 345 km, respectively. We assumed the fuel efficiency of a
gasoline-powered car is 10 km/L. Referring to the data, we compared the running cost (RC) of the EV





RCEV = WEVcharge × PriceW (16)




× $1.56/L = $73.32 (17)




× $1.59/L = $54.855 (19)
RCSeptEV = 68.4 kWh × $0.786/kWh ∼= $5.377 (20)




Price of 1 kWh
($/kWh)
Price of Gasoline 1
($/L)
Aug 470 km 105.8 $0.109 $1.56
Sept 345 km 68.4 $0.0786 $1.59
1 The price of gasoline is the average value of the month.
According to (17) and (18), $61.787 were saved, which means about 84.3% of the running cost
was saved by the EV in August. Equations (19) and (20) also show that $49.478—about 90.2% of the
cost—was saved in September. Although the actual amount saved was small, this shows that the EV
was much more effective than a gasoline-powered vehicle.
5.3. Saved Fee by ESS Scheduling
A customer charges the battery of the ESS at night, when the price of electricity is low, and
discharges the power at the peak load time or mid-load time when the price is high. However, the
power from the PV system does not charge the battery but supplies power to the building load directly
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in the summer to maximize the efficiency. In August, 758.9 kWh was charged to the battery, and the
same amount was discharged. In September, 541.1 kWh was charged and discharged. We also adapted
the same assumption that the ratio of 8 to 2 stated in Section 5.1. Equation (21) is a formula to calculate
the fee reduction (FR). Time of use (TOU) applied in this equation is an electricity fee policy that varies







Wcharge × f eeo f f−peak
)
(21)
By substituting figures, the results were as follows:
FRAug = (758.9 × (0.1911 × 0.8 + 0.109 × 0.2))− (758.9 × 0.0561) ∼= $89.991 (22)
FRSept = (541.1 × (0.1093 × 0.8 + 0.786 × 0.2))− (541.1 × 0.0561) ∼= $26.465 (23)
As the calculations show, $116.456 was saved for two months. By load shifting, the cost of
electricity was greatly reduced.
5.4. Economic Feasibility on Investment Cost
The economic benefits in 2015 are estimated in Table 19. The total construction cost was $174,542
which consisted of the purchasing, installation, and operation costs of all systems: PV, ESS, OS, BAS,
AMI, smart outlets, smart lights, and smart distribution boards.
Table 19. Savings report in 2015.
Investment Expectation Measured Amount Saved Fee (USD)










$6376 × 20 years
$174, 542
× 100% ∼= 73% (24)
The economic feasibility can be evaluated by calculating the return on investment (ROI). The
net benefit in 2015 was $6376, and we assumed total net return based on the net benefit in 2015 as
life expectancy of the installed devices was expected as 20 years. By (24), the ROI was calculated
as approximately 73%. This value may seem that its benefit is low, but additional profits were not
considered such as a CO2 reduction, effect by BAS, a tax incentive, the renewable energy certificate,
the avoided costs of the generation facilities and the transmission and distribution facilities, because
there were constraints on the request for the indices to KEPCO. Thus, we simply appraised the benefits
of the system. When the SGS in Guri branch office which was the first demonstration was constructed,
the unit cost of the PV system was $2550/kW, that of the PCS was $350/kW, and that of the battery
was $600/kWh. However, according to the National Renewable Energy Laboratory (NREL) [25], the
unit cost of a commercial PV system was $1620/kW ($1.62 per watt) in 2017. Also, Bloomberg New
Energy Finance in [26] described the unit cost of a Li-ion battery as $273/kWh in 2016. As a result,
we expect that the SGS solution is much more economical than when the first demonstration was
implemented. Based on the effects, the KEPCO had established 121 Smart Grid Stations as of 2016.
6. Discussion
In this paper, the authors studied the first demonstration of a Smart Grid Station in the Guri
branch office of KEPCO to prove its effectiveness. The authors verified the performance and economic
feasibility of the SGS to propose a future strategy. The performance was evaluated with regard to three
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aspects: peak shaving, reduction of power consumption, and electricity fee savings. The economic
efficiency was feasible in terms of electricity fee and running cost of an EV. Measured values in 2015
were revised for objective comparisons with values in 2014 before the SGS was built.
The early main targets were 5% reduction of peak, 9.6% reduction of consumption, and savings
in electricity fees. To evaluate the performance objectively, we compared the factors in 2015 with
the values in 2014, while considering the increased loads in 2015. As described in Section 4, the
performance for peak shaving was calculated as 5.40%. This means that the 5% of peak shaving as one
of early targets was accomplished. Next, the power consumption was reduced by 11.26%. The savings
in electricity fees did not have a specific target, but they were reduced by 10.15%. These benefits to
early targets are arranged in Table 20.
Table 20. Comparisons of early targets with performance.
Peak Consumption Electricity Fee
Early target 5.0% 9.6% -
Performance 5.40% 11.26% 10.15%
An economic analysis was conducted in Section 5. We considered the saved electricity fees by the
PV generation, the reduced running cost by the EV, and the saved fees by ESS scheduling. The saved
electricity fees by PV were $1256.534, which is the sum of saved energy charge and demand charge for
two months. The reduced running cost by the use of an EV was calculated by comparing an EV to
a gasoline vehicle. The running cost for the EV was cheaper than the cost of the gasoline vehicle by
about 90.2%. Additionally, the ESS contributed to savings in the electricity fees of $116.456 for two
months by load shifting. This means that the greater the capacity of ESS, the greater the savings. Based
on the savings by PV and ESS, we calculated the ROI as approximately 73% which may seem low.
However, we considered only few benefits because of the constraints. Moreover, due to the gradually
decreasing unit price of each system annually, the ROI may be higher at present.
7. Conclusions
According to our analysis, the early targets were accomplished, and the effectiveness of the SGS
was proven. Considering the proved effectiveness, the KEPCO has already installed SGSs in 121 of its
branch offices, and the possibility of applying the technology to other buildings was also proved. We
also suggest the commercialization of the SGS. By expanding, the SGS will contribute to encouraging
the industry and to build a smart city, which is a city-sized energy solution. This could come from
supporting price policies for devices, and private businesses will participate in the industries actively.
To support the expansion of the SG, the convenience, safety, and efficiency of the SGS should be also
improved for customers. Also, improvement of the OS would allow the system to integrate and control
more and various devices and technologies. As a next step, the authors will study the Smart Town,
which is a town-sized energy solution composed of various kinds of buildings founded in the KEPCO
Academy in 2016.
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AMI Advanced Metering Infrastructure
BAS Building Automation System
SGS Smart Grid Station
RE Renewable Energy
HVAC Heating, Ventilation and Air Conditioning
VFD Variable Frequency Drive
TOU Time of Use
PSR Peak Shaving Ratio
CRR Consumption Reduction Ratio
SFR Saved Fee Ratio
SDC Saved Demand Charge
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Abstract: Smart grid technologies are considered an important enabler in the transition to more
sustainable energy systems because they support the integration of rising shares of volatile renewable
energy sources into electricity networks. To implement them in a large scale, broad acceptance in
societies is crucial. However, a growing body of research has revealed societal concerns with these
technologies. To achieve sustainable energy systems, such concerns should be taken into account
in the development of smart grid technologies. In this paper, we show that many concerns are
related to moral values such as privacy, justice, or trust. We explore the effect of moral values on
the acceptance of smart grid technologies. The results of our systematic literature review indicate
that moral values can be both driving forces and barriers for smart grid acceptance. We propose that
future research striving to understand the role of moral values as factors for social acceptance can
benefit from an interdisciplinary approach bridging literature in ethics of technology with technology
acceptance models.
Keywords: smart grid; smart energy; sustainability; values; technology acceptance; technology adoption
1. Introduction
Driven by climate change mitigation and transition to low carbon energy systems, governments
worldwide have set targets to increase the use of renewable energy sources. The 2030 European
energy targets include a minimum 27% share of renewable energy consumption [1]. Growing shares of
renewables, particularly from wind and solar energy, lead to rising intermittencies of energy supply
and to a larger number of small and decentralized generation sites. Growing intermittencies and
decentralization, however, lead to challenges for balancing supply and demand in networks that were
designed for relatively few large and controllable power plants [2,3].
Smart grid technologies are praised as one solution to support the integration of rising shares
of renewable energy sources into power networks and are thus seen as essential in the transition
to sustainable energy systems [2,4]. They allow accounting for higher supply intermittencies
and decentralization by using innovative information and communication technologies (ICT).
For consumers, they contribute to increased information and awareness of energy use, potentially
enabling energy savings [5]. As such, smart grids can be a promising solution to reducing greenhouse
gas emissions in the electricity system while at the same time dealing with rising energy costs [6].
Although the concept of smart grid technologies comprises many technological applications and
lacks a single definition, widely accepted definitions include efficient management of intermittent
supply, two-way communication between producers and consumers, and the use of innovative ICT
solutions [7,8].
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In spite of their promising benefits for low-carbon energy systems, several challenges are
associated with smart grid technologies. Next to concerns about high costs as well as uncertain
investment and regulatory environments, moral values underlie many societal concerns [9].
Concerns about data privacy and security have already delayed smart meter introductions in Europe
and the US [10,11]. The possibility to share end-users’ energy consumption data automatically and
in (near) real time with grid operators and store these data in central databases raises concerns that
energy companies could use this data to get insight into activities in a household that are considered
as private [12]. Related to storing sensitive data in central databases are fears that these data could
be threatened by cyberattacks and used in a harmful way. Additionally, consumer fears of reduced
autonomy are reflected in concerns that smart meters or smart household appliances might give energy
companies more control over a household’s electricity use [13]. Further concerns that energy suppliers
will not be transparent about benefits and pass financial savings on to their customers relate to the
values of trust and a fair distribution of costs and benefits [14].
Challenges in the smart grid development which are related to moral values need to be addressed
to achieve sustainable energy systems and might hinder the wider acceptance and adoption of smart
grid technologies. There is an extensive literature on factors influencing technology acceptance and
adoption in the field of technology and innovation management [15,16], and social psychology [17,18].
Innovation management scholars emphasize market acceptance, which is determined largely by
environmental and market-specific factors, the characteristics of the technology itself, and firm-level
characteristics [19–21]. Theories in social psychology, on the other hand, concentrate on individual
user acceptance, with models stressing the importance of technology specific beliefs, social influences,
and personality beliefs as factors for acceptance [17,18,22]. Although these bodies of literature focus
on a wide range of potential factors for acceptance, moral values—characteristics of a technology with
ethical importance [23]—are typically not included in these factors. Given that moral values underlie
societal concerns uttered in public debates, there is a need for research that addresses how moral
values impact the acceptance of smart grid technologies. This paper therefore aims at exploring this
relationship. It addresses the questions which moral values are relevant for the acceptance of smart
grid technologies and how these values influence smart grid acceptance. The paper contributes to
the development of sustainable smart grid technologies. To achieve sustainability, it is important not
only to consider environmental impacts such as carbon emissions but also social and ethical impacts
such as privacy and justice. We stress the importance of social and ethical aspects for sustainability by
emphasizing the role of moral values for smart grid technologies.
The paper is structured as follows: The next section provides a theoretical background on
moral values drawing from the field of ethics of technology, as well as factors for technology
acceptance and adoption drawing from technology and innovation management, and social psychology.
Sections 3 and 4 contain the methodology and results of a systematic literature review on values
associated with the acceptance of smart grid technologies. The two final sections are devoted to
discussions and conclusions.
2. Theoretical Perspectives
2.1. Ethics of Technology
Moral values are evident in societal concerns about smart grid technologies. Ethics of technology
is the major field concerned with moral values and technologies. Moral values are used to make
statements about ethical and social consequences of technologies. Although an unanimously agreed
upon definition of the term ‘moral values’ is lacking, they often refer to abstract principles and
“general convictions and beliefs that people should hold paramount if society is to be good” [24]
(p. 1343). They are considered to be intersubjectively shared, which means they are principles that
different individuals can relate to and generally hold important [24,25]. As such, moral values relate
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to convictions of what is perceived as good and bad that are shared by members of a society [26].
Typical examples of importance for technologies are health, well-being, safety, or justice [23,27].
Evaluations of technologies with respect to ethical and social consequences are grounded in the
understanding that technologies are not neutral objects, but value-laden [28,29]. That means that
they are capable of endorsing or harming values [30]. Winner [30] gives the much-cited example of
very low overpasses over the only highway connecting New York with Long Island Beach, thereby
hindering public busses (the main method of transportation for less well-off societal groups including
racial minorities) to access the beach. The example is often used to illustrate the moral importance
of technological design [29,31]. Moral considerations of technological design are especially relevant
as technologies do usually not only fulfill the specific function they are designed for, but also have
positive and negative side effects [32].
For the design of technologies, moral values are (perceived) technology characteristics that go
beyond functional requirements and address requirements of ethical importance such as justice,
trust, privacy and more [28,33]. They are seen as identifiable entities that should be considered in
design or be embedded in technologies. To embed value in technologies through design choices,
Value Sensitive Design (VSD) scholars follow a tripartite approach [28,33]. The approach consists of
iterative conceptual, empirical, and technical investigations (for a detailed description of the approach,
see for example [27,34,35]). Conceptual investigations are applied to find out what values are relevant,
and to identify indirect and direct stakeholders as well as reflections on how to deal with value
conflicts. Empirical investigations focus on the stakeholders as unit of analysis in order to get insights
into their interpretation and prioritization of different values. Technical investigations focus on the
technology itself to identify which technological features support or harm which values. They refer to
the “translation” of abstract values into concrete design requirements of the technology.
VSD scholars strive for an in-depth understanding of moral values and the design of technologies
that are “better” from an ethical standpoint. Their research aim is focused on integrating convictions
“that people should hold paramount if society is to be good” [24] (p. 1343) into the design of
technologies. Hence, their research aim does typically not include testing effects of their design
on social acceptance of technologies.
2.2. Technology Acceptance and Adoption
Acceptance of novel energy technologies is typically defined in terms of perceptions of
stakeholders involved in energy projects [36]. Acceptance can range from passive consent with novel
technologies to more active approval such as taking action to promote a technology [37]. Adoption of
technologies is defined as the behavior to purchase and use a technology [38]. Adoption can therefore
be measured through e.g., market share. Some scholars include behavior towards energy technologies
in their definition of “acceptance.” When acceptance is defined as purchase/use, “acceptability” is
sometimes used to refer to positive attitudes towards technologies (e.g., [39–41]). For the purpose of
this research, the definition of acceptance includes the purchase or use of a technology.
Various scholars have focused on factors that affect acceptance of technologies, particularly in the
fields of technology and innovation management, and social psychology (Table 1).
2.2.1. Technology and Innovation Management
Scholars in the area of technology and innovation management take a market and firm perspective
towards factors for technology acceptance and adoption [15,16,19–21,42,43]: Factors pertain to
environmental and market-specific factors, the characteristics of the technology itself, and firm-level
characteristics [16,44].
Within environmental and market-specific factors, a strong emphasis is put on network
effects. Network effects are positive consumption externalities that occur when the utility of
a technology for one consumer increases with the number of other consumers that have adopted the
technology [15,19,20,44]. In addition, a high diversity in the inter-organizational network, which is
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the extent to which stakeholders from different industries are involved in developing and marketing
a technology, is beneficial for technology adoption [16,45,46].
Table 1. Overview of factors for technology acceptance/adoption.






Network effects, switching costs, installed base,
regulators, suppliers
√
Technology-specific characteristics Technological superiority, complementarygoods, compatibility
√




Performance and effort expectancy, cost-benefit
perceptions, hedonic motivations
√
Perceived social influences Subjective norm, image
√




Related to characteristics of the technology, the extent to which a given technology performs
superior to competing technologies (i.e., its technological superiority) is generally regarded as beneficial
for its adoption [20]. In addition, a greater availability and variety of complementary goods has
a positive effect on adoption [15,19,47].
In addition, firm-level characteristics are found to impact technology adoption. The financial
strength of the firm in terms of the availability of appropriate financial resources to develop and market
the technology [48], the brand reputation and credibility [16], and a strong learning orientation from
past experiences [15] are beneficial for the firm’s specific technology to become adopted. Several factors
are related to the firms’ strategic choices connected to the introduction of the technology, such as the
pricing strategy and timing of market entry [15,16].
2.2.2. Social Psychology
Whereas technology management scholars focus on a firm or market perspective,
social psychologists concentrate on individual user acceptance. Among the most prominent theories
are the Theory of Planned Behavior (TPB) [22], the Technology Acceptance Model (TAM) [49],
and its advancements to the Unified Theory of Acceptance and Use of Technology (UTAUT) [17,50],
the Norm Activation Model (NAM) [51,52], or the Value-Belief-Norm theory (VBN) [18]. (Note that
the term “values” in this context needs differentiation from moral values in an ethics of technology
context. Value orientations or values are referred to in social psychology as individuals’ personality
characteristics [53]. Moral values in an ethics of technology context are perceived characteristics of the
technology [33].)
Factors for technology acceptance can be categorized as technology-specific beliefs,
social influences, and personality beliefs. Technology-specific beliefs include beliefs that a technology
will be useful and enhance the achievement of a consumer’s goal (performance expectancy) and
perceptions of the ease of use associated with a technology (effort expectancy) [17,49]. Consumers are
also more likely to adopt a technology if they perceive facilitating conditions, including the support
available to use a technology [17,22]. Monetary aspects are considered in terms of the perceived
trade-off between costs and gains. Finally, hedonic motivations (expected fun, enjoyment) are also
found to positively impact acceptance [17,54].
Social influences—interchangeably used with subjective norm [22], and image [50]—cover
perceptions that important others such as family and friends believe they should use a technology and
the belief that the use will enhance their social status [17].
Personality-specific beliefs mostly refer to the role of personal norms as factors for
pro-environmental behavior. They play a prominent role in the Norm Activation Model (NAM) [51,52]
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and the Value-Belief-Norm theory (VBN) [18]. Personal norms are perceptions about one’s moral
obligation to take pro-environmental actions [18,40]. They are shaped by ecological worldviews,
which are general beliefs about the relationship between humans and the environment [40].
Scholars also combine models focusing on technology-specific beliefs such as TPB and TAM with
models focusing on personality-beliefs such as NAM. Broman Toft et al. [38] for example combine
TAM with NAM and show that if smart grid technologies are perceived as useful and easy to use,
consumers are likely to show stronger personal norms to use the technology. Huijts et al. [41] posit
that perceived costs and benefits—elements from TBP—impact personal norms, which is a concept
from NAM.
3. Method
To understand the role of moral values for the acceptance of smart grid technologies in greater
details, we conducted a systematic literature review. We analyzed journal articles reporting the results
of empirical studies to ensure capturing original research results. Articles were retrieved from the
databases Scopus and Web of Science (see Table 2 for the full search queries). To capture a diverse
range of smart grid technologies, search terms included smart grid, smart energy, smart metering,
smart home, home energy management, energy and digitalization, and smart technology. Acceptance,
acceptability, and adoption were used as search terms, because, as outlined in Section 2.2, these are
common concepts which are often used interchangeably to study social acceptance of emerging
technologies (e.g., [36–41]). An initial screening of relevant publications revealed that the term “values”
is often not mentioned explicitly, even when moral values were included as factors for smart grid
acceptance [2,55–58]. To ensure capturing all relevant publications, the term “values” was therefore
not included in our search terms.
Table 2. Search queries used in the systematic literature review.
Database Search Query # of Results Date
Scopus
((TITLE-ABS-KEY (smart AND grid) OR TITLE-ABS-KEY (smart AND
meter*) OR TITLE-ABS-KEY (smart AND energy) OR TITLE-ABS-KEY
(smart AND home*) OR TITLE-ABS-KEY (home AND energy AND
management) OR TITLE-ABS-KEY (smart AND technology) OR
TITLE-ABS-KEY (energy AND digital*)) AND (TITLE-ABS-KEY
(acceptance) OR TITLE-ABS-KEY (acceptability) OR TITLE-ABS-KEY
(adoption))) AND (LIMIT-TO (DOCTYPE, “ar “) OR LIMIT-TO
(DOCTYPE, “ip”)) AND (LIMIT-TO (SUBJAREA, “ENER “) OR
LIMIT-TO (SUBJAREA, “ENVI”) OR LIMIT-TO (SUBJAREA, “OCI”)
OR LIMIT-TO (SUBJAREA, “BUSI”)) AND (LIMIT-TO
(LANGUAGE, “English”))
444 5 January 2018
Web of Science
(TS = (smart grid OR smart energy OR smart meter* OR smart home*
OR home energy management OR smart technology OR energy
digital*) AND TS = (acceptance OR acceptability OR adoption)) AND
LANGUAGE: (English) AND DOCUMENT TYPES: (Article)
Refined by: WEB OF SCIENCE CATEGORIES:
(ENVIRONMENTAL SCIENCES OR ECONOMICS OR
ENVIRONMENTAL STUDIES OR PSYCHOLOGY APPLIED OR
BUSINESS OR SOCIOLOGY OR GREEN SUSTAINABLE SCIENCE
TECHNOLOGY OR URBAN STUDIES OR PSYCHOLOGY
MULTIDISCIPLINARY OR PSYCHOLOGY EXPERIMENTAL OR
SOCIAL SCIENCES INTERDISCIPLINARY)
262 5 January 2018
The database search resulted in 706 articles, which were screened for inclusion in the detailed
review (see Figure 1 for flow diagram of systematic literature review). After removing duplicates,
the 532 unique search results were screened based on their abstracts. Articles that solely focused on
technical issues or did not report results of empirical studies were excluded. As a result, for example,
a study by Park et al. [59] was eligible for further analysis because it investigated consumer acceptance
of a home energy management system. In contrast, a study by Vagropoulos et al. [60] was excluded
because it presented an optimization model and did not empirically assess the acceptance of smart grid
technologies. This abstract screening resulted in a total of 103 relevant articles, which were subsequently
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analyzed with respect to moral values as factors for smart grid acceptance. In the analysis, we searched
for values of ethical importance often mentioned in the VSD literature. In addition, we aimed to find
additional values that were reported in empirical smart grid studies but not included in prior literature.
Apart from identifying values, we analyzed their conceptualizations, the relevant stakeholder group,
the technical context, and applied methodologies. The analysis resulted in a group of 49 papers
that reported moral values as factors for smart grid acceptance (see Appendix A) and a group of
54 studies that did not include moral values as factors for smart grid acceptance (for example a study
by Kobus et al. [61] focusing on the role of smart appliances to bring about electricity demand shift by
residential households).
Figure 1. Flow diagram for systematic literature review (Based on [62]).
4. Results
Our literature review reveals that moral values can act as factors for smart grid acceptance;
moral values were found in 49 articles on smart grid acceptance (see Appendix A). These articles
were published in 23 different journals. However, more than 50% are concentrated in four journals:
Energy Research & Social Science and Energy Policy were the most frequent journals, with 10 and nine
publications respectively, followed by four publications in Energy Efficiency and three publications in
Renewable and Sustainable Energy Reviews. The journals cover a large diversity of subject areas, including
energy research, environmental science, engineering, business and management research, computer
science, psychology, and philosophy. (Journals have been mapped to subject areas based on their
categorizations in Scopus and Web of Science.)
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The most prevalent subject area was energy research: 32 out of 49 articles were published in
this field. A smaller number of articles were published in the three subject areas that can provide the
theoretical background to understand the role of values for social acceptance and were reviewed earlier.
First, this concerns ethics of technology: two articles were published in journals within the subject area
of philosophy (Journal of Information, Communication and Ethics in Society, and Public Understanding of
Science). Second, three articles were published in journals that contribute to the field of technology
and innovation management, such as Technological Forecasting and Social Change. Third, a total of
18 publications are from journals where theories on technology acceptance from social psychology are
widely used, for example the Journal of Consumer Policy and Psychology & Marketing, but also Energy
Research & Social Science.
Twenty-five studies with qualitative approaches exploring smart grid acceptance used
predominantly expert interviews, focus groups, public workshops, and in-depth interviews,
while 27 studies used quantitative methodologies to test the impact of various values on
acceptance or adoption (three publications rely both on qualitative and quantitative methodologies).
Twelve publications tested consumer acceptance of smart grid technologies based on technology
acceptance models used in social psychology. The other 14 articles using quantitative methods derived
their own antecedents of smart grid acceptance.
In the 49 publications, a range of moral values have emerged as factors for acceptance or adoption
of various smart grid technologies (Table 3). These values were reported either as drivers or barriers of
smart grid acceptance/adoption. A value is classified as a “driver” if it provides impulse, motivation,
or reason for smart grid introduction or if smart grid technologies are perceived to have a positive
influence on these values. A value is identified as a “barrier” if it is expressed as concerns or if there is
a perceived fear that the technology might have adverse consequences for this specific value.
The drivers of smart grid acceptance were environmental sustainability, security of supply, and
transparency. Data privacy, data security, (mis)trust, health, justice, and reliability were found as
barriers to smart grid acceptance. Control, inclusiveness, quality of life, and affordability were partly
identified as driver and partly as barrier. All of these values emerged in studies using inductive
qualitative approaches. Most of them were also included in quantitative studies, with the exception of
distributive justice, inclusiveness, quality of life, and transparency.
The majority of these values are relevant for citizen or consumer acceptance. Only seven articles
report values relevant for office workers, manufacturing companies, energy companies, or the society
at large. While values for office workers are similar to consumers’ concerns (trust and quality of life or
comfort), the values reported for companies and the societies in general are the main drivers for smart
grid development: environmental sustainability and security of supply.
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4.1. Moral Values That Act as Drivers of Smart Grid Acceptance
The most often cited positive driving force (22 publications, [11,56–59,63–79]) for the acceptance
of various smart grid technologies was their contribution to the environmental sustainability of
energy systems. Environmental sustainability refers to the reduction of emissions from the electricity
sector, thereby contributing to climate change goals [75,78]. Smart grid technologies contribute to
environmental sustainability by facilitating the integration of renewable energy sources and electric
vehicles [63,69,72]. In addition, smart metering and smart home networks are perceived by consumers
to enable them to save energy through better visualization of the energy consumption of various
household appliances, thereby lowering not only energy costs but also emissions [56,57,75].
Another key factor positively related to the acceptance of smart grid technologies was the security
of electricity supply (seven publications, [3,67–69,72,78,79]). “Security of supply” in the context of
electricity systems is defined as a low risk of interruptions in the supply [3]. Given that the electricity
system is vital for the functioning of modern societies, a high security of supply is one of the central
values in any debate on changing energy systems. Smart meters were perceived to enhance the security
of supply, because they allow detection and reduction of power outages faster than conventional
meters [68]. Household electricity storage systems allow to reduce the risk of supply interruptions
because they can serve as a buffer for excess energy and allow to decouple electricity generation from
consumption [3]. Smart charging systems allow to shift the charging time of electric vehicles and
thereby can help to avoid grid overload problems [69,72].
In the context of smart metering, smart home, and demand-side management, transparency
and accuracy were found to be further values motivating the acceptance of such technologies
(six publications, [56,58,67,76,77,80]). Greater accuracy and a better overview of energy consumption
data as well as transparency in the impact of consumption patterns on cost and the environment,
which are enabled through smart meters and in-home displays, contributed positively to the acceptance
these technologies [56,58].
4.2. Moral Values That Form Barriers for Smart Grid Acceptance
Privacy was by far the most prevalent moral value reported as a perceived barrier, mentioned
in 24 publications [2,11,14,55,56,58,63,74–77,79,81–92]. Concerns about privacy are related to the
increased collection and transmission of information on energy consumption compared to traditional
meters [2]. Triggered by the possibility to share end-users’ energy consumption data automatically and
in real time with grid operators and store these data in central databases, consumers are concerned
that energy companies could use these data to get insight into activities in a household that are
considered as private [55,56]. Explicitly mentioned was the fear that smart grid technologies could
allow identification of the type and time of use of household appliances [86]. In addition, consumers
were concerned that their personal data could be sold commercially [91]. One study also reported
the perceived danger in the effect of combining different pieces of data to reveal more information or
patterns about consumer behavior that could be extracted from single pieces [75].
Concerns about data and cyber security were the second most often reported barrier to smart grid,
smart metering, and smart home acceptance (15 publications, [2,11,55,68,74–77,79,81,85,86,89,92,93]).
Security refers to the existence of mechanisms that ensure that personal data is protected from outside,
malicious attacks [2,68]. The increased collection and transmission of more energy consumption data
than with “dumb” systems are at the core of security concerns. Consumers are concerned that their
consumption data, which is transmitted to e.g., grid operators, might fall into the wrong hands due
to cyberattacks. They stress the importance of ensuring that personal data is adequately protected
and encrypted [81,85,89]. In addition, and specifically connected to smart home platforms, consumers
uttered the fear that outsiders could get more easy access to their private spaces/homes [55].
Trust, or rather the lack of trust by consumers in organizations charged with the implementation and
management of smart grid technologies (e.g., electric utilities, governmental authorities), was reported as
one of the key barrier values for smart grid acceptance (14 publications, [14,63,75,76,81,83,90–92,94–98]).
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While trust was mainly relevant in consumer acceptance studies, one study from the perspective of
US utilities revealed that utilities were aware of the problematic (mis)trust by consumers towards their
companies [63]. Consumers’ lack of trust is reflected in concerns that the utilities industry and the
government (a) are not open about their benefits and (b) will not pass any financial savings on to
customers. Consumers also found it difficult to understand why utilities would promote energy-saving
messages while they are perceived to increase profits with an increased energy consumption [76,91,94].
Additionally, concerns were related to the degree of trust that the personal data shared through smart
meters with energy companies is protected [90,98].
In the context of smart metering, consumers perceived health risks were found to be
negatively connected to the acceptance and use of smart meters (five publications, [11,56,68,86,91]).
Perceived health risks refer to the subjective evaluation of potential health threats resulting from an
event or an activity [56]. Health risks were connected with exposure to electromagnetic radiation from
smart meters [68,86,91]. Whether or not radiation poses objective threats to consumers’ health, the
fact that smart meters are perceived as health risks in studies on consumer acceptance indicates that
such concerns should be taken seriously by utilities and governmental authorities when introducing
smart metering.
Concerns about the fairness of smart metering and demand-side management reflected the
values of distributive and procedural justice as a barrier for smart grid acceptance from the
perspective of energy consumers (five publications, [14,56,57,75,96]). Distributive justice refers to a fair
distribution of costs and benefits among the key stakeholders involved in these technologies [14,56,57].
Consumers feared that they will have to bear the costs for the introduction of smart metering without
receiving apparent benefits while energy providers would profit from financial savings [57]. In addition,
there was a perception that the responsibility for saving energy would be pushed on consumers while
supplier obligations to ensure low consumer prices would be neglected [14]. Procedural justice refers
to fairness in decision making processes, often based on the fact that all relevant stakeholders are able
to participate in the process. Although this concern was less prevalent than distributive justice, it
yielded interesting results in a study by Guerreiro et al. [56]. The authors were interested in the use of
smart meters combined with an in-home display and found that increased perceptions of procedural
justice let to decreased use in the devices. It might be that respondents who perceived the process of
introduction as being fair felt a lower need to control the equipment.
4.3. Moral Values with Ambiguous Effects on Smart Grid Acceptance
Control or autonomy—defined in this context as the perception that one can direct events in life
free of outside influence [100]—was related to consumers concerns about loss of control and autonomy
with the introduction of smart metering and the installation of smart home platforms. They feared
losing control to ICT systems and perceived the monitoring of daily behavior as too intrusive and
restrictive [55,81]. Concerns were also directed to a fear of loss of control towards energy suppliers,
who might manage their energy consumption for them [14,56]. While control was mostly perceived as
a barrier (12 publications, [14,55,56,67,73,79,81,88,93,94,99,101]), a later study reported a positive effect
of control on the acceptance of an automated demand-side response tariff [100]. This suggests that
concerns about the loss of control play a more ambivalent role than previously assumed. The authors
explain the effect with two reasons. Firstly, the tariff’s impact was clearly defined (e.g., the room
temperature was only allowed to shift by 1 ◦C). Secondly, the option of overriding the automation was
presented, which might have restored perceptions of self-control [14,100].
Inclusiveness was both seen as a barrier and a driver for smart grid acceptance. Inclusiveness
refers to giving all different societal groups the possibility to be included in the technological
development. On the one hand, six studies revealed that consumers were concerned that elderly people,
disabled people, and people with less affinity to computers and IT systems would be systematically
excluded from the smart grid development [14,75,77,79,81,93]. In another study, however, consumers
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expressed positive views about the benefits, the support, and the additional services that smart homes
could offer in assisted living for the elderly and people with disabilities [76].
Increased quality of life was seen as a driver for smart home technologies in six
publications [58,66,73,75–77]. Smart home services such as health monitoring or a remote control
of security are perceived as practical and automation is seen as enhancing convenience and
comfort [73,76]. However, it was reported as a barrier in one study, in which building occupants were
concerned with reductions in their living quality as a consequence of demand-side management [102].
When building equipment such as ventilation fans or cooling systems have communication and
control capabilities to steer the energy demand of the building automatically, the effects on the
perceived thermal comfort of building occupants was reported as a major concern and barrier for the
implementation of such a DSM measure [102].
The reliability of novel smart home technologies was questioned and reported as barrier by
consumers in four publications [75,77,79,81]. The adoption of non-mainstream technology was seen
as risky with respect to the malfunctioning of the system, such as a break-down of communication
systems or room sensors being triggered unintentionally [75,77]. Consumers felt unease at becoming
reliant on computer systems they might not fully understand. In addition, concerns were reported
that innovations, once adopted, would not widely spread or become rapidly obsolete due to fast
technological progress. This was especially seen problematic when smart home technologies were
seen as a costly and long-term investment [79]. However, one publication found that in-home displays
have the ability to enhance the reliability of an entire home energy management system because such
displays support in discovering system failures or underperformance [80].
Future affordability of energy was found to be both a driver and a barrier for the acceptance of
smart metering, smart home platforms, and demand-side management. Affordability is the availability
of financial means to be able to pay for energy. In two studies [11,99], the potential of smart meters and
smart home platforms to save energy and prevent energy poverty were seen as reasons to accept these
technologies. In two different studies [71,76], however, consumers were concerned about hidden costs
and were generally skeptical whether smart grid technologies will indeed reduce their energy bills.
5. Discussion
Our literature review on the role of moral values for the acceptance of smart grid technologies
showed that values are indeed discussed in the literature on smart grid acceptance and adoption.
However, their relationship with acceptance is not always clear. Whereas certain values are always
seen as either drivers or barriers, others could be seen as having an ambiguous effect on acceptance.
We turn to a more detailed discussion of our findings.
5.1. Values as Factors for Consumer and Citizen Acceptance
In general, our results show that moral values can act as important factors for consumer and
citizen acceptance of smart grid technologies. The fact that all the values we found have emerged from
inductive, qualitative studies indicates that consumers expressed values in an unprompted way as both
drivers for smart grid development and concerns around these technologies. Thus, values were not
a priori introduced into these studies by researchers but were expressed by consumers independently.
In addition, quantitative studies confirmed for almost all reported values that they influence consumer
or citizen acceptance. Distributive justice, inclusiveness, quality of life, and transparency were the
exceptions which were only reported in qualitative studies.
However, our results also show that there are two aspects of values which pose additional
complexities to their investigation as factors for acceptance. First, some values were found to have an
ambiguous effect on acceptance. More specifically, whereas some values were clearly positive forces
driving smart grid development (e.g., environmental sustainability) and some were clearly consumer
concerns around the technology (e.g., privacy, justice), some were mentioned both as drivers and
barriers. For example, studies mentioned the potential of smart grid technologies to save energy and
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thus save costs as perceived benefits with regards to energy affordability [11,99]. However, consumers
were also concerned that they will have to bear the costs for the introduction of smart grid technologies
through higher electricity bills. Another example is inclusiveness; whereas there are concerns that
several societal groups (e.g., the elderly, disabled) would be systematically excluded because of the
focus on novel ICT [14], benefits that smart homes in particular could offer in assisted living for the
elderly and disabled are expressed [76]. Additionally, the value of control was mostly perceived
as a barrier due to a perceived loss of consumers’ control to electronic devices or energy suppliers.
Automated demand-response tariffs were particularly in focus of this concern. However, once the
impact of such a tariff was clearly defined, the degree of external control through the tariff was very
small, and consumers had the option to override the automation, the perceived loss of control was no
longer a problem [100].
These examples illustrate the importance of the detailed technological and regulatory context for
the effect direction on acceptance. In the example of control, the way an automated demand-response
tariff was structured with respect to definition of boundaries of the automation or overriding
possibilities was decisive whether control was seen as a barrier or not. The debate to what extent smart
metering impacts energy affordability depends on the regulation of electricity prices: if smart meters
enable consumers to save costs by using less energy, these savings might be offset because costs for the
smart metering infrastructure are socialized, i.e., paid by consumers through the network tariffs on
electricity bills.
The examples also illustrate that whether certain values have a positive or negative impact
on smart grid acceptance depends on their interpretation by consumers. Values can therefore be
characterized as “contestable concepts,” having two levels of meaning [103]. The first level is expressed
in a short definition; for example, energy affordability is generally defined as having the financial
means to be able to pay for energy. The second level of meaning refers to the value’s conception.
Here, contestation occurs over how the concept should be interpreted and whether a technology
contributes to the value or endangers it [103]. It is thus important to understand values at the level
of conception, since this is the level where controversies arise and the way values impact technology
acceptance might depend on their conception [104]. In the example of affordability, the debate is not
about the definition or importance of affordability, the debate is whether certain features of smart grid
technologies are perceived to contribute to energy affordability while others do not. As a consequence,
future research should carefully consider different potential conceptions of values when testing their
effect on acceptance.
Second, certain values are closely interrelated, increasing the complexity in deriving their separate
effects on smart grid acceptance. Probably the most prevalent relationship could be observed between
data privacy and security. Both concerns are related to the increased transmission and storing of
personal data. They are frequently mentioned in context with each other [2,55,56,76] or even measured
as one construct (e.g., [84,85]). However, they are different concepts. Privacy refers to the concern
that individuals’ personal data can be used externally to infer information about activities that are
considered as private [12]. Security concerns on the other hand are defined in terms of the risk that
personal data is subject to malicious external attacks, e.g., through hacking [2]. Their conceptual
differentiation means on the one hand that different measures need to be taken by policy makers
and industry actors responsible for smart grid introduction to protect consumers’ privacy and data
security. On the other hand, their conceptual differentiation could imply different effects on consumer
acceptance. They should therefore be treated as separate concepts in academic studies on smart
grid acceptance.
Distributive justice is connected to affordability concerns. Consumers were concerned that they
will have to bear the costs for e.g., the smart meter introduction, whereas energy providers would profit
from financial savings [57]. Consumers perceived an unfairness that smart grid technologies might
lead to higher energy costs and a lower affordability of energy [56]. As a consequence, concerns about
fairness and affordability might reinforce each other in their negative effect on smart grid acceptance.
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In addition, several values were connected with the perceived trust of consumers in energy
companies and government authorities. Concerns about distributive justice were connected with the
lack of trust that energy companies are not open about their benefits and would not pass on financial
savings to consumers [57,76]. Also, trust was related to privacy and security concerns: Perceived
consumer trust about the protection of personal data [98]. This points to the central importance of
trust between consumers and authorities or organizations charged with the implementation and
management of smart grid technologies as potential antecedent for several other values; a relationship
that is worth considering in smart grid acceptance studies. Trust is also suggested as antecedent for
consumer beliefs by Huijts et al. [41] in their conceptual development of a framework for acceptance
of energy technologies. Trust is suggested as influencing positive and negative affect, perceived costs,
risks and benefits, and also procedural justice.
5.2. Combining Insights from Ethics with Technology Acceptance Literature
In contrast to our results, current theoretical frameworks for technology acceptance and adoption
do not seem to pay attention to moral values as factors for acceptance (see Section 2.2). Frameworks
for technology acceptance and adoption in technology and innovation management fields focus on
market-, firm-, and technology-specific characteristics [16,21,44]. In social psychology, technology
acceptance models focus on factors pertaining to technology beliefs, social influences, and personality
beliefs [17,18].
Therefore, we propose that moral values should be included more systematically in studies on the
acceptance or adoption of smart grid technologies, and potentially technology acceptance in general.
Scientific understanding of the role of values for technology acceptance can be gained by combining
insights from ethics of technology with literature on technology acceptance.
Ethics of technology and particularly VSD approaches can be beneficial for the identification
and conceptualizations of relevant values for a particular technological context. In their tripartite
approach, VSD scholars place great emphasis on identifying relevant values. They do this both from an
ethical normative perspective and a descriptive perspective relying on the opinions of key stakeholders
involved with a technology [27,33]. In addition, they acknowledge that values can be interpreted and
prioritized differently by different stakeholder groups and therefore integrate considerations around
conceptions of values explicitly in their empirical approaches [35,104]. Their in-depth understanding
of different conceptualization of values can contribute to the two complexities about the relationships
between values and social acceptance we encountered in our results, namely that these relationships
hinge on detailed interpretations of values and that there are mutual interdependencies between
different values. Methods of elicitation of technology specific values from VSD can be used by
researchers studying smart grid acceptance. This includes what VSD researchers call conceptual
investigations, philosophically informed considerations of how stakeholders might be affected by
the technology. It also includes empirical investigations, in which VSD scholars use the entire range
of qualitative and quantitative empirical methods to answer questions such as how stakeholders
interpret different values for the given technological context or which values are prioritized by different
stakeholder groups affected by the technology [34].
Ethicists and VSD scholars focus on the understanding of values and possibilities to integrate
them into technological design. However, their research aims do not include testing whether a design
for values increases the acceptance and adoption of technologies. Their approach seems to underlie
the implicit proposition that a proper integration of values that are judged as important for the context
of a specific technology will contribute to enhancing acceptance in society [28].
The literature on technology acceptance is complementary to that because it does study the
impact of a diverse range of factors on technology acceptance and adoption. Thus, it provides not
only rigorous quantitative methods to test relationships but also measurement scales for values and
acceptance in surveys or experiments [17,40,41].
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More specifically, our results indicate that adaptations of technology acceptance models from
social psychology might be suitable to include moral values (see Section 2.2.2 for a review). Half of the
publications in our systematic literature review including values as factors and using deductive theory
testing approaches investigate smart grid acceptance based on models used in social psychology
(e.g., [3,56,85,98,100]). Although they only include a sub-set of relevant values in their models,
these studies provide first indications how to integrate values in acceptance models and which
other model variables values might be related to.
Most of these scholars study values as direct antecedents of intentions to use or use of smart grid
technologies. For example, Fell et al. [100] find that control over comfort and timing of activities are
related to intentions to adopt a demand-side management scheme and Römer et al. [3] relate security
of supply concerns to purchase intentions of household storage systems.
A number of studies show effects of values on several different variables in technology acceptance
models, particularly perceived risk and perceived usefulness or ease of use, concepts that are
used in both UTAUT and TAM. Chou et al. [85] find that concerns on data privacy and security
impact perceived risk. In a similar vein, Guerreiro et al. [56] stress the connection between health
concerns and perceived risk. Park et al. [68] find that perceived security of supply and environmental
sustainability impact perceived usefulness, and perceived security and health concerns affect perceived
risk. Perceived usefulness and risk impact in turn impacts intentions to use smart grid technologies.
The indication from our results that technology acceptance models from social psychology might
be suitable to include moral values is in line with a proposed framework for public acceptance
of sustainable energy technologies such as wind mills or hydrogen vehicles by Huijts et al. [41].
The authors stress the importance of procedural and distributive justice measured as perceived
fairness of the decision process leading up to the technology’s introduction as well as the perceived
fair distribution of costs and benefits, affecting attitudes toward the technologies. Additionally,
they hypothesize that the degree of trust in actors that are responsible for the technology is seen
as influencing positive and negative affect, perceived costs, risks and benefits, which in turn affect
attitudes toward the technologies. Positive attitudes toward technologies are then related to intentions
to accept and technology acceptance.
6. Conclusions
Smart grid technologies are seen as an important enabler in the transition to more sustainable
energy systems, but the development has been challenged among others by societal concerns [2,11].
In this paper, we showed that societal concerns about smart grid technologies reflect moral values,
which are (perceived) technology characteristics about ethical and social consequences of technologies
such as justice, trust, or privacy. We proposed that concerns related to moral values might hinder
the wider acceptance and adoption of smart grid technologies. The paper set out to address the
questions which moral values are relevant for smart grid technologies and how they influence smart
grid acceptance.
Our results show that moral values can act as drivers and barriers for consumer and citizen
acceptance of smart grid technologies. On the one hand, values such as environmental sustainability
and security of supply positively influence smart grid acceptance. On the other hand, concerns
about privacy, security, or health negatively impact their acceptance. In addition, several values
were mentioned both as driving factors for smart grid acceptance and as concerns (e.g., affordability,
inclusiveness). Studying the impact of values on acceptance is not only made complex by these
ambiguous interpretations, but also by instrumental relationships between certain values such as
affordability and distributive justice. It is thus important to consider the detailed technological and
regulatory context, the nature of values as contestable concepts, and interdependencies between them.
Based on our results, we propose that future research should strive for a better understanding
of the role of moral values as factors for smart grid acceptance in order to contribute to embedding
values in smart grid design. This can be done by bridging literature from ethics of technology with
68
Sustainability 2018, 10, 2703
technology acceptance. Ethicists study in depth which values are implied in certain technologies.
In their focus on a normative perspective, however, they do not relate values to the empirical acceptance
of technologies [28]. Technology acceptance studies provide a complementary perspective because
they test the impact of a wide range of factors on acceptance, yet typically without considering values
as factors [15–18]. The results of our systematic literature review show that especially acceptance
models widely used in social psychology such as TAM, TPB, or UTAUT offer a good foundation to
study the effect of values as perceived technology characteristics on smart grid acceptance.
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Abstract: In order to eliminate the impact of inter-regional differentiation of development demand on
the objective evaluation of the development level of smart grid, this paper establishes the evaluation
model of weight modification, transmission mechanism and combination of subjective and objective
weights. Firstly, the Analytic Hierarchy Process method is used to calculate the weights of evaluation
indices of effect layer and then the indices of development demand are used to modify the weights
of them. The association analysis and the correlation coefficient are used to establish the weights
conduction coefficient between the effect level and the base level. Then the subjective weights of
the indices of the base layer are calculated. The objective weights of the indices of the base layer are
obtained by using the entropy method. The subjective weights of the base layer and the objective
weights obtained by the entropy method are averagely calculated, and the comprehensive weights
of the evaluation indices of the base layer are obtained. Then each index is scored according to the
weights and index values. Finally, the model is used to quantitatively inspect the level of development
of smart grid in specific regions and make a horizontal comparison, which provides a useful reference
for the development of smart grids. The relevant examples verify the correctness and validity of
the model.
Keywords: smart grid; differentiation; development demand; comprehensive evaluation
1. Introduction
Based on an integrated and high-speed bi-directional communication network, smart grid is
designed to be reliable, safe, economical, efficient, and environment-friendly through advanced sensing
and measurement technologies, equipment technologies, control methods, and decision support system
technologies. Key features of it include self-healing, motivating and engaging users, defending against
attacks, providing power quality that meets 21st century user needs, allowing access to a variety of
power generation forms, activating power markets, and optimizing asset applications for efficient
operation. As for its application range, it is more and more extensive. For example, in recent years,
some areas have combined smart grids with intelligent transportation to build new smart cities [1].
As an important part of the energy internet, it has drawn wide attention from all of the world and has
now become a new trend in the development of the world’s power grid [2–4].
Investment is the economic foundation for the development of smart grids, but due to the
different driving forces of smart grid development in different countries, the focus of investment
Sustainability 2018, 10, 4047; doi:10.3390/su10114047 www.mdpi.com/journal/sustainability78
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in the construction of smart grids is also different. In 2010, the top ten countries that the central
government invested in the smart grid are shown in the Figure 1. Their total investment has reached
$18.4 billion and will continue to grow in the future. For Europe, its development focus is on the optimal
operation of the power grid, the optimization of power grid infrastructure, and the development of
communications and information technology. For the United States, its development and construction
focus is on low-carbon and energy efficiency. For Japan, its construction focus is on the green economy.
In China, its construction focus at present is to improve the resource allocation capability, safety level,
and operating efficiency of the power grid. The development of smart grids in China is divided into
three stages: pilot stage for planning, stage of comprehensive construction, and stage of guiding and
improving. The situation of smart grid investment in each stage is shown in Figure 2 below.
Figure 1. Smart grid investment in top ten countries.
Figure 2. Investment status of China at each stage.
After high-speed construction in recent years, the development of smart grid at abroad has
entered a stage of normalization. As developed countries such as Europe and the United States have
a high level in the development, construction, and operation management of power grids, a great
deal of research work has been carried out on the assessment of smart grids. The experience has been
accumulated and relatively rich achievements have been achieved [5–7]. For China, the development
of the smart grid has also entered a critical stage. Under the layout of the State Grid Corporation
on smart grids, provincial power grid companies have responded to the call to speed up the pace of
development and construction. Therefore, it is urgent to establish a sound evaluation system and
mechanism to evaluate the level of smart grid development to guide its direction of development.
Based on this background, this paper establishes an index system that combines the effect layer and
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the base layer, evaluates the development level of the smart grid in a specific region, looks for its weak
links, and gives corresponding optimization suggestions.
The paper is organized as follows. The second part serves as a literature review. The third part
introduces the establishment of the index system. The fourth part and the fifth part respectively
introduce the effect layer index system and the base layer index system. In the sixth part, the paper
gives the evaluation process of the development level of the smart grid. The seventh part analyzes the
examples. Finally, the eighth part offers conclusion.
2. Literature Review
At present, evaluations of smart grids have been conducted by scholars at home and abroad. The
specific literatures are shown in the Table 1 below.
Table 1. Research on smart grid evaluation.
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Table 1. Cont.
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3. Construction of the Index System
The comprehensive evaluation model of the level of development of the smart grid aims to
achieve systematic evaluation of the overall level of the smart grid. Therefore, this paper establishes
an index system from the effect layer and the base layer and builds the relationship between the two
layers. The effect layer reflects the inherent nature of the development of smart grid and is dedicated
to meeting the development needs of smart grid, while the base layer is the focus of smart grid
construction. The index system structure of this paper shown in Figure 3.
 
Figure 3. The structure of index system.
4. Index System of Effect Layer
4.1. Safety and Reliability
The safe and reliable operation are the key tasks for the future development of power grid.
It involves the power supply security and reliability of power quality [35] and the ability to enhance
the safety, stability and accident prevention capability of large power grids. The construction of
communication information network is an important part of the intelligent construction of China’s
power grid, so the safety of communication information is equally worth noting. Therefore, the index
system of the safety and reliability of the power grid is mainly established from two aspects: the safety
and reliability of power grid and the safety of communication information, as shown in Table 2 [36].
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Table 2. Index system of safety and reliability.
Second-Level Indicators Third-Level Indicators Code
The safety and reliability of power grid
The number of power transmission accident E1
The number of power transformation accident E2
The self-healing speed of the distribution network [37] E3
The self-healing rate of the distribution network E4
The reliability of power supply(urban user) [38] E5
The reliability of power supply (rural user) E6
The safety of communication information
The index of the safe operation of information and
communication system E7
The number of information events E8
4.2. Economy and Efficiency
Economy and efficiency is to improve the grid operation and transmission efficiency,
reduce operating costs and promote the efficient use of energy resources and power assets, so the
index system of economics and efficiency of the power grid is mainly established from three aspects:
economic benefits, grid efficiency and staff efficiency, as shown in Table 3.
Table 3. Index system of economics and efficiency.
Second-Level Indicators Third-Level Indicators Code
Economic benefits
The revenue of value-added services [39] E9
The recovery of electricity E10
The fair coefficient of electricity consumption E11
Grid efficiency [40]
The annual maximum load utilization E12
The maximum load rate of power lines E13
The annual average equivalent load rate of line operation E14
The annual maximum load rate of main transformer E15
The annual average equivalent load rate of main transformer operation E16
Staff efficiency
The efficiency of transmission staff E17
The efficiency of transformation staff E18
The efficiency of urban distribution network staff E19
Overall labor productivity E20
4.3. Clean and Green
Clean and green means to improve the energy structure, improve the level of electrification,
realize the large-scale development of clean energy and optimize the configuration of it in a wide
range, replace the fossil energy with clean energy, and make the clean energy gradually become the
dominant energy in the future. Therefore, the index system of the clean and green of the power grid is
mainly established from three aspects: green power generation, green power grid, and green electricity,
as shown in Table 4.
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Table 4. Index system of cleanliness and green.
Second-Level Indicators Third-Level Indicators Code
Green power generation
The proportion of renewable energy power generation E21
The realization ratio of annual utilization hours of renewable energy E22
Abandoned wind ratio E23
Distributed power energy permeability E24
Green power grid
The land disturbance area of unit quantity of electricity E25
The floor area saved by smart substation E26
Comprehensive line loss rate E27
Green electricity
The electricity saved by demand-side management E28
The proportion of electricity in the terminal energy consumption E29
Power replacement ratio E30
4.4. Openness and Interaction
Openness and interaction means that based on the platform of intellectualized service which
built by smart grid to adapt to the connection and interaction of various types of power supply and
load flexibly to meet the diverse needs of customers. Therefore, the index system of the openness and
interaction of the power grids mainly established from four aspects: the transparency of power grid,
the openness of power grid, quality service, and interactive effect, as shown in Table 5.
Table 5. Index system of openness and interaction.
Second-Level Indicators Third-Level Indicators Code
The transparency of power grid
The depth of information disclosure E31
The speed of information update E32
The convenience of getting information E33
The openness of power grid
the growth rate of electric quantity in electric power market transaction E34
The investment in the open area of the grid business E35
The scale and proportion of the direct power-purchase for the large user E36
The completeness that all kinds of users access the standard system E37
Quality service The evaluation index of quality service E38
Interactive effect
The year-on-year growth rate of the grid’s annual maximum
load utilization E39
The proportion of electricity of implementing peak and valley time
price [41] E40
The power saved by demand-side management E41
The capability of load monitoring and control E42
The utilization rate of electric vehicles E43
5. Index System of Base Layer
Based on the basic requirements of the construction of smart grid, this paper divides the basis of
intelligent grid construction into three aspects: automation, interaction and information, and takes
them as first-level index to establish the evaluation index system of the base layer.
5.1. Automation
Power network automation mainly refers to the automated operation of the power system.
By running modern communication technology, network technology and automatic control technology,
it reaches the automatic detection and control of grid operation, enhances the ability of online
monitoring and self-protection operation, and effectively improves the efficiency of grid operation,
to ensure reliable and efficient operation of the power grid. Therefore, the index system of power
network automation is mainly established from four aspects: transmission automation, substation
automation, distribution automation, and dispatching automation, as shown in Table 6.
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Table 6. Index system of automation.
Second-Level Indicators Third-Level Indicators Code
Transmission automation
The total capacity of flexible AC transmission device B1
The proportion of energy-saving wire B2
The application of disaster prevention and reduction technology B3
The proportion of the lines applying condition monitoring technology B4
The proportion of the lines applying intelligent inspection technology B5
Substation automation
The proportion of smart substation B6
The coverage of the patrol robot of substation B7
The coverage of condition monitoring of transformer equipment B8
Distribution automation
The coverage of distribution automation B9
The coverage of feeder automation B10
Coverage of the command platform of power distribution repairs in a rush B11
Coverage of distribution power automation terminal B12
Dispatching automation [42]
The coverage of provincial/prefecture (county) level smart grid
dispatching control system B13
The coverage of provincial/prefecture (county) level standby scheduling B14
The coverage of dual access of dispatch data net B15
The access rate of station terminal dispatch data network B16
the coverage of secondary security system B17
5.2. Interaction
Interactive technology of the smart grid is a key technology and development direction which can
improve the capacity of the grid to carry new energy and ensure the power quality of the grid. It can
achieve the multi-directional interaction among the power supply, power grid and users, and allows
users to participate more in the process of power balance by changing users’ electricity behavior
and developing the access of distributed energy. Therefore, the index system of interaction is mainly
established from four aspects: interaction of electricity use, electric vehicles, large-scale access to new
energy sources, and distributed power supply, as shown in Table 7.
Table 7. Index system of interaction.
Second-Level Indicators Third-Level Indicators Code
Interaction of electricity use
The coverage of electricity information collection system B18
The coverage of intelligent ammeter B19
The coverage of power service management platform B20
The method of demand-side response to electricity prices B21
The area density of the interactive business hall B22
Electric vehicles
The area density of city charge (change) power station B23
The linear density of highway filling (change) power station B24
The matching degree of electric vehicle and charger B25
Large-scale access to new
energy sources
The coverage of new energy power forecasting system B26
The completion rate of wind and PV power grid detection B27
The proportion of new energy installed capacity B28
Distributed power supply The proportion of distributed power installed capacity B29
The realization rate of distributed generation forecast B30
5.3. Informatization
Grid informatization refers to the process of cultivating and developing new productivity
represented by intelligent tools such as computers and network communication technologies in
the power grid and improving the operation and management of the power grid. It is reflected in
the construction of communication network and information construction index system as shown in
Table 8.
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Table 8. Index system of informatization.
Second-Level Indicators Third-Level Indicators Code
Construction of
communication network
The optical fiber coverage of substations(35 kV and above) B31
The cable coverage of backbone communication network B32
The bandwidth capacity of communication transmission network platform B33
The fiber coverage of 10 kV communication access network B34
The rate of PFTTH B35
Information construction
The coverage of SG-ERP system B36
The automatic monitoring rate of information communication equipment B37
The availability rate of information network B38
The availability rate of business systems B39
6. Evaluation Process of Smart Grid Development Level
6.1. Implementation Path of Evaluation Model
The comprehensive evaluation model of the development level of smart grid is based on the
theory of system evaluation and can accurately evaluate the overall development level of smart grid.
By decomposing and refining the smart grid, it deepens its understanding of the smart grid,
enhances the specificity and representativeness of the evaluation index, and improves the accuracy of
the evaluation results. Through the research on the coordinative relationship among the indicators,
a dynamic weight calculation method is designed to realize the two-way interaction between the effect
layer and base layer.
When choosing the evaluation method of smart grid, this paper select the appropriate evaluation
method based on the characteristics of each attribute and index, and combine with the application
scope of the method, so as to obtain a more accurate and reasonable evaluation result. The evaluation
model process of this paper as shown in Figure 4.
Figure 4. Technical path of comprehensive evaluation model.
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6.2. Method of Evaluation Model
6.2.1. Subjective Weights of the Effect Level Indicators by the AHP Method
The Analytic Hierarchy Process (AHP) is a practical multi-objective decision-making method.
When AHP is used to analyze the decision-making problem, first of all, we need to rationalize and
stratify the issue so as to construct a hierarchical structural model. The basic steps are as follows:
(1) Establish a hierarchical structure.
(2) Construct a judgment matrix.
Hierarchies reflect the relationship between the factors, but the criteria of the criterion layer do
not necessarily share the same weight in the target measure. This article uses the numbers 1–9 and
their reciprocal as a scale. Table 9 lists the meaning of 1–9 scale:
Table 9. The judgment basis of scale value and related description.
Scale Value Description
1 Indicates that elements i and j are of equal importance
3 Representing the elements i and j, the former is slightly more important than the latter
5 Representing the elements i and j, the former is significantly more important than the latter
7 Representing the elements i and j, the former is awfully more important than the latter
9 Representing the elements i and j, the former is perfectly more important than the latter
2, 4, 6, 8 The importance is between the above two
Reciprocal Representing the importance of elements i and j in contrast to the above
(3) Hierarchical single arrangement and consistency checking
Hierarchical single arrangement is based on the judgment matrix, calculating the target element
in the previous level, and determining the importance (weight) of level and its associated elements.
The method of solving the largest eigenvector of the judgment matrix is used to obtain the weight of
single arrangement. The formula is:
CW = λmaxW (1)
where λmax and W denote the maximum eigenvalue of the judgment matrix C and the
corresponding eigenvector.
In order to avoid the contradictory judgment result in the process of expert judgment, it is
necessary to check consistency of hierarchical single arrangement. Check the consistency of the
judgment matrix by calculating the CR value:
CR = CI/RI (2)
CI = (λmax − n)/(n − 1) is the dimension of the judgment matrix, RI is the corresponding
random value, as shown in Table 10.
Table 10. RI value that correspond to n.
N 1 2 3 4 5 6 7 8 9
RI 0 0 0.58 0.9 1.12 1.24 1.32 1.41 1.45
If CR < 0.1, then the judgment matrix can be regarded as satisfactory consistency. The judgment
matrix can be used as a hierarchical analysis. If CR ≥ 0.1, the judgment matrix is not satisfactory,
and the judgment matrix needs to be adjusted and corrected.
(4) Hierarchical total ordering and consistency checking
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Through the above steps, a set of weight vectors can be obtained. Ultimately, we should obtain
the weight of sorting the goals in each element, especially in the lowest level, so as to make a choice
of solutions. The total sequencing weight will synthesize the weights of the single criteria from top
to bottom.
Suppose that the upper level (level A) contains m factors A1, . . . , Am, and the total weight of
their levels is a1, . . . , am. The next level (B level) contains n factors B1, . . . , Bn, whose rank ordering
weights for Aj are respectively b1j, . . . , bnj (bij = 0 when Bi is unassociated with Aj). We now ask for the
weight of each factor in the B-layer about the total goal, that is, find the total weight b1, . . . , bn of the





bijaj, i = 1, . . . , n (3)
The hierarchical total ordering also needs to be checked for consistency. The test is still performed
from the high level to the low level layer by layer like the total level of the hierarchy. The pairwise
comparison judgment matrix of factors related to Aj in layer B is checked for consistency in a
single ranking, and the single-order consistency index is obtained as CI(j), (j = 1, . . . ,m), and the
corresponding average When the random consistency index is RI(j) (CI(j) and RI(j) have been obtained












when CR < 0.10, it is considered that the hierarchical total ordering results have a satisfactory
consistency and accept the analysis result.
6.2.2. Correcting the Weight of the Effect Layer in the Direction of Development Demand
Based on the basic cluster analysis of the development of the provincial power grids in the
country, the provincial power grids can be divided into three categories. Provincial power grids A, B,
and C are selected from each of them, their development demand index values separately calculated,
the development demand index values of the provinces where they are located as the target value
averaged, and the demand pressure index calculated separately. The first-level indicators at the effect
level are revised to meet the demand-oriented goal. The specific process is as follows in Figure 5.
Figure 5. Process of weight modification.
(1) The measurement index of smart grid development demand
Based on the availability of the current indicator data, the measurement indicators of smart grid
development demand are shown in Table 11.
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Table 11. The measurement indicators of smart grid development demand.
Dimensions of Demand Quantitative Measurement Indicators
Code of Demand
Pressure Indicators
Safety and reliability (D1)
The proportion of a type of load DC1




Economy and efficiency (D2)
Return on assets DC6
Overall labor productivity DC7
Electricity sale of unit assets DC8
Energy intensity DC9
Ratio of power generation and electricity DC10
Clean and green (D3)
The proportion of clean energy production DC11
Air-quality index DC12
Carbon dioxide emissions per unit area DC13
Carbon intensity DC14
The proportion of electrical energy in terminal energy
consumption DC15
Openness and interaction (D4)
Reasonable degree of utilization hours of power
generation equipment DC16
Ratio of urban-rural power supply reliability DC17
Quality service evaluation index DC18
Per capita electricity consumption DC19
The proportion of tertiary industry production GDP DC20
The demand pressure index formula is shown in Equation (5).
demand pressure index =
Max(actual value, target value)
Min(actual value, target value)
(5)
Demand pressure index of safety and reliability (D1)
=DC1 + DC2 + DC3 + DC4 + DC5
Demand pressure index of economy and efficiency (D2)
=DC6 + DC7 + DC8 + DC9 + DC10
Demand pressure index of clean and green (D3)
=DC11 + DC12 + DC13 + DC14 + DC15
Demand pressure index of openness and interaction (D4)
=DC16 + DC17 + DC18 + DC19 + DC20
(2) After the normalization process as the requirement four-dimensional weight value
The above calculation results and the AHP method are used to correct the weight of the first-level
indicators of the effect layer. The two mean values are taken as the final weight of the indicator, and the
second-level and third-level indicators’ weights of the effect layer are corrected in order.
6.2.3. Determination of Objective Weights of Base Layer Indicators
In this paper, the Entropy Method [43] is used to calculate the objective weights of the base layer
indicators. It is a method to determine the weights based on the amount of information provided by
the observations of each index. It is an objective method of empowerment that embodies the size of
the evaluation of indicators in objective information. The basic implementation steps are as follows:
(1) Evaluation index membership degree matrix standardization
The n object to be evaluated corresponds to the index values of the m evaluation indices and
constitutes a membership evaluation standard R.
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r11 r12 . . . r1m
r21 r22 . . . r2m
. . . . . .
rn1 rn2 . . . rnm
⎞
⎟⎟⎟⎠
In this evaluation index system, there are differences in the dimension, content, merits and
demerits of each indicator, etc. Therefore, it is necessary to standardize the value of each indicator.
There are two kinds of standardized processing methods: The larger the indicator data is, the better,
that is, the positive indicator. The standard formula is:
rij =
xij − minxij
maxxij − minxij (6)
when the indicator data is smaller, the better, that is, the inverse indicator, the standard formula is:
rij =
maxxij − xij
maxxij − minxij (7)
(2) Normalize each indicator value and calculate the proportion of the indicator value of the ith













Pij ln Pij(j = 1, 2, . . . , m) (9)
Among them:
K = 1/ ln n(K>0, 0 ≤ Pij ≤ 1) (10)
and assume that:
Pij = 0, Pij ln Pij = 0 (11)
(4) Calculate the difference coefficient of the jth indicator:
αj = 1 − Hj (12)








6.2.4. Relationship among the Effect Layer and the Base Layer Indicators
Until now, the smart grid construction period is not long, and there are few index data,
the correlation analysis based on the index data may have errors. Therefore, this paper first uses the
expert scoring method to judge the correlation degree between two-level indicators of effect layer and
the key indicators of the basic layer. The specific process is as follows in Figure 6.
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Figure 6. Process of correlation analysis.
The association table between effect layer and base layer indicators is showed in Table 12.
Table 12. Relationship between effect layer and base layer indicators.
Second-Level Indicators of Effect Level
Third-Level Indicators of Base Level Which
Associated with It
The safety and reliability of power grid B1, B3~B14, B26, B27, B30
The safety of communication information B15~B17, B31~B34, B37~B39
Economic benefits B18~B21, B23~B25, B35
Grid efficiency B1, B13, B21
Staff efficiency B5~B9, B11~B13, B36
Green power generation B13, B26~B28
Green power grid B2, B6
Green electricity B20, B21, B23~B25
Transparent grid B21, B22
Open grid B23~B25, B29
Quality service B11, B20, B22
Interactive effect B18, B21~B25
There are two factors that affect the subjective weights of the basic layer indicators: one is the
weight of the related effect level indicators, and the other is the size of the correlation between them.
Therefore, this article uses the multiplication of these two as the subjective weights of the base
layer indicators.
The subjective weights and objective weights of the basic layer are arithmetically averaged to
obtain the comprehensive weight of the basic layer evaluation indicators.
Through the correlation analysis of qualitative and quantitative analysis between the second-level
indicators of the effect layer and the third-level indicators of the base layer, the subjective weights of
the effect layer are transmitted to the third-level indicators of the basic level, and the guiding effect of
the effect on the foundation is achieved.
7. Case Study
Using the above-mentioned index system and evaluation method, three provincial power grids
are selected, and scores are assigned to each aspect of smart grid development in combination with
the weights and index values, thereby assessing the development level of smart grids. The results are
as follows.
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7.1. Province A
The relevant data (for example, the reliability of power supply, overall labor productivity,
the proportion of renewable energy power generation, the evaluation index of quality service) that can
reflect the first-level indicators of the effect layer in A province is used as a reference. Ten experts are
hired to score the importance level of the first-level indicators in the effect layer, and the weights of the
first-level indicators are calculated by the judgment matrix given by the experts. Finally, the weight
result obtained by the AHP method is the average value of the calculation results of the ten expert
judgment matrix, and then the weight is corrected by the indices of development demand to obtain
the final weight of the first-level index, and so on, and the weights of the indicators at all levels
are calculated.
The weights calculated using the judgment matrix given by one of the experts is showed in
Table 13, and has passed the consistency test.










Safety and reliability 1 2 3 4 0.4285
Economy and efficiency 1/2 1 5 6 0.3810
Clean and green 1/3 1/5 1 2 0.1170
Openness and interaction 14 1/6
1
2 1 0.0735
Therefore, the average value calculated by the judgment experts is given by the ten experts and
then corrected to the final weight of the effect layer index. The weight of the first-level index of the
base layer is calculated by the entropy weight method. The final result is shown in Table 14.
Table 14. The weight of the first-level indices.
Index Weight
Safety and reliability 0.3707
Economy and efficiency 0.2444
Clean and green 0.2517




The second-level indicator “Green Power Generation”, and its associated indicators, are analyzed
and the correlations are shown in Table 15.
Table 15. The relevance of the “green power generation” indicators.
Relevance of the “Green Power Generation” Indicators
Associated indicators B13 B26 B27 B28
Degree of association 0.4555 0.1289 0.8795 0.4537
According to the above introduction, the subjective weights of base layer and objective weights
of base layer which obtained by using the entropy method are arithmetically averaged to obtain the
comprehensive weight of the corresponding base layer evaluation indicators. The results are shown in
Table 16.
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Table 16. The weight of the corresponding base layer index.
Index of Base Layer Subjective Weight Objective Weight Comprehensive Weight
B13 0.3175 0.0298 0.1737
B26 0.2030 0.0322 0.1176
B27 0.1322 0.0298 0.0810
B28 0.1184 0.0236 0.0710
(1) Evaluation results of effect level
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evaluation results of effect level growth rate trend line
Figure 8. Evaluation results of effect level of Province A.
As can be seen from the above figure, the radar area is increasing year by year, and the score
of the effect level development over the years is also gradually increasing, but the growth rate has a
certain fluctuation.
In terms of safety and reliability, the power grid company of the province A actively responded
to the call and during the “Twelfth Five-year Plan” period [44], it accelerated the construction of
a strong smart grid including the ultra-high voltage (UHV), built a comprehensive demonstration
project of the eco-city smart grid and promoted its application, ensuring the province’s reliable supply
of power energy and greatly increasing the safety of the power grid. In terms of clean and green,
the province is committed to improving the efficiency of thermal power energy use and promoting
energy conservation and emission reduction, therefore, the level of it has been improved to some
extent. On the whole, the development level of smart grid effect level of province A should be fully
promoted through the two main lines of technological progress and management improvement.
(2) Evaluation results of base level
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evaluation results of base level growth rate trend line
Figure 10. Evaluation results of base level of Province A.
The level of automation, interaction, and informatization of the smart grid in the province has
been gradually improved, so the overall level of its base layer is on the rise. The provincial power
company’s smart grid construction plan was completed in 2010 and entered the full-scale construction
phase of the smart grid in 2011. During the “Twelfth Five-Year Plan” period, the provincial electric
power company increased its investment in the construction of a smart grid, and extensively adopted
modern technology and automation equipment. As a result, the level of the base level of power grid
has been comprehensively improved.
7.2. Province B
As mentioned above, the weights of corresponding indicators of province B are showed in
Tables 17–19.
Table 17. The weight of the first-level indicators.
Layer Indicators Weight
Effect layer
Safety and reliability 0.3961
Economy and efficiency 0.2352
Clean and green 0.2367
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Table 18. The relevance of the “green power generation” indicators.
Relevance of the “Green Power Generation” Indicators
Associated indicators B13 B26 B27 B28
Degree of association 0.7212 0.3892 0.4712 0.4807
Table 19. The weight of the corresponding base layer indicators.
Indicators of Base Layer Subjective Weight Objective Weight Comprehensive Weight
B13 0.0464 0.0298 0.0381
B26 0.0179 0.0322 0.0250
B27 0.0107 0.0298 0.0202
B28 0.0135 0.0236 0.0186
7.2.1. Evaluation Results of Effect Level












2011 2012 2013 2014 2015






















evaluation results of effect level growth rate  trend line
Figure 12. Evaluation results of effect level of Province B.
As can be seen from the radar map, the radar area is increasing year by year, and the improvement
of the intelligent effect tends to be flat. Among them, the progress of safety and reliability is
relatively fast, indicating that the Province B’s smart grid construction has a good effect on the
construction of power grids and power supplies. In terms of economy and interaction, it may not
perform well because related projects are mostly piloted or promoted. From the above figure, it can
also be seen that the level of the power grid effect of the province is slowly growing, and the growth
rate is fluctuating.
In the aspect of safety and reliability, it is indicated that the construction of the power grid is
under the background of UHV AC and DC landing in the Central Plains, and priority is given to
ensuring a wide range of optimal allocation of energy resources. In terms of cleanness and green
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and openness and interaction, the company is a power grid based on thermal power, and marketing
and interactive services are starting. In terms of economic and efficiency, due to the large number of
historical problems in the grid, the overall weak distribution network and low operating efficiency
have not yet been fundamentally reversed.
7.2.2. Evaluation Results of Base Level


































evaluation results of base level growth rate trend line
Figure 14. Evaluation results of base level of Province B.
The scores of various indicators have increased year by year, indicating that the basic level of
Province B’s power grid has become better year by year, among them, the progress of automation
and interaction has been greater, indicating that the company’s smart grid construction has achieved
significant improvement in technology.
In terms of automation, based on the status of the company’s balanced power grid, the company’s
grid security and resource allocation capabilities have been significantly improved through strong
cooperation with UHV AC/DC interconnected power grid construction in such areas as power
generation, transmission, and dispatch. In terms of informatization and interaction, it can be seen from
the above figure that its level is increasing year by year. This is because of the development of related
technologies such as measurement, communications, information, and control.
7.3. Province C
As mentioned above, the weights of corresponding indicators of province C are showed in
Tables 20–22.
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Table 20. The weights of the first-level indicators.
Layer Indicators Weight
Effect layer
Safety and reliability 0.2580
Economy and efficiency 0.2699
Clean and green 0.2845





Table 21. The relevance of the “green power generation” indicators.
Relevance of the “Green Power Generation” Indicators
Associated indicators B13 B26 B27 B28
Degree of association 0.3115 0.1919 0.3038 0.5434
Table 22. The weights of the corresponding base layer indicators.
Indicators of Base Layer Subjective Weight Objective Weight Comprehensive Weight
B13 0.0152 0.0298 0.0225
B26 0.0030 0.0322 0.0176
B27 0.0742 0.0298 0.0520
B28 0.0762 0.0236 0.0499
7.3.1. Evaluation Results of Effect Level
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evaluation results of effect level growth rate trend line
Figure 16. Evaluation results of effect level of Province C.
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As can be seen from the above figure, the overall level of the effect layer is increased year by year,
but the growth rate fluctuates.
Due to the abundance of wind resources in the province C, ten million kilowatts of wind power
bases were built during the period of the Twelfth Five-Year Plan. Some wind power bases are
centralized renewable energy generation (CRG) in terms of access methods. After the CRG is connected
to the power grid, it has an important and positive effect on energy conservation, emission reduction
and energy structure optimization, but it has affected the security and stable operation of the power
grid to some extent. At the same time, clean energy alternative projects have been carried out in some
areas of the province, which has made great progress in cleaning and environmental protection.
7.3.2. Evaluation Results of Base Level





























evaluation results of base level
Figure 18. Evaluation results of base level of Province C.
From the above figure, we can see that the level of automation, interaction and informatization of
the smart grid in the province has been increasing year by year, but the growth rate is different.
In terms of automation and informatization, the growth rate accelerated in 2013. This is because
in 2013, the provincial power grid company carried out all-round power grid geographic information
system collection work. As of June 2015, with the province’s total 35 kV, 110 The GIS data collection
work of the KV transmission line was fully completed. The power company of the province realized
visualization, space, and automation management of the power grid through the power grid GIS
“big data”, thus greatly improving the automation and informatization level of the entire power grid.
As for interaction, its growth rate has been relatively stable.
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7.4. Comparison
The above method can be used to compare the development level of smart grids in the three
















































Figure 21. Comprehensive evaluation results.
As can be seen from above figures, in the early stage of smart grid construction in 2011,
although the scores of the base layer were low, the construction achievements were remarkable,
and the scores in the effect layer were relatively high. With the promotion and construction of the
smart grid, although the levels of intelligence of the grid infrastructure keep growing at a certain
rate, the speed of the improvement of the effect layer has decreased year by year and tends to be flat;
by 2014–2015, although the score of the base layer continues to increase, the score of the effect layer
has grown little, which fully reflects the development rule that the smart grid has been in an all-round
construction phase.
The final comprehensive evaluation results show that Province A is better than Province B in the
overall level of smart grid development, and Province B is better than Province C. Therefore, the power
companies in Province B and Province C need to further strengthen the construction and operation
management of the smart grid.
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8. Conclusions
Based on the difference of demand for the development of smart grid, this paper first establishes
its own index system. Subsequently, this paper proposes the implementation path of the evaluation
model. Finally, three typical provinces were selected to evaluate and compare the level of smart
grid development.
We know that as the smart grid is written into the “Twelfth Five-Year Plan”, its status in the
country’s strategic emerging industries gradually emerged, and the nation’s smart grid construction
was fully launched. The year 2011 is the first year for the smart grid to enter the comprehensive
construction phase. It is also the starting point for the smart grid to achieve leapfrogging from
pilot construction to comprehensive construction. By 2015, a strong smart grid operation control
and two-way interactive service system has been formed to basically achieve friendly access and
coordinated control of renewable energy such as wind power and solar power generation.
Based on this background, this paper proposes to evaluate the development level of smart grid
using weight modification, transmission mechanisms, and evaluation methods combining subjective
and objective weights, and selects three typical provinces for case demonstration.
For Province A, its development goal in the Twelfth Five-Year Plan is to build a strong, self-reliant,
economical, compatible, flexible, and integrated urban power grid that matches the orientation of
urban development and is characterized by information, automation, and interaction. Therefore,
the government has increased investment, promoted energy-saving construction, and adopted modern
technology and automation equipment. As a result, the level of the effect layer and base layer of
smart grid is relatively high, and its overall level is also relatively high compared to other provinces.
For provinces B and C, due to historical issues and different stages of development, the overall level of
smart grid development is relatively low compared to province A.
Through the analysis of relevant examples, it can be proved that the evaluation model can make
an association analysis between the construction foundation and the construction effect, and make a
comprehensive and deep evaluation of the development level of the smart grid in our country, which is
of guiding significance to the future intelligent construction of the power grid.
When using this evaluation method to calculate the weight, the general indicators such as the
number of transmission and transformation accidents, overall labor productivity, the proportion of
renewable energy power generation, the rate of electricity market transaction power growth, the ratio
of intelligent substation, the coverage of smart electric meter, and so on, can be directly applied to
different regions and countries, but it should be noted that because different metrics are used around
the world, such as assessing the reliability of power systems, there are different indicators, such as
SAIDI/SAIFI, and the indicators proposed in this paper are not all versatile, therefore, when applying
this method, some substitutions can be made appropriately without affecting the content embodied in
the indicator.
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Abstract: Distribution networks are typically unbalanced due to loads being unevenly distributed
over the three phases and untransposed lines. Additionally, unbalance is further increased with high
penetration of single-phased distributed generators. Load and optimal power flows, when applied to
distribution networks, use models developed for transmission grids with limited modification. The
performance of optimal power flow depends on external factors such as ambient temperature and
irradiation, since they have strong influence on loads and distributed energy resources such as photo
voltaic systems. To help mitigate the issues mentioned above, the authors present a novel class of
optimal power flow algorithm which is applied to low-voltage distribution networks. It involves the
use of a novel three-phase unbalanced holomorphic embedding load flow method in conjunction
with a non-convex optimization method to obtain the optimal set-points based on a suitable objective
function. This novel three-phase load flow method is benchmarked against the well-known power
factory Newton-Raphson algorithm for various test networks. Mann-Whitney U test is performed
for the voltage magnitude data generated by both methods and null hypothesis is accepted. A use
case involving a real network in Austria and a method to generate optimal schedules for various
controllable buses is provided.
Keywords: unbalanced three-phase distribution networks; optimal power flows; genetic algorithm;
holomorphic embedding load flow method; simulation
1. Introduction
In recent years, with the integration of distributed generators, electric storage, electrical vehicles,
and demand response units, the role of distribution systems is changing. Distributed energy units
(DERs) are posing problems mainly in the low-voltage networks with their intermittency and
uncontrollability. New innovative solutions are required to maintain grid security. Management
of low-voltage distribution networks are challenging since they contain large array of devices which
need to be controlled, and monitoring systems are limited. The above DERs along with loads should
be run in a sustainable fashion since it is one of the biggest challenges. Various methods to control the
DERs are presented in [1].
A so-called advanced distribution management system (ADMS) has come into existence, evolving
from the transmission network’s supervisory control and data acquisition systems (SCADA). This is
possible with the increase in smart meters and monitoring devices in the network which provides data
acquisition abilities [2]. ADMS provides functionalities such as load flow analysis, optimal power flow,
monitoring and control capabilities similar to SCADA systems [3]. This must in theory, host advance
functionalities such as adaptive protection leading to self-healing, real-time monitoring, dynamic
Sustainability 2019, 11, 1774; doi:10.3390/su11061774 www.mdpi.com/journal/sustainability103
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network reconfiguration and control [4–8]. This will provide intelligence to the grid with topology
processor, state estimation, load and generation modeling [3]. The grid needs to be operated optimally
and the power flows should be optimal to reduce losses, increase security, and maximize economic
benefit. Energy balance should be maintained for secure operation of the network to maintain the
frequency and voltage within its limits.
Optimal Power Flow (OPF) is one of the most fundamental functionalities of ADMS. In the
literature, various OPF algorithms can be found. The authors in [9] describe an OPF algorithm to
control active, reactive power, and transformer taps. The objective is to minimize system costs and
losses. This method is based on Newton-Raphson load flow. Feasible power flow is solved, and
the optimum is close to the load flow solution. Therefore, Jacobian information is used to calculate
the optimum in a linear fashion. In [10], a non-linear programming technique is used to provide
solution to OPF problem the objectives being economic dispatch and generation cost minimization.
Same as before, load flow is performed to determine a feasible solution. Fletcher-Powell method
is used to minimize the objective function. A general economic dispatch problem is implemented
in [11]. This approach is similar to that in [9,10]. In [12], an OPF method for power system planning is
provided. It used generalized reduced gradient technique to find the optimum. Hessian Matrix-based
OPF method is illustrated in [13]. It combines non-linear programming, Newton-based methods and
uses Hessian matrix load flow to minimize the quadratic objective. In [14], an OPF algorithm using
Newton’s method with Hessian in place of Jacobian matrix and Lagrangian multipliers is provided.
It provides good convergence when compared to its predecessors. An OPF problem which includes
steady-state security is presented in [15]. It is an extension of [9] which includes exact constraints on
outage contingencies. In [16], a solution to the optimal dispatch problem using Jacobian matrix is
implemented. It provides rapid convergence which can be used in online control. An OPF algorithm
based on reduced gradient method is proposed in [17]. It is used to minimize generator loading and
optimize voltage levels. Load flow equations are represented as equality constraints. The authors
in [18] have described an OPF method using reduced Hessian matrix with systematic constraint
handling. It provides accurate solution, good convergence, and description about acceleration factor is
provided. In [19], modified recursive quadratic programming (MRQP)-based OPF is implemented.
MRQP is based on [11]. An algorithm to solve large OPF problem is presented in [20]. It decomposes
the original large problem into set of subproblems which are constrained linearly using augmented
Lagrangian.
In 1991, a landmark paper [21] classified various OPF techniques into two categories. Class A
describes a series of algorithms which uses ordinary load flow to get an intermediate solution and
this solution is under normal circumstances is close to the optimal load flow solutions. Using Jacobian
matrix and various other sensitivity relations, optimization is performed iteratively. At each iteration,
new load flow is performed. The optimal solution of this class strongly depends on the accuracy of
load flow solution. With a load flow solution, set of voltages, and phase angles, Jacobian matrix and
set of incremental power flow equations are available or can be extended. If a load flow solution exists,
it already satisfies all the constraints. The optimization problem is solved separately by incorporating
the sensitivity relation from before to arrive at an optimal one. In [9] an implementation of Class A
algorithm is provided. Another example of such implementation is provided in parts one and two
in [22] and [23] respectively using linear programming.
Class B refers to the class of algorithms which depend on exact optimal conditions and therefore
use load flow equations as equality constraints. The optimal solution is dependent on detailed
formulation of the OPF problem with the entire search space. This does not need a load flow
solution. However, these kinds of problems are non-convex in nature. Therefore, convex relaxation
or non-convex solvers are needed to compute the optimum which poses its own difficulties. It deals
with the optimality conditions from Lagrangian function and comprises of derivatives of constraints
and objective functions. Since the Hessian matrix is sparse and remains constant, it further increases
the simplicity of this method and ease at which the optimum is achieved. Constraint handling is
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one of the biggest challenges of this class of algorithms. Using a heuristic method, constraints are
handled as penalty terms which requires refactoring at every step and therefore, leads to degradation
of the performance.
The above two classes of algorithms has various advantages and disadvantages. Performance
of Class A directly depends in the performance of load flow techniques such as Newton-Raphson,
Gauss-Seidel and widely used Fast Decoupled Method. It is shown in [24] that the above-mentioned
methods have convergence and robustness issues. This may result in inaccurate load flow solutions. If
the load flow does not result in a so-called high voltage or operable solution, Class A algorithms fails.
In Class B algorithms, getting a global operable solution is challenging since it needs convex relaxation
or heuristic techniques and the operable solution is difficult to achieve by respecting all the constraints.
The authors in this paper present a third class of algorithms, a Class C. This class combines Class
A and Class B. It uses a reliable load flow described in Section 2 method wrapped around a heuristic
to determine the optimal solution. The load flow provides accurate operable voltage and phase angle
solution at every step and the heuristic uses this as equality constraints as described in Class B. Class C
algorithms present various advantages. Operable voltage and phase angle solution is obtained at each
iteration with the help of THELM. THELM always finds a solution, if it exists, irrespective of initial
conditions whereas, Newton-Raphson load flow method leads to a non-convergent solution at very
low or high loading conditions [24]. Since THELM is used in Class C method, the results are high
voltage and operable. Global OPF solution can be obtained with a non-convex solver.
The following contributions and structure of the paper is as follows,
1. Load Flow Solution to three-phase unbalanced distribution network using Holomorphic
Embedding Load Flow Method (HELM) is described in Section 2.
2. Benchmarking of HELM against established Newton-Raphson load flow solver from DIgSILENT
PowerFactory [25] which is a well-known power system simulation and analysis software. This
is discussed in Section 2.
3. OPF using Distributed Genetic Algorithm, a Class C algorithm is described in detail in Section 3
4. Simulation of OPF is performed to generate active and reactive power schedules at controllable
nodes (see Section 5). This algorithm is applied to a real network in Austria.
2. Three-Phase Unbalanced Load Flow Method
A solution to the load flow problem is mostly obtained using numerical iterative methods such
as Gauss-Seidel with its slow convergence and improved Newton-Raphson method, which provides
better convergence [26,27]. Newton-Raphson method is computationally expensive since it must
calculate Jacobean matrix at each iteration step in-spite of using sparse matrix techniques [28]. Various
decoupled methods have been implemented which exploits the weak link between active power
and voltage, in which Jacobian matrix needs to be calculated only once. One such method is Fast
Decoupled Load Flow method which is widely used in the community [29]. The above-mentioned
iterative techniques face similar problems with no guaranteed convergence since it depends on the
initial conditions. This is due to the fact that load flow equations are non-convex in nature with multiple
solutions. It is difficult to control the way these iterative methods converge to an operable solution [24].
In the literature, multiple implementations to improve the convergence of such traditional algorithm
have been illustrated with limited success [30–36].
To use load flow methods in near or real-time applications, the physical models should fully
deterministic and solved with reliability. HELM is one such candidate which can full fill these
requirements [24].
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Three-Phase Holomorphic Embedding Load Flow Method
Power flow equations, for example, the load bus equation described in Equation (1) is inherently
non-analytical. Holomorphic principles can be applied to such equations by means of embedding a






, i ∈ ΩPQ (1)
Voltage of the slack bus is assumed to be V0 = 1.0 pu. and Bus 00 (see Appendix A) is always set
to be slack bus.
Holomorphic embedding can be done in various methods. Equation (2) represents the simplest






, i ∈ ΩPQ (2)
The research work in [24] suggests that the operable voltage solution can be obtained by analytic












, i ∈ ΩPQ (4)
Equations (3) and (4), represent a set of polynomial equations and by using the Grobner bases, Vi
and Vi are holomorphic except for finite singularities.
Vi(α) = (Vi(α∗))∗, i ∈ Ω (5)
According to [24], if Equation (5) holds good, then Equations (3) and (4) can be reduced to
Equation (2). Equation (5) is referred to as reflecting condition.
Since voltages of from Equation (2) for α = 0 as discussed above, it can be extended to power












Wi[n]αn, i ∈ Ω (7)












The following steps are involved to calculate voltages.
1. For α = 0, solve Equation (9) to obtain a linear equation where the left-hand side of the equation
represents the slack bus at which V0[α] = 1.
∑
k∈Ω
YikVk[0] = 0, i ∈ ΩPQ (9)
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3. Remaining power series coefficients can be obtained to the desired nth degree by equating the
coefficients from Equation (11)
∑
k∈Ω
YikVk[0] = S∗i W
∗
i [n − 1], i ∈ ΩPQ n ≥ 1 (11)
Wi[n − 1] are calculated using the lower order coefficients described in Equation (12).
Wi[n − 1] = −∑
n−2
m=0 Vi[n − m − 1]Wi[m]
Vi[0]
(12)
4. Pade approximations which are particular kind of rational approximations are used for analytical
continuum to determine the voltages at α = 1.
Based on the fundamentals of HELM discussed above, various research work dealing with
enhancing or improving the method is available. One of the major deficiencies of the HELM described
in [24] is that the PV/Generator bus is not defined. A PV bus model was presented in [37]. Ref. [38]
presents an improved PV bus model and the major contribution of this paper is to provide alternative
models capable of solving general networks. The authors have provided four methods with various
parameters for PV bus. In the literature, three-phase formulation of HELM is lacking. In this paper,
method four developed in [38] is extended to a novel three-phase unbalanced formulation which can
be seen below. Equation (13) represents a general form of three-phase unbalanced HELM. Network
models including various device models such as loads, generators, transformers are derived from the
models developed in [39]. The seed solution, non-singularity of matrix A in Equation (14) and the
reflective conditions of holomorphic functions are taken, as is, from [38]. Three-phase unbalanced


















































Is of the form,
Ax = b (14)
where the matrix A can be further clarified as,
AP1ij = G
P
ij + δi, jRe{yPi }, i, j ∈ Ω, P ∈ a, b, c
AP2ij = B
P
ij − δi, jIm{yPi }, i, j ∈ Ω, P ∈ a, b, c
APPQ3ij
= BPij − δi, jIm{yPi }, i, j ∈ ΩPQ, P ∈ a, b, c
APPV3ij
= 2δi, j, i, j ∈ ΩPV , P ∈ a, b, c
APPQ4ij
= GPij + δi, jIm{yPi }, i, j ∈ ΩPQ, P ∈ a, b, c
APPV4ij
= 0, i, j ∈ ΩPV , P ∈ a, b, c
(15)
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where G and B are the conductance and susceptance, respectively. δi, j = 1 if i = j, else 0.
The right-hand side matrix elements are defined as follows,










, i ∈ Ω (16a)

















V∗i [m]Vi[n − m] + (1 + α(Mi − 1)2)[n], i ∈ ΩPV (16c)
where, Mi is the target voltage magnitude for PV bus.
The power series were calculated for using the above equations and Viskovatov Pade approximant
algorithm is used to determine the voltages and phase angles similar to the ones in [24,37].
3. Optimal Power Flow Model
As described in Section 1, OPF algorithms can be classified under three classes. There have been a
lot of research on OPF and this can be seen in the vast array of work available in the literature.
Type C algorithms requires non-convex solvers to perform optimization problems. Non-convex
solvers have been previously used to solve OPF problems but, they are used in the context of Class B
algorithms. The authors in [40] have provided a method to plan reactive power flows optimally using
generic algorithm as it provides optimum which is a global one. The proposed method is applied
to two 51 and 224 bus networks. An OPF problem is solved using generic algorithm in [41] as a
unified power flow controller to regulate branch voltages with respect to both angle and magnitude.
It minimizes real power losses and security limits of power flows are maintained. Reactive power
planning using hybrid genetic algorithm is presented in [42]. It uses genetic algorithm at the highest
level and linear programming to get the optimum sequentially. This can be considered as a modified
version of Class A. It uses genetic algorithm instead of just load flow to determine the initial converged
solution to the OPF problem.
In [43], a feeder reconfiguration technique is presented. It uses genetic algorithm in the context of
OPF to reduce losses in a distribution system. Switches are opened to determine the initial population.
The authors in [44], have presented a hybrid evolutionary algorithm with multi-objective OPF. It is
used to minimize losses, voltage, and power flow deviations and generator costs. In [45], optimal
placement and sizing of capacitor banks in distributed networks using genetic algorithm is presented.
The objective is to simultaneously improve the power quality and sizing of fixed capacitor banks.




subject to u ∈ U
G(x, u) = 0,
H(x, u) ≤ 0
(17)
where,
x and u represent sets of state and input variables.
F(x, u) is the objective function for the OPF problem. Typical objectives are total generator cost,
loss minimization in network and in this paper, the objective function chosen is the three-phase
unbalance minimization (see Section 4).
G(x, u) and H(x, u) represents the equality and inequality constraints of the OPF problem.
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In the context of type C algorithms, accurate and reliable load flow is used as equality constraints.
In this case, THELM is used.
Typical inequality constraints for a three-phase unbalanced distribution grids are enlisted below,
Limits on active power (kW) of a (generator) PV node: PLowi ≤ PPVi ≤ PHighi
Limits on voltage (V (pu.)) of a PV or PQ node: |VLowi | ≤ |Vi| ≤ |VHighi |
Limits on tap positions of a transformer: tLowi ≤ ti ≤ tHighi
Limits on phase shift angles of a transformer: θLowi ≤ θi ≤ θHighi
Limits on shunt capacitances or reactances: sLowi ≤ si ≤ sHighi
Limits on reactive power (kVAr) generation of a PV node: QLowi ≤ QPVi ≤ QHighi
Upper limits on active power flow in transmission lines or transformers: Pi,j ≤ PHighi,j
Upper limits on MVA flows in lines or transformers: P2i,j + Q
2
i,j ≤ S2Highi,j
Upper limits on current magnitudes in lines or transformers: |Ii,j| ≤ |IHighi,j |
Limits on voltage angles between nodes: ΘLowi ≤ Θi − Θj ≤ ΘHighi
In this paper, the non-convex solver used is a genetic algorithm, to minimize the objective function.
Genetic algorithm is chosen due to its wide use in OPF techniques, ease of parallelizability to handle
large networks and its probabilistic transition rule. The authors have used the method developed
in [46]. Genetic algorithms of the kind, mixed integer non-linear non-convex is used to include all
the constraints mentioned above. To accommodate THELM in genetic algorithm, it is included in the
fitness function and penalty functions are used to include constraints.
4. Three-Phase Unbalance Minimization
As mentioned in Section 1, it is essential to manage the distribution network optimally and in
a balanced fashion. Various methods have been presented in the literature to minimize three-phase
unbalance. In [47], a method to minimize three-phase unbalance is presented. Reactive power
compensation is performed using flexible AC transmission system (FACTS) devices to minimize the
three-phase unbalance. It is applied to a simple study case of four bus system. This method does not
provide optimal scheduling of loads and does not include all the buses in the network. It is applicable
only to local grid where the FACTS devices are located. The authors in [48] have provided a method
to minimizing network unbalance using phase swapping. A genetic and greedy algorithm is used
to optimally swap the phases to generate a convenient solution, leading to a minimum number of
swaps to minimize network unbalance. In [49], plug-in hybrid electric vehicles are used to minimize
local three-phase unbalance. It does not include a grid perspective and is done only on the point of
common coupling.
In this paper, OPF from Section 3 is applied to a real network in Austria. Figure 1 represents a real
low-voltage distribution network. In this use case, the objective function is to minimize three-phase
voltage unbalance which can be seen in Equation (18). This objective can be realized in multiple ways
and in this paper, reference balanced voltages are used.











where, P ∈ phases(a, b, c) and B represented all the buses in the network. The voltages are represented
in rectangular coordinate system with real part of voltage being the magnitude and imaginary part
being the phase angle. Both real and imaginary value are considered because both phase and angle of
voltages need to be balanced.
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Figure 1. Topology of a real network in Austria with controllable loads at Bus 07, Bus 15, Bus 18,
Bus 22. It represents a three-phase unbalance low-voltage distribution network with bus voltages rated
at 0.4 kV.
The controllable variables are per phase active (P) and reactive powers (Q) at buses 07, 15, 18, and







Figure 2. Single-phase loads are replaced by three-phase ones which can take both positive and
negative values.
For simplicity of representation, these three-phase loads are represented as single-phase loads
with red coloring. This can be observed in Figure 1. P and Q on individual loads can be modulated by
the OPF algorithm and can take values which are both positive and negative essentially, acting as a
prosumer node.
5. Simulation Results
This section provides simulation results to the concepts presented in the previous sections.
In Section 5.1, THELM described in Section 2 is validated against DIgSILENT PowerFactory
Newton-Raphson algorithm. In Section 5.2, simulation results for three-phase unbalanced optimal
power is presented with the three-phase unbalance minimization objective presented in Section 4.
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5.1. Validation of THELM
THELM is benchmarked against load flow solver in an established power system analysis tool,
DIgSILENT PowerFactory. Various simple networks are drawn with increased level of complexity
(see Appendix A).
Voltages from 1000 random load flows by varying active and reactive power at load buses from
±10 kW and ±0.8 kVAr (which accounts for power factor 0.9) are generated and tabulated below.
Mann-Whitney U test is used to compare the sample means of voltage magnitudes from the two
methods, since the samples are non-parametric in nature. It checks whether to accept or reject the
null hypothesis. Mann-Whitney U test is similar to student’s T test but is suitable for non-parametric
samples. A sample of 100 voltages from both THELM and Power Factory NR methods are used.
Various statistical information and test results are tabulated in Table 1. Columns mean, standard
deviation, min, 25%, 50%, 75%, max are calculated by taking the absolute difference between their
respective voltages. All the data above is calculated by taking the average between various buses and
phases. From the column statistic and p-value, it can be observed that their means are statistically
insignificant, and the null hypothesis is accepted. The results from the test suggests that THELM
produces results which are acceptable for load flow analysis with lower deviations from one another.
Table 1. Benchmarking THELM against Power Factory NR method.
Mean Std Min 25% 50% 75% Max Statistic p Value
Test 00 0.00489 0.00350 1.14 × 10−5 0.00194 0.00430 0.00724 0.01591 2.38719 0.016977
Test 01 0.00572 0.00414 1.01 × 10−5 0.00237 0.00496 0.00846 0.01938 3.23993 0.001195
Test 02 0.00209 0.00027 0.00167 0.00186 0.00205 0.00228 0.00287 5.47075 4.48 × 10−8
Test 03 0.00015 0.00028 9.38 × 10−8 4.57 × 10−5 9.85 × 10−5 0.00018 0.00529 −4.69619 2.65 × 10−6
Test 04 0.00343 0.00246 1.08 × 10−5 0.00144 0.00296 0.00508 0.01125 −5.6259 1.84 × 10−8
Test 05 0.00178 0.00023 0.00142 0.00159 0.00175 0.00195 0.00241 −5.83359 5.42 × 10−9
Test 06 0.05586 0.01114 0.02464 0.04779 0.05540 0.06339 0.09113 5.69187 1.25 × 10−8
5.2. Simulation Results for Three-Phase Unbalanced Optimal Power Flow
Simulation is performed for the real grid detailed in Figure 1 using OPF algorithm described in
Section 3. It is performed for one day from 2018-8-31 00:00:00 to 2018-9-01 00:00:00 with the sampling
time of 15min (96 intervals). Load profiles are from smart-meter data, from real households and are
acquired from all the buses in the network updating a database. Forecasted profiles are inputs to the
OPF algorithm and optimal schedules are generated based on it. Load forecasting is performed for this
time horizon using convolutional neural networks, using data until 2018-8-30 23:45:00. It is performed
for one day (day ahead forecast) and more details able it is not provided since it is out of scope.
Load flow solution is non-causal in nature and to generate an optimal schedule for controllable
buses, it must be run for all 96 intervals. OPF is performed using Class C algorithm presented in
Section 3 for controllable buses described in Section 4. It can also be observed that the optimal schedules
are generated for all the three phases and can take both positive and negative values. Real profile is
recorded during day for uncontrollable loads at the buses.
Forecasted, optimal and real active and reactive power consumption profiles at one of the
controllable buses (Bus 15) can be seen in Figures 3 and 4 respectively. At Bus 15, all the loads
are single phased (connected to phase C).
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Figure 3. Active power of real, forecasted, and optimal profiles at Bus 15. It can be observed that the
real and forecasted data is zero for phases A and B. This is for to the fact that the loads are single phased
and connected only to phase C. During the OPF, they are replaced with three-phase controllable loads.
On the x-axis, data time format is MM-dd HH. Data is from 2018-8-31 00:00:00 to 2018-9-01 00:00:00.
Figure 4. Reactive Power of real, forecasted, and optimal schedules at Bus 15. On the x-axis, data time
format is MM-dd HH. Data is from 2018-8-31 00:00:00 to 2018-9-01 00:00:00.
Active and reactive power for all the phases can be observed in Figures 3 and 4.
Using the three schedules shown in Figures 3 and 4, load flows are performed using THELM
described in Section 2. Loads flows are performed for all intervals and are represented using box-plots.
Figure 5 describes the averaged objective function values based on Equation (18). It can be
observed that the three-phase unbalance has been reduced from 0.879 for real and forecasted profiles
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to 0.529 for optimal profiles which accounts for 39% unbalance minimization based on the defined
objective function (see Section 4).
Figure 5. Average values of optimal power flow objective for real, forecasted, optimal voltage and
phase angles based on Equation (18).
From Figure 6, it can be observed that the voltages are indeed balanced, and the average values
are close to balanced voltages. Additionally, the nature of the objective function used has also caused
the voltages to cluster around 1 pu. since the balanced real part of the balanced voltage is exactly 1 pu.
Figure 6. Voltage profiles generated from real, forecasted and optimal schedules from Figures 3 and 4.
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6. Conclusions and Outlook
In this paper, a novel class of OPF algorithm is presented. It uses a novel three-phase unbalanced
HELM presented in Section 2. Benchmarks are performed to test the performance of THELM and
DIgSILENT Power Factory Newton-Raphson method described in Section 5.1. These benchmarks
were performed on various test networks. Mann-Whitney U test was performed, and it was concluded
that the results from both load flow methods were statistically indistinguishable and null hypothesis
was accepted. Using THELM, optimal power flow method was developed using genetic algorithm in
Section 3, describing the type C class of algorithms. The novel Class C algorithm provides various
advantages over Class A and B OPF algorithms as discussed in Section 1. A use case with an objective
function to minimize three-phase unbalance was applied to a real network in Austria in Section 5. The
reason for choosing this objective is motivated by the requirements of the network operator and to
handle the unbalance locally. It involves the generation of active and reactive power schedules for
four controllable buses using smart-meter forecasts from other uncontrollable loads in the network
(see Figure 1). Optimal schedules for these buses were generated and used to produce voltages using
THELM and the results were described in Figure 6. It can be observed that the three-phase voltage
unbalance has reduced up to 39% and the optimal average objective function values can be observed
in Figure 5.
In future work, the scalability and replicability of the method needs to be analyzed. The method
needs to be applied to various larger networks with large number of nodes. Simulation time and
code optimization is not considered a priority for this study. To use this method in a real-time or
near-real-time operation, the algorithm needs to be optimized. In this work, only three-phase unbalance
minimization is used. OPF with various other objective functions need to be considered.
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Appendix A. Test Networks





Figure A1. Test 00.














Figure A2. Test 01.
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Figure A6. Test 05.
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Figure A7. Test 06.
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Abstract: A smart grid employs information and communications technology to improve the efficiency,
reliability, economics, and sustainability of electricity production and distribution. The convergent
and complex nature of a smart grid and the multifarious connection between its individual technology
components, as well as competition between private companies, which will exert substantial influences
on the future smart grid business, make a strategic approach necessary from the beginning of research
and development (R&D) planning with collaborations among various research groups and from
national, industry, company, and detailed technological levels. However, the strategic, technological,
business environmental, and regulatory barriers between various stakeholders with collaborative
or sometimes conflictive interests need to be clarified for a breakthrough in the smart grid field.
A strategic R&D planning process was developed in this study to accomplish the complicated
tasks, which comprises five steps: (i) background research of smart grid industry; (ii) selection of
R&D target; (iii) societal, technological, economical, environmental, and political (STEEP) analysis
to obtain a macro-level perspective and insight for achieving the selected R&D target; (iv) patent
analysis to explore capabilities of the R&D target and to select the entry direction for smart grid
industry; and, (v) nine windows and scenario planning analyses to develop a method and process
in establishing a future strategic R&D plan. This R&D planning process was further applied to the
case of a Korean company holding technological capabilities in the sustainable smart grid domain,
as well as in the sustainable electric vehicle charging system, a global consumer market of smart grid.
Four plausible scenarios were produced by varying key change agents for the results of this process,
such as technology and growth rates, policies and government subsidies, and system standards of
the smart grid charging system: Scenario 1, ‘The Stabilized Settlement of the Smart Grid Industry’;
Scenario 2, ‘The Short-lived Blue Ocean of the Smart Grid Industry’; Scenario 3, ‘The Questionable
Market of the Smart Grid’; and, Scenario 4, ‘The Stalemate of the Smart Grid Industry’. The R&D plan
suggestions were arranged for each scenario and detailed ways to cope with dissonant situations were
also implied for the company. In sum, in this case study, a future strategic R&D plan was suggested in
regard to the electric vehicle charging technology business, which includes smart grid communication
system, battery charging duration, service infrastructure, public charge station system, platform and
module, wireless charging, data management system, and electric system solution. The strategic
R&D planning process of this study can be applicable in various technologies and business fields,
because of no inherent dependency on particular subject, like electric vehicle charging technology
based on smart grid.
Keywords: R&D planning; patent analysis; sustainable smart grid technology; R&D strategy; STEEP
analysis; scenario planning; electric vehicle charging technology
1. Introduction
Smart grid is an electrical grid that uses information and communications technology to gather
information regarding the behaviors of suppliers and consumers in an automated fashion to improve
Sustainability 2019, 11, 2907; doi:10.3390/su11102907 www.mdpi.com/journal/sustainability119
Sustainability 2019, 11, 2907
the efficiency, reliability, economics, and sustainability of electricity production and distribution [1–12].
Through the construction of smart grid, the bi-directional transfer of electrical information allows for
increases in rational energy consumption and provides high quality energy and various supplementary
services. Furthermore, new business opportunities for green energy and electric automobiles are
expected to be established through the convergence of sustainable green technologies. Accordingly,
technologically-developed countries, such as the United States of America (USA), Japan, China,
and European countries, have established smart grid agencies to fund research on smart grid [1–4,13–17].
For the purposes of a convergent and complex system, like smart grid, a strategic approach is
necessary from the beginning of the research planning phase. Investment and research in various
fields are essential due to the smart grid being a large-scale system on the national level. Additionally,
collaborations in research are mandatory, because the connection between the different technologies is
significantly sizable. While the current linear economy utilizes resources to manufacture products and
disposes of them after consumption, the smart grid industry also meticulously aligns to the recent
growth in interests of the circular economy framework, which aims to achieve a desired zero-waste
society [18] through reusable, restorative and regenerative measures of wastes to retain as much value
in producing new and renewed products or services [19–21]. Development in smart grid optimization
is imperative due to its potential and innate aptitude to improve both the economic and environmental
positions in support of the circular economy concept [22–24]. Furthermore, turbulent competition
between numerous companies can exert substantial influences on the future smart grid business.
Research and development (R&D) planning for smart grid must be established in detail and ensued
from national, industry, and company levels due to such diverse reasons.
Currently, strategic planning and research investments are being conducted in regard to smart
grid R&D on a national level [1–4,13–17]. However, such strategic R&D planning exclusively depends
on groups of experts from various technology disciplines pertaining to the smart grid. Through
heavy reliance on expert opinions, a problem arises, as the research plan can be susceptible to skewed
biases [25,26]. For example, smart grid government funding can be misallocated toward certain
technologies in favor of the interests of these experts for personal or political benefits, rather than
for the purposes of advancements of a smart grid. Thus, a systematic and methodological approach
is vital to support expert opinions and further increase the legitimacy of the R&D planning process.
Through systematic R&D planning, rapid changes in technology, society, and environment can be
coped with, both dexterously and continuously.
In this study, a R&D planning process was developed based on patent analysis combined with
scenario planning analyses and nine windows from the Theory of Inventive Problem Solving (Russian
acronym: TRIZ) [27] in order to construct decisive and strategic suggestions for the competitiveness of
the smart grid R&D business. With the developed process, strategic R&D planning was performed
on a smart grid company in conjunction to electric vehicle charging technology as a case study.
Furthermore, this study has offered a proposition that can cover: (i) short-term strategies utilizing
current technologies or technological shortcomings and (ii) intermediate-term and long-term strategies
employing future prediction for new business opportunities. The resulting strategies of this study
also stretch beyond the classical reliance on the perspectives of experts by using a methodology-based
approach, which can provide new, useful, and generally overlooked insights and advices. In addition,
the R&D planning process that is proposed in this study is not strictly tailored only for the purposes
of smart grid, and it thus may be malleable and suitable for usages in other business R&D planning
and strategizing activities for company R&D managers, technology policy and decision makers,
and innovative individuals.
The rest of this paper consists of the sections, as follows: Section 2 describes research background,
Section 3 depicts strategic R&D planning process, Section 4 portrays the application of the proposed
method in a case study of Smart Grid R&D Planning for Hyosung Corporation, and Section 5 describes
the conclusion.
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2. Research Background
2.1. Strategic R&D Planning
In general, one needs to establish strategic R&D planning ahead of discussing its methodology.
R&D refers to “creative work that is undertaken on a systematic basis in order to increase the stock of
knowledge, including knowledge of man, culture, and society, and the use of knowledge to devise
new applications” [28]. R&D can be frameworked in a systematic manner, as shown in Figure 1.
The evolution of R&D can be classified into several generations, as follows. The first generation
of R&D comprises of technologies that are developed through the plethora of investments of past
research, which originated from the intellectual curiosity of researchers of various disciplines. The R&D
driven by marketing for the purposes of marketability categorizes the second generation. As a result,
a trend of cooperation between the R&D and marketing departments and the individual projects
for new business starts to develop. The third generation is progressed from R&D projects that are
instigated via the strategies of enterprise corporation. Currently, the majority of global companies are
stressing the importance and practice of the third generation R&D efforts. Since the beginning of the
1990s, in particular, as companies’ R&D activities have been combined with the enterprise corporation
strategy, establishing the direction of R&D investment according to strategic goals and markets has
become more essential. Finally, the fourth generation extends beyond the third generation R&D by
forecasting the future and reconfiguring the business strategy, which accentuates and centers around
the R&D strategy.
Plan Do See
Figure 1. Overview of research and development (R&D) Framework.
2.2. Patent Analysis
Patents are reports of the latest information, which reliably reflects contemporary technological
developments and changes. Thus, patent analysis is recognized as an essential process that is required in
all assessments of technology trends and technology planning activities [29]. Furthermore, information
that was obtained from patent analysis has been utilized in a variety of instances with the advancements
of R&D, in particular, for strategic R&D planning.
Strategic R&D planning may be categorized into three stages [30]. As illustrated in Table 1,
the first stage of R&D planning is limited to simply patenting the developed technologies without
the consideration or application of available patent information. Typically starting from the second
stage, patent information is used strategically and, however, the second stage of R&D strategies does
not extend beyond an investigation of the prior similar technologies and the defensive strategies
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regarding patent infringement. Beginning from the third stage of R&D planning, patent information
is deemed to be significant and is extensively utilized to its overall potential by comparison to the
activities of the first and second stage R&D planning. The patent information is manipulated for
various purposes, including merger and acquisition (M&A) technology procurement, new business
and product planning, patent valuation, patent licensing, and patent portfolios. Furthermore, the use
of patent information for such purposes has become the core trend for the R&D planning activities of
technology-based companies.
Table 1. Utilization of patent analysis for each stage of R&D planning.
1st Stage 2nd Stage 3rd Stage
No Strategy Defensive Strategy Offensive Strategy
Data, Information Information, Knowledge Knowledge, Intelligence
Patent analysis can be divided into qualitative and quantitative patent analyses. Qualitative
patent analysis mainly focuses on the technological information of patents in order to discover the
core patents and assess technological trends. In addition, patent citation analysis, patent network
analysis, and patent map analysis are conducted in qualitative patent analysis to extensively survey
not only patents as individual documents, but also as connected entities, for a deeper perception of
the technological domain. On the other hand, quantitative patent analysis generally involves the
organization and illustration of bibliographical and technological data into graphical format. Through
such quantitative analysis, the industry and domain trends of inventors, priority, nation, assignees,
and citations can be apprehended.
2.3. TRIZ: The 9 Windows Analysis
Generalizing technologies after the extensive analysis of 40,000 patents developed the Theory of
Inventive Problem Solving, or Teoriya Reshniya Izobretatelskikh Zadatch (TRIZ) [27]. Altshuller noted
that technology has followed certain patterns and rules in creating new inventive patentable ideas [31].
TRIZ is a useful tool for analyzing technology and countless researchers from various disciplines have
applied and validated it. Additionally, TRIZ techniques have been used in the case of technology
forecasting and R&D planning activities [32–34].
The problem solving process of TRIZ, as illustrated in Figure 2a, converts a specific problem into
one of TRIZ’s generic problems, which then is used to apply a generic solution. With a given generic
solution, this process is able to find a specific solution to the original specific problem. At a glance, this
problem solving process seems to be exceptionally elementary; however, innumerable complex TRIZ
tools are being developed to reveal solutions to problems, and substantial research is continuously
required to acquire the ability to convert unique problems into TRIZ’s general problems. Despite
such lingering difficulties, TRIZ remains as a dominant source in coping with problems that involves
particular aspects of technology, as well as diverse business problems at a company level.
Other than TRIZ’s widely known techniques, such as the 40 Inventive Principles, 76 Standard
Solutions and Algorithm for Inventive Problem Solving, or Algoritm Resheniya Izobretatelskikh
Zadatch (ARIZ), process, there exists a vast collection of methodologies that have been developed.
These methodologies include Technology Evolution Patterns [35–37], Ideal Final Result technique [38],
and nine windows technique [39], and more. The 40 Inventive Principles of Problem Solving method
solves the technical and physical contradictions [40] and it is “closer to application than the laws
of technological systems evolution” [41]. The 76 Standard Solutions help to solve system problems
without identifying contradictions and they are applied to alleviate unwanted exchanges between two
parts of a system [42], and ARIZ is a logical structure aimed to simplify a complex problem to be easier
to solve [43].
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Figure 2. (a) Theory of Inventive Problem Solving, or Teoriya Reshniya Izobretatelskikh Zadatch (TRIZ)
analysis process; (b) Nine Windows analysis; and, (c) Example of scenario planning.
While such TRIZ techniques mainly focus on solving technical and physical problems for new
product/process development, the nine windows technique was selected and adopted due to its
uniqueness in describing how the target domain (system) and its super and sub systems evolve over
time to generate a holistic view of the smart grid industry [32]. The nine windows analysis is a
multi-dimensional technique that can aid in the prediction of the future by dividing the past, present,
and future into sub-system, system, and super-system [39]. By examining the sub-system, system,
and super-system of the present and the past of a technology, the corresponding three levels of the
future can be more accurately comprehended (Figure 2b). What differentiates this method from other
future foresight methods is the relevant utilization of the sub- and super-systems to predict the future
in a structural manner.
2.4. Scenario Planning
Scenario planning is a method that is used to deal with uncertainties in the future business
environment [44–49]; Figure 2c illustrates a schematic example. The scenario perspective acknowledges
the inability to ideally predict the future, and thus prepares for the uncertainties of the future.
More specifically, scenario planning primes for the future through the attainment of planned solutions
to each feasible and meaningful scenario, which is created with future uncertainty as its foundation.
The advantages of scenario planning are as follows:
(i) future business opportunities are investigated via scenarios;
(ii) plans are established by modification according to various different scenarios;
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(iii) a clear direction of what capabilities are required in the future is suggested appropriately;
(iv) current established plans can be tested for suitability under future circumstances; and,
(v) crises and emergencies can be dealt with beforehand.
3. Strategic R&D Planning Process
3.1. Smart Grid Strategic R&D Planning Process
In this study, a strategic R&D planning process catered toward smart grid industry has been
developed and it is shown in Figure 3.
 
Patent Analysis
TRIZ’s 9 Windows Analysis
STEEP Analysis
Scenario Planning Analysis
Selection of R&D Target
Background Research
Figure 3. Strategic R&D planning process for Smart Grid.
First, thorough background research was performed to establish a strong foundation regarding
the smart grid industry. To achieve this, interviews with domain experts and policy makers were
conducted in parallel to obtain a concrete understanding of research trends in smart grid, in addition
to surveying smart grid related text books, reports, magazines, academic literatures, and internet
documents. Furthermore, the perspective target of research has been selected. The selection of
such a perspective target of research is essential, because the methods and details of the analysis
are distinguishable, depending on whether the perspective target is a company, industry, or nation.
This study pinpoints a company as the target and its association with the smart grid industry. Since the
smart grid industry is quite vast with an eclectic array of different technologies and domains, this study
further focuses on one of these for an in-depth analysis, rather than a superficial overview of the entire
industry containing little significance and credibility. This study also utilizes the societal, technological,
economical, environmental, and political (STEEP) analysis for the development probability of smart
grid industry, because the analysis is a suitable methodology that yields macro-level insights that are
useful for the direction in the beginning phase of research planning. The STEEP analysis pinpoints key
elements that induce significant influences on the smart grid industry (Table 2) [48].
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Table 2. Societal, technological, economical, environmental, and political (STEEP) analysis results of
smart grid industry.
STEEP Smart Grid Drivers
Environmental
• Reduce green-house gas emissions
• Support and lower cost of Kyoto Compliance
• Increase renewable energy generation
• Improve energy efficiency
Regulatory/Governmental
• Respond to governmental mandates (i.e., UK, Netherlands, Sweden,
US, Australia, Brazil, etc.)
• Support building renewable/distributed generation
• Support performance-based rate making
• Enable national security objectives
• Facilitate wholesale and retail market efficiency
Economic
• Improve reliability (e.g., decreased outage duration and frequency, etc.)
• Reduce labor costs (e.g., meter reading and field maintenance, etc.)
• Reduce system losses (e.g., better systems planning and asset
management, etc.)
• Reduce non-labor costs (e.g., field vehicle, insurance and damage, etc.)
• Provide revenue protection (e.g., better billing accuracy,
prevention/detection of theft/fraud, etc.)
• Provide new revenue sources (e.g., energy management, etc.)
• Deferral of large capital projects (e.g., reduced generation
requirements, etc.)
Societal
• Respond to consumer demand for sustainability and enhanced ability
to manage their usage
• Respond to customers increasing demand for uninterruptible power
• Provide customer options for energy conservation
Technology & Infrastructure
• Invest significant capital for development of new technology
(improvement of existing technologies)
• Replace outdated T&D infrastructure
• Decreasing workforce (e.g., 50% of technical workforce are expected to
reach retirement age in 5–10 years)
T&D: transmission and distribution.
Subsequently, starting with the target company’s patents performs patent analysis; them,
the company’s capabilities can be examined. In this case, the company’s capabilities are evaluated
in regard to the smart grid industry by exploring the company’s patents, past developments and
businesses, and changes in focus of areas and investments. With the company’s capability information,
patent analysis is conducted again to shed light upon the specific areas in which the company can
expect business opportunities. Through the analysis of the specific areas within the smart grid industry,
robust knowledge can be obtained to further investigate industry growth, development trends, core
technologies and technology trends, and the insight of market competitors, thus offering a foundation
for strategic R&D planning activities.
Finally, extending beyond the analyses of the target technology, future strategies can be established
by using TRIZ’s nine windows and scenario planning methodologies. Through the nine windows
methodology, the smart grid’s current system and super-system can be analyzed to chronologically
draw a conclusion and prediction of the future’s super-system and system. In detail, the current
system’s shortcomings (problems) are identified. After an evaluation of the specific problems at the
current system level, the problems of the current super-system are established. The most probable
solutions or portrayal of the future in accordance to the current super-system is formulated in the future
super-system. Finally, under the assumptions that the future super-system holds true, specific future
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solutions at the system level are created. For example, while assuming that the current problem (current
system) is the subpar or lack of internet access on commercial airplanes, the current super-system
problem is the lack of long-range tower or satellite infrastructure and the reliability of signal receiving
antenna technology. The future super-system solution may become the advancement and dominance
of satellite-provided internet connection. Assuming this development in satellite-provided internet,
the R&D plan would consequently suggest developing antennas that are specialized for satellite
connectivity as the solution.
The scenario planning is composed of six step processes, as follows. (i) Selection of core issues:
Regarding what affairs, will decisions be made? (ii) Extraction of decision-making factors: What
is required to be able to make decisions? (iii) Investigation of the motive for change: What is the
significant cause for change? (iv) Abstraction of the scenario: What/which scenario is significant?
(v) Dictation of the scenario: How will the future unfold? (vi) Establishment of counterstrategy: How
will the future be coped with? The resulting future system is utilized for R&D planning. In addition,
the uncertainties of future can be dealt with the scenario planning methodology through the creation of
multiple scenarios that are based on key change agents. A robust smart grid strategy can be established
as a result of these processes.
3.2. The Smart Grid Industry
The future of the energy industry is rapidly expanding towards an efficient and reliable smart
grid infrastructure. The smart grid industry and technologies can provide a variety of benefits, not
only for developed countries, but also for developing countries. The smart grid can: (i) increase the
energy efficiency; (ii) decrease the losses from the electrical grid; (iii) improve system performance
and asset utilization; (iv) combine the sources of renewable energy; and, (v) actively cope with
energy demands. Particularly, since the 2000s, the implementation of smart grid has received much
attention [1–4], especially after immense capital losses that result from frequent major blackouts and
their consequent damages [6]. From the development of local microgrids [6,10,50] to country-level
case studies and R&D funding initiatives [13,17], significant strides toward smart grid planning
and development have undergone thorough discussion, evaluation, and support, both nationally
and internationally [14,15,51,52]. Furthermore, in support of the growing interests in the circular
economy concept, the smart grid possesses prodigious capacity to accommodate efficient, renewable,
and reusable energy solutions to many aspects of the energy grid, e.g., power generation, distribution,
and consumption [22]. Many research endeavors have been performed to address the capabilities
and opportunities of smart grid in respect to the circular economy framework [18], most notably to
address the roles of digital and smart technologies [20,23] and the monitoring of energy generation [51],
transmission, distribution [52], consumption [53], and management [50–54] in smart grid scenarios [24].
The smart grid can be seen as a complete package that contains electricity generation, transmission,
distribution, and consumption [55], as illustrated in Figure 4. When the infrastructure for the smart
grid is constructed, the current electrical grid changes from a class-like composition with distinct
roles (generation, transmission, distribution, and consumption) into a network structure where
multiple entities can simultaneously act as the consumer and the supplier. While the current electrical
grid is the infrastructure solely existing to supply electricity, the smart grid can be perceived as an
evolved version of the electrical grid, in which home appliances, telecommunications, automobiles,
constructions, and energy are intertwined as a platform. The smart grid can allow a new era of
innovative and pristine businesses and technologies to propagate, such as bidirectional communication
between the electric supplier and consumer, real-time payment systems, reactive response to demand
fluctuations, and electric automobiles. Additionally, the smart grid has great potential to act as a strong
foundation for new developments that are aimed at renewable energy solutions alongside its native
ability to efficiently manage energy distribution and consumption, which is in line with the circular
economy concept.
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Figure 4. Conceptualization of Smart grid features.
In this study, the fourth generation R&D phase was considered, as described in Section 2.1, from
the current third generation R&D processes in regard to smart grid industry. The R&D planning phase
was focused on predicting future technologies, create ideas, and extract company strategies based on
R&D strategies. In general, prior to strategic R&D planning, efforts have relied heavily on groups of
experts from various domains. Although human efforts are ultimately needed to predict the future,
establish plans, and make decisions, the significance and demand for a systematic and methodological
approach to cope with today’s large upsurges of information and the rapid and drastic changes in
society is growing.
The smart grid industry may comprise of five industry sectors [56]; Table 3 lists their core
technologies and demands. First, the smart power grid sector can be perceived as the industry that
increases the reliability and management efficiency of electrical grid by integrating information and
telecommunications. The smart power grid technology can be further subcategorized into smart
transmission system, smart distribution system, smart power device, and smart power communication
network technologies. Second, the smart consumer sector focuses on increasing energy efficiency
through communications infrastructure that provides consumers with an assortment of different
services. The smart consumer sector consists of automated meter infrastructure, energy management
system, and bidirectional communications network technologies. Third, the smart transportation
sector concentrates on the generation of new business opportunities through the unrestricted two-way
connectivity of electrical grid to electric vehicles. Furthermore, this technology aids in reducing
emissions of greenhouse gases, such as carbon dioxide, hydrocarbons, nitrogen monoxide, and sulfur
oxide, and in increasing the efficiency of grid through its sub-sectors, such as electric vehicle parts
and materials, charging infrastructure, and vehicle-to-grid technologies. Fourth, the smart renewable
sector allows for the renewable energy sources to successfully and stably link with the current electric
grid by managing the obstacles that hinder the supply of renewable energy. This area comprises of
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technologies of micro-grid, energy storage, power quality, and power exchange infrastructure. Finally,
the smart electricity sector aims to increase the electric grid’s efficiency through developing various
electric billing schemes and consumer electric transactions system, as well as a reactive response to
demand and unrestricted electricity trade between all stakeholders. This sector consists of smart real
time pricing, smart demand response, and smart power exchange technologies.
Table 3. Smart grid industry sectors and core technologies.
Smart Grid Industry Sector Core Technology
Smart Power Grid
(1) Smart transmission system: SMES, FACTS, HVDC, WAMS, WACS
(2) Smart distribution system: Distributed generation, AMI, Smart
switch, PCS, Converter
(3) Smart power device
(4) Smart power communication network
Smart Consumer
(1) Duplex transmission AMI, In home device
(2) Energy management system
(3) Bidirectional transmission network
Smart Transportation
(1) Electric vehicle component & material
(2) Electric vehicle charging infrastructure
(3) Vehicle to grid
Smart Renewable
(1) Micro-grid
(2) Energy storage system
(3) Power quality, Power exchange infrastructure
Smart Electricity
(1) Real time pricing
(2) Demand & Response
(3) Power exchange
SMES: super-conducting magnetic energy storage; FACTS: flexible AC transmission system; HVDC: high voltage
direct current; WAMS: wide area monitoring systems; WACS: wide area control systems; AMI: automated metering
infrastructure; PCS: power conversion system.
4. Case Study: Hyosung’s Smart Grid R&D Planning
Hyosung Corporation is a Korean industrial conglomerate that was founded in 1957. It operates
in various fields, including power systems, industrial machineries, chemicals, information technology,
constructions, and trades. Among Hyosung’s eclectic specialties, this case study has aimed to focus on
strategic R&D planning to enhance the competitiveness of the smart grid business sector within the
Hyosung Corporation.
4.1. Patent Analysis
4.1.1. Patent Analysis: Hyosung Corporation
In this case study, the patents that Hyosung Corporation currently possessed since its establishment
were searched and analyzed; the total number of patents that are owned by Hyosung amounts to
4398 patents. The majority of these patents were registered in the period of 1998 to 2018; only 371 patents
were filed for the first forty years (1957−1997) since Hyosung was founded. As shown in Figure 5a,
the number of patents increased to a maximum 126 in 1998, corresponding to 34% of the total number
of the patents disclosed for the first forty years. However, it turns to be reduced to 116 in 1999 and
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reached a minimum 47 in 2000. The number of patents slowly increased again to 69 in 2001, 63 in
2002, 98 in 2003, and 139 in 2004. Here, it is noted that the lowest numbers of patents in the period
of 2000 to 2002 might be attributed to the severe economic crisis of Korea that started at the end of
1997. The number of patents drastically increased to 324 in 2005 and it reached a maximum 358 in 2006.
Again, in the last quarter of 2008, the global recession is speculated to have caused the rapid decline in
registered patents since its maximum in 2006. Thereafter, the number of patents annually fluctuates in
an upward trend. Overall, these patent data reveal a trend that Hyosung has maintained continuous
R&D growth, despite the Korean economic crisis and global recession.
Figure 5. Hyosung’s annual number of patents disclosed in the period of 1998 to 2018: (a) all possessed
technologies (total 4027 patents); (b) technologies disclosed to smart grid: electric power components
and systems, solar energy components and systems, wind energy components and systems, and battery
components and systems (total 661 patents).
The analysis of all Hyosung patents exhibits an active surge in patent registrations across all areas.
The corporation has possessed patents in diverse areas that are mainly converged around polymers
and downstream products (fibers, tire cords, films, sheet, blends, and composites), chemicals, banking
machines, electric power components and systems, solar energy components and systems, wind energy
components and systems, and battery components and systems. Overall, the patent analysis confirmed
that the company has engaged and invested in robust R&D activities since around 2003.
This study has further narrowed the scope of analysis by concentrating on patents pertaining to
specific areas, such as electric power components and systems, solar energy components and systems,
wind energy components and systems, and battery components and systems, which have direct
associations with the smart grid. As a result, 661 patents were selected for further analysis. It is
observed that the patents and technologies that are related to the smart grid begin to proliferate starting
2003 and continue to increase overall (Figure 5b). It can be noted that the decline of patents related to
smart grid in 2014 may be a repercussion of the 2008 global recession. A recession can directly impact
R&D related expenditures in the form of employee layoffs, project terminations, and budget cuts in
forthcoming R&D proposals. Additionally, accounting for the time required for R&D to yield patentable
results and the one- to two-year duration that is required for patent registration, the aftershock of
the 2008 recession seems most evident in explaining the decrease in numbers of patents that were
registered in 2014. The increase in patent numbers after 2014 may be an indication of recovery from
the recession.
The technologies of Hyosung Corporation that were disclosed to smart grid in the period of
1998−2018 could be categorized into transformers, switchgears, electronic devices, electronic systems,
wind turbine systems, solar systems, battery systems, and other related components, as illustrated in
Table 4 and Figure 6. For key technologies, such as (a) transformers, (b) switchgears, (c) electronic
devices, and (d) electronic systems, the numbers of patents start to increase from 2007 and steadily
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continued growth up to today (Figure 6a–d). Differently, the development of wind turbine systems has
been intensively carried out only for the period of 2006−2014 (Figure 6e). A similar trend of patent
filings is discernible for solar cells and systems, as well as for batteries and their systems (Figure 6f–g).
It is noteworthy that a sharp increase of patents has been registered on the solar cells and their systems
in the period of 2009−2013. The registration of patents on batteries and systems has been conducted
in 2006 to 2014. While taking into consideration of the buffer time to prepare patent submissions,
the concentration of research activities in these key smart grid technology areas began in around 2003
(namely, a few years after the Korean economic crisis), which coincides with when Hyosung started to
translate their R&D outcomes into intellectual properties. Overall, the patent data is testimony that
Hyosung has devoted significant amounts of investments and research on key smart grid technology
areas. As a result, Hyosung has achieved substantial technological competitiveness within the smart
grid domain.
Figure 6. Hyosung’s annual number of the patents registered for smart grid technology components:
(a) Transformers; (b) Switchgears; (c) Electronic devices; (d) Electronic systems; (e) Wind systems;
(f) Solar systems; (g) Battery systems; and, (h) Others.
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Table 4. Smart grid technologies and relevant patents of Hyosung Corporation.
Smart Grid Technology Number of Patent Detail Technology
Transformers 110 Power transformer, Oil filled transformer, Converter
Switchgears 94 Gas insulated switch, Disconnecting switch
Electronic Devices 98 Digital protection relay, Detector
Electronic Systems 182 Generator, Control system, Power system
Wind Turbine Systems 30 Wind generator, Wind power system
Solar Cell & Systems 59 Solar cell, Solar generation system
Battery Systems 55 Fuel cell, Lithium secondary cell, NaS battery
Others 33 Motor, Welding machine
As shown in Figure 7, all of the technologies that are owned and patented by Hyosung are
connected to the entirety of smart grid industry. In particular, the possessed technologies have
competitiveness in the smart power grid industry, smart transportation industry, and smart renewable
industry. Through the utilization of the capabilities of transformers and switchgear technologies as
a basis, high potential exists regarding entering the smart transmission system business and smart
distribution system business within the smart power grid industry. Additionally, the entry barrier for
the electric vehicle components and charging infrastructure businesses of the smart transportation
industry is considerably low when situating the capabilities of battery systems, electric motors,
and electronic systems as a foundation. Aside from these business entry possibilities, Hyosung’s
patented technologies can provide a strong base to potentially succeed in entering the core of the future
energy industry, the smart renewable energy business, and the smart grid system solution business.
Figure 7. The map of Hyosung’s technologies and smart grid industry relations.
4.1.2. Patent Analysis: Electric Vehicle Charging System
This study has selected electric vehicle charging infrastructure business as a focal point for further
analysis. The smart grid allows for electric vehicles to be cost-effectively and efficiently charged
through selective power usage. For example, electric vehicles can be charged during the night if the
price of electricity becomes cheaper as the demand of electricity decreases. Not only does this enable
electric vehicle fuel prices to decrease, but this also alleviates the problems that result from the long
charging hours that are required for electric vehicle batteries. The remainder of this section analyzes
patents regarding electric vehicle charging methods.
The convenient and effective charging of electric vehicles is a world-wide issue. Thus, 15,820 patents
that were filed to Korea, USA, Europe, Japan, and China in the period of 2002 to 2018 for electric vehicle
charging technology were retrieved (Table 5). Among these patents, 414 patents have been selected for
analysis after filtering the noise and directly unrelated patents (Table 5). There is a discernible trend
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in the patent registration, as shown in Figure 8. The registration of such patents begins in the early
2000s. Only one to four patents are annually registered until 2007. Thereafter, the number of registered
patents rapidly increases every year, reaching to a maximum (58 patents) in 2011. It turns to decrease
to 44 in 2012 and 40 in 2013, reaching a minimum (28 patents) in 2014. Subsequently, it again turns
back to increase to 34 in 2015, 48 in 2016, and 53 in 2017. Nevertheless, in 2018 it again drops to 24.
Table 5. Number of patents disclosed in 2002−2018: Battery charging technology.






Figure 8. Annual number of patents disclosing battery charging technology.
The patents have been further analyzed in regional bases (Figure 9; Table 5). In Korea, the first
patent of electric vehicle charging technology appears in 2004. Subsequently, the patent registration of
this technology was actively done between 2009 and 2012, and then declined thereafter. Although
similar trends of patent filing are observed in USA and Japan, the overall number of filed patents is
slightly higher in USA or much higher in Japan, when compared to that of Korea. However, a slightly
different trend of patent filing activity is observed in China. The first patent was filed in 2006 and two
additional patents in 2008. Afterwards, the number of patent filing has drastically increased, reaching
a maximum (44 patents) in 2017. Even in 2018, the number of patents is 26, which is still very high
in comparison to the other countries. In contrast, the activity of patent registration is very slow and
furthermore very weak in Europe. Overall, the share fraction of patents is 9.4% for Korea, 10.4% for
USA, 1.2% for Europe, 35.5% for Japan, and 43.5% for China. These data confirm that Japan and China
dominate the patent registrations, followed by USA, Korea, and Europe. In general, a few years of
research are necessary for filing patents. Taking this fact into account, it is evident that, for the recent
seventeen years, aggressive research and investments have been devoted worldwide to develop more
efficient and more convenient charging technology for electric vehicles.
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Figure 9. Annual number of regional patents: (a) Korea (KR); (b) United States of America (U.S.A.)
(US); (c) Europe (EU); (d) Japan (JP); (e) China (CH); and, (f) Regional patent distributions.
As mentioned above, the R&D of electric vehicle charging technology has been carried out
in the fierce competition among the Asian region (Korea, Japan, and China), the American region
(USA), and the European region. These competitive R&D works have been found to be led by top
28 organizations, as shown in Figure 10. In particular, the State Grid Corporation of China, Toyota Motor,
Kawamura Electric, Hyosung, Mitsubishi, Sharp, LSIS, JFE Engineering, and China Electric Power
Research have played dominant leading roles by holding the majority of electric charging technologies.
Hyosung and LSIS represent Korea within the top nine applicants. Among the Korean automobile
companies, only Hyundai Motor and Kia Motors are barely listed within the top twenty-eight patent
applicants. In addition, it is noteworthy that three universities, namely Kookmin University, KAIST
(Korea Advanced Institute of Science & Technology), and Tsinghua University, are ranked within the
top twenty-eight applicants. Overall, the R&D of electric vehicle charging technology has been driven
mainly by automobile, electric power, heavy engineering, and electronic companies. Additionally,
there exist instances where academic research groups have worked and filed patents conjointly with
such leading companies.
For the electric vehicle technology patents, a thorough and meticulous examination has been
performed for each patent to ultimately survey trends in the technology R&D. Furthermore, key
development factors have been selected in order to categorize the patent data pool. Subsequently,
the core patents of the electric vehicle charging system technology have been chosen. Figure 11 presents
the analysis results. In the 2000s, research effort has been focused to develop electric vehicles, batteries,
charge methods, charging devices and controls, private power station, and charge infrastructure; these
R&D efforts have been continued until recently. In the late 2000s, such developments have begun
to emerge in the charging methods and charge control domains. As the developments of individual
parts and equipment have matured, the charge service, infrastructure, and system developments have
started to emerge from the 2010s to today. Three main key R&D factors have been extracted through
the patent analysis of electric vehicle charging technologies. These three factors consist of the electric
vehicle battery technologies, the technologies to charge batteries, and the technologies to efficiently
manage data via the smart grid. These key R&D factors are organized into specified R&D targets and
directions, matched with respective relevant patents, and are summarized in Table 6.
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Figure 10. Top patent applicants in the electric vehicle charging technology.
Figure 11. Results of yearly R&D trend analysis in charging technology.
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Table 6. Key R&D factors, targets, and directions of electric vehicle charging technology.
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4.1.3. Strategy Based on Patent Analysis
This section is dedicated towards suggesting an entry strategy that is based on R&D targets
in regard to the electric vehicle charging system by examining Hyosung’s smart grid capabilities.
In comparison with the other areas of Hyosung, little research has been conducted in this field.
Nevertheless, Hyosung has established a better position in the R&D of battery systems and charging
systems, when compared to all other competitors in the world, as discussed in the earlier section.
Moreover, recent increases in patents reflect the escalation of its research. When considering that the
effective data management field is still an unexplored area in the world market, the battery system and
charging system area is expected to be a promising opportunity, under the assumption that Hyosung
concentrates its capabilities from its power management system into information and communications
technology, and continues R&D efforts in this area.
The battery performance and charging technology, among all electric vehicle related areas, has
been the most actively researched area. Notably, Japanese companies currently possess the technologies
of the highest standards, as well as the bulk of the core technologies. Nevertheless, research of battery
performance will proceed to the continual advancements in performance of electric vehicles. Although
the Japanese competitors possess many of the core technologies regarding the performance of electric
vehicle battery technologies, the opportunities exist, given that Hyosung allocates its capabilities of
power equipment and battery technology to conduct research in reducing battery charging durations.
Various charging methods are closely related technologically and, more importantly, highly
interconnected to the electric vehicle charging industry’s business model. Though several business
models have been developed, there has yet to be a model that can be recognized as a world-wide
standard. This area is not limited to the development of charging technologies, but it must incorporate
the developments of an all-inclusive mixture of the power equipment system, service, and infrastructure.
4.2. Future Strategy
This research goes beyond technological analysis by establishing a strategy from a business
perspective. TRIZ’s nine windows and scenario planning methodologies have been utilized to provide
a strategy from a business point of view.
4.2.1. The 9 Windows Analysis
In order to stimulate the market of electric vehicles, a consumer-friendly and convenient, not to
mention efficient, electric vehicle charging system is a vital element. The electric vehicle charging
system must be able to use cost-reduced power during the night and to minimize the problems faced
during demand data management and demand fluctuations to properly coincide with the goals of the
smart grid industry. The electric vehicle charging system has been analyzed at the current system and
super-system levels in a consecutive manner to achieve these. Figure 12 shows the analysis results.
The current problem at the system level pertains to the problems with performance, implementation,
and expansion of private charging stations. A 24 kWh Nissan Leaf charged into a normal Level 1
(1.4 kW) residential outlet for roughly twelve hours only recharges the battery to half capacity and
would cost approximately $60 per month; and, it costs $1500–$2200 for users to install a Level 2
220-volt (6.6 kW) system, which is capable of fully charging the car in seven hours [45]. Essentially,
long charging time, the cost of electricity, and private charging unit installation are some of the major
issues in electric vehicle charging. For the super-system, system standardization is considered to be a
generalized problem of the system due to the lack of a global standard in place for electric vehicle
charging, which consequently affects the expansion of charging infrastructure, a vital element that is
required for electric vehicle adoption [57]. For the future super-system, the current issues of industry
standardization are resolved and the vitalization of smart grid technologies and its benefits have
instated. In correspondence to this super-system, the future system of electric vehicle charging is
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expected to promise the expansion of highly available, affordable, and rapid charging stations, where






















Figure 12. Results of the nine windows analysis for smart grid industry in conjuction to electric vehicle
charging technology.
The contemporary plan and development of electric vehicle charging system is close to that of the
current gasoline station. Although research is attempting to solve the biggest issue of the charging
system, namely extensive charging durations, twenty-minute boosted charging, and five-hour slow
charging stations are being implemented at present. The implementation of ultra-fast charging stations
is being contemplated, but the expensive costs are acting as an unavoidable obstacle. In addition,
private charging stations incur limitations, since user data management is difficult to the point where
demand prediction is overly complex to satisfy the efficiency standards for the smart grid.
In its current state, it is a world-wide plan to set a universal standard for the smart grid charging
system. Domestically, basic systems requirements and safety regulation standards have been arranged;
and similarly, the US, Europe, and Japan have proceeded to create their own national standards.
Preparation in advance is essential, because the universal standardization of the smart grid charging
system will set the world-wide norm.
The progress toward the smart grid is becoming factual in the future super-system. When the
smart grid becomes activated, the smart grid’s advantages must be sufficiently utilized. For example,
the cost-reduced power during the night is selectively used by the consumer, and, through data
management, the predictions of demand and supply are accurately accomplished. Furthermore,
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a surplus of different charging systems will be provided to fit and satisfy individual lifestyles
and preferences.
Predicting the future system based from what was foreseen in the future super-system, the charging
system infrastructure must be customized to fit into all types of housing environments. For example,
the charging systems are implemented within the apartment housing parking facilities for each parking
spot, and to implement water-proof enclosures for outdoor charging units for other types of parking.
Moreover, payment system and data management system developments are required in maintaining
the charging infrastructure. The scenario planning technique is utilized to fine tune the directions of
the R&D plan with the resulting future system and super-system as a reference to guide the types of
electric vehicle charging innovations.
4.2.2. Scenario Planning
This research uses scenario planning to establish strategies for countering the extracted plausible
future scenarios. Key change agents, namely technology and growth rates, policies and government
subsidies, and system standards of the smart grid charging system, were generated and combined
accordingly to produce the following four most plausible scenarios (Table 7).
Table 7. Future smart grid industry scenarios.
Scenario Technology Rate Growth Rate Regulation Standardization
1 Fast Fast Low (support) Uniformity
2 Fast Fast Low Diversity
3 Fast Slow High Uniformity
4 Slow Slow Low Diversity
In Scenario 1 (The Stabilized Settlement of the Smart Grid Industry), the future setting can be
hypothesized as the following. The advancement of the technology is sufficient; the growth rate of
the smart grid and electric vehicle charging system industry is accelerated; government subsidies are
strongly supportive; and, the industry standard is strictly uniform. In this scenario, related markets
are growing, and innumerable companies are heavily investing in R&D in the hopes of entering the
smart grid industry. Although this is a prime instance for successful opportunities, the strictly uniform
standardization policy plays a significant role in determining the outcomes of such opportunities. It is
vital to recognize and closely monitor the standardization policies as the key change agent from a
company’s perspective. Regardless of the supremacy and excellence of a technology, if the technology
strays from the standardization guidelines, then the risk of failure is inevitable.
In order to prepare for Scenario 1, the company must avoid investing in a new all-inclusive
charging system, and focus R&D expenditures on the development of various modules or a platform
that concurs with the current and predicted standards. It is suggested to capture the business
opportunities in developing individual modules and related technologies that lie within the boundaries
of the standards, since the future charging system will diversify into varied businesses.
Scenario 2 (The Short-lived Blue Ocean of the Smart Grid Industry) can be described as the
environment, where adequate advancements of technology, rapid growth rates, hefty government aid,
and the freedom from standardization are harmonized. It may seem that all of the stars have aligned
in this scenario, where all of the external factors are in favor for opportunity. However, in this scenario,
the lack of regulation of any form results in a highly competitive atmosphere and causes rapid and
impulsive advancements of the technology.
As a result, an aggressive plan is required to cope with such competition. This plan must
encompass continuous R&D activities in a portfolio of different technologies. Not only is it essential
to invest in incremental improvements of existing technologies, but it is more important to prepare
and further invest into the future to maintain competitive advantages. For example, while developing
technologies that enhance the performance of existing charging systems, investments into disruptive
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innovative technologies are crucial. It is speculated that the future representative technology may
become wireless charging technology and robotic charging [58]. The patent analysis results show that
wireless charging related technologies have developed starting the late 2000s, though the wireless
technology is still in its early stages and far from commercialization for smart grid applications.
However, similar to how the wireless charging technology is becoming commercialized for small
applications, like cellular phones, the wireless charging technology has great potential to solve certain
problems of the electric vehicle charging system. In short, Scenario 2 illuminates a future filled with
prosperity and success, but the need for concentrated R&D efforts in disruptive innovations is a
difficulty that cannot be disregarded.
In Scenario 3 (The Questionable Market of the Smart Grid), the future can be represented as a
situation where ample developments of technology exist and continue to be improved, but the smart
grid market is showing slow growth; in addition, governmental grants are low and the standardization
is strict. Thus, the situation, where companies have heavily invested in the smart grid industry, but
are struggling in difficult times due to a combination of factors mentioned, is commonplace across
the market.
In order to cope with Scenario 3, the company must look towards industry-convergence
technologies. More specifically, in order to survive through such unfortunate events, the company
must search for other industries where the developed smart grid technologies can be applied, and,
once another industry is found, the existing smart grid technology must be adjusted to fit its new
industry. Instead of focusing on converging technologies, like the electric vehicle charging system,
technologies that have higher potential to be connected to other industries, such as data management
technologies, should be emphasized. To conclude, the solution for this scenario is to be selective in
choosing the technology to be developed, with one that has high amounts of possible connections with
other industries.
Scenario 4 (The Stalemate of the Smart Grid Industry) describes one of the worst cases a company
can face, and is as follows: Slow market growth and technology development, and incumbents have
begun to cut further investments. Basically, Scenario 4 is the case where the smart grid industry fails to
settle as a significant entity of the future energy industry.
The solution to Scenario 4 represses the investments into new technologies and promotes the
focus on R&D efforts into technologies that maintain competitiveness. Hypothetically, Hyosung could
redirect its focus on its existing power equipment and system solution technologies to overcome these
difficulties. The company can place emphasis on technologies that have the potential to enter into the
smart grid industry if and when the smart grid industry situation does improve due to the high risks
that are involved with continuing investments in new technologies in the smart grid industry.
In summary, it is critical to note that quarterly assessments of changes in technology, market,
industry standards, and policy is required to quickly adjust R&D plans accordingly. R&D planning
based on scenarios 1 and 2 would result in strong thrusts for developments in the electric vehicle
charging domain. From the analysis, the proper assessment of national and global governmental policies
on subsidies or regulations and industry trends regarding standardization will further determine
whether to direct the company’s R&D plans to focus on the development of smart grid modules
or platforms, or to focus on innovating disruptive technologies to obtain or maintain competitive
advantages. The consideration of global policies is important, in particular, policies of allied countries
that may have a conforming effect on local legislations on electric vehicle charging. When considering
scenario 1, it can be suggested that the company invest into demand-side management modules
targeting the enhancement of user convenience. Under the scenario where the adoption of electric
vehicles is increasing, and industry standardization is uniform, R&D plans and expenditures must
cater more heavily to meet the consumers’ needs and approval. Alternatively, under scenario 2,
a manager of R&D can propose the expansion of breakthrough developments into robotic charging
stations, renewable energy sources, wireless electric vehicle charging, and energy storage solutions
for electric charging infrastructure for competitive advantages over other industry contenders. Such
139
Sustainability 2019, 11, 2907
investments would be valuable as the number of users of the electric vehicles increase and continue to
desire more accessible, quick, and easy-to-use charging stations. Additionally, heavy investment into
energy storage solutions can be suggested for developing charging stations that are able to balance the
load of larger and higher power stations. In light of the lacking number of electric vehicle charging
infrastructure available for users, it has been stated that battery storage can assist in the acceleration of
the construction of charging stations, and consequently boost electric vehicle adoption.
Under the situation where scenarios 3 and 4 are imminent, the company should explore other
areas where the incumbent technologies can be applied for new opportunities. Further investing
directly into new smart grid technologies could be detrimental to the company. Comprehensive
evaluation of existing technologies may provide solutions towards novel innovation. In accordance
to scenario 3, it is suggested for the company to converge its electric vehicle charging technologies
into areas, such as hydrogen charging stations and data management solutions. Although converging
existing technologies into a new industry will require an appropriate assessment of the advantages
and disadvantages of the particular area, the accurate selection and transfer of the electric charging
technologies can act as a gateway for future developments and prevent developed technologies from
becoming obsolete. Assuming scenario 4, the company is suggested to focus R&D plans on existing
power equipment and system solution technologies that are closely related to the smart grid industry,
such as energy storage systems, data center solutions, and power transmission and distribution
infrastructure. These areas are some of the company’s most developed technologies, which, with
further R&D investments, are sustainable revenue sources whilst encompassing the ability to transition
into electric vehicle charging infrastructure in preparations for a possible positive turn for the smart
grid industry.
5. Conclusions
In this study, a strategic R&D planning process for the smart grid industry was developed.
The planning process is comprised of background research in the smart grid industry, selection of
perspective R&D target, STEEP analysis, patent analysis, and TRIZ’s nine windows and scenario
planning analyses to develop a method and process in establishing a future strategic R&D plan.
The developed planning process was applied to the Hyosung Corporation perspective in the
strategic planning of smart grid R&D as a case study. The patent analysis confirmed that Hyosung
has devoted significant amounts of investments and research on key smart grid technology areas
(i.e., transformers, switchgears, electronic devices, electronic systems, wind turbine systems, solar
systems, battery systems, and other related components) since around 2003, and, as a result, already
achieved substantial technological competitiveness within the sustainable smart grid domain, including
smart power grid, transportation, and renewable energy. With the patent analysis results, TRIZ’s nine
windows and scenario planning analyses were further performed to produce a strategic R&D plan from
the business point of view. From this case study, a strategic smart grid R&D plan for Hyosung to enter
the sustainable smart grid industry was suggested and further entered into the sustainable electric
vehicle charging technology business. The strategic R&D plan comprises of smart grid communication
system, service infrastructure, battery charging duration, public charge station system, platform and
module, renewable energy sources, wireless charging, data management system, and electric storage
system solution as key technology and business factors. To achieve the goals of the strategic R&D
plan, a set of four scenario plans were suggested by taking into consideration technology and growth
rates, policies and government subsidies, and system standards of the smart grid charging system
as key change agents: Scenario 1, ‘The Stabilized Settlement of the Smart Grid Industry’; Scenario 2,
‘The Short-lived Blue Ocean of the Smart Grid Industry’; Scenario 3, ‘The Questionable Market of the
Smart Grid’; and, Scenario 4, ‘The Stalemate of the Smart Grid Industry’. The R&D plans in accordance
to each scenario were recommended. In scenario 1, the company R&D plan is to pursue investments in
development of various modules or a platform that concurs with the current and predicted standards,
such as demand-side management modules targeting the enhancement of user convenience. Under
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scenario 2, the suggested R&D plan is to emphasize a diverse portfolio of different technologies with
incremental and disruptive innovations, such as robotic charging, wireless charging, and energy
storage solutions, to gain and maintain a competitive advantage in this regulation-less, competitive
environment. Scenario 3 is a high uncertainty situation with a strong technological supply-side push,
but lacks the market growth and government support. In this scenario, the resulting company R&D
plan suggests that R&D endeavors to concentrate on convergent technologies that have the potential to
be introduced into new industries, such as data management products and services. Finally, scenario
4 restrains the investments into new technologies and it promotes the focus on R&D efforts into
technologies that maintain competitiveness or further investment into incumbent technologies, such
as data center solutions and power transmission and distribution infrastructure. The strategic R&D
planning process of this study can be used in a variety of different ways within the smart grid industry
by reselecting the target to other businesses. Moreover, the planning process can be applicable in
various technologies and businesses, because of the independence of any specific subject or business
area. Additionally, the planning process may gain high expectations to provide a strategy at the
business level and to support an integrated and effective R&D effort.
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Abstract: Residential energy consumption accounts for the majority of building energy consumption.
Physical factors and technological developments to address this problem have been researched
continuously. However, physical improvements have limitations, and there is a paradigm shift
towards energy research based on occupant behavior. Furthermore, the rapid increase in the number
of single-person households around the world is decreasing residential energy efficiency, which is
an urgent problem that needs to be solved. This study prepared a large dataset for analysis based
on the Korean Time Use Survey (KTUS), which provides behavioral data for actual occupants of
single-person households, and energy usage pattern (EUP) types that were derived through K-modes
clustering. The characteristics and energy consumption of each type of household were analyzed,
and their relationships were examined. Finally, an EUP-type predictive model, with a prediction
rate of 95.0%, was implemented by training a support vector machine, and an energy consumption
information model based on a Gaussian process regression was provided. The results of this study
provide useful basic data for future research on energy consumption based on the behaviors of
occupants, and the method proposed in this study will also be applicable to other regions.
Keywords: occupant behavior; single-person household; energy consumption; Korean Time
Use Survey; EnergyPlus; data mining; K-modes clustering; support vector machine; Gaussian
process regression
1. Introduction
Approximately 40% of global energy is consumed in buildings, and residences account for
approximately 3/4 of the total energy consumption in buildings [1]. Energy consumption in residences
is expected to continuously increase until 2040 [2]; consequently, active research is being conducted on
energy savings in residences [3–5]. Since energy consumption in the residential sector accounts for a
large part of total energy consumption, energy saved in this sector through continuous research and
technological development will have a positive impact on the reduction of total energy consumption
and greenhouse gases.
To examine the research trends related to residential energy, the paradigm is shifting toward
an emphasis on the behaviors of occupants, as well as the physical and environmental factors that
affect energy consumption [6–9]. The behaviors of occupants are considered an important factor that
affects residential energy consumption since, given identical physical and environmental situations,
energy consumption may still differ depending on the behaviors of occupants. Previous studies have
indicated that occupants behaviors are a major factor in energy consumption, and have therefore
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predicted energy consumption based on these behaviors. However, researchers are facing difficulties
in data collection due to privacy issues [10].
The recent increase in single-person households due to demographic changes is becoming an
issue in various fields of research, and residential energy researchers are also paying attention to this.
Yu et al. [11] investigated future scenarios of energy consumption through demographic changes,
and anticipated that the increase in single-person households would increase energy consumption
and carbon emissions, arguing that energy consumption measures must consider these factors.
In South Korea, which is the target region of this study, single-person families have steadily increased
since 1975. According to the Population and Housing Census [12], which was conducted in 2015,
single-person households account for 27.2% of all households, emerging as the main household type
in South Korea.
According to a study on single-person households and residential energy, the increase in
single-person households has decreased the total energy consumption per household but doubled
the power consumption of residential energy. This is due to the fact that even with only one
occupant, energy consumption efficiency decreases with the use of basic household appliances [13].
Thus, energy experts are pointing out the problems with the increasing number of single-person
households, and the need for countermeasures. Previous studies found that energy research, based
on the behaviors of occupants, was necessary to effectively reduce energy consumption in residences.
In particular, they observed demographic changes from the global trend of increasing single-person
households and recognized the importance of, and the need for, research into energy consumption in
single-person households.
Therefore, this study derives types of “energy usage patterns” (EUPs) using K-modes clustering
for single-person households in South Korea. In addition, energy consumption data were extracted
from EnergyPlus based on the behaviors of occupants, and three types of energy consumption data
(total energy, cooling, and heating) were provided for each EUP type using a Gaussian process
regression, in order to improve the use of this studies results. Finally, based on the results of a
support vector machine (SVM), a model for predicting EUP types was implemented via household
characteristics and living patterns.
2. Materials and Methods
In Section 2, we describe the overall research process, the data, and methods used for the purposes
of the research.
2.1. Research Process
Figure 1 shows the research process for creating a model to predict EUP types with energy
consumption information, according to the behaviors of single-person households in South Korea.
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Figure 1. Research process for predicting energy usage pattern types with energy
consumption information.
• Step 1: Build 5193 EUP datasets by redefining 5193 “Korean Time Use Survey (KTUS)” data
points [14] through codes related to energy consumption.
• Step 2: Derive EUP types by performing K-modes clustering analysis with the EUP dataset built
in Step 1.
• Step 3: Create 5193 “occupant schedules” to become inputs into EnergyPlus using the EUP dataset
built in Step 1. Implement representative residential environments of Korean single-person
households, and extract 5193 points of “energy consumption data” based on occupant behaviors
through energy simulation.
• Step 4: Provide an “Energy Consumption Information” model for three items (total, cooling,
and heating) for each type through a Gaussian process with the EUP types and energy
consumption data, which are the results of Steps 2 and 3, as input.
• Step 5: Train the SVM model to predict EUP types through 5193 occupant features and EUPs,
and verify the suitability of the model through the test process of the trained predictive model.
2.2. Generating EUP Datasets from the Korean Time Use Survey
The purpose of the KTUS is to determine the lifestyles of Koreans for 24 h and provide basic data
for policy formulation and academic research in the sectors of labor, welfare, culture, transportation,
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etc. [15]. The KTUS is performed every five years in 800 regions in South Korea. The survey data
largely consist of three parts: Residences, residents, and time logs. This allows us to understand basic
information and living patterns of the residents. The time logs are created for 144 times slots that
divide 24 h into 10-min units based on the actual living pattern of residents. The behaviors and places
of the residents in each time slot are recorded as codes. The behavior classification codes consist of
nine major categories, 42 middle categories, and 138 subcategories. These data allowed us to find out
the detailed behaviors of residents. Furthermore, it includes the residents’ location information, which
allowed us to find out what the residents did at specific locations in their residences. We obtained the
KTUS data through the Microdata Integrated Service (MDIS) [14].
In the KTUS data for 2014, which was obtained through the MDIS in this study, 5240 pieces of
data were collected that satisfied the conditions of urban residents, with household members 10 years
or older in single-person households. Among them, 5193 KTUS data points were used for this study,
excluding 47 data points in which the residents were not in their residences for 24 h.
First, to perform the K-modes clustering and EnergyPlus analysis based on the KTUS data, the
138 pieces of behavior classification data were redefined as codes related to energy consumption, as
shown in Figure 2.
Figure 2. EUP data code definitions according to 5193 resident behaviors in the KTUS.
Applications related to energy consumption in the residences were assumed to be related to
lighting, computer, TV, washing machine, refrigerator, gas range, and hot water usage. Occupant
behaviors were classified into eight energy consumption behaviors by identifying which application
was used [16].
The location of the occupants was divided into inside and outside the residence through the
“behavior location” information of the KTUS; when the occupant was outside the residence, it was
set as Away (A1). Refrigerators are assumed to operate continuously regardless of the presence or
behavior of occupants. By identifying which application was used according to the occupants’ behavior,
the behaviors were classified into the behavior codes of: Leisure (L1), Laundry (L2), Cooking (C1),
Grooming (G1), and Dishwashing (D1). In addition, when the occupant slept, it was assumed that
the lights were out, and the behavior was classified as Sleeping (S1). Behaviors that were not directly
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related to energy consumption were defined as Other (O1). Table 1 lists the energy application and
energy consumption behavior codes defined through this process.














   O1
   L1
   L1
   L2
   C1
   G1, D1
2.3. Deriving EUP Types and an Energy Consumption Information Model for Each Type
2.3.1. K-Modes Clustering
Clustering is a machine learning analysis method used for various purposes, such as pattern
analysis, grouping, and classification. Among the clustering methods, K-means clustering, which was
first proposed by MacQueen [17], finds appropriate center values by clustering data that have the most
similar shapes from the centers of k items that have been randomly selected, and combines them into
a group of items that have similar characteristics. This is the most popular clustering method, it is
however limited in that it can only be applied to data consisting of numerical variables [18]. K-means
clustering is not appropriate for this study because clustering must be performed with categorical
variables consisting of behavior classification codes rather than numerical variables.
To complement the limitations of the existing K-means clustering, Huang [19] proposed K-modes
clustering. K-modes clustering is applicable to data formats consisting of categorical variables rather
than numerical variables. Categorical variables refer to data that cannot be expressed by numbers,
such as men and women. These data only provide information but cannot express quantities such
as numbers.
K-modes clustering is composed of a distance function for measuring the distance between objects,
and a cost function for optimized analysis. These functions are explained in detail below.
D is a set of objects X, which consist of nominal variables. The number of X’s is n, and D =
[X1, X2, . . . , Xn](1 ≤ i ≤ n). If object Xi has m nominal variables, Xi = [xi,1, xi,2, . . . , xi,m](1 ≤ j ≤ m).
Z is a set of k cluster centers, and Z = [Z1, Z2, . . . , Zk](1 ≤ l ≤ k). If Zl , which is the center of
cluster Cl , has m nominal variables, Zl = [zl,1, zl,2, . . . , zl,m] (1 ≤ j ≤ m).
The equation for obtaining the distance between the center of cluster Cl , Zl = [zl,1, zl,2, . . . , zl,m],
and the object Xi = [xi,1, xi,2, . . . , xi,m] through the distance function is as follows:






0, xi,j = zl,j






is a function for measuring the distance between Zl and Xi, and calculates the
distance between two objects by comparing the jth variables. The distance between each object X and
the cluster center Z is calculated through Equation (1), and the model is optimized in such a way that
the result value of Equation (2) is minimized:
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U = [ui,l ] is an n × k matrix consisting of 0 and 1. ui,l = 1 indicates that object Xi is assigned to
the closest cluster Cl . To optimize the model, the cluster center is reset, and this is repeated until the
minimum value of the cost function P(U, Z) is obtained. Then, the analysis is stopped, and the result
of the cluster analysis is derived.
This study aims to derive EUP types using K-modes clustering, which consists of the following
process. First, a dataset for 144 time slots for 5193 objects was prepared through the EUP codes defined
in Section 2.2 (Table 2). The analysis environment was built through the K-modes clustering algorithm
suggested by Huang [19] using Python 3.6.













1 S1 S1 O1 ··· G1 A1
2 G1 G1 S1 ··· L1 L1
3 A1 A1 A1 ··· S1 S1
··· ··· ··· ··· ··· ··· ···
5192 A1 O1 O1 ··· S1 S1
5193 C1 C1 L2 ··· A1 A1
Next, the analysis for each k was performed 1000 times to derive the minimum of the cost function,
and find the optimized k. The K-modes clustering analysis and the method of finding the optimized k
is as follows:
1. Select k random cluster centers.
2. Calculate the distance between each object and cluster center, and allocate each object to the
closest cluster center. Allocate every object to clusters, and move the cluster center in the direction
for which the distance between each object and cluster center becomes minimized.
3. Compare the center of the moved cluster with the previous center. If the result is different, return
to Step 2 and repeat. The analysis is stopped if the same result value, when compared with the
previous center, is generated.
Finally, to select the optimized k, k is found by drawing an elbow curve using the errors of the model
for each k (Figure 3). In this study, k = 7 was found to be the most optimized model through visualization
of the analysis results 6, 7, and 8, which had small variations in the error reduction in the elbow curve.
Figure 3. Elbow curve for error values of the model for each k.
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2.3.2. EnergyPlus
EnergyPlus is a dynamic energy simulation based on the strengths of Building Loads Analysis and
System Thermodynamics (BLAST) and DOE-2 in the U.S. in 1996 [20]. EnergyPlus can implement more
concrete building materials and facility systems, and makes it easier to control facility systems than do
other energy simulations [21]. Furthermore, EnergyPlus can consider the behaviors of occupants in the
simulation. It is widely used in energy research that considers the behaviors of occupants. The use of
applications, cooling and heating, and natural ventilation can be controlled in 1-min units according to
the behavior of occupants, resulting in a simulation environment that is more similar to real-world
situations. Therefore, in this study, 5193 energy consumption amounts were derived based on the
occupant behavior through EnergyPlus.
The target building of this study is located in a residential area, and the inside of the building has
a floor plan that is typical in South Korea. Hence, it can be regarded as a representative residence type
for single-person households in South Korea (Figure 4). Happy houses are for households consisting
of one or two persons, such as college students, newlyweds, and career starters. The construction of
happy houses started in 2014, and the goal was to build 150,000 happy houses by 2017 [22]. For this
study, we obtained the design drawings and energy savings plan for the “S Happy House” from the
Korea Land and Housing Corporation (LH), which we used as the basic data for accurate energy
simulation. S Happy House was a 41 m2 unit on the fourth floor of a building in Seoul and was certified
as Class 3 in the energy efficiency rating system, and can be used as a reference for energy consumption
in future research. The fourth floor, which is the middle floor of the residential floors, was selected
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(b) (c) 
Figure 4. The “S Happy House” located in Seoul, which is the energy simulation target area:
(a) The target site located in a residential area; (b) a bird’s-eye view of the S Happy House; (c) a floor
plan for the 41 m2 module.
The main inputs and settings for the EnergyPlus simulation are listed in Table 3. The five main
input items of EnergyPlus are the environment, building information, cooling and heating systems,
applications, and occupant schedules.
1. The input data for “Environment” included the location, which was based on the latitude and
longitude of the target site, Greenwich Mean Time, surrounding city environment, and weather
data. This was the external environment information that affected the building energy.
For weather data, which was not provided by EnergyPlus, the “Korea standard weather data”
from Seoul were used [24].
2. “Building Information” included a 3D model, material, and the composition of the simulation
object. To build a simulation environment that was similar to the actual environment, we received
the energy savings plan and drawings of the S Happy House from LH.
3. For the “Cooling and Heating System”, a wall-mounted air conditioner and floor heating system
were applied [25]. The cooling and heating temperatures for a comfortable indoor environment
were set as 20 ◦C and 26 ◦C, respectively, by referring to the Certification Standard for Building
Energy Efficiency Rating and Zero Energy Building [26]. Water was delivered from an external
source, but hot water was heated through an individual boiler.
4. “Applications” include electric lights, refrigerator, TV, computer, washing machine, and gas
range. For the power standards of these applications, the “Survey Of Household Appliance
Penetration And Household Power Consumption” was referenced [16].
5. “Occupant Schedules” corresponds to every schedule used for simulations based on the
occupant’s behaviors. In this study, 5193 data points obtained through the KTUS were used.
The physical elements such as the S Happy House and surrounding environment were constructed
using SketchUp 2017, through the drawings received from LH. Furthermore, the framework of the
cooling and heating systems structure was constructed by converting the three dimensional (3D) model
with OpenStudio2.5.1. The Korean standard weather data for Seoul were converted to an epw file
for weather data to input into EnergyPlus. Based on the EUPs derived in Section 2.2, 5193 occupant
schedules were created.
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As shown in Figure 5, 5193 IDF files is the extension name for the EnergyPlus were created
through the collected information, from which 5193 energy consumption data points were finally
obtained through the EnergyPlus simulation.
Table 3. Energy simulation settings through EnergyPlus.






Time zone: GMT + 9
Elements1.0.6
Weather Standard weather data in Seoul
Building Information




Material Glass, Concrete, EPS, etc.
Construction
External · Internal wall
External · Internal window
Floor, Roof, Door etc.
Cooling and Heating
Systems
Ductless air-conditioning Set point: 26 ◦C
OpenStudio2.5.1
IDF EditorLow temperature radiant
system Set point: 20
◦C
Applications
Lighting 25 W * 4 ea
IDF Editor
Refrigerator 40.6 W * 1 ea
TV 130.6 W * 1 ea
Computer 255.9 W * 1 ea
Washing machine 242.8 W * 1 ea
Gas range 2100 W * 1 ea
Hot water 3 ea
Occupant Schedule Activity level 5193 schedules based on EUP
data (time step: 10 min)
Excel 2013
IDF EditorApplications Operation
Figure 5. Process of deriving the 5193 energy consumption data points based on occupants’ behaviors
using EnergyPlus.
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2.3.3. Gaussian Process Regression
Gaussian process regression (GPR) [27] is a black box model that can flexibly cope with nonlinear
data using a Bayesian approach. It is appropriate for highly uncertain energy research because it can
perform probabilistic prediction (Figure 6) [28]. Research is being conducted to build energy-related
models using GPR [29–32]. In this study, an energy consumption information model was provided
through GPR using the daily energy consumption data for 365 days according to each EUP type.
Figure 6. Two different Gaussian process models: A general predictive model and probabilistic
predictive model. Source Reference [28].
GPR is a linear regression model estimated from n training data {(xi, yi); i = 1, 2, . . . n}, as shown
in Equation (3). When the mean is zero and the variance is σ2, ε is Gaussian noise, as shown in
Equation (4). β is a coefficient estimated from the data, and xT is expressed as an input vector:






When a training dataset is given, the post distribution of β can be estimated through the Bayesian
approach, which consists of a pre-distribution and a likelihood functions. The equation of the GPR
model is composed of a mean function shown in Equation (5), and a covariance function shown in
Equation (6). Because the mean function has a value of zero, it can be expressed as Equation (7):





= E[{ f (x)− m(x)}{( f (x′)− m(x′)}], (6)
f (x) ∼ GP(0, k(x, x′)). (7)
Therefore, f (x) has a zero mean and follows the covariance function k(x, x′). The covariance
function can be defined as various kernel functions, such as squared exponential, exponential, matern,
rational quadratic, and automatic relevance determination. The most universal function is the
squared exponential kernel (SE) function [33], which is widely used in building energy prediction
research [28,34–37]. In this study, the SE method was adopted, and the kernel function is expressed
as Equation (8). k(x, x′) is parameterized by the kernel parameter or hyper parameter θ, and k(x, x′)
is dependent on the θ value. Therefore, it can be expressed as k(x, x′|θ) . Here, σf denotes the signal
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For the GPR tool, the statistics and machine learning toolbox of MATLAB R2018b were used.
For the algorithm, Williams et al. [33] was referenced. For a detailed explanation of the equation,
the MATLAB User’s Guide [38] can be referenced. To predict the energy consumption by EUP type for
365 days in this study, three energy consumption information models were created for total energy,
cooling, and heating for each type, with x as the date and y as the daily energy consumption data.
2.4. Methodology for Predicting EUP Types Used by the SVM
SVM is a model that can solve the classification and regression problems through supervised
learning. The SVM model can effectively respond to various problems because it can be applied to
linear and nonlinear problems [39]. The idea behind SVM is to create lines or hyperplanes that classify
data into classes [40]. Therefore, it creates lines or hyperplanes that can distinguish different outputs
(i.e., classes) by entering input x and output y data. SVM models include linear, quadratic, cubic,
fine Gaussian, medium Gaussian, and coarse Gaussian SVMs, depending on the kernel function for
implementing the lines or hyperplanes that distinguish classes (Table 4). In this study, six SVM models
were trained through the Classification Learner App of MATLAB R2018b, and the most appropriate
SVM model was selected [38].
Table 4. Six SVM models put through the Classification Learner App of MATLAB R2018b.
SVM Type Model No. Kernel Function Kernel Scale Mode Multiclass Method
Linear SVM 1.1 Linear kernel Auto *
One-vs-One **
Quadratic SVM 1.2 Quadratic kernel Auto *
Cubic SVM 1.3 Cubic kernel Auto *
Fine Gaussian SVM 1.4 Gaussian kernel 3.1
Medium Gaussian SVM 1.5 Gaussian kernel 12
Coarse Gaussian SVM 1.6 Gaussian kernel 49
* When you set the Kernel scale mode to Auto, the software uses a heuristic procedure to select the scale value;
** only for data with three or more classes. This method reduces the multiclass classification problem to a set of
binary classification subproblems, with one SVM learner for each subproblem. One-vs-One trains one learner for
each pair of classes.
To train the SVM model, input data x and output data y are required. The x data provide
information for predicting y, and consist of the factors affecting y. The y data are the results obtained
from x, and y is the answer that we want to eventually obtain through the predictive model. In this
study, x consisted of five occupant features and 144 EUP data points. Furthermore, the EUP types
defined by K-modes clustering in Section 2.3.1 correspond to y.
Table 5. Dataset format for building a predictive model for EUP types through SVM.
Household
No.
Occupant Features EUP Data
Type
Age Gender Income Working Care Needs Time1 ··· Time144
x1 x2 x3 x4 x5 x6 ··· x149 y
1 42 woman 3 yes no S1 ··· A1 6
2 67 woman 1 no no G1 ··· L1 7
3 70 man 1 no yes A1 ··· S1 2
··· ··· ··· ··· ··· ··· ··· ··· ··· ···
5192 34 man 2 yes no A1 ··· S1 3
5193 25 man 1 yes no C1 ··· A1 4
Occupant behavior varies by occupant features such as age, gender, income, working status,
and care needs, which can lead to differences in EUP. Many studies have been conducted on occupant
behavior and energy consumption according to occupant features [41–43]. In this study, a predictive
model for the SVM EUP type was constructed using occupant features and EUP, and the dataset for
this is shown in Table 5.
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3. Results and Discussion
As a result of the research, Section 3 has the following contents. Seven EUP types of single-person
households have been derived in South Korea. In addition, we analyzed the differences in household
characteristics and energy consumption of each type and constructed an energy information model
through Gaussian process regression. Finally, we developed an EUP type predictive model with 95%
accuracy through SVM.
Deriving the EUP Types and Analysis of Occupant Features through K-Modes Clustering
As a result of K-modes clustering with 5193 EUP data points using the method outlined in
Section 2.3.1, seven EUP types of single-person household occupants were derived. The household
characteristics of seven EUP types based on the analysis results can be seen in Figure 7, which visualizes
the energy consumption behavior probability of occupants by time slot for the seven EUP types, and in
Table 6, which outlines the five household characteristics used in the SVM.
Figure 7. Energy consumption behavior probability by time slot for the seven EUP types derived
through K-modes clustering.
• Type 1 was a cluster that mainly consists of people aged 65 or older (51.7%) with low incomes.
They were mainly involved in outside activities between 04:30 and 09:00, and in indoor activities
in the residence at other times.
• Type 2 had the highest ratios of household members who are 65 or older (66.0%), female (68.8%),
had monthly incomes less than 1 million won (75.8%), and had care needs (65.78%). They had
almost no outside activities or hobbies. Their main space of activity was their residence.
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• Type 3 had the highest ratio of economic activities (81.4%), and their daily work started in the
afternoon, after 13:00. After their economic activities were finished in the late evening, they
mainly slept in their residence between 04:00 and 13:00. Besides sleeping, their activities related
to energy consumption were few, and their living patterns were irregular.
• Type 4 spent a similar amount of time in the residence as Type 1. Their genders, monthly incomes,
and jobs were similar, but their age was different. The time slot for the main outside activities of
Type 4 was 18:00 to 22:30. They spent a high percentage of time in hobby activities in their residence.
• Type 5 had a sleeping time period similar to that of Type 3, but after sleeping they mainly spent
time in their residence enjoying hobbies. They went out in the evening between 22:00 and 08:00.
• Type 6 had a high percentage of youth who were active in economic and outside activities, with
the lowest ratio of people aged 65 or older (9.0%). Furthermore, they spent the shortest amount of
time in their residences. The main activity in the residence was personal hygiene, and they had
the least amount of time spent on other activities.
• Type 7 comprised 2074 out of the 5193 data points. This seemed to be the living pattern type
of general office workers. However, based on the percentage of those 65 years or older (45.4%)
and without work (51.2%), this type also included people who spent their personal time mainly
outside their residence, besides office workers.





































































































































































































































a. Comparison of Energy Consumption by EUP Type According to the Energy Simulation Results
A total of 5193 energy simulations were performed based on occupants through EnergyPlus.
To compare the energy consumption among the seven EUP types, the data were expressed as boxplots,
as shown in Figure 8. The analysis was performed for five categories: Electric light, applications,
cooling, heating, and total energy consumption for one year. Furthermore, to facilitate the comparison
of energy consumption, a ranking list was prepared for each item, as shown in Table 7.
Figure 8. Comparison of the total annual energy consumption for lighting, applications, cooling,
heating, and the overall total for each EUP type.
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As shown in Table 7, the annual total energy consumption was the highest for Type 2, followed by
Type 1, Type 7, Type 4, Type 5, Type 6, and Type 3, respectively. Type 1 and Type 2 ranked highest for
all five items. They seem to be largely affected by the occupancy time, need for a comfortable indoor
environment, and personal life. For Type 2, the percentage of households that had care needs was
65.78%, and, since they had a high percentage of people staying at home, they had the highest energy
consumption. Furthermore, Type 2 had the highest energy consumption, which was twice as high
as that of Type 3, which had the lowest energy consumption in the same conditions (except for daily
living pattern).
Table 7. Energy consumption ranking by type.
Type 1 Type 2 Type 3 Type 4 Type 5 Type 6 Type 7
Lighting 2 1 6 3 5 7 4
Equipment 2 1 7 4 5 6 3
Cooling 2 1 6 3 4 7 5
Heating 2 1 7 4 5 6 3
Total 2 1 7 4 5 6 3
Type 4, which had a similar occupancy time as Type 1, showed lower energy consumption in
every item. The largest differences in household characteristics between the two types were age
and occupancy time slot. Type 4, which had a high percentage of youth, mainly saw occupants
spending time for sleeping, leisure, and personal management. Type 1, which had a high percentage
of elders, had large energy consumption amounts for residential environment maintenance, such
as food preparation and dishwashing. Even though their occupancy times were similar, the energy
consumption patterns of the two types were different due to the differences in household characteristics
and living patterns.
Furthermore, there were some cases in which the occupancy time was long, but the energy
consumption was low. Type 4 had a longer occupancy time than did Type 7, but Type 7 had greater
energy consumption in applications and heating. Type 7, which had similar household characteristics
as Type 1, had high energy consumption for applications because their living pattern focused on
maintaining their residential environment. In the case of heating energy, unlike Type 7, Type 4
household members stayed at home during the day when the outside temperature was higher in
the winter, and because their time outside was short, they consumed less energy in returning the
indoor temperature to a proper, comfortable temperature. However, in the summer, Type 4 members
consumed higher cooling energy than did Type 7 due to the high outdoor temperatures during the
day. It appears that Type 7 reduced energy consumption due to cooling energy by maintaining the
indoor temperature at 26 ◦C or lower through natural ventilation during the evening. This was clearly
seen through a comparison of Type 5 and Type 6, which had opposite time slots for staying at home,
although their occupancy times were similar.
According to Fong et al. [44], age and sex influence energy consumption, and the higher the
percentages of elders and women, the higher the energy consumption was. The results of this study
also suggest that age and sex have a large effect on energy consumption. Out of the seven types, Type 1,
Type 2, and Type 7 had the highest percentages of people 65 years or older, and they correspond
to 1st, 2nd, and 3rd for their annual total energy consumption, and all three types had the highest
percentages of women. Next, Type 4 and Type 5, which ranked 4th and 5th, respectively, also had a
higher percentage of women than men. Type 6 and Type 3, which ranked 6th and 7th, respectively,
had a higher percentage of men. Therefore, these results suggest that age and sex can cause differences
in lifestyles and energy consumption.
Income and work had an effect on occupancy time, and caused differences in energy consumption.
Type 3, Type 5, and Type 6 had jobs, and the higher the income, the lower the energy consumption was.
For Type 3 and Type 5, the percentage of people with jobs was 81.4% and 93.9%, respectively. According
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to a previous study on energy consumption based on income for Koreans, the higher the economic
level, the lower the constraints for energy consumption and the higher the energy consumption to
maintain the environment of residence [45,46]. However, in this study, the higher the income, the lower
the energy consumption was. This result seems to be because of the nature of single-person households;
the more actively they are involved in economic activities, the higher their income, and the lower their
occupancy time in the residence are.
b. Energy Consumption Information Model for Total Energy, Cooling, and Heating for Each Type Through
Gaussian Process Regression
To provide energy consumption data for each EUP type, GPR was performed, as described
in Section 2.3.3, and the information model for total energy, cooling, and heating was created.
The information model is composed of three elements. The total model (Figure S1) can identify
the overall energy consumption pattern. The cooling (Figure S2) and heating (Figure S3) models are
most heavily influenced by the climate. To examine the energy consumption by period, the three
information models are presented in the Appendix A [47].
In the figures in the Appendix A, the blue dots indicate the actual data, and the red dots comprise
the boundary representing a 99% confidence interval. A larger space between the top and bottom
lines means greater diversity in energy consumption. The black solid line is the mean value where the
largest amount of data is located. The top and bottom 99% prediction interval lines are drawn above
and below this line.
c. Predictive Model of EUP Types Through Occupant Features and EUPs
The predictive model was evaluated through six SVMs, according to the kernel function types and
options presented in Section 2.4. Each model was trained using 80% of the total data as the training
data, and the model was evaluated with 20% data. As a result, the prediction rate of each model was
as shown in Table 8. Thus, Model 1.2 was most appropriate for predicting the EUP type.










Linear SVM 1.1 ~1900 7.6457 94.0%
Quadratic SVM 1.2 ~1300 8.1307 95.0%
Cubic SVM 1.3 ~1400 8.4946 94.5%
Fine Gaussian SVM 1.4 ~170 57.533 51.6%
Medium Gaussian SVM 1.5 ~1300 9.383 93.8%
Coarse Gaussian SVM 1.6 ~1000 12.078 91.0%
To examine the prediction performance of Model 1.2 in detail, a confusion matrix was drawn,
as shown in Figure 9. The probabilities that the EUP-type prediction model would accurately predict
the type were generally high: 42%, 93%, 96%, 90%, 75%, 98%, and 97%, respectively, according to
type. However, when we examined Type 1 and Type 5, which showed relatively low prediction rates,
it seemed that they were not sufficiently trained because they had a smaller number of data points
compared to other types. This issue could be improved if we were to acquire more data in the future.
Therefore, the EUP-type prediction model with a prediction rate of 95.0% was implemented through
SVM. The results of this study showed applicability of EUP prediction in other countries and regions.
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Figure 9. Confusion matrix for verifying the performance of the EUP-type prediction model.
4. Conclusions
The residential sector accounts for 3/4 of the total building energy consumption. Research and
development of technologies to reduce energy consumption in residences is being actively conducted.
However, the improvement of physical elements in buildings has limitations for energy reduction
purposes. The paradigm is shifting towards considering the behaviors of occupants, as a means
of overcoming these limitations and to create sustainable energy savings in the residential sector.
Although studies considering the behaviors of occupants have been conducted, there have been
difficulties due to limitations in data collection and privacy issues. Furthermore, it is difficult to
analyze the behaviors of occupants because of their inherent complexity. This study attempted to
overcome this limitation through data mining.
This study prepared large datasets for analysis based on the KTUS, which provides behavior data
of actual residential occupants. Furthermore, EUP types were derived through K-modes clustering,
and the household characteristics and energy consumption of each type were analyzed. As a result of
K-modes clustering, seven EUP types were derived. Comparisons of the five household characteristics
and energy consumption among the types revealed that people aged 65 or older and females had
higher amounts of energy consumption than other groups. Unlike the results of previous studies,
we found that the higher the economic level of a resident, the lower the energy consumption was,
because of their occupancy time and occupancy time slots. This can be considered a characteristic of
single-person households. The energy consumption showed a two-fold difference depending on the
EUP type. Finally, an EUP-type prediction model with a prediction rate of 95.0% was implemented by
training an SVM, and an energy consumption information model provided through GPR.
The processes of deriving the EUP types based on actual behavior data, energy simulation,
and implementation of the EUP-type prediction model and the energy consumption information
model, can be used as basic research data in future studies based on the behaviors of occupants,
and they can be applied to other regions. In addition, EnergyPlus, Openstudio, and Python used in
this study are open-source software and can increase the usefulness of this study in the future.
The limitation of this study is that the energy consumption data were created through energy
simulations. If this limitation can be overcome, the outputs of the obtained research, through the
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process used in this study, can help prepare the framework for a building occupant energy management
system in the coming era of smart buildings, which will lead to energy savings in the residential sector.
There is also a limitation that the subject of this study is limited to single-person households. Recently,
however, technology development and research on smart cities and buildings, enabling data collection,
is in progress and a smart monitoring system for occupants will be available. Once the monitoring
system is established, energy management will be possible considering the energy consumption
patterns of occupants. The limitations could be overcome if later studies were conducted from data
collection of Internet of Things (IoT) devices in multi-person households.
Supplementary Materials: The following are available online at http://www.mdpi.com/2071-1050/11/1/245/s1,
Figure S1. Energy Consumption Information Model for total energy consumption over 365 days. Figure S2.
Energy Consumption Information Model for cooling for 365 days. Figure S3. Energy Consumption Information
Model for heating for 365 days.
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Appendix A
 
Figure A1. Energy Consumption Information Model for total energy consumption over 365 days.
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Figure A2. Energy Consumption Information Model for cooling for 365 days.
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Figure A3. Energy Consumption Information Model for heating for 365 days.
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Abstract: Smart metering is advancing rapidly and consumption feedback from smart meters is
expected to help residents to reduce their energy and water consumption. In recent years, more
critical views have been expressed based on theories of social practice, arguing that smart meter
feedback ignores the role of various mundane practices where energy and water are consumed and
instead targets individuals as active decision-makers. We present a review of qualitative studies
on smart meter feedback and results of a survey to European smart metering projects. We argue
that theories of social practice can be used to reframe the challenges and potentials of smart meter
feedback that have been identified in the literature and our survey. This presents challenges of
smart meter feedback as resulting from normalised resource intensive practices rather than from
uninterested and comfort-loving individuals. Potentials of improving the effectiveness of smart meter
feedback relate to supporting communities and peer-learning and combining smart meter feedback
with micro-generation of renewable energy. This has implications for how domestic energy and water
consumption is targeted by policy.
Keywords: smart metering; feedback; households; energy and water consumption; theories of
social practice
1. Introduction
Energy consumption is a key contributor to climate change, and a continuously increasing level
of energy consumption is unsustainable with the current energy mix that is heavily based on fossil
fuels [1]. Water consumption in many parts of the world has already exceeded sustainability limits,
leading to declining groundwater levels and river flows in densely populated areas [2]. While water
scarcity itself is a problem, household water usage is also closely linked to energy consumption due to
water heating.
Demand management is increasingly seen as a way to decrease both overall consumption of
resources such as energy and water and to deal with peak loads that are particularly problematic
for system management. Demand management can involve different types of energy users but in
this paper, we focus exclusively on households. Smart metering has been identified as an important
element of demand side management and the development of smart grids [3,4] that would lead to a
transition towards low carbon energy systems.
Smart metering can be linked to the concept of energy transition. There is no standard definition
of energy transition, but it usually refers to a change in an energy system, involving for example,
changes of fuel sources, technologies and a whole set of actors including suppliers, distributors and end
users [5,6] or structural changes in the way energy services are delivered [6]. In this paper we use the
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term energy transition to refer to a systemic change from (the current), fossil-fuel based energy system
where residents are mere consumers of energy, towards a system based on intermittent renewable
energy sources and also involving power generation in smaller units, including the household and
community level. The role of residents is expected to change in future smart energy systems and
concepts of ‘energy citizen’ or ‘citizen-consumer’ and ‘co-provider’ have been used to describe
residents who are actively engaged in the management of energy [7,8]. There are already examples
of communities of front-runners in which learning from peers has contributed to increasing energy
efficiency [9–11]. In a more critical context, the concept of ‘Resource Man’ has been introduced [12],
referring to the ideal energy consumer that smart metering projects are targeted to.
The objectives of smart electricity metering range from peak load management and reducing total
demand to fraud detection and accurate billing [13] (p. 447). In the case of water metering, improved
leak detection is also an important factor motivating smart meter roll-outs, in addition to the aim of
decreasing the overall consumption of water e.g., [14]. There is variation in what residents see of the
meters, from no direct information to in-home displays, websites or mobile applications visualising
consumption in real-time [15].
Large smart metering roll-out programs are under way or being planned throughout the
developed countries. It is expected that by 2020 nearly 72% of European consumers will have a
smart meter for electricity and 40% for gas [16]. The Energy Efficiency Directive of the EU also
encourages the use of in-home displays [17], and the EU’s 2015 Strategic Energy Technology Plan
emphasises the need to provide smart solutions for energy consumers to enable them to optimise their
energy consumption (and production) [18].
Despite the expectations for smart metering, empirical analyses of the effects of smart meter
feedback show mixed results. Some review studies have indicated energy or water savings within
the range of 5 to 15%, at best nearly 30% [14,19–21]. A meta-analysis looking at the effect of different
information and feedback strategies on energy consumption found an average reduction of 7.4%,
with the most effective interventions including relatively high involvement such as home audits
and individual energy consultation [22]. Some studies report modest (2–4%) reductions [23] or no
statistically significant reductions [24,25]. Studies looking at the effect of smart meter feedback have
been criticised for not being always able to differentiate between the effects of feedback, self-selection
bias of the participants and/or the Hawthorne effect (participants behaving differently because they
know they are taking part in a study). The long-term sustainability of achieved savings has also been
questioned [26–28]. As a result, a growing body of literature questioning the optimism related to
smart meter feedback has emerged [29]. This gap between expectations and actual experiences calls
for investigations of the underlying reasons for energy and water consumption. Practice theories can
help to formulate and address relevant research questions, as they place smart meters in the context of
everyday practices [12].
Both energy and water consumption are embedded in everyday practices such as cooking,
laundering, cleaning or showering [30]. Energy and water consumption are not practices in themselves
but rather a by-product, ‘just what happens while going about our daily lives’ [31]. Following
this line of thinking, a focus on practices helps to extend the scope from flows of resources to the
meaningful activities they enable. In this paper we explore the challenges and potentials related to the
interaction between residents and smart meters through the lens of social practice theories. This leads
to a discussion on what smart metering can and cannot do in contributing to energy transitions.
The questions guiding our analysis are:
• What challenges and potentials related to smart meter feedback have been identified?
• How can the identified challenges and potentials be analysed and reframed through theories of
social practice?
• Can smart meter feedback support energy transitions?
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Our conceptual approach is based on practice theories, e.g., Reference [32], implying that patterns
of energy and water consumption change when links between the elements of energy and water
consuming practices are broken or created. We review key literature on smart metering trials where
attention has been paid to the interaction between residents and smart meters, in order to explore the
challenges and potentials related to smart meter feedback.
The paper is organised as follows. In Section 2 we first introduce our conceptual approach to
smart metering, after which our data and methods are described in Section 3. In Section 4 we present
results from the reviewed literature and a survey we have conducted, identifying challenges and
potentials for effective smart metering and interpreting these based on practice theories. Section 5
reflects on the results in the light of practice theories and discusses whether smart metering could
contribute to energy transitions. Section 6 summarises key findings and gives recommendations for
the development of smart meter feedback.
2. Conceptual Approach
Smart meter feedback is assumed to make rational consumers alter their behaviour in response
to information about their consumption (and the related costs). This assumption has in recent years
been challenged by some researchers, and more critical approaches to smart metering have been
expressed. Yolande Strengers [12] (p. 2) argues that the global vision for smart energy technologies is
part of a ‘Smart Utopia’ that is underpinned by a smart ontology, in which human action and social
change are understood as being mediated by information and communication technology (ICT) and
data. In a Smart Utopia, environmental problems are solved with the help of new technology without
compromising current lifestyle. In this vision, technologies, such as smart meters, act in various
roles: They promise rational and efficient control of residents, they assign responsibility for complex
environmental problems to individuals rather than states or companies and they ‘seamlessly manage
the home environment while maintaining or enhancing current lifestyle expectations’ [12] (p. 8, 23).
This vision is based on viewing residents as highly informed and rational micro-resource managers
of energy (and water), who are interested in their own consumption and manage it with the help of
smart meter feedback. The concept of ‘Resource Man’ has been introduced to describe this type of an
ideal energy consumer that smart metering projects are targeted at. ‘Resource Man’ is described as a
‘gendered, technologically minded, information-oriented and economically rational consumer of the
Smart Utopia’ [12] (pp. 36, 54).
In contrast to the smart ontology, Strengers [12] uses the ontology of everyday practice, in which
‘human action and social change is mediated by and through participation in routinely performed
practices’. Energy and water are not valuable in themselves, but they are merely ‘ingredients’ [30] or
‘resources’ [33] that enable domestic practices, but operate in the background without the resident
paying attention to them. When smart meter feedback concentrates solely on energy or water
as commodities, measured in kWhs or litres, it ignores the role of practices in which they are
consumed [12].
These ideas belong to an increasing body of literature on theories of social practice. Practice
theories build on the works of e.g., Giddens [34] and have been developed further by e.g., Schatzki [35],
Reckwitz [36] and Shove et al. [32]. As interpretations of the practice approach vary between scholars,
the theory is often referred to in plural [32], as we also do in our paper. In practice theories, the unit of
analysis and enquiry is social practice, which has been defined as a ‘routinised type of behaviour’ [36]
(p. 249), which ‘endures between and across specific moments of enactment’ [37]. Practices consist
of three elements: Materials, competences and meanings. Materials include all tangible objects,
infrastructure and technologies, competences include skills, know-how and technique, and meanings
encompass ideas, aspirations and symbolic meanings [32]. A practice exists simultaneously as a
performance and as an entity [36] (p. 249), [32]. Practice as a performance is the observable behaviour
of individuals, such as heating or cooling spaces, cooking or showering. However, when practices are
understood as entities, it becomes clear that the observable behaviour (practice as performance) is not a
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result of individual choices but by nature social, embedded in socially shared ideas and meanings. Seen
in this way, the observable behaviour of individuals is only the ‘tip of the iceberg’ [38], underpinned
by socially shared elements of practice: Competences, materials and meanings. Examples of this
analytical distinction are described in Table 1.
Table 1. Elements of practice as an entity. Adapted from [38].
Observable Behaviour of Individuals (Practice as Performance):
e.g., Heating or Cooling Spaces, Cooking, Showering, Watching TV etc.




skills needed to perform
practices, knowing how to use
appliances, timing and ordering
of activities etc.
Constant availability of heat,
electricity and hot water, showers
installed in bathrooms, ovens in
kitchens, availability of a TV
Ideas of ’normality’, ideas of
comfort, socially accepted ways of
e.g., eating and levels of
cleanliness
Each practice-as-entity has its history and a trajectory along which it develops. A process
of co-evolution happens between technologies and infrastructures, competences and meanings
that together constitute a practice. The development paths of practices illustrate how normality
is constructed and how unsustainability can become standardised. When certain expectations of
comfort, cleanliness and convenience have become standardised, in terms of what is regarded as
‘normal’, patterns of consumption may escalate as what previously was regarded as ‘luxury’ gradually
becomes ‘normal’. These developments have led to more energy-intensive lifestyles [39]. For example,
air-conditioning has become normalised in many countries, making passive thermal design in buildings
more rare [39]. An example related to water consumption is how the frequency of washing bodies and
clothes has increased, rendering daily showering and frequent laundering normal practices and thus
increasing water consumption [40,41].
Practices are, on the one hand, relatively stable and to an extent resist change, which emphasises
their path-dependent character. On the other hand, people, when performing practices, also create
possibilities for change by experimenting, adapting and improvising. Even though there is individual
variation between performing a practice, practices are social by character and individuals participating
in them seek recognition as competent practitioners by performing practices well, according to
the shared standards and understandings of normality, which vary between social groups and
geographical contexts [42]. The importance of communities for developing low-carbon ways of living
and challenging conventions has been recognised in previous research. Communities hold potential
that individuals alone do not have [43].
Practice theoretical approaches differ from research focusing on individuals as active
decision-makers, which is often presumed in consumption feedback studies. Approaches focusing on
individuals see behaviour as a set of choices determined by identifiable factors, including attitudes
and values and have been described as the ‘ABC paradigm’, A standing for attitude, B for behaviour
and C for choice [44]. This paradigm draws on economic theories and psychology, for example on the
theory of planned behaviour [45]. In the language of the ABC, there are barriers and motivators for
individuals to change their behaviour, and the role of policy is to remove those barriers and persuade
individuals to make sustainable choices [32]. The distinction between the two approaches is illustrated
in Figure 1a,b. In Figure 1a, residents are presented as rational managers of resources. In Figure 1b,
residents are practitioners taking part in social practices, each of which consists of the interlinked
elements of competences, materials and meanings. Practices are sequenced and linked with each other
in time and space. They may also overlap in timing, location and elements. Consumption of resources
such as energy and water is an integrated part of practices but is essentially instrumental rather than
an end in itself.
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(a) 
(b) 
Figure 1. (a). Smart meter feedback according to the ABC paradigm; (b). Smart meter feedback in the
context of everyday social practices.
Despite the criticism of smart metering and rational optimisation of energy consumption,
there have also been attempts to see if and how smart metering could become a more integrated
element of different practices contributing to energy transition. It has been suggested that smart
systems, including smart metering, could be an element in potentially emerging home energy
management (HEM) practices involving energy monitoring, microgeneration, energy storage, energy
trading/sharing, timing of demand and energy conservation, which are being promoted by smart grid
development [46].
HEM-practices could support energy transitions, and three orders of sociotechnical innovation
related to energy transitions have been suggested. The orders differ in terms of the level of integration
between domestic consumption practices and HEM-practices [46]. The first order innovations do
not change the basic set-up of the household and its connection with the wider energy system,
and do not connect domestic consumption practices with HEM-practices. Examples include using
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an in-home energy display to monitor consumption or substitution of old appliances with more
energy efficient ones. In second order innovations there is a stronger connection between HEM
and domestic consumption practices, as well as the wider energy systems, e.g., timing of laundry
or vacuuming practices to fit local energy production in order to de-link consumption from carbon
intensive production and distribution practices [46]. Third order innovations present a more radical
departure from the current system, involving increasingly sharing the tasks and responsibilities for
energy production and distribution practices between households, existing service providers and
new intermediaries (ibid.). Third order innovations can also involve energy self-sufficient districts or
energy cooperatives, transferring the power from centralised to de-centralised actors. In one scenario
households belong to a personal carbon allowance trading scheme, and some domestic consumption
practices are no longer private but become shared, e.g., through shared cars and shared laundry
and cooking facilities [46] (pp. 130–133). For our study, the three orders of innovations provide a
benchmark to look at the level of integration of smart meter feedback into practices.
3. Data and Methods
We carried out a literature review and conducted a survey within a sample of European smart
metering projects in order to analyse what issues are seen as limiting the effectiveness of smart
meter feedback and what issues, on the other hand, are seen as potentials for effective smart meter
feedback, within a sample of European smart metering projects. The type of the review is integrative.
An integrative literature review has been defined as ‘a form of research that reviews, critiques and
synthesises representative literature on a topic in an integrated way such that new frameworks and
perspectives on the topic are generated’ [47]. Articles for the literature review were searched in the
Web of Science in January 2017, where we restricted the analysis to papers published in the last 10 years
(between 2007 and 2017). The search was repeated in September 2018 to cover articles published in 2017
and 2018. Several combinations of keywords were tested, and a search was done with the following
set of keywords: TS = (Domestic OR household* OR residen* OR consumer*) AND TS = (electric*
OR energ* OR heat* OR water) AND TS = (meter* OR feedback OR smart) AND TS = (behav* OR
awareness) AND TS = (conserva* OR sav* OR reduc*).
We focused on studies where the main aim has been to affect overall consumption and in some
cases also load shifting by providing consumption feedback information in the form of a smart meter
display or similar medium. Our focus is on the challenges and potential of smart meter feedback to
affect overall energy and water consumption. Thus, we have excluded papers from our review where
the focus has been only on load shifting. Most of the available research addresses smart electricity
metering, while smart water, heat or gas metering have been studied less. Therefore, most of the articles
we have reviewed concentrate on smart electricity metering. However, several domestic practices use
both energy and water simultaneously (e.g., laundering, dishwashing, showering). The background
assumption of smart meter feedback (i.e., provision of consumption data to residents makes them
reduce their consumption) is the same, regardless of whether the resource is electricity, water, gas
or heat.
In order to better understand the potentials and challenges of smart metering feedback in relation
to practices, we have limited our analysis to studies that have qualitatively addressed the interaction
between residents and smart meter feedback. Thus, studies that have concentrated on quantitatively
measuring the achieved savings, customer satisfaction of smart meter trials or comparing different
features of in-home displays and the residents’ preferences regarding the display features but not
addressing the residents’ experiences in more detail have been excluded, along with studies looking
at smart metering from the point of view of utility companies, for example its economic profitability.
Another requirement was that the trials should enable residents to monitor their consumption and
access their consumption data via an in-home display, mobile application or a website. The final sample
included 20 articles, which are listed and briefly described in Appendix A. These articles form our
core material. In addition, we use a larger body of literature on smart metering and energy and water
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feedback to support our analysis. The reported trial settings vary according to their size, duration,
whether the participants volunteered or not, or whether other interventions e.g., energy efficiency
measures were introduced at the same time. In some studies, changes in consumption were measured
or a quantitative survey accompanied the qualitative analysis, but our focus is on the qualitative data,
most of which consists of interviews. Only articles containing new empirical material were included in
our sample, thus excluding review articles. The analysis is qualitative. We have read through the final
sample of articles, collected and grouped all the identified challenges and potentials and organised
them under the three elements of practice theories (materials, competences and meanings).
In addition to the literature review, we use data from an online survey. The survey questions were
formulated based on an analysis of documents describing metering initiatives in various European
countries. Information about these metering projects was collected on the ICLEI (International Council
for Local Environmental Initiatives) website in the form of documents and descriptions on metering
projects’ websites, as well as with a snowball method from these websites and documents and through
the researchers’ contacts. The survey was sent in December 2016 to 39 organisations that have
implemented energy and/or water metering trials in Europe. Of these, 11 responded. The responses
covered 15 smart metering projects in 10 European countries. The aim of the survey was to gather
information on the barriers and enablers of European metering projects and the role of residents
in them. The survey contained multiple choice and open-ended questions related to these themes.
The results of the survey are used to complement the results of the literature review.
From the literature we have identified challenges and on the other hand, potentials of smart
metering in the spheres of competences and skills, materials and infrastructures, and socially shared
meanings. We have applied practice theories to reframe these three spheres to assess the possibilities
to tackle the challenges and harness the potentials.
4. Results
In this section we present our findings on the challenges and potentials identified in the analysed
articles and the survey. We summarise our findings as described in the literature and in parallel
interpret them in the light of the theories of practice presented in Section 2.
Through the interpretation we shift perspective from the meters, management and data to
challenges and potentials in the light of the everyday practices that people already carry out in order
to complete meaningful tasks. We link the observations from the survey with those reported in the
reviewed literature to identify supporting or conflicting findings.
4.1. Challenges Related to Smart Meter Feedback
In Tables 2–4, we summarise the challenges of smart metering as identified in the literature
and interpret the observations from a practice theories perspective. The challenges are grouped into
the three categories of practice elements: Competences and skills, materials and infrastructures and
socially shared meanings.
4.1.1. Challenges Related to Competences and Skills
First, we look at what in the practice terminology is referred to as competences and skills (Table 2).
In the literature, insufficient knowledge and inactivity of residents is often referred to as hindering
energy or water saving.
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Table 2. Challenges of smart meter feedback related to competences and skills as identified in the
literature and as interpreted through theories of social practice.
Challenges of Smart Metering Feedback Related to Competences and Skills
Identified in the literature Interpreted through theories of practice
Residents’ knowledge on energy or water
consumption is insufficient. Smart meter feedback is
perceived as too complicated and abstract by
residents in general [27,48–53], and by the elderly
population in particular [48]. Residents are not
interested in monitoring their
consumption [27,48–51].
Competence and skills that save energy or water are
currently not integral to the practices where energy and
water are used. Understanding energy or water use at
an abstract level is not relevant for the performance of
domestic practices.
After an initial interest in the new ‘gadget’ and
playing with it, smart meters tend to get
‘backgrounded’ and forgotten [31,51,54–57].
Smart meters do not manage to successfully connect to
existing practices where energy and water are used and
remain isolated from them. They do not support or
strengthen competences that would use less energy or
water. Thus, they are rarely able to change the practices.
Residents do not know how to further save energy or
water. Smart meters do not provide any assistance
with how to actually organise daily activities in a way
that would save energy and water. [47,50,51]
From a practice perspective, the observation on the lack
of assistance to organise daily activities is valuable.
Competences related to energy or water saving cannot
be built simply by providing consumption feedback.
Lack of knowledge and interest among residents was also seen as a challenge to the effectiveness
of smart meter feedback by nearly all the respondents of our survey, and residents were characterised
as apathetic and uninterested. Within this kind of problem-framing (residents are not interested,
they quickly lose interest) attempts to improve the effectiveness of the intervention are typically
reduced to making the feedback more salient and diverse by adding more features to it in order to
prevent the residents from losing their interest, e.g., [56]. This is in line with Figure 1a, a simple
feedback loop where information directly affects the way resources are used. From a point of view of
practice theories, the impact of information provision efforts on the way energy and water are used
can be questioned. The challenge identified in the literature is that residents do not (know how to)
use the meter and data in their daily lives. Practice framing would turn the problem around: People
already have knowledge and skills to go on with their everyday activities but lack knowledge and
skills to embed and translate feedback from the meters to transform the way they perform practices.
The elderly has been recognised as a group that faces special challenges in engaging with smart meter
feedback [48].
4.1.2. Challenges Related to Materials and Infrastructures
Access to unlimited volume of energy and (hot) water, and appliances to assist in housekeeping
and cleanliness form an important material element of daily energy and water consuming practices.
The material elements have evolved over time, at the same time shaping domestic practices and
changing our perceptions about standards of cleanliness and comfort. Smart meter feedback always
takes place in a material context, which may sustain energy and water intensive practices and thus
pose a challenge for the effectiveness of smart meter feedback (Table 3).
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Table 3. Challenges of smart meter feedback related to materials and infrastructures as identified in
the literature and as interpreted through theories of social practice.
Challenges of Smart Meter Feedback Related to Materials and Infrastructures
Identified in the literature Interpreted through theories of practice
Technical problems related to the installation and
functioning of smart meters, e.g., reception issues or
sensor faults [27,52,56,58,59].
These observations do not relate to any material
elements of existing practices but rather highlight
the material essence of the meter itself. Technical
problems are associated with reliability and can
form an obstacle for smart meters to become a
material element of practices as intended.
Housing developers, local authorities and manufacturers of
appliances create hindrances to making use of smart meter
feedback and thus energy saving, for example by making the
installation of heat pumps or micro-generation of renewable
energy difficult or not being proactive about energy efficiency
in the design of new buildings and appliances [55,60].
The material elements underlying current energy
and water consuming practices are often complex
and expensive and therefore slowly replaced.
Although energy efficiency has become a selling
point, the material elements do not address the
rebound effect related to increased use.
The results of our survey are to a large extent in line with the results of the literature review
regarding material elements. However, various technical problems were represented in our survey as
the most important factor limiting the effectiveness of smart metering, while in the reviewed literature
technical issues were rather rarely mentioned. This underlines that a functioning technology is crucial
for smart metering [61], which in itself is not surprising, but may obscure the important interactions
between technologies and practice. Although a functioning technology is a prerequisite for the smart
system to be integrated into practices, technically viable solutions do not guarantee that the technology
will become part of relevant practices. The metering projects aimed at providing material elements
for consumers with an objective to encourage them to come up with practices to manage resource
consumption. However, what seems to be missing is a link between the new material component
and other elements of existing practices. Our findings from the review and the survey support the
notion that the elements of practices and links between them need to change in a consistent way in
order to increase the likelihood of achieving the final goal: more sustainable patterns of resources use
(Figure 1b).
Other, nearly as important limiting factors recognised in the survey were the residents’ low
interest in their energy and water consumption and habits and culture regarding energy and water
consumption. From a practice perspective, it is interesting that one respondent highlighted how
customers were only interested in data when it was related to specific events. A practice interpretation
of the low interest emphasises the instrumental and invisible role of the flows of energy and water in
conducting meaningful practices.
A third finding from our survey regarding the materiality of the smart meter is that in the trials
that responded to it, the most common means to access the information was via a website. This is
rather disconnected from the actual practices that consume water and energy. Based on the objectives
of the projects and the focus on metering, many projects aimed at introducing new practices of
managing energy, but these did not often realise as intended. The survey responses indicate that
parallel measures to support users and provide financial incentives would be needed to support the
residents’ engagement with consumption data more actively. Our interpretation is that if the objective
is to introduce new practices of managing energy in households, the practice approach would be
useful in mapping the elements of practice that need to be reconfigured instead of simply focusing on
introducing a specific technology (Figure 1b).
4.1.3. Challenges Related to Socially Shared Meanings
The third category of challenges is related to socially shared meanings (Table 4). The literature
highlights numerous observations related to the taken-for-granted levels of comfort that are difficult
to challenge.
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Table 4. Challenges of smart meter feedback related to socially shared meanings as identified in the
literature and as interpreted through theories of social practice.
Challenges of Smart Meter Feedback Related to Socially Shared Meanings
Identified in the Literature Interpreted through Theories of Practice
Residents are not willing to compromise certain
living standards and to reduce their consumption.
Certain appliances and perceived levels of comfort
are not negotiable and residents receiving smart
meter feedback become defensive about
them [27,51,55,56,58,60,62,63].
Meanings of comfort and normality are integral to
many practices where energy and water are
consumed. Rather than focusing on individuals and
their feelings, practice theories try to understand the
trajectory of socially shared meanings related to those
mundane domestic practices where energy and water
are consumed. By examining how these meanings
have developed over time, how they are currently
sustained and how they are changing, insights can be
gained that help to identify paths to more
sustainable practices.
Smart meter feedback only appeals to a small group
of ‘monitor enthusiasts’ who are already interested in
following their energy consumption, leaving the large
audience unaffected [27,56,58].
These ‘monitor enthusiasts’ can be seen as the early
adopters of a practice of energy monitoring. Whether
this practice manages to recruit larger groups of
practitioners depends on the broader context where
domestic energy and water consuming practices
take place.
Unequal participation of household members. Smart
metering projects have often appealed to the
technically minded, typically male members of
households, leaving other family members more
passive [27,31,52–55,57,60,63–65].
Patterns of inequality and power are present in
practices, as well as shared conventions, roles and
responsibilities related to e.g., gender and age within
households. These are reflected in the way smart
meter feedback is received and used in households.
Smart meter feedback can serve as a ‘normaliser’ of
consumption, as residents receiving smart meter
feedback quickly develop a sense of their usual level
of consumption. Smart meter feedback helps to
identify abnormal, excess use and ‘waste’, at the same
time legitimising certain basic level of consumption
[27,52,57,59,60,64].
Residents see themselves as energy or water efficient
and do not see how they could further save energy or
water [27,31,50,52–54,58,59].
Meanings of normality are important in
understanding how certain practices become
established as part of everyday life. Smart meter
feedback is not capable of challenging meanings of
normality. Rather, it may serve to confirm what is
already regarded as normal.
Purposeful ‘wasting’ of energy and water is not part
of practices, but the ‘normality’ of practices hides
resource intensive ways of living that residents do
not easily question.
Residents refer to the importance of health and
well-being, especially of children or the elderly, and
maintaining harmony in the home. The goal of
energy saving is perceived as conflicting with these
aims [27,58,60,63].
Saving energy is not currently involved as an element
in domestic practices, while other meanings such as
care and well-being especially of children and the
elderly, belong to the energy-intensive practices of
heating and cooling.
Residents have feelings of distrust towards utilities
and smart meters and are concerned about loss of
privacy or autonomy. Smart meters blur the
boundaries between the private and the external and
are sometimes hidden from sight by residents who
feel they are too visible in the home environment.
Smart meters cause conflicts between family
members [27,49,53,56,65].
Meanings of privacy and autonomy that are integral
to domestic practices are threatened when smart
meters presume disclosure of consumption
information vertically (between household and
utility) or horizontally (between or within
households, e.g., between parents and children).
There is not enough economic incentive for residents
to engage with smart meter feedback as the average
achieved economic savings are too small to motivate
changes in daily routines [27,52,55,58,60].
These observations reflect a view of residents as
rational individuals who respond to economic
incentives by weighing the costs and making
decisions based on the smart meter feedback.
This assumption is questioned by practice theories.
However, a wider economic context is important for
how energy and water consuming practices have
developed over time and how they will develop in
the future.
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As seen in the results Tables 2–4, the analysed literature has its main focus on individuals, their
attitudes and feelings, preferences and behaviour. These challenges look different when the focus
is on the social practices where energy and water are consumed rather than on the individuals that
consume. As highlighted in Section 4.1.2. on challenges related to material elements, availability of
resources and appliances have normalised increasing standards of comfort and cleanliness and as a
result also practices have changed. Pure consumption-based feedback may not be powerful enough to
affect practices if material elements and socially shared meanings remain unchanged (Figure 1b).
When discussing the absence of a supportive policy and market context, theories of social practice
would pay attention to the ways policies have shaped and sustained the unsustainable ways of life
with high energy and water consumption. The residents’ experience that it is not easy to save money
when trying to save electricity [60] may be well justified. However, the conclusion according to practice
theories would not straightforwardly claim that residents need more economic incentives to make
better choices. Pricing of energy and water does play a role in creating meanings of abundancy or
scarcity, but above a certain minimum level of income the pricing may be less important than the ideas
of normal levels of comfort, cleanliness and convenience, which have co-evolved with infrastructure,
policy and technical development of appliances.
The importance of a practice-based perspective is illustrated by the reported observation that
residents find the shifting of activities to low-peak periods of the day inconvenient [31,52,63]. This does
not clearly relate to only one element of practices, but rather emphasises the role of the organisation
and sequences of daily activities and the connections between practices. The temporal flexibility of
practices varies considerably, dining being among the least flexible domestic practices as it is tied to
bodily rhythms as well as timing of work, study and leisure activities [66].
4.2. Potentials of Smart Meter Feedback
In Tables 5–7, we summarise the potentials of smart metering and suggested ways of improving it.
Similarly as the challenges in the previous section, the potentials are grouped into the three categories
of competences and skills, materials and infrastructures and socially shared meanings.
4.2.1. Potentials Related to Competences and Skills
Potentials related to competences and skills (Table 5) show that the role of improving the provision
of information is central in the literature.
Table 5. Potentials of smart meter feedback related to competences and skills as identified in the
literature and as interpreted through theories of social practice.
Potentials of Smart Meter Feedback Related to Competences and Skills
Identified in the literature Interpreted through theories of social practice
Smart meter feedback functions as a learning tool,
increasing the residents’ awareness and
understanding of their energy and water
consumption [27,31,50–55,57,59,60,63–65].
Smart meter feedback evidently increases knowledge
of energy and water consumption among (some)
residents. However, this increased knowledge does
not automatically actualise as reduced consumption,
because consumption results from practices that do
not change simply by providing information.
Tailoring smart meter feedback to various user
groups and contexts, in order to make consumption
data more relevant and interesting [50,56,64,67].
Paying attention to the variation among individuals
and social contexts where domestic practices are
performed makes feedback less general and can
create a stronger link to specific practices.
Using smart meter feedback as an educational aid
in school projects among children and young
people [52,60,67]
In these examples smart meter feedback is adopted as
an element in teaching practices.
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In our survey, the importance of choosing simple enough smart metering technology that suits
the residents’ needs was emphasised as the most important success factor for smart metering projects.
This may reflect the fact that the meter and monitoring activities as such are not important but how
these can be embedded in other meaningful practices. In addition, the importance of recognising
windows of opportunity to disrupt current patterns of consumption (see also Reference [11]) was
mentioned in the survey.
Providing comparative consumption data within a peer group was considered important by most
respondents of our survey, while most of the reviewed studies did not address comparative feedback.
Some researchers have paid attention to the potential ‘boomerang effects’ of social comparisons, if
residents who are defined as ‘low users’ increase their consumption [28] as the “normal” level justifies
higher consumption. Others [67] note that contextualising feedback by providing social comparisons
with the community was experienced positively by most residents participating in the trial but a
negative sense of competition was felt by some. There is some indication that co-designing smart
meter feedback together with residents can yield higher engagement with the feedback [68]. Smart
meter—based gamification of energy and water consumption has also successfully managed to engage
residents and resulted in reductions of water consumption in a small trial setting [69]. From a practice
theories approach this could be seen as recruiting individuals to a practice of playing a game, which,
when played by its rules, results in reduced water consumption. Practice theories would also invite us
to focus on how smart meter feedback is embedded in the current arrangement of elements of practice,
not only on interactions of metering feedback and the user.
From a practice perspective tailoring feedback makes sense in that the contexts in which practices
take place vary in terms of materials, competences and meanings, and there is no ‘one size fits all’
solution that would work in all contexts [70]. Also, if tailoring involves interaction with intermediaries,
such as energy advisers, it is more likely to build competences that can engender concrete changes in
energy-using practices. The potential of intermediaries for building competences in low-carbon ways
of living has been recognised in previous studies, e.g., Reference [71]. There is also some indication
that targeting particular practices such as showering, (via separate smart meter displays next to the
shower) [72] or heating (measuring gas consumption with a smart meter and providing tailored, user-
and building specific advice to lower room temperatures through an in-home display) [73], may be
successful in decreasing the resource consumption in these practices. From a practice theories point of
view, this creates a stronger link to certain practices than providing information on (inconspicuous)
energy or water consumption in general, which results from various domestic practices that are not
always easily separable from each other.
4.2.2. Potentials Related to Materials and Infrastructures
Smart meter feedback happens in a material context, which consists of the built infrastructure,
resource flows and appliances of the household. Currently, these are often unsupportive of low-carbon
ways of living. Thus, only few potentials related to the material context were identified in the literature
(Table 6).
Combining smart meter feedback with microgeneration can be seen not only as creating
new material elements to practices but also to the competences and meanings associated with
domestic energy-using practices. Only four of the studies we analysed included households that
were micro-producers of solar power. Microgeneration provides potentially an entry point to a
radically different relationship to energy [46] (p. 90), as confirmed by two of the studies in our
sample [52,62], in which some households with smart metering and photovoltaic panel installed
adapted their domestic practices to match the solar peak periods. An analogy with farming was
presented by a participant, referring to not wanting to waste the ‘crops’ one produces [62]. Meanings
of self-sufficiency have in some trials also been found to be an important part of prosumerism [74].
It has been observed that becoming a prosumer requires certain competences that are evolving over
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time and requires integrating ‘home grown’ energy in everyday practices [70]. However, in two of the
reviewed studies [31,63], similar impacts were not observed.
Table 6. Potentials of smart meter feedback related to materials and infrastructures as identified in the
literature and as interpreted through theories of social practice.
Potentials of Smart Meter Feedback Related to Materials and Infrastructures
Identified in the Literature Interpreted through Theories of Social Practice
Linking engagement with smart meter
feedback to an existing activity such as
watching TV [65].
Practice theories may help to explain why in one study,
where smart meter feedback could be viewed on TV,
it became the most popular medium of engaging with it.
It was connected to an existing practice and its material
element (TV) and associated with commercial breaks.
Smart meter feedback combined with
microgeneration of solar energy can engender
changes in the way energy is used [31,52,62].
Participating in the production of intermittent solar energy
can change the configuration and rhythm of certain
practices by reconfiguring the meaning of energy in
domestic practices as something that is temporally limited.
The above mentioned examples indicate that micro-generation, when used as a complementary
source of energy and still having a constant and reliable access to centralised power grid, does
not necessarily challenge existing practices and energy intensive ways of life, while the situation is
completely different for practitioners ‘off-the-grid’, who have to organise their practices and daily
rhythms based on the availability of energy [12] (pp. 135–154)). The different responses by households
in the reviewed literature are of interest as all households in the studies we reviewed were connected
to the centralised grid. The reasons for successes (or failures) are beyond our study but would be a
topic to address in future research.
4.2.3. Potentials Related to Socially Shared Meanings
Socially and culturally shared meanings and conventions are deeply embedded in and shape the
practices using energy and water. Potentials related to shared meanings that have been identified in
our sample of reviewed studies are presented in Table 7.
Communities hold potential for shaping practices towards a more sustainable direction
through experimentation and peer learning. The way knowledge is shared and becomes part
of practices for example among frontrunner households that experiment with sustainable energy
technologies, includes interaction with peers, home visits and conversations face to face or in online
communities [9–11]. This is very different from most of the reviewed literature where individuals
or families receive abstract consumption information that is not shared with others, or sharing of it
is not meaningful as it is not linked to any other activities of the community (if there even is one).
However, some of the analysed studies recognise the potential of supporting communities in feedback
experiments [31,67]. It can also be argued that ‘frontrunner’ households experimenting with smart
meter feedback and presenting the monitoring systems to their peers serve to promote a potentially
emerging practice of energy monitoring [46].
Several of the reviewed studies argue that smart meter feedback should look beyond individuals
and instead focus on and try to understand household dynamics and the community context in which
feedback is received [49,51,55,60,63–65,67]. One of the studies [60] also suggest that providing smart
meters to households as part of broader collective efforts and partnerships on energy conservation
could make a difference regarding how actively residents engage in using them. In our survey, one of
the key issues identified for the effectiveness of smart metering was linking smart metering to other
energy or water saving actions such as energy coaching or awareness raising campaigns.
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Table 7. Potentials of smart meter feedback related to socially shared meanings as identified in the
literature and as interpreted through theories of social practice.
Potentials of Smart Meter Feedback Related to Socially Shared Meanings
Identified in the Literature Interpreted through Theories of Practice
Combining smart meter feedback with community-level
action on energy or water conservation, such as
workshops and group discussions [51,67].
Residents taking part in smart meter feedback trials
feeling proud of the system and presenting it to their
peers, which can have potential spillover effects outside
the household [52,53,60,65].
Social networks such as communities are
important for the diffusion of practices. Thus,
community-level activities together with smart
meter trials may help to create and support a
community of practice, in which social learning
takes place, ideas are shared, and utilising smart
meter feedback could take root as a practice.
Smart meter feedback playing other roles and attaining
other meanings than the management of energy or water
consumption: source of reassurance when being able to
predict the size of the next bill, a tool for controlling
family members, providing security and maintaining
sense of togetherness between family members who are
located separately or a tool for detecting failures, leaks,
incorrect billing or underperformance of
PV-panels [52,59,60,63,64].
Meanings attached to certain elements of
practices are always on the move and their
development is to some extent unpredictable.
Smart meters, when entering household
contexts, are likely to attain other meanings
than those originally intended. This may affect
consumption negatively or positively. For
example, using smart meter feedback to detect
system failures and thus improving the
performance of e.g., PV-panels decreases the
climate impacts of a household even if did not
affect the ways energy is actually consumed.
Social networks such as communities are important for the diffusion of practices, and it is
also within these that practices can change [32]. Building trust and establishing a community
partnership based on social, face-to-face interaction in the community e.g., in the form of home
energy assessments have been recognised as key success factors in some community-based energy
interventions [75,76]. Personal contacts with intermediaries have been linked to better effectiveness of
feedback interventions [77]. In the light of practice theories, community-level activities could also be
integrated into smart meter feedback initiatives, as they would help to create and support a community
of practice in which social learning takes place, ideas are shared and utilising smart meter feedback
could take hold as a practice, which would provide peer-support and help to build new competences.
However, this does not happen automatically and belonging to a certain geographic community or
neighbourhood is not necessarily enough for a community of practice to emerge [78].
Some of the reviewed studies [55,57] call for policies and smart metering strategies that would
challenge what is seen as ‘normal’ everyday consumption, by using existing policy techniques to
support low-carbon social practices and even experimenting with radical policy measures such as
personal carbon allowances [55]. It has been suggested that smart meter feedback could, instead of
providing only consumption data, concentrate on the meanings and competences associated with
certain practices and give advice on how they could be performed differently [57]. These suggestions
resonate with practice theories, as they would radically shape the meanings and competences related
to energy and water consuming practices. However, these suggestions should be further developed
and empirically studied in order to find out their potential in a real-life setting.
5. Discussion
This paper is an attempt to look at smart meter feedback and the challenges and potentials
associated with it from the point of view of practice theories. One guiding question in practice theories
when looking at energy use is ‘What is energy for?’ [30]. As the behaviour change paradigm ‘ABC’
and practice theories ask different questions, interpreting the challenges and potentials of smart
metering from a point of view of practice theories is not a straightforward task. Based on our analysis
it seems that it is especially fruitful to use practice theories to reframe challenges that are usually seen
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as individuals’ lack of interest or knowledge or their love of comfort. When these are not framed
as characteristics of the individuals but understood as being integral parts of normalised, socially
shared practices that are shaped by the material arrangements of our everyday environments, new
opportunities for intervention can emerge.
Attempts to affect the ‘tip of the iceberg’, the observable behaviour of individuals (see Section 1)
without recognising the material features, competences and shared understandings that underpin
visible behaviour, miss an opportunity to shape the elements of which practices are made and thus
affect their sustainability in the long term. Smart meter feedback attempts to improve the efficiency
of the ‘performance’ of various practices and in this it has sometimes succeeded. Some residents
do reduce ‘excess’ consumption of energy and water at least in the initial phase of smart metering
trials. Residents taking part in smart meter feedback trials typically describe undertaking various
‘curtailment’ behaviours such as turning off lights or appliances that are not in use (e.g., [52,53,57]).
However, it seems that this does not contribute to the sustainability of energy and water consuming
practices as a whole, the practices as entities. On the contrary, several developments within homes are
pointing towards more energy-intensive ways of life [12,39], and various smart technologies may even
reinforce this trend [79,80].
Smart metering and other smart home appliances are often marketed to consumers as a way of
managing resource use without compromising certain lifestyle or level of comfort [12] (p. 26). Smart
meter feedback and its sustainability should be viewed and evaluated as part of a wider development
where ICT has an increasing role in various domestic practices [81]. Homes are becoming equipped
with smart appliances and home-automation. Smart meter feedback systems are also becoming more
developed and complex, integrating many kinds of data, e.g., Reference [82]. Attention has been paid
to the possible drawbacks of smart home technologies, as they could create new energy-demanding
practices, and new expectations of normality related to comfort, convenience, entertainment, security
and health may rise as a result of increasing smart features in homes [80,83,84]. The escalating character
of such expectations is also of concern [39]. Many smart meter feedback devices are marketed and
used together with other smart home features which have several functions, energy management
being only one of them, and not necessarily the most important one for residents or marketers of these
systems [79].
As argued earlier in this paper, the assumption of residents being rational individuals that actively
make decisions based on smart meter feedback is strongly built in smart meter feedback initiatives.
The examples described in the reviewed literature can be interpreted in a way that the idealised energy
consumer is to some extent present in the smart meter trials, appealing to few, perhaps technologically
enthusiastic members of a household. The ‘Resource Man’ is very similar to the description of an active
energy citizen, whose emergence seems to be a precondition but not a guarantee for the effectiveness
of smart meter feedback and for participating in smart grids. This is very far from the everyday reality
of how energy and water consumption is an unconscious and embedded part of our everyday living.
If the unit of change is social practice rather than individual choice as theories of social practice
suggest, interventions based on the emergence of active energy citizens or ‘Resource Men’ cannot
achieve a true transition. However, it has been recognised that community energy schemes involving
microgeneration may be able to change the residents’ relationship to energy by making it more
salient. Thus, for residents who produce energy through microgeneration and consume it, energy
can become an active component in their practices, instead of something that is taken for granted.
It has been argued that microgeneration or community energy schemes should be an essential part of
introducing smart meters and that without them rollouts of smart meters are ‘likely to be a missed
opportunity’ [8]. On the other hand, engagement does not happen automatically, as observed in
Section 4.2.2, and conventional smart meter feedback may not even serve the needs of prosumers [85].
Members of energy cooperatives have been reported to quickly lose interest in engaging with the
feedback and finding it difficult to shift activities to the solar peak periods of the day [31]. This brings
us back to the importance of looking at practices rather than individuals. If the interlinked and
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sequenced practices where energy and water are used are not temporally flexible enough and if their
competences do not relate to the conservation of energy and water, simply introducing consumption
feedback is not enough.
An analysis of the ongoing implementation of the UK smart meter roll-out programme
has identified barriers related to technology, vulnerability and resistance and given policy
recommendations to overcome these barriers. The recommendations include, among others, early
engagement with residents, recognising lack of trust and concerns over security and privacy, assessing
how smart meters connect with prosumption, assessing how smart metering affects vulnerable groups
and conducting lifecycle analysis on smart meters [61].
The policy recommendations [61] are likely to improve the technical reliability, transparency and
acceptability of the smart meter roll-out as a project, as well as its environmental sustainability.
However, they do not question the effectiveness of smart meter feedback as such. The third
recommendation (assessing how smart meters connect with prosumption) may be crucial for the
future effectiveness of smart metering, as microgeneration has potential for making energy a more
important element in the practices where it is used.
A shift towards low-carbon ways of living does not necessarily require feedback but
more fundamental changes in the socio-technical system of energy provision and consumption.
This transition is not only a technical matter but is likely to deeply affect our society and culture [86].
Examples in the literature we have analysed belong almost solely to the category of early first order
innovations [46] (see Section 2), while second and third order innovations are almost totally missing,
with the exception of some examples where the timing of domestic practices had been adapted as
a result of microgeneration of solar energy [52,62]. It could be argued that in order for smart meter
feedback to be effective, it should be implemented only in a context where second and third order
innovations are supported, advancing a wider transition towards low-carbon energy systems. There is
not one straightforward and easy way to make practice-based policy. Rather, policy based on an
understanding of practice as a unit of change instead of an individual, can take many forms and
utilise many currently existing policy instruments. However, the fundamental difference is that
practice-based policymaking is not targeted at persuading individuals to change their behaviour as a
result of incentives or information but rather creating conditions for more sustainable practices to take
hold and recruit practitioners from less sustainable ones [32]. An important first step is to build an
understanding of practices as a unit of societal change.
6. Conclusions
Smart metering technologies are politically popular and there is confidence in their role in
reducing consumption. However, there is also a growing body of literature challenging the assumption
that making energy or water consumption data visible or accessible will make residents use energy
and water differently.
Challenges of smart meter feedback are to a great extent related to the resource-intensity of current
domestic practices, including all their elements: infrastructures and appliances, competences and skills
as well as shared meanings. Practices do change, but they cannot be changed simply by providing
consumption feedback to residents. Energy and water are generally not featuring as elements in
domestic practices but operating in the background and taken for granted in current provision systems.
This is why residents are generally not interested in monitoring their consumption and why feedback
often seems abstract and irrelevant to them and makes them defensive. To change this will require
a transition where saving energy starts to matter, e.g. through increasing competences related to
microgeneration and energy communities. At the same time, expectations of normality when it comes
to standards of living, comfort and cleanliness, should change towards directions that are less energy
intensive. This requires policies that address practices rather than individuals.
Smart meter feedback has managed to successfully engage some residents who are experimenting
with energy or water management. They can be seen as pioneers of an emerging ‘home energy
183
Sustainability 2018, 10, 3553
management (HEM) practice’. Whether this practice will successfully recruit more practitioners and
eventually have an effect on energy consumption will depend on several developments within energy
provision and the role of energy and water in domestic practices. By itself, monitoring is not enough if
it does not lead to any or more than minor decreases in consumption.
Monitoring and data collection are increasingly becoming an element of various practices as a
result of digitalisation and development of monitoring technologies. For example, monitoring body
functions and physical performance has become more popular as part of exercise routines and fostering
well-being. It could be argued that as monitoring gains ground in different spheres, it can also become
part of domestic energy and water using practices. However, there is a risk that efficiency gains from
home energy management will not keep up with the increasing levels of consumption due to rising
standards and expectations that come along with the increasing smartness of home environments.
Researchers have an important role to play in contributing to the discussion around smart
metering and how it is framed. Is it a project to activate individuals to make informed choices when
using energy and water? Or could it be a project to transform the meanings related to energy and water
consuming practices, together with an ongoing, (though still in its initial phase) transition towards a
de-centralised renewable energy supply system?
We argue that in order to increase the impact of smart meter feedback, it should be developed as
an embedded part of the practice arrangements, not as a stand-alone technological solution to measure
resource consumption in households. Its relevance for energy and water using practices could be
improved by combining it with microgeneration, thus creating an opportunity for energy-monitoring
practices to emerge and become more established. This would require simultaneously supporting a
wider energy transition towards a low-carbon society, involving second and third order innovations
that would create a link between current domestic practices and currently non-existent HEM-practices.
Participatory, household or community-level approaches with active involvement of intermediaries
can also support the building of new competences and meanings related to the use of smart meter
feedback in performing domestic practices. At the same time, material trends in home environments
and domestic practices that have implications on what is regarded as normal standard of living should
be carefully monitored and their links to policy identified.
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Appendix A
List of reviewed studies. Full references to the studies are available in References. When describing
type of feedback we use terminology that has been used in the articles themselves, e.g., energy monitor
or in-home display.
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Abstract: In order to ensure optimal and secure functionality of Micro Grid (MG), energy management
system plays vital role in managing multiple electrical load and distributed energy technologies.
With the evolution of Smart Grids (SG), energy generation system that includes renewable resources
is introduced in MG. This work focuses on coordinated energy management of traditional and
renewable resources. Users and MG with storage capacity is taken into account to perform energy
management efficiently. First of all, two stage Stackelberg game is formulated. Every player in game
theory tries to increase its payoff and also ensures user comfort and system reliability. In the next
step, two forecasting techniques are proposed in order to forecast Photo Voltaic Cell (PVC) generation
for announcing optimal prices. Furthermore, existence and uniqueness of Nash Equilibrium (NE) of
energy management algorithm are also proved. In simulation, results clearly show that proposed
game theoretic approach along with storage capacity optimization and forecasting techniques give
benefit to both players, i.e., users and MG. The proposed technique Gray wolf optimized Auto
Regressive Integrated Moving Average (GARIMA) gives 40% better result and Cuckoo Search
Auto Regressive Integrated Moving Average (CARIMA) gives 30% better results as compared to
existing techniques.
Keywords: forecasting; solar generation; storage capacity; game theory; nash equilibrium; distributed
energy management algorithm; micro grid; meta heuristic techniques
1. Introduction
Despite the ever increasing economic development attained by the world, many challenges are
being faced in context of environmental inefficiency, environmental pollution, etc. With the passage of
time, energy demand rises and infrastructure needs to be upgraded. Therefore, new power grid is
required, that enhances power supply as well as it integrates renewable energy resources. In order to
overcome such challenges, Smart Grid (SG) is brought to the light [1–4]. Demand Response (DR) is a
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crucial component of SG technology that tends to maintain the balance among electricity supply and
demand using peak load shaving [5]. Real Time Pricing (RTP) is an efficient mechanism among all
the schemes that are included in DR [6]. Monopoly of energy generation companies that are owned
by the state causes pricing schemes to be ineffective for enabling the user to be actively involved in
trading process of energy [7]. In order to focus on these issues, energy Internet is considered as one
of the key enablers of third industrial evolution [8]. Energy Internet is considered as new paradigm
shift for user and generation system [9]. By analogy with Internet properties, complete framework is
offered by energy Internet for integration of each equipment that performs energy production, issuance,
transformation, storage and usage with basic Information and Communication Technologies (ICT) [10].
Standard and modular energy units, i.e., solar panel, wind turbine, hydrogen, fuel cell, biomass and
storage system can be operated by plug and play modules [11]. Open standard based communication
protocol are added in plug and play paradigm to enhance the capability and interoperability for
many products, technologies, systems and solutions, which construct energy Internet. In this new
evolving paradigm, the supplier and consumer are connected very closely and promptly because
of implementing distributed and flexible systems [12]. Moreover, energy consumer with co-located
energy provisioner formulates local Internet of energy. Where, MG relieves the stress at reasonable
degree, that is caused by increasing energy demands. MG is considered as one of the reliable networks
for establishing connection between renewable resources and consumers along with managing storage
units [13]. It can either be treated as controllable load or production system and can work in connection
with grid. Nevertheless, owing to intermittent and changing nature of renewable energy resources,
restricted energy generation capacity and greater dependency of MG on uncontrolled renewable
energy resources lead to high level of fluctuation and disturbance of the system. For example, the state
of unreliability that is brought by renewable energy resources will cause significant difference between
production and demand, which rises several issues regarding power imbalance, voltage instability
and frequency instability [14]. Thus, energy management techniques are needed to harness in order
to reduce energy supply demand imbalance. To achieve ideal economic performance by MG while
ensuring reliability, various factors involve in energy Internet. It includes conventional fossil fuel based
dispatch able generators and renewable energy based distributed producers. It is clearly non feasible
to take each detail into account as it increases computational complexity dramatically. However,
small uncertainty that rises from implementation or estimation in real world energy management
system makes the system completely incomprehensible in practical point of view [15]. For instance,
considering MG with Photo-Voltaic Cell (PVC), solar radiations suddenly become intense at day time.
That will increase generation of MG at certain time [16]. Similarly in case of wind turbine, speed of
wind goes up any time and become stronger, which will cause grid frequency goes up [14]. Therefore,
dynamics of energy generation behavior of renewable resources can not be ignored [17–19]. Literature
work is restricted to limited application of MG, where real world data is not considered while managing
energy distribution. However, comprehensive framework is required to improve energy management
of real world data. Moreover, the prior statistical knowledge of uncertain renewable resources energy
production was considered to be precisely known and power trade among various market players
is completely neglected This is the motivation behind proposed algorithm that performs distributed
energy management along with integration of linear forecasting techniques, which makes proposed
system more effective and reliable.
To utilize renewable energy resources effectively, Distributed Energy Management (DEM)
algorithm has been proposed that optimizes payoff of each player, i.e., users and MG. In order
to overcome the uncertainties that are caused by renewable resources, forecasting techniques have
been proposed, i.e., Gray wolf optimized Auto Regressive Integrated Moving Average (GARIMA) and
Cuckoo search Auto Regressive Integrated Moving Average (CARIMA). In DEM, GARIMA forecasting
data has been used for energy management as it performs more efficiently as compared to CARIMA in
current scenario. List of acronyms and list of symbols used in this paper are shown in table at the end
of this paper.
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This work is an extension of [20]. Whereas, remaining paper has following organization. Section 2
discusses related work regarding load forecasting and game theory. Section 3 gives details of problem
statement and contribution. Section 4 explains method and material regarding proposed forecasting
techniques and game theory. It includes DEM algorithm for optimization of MG and users cost.
Section 5 explains simulations results of proposed techniques. Finally, Section 6 provides conclusion of
presented work.
2. Related Work
Proposed work focuses to solve distributed energy management at Micro Grid (MG) level in
energy Internet, using both game theory and data analytics techniques. There is recent surge in data
analytics that introduces mathematical tool, which addresses uncertainties [21]. While managing
energy, two main methodologies are used, i.e., stochastic optimization and robust optimization. These
are widely used to handle data uncertainties [22]. Stochastic optimization in energy management
solutions is considered as one of the effective techniques for optimization of statistical objective function.
In case, the undefined numerical data has to be assumed in order to follow well-known probability
distribution. Real time energy management techniques that are having stochastic optimization are
proposed to reduce operational cost [23]. In [24], multistage framework is proposed in order to
reduce the cost of total energy system that is based on stochastic optimization. In order to cater
multi dimensional energy management stochastic dynamic programming methods are used [25].
Nonetheless, the precise calculation of probability distribution of the data that is not certain may get
tremendous challenge in practical applications, which considers complex operation details and various
complex constraints. Optimality performance is affected by impact of data uncertainties. However,
it is not cater for in energy management approaches that contain stochastic optimization.
Robust optimization based energy management approaches merely rely on limited information
and enable distribution free model for uncertainties [26]. In energy management system, worst
case operation scenario is considered in optimization process. Consequently, energy management
approaches can remove the negative impact of uncertainty in optimality performance. Thus,
it outperforms the stochastic optimization. Novel pricing strategy is proposed, which promotes
robustness against uncertainties of power input [27]. Nonetheless, the robust version of controllable
electric load management issues are not ensured to be tractable that relies on appropriate design for
objective function modeling and building of uncertainty set.
Ever since the growing advancement in the field of advance ICT, large amount of data is collected
regarding consumer behavior, states of battery, substations, customer devices, distributed energy
resources, renewable output, weather conditions, video surveillance, etc. [28]. The energy generation
using PVC is considered to be one of the important components of electricity sector. It is also attaining
attention of government because of increasing environmental issue and being cost effective. In [29],
it is stated that PVC energy will be responsible to fulfill 16% of total energy consumption. PVC energy
relies on solar radiation does not remain constant always. The intermittent nature of PVC energy
is experienced because of position of sun and movement of clouds at particular position. It causes
variation at any point in time within a day. Subsequently, it can be predicted accurately in a year.
Information of solar energy is greatest concern for operator and planners of electrical system. Hence,
there is sheer need of forecasting PVC power generation [30] using machine learning techniques.
Forecasting models that are mainly used for prediction of electrical load and the renewable energy
resources are defined under three categories, i.e., statistical model: Auto Regressive (AR), Exponential
Smoothing (ES) models [31], Artificial Intelligence (AI) Model: Neural Network (NN), Convolution
Neural Network (CNN), Hybrid Models: neuro fuzzy models [32,33]. As a case study, electricity
demand of 10 countries are taken into account in order to analyze these methods. In [34] 5 different
forecasting techniques are used, i.e., multi model, iterative, single model multivariate forecasting
are analyzed in detail. It also covers issues such as NN designing, implementation and validation.
In [35], a combination of NN and Enhanced Particle Swarm Optimization (PSO) are used in order to
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perform power forecasting. It focuses on feature selection. PVC generation is affected by many factor
apart of solar radiations. It may be affected by cloud movement, location of sun, etc. Nevertheless,
time series of power generation by PVC contains many well defined patterns such as there are peaks
at afternoon and off peak in morning and evening. Subsequently, there is no generation at night
timings. Therefore time series patterns can not be ignored [36]. Auto Regressive Integrated Moving
Average (ARIMA) is used for univariate time series forecasting because solar generation tends to follow
specific pattern and it is proven to be efficient on account of flexibility. It also performs its orderly
searching at every level. Thus it determines best fit model for particular time series. Optimization
of parameters has significant impact on the performance of forecasting algorithms. Meta heuristic
techniques are applied on many forecasting techniques, i.e., ARIMA [37] Neural Network (NN) [38],
Support Vector Regression (SVR) [39] in literature for improving performance. Game theory concept
is widely applied on MG energy management studies. It provides distributed self organizing and
self optimizing solution of the problem having conflicting objective function.In broader aspect, game
theory is characterized in two categories in context of players. One category includes players with
binding agreement among them. Second category includes those players who are not having binding
agreement among them [40]. In non cooperative game theory, main focus is on predicting individual
strategies and it also asses players that make decisions to find Nash Equilibrium (NE). It provides
framework for performing analytical framework, i.e., DEM that is devised for characterizing the
interaction among players and decision making process to achieve NE. The strategic outcome among
players can be improved under mutual commitment.
In order to handle non cooperative game theory based energy management, multi user based
Stackelberg game is used to optimize the payoff of each player [41]. In [42], multi stage market model
is proposed, that is based on cooperative game to reduce the cost of utility, whereas it maximizes the
total profit of the market. In order to cater dispatch problem in integration of renewable resources
generation and energy storage, a cooperative distributed energy scheduling algorithm was proposed
in [43].
3. Problem Statement and Contributions
To make efficient use of renewable resources, this paper focuses on distributed energy management
problem. It aims to maximize objective function of each player and satisfying user demand of electricity
and guaranteeing reliable system operations. Due to uncontrollable and uncertain nature of energy
generation by renewable resources [44], we used electricity generation forecasting techniques to get
short term prediction value. Afterwards, distributed MG energy management problem has been
addressed using non cooperative game theory as it ignores common commitment of players and it
contains low communication overhead [40]. Optimization of storage capacity in MG has vital role in
context of efficient management of electric load, which has also been addressed in this paper. Following
are the contributions of our work:
1. Game theory and data-centric approaches are adapted in order to address MG electric load
management problem. In order to overcome uncertainties caused by PVC generation, linear
forecasting technique ARIMA has been used for forecasting. Parameters of ARIMA, i.e., AR and
Moving Average (MA) are optimized through GWO and named as GARIMA,
2. Energy management problem has been solved using two stage Stackelberg game theory to capture
the dynamic interaction and interconnection among users and MG. Where, MG acts as a leader
and users act like followers. Besides, if there exist a scenario where energy demand of users
increases as compare to MG capacity of energy generation, MG purchases energy from utility.
Furthermore, energy cost of MG has also been reduced by using energy storage mechanism,
3. Two proposed techniques, i.e., GARIMA and CARIMA have been used for forecasting purpose.
Parameters optimization of ARIMA has been performed using Gray Wolf Optimizer (GWO)
and Cuckoo Search (CS) algorithm, where GARIMA gives better result as compare to CARIMA
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and other conventional techniques. Forecasting results of GARIMA technique are used in DEM
algorithm in order to reduce uncertainties that are caused by renewable resources historic data and
4. For non cooperative game of MG and users, existence of NE is proved using Stackelberg game
theory. Furthermore, iterative DEM algorithm is proposed for MG to prove NE.
4. Material and Method
This section elaborates material and method regarding proposed system model. Two stage
Stackelberg game theory in SG is presented in system model. Multiple residential users N = {1, 2, ....n}
along with single MG are taken into account. MG is taken as supplier of power in order to provide
power stability to users. MG contains smart meter in order to help users to schedule their energy
usage. It is also equipped with PVC storage system. PVC provides power to fulfill requirements of
residential users and to charge the battery. Furthermore, surplus energy is sent to the utility as shown
in Figure 1. After receiving price policy of utility from information network, users send demand to MG.
In the presented system model, users have both shift able and non shift able loads. In order to perform
energy usage scheduling at users side, single day is considered. K represents each time slot in a day.
In this scenario, the utility receives electricity demand from users for each time slots in a single day
and real time price are communicated to users regarding each time slot in a day. {Pk = pk1, ...pkj , ....pkm}
where dataset shows time slots in a single day. MG sets its prices, to optimize the payoff, according to
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Figure 1. Interaction among User and Micro grid.
4.1. Cost Model of Users
Let us assume, multiple users are considered in the proposed system model with a set of
N = {1, 2, ....N}. Whole day is divided into K time slots. ln(k) represents energy utilization of n
users that contains both shift able and non shift able load. Equations (1)–(6) have been taken from [45].
Daily energy consumption of load is explained with the help of equation below:
ln = [ln(1), ...., ln(k), .....ln(K)] (1)
MG offers energy for daily load consumption. Lets assume xn(k) is energy demand that is sent
to MG by users in k time slots, where k ε K. So that energy that is demanded by users from MG is
written as:
xn = [xn(l), ..., xn(k), ...xn(K)] (2)
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In order to calculate Peak Average Ratio (PAR) of energy that is demanded by users. Peak














Cost function of user Un relies on type of pricing mechanism that has been formulated by MG.
Effective pricing scheme should be employed by the utility and MG to encourage users to actively
become a part of energy consumption scheduling planning. Which helps to make effective plan to
charge electricity price from users. Following assumptions are made:
1. MG is responsible for providing energy to user at any time. Hence, the cost function of user
regarding energy consumption by user at any time slot k ε K is function of energy consumption
Xk by N users,
2. In daily life, energy consumption by user at certain time slot is smooth function or at least it is
piecewise smooth function and always increasing. Likewise, cost function of user follows the
demand Xk,
3. Cost function also depends on timings of energy consumption, apart of energy consumption
by user.
Owing to the assumptions discussed above, quadratic cost function is used because it is non
linear and strictly convex in nature. As it is mostly utilized in literature [40]. Thus, cost function of
users is as follows [45]:
CkXk = akX2k + bkXk (7)
where, ak > 0 and bk > 0 are fixed parameters that have maximum value at peak demand hours. CkXk
represents total cost of energy consumption by kth user. Whereas, total cost of N user is calculated as
follows [45]:
Un,k = (akXk + bk)xkn = pk(Xk)x
k
n (8)
where, pkm(Xk) represents energy price by MG at time slot k. Price model confirms that energy price
increases as increase in energy consumption Xk happens. Consequently, users are convinced to shift
their daily load from on peak hour to off peak hours. Moreover, behavior of the user in different time
slots regarding consumption of energy is also affected via modifying ak and bk. Total cost of user n in a
day is calculated as:





where, x−n = [x1, ..., xn−1, xn+1, ...xN ] represents energy demand of N users except n user. Equation (9)
clearly shows that cost function of user is directly dependent on consumption of energy. Consumption
195
Sustainability 2019, 11, 2763
of energy can be managed by shifting demand of on peak demand hours to off peak hours. Hence,
cost function of users can be reduced as:
min
xkn
Un(xn, x−n, pkm) (10)
4.2. MG Cost Model with Storage Capacity
For efficient energy management, MG and N users are agreed upon the energy parameter in order
to avoid any kind of conflict. Total amount of energy that is needed by all users is xkm and the price pkm
is decided by MG in such way to maximize its cost function, i.e., B. Likewise, ym is maximum storage
required by MG to store the energy generated by PVC. Optimal solution must satisfy objective of both
players, i.e., users and MG. Moreover, energy that is generated using PVC will be forecast, in order to
decide energy price pkm per time slot k effectively [35]. Total electricity that is demanded from the users
has to be less or equal than electricity which is produced by MG as represented in equation below:
Xkm ≤ Gkm ∀ k ∈ K (11)
where, Gkm is the total capacity of the MG in time slot k. In order to complete energy trading successfully,
both players of game, i.e., users and MG exchange messages among each other and both of them agree
on the trading parameters.
















where, Dm represents amount of energy that is requested to utility, if renewable resources do not
generate enough energy for fulfilling demand of N users. em is predicted energy that is generated by
PVC explained in Section 4.3.1. We consider amount of energy, generated by PVC, in a single day.
Moreover, price per unit energy Pkm is decided and announced by MG. In current scenario, Pkm is price
that is charged by MG. Therefore, energy that is required by users should satisfy constraint given in
Equations (11) and (12). The main challenge that is being faced by MG is to decide optimum energy
prices Pkm and optimum battery storage ym to increase MG revenue.
Most of the hybrid systems, which contain both generation plant and renewable resources, are difficult
to manage; specifically if storage system is placed with every user and resultantly surplus energy
is supplied to the utility [45]. Therefore, it is required to have centralized system to formalize the
mechanism which decides the distribution of energy among all stake holders. Distribution of energy
is purely on the basis of generation and requirement basis. Assumption is made that generation of
PVC is cheaper than conventional energy generation methods. MG prioritize the demand of N users
and to charge the batteries. While at second priority, surplus energy is to be transmitted back for
generating revenue by trading. For MG, it is assumed that PVC generation is em(k) ≥ 0 in time slot k.
PVC power generation provides energy, em(k)− elm(k)− eb(k) = 0 that means surplus energy does
not exist that can be sold back to utility. Where, elm(k) represents PVC energy to be distributed among
users to fulfill their demand. Whereas, eb(k) depicts power that is needed to charge the battery. In case
em(k) − elm(k) − ebn(k) ≥ 0, MG is having extra energy which has been generated by PVC for selling.







em(k)− elm(k)− ebm(k)) (13)
where, λs depicts the PVC power selling price in cents/kWh. Currently, profit generated by selling
electricity to utility is in form of price subsidies that is provided by the government to MG. These days,
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subsidy standard is λs is 6.3 cents/kWh for distribution of energy [46]. Total cost of PVC generation is
as follows:
CPVCm = am(L̂ + Δ) + bm(L̂ + Δ)
2 + cm + F|Δ| (14)
where am, bm and cm are cost parameters of MG with PVC power generation and ((L̂) + Δ) represents
the prediction of PVC power [47]. Whereas, L̂ shows prediction of power generated by PVC in next
year and Δ shows prediction error. F is chosen as penalty factor of prediction. Where, F < 0 shows
that payoff of MG is decreased if prediction result is not accurate. Hence, it causes restriction of power
agreement in market.
PVC power often needs storage system because it has to store surplus energy once users
requirements are fulfilled. Storage system is irreplaceable need for PVC energy generation. Then,
MG will provide energy to users at demand peak hours. Where, utility charges more price from
consumer, in order to reduce cost of MG. These days, number of types of batteries that are available
in market, i.e., Sodium/Sulfur batteries, Zinc/Bromine batteries and lithium-ion batteries [48]. Each
battery type has certain charging and discharging cycles depending on their material, technology and
size. Afterwards, battery life is expired. Hence, depreciation cost needs to be taken under consideration.
Battery cost function is either defined as quadratic function that is based on charging and discharging
capacity or it is taken as linear function. In the proposed scenario, battery cost function is taken as
linear function. Equations (15)–(23) are taken from [45]. It is assumed that ym is the battery capacity
that is needed by MG and it may ranges within certain limits:
ym ε [ylm, y
u
m] (15)
where ylm and yum represent lower and upper limits of the battery capacity. Equation (16) gives daily
depreciation cost function:
Cbatm (ym) = λ
batym (16)
where Cbatm (ym) represents cost of battery depreciation. Its unit is cents/kWh and it also maintains
correlation with the material and type of the battery. Cbatm (ym) shows linear increasing function that
is based on total capacity ym of the storage. However, if storage of the battery is not enough to store
generated PVC power, it will be waisted and consequently, the payment will be increased. Therefore,
it is required to decide optimal capacity of the battery ym. Other parameters that have important role
in storage optimization other than battery capacity parameters. Charging and discharging efficiency of
battery are parameters that are required to be taken under consideration other than battery capacity
parameters. It is assumed, 0 < ηch < 1 and 0 < ηdisch < 1 show battery charging and discharging
efficiency. s = [s1, ..., sk, ..., sK] gives state of the battery for complete day. Battery capacity has also
been defined. Hence, Equation (17) gives state of battery and capacity of battery inequality constraints:
0 ≤ sk ≤ ym (17)
hkch and h
k
disch are variables that represent pattern of battery charging and discharging in each time slot




disch ≤ 1 (18)
state of the energy of battery at any time slot k is given as under:




eb(k) ≤ hch(k)Bch (20)
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eb(k) is amount of energy which is required to charge the battery from PVC generation. Besides, bl(k)
shows total energy to discharge the battery that is consumed while satisfying users requirement. Upper
and lower limit of the battery must be satisfied while charging and discharging the battery. Hence,
Equations (21) and (22) must be satisfied by the values of eb(k) and bl(k).
eb(k) ≤ hkdischBch (21)
bl(k) ≤ hkdischBdisch (22)
ekm shows total energy generated by PVC. It is on the basis of balancing principle, and bl(k) represents




l(k) + Dm (23)
Energy management becomes complicated because of existence of PVC-battery storage. MG has
to pay cost for PVC generation and depreciation cost of battery. Besides, MG generates revenue by





m (y) + C
PVC
m + Dm (24)
where, xkm represents energy that is demanded by N from MG in time slot k. Cbatm and CPVCm are
explained in Equations (13) and (15). Equations (13), (15) and (23) show total load of MG. In proposed
scenario, if PVC power generation plant uses large battery that cannot be fully charged, consequently
large amount of battery storage will be wasted, which affects daily cost of MG. Therefore, it is required
to optimize battery storage capacity, so that it may be used optimally. Solar power generation fully
charge it in working time. Solar generation provides elm(k) energy for charging the battery in time slot

























Now Equation (21) is represented as:
B(Xkm(p
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pk(Xk)− λs) + xkλbatm + ym + ϕ (27)










The sole objective behind this work is to find an optimal battery capacity and best strategy for
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where xkm represents total amount of energy demanded by N users and ym shows total storage capacity.
4.3. Game Formulation and Analysis
Single leader and multi follower Stackelberg game is proposed in [49] that studies communication
between MG and users. Basically, multi player game is used in which MG, being leader decides price
pkm of power that has to be charged from users and optimal storage capacity of the battery. Whereas,
users as a followers decide amount of energy xkm to be demanded from MG. Proposed work is extension
of the work related to game theory presented in [45]. Proposed game theory is shown in strategic form
ς in equation below.
ς = (NU M), (xkn, Un)n∈N , (pkm, B)k∈K, (Pk)k∈K (31)
Strategic form of proposed game has following components:
1. Users cost function U shows cost of energy consumption that is received by N users in time
slot k,
2. Whereas, B captures the benefit that is gained by MG after supplying energy xkm to N set of users,
3. Pkm defines price of energy that is defined by MG against each time slot k,
4. ym define optimal storage capacity that is required to minimize the cost function of MG,
5. Cost function of user: Un(xn, x−n, pkm),
6. Cost function of MG: B(xkm(pk), ym).
Nonetheless, MG tends to opt optimal price per unit energy. Thus, proposed algorithm reaches the
NE. Where, leader, i.e., MG will utilize optimal amount of energy on the basis of given strategy ς and
N users will demand optimal amount of energy xkm from MG. In this paper, proposed strategic form
ς of proposed algorithm has been used to achieve NE for non cooperative game theory , if and only
if cost function of MG, i.e., leader and cost function of users, i.e., follower N; must satisfy following
inequalities shown as:
Un(xk∗n , xk∗−n, pk∗m ) ≤ Un(xkn, xk∗−n, pkm)
Bm(pk∗m , xkn(pk∗m ), ym∗) ≤ Bm(pk∗m , xkn(pkm), ym)
(32)
where, pk∗m ε pk∗, pk∗m are represented as price per unit time energy at NE that is finalized by MG for
time slot k. Whereas, y∗m shows total storage capacity of battery after achieving NE. Similarly, xk∗m is
total energy that is requested by users N for time period k.
In non cooperative game where multi level hierarchy is involved, pure solution for equilibrium is
not ensured in every case. Therefore, DEM algorithm has been proposed to determine the presence
of NE. Primarily, variational equality is considered to be more socially stable as compare to other
equilibrium methods [41]. Each user is considered while determining variational equality as mentioned
in [42].
Proposition 1. In case of users n ε N, daily cost function Un is continuously differentiable in xn for price pkm
and electricity consumption by users xn. Therefore, strategy space of cost function of users Un is a non empty
convex compact subset of a Euclidean space.
Proof. It is continuously differentiable in xn because of consistent characteristics of the daily cost
function U (xn, x−n, pk). The Hessian of U (xn, x−n, pk) is positive semi definite. Resultantly, cost
function of user n is convex in xn. Proposition 1 shows daily cost function U (xn, x−n, pk) is
continuously differentiable. It is also convex in xn. Owing the fact, energy cost Un(xn, x−n) has
continuous quadratic form in context of xn. Preposition 1 is prerequisite of Proposition 2.
Proposition 2. For ∀nε N and time slot k ε K, the NE of the non cooperative game exists and it is also unique.
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Proof. According to the proof already mentioned in [45], because cost function UN(xn, x−n, pk) is
convex in xn, the NE is proved to be present in non cooperative game as well as it is proven to
be distinct.
Proposition 3. The distinct NE (x∗n, x∗−n) that is proven in Preposition 2 is Pareto optimality.
Proof. Pareto optimality is defined as the opted strategy state where no player changes its payoff
by updating the user’s strategies without affecting remaining user’s payoff [45]. As per proof of
Proposition 2, non cooperative game has achieved NE among all users. Where, each user increases his
payoff, which depends on others users strategy. Afterwards, no user can change its payoff without
taking consent to modify other users strategies [48]. Subsequently, it is said that NE (x∗n, x∗−n) is
achieved, i.e., Pareto optimality. Preposition 2 expresses that, there exist distinct NE of non cooperative
game for fixed price of MG. Nonetheless, if price will be changed then the NE will be different. On the
basis of Preposition 3, it depicts the strategy against energy consumption by users will reach to pareto
optimality and each user cannot change its payoff without affecting payoff of others.
Proposition 4. For battery storage capacity ym ε [ylm, yum] and the energy consumption vector of MG. There is
unique battery capacity y∗m. It is understood that there is specific value of cost B(xm, ym) with a certain battery
capacity. It is also assumed that there is only specific battery capacity that can minimize MG cost B. Proof of
proposition is mentioned in [45].
From Propositions 1–3, it is clearly seen that non cooperative game is based on payoff function.
It encourages residential user and MG to choose optimal strategy to minimize cost function of MG and
user. Thus, payoff of follower and leader may be increased.
4.3.1. PVC Power Forecasting Algorithm
This section explains forecasting techniques to be further utilized in DEM.
ARIMA: Forecasting is performed using this technique by utilizing historic values. AR represents
lags of differenced series that is given in Equation (33) [50]; MA is known as lag of time series
and prediction error, which is required to be subtracted in order to make it static that is termed
as “integrated”. Non seasonal ARIMA model that is represented as ARIMA(p, d, q) [51], is given
as under:
Yt = φ1Yt−1 + φ2Yt−2 + ..... + φpYt−p + εt−
θ1εt−1 − θ2εt−2 − ... − θ2εt−2 − ... − θqεt−q
(33)
where Yt represents actual values of time series and εt shows error at certain time t; φi and θi
represent vectors based on values of AR and MA; p and q are integers in vector φi(i = 1, 2, 3, ....p) and
θi(i = 1, 2, ...q). Random errors εt is distributed with mean zero and constant variance σ2ε . In order to
find optimal results, three stage model was proposed: (i) Recognition of the model, (ii) Estimation and
(iii) Diagnostic Checking of the proposed model [52].
Recognition: No. of potential AR and MA orders to be selected using Auto Correlation Function
(ACF) and Partial ACF (PACF). In order to analyze stationarity of time series, famous method is used
that includes Augmented Dickey Fuller (ADF) and Phillips-Perron unit root test. It considers null
hypothesis. These tests ensure that time series is not stationary. Details related to these methods are
already mentioned in literature.
Estimation: In this stage, all the parameters that are identified in stage 1 are estimated for the
ARIMA model by using iterative least square. Akaike Information Criterion (AIC) and Bayesian
Information Criterion (BIC) values are used to find best values in model as mentioned in [51] is given
as under:
AIC = Mlog(σ2) + 2(p + q + 1) (34)
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and
BIC = Mlog(σ2) + 2(p + q + 1)logT (35)
where M shows total no. of observation that are used for estimation of parameters and σ2 shows mean
square error.
DiagnosticChecking: Depending on ACF and PACF of the residual, in dependency of residual can
be analyzed. If residual is according to white noise, residual of the model are proven to be random in
nature. The sample space-time ACFs is required to be effectively zero.
In [50], Ljung-Box test is used on actual time series or to the residual. Null hypothesis is considered
for fitting the model which shows that series is representing the noise, and the alternative hypothesis
states that one or more autocorrelation till lag m are not zero. The test static is shown as under
mentioned in [51]:





M − K (36)
where M shows total no. of observations that are used to finalize the model and m represent total
lags. The statistics Q∗ go along with X 2 distribution having (M-K) level of freedom. Where, K shows
number of parameters that are estimated in model and rk shows ACF of residual at lag k. In case it not
appropriate, stage 1 is again used for recognition of another model.
Cuckoo Search (CS): Idea was given by Yang and Deb [53]. It is one of the latest meta heuristic
techniques. It is also proven in recent studies that it works better than Genetic Algorithm (GA) and
Particle Swarm Optimization (PSO). No. of AR and MA parameters are pre assumed (pmax+qmax)
previously. Each parameter is individual in population, which contains respective solution from
solution set. Functionality of CS is shown in Figure 2. First of all, the corresponding cost function of
weight optimization should be taken out [38]. where, p and q are row of population matrix, which
contain their best solution after optimization.
Gray Wolf Optimizer (GWO): Mirjalili et al. proposed GWO in 2014. It is a meta heuristic
technique, which mimics the leadership and hunting behavior of GWO. Grey wolves population
consist of 4 types, i.e., alpha (α), beta (β), delta (δ) and omega (ω) [54,55]. Flow diagram of GWO
algorithm is shown in Figure 3.
Two proposed techniques are proposed, i.e., CARIMA and GARIMA, both of them perform better
due to optimization of parameters. Simulation section proves that proposed forecasting techniques
outperformed conventional techniques in predicting energy generation by PVC. However, GARIMA
forecasting results outperformed CARIMA algorithm also. Therefore, GARIMA forecasting technique
has been used in DEM algorithm to ensure accuracy of work.
Evaluation parameter: Objective function is defined in order to evaluate parameters. It can either
be mathematical or experimental function that will give desired output. Basically, function is based on
subtraction of actual values with predicted value. In our proposed scenario, Root Mean Absolute Error
















(Av − Fv)2 (38)
where, Av is actual time series and F̂v is predicted time series.
Distributed Energy Management (DEM) Algorithm: After analyzing energy generation em by
PVC using prediction method, i.e., GARIMA and energy demand xkm from N users, MG tries to find
optimum price pkm and storage capacity of battery ym that is used to store the energy generated by
PVC using DEM Algorithm. Each of them will be reached to NE as per different battery capacities and
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price. After comparing the daily cost corresponding to battery capacity, DEM selects best response
strategy that will choose minimal cost pkm. Further details are mentioned in Algorithm 1.
Generate initial population of host nest
Evaluate the fitness of the initial population
First nest is taken into account
Generate new host nest using Levy flights
Evaluate the fitness of the new solution
Replace new selected host with old host
Abandon the fraction of worst host nest and 
new solution is generated 
Next Iteration Consider Next Nest
End









 of new host 
with old host
   Keep record of current best solution 
Figure 2. Flow Diagram of CS Algorithm.
Figure 3. Flow Diagram of GWO Algorithm.
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Algorithm 1: Executed by MG
1 ym = ylm
2 while ylm ≤ yum do
3 Initialize xkm(pm) repeat
4 solve problem (29) ;
5 if pm changes then
6 update and broadcast pm;
7 end
8 until;
9 Price at each slot k remains same
10 ym = ym + Δym
11 end
12 Select minimal daily cost of MG Bm(xkm(pm), ym) ;
13 Return optimal strategy for price scheme pkm and battery storage capacity ym
5. Simulation and Discussion
5.1. Data Description
In forecasting techniques, PVC power production data is used. Dataset is taken from Elia,
Belgium’s electricity transmission system operator site [56]. Data contains 15 min interval power
production of 5 years, January 2013 to December 2018.
5.2. Experimental Results
In this section, simulations are used in order to verify the effectiveness of game theoretic energy
management using Stackelberg game theory. Apart of game theory, accuracy of PVC production
forecasting has also been analyzed. Assumption is made that 6 users are connected to MG for getting
supply of electricity. N users have both shift able load and non shift able load, furthermore power
consumption of users are shown in Figure 4. Single day is represented in form of 24 h time slots, i.e., k.
Usage of electricity varies on the basis of peak demand hours, off peak demand hours and mid peak
hours at each slot.
Here, effectiveness of proposed game theory is analyzed between users and MG. nth user
can increase or decrease his payoff by adjustment of energy usage. Furthermore, MG focuses on
optimization of payoff by announcing optimal energy price pkm and size of the storage battery, i.e., ym.
In proposed work, pricing scheme that has been used is ToU. The whole day is split into 24 h
time slots k. Moreover, single day is composed of three main chunks. Peak demand hours, off peak
demand hours and mid peak demand hours make basis of chunks creation. Different pricing schemes
are followed by pricing parameters.
User consumption is based on building and homes energy consumption. Each user is having
15 to 20 non shift able home appliances that cannot be shifted in any other hour of the day. Demand
Side Management (DSM) has already been discussed in [45]. It has not been discussed for each user
in our work. Unanimously, energy consumption by all users N is considered. Nevertheless, energy
distribution by MG, energy pricing pkm and capacity of the battery ym have been discussed in detail.
MG contains renewable resources, i.e., PVC in current scenario.
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Figure 4. Consumption of Users in 24 h.
Figure 5 represents the energy distribution that is done by MG in K time slots without game
optimization. However, Figure 6 shows evenly energy distribution is being carried out among users,
battery and utility, after equilibrium achieved by NE. Energy is received from utility, if solar radiations
are not enough for production of PVC. Besides, in remaining hours power is optimally used that is
generated by solar radiations and stored in battery. Figure 7 shows energy consumption in a single
day by MG without incorporation of game theory and applying DEM using Tables 1 and 2. Figure 8
shows solar power energy consumption by users, battery and company with game, which shows the
evenly distribution of energy generated by PVC.
Figure 5. Energy Distribution without Game.
Figure 6. Energy Distribution with Game.
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Figure 7. PVC Energy Distribution without Game.
Figure 8. PVC Power Generation using Game.
Table 1. Pricing Model Parameter.

















MG achieves maximum benefit from PVC power when sun light is present with full intensity.
Once MG ensures energy supply to users, it also affects the battery capacity optimization. Nevertheless,
proposed game theoretic energy management will not be affected by timings of day light and intensity.
MG contains 2 kW PVC production capacity. Solar cells energy production per day is represented
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in Figure 9. PVC power is generated during 0600 to 1700 h. Parameters related to battery storage
and charging and discharging are given in Table 1 and battery can be discharged at any time except
charging hours. Cost of users depends on discharging time. It has minimal impact on the cost except
battery discharges at peak demand hours, i.e., 17:00 to 22:00 h. In single hour, charging and discharging
of the battery is 1.5 kWh [9]. Besides, 7.2 cents/kWh is battery charging and discharging efficiency [20].
In a current scenario, MG finds optimal solution for energy management using NE. To facilitate
optimization and making error free prediction, MAPE is also brought under light. Figure 10 represents
MAPE values of 5 forecasting algorithms that includes Back Propagation (BP), SVM, Genetic Stacked
Auto Encoder (GSAE), CARIMA and GARIMA techniques. Step 1 shows that historical data is used
for further forecasting PVC production. Data after forecasting is added in historical data and used
for forecasting future PVC production is called as step 2 and so on. Figure 10 clearly shows that
value of MAPE increases as forecasting steps increases. Simulation represents existing techniques as
well as proposed techniques, i.e., CARIMA and GARIMA in Figure 10. Results are clearly shown in
Figure 11a,b that GARIMA technique not only outperformed existing technique as well as second
proposed technique, i.e., CARIMA in terms of RMSE in hourly and daily load forecasting. Results show
actual and predicted results of proposed techniques. Hence, for achieving NE in game theory, GARIMA
predicted results are used in DEM algorithm for performing energy management more efficiently.
Figure 9. PVC Power Generation in a Certain Day.





















Figure 10. MAPE of Five Different Models with PVC Power Forecasting Steps.
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(a) Hourly (b) Daily
Figure 11. PVC Generation Forecasting.
6. Conclusions and Future Work
In our work, energy management system has been presented that contains single MG and
multiple users. In order to analyze game theory using proposed distributed algorithm, i.e., DEM,
which represents the complete mechanism that how MG optimally decides price that has to be charged
from users. Moreover, battery storage capacity is also optimized. The continuous non cooperative
game theory is used to model interaction among MG and consumers. To ensure efficient use of
PVC generated energ, short term PVC power production forecasting is performed. Two forecasting
techniques are proposed, i.e., GARIMA and CARIMA. GARIMA forecasting results turned out to be
better as compared to CARIMA and other conventional techniques in MAPE. The forecasting results
are then used to analyze the impact on payoff of both players in game theory. In non cooperative
scenario, Stackelberg game theory is used to prove NE among two players, i.e., users and MG. DEM
algorithm has been proposed to prove NE among two players. Energy distribution among users after
applying game theory gives better results as compared to results produced without applying game
theory. Forecasting results of hourly and daily generated energy data also validate that GARIMA
forecasting algorithm performs best as compared to CARIMA forecasting algorithm. Consequently,
GARIMA forecasting data has been used in DEM in order to ensure precision in energy management.
The future directions of our work will be focused on non cooperative energy management among
multiple MGs. Apart of inclusion of multiple MG, no. of players in game will also be increased, i.e.,
utility in order to improve flexibility in the proposed system model. Multiple renewable resources will
be considered for forecasting purpose in order to make the system dynamic in context of distributed
energy management. In order to prove efficiency of DEM algorithm, comparison with existing energy
management algorithm will be performed.
Author Contributions: A.N., N.J. and M.B.R. proposed, implemented and wrote heuristic schemes. A.H., M.A.
and K.A. wrote rest of the paper. All authors together organized and refined the paper.
Acknowledgments: The authors extend their appreciation to the Deanship of Scientific Research at King Saud
University for funding this work through research group NO (RG-1438-034).






ARIMA Auto Regressive Integrated Moving Average
ACF Auto Correlation Function
ADF Augmented Dickey Fuller
AIC Akaike Information Criteria
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BIC Bayesian Information Criteria
BP Back Propagation
CARIMA Cuckoo Search Optimized ARIMA
CS Cuckoo Search
CNN Convolution Neural Network
DEM Distributed Energy Management
DR Demand Response
DSM Demand Side Management
ES Exponential Smoothing
GARIMA Gray Wolf Optimized ARIMA
GSAE Genetic Stacked Auto encoder
GA Genetic Algorithm
GWO Grey Wolf Optimization
ICT Information and Communication Technology
MG Micro Grid
MAPE Mean Absolute Percentage Error
RMSE Root Mean Square Error
NN Neural Network
NE Nash Equilibrium
PSO Particle Swarm Optimization
PVC Photo Voltaic Cell
PAR Peak Average Ratio
PACF Partial Auto Correlation Function
RTP Real Time Pricing
RMSE Root Mean Square Error
SG Smart Grid
SVM Support Vector Machine
ToU Time of Use
Nomenclature
Symbols Descriptions
Av Actual Time Series
Xaverage Average User Consumption
ηch Charging Efficiency of Battery
σ2ε Constant Variance
U Cost Function of Users
B Cost Function of Micro Grid
ln Daily Energy Usage of User
ηdisch Discharging Efficiency of Battery
Cbatm (y) Daily Depreciation Cost Function
Ckxk Cost Function of User
εt Error at Time t
xn(k) Energy Demand in Particular Slot
en Energy Demanded from Users
ebm(k) Energy Required to Charge Battery
ak, bk Fixed Parameters
yml Lower Limit of Battery Capacity
N Multiple Residential Users
Q∗ Micro Grid
σ2 Mean Square Error
Xpeak Peak Consumption
Un Profit of Micro grid
F Penalty Factor
δ Prediction Error
Fv Predicted Time Series
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hkch Pattern of Battery Charging
hkdisch Pattern of Battery Discharging
Pk Real Time Price of Each Slot
Xk Sum of Total Energy
ς Strategy Form
λs Solar Power Selling Price
s State of Battery
K Time Slots in a Period
bl(k) Total Energy Required to Discharge Battery
Cn,k Total Cost of N Users
T Total no. of Observations
Cspn Total Cost of Solar Power Generation
Q∗ Test Static
yum Upper Limit of Battery Capacity
φi Vector Based on Rules of AR
θi Vector Based on Rules of MA
References
1. Huang, B.; Li, Y.; Zhang, H.; Sun, Q. Distributed optimal co-multi-microgrids energy management for energy
internet. IEEE/CAA J. Autom. Sin. 2016, 3, 357–364.
2. Wollenberg, B.F. Toward a smart grid: Power delivery for the 21st century. Power Energy Mag. 2005, 3, 34–41.
3. Ahmad, A.; Javaid, N.; Mateen, A.; Awais, M.; Khan, Z. Short-Term Load Forecasting in Smart Grids:
An Intelligent Modular Approach. Energies 2019, 12, 164. [CrossRef]
4. Zahid, M.; Ahmed, F.; Javaid, N.; Abbasi, R.A.; Kazmi, Z.; Syeda, H.; Javaid, A.; Bilal, M.; Akbar, M.; Ilahi, M.
Electricity Price and Load Forecasting using Enhanced Convolutional Neural Network and Enhanced
Support Vector Regression in Smart Grids. Electronics 2019, 8, 122. [CrossRef]
5. Wang, Y.; Mao, S.; Nelms, R.M. Distributed online algorithm for optimal real-time energy distribution in the
smart grid. IEEE Internet Things J. 2014, 1, 70–80. [CrossRef]
6. Muralitharan, K.; Sakthivel, R.; Shi, Y. Multiobjective optimization technique for demand side management
with load balancing approach in smart grid. Neurocomputing 2016, 177, 110–119. [CrossRef]
7. Muratori, M.; Rizzoni, G. Residential demand response: Dynamic energy management and time-varying
electricity pricing. IEEE Trans. Power Syst. 2016, 31, 1108–1117. [CrossRef]
8. Rifkin, J. The Third Industrial Revolution: How Lateral Power Is Transforming Energy, the Economy, and the World;
Macmillan: New York, NY, USA, 2011.
9. Yi, P.; Zhu, T.; Jiang, B.; Jin, R.; Wang, B. Deploying Energy Routers in an Energy Internet Based on Electric
Vehicles. IEEE Trans. Veh. Technol. 2016, 65, 4714–4725. [CrossRef]
10. Xia, Z.; Chen, L.; Sun, X.; Liu, J. A multi-keyword ranked search over encrypted cloud data supporting
semantic extension. Int. J. Multimed. Ubiquitous Eng. 2016, 11, 107–120. [CrossRef]
11. Ellabban, O.; Abu-Rub, H.; Blaabjerg, F. Renewable energy resources: Current status, future prospects and
their enabling technology. Renew. Sustain. Energy Rev. 2014, 39, 748–764. [CrossRef]
12. Sato, T.; Kammen, D.M.; Duan, B.; Macuha, M.; Zhou, Z.; Wu, J.; Tariq, M.; Asfaw, S.A. Smart Grid Standards:
Specifications, Requirements, and Technologies; John Wiley and Sons: Hoboken, NJ, USA, 2015.
13. Uski, S.; Forssén, K.; Shemeikka, J. Sensitivity Assessment of Microgrid Investment Options to Guarantee
Reliability of Power Supply in Rural Networks as an Alternative to Underground Cabling. Energies 2018,
11, 2831. [CrossRef]
14. Zhang, Y.; Fu, L.; Zhu, W.; Bao, X.; Liu, C. Robust model predictive control for optimal energy management
of island microgrids with uncertainties. Energy 2018, 164, 1229–1241. [CrossRef]
15. Khalid, A.; Javaid, N.; Mateen, A.; Ilahi, M.; Saba, T.; Rehman, A. Enhanced Time-of-Use Electricity Price
Rate Using Game Theory. Electronics 2019, 8, 48. [CrossRef]
16. Nuño, E.; Maule, P.; Hahmann, A.; Cutululis, N.; Sørensen, P.; Karagali, I. Simulation of transcontinental
wind and solar PV generation time series. Renew. Energy 2018, 118, 425–436. [CrossRef]
17. Zhou, Z.; Bai, J.; Dong, M.; Ota, K.; Zhou, S. Game-theoretical energy management design for smart
cyber-physical power systems. Cyber-Phys. Syst. 2015, 1, 24–45. [CrossRef]
209
Sustainability 2019, 11, 2763
18. Ahmad, F.; Rasool, A.; Ozsoy, E.; Sekar, R.; Sabanovic, A.; Elitaş, M. Distribution system state
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Abstract: The percentage of penetration in renewable energy generation (REG) in distribution
networks has dramatically increased. Variable speed seawater pumped storage, which has a large
power controllable range and flexible modes of operation, is an important tool to be applied in
distribution networks to realize peak shaving and valley filling, and to mitigate the negative effects
of REG. This paper presents a two-stage coordinated optimal scheduling model for the day-ahead
and real-time operation of active distribution networks containing seawater pumped storage, REG,
and flexible loads. In the model, seawater pumped storage and flexible loads are dispatched in
the first day-ahead stage based on short-term forecast information of REG and load demands to
minimize total operational costs. Then in the second real-time stage, the operation schedule of
seawater pumped storage is adjusted to mitigate the negative effects of forecast errors of REG on the
operation of active distribution networks. Network nodes power quality is improved and power loss
is reduced. Applying the model, disadvantages of low accuracy short-term forecast are minimized
whereas advantages of high accuracy ultra-short term forecast are fully taken. This model is tested
using a modified Institute of Electrical and Electronics Engineers 33-bus system. Numerical results
demonstrate the effectiveness of the proposed approach.
Keywords: seawater pumped storage; renewable energy; active distribution networks; two-
stage; scheduling
1. Introduction
There are rich renewable energy resources in China offshore. In recent years, the percentage
of penetration in renewable energy in distribution networks has increased dramatically [1–3].
Power output of renewable energy generation (REG) like wind turbine (WT) generators and photo
voltaic (PV) arrays have high randomness and fluctuation attributes. The controllability of WT and PV
output is low [4,5], which rese new challenges to the operation of distribution networks. To increase
its operation reliability and economy, energy storage provides an attractive solution because it has fast
power response speed and strong energy shifting capabilities [6–8]. Compared with traditional energy
storage technologies such as lead acid battery banks, hydrogen energy storage, and flywheel energy
storage, etc., variable speed seawater pumped storage has many advantages, such as larger storage
capacity, higher energy storage efficiency, lower per kilowatt capital and maintenance costs, longer
service life, and it also can provide additional inertia energy for networks [9,10]. Meanwhile, compared
with traditional pumped storage, offshore ocean is used as the lower reservoir for variable speed
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seawater pumped storage. The amount of water resources are inexhaustible and total construction
costs can be reduced. But how to dispatch the distribution networks that contain variable speed
seawater pumped storage and REG, reaching a high operation performance and having high economic
benefits, is still a problem for the network operators.
Current distribution networks were operated in a passive fashion. The traditional operating method
is no longer applicable to new distribution networks which contain REG, energy storage, and flexible
loads, etc. In recent years, the concept of active distribution networks was proposed [11–13]. Compared
with traditional distribution networks, this network is able to manage the power of REG, energy storage,
and flexible loads actively, having the advantages of increasing the operation reliability and minimizing the
total operation cost and power losses of the distribution networks [14,15]. Besides, the active distribution
networks can provide additional spinning reserve capacities to alleviate the negative impacts of the
stochastic fluctuations of REG and load demands on itself at the distribution network level. Problems
of declining power quality are induced by stochastic, uncertain fluctuations of power of REG and load
demands. These problems are solved locally by appropriate dispatch of distributed generators and
energy storage [16]. In the dispatch of active distribution networks, an optimization model that can both
achieve a global optimal solution and provide good performance is demanded [17]. Dynamic economic
dispatch method [18] and consensus based dispatch method [19] can be applied to generate a dispatch
schedule. However, the performance cannot meet this demand. The power flexibility and energy storability
characteristics of energy storage in active distribution networks are not fully utilized in the present market
management systems (MMS) and energy management systems (EMS) [20]. Operation schedules are
generally determined at day-ahead time stages, ignoring the effect of real-time adjustment which can
compensate for uncertainties and forecast errors of REG [21,22]. Day-ahead scheduling is performed,
which is based on short-term forecasts of REG and load demands. However, because of the stochastic
fluctuation attributes in wind strength, illumination intensity, etc., it is difficult to make accurate short-term
predictions for PV and WT power and load demands.
For reducing the impact of renewable energy sources which are connected to power systems,
the two-stage optimal scheduling method has been presented by some scholars in recent years.
For example, there is the disturbance of power systems caused by the randomness and volatility
of wind power, which can be reduced by a two-stage dynamic scheduling method, as noted in
Reference [23]. In addition, a two-stage optimal scheduling method for micro-grid economy is
presented in Reference [24]. In the first stage, based on the real-time forecast data for future power,
optimal management for power source in a micro-grid is able to be calculated. In the second stage,
according to the limitation of diesel generator output which can be figured out before, the output of
diesel generators is adjusted for improving the robustness of the system. The dispatch schedule is made
in day-ahead for seawater pumped storage and renewable energy has not yet utilized their potential
capabilities to increase the performances and economics of active distribution networks adequately.
Compared to short-term forecasts, ultra-short forecasts for PV and WT power is quite accurate. Based
on the ultra-short forecasts information, real-time scheduling for seawater pumped storage can solve
or mitigate the negative impacts caused by forecast errors effectively. In this paper, a two-stage
scheduling method is proposed, because it has high computation efficiency and takes advantages
of the flexibility of seawater pumped storage and flexible loads to dispatch the active distribution
networks. In a day-ahead scheduling stage, optimal dispatch schedule of active distribution networks
is determined. In a real-time scheduling stage, negative impacts of forecast errors of REG on the
operation of active distribution networks is compensated and mitigated.
Main contributions are as follows.
i. Variable speed seawater pumped storage is first utilized for dispatch in offshore local active
distribution networks in China;
ii. A two-stage scheduling method considering variable speed seawater pumped storage, flexible
loads, and REG in active distribution networks is presented. Both advantages of day-ahead
and real-time scheduling are fully utilized and exploited.
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Remaining sections are organized as follows: Section 2 introduces the dispatch model for variable
speed seawater pumped storage. Section 3 presents the problem formulation of the two-stage
scheduling in active distribution networks and the solving algorithm. Section 4 gives the test results of
the proposed approach on a modified Institute of Electrical and Electronics Engineers (IEEE) 33-bus
distribution system. Finally, conclusions are drawn in Section 5.
2. Variable Speed Seawater Pumped Storage Model
The structure of a traditional pumped storage station consists of a generator unit, pumping
station, and upper and lower reservoirs. Capacities of the upper and lower reservoirs are mainly
determined by the conditions of natural water resources. However, for a variable speed seawater
pumped storage station, one of the prominent features is that the lower reservoir is the sea. Its water
resources are unlimited and its capacity can be considered infinitely large. Only the water amount
of the upper reservoir should be considered in the optimal scheduling. Another prominent feature
is that the speed of the motor rotor in generating or pumping mode can vary within a large range.
Therefore, the efficiency of the overall system can be improved in the generating mode. In the pumping
mode, the range of input power is expanded. From the point of view of scheduling, the above features
can gain great benefits for the operation of the power system. Operation models of a variable speed
seawater pumped storage station in generating and pumping modes are expressed as follows.
2.1. Generating and Pumping Modes
In the generating mode, output power is formulated by:




In the pumping mode, energy for the pump is directly input from local active distribution







2.2. Operation and Maintenance Cost of Seawater Pumped Storage
Seawater contains high salinity and corrosiveness to pipelines, which increases the maintenance
cost of pipelines. Therefore, the cost of seawater pumped storage contains the installation fee, start-up
cost, pipelines, and generator maintenance cost. Equation (3) is the operation and maintenance
cost of seawater pumped storage; Equations (4) and (5) are the start-up cost of a turbine generator
and pump-motor unit in period t, respectively; Equation (6) is the maintenance cost of turbine
generator and pump-motor unit in period t; Equation (7) is the piping maintenance cost of the seawater
pumped storage.
Csea(t) = Ccrg (t) + C
cr





Ccrg (t) = Cg × μg(t)× [1 − μg(t − 1)] (4)







nsea − 1 + λ
co
sea][Pg(t) + Pp(t)] (6)
Crunsea (t) = λ
run
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2.3. Operation Constraints of Variable Speed Seawater Pumped Storage Station
The proposed coordinate optimal scheduling models for active distribution networks containing
seawater pumped storage have two stages. The first stage is the day-ahead, and the second stage is
the real-time.
2.3.1. Day-Ahead Operation Constraints
In period t, the quantity of seawater stored in upper reservoir is given as follows.






qg(τ)dτ t = 1, 2, . . . , T (8)
Seawater pumped storage stations can operate only in one mode in a given time interval, on-off
operation mode constraint:
μg(t)× μp(t) = 0 t = 1, 2, . . . , T (9)
Power range constraint in generating mode:
0 ≤ Pg(t) ≤ μg(t)Pmaxg (10)
Power range constraint in pumping mode:
μp(t)Pminp ≤ Pp(t) ≤ μp(t)Pmaxp (11)
Water amount constraint for upper reservoir:















2.3.2. Real-Time Operation Constraints
The quantity of seawater stored in upper reservoir:






qg(τ)dτ t = 1, 2, . . . , T (14)
On-off operation mode constraint:
μg
′(t)× μp ′(t) = 0 t = 1, 2, . . . , T′ (15)
Power range constraint in generating mode:
0 ≤ Pg ′(t) ≤ μg ′(t)Pmaxg ′ (16)
Power range constraint in pumping mode:
μg
′(t)Pminp ′ ≤ Pp ′(t) ≤ μp ′(t)Pmaxp ′ (17)
Water amount constraint for upper reservoir:
Qminsea ≤ Qup ′(t) ≤ Qmaxsea (18)
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Restricted by technical conditions, the frequency of switching between generating and pumping
modes must be limited. Minimum switching time is 30 min, (i.e., a time of 2Δt is required). Formulation




′(t)× μp ′(t + 1) = 0 t = 1, 2, . . . , (T′ − 1)
μg
′(t)× μp ′(t + 2) = 0 t = 1, 2, . . . , (T′ − 2)
μg
′(t + 1)× μp ′(t) = 0 t = 1, 2, . . . , (T′ − 1)
μg
′(t + 2)× μp ′(t) = 0 t = 1, 2, . . . , (T′ − 2)
(19)
2.3.3. Problem Formulation
Due to the stochastic fluctuation attributes in wind strength and illumination intensity, people’s
ability to predict REG power output accurately has yet to be improved. Ultra-short forecasting of REG
are far more accurate than short-term’s. Day-ahead scheduling of variable speed seawater pumped
storage is performed based on the short-term forecast information of REG power and load demands.
The objective of this stage is to minimize total system operation cost. Then real-time scheduling of
variable speed seawater pumped storage is carried out based on ultra-short forecast information to
mitigate the negative effects of the forecast errors on the operation of active distribution networks [25].
3. Optimal Scheduling Model
3.1. Day-Ahead Scheduling
3.1.1. Objective Function
The objective of day-ahead scheduling is to make the most cost-effective operation schedule
for active distribution networks. Costs of power obtained from main grid, penalty for the transition
between generating and pumping modes of seawater pump storage, interruption, and incentive to
the flexible loads are all taken into consideration. We assume that all renewable energy sources are
absorbed. Therefore the costs of wind and solar energy power generation are neglected. These costs
are induced by operation, maintenance, and depreciation.





[PGrid(t)× Ω(t) + Csea(t) + Cload(t)] (20)










ue(j, t)[β1 × P2e (j, t) + β2 × Pe(j, t)− β2 × Pe(j, t)× ke(j) (23)
3.1.2. Constraints












PL(i, t) + Pf (t) + μp(t)Pp(t) (24)
Reserve constraints are given below.
Pmaxg − μg(t)Pg(t) ≥ PRupg (t) (25)
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Pmaxp − μp(t)Pp(t) ≥ PRupp (t) (26)






















Constraint of power obtained from main grid is:
0 ≤ PGrid(t) ≤ Pmaxgrid (29)
3.2. Real-Time Scheduling
3.2.1. Objective Function
The day-ahead scheduling is seen as the foundation for real-time scheduling. However,
the forecast data is gotten in day-ahead, which cause a large forecast error. As a result, the reliability
of distribution network operation could be influenced if the forecast error cannot be compensated
in the real-time stage. So we assume that the forecast error of renewable energy is suppressed by
seawater pumped storage in priority at real-time stage. The detail objective function for real-time




























PL(i, t) + Pf (t) + μp ′(t)Pp ′(t) (31)
Constraint of power obtained from main grid is:
0 ≤ Pgrid ′(t) ≤ Pmaxgrid ′ (32)
3.3. Approach to Solve This Model
A flowchart of the two-stage optimal scheduling of the seawater pumped storage and flexible
loads in active distribution networks is shown in Figure 1. ILOG Cplex 12.7 was called by MATLAB
and is used to solve the proposed model, and case studies were carried out on a 3.5 GHz ASUS PC.
Day-ahead scheduling was updated each day. Real-time scheduling was carried out every 15 min
according to the rolling update ultra-short forecasting data of REG.
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Figure 1. Flowchart of the proposed approach.
4. Case Study
4.1. System Description
A modified IEEE 33-bus distribution system was used to validate the proposed approach, which is
shown in Figure 2. Node 1 was connected to the main grid. The seawater pumped storage station,
PV, WT, and flexible loads were connected to bus 6, bus 8, bus 13, and bus 17, respectively. Forecasted
power outputs of REG were based on the information collected on the spot in the south of China.
Typical forecast data is shown in Figure 3. Operation parameters of the seawater pumped storage and
flexible loads are given in Tables 1 and 2, respectively. In Table 2, Pf is the rated power of flexible load.
Time-of-use price of general industry is given in Table 3, and these data were taken from a distribution
network in China.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
19 20 21








Figure 2. Modified IEEE 33-bus distribution system.
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(a) Wind turbine (WT) power forecasting. 
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Figure 3. Renewable energy forecasting data.
Table 1. Parameters of seawater pumped storage.
Maximum Power (kW) Life Time (y) kg/kp
Generating mode 3000 40 0.91
Pumping mode 3000 40 0.82
Table 2. Parameters of flexible loads.
Variation Range α1 ¥/h α2 ¥/kW·h β1 ¥/(kW·h) β2 ¥/(kW·h)
[0.6Pf, 1.4Pf] 0.0002 0.25 0.00025 0.1
Table 3. Time-of-use price of general industry.
Period (h) Price ¥/kW·h
Peak [11:00, 16:00); [19:00, 22:00) 1.2
Off-peak [08:00, 11:00); [16:00, 19:00); [22:00, 24:00) 0.7
Valley [24:00, 08:00) 0.3
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4.2. Day-Ahead Scheduling Results and Analysis
In order to prove the algorithm applicability of the proposed model, improved particle swarm
optimizer (IPSO) [26], genetic algorithms (GA), and Cplex are used to solve the proposed model.
As can be seen in Table 4, by the achievement of a better total operation cost, the ILOG Cplex over the
other approaches is substantiated.
Table 4. Comparison of total operation.




IPSO = improved particle swarm optimizer; GA = genetic algorithms.
Day-ahead scheduling was performed based on short-term forecast data of WT, PV, and loads.
Two cases were simulated and compared to analyze the proposed methodology. Case 1 did not contain
seawater pumped storage and flexible loads. Case 2 contained seawater pumped storage and flexible
loads, and the proposed methodology was applied in it. Base reserve capacities of pRupg and p
Rup
p were
500 kW. Optimization results are shown in Figures 4–6.
 
















Figure 4. Power exchange with main grid of two cases in day-ahead scheduling.
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Figure 6. Power flow results of voltage magnitudes in peak load period.
As shown in Figure 4, results showed that by applying the proposed model, not only did the
maximum exchange power between local active distribution networks and main grid decrease about
25%, but also the maximum rate of power change was effectively reduced. Peak loads from 11:00 to
15:00 and from 19:00 to 21:00 were successfully shifted and maximum power was reduced. Valley
loads from 1:00 to 8:00 were effectively filled, and minimum valley loads increased by about eight
times. In Table 3, the electricity price on the open market was high from 11:00 to 15:00 and from 19:00
to 21:00, and was low from 24:00 to 7:00. As shown in Figure 5, flexible loads and seawater pumped
storage could respond to the price and coordinate their power to reduce total operation cost. Power
demands of flexible loads increased about 30% at low electricity price from 24:00 to 7:00, and decreased
about 40% at high electricity price from 11:00 to 15:00 and from 19:00 to 21:00.
Based on the specific power system structure, power flow calculation was implemented. Periods
during peak loads were taken as an example. As shown in Figure 6, utilizing the proposed methods,
except for voltage magnitudes at nodes 1 to 2 and 19 to 22 which did not increase, voltage magnitudes
at nodes 3 to 18 and 23 to 33 increased. This proves that the power quality of the active distribution
networks were effectively improved by using the proposed method. In Table 5, cost of purchase power
from the main grid and network energy loss are compared. Cost of purchase power from the main grid
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decreased from ¥146,915 to ¥131,886 by 10.2%. Network loss decreased from 4481 kW·h to 3862 kW·h by
13.8%.
Table 5. Cost of purchase power and network loss.
The Cost of Purchase Power from Main Grid (¥) Network Loss (kW·h)
Case 1 146,915 4481
Case 2 131,886 3862
4.3. Real-Time Scheduling Results and Analysis
Real-time scheduling was carried out every 15 min based on ultra-short forecast data of WT and
PV. Power exchange results between active distribution networks and the main grid are shown in
Figure 7. Optimization results of the seawater pumped storage is shown in Figure 8. After correction,
the power exchange curve is much more flat and smooth, especially in the periods with large forecast
errors. Higher forecast errors needed greater correction amounts. The results demonstrated that
real-time scheduling can effectively compensate for the forecast errors of REG and reduce its negative
effects on the operation of local active distribution networks.
 
(a) Scheduling results. 
 






























Figure 7. Power exchange with main grid in real-time scheduling.
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(a) Before correction. 
 





























Figure 8. Real-time optimization results of seawater pumped storage.
In the simulation, average execution time for day-ahead scheduling was 3.6 min and for real-time
scheduling it was 19.6 s. As a result, the proposed model can be applied online for active distribution
networks. Applying the proposed strategy, the overall economic benefits for active distribution
networks can be promoted in the day-ahead scheduling stage. Negative influence of the forecast errors
on the operation of active distribution networks can be minimized in the real-time scheduling stage.
As a consequence, reserve capacity for synchronous generators in the main grid and regulation burden
for automatic generation control (AGC) can be reduced.
5. Conclusions
This paper has presented a two-stage optimal scheduling model for active distribution network
integration of seawater pumped storage stations, flexible loads, and renewable energy. ILOG Cplex 12.7
was called to solve the proposed model. In addition, the model was successfully tested in a modified
IEEE 33-bus. Numerical results demonstrated that by applying the proposed methods in the day-ahead
scheduling stage, total operation cost and the network power loss of active distribution networks could
be reduced. At the same time, peak loads were shifted. In a real-time scheduling stage, the negative
effects of forecast errors of renewable energy on the operation of active distribution networks were
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compensated and alleviated by proper coordination of a seawater pumped storage station. Utilizing
the two-stage scheduling model, the performances and power quality of active distribution networks
were improved. In addition, reserve capacity and regulation burden for the main grid were also
effectively reduced.
Author Contributions: Conceptualization, N.L. and C.D.; Formal analysis, N.L., C.D., Y.C., W.Y., D.L., M.C.,
and P.P.; Funding acquisition, C.D., D.L., M.C., and P.P. All of the authors revised the manuscript.
Funding: This work was supported by National Key Research and Development Program of China
(No. 2017YFB0903700, 2017YFB0903705).
Conflicts of Interest: The authors declare no conflict of interest.
Nomenclature
Abbreviations
REG renewable energy generation
WT wind turbine
PV photo voltaic
MMS market management systems
EMS energy management systems
IPSO improved particle swarm optimizer
GA genetic algorithms
Sets, parameters and constants
T, T′, t set of indexes of the dispatch time periods
kg efficiency of the turbine generator
ρ density of seawater (1050 kg/m3)
g gravity acceleration (9.8 m/s2)
h water head height
qg(τ) flow rate of water volumetric input into the turbine at the time of τ
qp(τ) flow rate of water volumetric pumped from the sea at the time of τ
kp efficiency of the pump-motor unit
Cg, Cp start-up cost coefficient of turbine generator and pump-motor unit
cazsea average annual installation fee of the seawater pumped storage
rsea depreciation rate of the seawater pumped storage
nsea life time of the seawater pumped storage
λcosea coefficient of pipelines corrosiveness cost
λrung , λrunp piping maintenance cost coefficient of turbine generator and pump-motor unit
l leakage loss and evaporation
Pmaxg , Pmaxp maximum output in generating and pumping modes
Pminp minimum power of seawater pumped storage in pumping modes
Qminsea , Qmaxsea bottom and top limit of water amount in upper reservoir
Pmaxg ′, Pmaxp ′ maximum output in generating and pumping modes
Pminp ′ minimum output in pumping modes
Ω(t) price of purchase electricity
M, N number of interruptible loads and incentive loads
α, β coefficients of interruptible loads and incentive loads
kc(t), ke(t) willingness factors of interruptible loads and incentive loads
NWT, NPV, NL number of WT, PV and nodes
PWT(m,t) output of m th WT
PPV(n,t) output of n th PV
PL(i,t) rigid loads at node i
PRupg (t) minimum reserve constraints in generating modes
PRupp (t) minimum reserve constraints in pumping modes
pRupg , p
Rup
p base reserve capacities in generating and pumping modes
η, λ proportional coefficient, values of both were taken as 0.2
Pmaxgrid maximum purchase power from main grid in day-ahead
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ΔPWT(t) prediction errors of WT
ΔPPV(t) prediction errors of PV
PWT’(m,t) output of m th WT
PPV’(n,t) output of n th PV
Pmaxgrid
′ maximum power purchase from the main grid
Variables
Ccrg (t), Ccrp (t) start-up cost of turbine generator and pump-motor unit
Cinsea(t) maintenance cost of the seawater pumped storage
Crunsea (t) piping maintenance cost of the seawater pumped storage
μg(t), μp(t) binary variables of turbine generator and pump-motor unit
Pg(t), Pp(t) output in generating and pumping modes
μg
′(t), μp′(t) binary variables of turbine generator and pump-motor unit
Pg′(t), Pp′(t) output in generating and input in pumping modes
Csea(t), Cload(t) seawater pumped storage and the response of flexible loads cost
Qup(t), Qup′(t) seawater quantity of upper reservoir in day-ahead and real-time
fc(t), fe(t) interruptible loads and incentive loads cost
uc(i,t), ue(i,t) status of i th interruptible loads and i th incentive loads
Pf(t) flexible loads
PGrid(t) purchase power from main grid
Pc(t), Pe(t) input of interruptible loads and incentive loads
PL(i,t), Pf(t) rigid loads at node i and flexible loads
ΔPg(t), ΔPp(t) power adjustment in generating and pumping modes
Pg′(t), Pgrid’(t) power from seawater pumped storage and main grid
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Abstract: The householders’ electricity consumption is about 20–30% of the total consumption that
is a significant space for demand response. Mainly, the householders are becoming more and more
active and interested in diminishing their expenses related to the electricity consumption, considering
different rates of the advanced tariffs. Therefore, in the smart grid context, especially for prosumers
with energy sources and storage devices (SD), the electricity consumption optimization becomes
attractive since they obtain significant benefits. On the other hand, the electricity suppliers design
appropriate tariffs in order to reduce the consumption peaks and avoid the occurrence of new peaks.
Based on the effect of these tariffs on consumers’ behavior, the stress on generators decreases and
the electricity suppliers improve the demand forecast and adjust their strategies on the market. In
addition, the grid operators are interested in the minimization of the consumption peak that leads
to loss reduction and avoidance of congestions that would ensure at least the delay of the onerous
investment in grid capacities. In this paper, we will run several scenarios for electricity consumption
optimization in the context of smart grid that includes: sensors, actuators, smart meters, advanced
tariff schemes, smart appliances and electricity home control applications. Our goal is to analyze
the effect of the Renewable Energy Systems (RES) distributed generation (such as photovoltaic
panels—PV) and storage on the consumption curve. The results show that consumption optimization
with RES distributed generation and SD brings sustainable development of the power systems and
significant benefits from the consumption peak and savings point of view.
Keywords: distributed generation; storage device; MILP; ToU tariff; optimization; daily consumption
curve; peak/off-peak; programmable appliances
1. Introduction
Lately, more and more authorities of the countries from the European Union (EU) are concerned
about issues regarding the requirements of moving away from an economy driven by fossil fuels, based
on a centralized, supply-side approach, relying on old technologies and outdated business models, as it
has been emphasized by the European Community Energy Union Package 2015 [1]. In order to fulfill
this requirement, one of the most important steps that need to be taken consists in implementing the
advancements in smart grid technologies that enable various options and strategies for consumption
optimization in electricity markets. However, there are still barriers for the widespread adoption of
smart grid technologies at the EU level, as emphasized by the European Technology and Innovation
Platform—Smart Networks for Energy Transition, in the document Final 10-year ETIP SNET R&I
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Roadmap (2017–26) [2]. Embracing the same approach, the European Network of Transmission System
Operators for Electricity highlights the need to activate the demand as a new source/tool for system
operation and to integrate it in the planning and operation stages and market design in ENTSO/E R&I
Roadmap 2017–2026 [3]. In Ireland, the Commission for Energy Regulation (CER), the regulator for
the natural gas and electricity sector, has initiated in 2007 the Smart Metering Project within which it
has performed rigorous benchmark tests in order to evaluate the performance characteristics of the
smart metering devices, analyzing their influence in regard to consumers, energy consumption, tariff
schemes and economic aspects in view of implementing these devices at a national level [4].
Starting from the interested parties in the consumption optimization, different approaches can
be envisioned. On one hand, the optimization can lead to minimization of the electricity payment
(the consumers’ approach), by shifting their appliances to the cheapest time intervals. On the other
hand, it can lead to minimization of the consumption peak (the grid operators’ and suppliers’ approach)
that means the peaks are shaved and valleys are filled by uniformly distributing the programmable
appliances on top of the fixed consumption. Both approaches require careful analyses and comparisons
in order to reach a sustainable power systems development.
From these perspectives, the consumers can be stimulated to change their behavior that leads to
higher demand response and electricity consumption reduction. In this respect, the advanced tariff
scheme provides incentives for optimal planning of the appliances. In this way, according to the
literature, the consumers can save up to 50% of electricity payment due to the fact that off-peak tariff
rate can be one third of the peak tariff rate [5]. Moreover, indirect savings are coming from less grid
investments and reduction of losses, therefore achieving a smoother operation of generators that have
the possibility to operate closer to their optimum capacity.
From the demand point of view, the electricity supply does not allow interruptions or massive
storage, therefore knowing the consumers’ behavior is significant for grid operators, electricity
producers and suppliers. The system operator will dispatch the generators so that the demand
is optimally supplied by the available generators based on the existing market mechanism. The grid
operators will plan the grid capacity based on the consumption requirements, the suppliers will
estimate the consumption level at any time and buy or sell on the various electricity markets while the
generators will be prepared to produce the necessary energy as to satisfy the demand. Consequently,
the predictability of electricity consumption is one of the key factors that influence the sustainable
development of power systems.
Moreover, the consumption curve flattening creates the premises for important improvements,
by reducing the stress on the generation units and on the entire grid, by diminishing the electricity price,
by increasing the potential to achieve an accurate forecast and even by improving the market strategies.
The consumption peak has direct impact on grid loading, therefore by shaving the peaks and filling
the valleys, the grid will load uniformly during the 24 h of the day and onerous investments in grid
infrastructure can be eliminated or at least diminished. Furthermore, by using smart grid technologies,
especially smart metering systems and home control applications, the volume of investments in grid
facilities can be diminished by reducing the consumption peak and integrating a higher volume of
RES distributed generation. Therefore, if the consumption peak is reduced by means of optimization
and the electricity is locally generated, then less grid infrastructure will be needed. Consequently,
the analyzed issues have been addressed extensively in the scientific literature due to their significant
and ever-increasing importance.
For example, the purpose of the study conducted in [6] consists in developing a solution that is able
to manage optimally the battery storage at a large-scale level using a three-layer battery hierarchical
control structure by taking into consideration specific control circuits. The authors propose models
for the photovoltaics, storage batteries and supercapacitors for developing a distribution network
structure that offers the possibility of hierarchical storage. In order to regulate the high and low
frequency photovoltaic fluctuations the authors implement a low pass filter. After having performed
a series of simulation tests, the authors state that the obtained results confirm the supercapacitor’s
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and the battery’s control effect. The authors acknowledge the fact that supplementary experiments
must be performed in order to check the efficiency of the control when there are considered several
distributed storage systems.
In the paper [7], the authors propose an Energy Scheduling and Distributed Storage (ESDS)
algorithm in view of installing it into the smart meter devices that have the capacity to record the
detailed Time of Use (TOU) consumption. The proposed algorithm aims to minimize the electricity
consumption of the consumer while increasing his satisfaction towards his electricity needs in the same
time. In this purpose, the authors have used the ESDS algorithm in three scenarios: in the first scenario
they have analyzed the case in which there was not considered the Demand Side Management (DSM),
in the second scenario the authors have taken into consideration the DSM without ESDS, while in the
third scenario they have considered DSM with ESDS. The authors’ obtained results confirmed that
scenario 3 registered the highest level of performance with regard to the energy and financial savings,
minimizing the dissatisfaction of consumers during peak periods, reducing the Peak-to-Average-Ratio
demand, the sustainability of the energy grid, a series of socio-economic and environmental benefits.
In their future work, the authors intend to analyze the possibility to adapt their algorithm so that it
can be implemented in the case of large non-household consumers.
Related to the above-mentioned case of large non-household consumers, a study that takes them
into account is [8], a paper in which a part of our research team has developed solutions regarding the
hourly forecasting of the energy consumption, situation in which the accurate electricity consumption
is extremely important due to the implied costs. The authors have developed several forecasting
solutions consisting in a series of artificial neural networks based on the non-linear autoregressive
(NAR) model and the non-linear autoregressive with exogenous inputs (NARX) one, trained using
the Levenberg-Marquardt, Bayesian Regularization and Scaled Conjugate Gradient algorithms. In the
study, the authors have used large datasets recorded by the smart metering devices of the consumer,
along with exogenous variables in the case of the NARX model, case in which the authors have
built meteorological and time stamp datasets. By means of extensive experimental tests, the authors
have identified in each case the best mix between the training algorithm, the number of neurons in
the hidden layer and the delay parameter. Based on a series of forecasting scenarios, using specific
performance metrics, the developed solutions for the hourly consumption energy prediction have
offered a high level of forecasting accuracy, having the potential to become useful tools for both the
electricity producers and consumers. The authors consider that the further step of their research
consists in refining the study regarding the consumption forecasting up to the individual appliances or
devices level.
Paper [9] describes a method based on a hybrid energy storage system designed to smooth
the fluctuating output of a photovoltaic power plant. The Renewable Energy Systems distributed
generation (PV) and the hybrid energy storage systems have been modeled in Matlab/Simulink and
Piecewise Linear Electrical Circuit Simulation software environment. Using a series of extensive
simulations, the authors confirm the effectiveness of their proposed approach for the power control
strategy. In [10], the authors propose a three-layer management system designed to handle the
issues raised by large capacity energy storage batteries. The authors discuss the hardware and
software implementations of the Battery Management Unit, Battery Cluster Management System
and Battery Array Management System, considered as bottom, middle and respectively top layers
of the proposed hierarchical management system that is useful in performing a variety of tasks
such as: measurement and computation, balance of cells, the safe management of high voltage, data
management, the management of the charging and discharging operations, issuing warnings.
The authors of [11] propose a model for optimizing the operation of a micro-grid, taking
into account the distributed generation, the environmental factors as well as the demand response.
According to the authors, the main advantages of the devised model consists in cutting down the
operational costs at the micro-grid level, without affecting the consumers, therefore creating the
premises of consuming clean energy. The authors’ approach consists in employing a genetic algorithm
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for implementing the objective function and a demand response scheduling strategy. The validation of
the model was done on a smart micro-grid from Tianjin. The authors state that the obtained results
highlight the strong effect that the distributed generation and the demand response have on the micro-
grid operation from the economical point of view. In the paper, there are also analyzed the main factors
that impact the optimization results, concluding that the price of the natural gas has the most important
influence on the micro-grid’s operation costs and the demand response. The authors conclude that
their model has the potential to be implemented in a real production working environment and that
they intend to do so in their future researches.
The volatility of the PV output influences to a great extent the stability and the power quality of
the PV systems, causing difficulties regarding the grid integration of PV systems. In order to address
these issues, the authors of [12] have developed a control strategy based on energy storage systems
in order to attenuate the generation fluctuations of the PV system and the impact of the PV systems
to the grid. The active energy flow between the grid and the storage systems is ensured through the
usage of bidirectional converters, a battery and ultracapacitors, the direct current constant voltage
is maintained using an inverter control strategy, the photovoltaic system is managed as to provide
the maximum power. In order to confirm the efficiency of their proposed model, the authors devise a
dynamic modeling approach and a simulation study developed using Matlab/Simulink.
In the paper [13], the authors investigate the feasibility of replacing the autonomous thermal
power plants that exist on a small Greek island with distributed energy resources that derive from RES,
using also modern storage technologies. This replacement is very important in order to solve many of
the problems that electricity autonomous islands have to deal with on a daily basis, for example energy
and water shortages. In their study, the authors have chosen as main objectives the minimization of
costs, of carbon dioxide emissions and the reliability maximization of the distributed energy resources.
In order to conduct the multi-objective analysis, the authors have used a decision support tool,
the Distributed Energy Resources Customer Adoption Model, that implements mathematical software
designed to find the optimal solutions. After analyzing the obtained results, the authors propose a
solution for all the investors that are interested in implementing the proposed approach in the case of
other autonomous islands that deal with similar issues. The authors conclude that the development of
the distributed energy resources has the potential to bring numerous advantages to the consumers:
Energy independence, increased quality of the delivered electricity, stability of the electricity dispatch
system along with economic benefits resulting from the local business.
The paper [14] proposes a reclosing method for distribution systems in the case when the
distributed generation and the battery storage system are employed. The system also contains a
circuit breaker in the distribution line. The method proposed in this paper is based on a model that
uses an electromagnetic transient program. The authors have performed a series of simulations, which
reflect the capacities of the distributed generation and the clearance time of the faults. The authors
acknowledge that their proposed method has two limitations, the first one being related to the cost
and the second one to the type of the distributed generation. As regarding the costs, they represent a
limitation of the proposed method because of the circuit breakers and the communication’s electrical
installation that both must be installed. The limitation regarding the distributed generation’s type
is also worth to be considered, as in their study the authors have taken into account a photovoltaic
system, connected through an inverter. If a system that employs a synchronous generator is used
instead of this type of distributed generation, then the devised method does not provide satisfactory
results. Therefore, the authors state that in a future work they intend to address the above-mentioned
limitations of the method by taking into consideration the economic aspects and also the type of the
distributed generation.
In the paper [15], the authors devise a simulation model of a hybrid renewable energy system
generation that comprises also an energy storage system, targeting several households that have an
annual electricity demand of 30 MWh. The authors state that the obtained results reveal that an energy
storage system comprising a 9 kW PV array, an 8 kW wind turbine, a 2 kW water turbine as well as a
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256 kWh storage capacity for the energy storage system can be a sustainable and reliable energy source,
covering the needs of entire families. After having performed the simulations, the authors acknowledge
that the households still have to be connected to the electricity grid taking into consideration the
irregular intervals of occurrences that characterize the energy sources of the system, otherwise there is
a risk of energy surpluses if the system is oversized or a risk of having an energy deficit. The authors
also acknowledge the fact that achieving a proper sizing of the energy storage system as to cover
appropriately the seasonal and diurnal patterns of electricity generation and demand is a complex
task and emphasize that the model can be improved in the future if one takes into consideration the
economic and environmental aspects of the hybrid energy sources.
The authors of [16] develop a multi-sensor system for a smart home environment by incorporating
technology from wearables along with artificial intelligence positioning algorithms and multiple
sensors for data fusion. The developed system allows one to operate household appliances remotely,
allows the smart home environment to be aware of the residents’ indoor position and the environment
of each living space to be monitored in order to assure automated household appliance control,
enhance home security and ultimately achieve a smart energy management. The authors state that
the experimental results depicted an accuracy for the 3D gesture recognition algorithm in view of
operating remotely the appliances ranging from 87.7% to 92.0% while for the positioning within the
building and the smart energy management, the accuracy concerning the distance and the positioning
was around 0.22% and 3.36% of the total distance that was traveled indoors. The authors stated that
they intend in future studies to reduce the size of the wearable sensor as to increase the comfort level
for the residents and make use of multiple positioning methods, like WiFi and Beacon systems to
refine the accuracy of positioning along with developing a more practical and user-friendly monitoring
interface on a smartphone device.
Another study that tackles issues regarding the smart homes and the household appliances is [17],
where a part of our research team has developed and applied a method for the accurate forecasting
of the residential consumption of electricity up to the appliance level. The authors have used data
recorded by the sensors of the smart homes from residential area, characterized by the fact that they
are equipped with solar panels able to sustain a part of the consumed energy. The main difficulties and
limitations in developing this research consisted in the fact that historical meteorological data were not
available and even if they had been, they would have imposed supplementary costs, as in the future
the beneficiary of the forecast had to acquire from time to time accurate forecasts for a short-term
horizon from a meteorological institute. In order to overcome all these limitations, the authors have
developed an approach based on a mix of non-linear autoregressive with exogenous inputs artificial
neural networks and function fitting neural networks. The method represents a useful tool to the
contractors and it also has the potential to be incorporated in a cloud solution, in order to be offered
as a service to both the operators and the consumers, for a monthly fee. As regarding future work,
the authors consider that their method could be refined by taking into consideration the energy class of
the appliances, the number, structure and behavioral patterns of the households’ inhabitants, by using
future versions of the development environment and by improving the retraining process.
In [18], the authors develop an approach based on game theory in order to achieve an appropriate
balancing electricity consumption within clustered wireless sensor networks. In the approach,
the authors have modified the payoff function by including a penalty system within it in order
for the nodes that contain a higher amount of energy to be able to strive more vigorously for the
cluster head. The authors state that they have employed convex optimization techniques in order to
achieve for the clustering game the Nash equilibrium strategy. Due to the devised strategy, the authors
made sure that every sensor node has the possibility to attain the highest possible payoff when the
decision is taken. After having performed numerous simulations, the authors conclude that their
developed approach achieves a good performance concerning the energy balance, therefore extending
the lifetime of the network to a great extent. The authors state that in the future they intend to approach
issues regarding the multi-hop clustered wireless sensor networks, the cluster head selection in energy
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harvesting wireless sensor networks and finally to tackle the security issues that arise in clusters that
are based on wireless sensor networks.
The authors of [19] conduct a study that has as a main goal to assess the benefits that can be
obtained after having peak shaved the demand response considering in their study different storage
devices such as capacitors, magnetic storage, different types of batteries, flywheel, compressed air and
pumped hydro. In order to generate randomly the electricity demand profiles at the appliance level
for a typical household from the United States, the authors employed an agent-based stochastic model.
The authors used the total-energy-throughput lifetime in order to introduce a storage cost model on
several levels and afterwards they have tried to optimize both the electricity storage capacity and the
limit concerning the demand by devising a strategy that dispatches the stored energy appropriately.
The authors found out that the storage devices bring benefits, the annual profit of the demand response
mechanism varying from 1 to 39% when compared to the previous period. The authors acknowledge
that in the future an even higher profit rate can be obtained if one incorporates in the dispatch strategy
weather forecasting aspects.
In the paper [20], the authors analyze a solution based on a battery energy storage system designed
to shave the energy peaks and smooth the load curve, therefore improving the operation of a power
system located in Hawaii, in the island of Maui. As the distribution circuit is mainly based on the
photovoltaic generation, a series of issues regarding the renewable energy integration are posed to the
operator of the power system, principally due to the transmission system. In order to approach this
issue, the authors have proposed two methods for obtaining the load forecasting that is mandatory
in order to employ safely at its maximum capacity the battery energy storage system and to achieve
the shaving of the energy peaks and the smoothing of the load curve. The first method is based on a
nonlinear programming technique, while the second one employs a control strategy in real time that
offers the possibility to achieve simultaneously the two proposed targets (shaving of the energy peaks
and smoothing of the load curve). In order to confirm the usefulness and accuracy of their forecasting
methods, the authors benchmark their methods using a real case study, comprising data collected for
108 days.
In [21], the authors propose an energy management system for residential consumers, taking into
account in the same time the energy that has been consumed and the one that has been generated. The
system is based on the electricity price that motivates the consumers to reschedule their appliances
so that to benefit from the price variation. The approach is analyzed considering a smart home with
modern appliances, micro wind power plant, PV and batteries as storage device for a period covering
24 h. The authors have used a series of scenarios in order to evaluate their proposed model and
afterwards they have analyzed and compared the obtained results, highlighting situations in which
a consumer has to buy, use, store or even sell the available amount of electricity, therefore obtaining
an improved efficiency and economic benefits. Based on the obtained results, the authors state that
the scheduling of the electrically controllable appliances, thermostatically controllable appliances and
optically controllable appliances can be done in the same time, therefore obtaining a viable solution for
the management of residential electricity usage.
The authors of [22] propose an optimization model for residential consumption by shaving the
peaks and filling the gaps of the load curve. The authors state that the developed method is useful
in reducing the production cost of the energy at peak hours and in increasing the income at off-peak
hours. For this purpose, the demand response program is based on rewards for load control. Therefore,
the authors implemented a credit function within their model to influence the consumption level
and provide incentives to consumers as to attain the desired load curve. After having performed
simulations, the authors state that the best approach to reduce the electricity costs is to use the
appliances that consume the highest amount of electricity only during the dawn, the midday or the
night. The authors consider that if their method would be accepted and enforced by policy makers at
the global level, one would achieve clean energy generation. In their future work, the authors intend
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to adjust the model as to use a multi-objective non-linear approach, to optimize the parameters of the
utility function as to be related to the focus of the objective one.
An extensive literature review related to consumption peak shaving is proposed in [23] analyzing
the effect of the following strategies for peak load shaving: Integration of energy storage systems,
integration of electric vehicles to grid, demand side management. The paper analyzes in each of the
three cases, the possible benefits brought by the peak shaving to both the supplier and the consumer,
the main challenges that must be overcome, the future research directions that have to be approached
in view of achieving a proper peak load shaving, the main technologies used for energy storage in
the purpose of peak shaving, the operation of the energy storage systems, their management and
appropriate sizing, the methods for peak shaving in the case of electric vehicles. As a limitation of
their paper, the authors mention the fact that they have not analyzed in detail the aspect of using a mix
of multiple RES when performing the peak shaving.
Taking into account the ever-growing importance of the consumption optimization process, our
paper aims to reveal the effect of the PV and SD on the load curve, emphasizing the impact on
consumption peak and electricity payment. Consequently, we develop a set of sensors based on
Arduino for monitoring and controlling household appliances and analyze the simulation results of
two optimization approaches with different objective functions that provide significant insights on PV
and SD benefits.
This paper is structured in four sections. In the current section, the importance of consumption
curve flattening, a series of related works and the structure of the paper are presented. In the
second section, we propose an optimization method and design the required architecture for its
implementation, describe the appliances considered in the optimization process and describe the
objective functions implemented in Matlab R2016a by means of intlinprog and fminimax functions. The
consumer preferences are configured in terms of hourly and daily consumption of each appliance. Also,
we formalize de optimization problem, by setting the variables, constraints and objective functions:
consumption peak minimization and electricity payment minimization. In the third section several
simulations have been performed underlying the two optimization approaches, using six three-level
ToU tariffs. Also, intlinprog and fminimax functions are also compared in terms of optimization results
and we analyze the effect of the PV and SD on the consumption curve; both the consumption peak and
electricity payment decreased. In section four, the main conclusions based on the simulation findings
are presented. However, our approach has several limitations and policy implications that are also
presented in the conclusion section.
2. Method and Objective Functions
Our optimization method aims to provide an efficient solution for minimization the consumption
peak and payment by integrating the PV and SD. The method consists in several steps that allow
us to configure the appliances, to set up the sensors for monitoring and controlling their operation,
perform consumption peak minimization and payment minimization with two optimization functions
(intlinprog and fminimax implemented in Matlab), compare the results and choose the best option in
terms of objective function. Then, peak minimization is performed with intlinprog, adding PV and SD
to analyze their effect on the consumption curve. These steps are briefly illustrated in Figure 1.
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Appliances classification 
Peak min: intlinprog Peak min: fminimax 




Add PV & SD 
Peak minimization with PV & SD 
Analyze results and provide the appliances’ scheduler 
Set up sensors for monitoring and control 
Apply optimization models  
Figure 1. Flowchart of the proposed method.
The method is implemented on an architecture that consists in: Arduino-based sensors for
monitoring and controlling the appliances; a relational database running Oracle Database 12c for
storing the appliances consumption data, electricity tariffs and the scheduler for each programmable
appliance that provides the start and operation interval based on the optimization results; a set of
optimization models developed in Matlab R2016a based on two functions: intlinprog and fminimax.
The electricity supplier provides ToU tariff, while the consumers provide appliances constraints and
desired operational schedule via portal developed in JDeveloper. The architecture is presented in
Figure 2.
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Oracle Database 12c 
Monitor & Control 






 ToU via JDeveloper 
application 
Electricity consumer 
 appliances constraints & 
schedule via JDeveloper 
application 
Figure 2. The architecture for implementing the optimization method.
The controlling and surveillance solution of the appliances has components for collecting and
receiving data among appliances and the gateway with two parts: Transmitter and receiver. For
transmitter, Micro Arduino with ATmega32U4 microcontroller with 20 digital pins was used for
I/O. It has an automatic voltage regulator, an oscillator, a micro USB connector, a serial circuit
programming/an In-Circuit Serial Programming.
An YHDC SCT-013 current transformer based on AC current sensor of 100A max was connected
to Micro Arduino for measuring the electricity consumption of the appliance (for instance a desk
lamp). Against overloading, 1 × 220 μF capacitor and 2 × 330 Ohm resistors are also connected. In
the emergency cases, the Micro Arduino is energized by a battery with a capacity of 3000 mAh that is
connected to the micro USB charger. For controlling the consumption of the appliances, a relay with
optocoupler is also connected to Micro Arduino.
A transmitter-controlling device with relay is set up for each programmable appliance and
a transmitter-monitoring device for each non-programmable appliance. The receiver consists in
Raspberry Pi that communicates with the transmitter component via a RF 433 MHz transmitter-receiver
module. The transmitter-receiver components shown in Figure 3 are managed through a Node.js
application that passes the data inserting the records into an Oracle Database.
  
(a) (b) 
Figure 3. AC current sensor (a), transmitter-receiver components (b).
An ETL process is used for extracting (E), loading (L) and transforming (T) the input into valid
data. The process is implemented in Oracle PLSQL language and consists is several procedures and
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functions that allow data validation and transformation. Data measured at one-minute intervals by AC
current sensors is validated first using ETL subroutines to check data consistency and replace missing
values with average neighboring values. Then data is aggregated at hourly interval and loaded into
the Oracle Database tables for further evaluation and processing.
In Section 2.1 the appliances are classified and in Section 2.2 the objective functions are described
in terms of variables and models.
2.1. Appliances Description and Classification
The appliances can be classified based on their operation mode in relation with the electricity
consumers’ interaction. From this point of view, three appliances categories are identified:
– Background appliances are always or periodically in operation without notably intervention
from consumers side (i.e., refrigerator, house monitoring system);
– Active appliances require the presence of the consumers (i.e., vacuum, electric grill);
– Passive appliances are started by consumers, but operate without assistance (i.e., washing
machine, bread oven).
Starting from this classification, some appliances such as: refrigerator, lighting cannot be
programmed due to the fact that the comfort of the consumer would be prejudiced. However,
the operation of other (programmable) appliances can be shifted to operate at lower tariff rate
without any comfort prejudice. Some programmable appliances can be interrupted, while others
are uninterruptible due to their intrinsic characteristics. Thus, for simulations, all types of appliances
that belong to regular residential consumers are taken into account. Therefore, adding, modifying
or eliminating an appliance should be an easy task. Describing each appliance in terms of operation
mode is essential in order to define the optimization problem.
For simulations performed in Matlab R2016a, we considered twelve modern appliances such
as: Oven, heating, refrigerator, water heating, car battery, TV and speakers, washing machine, dish
washer, electric hob, lighting, vacuum and bread oven.
The operation period, hourly and daily consumption are required for setting the optimization
problem in terms of operation constraints, limits also known as lower/upper bounds and linear
equations. In Table 1, operational mode of the twelve appliances in terms of operation time interval,
hourly and daily consumption requirements is described.
Table 1. Description of consumption requirements.
No. Appliance Name Consumption Requirements
1 Oven Operation period: hour 20Hourly consumption: 1 kWh
2 TV and speakers Operation period: hours 19–23Hourly consumption: 0.3 kWh
3 Heating Operation period: hours 4–5 and 21–23Hourly consumption: 1 kWh
4 Electric hob Operation period: hour 7Hourly consumption: 1 kWh
5 Refrigerator Operation period: 24 hHourly consumption: 0.1 kWh
6 Lighting Operation period: hours 6–8 and 19–23Hourly consumption: 0.11 kWh
7 Water heater Hourly consumption: 0–1 kWhDaily consumption: 2.5 kWh
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Table 1. Cont.
No. Appliance Name Consumption Requirements
8 Car battery
Loading period: hours 20–8
Power: 0.05 kW–2 kW
Daily consumption: 5 kWh
9 Vacuum
Operation between hours 6–18
Hourly consumption: 0.5 kWh
Daily consumption: 0.5 kWh
10 Washing machine
Uninterruptible operation twice a day
1 kWh for first hour
0.5 kWh for second hour
11 Bread oven Operate 1 h/day, without interruptionsDaily consumption: 1 kWh
12 Dish washer Hourly consumption: 1 kWhDailyconsumption: 1 kWh
The electricity consumers/prosumers become more and more involved in consumption
optimization increasing the usage of the PV and SD due to their benefits in cutting-off the electricity
bills. At off-peak/peak hours, SD can storage/supply the energy generated by PV, aiming to reduce
both the consumption peak and electricity payment.
The usage of batteries as SD are the most appropriate energy storage form at the consumers’ level
(also known as distributed storage), but the main problem consists in the efficiency of the successive
charging/discharging due to the fact that it may vary between 50% and 90%.
Also, the price for 1 kWh storage varies between 100 and 1050 Euro; the lifetime of the SD varies
from 103 to 104 charging/discharging cycles. The efficiency of SD may vary between 72% and 100%
based on the SD type; the lifetime may also vary between 200 and 104 charging/discharging cycles.
Therefore, it is difficult to estimate the feasibility investment in SD. However, this goal is beyond
our scope that is to analyze the influence of PV and SD on the consumption curve.
Modeling PV takes into account the operating characteristics that are specific for solar-irradiance
based technology. Therefore, since PV generate depending of solar irradiance intensity, they have been
considered to generate gradually between 6 a.m. and 7 p.m., the correlation coefficient between the
solar irradiance and PV output varying between 96 and 99%.
Starting from the consumption requirements of the appliances, characteristics of PV, SD and
electricity consumers’ preferences, in Section 4 we performed several simulations in Matlab R2016a.
2.2. Objective Functions
Our method consists in two optimization approaches: minimization of the consumption peak
(suppliers, grid operators approach) and minimization of the electricity payment (consumers approach).
For these approaches, we provide the variables of the model and use two optimization functions
implemented in Matlab R2016a: intlinprog and fminimax.
The consumption of all home appliances (HA) for an hour h, ∀h ∈ {1, . . . , 24} should be less or
equal to the objective function f (xh) that is first to minimize the peak accumulated hourly consumption
(suppliers and grid operators approach).
xh = ∑
a∈HA
xah ≤ f (xh), ∀h ∈ {1, . . . , 24} (1)
where: xh—consumption of all home appliances (HA) for an hour h;
xah—consumption of appliance a at hour h;
f (xh)—objective function.
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The sum of hourly consumption of an appliance a represents the total daily consumption for a.




xah = Da, ∀a ∈ HA (2)
where Da—total daily consumption for appliance a.
The total consumer’s daily consumption Tc is the sum of the daily consumption of each appliance






xah = Tc (3)
Considering the different types of appliances (nonprogrammable np, programmable with
interruption pi and programmable without interruption pwi, a ∈ {np, pi, pwi}), we need to define the
requirements for individual appliances and user preferences as supplementary constraints that are
part of the optimization problem.
For a non-programmable appliance np with fixed operation requirements given by the consumer’s
preferences or intrinsic characteristics of the appliance, the consumption scheduling is fixed to a certain
time interval considering that hourly consumption cannot be shifted:
xa = [Ca1, Ca2, . . . , Ca24 ]
T , ∀a ∈ np (4)
Fixing the operation limits of np appliances can be done by setting the upper and lower bounds.
In this case, the consumer indicates the hourly consumption usually by setting the upper and lower
bounds to the same value, imposing fixed consumption.
For a programmable appliance with interruption pi, the consumer predefines a certain
consumption schedule intervals that can be written as a vector, where only the starting time can
be optimized.
xa = [Ca1, Ca2, . . . , Ca24 ]
T , ∀a ∈ pi (5)
Therefore, all possible operating combinations form a matrix that shows the programmable








Ca24 · · · Ca1
⎤
⎥⎦, ∀a ∈ pi (6)
Another vector is also defined by consumer in order to indicate possible starting time ST (in or
not in operation) for appliance pi.
STa = [STa1, STa2, . . . , STa24 ]
T (7)
where the sum of starting time for 24 h is equal to 1 multiplied by the number of operation times t
per day, considering that the appliance is in operation at least once a day. Thus, in case the appliance




STah = t (8)
The consumption of appliance pi can be obtained by multiplying the matrix of all possible
operating combinations Xa by vector STa.
xa = Xa × STa, ∀a ∈ pi (9)
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For a programmable appliance without interruption pwi, we split their operation into distinct
parts or tasks, such as: p1, p2, . . . , pj. For instance, in case of washing machine, we may assume
that first operation part is related to washing, while second part to rinsing and third part to drying.
Therefore, the daily consumption Da of each appliance pwi is the sum of its parts:
Da = xp1 + xp2 + . . . + xpj, ∀a ∈ pwi (10)
After the division of pwi operation into distinct parts, each part of programmable appliance
without interruption becomes a programmable appliance with interruption pi with its hourly
consumption requirement. Therefore, the consumption of part pj of an appliance pwi is:
xpj = Xpj × STpj, ∀a ∈ pwi, ∀pj ∈ a (11)
where Xpj—matrix of all possible operation combination of part pj;
STpj—starting time of part pj.




STpjh = t, ∀a ∈ pwi, ∀pj ∈ a (12)
However, the starting time of all parts pj should be less than or equal to 1 in order to ensure
consecutive operation of the different parts of the same appliance that cannot be interrupted.
∑
pj
STpj ≤ 1, ∀pj (13)
Second, the objective function is to minimize the electricity payment (consumers’ approach). In





(xah × th) (14)
where th—time of use tariff vector.
Storage device is considered either as consumer or generator; its operation constraints are
described in the following equations:
Et+1SD = E
t
SD × (1 − σ) +
(
PSD,C × ηSD,C − PSD,DηSD,D
)
× Δt (15)
0 ≤ PSD,C ≤ PmaxSD,C (16)
0 ≤ PSD,D ≤ PmaxSD,D (17)
EminSD ≤ EtSD ≤ EmaxSD (18)
where EtSD and E
t+1
SD represent the output of SD at t and t + 1;
σ is the loss ratio;
PSD,C is charging power of SD, PSD,D is discharging power of SD;
PmaxSD,C is the maximum charging capacity, P
max
SD,D is the maximum discharging capacity;
EminSD and E
max
SD represent the minimum and maximum output of SD;
ηSD,C and ηSD,D represent the charging and discharging efficiency of the SD.
To avoid simultaneous charging/discharging, the following constraints have been added:
IF PSD,C > 0 THEN PSD,D = 0 (19)
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IF PSD,D > 0 THEN PSD,C = 0 (20)
When considering PV and SD into the objective function, Equations (1) and (14) become:
∑
a∈HA






xah − EhPV + EhSD
)
× th (22)
where EhPV represents the output of PV at hour h;
EhSD represents the output of SD at hour h;
th—time of use tariff vector.
The electricity consumption optimization is a Mixed Integer Linear Programming (MILP) problem
being defined by: variables, objective function, lower/upper bounds and other constraints in terms
of equations. MILP restricts the relaxed solution of the linear programming problem due to the fact
that part of variables should be integers. To solve the linear programming problem, we use intlinprog
optimization function that can be modeled as:
min f (xh) or p(xh),
⎧⎪⎨
⎪⎩
A × xh ≤ b
Aeq × xh = beq
lb ≤ xh ≤ ub
(23)
where:
• f (xh) is hourly consumption of all appliances;
• p(xh) is the hourly consumption multiplied by ToU tariff hourly rates;
• A × xh ≤ b linear inequalities system. A—k × n matrix; k—number of inequalities; n—number of
variables; b—k length vector;
• Aeq× xh = beq linear equations system. Aeq—m × n matrix; m—number of equations; n—number
of variables; beq—m length vector;
• lb ≤ xh ≤ ub each element of vector xh should be higher than a lower bond (lb) and lower than an
upper bound (ub).
For building the optimization model, we follow the steps: Identifying variables, setting the
objective function, formulation of lower and upper bonds and definition of linear equations and
inequalities systems. The intlinprog function requires the objective function modeling, setting the
integer variables, bounds and constraints: f, intcon, A, Aeq, b, beq, ub, lb.
% intlinprog function call
[x,fval,exitflag,output] = intlinprog(f,intcon,A,b,Aeq,beq,lb,ub)
The advantage of this function is that it allows the imposing of some integer variables that
characterize the electricity consumption.
The second optimization function is fminimax that is based on reaching the goal, considering it as
daily average consumption. The problem of reaching the goal considering the minimization of the
maximum variable can be formulated as:
minmax
h






3. Appliances Modeling and Optimization Results
First approach is to minimize the consumption peak. At first sight, it may be unattractive for
consumers, but on long term it can sustainably reduce the electricity consumption payment due to the
fact that by flattening the load curve overloading of the grids can be avoided. Second approach is to
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minimize the electricity payment that will significantly modify the load curve, but not in the flattening
way due to the fact that most of the consumers will change their behavior by consuming when tariff
rates are lower. Therefore, it may lead to new peaks that impose the need for a new tariff scheme in
a chain reaction. After the new tariffs will be in force, the consumers again will tend to shift their
appliances to operate at lower rates leading to other peaks that can be overcome only by new tariff
schemes [24,25] that should discourage the consumption at peak hours.
For estimation of the payment, regardless the objective functions, we have considered a set of
six three-level times of use (ToU) tariffs as in Figure 4. They encourage the consumption during
night when the hourly rates are lower than the rates applied during the day. The implemented ToU
tariffs ToU_B, ToU_C, ToU_D, and ToU_E are considered as in Irish Social Science Data Archive [4],
while ToU_A and ToU_F are proposed by the authors considering the same rate structure as in [4] for
testing purposes. ToU_A has similar rates without significant differences among rates, characterized
by mildest slopes, while ToU_F has the highest differences between peak and off-peak rates, with
sharp slopes. Tariffs, that represent a vector of 24 values that correspond to the 24 h, can be easily
replaced with a more advanced tariff systems such as multiple-level ToU tariff, critical peak pricing
tariff that is also based on different daily ToU tariffs or real-time tariff. The peak hours from the 1–24 h
















1 2 3 4 5 6 7 8 9 10 11 12
13 14 15 16 17 18 19 20 21 22 23 24
Figure 4. Hourly electricity time of use tariffs.
Before optimization, the peak is 2.55 kWh and the electricity payment is between 3.34 € (with ToU
B) and 3.72 € (ToU_A).
The optimization results in case the objective function is minimization of the consumption peak
are shown in Figure 5 (cumulative consumption) and Figure 6 (individual consumption).
The consumption of individual appliances is uniformly distributed during the 24 h so that the
consumption peak is flattened based on the operation constraints of the programmable appliances
and the consumer flexibility. Heating, car battery and water heater operate at night, due to the
fact that they are programmable and do not involve consumer. In addition, the washing machine
is programmed to operate in the afternoon even if the consumer is not at home. In the evening,
non-programmable appliances such as: TV, vacuum cleaner and electric oven usually operate as they
require the involvement of the consumer. After the optimization function is applied, we obtain the
hourly schedule for each appliance for the entire day as in Figure 6.
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Figure 5. Daily consumption curve. Peak minimization with intlinprog.
 
Figure 6. Individual consumption. Peak minimization with inlinprog.
In this scenario, the consumption peak is 1.56 kWh and the electricity payment varies between
2.196 € (Tou_F) and 3.632 € (ToU_A). Comparing to “without optimization case”, the consumption peak
reduces by around 39%, while the electricity payment reduces between 2.4% (ToU_A) and 31.1% (ToU_F).
In case the objective function is minimization of the electricity payment, the optimization results
are presented in Figure 7 (cumulative consumption) and Figure 8 (individual consumption). Most of the
appliances operate at lower tariff rate time intervals. Therefore, during the day only non-programmable
appliances (such as refrigerator) operate. The consumption is moved from day and evening to night
hours due to the ToU tariffs rates differences.
The consumption peak is 3 kWh and electricity payment is between 1.796 € (ToU_F) and 3.582 €
(ToU_A). The peak consumption is almost double compared with the case when the objection function
is minimization of the consumption peak. The electricity payment is less by 3.8% (ToU_A) and
50.2% (ToU_F) than in the initial case. The peak consumption is even higher compared with the no
optimization case. Therefore, this approach is just a temporary solution that is not able to ensure
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sustainable development of the power system. It can just provide an overview on flexibility of the
consumers and their mobility to react to different ToU tariffs. After the optimization function is applied,
we obtain the hourly schedule for each appliance for the entire day as in Figure 8.
 
Figure 7. Daily consumption curve. Payment minimization with intlinprog.
 
Figure 8. Individual consumption. Payment minimization with inlinprog.
Although the results obtained with intlinprog function are satisfactory, we also applied
multi-objective fminimax Matlab function due to the fact that the hourly consumption of all appliances
form an array of values that should be minimized.
The optimization results with fminimax function are presented in Figure 9 (cumulative
consumption) and Figure 10 (individual consumption).
Comparing with intlinprog function, although the consumption peak is the same (1.56 kWh),
the hourly schedule of the appliances does not comply with their characteristics and consumer’s
preferences due to the fact that no integer values could be obtained; with fminimax function, imposing
integers is not possible.
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Therefore, the minimization of the consumption peak as objective function and intlinprog as
optimization function are the most appropriate combination to continue the simulations.
 
Figure 9. Daily consumption curve. Peak minimization with fminimax.
 
Figure 10. Individual consumption. Peak minimization with fminimax.
In addition to the twelve appliances, we have considered the RES distributed generation (PV) and
a storage device. Thus, on top of the twelve appliances, we have added a PV with a total daily output
of 2.3 kWh. Hourly minimum/maximum generated energy is around 0.05/0.2 kWh.
For simulations, the day-ahead PV forecast is required. Since it is predictable and mainly depends
on solar irradiation, it can be done easily by ARIMA models or even feed-forward neural networks as
in [26,27].
In case we consider the minimization of consumption peak, with PV the following results have
been obtained: Consumption peak 1.56 kWh, electricity payment varies between 2.378 € (ToU_F) and
3.295 € (ToU_A). In Figure 11 the cumulative daily consumption curve and in Figure 12 the individual
consumption curves for each appliance plus PV as negative consumption are shown.
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Figure 11. Daily consumption curve with PV. Peak minimization with intlinprog.
 
Figure 12. Individual consumption with PV. Peak minimization with intlinprog.
It can be noticed that the consumption peak remains unchanged, while the electricity payment
reduces by 11.5% (ToU_A) and 34.1% (ToU_F) as a consequence of the local generation that reduces
the consumption from the grid leading to less electricity payment.
Then, we have added the storage device with high efficiency (90%) that stores the energy generated
by PV. It operates in charging/discharging alternative cycles considering the objective function of
the optimization model. The maximum charging capacity is 0.1 kW, maximum consumed energy is
1 kWh, while for discharging and the maximum generated energy is 0.9 kWh. In Figure 13 (cumulative
consumption) and Figure 14 (individual consumption), the optimization results with PV and SD are
shown. The daily consumption curve indicates the reduction of the consumption peak, but at some
time intervals consumption is fed by PV/ discharging of the SD (especially during 14 and 18 h).
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Figure 13. Daily consumption curve with PV & SD. Peak minimization with intlinprog.
Consumption of the appliances has been uniformly distributed considering their features,
consumer’ preferences and the objective: minimization of the consumption peak as in Figure 14.
 
Figure 14. Individual consumption with PV & SD. Peak minimization with intlinprog.
In this case as a consequence of adding SD, the consumption peak decreases from 1.56 kWh to
1.34 kWh. Also, the electricity payment varies between 2.164 € (ToU_F) and 3.304 € (ToU_A).
Out of these analyses, the presence of the SD brings benefits from the consumption peak and
electricity payment point of view, therefore both grid operators and consumers win when SD is
installed, especially when ToU_F is implemented. In Table 2, the results of the comparative analysis
with/without optimization based on the same ToU tariffs A and F, PV and SD scenarios in terms
of consumption peak and payment are presented. The two ToU tariffs (A and F) give the extreme
values in terms of consumption peak and payment. Tariffs ToU_E and ToU_F offer the best results in
terms of electricity payment minimization (as in Table 3), especially in the scenario consumption peak
minimization with PV and SD, applying intlinprog function.
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Without optimization 2.55 3.72 3.61 - - -
Peak min. intlinprog 1.56 3.63 2.20 −38.8 −2.4 −31.1
Payment min. intlinprog 3.00 3.58 1.80 17.7 −3.8 −50.2
Peak min. with PV.
intlinprog 1.56 3.30 2.38 −38.8 −11.5 −34.1
Peak min. with PV &
SD. intlinprog 1.34 3.30 2.16 −47.5 −11.2 −34.2




ToU_A ToU_B ToU_C ToU_D ToU_E ToU_F
Without
Optimization
Peak 2.550 2.550 2.550 2.550 2.550 2.550
Expenses 3.722 3.340 3.459 3.578 3.698 3.607
Min. Payment
No PV
Peak 3.000 3.000 3.000 3.000 3.000 3.000
Expenses 3.582 2.985 2.831 2.676 2.522 1.796
Min. Peak
Peak 1.56 1.56 1.56 1.56 1.56 1.56
Expenses 3.632 3.095 2.993 2.891 2.790 2.196
Min. Peak With
PV
Peak 1.56 1.56 1.56 1.56 1.56 1.56
Expenses 3.295 2.853 2.825 2.797 2.769 2.378
Min. Peak With
PV & SD
Peak 1.34 1.34 1.34 1.34 1.34 1.34
Expenses 3.304 2.840 2.773 2.707 2.640 2.164
As in [24], the optimum capacity of SD could be established considering several consumption
base case scenarios. This approach is based on the assumption that the residential consumers’ goal is
to minimize the electricity payment. Therefore, the electricity consumers’ flexibility in terms of shifting
appliances is rewarded by diminishing the payment using the SD.
In Figure 15, the daily consumption curves with inlinprog Matlab function with the two objective
functions (minimization of consumption peak and minimization of electricity payment), then adding
the PV and SD to the initial scenario are graphically depicted.
In the initial scenario with twelve appliances, we obtain the best results with minimization of
consumption peak objective function, then, by adding the PV and SD the results significantly improved.
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Peak minimization  Payment minimization 
 
Peak minimization with PV 
 
Peak minimization with PV & SD 
Figure 15. Daily consumption curves with intlinprog.
4. Conclusions
With smart grids technologies such as smart meters, sensors and actuators, the consumption
optimization at the residential consumers is nowadays possible. The input data is gathered through a
set of sensors based on Arduino components for monitoring and controlling the household appliances
and collecting the data into a relational database running Oracle 12 Database. The optimization process
considering the type of the appliances, reads the initial scheduler and optimizes their consumption
based on two objective functions: Minimization of consumption peak and minimization of electricity
payment. The results lead to the conclusion that only minimization of the consumption peak can
bring sustainable development of the power systems. In addition, we performed simulations with
two Matlab functions: inlinprog and fminimax; comparing the results, intlinprog function is the most
appropriate optimization function for reaching our goal.
Then, on top of the twelve applications, we added PV panels and a storage device in order to
investigate their effect on the consumption curve. In this scenario, the consumption peak reduced by
47.5% from 2.55 kWh (no optimization) to 1.34 kWh. Also, the daily electricity payment reduces by
11%. Although the highest electricity payment reduction is reached when the objective function is the
minimization of the electricity payment (around 50%), the consumption peak in this case increased by
18%, that leads to non-uniformly loading of the power grid and additional stress that in the end new
peaks may occur. Therefore, new advanced tariff scheme are needed in order to overcome the new
peaks. Thus, it is demonstrated that on the long term only the minimization of the consumption peak
lead to sustainable electricity payment minimization.
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The presence of PV and SD is benefic for both grid operators and consumers due to the fact that
consumption peak and electricity payment are diminished compared with initial scenario. Although
the initial proposed scenarios reduce the consumption peak and electricity payment, presence of PV
and SD will motivate the consumers to optimize the operation scheduling of their appliances since it
leads to more savings.
In this paper, modeling of different types of appliances is performed, dividing the appliances
in three categories based on their operation mode. Then, the Arduino based sensors controlling and
monitoring of data generated by appliances are depicted, the processing of data being performed
by several procedures and functions written in PLSQL language included in a proposed informatics
solution architecture. Two objective functions: minimization of electricity payment and minimization
of consumption peak are considered in order to identify the impact of PV and SD in different scenarios
with six three-level ToU tariffs. Out of the two objective functions, the minimization of consumption
peak proved to lead to a sustainable development due to the fact that by flattening the load curve
overloading of the grids can be avoided. Second approach is to minimize the electricity payment that
may lead to new peaks since the consumers will tend to shift their appliances to low rate tariffs. Out of
simulations, the ToU tariff pattern that rewards and could motivate best the consumers that are willing
to change the electricity consumption behavior is identified.
One limitation of our approach consists in assuming that the consumers are willing to involve in
optimization process that is part of a complex demand response program (DR). However, this is not
always the case. From different reasons such as (lack of willingness, refrain from revealing private
information or participation denial), some consumers refuse to participate in the DR. In this case the
DR should be improved, monitored and its performance periodically evaluated.
Another limitation consists in difficult implementation since sensors, storage devices and smart
meters technologies are not yet implemented at large scale. However, this aspect will be overcome in
the near future by the progress of new technologies with gradually decreasing investment cost and
proper policy regulation.
Another limitation is related to the large volume of data flows that require real-time processing
and big data technologies. The electricity suppliers or grid operators should develop or acquire new IC
& T solutions that able to process large volume of semi- or unstructured data in order to rapidly react
to certain circumstances. Nowadays, only few grid operators take advantage of big data technologies,
but in short time perspective, the other smaller companies would benefit from cloud solutions that are
more affordable and do not require expensive investment in hardware infrastructure.
The acquisition of the SD by grid operator can be a solution for their integration as planning and
operation tool and improvement of the power system operation. This approach would incentive the
electricity consumers to use SD. On one hand, the grid operator could benefit from the economy of
scale by acquiring SD and should easily remotely control the SD with similar characteristics. On the
other hand, the cost of SD is gradually decreasing. However, the investment decision should be taken
based on a detailed feasibility study.
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Abstract: In recent years, the concept of hybrid energy systems (HESs) is drawing more attention for
electrification of isolated or energy-deficient areas. When optimally designed, HESs prove to be more
reliable and economical than single energy source systems. This study examines the feasibility of a
combined dispatch (CD) control strategy for a photovoltaic (PV)/diesel/battery HES by combining
the load following (LF) strategy and cycle charging (CC) strategy. HOMER software is used as a
tool for optimization analysis by investigating the techno-economic and environmental performance
of the proposed system under the LF strategy, CC strategy, and combined dispatch CD strategy.
The simulation results reveal that the CD strategy has a net present cost (NPC) and cost of energy
(COE) values of $110,191 and $0.21/kWh, which are 20.6% and 4.8% lower than those of systems
utilizing the LF and CC strategies, respectively. From an environmental point of view, the CD
strategy also offers the best performance, with CO2 emissions of 27,678 kg/year. Moreover, the results
show that variations in critical parameters, such as battery minimum state of charge, time step,
solar radiation, diesel price, and load growth, exert considerable effects on the performance of the
proposed system.
Keywords: combined dispatch (CD) strategy; optimization; HOMER; net present cost (NPC);
sensitivity analysis
1. Introduction
Progressive energy demand growth and rapid depletion of fossil fuels have raised concerns
of future energy supplies [1]. Moreover, the utilization of conventional energy sources from fossil
fuels has resulted in tremendous increases in CO2 emissions, which are the primary cause of global
warming [2,3]. The atmospheric CO2 concentration has increased by approximately 40% compared
with that at the beginning of the industrial revolution [4]. These issues have led to the determination
of alternative energy sources with the potential to reduce pollution and produce a sustainable energy
supply [5]. The utilization of renewable energy sources (RESs) has grown exponentially over the last
few years. By the end of 2017, approximately 26.5% of the total global electricity produced came
from RES, as shown in Figure 1 [6]. RESs, such as solar, wind, hydropower, geothermal, and biomass,
are easily replenished and environmentally friendly. However, the major drawback of RESs is the
unpredictable and intermittent nature of power generation. This issue can be overcome by integrating
Sustainability 2019, 11, 683; doi:10.3390/su11030683 www.mdpi.com/journal/sustainability252
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different energy sources to produce a hybrid energy system (HES), which can solve reliability problems
and provide an environmentally friendly solution [7–9]. Various power sources and storages, such as
diesel generators, batteries, and supercapacitors, should be integrated into HESs to improve system
stability and smooth out fluctuations [10,11].
Figure 1. Energy mix of the global electricity generation by the end of 2017 [6].
The optimal design of HESs requires appropriate sizing of the components and a feasible energy
management strategy. Selection of a suitable energy management strategy is critical because it
determines the behavior of the system by controlling the flow of energy and deciding the priority
of each component in the system [12]. The proper energy management strategy is therefore able
to improve the power system stability, ensure the continuity of power supply, minimize the cost of
energy (COE), and protect components against damage due to overloads. Moreover, in grid-connected
systems, the energy management strategy is vital to control the flow of energy from and to the grid
and for metering purposes [13,14]. Depending on the system configuration and the optimization
objectives, different energy management strategies are performed based on various technical and
economic criterions. These strategies can be less or more complicated, requiring the utilization of less
or more complicated optimization algorithms [15].
The energy management strategy is conducted by selecting, installing, and programming a central
controller to manage the flow of energy according to an optimized strategy. Various mathematical
programs and optimization techniques are employed to design and plan energy management strategies.
These strategies include off-grid and grid-connected HESs as presented in Figure 2 [14].
 
Figure 2. Commonly used approaches for energy management strategies [14].
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Although the non-dispatchable RESs necessitate complex systems modeling, they are themselves
simple to model without the need for control logic, in which the power is merely produced in direct
response to the available renewable energy resources. On the other hand, the dispatchable components,
such as the generator and battery, are more difficult to model because they must be controlled
to achieve matching of demand and supply properly, and to compensate for the intermittency of
the non-dispatchable RESs [16,17]. “Should a generator charge the battery or should excess solar
production be responsible for charging the battery only and the generator used only to satisfy the
load?” This question has led to some rules that manage the operation of generator and battery energy
storage. The load following (LF) and cycle charging (CC) dispatch strategies are used to control
generator operation and battery energy storage. Under the LF strategy, a generator produces only
enough power to satisfy the load demand and does not charge the batteries. Batteries are charged
only by excess electricity from RESs. Under the CC strategy, the generator operates at its maximum
rated capacity whenever it is switched on to feed the load and charge the battery bank by the excess
power [18,19]. In the CC strategy, a setpoint state-of-charge (SOC) can be applied. When a certain
setpoint is selected, the system does not stop charging the battery until it reaches the specified
setpoint [20–22]. The chosen dispatch strategies are applied only when dispatchable components such
as generator and battery are operating simultaneously during a time step [23].
HOMER software that was developed by National Renewable Energy Laboratory (NREL),
United States, is considered one of the most powerful tools for the optimization of HESs through
performing a techno-economic analysis of the system with a project lifetime of a certain number of
years [24]. Different technologies, such as PV, wind turbine, hydrokinetic, hydropower, biomass,
conventional generator, battery, flywheel, supercapacitor, and fuel cell, can be addressed with HOMER.
HOMER can model both the LF strategy and CC strategy to control the generator and energy storage
operation. Both of these strategies make economic dispatch decisions; they choose the most economical
way to serve the load at each time step. HOMER simulates hundreds or even thousands of all possible
combinations of the energy system and then ranks the results according to the least-cost options that
meet the load requirements [25–27].
Many studies throughout the world have used HOMER software to investigate the optimal design
of proposed HESs using LF or CC strategies. Halabi et al. [28], Ansong et al. [29], Sigarchian et al. [30],
Rezzouk and Mellit [31], and Madziga et al. [32] used the LF strategy to analyze the performance
of suggested HESs to find the optimal configurations. Each study proposed certain components
that differed from others and the simulation was conducted for a specific area. On the other hand,
the authors in [9,33–37] carried out techno-economic analysis to investigate the optimum HES using
the CC strategy in which different setpoints SOC were suggested.
Other studies have been conducted to investigate the optimum HES using both the LF strategy
and the CC strategy to find the best one for the proposed HESs. Kansara and Parekh [38] performed
dispatch analysis of a stand-alone wind/diesel/battery energy system and found that the system
achieved better performance for high renewable penetration under the LF strategy; for low renewable
penetration, the CC strategy was preferable. The optimal size of the PV/diesel/battery power system
under the LF and CC control strategies was investigated in [39], and results showed that the optimum
design for the CC strategy had a smaller COE than that of the LF strategy. The authors in [40] presented
a techno-economic analysis of the PV/diesel/battery system and concluded that the LF provided
better economic performance compared to the CC strategy. A comparison of the LF and CC control
strategies for two different HESs was studied in [41], and it was found that for the PV/diesel HES,
the CC strategy provided better performance in terms of net present cost (NPC), COE, and greenhouse
gas (GHG) emissions, but not in terms of renewable penetration. For a wind/diesel system, the LF
dispatch strategy demonstrated better techno-economic and environmental performance than the
CC strategy. The authors in [42] investigated the best energy management strategy for HESs in
three different places in India and found that the LF strategy achieved better techno-economic and
environmental performance than the CC strategy for all locations. The optimum planning and design
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of the PV/diesel/battery for a school, a small dispensary, and 25 households using both LF and CC
control strategies was examined by Fodhil et al. [43], who showed that the LF strategy was more cost
effective for the dispensary, while the CC strategy was more cost effective for both the school and
households. Moreover, the LF strategy had more PV penetration and less GHG emissions than the CC
strategy in all cases. Shoeb and Shafiullah [44] investigated the performance of a PV/diesel/battery
HES for standalone electrification of a rural area in southern Bangladesh. They showed that the CC
strategy was more economical than the LF strategy. Ghenai and Bettayeb [45] analyzed the feasibility
of different off-grid HESs using PV, diesel, battery, and fuel cell to supply electricity for a building
in the University of Sharjah, UAE. They reported that for all cases, the use of the CC strategy for
power generation was preferable to the LF strategy. Maatallah et al. [46] studied the techno-economic
feasibility of a PV/wind/diesel/battery hybrid system for a case study in Bizerte, Tunisia and found
that the LF strategy was more cost-effective than the CC strategy. The system under the LF strategy
was able to save more than $27,000 during the project lifetime. A study on the viability of supplying
electricity through an HES consisting of a PV, diesel generator, biomass plant, and batteries to rural
areas in the northern region of Bangladesh was presented in [47]. It was found that the CC strategy
was more economical than the LF strategy and it was capable of saving around $12,450 during the
project lifetime. On the other hand, the LF strategy caused the cost of energy (COE) to increase from
$0.188/kWh to $0.189/kWh.
From the previous works, it has been found that the optimum dispatch strategy is affected by
various parameters, such as fuel price, fuel conversion efficiency of the generator, operation and
maintenance (O&M) costs, renewable penetration, and battery and generator capacity. Moreover,
LF and CC strategies are found to be simple and effective tools for the control of HESs, but they have
some drawbacks. By using a generator to charge batteries during operation, the CC dispatch strategy
provides more energy to the batteries. This approach shuts down the generator during the low-load
period, which results in a reduction of the total operating time of the generator. However, the sequence
of the battery charging/discharging process may damage or ruin the battery, which leads to increased
replacement costs. On the other hand, when the generator satisfies the load demand without charging
the batteries, the LF dispatch strategy ensures that the batteries remain charged by the RES output
power only, and this maximizes the use of available renewable energy. Furthermore, in the LF strategy,
the utilization of the battery is limited. Hence, a longer life of the battery can be achieved. However,
the main drawback of the LF strategy is that for most of the time, the generator works at part load,
and this increases the variable cost due to the lower off-design efficiency. In many cases, the system
performance under one of these dispatch strategies is much better than that of the other. However,
predicting the best strategy before running the model is difficult.
Based on the literature review and the research gap discussed above, the objective of this paper is
to examine the techno-economic and environmental performance of an off-grid PV/diesel/battery
HES supplying electricity to a small remote village in Iraq using a combined dispatch (CD) strategy.
Combining the LF and CC dispatch strategies may help improve the system performance by allowing
more efficient utilization of the generator and batteries. The system performance under this strategy
is compared with the existing dispatch strategies (LF and CC), and HOMER software is utilized
for analysis of the proposed systems. To the best knowledge of the authors, this is the first study
investigating the techno-economic and environmental performance of an HES using the CD strategy.
The rest of the paper is organized as follows. Section 2 presents the methodology, which
provides the assessment of site specifications, load profile, metrological data, system components,
mathematical representation, and the control strategy. Section 3 presents the results obtained, including
the optimization and sensitivity analysis. Finally, the conclusion is given in Section 4.
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2. Methodology
Successful evaluation of any renewable energy project requires appropriate criteria to be applied
in the selected area to ensure that the operational behavior of different scenarios can be analyzed
accurately. The following analysis frameworks are adopted in the current work:
• Selected site specifications and load demand data
• Metrological data (solar radiation and temperature)
• Hybrid power system components
• Mathematical representation
• System operational control
2.1. Specification and Load Profile of the Selected Site
The remote rural village selected as a case study in this research is located at Muqdadiyah
District, Diyala, Iraq. The village consists of 40 households with total number of people of around 150.
Water-wells and hand pumps are the primary sources of water in the area. The village does not have
access to grid power, and this situation may open new opportunities for utilization of stand-alone
HESs to provide electricity for the area. Similar to most remote rural areas, the residential units of the
village require a low electricity supply for electrical appliances and lighting. Figure 3 shows the total
daily load profile of the village’s households [48]. A 5% random variability is considered for time step
to time step and day-to-day analyses to provide better reliability. During the first hours of the day
(00:00–06:00), the power consumption is low since the people are asleep. From 06:00–07:00, the load
profile shows an increase since most of the people get ready either to leave for schools or their work.
Then the load profile decreases again, as most of the family members are outside, and continue until
14:00 when people come back to their homes. Starting from 14:00 the load profile shows a continues
increment and the maximum is recorded from 19:00–21:00 since most people are present in their
homes; then, the load decreases, which refers to the start of sleep time. A daily total energy demand of
145 kWh/day, a daily average of 6.04 kW, and power peak load of 18.29 kW are found.
 
Figure 3. The total daily load profile of the village’s households [49].
2.2. Solar Resource and Temperature
Solar radiation and ambient temperature are the two parameters with the most profound effects on
the output PV power. In this framework, HOMER software uses the monthly average global horizontal
radiation and ambient temperature as input parameters. Section 2.4 provides the mathematical
expression of the effects of these parameters on the output PV power. The following points explain
the solar radiation and ambient temperature data in the selected site, which were obtained from the
NASA website [49].
• The solar radiation and clearance index data for the selected village (33◦ N latitude and 44◦ E
longitude) are presented in Figure 4. The annual average solar radiation is 5.02 kWh/m2/day,
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maximum solar radiation (7.56 kWh/m2/day) is recorded in June, and the minimum solar
radiation (2.62 kWh/m2/day) is recorded in December. The amount of solar radiation received
by the area is relatively high, which indicates that the solar energy system is an attractive
power source.
• The ambient temperature plays a vital role in the performance of PV modules. Therefore, accurate
measurement of ambient temperature data is essential. The monthly average ambient temperature
for the chosen area is illustrated in Figure 5. The summer season shows the highest ambient
temperature, at 36.15 ◦C in July, and the winter season records the lowest ambient temperature,
at 9.77 ◦C in January. In HOMER software, the ambient temperature is taken into consideration
when calculating the output PV power.
 
Figure 4. Monthly average solar global radiation and clearance index of the village.
 
Figure 5. Monthly average temperature of the village.
2.3. System Components
In this research, the proposed HES consists of four components, i.e., the PV system, diesel
generator, converter, and batteries. A schematic diagram of the proposed HES is illustrated in Figure 6.
The techno-economic input parameters for all components in the HES are explained in detail in
Table 1. Note that the technical parameters and costs of the components were obtained from several
references [28,50–52]. Regarding the capacity, the optimizer lets HOMER find the optimal sizes for
system components.
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Figure 6. Schematic diagram of PV/diesel/battery hybrid energy system (HES).
Table 1. Input parameters and costs of different components.
Reference Description Specification
[50] 1. PV system
Tracking system Fixed
Nominal operating cell temperature 47 ◦C
Temperature coefficient −0.4%/◦C
Efficiency at standard test condition 18%
Derating factor 80%
Capital cost $640/kW
Operating and maintenance cost $10/kW/year
Cost of replacement $640/kW
Lifetime 25 years
[28] 2. Diesel generator
Cost of capital $220/kW
Cost of operating and maintenance $0.03/kW/hour
Cost of replacement $200/kW
Lifetime 15,000 h
[51] 3. Batteries
Model Iron Edison Nickel Iron
Nominal capacity 200 Ah (0.24 kWh)
Nominal voltage 1.2 V
Capital cost $130
Operating and maintenance cost $1/year
Replacement cost $100
[52] 4. Converter
Efficiency 90% for inverter, 85% for rectifier
Cost of capital $550/kW
Cost of operating and maintenance $5/kW/year
Cost of replacement $450/kW
Lifetime 15 years
2.4. Mathematical Representation
2.4.1. Output PV Power
The output PV power is known to be profoundly affected by the amount of the solar radiation
available and the temperature. In this respect, the following expression is used in HOMER to compute
the output PV power [53,54]:









Sustainability 2019, 11, 683
where YPV is the PV rated capacity under standard test conditions (kW), fPV is the derating factor of
PV, GT is the solar radiation incident on the PV array in the current time step (kW/m2), GT,STC is the
incident irradiance at standard test conditions (1 kW/m2), αp is the temperature coefficient of power
(%/◦C), TC is the temperature of the PV cell (◦C) in the current time step, and TC,STC is the temperature
of the PV cell under standard test conditions (25 ◦C).
The PV cell temperature is calculated using the following expression:
Tc =











where Ta is the ambient temperature (◦C), TC,NOCT is the nominal operating cell temperature (NOCT)
in (◦C), Ta,NOCT is the ambient temperature at which the NOCT is defined (20 ◦C), GT,NOCT is the solar
radiation at which the NOCT is defined (0.8 kW/m2), ηmp,STC is the maximum power point efficiency
under standard test conditions (%), τ is the solar transmittance of any cover over the PV array (%),
and α is the solar absorptance of the PV array (%).
2.4.2. Economic Model
Considering that the purpose of HOMER is to reduce the costs of system operation and determine
the optimum system configuration, economics play a crucial role in this simulation. The optimum
combination of the HES components is obtained on the basis of the NPC, which is the sum of all costs
and revenues that take place throughout the lifetime of a project. To calculate the total NPC of a system,





where Cann,tot is the total annualized cost ($/year), i is the annual real interest rate (%), TP is the project
lifetime (year), and CRF is the capital recovery factor, which is given by [55,56]:
CRF(i, n) =
i (1 + i)n
(1 + i)n − 1 (4)
where n is the number of years.
Salvage costs (SC), which are the residual values of the system components by the end of the
project lifetime, are taken into consideration in the NPC calculation. The following expression is





where CRC is the cost of replacement ($), Trem represents the remaining life of the component (year),
and Tcom refers to the component lifetime (year).





where Eann,tot is the total electrical load served (kWh/year).
2.5. Control Strategy
The two control methods of the hybrid PV/diesel/battery system are the LF and CC dispatch
strategies. In this study, these two strategies are presented for PV/diesel/battery HES and compared
with the proposed combined strategy. The implementation of these strategies in practice can be done
using a suitable controller, such as microcontroller, PLC, FPGA, etc.
259
Sustainability 2019, 11, 683
2.5.1. Load Following Strategy
Figure 7 shows the flowchart of the LF dispatch strategy for the PV/diesel/battery HES.
The system operation of this model can be classified into three cases as follows:
 The first case is when the output PV power is equal to the load power. Here, the PV power meets
the load demand, the batteries do not draw any energy, and the generator stays off. In this case,
no excess power exists.
 The second case takes place when the output PV power is higher than the load power. The PV
feeds the load resulting in excess power. In this case, the excess power will be damped if the
battery is fully charged. In the case where the battery is not fully charged, the excess PV power is
used to charge the battery. The generator also does not work in this case.
 The last case is when the PV power is lower than the load power. The two possible subcases are
as follows:
• If SOC = SOCmin, the generator works to feed the net load (load minus renewable power).
The generator provides only enough power to satisfy the net load without charging the
battery. It is important to mention that if the minimum generator loading output power is
higher than the net load, the generator works to feed the load and the excess power from the
PV charges the battery.
• If SOC > SOCmin, a cost of discharging the battery is computed and compared with the
cost of turning on the generator that operates only to serve the net load. If the battery
discharging cost is higher than the cost of turning on a generator, then the battery would
not be discharged while the generator runs and produce enough power to meet the load
demand without charging the battery. Otherwise, the battery is discharged. The following
equations explain the cost of each decision:
• The cost of discharging the batteries is calculated using the following equation [16,57]:
Cdisch = Cbatt,wear. (7)







where Cbatt,rep is the battery replacement cost ($), Nbatt is the number of batteries in the
storage bank, Qlife is the single battery throughput (kWh), and ηrt is the battery round trip
efficiency (%).
The cost of turning on the generator ($/kWh), in which the generator operates only to serve the











where Fcon is the fuel consumption (L/hour), Fprice is the fuel price ($/L), Lserved is the total load to be
served, Goutput is the generator output (kW), Cgen,rep is the replacement cost of the generator ($/kWh),
Glifetime is the generator lifetime, and Cgen,O&M is the O&M cost of the generator.
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Figure 7. Load following (LF) dispatch strategy for the PV/diesel/battery HES.
2.5.2. Cycle Charging Strategy
The flowchart of the CC dispatch strategy for the PV/diesel/battery HES is shown in Figure 8.
The operating strategy of this system is identical to that of the system utilizing LF dispatch. However,
the strategy differs from the LF strategy in that when the generator is switched on, it runs at
its maximum rated capacity to supply the net load and charge the battery with excess energy.
The following equations explain the cost of each decision:
The cost of discharging the batteries is calculated using [16,57]:
Cdisch = Cbatt,wear + Cbatt,energy (10)
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where Ccc,i is the cost of cycle charging in time step i ($), and Ecc,i is the quantity of energy put into the
batteries in time step i (kWh).
The cost of running the generator at maximum capacity to meet the net load and charge the
battery is calculated using the following equation [58]:
Cgen,ch = Cgen + Ccc − Cbatt,energy (12)
where Ccc here refers to the cost of cycle charge in the current time step, which is calculated using [58]:
Ccc = Cgen,marg + Cbatt,wear. (13)






where Fslope is the slope of fuel curve (L/kWh).
Figure 8. Cycle charging (CC) dispatch strategy for PV/diesel/battery HES.
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2.5.3. Combined Dispatch Strategy
The decision of charging the battery by the diesel generator depends mainly on the future net
load, which is the difference between the load demand and the output power from renewable sources.
As predicting the future net load is challenging, the current net load is used in the CD strategy
as a proxy for the future net load to investigate whether to charge the battery from the generator.
This strategy tends to use the LF strategy when the net load is high and the CC strategy when the net
load is low. During a low net load period, the CC strategy avoids the use of the generator. On the
other hand, the LF strategy ensures continuous usage of the generator during high net load periods.
The flexibility of the CD strategy based on high and low loads makes this model capable of producing
better performance in the energy access scenarios compared with individual LF or CC strategies.
Figure 9 shows the flowchart of the PV/diesel/battery HES with the CD strategy. As shown in the
figure, three dispatch decisions are available in this strategy. At every time step, the CD strategy
calculates the cost of each possible decision to obtain the least costly choice. This cost includes expenses
in the current time step and the expected value of any change in the battery-stored energy, and a
decision is made according to the tradeoff between the marginal cost of operating the generator and
the battery wear cost. The details of the three cases are as follows:
 The first decision takes place when the generator provides only enough electricity to satisfy the
net load without charging the battery.
 In the second decision, the generator meets the net load and charges the battery with the
excess power.
 The third decision is feeding the net load by the battery alone.
The system operation of this model can be explained as follows:
 If the PV power is equal to or higher than the load demand, the power flow is the same for that
of LF and CC strategies.
 If the PV power is less than the load power, the two possible subcases are as follows:
• If SOC = SOCmin, the controller compares the cost of running the generator to produce only
enough power to feed the net load without charging the battery with the cost of running
the generator at its maximum capacity to serve the net load and charge the battery with the
excess electricity. A decision is made based on the least cost dispatch decision.
• If SOC > SOCmin, three decision costs are compared with each other, which are: the cost
of turning on the generator that operates only to serve the net load without charging the
battery, the cost of running the generator at its maximum capacity to serve the net load and
charge the battery, and the cost of discharging the battery. The power flow solution is taken
place according to the minimum cost decision.
3. Results and Discussion
The simulation results are presented and analyzed in this section. The HES was simulated under
the three different dispatch strategies. First, the technical feasibility was examined to investigate the
ability of the available energy to satisfy electric load demand throughout the year. Then, the economic
viability and environmental effects of the proposed systems were investigated. Finally, a sensitivity
analysis was performed to determine the impact of some critical parameters on the system performance.
The simulation was performed using an annual discount rate of 7.8% and a 20-year project lifetime.
Moreover, the system performance was set at a maximum capacity shortage of 1% and a battery
minimum SOC of 25%.
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Figure 9. Combined dispatch (CD) strategy for PV/diesel/battery HES.
3.1. Optimization Results
A feasible system is one that can meet the load demands. In HOMER, the infeasible systems
were excluded, while the feasible ones were filtered and presented by their NPC. A comparison of
the optimized PV/diesel/battery systems under different dispatch strategies is provided in Table 2.
The results show that best optimal combination of PV/diesel/battery HES under the CD strategy
consisted of a 19.4 kW PV, a diesel generator with a 21 kW capacity, 220 batteries, and an 8.05 kW
power converter. The system yielded an NPC of $110,191 and COE of $0.21/kWh, which were 20.6%
and 4.8% lower than those of systems utilizing the LF and CC strategies, respectively. These results
can be interpreted by the fact that the CD strategy obtained the most economical cost dispatch decision
between LF and CC at every time step.
In the LF dispatch strategy, better renewable source utilization could be attained because the
diesel generator contributed approximately 40.6% of the total energy production, the lowest compared
with that in other strategies. This condition led to greater dependency on renewable components,
which was in contrast to the CC dispatch strategy, wherein the generator produced a 73.8% share
of the total energy production. The renewable fractions of LF, CC, and CD strategies were 44.7%,
18.4%, and 35.6%, respectively. The monthly average electric production for the system under the three
dispatch strategies for one year is presented in Figure 10.
In terms of diesel generator performance, the diesel generator under the CD strategy yielded
2171 working hours; these values were lower than those of the LF and CC strategies, and, hence,
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the higher generator operation life was obtained under this strategy. The results show that the
operating lifespans of LF, CC, and CD strategies were 4.08 years, 4.58 years, and 6.91 years, respectively.
Moreover, it was found that the generator under the CD strategy consumed the lowest amount of
diesel with 10,574 L/year, which was 1.7% and 23% lower than the system under the LF and CC
strategies, respectively. Figure 11 shows the fuel consumption duration curve for the system under
the three dispatch strategies for the entire year. It is evident that despite the fact that the generator
working hours of the LF strategy were more than those of the CC strategy, the fuel consumption of the
LF strategy was lower than that of the CC strategy. This is because the generator under the LF strategy
produced only enough power to feed the load, in contrast to the CC strategy, in which the generator
operated at its maximum rated capacity to supply the load and charge the battery; hence, more diesel
would be consumed.
Battery energy storage is a critical component of standalone HESs because this parameter affects
the reliability of meeting loads. Battery throughput (kWh/year) is a performance measure defined
as the amount of energy that cycles through the storage bank in one year. Battery throughput affects
the battery operational lifetime; the lower the annual battery throughput (lower charge/discharge
cycles per year), the higher the battery lifetime [59]. Figure 12 shows the battery input/output energies
under the three different strategies. Since the use of the battery in the LF strategy was limited, the LF
strategy presented the lowest amount of input/output energy, followed by the CD strategy and the CC
strategy, which showed the highest amount of input/output energy. These results show the LF strategy
presented the lowest annual battery throughput, which was estimated to be 54.15 kWh, in contrast
to the CC strategy, which had a yearly throughput of 79.9 kWh. The annual throughput of CD was
calculated to be 70.76 kWh.
Battery autonomy refers to the number of hours a battery can support the critical load without
charging during the main failure. Achieving some battery autonomy is necessary, especially during
the rainy season when the output PV power cannot meet the load demand [60]. The simulation results
indicate that the battery autonomy of the LF strategy was 8.94 h, which was the highest among those
of other strategies. This result is due to the high nominal capacity of the system under this strategy.
The battery autonomy values of the CC and CD strategies were 4.17 and 6.55 h, respectively.
Table 2. Optimization results of the HES for different dispatch strategies. NPC is net present cost; COE
is cost of energy.
Item Unit Load Following Cycle Charging
Combined
Dispatch
PV kW 28.5 10.2 19.4
Battery - 300 140 220
Diesel generator kW 21 21 21
Converter kW 5.28 5.78 8.05
NPC $ 138,704 115,722 110,191
COE $/kWh 0.264 0.22 0.21
Renewable fraction % 44.7 18.4 35.6
PV production kWh/year 42,884 15,314 29,116
Diesel generator production kWh/year 29,255 43,187 34,080
Total production kWh/year 72,139 58,501 63,196
Excess electricity % 19 0.774 6.74
Generator number of starts start/year 567 494 498
Generator operating hours hour/year 3675 3277 2171
Generator operation life year 4.08 4.58 6.91
Fuel consumption L/year 10,757 13,887 10,574
Batteries throughput kWh/year/battery 54.15 79.9 70.76
Batteries nominal capacity kWh 72 33.6 52.8
Batteries autonomy hour 8.94 4.17 6.55
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Figure 10. Monthly average electric production for the HES under (a) load following (LF) strategy,
(b) CC strategy, and (c) CD strategy.
Figure 11. Cont.
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Figure 11. Fuel consumption duration curve for the HES under (a) LF strategy, (b) CC strategy,
and (c) CD strategy.
 
Figure 12. Input/output energy of battery for different dispatch strategies.
3.2. Economic Analysis of the System under the Three Dispatch Strategies
A cost summary of the system under all dispatch strategies is shown in Figure 13. The following
bullets describe the cost analysis for each configuration:
• The lowest capital cost was achieved by using the CC strategy ($32,537), followed by the CD
strategy ($50,042). The system under CC had a capital cost of $64,779, which was the highest
among the systems compared, because of the large sizes of renewable components.
• Once installed, the PV, converter, and batteries under all strategies were inexpensive to operate
and maintain compared with the diesel generator, which contributed most of the total O&M cost.
The CD strategy was found to have the lowest O&M cost, which was $18,172, i.e., 37.7% and
21.9% lower than those of LF and CC, respectively.
• The replacement cost of the LF, CC, and CD strategies were $9005, $8457, and $5135, respectively.
The CD strategy had the lowest cost because it depended less on the diesel generator, which led
to making this strategy have the highest generator lifetime as compared to other strategies.
• The fuel cost of the CD strategy was $42,016, which was lower than that of the other strategies,
because of the relatively low fuel consumption in this strategy. The fuel costs of the LF and CC
strategies were $42,742 and $55,182, respectively.
• The salvage costs over the project lifetime of the LF, CC, and CD strategies were estimated to be
$–6974, $–3727, and $–5174, respectively; these costs originated from the remaining life of the
system components.
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Figure 13. Cost summary of PV/diesel/battery under different dispatch strategies. O&M is operation
and maintenance.
3.3. Environmental Assessment
Consumption of diesel has a negative impact on the environment and is harmful to human
health, since different kinds of gaseous pollutants are emitted during the process. These emissions
include nitrogen oxide (NOx), sulfur dioxide (SO2), particulate matter (PM), unburned hydrocarbon
(UHC), carbon monoxide (CO), and carbon dioxide (CO2) [61]. The HESs have positive effects on
the environment. Combining PV with the diesel and battery is capable of reducing the emissions
significantly [31]. The releasing of annual emissions for the HES under different control strategies has
been determined and demonstrated to compare the cases from the environmental standpoint. Table 3
presents the greenhouse emissions of PV/diesel/battery with LF, CC, and CD strategies. It is obvious
that the system with CD was the most environmentally friendly option by having the lowest amount
of CO2 emissions (27,678 kg/year), in contrast to the system with the CC strategy, which had CO2
emissions of 36,352 kg/year. The CO2 emissions of the system with the LF strategy were calculated to
be 28,157 kg/year. These results were achieved according to the resulting fuel consumption presented
in Table 2, which indicates that the diesel generator under the CD strategy yielded a fuel consumption
of 10,574 L/year, lower than that of the LF and CC strategies. As a result, minimum greenhouse
emissions were obtained under this strategy.
Table 3. Pollutant emissions for different control strategies. PM is particulate matter; UHC is
unburned hydrocarbon.
Pollutant Emissions (kg/year) LF CC CD
NOx 167 215 164
SO2 68.9 89 67.8
PM 1.08 1.39 1.06
UHC 7.74 10 7.61
CO 177 229 174
CO2 28,157 36,352 27,678
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3.4. Energy Balance of the Optimized Systems
In order to have a better understanding of the system operation, details of the system’s power
flow and the battery status during 24 h in April for LF, CC, and CD strategies are provided in this
section. The energy flow and the battery status for each strategy are explained in the following points:
• LF strategy: Figure 14 shows the energy balance and battery SOC of the proposed HES under
LF strategy. At the start of the day (00:00–05:30), the battery discharged its power to supply
the load alone. At 05:30, the PV array began producing power, but it was not enough to meet
the load; therefore, the batteries continued to discharge their power for half an hour. At 06:00,
the batteries reached their minimum SOC, so the generator worked to meet the load while the
batteries were charged by the excess power from PV until 07:00. For the period between 07:00
and 13:30, PV power was sufficient to fulfill all demand and charge the battery. From 13:30 to
16:30 the generator restarted and worked together with the PV. From 16:30 to 18:30, the batteries
discharged to help the PV and the generator in satisfying the load. At 18:30, the PV power became
zero, and the load was met by the generator and the batteries for the rest of the day.
• CC strategy: The energy balance and battery SOC of the proposed HES under CC strategy is
depicted in Figure 15. For the first few hours (00:00–05:30), the load was served by the battery,
similar to the LF strategy. From 05:30 to 07:00, both the PV and battery shared to satisfy the load.
From 07:00 to 10:00, the generator produced power so that both the PV and generator could serve
the load. Since it was a cycle-charging scheme, the excess power of the generator was used to
charge the battery. The load was satisfied by the PV, which also charged the batteries from 10:00
to 12:30. At 12:30, the PV output showed a decrease in its output power; therefore, the batteries
discharged their power to compensate for the required power and continued to do so until 15:30.
At 15:30, the generator worked with the PV to feed the load and charge the batteries. The PV
output fell to zero at 18:30 and the generator continued to feed the load for the remaining time of
the day.
• CD strategy: Figure 16 presents the energy balance and battery SOC of the proposed HES under
CD strategy. As in the LF and CC strategies, the load was served by the battery alone from 00:00
until 05:30. From 05:30 until 15:30, the PV supplied the load and charged the battery during
the high solar radiation hours, while the batteries discharged their power to share with the
PV in satisfying the load during the low solar radiation hours. Around 15:30, the generator
operated at its maximum rated capacity to share in meeting the load with the PV and charged
the batteries by the excess power. This case represented the CC strategy, which continued until
18:30. After 18:30, the PV output became zero, and the generator produced only enough power to
satisfy the load without charging the battery. This case referred to the LF strategy and continued
until 19:30. The CC strategy took place again from 19:30 to 21:30. In the period from 21:30 to 22:00,
the generator and the batteries shared to feed the load. At 22:00, the generator turned off, and the
load was served by the batteries for the remaining time.
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Figure 14. Energy balance and battery SOC of PV/diesel/battery under LF strategy.
 
Figure 15. Energy balance and battery SOC of PV/diesel/battery under CC strategy.
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Figure 16. Energy balance and battery SOC of PV/diesel/battery under CD strategy.
3.5. Sensitivity Analysis
In this part of the study, sensitivity analysis was conducted to investigate the effect of important
parameters on the system performance. The parameters considered for sensitivity analysis were battery
minimum SOC, time step, solar radiation, diesel price, and load growth.
3.5.1. Battery Minimum SOC
Battery SOCmin is the lowest acceptable battery charge level. The battery level is never drawn
below the SOCmin, which is given as a percentage of the total capacity. In this part, the impact of the
SOCmin on the system performance was investigated. The variations in SOCmin were set to 15%, 20%,
25%, 30%, 35%, and 40. Figure 17 shows a graph of the total NPC and CO2 emissions cost as a function
of SOCmin variation. As can be seen in the Figure, when the SOCmin increased from 15% to 40%, CO2
emissions increased from 25,468 kg/year to 34,159 kg/year. This result indicated that an increase in
SOCmin would increase the system’s dependence on the diesel generator to supply the load demand
and charge the battery, resulting in greater CO2 emissions. Moreover, NPC increased from $107,637 to
$114,274. However, researchers have recommended that the SOCmin not be set to an extremely low
value to avoid damaging the storage bank by excessive discharge [62–65].
3.5.2. Time Step
The system operation was simulated by performing energy balance calculations in every time step
for 8760 h in a year. A comparison between the output power of the available energy sources and load
demand was conducted at every time step, and the flow of energy from and to every component in the
system was investigated. For a system that included a generator and a battery, a decision was made
at each time step on the operation of the generator and whether to charge or discharge the battery.
Sensitivity analysis was performed in this section to evaluate the effect of time step variations from
5 min to 1 h on the system performance. As shown in Figure 18, the best economic performance was
achieved by setting the time step to 5 min, which gave an NPC of $109,982. This can be explained
by the fact that reducing the time step led to an increase in the number of times of cost comparison,
which led to a minimum possible cost. At the same time, the most environmentally friendly system
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could also be obtained when the time step was set to 5 min; in such a case, the CO2 emissions were
26,257 kg/year.
 
Figure 17. Impact of battery minimum SOC on CO2 emissions and NPC.
 
Figure 18. Impact of time step on CO2 emissions and NPC.
3.5.3. Solar Radiation
Global solar radiation intensity and the efficiency of the solar panels play a significant role in
the harvesting of solar energy in the HESs. The power produced by the PV panels increases when
the solar radiation increases and vice-versa; hence, the variation of solar radiation can significantly
affect the performance of the system. In this subsection, the annual average global solar radiation
was varied between 4 kWh/m2/day and 6 kWh/m2/day. Figure 19 shows the graph of NPC and
CO2, with the variation of solar radiation. The NPC and CO2 of the system decreased from $113,792 to
$107,627 and from $35,038/kWh to $26,874/kWh, respectively, when solar radiation increased from
4 kWh/m2/day to 6 kWh/m2/day. The decrements of NPC and CO2 occurred because the increase
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of solar radiation increased the output power of PV; hence, the generator operation hours and fuel
consumption were reduced.
 
Figure 19. Impact of solar radiation on CO2 emissions and NPC.
3.5.4. Diesel Fuel Price
It is well known that the fuel price fluctuates continuously. The fuel price fluctuations encourage
the use of renewable energy technologies, which offer stabilization of electricity costs [59]. The current
price of diesel in Iraq is about $0.4/L with some variability from time to time. To investigate the
effect of diesel fuel variation on the system performance, a sensitivity analysis was done by varying
the price between $0.25/L and $0.55/L. The impact of diesel price variation on the NPC and CO2 is
depicted in Figure 20. It is obvious that with the rise in diesel fuel price from 0.25/L and $0.55/L,
CO2 emissions decreased from 34,683 kg/year to 26,578 kg/year while NPC increased from $91,051
to $126,989. These results can be explained by the fact that a rise in diesel price led to making the
utilization of the diesel generator less competitive. Therefore, the generator working hours were
reduced, which affected the optimal power flow of the system.
 
Figure 20. Impact of diesel price on CO2 emissions and NPC.
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3.5.5. Load Consumption Growth
The output power of an energy system depends on the load requirements that should be satisfied
all the time. If the load consumption increases, the energy production should imperatively be
increased. The load demand is usually varied from time to time. In this subsection, different load
consumptions (145, 150, 155, 160, 165, 170, 175, and 180 kWh/day) were considered to investigate
their impact on the system performance. The effect of load consumption growth on the NPC and CO2
is presented in Figure 21. The results indicate that NPC and CO2 of the system increased by 22.6%
and 52.3%, respectively, when the load consumption increased from 145 kWh/day to 180 kWh/day.
The increments of NPC and CO2 were mainly due to the increase of the required capacity of the
different components of the system, including the diesel generator to increase the energy productions
of the system.
 
Figure 21. Impact of load growth on CO2 emissions and NPC.
4. Conclusions
Optimization of energy sources is a critical key in the assessment of the feasibility of HESs.
This study presents an optimal plan and design by providing a systematic techno-economic and
environmental evaluation of a PV/diesel/battery off-grid configuration for a rural area in Iraq.
Three different control strategies were proposed in this study, i.e., LF, CC, and CD. HOMER software
was used to evaluate the overall analyses, including the optimization and sensitivity. The cost analysis
results show that the combination of 19.4 kW PV, a diesel generator with a 21 kW capacity, 220 batteries,
and an 8.05 kW power converter with the CD strategy was the optimal solution for this case study by
having an NPC of $110,191 and a COE of 0.21 $/kWh, which were 20.6% and 4.8% less expensive than
the systems under the LF and CC strategies, respectively. Moreover, minimum fuel consumption made
the CD dispatch strategy the most suitable option for the environment, considering its CO2 emissions
of 27,678, which were 1.7% and 23.9% lower than those of the LF and CC strategies, respectively.
Furthermore, sensitivity analysis showed that variations in some important parameters, such as battery
minimum SOC, time step, solar radiation, diesel price, and load growth, had significant effects on
system performance. This study could play a vital role in decision making towards better energy
management strategies.
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Abstract: Photovoltaic systems have become an important source of renewable energy generation.
Because solar power generation is intrinsically highly dependent on weather fluctuations, predicting
power generation using weather information has several economic benefits, including reliable
operation planning and proactive power trading. This study builds a model that predicts the amounts
of solar power generation using weather information provided by weather agencies. This study
proposes a two-step modeling process that connects unannounced weather variables with announced
weather forecasts. The empirical results show that this approach improves a base approach by wide
margins, regardless of types of applied machine learning algorithms. The results also show that
the random forest regression algorithm performs the best for this problem, achieving an R-squared
value of 70.5% in the test data. The intermediate modeling process creates four variables, which are
ranked with high importance in the post-analysis. The constructed model performs realistic one-day
ahead predictions.
Keywords: renewable energy; solar power generation prediction; smart grid; photovoltaic power;
machine learning
1. Introduction
A smart grid is an electrical grid system that manages energy-related operations, including
production, distribution, and consumption. Efficient smart grid operations are aided by reliable power
supply planning. Supply planning on renewable energy operations, such as sunlight, wind, tides,
and geothermal energy, involves a unique (unique class) class of prediction problem because these
natural energy sources are intermittent and uncontrollable, due to fluctuating weather conditions [1].
(This paper is the expanded version of the cited conference paper.)
The photovoltaic geographic information system (PVGIS) [2] provides climate data and the
performance assessment tools of photovoltaic (PV) technology mainly for Europe and Africa. Based on
historical averages, PVGIS offers a practical guideline for expected solar radiance in geological locations.
Also, many studies are conducted to predict the level of future solar irradiance or PV power generation
in solar plants using weather information.
Sources of weather information include both measured weather records and weather forecasts.
This study finds that most previous studies have focused on exploiting only single source and that
few studies have attempted to utilize both information sources. Thus, this study proposes a novel
two-step prediction process for PV power generation using both weather records and weather forecasts.
This study demonstrates the philosophy of data-driven modeling with as much relevant data as
possible to improve model performance.
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Popular prediction methods for solar irradiance or PV power generation can be largely divided
into three categories [3]. The first category is physical methods that predict the future solar position
and the resulting irradiance without relying on other climate data. Though the prediction of the
solar position can be significant, this approach is likely to overlook other relevant climatic conditions.
For example, the sky condition of clouds or rain blocks solar irradiance. The second category is
statistical methods, which can be further divided into classical methods and modern statistical-learning
based methods (also known as machine learning). With rapid developments of statistical learning
methods over the last decade, many studies have adopted this data-driven approach to developing PV
prediction models [4]. Lastly, hybrid methods [5,6] apply not only statistical methods but also other
methods, such as mathematical optimization or signal processing.
Since many studies using statistical learning methods have appeared, a paper reviewing these
studies is also published [4]. This review paper classifies the line of studies according to adopted
machine learning algorithms. However, no review study has attempted to discuss data sources of
the predictive studies in our knowledge. Needless to say, which data source is used in a data-driven
approach is crucial to the model performance, so this study briefly reviews the sources of predictors
used in existing papers.
First, there is a group of studies that use recorded weather observations as key predictors. In the
case of using current weather as predictors, an implied hypothesis is that future irradiance and
PV generation are related to the current weather. Studies in this stream adopt methods, such as
neural networks [7], heterogeneous regressions [8], and deep belief network [9]. When the time
span of recorded weather observations is expanded, time-series analysis approaches are adopted,
such as autoregressive moving average (ARMA) [10], autoregressive integrated moving average
(ARIMA) [11–13], and a few variants of recurrent neural networks (RNNs) [14,15]. These studies
have shown significant predictability. However, using only actual weather records is likely to be a
suboptimal strategy.
Instead, utilizing weather forecasts that reliable weather agencies announce in punctual manners
has certain benefits. Thus, a greater number of studies adopt weather forecasts as primary predictors.
These studies [16–23] model future PV power generation using announced weather forecasts targeted
for the future time. Nonetheless, weather forecasts have some issues in terms of data quality. First,
they are not exactly accurate, and the weather agencies typically announce values under concerns of
risk averseness [24]. It may limit the performance of resulting predictive models that rely only on
weather forecasts. Second, weather forecasts by weather agencies tend to include fewer variables
compared to weather records. For example, the Korea Meteorological Administration (KMA) (The
KMA is the central administrative body of the Republic of Korea that oversees weather-related affairs.)
announces forecasts only for the surface temperature of the ground, while the KMA observes and
records 10 cm-, 20 cm-, and 30 cm- underground temperatures as well. Lastly, due to the concerns
about inaccuracy, several variables in weather forecasts are announced in less fine units, often in the
form of categorical variables instead of numerical variables. Regarding the quality of data alone,
weather observation is, therefore, a richer and more accurate data source.
Due to the pros and cons of weather observations and weather forecasts, we believe that these
two data sources should be utilized in a complementary manner. In fact, a few studies [24,25] use
both observations and forecasts for prediction. Bacher et al. [25] propose an adaptive linear time series
model whose autoregressive component for recent solar irradiation is supplemented by an exogenous
input of weather forecasts. Interestingly, they report that recent weather records are more important
when the forecasting horizon is less than two hours. On the other hand, weather forecasts begin
contributing more when the forecasting horizon becomes longer than two hours. Detyniecki et al. [24]
adopt a fuzzy decision tree learning that takes both weather forecast and weather observation into
their input.
This study first built a base model that uses weather forecasts to predict solar power generation.
The focus was then moved to the existence of a set of the variables, which we call auxiliary variables,
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that are not included in weather forecasts but are observed by weather agencies. In particular,
the solar radiation among the auxiliary variables is known as a significant predictor for solar power
generation [8,26]. Therefore, an auxiliary model identifies the relationship between weather forecast
variables and the auxiliary variables, then the main model for solar power generation uses both weather
forecast variables and the auxiliary variables generated by the auxiliary model. In the language of
statistical learning, the base model aims to identify a regression function that relates the weather
forecast variables and the solar power generation. The main model additionally incorporates the
identified relationship between the weather forecast variables and the auxiliary variables into the
process of training another function. The auxiliary variables can be understood as latent variables—not
directly observable but can be inferred from attainable variables of weather forecasts.
Figure 1 presents a graphical abstract of the models proposed in this study. Suppose the prediction
target is for time t + 1 and the prediction is made at time t. Weather forecast
^
Ft+1|t contains weather
forecast variables announced by weather agency at time t, targeted for the weather at time t + 1.
The hat notation implies that this vector contains forecasted values. The base model f predicts
power generation at time t, yt+1, from the weather forecast
^
Ft+1|t. Weather observation Ot+1 contains
variables actually observed at time t + 1 but not forecasted by the weather agency prior to the time
t + 1. Therefore, the auxiliary model identifies the best regression function g∗ from a parametrized




Ft+1|t) from the auxiliary model along with the
original forecast
^
Ft+1|t in order to predict power generation yt+1.
 
Figure 1. The base model and the proposed two-step approach for solar power generation prediction
based on weather data.
In building the three prediction models, this study tests multiple machine learning algorithms that
have been frequently used for predictive analytics [4]. The tested algorithms include linear regression,
support vector regression (SVR) [27], classification and regression tree (CART) [28], k-nearest neighbors
(k-NN) [29,30], adaptive boosting (AdaBoost), random forest regression (RFR) [31], and artificial neural
network (ANN) [7,32,33].
The study contributes to the research lines in the following ways:
• This study proposes an approach to expanding predictors for the prediction of solar power
generation. It exemplifies a practical application to include relevant but delayed climatic data that
are not available in real-time.
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• Many practical applications, including renewable energy operations, call for predictions using
weather information as predictors. The proposed approach can be applied to predictions for
renewable energy operations, such as wind, tide, and geothermal power production.
• Generally, identifying latent variables and incorporating them in the prediction process often
enhance the model performance. The proposed two-step approach does so with various machine
learning algorithms.
• In applications of machine learning methods, identifying latent variable structures in prior
often enhances the performance of resulting models. This study indirectly investigates how
much each machine learning algorithm gains benefit from the intermediate latent variable
identification process.
2. Materials and Methods
This section describes the data set and methods used to develop the models. Section 2.1 describes
the sources of the data and the preprocessing steps and Section 2.2 briefly explains the machine
learning algorithms used in this study. Section 2.3 finally formulates the prediction problems that the
three proposed models aim to solve.
2.1. Data Collection and Preprocessing
A solar power generation data from the Yeongam Photovoltaic Power Plant in South Korea were
collected from a publicly available database (http://www.data.go.kr) provided by the government.
The weather-related data were provided by the KMA. Solar elevation information was obtained from
a database by the Stellarium®.
The variables in the dataset can be divided into four categories as listed in Table 1. First, hourly
power generation data were collected. The hourly data excluded daylight-free hours (00:00–08:00
and 20:00–24:00) and were collected over three years from 2013-01-01 to 2015-12-31. Second,
weather forecast data were collected. This study collected all available variables for the same period
where power generation data were available during the corresponding period announced for the
same period. The constructed models predicted future power generation amounts using weather
forecast data announced for the future period. The KMA announced short-term weather forecasts
at the city or district level for each three-hour period from 02:00 each day. We used the forecast data
announced at 11:00 targeted for 09:00, 12:00, 15:00, and 18:00 of the following day (corresponding to 22,
25, 28, and 31 hours after the announcement, respectively). Solar elevation data were collected from
an open source program called Stellarium (www.stellarium.org). Specifically, we estimated the solar
elevation (0◦–90◦) for the same period using the latitude 34.751702 and longitude 126.458533, which is
the geographical location of the power plant. The position of solar affects how much solar radiation
energy is collected at the ground, along with other weather conditions, such as rain, snow, cloud,
and the density of air. Third, actual weather records were obtained. This study included all-weather
observation variables that were not included in weather forecasts. In the step of auxiliary modeling,
this study built a prediction model for the weather observation variables (Radiation, VaporPressure,
SurfaceTemperature, and AtmosphericPressure) using weather forecast data, called auxiliary variables
in this research.
The preprocessing task prepared the data into the structure suitable for quantitative modeling.
Categorical variables in the weather forecasts, such as RainfallType, SkyType, and WindDirection,
were converted to multiple binary variables through one-hot coding. A week index variable (Weeknum)
was created to reflect seasonal changes. This variable assigns index sequentially from the first week to
the last week of each year. To include information about the time of the day, the variable TimeZone
was used to indicate three-hour intervals.
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Table 1. Dependent and Independent Variables 1.
Source Variable Name Description





RainfallType 0: none, 1: rain, 2: rain/snow, 3: snow
SkyType 1: sunny, 2: a little cloudy, 3: cloudy, 4: overcast
WindDirection 1: west, 2: east, 3: south, 4: north
WindSpeed Wind speed (m/s)
Humidity Humidity (%)
Temperature Temperature (◦C)
Elevation Solar Elevation (0◦–90◦) by Stellarium®
Weather observation (O)
Radiation Radiation (MJ/m2)
VaporPressure Vapor pressure (hPa)
SurfaceTemperature Surface temperature (◦C)
AtmosphericPressure Atmospheric Pressure (hPa)
Derived variables
Weeknum Weekly index (1–53)
TimeZone 1: 09:00–12:00, 2: 12:00–15:00,3: 15:00–18:00, 4: 18:00–21:00
1 The total number of available observations is 4380 (1095 days × 4 observations/day).
2.2. Machine Learning Methods
This subsection briefly describes the machine learning methods tested in this study. The methods
include popular supervised learning methods in the research line [4]. Linear regression is a simple
but effective modeling technique where the linear relationship between independent variables and a
dependent variable is to be identified. SVR is a variant of linear regression where prediction error that
is smaller than some threshold is ignored in order to minimize the effect of outliers. Kernel functions,
such as polynomial and radial basis functions, help the SVR perform the non-linear separation [26,34].
ANN is becoming an increasingly popular method for non-linear regression due to its effectiveness in
data prediction. To find the relationship between input and output nodes, multi-layered hidden nodes
are connected and their weights are updated through the error backpropagation algorithm [6,31,32,35,36].
CART, also known as recursive partitioning, splits an entire data set into two groups by searching for
the best split condition that can reduce the sum of squared errors (SSE) mostly. This binary partitioning
occurs recursively until each leaf node reaches to have enough impurity [27,37]. k-NN is a non-parametric
method used for classification and regression [28,29]. For each instance, the predicted value is based
on the weighted average value of the k neighborhood instances where each of the weight is commonly
given as an inverse value of the distance between the target instance and each instance of the k nearest
neighbors. Since k-NN treats input variables indiscriminately, this study scales and normalizes all the
input instances in a preprocessing step.
As a representative ensemble learning method, AdaBoost fits additional copies of the decision
tree but with the weights adjusted to the error of the current prediction. By subsequently focusing
more on difficult instances, the learning mechanism boosts weaker learners to produce powerful
“committees” [3]. Another powerful ensemble implementation is RFR, which consists of a collection of
decision trees that are built from each bootstrapping sampling of the entire data set [30]. Averaging
values from each tree, RFR generates a prediction value.
In the post-analysis, this study measures the Gini importance or the mean decrease in impurity
(MDI) as an important measure to investigate the effect of each predictor. The Gini importance is
defined as the total decrease in node impurity, averaged over all trees of the ensemble. By sorting the
predictors using the Gini importance, the contribution of each predictor can be evaluated.
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2.3. Problem Statements
In this study, we aimed to build a model that predicts solar power generation one day ahead
of the actual operation. The base model identified the best function f ∗ in which the predictors were
limited to the weather forecast variables.





Ft+1|t is a vector of weather forecast variables available at day t and targeted for day t + 1 (The
hat notation emphasizes that this quantity is forecasted.), yt+1 is a quantity of power generation at day
t + 1, and L is a cost function where this study adopted the measure of mean squared error (MSE) as a
popular choice.
Though a few variables in weather observation were missing in weather forecasts, this study
aimed to fully exploit weather information for building prediction process. That is, the weather
observation variables were predicted using weather forecast variables. This auxiliary model aimed to
find the best performing function g∗, such as







where Ot+1 is a vector of weather observation variables that are known to be related to solar power
but not included in weather forecast [7,25].







Ft+1|t as predictors. The main model identified the best function h∗ such that





where g∗ is obtained from the auxiliary model.
The base model provides a baseline for comparisons to the main model, which includes generated
predictors. Since predictive relationships are complex and difficult to grasp, this study tests several
machine learning algorithms, such as linear regression, SVR, CART, k-NN, AdaBoost, and RFR,
which are suitable for the structure of the data and the problem. Before applying the machine learning
algorithms, proper scaling is performed. Specifically, distance-based methods, including k-NN and
SVR, need standardization so-called z-score normalization, in order to carry comparable importance
in model generation process [34]. To calculate z-score, each variable x is subtracted by its mean μ
and divided by its standard deviation σ, that is, z = (x − μ)/σ. ANN needs a min-max scaling to a
bounded range, such as between 0 and 1, in these experiments. The normalized value can be calculated
by (x − min(x))/(max(x) − min(x)). This step is necessary so that all variables are in a comparable
range before fed into a network [34]. Tree-based methods, such as AdaBoost, CART, and RFR, do not
need scaling since they bisect each variable in a non-parametric manner [34]. Linear regression does
not need to scale the data, either. By optimizing parameters under the train set, prediction models
based on each machine learning algorithm are built with the machine learning package in Python,
scikit-learn [38].
3. Results
This section presents the results of the methods described in the previous section. The results
identify (1) which machine learning method produces the best-performing model, (2) whether the
predicted values for auxiliary variables created during the auxiliary modeling step have significant
forecasting performance for solar power generation, and (3) how much each independent variable
among weather forecast and weather observation contributes to prediction performance. Section 3.1
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explains the setting of experiments, Section 3.2 presents the performance of the auxiliary model
formulated as Equation (2), and Section 3.3 compares performances of the base model in Equation (1)
and the main model in Equation (3).
3.1. Measures for Model Comparison
To build models, the data for three years were split to a training set (30 months; from 2013-01-01
to 2015-06-30) and a test set (6 months; from 2015-07-01 to 2015-12-31). Using the train set, five-fold
cross-validation was performed to find the best model for each prediction algorithm. The random
search technique was adopted to search the proper parameter set of the best model.
An error measure of the mean squared error (MSE) was employed in choosing the best model among







(yi − ŷi)2 = RMSE2 (4)
where yi is the i-th actual value, ŷi is the predicted value for yi, N is the number of samples, and RMSE
implies the square root of MSE. Along with the MSE, this paper presents two other error measures,
the R-squared value and the adjusted R-squared value. The R-squared value R2, also known as
the coefficient of determination, is the proportion of the variance of the dependent variable that is
explained by the independent variables.





where y is the mean of the actual values of y. The adjusted R-squared value, denoted R2adj, penalizes the
number of independent variables used to generate the predicted value, after measuring the proportion
of the variance explained by independent variables.
R2adj = 1 − (1 − R2)
N − 1
N − p − 1 (6)
where p is the total number of the independent variables in the model.
3.2. Performance of Auxiliary Model
The proposed approach of this study features a two-step process, of which the first step predicts
the observed variables (O) using the forecast variables (
^
F). The intermediate result created by this
auxiliary model with RFR is presented in Table 2. Among four auxiliary variables, the prediction made
on the first three variables, Radiation, VaporPressure, and SurfaceTemperature, are highly accurate
with R2 higher than 97%. The other variable AtmosphericPressure also has generally acceptable
accuracy. Having these auxiliary variables is equivalent to having another set of weather forecast when
predicting the future solar power generation.






1 See Table A2 for selected hyperparameters to generate the models.
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3.3. Performance of Base and Main Models
For the base model and the main model, popular machine learning algorithms in the line of
studies are applied. Table 3, sorted by MSE in the main model, presents performances in the test set.
It can be seen that R2 for the test ranges from 57.9% to 70.1% in the base model, and from 67.2% to
70.5% in the main model. In the base model, RFR outperforms the others by large margins. Other
methods exhibit similar performance except that k-NN performs poorly. In the main model, RFR
still performs the best, but the margin is narrowed as other methods gain more from the two-step
prediction process employed in the main model.
Table 3. Performance of the base model and the main model in the test set.
Algorithm
Base Model Main Model Improvement
RMSE R2 RMSE R2 RMSE R2
AdaBoost 669.5 0.604 609.2 0.672 60.3 (9.0%) 0.068
Linear Reg. 635.5 0.643 608.6 0.673 26.9 (4.2%) 0.030
CART 619.2 0.661 607.9 0.673 11.3 (−1.8%) 0.012
SVR 689.9 0.579 605.7 0.676 84.2 (12.2%) 0.097
ANN 606.0 0.675 597.4 0.684 −8.6 (1.4%) 0.009
k-NN 630.2 0.649 596.4 0.686 −35.8 (5.7%) 0.037
RFR 581.5 0.701 577.5 0.705 4.0 (−0.7%) 0.004
2 Algorithms are ordered by R2 of the main model, 3 See Tables A1 and A3 for selected hyperparameters to generate
the models.
Figure 2 emphasizes the improvements in accuracy from utilizing the two-step process.
By incorporating auxiliary variables (O), each algorithm experiences an improvement as much as 9.7%
(R2 of SVR). The best performing algorithm, RFR, gains 0.4% improvement in R2.
Figure 2. Improved prediction performance in terms of R2 from the base model to the main model.
Figure 3 presents a time-series plot of predicted and actual values in a month (August 2015) of
the test set. The predicted values are produced by the best RFR model with a parameter fitted by
learning the train set. Overall, the predicted values track the fluctuations of actual power generation
well, except for a series of under-predictions for the peak hour in early days in August and a big
over-prediction on the peak hours on 22 August which is unavoidable by an unpredicted weather
event. The day was unexpectedly foggy and heavily clouded (the maximally clouded day in August).
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Figure 3. Actual values and predicted values by RFR from 1 August to 31 August 2015.
In the experiments on prediction models so far, all available variables in Table 1 are used.
The advantages of the two-step approach are validated under this untouched setting. As a post
analysis, the necessity of each predictor is assessed using a classical variable selection method, called
backward elimination. Backward elimination starts with all variables, and a single variable is removed in
each step until doing so would reduce the overall performance of the model. A performance measure
R2adj is used for this process, which penalizes the number of predictors so that a more concise model is
promoted. Figure 4 presents which predictor is removed at each step.
All of 25 
variables 















 = 0.713 
 
Figure 4. Backward elimination process with the RFR model.
The process begins with 25 predictors, including binary dummy variables, generated from categorical
variables. This original model has a R2adj value of 0.695. Excluding AtmosphericPressure would enhance
the R2adj value to 0.703, yielding a prediction model with 24 predictors. This weather variable for sea-level
pressure turns out to be secondary to direct weather variables. Then, excluding WindDirection1 (West) and
WindDirection2 (East) would enhance the R2adj value to 0.711 and 0.713, respectively. Winds blowing from
North or South carry more information compared to the winds blowing from East or West. No further
removal is beneficial in terms of R2adj. This process ensures some redundant, highly correlated or ineffective
predictors to be removed. After the backward elimination process, the final model contains the smallest
number of essential variables, but still achieves high prediction accuracy.
3.4. Importance of Variables
The above experiments demonstrate that the proposed two-step approach to solar power
generation prediction improves the performance compared to the base model, regardless of the tested
algorithms. Another way to validate its benefits is to measure whether the auxiliary variables are
indeed pivotal components in the main model. Determining the necessary predictors, the importance
of each variable in the final model is examined in the next subsection. Because the RFR model performs
best, we adopt the Gini importance or mean decrease in impurity (MDI) as an important measure.
The MDI is defined as the total decrease in node impurity, averaged over all trees of the ensemble.
By sorting the predictors using the important measure, the contribution of each predictor is ranked.
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Figure 5 presents the Gini importance of each variable in the main model with RFR. This figure
supports the hypothesis for the benefit in the two-step process. One of the auxiliary variable, Radiation,
is the most important variable with the importance of 43.7%. Other auxiliary variables, such as
SurfaceTemperature and VaporPressure, are ranked in the upper half among all variables. The top
four important variables consist of how much solar radiation is emitted (Radiation), from which
solar position (Elevation), at what time of the day (TimeZone5 and TimeZone3). The condition of the
air (Humidity) and temperatures (SurfaceTemperature and Air-Temperature) also affect solar power










































Figure 5. Gini importance of variables in the main model based on RFR.
4. Discussion
For the prediction of solar power generation during operations, weather forecast variables are
readily available. On the other hand, the auxiliary variables are not available to use. The auxiliary
modeling step utilizes the historical data to identify the relationship between available forecasts and
suitable predictions for the auxiliary variables. The generated predictions for the auxiliary variables
using available forecasts are highly accurate (see Table 2). The main model utilizes the predicted values
for the auxiliary variables along with available forecasts. On comparing the base models and the main
models with popular machine learning algorithms, it is shown that the main models successfully
improved the performance of the base models (see Table 3, Figure 2, and Figure 3). Among the tested
machine learning algorithms, the models generated by RFR outperform the other models. The relative
importance for each predictor is identified (see Figure 5) after the removal of a few variables (see
Figure 4).
The results can be interpreted as follows:
• For predicting the solar power generation, the forecasts for the amount of solar radiation is the
most important among the others, in terms of the Gini importance. The forecast for solar radiation
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is not directly available from the weather agency but can be indirectly generated by the proposed
auxiliary model. Next, the position of the solar relative to the ground (Elevation) carries important
information, and the operation time of the day affects the power generation. Since solar elevation
can be accurately forecasted by astrophysics and the time of the day (TimeZone) is deterministic,
the future information for these two variables are attainable accurately. The condition of the
atmosphere (Humidity and VaporPressure) and the temperatures (SurfaceTemperature and
Air-Temperature) also affect the power generation.
• Forecasts for auxiliary variables are not readily available during actual power generation
operations, but their values are later realized and highly correlated to the solar power generation.
This relationship is captured by the auxiliary model, and the main model exploits this information
to outperform the base model regardless of the machine learning methods applied. This approach,
regarded as identification of latent variables, enhances the performances of solar power prediction.
• On comparing the different machine learning methods, models with higher capacity, such as RFR,
k-NN, and ANN, perform relatively well. RFR, the best performing method, is characterized by
its ensemble approach with multiple randomized trees and known for its robustness in the test
data set. It is generally known that RFR is especially suitable when multiple categorical variables
are involved, as in our case. The main results support the robustness and good performance
of RFR.
5. Conclusions
This study proposes a two-step approach to solar power generation prediction to fully exploit the
information contained in the weather data. Specifically, the predicted values for auxiliary variables
contribute greatly to enhancing prediction performance.
Studies in this line present a wide range of errors from 3% to 38% [4]. The large over-prediction on
22 August due to an unexpected weather event (see Figure 3) indicates how the error distribution can
be highly skewed. Skewed errors result in lower overall accuracy, especially for the power plant located
in areas of unpredictable weather. In particular, the power plant of this study is located in a landfill
area in the southwestern part of the Korean peninsula, which is surrounded by three seas and 70% of
whose total area is mountainous, making weather predictions very difficult. To aid actual operations,
it would be meaningful in future studies, especially for areas with low weather predictability, to present
confidence intervals of the predicted value, as well as the predicted values themselves.
This paper exemplifies a practical application of feature extraction such that latent variables,
relevant but delayed weather data in this study, are identified prior to the main modeling. This study
validates that the process of latent structure identification improves the solar power generation problem
and aids PV plant operations.
Furthermore, other renewable energy operations, such as wind, tide, and geothermal power
production, can also be benefitted from the proposed approach. More generally, it can also be applied
to other fields that require predicting future weather conditions.
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Appendix A Candidates and Optimal Values of Proposed Models
This appendix section presents tables for illustrating hyperparameter tuning process for each
model proposed in this study.
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Table A1. Hyperparameter candidates and optimal values for the base model.
Method
Set of Considered Hyperparameters (The




30 31   94  99 100 
 
learning_rate 
0.01 0.05 0.1 0.3 0.5 0.7 1.0 
 
loss 
linear square exponential 
 
The maximum number of
estimators at which boosting
is terminated.
Learning rate of shrinking the
contribution of each regressor.
The loss function to use when
updating the weights after each
boosting iteration.
Linear Reg. fit_intercept = True Whether to calculate theintercept for this model.
CART
max_depth 
1 2  6    29 30 
 
max_features 
1 2    14   20 21 
 
min_sample_split 
2 3 4     10 11 
 
min_sample_leaf 
1 2     8 9 10 11 
 
The maximum depth of the tree.
The number of features to
consider when looking for the
best split.
The minimum number of
samples required to split an
internal node.
The minimum number of




0.1 0.25 0.3 0.5 0.75 1 
 




100 105   265  295 300 
 
activation 
logistic tanh ReLU 
 
learning_rate 
constant invscaling adaptive 
 
max_iter 
1000 2000 3000 
 
The number of neurons in a
single hidden layer.
The activation function for the
hidden layer.
Learning rate schedule for
weight updates.




5 6    18 19 20 
 
algorithm 





The number of neighbors to use
by default.
The algorithm used to compute
the nearest neighbors.




5 6    15  19 20 
 
max_depth 
1 2    13   29 30 
 
max_features 
1 2   9   20 21 
 
min_samples_split 
2 3       10 11 
 
min_sample_leaf 
1 2      9 10 11 
 
The number of trees in
the forest.
The maximum depth of the tree.
The number of features to
consider when looking for the
best split.
The minimum number of
samples required to split an
internal node.
The minimum number of
samples required to be at a
leaf node.
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5 6   15   19 20 
 
max_depth 
1 2   15   29 30 
 
max_features 
1 2   13  16 17 
 
min_samples_split 
2 3      10 11 
 
min_sample_leaf 
1 2      10 11 
n_estimators 
5 6    18  19 20 
 
max_depth 
1 2      29 30 
 
max_features 
1 2   12  16 17 
 
min_samples_split 
2 3 4     10 11 
 
min_sample_leaf 
1 2      10 11 
Surface Temperature Atmospheric Pressure
n_estimators 
1 2     19 20 
 
max_depth 
1 2    23  29 30 
 
max_features 
1 2   12  16 17 
 
min_samples_split 
2 3 4     10 11 
 
min_sample_leaf 
1 2      10 11 
 
n_estimators 
1 2   17  19 20 
 
max_depth 
1 2  10    29 30 
 
max_features 
1 2  9   16 17 
 
min_samples_split 
2 3      10 11 
 
min_sample_leaf  
1 2    7  10 11 
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Table A3. Hyperparameter candidates and optimal values for the main model.
Method
Set of Considered Hyperparameters (The




30 31   90  99 100 
 
learning_rate 
0.01 0.05 0.1 0.3 0.5 0.7 1.0 
 
loss 
linear square exponential 
 
The maximum number of
estimators at which boosting
is terminated.
Learning rate of shrinking the
contribution of each regressor.
The loss function to use when
updating the weights after each
boosting iteration.
Linear Reg. fit_intercept = True Whether to calculate theintercept for this model.
CART
max_depth 
1 2  6    29 30 
 
max_features 
1 2      19 20 21 
 
min_sample_split 
2 3 4 5    10 11 
 
min_sample_leaf 
1 2    7   10 11 
 
The maximum depth of the tree.
The number of features to
consider when looking for the
best split.
The minimum number of
samples required to split an
internal node.
The minimum number of




0.1 0.25 0.3 0.5 0.75 1 
 




100 105    290 295 300 
 
activation 
logistic tanh ReLU 
 
learning_rate 
constant invscaling adaptive 
 
max_iter 
1000 2000 3000 
 
The number of neurons in a
single hidden layer.
The activation function for the
hidden layer.
Learning rate schedule for
weight updates.




5 6  10   19 20 
 
algorithm 





The number of neighbors to use
by default.
The algorithm used to compute
the nearest neighbors.




5 6       19 20 
 
max_depth 
1 2     27 28 29 30 
 
max_features 
1 2   10   20 21 
 
min_samples_split 
2 3    7   10 11 
 
min_sample_leaf 
1 2      9 10 11 
 
The number of trees in
the forest.
The maximum depth of the tree.
The number of features to
consider when looking for the
best split.
The minimum number of
samples required to split an
internal node.
The minimum number of
samples required to be at a
leaf node.
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Abstract: A significant integration of energy storage systems is taking place to offer flexibility to
electrical networks and to mitigate side effects of a high penetration of distributed energy resources.
To accommodate this, new processes are needed for the design, implementation, and proof-of-concept
of emerging storage systems services, such as voltage and frequency regulation, and reduction of
energy costs, among others. Nowadays, modern approaches are getting popular to support engineers
during the design and development process of such multi-functional energy storage systems.
Nevertheless, these approaches still lack flexibility needed to accommodate changing practices
and requirements from control engineers and along the development process. With that in mind,
this paper shows how a modern development approach for rapid prototyping of multi-functional
battery energy storage system applications can be extended to provide this needed flexibility. For this,
an expert user is introduced, which has the sole purpose of adapting the existing engineering approach
to fulfill any new requirements from the control engineers. To achieve this, the expert user combines
concepts from model-driven engineering and ontologies to reach an adaptable engineering support
framework. As a result, new engineering requirements, such as new information sources and target
platforms, can be automatically included into the engineering approach by the expert user, providing
the control engineer with further support during the development process. The usefulness of the
proposed solution is shown with a selected use case related to the implementation of an application
for a battery energy storage system. It demonstrates how the expert user can fully adapt an existing
engineering approach to the control engineer’s needs and thus increase the effectiveness of the whole
engineering process.
Keywords: energy management system; energy storage system; semantic web technologies; rules;
ontology; engineering support; smart grid architecture model; model driven architecture; IEC 61850;
IEC 61499
1. Introduction
The reduction of CO2 emissions is motivating the integration of renewables into power
grids. As a consequence, a higher penetration of distributed generators such as Photovoltaic (PV),
wind turbines, and small hydro power stations is taking place [1]. A side effect of this is the
perturbation of the power system stability and quality. Those issues were addressed by different
studies [2], which encourage the use of Battery Energy Storage Systems (BESS). Moreover, BESS can
also support services related to the minimization of supply costs and market integration, among
others [3]. Consequently, BESS will play a multi-functional role in the near future. The BESS is often
accompanied by an Energy Management Systems (EMS) where the BESS’s services and functions are
hosted. Hence, the EMS should exchange information with stakeholders and Intelligent Electronic
Sustainability 2018, 10, 4164; doi:10.3390/su10114164 www.mdpi.com/journal/sustainability294
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Devices (IEDs) spread out over the electric grid. Thereby, the EMS development process should
consider interoperability across systems as well as evolving requirements of smart grid systems.
In this context, the realization of EMS involves challenging tasks, such as alignment with smart
grid information models, conflicts resolution within a multi-functional system, as well as handling
a diversity of tools for EMS validation. Different approaches handle these issues to different degrees as
demonstrated by Zanabria et al. [4]. Nevertheless, a full flexibility within a rapid prototyping context
is still not covered by the mentioned approaches. This motivates the open issues addressed in this
work. An outlook of them is given below.
At the design phase, control engineers gather documents that encapsulate information regarding
IED capabilities, network topologies, control applications structure, etc. Those documents are
considered to provide important input for the EMS design. Thereby, a methodology that supports
an automated treatment of this information to support the development process is necessary.
Santodomingo et al. [5] process models based on the Smart Grid Architecture Model (SGAM) [6]
and Use Cases defined with the IEC 62559 [7] standard to support network operators in selecting
adequate technical solutions for their business needs. The referred study shows attempts to benefit
from available information sources (SGAM models) in an automated way.
Another approach, the so called Energy Management System Ontology (EMSOnto) [8] also
proposes a resolution of conflicts within an EMS [9]. Nevertheless, inconsistencies detected within
BESS applications imply not only conflicts across Use Cases (UC) but also others such as incompatibility
between a BESS and a service, misconfigured units, wrong write/red access permissions, etc.
This motivates to look for mechanisms that enable a customized identification of inconsistencies
based on evolving engineering requirements.
What is more, due to control engineering practice and legacy solutions a variety of tools,
programming languages and documents are likely to be employed during the validation phase.
Current approaches [4] do not answer those requirements since models and code generated were tied
to a specific platform. However, higher flexibility is expected in terms of software artifacts generation.
For instance, EMSOnto automatically generates code to be employed in a power system emulator
(e.g., MATLAB/Simulink). Here, the compatibility with only one specific platform is provided. On the
other hand, the rapid engineering methodology called Power System Automation Language (PSAL)
generates models compatible with IEC 61499 [10]. However, also here, the generation of models in
other specific platforms rather than IEC 61499 is not guaranteed.
EMSOnto is one of the more suitable approaches that addresses the above mentioned issues in
a holistic manner. EMSOnto guides and supports control engineers during the design, proof-of-concept
and implementation stages of BESS services and applications. Consequently, this work considers
EMSOnto as reference framework to demonstrate how a flexible and automated engineering process
can be attained. By applying the outcomes of the current work to EMSOnto, an improved version of it
will be reached. Moreover, the proposed methodology may also be used to reinforce other modern
approaches such as PSAL and SGAM.
Since EMSOnto is taken as reference approach, the role of a new actor, the so called EMSOnto
expert user, is introduced to answer the exposed open issues. Thus, concepts from Model-Driven
Engineering (MDE) and ontologies are combined to offer an adequate solution. The evaluation of the
new capabilities of EMSOnto is performed by the realization of a selected use case example. As a result,
an acceleration in the realization of EMS applications is gained as well as a further identification of
inconsistencies. Moreover, the achieved engineering process is flexible enough to be aligned with
different software platforms.
This paper is organized as follows: Section 2 outlines the motivation of this work, the open issues
to be addressed, and the role of control engineers in the scope of EMSOnto as well. In Section 3
mechanisms to enhance the engineering process are introduced and discussed. A use case example
is used in Section 4 to demonstrate how the control engineer’s requirements are precisely addressed.
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Thereafter, in Section 5, a UC example is realized with EMSOnto to evaluate and analyze its new
features. Finally, Section 6 addresses the conclusions and discusses future needs.
2. ESS Application Development Process Using Modern Engineering Approaches
This section defines the scope of the current work and outlines the engineering process of
multi-functional storage systems. Furthermore, an overview of different engineering approaches
that support the development process of BESS applications is also presented. Subsequently, issues
not yet addressed by those approaches are highlight. Since EMSOnto is considered to be the most
adequate approach, the engineering process under the basis of EMSOnto is presented. Furthermore,
the open issues and research goals under the frame of EMSOnto are defined.
2.1. Realization of Multi-Functional ESS Applications
BESS are being used to enhance the power quality and to maintain the power stability,
among others. This involves frequency and voltage control, self-consumption, peak-shaving,
etc. [3,11,12]. Those functionalities are usually embedded within an external system (e.g., EMS)
that controls active and reactive power of the battery to facilitate the referred services. Thereby,
a participation of different stakeholders is required, such as network operators, Energy Market
Operator (EMO), or Distributed Energy Resources (DER), as outlined in Figure 1. As an example,
the UC Primary Control Reserve (PCR) [11] controls the active power of a BESS to support the
regulation of the grid frequency. Thereby a communication of the EMS with a smart meter,
network operator and a BESS is needed. On the other hand, the UC minimization of costs with
peak-shaving [12] would require a communication with a PV generator and households to measure
the active power generated and consumed.
The realization of EMS applications often follows certain stages, such as specification, design,
implementation, and proof-of-concept evaluation [13]. In the specification stage a definition of
requirements to be satisfied by an EMS is carried out. As a sequel, a conceptual design of EMS
is elaborated, this implies the definition of control strategies and communication and component
architectures. The validation of the proposed control design is mainly carried out in offline power
system simulators (e.g., DlgSILENT/PowerFactory) and controller platforms (e.g., IEC 61499) [14].
Often the validation process entails an iterative refinement of the control application design.
Subsequently, a prototype is realized and implemented within a real hardware controller.
(e.g., voltage control)
BESS









Figure 1. Framework of the BESS control applications.
2.2. Application Engineering Using Modern Approaches
The engineering process of EMS can nowadays be supported by using modern development
approaches [4]. Each of them tackles different specific issues. An analysis on how those approaches
support the EMS development process is addressed as follows.
An approach called IntelliGrid (IEC 62559) [15] is mainly used to specify use cases and was
suggested by EPRI in 2003 to face the complexity involved within power systems. IntelliGrid is the
most used standard to describe smart grid use cases. The main outcome of IntelliGrid is a set of use
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case templates that guide engineers during the definition of business cases, use cases and requirements.
Those templates are supported with a narrative and visual representation. The process involving the
realization of IntelliGrid templates is basically a manual work. This means that information sources
supporting the EMS specification (e.g., IED’s models, component and communication architectures)
are not automatically processed to fill out the templates. Besides this, the consistency of the information
collected by the referred templates is not verified. This may lead to unattended inconsistent data at the
specification stage.
On the other hand, the Unified Modeling Language (UML) is the most prominent general-purpose
language to specify and design use cases in an object-oriented approach [16]. UML provides different
structure (class, component, etc.) and behavior (sequence, activity, etc.) diagrams to allow a complete
modeling of use cases. Nowadays, UML is getting more attention also in the domain of power system
to model smart grid solutions [17]. A different approach (SGAM) conceived to model smart grid
projects is recommended by [4]. SGAM provides a set of concepts, coordinated viewpoints and
a method to map use cases within a smart grid model. An implementation of SGAM is achieved by the
SGAM-Toolbox (SGAM-TB), a UML-based domain specific language available as an extension of the
Enterprise Architecture (EA) tool [18]. A drawback of both UML and SGAM is that the information
gathered at the specification phase is not automatically processed to achieve important knowledge for
the design stage. This does not guarantee a consistency between specification and design stages.
A holistic approach called PSAL has as main purpose the modeling of SGAM UCs and at the
same time provide automated support for rapid prototyping. To do this, PSAL provides a formal
domain specific language to describe smart grid systems. PSAL stands out from the previously
mentioned approaches due to the rapid generation of software artifacts (code and communication
configurations) offered. However, PSAL does not identify inconsistencies within the planned design.
This, in turn, is tackled by EMSOnto, an approach focused on the identification of conflicts and on
the rapid prototyping of multi-functional BESS applications. Nevertheless, EMSOnto lacks flexibility
due to the restricted set of inconsistencies detection offered. On the other hand, as already mentioned,
EMSOnto and PSAL address the rapid generation of software artifacts. However, since the needed
type of software artifacts depend on the UCs to be implemented and on needed legacy solutions,
it should be possible to support multiple target platforms. This feature is neither covered by PSAL
nor EMSOnto. Currently, the generated models and code using PSAL are aligned to the automation
standard IEC 61499 and the communication model IEC 61850. EMSOnto currently only provides
generation of code for the system simulator MATLAB/Simulink.
The mentioned open issues entail the setting of the following research goals: (i) benefit from
information sources to automate the realization of design tasks, (ii) facilitate the deduction of
knowledge to be customizable to control engineer’s requirements, and (iii) generate software artifacts
to support the whole engineering process. To meet those goals, EMSOnto is taken as the reference
framework due to its completeness and holistic understanding. Hence, the solution proposed in this
work has been aligned to EMSOnto but should still be applicable not only to EMSOnto but also to
other existent and upcoming approaches. The next paragraphs outline EMSOnto and formulate the
already mentioned open issues and research goals under the EMSOnto basis.
2.3. EMSOnto Development Process
An overview of the work performed by control engineers on the frame of EMSOnto is shown in
Figure 2. At the specification phase, engineers study the requirements to be fulfilled by the EMS and
starts a rough definition of the behavior and the structure of the EMS control applications. At this
stage, different approaches such as SGAM, Unified Modeling Language (UML) and Systems Modeling
Language (SysML) for system specification are employed [6,16].
The next step is the design of the EMS, which should be congruent with the specification already
defined. To this end, EMSOnto offers spreadsheet templates (EMS-templates) that collect and structure
the EMS’s information. These spreadsheets have headlines with the attributes of functions and
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variables created in the scope of the EMS. Moreover, models of IEDs and UCs derived from smart
grids standards (e.g., Common Information Model, IEC 61850) are available within the UC and IED
repository. Those pre-built models ease the population of EMS-templates and thus compatibility with
existent information models is achieved.
Once the EMS-templates are completely filled a reasoner engine is executed resulting in the
derivation of inferred data. The resulted data is queried to identify inconsistencies in the design,
a report form gathers those inconsistencies and is handled and analyzed by control engineers.
This analysis may lead to adjustments within the planned design. Therefore, at this stage
EMS-templates are amended. This process is repeated until control engineers are satisfied with
the resulted design. In consequence, a consistent and less error-prone EMS is achieved before any
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Figure 2. EMSOnto in practice by control engineers.
2.4. Open Issues
EMSOnto was put in practice by control engineers in the scope of a large range of UCs [8].
Those realizations raised a series of requirements understood as open issues within EMSOnto. They are
detailed as follows:
• Information sources are not exploited: At the design stage control engineers dispose documents
that support the design of EMS. This may correspond to files describing IED capabilities,
smart grid use cases, communication networks, information models, etc. (e.g., IEC 61850,
IntelliGrid, SGAM) [15,18,19]. Since those files contain requirements and important knowledge
for the design process, control engineers manually need to import selected data into the
EMS-templates. This repetitive manual work is time consuming and exposed to human errors.
Hence, an automatic exchange between EMS-templates and other information sources is sought.
• Restricted inference: EMSOnto supports the identification of conflicts between use cases. However,
this is not the only kind of inconsistency that would harm the suitable operation of EMS.
For instance, the setting up of IED registers with a wrong unit value would also impact the
correct operation. Besides this, the inference of important data to support the design of EMS’s
control strategies is also missed. Since knowledge to be inferred depends on engineer’s needs
a flexible customization of EMSOnto to enlarge inferred knowledge is desired.
• Limited generation of software artifacts: EMS-templates can be automatically transformed into
models and code compliant with a specific power system simulator (i.e., MATLAB/Simulink).
Nevertheless, software platforms to be targeted depend on best practices established for testing
and validation. In the power system domain, those platforms involve controller platforms,
co-simulation platforms, communication network simulators, etc. (e.g., IEC 61499, Mosaik,
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OMNET++) [20–22]. Therefore, generation of software artifacts, compatible with a large set of
platforms, should be guaranteed.
Summarizing, taking all the open issues into account an adaptable engineering support framework
for ESS applications is required which is introduced and discussed in the following sections.
3. Mechanisms to Automate and Increase Flexibility of EMSOnto
This section introduces the role of a new actor called EMSOnto expert, whose main focus is to
offer mechanisms to overcome the aforementioned gaps. A detailed list of actions performed by the
expert is exposed as well as the foundations of the proposed solution.
3.1. EMSOnto Expert Participation
The main key of EMSOnto is the conception of an ontology (EMS-ontology) which gives a common
understanding of EMS control applications and the process to be controlled by them (e.g., BESS,
smart meter). A formal definition of the ontology is reached by Description Logics (DL) [23], a formal
language to model real systems, where the classification of common individuals is done by concepts
and the relations between concepts are established by roles. DL languages comprises an assertional
component (ABox) and a terminological component (TBox). A TBox defines concepts, roles, and
constraints between them. In turn, an ABox asserts the membership of individuals in concepts and
roles. On that basis, the EMS-ABox is populated by the EMS-templates and the EMS-TBox provides
a knowledge representation of EMS applications. The terms EMS-ontology and EMS-Tbox are used
interchangeably as well as EMS-templates and EMS-ABox. In this manuscript, concepts are indicated
with the font typewriter. A new actor, the EMSOnto expert, is introduced to expand the features of








































Figure 3. Tasks to be performed by EMSOnto expert.
(1) Transformation across information: Control engineers make use of documents which contain
specifications regarding the EMS design (e.g., SGAM models), this information is gathered within the
EMS-templates. Since EMS-templates are aligned to the EMS-TBox, the referred gathering process
involves a matching between the information source, collected from specification approaches or smart
grid models, and concepts and roles defined within the EMS-TBox. For instance, EMS’s structure
represented by UML use case diagrams comprise the concepts UseCase, LogicalActor, etc. [16]. Hence,
a transformation of a UseCase instance requires a correspondence with the concept UC defined within
EMS-TBox. This is possible since the UC and the UseCase represent the same information. A similar
mechanism is applied for an automatic generation of software artifacts from EMS-templates. In such
a case, a transformation from EMS-ABox’s individuals into models, code and text compliant with
specific platform environments is performed.
(2) Adjustment of the EMS-TBox: Since the EMS-ABox should be consistent with the TBox,
the gathering of new assertions may impact the TBox. This applies to knowledge not modeled in the
TBox but required in the transformation from or to other models. On the other hand, the inference of
implicit knowledge may also require an upgrade of the TBox. For instance, the detection of “BESS that
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do not support the active power required by certain service” would require to create the concept Pmax which
symbolizes the upper limit of an active power’s value.
(3) Creation of new rules: The reasons that motivated an extension of the EMS-TBox could require
an improvement on the expressivity afforded by the EMS-TBox. This issue is tackled by rules which are
used to improve the intelligence own by ontologies. Rules are composed of a premise and a conclusion,
satisfaction of the premise results in the derivation of implicit data or conclusions. As a result,
any requirement involving complex inferences that are not achievable by the setting up of axioms
within the EMS-TBox would be resolved by rules.
(4) Upgrade of EMS-templates: As explained before, EMS-TBox is vulnerable to be extended due
to inference of knowledge or software artifacts generation. Since an ABox should be consistency
with a TBox any modification to the EMS-TBox would also impact the EMS-ABox. This means that,
instantiations of new concepts and roles would require an upgrade of EMS-templates.
(5) Set-up new queries: The detection of inconsistencies is based on a series of questions to be asked
to the inferred EMS-ABox. Implementation of this is based on the formulation of query templates that
model well-defined questions. Thus, the inferred data resulted from action 3 is queried and processed
to collect important knowledge for the inconsistencies report, as shown in Figure 3. Besides that,
queries could also target inference of essential knowledge to support the EMS design.
3.2. Transformation Mechanisms and Techniques
The tasks related to transformation of information across domains will be performed by MDE
techniques [24], where models are key players. Thereby, a model compliant with a UML class
representation is envisaged to represent the EMS-ontology. This model will be the essential part
of the model transformations carried out along this work.
3.2.1. Model-Driven Engineering in Power System Domain
The basics principles necessary to achieve the contemplated transformations between source
and target data are covered by MDE approach [24]. This section outlines the concepts within MDE,
benefits of the approach as well as power system applications where MDE was implemented.
The main focus of MDE is the automation of a system development process. On that basis,
MDE analyzes a development process in an object-oriented manner, resulting in the conception of
models. Interoperability between models is reached by mapping rules. Which are defined under
Model-to-Model (M2M) or Model-to-Text (M2T) transformations, also known as code generation.
Implementation of MDE by the Object Management Group (OMG) goes under the name of
Model Driven Architecture (MDA). Within MDA, the phases of a development process are supported
by a Platform Independent Model (PIM) and a Platform Specific Model (PSM). PIM defines system
functionality and is characterized by an independence with a specific platform solution. PIM is
deployed into a concrete platform (PSM) and usually PSM is translated into software artifacts (e.g., C++,
Java code). M2M supports transformation from PIM to PSM and M2T from PSM into code.
An automated engineering method to support the complete development process of smart grid
control applications is provided by Pröstl Andrén et al. [10]. Power System Automation Language
(PSAL) is a Domain Specific Language (DSL) and supports the design of UCs compliant with SGAM.
MDE techniques are used to generate executable code and communication configuration scripts from
UCs specifications. This is a holistic approach that covers the full engineering process.
On the other hand, Andrén et al. [25] proposes an automatic generation of IEC 61499 compliant
control applications from IEC 61850 descriptions. This approach implements M2M and M2T
transformations. However, the obtained IEC 61499 system is not aligned to SGAM. Another study [26]
designs a BESS control application within a power system emulator (Matlab/Simulink) for validation
purposes and uses MDE to replicate the validated application into a controller platform (IEC 61499).
This study proposes a rapid prototyping that covers proof-of-concept and implementation. However,
other stages of the engineering process such as specification and design were not considered.
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Furthermore, [18] Dänekas et al. proposes the SGAM-Toolbox (SGAM-TB) by following the
MDA approach. The SGAM-TB is implemented as an extension to Enterprise Architect (EA) and
therefore code generation is also possible. However, this code is not formatted to specific needs of
control engineers.
Summarizing, apart from EMSOnto, PSAL is the only approach that offers a holistic approach.
However, some gaps at the function and information layer of PSAL are covered by EMSOnto.
Those gaps regard the identification of inconsistencies and the lack of a mechanism to gather unlimited
data. Those topics were tackled in the current EMSOnto. The new version of EMSOnto is formulated
with the aim of giving flexibility at all the stages of the engineering process. This flexibility is not
addressed by any solution already presented and is going to conduct the research of this work.
3.2.2. UML Representation of EMS-Ontology
Since models are the main concept behind MDE, the conception of models across the full
development process is a main task to be supported by the EMSOnto expert. In this light, a model of
EMS-ontology is achieved and exposed in this section.
OMG recommends the formulation of models by OMG specifications such as UML and SysML,
among others [27]. UML, a widely used standard for describing structure and behavior of complex
systems is selected to represent the models. On the other hand, the expressiveness needed by the
EMS-TBox is given by SROIQ(D), a logic defined within DL concept that provides complex role
inclusion axioms, inverse roles constructors, qualify cardinality restrictions among others [28]. Thus,
mapping rules to relate SROIQ(D) elements to UML metamodel elements are established to conceive
a UML model of the EMS-TBox, see Table 1. A DL concept is transformed into a UML class, a concept
subsumption into a UML generalization and so on, a practical implementation of those conversions
is given in [29]. It is worth mentioning that the full TBox cannot be expressed by a UML class
diagram since not all the TBox axioms can be transformed into UML elements (e.g., transitivity axioms,
composition role constructor). The resulted UML class diagram is presented in Figure 4 and goes
under the name of EMS-Data Model (DM). Only a simplify model is depicted. InformationFlow is
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Figure 4. UML class diagram representing the EMS-TBox (reduced model).
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Table 1. Matching between elements of SROIQ(D) and UML metamodel.
DL (SROIQ(D)) UML
concept class
concept subsumption () generalization
data type datatype
role association, composition, aggregation
concrete role attribute
4. Analysis of a Use Case Example by an EMSOnto Expert
Different mechanisms to enlarge the capabilities of EMSOnto were proposed above. This section
outlines the role of the EMSOnto expert regarding the implementation of a specific UC.
4.1. Use Case to Be Analyzed by the EMSOnto Expert
The UC Customer Energy Management System (CEMS) was implemented using EMSOnto
as a basis [8]. SGAM is the preferred approach among smart grid specification approaches as
demonstrated in [4]. The SGAM information layer represent system’s components as well as their
information flows. Moreover, it combines domain-axis and zone-axis to structure smart grid control
applications. For the CEMS in this UC, a detailed model is provided as an SGAM description, as seen
in Figure 5. This shows the main CEMS’s actors (i.e., BESS, CEMS, Meter, etc.) and the scope of the
CEMS, which is located at the customer side and at the station level.
The CEMS is embedded with Frequency-Watt (FW) and Self-Consumption (SelfC) services.
Both services control the active power injected/subtracted by the BESS. To this aim, the signals State
of Charge (SoC) (SoCbat) and active power (Pbat) are retrieved from the BESS. In turn, the frequency
(Fgrid) and active power (Pgrid) at the Point of Common Coupling (PCC) are taken from a smart meter.
Generation of a PhotoVoltaic (PV) DER and the consumption of a household impact the behavior of
the CEMS. Thus, they are also considered during design stage. After execution of the SelfC and FW
services, a calculated active power setpoint (Pre f ) is sent to the BESS.











Figure 5. SGAM information layer representation of the CEMS (UC example) [8].
4.2. Requirements from Control Engineers
The CEMS is implemented with EMSOnto. Control engineers in charge of the implementation
employs specific tools for power systems emulator (MATLAB/Simulink) and controller platforms
(IEC 61499 platform) [20,30]. Furthermore, not only specific tools but specific documents (IEC 61850
SCL files, SGAM models) were used for the description of IED’s functionalities and control applications
architecture. This is due to common practices of control engineers. Nevertheless, other tools and
frameworks are also available to support the engineering process of power systems (e.g., Modelica
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and IEC 61131-3) [31,32] as well as other information models for smart grid networks (e.g., CIM) [33].
The fact of using specific tools to evaluate the proposed methodology would enable a concrete
understanding of the actions taken by the EMSOnto expert.
A series of requirements that motivates an expansion and customization of EMSOnto were figured
out by control engineers. These requirements are bound to specific tools, documents and information
models as exposed below.
(R1) Benefiting from SGAM models: CEMS is roughly described at the specification stage by
means of the SGAM-TB. The information added at that stage is reused at design time to fill the
EMS-templates. Therefore, an automatic import of SGAM models into EMS-templates is expected with
the aim of reducing the manual work conducted by control engineers.
(R2) Discovering CEMS constraints: The controlled process (i.e., the BESS) is surrounded by
constraints that characterizes technical limitations of electrical devices and/or safety restrictions.
Those constraints need to be considered during design of control strategies. Therefore, an understanding
of them is absolutely required during design time. Hence, an automatic retrieval of constraints from the
process is expected.
(R3) SoC estimator function generation: In the scope of multi-functional BESS, the battery
provides support not only to an individual service, but more than one. In this context, a solution to
track the delivered active power of the BESS to a specific service is performed by control engineers.
This consists on the calculation of SoC per service by a function called SoC_estimator. As a result,
this function is implemented whenever a UC controls a BESS. Hence, an automatic generation of the
SoC_estimator function is sough in the scope of R3.
(R4) Generation of configuration files: EMS and IEDs need to be parametrized and customized
to specific requirements and initial state values. A selection of parameters is gathered in a sort of
configuration file that is filled out before any execution or simulation of the mentioned systems.
These configuration files support the validation of the EMS through the proof-of-concept and
implementation phases. R4 seeks for an automatic generation of such files, which should expose the
parameters of functions to be deployed within an EMS as well as the IED’s parameters.
(R5) Identification of batteries mismatching services: A service that request BESS support would
ask to fill certain requirements such as capacity (kWh), maximal power provision (kW), activation time
(s) [34,35]. Thus, not all the BESS would pass the pre-qualification procedures defined by network
operators. BESS able to participate in Primary Control Reserve (PCR) should provide certain power.
A report that identifies BESS that do not meet this requirement is expected.
(R6) Generation of IEC 61499 models: The design of CEMS is validated within a power system
emulator as part of the proof-of-concept. Following this step, the implementation of it is performed
within a controller platform fully compliant with IEC 61499. On the other hand, some components of
the CEMS (e.g., communication interfaces, control logic) were directly tested in the controller platform.
This motivates an automatic generation of the IEC 61499 control application either from EMS-templates
or from the MATLAB/Simulink project.
(R7) Benefiting from IEC 61850 ICD files: Power system information models hold data important
for the IDE and UC repository. In the scope of CEMS, Information Capability Device (ICD) files
are handled to control engineers. ICD files are XML-based, which serialize information regarding
functions supported by an IED and are often supplied by the IED manufacturer. Thus, R7 seeks for
an automated import of ICD files into the repository.
(R8) Identification of misconfigured units: An EMS controlling and monitoring an IED
(e.g., BESS) should be aligned to the units of the IED. In other words, a control signal targeting
a setpoint should respect the units of the value to be targeted. Otherwise, a wrong value would be
set. This applies also to a status been monitored by feedback. For instance, a BESS is providing its
SoC status (SoCbat), which has the value of 80%. An EMS retrieving this value may expect raw data
between the range 0–1 (0.8). This mismatch between units would cause a wrong behavior of the EMS.
Hence, an identification of such inconsistencies is fundamental.
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4.3. Analysis Phase: Analysis of Requirements
An analysis of the mentioned requirements determines the actions to be performed by the
EMSOnto expert. This analysis is structured under a succession of steps. The first step corresponds
to investigate where the transformation across data models takes place. This corresponds to R1,
R4, R6 and R7. Those requirements involve different data models that need to be interrelated with
EMS-DM. Therefore, data models of SGAM, IEC 61850, IEC 61499 and Matlab/Simulink are studied
and an alignment of EMD-DM to the referred data models is sought. Following this, classes and
associations not considered within EMS-DM are created and added to it, affecting the EMS-TBox.
The next step is to identify requirements clearly connected to the inference of knowledge. R2, R3,
R5 and R8 correspond to this category. A complete understanding of the knowledge to be inferred in the
scope of those requirements is needed. Thereby mathematical models representing constraints within
a control application (R2) are investigated as well as models that drive the operation of SoC_estimator
function (R3). Furthermore, an understanding of technical limitations within a BESS are also needed
(R5) just as information models that conduct the structure of sources and targets defined within
information flows (R8). In the aftermath, the TBox is again extended to cope with R2, R3, R5 and R8.
Eventually, the creation of queries and rules could also take place.
4.4. Realization Phase: Implementations Performed by EMSOnto Expert
The actions taken by EMSOnto expert are highlighted and enumerated in Figure 6. The first step is
dedicated to the creation of new concepts, roles, and constraints within the EMS-TBox. The expressivity
of EMS-TBox depends on the ontology language used to implement it (e.g., OIL, DAML+OIL,
OWL 2 [36]). In case that a higher expressivity is needed the implementation of rules is carried
out as part of the next step.
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Figure 6. Design and Implementation of CEMS UC— automated by EMSOnto expert.
As a sequel, population of the EMS-TBox is done against assertions of the CEMS use case,
hence, CEMS knowledge is collected within EMS-templates. EMS-templates are complemented
with the information from SGAM models and ICD files. To achieve this, a mapping between the
SGAM model and the EMS-DM is performed, as well as a transformation between IEC 61850 models
(ICD files) and EMS-DM. When a complete ABox is reached the inference of knowledge takes place.
Queries are built upon the inferred knowledge to allow the identification of inconsistencies. Finally,
the EMSOnto expert establishes M2M and M2T transformation to generate software artifacts as
depicted in Figure 6. The implementation of the aforementioned actions are carried out by Semantic
Web Technologies, ontology editors and programming frameworks. A detail of the aforementioned
actions is addressed below.
4.4.1. Action 1: Extending the EMS-Ontology
Ontology Web Language (OWL) 2, a popular ontology language recommended by the World Wide
Web Consortium (W3C) is chosen to implement the expressivity required by EMS-TBox (SROIQ(D)
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logic) [37]. OWL 2 is based on SROIQ and furthermore it supports data types. Thus, a complete
implementation of the TBox is reached. On that basis, concepts, roles, and axioms not considered
within the EMS-TBox are investigated and addressed in this section.
R1 seeks to benefit from UML behavior and structure diagrams specified with the SGAM-TB.
Because of that, a concordance between SGAM-TB and EMS-DM should be reached. The EMS-DM
focuses on function and information aspects of smart grid control applications. Thereby, the business,
communication, and component SGAM layers are out of the scope. The function analysis of
SGAM-TB involves different concepts, such as High-Level Use Cases (HLUC), Primary Use Cases (PUC),
Logical Actors (LA) [38]. Those concepts are already included in the EMS-DM. However, the concept
Information Object (IO) that represents communication between LAs and PUCs was not yet addressed.
Hence, it is added to the EMS-DM under the name of InformationFlow, which stands for the UC’s
information that relates one Output to one Input as exposed in Table 2 and Figure 4.
Table 2. Terminological axioms to align EMS-DM with SGAM model.
Concepts, Roles, OWL Axioms Description
UC  ∃hasFlow.In f ormationFlow  . . . ,
In f ormationFlow ≤ 1hasSource.Output
≤ 1hasTarget.Input  ∃hasSource.Output
∃hasTarget.Input
InformationFlow represents information exchanged between UCs.
Hence, the role hasFlow relates the concepts UC and InformationFlow.
InformationFlow owns one Output as source and one Input as target.
A formal representation of this requires the use of qualified number
restrictions constructor (≤ n R.C, R is a role and C is a concept) [23].
An investigation of mathematical models for IEDs is carried out in the scope of R2. For simplicity,
a single-output and single-input process is represented in state space as shown in Equation (1). Where u
is the input variable, y is the process output and x the state vector with dimension n × 1 that represent
the entire state of the process at any time. In the scope of our study, the process is represented
by electrical devices connected along the low voltage distribution grid, such as BESS, PV, load, etc.
These processes are frequently surrounded by constraints on control variables (u), state variable
(x), or output (y), as described by Equation (2). A control application (i.e., CEMS) that intends to
manipulate outputs of the process (y) needs to respect the referred constraints.
From an IED’s perspective, an instantiation of previous data with EMS-TBox concepts is
achievable: Setpoint (u), Manipulated (y), State {x1, . . . , xn}, Constraint {umax, . . . }. In this work,
only constraints on setpoint variables (umin, umax) are inferred, the others (e.g., ymax) follow a similar
mechanism. On that basis, the CEMS infers constraints from the IED’s setpoints. To achieve this,
the concept Constraint is further developed as depicted in Table 3, where Variables defined within
a Constraint are modeled as well as the relation between Constraints.
x′ = Ax + Bu, y = Cx + Du, x = [x1 . . . xn]T (1)
xmin ≤ x ≤ xmax, umin ≤ u ≤ umax, ymin ≤ y ≤ ymax (2)
Table 3. Concepts, roles and axioms to infer CEMS’s constraints.
Concepts, Roles, OWL Axioms Description
Constraint  ∃hasConstVar.Variable
∃IsConsLinkCons.Constraint,
hasVarConst  hasConstVar  T,
trans(IsConsLinkCons)
A Constraint owns Variables, this relation is represented by
hasConstVar. The inverse role of hasConstVar is given by
hasVarConst. The role IsConsLinkCons relates Constraints and
the transitivity property (trans) is assigned to it.
Variable  ∃hasVarConst.Constraint  . . . ,
hasVarConst ◦ IsConsLinkCons  hasVarConst
A Variable belongs to a Constraint is represented by
hasVarConst. A Variable can inherit Constraints from other
Variables, this inference is achieved by complex role inclusion
axioms (R1 ◦ R2  R3, being R1, R2 and R3 roles).
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The generation of the SoC_estimator function is contemplated in R3. Thereby, an analysis
of data that conforms such function is carried out. Considering a HLUC controlling the active
power supplied by a BESS, the calculation of HLUC’s SoC (SoChluc) follows the logic in Equation [3].
SoChluc depends on the SoC initially assigned to the HLUC (SoCini), the current charged into the BESS
(Ibat), as well as the total capacity of the BESS (Qbat) and a portion capacity assigned to the HLUC (Qhluc).
The value Ibat is calculated from the active power (Pbat) and the nominal voltage (Vnom) of the battery.
A modeling of the mentioned variables results in the following instantiations: State{Vnom, SoC},
ParamDevice{SoCini, CAh} and ParamUC(CAh_UC). Nevertheless, a further representation of those
variables is required, resulting in new concepts. For instance, the concept Vnom represents nominal
voltages and is subsumed by State. A detail of all those new concepts is given in Table 4.
On the other hand, the creation of new roles facilitates the generation of SoC_estimator. Hence,
ControlBESS relates a UC controlling a BESS and the concrete role hasI_O facilitates a remote control of
internal variables defined within the scope of a UC as detailed in Table 4.







Table 4. Extension of EMS-TBox to generate SoC_estimator function.
Concepts, Roles, OWL Axioms Description
Vnom  SoC  P  I  · · ·  State
Vnom and SoC represent a nominal voltage (e.g., Vnom) and a state of
charge (e.g., SoChluc) respectively. P models an active power (e.g.,
Pbat) and I a current value (e.g., Ibat).
SoCini  CAh  · · ·  ParamDevice SoCini represents an initial SoC (e.g., SoCini), CAh models the full
capacity of an energy storage device (e.g., Qbat) .
CAh_UC  · · ·  ParamUC Capacity assigned to a UC is represented by CAh_UC (e.g., Qhluc).
Application  ∃IsConnectedTo.Application . . . ,
HLUC  ∃ControlBESS.BESS . . .
The role IsConnectedTo relates two applications and the role
ControlBESS relates a HLUC that is connected to a BESS.
hasI_O key f or Internal
hasI_O gathers information about whether or not a variable of type
Internal is assigned to an Input or Output. Thereby, variables
affected by this role are those subsumed by Internal (Param,
State, . . . ).
4.4.2. Action 2: Enlargement of Inference Process
The inference of data reached by OWL ontologies can be extended by Semantic Web Rule
Language (SWRL). This concept is standardized by W3C as language for expressing rules and
provides powerful deductible reasoning mechanisms compared to OWL. SWRL is based on OWL
DL, Datalog and Horn-like rules [39]. As a result, the syntax of SWRL is represented by atoms,
rule body (antecedent) and rule head (consequent): Atom ∧ Atom ∧ · · · → Atom. If the conditions on
the antecedent hold, then also the conditions in the consequent hold. On that basis, SWRL rules r1
and r2 are designed to support the identification of CEMS’s constraints, as shown in Table 5. Where r1
deduces Variables assigned to Constraints and r2 infers relations between Constraints.
Table 5. Rules to infer CEMS’s constraints.
SWRL Rules Description
r1: Control(?x1) ∧ IsAssignedTo(?x1, ?s) ∧ Setpoint(?s)
∧hasVarConst(?s, ?c1) ∧ Constraint(?c1) → hasVarConst(?x1, ?c1)r
A Control inherits constraints assigned
to the Setpoint that it targets. A setpoint
variable ?s owns the constraint ?c1, if ?s
is controlled by ?x1, then ?x1 inherits the
constraint ?c1.
r2: Constraint(?c1) ∧ hasConstVar(?c1, ?x1) ∧ IsVarLinkVar(?x1, ?x2)
∧Variable(?x1) ∧ Variable(?x2) ∧ hasVarConst(?x2, ?c2)
→ IsConsLinkCons(?c1, ?c2)
The role IsConsLinkCons is established
when a relation between Costraints is
detected.
306
Sustainability 2018, 10, 4164
On the other hand, certain rules that requires the creation of new instances, in the consequent
that these do not appear in the antecedent, are not possible by SWRL. In those cases, SPARQL Update
queries are used instead [40]. SPARQL Update is a standard language that executes updates to triples
in a graph store. It uses the data operators INSERT and DELETE for inserting and removing triples.
Following that, mechanisms to generate the SoC_estimator function use r3 to identify when a HLUC
is controlling a BESS by means of ControlBESS. As a sequel, r4 attaches a new PUC (SoC_estimator) to
the identified HLUCs. Finally, r5 is responsible for the connections across the BESS, the HLUC and the
created PUC (SoC_estimator). Those rules are detailed in Table 6.
Table 6. Rules to support the inference of the function: SoC_estimator.
SWRL Rules and SPARQL Update Query Description
r3: EMS(?y) ∧ HLUC(?z) ∧ hasHLUC(?y,?z) ∧ BESS(?x)
∧ IsConnectedTo(?x,?y) ∧ hasControl(?z,?x1) ∧ Control(?x1)
∧ IsAssignedTo(?x1,?x2) ∧ P(?x2) ∧ hasVariable(?x,?x2)
→ ControlBESS(?z,?x)
If an EMS contains a HLUC that controls active power
(P) of a BESS. Then, such HLUC and BESS are bound
by ControlBESS.
r4: PREFIX CEMS :< http : //.../CEMS# >
INSERT{
?x1 CEMS:hasPUC ?x3.
?x3 rd f : type CEMS : PUC.
?x3 CEMS:hasType "SoC_estimator"∧∧xsd : string.
?x3 CEMS : hasName ?x3N }
WHERE{
?x1 rd f : type CEMS : HLUC.
?x1 CEMS : ControlBESS ?x2.
?x1 CEMS : hasName ?x1N.
BIND(URI(CONCAT(”SoC_”, STR(?x1))) as ?x3).
BIND(CONCAT(STR(?x1N), ”_SoC”) as ?x3N)}
A PUC of type ′SoC_estimator′ is added to a HLUC that
controls a BESS. The name assigned to the new PUC is
a concatenation of HLUC’s name and the string ′_SoC′.
For instance, a PUC called FW_SoC is assigned to a
HLUC(FW) named FW.
r5: PREFIX CEMS :< http : //.../CEMS# >
INSERT{
?x5 CEMS:IsAssignedTo ?x4. }
WHERE{
?x1 CEMS : ControlBESS ?x2.
?x1 CEMS : hasPUC ?x3.
?x3 CEMS : hasType ”SoC_estimator”∧∧xsd : string.
?x3 CEMS:hasFeedback ?x4.
?x4 CEMS : hasType ”Vnom”∧∧xsd : string.
?x2 CEMS:hasStatus ?x5.
?x5 CEMS : hasType ”Vnom”∧∧xsd : string }
A BESS’s Status is assigned to a Feedback of the
function PUC(SoC_estimator). For simplicity, only
the inference of relations between BESS’s Vnom and
PUC(SoC_estimator) are shown. Thus, since Vnom is
needed to calculate SoChluc, a role IsAssignedTo
representing the relation of Status(Vnom) and
PUC(SoC_estimator)’s Feedback is established.
4.4.3. Action 3: Setting up of New EMS-Templates
This section addresses all the modifications carried out along EMS-templates to keep a consistency
with the extended EMS-TBox. The extended headlines are highlight with blue color.
The detection of CEMS’s constraints would need to gather instances of these general statements:
a UC (s) contains a Setpoint (x), which in turn is constrained by Constraint (C1). Moreover,
a Constraint (C1) is related to a Constraint (C2). Thereupon, an extension of the spreadsheet
template collecting the UC’s attributes is performed and resulted in Table 7. Moreover, the field
Const_Description is included to gather constraint’s descriptions.
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Table 7. Extension of EMS-templates to collect constrains of a variable.
UC Variable Description Type Const. Const_Description IsConsLink.
s x variables’s description Setpoint C1 xmin ≤ x ≤ xmax C2
The vocabulary defined to model the SoC_estimator involves variables of BESS and UCs.
The current version of EMS-templates contemplates generic models of BESS and UCs. Nevertheless,
those models need to be extended to achieve the implementation of the SoC_estimator as shown in
Table 8. For instance, the concept CAh_UC that represents the capacity assigned to a UC is now included
in the UC(UC_generic), just as the CAh concept in the UC(BESS). Besides this, a complete model of
PUC(SoC_estimator) is also required, see Table 9. All the extended models are made available in the
IED and UC repository. Hence, control engineers are free to edit all the fields except Type.
Table 8. BESS and UC models concerned by UC (SoC_estimator).
UC Variable Description I_O Type Value Format Unit
BESS
CAh total capacity of the battery Status CAh double Ah
Vnom nominal voltage of the battery Status Vnom double V
UC_generic
SoCini initial SoC of the use case Status SoCini double %
CAh capacity assigned to a UC Status CAh_UC double Ah
Table 9. Parameters and states relevant to UC(SoC_estimator).
UC Variable Description I_O Type Value Format Unit
SoC_estimator
SoC_UC SoC of a UC Status SoC double %
I current charged into the battery Status I double A
U_bat voltage of the battery Feedback Vnom double V
CAh_bat total capacity of a battery Feedback CAh double Ah
P_UC active power set by a UC Feedback P double kW
SoC_ini initial SoC of the UC Feedback SoCini double %
CAh_UC capacity assigned to a UC Feedback CAh_UC double Ah
4.4.4. Action 4: Mapping Between SGAM-TB and EMS-DM
The exchange of data between SGAM models and EMS-templates is addressed using MDA
techniques. Hence, a model of SGAM-TB is investigated and proposed in this section.
A UML class representation of SGAM-TB is suggested by Neureiter et al. [38]. Such representation
motivates the SGAM-TB model proposed in this work. It is worth highlighting that only function
and information layers are modeled. The function layer of SGAM-TB involves description of main
functionalities within the concept HLUC, further details of HLUCs are given in PUC. Actors involved
within those PUCs are modeled by the LogicalActor. In turn, the information layer includes the
InformationObject a concept representing any information flow. Which is structured by a data model
(DataModel). The aforementioned concepts are combined to conceive a UML class representation of
SGAM-TB, see Figure 7a. Considering this, classes, attributes, and other components of SGAM-TB
model are transformed into EMS-DM components, as shown in Figure 7b. For a straightforward
interpretation only the mapping between classes is depicted.
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Figure 7. Proposed foundations to achieve a mapping between SGAM-TB and EMS-DM. (a) UML class
diagram of SGAM-TB; (b) matching between SGAM-TB and EMS-DM.
4.4.5. Action 5: Mapping Between IEC 61850 an EMS-DM
The IEC 61850 approach is object-oriented and has been lately used in power system domain
to improve interoperability between IEDs. The abstraction of services provided by an IED begins
with a Logical Node (LN), which models services for protection, measurement, control, etc. Each LN is
defined as a class within the IEC 61850-7-4 specification [41]. Data Objects (DO) refine the definition of
a LN, they are specified by Common Data Classes (CDC) in IEC 61850-7-3 [42].
On the other hand, IEC 61850 defines a language to configure IEDs under the name of System
Configuration Language (SCL) in IEC 61850-7-6. An SCL specifies the capabilities of an IED by LN
classes, which are of type LNodeType. Each of them contains DOs of type DOType which in turns contain
DAs of type DAType. A LNodeType should correspond to a LN as well as a DOType to a CDC.
The instantiation of the mentioned classes is exemplified by the LNodeType:MMXU, see Figure 8.
This notation (class:individual) is employed to assign an individual to a class. The mentioned
LNodeType represents a calculation of current, voltage, frequency, etc. Thereby, it contains among
others the DO:Hz for frequency measurement. This DO contains DA:mag to abstract the mean value of
the frequency.
On the basis of SCL representation, the mapping between EMS-DM and IEC 61850 is carried
out as follows: a LNodeType is transformed into a UC and a DO into a Variable. The type of Variable
(i.e., Feedback, Control, etc.) to be generated is obtained from the attribute cdc within DOType. Hence,
a MV (Measured Value) results in a Status assigned with a Numeric value. The DAs elements of
a DOType (i.e., t, mag, units, etc.) are mapped into the attributes of Numeric (i.e., hasTimeStamp,
hasAnaValue, hasUnits, etc.). Those mappings are referenced by color match in Figure 8.
In the previous example a DO:Hz representing a MV resulted in a Status. However, a DO may belong
to the other types such ASG (Analogue Setting) or SPS (Single Point Status) among others. Depending
on that, a generation of either a Setpoint or Status, etc. is performed. It is worth highlighting that
not all the DAs of a DOType can be mapped into the EMS-DM. For instance, the DA:q that represents the
quality of the information is not mapped. To accomplish that, an extension of attributes assigned to
Variable is required. As a summary, any IED functionality defined within a LN is translated into a UC
and upload into the repository.
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Figure 8. Mapping between IEC 61850 (LN) and EMS-DM (UC).
4.4.6. Action 6: Generation of Inconsistency Reports
The identification of certain inconsistencies may require the extension of the EMS-TBox as well as
definition of new rules and queries besides adjustments to the EMS-templates. However, the fulfillment
of R5 and R8 requires just the elaboration of new queries, those are addressed as follows. In the scope
of R5, constraints on a BESS are analyzed. The active power value of a battery is limited as shown
in Equation [4]. The identification of services that attempt to control Pbat with values that exceed the
technical limits requires the modeling of Pmax. Besides this, the power demanded by a service is also
needed (BessSize). Those concepts were already included in the EMS-TBox.
A formalization of competency questions is achieved by DL or SPARQL queries [43]. This depends
on the type of question, usually elaborated questions need the expressivity of SPARQL syntax. In turn,
simple questions can be formulated by DL. On that basis, R5 implies DL queries to answer questions
about BESS’s restrictions and UC’s parameters, see Table 10.
Pmin < Pbat < Pmax (4)
Table 10. Querying the EMS-ABox to identify batteries mismatching services.
Query Question DL Query
QI What is the variable of type Pmax defined within a BESS(battery)? Pmax  ∃hasParam−.BESS{battery}
QII What is the active power to be required by a service HLUC (Servicen)? BessSize  hasParam−.HLUC{Servicen}
On the other hand, since R8 investigates misconfigured units, an analysis of the information
flow is required. An information flow is conformed by a source and a target. A source can be of
type Control and Output. In turn, a target is of type Setpoint and Feedback. Units of the source
should match the units configured at the target. Enough information is already provided within the
EMS-templates to conclude mistaken units. The SPARQL query in Table 11 investigates and compares
units within a Setpoint and Control.
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Table 11. SPARQL query to investigate misconfigured units.
Query Question SPARQL Query
QIII What are the setpoints of a HLUC?
What is the unit configured within a setpoint ?
What is the unit of a control variable targeting
certain setpoint ?
What are the units that mismatch?
SELECT ?control ?setpoint ?unit_ct ?unit_sp
WHERE{
?HLUC CEMS : hasSetpoint ?setpoint;
rd f : type CEMS : HLUC.
?setpoint CEMS : hasUnit ?unit_sp.
?control CEMS : IsAssignedTo ?setpoint;
rd f : type CEMS : Control;
CEMS : hasUnit ?unit_ct
FILTER(!regex(STR(?unit_ct), STR(?unit_sp))}
4.4.7. Action 7: Software Artifacts Generation
This section tackles the issues exposed in R4 and R6. Therefore, an automatic generation of
configuration files and software artifacts compliant with IEC 61499 is pursued.
The achievement of a configuration file from EMS-templates is carried out by M2T transformations.
Hence, the model source is given by EMS-DM and the text target is defined by control engineer’s
practice. As an example, a MATLAB script that supports the proof-of-concept of CEMS is sought.
Such script should expose parameters within a HLUC. Hence, a M2T is implemented by Acceleo
templates, an open source framework for code generation, see Figure 9. That Acceleo template
investigate all HLUCs (i.e., functions) included within an EMS. Afterwards, the parameters (Param)
assigned to the identified HLUCs are extracted and customized.

[for (app: Application| asystem.hasApplication -> filter(EMS) ) separator(’\n’)]
%[app.eClass().name/] [app.hasName /];
[for (hluc:HLUC | app.hasHluc ) separator(’\n’)]
%HLUC [hluc.hasName/]
%Parameters of the Hluc:
%===================================
[for (var:Param | hluc.hasVariable->filter(ParamHluc) )]
[app.hasName.concat(’.’).concat(hluc.hasName).concat(’.’).concat(’Param’).concat(’.’).
concat(var.hasName).concat(’=’) /][ var.hasVarValue-> filter(Analog).hasAnaValue/];
[/for] ...
 
Figure 9. Acceleo template to generate configuration file of HLUCs.
The proof-of-concept of CEMS is also supported by generation of MATLAB/simulink models.
A generation of MATLAB/Simulink applications from EMS-templates is based on M2M transformation
where the PIM is given by EMS-DM and the PSM by a MATLAB/Simulink model. As first step,
a conception of MATLAB/Simulink model should be reached, this model is proposed within the
MATLAB Simulink Integration Framework for Eclipse (MASSIF) project [44]. The root of that model is
SimulinkModel, which contains Block and SubSystem. A SubSystem is characterized by properties
and ports of type Outport and InPort. Those ports may be related to a SingleConnection.
This configuration is quite similar to EMS-DM structure. Hence, the concepts: ApplicationEMS
and UCEMS are transformed into SubSystemSim, InputEMS into InPortSim, InformationFlowEMS into
SingleConnectionSim and so on, as shown in Table 12. To increase the understanding of classes
transformation the syntax classModel is used.
An automatic generation of IEC 61499 applications from EMS-templates requires a model
representing IEC 61499 applications. A UML class representation of it is reached from an analysis
of the standard IEC 61499 [45], see Figure 10. As it can be noticed the depicted model share many
similarities with the EMS-DM, thus a matching between them is possible as shown in Table 12.
A UCEMS is mapped to a FB61499, which is defined by a FBType61499. The FBType can take the form of
one single block (BasicFB) or an arrangement of blocks (FBNetwork), see Figure 10. On the other hand,
ApplicationsEMS is converted into Application61499, InputsEMS into InputVarss61499 and so on.
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Model-to-model transformation across MATLAB/Simulink, IEC 61499 and EMS-DM can be
implemented by following the mappings referenced in Table 12. This gives a flexibility to transform
EMD-DM instances (i.e., EMS-templates) into specific platforms important to the proof-of-concept and
implementation phases. Transformation rules are carried out using ATL Transformation Language
(ATL), a M2M transformation language that implements unidirectional transformations within the
Eclipse platform [46]. To illustrate this, the rules to transform UCEMS into FBType61499 are shown
in Figure 11. Where a navigation through the components of FBType (i.e., InputVars, OutputVars,














































varDeclaration <- s.hasVariable -> select(e e.oclIsTypeOf(EMS!Input)) ->
collect(e thisModule.Input2VarDeclaration(e))), ...






name <- s.hasName ,
type <- thisModule.TypeConversion(s.hasFormat)) }
 
Figure 11. ATL rule transformation from UCEMS into FBType61499 (reduced model).
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Table 12. Mapping between EMS, MATLAB/Simulink and IEC 61499 data models.
EMS-DM MATLAB/Simulink IEC 61499
System SimulinkModel System






5. CEMS Implemented with the Extended EMSOnto
This section shows how the above presented improvements of the EMSOnto are used by control
engineers during the realization of a CEMS.
5.1. EMS-Templates
The previously introduced CEMS is specified using SGAM-TB, which is available as an extension
of the design tool Sparx Systems EA, thus UML and SysML support the CEMS design. Hence,
the structure of the CEMS is specified under UML use case diagrams, the resulting model is depicted
in Figure 12. From such a representation it is deduced that the CEMS implements Sel f C and FW,
which are associated with a Meter and a BESS. Moreover, Sel f C implements the functions PI_Control
and Limit_SoC just as FW implements Linar-Control and Limit_SoC. All those details define the CEMS
structure and should be considered at the design phase. To support this, an automatic transfer of
information from SGAM models to EMS-templates is executed. This involves UML use case, sequence,
and activity diagrams. The resulted EMS-template from a use case diagram is shown in Table 13.
This represents a first version of the EMS-ABox and the starting point of the design process.
<<High Level Use Case>> 
SelfC 
<<Primary Use Case>> 
PI_Control 












<<High Level Use Case>> 
FW 
<<Primary Use Case>> 
Linear-Control 
+Implement





Figure 12. CEMS’s structure represented by a UML use case diagram.
Table 13. Spreadsheet generated automatically from CEMS’s UC diagram.
System Appl. Application Description Type HLUC HLUC Description PUC
Sys
CEMS customer energy management system
- SelfC power from the grid
is avoided
PI_Control





BESS model of a BESS BESS - - -
Meter smart meter connected at PCC point Meter - - -
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5.2. UC and IED Repository
At the design phase, ICD files provided by the IED’s manufacturer are available to the control
engineers. Selected ICD files are imported into the UC repository to benefit from IED and UC models.
A reduced model of an ICD file containing the LN:FWHZ is illustrated in Figure 13. A detail
description of that LN is available in IEC 61850-90-7 [47]. The XML file shows variables within the
LN:FWHZ, which are represented as DO elements. Attributes of those variables are contained within
the DOType identified under ASG_0. Those attributes are of type AnalogogueValue_0 and own values
of type FLOAT32. With that in mind, it is understood that LN:FWHZ contains the variables Wgra,
HzStr and HzStop. Each of them owns a series of attributes: setMag, units, minVal and maxVal which
are of type FLOAT32. The exposed LN:FWHZ is transformed into PUC(FWHZ), afterward this PUC is
load into the UC & IED repository, thus accessible to control engineers.
Since the operation followed by the LN:FWHZ is similar to PUC(Linear-Control), it is worth
setting the PUC’s type to FWHZ. As a result, all the variables related to LN:FWHZ are imported within
Linear-Control, see Table 14. However not all the attributes’ values are collected (e.g., min, max, unit),
this is because those values are set during real-time operation of IEDs.
 
<LNodeType lnClass="FWHZ" id="FWHZ_0">
<DO name="Wgra" type="ASG_0" desc="active power gradient in percent of frozen ...
<DO name="HzStr" type="ASG_0" desc="delta frequency between start frequency ...
<DO name="HzStop" type="ASG_0" desc="delta frequency between stop frequency ...
</LNodeType>
<DOType cdc="ASG" id="ASG_0" desc="Analogue setting">
<DA dchg="true" fc="SP" name="setMag" bType="Struct" type="AnalogueValue_0"/>
<DA dchg="true" fc="CF" name="units" bType="Struct" type="Unit_0"/>
<DA dchg="true" fc="CF" name="minVal" bType="Struct" type="AnalogueValue_0"/>






Figure 13. ICD file containing a reduced model of LN:FWHZ.
Table 14. PUC (Linear-Control) generated automatically from repository’s models (LN:FWHZ).
PUC Variable description Type Format Min Max Unit
Linear-Control
Wgra
active power gradient in percent




delta frequency between start
frequency and nominal frequency
Setpoint FLOAT32
HzStop
delta frequency between stop
frequency and nominal frequency
Setpoint FLOAT32
5.3. Constraints of the CEMS
The inference of CEMS’s constraints entails a collection of technical limitations regarding the
process to be controlled (i.e., DERs, IEDs). This means that IED’s constraints are documented within
the extended EMS-templates. Once this process is complete, IED models are upload to the repository
and CEMS’s constraints are automatically resolved.
As an example the BESS’s constraints are inferred. The BESS model is built by control engineers,
see Table 15. As it can be noticed, the BESS owns the variables active power (Pbat) and apparent
power (Sbat). The active power is set by Setpoint(sp_Pre f ). This statement is exemplified by the role
IsAssignedBy. Moreover, constraints on the BESS are detailed. Hence, C1 represents a constraint on
Pbat and C2 a constraint on Sbat. Since Sbat and Pbat are constrained by Pbat2 + Qbat2 ≤ Sbat2 the
relation IsConsLinkCons(C1, C2) is established. The resulted BESS is upload to the repository. Next,
a reasoner engine is executed, and new knowledge is provided to the control engineers. One of those
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results corresponds to PUC(Limit_SoC) being limited by the constraints C1 and C2. This implicit data is
highlight with blue color in Table 16. The role IsAssignedTo is the inverse of IsAssignedBy.
Table 15. Extended BESS model apprised by control engineers
UC Variable Description Type IsAssignedBy Const. Const. Description IsConsLink.
BESS
Pbat active power State sp_Pref C1 Pmin ≤ P ≤ Pmax C2
Sbat apparent power State C2 P2+Q2 ≤ S2 -
Table 16. Constraints allocated to the PUC (Limit_SoC).
PUC Variable Description Type IsAssignedTo Const. Const. Description
Limit_SoC ct_Pref




C1 Pmin ≤ P ≤ Pmax
C2 P2+Q2 ≤ S2
5.4. Inconsistencies Report
Inconsistencies reports are generated from querying the CEMS’s inferred data. The original
EMSOnto already supports reports of conflicts between UCs [8]. On top of that, the extended EMSOnto
allows the identification of further inconsistencies such as BESS mismatching a service (II) and
misconfigured units (II I). During the design process the report shown in Table 17 was provided to
control engineers. The report shows II I as an identified mismatch, which led to a correction of the unit
configured within Control(ct_Pre f ), a control signal targeting the setpoint (sp_Pre f ) of the BESS.
Table 17. Inconsistencies reports handled to control engineers.
Inconsistency Detected Conclusion Derived from Queries. Control Engineer Analysis
Mismatches between a
BESS and a service/II





  The unit of the control variable (ct_Pre f ) is
set to W and the unit configured in a setpoint
(sp_Pre f ) is kW.
Correction of the unit at the
control level is required.
5.5. SoC Estimator Function
Since FW and Sel f C are controlling the BESS they need to estimate how much power was
delivered by the BESS. This is reached by instantiating the function SoC_estimator and attaching
those instances to HLUC{FW, Sel f C}. EMSOnto provides an automatic creation of PUC(FW_SoC) and
PUC(Sel f C_SoC) as shown in Table 18. The PUCs are instances of SoC_estimator and therefore share the
same attributes (e.g., CAh_UC, I). This new information is highlighted by blue color.
Table 18. SoC of the functions HLUC {FW, Sel f C} is estimated by adding new PUCs.
HLUC PUC Description Type Variable Description
FW FW_SoC state of charge of a HLUC SoC_estimator CAh_UC capacity assigned to a UC
SelfC SelfC_SoC state of charge of a HLUC SoC_estimator I current charged into the battery
5.6. Software Artifacts Generation
An automatic generation of the MATLAB script shown in Figure 14 is performed. Only the
parameters’ values are generated. Other attributes such as format and unit are dismissed. Moreover,
a refinement of the code was not necessary and it was used as it was generated. This script supports
the proof-of-concept of the CEMS simulated within a MATLAB/Simulink platform [8].
On the other hand, the validated CEMS is transformed into IEC 61499 models, the ensemble
of function blocks focused on HLUC(FW) is shown in Figure 15. A refinement of the obtained model
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consisting on the replacement of function blocks is carried out. Furthermore, two clients simulating













Figure 14. Script generated to configure HLUC(FW) presented in a MATLAB/Simulink model.
Figure 15. IEC 61499 model issued from EMS-templates (only FW is represented).
5.7. Evaluation of Requirements and Open Issues
This section exposes how the open issues stated in Section 2.4 are addressed by analyzing the
implementation of the selected use case example (CEMS).
Documents available at design phase are exploited: The previous experiments regarding the
CEMS demonstrate an automatic processing of documents intended to support the CEMS design.
In other words, knowledge structured under information models (IEC 61850) and specification
approaches (SGAM) are collected to populate EMS-templates.
SGAM models provide a high amount of information regarding the specification of an EMS.
Since the design should implement a solution according to EMS specifications, SGAM models were
imported within EMS-templates. As a result, at the design phase control engineers starts with
a design totally aligned with the requirements defined by stakeholders. Another benefit of this,
is that potential manual errors, susceptible to be introduced by manual input of EMS-templates,
are avoided. Furthermore, it has been demonstrated that by model-driven engineering techniques it is
possible to employ SGAM models in a computerized way to support the whole engineering process.
This corresponds to the use of SGAM knowledge for the generation of software artifacts. Nevertheless,
the presented experiments did not consider other specification approaches such as Intelligrid and
UML. Getting information derived from such approaches would imply to carry out a formal data
representation as well as transformation rules and maybe extensions on the EMS-TBox as it was done
with SGAM. The fact of proving an alignment between SGAM and EMSOnto sets the basis for other
possible alignments.
Another executed experiment corresponds to the import of IEC 61850 SCL files into the IED and
UC repository. IEC 61850 suggests not only power system components but also IED functionality.
In that regard, the PUC(Linear-Control) is successfully generated from the LN FWHZ. Only the LN’s
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attributes required by engineers were covered in the experiments. However, since the EMS-TBox does
not contain all the classes and attributes defined within IEC 61850 a full import of the LN’s attributes
would involve a further extension of the EMS-TBox.
The successful import of SCL files attempts to demonstrate that power utility information models
can be used to feed the UC and IED repository. This means that the same mechanisms used to
import IEC 61850 models are expected for other models such as energy market communication models
formalized in IEC 62325 and also smart meter models defined within IEC 62056 among others [48].
Enlargement of inferred knowledge: Inferences provided by EMSOnto were extended.
The inferences performed in this work support control engineers by deducing the constraints to
be respected. Besides this, the identification of inconsistencies that may harm the correct operation of
control applications was carried out. On top of that, new functions (SoC_Estimator) were created to
accelerate and support the design of control applications.
Since different sort of inferences were achieved this may lead to think that EMSOnto is flexible to
implement any kind of inference. However, this strictly depends on the expressivity provided by the
ontology (SROIQ(D)) and also the rules. Although SROIQ(D) is well defined, the expressivity
for rules is determined by rule languages. In this work, SWRL and SPARQL were enough to
address the control engineer’s requirements. Nevertheless, other requirements may need to use
the Rule Interchange Format (RIF), which provides the means to insert primary logic programming
languages [37], or even to extend ontologies with probabilistic inference and temporal logic [49].
Flexible generation of software artifacts: CEMS experiments demonstrate that generated
code and models support control engineers not only in the proof-of-concept but also during
the implementation phase. To make this possible, mappings between a power system emulator
(MATLAB/Simulink), a controller platform (IEC 61499 platform) and Emsonto are conceived as well
as text templates for code generation (MATLAB script). This evaluation lays the groundwork for
implementations to other specific platforms (IEC 61131-3, PowerFactory).
The final realization of control applications requires the participation of engineers for the
customization of generated models as well as the definition of the control algorithm’s behavior.
In the use case example, communication interfaces were generated (BESS and Meter clients), although
not configured. Consequently, the generation of a full control application ready to be tested is not fully
automated. Indeed, other approaches cover those gaps. For instance, PSAL supports the design and
implementation of communication and component layers [10]. Therefore, the cooperation between
different engineering and development approaches is encouraged.
6. Conclusions
In the near future, a high integration of BESS within the distribution grid may very well become
a reality since they can provide a broad range of services. Those services are likely to be deployed
within an EMS which in turn will control the active and reactive power of a BESS. In that context,
this work seeks an automated and adaptable approach that would support the engineering process of
such EMS. Therefore, available engineering approaches are studied to realize what are the open issues
to be addressed. Among the studied approaches, EMSOnto—a holistic approach for multi-functional
BESS—is selected as the reference methodology.
The identified open issues are handled by the EMSOnto expert, whose main role is the
customization of the EMSOnto according to control engineer’s requirements. As a solution, the expert
proposes a set of actions based on model-driven engineering techniques and ontologies. Those are
summarized as the extension of the EMS-TBox, setting up of new rules and queries, extension of
EMS-templates, and finally the conception of data models and transformation rules. All those actions
are exemplified by a selected use case example showing the realization of a CEMS, which encapsulates
a series of control engineering requirements. The realization of the CEMS allows to evaluate the
efficacy and limitations of the proposed solutions. The experiments were tied to specific tools
and standards (MATLAB/Simulink, IEC 61850, IEC 61499, SGAM) to show the EMSOnto expert’s
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actions. These experiments set foundations for further customizations of EMSOnto with the aim of
encompassing other standards and tools. An analysis of the tasks performed by the EMSOnto expert,
after collecting and understanding the control engineer’s requirements, is outlined, and discussed:
1. Define an ontology/data model of the EMS under study
2. Integrate rules and queries to the ontology
3. Propose a methodology to gather knowledge from the EMS
4. Design data models for specific software platforms, IEDs, DERs, etc.
5. Elaborate transformation rules for code/text and model generation
From the abovementioned steps, only steps 4 and 5 should be carried out to exploit information
sources available at the specification stage. This is demonstrated by the CEMS example, where
EMS-templates are fed with SGAM models. Hence, a consistency between specification and design
phases was reached. Similarly, the abovementioned steps can also be applied to other specification
and design approaches such as IntelliGrid, PSAL, etc. On the other hand, by following steps 1, 2 and
3 the inference of implicit knowledge is achieved. It was demonstrated by detecting inconsistencies
within multi-functional BESS (e.g., misconfigured units) and by deducing functions at the design
time (e.g., SoC_estimator). The proposed methodology can enable inference within other modern
approaches (e.g., PSAL) as well. Besides this, a customized generation of software artifacts is achieved
by performing steps 1, 4 and 5. As a result, EMSOnto is now able to support the implementation stage
with generated code aligned to a controller platform (IEC 61499). In the same way, other approaches
can also benefit from the referred steps to achieve compatibility with different specific platforms.
From the CEMS use case example, it is worth noticing that limitations of inferences depend
on the expressivity of the ontology (e.g., OWL ontology) and the intelligence provided by rule
languages. Consequently, it is encouraged to choose the right ontology language for the handling
of the knowledge to be inferred. Moreover, the validation of EMS involves a dynamic process.
Therefore, the identification of certain inconsistencies at that stage would require the time notion,
which in a future work can be achieved by extending the expressiveness provided by ontologies with
temporal logic [50]. On the other hand, with the current approaches, it is common to document the
planned design (e.g., PSAL, SGAM, EMSOnto). Modifications to the stipulated design occurs often
during proof-of-concept and implementations stages. However, since the modified information is not
tracked then the generated software artifacts would not be aligned with the final validated design.
To handle that issue, reverse engineering along the engineering process is encouraged [51]. Moreover,
the validation of multi-functional BESS applications often involves tools such as communication
networks and co-simulation frameworks. This means that the communication and component domains
should be considered by the selected approach. However, this is not always the case since the
mentioned domains are not modeled within EMSOnto. Thereby, as future work it is encouraged to
combine different approaches, for instance, combining EMSOnto with PSAL where a formal semantic
for communication interfaces and components is addressed.
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Abstract: Energy storage systems are crucial in dealing with challenges from the high-level
penetration of renewable energy, which has inherently intermittent characteristics. For this reason,
various incentive schemes improving the economic profitability of energy storage systems are
underway in many countries with an aim to expand the participation rate. The electricity charge
discount program, which was introduced in 2015 in Korea, is one of the policies meant to support the
economic feasibility of demand-side energy storage systems. This paper quantitatively evaluated the
impact of the electricity charge discount program on the economic feasibility of behind-the-meter
energy storage systems. In this work, we first summarized how electricity customers can benefit from
behind-the-meter energy storage systems. In addition, we represented details of the structure that
make up the electricity charge discount program, i.e., how the electricity charge is discounted through
the discount scheme. An optimization problem that establishes a charge and discharge schedule
of an energy storage system to minimize each consumer’s electricity expenditure was defined and
formulated as well. The case study results indicated that the electricity charge discount program
has improved the profitability of behind-the-meter energy storage systems, and this improved
profitability led to investment in behind-the-meter energy storage systems in Korea. As a result of the
electricity charge discount program, Korea’s domestic demand side energy storage system market
size, which was only 27 billion dollars in 2015 in Korea, has grown to 825 billion dollars in 2018.
Keywords: energy storage system; electricity charge discount program; peak reduction; economic
feasibility analysis; policy effectiveness evaluation
1. Introduction
In the 2016 Paris Climate Change Agreement, South Korea committed to a 37% reduction target by
2030 [1]. In order to achieve this, Korea announced the 3020 Renewable Energy Implementation Plan on
December 2017 [2,3]. The renewable portfolio standard (RPS) was strengthened, while the proportion
of renewable energy generation was increased, and the aging coal plant shut down plan was begun in
Korea [2,4]. However, integrating renewable energy resources with the power system can negatively
affect the power system, due to the inherent intermittency of renewable energy resources and rapid
variation of renewable energy generation [4]. Particularly in an isolated power system with relatively
low power system inertia, like Korea, the negative impact of intermittent renewable energy resources
may have greater leverage [5]. As one of the various solutions to relieve the impact of renewable energy
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resources integration, global leaders—such as the U.S. and Germany—are promoting the expansion
of energy storage system (ESS) applications [6]. Korea has also been supporting ESS businesses and
technologies. Plans to disseminate 1.7 GW ESS by 2020 through the research and development (R&D)
investment of $5.7 billion and the establishment of institutional incentives were announced in 2010 [7].
A renewable energy certificate (REC) is given to ESSs that are linked to renewable energy, such as
wind and photovoltaic power [8]. In the transmission and distribution networks, ESS has provided
the primary and secondary frequency regulation service and substitution for upgrade of decrepit
distribution network facilities. The ESS supply business is proceeding annually with government
subsidies, and electricity charge discount programs are provided for using ESS to reduce consumers’
electricity bills.
ESS is a solution to various challenges associated with power systems. ESS applications improve
the flexibility and reliability of the power system [9,10]. First of all, ESS does not require external
excitation to start. This makes ESS suitable for providing a black start service. Case studies of black
start services of ESSs in medium voltage distribution networks are discussed in Manganelli et al. [11].
Further, upgrades of transmission and distribution network facilities can be deferred through ESS
installation [12–14].
ESS is more useful for providing frequency regulation services than conventional generators due
to the fast ramping capability of ESS [15,16]. The determination scheme of the optimal cost-effective size
of ESS to provide a primary frequency reserve has been studied [17,18]. In the New York Independent
System Operator’s market, an ESS is more profitable on load frequency control service than energy
arbitrage on the customer side [19].
According to Moore and Shabani [6], the ESS capacity should be 10 to 20 percent of the total
intermittent renewable energy generation in order to avoid power system disturbance caused by
the integration of renewable energy generation. Mitigating the fluctuation of intermittent renewable
energy generation through ESSs has been studied in Zhao et al., Beaudin et al., Barton and Infield and
Suberu et al. [20–23]. The determination of the size and location of ESS installation for integrating
wind power generation has also been studied in Nguyen and Lee and Dvorkin et al. [24,25]. Nguyen
and Lee [24] examined a method of dispatching wind power generation while minimizing the size of
ESS connected with wind power and Dvorkin et al. [25] conducted a study for the determination of
the size and location of ESS installation so as to maximize profit through energy arbitrage through
surplus power from renewable generation variation.
Numerous studies have been carried out on ESS applications as demand-side energy resources,
and these have mainly focused on reducing each customer’s electricity expenditure. The charge
and discharge scheduling of behind-the-meter ESS for a smart home’s electricity bill minimization is
studied in Longe et al. [26]. The proposed energy scheduling and distributed storage (ESDS) algorithm
of Longe et al. [26] aims to reduce electricity bills while increasing customer satisfaction. Studies
on charge and discharge scheduling algorithms further considered the operation and wear-out costs
of batteries [27,28]. The proposed scheduling schemes are established in consideration of the fact
that repetitive charge and discharge of ESS degrade each battery’s lifetime. In Babacan et al. [29],
the scheduling algorithm of the behind-the-meter ESS aiming to minimize each customer’s electricity
expenditure, as well as mitigate the fluctuation of net demand load with solar photovoltaic generation,
is proposed and demonstrated. In addition, an optimization scheme for sizing the behind-the-meter
ESS in peak shaving application for a base charge reduction of electricity bills is proposed and
demonstrated in Martins et al. [30].
ESS applications on the demand side bring economic benefits to electricity customer first. Further,
large amounts of demand-side ESSs improve public value, such as a power system’s flexibility and
reliability [31,32]. The increase of ESS capacity on the demand side in the power system provides
controllability of the demand loads that increases the demand-side management capability, resolves
the fluctuation of distributed generation and uncertainty of loads, and reduces tangible and intangible
costs for power system operation. For these reasons, governments in various countries around the
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world have implemented policies encouraging the dissemination of ESS [6,33]. These governments
have initiated subsidies, released loan support funds, and introduced incentive programs in tax credit
and electricity tariff systems.
Subsidies to supplement the low profitability of ESS with high initial investment costs are the
most direct way to improve the economic feasibility of ESS. In Germany, one-third of the installation
costs for ESS with solar panels are subsidized. In Japan, since the Great East Japan Earthquake, federal
government and municipal governments have enhanced subsidy programs for the purpose of widely
spreading household emergency power sources. In California, USA, the Self-Generation Incentive
Program (SGIP) offers subsidies for advanced ESSs [33]. In Korea, more than 85 MW, 210 MWh ESSs
have been installed through government subsidies of more than $53.6 billion.
These governments have also enforced mandatory installation schemes. In California, the major
power suppliers in the state are obliged to install 1325 MW of ESSs by 2020, and they are currently
issuing orders to install ESSs, which are equivalent to 1% of the peak time power requirement for
small businesses [33]. This installation obligation will be gradually strengthened from 2.25% of the
electricity supply in 2014 to 5% in 2020. In Korea, ESS has been mandatory in the public sector since
2017. All of the public buildings in Korea with a contract power of 1000 kW or more should install
an ESS [34]. The capacity of installed ESS should be more than five percent of the building’s contract
power. ESS has to be preferentially considered as a back-up power source of public buildings when
back-up power is installed at public buildings. In addition, the states of Oregon and Massachusetts
have also enforced mandatory programs for ESS [33].
Financial incentives are introduced and initiated in Korea for improving the economic
effectiveness of behind-the-meter ESSs. Up to a six percent investment tax credit is given to electricity
customers who install an ESS with a high efficiency certification at their own sites. Through the ESS
electricity charge discount program (ECDP), electricity customers can earn benefits through not only
load shifting and peak reduction, but also using the electricity charge discount. Institutional incentive
and technological advancement in the market environment have improved the economic feasibility of
ESS applications and driven investment in ESS projects.
The aim of this paper is to analyze the impact of the Korea’s public policies on enhancing
the economic feasibility of behind-the-meter ESS to disseminate ESS to the demand side.
A behind-the-meter ESS is an ESS placed at the bottom of the receiving end. It is electrically connected
to the electricity customer, not to the utility. The incentive policy for improving the economic feasibility
of behind-the-meter ESS leads to the expansion of demand-side customers as a whole.
This paper conducts a sensitivity analysis of the behind-the-meter ESS’s economic feasibility
according to the ESS ECDP. Since the release of ESS ECDP in 2015, the duration of ESS ECDP has
been extended, and the discount rate has been increased. After 2020, the incentives of ESS ECDP will
be gradually decreased and finally expire in 2026. This paper attempts to verify that the ESS ECDP
affects the profitability of behind-the-meter ESS and that increased profitability through ECDP leads to
increased scale of investment in ESS on the demand side.
ESS ECDP is described in Section 2 and the cost-benefit structure of behind-the-meter ESS is
modeled and formulated in Section 3. Section 4 quantitatively analyzes the sensitivity of the economic
feasibility according to ESS ECDP in stages. Finally, the impact of public policy on demand-side ESS is
reviewed in Section 5. This paper provides governments with the impact of public policy on the ESS
as a reference for decision making regarding ESS diffusion.
2. Energy Storage System (ESS) Electricity Charge Discount Program (ECDP)
2.1. Benefits of Behind-the-Meter ESS
The benefits of ESS on the demand side are generated through the sale of stored power, demand
response, and electricity bill reduction [30]. Since December 2014 in Korea, consumers can sell
less than 1000 kW of electric power from their behind-the-meter ESSs to the Korea Electric Power
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Corporation (KEPCO). In this case, less than 50% of the total annual stored energy is allowed to be sold
to the KEPCO, and the settlement of sold power is calculated using the system marginal price (SMP).
However, on average, the SMP has been lower than the electricity usage rate at peak time since 2015 in
Korea. In addition, following the initiation of ESS ECDP, the self-consumption of stored power in ESS
at the peak load time can earn discounts on the base charge as well as electricity bill reduction through
peak reduction and load shifting. Therefore, consumers are more motivated to utilize self-consumption
than sell stored power.
In the case of the demand response, ESS is not used as a sole resource, as it is used with various
resources such as light, electric motors, and other facilities. In addition, since the reduced peak
load by ESS is already reflected in the baseline decision, which is the basis of the demand response
settlement calculation, ESS is not useful as a demand response resource. For these reasons, electricity
bill management is the dominant factor for giving customers benefits through ESS rather than the
cases of the sale of stored power or demand response.
In Korea, a time of use (TOU) rate is applied to electricity customers, excluding households.
The TOU rates consist of the base charge, which is charged according to the peak load, and the usage
charge, which is charged according to the electricity usage. In the TOU rates system, one’s electricity
bill can be reduced through peak reduction and load shifting with the ESS charge–discharge scheme.
The base charge is saved by discharging the ESS to lower the peak load. The usage charge is reduced
by load shifting, which means that ESS charge with low-cost electricity at light load time and discharge
at peak load time then replaces expensive electricity purchases. Consequently, the ESS operator
would establish an optimal ESS charge–discharge schedule that maximizes the benefits of the ESS by
determining whether to use the limited ESS resources for peak reduction for base charge savings or for
load shift in order to reduce usage charge.
2.2. ESS Electricity Charge Discount Program
The ESS ECDP has been implemented in Korea since 2015 to encourage expansion of the
installation of ESS on the demand side. It is designed to establish a structure to give back to ESS
investors according to the contribution of behind-the-meter ESS to the power system such as reduced
peak demand, increased power system flexibility, and improved load management capability. The ESS
ECDP consists of base charge discount and usage charge discount for ESS charge. If an ESS reduces
the peak load through discharging at peak load time, then the base charge of the electricity bill is
discounted by reflecting the peak load reduction. The electricity rate for electricity usage to charge ESS
at light load time is discounted.
The effectiveness of the ESS ECDP depends on the discount period and the discount rate. All of
the discounts are available during the discount period, and therefore, upon expiration of the discount
period, a behind-the-meter ESS can only save base charge through peak load reduction and reduce
usage charge through energy arbitrage, i.e., load shifting. Since it was initiated, the range and
effectiveness for the ESS ECDP have been strengthened in stages. The ESS ECDP began with a 10%
discount on the electricity usage for charging ESS in 2015, and it was extended to base charge discount
so as to return the peak reduction contribution of ESS to the ESS owner with base charge reduction
benefit in 2016. On 1 January 2017, the Korean government implemented a policy to temporarily
increase the discount rate of ECDP for the purpose of enhancing the effectiveness of the incentive
system, and in May, announced a one-year extension of the applicable period of the increased discount
rate. With the initiation of the increased discount rate of ECDP, a weight to the discount rate depending
on the battery storage capacity has been introduced. This weight is determined by the ratio of ESS
battery storage capacity to contract power of the electricity customer. Table 1 summarizes the range
of ECDP, discount rate, and period in four stages, and these are depicted by year in Figure 1. Table 2
describes the weights according to the ratio of contract power to battery storage capacity.
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(a) (b) 
Figure 1. (a) Discount rate of base charge discount. (b) Discount rate of usage charge discount.





Stage 1 Charging rate discount was initiated - 10% 1.1.2015–12.31.2017
Stage 2 Base charge discount was initiated 100% - 4.1.2016–3.31.2026
Stage 3 Temporarily enhanced discount rate wasadditionally applied with a weight factor 300% 50% 1.1.2017–12.31.2019
Stage 4 Applicable period of additional discountwas extended 300% 50% 1.1.2017–12.31.2020
Table 2. Weight of ESS ECDP.
Battery Capacity/Contract Power (%) Weight
More than 10% 120%
Between 5 and 10% 100%
Less than 5% 80%
Before the initiation of ESS ECDP, the benefits of behind-the-meter ESS relied on load shifting and
peak reduction. These were not enough to attract investors to invest in demand-side ESSs. However,
the ESS ECDP significantly increases the profitability of behind-the-meter ESSs.
Figure 2 illustrates schematically how ESS benefits consumers, i.e., the profit-making structure
via peak reduction and load shifting through behind-the-meter ESS. The green line shown in Figure 2a
is a typical load pattern of the commercial building with a contract power of 3000 kW. A 250 kW,
1000 kWh ESS is applied to the building in order to reduce electricity bills, and the schedule of charge
and discharge for this ESS is drawn in green and red bars, respectively. The orange line is a net load
pattern that reflects the ESS charge and discharge on the original load pattern.
First of all, as shown in Figure 2a, the ESS reduces the original peak of 1898 kW to 1715 kW
through discharging at the peak time period. This peak reduction also reduces the base charge of the
electricity bill.
The electric power charged in the ESS in a light load time period, which is low in its electricity
usage rate, is used by discharging at a peak load time period, in which an electricity usage rate is
expensive. ESS provides benefits as much as the difference in electricity usage charges for these two
time periods. A discount for electricity usage to charge ESS improves the profitability of arbitrage
through load shifting.
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(a) (b) 
Figure 2. (a) Peak reduction and load shifting through behind-the-meter ESS. (b) Base charge reduction.
Figure 2b provides information on the benefit generation structure through peak reduction.
The base charge of the electricity bill for the original peak, the blue bar, is reduced to the green bar via
ESS discharging at peak time. In addition, ECDP provides additional discounts on the base charge
by reflecting the contribution of the peak load reduction. The red bar in Figure 2b is the base charge,
which is the final payment of the customer. Compared to the original base charge, the final base charge
was reduced by about 50.3%. This is a reduction of about 45.0% additional savings compared to 9.6%,
which is the base charge reduction through the peak load reduction of the ESS without ECDP. Details
in the improvement of profitability of behind-the-meter ESSs due to ECDP and the resulting expansion
of ESSs on the demand side are discussed in Section 4.
3. Problem Definition and Formulation
This chapter defines and formulates the cost-benefit structure of a behind-the-meter ESS as well as
the optimization problem for electricity bill minimization. In this chapter, in terms of minimizing the
electricity bill, the cost is defined as the electricity charge for charging the ESS. In addition, the benefits
are the base charge and usage charge reduction, and discounts for electricity charge through the ESS
ECDP. The optimization problem, which establishes a schedule of behind-the-meter ESS for minimizing
electricity bills, is organized so as to analyze the effectiveness of ESS ECDP on the profitability of
behind-the-meter ESSs. Furthermore, the correlation between ESS profitability and diffusion effects is
derived to assess the extent to which economic improvements in behind-the-meter ESS affected the
spread of demand-side ESSs.
3.1. Base Charge Reduction
The base charge for electricity is charged monthly, depending on the peak load, in kW, regardless
of electricity usage, in kWh. It is calculated as the product of the annual peak load and the unit base
rate. If the annual peak load is under 30% of the contract power, the base charge is calculated based on
30% of the contract power. As a short peak power occurring in summer or winter becomes the basis
for the base rate calculation of the following year, thorough peak load management is required.
With the ESS, the base charge can be lowered by simultaneously discharging at the time when the
peak load occurs. When the load exceeds a predetermined level, the ESS starts to discharge and the
load no longer increases. However, due to the storage capacity limit of ESSs, it is important to set an
appropriate level of the peak load control value by considering the forecasted load.
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Meanwhile, peak reduction through a ESS not only leads to savings in the base charge, but also
has the effect of improving the customer’s load factor, which is defined in Equation (1). A higher load
factor, i.e., thorough peak management, improves the customer’s economic feasibility [35].
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The effectiveness of the base charge reduction through ESS differs depending on each electricity
customer’s load factor. Due to the limited storage capacity of the ESS, the base charge reduction
through peak load reduction can be better for electricity customers with a low load factor than those
with a high load factor.
3.2. Usage Charge Reduction
The usage charge reduction stems from load shifting, a type of arbitrage transaction. This is to
reduce the electricity bill based on the difference between the two rates by charging the ESS at the
light load time with a low electricity rate and discharging the ESS at the peak load time with a high
electricity rate. The usage charge reduction through load shifting is formulated in Equation (3):


















3.3. Elecricity Charge Discount
ESS ECDP is applied in two ways, as described above, with a discount on the base charge and
usage rate for charging the ESS. The base charge discount is calculated by multiplying the electricity
base rate and peak load reduction as in Equation (4). The peak load reduction is predetermined by the
electricity company, KEPCO, in Korea as in Equation (5). Discounts on usage charges are granted only




















3.4. Electricity Bill Minimization
The purpose of behind-the-meter ESSs is to minimize electricity bills, which can be achieved by
maximizing benefits through ESSs. Since ESS has a capacity limit, the ESS operator should resolve
the optimization problem of allocating limited stored energy considering all the benefit-making
options: peak reduction, arbitrage, and ECDP. The problem of electricity bill minimization through
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behind-the-meter ESS is defined as Equation (7). Then, the decision variables of the cost minimization
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3.5. Economic Feasibility Evaluation
The effectiveness of the ESS ECDP on the profitability of behind-the-meter ESS is analyzed
through economic feasibility evaluation in this paper. In order to evaluate the economic feasibility
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The correlation between the economic feasibility of behind-the-meter ESS and the installation
capacity of ESS on the demand side is analyzed in order to verify the effectiveness of the ESS ECDP,
which is a public policy aiming to expand ESS diffusion. The closer the relationship of economic
feasibility of ESS and installed capacity of demand-side ESS, the closer the correlation coefficient is to 1.
A positive correlation coefficient means positive correlation and a negative correlation coefficient means
inverse correlation. The correlation coefficient between the economic feasibility of behind-the-meter
ESS and the dissemination of demand side ESS is carried out in this work.
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4. Case Studies
In this section, the impact of the ESS ECDP on the improvement of the economic feasibility
of the behind-the-meter ESS is quantitatively analyzed. Furthermore, the way in which this
economic improvement led to actual ESS dissemination on the demand side is evaluated. All the
simulations and calculations in this paper are conducted with MATLAB 7.10.0 (R2010) of MathWorks
in Natick, Massachusetts, U.S.A. Also, all the figures provided in this paper are also drawn through
same program.
4.1. Load Analysis and ESS Scheduling
A complex center with 2500 kW of contract power was selected as a sample for the evaluation of
economic feasibility. Figure 3 shows the 24-h load patterns and its distribution for each hour of the
actual load of the building for a year. In winter, the load pattern is different from the other seasons
because of the different peak time period applied to electricity charge and heating demand in the
evening and at night. Therefore, the loads are analyzed separately for spring, summer, autumn,
and winter. The peak load usually occurs as the flow of outside visitors increases around lunch and
dinner time. Due to the characteristics of this building, which has many night shifts, the load at all
times is kept above a certain level, except for in the early morning hours. This building is subject to the





Figure 3. (a) Daily loads in spring, summer, and fall. (b) Distributions of loads in spring, summer, and
fall. (c) Daily loads in winter. (d) Distributions of loads in winter.
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Table 3. Electricity Tariff for a Building with A-level High Voltage, Option II.
Base Charge ($/kW)
Usage Rate (cent/kWh)
Time Summer Spring, Fall Winter
7.43
Light Load Time 5.01 5.01 5.63
Medium Load Time 9.73 7.02 9.75
Peak Load Time 17.06 9.76 14.88
Table 4. Time Table for TOU Price in Korea.
Time Summer, Spring, Fall Winter










An overview of the behind-the-meter ESS in this work is given in Table 5. Excluding
pumped-storage hydro power plants and uninterruptible power supplies, more than 99% of ESSs
in Korea are lithium-ion battery ESS. In addition, in order to meet the High-efficiency Appliance
Certification criteria for ESS in Korea, the ESS should have a round-trip efficiency of over 89%. Given
the service characteristics of ESS applications, behind-the-meter ESS for peak reduction and load
shifting is suitable to have a storage time of about two to five hours [36]. A 250 kW, 1000 kWh ESS
capable of sustaining the rated power for four hours is considered for this study.
Table 5. Specification of ESS and Conditions of Analysis.
Battery type Lithium-ion
Rated power 250 kW
Storage capacity 1000 kWh
Round-trip efficiency 89%
Life cycles 3000 cycles (≈12 years)
Depth of discharge (DOD) 95%
Maintenance cost 0.2% of capital cost, annually
The optimization problem for the ESS charge–discharge scheduling was solved, and the results
are shown in Figure 4. Since the base charge saving and base charge discount through peak reduction
are more profitable than arbitrage through load shifting, the ESS is mainly discharged at the peak time
period. In addition, since the maximum load occurring at the light load time is not considered in the
calculation of the base charge, the ESS charged from midnight to its rated power without considering
any additional calculations for charging. If the ESS charge is made at a light load time, there is no
variation in the economics of how and when it is charged. Thus, it is more effective for the operator to
set the charging schedule in consideration of the operating aspect and the life cycle of the ESS.
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(a) (b) 
Figure 4. (a) ESS charge-discharge schedule in spring, summer, and fall; (b) and in winter.
4.3. Economic Feasibility of ESS without Subsidies or Fixed Cost
Since the initiation of the ESS ECDP in Korea, discounts are strengthened in stages. In this work,
the economic feasibility of ESS ECDP of each stage is analyzed.
The cases for analysis are summarized in Table 6. Case 1 is the case without discount before the
ESS ECDP initiation. Cases 2 to 5 are cases of ESS ECDP in stages, as shown Table 1 after ESS ECDP
initiation. Cases 4 and 5 reflect a temporarily raised discount rate for base charge discount. In Cases 4
and 5, a discount rate of 300% is initially applied, and then a discount rate of 100% is applied after the
end of the 300% discount period.
Table 6. Controlled Cases for ESS’s Economic Feasibility Analysis.
Discounts Case I Case II Case III Case IV Case V
Base charge discount - - 100% 300%, 100% 300%, 100%
Period of base charge discount (years) - - 10 3, 7 4, 6
Usage charge discount for the ESS charge - 10% 10% 50% 50%
Period of usage charge discount (years) - 3 3 3 4
In this study, the impact of the improved profitability of behind-the-meter ESS through the ESS
ECDP on the dissemination of demand side ESSs in Korea is analyzed. Subsidies that have been
provided to behind-the-meter ESSs should be considered so as to analyze the correlation of economic
feasibility with the dissemination of ESS in real cases. In order to consider the cash discount rate in
the case study, the discount rate is assumed to be 3%. In this work, the capital cost of ESS is fixed
at $625,000.
In order to assess only the effect of the ESS ECDP, controlled cases without other considerations,
such as cost degradation and governmental subsidy, were analyzed. Economic feasibility evaluation is
conducted in terms of payback period, benefit-cost ratio, internal rate of return (IRR), and net present
value (NPV). The results are carried out in Table 7. Cases 1, 2, and 3 did not achieve payback during
the lifetime of the ESS. Thus, in these cases, the ESS project is not profitable. In Cases 4 and 5, ECDP’s
incentives ensure that the ESS project is economically viable.
Table 7. Results of economic feasibility analysis in controlled cases.
Results Case I Case II Case III Case IV Case V
Payback years - - - 6.85 5.73
B/C ratio 0.483 0.489 0.861 1.03 1.08
IRR (%) −14.2 −14.1 −3.6 1.21 3.28
NPV
(thousand US dollars) −389 −385 −105 24.6 63.5
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4.4. Economic Feasibility of ESS in Real Cases
Regarding the real cases, subsidies and price decrease are considered. The value of subsidies for
behind-the-meter ESS is given as 80% of the total cost of ESS installation since 2012, and it is decreased
by year. The real cases in this work including subsidies are summarized in Table 8. Further, details in
the price decrease of ESS in the domestic market in Korea are shown as Figure 5. In this work, the actual
effect of the market environment and public policy including the ESS ECDP on economic feasibility are
evaluated. The results are shown in Tables 9 and 10. Table 9 represents the results of analysis of ESS
economic feasibility in private markets excluding government subsidies for ESS private investment
and ESS economics comparison. Table 10, on the other hand, shows the economic feasibility evaluation
results of ESS considering government subsidies.
 
(a) (b) 
Figure 5. (a) Total cost of behind-the-meter ESS installation. (b) Cost of power conditioning system
(PCS) and battery storage of ESS.
According to Table 9, which is the result of the ESS economic feasibility evaluation in the private
market excluding government subsidies, ESS is worth the investment only in Cases 4 and 5 that
were implemented the ESS ECDP with a 300% base charge discount and 50% usage charge discount.
Until then, a behind-the-meter ESS is not profitable.
In Table 10, even though ECDP was introduced in Case 2, the economic feasibility of Case 2 is
lower than that of Case 1. This is because the government subsidy rate for behind-the-meter ESS
decreased from 70% to 50% in Case 2. It can be concluded that the economic feasibility of the ESS
project is more dependent on subsidies than institutional incentives before the incentive programs are
fully implemented. In Case 3, compared to Case 2, the subsidy rate was maintained, and the effect of
improving the economic efficiency was significantly increased by introducing the base charge discount.
In Case 4 and 5 of real case studies, the profitability of a behind-the-meter ESS drastically increased
regardless of whether government subsidies were given or not. Therefore, it can be inferred that private
capital investment in behind-the-meter ESS would have been influenced. In other words, it is analyzed
in Section 4.5 whether improved economic feasibility leads to the diffusion of demand-side ESSs.
Table 8. Real Cases for ESS’s Economic Feasibility Analysis.
Parameters Case I Case II Case III Case IV Case V
Base charge discount - - 100% 300%, 100% 300%, 100%
Period of base charge discount (years) - 10 3, 7 4, 6
Usage charge discount for ESS charge - 10% 10% 50% 50%
Period of usage charge discount (years) - 3 3 3 4
Governmental subsidy for ESS
(only for subsidy program) 70% 50% 50% 30% 30%
Cost of ESS with 0.25 MW, 1 MWh
(thousand US dollars) 786.6 629.5 622.3 558.9 558.9
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Table 9. Results of Real Cases in Private Market: Without Subsidies.
Results Case I Case II Case III Case IV Case V
Payback years - - - 5.72 4.63
B/C ratio 0.38 0.49 0.86 1.15 1.21
IRR (%) −18.4 −14.2 −3.50 5.76 8.29
NPV
(thousand US dollars) −584 −390 −102 104 143
Table 10. Results of Real Cases in Government-Driven Market: With Subsidies.
Results Case I Case II Case III Case IV Case V
Payback years 7.52 - 4.99 3.01 3.00
B/C ratio 1.28 0.971 1.73 1.65 1.73
IRR (%) 5.75 −0.65 16.4 25.7 30.3
NPV
(thousand US dollars) 79.2 −11.0 273 306 345
4.5. Corealations between Economic Feasibility and Dissemination of a Behid-the-Meter ESS
Figure 6 shows the capacity of domestic ESS installation on demand side according to the investor
by year. The light blue bar in Figure 6, which is marked as “Subsidy,” means the capacity of ESS
installed by governmental subsidy program. Except for “Subsidy,” no others are given government
subsidies. The green bar labeled “Public Sector” refers to the ESS installed by the public organizations
in line with the government’s demand-side ESS diffusion policy. “Manufacturer’s Demonstration,”
which is orange bar, represents a leading investment by ESS makers to take advantage of future market
share. The dark red one labeled “Private Investment” is the amount of ESS installed for consumer’s
economic profit, such as electricity bill management, and a government subsidy is not given here.
Finally, the correlation coefficient of IRR and ESS investment is shown in Table 11.
 
(a) (b) 
Figure 6. Korea’s annual domestic ESS market size by source of investment in (a) MW, and (b) MWh.




kW kWh kW kWh
0.8093 0.7513 0.7431 0.7113
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5. Discussion
Based on the actual case of installing 250 kW and 1000 kWh ESS at the contract power of a
2500 kW complex center, we examined whether the ESS ECDP, the incentive policy for the expansion
of the demand side ESS, acted as intended by the Korean government. As shown in Table 7, an ESS’s
economic feasibility is improved as the discount rate is raised and the discount period is extended.
According to the results of case studies shown in Table 9, without government subsidies, incentives of a
300% base rate discount and 50% charge rate discount should be given for positive profitability. On the
other hand, Case 1 of Table 10, which receives 70% of government subsidies, is profitable because it can
save a considerable amount of investment cost without the incentive. However, this is not constrained
by the limited government budget, and therefore cannot lead to continued ESS market expansion.
Considering that it usually takes less than a year of 1 MWh-sized behind-the-meter ESS installation
processes, the improved profitability of behind-the-meter ESS due to the ESS ECDP enhancement
is immediately connected to the demand side ESS dissemination of the following year. As shown
in Figure 6, the amount of ESS installation on the demand side has increased noticeably from 2017,
where in Case 4, the incentive of the ESS ECDP was strengthened and the behind-the-meter ESS had
positive profitability. The extension of the ESS ECDP in May 2017 further improved the economic
efficiency of behind-the-meter ESSs, as in Case 5, resulting in the explosion of demand-side ESSs
in 2018.
We can see in Figure 6 that the private sector investment contributed more to the growth of the
Korean domestic demand side ESS market than any other sectors. We can also infer from this study
that it is effective to build a market structure that can secure return on investment in order to form the
demand side ESS market as a private led market.
As a result, the ESS ECDP for improving the economic feasibility of behind-the-meter ESSs in
order to diffuse the ESS on the demand side in Korea has directly attracted investment in demand-side
ESSs. The ESS ECDP initiated in 2015 to promote private sector investment in the behind-the-meter
ESS has resulted in the growth of Korea’s demand-side ESS market, which was only $27 billion in 2015,
to $825 billion in 2018. In addition, after the advanced ESS ECDP initiation in 2017, which provides an
IRR of at least 5% as in Case 4 of Table 9, the private sector ESS investment, which had not existed
before 2015, had risen to $105 billion in 2017 and $783 billion in 2018. These were about 54% and
95% of the total market, respectively. These results suggest that it is possible to promote the private
investment on the domestic demand side ESS with public policy on behind-the-meter ESS.
6. Conclusions
This paper shows that public policy to support the profitability of behind-the-meter ESS in Korea
drives increased installation in demand-side ESSs. In order to clarify this, we first described the
ESS ECDP, the representative public policy to enhance the profitability of behind-the-meter ESSs in
Korea. In addition, we defined the cost–benefit structure of demand side ESS and formulated the cost
minimization problem for electricity bill reduction. Finally, we clarified how ESS ESCP affects the
profitability of a behind-the-meter ESS and how the improvement of profitability of a behind-the-meter
ESS influences increased investment in behind-the-meter ESSs. Since the Korean government has
continued subsidies and incentives to support the profitability of behind-the-meter ESSs, investment
in demand-side ESSs has increased in Korea. In particular, the investment has led by the private sector
and amounted to $783 billion, about 95% of the total domestic demand side ESS market for the seven
months from January to July 2018.
The results of this paper can be used as reference for policymaking in countries considering
ESS diffusion through institutional effort to expand renewable energy supply. When the countries
intending to promote the spread of ESS diffusion through public policy determined the level of
incentive degree in view of the targeted amount of ESS installation, the results represented in this
paper can be referenced.
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Previous studies aiming to maximize the economic efficiency of ESS resources on the demand side
have mainly focused on the optimization of the charging–discharging schedule of ESSs in combination
with other distributed resources such as photovoltaic generation and electric vehicles. However,
this paper quantitatively evaluates the impact of policy decision-making on the economic performance
of a behind-the-meter ESS, thereby broadening the approach to the study of the demand-side ESSs.
Furthermore, studies on the effects of public policy promoting ESS applications on the supply side,
such as renewable portfolio standards (RPS), can be considered in further study.
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Nomenclature
Pld,t Load power on day d at time t in kW
Pdd,t Discharging power of ESS on day d at time t in kW
Pcd,t Charging power of ESS on day d at time t in kW
E Storage capacity of the ESS in KWh
πb Base charge savings through peak load reduction in US dollars
πu Usage charge savings through load shifting in US dollars
πbd Base charge discount amount in US dollars
μb Unit rate for base charge of electricity bill in US dollars per kW
μp Unit rate for electricity usage at peak load time period in US dollars per kWh
μm Unit rate for electricity usage at medium load time period in US dollars per kWh
μl Unit rate for electricity usage at light load time period in US dollars per kWh
D Days of the month
Dw Weekdays of the month
Y Life years of the ESS
Tp Peak load time period
Tm Medium load time period
Tl Light load time period
Tmax The time of peak load occurrence
ω Weight of discount rate
δb Base charge discount rate
δu Usage charge discount rate for ESS charging
ε Depth of discharge of battery storage of the ESS
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