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1 Introduction
In the article [1] new multiple integral representations for the correlation functions of the XXZ
spin-12 Heisenberg chain have been obtained. In the present article, we apply the results of [1]
to compute the correlation functions of the spin-12 Heisenberg chain at the free fermion point
∆ = 0.
Generically, the Hamiltonian of the finite cyclic XXZ chain with M sites (where M is
supposed to be even) has the form
HXXZ =
M∑
m=1
(
σxmσ
x
m+1 + σ
y
mσ
y
m+1 +∆(σ
z
mσ
z
m+1 − 1)−
h
2
σzm
)
. (1.1)
Here, σx,y,zm denote the local spin operators (Pauli matrices) associated with the m-th site of
the chain, ∆ is the anisotropy parameter, and h an external classical magnetic field. The
particularization of this model to the case ∆ = 0 is known as the XX chain (isotropic XY
model [2]):
HXX =
M∑
m=1
(
σxmσ
x
m+1 + σ
y
mσ
y
m+1 −
h
2
σzm
)
. (1.2)
In spite of the fact that the XX spin-12 chain is equivalent to a model of free fermions,
its correlation functions are quite non-trivial. They had been studied for a long period by
numerous authors [3, 4, 5, 6, 7, 8] and the key results in this field are presently known. It is
worth mentioning however that the methods used in the works listed above rely essentially on
the free fermion features of the XX model. Therefore, they cannot be applied to the more
general XXZ case, at least without significant modifications. On the contrary, we expect our
present approach, which relies on multiple integral representations of correlation functions, to
be instructive for the study of the general case as well.
In 1992 [9], multiple integral representations for the correlation functions of the XXZ chain
at zero temperature, ∆ > 1 and h = 0 have been obtained from the q-vertex operator approach.
Later, in 1996 [10] (see also [11]), similar answers were formulated for the case |∆| ≤ 1. A proof
of these formulas, together with their extension to non-zero magnetic field, has been obtained
in 1999 [12, 13] for both regimes using algebraic Bethe ansatz and the actual resolution of the
quantum inverse scattering problem [13, 14]. It results from these articles that, starting from
the so-called elementary blocks, one can in principle obtain a multiple integral representation
for any n-point correlation function of the XXZ chain.
More precisely, if |ψg〉 denotes the ground state, and Eǫ
′
m,ǫm
m the elementary operators acting
on the quantum space Hm at site m as the 2×2 matrices Eǫ
′,ǫ
lk = δl,ǫ′δk,ǫ, the elementary blocks
for correlation functions are defined as
Fm({ǫj , ǫ′j}) =
〈ψg|
m∏
j=1
E
ǫ′j ,ǫj
j |ψg〉
〈ψg|ψg〉 . (1.3)
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The methods developed in [9]–[12] enable one to obtain the quantity (1.3) in terms of an
integral with m integrations. It is clear that an arbitrary correlation function in the ground
state can be expressed as a linear combination of the elementary blocks (1.3) and, hence, as
a linear combination of such multiple integrals. It should be stressed however that, although
these formulas are quite explicit, the actual analytic computation of these multiple integrals
is missing up to now. Moreover, the evaluation of correlations of physical relevance, like spin-
spin correlation functions, is a priori quite involved. Indeed, if we consider for example the
correlation function 〈σz1σzm〉, the identity
〈ψg|σz1σzm|ψg〉 ≡ 〈ψg|(E111 − E221 )
m−1∏
j=2
(E11j + E
22
j )(E
11
m −E22m )|ψg〉 (1.4)
shows that the corresponding linear combination of elementary blocks is actually given as a sum
of 2m terms. This means that the number of terms to sum up growths exponentially with m,
which in particular makes it extremely difficult to solve the problem of asymptotic behavior at
large distance.
Thus, up to recently, the situation in this field was as follows. On one hand, the free
fermion limit (∆ = 0) of the XXZ model was well studied, but the extension of these results to
the general case came up against serious problems. On the other hand, the multiple integrals
approach formally provided the possibility to compute the correlation functions for arbitrary
∆; however, because of the technical reasons mentioned above, no result has up to now been
reproduced via this method, even for the simplest case of free fermions1.
The goal of this paper is to study the correlation functions of the XX chain using the new
multiple integral representations obtained in [1]. In fact, these new representations are nothing
but re-summations of the multiple integral expressions for the elementary blocks. In particular,
they enable us to present the spin-spin correlation functions of the type (1.4) as a sum of only
m terms instead of 2m. We would like to point out that in this paper we do not obtain new
results, but only reproduce the known answers via a new method. Moreover, we consider here
the XX model only as a test for the relevance of the formulas obtained in [1]. We hope that
some of the methods developed in the present publication can be applied (perhaps after certain
modifications) to the general XXZ chain as well.
This article is organized as follows. In the next section, we introduce some useful notations
and give the list of formulas obtained in [1] for the correlation functions of the XXZ model. In
Section 3, we compute the correlation function of the third components of spin. The emptiness
formation probability is considered in Section 4. In Section 5, we obtain a Fredholm determinant
representation for the correlation function 〈σ+1 σ−m+1〉. The asymptotic analysis of this Fredholm
determinant is performed in Section 6. Some perspectives are discussed in the conclusion.
1Recently, in [16], the probability to find in the ground state a string of particles with spin down (the emptiness
formation probability) was computed at ∆ = 0 by the method of multiple integrals. Let us stress that, contrary
to the spin-spin correlation functions, this quantity can be expressed as a single elementary block. We consider
the emptiness formation probability in Section 4 of the present article.
3
2 Correlation functions of the XXZ chain
For the reader’s convenience, we gather in this section the list of results obtained in [1] for
the correlation functions of the XXZ model. Since eventually we study the limit ∆ = 0, we
hereafter restrict ourselves to the case |∆| < 1.
Let us first of all recall that the Hamiltonian (1.1) possesses the symmetries
UHXXZ(∆, h)U
−1 = −HXXZ(−∆, h), U =
M/2∏
m=1
σz2m,
V HXXZ(∆, h)V
−1 = HXXZ(∆,−h), V =
M∏
m=1
σxm.
(2.1)
Due to this freedom, there is no common definition of the XXZ model. It means that the
expressions of correlation functions obtained in different publications may coincide up to a
common sign and/or the sign of ∆ and h.
The standard parameterization of the anisotropy parameter is ∆ = cosh η. In the regime
|∆| < 1 the parameter η is imaginary, and we set η = −iζ, ζ > 0. The free fermion point ∆ = 0
corresponds to ζ = π/2.
The general structure of the expressions obtained in [1] for the spin-spin correlation functions
is the following:
〈σα1 σβm+1〉 =
m−1∑
n=0
∮
Cz
dn+1z
∫
Cλ
dnλ
∫
Cµ
d2µ fm({λ, z}) Γαβn ({λ, µ, z}) Sh({λ, z}). (2.2)
Here α, β = x, y, z, and the functions Γαβn ({λ, µ, z}) and f({λ, z}) are purely algebraic quantities,
which in particular do not depend on the regime nor on the magnetic field. Their explicit forms
for specific correlation functions are given below.
The integration contour Cz surrounds the point zj = −iζ/2 (zj = −iπ/4 for ∆ = 0), where
the function f({λ, z}) has a pole. All other singularities of the integrand (2.2) are outside the
contour Cz.
The contours Cλ and Cµ depend on ∆ and h. In all the examples considered below we have
Cλ = Cµ. For |∆| < 1 and h ≥ 0, the contour Cλ is an interval [−Λ,Λ] of the real axis, where
the value of Λ is uniquely defined by ∆ and h, although in the general case the dependency
Λ = Λ(∆, h) is rather implicit. At ∆ = 0, however, the integration domain can be found
explicitly from the fact that cosh 2Λ = 4/h. Note that if h→ 0, one has Λ→∞. On the other
hand, if h approaches its critical value hc = 4, then Λ → 0 and all the correlation functions
become trivial, which comes physically from the fact that the ground state of the Hamiltonian
(1.2) is then purely ferromagnetic. Therefore we consider below only the case 0 ≤ h ≤ hc. Due
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to the symmetry (2.1), we also do not need to consider negative magnetic field, although all our
results remain valid for h < 0 as well1.
Finally, the integrand (2.2) contains a function Sh({λ, z}), which also depends on the value
of the magnetic field. This function is equal to the determinant of a matrix of elements ρ(λj , zk),
where ρ(λ, z) is the so-called ‘inhomogeneous density’, solution of the integral equation
− 2πiρ(λ, z) +
Λ∫
−Λ
K(λ− µ)ρ(µ, z) dµ = t(λ, z), (2.3)
with
K(λ) =
i sin 2ζ
sinh(λ+ iζ) sinh(λ− iζ) , t(λ, z) =
−i sin ζ
sinh(λ− z) sinh(λ− z − iζ) . (2.4)
Note that, at z = −iζ/2, the function ρ(λ, z) coincides with the spectral density of the ground
state. In the free fermion limit ∆ = 0 (ζ = π/2), one has K(λ) = 0, and thus
ρ(λ, z) =
i
2π
t(λ, z) =
i
π sinh 2(λ− z) . (2.5)
After this general setting, let us now be more specific and present the explicit formulas for
some of the correlation functions of the XXZ chain in the domain |∆| < 1. We consider below
essentially three different cases:
a) the correlation function gzzm = 〈σz1σzm+1〉 in a magnetic field;
b) the emptiness formation probability τ(m) in a magnetic field;
c) the correlation functions g+−m = 〈σ+1 σ−m+1〉 in zero magnetic field.
The reader can find the derivation of the corresponding multiple integral representations in [1].
a) The correlation function of the third components of spin can be evaluated from the
generating functional 〈exp(βQ1,m)〉, where Q1,m = 12
∑m
k=1(1− σzk), as
〈σz1σzm+1〉 =
(
2D2m
∂2
∂β2
− 4Dm ∂
∂β
+ 1
)
〈exp(βQ1,m)〉
∣∣∣∣
β=0
= 2D2m〈Q21,m〉 − 4Dm〈Q1,m〉+ 1.
(2.6)
Here, the symbols Dm and D2m denote respectively the first and the second lattice derivative,
Dmf(m) ≡ f(m+ 1)− f(m), D2mf(m) ≡ f(m+ 1) + f(m− 1)− 2f(m). (2.7)
The expectation value of the functional 〈exp(βQ1,m)〉 is given by (5.8) of [1]:
〈exp(βQ1,m)〉 =
m∑
n=0
1
(n!)2
∮
Cz
n∏
j=1
dzj
2πi
Λ∫
−Λ
dnλ ·
n∏
a=1
(
sinh(za − iζ2 ) sinh(λa + iζ2 )
sinh(za +
iζ
2 ) sinh(λa − iζ2 )
)m
×Wn({λ}|{z}) · detn
[
M˜jk({λ}|{z})
]
· detn
[
ρ(λj, zk)
]
. (2.8)
1Actually the restriction h ≥ 0 is not necessary. In the case h < 0, the integration contour Cλ becomes
[−Λ+ ipi
2
,−∞+ ipi
2
]∪R∪ [+∞+ ipi
2
,Λ+ ipi
2
], where Λ is the real positive solution of the equation cosh 2Λ = 4/|h|.
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Here and further we use the notation detn for the determinants of n×n matrices. The function
Wn is defined by
Wn({λ}, {z}) =
n∏
a=1
n∏
b=1
sinh(λa − zb − iζ) sinh(zb − λa − iζ)
sinh(λa − λb − iζ) sinh(za − zb − iζ) , (2.9)
and the entries of the matrix M˜jk are
M˜jk({λ}|{z}) = t(zk, λj) + eβt(λj , zk)
n∏
a=1
sinh(λa − λj − iζ)
sinh(λj − λa − iζ)
sinh(λj − za − iζ)
sinh(za − λj − iζ) , (2.10)
where the functions t(λ, z) and ρ(λ, z) are defined in (2.4) and (2.3) respectively.
For h = 0, it is more convenient to derive the correlation function 〈σz1σzm+1〉 from the
generating functional 〈exp(βQ1,m)σzm+1〉:
〈σz1σzm+1〉 = −2Dm−1
∂
∂β
〈exp(βQ1,m)σzm+1〉
∣∣∣∣
β=0
, h = 0. (2.11)
The expectation value of the functional 〈exp(βQ1,m)σzm+1〉 is given by (6.7) of [1]:
〈exp(βQ1,m)σzm+1〉 =
m∑
n=0
1
(n!)2
∮
Cz
n∏
j=1
dzj
2πi
∫
R
dn+1λ ·
n∏
a=1
(
sinh(za − iζ2 ) sinh(λa + iζ2 )
sinh(za +
iζ
2 ) sinh(λa − iζ2 )
)m
×
n∏
a=1
(
sinh(λa +
iζ
2 )
sinh(za +
iζ
2 )
)(
n∏
a=1
sinh(λn+1 − za)
sinh(λn+1 − λa) −
n∏
a=1
sinh(λn+1 − za − iζ)
sinh(λn+1 − λa − iζ)
)
·Wn({λ}|{z})
×detn
[
M˜jk({λ}|{z})
]
detn+1
[
ρ(λj , z1), . . . , ρ(λj , zn), ρ(λj ,− iζ2 )
]
. (2.12)
b) The emptiness formation probability (the probability to find in the ground state a string
of particles with spin down in the first m sites) is defined as
τ(m) = 〈
m∏
k=1
1− σzk
2
〉. (2.13)
The multiple integral representation of this correlation function can be easily obtained from the
generating functional 〈exp(βQ1,m)〉 (see equation (C.9) of [1]):
τ(m) = lim
ξ1,...,ξm→−
iζ
2
1
m!
Λ∫
−Λ
Zm({λ}, {ξ})
m∏
a<b
sinh(ξa − ξb)
detm ρ(λj , ξk) d
mλ, (2.14)
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where
Zm({λ}, {ξ}) =
m∏
a=1
m∏
b=1
sinh(λa − ξb) sinh(λa − ξb − iζ)
sinh(λa − λb − iζ) ·
detm t(λj , ξk)
m∏
a>b
sinh(ξa − ξb)
. (2.15)
c) Let us consider finally the correlation functions g+−m = 〈σ+1 σ−m+1〉 and g−+m = 〈σ−1 σ+m+1〉.
It is easy to see that g+−m (h) = g
−+
m (−h). For zero magnetic field, these two correlation functions
coincide. In this case their multiple integral representation is given by (6.13) of [1]:
〈σ+1 σ−m+1〉 =
m−1∑
n=0
1
n!(n+ 1)!
∮
Cz
n+1∏
j=1
dzj
2πi
∫
R
dn+2λ
n+1∏
a=1
(
sinh(za − iζ2 )
sinh(za +
iζ
2 )
)m n∏
a=1
(
sinh(λa +
iζ
2 )
sinh(λa − iζ2 )
)m
× 1
sinh(λn+1 − λn+2) ·


n+1∏
a=1
sinh(λn+1 − za − iζ) sinh(λn+2 − za)
n∏
a=1
sinh(λn+1 − λa − iζ) sinh(λn+2 − λa)


×Wˆn({λ}, {z}) · detn+1Mˆjk · detn+2
[
ρ(λj , z1), . . . , ρ(λj , zn+1), ρ(λj ,− iζ2 )
]
. (2.16)
Here,
Wˆn({λ}, {z}) =
n∏
a=1
n+1∏
b=1
sinh(λa − zb − iζ) sinh(zb − λa − iζ)
n∏
a=1
n∏
b=1
sinh(λa − λb − iζ)
n+1∏
a=1
n+1∏
b=1
sinh(za − zb − iζ)
, (2.17)
and the entries of the (n+ 1)× (n+ 1) matrix Mˆ are
Mˆjk = t(zk, λj)− t(λj , zk)
n∏
a=1
sinh(λa − λj − iζ)
sinh(λj − λa − iζ)
n+1∏
b=1
sinh(λj − zb − iζ)
sinh(zb − λj − iζ) , j ≤ n,
Mˆn+1,k = t(zk,− iζ2 ), j = n+ 1.
(2.18)
To conclude this section, let us recall once more that all the multiple integral representations
given above hold for arbitrary −1 < ∆ < 1. In order to particularize these expressions to the
case of the XX model, one has to set ζ = π/2, Λ = arccosh(4/h)/2, and to use the expression
(2.5) for the inhomogeneous density ρ(λ, z).
3 Correlation function of the third components of spin
Let us begin our calculations with the correlation function 〈σz1σzm+1〉, which is the simplest
spin-spin correlation function of the XX model.
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Observe that, at ζ = π/2, the equation (2.8) simplifies drastically. First of all, the matrix
M˜jk (2.10) becomes proportional to the Cauchy matrix
M˜jk({λ}|{z}) = 2(e
β − 1)
sinh 2(λj − zk)
, ζ =
π
2
, (3.1)
and, hence, to compute its determinant one can use the identity
detn
1
sinh(xj − yk) =
n∏
j>k
sinh(xj − xk) sinh(yk − yj)
n∏
j,k=1
sinh(xj − yk)
. (3.2)
However, it is more important to notice that detnM˜jk is proportional to (e
β − 1)n: this means
that, if one takes the first (respectively the second) derivative with respect to β and sets β = 0
as in (2.6), only the terms n ≤ 1 (respectively n ≤ 2) in the sum (2.8) do not vanish. Thus,
after some simple computation, one obtains
〈Q1,m〉 = 1
4π2
∮
Cz
dz
Λ∫
−Λ
ϕm(z)ϕ−m(λ)
dλ
sinh2(λ− z) , (3.3)
〈Q21,m〉 = 〈Q1,m〉+
1
32π4
∮
Cz
d2z
Λ∫
−Λ
d2λ
2∏
a=1
(
ϕm(za)ϕ
−m(λa)
)(
det2
1
sinh(λj − zk)
)2
, (3.4)
where we have introduced the notation
ϕ(z) =
sinh(z − iπ4 )
sinh(z + iπ4 )
. (3.5)
Let us first consider the integral (3.3). As the contour Cz surrounds only the singularity
z = −iπ/4, where ϕ(z) admits a pole of order m, the value of the z-integral in (3.3) is given
by the corresponding residue at z = −iπ/4. However, this way to compute the z-integral is
not very convenient, especially for large m. Instead, we suggest to deform the original contour
Cz into an infinite horizontal strip of boundary Γ given by ℑz = z0 − π and ℑz = z0, where
0 < z0 < 3π/4. Then, obviously,∮
Cz
ϕm(z) dz
sinh2(λ− z) =
∮
Γ
ϕm(z) dz
sinh2(λ− z) − 2πiRes
ϕm(z)
sinh2(λ− z)
∣∣∣∣
z=λ
. (3.6)
Since the integrand is a periodic function with period iπ, and since it vanishes at z → ±∞, it
is clear that the integral with respect to the new contour Γ is equal to zero. Thus, to compute
the z-integral in (3.3), it is enough to take the residue in the second order pole at z = λ. The
remaining integral with respect to λ is then trivially computable, and we obtain
〈Q1,m〉 = m
π
arctan(sinh 2Λ). (3.7)
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In the next sections, we shall deal with the change of integration variables cosh 2λ = (cos p)−1.
Therefore, let us at this stage introduce p0 such that cosh 2Λ = (cos p0)
−1. Then (3.7) takes
the form
〈Q1,m〉 = mp0
π
, (3.8)
where p0 = arccos
(
h
4
)
.
The integral (3.4) can be taken in the same manner. The integration with respect to z1 and
z2 leads to
〈Q21,m〉 =
mp0
π
+
(mp0
π
)2
+
1
4π2
Λ∫
−Λ
(
ϕ
m
2 (λ1)ϕ
−m
2 (λ2)− ϕ−m2 (λ1)ϕm2 (λ2)
sinh(λ1 − λ2)
)2
dλ1 dλ2. (3.9)
In fact, we do not need to compute 〈Q21,m〉 itself, but only its second lattice derivative. Differ-
entiating (3.9) with respect to m, we immediately arrive at
D2m〈Q21,m〉 = 2
(p0
π
)2
− 1
π2m2
(1− cos 2mp0). (3.10)
Combining (3.8) and (3.10), we finally obtain
〈σz1σzm+1〉 =
(
2p0
π
− 1
)2
− 2
π2m2
(1− cos 2mp0). (3.11)
It is worth mentioning that, in spite of the fact that we have formally restricted ourselves
to the case h ≥ 0, the result (3.11) remains valid for h < 0 as well. For zero magnetic field,
p0 = π/2, and the constant contribution to the correlation function disappears. In order to get
rid of this constant term from the very beginning, it is more convenient to derive 〈σz1σzm+1〉 from
the generating functional 〈exp(βQ1,m)σzm+1〉 (see (2.12)). Then, for ∆ = 0, the corresponding
sum reduces to the single term n = 1, which gives
〈σz1σzm+1〉 =
2i
π3
∮
Cz
dz
∫
R
dλ1dλ2
cosh 2λ2 cosh 2λ1
· ϕ
m(z)ϕ−m(λ1)
sinh 2(λ2 − z) . (3.12)
Using the method of calculations described above, we find
〈σz1σzm+1〉 =
2
π2m2
(
(−1)m − 1
)
, at h = 0. (3.13)
4 Emptiness formation probability
The emptiness formation probability (2.13) constitute one of the simplest example of correlation
functions. In particular, unlike the spin-spin correlation functions studied in Sections 3, 5 and
6, it can be directly expressed as a single elementary block of the form (1.3), therefore as a
single (multiple) integral which can be written in the symmetric form (2.14). In this section,
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we explain how to compute this integral in the case ∆ = 0, and how to analyze its asymptotic
behavior in the limit m→∞.
Setting ζ = π/2 in the equations (2.14), (2.15), we have
τ(m) = lim
ξ1,...,ξm→−
ipi
4
1
m!
Λ∫
−Λ
Zm({λ}, {ξ})
m∏
a<b
sinh(ξa − ξb)
detm
(
i
π sinh 2(λj − ξk)
)
dmλ, (4.1)
and
Zm({λ}, {ξ}) = 2−m2
m∏
a=1
m∏
b=1
sinh 2(λa − ξb)
cosh(λa − λb)
m∏
a>b
sinh−1(ξa − ξb)detm
(
2
sinh 2(λj − ξk)
)
. (4.2)
Once again, we have to deal with determinants of Cauchy matrices. Computing them via (3.2)
and setting ξj = −iπ/4, we obtain
τ(m) =
2m
2
m!(2π)m
Λ∫
−Λ
m∏
a>b
sinh2(λa − λb)
m∏
a=1
coshm(2λa)
dmλ. (4.3)
The representation (4.3) can be reduced to a Toeplitz determinant. Indeed, the change of
variables cosh 2λj = cos
−1 pj leads to
τ(m) =
2m
2−m
m!(2π)m
p0∫
−p0
m∏
a>b
sin2
(pa − pb)
2
dmp =
1
m!(2π)m
p0∫
−p0
∆(e−ip)∆(eip) dmp, (4.4)
where ∆(e±ip) denote Van-der-Monde determinants of variables e±ipj . Due to the symmetry of
the integrand with respect to all pj, one can replace one of these Van-der-Monde determinants
with the product of its diagonal elements multiplied by m!, which gives us
τ(m) =
1
(2π)m
p0∫
−p0
m∏
k=1
e−i(k−1)pkdetm
(
ei(j−1)pk
)
dmp = detm

 1
2π
p0∫
−p0
ei(j−k)p dp

 . (4.5)
The representation (4.5) of τ(m) as a Toeplitz determinant has already been obtained in [16]
from the multiple integral representation given in [12].
Thus, (4.5) provides an explicit expression of the emptiness formation probability, at least
if m is small enough. However, it is more important to be able to extract the asymptotic
behavior of τ(m) at m→∞. There exist several ways to do this. Firstly, one can analyze the
determinant (4.5) as in [16]. Secondly, the determinant (4.5) can be transformed to a Fredholm
determinant of a linear integral operator [7], the asymptotic behavior of which can be evaluated
from the matrix Riemann-Hilbert problem [15]. Here we propose a third approach, based on
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the application of the saddle point method directly to (4.3). It is possible that this method can
be used also for the general XXZ model.
Let us rewrite (4.3) in the following way:
τ(m) =
2m
2
(2π)m
∫
D
em
2S({λ}) dλ, (4.6)
where
S({λ}) = 1
m2
m∑
a>b
log sinh2(λa − λb)− 1
m
m∑
a=1
log cosh 2λa, (4.7)
and the domain D is defined by −Λ ≤ λ1 ≤ . . . ≤ λm ≤ Λ. The integrand in (4.6) is positive
within the domain D and vanishes on its boundary. Moreover, it is not difficult to check that
the matrix of the second derivatives ∂2S/∂λj∂λk is negatively defined. Hence, the integrand
has a unique maximum in D, which is given by the system
m
∂S
∂λj
=
2
m
m∑
a=1
a 6=j
coth(λj − λa)− 2 tanh 2λj = 0. (4.8)
Following the standard arguments of the saddle point method, we assume that, in the limit
m→∞, the solutions of the system (4.8) are distributed on the interval [−Λ,Λ] according to a
certain density ρ0(λ). Then, in this limit, (4.8) becomes an integral equation for this density:
tanh 2λ = V.P.
Λ∫
−Λ
coth(λ− µ)ρ0(µ) dµ. (4.9)
In its turn, the integral (4.6) can be approximated by the value of the integrand in the saddle
point:
τ(m)→ 2m2em2S0 , m→∞, (4.10)
where
S0 =
1
2
Λ∫
−Λ
log sinh2(λ− µ)ρ0(λ)ρ0(µ) dλdµ −
Λ∫
−Λ
log cosh 2λ · ρ0(λ) dλ. (4.11)
The analytic expression of the function ρ0(λ) can be determined as follows. Setting x = e
2λ,
we transform (4.9) into
x
x2 + 1
= V.P.
∫ b
a
dy
x− y ρˆ0(y), (4.12)
where ρˆ0(x) =
1
2e
−2λρ0(λ) and a = e
−2Λ, b = e2Λ. The solution of the singular integral
equation (4.12) can be obtained in a standard way via the scalar Riemann–Hilbert problem.
Let us define
f±(x) =
∫ b
a
dy
x− y ± i0 ρˆ0(y). (4.13)
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Then we have
2πiρˆ0(x) = f−(x)− f+(x),
∫ b
a
ρˆ0(x) dx = 1. (4.14)
At the same time, f(x) satisfies the relation
f−(x) + f+(x) =
2x
x2 + 1
, (4.15)
and, hence,
f(x) = f0(x)
{
C +
1
πi
∫ b
a
dy
y − x ·
y
(y2 + 1)f0+(y)
}
, (4.16)
where f0(x) =
(
(x − a)(x − b)
)−1/2
and C is a constant. Substituting this expression into
(4.14), we eventually obtain
ρˆ0(x) =
1
π
x+ 1
x2 + 1
√
a+ b
2(x− a)(b− x) , (4.17)
which results into
ρ0(λ) =
1
π
coshλ
cosh 2λ
√
cosh 2Λ
sinh(Λ− λ) sinh(Λ + λ) . (4.18)
This enables us to obtain the analytic expression of S0 in terms of Λ:
S0 = − log
(
2
√
cosh 2Λ
sinhΛ
)
. (4.19)
Taking into account that cosh 2Λ = 4/h, we finally obtain the following asymptotic equivalent
of τ(m) in terms of the magnetic field h:
τ(m)→
(
4− h
8
)m2
2
, m→∞. (4.20)
Thus, this method provides an alternative derivation of the asymptotic behavior of the
emptiness formation probability [15].
5 Correlation function 〈σ+1 σ−m+1〉 as Fredholm determinant
Unlike the correlations of the third components of spin (see Section 3), the correlation function
〈σ+1 σ−m+1〉 remains non-trivial even at the free fermion point ∆ = 0. In this section, we show
how to compute it from (2.16) for zero magnetic field.
Let us first consider the part of the integrand (2.16) which depends on λn+1 and λn+2:
detn+2 ρ(λj, zk)
sinh(λn+1 − λn+2) ·


n+1∏
a=1
sinh(λn+1 − za − iζ) sinh(λn+2 − za)
n∏
a=1
sinh(λn+1 − λa − iζ) sinh(λn+2 − λa)

 ,
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where one should set zn+2 ≡ −iζ/2 in the last column of the determinant of densities. We
can shift the integration contour for λn+2 by −iζ, and then replace λn+2 by λn+2 − iζ in the
integrand. This changes the sign of the density function, and we obtain
− detn+2 ρ(λj , zk)
sinh(λn+1 − λn+2 + iζ) ·


n+1∏
a=1
sinh(λn+1 − za − iζ) sinh(λn+2 − za − iζ)
n∏
a=1
sinh(λn+1 − λa − iζ) sinh(λn+2 − λa − iζ)

 .
We see that for ζ = π/2 the integrand becomes an antisymmetric function of λn+2 and λn+1 and,
hence, the corresponding integral vanishes. It remains then to take into account the contribution
of the poles which have been crossed during the shift of the λn+2-contour. It is easy to see that
we have crossed only one singularity, which corresponds to the pole of the function ρ(λn+2,− iζ2 )
at λn+2 = − iζ2 . The residue in this point gives
〈σ+1 σ−m+1〉 =
m−1∑
n=0
1
n!(n+ 1)!
∮
Cz
n+1∏
j=1
dzj
2πi
∫
R
dn+1λ
n+1∏
a=1
(
sinh(za − iζ2 )
sinh(za +
iζ
2 )
)m n∏
a=1
(
sinh(λa +
iζ
2 )
sinh(λa − iζ2 )
)m
× 1
sinh(λn+1 +
iζ
2 )
·


n+1∏
a=1
sinh(λn+1 − za − iζ) sinh(za + iζ2 )
n∏
a=1
sinh(λn+1 − λa − iζ) sinh(λa + iζ2 )


×Wˆn({λ}, {z}) · detn+1Mˆjk · detn+1 [ρ(λj , zk)] . (5.1)
At this stage, we can again use the fact that Mˆ and (ρ(λj , zk)) become Cauchy matrices at
ζ = π/2. To compute their determinants, it is convenient to use the following modification of
(3.2):
detn
1
sinh 2(xj − yk)
=
n∏
j>k
cosh(xj − xk) cosh(yk − yj)
2n
n∏
j,k=1
cosh(xj − yk)
· detn 1
sinh(xj − yk)
. (5.2)
Substituting the corresponding expressions of detn+1Mˆjk and detn+1ρ(λj , zk) into (5.1), we
arrive at
〈σ+1 σ−m+1〉 =
1
2i
m−1∑
n=0
1
n!(n+ 1)!
(
i
π
)n+1 ∫
R
dn+1λ
n∏
a=1
ϕ−m+1(λa) · 1
sinh(λn+1 +
iπ
4 )
×
∮
Cz
n+1∏
j=1
dzj
2πi
n+1∏
a=1
ϕm−1(za) · detn+1
(
1
sinh(λj − zk)
)
detn+1


1
sinh(zk−λ1)
...
1
sinh(zk−λn)
1
sinh(zk+
ipi
4
)

 . (5.3)
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As we have seen above, the correlation function 〈σz1σzm+1〉 and the emptiness formation
probability τ(m) at ∆ = 0 are completely described by only one or two terms at ∆ = 0. The
peculiarity of the correlation function 〈σ+1 σ−m+1〉 is that, even in the limit of free fermions, all
the terms of the corresponding series survive. Nevertheless, it is possible to express (5.3) into a
more compact form.
The contour integrals with respect to zk in (5.3) can be easily computed. Due to the
symmetry of the integrand with respect to all the variables zk, 1 ≤ k ≤ n+1, we can make the
replacement
detn+1
(
1
sinh(λj − zk)
)
−→ (n+ 1)!
n+1∏
a=1
1
sinh(λa − za) .
Then, inserting for each zk the factors sinh
−1(λk − zk) and ϕm−1(zk) into the k-th column of
the remaining determinant, we can integrate separately each of these columns with respect to
zk, using the method described in Section 3:
〈σ+1 σ−m+1〉 =
1
2i
m−1∑
n=0
1
n!
(
i
π
)n+1 ∫
R
dn+1λ
n∏
a=1
ϕ−m+1(λa)
detn+1 Ujk
sinh(λn+1 +
iπ
4 )
, (5.4)
where
Ujk =


1
2πi
∮
Cz
ϕm−1(zk) dzk
sinh(zk − λj) sinh(λk − zk) =
ϕm−1(λj)− ϕm−1(λk)
sinh(λj − λk) , j ≤ n, j 6= k,
− 1
2πi
∮
Cz
ϕm−1(zk) dzk
sinh2(zk − λj)
= 2i(m− 1)ϕ
m−1(λj)
cosh(2λj)
, j ≤ n, j = k,
1
2πi
∮
Cz
ϕm−1(zk) dzk
sinh(zk +
iπ
4 ) sinh(λk − zk)
=
ϕm−1(λk)
sinh(λk +
iπ
4 )
, j = n+ 1.
(5.5)
The sum (5.4) is very similar to the expansion of a Fredholm determinant of a linear integral
operator. To make it more clear, let us introduce
V (λ, µ) = i
(
ϕ(λ)/ϕ(µ)
)m−1
2 −
(
ϕ(µ)/ϕ(λ)
)m−1
2
π sinh(λ− µ) , (5.6)
where V (λ, λ) is defined by continuity from (5.6). Then the equation (5.4) can be written as
〈σ+1 σ−m+1〉 =
m−1∑
n=0
1
n!
∫
R
dn+1λ · detn+1U˜jk, (5.7)
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with
U˜jk =


V (λj , λk) j, k ≤ n,
V (λj , λn+1) · ϕ
m−1
2 (λn+1)
2i sinh(λn+1 +
iπ
4 )
k = n+ 1, j ≤ n
iϕ
m−1
2 (λk)
π sinh(λk +
iπ
4 )
j = n+ 1, k ≤ n
ϕm−1(λn+1)
2π sinh2(λn+1 +
iπ
4 )
j, k = n+ 1,
(5.8)
It is shown in Appendix A that (5.7) results into the derivative of a Fredholm determinant:
〈σ+1 σ−m+1〉 =
∂
∂α
det
(
I + V (λ, µ) +
α
2π
R(λ, µ)
)
, (5.9)
where I denotes the identity operator and
R(λ, µ) =
(
ϕ(λ)ϕ(µ)
)m−1
2
sinh(λ+ iπ4 ) sinh(µ+
iπ
4 )
. (5.10)
The operator I + V + α2πR acts on the real axis, and α is an auxiliary parameter. Since R(λ, µ)
is a one-dimensional projector, the determinant in (5.9) is a linear function of α. Hence, the
derivative of the determinant does not depend on α. To compare (5.9) with the result obtained
in [7] one can make the standard change of variables cosh 2λ = cos−1 p, cosh 2µ = cos−1 q.
Then, the kernel V and the projector R become
V (p, q) = −sin
m−1
2 (p − q)
π sin 12 (p− q)
, R(p, q) = (−1)me im2 (p+q), (5.11)
where the integral operator acts on the interval [−π/2, π/2]. Finally, replacing p with −p and
q with −q, we arrive at
〈σ+1 σ−m+1〉 = (−1)m
∂
∂α
det
(
I − sin
m−1
2 (p− q)
π sin 12(p− q)
+
α
2π
e−
im
2
(p+q)
)
. (5.12)
This formula coincides with the result of [7] up to the factor (−1)m. The existence of this factor
is due to the fact that we use a different definition for the Hamiltonian, as it was mentioned in
the beginning of Section 2.
6 Long-distance asymptotics of 〈σ+1 σ−m+1〉
The leading asymptotic behavior of the correlation function 〈σ+1 σ−m+1〉 was computed in [3, 4].
Later, in [7], a Fredholm determinant representation of the dynamic temperature correlation
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function was obtained for an arbitrary value of the external magnetic field. The determinant
(5.12) appears to be a particular case of this result. To compute its asymptotic behavior at large
m, one can use the methods of the matrix Riemann–Hilbert problem which were developed in
[8] to study the dynamic temperature correlations. However, these methods allow to find the
asymptotics of the determinant only up to a multiplicative constant, whereas the determinant
(5.12) can be computed explicitly as a finite product of Γ-functions. In this section, we present
the corresponding derivation and reproduce the results of the papers [3, 4].
Observe first that the kernel V (p, q) (5.11) is degenerated:
V (p, q) = −sin
m−1
2 (p− q)
π sin 12(p − q)
= − 1
π
m−1∑
k=1
ei(p−q)(k−
m
2
). (6.1)
Thus, the corresponding Fredholm determinant can be reduced to the determinant of a matrix
of finite size. Indeed, if a kernel K(p, q) has the form K(p, q) =
∑m
k=1 fk(p)gk(q), then
det(I +K(p, q)) = detm(δjk +Mjk), (6.2)
with
Mjk =
∫
C
fj(p)gk(p) dp. (6.3)
Here C is the contour where the operator I +K acts. In our case, C = [−π/2, π/2], and
fk(p) = − 1
π
eip(k−
m
2
), k = 1, . . . ,m− 1,
fm(p) =
α
2π
e−ip
m
2 ,
gk(q) = e
−iq(k−m
2
), k = 1, . . . ,m.
(6.4)
Thus, for j < m,
Mjk = −δjk − 2
π
{
0, for j − k even,
(−1)(j−k−1)/2 · 1j−k , for j − k odd,
(6.5)
whereas the elements of the last line of the matrix M are given by
Mmk =
α
π
{
0, for k even,
(−1)(k−1)/2 · 1k , for k odd.
(6.6)
Note that the parameter α enters only the last line. Hence, taking the derivative of the de-
terminant with respect to α, we need to differentiate only the elements of this line, and we
obtain
〈σ+1 σ−m+1〉 = −
2m−1
πm
detm(ajk), (6.7)
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where
ajk =
{
0, for j − k even,
(−1)(j−k−1)/2 · 1j−k , for j − k odd,
(6.8)
for j < m, and
amk =
{
0, for k even,
(−1)(k−1)/2 · 1k , for k odd,
(6.9)
for j = m.
Our goal is now to compute detm(ajk). To do this, let us first reorder the columns and the
lines of the matrix ajk such that it becomes a 2× 2 block-matrix. One has to move:
1. the columns with the number 2k to the position k for k = 1, . . . ,
[
m
2
]
;
2. the lines with the number 2j − 1 to the position j for j = 1, . . . , [m2 ];
3. the last line with the number m to the position
[
m
2
]
+ 1.
Here,
[
m
2
]
denotes the integer part of m. After these transformations, we arrive at
detm(ajk) = (−1)m−1 det

 a2j−1,2k 0
0 a2j−2,2k−1

 , with a0,2k−1 ≡ am,2k−1. (6.10)
Hereby the sizes of the blocks are
[
m
2
] × [m2 ] for a2j−1,2k and [m+12 ] × [m+12 ] for a2j−2,2k−1.
Observe now that
a2j−1,2k = a2j−2,2k−1 =
(−1)j−k−1
2j − 2k − 1 . (6.11)
Hence, we obtain
detm(ajk) = −det[m2 ]
(
1
2j − 2k − 1
)
· det[m+12 ]
(
1
2j − 2k − 1
)
. (6.12)
It remains to use the analog of (3.2) for rational functions
detn
1
xj − yk =
n∏
j>k
(xj − xk)(yk − yj)
n∏
j,k=1
(xj − yk)
, (6.13)
which gives
detm(ajk) = (−1)m−1
[m2 ]∏
k=1
[m2 ]∏
j=1
j 6=k
j − k
j − k − 12
[m+12 ]∏
k=1
[m+12 ]∏
j=1
j 6=k
j − k
j − k − 12
. (6.14)
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After the computation of the products with respect to j, we substitute the result into (6.7) and
eventually obtain
〈σ+1 σ−m+1〉 =
(−1)m
2
[m2 ]∏
k=1
Γ2(k)
Γ(k − 12)Γ(k + 12)
[m+12 ]∏
k=1
Γ2(k)
Γ(k − 12 )Γ(k + 12 )
. (6.15)
Thus, we have computed the Fredholm determinant (5.12) as a finite product of Γ-functions.
This form enables one to evaluate the large m asymptotic behavior of the correlation function
〈σ+1 σ−m+1〉 in a rather simple way (see Appendix B). The result reads
〈σ+1 σ−m+1〉 =
(−1)m√
2m
exp
{
1
2
∫ ∞
0
dt
t
[
e−4t − 1
cosh2 t
]}(
1− (−1)
m
8m2
+O(m−4)
)
. (6.16)
Conclusion
To conclude this article, we would like to discuss the significance of our results and the per-
spectives they open concerning the computation of correlation functions in a more general case.
Actually, the purpose of the work presented here was double.
Our first goal was to demonstrate that it was really possible in the free fermion limit to
compute the spin-spin correlation functions using their multiple integral representations. In-
deed, the ability of this method to provide effective results, even in the simplest case ∆ = 0,
has for a long time been seriously under question. Thanks to the new formulas obtained in [1],
which correspond in fact to certain re-summations of the elementary blocks [9]–[12], we were
able here to solve this problem.
The second goal of this paper concerns the possible application of these new integral repre-
sentations to the general XXZ model. We hope that some of the technical methods presented
here are not specific to the free fermion point, and that they can also be successfully adapted
to study a more general case.
In particular, the method we used here to compute the z-integrals might be quite efficient
for the evaluation of the long distance asymptotics of the spin-spin correlation functions. Recall
that, in this paper, we have deformed the original contour Cz into a horizontal strip Γ of width
iπ. At ∆ = 0, the contribution coming from Γ vanishes due to the periodicity of the integrand.
In the general case this property is no longer valid since the density function ρ(λ, z) is no longer
iπ-periodical (except at ζ = π2n , where n is a positive integer). Nevertheless, it seems that one
can control the order of the contribution coming from Γ as m → ∞. Indeed, it is possible
to choose the strip such that |ϕ(z)| < 1 (see (3.5)) on its boundaries. Then the factor ϕm(z)
becomes exponentially small uniformly on an arbitrary finite interval of the new integration
contour for z. Preliminary estimates show that the integrals over Γ decrease as some negative
powers of m as m→∞. Thus, it is very possible that the leading long distance asymptotics of
the spin-spin correlation functions are given by the residues of the integrand within the strip Γ.
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Finally, we would also like to draw the reader’s attention on the method used for the evalua-
tion of the long-distance asymptotics of the emptiness formation probability. In fact, the saddle
point approach can be applied directly to the representation (2.14) in the general case as well.
One can thus expect that the emptiness formation probability decreases as exp{−c(∆, h)m2} as
m→∞. The main obstacle to find the coefficient c(∆, h) is related to the asymptotic analysis
of detm t(λj, ξk) (recall that for ∆ = 0 this determinant is explicitly computable). The problem
we mention here coincides one to one with the problem of the computation of the partition func-
tion of the six-vertex model with domain wall boundary conditions [17], [18], which was solved
for the homogeneous case in [19], [20]. For our purpose, it would be desirable to extend these
results to the inhomogeneous case as well, which is still an open problem. It seems nevertheless
that the emptiness formation probability admits a Gaussian behavior.
Acknowledgments
N. K. would like to thank the University of York, the SPhT in Saclay and JSPS for financial
support. N. S. is supported by the grants INTAS-99-1782, Leading Scientific Schools 00-15-
96046, the Programm Nonlinear Dynamics and Solitons and by CNRS. J.M. M. is supported
by CNRS. V. T. is supported by the DOE grant DE-FG02-96ER40959 and by CNRS. N. K, N.
S. and V. T. would like to thank the Theoretical Physics group of the Laboratory of Physics at
ENS Lyon for hospitality, which made this collaboration possible.
A Fredholm determinant
Let us first recall the definition of a Fredholm determinant: if an operator I + K acts on an
interval C as
[(I +K)φ](λ) = φ(λ) +
∫
C
K(λ, µ)φ(µ) dµ, (A.1)
then its Fredholm determinant is
det(I +K) =
∞∑
n=0
1
n!
∫
C
dλ1 · · · dλn · detnK(λj , λk). (A.2)
The series (5.7) has almost the same form. To make it exactly the same, we observe that
rank U˜jk ≤ m− 1, and hence detn+1U˜jk = 0 as soon as n > m− 1. Therefore the sum in (5.7)
can be extended up to infinity. We can then use the identity
detn+1Wjk =
(
Wn+1,n+1 − ∂
∂α
)
detn(Wjk + αWj,n+1Wn+1,k)
∣∣∣∣
α=0
(A.3)
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which holds for any arbitrary matrix W . The sum (5.7) can thus be written as
〈σ+1 σ−m+1〉 =
∞∑
n=0
1
n!

∫
R
ϕm−1(λn+1) dλn+1
2π sinh2(λn+1 +
iπ
4 )
− ∂
∂α


×
∫
R
dnλ · detn

V (λj, λk) + α
2π
∫
R
V (λj , λn+1)
ϕ
m−1
2 (λn+1)ϕ
m−1
2 (λk) dλn+1
sinh(λn+1 +
iπ
4 ) sinh(λk +
iπ
4 )


∣∣∣∣∣∣
α=0
. (A.4)
The series (A.4) is now exactly of the form (A.2), which means that the correlation function
〈σ+1 σ−m+1〉 can be represented as the following Fredholm determinant:
〈σ+1 σ−m+1〉 =

∫
R
ϕm−1(ν) dν
2π sinh2(ν + iπ4 )
− ∂
∂α


× det

I + V (λ, µ) + α
2π
∫
R
V (λ, ν)
ϕ
m−1
2 (ν)ϕ
m−1
2 (µ) dν
sinh(ν + iπ4 ) sinh(µ +
iπ
4 )


∣∣∣∣∣∣
α=0
. (A.5)
To reduce this determinant to the form (5.9), we use the following lemma:
Lemma A.1. Let an integral operator
I +K(λ, µ) + α
∫
C
K(λ, ν)y(ν)x(µ) dν
acts on an interval C. Hereby the kernel K(λ, µ) and the functions x(λ), y(λ) are such that the
Fredholm determinant of this operator exists. Then
∫
C
x(ν)y(ν) dν − ∂
∂α

 det

I +K(λ, µ) + α ∫
C
K(λ, ν)y(ν)x(µ) dν


∣∣∣∣∣∣
α=0
=
∂
∂α
det
(
I +K(λ, µ) + αy(λ)x(µ)
)
. (A.6)
Proof. Assume first that det(I + K) 6= 0, i.e. that there exists the inverse operator
I −G = (I +K)−1. Then one can extract the determinant of the operator I +K:
∫
C
x(ν)y(ν) dν − ∂
∂α

 det

I +K(λ, µ) + α ∫
C
K(λ, ν)y(ν)x(µ) dν


∣∣∣∣∣∣
α=0
= det(I +K)

∫
C
x(ν)y(ν) dν − ∂
∂α

 det

I + α ∫
C
G(λ, ν)y(ν)x(µ) dν


∣∣∣∣∣∣
α=0
. (A.7)
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The operator
∫
C G(λ, ν)y(ν)x(µ) dν is a one-dimensional projector, hence,
det

I + α ∫
C
G(λ, ν)y(ν)x(µ) dν

 = 1 + α ∫
C
G(µ, ν)y(ν)x(µ) dν dµ. (A.8)
Substituting this into (A.7), we obtain
∫
C
x(ν)y(ν) dν − ∂
∂α

 det

I +K(λ, µ) + α ∫
C
K(λ, ν)y(ν)x(µ) dν


∣∣∣∣∣∣
α=0
= det(I +K)
∫
C
(
δ(ν − µ)−G(µ, ν)
)
y(ν)x(µ) dν dµ. (A.9)
In its turn the last equality is equivalent to
∫
C
x(ν)y(ν) dν − ∂
∂α

 det

I +K(λ, µ) + α ∫
C
K(λ, ν)y(ν)x(µ) dν


∣∣∣∣∣∣
α=0
= det(I +K)
∂
∂α
det

I + α ∫
C
(I −G)(λ, ν)y(ν)x(µ) dν dµ

 . (A.10)
Finally, transforming the product of the two determinants into a single one, we arrive at (A.6).
If det(I +K) = 0, we can consider the modified operator I + γK, where γ is some complex.
The Fredholm determinant det(I + γK) is an entire function of γ and, hence, it has a finite
number of isolated zeros in any closed domain of the complex plane. Thus, we can choose γ
such that det(I + γK) 6= 0, repeat all the transformations described above and continue the
result to the point γ = 1. Thus, the lemma is proved. 
It remains to observe that the structure of the determinant (A.5) coincides with the one of
(A.6) if we set K(λ, µ) = V (λ, µ) and
x(λ) = y(λ) =
ϕ
m−1
2 (λ)√
2π sinh(λ+ iπ4 )
. (A.11)
Thus, we arrive at (5.9).
B Asymptotic study of the product of Γ-functions
We need to compute the asymptotic behavior of the quantity
e−φN =
N∏
k=1
Γ2(k)
Γ(k − 12)Γ(k + 12)
(B.1)
21
where N →∞. Expanding φN into a Tailor series, we obtain
φN = 2
N∑
k=1
∞∑
n=1
1
(2n)!
(
1
2
)2n
ψ(2n−1)(k), (B.2)
where
ψ(2n−1)(z) =
d2n
dz2n
log Γ(z). (B.3)
The sum with respect to k in (B.2) can be computed using
N∑
k=1
ψ(s)(k) = Nψ(s)(N + 1) + s
(
ψ(s−1)(N + 1)− ψ(s−1)(1)
)
. (B.4)
Substituting this into (B.2), we obtain
φN = 2
∞∑
n=1
1
(2n)!
(
1
2
)2n [
Nψ(2n−1)(N + 1) + (2n − 1)
(
ψ(2n−2)(N + 1)− ψ(2n−2)(1)
)]
.
(B.5)
This series is absolutely convergent, and we can make an asymptotic estimate of each term
separately. To do this, let us present φN in the form
φN =
1
4
logN + S1 + S2, (B.6)
where
S1 =
1
4
(Nψ′(N + 1) + ψ(N + 1) +C− logN)− 2
∞∑
n=2
2n− 1
(2n)!
(
1
2
)2n
ψ(2n−2)(1). (B.7)
Here C = −ψ(1) is the Euler constant. The last term in (B.6) is
S2 = 2
∞∑
n=2
1
(2n)!
(
1
2
)2n [
Nψ(2n−1)(N + 1) + (2n − 1)ψ(2n−2)(N + 1)
]
. (B.8)
Recall also the asymptotic expansion for the logarithm of Γ-function
log Γ(z) = z log z−z−1
2
log z+
1
2
log(2π)+
n−1∑
k=1
B2k
2k(2k − 1)z2k−1+O(z
1−2n), |z| → ∞, (B.9)
where B2k are Bernoulli numbers. Using (B.9) one can easily see that at N → ∞ the term S1
has a finite limit, while S2 vanishes.
To compute the limiting value of S1, one can use for example the integral representation for
the derivatives of ψ(z):
ψ2n−1(z) =
∫ ∞
0
e−tzt2n−1
1− e−t dt, n ≥ 1, ℜ(z) > 0. (B.10)
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Then the series in (B.7) becomes the expansion of the exponent, and we obtain
S1 = −1
4
∫ ∞
0
dt
t
[
e−4t − 1
cosh2 t
]
, N →∞. (B.11)
This gives us constant the contribution to φN .
In order to find the corrections to this quantity, we need first to take into account the higher
order corrections to ψ′(N+1) and ψ(N+1) in S1 and then to take several terms from the series
S2. In particular, we find
φN =
1
4
logN − 1
4
∫ ∞
0
dt
t
[
e−4t − 1
cosh2 t
]
+
1
64N2
+O(N−4), N →∞. (B.12)
This formula can be directly applied for the computation of the asymptotic behavior of (6.15).
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