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WEIGHTED SPANNING TREES ON SOME SELF-SIMILAR GRAPHS
DANIELE D’ANGELI AND ALFREDO DONNO
Abstract. We compute the complexity of two infinite families of finite graphs: the Sierpin´ski graphs,
which are finite approximations of the well-known Sierpin´sky gasket, and the Schreier graphs of the
Hanoi Towers group H(3) acting on the rooted ternary tree. For both of them, we study the weighted
generating functions of the spanning trees, associated with several natural labellings of the edge sets.
1. Introduction
The enumeration of spanning trees in a finite graph is largely studied in the literature, and it has many
applications in several areas of Mathematics as Algebra, Combinatorics, Probability and of Theoretical
Computer Science.
Given a connected finite graph Y = (V (Y ), E(Y )), where V (Y ) and E(Y ) denote the vertex set and
the edge set of Y , respectively, a spanning tree of Y is a subgraph of Y which is a tree and whose vertex
set coincides with V (Y ).
The number of spanning trees of a graph Y is called the complexity of Y and is denoted by τ(Y ). The
famous Kirchhoff’s Matrix-Tree Theorem (1847) states that τ(Y ) is equal to (the constant value of) any
cofactor of the Laplace matrix of Y , which is obtained as the difference between the degree matrix of Y
and its adjacency matrix. Equivalently, τ(Y ) · |V (Y )| is given by the product of all nonzero eigenvalues
of the Laplace matrix of Y .
It is interesting to study complexity when the system grows. More precisely, given a sequence {Yn}n≥1
of finite graphs with complexity τ(Yn), such that |V (Yn)| → ∞, the limit
lim
|V (Yn)|→∞
log τ(Yn)
|V (Yn)|
,
when it exists, is called the asymptotic growth constant of the spanning trees of {Yn}n≥1 (see [13]).
A spanning k-forest of Y is a subgraph of Y which is a k-forest, i.e., it is a forest with k connected
components, and its vertex set coincides with V (Y ).
The enumeration of spanning subgraphs, in general, for a graph Y , is also strictly related to the Tutte
polynomial TY (x, y) of the graph: more precisely, it is known that TY (1, 1) equals the complexity of
Y , TY (2, 1) equals the number of spanning forests of Y , and TY (1, 2) is the number of its connected
spanning subgraphs (see [5, 9], where this analysis is developed for the finite Sierpin´ski graphs and for
other examples of finite graphs associated with the action of automorphisms groups of rooted regular
trees).
A finer invariant of the graph Y is a finite abelian group Φ(Y ), whose order is exactly the complexity
of Y . This group occurs in the literature under different names, depending on the context. It was
introduced in [1] as the Picard group of Y (or the Jacobian of Y ), whereas it is shown in [4] that the
Picard group is isomorphic to the group of critical configurations of the chip-firing game on Y . As any
finite abelian group, Φ(Y ) can be decomposed into direct sum of invariant factors. The dependence of
this decomposition on the properties of Y has been studied by several authors, (see, e.g., [12]), but not
much is known so far. Explicit computations have been performed for certain families of graphs.
In many optimization problems it is often useful to find a minimal spanning tree of a weighted graph.
Hence, it is interesting to study spanning trees when a weight function on E(Y ) is introduced. So let
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w : E(Y ) −→ R+ be a weight function defined on the edges of Y . Let T be the set of all spanning trees
of Y . With each spanning tree t ∈ T , we can associate the weight
W (t) :=
∏
e∈E(t)
w(e),
i.e., the product of the weights of the edges of Y belonging to E(t). Then, the weighted generating
function of the spanning trees of Y is the polynomial on the variables w(e), e ∈ E(Y ), given by
T (w) :=
∑
t∈T
W (t).
It follows from the definition that, when evaluated on the constant weight w ≡ 1, the generating function
yields the complexity of the graph, since in this case one has W (t) = 1, for each t ∈ T .
In this paper, we will study weighted spanning trees on two infinite families of finite graphs very close
to each other: the Sierpin´ski graphs, which are finite approximations of the famous Sierpin´ski gasket,
and the Schreier graphs of the Hanoi Towers group H(3), which is an example of a self-similar group (see
Definition 1.2 below).
We recall some basic facts about self-similar groups. Let Tq be the infinite regular rooted tree of degree
q, i.e., the rooted tree in which each vertex has q children. Each vertex of the n-th level of the tree can
be regarded as a word of length n in the alphabet X = {0, 1, . . . , q− 1}. Now let G < Aut(Tq) be a group
acting on Tq by automorphisms generated by a finite symmetric set of generators S. Suppose, moreover,
that the action is transitive on each level of the tree.
Definition 1.1. The n-th Schreier graph Σn of the action of G on Tq, with respect to the generating
set S, is a graph whose vertex set coincides with the set of vertices of the n-th level of the tree, and two
vertices u, v are adjacent if and only if there exists s ∈ S such that s(u) = v. If this is the case, the edge
joining u and v is labelled by s.
The vertices of Σn are labelled by words of length n in X and the edges are labelled by elements of S.
The Schreier graph is thus a regular graph of degree |S| with qn vertices, and it is connected since the
action of G is level-transitive.
Definition 1.2 ([14]). A finitely generated group G < Aut(Tq) is self-similar if, for all g ∈ G, x ∈ X,
there exist h ∈ G, y ∈ X such that
g(xw) = yh(w),
for all finite words w in the alphabet X.
Self-similarity implies that G can be embedded into the wreath product Sym(q) ≀ G = Sym(q) ⋉ Gq,
where Sym(q) denotes the symmetric group on q elements, so that any automorphism g ∈ G can be
represented as
g = α(g0, . . . , gq−1),
where α ∈ Sym(q) describes the action of g on the first level of Tq and gi ∈ G, i = 0, ..., q − 1, is the
restriction of g on the full subtree of Tq rooted at the vertex i of the first level of Tq (observe that any
such subtree is isomorphic to Tq). Hence, if x ∈ X and w is a finite word in X , we have
g(xw) = α(x)gx(w).
The class of self-similar groups contains many interesting examples of groups which have exotic prop-
erties: among them, we mention the first Grigorchuk group, which yields the simplest solution of the
Burnside problem (an infinite, finitely generated torsion group) and the first example of a group of in-
termediate growth (see [10] for a detailed account and further references). In the last decades, the study
of automorphisms groups of rooted trees has been largely investigated: R. Grigorchuk and a number
of coauthors have developed a new exciting direction of research focusing on finitely generated groups
acting by automorphisms on rooted trees [3]. They proved that these groups have deep connections with
the theory of profinite groups and with complex dynamics. In particular, for many examples of groups
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belonging to this class, the property of self-similarity is reflected on fractalness of some limit objects
associated with them [14].
Since the Schreier graphs are determined by group actions, their edges are naturally labelled by the
generators of the acting group and it takes sense to study weighted spanning trees on them, with respect
to this labelling.
The paper is structured as follows. In Section 2, we study weighted spanning trees on finite approxi-
mations of the well-known Sierpin´ski gasket, endowed with three different edge labellings:
• the “rotational-invariant”labelling, whose special symmetry allows to explicitly compute the gen-
erating function of the spanning trees (Theorem 2.2) and to perform a statistical analysis about
the number of edges, with a fixed label, occurring in a random spanning tree of the graph (Propo-
sition 4.1);
• the “directional”labelling, where the weights depend on the direction of the edges; for this model,
the weighted generating function of the spanning trees is described via the iteration of a polyno-
mial map (Theorem 2.8);
• the “Schreier”labelling, strictly related to the labelling of the Schreier graphs of the Hanoi Towers
group H(3); also in this case, the weighted generating function of the spanning trees is described
via the iteration of a polynomial map (Theorem 2.12).
In all these models we follow a combinatorial approach. The self-similar structure of the graph (in
the sense of [16]) allows to study both unweighted and weighted subgraphs recursively. More precisely,
we introduce three different generating functions associated with spanning trees, 2-spanning forests, 3-
spanning forests and, using self-similarity, we are able to establish recursive relations (Theorems 2.1, 2.6
and 2.10) and to give an explicit description of them (Theorems 2.2, 2.8 and 2.12). More generally, the
self-similar structure of a graph turns out to be a powerful tool for investigating many combinatorial and
statistical models on it: see, for instance, [7, 8, 15, 16, 17].
In Section 3, we consider the Schreier graphs of the Hanoi Towers group H(3), whose action on the
ternary tree models the famous Hanoi Towers game on three pegs (see [11]), endowed with the natural
edge labelling coming from the action of its generators. Even if these graphs also have a self-similar
structure, the combinatorial approach used in the case of the Sierpin´ski graphs seems to be much harder
here. Therefore, our technique consists in using a weighted version of the Kirchhoff’s Theorem: we
construct the Laplace matrix by using the self-similar presentation of the generators of the group, which
is impossible in the case of Sierpin´ski graphs, where there is no group structure. In this case, the
generating function is described in terms of iterations of a rational map (Theorem 3.5): this kind of
approach already appears in [2, 11] (see also [8], where we use the same strategy to compute the partition
function of the dimer model on the Schreier graphs of the Hanoi Towers group).
2. Spanning trees on the Sierpin´ski graphs
The problem of enumeration of spanning trees in Sierpin´ski graphs was largely treated in literature
(see, for instance, [6, 15]). We consider here three different labellings of the edges of these graphs and
write down the associated generating function of the spanning trees. In all the models, the self-similarity
of the graphs plays a crucial role to study the problem recursively. The description of the generating
function strongly depends on the symmetry of the labelling of the graph: as we will see, in the first model
that we consider, which is invariant under rotation, we are able to give an explicit formula for it; in the
two remaining models, where we do not have invariance under the action of any symmetry group, the
generating function is described via the iteration of two polynomial maps.
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2.1. First model: “Rotational-invariant”labelling. Let Γ1 be the graph in the following picture.
Γ1
•
•
• • •
•✔
✔
✔a
✔
✔
✔b
a b
❚
❚
❚
a
❚
❚
❚
b
c
❚
❚
❚
c
✔
✔
✔c
For each n ≥ 1, we define, by recurrence, the graph Γn+1 as the graph obtained by partitioning an
equilateral triangle in four smaller equilateral triangles and by putting in each corner a copy of Γn.
Observe that this labelling of the graph is invariant with respect to the rotation of 2pi3 . We represent in
the following picture the graph Γ2.
Γ2
•
•
•
•
• • • • •
•
•
•
•
• •
✔
✔
✔b
✔
✔
✔a
✔
✔
✔b
✔
✔
✔a ❚❚
❚
b
❚
❚
❚
a
❚
❚
❚
b
❚
❚
❚
a
baba
c
a b
c c
❚
❚
❚
c
✔
✔
✔c
❚
❚
❚
b
❚
❚
❚
a❚❚
❚
c
✔
✔
✔a
✔
✔
✔b
✔
✔
✔c
✔
✔
✔c ❚❚
❚
c
We want to study weighted spanning trees on the graphs {Γn}n≥1. For each n ≥ 1, we put:
• Tn(a, b, c) = weighted generating function of the spanning trees of Γn;
• Sn(a, b, c) = weighted generating function of the spanning 2-forests of Γn, where two fixed outmost
vertices belong to the same connected component and the third outmost vertex belongs to the
second connected component;
• Qn(a, b, c) = weighted generating function of the spanning 3-forests of Γn, where the three out-
most vertices belong to three different connected components.
Observe that, because of the rotational invariance of the labelling of the graph, the function Sn(a, b, c)
does not depend on the choice of the two outmost vertices. In what follows, we will often omit the
argument (a, b, c) of the weighted generating functions.
Theorem 2.1. For each n ≥ 1, the weighted generating functions Tn(a, b, c), Sn(a, b, c) and Qn(a, b, c)
satisfy the following equations:
Tn+1 = 6T
2
nSn(1)
Sn+1 = 7TnS
2
n + T
2
nQn(2)
Qn+1 = 12TnSnQn + 14S
3
n,(3)
with initial conditions
T1(a, b, c) = 3(a+ b)(ab+ ac+ bc)
2
S1(a, b, c) = (a+ b)(a+ b+ 3c)(ab+ ac+ bc) Q1(a, b, c) = (a+ b)(a+ b+ 3c)
2.
Proof. The graph Γn+1 can be represented as a triangle containing three copies of Γn.
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Γn+1 Γn
Γn Γn
•
•
• • •
•
❚
❚
❚ ✔
✔
✔
✔
✔
✔
❚
❚
❚✔
✔
✔
❚
❚
❚
We will use the pictures
•
• •
•
• •
•
• •
✔
✔
✔ ❚
❚
❚ ✔
✔
✔ ❚
❚
❚ ✔
✔
✔ ❚
❚
❚
to denote, respectively, the case where in a copy of Γn:
• the three outmost vertices are in the same connected component;
• two outmost vertices are in the same connected component and the third one is in a different
connected component;
• the outmost vertices are in three different connected components.
The only way to construct a spanning tree of Γn+1 is to choose a spanning tree in two copies of Γn and
a spanning 2-forest in the third one, as in the following picture.
❆
•
•
• • •
•
❚
❚ ✔
✔
✔
✔
❚
❚✔
✔
❚
❚
This argument proves Equation (1), where the factor 6 is given by symmetry (we have to take into
account both reflections and rotations).
Next, we are going to prove Equation (2) (we analyze, for instance, the case where the leftmost and
the rightmost vertices are in the same connected component). Consider the two following pictures.
❆
•
•
• • •
•
❚
❚ ✔
✔
✔
✔
❚
❚✔
✔
❚
❚
•
•
• • •
•
❚
❚ ✔
✔
✔
✔
❚
❚✔
✔
❚
❚
These possibilities, together with their symmetric, obtained by reflecting with respect to the vertical axis,
give a contribution to Sn+1 equal to 4TnS
2
n. Consider now the two following configurations.
•
•
• • •
•
❚
❚ ✔
✔
✔
✔
❚
❚✔
✔
❚
❚
•
•
• • •
•
❚
❚ ✔
✔
✔
✔
❚
❚✔
✔
❚
❚
Since the picture on the left has to be considered together with its symmetric, we get a contribution to
Sn+1 equal to 3TnS
2
n. Finally, the contribution T
2
nQn is described by the following picture.
•
•
• • •
•
❚
❚ ✔
✔
✔
✔
❚
❚✔
✔
❚
❚
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This proves Equation (2).
We have now to prove Equation (3) about Qn+1. Consider the following situations.
•
•
• • •
•
❚
❚ ✔
✔
✔
✔
❚
❚✔
✔
❚
❚
•
•
• • •
•
❚
❚ ✔
✔
✔
✔
❚
❚✔
✔
❚
❚
They provide, by symmetry, a contribution equal to 12TnSnQn. The following pictures give, by symmetry,
a contribution of 12S3n to Qn+1.
☞☞ ▲▲
•
•
• • •
•
❚
❚ ✔
✔
✔
✔
❚
❚✔
✔
❚
❚
•
•
• • •
•
❚
❚ ✔
✔
✔
✔
❚
❚✔
✔
❚
❚
Finally, the following two pictures give a contribution of 2S3n to Qn+1.
❇❇ ✂✂
☞☞ ▲▲
•
•
• • •
•
❚
❚ ✔
✔
✔
✔
❚
❚✔
✔
❚
❚
•
•
• • •
•
❚
❚ ✔
✔
✔
✔
❚
❚✔
✔
❚
❚
This completes the proof. 
Theorem 2.2. For each n ≥ 1, the weighted generating functions Tn(a, b, c), Sn(a, b, c) and Qn(a, b, c)
satisfying Equations (1), (2) and (3), with the initial conditions given in Theorem 2.1, are:
Tn(a, b, c) = 2
3n−1−1
2 3
3n+2n−1
4 5
3n−1−2n+1
4 (a+ b)3
n−1
(a+ b+ 3c)
3n−1−1
2 (ab+ ac+ bc)
3n+1
2 ;
Sn(a, b, c) = 2
3n−1−1
2 3
3n−2n−1
4 5
3n−1+2n−3
4 (a+ b)3
n−1
(a+ b+ 3c)
3n−1+1
2 (ab+ ac+ bc)
3n−1
2 ;
Qn(a, b, c) = 2
3n−1−1
2 3
3n−6n+3
4 5
3n−1+6n−7
4 (a+ b)3
n−1
(a+ b+ 3c)
3n−1+3
2 (ab+ ac+ bc)
3n−3
2 .
Proof. The proof is by induction on n. It is easy to verify that, for n = 1, one gets the initial conditions
given in Theorem 2.1. Then, one can check that the functions given in the claim satisfy Equations (1),
(2) and (3). We omit here the explicit computations. 
It follows that Tn(1, 1, 1) = τ(Γn); similarly, s(Γn) := Sn(1, 1, 1) is the number of spanning 2-forests of
Γn, where two fixed outmost vertices belong to the same connected component and the third outmost
vertex belongs to the second connected component; q(Γn) := Qn(1, 1, 1) is the number of spanning
3-forests of Γn, where the three outmost vertices belong to three different connected components.
Corollary 2.3. For each n ≥ 1, one has:
(1) τ(Γn) = 2
3n−1
2 3
3n+1+2n+1
4 5
3n−2n−1
4 ;
(2) s(Γn) = 2
3n−1
2 3
3n+1−2n−3
4 5
3n+2n−1
4 ;
(3) q(Γn) = 2
3n−1
2 3
3n+1−6n−3
4 5
3n+6n−1
4 .
In particular, the asymptotic growth constant of the spanning trees of Γn is
1
3 log 2 +
1
2 log 3 +
1
6 log 5.
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Proof. It suffices to evaluate the weighted generating functions described in Theorem 2.2 for a = b = c =
1. The asymptotic growth constant is then obtained as the limit
lim
n→∞
log(τ(Γn))
|V (Γn)|
,
where |V (Γn)| =
3
2 (3
n + 1) is the number of vertices of Γn, for each n ≥ 1. 
Remark 2.4. The same values of the complexity and of the asymptotic growth constant have been found
in [6] and [15], where the authors study unweighted spanning trees of Γn.
2.2. Second model: “directional”labelling. Consider now a new sequence of graphs {Γn}n≥1, which
coincide, as unweighted graphs, with the graphs studied in Section 2.1, and whose edges are endowed
with a new labelling, that we call directional labelling. It is clear that an edge of Γn can point in three
different directions: up (from left to right), down (from left to right) or horizontal. Then, we label by
a each edge pointing up, by b each horizontal edge, and by c each edge pointing down, where, as usual,
a, b, c ∈ R+. Here we draw the three first examples.
Γ1 Γ2
•
• •
•
•
• • •
•
✔
✔
✔a
b
❚
❚
❚
c
✔
✔
✔a
✔
✔
✔a
b b
❚
❚
❚
c
❚
❚
❚
c
b❚
❚
❚
c
✔
✔
✔a
Γ3
•
•
•
•
• • • • •
•
•
•
•
• •
✔
✔
✔a
✔
✔
✔a
✔
✔
✔a
✔
✔
✔a ❚❚
❚
c
❚
❚
❚
c
❚
❚
❚
c
❚
❚
❚
c
bbbb
b
b b
b b
❚
❚
❚
c
✔
✔
✔a
❚
❚
❚
c
❚
❚
❚
c❚❚
❚
c
✔
✔
✔a
✔
✔
✔a
✔
✔
✔a
✔
✔
✔a ❚❚
❚
c
Remark 2.5. Observe that the indices are now shifted by 1 with respect to the case of the rotational-
invariant labelling considered in Section 2.1: the reason is that a rotational-invariant labelling using three
labels a, b and c cannot be defined on a simple triangle.
In this section, we study the weighted spanning trees of the graph Γn endowed with the directional
labelling. For each n ≥ 1, we put:
• Tn(a, b, c) = weighted generating function of the spanning trees of Γn;
• Un(a, b, c) = weighted generating function of the spanning 2-forests of Γn, where the leftmost and
the rightmost vertices belong to the same connected component, and the upmost vertex belongs
to the second connected component. Similarly, by rotation, we define Rn(a, b, c) (respectively
Ln(a, b, c)) for the spanning 2-forests of Γn, where the rightmost (respectively leftmost) vertex is
not in the same connected component containing the two other outmost vertices;
• Qn(a, b, c) = weighted generating function of the spanning 3-forests of Γn, where the three out-
most vertices belong to three different connected components.
Observe that, in this model, we need to introduce three different functions Un(a, b, c), Rn(a, b, c) and
Ln(a, b, c), since the edge labelling is not invariant with respect to a rotation of
2pi
3 as in the previous
case. On the other hand it is clear that, for each n ≥ 1, one has Un(1, 1, 1) = Rn(1, 1, 1) = Ln(1, 1, 1)
and this common value is equal to Sn−1(1, 1, 1), where Sn(a, b, c) is the generating function introduced
in Section 2.1. In what follows, we will often omit the argument (a, b, c) of the generating functions.
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Theorem 2.6. For each n ≥ 1, the weighted generating functions Tn(a, b, c), Un(a, b, c), Rn(a, b, c),
Ln(a, b, c) and Qn(a, b, c) satisfy the following equations:
Tn+1 = 2T
2
n(Un +Rn + Ln)(4)
Un+1 = TnUn(2Rn + 2Ln + 3Un) + T
2
nQn(5)
Rn+1 = TnRn(2Ln + 2Un + 3Rn) + T
2
nQn(6)
Ln+1 = TnLn(2Rn + 2Un + 3Ln) + T
2
nQn(7)
Qn+1 = 4TnQn(Un +Rn + Ln)(8)
+ 2
(
U2n(Rn + Ln) +R
2
n(Ln + Un) + L
2
n(Rn + Un)
)
+ 2UnRnLn,
with initial conditions
T1(a, b, c) = ab+ ac+ bc U1(a, b, c) = b R1(a, b, c) = a L1(a, b, c) = c Q1(a, b, c) = 1.
Proof. It is easy to check that the initial conditions hold. Then, the proof of each recursive equation
follows the same strategy as in Theorem 2.1. 
Remark 2.7. Observe that, by replacing Un, Rn and Ln with Sn, one finds again the equations given
for the rotational-invariant model in Theorem 2.1.
In order to get explicit solutions of the equations given in Theorem 2.6, we put
φ1(a, b, c) = ab+ ac+ bc φ2(a, b, c) = a+ b+ c
f(a, b, c) = 3a2b+ 3ab2 + 3a2c+ 3ac2 + 3b2c+ 3bc2 + 7abc
and let us define the function F : R3 −→ R3 as F (x, y, z) = (F1(x, y, z), F2(x, y, z), F3(x, y, z)), where
F1(x, y, z) = 3x
2+3xz+3xy+yz F2(x, y, z) = 3y
2+3xy+3yz+xz F3(x, y, z) = 3z
2+3xz+3yz+xy.
Moreover, we denote by F
(k)
i (a, b, c) the i-th coordinate of the vector F
(k) = F (. . . F (F (a, b, c))), where
the function F is iterated k times. Note that F
(1)
i (a, b, c) = Fi(a, b, c), for each i = 1, 2, 3.
Finally, for each k ≥ 3, put φk(a, b, c) = φk−1(F1(a, b, c), F2(a, b, c), F3(a, b, c)), so that
φk(a, b, c) = φ2
(
F (k−2)(a, b, c)
)
.
Theorem 2.8. The weighted generating functions Tn(a, b, c), Un(a, b, c), Rn(a, b, c), Ln(a, b, c) and
Qn(a, b, c) satisfying Equations (4), (5), (6), (7) and (8), with the initial conditions given in Theorem
2.6, are:
Tn(a, b, c) = 2
3n+6n−9
12
n∏
k=1
φ
3n−k+1+3
6
k (a, b, c), for each n ≥ 1;
Un(a, b, c) = 2
3n−6n+3
12
n−1∏
k=1
φ
3n−k+1−3
6
k (a, b, c)F
(n−1)
2 (a, b, c), for each n ≥ 2;
Rn(a, b, c) = 2
3n−6n+3
12
n−1∏
k=1
φ
3n−k+1−3
6
k (a, b, c)F
(n−1)
1 (a, b, c), for each n ≥ 2;
Ln(a, b, c) = 2
3n−6n+3
12
n−1∏
k=1
φ
3n−k+1−3
6
k (a, b, c)F
(n−1)
3 (a, b, c), for each n ≥ 2;
Qn(a, b, c) = 2
3n−18n+39
12
n−2∏
k=1
φ
3n−k+1−9
6
k (a, b, c)f
(
F (n−2)(a, b, c)
)
for each n ≥ 3,
with U1(a, b, c) = b, R1(a, b, c) = a, L1(a, b, c) = c, Q1(a, b, c) = 1 and Q2(a, b, c) = 2f(a, b, c).
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Proof. The proof works by induction on n. One can directly find:
U2(a, b, c) = φ1(a, b, c)F2(a, b, c) R2(a, b, c) = φ1(a, b, c)F1(a, b, c) L2(a, b, c) = φ1(a, b, c)F3(a, b, c)
T1(a, b, c) = φ1(a, b, c) Q3(a, b, c) = 2φ
3
1(a, b, c)f(F1(a, b, c), F2(a, b, c), F3(a, b, c)),
and so the basis of induction holds. We only prove the assertion for Tn(a, b, c), by showing that Equation
(4) is satisfied (the computations in the other cases are similar but more complicated). One has:
2T 2n(Un +Rn + Ln) = 2 · 2
3n+6n−9
6
n∏
k=1
φ
3n−k+1+3
3
k (a, b, c) · 2
3n−6n+3
12
n−1∏
k=1
φ
3n−k+1−3
6
k (a, b, c)
·
(
F
(n−1)
2 (a, b, c) + F
(n−1)
1 (a, b, c) + F
(n−1)
3 (a, b, c)
)
= 2
3n+1+6n−3
12
n∏
k=1
φ
3n−k+2+3
6
k (a, b, c)
·
(
F
(n−1)
2 (a, b, c) + F
(n−1)
1 (a, b, c) + F
(n−1)
3 (a, b, c)
)
= 2
3n+1+6n−3
12
n∏
k=1
φ
3n−k+2+3
6
k (a, b, c)φ2
(
F (n−1)(a, b, c)
)
= 2
3n+1+6n−3
12
n+1∏
k=1
φ
3n−k+2+3
6
k (a, b, c) = Tn+1.

2.3. Third model: the “Schreier”labelling. Consider the graph Γ1 in the picture below and define
by recurrence, for each n ≥ 1, the graph Γn+1 as constituted by the union of three copies of Γn in the
following way: for each one of the outmost vertices of Γn+1, the corresponding copy is given by the graph
Γn, reflected with respect to the bisectrix of the corresponding angle.
Γ1 Γ2
•
• •
•
•
• • •
•
✔
✔
✔a
b
❚
❚
❚
c
✔
✔
✔c
✔
✔
✔b
a c
❚
❚
❚
b
❚
❚
❚
a
b❚
❚
❚
c
✔
✔
✔a
Γ3
•
•
•
•
• • • • •
•
•
•
•
• •
✔
✔
✔a
✔
✔
✔c
✔
✔
✔b
✔
✔
✔a ❚❚
❚
c
❚
❚
❚
b
❚
❚
❚
a
❚
❚
❚
c
bacb
b
c a
a c
❚
❚
❚
a
✔
✔
✔c
❚
❚
❚
b
❚
❚
❚
a❚❚
❚
c
✔
✔
✔b
✔
✔
✔c
✔
✔
✔a
✔
✔
✔b ❚❚
❚
b
Remark 2.9. For each n ≥ 1, the graph Γn coincides with the graph obtained from the Schreier graph
Σn of the Hanoi Towers Group H
(3) by deleting the three loops and by contracting all the edges joining
two different elementary triangles, keeping the labels in Σn on the remaining edges. (See Section 3.1.)
Define the generating functions Tn(a, b, c), Un(a, b, c), Rn(a, b, c), Ln(a, b, c) and Qn(a, b, c) to have the
same meaning as in the case of the directional labelling (Section 2.2). In what follows, we will often omit
the argument (a, b, c) of the generating functions.
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Theorem 2.10. For each n ≥ 1, the weighted generating functions Tn(a, b, c), Un(a, b, c), Rn(a, b, c),
Ln(a, b, c) and Qn(a, b, c) satisfy the following equations:
Tn+1 = 2T
2
n (Un +Rn + Ln)(9)
Un+1 = Tn
(
3LnRn + UnRn + UnLn + 2U
2
n
)
+ T 2nQn(10)
Rn+1 = Tn
(
3UnLn + UnRn +RnLn + 2R
2
n
)
+ T 2nQn(11)
Ln+1 = Tn
(
3UnRn + LnUn +RnLn + 2L
2
n
)
+ T 2nQn(12)
Qn+1 = 4TnQn (Un +Rn + Ln)(13)
+ 2
(
U2n(Ln +Rn) +R
2
n(Un + Ln) + L
2
n(Rn + Un)
)
+ 2UnRnLn,
with initial conditions
T1(a, b, c) = ab+ ac+ bc U1(a, b, c) = b R1(a, b, c) = a L1(a, b, c) = c Q1(a, b, c) = 1.
Proof. It is easy to check that the initial conditions hold. Then, the proof of each recursive equation
follows the same strategy as in Theorem 2.1. 
Remark 2.11. Observe that, by replacing Un, Rn and Ln with Sn, one finds again the equations obtained
for the rotational-invariant model in Theorem 2.1.
Put
ψ1(a, b, c) = ab+ ac+ bc ψ2(a, b, c) = a+ b+ c
g(a, b, c) = 3a2b+ 3ab2 + 3a2c+ 3ac2 + 3b2c+ 3bc2 + 7abc
and let us define the function G : R3 −→ R3 as G(x, y, z) = (G1(x, y, z), G2(x, y, z), G3(x, y, z)), where
G1(x, y, z) = x
2+2yz+xy+xz G2(x, y, z) = y
2+2xz+xy+ yz G3(x, y, z) = z
2+2xy+xz+ yz.
Finally, for each k ≥ 3, put ψk(a, b, c) = ψk−1(G1(a, b, c), G2(a, b, c), G3(a, b, c)), so that
ψk(a, b, c) = ψ2
(
G(k−2)(a, b, c)
)
.
Theorem 2.12. The weighted generating functions Tn(a, b, c), Un(a, b, c), Rn(a, b, c), Ln(a, b, c) and
Qn(a, b, c) satisfying Equations (9), (10), (11), (12) and (13), with the initial conditions given in Theorem
2.10, are:
Tn(a, b, c) = 2
3n−1−1
2
n∏
k=1
ψ
3n−k+1
2
k (a, b, c) for each n ≥ 1;
Un(a, b, c) = 2
3n−1−1
2
n−1∏
k=1
ψ
3n−k−1
2
k (a, b, c)G
(n−1)
2 (a, b, c) for each n ≥ 2;
Rn(a, b, c) = 2
3n−1−1
2
n−1∏
k=1
ψ
3n−k−1
2
k (a, b, c)G
(n−1)
1 (a, b, c) for each n ≥ 2;
Ln(a, b, c) = 2
3n−1−1
2
n−1∏
k=1
ψ
3n−k−1
2
k (a, b, c)G
(n−1)
3 (a, b, c) for each n ≥ 2;
Qn(a, b, c) = 2
3n−1−1
2
n−2∏
k=1
ψ
3n−k−3
2
k (a, b, c)g
(
G(n−2)(a, b, c)
)
for each n ≥ 3,
with U1(a, b, c) = b, R1(a, b, c) = a, L1(a, b, c) = c, Q1(a, b, c) = 1 and Q2(a, b, c) = 2g(a, b, c).
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Proof. The proof is by induction on n. One can directly find:
U2(a, b, c) = 2ψ1(a, b, c)G2(a, b, c) R2(a, b, c) = 2ψ1(a, b, c)G1(a, b, c) L2(a, b, c) = 2ψ1(a, b, c)G3(a, b, c)
T1(a, b, c) = ψ1(a, b, c) Q3(a, b, c) = 2
4ψ31(a, b, c)g(G1(a, b, c), G2(a, b, c), G3(a, b, c)),
and so the basis on the induction holds. We only prove the assertion for Tn(a, b, c), by showing that
Equation (9) is satisfied (the computations in the other cases are similar but more complicated). One
has:
2T 2n(Un +Rn + Ln) = 2 · 2
3n−1−1
n∏
k=1
ψ3
n−k+1
k (a, b, c) · 2
3n−1−1
2
n−1∏
k=1
ψ
3n−k−1
2
k (a, b, c)
· (G
(n−1)
2 (a, b, c) +G
(n−1)
1 (a, b, c) +G
(n−1)
3 (a, b, c))
= 2
3n−1
2
n∏
k=1
ψ
3n−k+1+1
2
k (a, b, c)ψ2(G
(n−1)(a, b, c))
= 2
3n−1
2
n+1∏
k=1
ψ
3n−k+1+1
2
k (a, b, c) = Tn+1.

Remark 2.13. Note that the function g(a, b, c) coincides with the function f(a, b, c), introduced in
Section 2.2. However, the functions G(x, y, z) and F (x, y, z) do not coincide, which implies that the
functions ψi(a, b, c) and φi(a, b, c), factorizing the weighted generating functions of the spanning trees in
the directional model and in the Schreier model, are different.
3. Spanning trees on the Schreier graphs of the Hanoi Towers group
In this section, we study spanning trees on the Schreier graphs of the Hanoi Towers group H(3), which
are very similar to the Sierpin´ski graphs studied in the previous sections. We start with a combinatorial
recursive approach as in Section 2, but this leads us to some equations that we can explicitly solve only in
the unweighted case. Hence, in order to compute the weighted generating function, we follow a different
approach: we use the self-similar presentation of the generators of the group to write the adjacency
matrix of the graphs. Therefore, we are able to write the associated Laplace matrix and then we get the
weighted generating function of the spanning trees by using a weighted version of Kirchhoff’s Matrix-Tree
Theorem. The self-similarity of the group is the key property that we use.
3.1. The Schreier graphs of the Hanoi Towers group. Recall that the Hanoi Towers group H(3) is
generated by the automorphisms of the ternary rooted tree having the following self-similar form:
a = (01)(id, id, a) b = (02)(id, b, id) c = (12)(c, id, id),
where (01), (02) and (12) are elements of the symmetric group Sym(3), acting on the set X = {0, 1, 2}.
Observe that a, b, c are involutions. The associated Schreier graphs are self-similar in the sense of [16],
that is, Σn+1 contains three copies of Σn glued together by three edges, that we call “exceptional”. By
Definition 1.1, each vertex of Σn corresponds to a word of length n in the alphabet X . The graphs
{Σn}n≥1 can be recursively constructed via the following substitutional rules [11].
00u
20u
21u
11u
01u
02u
22u12u10u
0u 2u
1u
=⇒Rule I
•
•
•
•
•
•
•••✔
✔
✔b
✔
✔
✔a
✔
✔
✔c ❚❚
❚
a
b ❚
❚
❚
c
❚
❚
❚
b❚❚
❚
c
✔
✔
✔a
ba c
• •
•
b
❚
❚
❚
❚
c
✔
✔
✔
✔
a
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00u
10u
12u
22u
02u
01u
11u21u20u
0u 1u
2u
=⇒Rule II
•
•
•
•
•
•
•••✔
✔
✔a
✔
✔
✔b
✔
✔
✔c ❚❚
❚
b
a
❚
❚
❚
c
❚
❚
❚
a❚❚
❚
c
✔
✔
✔b
ab c
• •
•
a
❚
❚
❚
❚
c
✔
✔
✔
✔
b
0u
0v 00v
00u
1v
1u
11v
11u
2v
2u
22v
22u
=⇒ =⇒ =⇒Rule III Rule IV Rule V
• • • • • •
• • • • • •
c c b b a a
Notice that the word u in Rules I and II can also be empty and the words u and v in Rules III, IV, V
can also satisfy u = v (in this case we get the three loops of Σn). The starting point of this recursive
construction is the Schreier graph Σ1 of the first level. We also draw a picture of Σ2.
0 2
1Σ1
• •
•
b
❚
❚
❚
❚
c
✔
✔
✔
✔
a
a
b
c
00
20
21
11
01
02
221210
Σ2
•
•
•
•
•
•
•••✔
✔
✔b
✔
✔
✔a
✔
✔
✔c ❚❚
❚
a
b ❚
❚
❚
c
❚
❚
❚
b❚❚
❚
c
✔
✔
✔a
ba c
c
b
a
For each n ≥ 1, the graph Σn+1 can be also obtained in the following recursive way: we take the union
of three copies of Σn and, for each one of the outmost vertices of Σn+1, the corresponding copy is reflected
with respect to the bisectrix of the corresponding angle.
Remark 3.1. Observe that, for each n ≥ 1, the graph Σn has three loops, centered at the vertices
0n, 1n and 2n, labelled by c, b and a, respectively. This is an easy consequence of the definition of the
generators a, b and c of H(3). Moreover, these are the only loops in Σn. However, in what follows, we will
be studying spanning trees on the Schreier graphs Σn without loops, since a spanning tree of Σn cannot
contain any loop. By abuse of notation, we still denote by Σn the graph without loops.
3.2. Computation of the complexity. For each n ≥ 1, let Tn(a, b, c), Un(a, b, c), Rn(a, b, c), Ln(a, b, c)
and Qn(a, b, c) be the generating functions having the same meaning as in Section 2. In what follows, we
will often omit the argument (a, b, c) in the generating functions.
Theorem 3.2. For each n ≥ 1, the weighted generating functions Tn(a, b, c), Un(a, b, c), Rn(a, b, c),
Ln(a, b, c) and Qn(a, b, c) satisfy the following equations:
Tn+1 = T
3
n(ab+ ac+ bc) + 2abcT
2
n(Un +Rn + Ln)(14)
Un+1 = bT
3
n + T
2
n ((ab+ ac+ bc)Un + 2b(aRn + cLn))(15)
+ abcTn (3RnLn + Un(Ln +Rn + 2Un)) + abcT
2
nQn
Rn+1 = aT
3
n + T
2
n((ab + ac+ bc)Rn + 2a(bUn + cLn))(16)
+ abcTn(3UnLn +Rn(Ln + Un + 2Rn)) + abcT
2
nQn
Ln+1 = cT
3
n + T
2
n((ab+ ac+ bc)Ln + 2c(aRn + bUn))(17)
+ abcTn(3RnUn + Ln(Un +Rn + 2Ln)) + abcT
2
nQn
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Qn+1 = 4abcTnQn(Un +Rn + Ln)(18)
+ T 2n((2b+ a+ c)Un + (2a+ b+ c)Rn + (2c+ a+ b)Ln)
+ T 2nQn(ab+ ac+ bc) + T
3
n
+ 2abc
(
U2n(Rn + Ln) +R
2
n(Un + Ln) + L
2
n(Un +Rn) + UnRnLn
)
+ 2Tn (UnRn(ac+ bc+ 2ab) + UnLn(ab+ ac+ 2bc) +RnLn(ab+ bc+ 2ac)
+ bU2n(a+ c) + aR
2
n(b+ c) + cL
2
n(a+ b)
)
,
with initial conditions
T1(a, b, c) = ab+ ac+ bc U1(a, b, c) = b R1(a, b, c) = a L1(a, b, c) = c Q1(a, b, c) = 1.
Proof. The graph Σn+1 can be represented as
Σn+1
1 2
3
a c
b•
•
•
•
•
•
•••
❚
❚
❚
✔
✔
✔
✔
✔
✔
✔
✔
✔ ❚
❚
❚
✔
✔
✔
❚
❚
❚
❚
❚
❚
where the triangles 1, 2 and 3 represent subgraphs of Σn+1 isomorphic to the graph Σn. The edges
labelled by a, b and c in the picture above are the exceptional edges joining the different copies of Σn. In
the pictures of this proof we will use the same conventions as in Theorem 2.1.
Now, a spanning tree of Σn+1 can be obtained by choosing a spanning tree for each one of the triangles
1, 2 and 3, and omitting one of the edges a, b and c in order to have no cycle. This gives the contribution
T 3n(ab+ ac+ bc) to Tn+1. A spanning tree of Σn+1 can also be obtained by choosing a spanning tree for
two of the triangles 1, 2 and 3, and a 2-forest in the third triangle. This time, we do not need to omit
any one of edges a, b and c (see the picture below).
▲
•
•
•
•
•
•
•••
❚
❚ ✔
✔
✔
✔
✔
✔
✔
✔❚
❚
❚
❚
❚
❚
This situation corresponds to the contribution 2abcT 2n(Un+Rn+Ln) to Tn+1 and Equation (14) is proven.
We want to prove Equation (15). The two following pictures show that a spanning 2-forest of type
Un+1 can be obtained starting from three spanning trees of level n (in this case we omit two exceptional
edges), but also by taking two spanning trees in two copies of Σn and a spanning 2-forest of type Un in
the third one (by omitting one of the three exceptional edges).
❜ ✧
•
•
•
•
•
•
•••
❚
❚ ✔
✔
✔
✔
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ •
•
•
•
•
•
•••
✔
✔ ❚
❚
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ ✔
✔
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More precisely, the first picture corresponds to a contribution equal to bT 3n , the second one to the
contribution T 2nUn(ab+ ac+ bc) to Un+1. Consider now the following pictures.
❇❇
•
•
•
•
•
•
•••
❚
❚ ✔
✔
✔
✔
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ •
•
•
•
•
•
•••
✔
✔ ❚
❚
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ ✔
✔
These configurations, together with their symmetric ones obtained by reflecting with respect to the
vertical axis, give a contribution to Un+1 equal to 2bT
2
n(aRn + cLn). Consider now the two following
pictures.
▲
•
•
•
•
•
•
•••
❚
❚ ✔
✔
✔
✔
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ •
•
•
•
•
•
•••
✔
✔ ❚
❚
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ ✔
✔
The left picture, together with its symmetric, gives the contribution 2abcTnRnLn; the right one, together
with its symmetric, gives the contribution abcTnUn(Rn+Ln). Consider now the two following situations.
☞
☞•
•
•
•
•
•
•••
❚
❚ ✔
✔
✔
✔
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ •
•
•
•
•
•
•••
✔
✔ ❚
❚
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ ✔
✔
The picture on the left, together with its symmetric, gives a contribution equal to 2abcTnU
2
n to Un+1.
The picture on the right contributes by the summand abcTnRnLn. Finally, the contribution abcT
2
nQn is
described by the following picture.
•
•
•
•
•
•
•••
❚
❚ ✔
✔
✔
✔
✔
✔
✔
✔❚
❚
❚
❚
❚
❚
So we have proven Equation (15) about Un+1. Equations (16) and (17) can be proven in a similar way.
We want to prove now Equation (18) about Qn+1. Consider the following pictures.
❭•
•
•
•
•
•
•••
❚
❚ ✔
✔
✔
✔
✔
✔
✔
✔❚
❚
❚
❚
❚
❚
✜•
•
•
•
•
•
•••
✔
✔ ❚
❚
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ ✔
✔
They provide, by symmetry, a contribution equal to 4abcTnQn(Un + Rn + Ln). Next, consider the
following cases.
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•
•
•
•
•
•
•••
❚
❚ ✔
✔
✔
✔
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ •
•
•
•
•
•
•••
✔
✔ ❚
❚
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ ✔
✔
The picture on the left gives, by symmetry, a contribution equal to 2T 2n(bUn + aRn + cLn). The picture
on the right gives T 2n((a+ c)Un + (b + c)Rn + (a+ b)Ln). Now consider the following cases.
•
•
•
•
•
•
•••
❚
❚ ✔
✔
✔
✔
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ •
•
•
•
•
•
•••
✔
✔ ❚
❚
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ ✔
✔
The picture on the left gives the contribution T 3n to Qn+1, the picture on the right contributes by
T 2nQn(ab+ ac+ bc). Consider the following pictures.
✔
✔•
•
•
•
•
•
•••
❚
❚ ✔
✔
✔
✔
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ ❚
❚•
•
•
•
•
•
•••
❚
❚ ✔
✔
✔
✔
✔
✔
✔
✔❚
❚
❚
❚
❚
❚
By symmetry, each one of the pictures above gives to Qn+1 a contribution of
abc
(
U2n(Rn + Ln) +R
2
n(Un + Ln) + L
2
n(Un +Rn)
)
.
Consider now the following pictures.
❇
❇
✔
✔•
•
•
•
•
•
•••
❚
❚ ✔
✔
✔
✔
✔
✔
✔
✔❚
❚
❚
❚
❚
❚
✪
❚
❚•
•
•
•
•
•
•••
✔
✔ ❚
❚
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ ✔
✔
They give a contribution equal to 2abcUnRnLn to Qn+1. Now look at the following configurations.
•
•
•
•
•
•
•••
❚
❚ ✔
✔
✔
✔
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ ❚
❚ ✔
✔•
•
•
•
•
•
•••
✔
✔ ❚
❚
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ ✔
✔
By symmetry, they correspond to the contribution 2Tn(abUnRn + bcUnLn + acRnLn). The following
picture gives the contribution Tn
(
bU2n(a+ c) + aR
2
n(b+ c) + cL
2
n(a+ b)
)
.
❚
❚•
•
•
•
•
•
•••
❚
❚ ✔
✔
✔
✔
✔
✔
✔
✔❚
❚
❚
❚
❚
❚
16 D. D’ANGELI AND A. DONNO
Finally, we have to consider the following four situations.
❡•
•
•
•
•
•
•••
❚
❚ ✔
✔
✔
✔
✔
✔
✔
✔❚
❚
❚
❚
❚
❚
✡✡
❡•
•
•
•
•
•
•••
✔
✔ ❚
❚
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ ✔
✔
•
•
•
•
•
•
•••
❚
❚ ✔
✔
✔
✔
✔
✔
✔
✔❚
❚
❚
❚
❚
❚
✪
•
•
•
•
•
•
•••
✔
✔ ❚
❚
✔
✔
✔
✔❚
❚
❚
❚
❚
❚ ✔
✔
The first and the third pictures provide each a contribution equal to Tn(UnRn(a+ b)c+UnLn(b+ c)a+
RnLn(a + c)b). The second one gives Tn
(
bU2n(a+ c) + aR
2
n(b + c) + cL
2
n(a+ b)
)
. The fourth one gives
2Tn(abUnRn + acRnLn + bcUnLn). This completes the proof. 
Equations (14), (15), (16), (17) and (18), with the initial conditions given in Theorem 3.2, seem to
be very hard to be explicitly solved. For this reason, in the next section we use a different strategy to
find the weighted generating function. On the other hand, if we are interested in the complexity of these
graphs, we can evaluate each generating function in a = b = c = 1 and we get simpler equations. Let us
define:
• τn := τ(Σn) = Tn(1, 1, 1) = complexity of Σn;
• sn := Un(1, 1, 1) = Rn(1, 1, 1) = Ln(1, 1, 1) = number of spanning 2-forests, where two fixed
outmost vertices are in the same connected component and the third one lies in a different
component;
• qn := Qn(1, 1, 1) = number of spanning 3-forests, where each component contains exactly one
outmost vertex.
Corollary 3.3. For each n ≥ 1, the values τn, sn and qn satisfy the following relations:
τn+1 = 3τ
3
n + 6τ
2
nsn
sn+1 = τ
3
n + 7τ
2
nsn + 7τns
2
n + τ
2
nqn
qn+1 = 3τ
2
nqn + 12τnsnqn + 14s
3
n
+ 12τ2nsn + τ
3
n + 36τns
2
n,
with initial conditions
τ1 = 3 s1 = q1 = 1.
Proof. The proof follows from Theorem 3.2, by evaluating each function for a = b = c = 1 and recalling
that Un(1, 1, 1) = Rn(1, 1, 1) = Ln(1, 1, 1), for each n ≥ 1. 
Proposition 3.4. For every n ≥ 1, the values τn, sn and qn satisfying the relations given in Corollary
3.3 are:
(1) τn = 3
3n+2n−1
4 · 5
3n−2n−1
4 ;
(2) sn = 3
3n−2n−1
4 · 5
3n−2n−1
4 · 5
n−3n
2 ;
(3) qn = 3
3n−6n+3
4 · 5
3n−2n−1
4 ·
(
5n−3n
2
)2
In particular, the asymptotic growth constant of the spanning trees of Σn is
1
4 (log 3 + log 5).
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Proof. The proof can be given by induction on n. Then, the asymptotic growth constant is obtained as
the limit
lim
n→∞
log(τn)
|V (Σn)|
,
where |V (Σn)| = 3
n is the number of vertices of Σn, for each n ≥ 1. 
3.3. Computation of the weighted generating function. In this section, we compute the weighted
generating function of the spanning trees on the graph Σn by using the weighted version of the Kirchhoff’s
Theorem. The idea is to use the self-similar presentation of the generators of the group in order to describe
recursively the adjacency matrix of the graph. The Laplace matrix of Σn is then obtained as the difference
between the degree matrix of Σn and its adjacency matrix. By using the Schur complement Formula,
one can compute a cofactor of the Laplace matrix passing from a square matrix of size 3n to a square
matrix of size 3n−1, which turns out to have the same structure of the original matrix, where the entries
have been transformed via a rational function. This gives rise to a recursion process allowing to compute
the cofactor. The same strategy is used in [8] to compute the partition function of the dimer model. See
also [11], where the authors use the same idea to study the spectrum of the group H(3).
Let ∆n be the adjacency matrix of Σn, whose rows and columns are indexed by the vertices of Σn, i.e.,
words of length n in the alphabet {0, 1, 2}, which are ordered lexicografically. Hence, ∆n = an+ bn+ cn,
where the matrices an, bn and cn describe the action of the generators a, b and c of H
(3), respectively, on
the n-th level of the rooted ternary tree. In other words, we have:
(an)ij =
{
a if a(vi) = vj
0 otherwise,
where vi, for i = 1, . . . , 3
n, denotes the i-th vertex of Σn with respect to the lexicografic order (similarly
for bn and cn). Notice that, in this way, we are writing the adjacency matrix of the graph with loops.
However, in the Laplace matrix, the entries corresponding to loops will be deleted by using the degree
matrix (a+ b+ c)In, according with the fact that a spanning tree cannot contain any loop.
The matrices an, bn and cn can be recursively represented, by using the self-similar description of the
generators a, b and c of the group. For n = 1, we set
a1 =
0 a 0a 0 0
0 0 a
 b1 =
0 0 b0 b 0
b 0 0
 c1 =
c 0 00 0 c
0 c 0

and, for every n > 1, we put
an =
 0 aIn−1 0aIn−1 0 0
0 0 an−1
 bn =
 0 0 bIn−10 bn−1 0
bIn−1 0 0
 cn =
cn−1 0 00 0 cIn−1
0 cIn−1 0
 .
Therefore, Kirchhoff’s Theorem states that the weighted generating function of the spanning trees on Σn
can be obtained by computing any cofactor of the Laplace matrix
(a+ b+ c)In −∆n =
(a+ b+ c)In−1 − cn−1 −aIn−1 −bIn−1−aIn−1 (a+ b+ c)In−1 − bn−1 −cIn−1
−bIn−1 −cIn−1 (a+ b+ c)In−1 − an−1
 .
We can choose, for instance, to compute the cofactor associated with the first row and the first column
of the Laplace matrix. In order to compute it we put, for every n > 1,
∆n =
 cn−1 aI0n−1 bI0n−1aI0n−1 bn−1 cIn−1
bI0n−1 cIn−1 an−1
 ,
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with
I0n = In −

1 0 · · · 0
0 0 · · · 0
... 0
. . . 0
0 0 0 0
 .
Moreover, we fix the notation γI˜k := γI
0
k + (a+ b + c)(Ik − I
0
k), for each k ≥ 1.
Define
Λn :=(a+ b+ c)In −∆n=
(a+ b+ c)In−1 − cn−1 −aI0n−1 −bI0n−1−aI0n−1 (a+ b+ c)In−1 − bn−1 −cIn−1
−bI0n−1 −cIn−1 (a+ b+ c)In−1 − an−1
.
The introduction of the matrices I0n guarantees that
det(Λn)
a+b is the generating function of the spanning
trees of Σn, because we have performed all the necessary cancellations in ∆n. More precisely, since
(Λn)11 = a + b and this is the only non-zero entry of the first row and column of Λn, it turns out that
det(Λn)
a+b is equal to the cofactor of (a+ b+ c)In −∆n associated with the first row and the first column.
Moreover, we define the rational function P : R9 −→ R9 as P (x) = (P1(x), . . . , P9(x)), where
P1(x) = x1, P2(x) = x2, P3(x) = x3,
P4(x) = 1/D
·
(
x2x3x
2
4x5x6x9 + x1x4x
2
5x7x
2
8 − x1x
3
4x
2
5x8 − x1x
2
2x4x
2
5x7 + x2x3x
3
4x
2
9 + x1x
2
4x5x6x7x8
− x1x
4
4x5x6 − x
2
1x2x3x
3
4 + x1x5x6x
2
7x
2
8 − x1x
2
3x5x6x
2
8 − x1x
2
4x5x6x7x8 − x1x
2
2x5x6x
2
7
+ x1x
2
2x
2
3x5x6 + x2x3x4x
2
5x
2
6 − x1x
2
3x4x
2
6x8 + x1x4x
2
6x
2
7x8 − x1x
3
4x
2
6x7 + x2x3x
2
4x5x6x9
)
P5(x) = 1/D
·
(
x1x3x
3
5x
2
8 − x1x
2
2x3x
3
5 − x2x4x
4
5x6 + x2x4x
2
5x6x7x9 + x2x
2
4x5x7x
2
9 − x2x
2
4x
3
5x9
+ x1x3x4x
2
5x6x8 − x
2
1x2x
2
4x5x7 + x2x5x
2
6x
2
7x9 − x2x
2
3x5x
2
6x9 + x1x3x4x
2
5x6x8 − x2x
3
5x
2
6x7
+ x2x4x6x
2
7x
2
9 − x2x
2
3x4x6x
2
9 − x2x4x
2
5x6x7x9 − x
2
1x2x4x6x
2
7 + x1x3x
2
4x5x
2
6 + x
2
1x2x
2
3x4x6
)
P6(x) = 1/D
·
(
x3x4x5x
2
8x
2
9 − x
2
2x3x4x5x
2
9 − x
2
1x3x4x5x
2
8 + x
2
1x
2
2x3x4x5 + x1x2x
2
4x
2
5x6 + 2x1x2x4x5x
2
6x7
+ x3x
2
5x6x
2
8x9 − x3x
2
5x
3
6x8 − x
2
2x3x
2
5x6x9 − x
2
1x3x
2
4x6x8 + x3x
2
4x6x8x
2
9 − x3x
2
4x
3
6x9
− x3x4x5x
4
6 + x1x2x
3
6x
2
7 − x1x2x
2
3x
3
6
)
P7(x) = x7 + 1/D
·
(
−x5x
2
7x
2
8x9 + x
2
3x5x
2
7x9 + x
2
2x5x
2
7x9 − x
2
2x
2
3x5x9 + x
3
5x7x
2
8 − x
2
4x
3
5x8 − x
2
2x
3
5x7 − x4x
2
7x8x
2
9
+ x24x5x7x8x9+x
2
3x4x8x
2
9+x
3
4x7x
2
9−x
3
4x
2
5x9−x
2
1x
2
3x4x8+x
2
1x4x
2
7x8−x
2
1x
3
4x7+2x
2
3x4x5x6x8x9
− 2x4x5x6x
2
7x8x9 + 2x
3
4x5x6x7x9 + 2x4x
3
5x6x7x8 − 2x
3
4x
3
5x6 − 2x1x2x3x
2
4x
2
5 + x4x
2
5x7x8x9
)
P8(x) = x8 + 1/D
·
(
−x24x
4
6x7 − x
2
3x
4
6x8 − 2x
3
4x5x
3
6 − x
4
4x
2
6x9 − x
2
1x
4
4x8 + x
4
4x8x
2
9 + x
2
2x
2
4x7x
2
9 + x
2
3x
2
6x
2
8x9
− x22x
2
3x
2
6x9 + 2x
2
4x
2
6x7x8x9−x
2
1x
2
2x
2
4x7+x
2
1x
2
4x7x
2
8−x
2
4x7x
2
8x
2
9−2x1x2x3x
2
4x
2
6+2x
3
4x5x6x8x9
− 2x4x5x6x7x
2
8x9 + 2x4x5x
3
6x7x8 + 2x
2
2x4x5x6x7x9 − x
2
6x
2
7x
2
8x9 + x
2
2x
2
6x
2
7x9 + x
4
6x
2
7x8
)
P9(x) = x9 + 1/D
·
(
x45x
2
8x9 − x
2
2x
4
5x9 − x
4
5x
2
6x8 + x
2
1x
2
5x7x
2
8 − x
2
1x
2
2x
2
5x7 − x
2
5x7x
2
8x
2
9 + x
2
2x
2
5x7x
2
9 + 2x
2
5x
2
6x7x8x9
− 2x1x2x3x
2
5x
2
6 + 2x4x
3
5x6x8x9 − 2x4x
3
5x
3
6 + 2x
2
1x4x5x6x7x8 − 2x4x5x6x7x8x
2
9 + 2x4x5x
3
6x7x9
− x23x
4
6x9 − x
2
5x
4
6x7 + x
2
1x
2
6x
2
7x8 − x
2
1x
2
3x
2
6x8 − x
2
6x
2
7x8x
2
9 + x
2
3x
2
6x8x
2
9 + x
4
6x
2
7x9
)
,
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with
D = D(x1, . . . , x9)
= x27x
2
8x
2
9 − x
2
3x
2
8x
2
9 − x
2
4x7x8x
2
9 − x
2
2x
2
7x
2
9 + x
2
2x
2
3x
2
9 − x
2
5x7x
2
8x9 + x
2
3x
2
6x8x9
− x26x
2
7x8x9 + x
2
4x
2
5x8x9 + x
2
4x
2
6x7x9 + x
2
2x
2
5x7x9 − x
2
4x
2
7x
2
8 + x
2
3x
2
4x
2
8
+ x25x
2
6x7x8 + x
4
4x7x8 − 2x1x2x3x4x5x6 − x
2
1x
2
2x
2
3 + x
2
1x
2
2x
2
7 − x
2
4x
2
5x
2
6.
Denote P (k)(x) := P (k)(x1, . . . , x9) the k-th iteration of the function P and use the notation
P (k)(a, b, c, a, b, c, a+ b+ c, a+ b+ c, a+ b+ c) :=
(
a, b, c, a(k), b(k), c(k), e(k), f (k), g(k)
)
,
and
D(k) := D(k)(a, b, c, a, b, c, a+ b+ c, a+ b+ c, a+ b+ c) = D
(
a, b, c, a(k), b(k), c(k), e(k), f (k), g(k)
)
,
where a(0) = a, b(0) = b, c(0) = c and e(0) = f (0) = g(0) = a+ b+ c.
Moreover we define, for each x ∈ R9,
Λk(x) =
P7(x)I˜k−1 − ck−1 −P4(x)I0k−1 −P5(x)I0k−1−P4(x)I0k−1 P8(x)Ik−1 − bk−1 −P6(x)Ik−1
−P5(x)I
0
k−1 −P6(x)Ik−1 P9(x)Ik−1 − ak−1
 .
Theorem 3.5. For each n ≥ 3, the weighted generating function Tn(a, b, c) of the spanning trees on the
Schreier graph Σn of the Hanoi Towers group H
(3) is
Tn(a, b, c) =
1
a+ b
n−3∏
k=0
(D(k))3
n−k−2
· det
(
Λ2
(
P (n−3)(a, b, c, a, b, c, a+ b+ c, a+ b+ c, a+ b+ c)
))
Proof. It is clear, from what said above, that Tn(a, b, c) =
det(Λn)
a+b . More precisely, the factor a + b
corresponds to the entry (1, 1) of Λn. This entry must be simplified, since we want to compute the
associated cofactor. If we expand twice the matrix Λn, using recursion, and we perform the transpositions
(17) and (58) for both rows and columns, we get the matrix(
M11 M12
M21 M22
)
=


a + b + c 0 0 −cIn−2 −aIn−2 0 −bI
0
n−2 0 0
0 a + b + c −cIn−2 0 −bIn−2 0 0 −aIn−2 0
0 −cIn−2 a + b + c 0 0 −aIn−2 0 0 −bIn−2
−cIn−2 0 0 a + b + c 0 −bIn−2 −aI
0
n−2 0 0
−aIn−2 −bIn−2 0 0 a + b + c 0 0 −cIn−2 0
0 0 −aIn−2 −bIn−2 0 a + b + c 0 0 −cIn−2
−bI
0
n−2 0 0 −aI
0
n−2 0 0 a + b + c − cn−2 0 0
0 −aIn−2 0 0 −cIn−2 0 0 a + b + c − bn−2 0
0 0 −bIn−2 0 0 −cIn−2 0 0 a + b + c − an−2


.
Note that each entry is a square matrix of size 3n−2 and a+ b+ c is multiplied by In−2. Hence, the Schur
complement Formula gives
det(Λn) = det(M11) · det(M22 −M21M
−1
11 M12)(19)
= (D(0))3
n−2
· det
e(1)I˜n−2 − cn−2 −a(1)I0n−2 −b(1)I0n−2−a(1)I0n−2 f (1)In−2 − bn−2 −c(1)In−2
−b(1)I0n−2 −c
(1)In−2 g
(1)In−2 − an−2
 .
The fundamental remark is that the matrix in Equation (19) has the same shape as Λn, since e
(0)I˜n−1 =
(a + b + c)In−1. Therefore, we can apply a recursive argument and use the same strategy n − 3 times
until we get a 9× 9 matrix, that coincides with Λ2
(
P (n−3)(a, b, c, a, b, c, a+ b+ c, a+ b+ c, a+ b+ c)
)
.
Observe that the entry (1, 1) of Λ2
(
P (n−3)(a, b, c, a, b, c, a+ b+ c, a+ b+ c, a+ b+ c)
)
is still equal to
a+ b; moreover, all the remaining entries in the first row and column of this matrix are zero. It follows
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that in the determinant of Λ2
(
P (n−3)(a, b, c, a, b, c, a+ b+ c, a+ b+ c, a+ b+ c)
)
a factor (a+ b) occurs,
that we have to simplify in order to apply Kirchhoff’s Theorem. Hence, Equation (19) becomes
det(Λn) = (D
(0))3
n−2
· det(Λn−1(a, b, c, a, b, c, a+ b+ c, a+ b+ c, a+ b+ c))
= (D(0))3
n−2
· (D(1))3
n−3
· det
(
Λn−2(P
(1)(a, b, c, a, b, c, a+ b+ c, a+ b+ c, a+ b + c))
)
=
n−3∏
k=0
(D(k))3
n−k−2
· det
(
Λ2
(
P (n−3)(a, b, c, a, b, c, a+ b+ c, a+ b+ c, a+ b + c)
))
= (a+ b)Tn(a, b, c).

4. Some statistics
In this section, we deal with a statistical analysis about the number of edges, with a fixed label w ∈
{a, b, c}, occurring in a random spanning tree of the considered graph.
It is clear that in the case of the Schreier graphs {Σn}n≥1 of the Hanoi Towers group, as in the case of
both directional and Schreier labellings of the Sierpin´ski graphs {Γn}n≥1, all the weights play the same
role in the labelling of the edges of the graph.
On the other hand, in the rotational-invariant model, the weights a and b are symmetric, whereas the
weight c plays a special role in the labelling of the graph. Hence, it is interesting to perform such analysis
on the Sierpin´ski graphs {Γn}n≥1, when the edges are endowed with the rotational-invariant labelling.
Our techniques are classical: more precisely, logarithmic derivatives of the weighted generating function
Tn(a, b, c) with respect to w give us the mean density of w-edges in a random spanning tree. We can
further find the variance and show that the limiting distribution is normal.
Let wn be the random variable given by the number of edges labelled w in a random spanning tree of
Γn, with w ∈ {a, b, c}. Denote by µn,w and σ
2
n,w the mean and the variance of wn, respectively. From
the remark above it follows that:
µn,a = µn,b σ
2
n,a = σ
2
n,b.
Proposition 4.1. (1) The means and the variances of the random variables an, bn and cn are:
µn,a = µn,b =
16 · 3n + 7
30
µn,c =
13 · 3n + 1
30
σ2n,a = σ
2
n,b =
199 · 3n + 28
900
σ2n,c =
34 · 3n − 2
225
.
(2) The random variables an, bn and cn are asymptotically normal, as n→∞.
Proof. Let us prove the assertion for the random variable cn (similar computations can be done for an).
Take the generating function Tn(a, b, c) given in Theorem 2.2 and put:
Tn(c) := Tn(1, 1, c) = 2
3n−1
2 3
3n+2n−1
4 5
3n−1−2n+1
4 (3c+ 2)
3n−1−1
2 (2c+ 1)
3n+1
2 .
We can obtain the mean µn,c and the variance σ
2
n,c of cn by studying the derivatives of the function
log(Tn(c)). We get
µn,c = (log(Tn(c)))
′
|c=1 =
T ′n(c)
Tn(c)
∣∣∣∣c=1 = 13 · 3n + 130 .
Taking once more derivative, one gets
(log(Tn(c)))
′′
|c=1 =
T ′′n (c)Tn(c)− (T
′
n(c))
2
(Tn(c))2
∣∣∣∣c=1 = −127 · 3n + 19450 .
Hence,
σ2n,c = (log(Tn(c)))
′′
|c=1 + µn,c =
34 · 3n − 2
225
.
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Next, let Cn =
cn−µn,c
σn,c
be the normalized random variable; then the moment generating function of Cn
is given by
E(etCn) = e−µn,ct/σn,cE(etcn/σn,c) = e−µn,ct/σn,c
Tn(e
t/σn,c)
Tn(1)
.
We get
E(etCn) = 3−
3n+1
2 5−
3n−3
6 e
− (13·3
n+1)t
2(34·3n−2)1/2
(
2 + 3e
15t
(34·3n−2)1/2
) 3n−3
6
(
1 + 2e
15t
(34·3n−2)1/2
) 3n+1
2
,
whose limit as n→∞ is e
t2
2 , showing that the random variable is asymptotically normal. 
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