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Abstract
We show that an infinite Toeplitz+Hankel matrix T (ϕ) +H(ψ) generates
a bounded (compact) operator on ℓp(N0) with 1 ≤ p ≤ ∞ if and only if both
T (ϕ) and H(ψ) are bounded (compact). We also give analogous characteriza-
tions for Toeplitz+Hankel operators acting on the reflexive Hardy spaces. In
both cases, we provide an intrinsic characterization of bounded operators of
Toeplitz+Hankel form similar to the Brown-Halmos theorem. In addition, we
establish estimates for the norm and the essential norm of such operators.
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1
1 Introduction
In 1911, in a footnote of [20], Otto Toeplitz proved that the infinite matrix
of the form (ϕj−k)j,k∈N0 generates a bounded operator
1 on ℓ2(N0) if and only
if there is a function a ∈ L∞ of the unit circle T such that aˆj = ϕj for all
j ∈ Z, where aˆj is the j-th Fourier coefficient of the function a. No one
could have predicted the enormous impact that these and related seemingly
simple matrices have had in mathematics and its applications for the past five
decades, see e.g. [3, 5, 6, 22] and the references therein. Indeed, about 50 years
after Toeplitz’ result, the same characterization was given independently by
Brown and Halmos [4, 10], who viewed Toeplitz matrices T (a) = (aˆj−k)j,k≥0
as operators acting on the Hardy space H2 of the unit circle T by the rule
T (a)f = PM(a)f = P (af),
where P is the orthogonal (Riesz) projection of L2 onto H2 and M(a) is the
operator of multiplication by a. Notice that for j, k ≥ 0, we have
〈T (a)χk, χj〉 = 〈a, χj−k〉 = aˆj−k,
where {χn : n ∈ N0} is the standard orthonormal basis of H
2. More precisely,
Brown and Halmos showed that if A is a bounded linear operator on H2 and
if there are ϕn ∈ C such that 〈Aχk, χj〉 = ϕj−k for all j, k ≥ 0, then there
is an a ∈ L∞ such that A = T (a) and aˆn = ϕn for all n ∈ Z. Moreover,
‖T (a)‖ = ‖a‖∞.
Since the result of Brown and Halmos, the study of Toeplitz operators has
been extended to the other Hardy spaces
Hp = {f ∈ Lp : fˆn = 0 for n < 0},
sequence spaces ℓp(N0), and various other (analytic) function spaces. Indeed,
for 1 < p < ∞, Brown and Halmos’ result for T (a) acting on the reflexive
Hardy spaces Hp takes the same form as in the case p = 2 with the norm
estimate
‖a‖∞ ≤ ‖T (a)‖ ≤ ‖P‖B(Lp)‖a‖∞, (1)
where
cp := ‖P‖B(Lp) =
1
sin π
p
(2)
1More precisely, Toeplitz showed that the finite sections of the matrix (ϕj−k)j,k≥0 are uniformly
bounded if and only if the same is true for the Laurent matrix (ϕj−k)j,k∈Z, which by the Banach-
Steinhaus theorem characterizes boundedness.
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(see [3, Theorem 2.7] for the norm estimate and [3, Section 1.42] for the exact
value of cp). In particular, T (a) is bounded on H
p if and only if a ∈ L∞.
For the boundedness of Toeplitz operators on the other Hardy spaces Hp with
0 < p ≤ 1, see [14, 17, 21].
Regarding the essential norm, which is defined as
‖A‖ess := inf {‖A+K‖ : K compact operator} ,
it is easy to see that for a ∈ L∞
‖a‖∞ ≤ ‖T (a)‖ess ≤ cp‖a‖∞, (3)
where the first inequality follows from [3, Theorem 2.30] while the other one fol-
lows from (1). As was communicated to us by E. Shargorodsky, the estimate (3)
is sharp. This can be seen by considering the function a(eit) = sin π
p
± i cos π
p
,
±t ∈ (0, π) and using the standard Fredholm theory of piecewise continu-
ous symbols. For further results on the essential norm of Toeplitz operators,
see [19].
To define Toeplitz operators T (a) on ℓp(N0) with 1 ≤ p ≤ ∞, we denote
by Mp the set of all a ∈ L1 for which L(a), defined by L(a)ψ := a ∗ ψ is a
bounded operator on ℓp(Z). The discrete convolution ∗ is defined by
(a ∗ ψ)j :=
∑
k∈Z
aˆj−kψk (j ∈ Z).
For a ∈Mp, we define T (a) : ℓp(N0)→ ℓ
p(N0) by
T (a)ψ = P (a ∗ ψ) =
(
∞∑
k=0
aˆj−kψk
)
j∈N0
where P (. . . , x−1, x0, x1, . . .) = (x0, x1, . . .) is the standard projection of ℓ
p(Z)
onto ℓp(N0). In 1975 Duduchava [8] proved the following analog of the Brown-
Halmos theorem when 1 ≤ p <∞: If A is bounded on ℓp(N0) and if there is a
sequence of complex numbers ϕn such that 〈Aek, ej〉 = ϕj−k for all j, k ∈ N0,
then there is an a ∈Mp such that A = T (a), aˆn = ϕn for all n ∈ Z, and
‖T (a)‖ = ‖L(a)‖.
Here, {ej : j ∈ Z} denotes the standard orthonormal basis of ℓ
2(Z) and 〈·, ·〉
is the dual pairing induced by the inner product on ℓ2(Z). For the proof of
Duduchava’s result see again [3, Theorem 2.7]. To obtain the essential norm of
T (a) one may proceed as in [15, Section 3.7.2], which yields ‖T (a)‖ess = ‖L(a)‖
for a ∈Mp.
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The result of Duduchava can in principle be transferred to p = ∞ as well.
However, there is one caveat. A bounded linear operator on ℓ∞(N0) is not
uniquely determined by the matrix elements (〈Aek, ej〉)j,k∈N0 . In other words,
not every bounded linear operator on ℓ∞(N0) is given by an infinite matrix.
Indeed, there are nonzero bounded linear operators A on ℓ∞(N0) such that
〈Aek, ej〉 = 0 for all j, k ∈ N0. We refer to Chapter 1 of [15] for a discussion.
As a consequence, Duduchava’s result needs an additional assumption in case
p =∞. Namely, we need to assume that A is given by an infinite matrix, that
is,
(Ax)j =
∑
k∈N0
〈Aek, ej〉xk.
For such operators Duduchava’s result is easily verified considering that the
ℓ∞-norm is the maximum absolute row sum norm in that case. Hence M∞
coincides with the Wiener algebra W (see (5) below) and in that case
‖T (a)‖ess = ‖T (a)‖ = ‖L(a)‖ =
∑
j∈Z
|aˆj |
for a ∈W .
Finally, we note that Toeplitz operators T (a) are never compact unless
a = 0, which was proved in [4] for p = 2 and can be proved similarly for the
other values of p.
Toeplitz operators are closely related to Hankel operators H(a), which can
be defined on Hardy spaces by setting
H(a)f := PM(a)Jf = P (aJf), (4)
where J is the flip operator, which is defined by Jf(t) = t¯f(t¯) for t ∈ T. It is
easy to see that for j, k ≥ 0,
〈H(a)χk, χj〉 = 〈a, χj+k+1〉 = aˆj+k+1.
The Hankel operator H(a) on ℓp(N0) is defined by
H(a)ϕ =

∑
k∈N0
aˆj+k+1ϕk


j≥0
.
In 1957, Nehari [16] showed that the matrix (aj+k+1)j,k≥0 generates a bounded
operator on ℓ2(N0) if and only if there is a function b ∈ L
∞ such that bn = an
for n ∈ N. For 1 < p < ∞, Nehari’s characterization extends to Hankel
operators acting on Hp. However, there is no Nehari-type result for Hankel
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operators acting on ℓp(N0) for p /∈ {1, 2,∞} (see Open Problem 2.12 of [3]).
For p ∈ {1,∞} one can easily see that H(a) is bounded if and only if a is in
the Wiener algebra.
Unlike for Toeplitz operators, there is a large class of compact Hankel op-
erators, and, more precisely, as shown by Hartman [11] in 1958 for p = 2,
the Hankel operator H(a) is compact on Hp with 1 < p < ∞ if and only if
there is a continuous function b such that aˆn = bˆn for all n ∈ N. However,
as for boundedness, there is no characterization of compact Hankel operators
on ℓp(N0) in terms of their symbols for p /∈ {1, 2,∞}. For further details on
Hankel operators, see Section 2.3 of [3] and also [18].
If T (a) and H(b) are both bounded, then obviously the Toeplitz+Hankel
operator T (a) + H(b) is bounded. It is natural to ask whether the converse
statement is true. We answer this question in the affirmative and also show
that the compactness of T (a) + H(b) implies that both T (a) and H(b) are
compact (and then, necessarily, a = 0). Furthermore, we obtain estimates for
the norm and the essential norm of bounded Toeplitz+Hankel operators. For
the spectral properties of T (a) + H(b) with bounded symbols, see [1, 7] and
the references therein. In addition to intrinsic interest, these types of operators
play a role in the asymptotic study of Toeplitz+Hankel determinants; see [2, 9]
and the references therein.
Our main result is an analog of the Brown-Halmos theorem. It gives an
intrinsic characterization of bounded operators of Toeplitz+Hankel form with
unique symbols (see Theorem 10 and Theorem 20).
We start with the sequence spaces ℓp(N0) by exploiting the structures of
and connections between infinite Toeplitz, Laurent, Hankel, and checkerboard
matrices, using operator theoretic methods, such as limit operator techniques.
To deal with p = ∞ we use pre-adjoints which is essentially motivated by
similar arguments in [15]. For the treatment of Toeplitz+Hankel operators on
Hardy spaces, we consider sesquilinear (Toeplitz, Hankel etc.) forms and obtain
similar characterizations. However, we only deal with the case 1 < p < ∞ in
Hardy space.
2 Sequence spaces
Throughout this section, we assume that 1 ≤ p ≤ ∞ unless stated otherwise.
For an infinite set J ⊆ Z, we say that the infinite matrix (Aj,k)j,k∈J generates a
bounded linear operator on ℓp(J) if there is a positive constant c such that for
each ϕ ∈ ℓp(J), the series ψ = (ψj)j∈J , where ψj =
∑
k∈J Aj,kϕk, is in ℓ
p(J)
and ‖ψ‖ ≤ c‖ϕ‖. In that case, there is a bounded linear operator A acting on
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ℓp(J) such that
Aj,k = 〈Aek, ej〉
for all j, k ∈ J , where (ek)k∈J is the standard basis for ℓ
2(J) and
〈ϕ,ψ〉 =
∑
j∈J
ϕjψj
for ϕ ∈ ℓp(J) and ψ ∈ ℓq(J) with 1/p+1/q = 1. If p <∞, every bounded linear
operator is generated by an infinite matrix. For p = ∞ this is not the case,
but we will only consider operators that are generated by infinite matrices.
We will say that an infinite matrix is bounded if the corresponding operator is
bounded. The norm of the matrix is given by the operator norm.
For the sake of completeness, we will also briefly mention bounded linear
operators A : c0(J) → ℓ
∞(J) (see Remark 3(b) below). Here c0(J) ⊂ ℓ
∞(J)
stands for the set of sequences ϕ = (ϕj)j∈J for which lim
|j|→+∞
|ϕj | = 0. In this
case, every bounded linear operator is generated by an infinite matrix because
sequences of finite support are dense in c0(J).
For a bounded sequence ϕ = (ϕn)n∈Z, let L(ϕ) denote the (formal) Laurent
matrix given by
L(ϕ)j,k = ϕj−k (j, k ∈ Z).
Similarly, we define the Toeplitz matrix T (ϕ) by
T (ϕ)j,k = ϕj−k (j, k ∈ N0)
and the Hankel matrix H(ϕ) by
H(ϕ)j,k = ϕj+k+1 (j, k ∈ N0).
In case these matrices define bounded operators on ℓp(Z) or ℓp(N0), respec-
tively, we call them Laurent, Toeplitz or Hankel operators. A matrix C is
called a checkerboard matrix if Cj,k = Cj+1,k+1 = Cj+1,k−1 for all j, k ∈ Z.
We say that a sequence of matrices An converges elementwise to a matrix
A if (An)j,k converges to Aj,k for every j, k ∈ J . Similarly, a sequence (ϕn)n∈N
in ℓp(J) converges elementwise to ϕ ∈ ℓp(J) if (ϕn)j → (ϕ)j for all j ∈ J .
Lemma 1. If (An)n∈N is a uniformly bounded sequence of matrices An that
converges elementwise to the matrix A, then A generates a bounded linear op-
erator and
‖A‖ ≤ sup
n∈N
‖An‖.
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Proof. First assume p < ∞. Let M := sup
n∈N
‖An‖ and ϕ ∈ ℓ
p(J) with finite
support. As ϕ has finite support, the sequence (Anϕ)n∈N converges elementwise
to Aϕ. By Fatou’s lemma, Aϕ ∈ ℓp(J) and ‖Aϕ‖p ≤M ‖ϕ‖p. As the elements
with finite support are dense in ℓp(J), A extends to a bounded operator on
ℓp(J) and the norm estimate follows.
Now assume that p =∞ and consider the Hermitian transpose of the matrix
An defined by (A
⊳
n)j,k = (An)k,j. Notice that A
⊳
n generates an operator on ℓ
1(J)
and is called a pre-adjoint of An because (A
⊳
n)
∗ = An. It follows ‖A
⊳
n‖ = ‖An‖
for all n ∈ N. We can therefore apply the above for p = 1 to the sequence
(A⊳n)n∈N to get the required result.
We denote by aˆ the sequence of the Fourier coefficients of a ∈ L1. Note
that necessarily aˆ ∈ c0(Z). For 1 ≤ p ≤ ∞, the class M
p of symbols a ∈ L1
defined in the previous section can be described as the set of all a ∈ L1 for
which the Laurent matrix L(aˆ) generates a bounded operator on ℓp(Z). This
operator is of course exactly L(a) as defined in the introduction.
It is well known that for 1 ≤ p ≤ r ≤ 2 and 1/p + 1/q = 1, we have
Mp = M q,
W = M1 ⊆Mp ⊆M r ⊆M2 = L∞ (5)
and
‖a‖∞ ≤ ‖L(a)‖r ≤ ‖L(a)‖p ≤ ‖a‖W :=
∑
j∈Z
|aˆj |,
where W is the Wiener algebra of continuous functions a for which (aˆj)j∈Z ∈
ℓ1(Z). From these, it follows that Mp ⊆ L∞. Each Mp is a Banach algebra
with ‖a‖Mp := ‖L(a)‖ for a ∈ M
p. These properties of the algebras Mp and
the following converse statement can be found in [3, Sect. 2.3-2.5], for example.
Proposition 2. Let 1 ≤ p < ∞, A be a bounded operator on ℓp(Z) and
〈Aek, ej〉 = ϕj−k for all j, k ∈ Z, where (ϕj)j∈Z is a sequence of complex
numbers. Then there is an a ∈ Mp such that A = L(a) and aˆj = ϕj for all
j ∈ Z.
Remarks 3. (a) Assuming that A is generated by an infinite matrix, one can
prove the same result for p =∞ by proceeding as in Lemma 1 and using that
M1 = M∞ = W . Alternatively, it follows by just considering themaximum
absolute row sum norm.
(b) The result remains true also for bounded linear operators A : c0(Z) →
ℓ∞(Z). In this case, we obtain A = L(a) with a ∈ W , and, as a consequence,
A maps c0(Z) into itself. In fact, all the results in this section remain true for
bounded linear operators A : c0(J) → ℓ
∞(J) with J = Z or J = N0. To see this
notice that any such operator can be extended via its matrix representation to
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a bounded linear operator on ℓ∞(J). We leave the detailed verification to the
reader. 
For the following we will need the flip operator J : ℓp(Z) → ℓp(Z), which is
given by
(Jϕ)k = ϕ−k−1.
Proposition 4. For 1 ≤ p ≤ ∞, let ϕ,ψ ∈ ℓ∞(Z) and assume A = L(ϕ) +
L(ψ)J generates a bounded linear operator on ℓp(Z). Then both L(ϕ) and L(ψ)
can be written as a sum of a bounded Laurent matrix and a checkerboard matrix
C, i.e.,
L(ϕ) = L(aˆ) + C, L(ψ) = L(bˆ)− CJ
with a, b ∈Mp, and max{‖a‖Mp , ‖b‖Mp} ≤ ‖A‖ ≤ ‖a‖Mp + ‖b‖Mp .
Proof. Consider the standard shift V = L(e1). Then
A− V AV = L(ϕ) + L(ψ)J − V L(ϕ)V − V L(ψ)JV = L(ϕ− V 2ϕ).
Similarly, A− V jAV j = L(ϕ − V 2jϕ). Clearly,
∥∥L(ϕ− V 2jϕ)∥∥ ≤ 2 ‖A‖. For
n ∈ N, consider the decomposition
L(ϕ) =
1
2n+ 1
n∑
j=−n
L(ϕ− V 2jϕ) +
1
2n+ 1
n∑
j=−n
L(V 2jϕ).
Let Cn :=
1
2n+1
n∑
j=−n
L(V 2jϕ). As ϕ ∈ ℓ∞(Z), the matrix elements of Cn
are uniformly bounded by ‖ϕ‖ℓ∞(Z). We can therefore choose an increasing
sequence (nk)k∈N such that (Cnk)k∈N converges elementwise to some matrix C.
As
|(Cnk)l,m − (Cnk)l+1,m−1| =
1
2nk + 1
∣∣∣∣∣∣
nk∑
j=−nk
ϕl−m−2j −
nk∑
j=−nk
ϕl−m−2j+2
∣∣∣∣∣∣
=
1
2nk + 1
|ϕl−m−2nk − ϕl−m+2nk+2|
≤
2
2nk + 1
‖ϕ‖ℓ∞(Z),
we get (C)l,m = (C)l+1,m−1 for all l,m ∈ Z. Moreover, as every Cn is a Laurent
matrix, C must be a Laurent matrix as well, that is, (C)l,m = (C)l+1,m+1.
This implies that C is a checkerboard matrix. Furthermore, the sequence
(L(ϕ)− Cnk)k∈N converges elementwise to L(ϕ)− C. As
‖L(ϕ)− Cnk‖ =
∥∥∥∥∥∥
1
2nk + 1
nk∑
j=−nk
L(ϕ− V 2jϕ)
∥∥∥∥∥∥ ≤ 2 ‖A‖
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for all k ∈ N, the limit L(ϕ)−C is again bounded by Lemma 1. Moreover, since
both L(ϕ) and C are Laurent matrices, L(ϕ) − C is again a Laurent matrix.
We conclude that L(ϕ)− C = L(aˆ) with a ∈Mp by Proposition 2.
For L(ψ), we use J2 = I to obtain
L(ψ) + CJ = AJ − L(ϕ)J + CJ = (A− L(aˆ))J.
Here, the left hand side is a Laurent matrix and the right hand side is bounded.
Therefore, it is equal to L(bˆ) for some b ∈Mp again by Proposition 2.
To obtain the norm estimate, observe that A = L(aˆ)+L(bˆ)J . As bˆ ∈ c0(Z),
the sequence
V −nAV n = L(aˆ) + L(e−2n ∗ bˆ)J
converges elementwise to L(aˆ). By Lemma 1 this implies that ‖a‖Mp =
‖L(aˆ)‖ ≤ ‖A‖. Now consider AJ = L(aˆ)J + L(bˆ) instead of A to get ‖b‖Mp ≤
‖A‖. The upper estimate is trivial.
Theorem 5. For 1 ≤ p ≤ ∞, let ϕ ∈ ℓ∞(Z), ψ ∈ ℓ∞(N) and assume that
A := T (ϕ)+H(ψ) generates a bounded operator on ℓp(N0). Then ϕ = ϕ1+ϕ2,
where ϕ1 is the Fourier sequence of anM
p-function and T (ϕ2) is a checkerboard
matrix. Moreover, ψ = ψ1 +ψ2, where H(ψ1) is a bounded Hankel matrix with
ψ1 ∈ c0(N) and H(ψ2) = −T (ϕ2). Both decompositions are unique.
Proof. Let P : ℓp(Z) → ℓp(N0) be the canonical projection and P
∗ : ℓp(N0) →
ℓp(Z) the inclusion. For n ∈ N, consider V −nP ∗APV n and choose an increasing
sequence (nk)k∈N such that (
V −nkP ∗APV nk
)
k∈N
converges elementwise. Clearly, the limit is of the form L(ϕ) + L(ν)J with
ν ∈ l∞(Z). Since ∥∥V −nkP ∗APV nk∥∥ ≤ ‖A‖
for all k ∈ N, L(ϕ) + L(ν)J is again a bounded operator (see Lemma 1) and
we can apply Proposition 4. Therefore, L(ϕ) = L(ϕ1) + L(ϕ2), where L(ϕ1)
is bounded and L(ϕ2) is a checkerboard matrix. This implies that T (ϕ1) is
bounded, ϕ1 is the Fourier sequence of an M
p-function by Proposition 4 and
T (ϕ2) is a checkerboard matrix. Using H(ψ) = (T (ϕ)+H(ψ))−T (ϕ1)−T (ϕ2),
we get the decomposition for ψ. The uniqueness follows from the obvious fact
that the only bounded checkerboard matrix is 0. Finally notice that if H(ψ1) is
a bounded Hankel matrix, then ψ1 ∈ c0(N), which can be seen by considering
the first row or column.
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Remarks 6. (a) As a consequence, A = T (aˆ) + H(ψ1) with a ∈ M
p and
ψ1 ∈ c0(N) where H(ψ1) is a bounded Hankel matrix.
(b) Note that the precise condition for the boundedness of Hankel operators
on ℓp(N0), p /∈ {1, 2,∞} is unknown (cf. [3, Open problem 2.12]). For p = 2
we can use that H(ψ1) is unitarily equivalent to a Hankel operator H(a) on
H2 and therefore ψ1 is the (positive) Fourier sequence of a function a ∈ L
∞ [3,
Theorem 2.11]. For p ∈ {1,∞} it is easily seen that H(ψ1) is bounded if and
only if ψ1 ∈ ℓ
1(Z). In that case ψ1 is the Fourier sequence of a function in the
Wiener algebra and H(ψ1) is also compact. 
Theorem 7. For 1 ≤ p ≤ ∞, let A = T (aˆ) + H(ψ1) where a ∈ M
p and
ψ1 ∈ c0(N) such that H(ψ1) generates a bounded Hankel matrix on ℓ
p(N0).
Then, for any compact operator K,
max{‖a‖Mp ,
1
2
‖H(ψ1) +K‖} ≤ ‖A+K‖ ≤ ‖a‖Mp + ‖H(ψ1) +K‖ .
Proof. Proceeding as in the last part of the proof of Proposition 4, we observe
that the elementwise limit of V −nP ∗APV n is L(aˆ) since ψ1 ∈ c0(N). Further-
more, the elementwise limit of V −nP ∗KPV n is zero. Indeed, this is clear for
1 < p < ∞ as the operators V ±n → 0 weakly as n → ∞. For p = ∞ notice
that, for fixed k, the sequence V nek → 0 converges weakly on the space ℓ
∞(Z),
hence ‖KPV nek‖ → 0. Therefore 〈V
−nP ∗KPV nek, ej〉 → 0 for each fixed
k, j ∈ Z. The case p = 1 is reduced to the case p =∞ by passing to the adjoint
and noticing that 〈V −nP ∗KPV nek, ej〉 = 〈ek, V
−nP ∗K∗PV nej〉 → 0 by the
previous argument.
Therefore, V −nP ∗(A + K)PV n → L(aˆ) elementwise, and from Lemma 1
we obtain ‖a‖Mp = ‖L(aˆ)‖ ≤ ‖A+K‖. To proceed consider
‖H(ψ1) +K‖ ≤ ‖A+K‖+ ‖T (aˆ)‖ ≤ ‖A+K‖+ ‖a‖Mp ≤ 2 ‖A+K‖ ,
which settles the lower estimate. The upper estimate is trivial.
Corollary 8. Let 1 ≤ p ≤ ∞, ϕ ∈ ℓ∞(Z), ψ ∈ ℓ∞(N) and assume that
A := T (ϕ) + H(ψ) generates a compact operator on ℓp(N0). Then T (ϕ) is a
checkerboard matrix and ψ = ψ1+ψ2, where H(ψ1) is a compact Hankel matrix
with ψ1 ∈ c0(N) and H(ψ2) = −T (ϕ). Moreover, the decomposition of ψ is
unique.
Proof. We know from Theorem 5 that we can decompose ϕ = aˆ + ϕ2 with
a ∈ Mp and ψ = ψ1 + ψ2 such that H(ψ2) = −T (ϕ2) is checkerboard and
H(ψ1) is bounded. So, A = T (aˆ) + H(ψ1). Now apply Theorem 7 with
K = −A to conclude that a = 0 and H(ψ1) = −K is compact.
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Remark 9. As for the boundedness, we remark that the precise condition for the
compactness of Hankel operators on ℓp(N0), p /∈ {1, 2,∞} is unknown (cf. [3,
Open problem 2.56]). For p = 2 the Hankel operator H(ψ1) is compact if and
only if ψ is the (positive) Fourier sequence of a function a ∈ C(T)+H∞; see [3,
Theorem 2.54]. For p ∈ {1,∞} see Remark 6. 
Finally, we add a characterization involving displacement relations that
also nicely summarizes this section. Statement (i) provides an intrinsic char-
acterization of bounded operators of Toeplitz+Hankel form. The underlying
“displacement transform” shown in (6) is well-known in the theory of finite
Toeplitz+Hankel matrices, see [12, 13].
Theorem 10. For 1 ≤ p ≤ ∞, the following statements are equivalent:
(i) A is a bounded linear operator on ℓp(N0) with matrix representation A =
(Aj,k)j,k∈N0 satisfying the displacement relations
Aj−1,k +Aj+1,k −Aj,k−1 −Aj,k+1 = 0 (j, k ∈ N). (6)
(ii) A is a bounded linear operator on ℓp(N0) whose matrix representation can
be written as T (ϕ) +H(ψ) for some ϕ ∈ ℓ∞(Z) and ψ ∈ ℓ∞(N).
(iii) A = T (aˆ) + H(̺) for some a ∈ Mp and ̺ ∈ c0(N) such that H(̺) is
bounded on ℓp(N0).
Furthermore, the function a and the sequence ̺ in (iii) are uniquely determined,
and
‖T (aˆ) +H(̺)‖ ≃ max{‖a‖Mp , ‖H(̺)‖},
‖T (aˆ) +H(̺)‖ess ≃ max{‖a‖Mp , ‖H(̺)‖ess},
where “≃” stands for equivalence of norms.
Proof. The implications (iii)⇒(ii)⇒(i) are obvious.
(i)⇒(ii): Choose
ψj =


A j−1
2
,
j−1
2
if j is odd,
A j−2
2
,
j
2
if j is even.
Let T = A −H(ψ). It remains to show that T is a Toeplitz matrix. Assume
that j + k is even. Iterating the displacement relations gives
Aj+1,k+1 −Aj,k = Aj,k+2 −Aj−1,k+1 = . . . = Aj−n+1,k+n+1 −Aj−n,k+n (7)
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for all n ∈ {−k, . . . , j}. Using (7) with n = j−k2 , we get
Tj+1,k+1 − Tj,k = Aj+1,k+1 −Aj,k − ψj+k+3 + ψj+k+1
= Aj+1,k+1 −Aj,k −A j+k
2
+1, j+k
2
+1
+A j+k
2
,
j+k
2
= 0.
Similarly, if j + k is odd, then
Tj+1,k+1 − Tj,k = Aj+1,k+1 −Aj,k − ψj+k+3 + ψj+k+1
= Aj+1,k+1 −Aj,k −A j+k+1
2
,
j+k+3
2
+A j+k−1
2
,
j+k+1
2
= 0,
using (7) with n = j−k+12 . Hence T = T (ϕ) for some bi-infinite sequence ϕ =
(ϕj)j∈Z. Note that ψ and ϕ are bounded by construction because |Aj,k| ≤ ‖A‖
for all j, k ∈ N0.
(ii)⇒(iii): From Theorem 5 we conclude that A = T (ϕ) + H(ψ) can be
written as A = T (aˆ)+H(̺) with a ∈Mp, ̺ ∈ c0(N) and H(̺) being bounded.
The uniqueness of a and ̺ follows from the uniqueness in Theorem 5, and
the statements about the norms follow from Theorem 7.
We also have the following analogue for operators on ℓp(Z).
Proposition 11. For 1 ≤ p ≤ ∞, let A be a bounded linear operator on ℓp(Z)
with matrix representation A = (Aj,k)j,k∈Z and
Aj−1,k +Aj+1,k −Aj,k−1 −Aj,k+1 = 0 (j, k ∈ Z). (8)
Then A = L(aˆ) + L(bˆ)J for some a, b ∈Mp and this decomposition is unique.
Proof. Analogous to Theorem 10.
3 Hardy spaces
In this section we consider Toeplitz+Hankel operators on Hardy spaces Hp
(1 < p < ∞) and prove analogous characterizations for their boundedness
and compactness as in the previous section. Unfortunately, we are currently
unable to deal with Toeplitz+Hankel operators on the Hardy space H1 but
conjecture that also in this case the boundedness (compactness) of T (a)+H(b)
implies that both T (a) and H(b) are bounded (compact). We will also consider
multiplication operators with flip M(a) + M(c)J on Lp. The corresponding
results are valid for 1 ≤ p <∞.
For j ∈ Z, define χj : T→ C by χj(z) = z
j and let U j = M(χj).
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Lemma 12. Let a : T→ C be a measurable function and assume that there is
a constant C > 0 such that
‖a(1− χ2l)‖∞ ≤ C
for all l ∈ N. Then a ∈ L∞ and ‖a‖∞ ≤ C/2.
Proof. Let z ∈ T such that z2l 6= 1 for every l ∈ Z \ {0}. Then {z2l : l ∈ Z} is
dense in T, and the assumption implies
|a(z)| ≤ inf
l∈Z
C
|1− z2l|
=
C
sup
l∈Z
|1− z2l|
=
C
2
.
Since almost all z ∈ T satisfy the afore-mentioned condition, the assertion
follows.
For measurable functions f, g : T→ C such that f · g ∈ L1 we define
〈f, g〉 :=
1
2π
∫
T
f(eiθ)g(eiθ) dθ.
For a ∈ L∞ denote by M(a) the operator of multiplication by a. We recall the
following useful characterization of multiplication operators on Lp. While it is
stated for 1 < p < ∞ in [3, Proposition 2.2], its proof remains valid also for
p = 1.
Proposition 13. For 1 ≤ p < ∞, let A be a bounded linear operator on Lp,
and suppose that there are complex numbers ϕj such that
〈Aχk, χj〉 = ϕj−k
for j, k ∈ Z, that is, A is of Laurent structure. Then there is an a ∈ L∞ such
that A = M(a), aj = ϕj for all j ∈ Z, and
‖M(a)‖ = ‖a‖∞.
Proposition 14. For 1 ≤ p < ∞, let A be a bounded linear operator on Lp
and assume that
〈Aχk−1, χj〉 − 〈Aχk, χj−1〉 − 〈Aχk, χj+1〉+ 〈Aχk+1, χj〉 = 0 (9)
for all j, k ∈ Z. Then A = M(a) + M(c)J for some a, c ∈ L∞ and this
decomposition is unique. Furthermore,
max{‖a‖∞ , ‖c‖∞} ≤ ‖A‖ ≤ ‖a‖∞ + ‖c‖∞ .
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Proof. Observe
〈(A− UAU)χk−1, χj〉 = 〈Aχk−1, χj〉 − 〈Aχk, χj−1〉
= 〈Aχk, χj+1〉 − 〈Aχk+1, χj〉
= 〈(A− UAU)χk, χj+1〉
for all j, k ∈ Z, i.e., A − UAU has Laurent structure and is bounded, hence
has to be equal to M(a˜1) for a bounded symbol a˜1 with ‖a˜1‖∞ ≤ 2 ‖A‖ by
Proposition 13. More generally, for l ∈ N, consider
A− U lAU l =
l−1∑
j=0
U j(A− UAU)U j =
l−1∑
j=0
M(χj)M(a˜1)M(χj) = M(a˜l)
with a˜l(z) := (1 + z
2 + · · · + z2(l−1))a˜1(z) =
1−z2l
1−z2
a˜1(z), which has to satisfy
the estimate ‖a˜l‖∞ ≤ 2 ‖A‖ again by Proposition 13. Defining
a(z) :=
a˜1(z)
1− z2
=
a˜l(z)
1− z2l
for almost every z ∈ T, it follows that
‖a(1− χ2l)‖∞ = ‖a˜l‖∞ ≤ 2 ‖A‖ .
for every l ∈ N. By Lemma 12, a is essentially bounded and ‖a‖∞ ≤ ‖A‖.
Moreover,
M(a)− UM(a)U = M(a(1 − χ2)) = M(a˜1) = A− UAU. (10)
Now consider B := (A−M(a))J , which is bounded on Lp. Then
UBU−1 = U(A−M(a))JU−1 = U(A−M(a))UJ = (A−M(a))J = B
by (10), i.e., B has Laurent structure. This means that there is a c ∈ L∞ such
that B = M(c). Hence, A = M(a) +M(c)J .
To show uniqueness assume that there are a˜, c˜ ∈ L∞ such that
M(a˜) +M(c˜)J = A = M(a) +M(c)J.
Then M(a− a˜) = M(c˜− c)J and hence
〈a− a˜, χk〉 = 〈M(a− a˜)χ0, χk〉 = 〈M(c˜− c)Jχ0, χk〉
= 〈M(c˜− c)χ−1, χk〉 = 〈M(c˜− c)χ0, χk+1〉
= 〈M(c˜− c)Jχ−1, χk+1〉 = 〈M(a− a˜)χ−1, χk+1〉
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= 〈M(a− a˜)χ0, χk+2〉 = 〈a− a˜, χk+2〉
for all k ∈ Z. It follows a = a˜ and c = c˜ almost everywhere by the Riemann-
Lebesgue lemma.
Regarding the norm estimates, we have already shown ‖a‖∞ ≤ ‖A‖. By
considering the operator AJ = M(a)J +M(c) instead of A = M(a) +M(c)J
and noting that it also satisfies (9), we can repeat the arguments at the be-
ginning of the proof. Correspondingly, we conclude that AJ = M(a˜) +M(c˜)J
with certain a˜, c˜ ∈ L∞ and ‖a˜‖∞ ≤ ‖AJ‖ = ‖A‖. The uniqueness of the rep-
resentation entails that c = a˜, a = c˜, and thus ‖c‖∞ ≤ ‖A‖. The upper norm
estimates are obvious.
Remark 15. It is straightforward to verify that, conversely, an operator A =
M(a) + M(c)J with a, c ∈ L∞ satisfies condition (9). The norm of such an
operator can even be evaluated exactly. This uses the decomposition of Lp into
the direct sum Lp(T+) ∔ JL
p(T+), where T+ = {z ∈ T : Im(z) > 0}. The
operator can then be identified with a block multiplication operator with 2× 2
matrix-valued symbol. Indeed,
‖A‖B(Lp) = ess-sup
z∈T+
∥∥∥∥
(
a(z) c(z)
c(z¯) a(z¯)
)∥∥∥∥
p
where ‖·‖p stands for the p-norm of a matrix. We leave the detailed verification
to the reader. 
In the following we will consider sesquilinear forms (·, ·) : D+ × D+ → C
with domain
D+ := span {χj : j ∈ N0} .
Every densely defined operator A : Hp → Hp with domain D(A) ⊃ D+ induces
a form via (·, ·)A := 〈A·, ·〉. To keep the notation slick, we will identify A
with (·, ·)A if (·, ·)A is the form induced by A. Conversely, if (·, ·)A is a form,
we will write 〈A·, ·〉 := (·, ·)A even if the form is not induced by an operator
A. Addition of forms and right multiplication with operators that leave D+
invariant are defined in the obvious way.
A form T is called a Toeplitz form or form of Toeplitz type if 〈Tχk, χj〉 =
〈Tχk+1, χj+1〉 for all j, k ∈ N0. A form H is called a Hankel form or form of
Hankel type if 〈Hχk+1, χj〉 = 〈Hχk, χj+1〉 for all j, k ∈ N0. If there exists a
function a ∈ L1 such that for j, k ∈ N0
〈Tχk, χj〉 = 〈a, χj−k〉 or 〈Hχk, χj〉 = 〈a, χ1+j+k〉 ,
respectively, then we say that the Toeplitz or Hankel form is induced by a ∈ L1
and we will write T = T (a) and H = H(a). If a form is both a Toeplitz
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and a Hankel form we call it a checkerboard form. Clearly, the only bounded
checkerboard form is 0.
Theorem 16. For 1 < p < ∞, let T and H be forms of Toeplitz and Hankel
type, respectively, and assume that A = T +H is a bounded operator on Hp.
Then
T = T1 + C and H = H1 − C,
where T1 is a bounded Toeplitz operator, H1 is a bounded Hankel operator, and
C is a checkerboard form. Both decompositions are unique.
Furthermore, T1 = T (a) and H1 = H(b) for some a, b ∈ L
∞, where the
functions a and P (χ−1b) are uniquely determined.
Proof. Let P : Lp → Hp be the Riesz projection and P ∗ : Hp → Lp be the in-
clusion. As the operators (U−nP ∗APUn)n∈N have a uniformly bounded norm,
a standard argument shows that one can choose an increasing sequence (nl)l∈N
such that for every j, k ∈ Z the sequence (〈U−nlP ∗APUnlχk, χj〉)l∈N converges.
As a consequence, the sequence of operators (U−nlP ∗APUnl)l∈N converges
weakly to some bounded linear operator B : Lp → Lp.
For j, k ∈ N0 let tj−k := 〈Tχk, χj〉 and hj+k+1 := 〈Hχk, χj〉. Then
lim
l→∞
〈
U−nlP ∗TPUnlχk, χj
〉
= lim
l→∞
〈Tχk+nl, χj+nl〉 = tj−k
for all j, k ∈ Z. It follows that the limits lim
l→∞
〈U−nlP ∗HPUnlχk, χj〉 also exist
and
lim
l→∞
〈
U−nlP ∗HPUnlχk, χj
〉
= lim
l→∞
〈Hχk+nl , χj+nl〉 = lim
l→∞
hj+k+2nl+1=: h˜j+k
for all j, k ∈ Z. Combining the previous two equations, we get
〈Bχk, χj〉 = tj−k + h˜j+k,
and therefore B satisfies (9). Hence, by Proposition 14, B = M(a) +M(c)J
for some a, c ∈ L∞. In particular, for j, k ∈ N0,
tj−k − 〈T (a)χk, χj〉 = tj−k − 〈M(a)χk, χj〉 = 〈M(c)Jχk, χj〉 − h˜j+k.
The left-hand side is invariant under j 7→ j + 1, k 7→ k + 1. The right-hand
side is invariant under j 7→ j − 1, k 7→ k + 1. It follows that C := T − T (a)
is of checkerboard type and T1 := T (a) is bounded. Consequently, H1 :=
H + C = H + T − T1 = A − T1 is a Hankel form and bounded on H
p. This
yields the desired decompositions. The uniqueness follows from the fact that a
checkerboard form is necessarily unbounded or zero.
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Finally, the characterization of bounded Hankel operators [3, Theorem 2.11]
implies that H1 = H(b) with some (non-unique) b ∈ L
∞, and we know already
T1 = T (a). Clearly, the functions a and P (χ−1b) are uniquely determined as
their Fourier coefficients are given by T1 and H1.
The reasoning in the previous proof breaks down in the case p = 1. Indeed,
while one can still conclude that a ∈ L∞ in the first step, the corresponding
Toeplitz operator T (a) need not be bounded on H1. As mentioned at the
beginning of this section, we conjecture that for p = 1 the boundedness of T (a)
can be also shown.
Theorem 17. For 1 < p < ∞, consider the bounded linear operator A =
T (a) +H(b) on Hp with a, b ∈ L∞. Then, for any compact operator K,
max{‖a‖∞ ,
1
1 + cp
‖H(b) +K‖} ≤ ‖A+K‖ ≤ cp ‖a‖∞ + ‖H(b) +K‖
where cp = ‖P‖B(Lp).
We recall that the constant cp is equal to
1
sin(pi
p
) (see (2)).
Proof. In the proof of Theorem 16 it was shown that B = M(a) +M(c)J is a
bounded linear operator on Lp, which is the weak limit of the sequence of opera-
tors (U−nlP ∗APUnl)l∈N. As (U
n)n∈N converges weakly to 0 and K is compact,
(KPUn)n∈N converges strongly to 0. It follows that (U
−nP ∗KPUn)n∈N con-
verges weakly to 0. Therefore, B is the weak limit of the sequence (U−nlP ∗(A+
K)PUnl)l∈N, and this implies that for each Laurent polynomial f ,
‖Bf‖Lp ≤ lim inf
l→∞
∥∥U−nlP ∗(A+K)PUnlf∥∥
Lp
≤ ‖A+K‖B(Hp) lim inf
l→∞
‖PUnlf‖Hp = ‖A+K‖B(Hp) ‖f‖Lp .
We deduce that ‖B‖ ≤ ‖A+K‖, and combining this with the norm estimate
‖a‖ ≤ ‖B‖ established in Proposition 14 we obtain ‖a‖ ≤ ‖A+K‖, which is
part of the lower estimate. For the upper estimate notice that ‖T (a)‖ ≤ cp ‖a‖.
Furthermore,
‖H(b) +K‖ ≤ ‖A+K‖+ ‖T (a)‖ ≤ (1 + cp) ‖A+K‖ ,
which completes the lower estimate.
Corollary 18. For 1 < p < ∞, let T and H be forms of Toeplitz and Hankel
type, respectively, and assume that A = T +H is a compact operator on Hp.
Then T = C is a checkerboard form and H = H(b) − C, where H(b) is a
compact Hankel with b ∈ C(T).
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Proof. By Theorem 16 we can write T = T (a) + C and H = H(b) − C with
a, b ∈ L∞ and C a checkerboard form. Thus A = T (a) +H(b), and Theorem
17 with K = −A implies that a = 0 and that H(b) = −K is compact. The
characterization of compact Hankel operators [3, Theorem 2.54] completes the
proof.
Corollary 19. For 1 < p < ∞, let A = T (a) +H where a ∈ L1 and H is a
Hankel form.
(i) If A is bounded on Hp, then a ∈ L∞ and H = H(b) for some b ∈ L∞.
(ii) If A is compact on Hp, then a = 0 and H = H(b) for some b ∈ C(T).
Proof. In view of Theorem 16 and Corollary 18, it suffices to show that if T (c)
with c ∈ L1 is a checkerboard form, then c = 0. But this follows directly from
the Riemann-Lebesgue lemma.
Finally, let us summarize the previous results by establishing equivalent
characterizations of bounded Toeplitz + Hankel forms.
Theorem 20. Let 1 < p <∞. Then the following statements are equivalent:
(i) A is a bounded linear operator on Hp satisfying the relations
〈Aχj−1, χk〉 − 〈Aχj , χk−1〉 − 〈Aχj, χk+1〉+ 〈Aχj+1, χk〉 = 0
for all j, k ∈ N.
(ii) A is a bounded linear operator on Hp which is a sum of a Toeplitz and a
Hankel form.
(iii) A = T (a) +H(b) for some a, b ∈ L∞.
Furthermore, the functions a and P (χ−1b) are uniquely determined, and
‖T (a) +H(b)‖ ≃ max{‖a‖∞ , ‖H(b)‖},
‖T (a) +H(b)‖ess ≃ max{‖a‖∞ , ‖H(b)‖ess},
where “≃” stands for equivalence of norms.
Proof. Similar to the proof of Theorem 10.
Elaborating on the last part of the previous theorem, we remark that the
norm and the essential norm of a Hankel operator H(b) on Hp is equivalent to
distL∞(b,H∞) and distL∞(b, C(T) +H∞),
respectively. For details see [3, Theorems 2.11 and 2.54] and the comments and
references given there.
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