Suppose the edges of the complete graph on n vertices are assigned a uniformly chosen random ordering. Let X denote the corresponding number of Hamiltonian paths that are increasing in this ordering. It was shown in a recent paper by Lavrov and Loh that this quantity is non-zero with probability at least 1/e − o(1), and conjectured that X is asymptotically almost surely non-zero. In this paper, we prove their conjecture. We further prove a partial result regarding the limiting behaviour of X, suggesting that X/n is log-normal in the limit as n → ∞. A central part of our proof is to estimate EX 3 . Hence, this result may be considered one of the rare applications of a "third moment method".
Introduction
The altitude of an edge-ordered graph (G, ) is the length of the longest monotone (self-avoiding) path in G. The altitude of a graph G is the smallest altitude of any edge-ordered version of G. We denote the altitude of G by f (G).
In 1971, Chvátal and Komlós [4] proposed the problem of determining the altitude of the complete graph on n vertices, K n . In their paper, they relayed personal communications from R. Graham and D. Kleitman that Ω( √ n) = f (K n ) ≤ 3 4 + o(1) n. Two years later, Graham and Kleitman published their result [5] , stating that n − 3/4 − 1/2 ≤ f (K n ) ≤ 3n/4, and conjectured that f (K n ) is "closer to the upper bound". The constant 3/4 in the upper bound on f (K n ) has successively been improved, and the current best bound is ( 1 2 + o(1))n, as was shown by Calderbank, Chung, and Sturtevant in 1984 [3] .
In his Master's thesis from 1973 [12] , Rödl considered the altitude of graphs with given average degree. Generalizing the lower bound for the complete graph, he showed that if G has average degree d, then f (G) ≥ (1 − o(1)) √ d. For sufficiently dense graphs Rödl's result was recently improved by Milans [9] who proved that, for d n 2/3 (ln n) 4/3 , we have Katrenič and Semanišin [7] proved that the problem of deciding whether or not a given edgeordered graph contains a monotone Hamiltonian path is NP-complete. Hence, the problem of computing the altitude of an edge-ordered graph is NP-hard. Although it seems likely to be true, it remains an open question whether the problem of computing the altitude of a non-edgeordered graph is also NP-hard.
In a recent article [8] , Lavrov and Loh considered the altitude of a uniformly chosen edgeordering of K n . Recall that a (self-avoiding) path in a graph G is said to be Hamiltonian if it visits all vertices. Their main result states that a.a.s. the altitude of such an edge-ordering is at least 0.85n, and with probability at least 1 e − o(1) the edge-ordering contains a monotone Hamiltonian path, that is, the altitude is n − 1. They consequently gave the following natural conjecture. Conjecture 1.1. (Lavrov-Loh) With probability tending to 1, a random edge-ordering of K n contains a monotone Hamiltonian path.
The aim of this paper is to prove this conjecture.
Consider a uniformly chosen random edge-ordering of K n . Let X = X n denote the number of Hamiltonian paths that are increasing with respect to this ordering. As there are n! Hamiltonian paths in K n , and each path is increasing with probability 1 (n−1)! , we have EX = n. Lavrov and Loh gave an elegant argument for estimating the second moment of X, yielding EX 2 ∼ en 2 . Their result that P(X > 0) ≥ 1 e − o(1) follows immediately from this by the second moment method.
The key idea to our approach is to relate the distribution of X to its conditional distribution given the event that a certain path is increasing. As we shall see, this boils down to showing certain third moment estimates of X. Thus, one could with a bit of a stretch consider this as one of the few occurrences of the "third moment method". We have the following result. Theorem 1.2. Asymptotically almost surely as n → ∞ we have X n > 0. Moreover, for any x > 0, lim sup
In fact, our approach gives us a lot more information about X n for large n. Given Theorem 1.2 it is natural to ask further whether or not X n /EX n = X n /n, has a limiting distribution as n → ∞. As EX 2 n ∼ en 2 , the standard deviation of X n /n is e − 1 + o(1), so we would expect this to have a non-trivial limiting distribution. We note that, as X n /n ≥ 0 and EX n /n = 1, the sequence {X n /n} ∞ n=1 is tight, meaning that no mass of X n /n escapes to infinity as n increases. Hence, for any sequence
that converges in distribution. By Theorem 1.2 we know that the limit of any such sequence has no mass at 0. We note that if all such converging sequences have the same limit, then X n /n converges to that distribution as n → ∞.
Recall that the log-normal distribution with parameters µ and σ, log N (µ, σ), is the distribution of Y = e Z where Z ∼ N (µ, σ). Proposition 1.3. Let F (x) denote the cumulative distribution function of the limit of any weakly converging subsequence
for any (not necessarily positive) integer k. That is, F has the same moments as a log-normal random variable with µ = − 1 2 and σ = 1. Moreover, if we let G(t) = F (e t ), equivalently G(t) is the CDF of the limit of ln (X n i /n i ), then G(t) can be written as
where ν(t) is a 1-periodic positive measure on R.
An important caveat relating to this proposition is that the log-normal distribution is Mindeterminate, meaning that there exist other random variables that have the same moments. Roughly speaking, a random variable ξ is M-determinate if its sequence of moments is not growing too quickly. A well-known sufficient condition is that the generating function Ee λξ = ∞ k=0 λ k k! Eξ k converges in some interval around 0, which is not the case for the moments above. As a proof that log N (− 1 2 , 1) is M-indeterminate, one can observe that (1.3) implies (1.2), that is, for any 1-periodic positive locally finite measure ν, normalized such that R dG(t) = 1, the corresponding distribution F has these moments. In [14] further examples of distributions with these moments are constructed, meaning that the characterization of F in (1.3) is stronger than just giving its moments.
While this proposition deals directly only with weak limit points of {X n /n} ∞ n=1 , we can use it to show that the entire sequence has certain properties asymptotically -otherwise there must be a converging subsequence that asymptotically does not have this property. For example, as no dF as above has compact support, it follows that for any M > 0 we must have P(X n /n > M ) bounded away from 0 for large n. Since (1.2) holds for negative powers of x, we have
The proposition also more or less implies that EX k ∼ n k e k(k−1) . More precisely, it shows that there is a truncationX n of X n such that P(X n =X n ) → 1 and EX k ∼ n k e k(k−1) . Moreover, if one can show that EX k = O(n k ) for each fixed positive integer k, then it follows that these moment estimates hold without truncation.
The question remains open whether or not X n /n has a limiting distribution, and in that case which of the distributions of the form prescribed in Proposition 1.3 it is. It seems that new ideas are needed to make any further progress on this problem. Nevertheless, I believe that Proposition 1.3 provides strong evidence for the following statement. Conjecture 1.4. As n → ∞, X n /n converges in distribution to a log N (− 1 2 , 1) random variable. In the remaining parts of the article, we will prove Theorem 1.2 and Proposition 1.3 in parallel. Section 2 gives the main idea of our approach and shows how our results can be reduced to showing third moment estimates for X. These estimates will then be derived in Section 3, completing the proof of both statements.
Proof of Theorem 1.and Proposition 1.3
Let P 0 be any fixed Hamiltonian path in K n . Let Y = Y n denote the conditional number of increasing Hamiltonian paths given that P 0 is increasing. Observe that if one first generates a uniformly chosen edge-ordering of K n and then switches the positions of edges along P 0 in the ordering such that P 0 becomes increasing, then the resulting edge-ordering has the same distribution as a uniform ordering conditioned on P 0 being increasing. Hence this gives a natural way to couple X to Y .
Let us first note a simple relation between the distributions of X and Y , which is essentially a reformulation of the definition of Y . Proposition 2.1. For any k ≥ 0,
Proof. Note that the conditional probability that P 0 is increasing given X = k is, by symmetry, proportional to k. Hence, by Bayes' theorem,
Observing that l l · P(X = l) = EX = n completes the proof.
The key insight that allows us to prove our main result is that, in the limit as n → ∞, X and Y have the same distribution except that Y is scaled up by some constant factor. In other words, conditioning on one fixed path being increasing will multiply the number of increasing Hamiltonian paths by a constant factor, but otherwise not affect the distribution. In fact what we will show is that, for some suitable constant C 1 and with the coupling of X and Y as indicated above, "Y − C 1 X is small for large n".
Heuristically, if Y − C 1 X is small, we would expect EY to be close to C 1 EX. Recall that EX = n. For any Hamiltonian path P , let X P denote the indicator that P is increasing. Hence X = P X P . Computing the expectation of Y from the definition, we get
As mentioned in the introduction, Lavrov and Loh [8] showed that the second moment of X is ∼ en 2 , hence we expect C 1 = e. We remark that EY = 1 n EX 2 can be derived in simpler manner using Proposition 2.1, but we have chosen to show the derivation in (2.1) as this type of argument will recur below.
In proving this proposition, it turns out to be useful to introduce a third random variable, Z = Z n , the number of increasing Hamiltonian paths that are edge disjoint from P 0 . We similarly expect Z − C 2 X to be small for large n and for some constant C 2 . As the joint distribution of X and Z does not depend on which path P 0 is chosen, we may consider P 0 to be chosen uniformly at random, independently of the edge-ordering of K n . For any two paths A, B in K n , let |A ∩ B| denote the number of edges they have in common. We have
It is clear that P(|A ∩ P 0 | = 0) does not depend on A. Let us label the vertices of K n by 1, 2, . . . , n, and consider the case of the path I with vertex sequence {1, 2, . . . n}. Then P (|I ∩ P 0 | = 0) is the probability that a uniformly chosen random permutation {v 1 , v 2 , . . . , v n } of {1, 2, . . . , n} satisfies |v i+1 − v i | > 1 for all i. It was shown, although somewhat sketchily, by Wolfowitz [15] and elaborated on by Kaplansky [6] that this tends to e −2 as n → ∞. A similar statement (see Claim 3.9 below) will be shown later in the paper. It follows that E [Z|X] = P (|I ∩ P 0 | = 0) X ∼ e −2 X. Hence EZ ∼ e −2 EX = e −2 n and so C 2 = e −2 .
Hence, in order to prove Proposition 2.2, it suffices to show that
and
As already stated, EX 2 ∼ en 2 . Similarly, by the above calculation we have EXZ = E[XE [Z|X] ] ∼ e −2 EX 2 ∼ e −1 n 2 . Furthermore, following the argument in (2.1), we have
so estimating the second moment of Y is equivalent to estimating the third moment of X. Similarly, EY Z and EZ 2 can be expressed as sums over subsets of the terms in EX 3 . More precisely
Proposition 2.2 follows if one can show the following third moment estimates on X. Proposition 2.3. As n → ∞, we have
3)
and furthermore,
The proof of this proposition involves some rather involved combinatorial arguments, and will be given in Section 3.
Combining Propositions 2.1 and 2.2 we get immediate simple proofs of Theorem 1.2 and Proposition 1.3.
By Proposition 2.1, we further have
Proof of Proposition 1.3. Consider the sequence Y n i /n i . By Proposition 2.1 we know that
for almost all x ≥ 0. Further, by Proposition 2.2 we have
for almost all x ≥ 0. As a consequence of this, we have
or equivalently, using dG(t) = e t dF (e t ),
It follows immediately that if we define ν by dν(t) = e (t+
Hence ν is 1-periodic and satisfies (1.3). As for (1.2), we have
where the integral on the last line evaluates to one as e
is a probability measure.
Third moment analysis
In what follows, we will use capital A, B and C to denote (directed) Hamiltonian paths. For such a path A, X A is the indicator for the event that the edges in A are in ascending order. We denote by |A ∩ B| and |(A ∪ B) ∩ C| etc. the number of edges of the respective sets.
As a first step in our proof, we rewrite the sums in equations (2.3), (2.4) and (2.5). Starting with the identity
we note that P(A, B, C are all increasing) = 1 |A∪B∪C|! where the sum goes over all edgeorderings of A ∪ B ∪ C that make A, B and C all increasing. Hence, we may equivalently write EX 3 as a sum over all edge-ordered path triples (A, B, C, ) where all paths are increasing:
Similarly we get the sums 
Let (A, B, C, ) be a triple of Hamiltonian paths together with a corresponding edgeordering. Below we will always assume that all three paths are increasing with respect to . For brevity, we will refer below to such a triple as an edge-ordered triple and suppress the in the notation.
Dealing with edge-ordered triples (A, B, C), an important concept is the corresponding common edge graph, denoted below by G. This is defined as follows. Take the induced subgraph of K n consisting of all edges that are contained in at least two of the paths (any vertex of degree zero is removed). Label each edge according to which paths the edge is contained in, and in which direction these traverse the edge. We consider G as an edge-ordered graph by letting it inherit the order of (A, B, C). See Figure 1 for an example.
For a fixed edge-ordered triple, the common edge graph may contain paths of length at least two, v 0 , e 1 , v 1 , e 2 , . . . , e l , v l , where e 1 , e 2 , . . . , e l are shared by a fixed subset of {A, B, C}. In other words, they are all contained in one of (
Note that the edge-ordering implies that the involved paths among A, B, and C traverse e 1 , e 2 , . . . , e l in a common direction.
Claim 3.1. For any sequence v 0 , e 1 , v 1 , e 2 , . . . , e l , v l as above, e 1 , e 2 , . . . , e l are next to each other in the edge-ordering of the common edge graph. Moreover, for any 0 < i < l, the only edges incident to v i are e i and e i+1 .
Proof. Let us, without loss of generality, assume that the edges are in A ∩ B. As A, B, and C are self-avoiding, no edges in A or B can come between e i and e i+1 in the edge-ordering. Hence any such edge is unique to C, and not in the common edge graph. Similarly e i and e i+1 are the only edges in A and B respectively incident to v i , which makes them the only incident edges in the common edge graph.
Motivated by the above claim, we define the reduced common edge graph,G, of an edgeordered triple as the graph obtained by collapsing all paths as above in the common edge graph to a single edge, preserving edge labels and the edge-ordering, see Figure 1 . It follows from the Note that each of these quantities are uniquely determined by the reduced common edge graph.
Claim 3.2. Let k 1 , k 2 , k 3 and k 4 be given non-negative integers. Then (up to isomorphism) the number of reduced common edge graphsG such that
Proof. We first bound the number of edges inG. Consider the possible sets of edges incident to a vertex v ∈G. To reduce the number of cases, we can ignore the directions in which the paths traverse the various edges, and only distinguish which paths each edge is contained in. This is illustrated in Figure 2 . We see clearly that v is either the end-point of a common segment of A and B (the first three cases on the second row), in which case it contributes by 1 2 to k 1 (G), an end-point of a common segment of A ∪ B and C (the first row), in which case it contributes 1 2 to k 2 (G), or counted in k 4 (G) (the last case on the second row). As any vertex has at most three incident edges, it follows that
Suppose that we constructG by adding the edges one at a time, in ascending order. For each new edge we need to choose its label, whether or not its end-points are already in the graph, and in that case which vertices these are. Observe that if an edge e inG shares a vertex with some edge e e, then e and e must be incident edges in either A, B or C. Hence there are at most three vertices where a new edge can be attached. ThusG can be encoded in O( E(G) ) bits.
Claim 3.3. Let (A, B, C) be an edge-ordered triple in K n . Then, for any ε > 0, either
Proof. Let G be the common edge graph of (A, B, C). We define the weight of a vertex in G, denoted by w(v), as the number of edges incident to v in G, where an edge is counted with multiplicity 2 if it is shared by two paths and 3 if shared by all three. It is not too hard to see that the only ways a vertex can have the maximal weight of 6 is or .
Let us denote the number of these types of vertices by x and y respectively. Now, one can observe that no edge can have two end-points of weight 6, as it is impossible to order the edges in such that the path segments of A, B and C are all increasing. Furthermore, as each vertex of weight ≤ 5 can have at most two edges, it follows that y ≤ number of such edges ≤ 2 · (number of vertices of weight ≤ 5) = 2(n − x − y). In particular y ≤ 2 3 (n − x). Now, assume that |A ∩ B ∩ C| < (1 − 18ε)n. One readily sees that |A ∩ B ∩ C| ≥ x. We then have
where in the second to last step we used y ≤ 2 3 (n − x).
LetG be a reduced common edge graph, and let c AB , c AC , c BC and c ABC be non-negative integers. To simplify notation we will writec = (c AB , c AC , c BC , c ABC ). Let T n (G,c) denote the number of edge-ordered triples (A, B, C) corresponding toG such that
We furthermore let t n (G,c) = T n (G,c)/(3n − 3 − c AB − c AC − c BC − 2c ABC )!. Note that this means that EX 3 = G c t n (G,c). The following proposition gives a reasonable bound for T n (G,c) provided either c ABC is close to n, or n − c AC − c BC − c ABC is of order n. By Claim 3.3 we know that we can always permute the paths in an edge-ordered triple such that one of these two properties is satisfied. 
where the product goes over α ∈ {AB, AC, BC, ABC}, k i = k i (G) for i = 1, 2, 3, 4 and l α = l α (G) denotes the number of edges inG labelled with α, that is the number of AB-, AC-, BC-, and ABC-edges respectively inG. Proof. In counting the number of edge-ordered triples (A, B, C, ) satisfying the conditions above, it is useful to consider what we refer to as an edge list, first of A and B, and then of A, B and C. This is defined as a list of length |A ∪ B| or |A ∪ B ∪ C| respectively where the i:th entry denotes which of A, B and C the i:th smallest edge in A ∪ B or A ∪ B ∪ C respectively is contained in. This serves both to encode the edge-order of A ∪ B ∪ C and the number of unique edges the paths have between common segments.
Step 1: Choose the common edge graph G.
It suffices to choose the lengths of each collapsed chain inG. By Claim 3.1 we know that this uniquely defines the edge-ordering of G. For each α ∈ {AB, AC, BC, ABC} we need to divide up c α edges between l α segments. Hence, there are at most α cα−1 lα−1 ways to do this.
Step 2: Choose the edge list of (A, B) .
Given G, we know the number of common segments of A and B and their respective lengths. As no edge unique to A or B can occur during one of the common segments, any edge list can, given G, be encoded as a string containing |A \ B| = n−1−c AB −c ABC A:s, |B \ A| = n−1−c AB −c ABC B:s, and k 1 D:s, denoting the placement in the order of the edges unique to A, B, and the common segments of A and B respectively. Hence the number of such edge lists is at most the multinomial coefficient,
Step 3: For each edge in G, locate the corresponding entry in the edge list of (A, B).
Note that each edge in G is contained in at least one of A and B, and is hence present in the edge list. The position of any edge common to A and B is immediately determined by the edge-ordering of G -the i:th common edge between A and B in G corresponds to the i:th AB entry in the edge list. Moreover, if we know which position one edge in G has in the edge list, then we also know the position any adjacent edge in G as such an edge is either the previous or next edge in one of A and B. Thus, the position of one edge implies the positions of all edges in the same component. Hence, it suffices to choose the location of one edge from each of the k 3 components in G that does not contain a common edge of A and B. As any such edge cannot be common to A and B, this can be done in
ways.
Step 4: Choose the edge list of (A, B, C).
As all edges of C that are common with A or B are already in the edge list of (A, B), it only remains to insert |C \ (A ∪ B)| = n − 1 − c AC − c BC − c ABC many C:s into this list. There are at least c AC + c BC + c ABC − k 2 entries in the edge list of (A, B) immediately after which we cannot place any C:s, namely those corresponding to edges in common segments between C and A ∪ B that are not the last edge in its segment. Hence, the number of ways this extension can be made is at most
Step 5: Choose the vertex sequences of A, B and C.
There are n! possibilities for the vertex sequence of A. Given G and the edge-ordering of {A, B, C} this determines c AB + c ABC + k 1 + k 4 of the vertices along B, yielding at most (n − c AB − c ABC − k 1 − k 4 )! options for the remaining vertices of B. Similarly, fixing A and B, the remaining vertices along C can be chosen in at most (n − c AC − c BC − c ABC − k 2 )! ways.
Lemma 3.6. For any non-negative integers p ≤ q ≤ r,
Proof. We have
where, by convexity of the exponential function,
We are now ready to derive an upper bound on EX 3 that shows that the quantity is of order n 3 and further lets us identify the dominating contribution. We define a reduced common edge graphG as good if each of its components consists of a single edge which is common to precisely two paths. Proposition 3.7. We have EX 3 = O(n 3 ). Moreover, for any integer M ≥ 0, the contribution to the sum
Proof. Fix ε > 0 sufficiently small (ε ≤ 1500000 −1 suffices). By Claim 3.3 we know that we can bound EX 3 = (A,B,C, ) 1 |A∪B∪C|! by 3S 1 + 3S 2 + S 3 , where S 1 is the contribution to this sum from all edge-ordered triples where
S 2 is the contribution where
and S 3 is the contribution where |A ∩ B ∩ C| > (1 − 18ε)n. Let us start by estimating S 1 . We have
To bound the summand in the right-hand side we apply Proposition 3.4. Note that we can assume that c AB + c ABC − k 1 ≥ 0 and c AC + c BC + c ABC − k 2 ≥ 0, as otherwise t n (G,c) = 0. By the first part of Lemma 3.6 using p = c AB +c ABC −k 1 , q = n−1−k 1 and r = 2n−2−c AB −c ABC we have, for any c AB , c AC , c BC , c ABC as in the above sum,
and using
Plugging this into Proposition 3.4 we get, after some simplification,
where in the last step we used n! (n−1−k 1 )! ≤ n k 1 +1 and, by the second part of Lemma 3.6,
. Using the Taylor expansion 
By the definitions of k 2 , k 3 and k 4 , equations (3.2)-(3.4), one can see that k 2 + k 4 − k 3 is at least the number of components ofG that either consist of more than one edge, or contain an ABC-edge. In particular, k 2 + k 4 − k 3 is non-negative, and zero only ifG is good. Using this observation together with the first part of Claim 3.2, it is easy to see that the sum in (3.7) converges uniformly for sufficiently large n. Hence S 1 = O ε (n 3 ), and moreover the contribution from non-goodG is O ε (n 2 ).
We now turn to S 2 . Similarly to above we have
Let d AB = n − c AB − c ABC . Note that d AB ≥ 1. Again, applying Proposition 3.4, and simplifying using (3.6),
≤ 2 2d AB −2 , we get, after some cancellation,
where the last step uses
it follows by summing over d AB , c AC , c BC , c ABC that
We will now prove that k 1 + k 2 ≥ l AB . Consider an edge e inG labelled with AB. Either it is the lowest ordered edge in a common segment of A and B, and hence counted in k 1 , or there is a preceding edge e . In the latter case, we know that e is common to A and B, and sincẽ G contains no incident edges with the same label, e must be labelled ABC. The claim then is that e is the last edge in a common segment of A ∪ B and C, which means that it is counted in k 2 . If not, there is a next edge e which, without loss of generality, is labelled AC. But then e, e and e are consecutive edges in A which are not ordered monotonely, which is a contradiction. Again, by the first part of Claim 3.2, this is summable yielding a contribution of O(n 2 ). Lastly, we have
where, as before, 
and thus, assuming ε < 1 288 2 ·18
, we have
To show that this sum overG is bounded the key observation is that l ABC ≤ k 1 + k 2 for anỹ G, as each ABC-edge inG is either the first edge in a common segment of A and B, or the first edge in a common segment of A ∪ B and C. We show this through proof by contradiction. Let e be an ABC-edge inG not of this form, let e be the preceding edge in the AB-component, and e the preceding edge in the C-component. Then, as no two incident edges inG have the same label, e must be labelled AB and e must either be labelled AC or BC, say, without loss of generality, AC. Then both e and e incident to e in the edge-ordering of A, but they are both before e in the ordering, which is impossible. Using this it follows that S 3 = O ε (n 2 ). We remark that actually l ABC < k 1 + k 2 , which strengthens the bound to S 3 = O ε (n), though this is not required here.
From the preceding argument we know that the contribution to EX 3 from non-good reduced common edge graphs, and fromc such that c AB + c AC + c BC > M is at most
Using the bound
which is valid for any term in in the sum in (3.8), and proceeding as before with the bound of S 1 it follows that the above sum is O(n 3 )e −Ωε(M/2) , as desired.
It remains to investigate the contribution from good reduced common edge graphs and small c more carefully. Recall that a good reduced common edge graphG, by definition, has no edges common to all three paths. Hence t n (G, c AB , c AC , c BC , c ABC ) = 0 unless c ABC = 0. Proposition 3.8. LetG be a fixed good reduced common edge graph, and let c AB , c AC and c BC be fixed non-negative integers. Then,
where the the sum and product over α go over AB, AC, and BC, k α = k α (G) denotes the number of components inG labelled with α, and r α = r α (G) denotes the number of these where the paths traverse the segment in opposite directions.
Proof. Given an edge-ordered triple A, B, C, we say that an edge e ∈ A ∪ B ∪ C occurs during an edge set E ⊆ A ∪ B ∪ C if there exists e , e ∈ E such that e e e . Thus, for an edge-ordered triple A, B, C, we can assign numbers m AB , m AC and m BC counting the number of unique edges of C, B or A respectively that occur during some common segment of A and B, A and C or B and C.
We now count the number of edge-ordered triples corresponding to fixedG, c AB , c AC , c BC and given values of m AB , m AC and m BC . Since each common segment of an edge-ordered triple contains at least one edge, we may assume that c α ≥ k α = k α (G) for α = AB, AC, BC.
Step 1: Choose a common edge graph G.
For each α ∈ {AB, AC, BC} we need to choose the length of each of the k α − r α segments that the paths traverse in the same direction. This is equal to the number of ways to place c α − r α indistinguishable balls into k α − r α bins such that each bin contains at least one ball. Hence the number of ways to do this is α cα−rα−1 kα−rα−1 .
Step 2: Choose an edge list of (A, B, C).
Let us first consider the edges unique to one of the paths that occur during a common segment of the other two. For a given α, there are c α − k α spaces between common edges of α. Hence the number of ways to place these m α edges is equal to the number of ways to place m α indistinguishable balls into c α − k α bins, which is ways. However, this will overestimate the number of edge lists, for instance, asG is good we cannot have two D:s next to each other. The exact condition on such an intertwined string to yield a feasible edge list is a bit involved to describe, but as we shall see, it is sufficient that the string contains at least two A:s, two B:s and C:s between each pair of D:s.
To estimate the proportion of such intertwined strings, consider a random such string, chosen with uniform probability. Observe that the subsequence consisting of all A:s and D:s is uniformly distributed among the possible strings consisting of n − 1 − m BC − c AB − c AC A:s and α k α D:s. Hence, by the first moment method, the probability that two D:s have less than two A:s between them is oc ,m (1) wherem = (m AB , m AC , m BC ). The argument works analogously for the subsequences consisting of all B:s and D:s or C:s and D:s.
Step 3: Choose the vertex sequences of A, B and C.
Note that given G and the edge list of (A, B, C) we can determine which vertices along the respective paths that are contained in common segments with one of the other two paths, and thereby which vertices in G these correspond to.
Suppose that we first choose an embedding of G into K n . This can be done in where at least one end-point is in R is oc (1) . Hence it remains to consider the case of coinciding edges where neither end-point is in R.
Condition on R and the vertex sequence of A. Let e 0 = {u 0 , v 0 }, e 1 = {u 1 , v 1 }, . . . be an indexing of the edges of A that have no end-points in R, and for each i, let E e i and F e i be the events that u i v i respectively v i u i are substrings of B. Let ξ = i 1 Ee i + 1 Fe i . Then E ξ r = |E|=r P (∩ E∈E E) where the sum goes over all unordered r-tuples of events E e i and F e i as above.
The events in an r-tuple E may be incompatible -there might be two events saying that B should contain substrings starting or ending with the same vertex, in which case clearly
