Abstract. This study proposes a method to analyze inventory shrinkage in a smart factory environment using the Internet of Things and Big Data. We developed an algorithm that searches for the loss or misreading point of an object in a parallel and distributed manner using the Hadoop MapReduce framework, and we implemented a web-based anomaly detection system. Through the developed system, the loss/misreading position per point, the total number of loss/misreadings, loss/misreadings versus total yield, and worker-related loss/misreadings can be checked.
Introduction
The smart factory concept has emerged as a way to cope with increased competition in global manufacturing and maintain future competitiveness. The smart factory concept involves connecting the entire factory to a network that creates a virtual world, which mirrors the conditions of the physical world, in order to optimize products as well as manufacturing process and control [1] [2] [3] .
The core driving force of the smart factory is information and communications technology, specifically the Internet of Things (IoT), Big Data, cloud computing, and cyber-physical system [4, 5] . The application of an RFID system and sensor technology-the core technologies of the IoT-in a smart factory can collect real-time data on work in progress (WIP) movement, production process parameters, and factory environment. Through a cyber-physical system, current factory conditions are detected and future scenarios can be predicted to deal with potential problems and adjust production plans accordingly. If a quality or process problem occurs, the cause can be identified through Big Data analysis.
However, even if technologies such as IoT and Big Data are applied to production and logistics processes, it is impossible to totally prevent shrinkage in WIP or finished products due to loss, theft, or damage in the actual physical environment.
In this paper, we propose a method to identify problems such as loss, theft, or unrecognized objects in production and logistics processes, by analyzing event logs collected through the IoT and stored in a Big Data repository. The Big Data repository is supported by the Hadoop Distributed File System (HDFS) and uses token replay [6] to check the conformance among process mining methods. The MapReduce framework is used to parallelize token replay.
Algorithm Design
In this section, we describe the process of collecting events for object flow distribution in Hadoop by ObjectID using MapReduce, performing token replay in parallel, and identifying anomalies. In this study, anomalies are restricted to only the loss and misreading of objects.
Event Type
The environment for using Auto-ID tags at the event fields for objects collected by the reader and sensor is shown in Figure 1 . It includes the ObjectID that represents the object, the eventTime, which is the time when the event occurred, and the readPoint, which indicates where the event occurred. In addition, it can include process worker information, and the siteName indicating the workplace location, temperature, and other process and failure environment information. Figure 1 . Example of event log.
MapReduce Design
The MapReduce function proposed in this study consists of a Map function that collects events by ObjectID, and a Reduce function that extracts only the objects that have anomalies after a token replay. Figure 2 summarizes this process. Map Function. map: file → <ObjectID, (eventTime, readPoint, workers)>. The Map function reads the files described in Section 2.1, in which the event data are stored distributedly, one line at a time. It extracts only the necessary fields and converts them into key-value pairs. The fields needed to detect anomalies are the ObjectID, eventTime, and readPoint. In addition, worker data are extracted through the Map function to identify workers associated with anomalies. Since fields are extracted from each ObjectID, it returns a key-value pair with the ObjectID as the key and the remaining fields as the value. Sample results from the Map function are shown in Figure 3 . The set of values for the key value ObjectID are listed using the delimiter comma (,). ① Performs token replay between events collected by ObjectID and a predefined process model. ② After the token replays, it is determined whether the token reaches a sink of a predefined process. ③ If the token does not reach the sink place, then the situation is not lost/stolen. Therefore, add the ObjectID into the key (k2) and add the event fields (eventTime, readPoint, workers), corresponding to the forward transition of the point where the token was last located, to the value set (<v3>). At this time, the loss is assigned to the type. ④ It is determined whether m = 0. ⑤ If m = 0, there is no missing event; this implies that that a lost/stolen or unrecognized phenomenon did not occur. Therefore, there is nothing to add to the key (k2)-value set (<v2>) pair resulting from the reduction. ⑥ If m is not 0, then a missing/unrecognized event occurred. Therefore, the event field (eventTime, readPoint, workers) corresponding to the forward transition at the point where the ObjectID and the key (k2) are added into the value set (<v2>). At this time, a misreading is assigned to the type. The resulting Reduce file is shown in Figure 5 . The event fields (eventTime, readPoint, workers) for each ObjectID showing the anomalous phenomenon and type of anomaly are shown and the commas (,) are used as delimiters. We implemented the anomaly detection system based on the anomaly detection MapReduce algorithm designed in Section 2. If a specific period is entered into the anomaly detection system, as seen in the top left portion of Fig. 6 , it analyzes the anomalies in the process and identifies the loss area, total loss count, loss versus total loss rate, loss versus total production rate, total number of workers, number of workers associated with loss, and a list of workers associated with loss. If you want to check the list of workers associated with loss for each branch, you can do so by clicking the button and the popup window. 
Conclusion
This study developed an algorithm and a web-based system to find loss or misreading of objects by using process mining technique over MapReduce framework. Through the developed system, users could find the loss/misreading points, rate, and related-workers easily and quickly. Because the proposed algorithm considered parallel processing manner, the algorithm can be applied to systems dealing with large scale data.
