This paper introduces a new method for learning to refine a rule-based fuzzy logic controller. A reinforcement learning technique is used in conjunction with a multilayer neural network model of a fuzzy controller. The approximate reasoning based intelligent control (ARIC) architecture proposed here learns by updating its prediction of the physical system's behavior and fine tunes a control knowledge base. Its theory is related to Sutton's temporal difference (TD) method. Because ARIC has the advantage of using the control knowledge of an experienced operator and .fine tuning it through the process of learning, it learns faster than systems that train networks from scratch. The approach is applied to a cart-pole balancing system.
INTRODUCTION
Many control theorists have successfully dealt with a large class of control problems by mathematically modeling the process and solving these analytical models to generate control actions. However, the analytical models tend to become complex, especially in large, intricate systems. The non-linear behavior of many practical systems and the unavailability of quantitative data regarding the input-output relations make this analytical approach even more 268 Hamid R. Berenji difficult. Hence, many researchers have focused their attention on approximate reasoning techniques and knowledge-based control as viable alternatives to traditional analytical control. In recent years, there have been a number of successful applications of approximate reasoning techniques, which include the subway system in the city of Sendai (Yasunobu and Miyamoto [1] ), nuclear reactor control (Bernard [2] ), and automobile transmission control (Kasai and Morimoto [3] ). These applications have mainly concentrated on emulating the performance of a skilled human operator in the form of linguistic rules. However, the process of fine tuning the control rules to get the desired performance remains a time-consuming and tedious task.
Starting with the self-organizing control (SOC) techniques of Mamdani and his students (e.g., Procyk and Mamdani [4] ), the need for research in developing fuzzy logic controllers that can learn from experience has been realized (e.g., Lee and Berenji [5] ). The learning task may include the identification of the main control parameters (better known as system identification in control theory) or the development and fine tuning of the fuzzy memberships used in the control rules. In this paper, we concentrate on the latter learning task and develop an architecture that can learn to adjust the fuzzy memberships of the linguistic labels used in different control rules.
The organization of this paper is as follows. We first review some fundamentals of fuzzy logic control, reinforcement learning, and credit assignment. Next, we discuss the general architecture for approximate reasoning based intelligent control (ARIC). This architecture addresses two related problems. First, we introduce techniques for the design of rule-based controllers that use qualitative linguistic rules obtained from human expert controllers. Also, we describe a controller that learns directly from experience and automatically develops and adjusts is control rules. Finally, we describe the application of this architecture to the real-world control problem of cart-pole balancing.
FUZZY LOGIC CONTROL
Fuzzy logic control is based on fuzzy set theory (Azdeh [6] ). A fuzzy set is an extension of a crisp set. Crisp sets allow only full membership or no membership at all, whereas fuzzy sets allow partial membership. In other words, an element may partially belong to a set. In a crisp set, the membership or nonmembership of an element x in set A is described by a characteristic function #A(x), where where X refers to the universal set defined in a specific problem.
Assuming that A and B are two fuzzy sets with membership functions of #.4 and /~s, then the following operations can be defined on these sets. The complement of a fuzzy set is a fuzzy A with a membership function The intersection of A and B is the fuzzy set /XAnS = min{/~A, #B} Different methods for developing fuzzy logic controllers have been suggested in recent years and are reviewed by Berenji [7] . In the design of a fuzzy controller, one must identify the main control parameters and determine a term set that is at the right level of granularity for describing the values of each linguistic variable. 1 For example, a term set including linguistic values such as { small, medium, large} may not be satisfactory in some domains, and may instead require the use of a five-term set such as { Very Small, Small, Medium, Large, Very Large}. ~A linguistic variable is a variable that can take only linguistic values.
sensors. This architecture consists of four elements whose functions are described next.
In coding the values from the sensors, one transforms the values of the sensor measurements in terms of the linguistic labels used in the preconditions of the rules. This process is commonly called fuzzification or encoding. The fuzzification stage requires matching the sensor measurements against the membership function of linguistic labels.
In modeling the human expert operator's knowledge, fuzzy control rules of the form IF Error is small AND Change-in-error is small THEN Force is small can be used effectively when expert human operators can express the heuristics or the knowledge that they use in controlling a process in terms of rules of the above form.
Conflict Resolution and Decision Making
As mentioned earlier, because of the partial matching attribute of fuzzy control rules and the fact that the preconditions of rules do overlap, usually more than one fuzzy control rule can fire at a time. The methodology that is used in deciding what control action should be taken as the result of the firing of several rules can be referred to as conflict resolution. The following example, using two rules, illustrates this process. Assume that we have the following rules:
Rulel: IFXis A~and Yis B~ THENZisC~ Rule 2: IFXis A2and Yis B 2THENZisC 2 Now, if we have x 0 and Yo as the sensor readings for fuzzy variables X and Y, then their truth values are represented by /xA,(x 0) and #n,(Yo), respectively, for rule 1, where /~A, and ~s, represent the membership functions for AI and BI, respectively. Similarly, for rule 2, we have #A2(Xo) and /zB2(yo) as the truth values of the preconditions. Assuming that a minimum operator is used as the conjunction operator, the strength of rule 1 can be calculated by
Similarly, for rule 2,
The control output of rule 1 is calculated by applying the matching strength of Reinforcement Learning for Fuzzy Control its preconditions on its conclusions: 2 Z(1) = /lc~l(w(l)) and for rule 2, z(2) = .;'(w(2)) 271 This means that as a result of reading sensor values x 0 and Y0, rule l recommends a control action of z(1) and rule 2 recommends a control action Z (2) . As shown in Figure 2 , the combination of the above rules produces a nonfuzzy control action z*, which is calculated using Tsukomoto's defuzzification method:
where n is the number of rules with firing strength w(i), greater than 0 (n = 2 2Here it should be noted that the inverse functions can be defined only for monotonic membership functions. Since most fuzzy membership functions are defined using nonmonotonic functions, other mapping functions have been used in the literature that are reviewed by Berenji [7] . For simplicity, we explain the mapping and defuzzification processes using monotonic functions only, although other approaches (also reviewed in [7] ) are equally applicable. in the above example) and z(i) is the amount of control action recommended by rule i.
REINFORCEMENT LEARNING, CREDIT ASSIGNMENT, AND TEMPORAL DIFFERENCE METHODS
The credit assignment problem has long been a challenging topic of research in artificial intelligence where, given the performance (results) of a process, one has to distribute reward or blame to the individual elements that contribute to that performance. In rule-based systems, for example, this means assigning credit or blame to individual rules engaged in the problem-solving process. Samuel's checker-playing program is probably the earliest AI program that uses this idea (Samuel [4] ). Michie and Chambers [9] used reward/punishment strategy in their BOXES system, which learned to do cart-pole balancing by discretizing the state space into nonoverlapping regions (boxes) and applying two opposite constant forces. Barto et al. [10] used two neuron-like elements to solve the learning problem in cart-pole balancing. In these approaches, the state-space is partitioned into nonoverlapping smaller regions and then the credit assignment is performed on a local basis.
In reinforcement learning, one assumes that there is no supervisor to critically judge the chosen control action at each time step. The learning system is told indirectly about the effect of its chosen control action. In this paper, we use reinforcement learning to perform credit assignment.
Temporal difference (TD) methods, a class of incremental learning procedures specialized for prediction problems, were introduced by Sutton [11] . The main characteristic of these methods is that they learn from successive predictions, whereas in the case of supervised learning methods, learning occurs when the difference between the predicted outcome and the actual outcome is revealed (i.e., the learning model in TD does not have to wait until the actual outcome is known and can update is parameters within a trial period).
The difference between the temporal difference methods and the supervised learning methods becomes clear when these methods are distinguished as single-step versus multistep prediction problems. In the single-step prediction (e.g., Widrow-Hoff rule [12] ), complete information regarding the correctness of a prediction is revealed at once. However, in multistep prediction, this information is not revealed until more than one step after the prediction is made, but partial information becomes available at each step.
Approaches similar to the temporal difference methods are more useful than supervised learning schemes in dynamic control problems because the success or failure signals might become available only after a long sequence of control actions. Figure 3 illustrates the general architecture of our intelligent controller where the main elements are the action-state evaluation network (AEN), which acts as a critic and provides advice to the main controller, and the action selection network (ASN), which includes a fuzzy controller. The AEN is based on Anderson's [13] extension to Sutton's [14] AHC algorithm in which the single-layer neural network in AHC was extended to a multilayer neural network. ASN is a multilayer neural network representation of a fuzzy logic controller, with as many hidden units as there are rules in the control knowledge base. The inputs to a hidden unit are the preconditions of a rule, and its output is the conclusion of a rule. ASN learns search heuristics as a probabilistic mapping from states to actions. It, too, is based on Anderson's extension from a single-layer neural network as in Barto et al.'s work [10] to multilayer neural networks. These extensions in AEN and ASN reduce the amount of effort in designing an architecture for the control system (as will be shown in more detail later). Multilayer neural networks can also model nonlinear evaluation functions. ASN stochastically modifies the action selected by the fuzzy controller. This change in the recommended action by ASN is more significant for a state if that state does not receive high internal reinforcements (i.e., probability of failure is high). On the other hand, if a state receives high reinforcements, ASN changes the action selected by the fuzzy controller by smaller magnitudes. This means that if the fuzzy logic controller embedded in ASN is performing well (e.g., after it has learned to control the system) then its recommendation is followed, albeit with no or only Figure 3 . The ARIC architecture.
THE ARIC ARCHITECTURE
minor changes to it. However, when a state receives weak internal reinforcement (e.g., at the beginning of the learning process), ASN modifies the action recommended by the fuzzy controller more significantly. The details of this process are discussed in the following; however, it should be noted that the learning element of ARIC's architecture is similar to learning skills in humans who start with a collection of general rules (e.g., fuzzy control rules in ARIC) and refine them through practice (e.g., reinforcement learning through a number of trials). In summary, the ARIC algorithm proceeds as follows: 1. Given an input, the ASN • determines an action using fuzzy rules • determines a measure of confidence in the fuzzy system's conclusion. 2. These two decisions are used appropriately to produce the final action, which is sent to the physical system. As a result of this action, the system moves to a new state.
The AEN evaluates the new state, and a comparison of this evaluation
with the score of the previous state gives a measure of internal reinforcement. 4. This reinforcement controls the modification of weights in both AEN and ASN and leads to learning. 5. Over time, the AEN improves and becomes a good state evaluator.
Reinforcement estimates become more reliable. Also, the ASN improves so that the recommendation of the fuzzy system becomes more correct with a higher measure of confidence. The AEN and ASN do not necessarily have the same number of hidden or output units. In fact, in the example that is discussed later, we use 5 and 13 units in the hidden layers of the AEN and ASN, respectively.
Action-State Evaluation Network (AEN)
The AEN plays the role of an adaptive critic element (Barto et al [10] ) and constantly predicts reinforcements associated with different input states. The only information received by the AEN is the state of the physical system in terms of its state variables and whether or not a failure has occurred. The structure of an evaluation network include h hidden units and n input units from the environment, one of which is a bias unit (i.e.,x] ..... xn). In this network, each hidden unit receives n inputs and has n weights, while each output unit receives n + h inputs and has n + h weights. This structure is shown in Figure 4 . The learning algorithm is composed of Sutton's AHC algorithm [14] for the output unit and an error backpropagation algorithm (Rumelhart et al. [15] ) for the hidden units.
The AEN produces a prediction of future reinforcement for a given state, 
and t and t + 1 are successive time steps. The output unit of the evaluation network receives inputs from both units in the hidden layer (i.e., Yi) and directly from the units in the input layer (i.e., xi):
This network evaluates the action recommended by the action network as a function of the failure signal and the change in state evaluation based on the state of the system at time t + 1 : 0, start state
failure state (4)
where 0 < 3/< 1 is the discount rate. In other words, the change in the value of v plus the value of the external reinforcement constitutes the heuristic or internal reinforcement ~, where the future values of v are discounted more the further they are from the current state of the system. For example, the value of v generated one time step later is given less weight than the current value of v.
LEARNING IN AEN The weights in this network are updated consistent with a reward/punishment scheme of a neural network. That is, if positive (negative) internal reinforcements are received, the values of the weights are rewarded (punished) by being changed in the direction that increases (decreases) its contribution to the total sum. The weights on the links connecting the units in the input layer directly to the units in the output layer are updated according to
where /3 > 0 is a constant and t~[t + 1] is the internal reinforcement at time t + 1. A positive change in the state evaluations (i.e., a positive ?) results in an increase in the weight values, and similarly, a negative P results in a decrease in weight values. Similarly, for the weights on the connections between the hidden layer and the output layer, we have
The weight update function for the hidden layer is based on a modified version of the error backpropagation algorithm. Since no direct error measurement is possible (i.e., knowledge of correct action is not available), as in Anderson [13] , ~ plays the role of an error measure in the update of the output unit's weights: If ~ is positive, the weights are altered so as to increase the output v for positive input, and vice versa. Therefore, the equation for updating the weights is
where /3,/3 h > 0. Note that in the above equation the sign of a hidden unit's Input x, t
x 2
x n Figure 5 . The action selection network.
Stochastic ]
Action u'(t) ,~ Modifier output weight is used rather than its value. This variation is based on Anderson's empirical results that the algorithm is more robust if only the sign of the weight is used rather than its value.
Action Selection Network (ASN)
The action selection network (ASN) includes a fuzzy controller modeled by a two-layer neural network and another two-layer neural network as shown in Figure 5 . The function of these networks is described next.
ASN'S FUZZY INFERENCE The input layer includes a fuzzifier whose task is to match the values of the input variables against the labels used in the fuzzy control rules. The hidden layer in this network corresponds to the rules used in the controller and includes the decision-making logic. The inputs to the unit are the preconditions of a rule, and the output of the unit is its conclusion. The output layer combines the conclusion of the individual rules by using Tsukomoto's deffuzzification method (Berenji [7] ), which was described earlier.
We assume a multi-input, single-output (MISO) control system. Let w(i)
represent the degree to which rule i is satisfied by the input state variables in X,
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Hamid R. Berenji where tzij(xj) represents the degree of membership of the input xj in a fuzzy set representing the label used in the jth precondition of rule i, di/represents the connection weight on the input from unit j to a hidden layer unit i, and n is the number if inputs. Then m(i), which represents the result of applying w(i) to the conclusion of rule i, is calculated from
where #c, represents the monotonic membership function of the label used in the conclusion of rule i. The control action u(t) for the combined set of control rules is then calculated from
,w(i) x
where h is the number of units in the hidden layer and also the number of rules used in the model, and fi represents the connection weight on the link from unit i of the hidden layer to the output layer.
ASN'S NEURAL NETWORK At the same time that the output u(t) of the fuzzy controller is calculated, ASN also calculates a probability p that signifies a measure of confidence associated with the selected action. This measure is used later to modify u(t). The calculation of p in ASN is as follows. The output of the units in the hidden layer is
where g(s) is the same sigmoidal function as in (2) and t and t + 1 are time points. The output unit of the ASN network receives inputs both from units zi in the hidden layer and directly from the units in the input layer:
where p[t, t + 1] is a probability associated with the action u(t) of the fuzzy controller. Anderson [13] used this probability to select an action; here, however, we use it to modify an action recommended by the fuzzy controller. In general,
u'( t) = o(u(t), p[ t, t + 1])
where o is a stochastic function that modifies u(t) based on the probability p generated by ASN. Finally, a measure s(t) for stochastic action modification 
The selection of the appropriate o and k functions in the above equations depends on the number of alternative actions available and on whether a discrete or continuous value for the conclusion is used. We provide an example of the above functions in the domain of cart-pole balancing later in this paper.
LEARNING IN ASN Weight changes on links into the output layer are proportional to ~, s, and the corresponding output. These weights are updated as follows: (15) where p > 0 is the learning rate.
ei[t + 1] = ei[t ] + or[t + l]s(t)xi[t ]
Similarly, for the weights on the connections between the hidden layer and the output layer, we have (16) In addition, weight changes below the hidden layer take into account the gradient of the sigmoid and proceed as follows. Once ~ becomes a good evaluation of the previous action, we can use its product with the s(t) of a selected time action as a measure of error. Backpropagating this error in the network, we get the following equation for updating the weights: (17) where Oh > 0 is the learning rate for the hidden units and here again the sign of the weight fi is used instead of its value in updating the weight dij.
fi[t + 1] = fi[t] + o?[t + l]s(t)zi[t]

dij[t + 1] =dij[t ] + Oh~[t + 1]zi[t](l -zi[t])sgn(fi[t])s(t)xj[t]
The weights dij and fi are directly involved in updating the monotonic membership functions used in the definition of the labels in the preconditions and conclusion of each control rule. For example, assume that a label L in the conclusion of a rule is defined by a monotonic membership function /~(x) = (x-a)/b, where a and b are constants and x is a variable that takes linguistic values such as L. Then by applying the weight fi on this label, its membership function is changed to #'(x)= (x-afi)/bfi. Therefore, by learning the weight fi, we can learn how to adjust the membership function for L. Figure 6 illustrates this for updating a Positive-Medium label from its original shape in (a) to its new shape in (b) when fi = 1.2.
The ARIC architecture allows the rules in a control knowledge base to be simply translated to an action selection network. As shown above, changing the weights in this network fine tunes the membership functions used in the control rules. ARIC currently does not allow the creation of new links in the network during the process of learning. However, since the weights can be reduced to zero during the learning process, ARIC allows preconditions or consequents in a rule to become ineffective.
APPLYING ARIC TO CART-POLE BALANCING
In this section, we describe the cart-pole balancing and apply the ARIC architecture to its control.
The Cart-Pole Balancing Problem
In this system a pole is hinged to a motor-driven cart that moves on rail tracks to its right or its left. The pole has only one degree of freedom (rotation about the hinge point). The primary control tasks are to keep the pole vertically balanced and keep the cart within the rail track boundaries.
Four state variables are used to describe the system status, and one variable represents the force applied to the cart. These are where 0 is the angle of the pole with respect to the vertical line, x is the horizontal position of the cart, f is the driving force applied to the cart, g is the acceleration due to gravity, m c is the mass of the cart, m is the mass of the pole, l is the half-pole length, /z c is the coefficient friction of cart on track, and /% is the coefficient of friction of pole on cart. We assume that a failure happens when [ 0 I > 12° or I x] > 2.4 m. Also, we assume that the equations of motion of the cart-pole system are not known to the controller, and only a vector describing the cart-pole system's state at each time step is known. In other words, the cart-pole balancing system is treated as a black box by the learning system. Figure 7 presents the ARIC architecture as applied to this problem. The AEN and ASN networks in this figure both have four input units and a bias unit. However, AEN uses five hidden units and ASN uses 13 hidden units. The external reinforcement (i.e., the failure signal) is received by AEN and is used to update the weights in the network and to calculate the internal reinforcement. ASN then uses this internal reinforcement to update its own weights. In the next section, we describe the action selection network in more detail.
The Action Selection Network
In this application of the ARIC architecture to cart-pole balancing, the ASN element includes a fuzzy logic controller. The design of the rule base for this fuzzy controller follows the algorithm developed by Berenji and coworkers [17, 18] , which is based on a hierarchical process that considers the interaction of multiple goals. ASN was modeled by defining a multilayer neural network that receives reinforcements from the evaluation network. This network, as shown in Figure 7 , consists of five input units representing the four state variables and a bias unit, 13 units in the hidden layer, and an output node. The units in the hidden layer correspond to the fuzzy control rules. For example, unit 1 corresponds to the rule IF 0 is Positive and 0 is Positive THEN Force is Positive-Large.
As mentioned earlier, the rule base of a fuzzy controller consists of rules that are described using linguistic variables. As shown in Figures 8a and 8b Nine fuzzy control rules were written for balancing the pole vertically, and four control rules were used in positioning the cart at a specific location on the rail tracks (Berenji et al. [18] ). These rules are shown in Figure 9 . In Figure 7 , the presence of a link between an input unit j and a unit i in the hidden layer indicates that the linguistic value of the input corresponding to unit j is used as a precondition in rule i. The first nine rules, corresponding, to the hidden layer units 1-9, are rules with two preconditions (i.e., 0 and 0) and a link to the bias unit x 5. .Rules 10 -13 have four preconditions representing the linguistic values of 0, 0, x, and .~ and also a link to x 5. In this network, D represents the matrix connection weights between the input layer and the hidden layer, E represents a vector of connection weights between the input layer and the output layer, and F represents a vector of connection weights between the hidden layer and the output layer. The amount of force applied to the cart, push, is calculated using Eq. (8)-(10) as given in the last section. The stochastic action modification measure in the learning equations of the last section is calculated as follows. First, we define q in terms of the probability p from Eq. (12), q = (p + 1)/2 (18) which is used to decide the direction of the force applied to the cart:
I +push with probability q push'( t ) (19) -push with probability 1 -q
The stochastic action modification measure is calculated based on whether there was a change in the direction of force:
The values of the parameters were set as 0 = 1.0, Oh = 0.2, /3 = 0.2, /3 h = 0.05, and 3/ = 0.9.
RESULTS
A trial in our experiments refers to starting with the cart-pole system set to an initial state and ending with the appearance of the failure signal or successful control of the system for an extended period. 3 Table 1 summarizes the results of comparing ARIC with other models for cart-pole balancing. In this table, the second column indicates whether the state space is divided into discrete boxes or not. Modeling without discretizing into boxes is preferred because it eliminates an additional step of decision making about the boundaries of the boxes. The third column shows whether, after each trial, the cart-pole system is reset to a fixed state or to a random Yes No Anderson [16] No Yes Lee and Berenji [5] and Lee [19] No 3We say that the system has learned to control the cart-pole system if no failure is observed before 500,000 time steps, as used in Barto et al. [10] . This time corresponds to about 2.8 h of real time.
state. Learning the control task is more difficult with a random initial state than with a fixed state. The fourth column indicates whether the force is modeled continuously or a fixed magnitude of force is used. Although it is easier to work with a fixed magnitude of force in this problem and control only the direction that the force is applied (i.e., positive or negative directions), continuous representation of the magnitude of force is preferred because it can generate smoother control. ARIC can generate a continuous magnitude of force within a specified range. The last column compares the speed of learning of these models in terms of the number of trials needed to learn to control the system for an extended period.
In order to experiment with the learning behavior of ARIC, we started with the set of 13 fuzzy control rules that we had previously written for cart-pole balancing (Berenji et al. [18] ). To show that even with a faulty control knowledge base, ARIC still learns the control task, we damaged the monotonic membership functions of the conclusion of these rules by changing the slope of the lines and by shifting the lines to the left or the right. Since for force we used eight labels (PL, PM, PS, PVS, NVS, NS, NM, and NL), the amount of damage to the labels is shown by listing the factors by which each label was damaged. For example, a label slope damage of (2, 2, 2, 2, 1, 1, 1, 1) corresponds to multiplying the slope of the labels PL, PM, PS, and PVS by a factor of 2 and leaving the rest of the labels unchanged. Also, a label shift damage of (10, 10, 2, 2, 0, 0, 0, 0) corresponds to shifting the membership functions PL, PM, PS, PVS by 10, 10, 2, and 2 newtons to the right. For example, rule 2, if 0 is Positive and ~ is Zero then Force is Positive-Medium, recommends a positive-medium force at its conclusion. This is shown in Figure  7 by the connections between units x 3, x 4, and x 5 in the input layer to unit 2 in the hidden layer and its link to the output node. More specifically, Positive-Medium was modeled by the following equation F = 30 + 60x, where x is the firing strength of the rule. Assuming a label slope damage of 2 and a label shift damage of 10 N, the new definition for a positive-medium force is F = 40 + 20x. With slight label damage (i.e., slope label damage < 1.5 and shift label damage < 5 N), ARIC learned to control the cart-pole system within four trials on average. Figure 10 shows ARIC's performance where the force recommended by all the positive labels (i.e., PL, PM, PS, PVS) was changed by a slope factor of 1.5. Figures 10a-c show the values for the pole angle, cart position, and amount of force applied to the cart, respectively. In each figure, the first 300 time steps show the performance of the controller during the initial portion of the first trial. The second 300 time steps show the performance of the controller after the first failure and in the initial protion of the second trial. The third and fourth 300 time steps in each graph show the beginning and the end of the trial in which the controller learned to balance the system for at least 500,000 time steps. Figure 10d shows the learning curve for this experiment where the controller learned to balance 5, 1.5, 1.5, 1.5, 1, l, 1, 1) .
the system in 24 trials. Several additional experiments were performed for different slope damage factor and shift damage factor. These are shown in Figures 11-13 , which are summarized in Table 2 . We also experimented with changing the dynamic characteristics of the cart-pole system (e.g., changing the length and mass of the pole and also the mass of the cart). Depending on the difficulty of the task, the controller required additional trials. For example, when we changed the length of the pole from 0.5 m to 0.27 m, it took an additional 585 trials to learn this more difficult task. Figure 14 illustrates the performance.
In order to test the adaptive learning performance of ARIC, experiments were performed initializing the system with the final weights obtained from the network after the network learned to balance the pole, and then changing the mass of the pole or the cart and also changing the pole's length (e.g., by a factor of 2). In most cases, ARIC did not require additional trials to control the 3 75, 1.75, 1.75, 1.75, 1, 1, 1, 1) .
system. In the remaining cases, the system required on average fewer than 11 additional trials. We believe that the main reason for the superior performance of ARIC is that it does not start training its networks from scratch, but instead from a control knowledge base that is approximately correct but needs to be fined tuned.
RELATION TO OTHER RESEARCH
Anderson's Multilayer Networks
ARIC's architecture is similar to the structure proposed by Anderson [16] , but the action selection network in our architecture is based on fuzzy logic control. Using the structure of a fuzzy controller, Anderson's approach is 2, 2, 2, 1, 1, 1, 1) . 15 .00 extended to provide for continuous representation of the output value and inclusion of the human expert operator's control rules in terms of hidden units in the action selection network. It should be noted that Anderson's goal in [13] was to discover interesting patterns and strategy-learning schemes. Not much effort was spent on making the process learn faster. In our work, although we allow some of the strategy learning to occur automatically, we start from a knowledge base of fuzzy control rules and fine tune them by learning in the neural network.
Single-Layer Neuro-Fuzzy Control
Lee and Berenji [5] and lee [19] have used a single layer neural network that requires the identification of the trace functions for keeping track of the visited states and their evaluations. The generation of these trace functions is a 2, 2, 1, 1, 1, 1, 1 ). 1  (1.5, 1.5, 1.5, 1.5, 1, 1, 1, 1 ) (0,0,0, 0,0,0,0,0) 24 10 2
( 1.75, 1.75, 1.75, 1.75, 1, 1, 1, 1) (10, 10, 2, 2, 0, 0, 0, 0 )  13  11  3 (2,2,2,2, 1, 1, 1, 1) (0,0,0,0,0,0, 0,0) 18 12 4
(2,2,2, 1, 1, 1, 1, 1) (0,0,0,0, 0,0, 0,0) 18 13 
CONCLUSIONS
ARIC, a new architecture based on reinforcement learning and fuzzy logic control, has been described. The ARIC architecture improves upon previous models in learning control by learning to fine tune the performance of a rule-based controller. Contrary to previous research in neural networks for control that train a network from scratch, ARIC demonstrates that it is possible to start with an approximately correct control knowledge base and learn to adjust the rules using a neural network. Since ARIC learns to predict the behavior of a physical system through its action-state evaluation network, it is applicable to control problems for which the analytical models of the process are unknown.
