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Abstract—Datasets play an important role in the progress of
facial expression recognition algorithms, but they may suffer
from obvious biases caused by different cultures and collection
conditions. To look deeper into this bias, we first conduct
comprehensive experiments on dataset recognition and cross-
dataset generalization tasks, and for the first time explore
the intrinsic causes of the dataset discrepancy. The results
quantitatively verify that current datasets have a strong build-
in bias and corresponding analyses indicate that the conditional
probability distributions between source and target datasets are
different. However, previous researches are mainly based on
shallow features with limited discriminative ability under the
assumption that the conditional distribution remains unchanged
across domains. To address these issues, we further propose a
novel deep Emotion-Conditional Adaption Network (ECAN) to
learn domain-invariant and discriminative feature representa-
tions, which can match both the marginal and the conditional
distributions across domains simultaneously. In addition, the
largely ignored expression class distribution bias is also addressed
by a learnable re-weighting parameter, so that the training and
testing domains can share similar class distribution. Extensive
cross-database experiments on both lab-controlled datasets (CK+,
JAFFE, MMI and Oulu-CASIA) and real-world databases (Af-
fectNet, FER2013, RAF-DB 2.0 and SFEW 2.0) demonstrate that
our ECAN can yield competitive performances across various
facial expression transfer tasks and outperform the state-of-the-
art methods.
Index Terms—Cross Dataset, Facial Expression Recognition
(FER), Dataset Bias, Domain Adaption.
I. INTRODUCTION
AUTOMATIC facial expression recognition (FER) hasbeen one of the research hotspots in computer vision
and machine learning for its huge potential applications in
human-computer interface (HCI). Early researches in facial
expression recognition mainly evaluate within a single facial
expression database and can achieve promising performances
in controlled laboratory environment [1], [2]. However, lab-
controlled databases with posed expressions are too uniform
to reflect complex scenarios in our real life. In this context,
more and more datasets have been collected from real world
for conducting facial expression analysis under unconstrained
and challenging conditions, which contain more factors un-
related to facial expressions, such as registration errors and
variations in pose, occlusion, illumination, background and
subject identity [3], [4]. With this development of diverse
facial expression datasets, the dataset bias problem becomes
obvious, especially between lab-controlled and real-world data
collections. Moreover, in practical applications testing face
images could be taken from varying domains. Hence it is hard
to satisfy the assumption that the training (source) dataset and
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Fig. 1: Already aligned images from different facial expres-
sion datasets. Expression label, from left to right, is Anger,
Disgust, Fear, Happiness, Neutral, Sadness, Surprise. Even
after aligning and eliminating background variations, domain
discrepancy still lingers among these facial expression datasets
due to different settings on people’s age range, gender, culture,
pose and the level of expressiveness.
test (target) dataset share an identical distribution. Although
current research has realized the existence of facial expression
dataset bias, it still lacks in-depth study on how exactly these
facial expression datasets differ from each other and in what
aspects the bias actually affects the classification performance.
For a deeper look at dataset bias, we conduct a series
of comprehensive experiments on popular facial expression
datasets and provide a reliable measure to evaluate the dataset
bias quantitatively. In the data recognition experiment, the best
classification performance on seven facial expression datasets
reaches 79% despite the small training sample size (the chance
is 1/7=14%), and intriguingly, there is no evidence of satura-
tion as more training data is added. And the cross-dataset
generalization experiment on specific expression categories
also reveals that facial expression datasets appear to have a
strong build-in bias and even the deep models are insufficient
to generalize well across various datasets.
Focusing on the above challenges, we propose a novel deep
Emotion-Conditional Adaption Network (ECAN) for unsuper-
vised cross-dataset facial expression recognition. Following
the work in [5], we first plug the multi-kernel maximum
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2mean discrepancy (MK-MMD) into the original deep network
architecture to effectively measure the divergence between the
source and target domain. Different from earlier approaches
that assume the conditional distributions across domains to be
unchanged and learn the invariant representations by matching
the marginal distribution, the ECAN minimizes the discrep-
ancy of both marginal and conditional distributions across
domains, through making the most use of underlying label
information on target data. Moreover, we find that the skew
class distribution between the source and target domain is a
possible bottleneck for cross-domain expression recognition.
To address this class distribution bias problem, we introduce
a learnable class-wise weighting parameter to the original
MMD, in which case, the re-sampled source data can share
similar class distribution with the target set.
Jointly trained with the classical softmax loss which learns
distinguishable features under the supervision of the labeled
source domain and a variety of MMD regularization terms
which improve the generalization ability to the unseen data by
exploring the latent semantic meaning behind the unlabeled
target domain, the ECAN thus excels in the field of cross-
domain FER. The contributions of this paper are as follows:
(1) Our work makes a first step to analyze the facial
expression dataset bias quantitatively and explicitly indicates
the intrinsic causes of the observed effect. Specifically, our
dataset recognition experimental results demonstrate that each
dataset tends to have its specific characteristics and preferences
during the construction process. And this capture bias will
lead to the discrepancy of the marginal distribution. Our
cross-dataset generalization experiment further reveals that
annotators in each dataset tend to have inconsistent percep-
tions on the expression categories. And due to this category
bias, the assumption that the conditional distribution remains
unchanged across domains fails to hold in FER applications.
(2) Different from previous deep learning methods, e.g.,
fine-tuning techniques, that still require a certain number of
labels in test set, the unsupervised transfer learning method
ECAN is more practical since it is applicable without labeled
data in target domain. Moreover, ECAN can learn domain
invariant and class discriminative feature representations by
effectively aligning the marginal distribution globally and
also matching the conditional distributions across domains
end-to-end. Furthermore, ECAN takes the expression class
distribution bias into account, and embeds a learnable class-
wise weighted parameter into the adversarial learning process
so that the re-sampled source data and the target data can abide
by similar class distribution statistics.
(3) Extensive experiments have been conducted on different
well-established facial expression databases in the literature,
including lab-controlled datasets (CK+, JAFFE, MMI and
Oulu-CASIA) and real-world databases (AffectNet, FER2013,
RAF-DB 2.0 and SFEW 2.0). Comparing with other state-of-
the-art methods for cross-dataset facial expression recognition,
our ECAN yields comparable and even superior performances.
This journal paper is an extension of our conference work
[6]. In the paper, the new contents include the extensive
experiments that take a deeper look at expression biases
on several widely-used datasets, and expression-conditional
extension of domain adaptation method, as well as the cor-
responding improved performances on various databases. The
rest of paper is organized as follows. Section II reviews
related work. In Section III, we present a deeper look at
bias among different facial expression datasets. Section IV
introduces our approach ECAN that learns domain invariant
and discriminative features. The results of our experimental
evaluation and experimental analysis are presented in Section
V, and conclusions are drawn in Section VI.
II. RELATED WORK
Numerous approaches of domain adaption have been pro-
posed in the last years to address adaption problems that
arise in different computer visual scenarios. However, few
significant interest until now has been gained in the cross-
domain learning for facial expression recognition. So besides
cross-dataset facial expression recognition, in this section we
will also investigate recent works that is closely related to
it including cross-domain facial action units detection, micro-
expression recognition and pain recognition. Generally, we can
divide these domain adaption methods into three categories:
instance-, model-, and feature-based methods.
Instance based methods re-weight source samples to reduce
the distribution differences among the source and target do-
mains. In [7], a supervised extension of Kernel Mean Matching
is proposed to re-weight the source data such that the distribu-
tions between source and target domains can be minimized in
a class-to-class manner. However, a limited number of labeled
data in target domain is required in this case to ensure the
discriminative information between classes. Likewise, Chen
et al. [8] employ the transductive transfer learning algorithm
to re-weight each source sample according to the probability
ratio between the marginal distributions of the source and the
target data, and the target labels is not required in this process.
In [9], Chu et al. propose Selective Transfer Machine to re-
weight the source training samples that are most relevant to
the target users based on an iterative minimization procedure
to form a distribution closer to the target data. However,
this instance re-weighting method requires highly expensive
computations and is especially time consuming at training time
due to the proposed optimization update strategy. On the other
hand, user-specific adaptation algorithms are required to be
computationally efficient to be used in real world applications.
Model based methods construct an adaptive classifier that
have parameters or priors shared between the source and the
target data. Sangineto et al. [10] propose a personalized model
that uses a regression model to learn the mapping from each
source subject’s data distribution into the associated classifier,
then transfers the learned parameters to the unseen target
individual. Based on this work, Zen et al. [11] further extend
the framework to other classification models and use support
vectors for parameter transfer. In [12], a Gaussian process (GP)
domain expert is proposed to facilitate the adaption of the
classifier by conditioning the target GP on the predictions from
multiple source GPs. And the predictions from the individual
GP are combined to form the final prediction. However, it
still requires a small amount of labeled data of the target
3subject. Huang et al. [13] also construct multiple weak generic
classifiers based on a subset of the source subjects’ data and
use the auxiliary target labeled data to evaluate and re-weight
each of the weak generic classifiers. And this method also
requires annotated target data, which is typically not easily
obtained in human computer interaction scenarios. Besides, the
subject identity information, i.e., the annotation of the person
specific data, is required in the above mentioned methods,
which is usually not available in the real-world applications.
Feature based methods concentrate on learning features
that are domain invariant between source training data and
target test data, hence the classifier trained on the source
samples can be well fitted into target data. In [14], the author
investigates the cross-dataset FER problem and proposes a
transfer subspace learning method to obtain a feature subspace
that transfers the knowledge gained from the source set to the
target data. In [15], a discriminative feature adaptation method
is proposed to obtain a feature space that can minimize the
mismatch between and source and target distribution. In [16],
unsupervised domain adaptive dictionary learning is proposed
to learn new representations of original source and target sam-
ples that reduce the distribution mismatch between source and
target domains. Huang et al. [13] proposed to align the feature
boundaries of different subjects to the same points in the
normalized feature space with respect to the neutral expression
and the boundary values to remove subject-dependent bias.
In [17], a transductive transfer subspace learning method is
proposed to deal with cross-pose and cross-database FER.
Specifically, an auxiliary image set from unlabeled target
domain is leveraged into the labeled source domain data set
for jointly learning a discriminative subspace to reduce the dis-
similarity of the marginal probability distributions between the
source and target data. Most recently, a domain regeneration
framework has been proposed in [18] to re-generate source and
target samples sharing the same or similar feature distribution
for the cross-database micro-expression recognition problem.
However, most of these methods neglect the conditional dis-
tribution bias between the source and target domains, which
is a common phenomenon in realistic conditions.
Since annotating abundant facial expression images from
diverse domains is a difficult and time consuming work and
labeling samples in target domain on-the-fly is impossible,
supervised approach that requires labeled instances from the
target domain is impractical for real-world applications. So in
this paper, we will hinge on unsupervised domain adaption
technique for cross-dataset FER. As a few related studies
[7], [8], [12], [13] have demonstrated that the supervised
information on target data is necessary to boost the adaption
performance and enhance the discriminative ability of the
learned model, we further explore the underlying semantic
meaning behind target data using the pseudo label. And
both marginal and conditional distributions will be taken into
account to alleviate the domain discrepancy. Moreover, as deep
learning has been gradually leveraged to deal with challenging
variety in the wild [4], [19], we also employ CNN to learn
features with more discriminative ability. Hence our approach
is unsupervised and can learn discriminative features that
generalize well to new domains in which no prior knowledge
is available.
To the best of our knowledge, our approach is among the
very state-of-the-art ones to derive feature representations with
both generalization and discrimination ability for the cross-
domain facial expression recognition problem based on the
deep learning technique, where no labeled data are required
in the target domain. And for the first time, conditional
distribution bias and expression class imbalance problem have
been taken into consideration in this case to further boost the
final classification performance.
III. MEASURING FACIAL EXPRESSION DATASET BIAS
Facial expression recognition is a data-driven task. Many
databases have been established to evaluate affect recognition
systems. However, there exists inevitable bias between these
facial expression datasets. Some example face images from
different databases have been displayed in Fig. 1. Previous
across-database experiments have also shown that it’s hard
to learn a classifier which can take into account of all
possible variations of the data [20]. For example, Shan et.
al. [1] trained the Boosted-LBP based SVM classifier on the
CohnâA˘S¸Kanade database, and then evaluated it on the MMI
database and the JAFFE database, respectively. The general-
ization performance across databases has reduced by around
36% for MMI and 40% for JAFFE. In [2], Littlewort et. al.
have also evaluated their systems’ generalization ability across
databases, which achieved strong performance results within
the database (more than 90%) but decreased to 50–60% when
tested on another different database. Similar observations have
been also reported in [21], [22], [23]. They all demonstrate
that dataset bias is very common among different facial ex-
pression databases, and evaluating methods with intra-database
protocol would render them lack generalization capability on
unseen samples at test time.
Although previous work has demonstrated that dataset bias
problem causes a noticeable deterioration in cross-dataset
facial expression expression performance, there have been
rare discussions in the literature regarding how these facial
expression datasets differ among each other. So in this section,
we conduct a series of comprehensive experiments includ-
ing dataset recognition tasks and class-specific cross-dataset
generalization tests to evaluate this largely neglected issue
quantitatively and widen the attention on concrete aspects
in which bias sneaks into these datasets and affects classi-
fication performances. Specifically, a variety of well known
lab-controlled & in-the-wild facial expression datasets have
been evaluated in our experiments, including AffectNet, CK+,
FER2013, MMI, Oulu-CASIA, RAF-DB 2.0 and SFEW 2.0.
A. Dataset Recognition
We first evaluate to what extent these facial expression
datasets vary across each other, and dig out the main cause
of this discrepancy. During the image pre-processing stage,
facial images from all datasets are first aligned by an affine
transformation defined by the centers of the two eyes and the
center of the two corners of the mouth and then normalized
to the size of 100× 100. Then for image representations, we
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Fig. 2: Dataset recognition experiment on seven different
datasets. (a) Classification performance as a function of train-
ing set size for two different descriptors. (b) Confusion matrix
for the HOG descriptor.
extract two different features for these already aligned face
images: the handcrafted HOG features and the deep learned
features. For HOG [24] features, we first divide the images
into 10 × 10 pixel blocks of four 5 × 5 pixel cells with no
overlapping. By setting 10 bins for each histogram, we obtain a
4,000-dimensional feature vector per aligned image. For deep
features, we first resize the aligned face images so that the
shorter side is 256 pixels, then we crop a 224 × 224 pixels
region of each resized image as the network input. We choose
the ResNet-50 Convolutional Neural Network [25] that are
first pre-trained on the MS-Celeb-1M face dataset [26] and
then fine-tuned on the VGGFace2 face dataset [27] to extract
deep features. Finally a 2048-dimensional descriptor per image
is obtained from the layer adjacent to the classifier layer.
To name the dataset, we randomly sample 500 training
images from each of the seven datasets and apply a seven-
way linear SVM implemented by LibSVM [28]. The penalty
parameter C of SVM is set to the default value 1. To ensure
person independence, 200 images sampled from each of the
remaining sets with person identities that do not appear in
the training set are chosen for classification. We repeat it 10
times with different data splits and report the obtained average
results. Figure 2(a) shows dataset recognition performance for
two feature representations. Figure 2(b) shows the detailed
confusion matrix using the HOG feature.
From the plot on the left, we can see that the best clas-
sification performance reaches 79% (the chance is 1/7=14%)
despite the small sample size, and there is no evident tendency
of saturation as more training data is added. When comparing
the performances of two different features, it indicates that
HOG feature shows an advantage in separating these datasets
than deep feature. As the deep network is pre-trained on
large-scale face datasets, features extracted from it are more
generalized and universal. Hence deep learning can learn
common representations and achieve higher generalizability
across domains. From the confusion matrix of HOG feature
on the right, we see that it is easy to distinguish lab-controlled
datasets, especially CK+ and Oulu-CASIA datasets, from all
the others. And there is a confusion grouping among real-
world datasets. Furthermore, AffectNet and RAF-DB 2.0 are
the datasets with the highest confusion degree, which is mainly
due to the diverse and extensive image samples they contain.
In summary, there appears to have obvious distinctions
among these expression datasets. And the main consequences
of this discrepancy can be accounted for the capture bias, that
is, each dataset tends to have its own preference during the
construction processing. For example, images can be acquired
with different devices (e.g., professional pictures photographed
using the laboratory camera vs. amateur snapshots and selfies
collected from the Internet), and various collection envi-
ronments (e.g., different lighting conditions and occlusions,
certain types of background, post-processing elaboration such
as filtering). In addition, participants’ identity and character in
these datasets are also different. For instance, persons in MMI
dataset carry more accessories, e.g., glasses and mustache,
when compared to other lab-controlled datasets. And datasets
retrieved from the Internet contain subjects with a much wider
range of age and ethnicity.
The capture bias makes these datasets following different
marginal distributions, which is the public acknowledged issue
to be solved in recent studies on domain adaption. And in
the following subsection, we will look into another generally
ignored but equally important issue, i.e., the conditional dis-
tribution of each dataset.
B. Cross-dataset Generalization
In this experiment, we investigate how well does an expres-
sion class model trained on one dataset generalize when tested
on other datasets, and give an insight on how the expression
classes in each dataset are associated with each other.
We study the class-specific cross-dataset performances on
these datasets with two testing regimes: facial expression
detection that detects images with one specific expression class
from all images; and facial expression classification that finds
all images containing the desired expression class. Notice that
the classification task is basically the same as the detection
task if there are only two classes. And we follow the image
representations (HOG and deep feature) and classifier (linear
SVM) used in the above data recognition experiment.
For the expression detection task, we use all images with
the target expression label in each dataset as the positive
samples and the others as the negative samples. In the in-
database setting, we follow the person-independent rule and
conduct five-fold cross-validation experiment on each dataset.
In the cross-database setting, we train our model using all
images in one dataset and test it on another dataset. And we
focus on two expressions that are representative and common
in all the datasets: happiness and sadness. Likewise, for the
expression classification task, we also adopt all images in each
dataset and follow the person-independent protocol. Table I
present results for each task. Note that since each dataset
contains different number of images per class and has different
difficulty degree on expression recognition, the actual accuracy
values for each dataset do not mean a lot to the generalization
performance. And it is the percent drop between the in-dataset
performance and the average cross-dataset performance over
other test datasets that bears much more important information
on the evaluation for cross-dataset generalization.
5TABLE I: Cross-dataset generalization on different tasks with two different features. Each matrix contains the expression
detection or classification performance when training on one dataset (rows) and testing on another (columns). The diagonal
bold elements correspond to the in-dataset results, i.e., training and testing on the same dataset. The “Mean Others” refers the
average cross-dataset performance on all the other test datasets except self. For short, A = AffectNet, C = CK+, F = FER2013,
M = MMI, O = Oulu-CASIA, R = RAF-DB 2.0, S = SFEW 2.0.
HOG
Mean
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Percent
Drop
Deep feature
Mean
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Train
Test A C F M O R S
AffectNet 89.14 95.55 80.41 91.90 90.42 75.38 84.64
CK+ 88.69 98.96 79.53 89.77 92.40 72.06 83.23
FER2013 86.23 81.63 87.05 90.91 90.68 82.40 77.82
MMI 88.80 97.01 81.74 94.65 94.90 76.71 83.01
Oulu-CASIA 86.60 90.29 77.71 87.50 96.98 70.37 81.01
RAF-DB 2.0 83.40 91.02 82.03 91.62 86.62 83.45 78.26
SFEW 2.0 87.23 91.58 80.05 90.62 89.69 75.55 88.80
Train
Test A C F M O R S
AffectNet 89.51 93.61 87.03 92.33 93.59 81.77 84.64
CK+ 85.23 94.18 84.82 91.19 93.02 79.97 81.68
FER2013 90.51 94.90 91.56 90.34 92.03 84.64 87.24
MMI 83.77 90.94 82.44 88.20 90.78 77.78 78.56
Oulu-CASIA 86.34 91.67 82.89 92.90 94.64 76.67 78.26
RAF-DB 2.0 82.71 89.48 82.79 84.38 81.93 90.15 82.20
SFEW 2.0 84.57 87.54 81.80 87.22 86.15 76.33 89.17
86.38 3% 88.83 1%
84.28 15% 85.99 9%
84.94 2% 89.95 2%
87.03 8% 84.05 5%
82.25 15% 84.79 10%
85.49 -2% 83.91 7%
85.79 3% 83.93 6%
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Train
Test A C F M O R S
AffectNet 80.97 86.97 77.61 85.65 73.02 82.24 76.33
CK+ 84.97 96.63 84.08 88.21 87.92 85.99 81.53
FER2013 80.29 89.89 81.96 85.08 80.10 82.79 71.74
MMI 84.00 93.45 83.11 89.71 85.62 85.24 78.71
Oulu-CASIA 79.83 91.99 77.57 83.52 91.20 80.78 79.01
RAF-DB 2.0 80.89 89.00 77.83 78.27 80.99 83.02 79.67
SFEW 2.0 73.86 86.41 71.51 84.80 76.15 74.12 83.98
Train
Test A C F M O R S
AffectNet 81.23 81.88 79.77 78.27 74.37 78.51 76.11
CK+ 83.06 94.18 82.67 88.35 87.50 84.07 80.93
FER2013 83.63 91.02 85.19 87.07 87.19 86.72 78.19
MMI 80.66 89.81 79.85 85.15 82.45 80.98 76.93
Oulu-CASIA 68.66 79.37 71.88 76.85 82.08 69.37 73.89
RAF-DB 2.0 85.86 91.10 84.32 87.36 86.35 89.52 81.08
SFEW 2.0 79.23 87.22 79.10 76.85 79.58 80.05 84.64
80.31 1% 78.15 4%
85.45 12% 84.43 10%
81.65 0% 85.64 -1%
85.02 5% 81.78 4%
82.12 10% 73.34 11%
81.11 2% 86.01 4%
77.81 7% 80.34 5%
7
ex
pr
es
si
on
s
Train
Test A C F M O R S
AffectNet 48.83 58.58 28.29 42.19 32.50 33.33 27.74
CK+ 34.09 93.92 31.07 56.68 58.85 34.96 25.59
FER2013 30.14 44.58 52.28 45.60 41.30 46.44 33.98
MMI 31.83 74.11 32.73 65.11 53.85 36.34 26.71
Oulu-CASIA 24.69 74.68 27.01 47.30 73.59 25.80 18.55
RAF-DB 2.0 32.71 59.87 39.05 51.70 44.84 55.36 30.49
SFEW 2.0 26.17 40.86 30.94 35.80 31.87 33.33 55.05
Train
Test A C F M O R S
AffectNet 58.43 51.38 39.00 45.60 37.76 42.30 29.67
CK+ 32.28 85.40 41.75 52.84 53.49 40.76 30.41
FER2013 36.54 58.25 61.74 46.87 43.12 52.70 34.72
MMI 29.11 51.94 32.08 53.19 40.68 32.80 24.03
Oulu-CASIA 25.57 58.58 30.96 47.02 61.25 30.16 21.37
RAF-DB 2.0 38.29 58.09 49.87 48.44 45.52 68.69 38.13
SFEW 2.0 27.23 36.00 33.67 23.15 29.58 33.22 58.09
36.92 24% 40.95 30%
40.21 57% 41.92 51%
40.34 23% 45.37 27%
42.59 35% 35.11 34%
36.34 51% 35.61 42%
43.11 22% 46.39 32%
33.16 40% 30.48 48%
First, there is a significant drop of performance when testing
on other different datasets, on the whole, in all tasks and
features. For instance, the average in-dataset performance of
all datasets is 63.83% in the seven expression classification
task using deep feature, and it drops to 39.40% for the average
cross-dataset performance. This observation is coherent with
what we deduce from the data recognition experiment, which
verifies the distinct bias across these datasets again. Second,
comparing different features on the in-database performance,
the deep feature shows the superiority on real-world datasets,
which mainly benefits from the large-scale in-the-wild dataset
the network pre-trained on. However, as a byproduct trained
on face recognition dataset, the deep feature performs worse
on the lab-controlled dataset with person-independent setting.
And for the cross-database performance, deep feature achieves
better results on the average mean other accuracy and percent
drop, which indicates that the deep feature captures general-
ized information and is more suitable for domain adaption.
Third, focusing on the difficulty and diversity of each dataset,
lab-controlled datasets, especially CK+, are easier across all
tasks (column average). And real-world datasets, especially
AffectNet and RAF-DB 2.0, are more diverse and generalized
(row average), which even achieve higher cross-dataset perfor-
mance on lab-controlled datasets than the in-dataset one for
several tasks.
An important factor that intrinsically induces this dec-
lination on class-specific cross-dataset generalization is the
category bias: annotators in each dataset, including human and
machine, may have different interpretations and perceptions of
the emotion conveyed in facial images, and many images tend
to express more than one expression category which further
enhances the difficulty and uncertainty of annotation. Due to
this fact, the conditional distributions in these datasets are
indeed different. However, many researches assume that the
conditional probability distributions remain the same across
different datasets before conducting domain adaption, which
would prevent good domain invariant feature representations
from being learned.
6TABLE II: Summary of Major Notations Used in the Paper
Notations Description
Ds/Dt the source/target domain
xsi/x
t
i feature vector of sample in the source/target domain
Ns/Nt number of source/target samples
ysi expression label of source sample x
s
i
φ(·) feature map function with kernel map k(x, ·)
P (X) marginal probability distribution of domain data X
P (Y |X) conditional probability distribution of Y given X
αl weight ratio to sample with label l
xsi,l feature vector of source data with true label l
xt
i,lˆ
feature vector of target data with pseudo label lˆ
N ls number of source samples with true label l
N lˆt number of target samples with pseudo label lˆ
Θ network parameters to be learned
γ, λ trade-off hyper-parameters
IV. EMOTION-CONDITIONAL ADAPTION NETWORK
Although the above experiments demonstrate the general-
ization ability of deep feature, the dataset bias still remains
evident. So in this section, we will focus on this problem
and present our approach for dealing with cross-dataset facial
expression recognition. For the convenience of reading, we
list some of the major notations that are used throughout this
paper in Table II.
A. Problem Formulation
We first start from the problem definition. Let Xs ∈ RD×Ns
be the source domain data with marginal probability dis-
tribution P s(X) and Xt ∈ RD×Nt be the target domain
with marginal probability distribution P t(X), where D is the
dimension of the data instance, Ns and Nt are number of
images in source and target domain respectively.
In unsupervised domain adaption, we refer to the train-
ing dataset with labeled data as the source domain Ds =
{(xsi , ysi )}Nsi=1 where ysi ∈ {1, 2, 3, 4, 5, 6, 7} is the corre-
sponding expression class label of source data xsi , and the
test dataset without labeled data as the target domain Dt =
{(xti)}Nti=1. Both the source and target data pertain to seven
expression classes in this case. And in this scenario, the source
and target set are assumed to be different but related due to
different acquisition conditions. Our goal is to learn a deep
neural network f : X → Y that can decrease the cross-domain
discrepancy so as to minimize the target error just using the
supervision information from source data.
B. Preliminary and Motivation
We first introduce Maximum Mean Discrepancy (MMD)
which is a widely-used and efficient non-parametric metric
on the embeddings of probability distributions to measure the
divergence between different domains [29]. The MMD and
its empirical estimate in the reproducing kernel Hilbert space
(RKHS) can be defined as:
MMD[F ,Ps,Pt] = sup
f∈F
(Eps [f(x
s)]−Ept [f(xt)]), (1)
where Epsand Ept denote the population expectations under
distribution ps and pt, respectively. The MMD function class
F is the unit ball in a reproducing kernel Hilbert space H.
We then map the data into H using feature space mapping
function φ(·) and get an empirical estimate of the MMD:
MMD2[H,Ds,Dt] =
∣∣∣∣∣
∣∣∣∣∣ 1Ns
Ns∑
i=1
φ(xsi )−
1
Nt
Nt∑
i=1
φ(xti)
∣∣∣∣∣
∣∣∣∣∣
2
H
,
(2)
where φ(·) denotes the feature map function associated with
the kernel map k(xs,xt) = 〈φ(xs), φ(xt)〉H. One of the most
used kernel corresponding to an infinite-dimensional H is the
Gaussian kernel k(xs,xt) = exp(−||xs − xt||2/(2σ2)). To
maximize the test power and minimize the test error, the kernel
map K is defined as a linear combination of base kernels
{ku}du=1:
K =
{
k =
d∑
u=1
βuku,
d∑
u=1
βu = 1, βu > 0,∀u
}
. (3)
Given the statistical tests defined in MMD, we can have
Ps = Pt if and only if MMD = 0. Hence we can use the
MMD function based on the feature map φ in Eq. 2 to detect
any marginal distribution discrepancy between Ds and Dt. To
adapt the MMD function to the stochastic gradient descent
(SGD) in CNN-based domain adaption, we further adopt an
unbiased empirical estimator [30] of MMD2[H,Ds,Dt] with
linear time complexity for efficiency:
MMD2u[H,Ds,Dt] =
1
Ns(Ns − 1)
Ns∑
i6=j
k(xsi ,x
s
j)
+
1
Nt(Nt − 1)
Nt∑
i 6=j
k(xti,x
t
j)
− 2
NsNt
Ns∑
i=1
Nt∑
i=1
k(xsi ,x
t
j).
(4)
Actually, many domain adaption approaches have employed
MMD to reduce the marginal distribution distance between
source and target domains. However, additional important
issues have been ignored:
(1) Conditional distribution discrepancy: As has been men-
tioned in Sec. III-B, the conditional distributions in facial
expression datasets are indeed different. Therefore, we propose
to match not only the marginal distributions but also the
conditional distributions across domains by optimizing their
empirical MMD distance, respectively.
(2) Class discriminative capacity: Domain invariance can
effectively transfer knowledge from the source data to the
target data. However, it can not guarantee the discriminability
of learned features. For example, features with fear label in
the target domain can be mapped near features with surprise
label in the source domain while also satisfying the condition
of global domain-invariance.
(3) Class imbalanced problem: the biased distribution is
quite frequent in facial expression datasets and exists in most
realistic settings. This can be justified by the practicalities
of data acquisition: eliciting and annotating a smile is very
7easy, however, capturing information for disgust, anger or
less common expressions can be very challenging. Samples
in one category dominate but lack in another can mislead
judgment on the source domain’s relevance on the target task.
This phenomenon that has been neglected by most previous
research would be a significant bottleneck for cross-dataset
facial expression analysis.
So in the following paragraph, we will present our approach
to deal with these outstanding issues.
C. Emotion-Conditional Adaption Network (ECAN)
The existing methods propose to match the marginal dis-
tribution P (X) across different domains. However, it cannot
guarantee that the discrepancy in the conditional distribution
P (Y |X) is also decreased. Our goal is to learn a deep
network that can ensure the invariant of both the marginal and
the conditional distribution so that the efficiency of domain
adaption across different facial expression datasets can be
improved.
As the label variable Y is in a low-dimensional and
discrete space, it is more efficient to match label distri-
butions P (Y ) compared with its conditional variant. Ac-
cording to the Bayes rule P (X|Y )P (Y ) ∝ P (Y |X), we
can then correct the changes in conditional distribution by
matching P (Xs|Y s)P (Y s) and P (Xt|Y t)P (Y t). And for
the probability distribution of X given Y , we propose to
learn a conditional invariant feature transformation such that
P (Xs|Y s) = P (Xt|Y t). Considering that there is no labeled
data in the target domain for unsupervised domain adaption,
we further resort to the pseudo label of the target data to ex-
plore accessible semantic information of the distributions. We
then present this two additional regularization terms that can
be intuitively implemented in the deep learning framework.
(1) Learning Class Re-weighted Label Space: As has been
mentioned before, class imbalance is very common in facial
expression databases, especially for the real-world scenarios.
During experiments, we found that, in some cases, simply
using MMD for cross-domain facial expression recognition
would even degrade performances. To remedy this problem,
we propose to apply a class re-weighted term to the MMD
distance of distribution. Note that the marginal probability
distribution of both domains can be written as:
P (X) =
7∑
l=1
P (X, Y ) =
7∑
l=1
P (X|Y = l)P (Y = l), (5)
where P (X|Y = l) is the conditional distribution of X
given Y and P (Y = l) is the class prior probability. And
the assumption that the class distribution, i.e., the class prior
probability, is the same in both domains is no longer valid in
our case. When P (Y ) is different across domains, P (X) can
still vary even if P (X|Y ) remains unchanged. In this case,
commonly restricting the discrepancy of P (X) may lead to the
effect of misleading information, that is, predictions on certain
classes would be easily misguided by differences between
label occurrences in both domains. A special example can
intuitively explain this phenomenon: Assuming that samples
with label fear only exist in the source domain, if we strictly
require the target domain to have the same distribution with
the source domain, then part of samples in the target domain
will be incorrectly classified as fear under the supervision of
the original MMD algorithm.
In order to weaken the impact of the class distribution bias,
we add a weight ratio α to re-sample the class distribution in
the source domain. Then the re-weighted marginal distribution
of the source domain can be formulated as:
Pα(x
s) =
7∑
l=1
P (Xs|Y s = l)P (Y t = lˆ)
=
7∑
l=1
P (Xs|Y s = l)P (Y s = l)αl
(6)
where the weight ratio αl =
P (Y t=lˆ)
P (Y s=l) . For the target domain
we do not know the true labels, we use the pseudo labels lˆ
predicted by the classifier trained on the source domain. By
amending the original MMD with the weighted ratio α, the
source domain thus can share the same class distribution with
the target domain. Combining Eq. 2, Eq. 4 and Eq. 6, the
weighted empirical estimate MMD of two domains and its
unbiased estimate can be formulated as:
MMD2α[Ds,Dt] =
∣∣∣∣∣
∣∣∣∣∣ 1Ns
Ns∑
i=1
αysi φ(x
s
i )−
1
Nt
Nt∑
i=1
φ(xti)
∣∣∣∣∣
∣∣∣∣∣
2
(7)
MMD2α,u[Ds,Dt] =
1
Ns(Ns − 1)
Ns∑
i 6=j
αysi αysj k(x
s
i ,x
s
j)
+
1
Nt(Nt − 1)
Nt∑
i6=j
k(xti,x
t
j)
− 2
NsNt
Ns,Nt∑
i,j=1
αysi k(x
s
i ,x
t
j)
(8)
(2) Learning Class-Conditional Invariant Features: On con-
dition that the invariance of the class prior probability is
guaranteed, we propose to learn the conditional invariant
transformation by applying the MMD in the class level. With
the true labels in source domain and the pseudo labels in target
domain, we can then match the distributions of each centroid
in the same class across different domains as follow:
MMD2c [Ds,Dt]=
7∑
l=1
∣∣∣∣∣∣
∣∣∣∣∣∣ 1N ls
N ls∑
i=1
φ
(
xsi,l
)− 1
N lˆt
N lˆt∑
i=1
φ
(
xt
i,lˆ
)∣∣∣∣∣∣
∣∣∣∣∣∣
2
,
(9)
where xsi,l and x
t
i,lˆ
are the i-th instance with class label l in
the source and target domains respectively. N ls and N
lˆ
t are
numbers of source and target instances in class l. Through
explicitly minimizing the distance of the distributions across
domains for each class separately, we can ensure the invariance
of class-conditional distribution between different domains.
Besides, the additional benefit of this class-wise adaption
is two fold. First, one of the open issues for the pseudo label
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Fig. 3: (a) In traditional MMD, only the discrepancy of marginal distributions between source and target domains are considered
to be restricted. Since domain-invariance does not mean discriminativeness and class distribution bias exists across domains,
samples in target domains are still prone to be misclassified even if the marginal distribution is invariant. As the graph illustrates,
the most part of target domain are misclassified as “happy” which are dominate in the source domain. (b) In our method,
we explore the underlying label information of target data, and match both the marginal and class conditional distributions to
mitigate the discrepancy across domains. With the Re-weighed MMD redistributing the class distribution of the source domain
and the class conditional MMD learning the conditional invariant transformation, the discriminative separating hyperplane thus
can generalize well on the target data.
is the validity of the predicted result based on other different
domains. And the wrong information in the pseudo-labeled
target domain may deteriorate the adaption performance. In
our method, by aligning the centroid of each class, the
effects of these correctly and wrongly labeled samples are
neutralized together so that the negative influences conveyed
by the false pseudo-labeled samples can be suppressed by
the correct labeled ones. Second, by calculating the MMD
distances across domains for each class independently, our
method can guarantee that samples with the same label can
be mapped nearby in the learned feature space. Thus the class
discriminative of learned features can be enhanced.
Likewise, combining Eq. 4 and Eq. 9, the unbiased approx-
imation to MMDc can be formulated as:
MMD2c,u[Ds,Dt] =
7∑
l=1
 1
N ls(N
l
s − 1)
N ls∑
i 6=j
k
(
xsi,l,x
s
j,l
)
+
1
N lˆt(N
lˆ
t − 1)
N lˆt∑
i6=j
k
(
xt
i,lˆ
,xt
j,lˆ
)
− 2
N lsN
lˆ
t
N ls,N
lˆ
t∑
i,j=1
k
(
xsi,l,x
t
j,lˆ
) .
(10)
D. Optimization of the Network
Without any label information in the target domain, directly
adapting deep CNN to the target domain via fine-tuning
remains impossible and utilizing CNN learned on the source
domain to classify the target domain is prone to over-fitting.
So we embed the MMD metrics proposed in Sec. IV-C
to the CNN architecture, in which way the deep network
can leverage the labeled-source data and also explore the
underlying information of the unlabeled-target data, then the
output features can be generalized and discriminated enough
on both domains. As related research [31] has suggested, the
network becomes more task-aimed as the layer goes deeper
and hence it will become difficult to directly transfer the
learned feature to the target domain. Therefore, we utilize the
output of the last feature extraction layer as the RKHS for the
MMD layer so as to regularize the learned representation to
be invariable to domain shift.
In addition, as the ground truth label Y t of the target
domain is unavailable in this unsupervised circumstance, we
then replace the ground truth with pseudo labels Yˆ t learned
by the network in a fixed number of iterations. Different
from previous methods that all pseudo labels of the target
data have been directly used to calculate the weight ratio, we
further introduce a parameter δ(l) to indicate the confidence
of assigning l as a tentative label to xt. A minimum entropy
regularization method [32] has been adopted to learn δi(l)
for each xti: δi(l) = p(l|xti; θk), where θk is the learned
network parameters in the kth iteration. In this way, we can
take advantage of the unlabeled target data while regulating
their contribution to provide robustness to the learning scheme.
We then estimate the weigh ratio α as:
αl =
P (Yˆ t = l)
P (Y s = l)
=
∑Nt
i=1 δi(l)/Nt
N ls/Ns
, (11)
where N ls are the number of samples with class l in the source
domain. By adding the class re-weighted MMD loss layer and
the class-conditional MMD loss layer into the network, the
objective function can be formulated as:
L =
1
Ns
Ns∑
i=1
Ls(Θ(x
s
i ), y
s
i ) + γMMD
2
α,u[Ds,Dt]
+ λMMD2c,u[Ds,Dt],
(12)
where Ls denotes the softmax loss of the source domain,
9Θ is the network parameters to be learned, γ and λ is the
hyper-parameter to weight against these loss functions. In
addition, we suppress the noisy information of pseudo labels
by assigning a small weight to γ and λ in the early training
phase. The gradients of the re-weighted MMD loss with
respect to source feature xsi and target feature x
t
i can be
computed as:
∂MMD2α,u[Ds,Dt]
∂xsi
=
αysi αysj
Ns(Ns − 1)
Ns∑
i 6=j
∂k(xsi ,x
s
j)
∂xsi
− 2αysi
NsNt
Ns,Nt∑
i,j=1
∂k(xsi ,x
t
j)
∂xsi
,
(13)
∂MMD2α,u[Ds,Dt]
∂xti
=
1
Nt(Nt − 1)
Nt∑
i 6=j
∂k(xti,x
t
j)
∂xti
− 2αysi
NsNt
Nt,Ns∑
i,j=1
∂k(xsj ,x
t
i)
∂xti
.
(14)
And the gradients of the class-conditional MMD loss with
respect to source feature xsi and target feature x
t
i can be
computed as:
∂MMD2c,u[Ds,Dt]
∂xsi
=
7∑
l=1
 1
N ls(N
l
s − 1)
N ls∑
i6=j
∂k
(
xsi,l,x
s
j,l
)
∂xsi
− 2
N lsN
lˆ
t
N ls,N
lˆ
t∑
i,j=1
∂k
(
xsi,l,x
t
j,lˆ
)
∂xsi
 ,
(15)
∂MMD2c,u[Ds,Dt]
∂xti
=
7∑
l=1
 1
N lˆt(N
lˆ
t − 1)
N lˆt∑
i 6=j
∂k
(
xt
i,lˆ
,xt
j,lˆ
)
∂xti
− 2
N lsN
lˆ
t
N lˆt ,N
l
s∑
i,j=1
∂k
(
xsj,l,x
t
i,lˆ
)
∂xti
 .
(16)
Given the Gaussian multi-kernel defined in Eq. (3), we typi-
cally take ∂k(xsi ,x
t
j)/x
s
i for example:
∂k(xsi ,x
t
j)
∂xsi
= −
d∑
u=1
βu
σ2u
ku(x
s
i ,x
t
j) ∗ (xsi − xtj). (17)
By updating the network parameters with mini-batch SGD,
the deep emotion-conditional adaption network (ECAN) can
learn discriminative representations by utilizing information
from the source domain, and in the meantime, matching both
the marginal distribution and the conditional distribution be-
tween source and target domains so that the good separability
among different expressions can also generalize well to the
target data. What’s more, by minimizing the differences in
prior class probabilities, the ECAN can remedy the imbal-
anced problem in facial expression recognition. Algorithm 1
summarizes the learning process in the proposed ECAN.
Algorithm 1 Optimization algorithm of ECAN.
Input: Source data {(xsi , ysi )}nsi=1, Target data {xti}nti=1,
ns and nt is the size of mini-batch
Output: Network layer parameters Θ
1: Initialize: The number of iteration k ← 0, pseudo label’s update
interval Np, Network learning rate µ, hyper parameter γ and λ,
Network layer parameters Θ.
2: while not converge do
3: k ← k + 1
4: if k mod Np = 0 then
5: Update the pseudo label yˆt
(k)
i and parameter δi(l)
(k) of
target data xt
(k)
i .
6: end if
7: Compute the weight ratio αkl for the re-weighted MMD loss
by Eq. 11.
8: Compute the joint loss by Eq. 12:
Lk = Lks + γL
α,u(k)
MMD + λL
c,u(k)
MMD
9: Compute the back propagation error for each samples xi by
Eq. 13–16:
∂Lk
∂xs
(k)
i
=
∂Lks
∂xs
(k)
i
+ γ
∂Lα,u
(k)
MMD
∂xs
(k)
i
+ λ
∂Lc,u
(k)
MMD
∂xs
(k)
i
∂Lk
∂xt
(k)
i
= γ
∂Lα,u
(k)
MMD
∂xt
(k)
i
+ λ
∂Lc,u
(k)
MMD
∂xt
(k)
i
10: Update the network layer parameters Θ:
Θk+1 = Θk − µk ∂L
k
∂Θk
= Θk − µk(
ns∑
i=1
∂Lk
∂xs
(k)
i
∂xs
(k)
i
∂Θk
+
nt∑
i=1
∂Lk
∂xt
(k)
i
∂xt
(k)
i
∂Θk
)
11: end while
V. EXPERIMENTS AND RESULTS
In this section, we will conduct extensive experiments to
evaluate the proposed unsupervised cross-dataset facial expres-
sion recognition method. Four lab-controlled datasets (CK+,
JAFFE, MMI and Oulu-CASIA) and four real-world datasets
(AffectNet, FER2013, RAF-DB 2.0 and SFEW 2.0) are used
to examine the adaption power of our method.
A. Databases and Setups
AffectNet, CK+, FER2013, JAFFE, MMI, Oulu-CASIA,
RAF-DB and SFEW 2.0 are widely-used facial expression
datasets. Fig. 1 shows the example samples of these datasets.
And the class distributions of these datasets used in the
experiments are shown in Fig. 4.
(1) AffectNet Database [33]: The AffectNet database con-
tains around one million facial images downloaded from the
Internet by querying different search engines using 1,250 emo-
tion related tags in different languages. During experiment,
around 280,000 images from the training set and 3,500 images
from the validation set with neutral and six basic expression
labels are chosen.
(2) CK+ Database [34]: The lab-controlled database CK+
contains 593 video sequences from 123 subjects. Only 309
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Fig. 4: Distribution of seven expressions for seven represen-
tative databases. 1, 2, 3, 4, 5, 6, 7 stand for Anger, Disgust,
Fear, Happiness, Neutral, Sadness, Surprise respectively. We
can see that class imbalance problem is very common in facial
expression datasets, especially for real-world scenarios. Note
that for the lab-controlled dataset JAFFE and Oulu-CASIA, the
number of each category is intentionally set to be the same by
experimenters.
sequences have been labeled with six basic expression labels
(excluding Neutral). We then extract the final three frames
of each sequence with peak formation, and in the meanwhile
select the first frame (neutral face) from 309 sequences,
resulting in 1,236 images.
(3) FER2013 Database [35]: The large-scale and uncon-
strained database FER2013 was created and labeled automati-
cally by the Google image search API. All images in FER2013
have been registered and resized to 48 × 48 pixels. We use
35,887 images with expression labels during experiments.
(4) JAFFE Database [36]: The JAFFE is a laboratory-
controlled database which contains only 213 samples from
10 Japanese females with posed expressions. Each person has
3ËIJ4 images with each of six basic facial expressions and one
image with a neutral expression. All images have been used
in our experiments.
(5) MMI Database [37]: The MMI is a lab-controlled
database which includes 2,900 video sequences from 75
subjects with non-uniformly posed expressions and various
accessories. We select the first frame (neutral face) and the
three peak frames in each sequence with expression labels,
resulting in 704 images.
(6) Oulu-CASIA Database [38]: The lab-controlled Oulu-
CASIA database includes 2,880 image sequences collected
from 80 subjects labeled with six basic emotion labels. Each
of the videos is captured with one of two imaging systems,
i.e., near-infrared (NIR) or visible light (VIS), under three
different illumination conditions. Similar to CK+, we select
the last three peak frames and the first frame (neutral face)
from the 480 videos with the VIS System under normal indoor
illumination, resulting in 1,920 images.
(7) RAF-DB 2.0 Database 1: The RAF-DB 2.0 is an exten-
sion to the current RAF-DB database [4], [39]. RAF-DB is a
large-scale dataset which contains about 30,000 great diverse
facial images from thousands of individuals downloaded from
the Internet. To address the concerns on the imbalanced
1http://www.whdeng.cn/RAF/model1.html
distribution of expression categories, we augment the dataset
with more samples in rare expression classes. Following the
previous collection criteria, 642 images with anger label, 886
images with disgust label and 1,010 images with fear label
have been supplemented into the original datasets to form a
more balanced dataset, RAF-DB 2.0. We then choose a subset
of the database with basic emotions for the experiments, in
total 14,216 images.
(8) SFEW 2.0 Database [3]: The in-the-wild database SFEW
contains dynamic images selected from different films with
spontaneous expressions, various head pose, age range, occlu-
sions and illuminations. The challenging database is divided
into three sets for training, validation and testing. During
experiments, we use 921 images in the training set and 427
images in the validation part provided with labels, in total
1,358 images.
As RAF-DB 2.0 dataset achieves the best cross-dataset
performance on the seven expressions classification task (see
the mean others values in Table I), we choose RAF-DB 2.0 as
the source domain in our single-source domain adaption ex-
periments. In Figure 5, we further visualize the other datasets
look-alike images from RAF-DB 2.0 by picking out samples
that are closed to the decision boundary, to see how RAF-DB
2.0 can resemble other different datasets.
B. Implementation Details
In our experiments, we finetune our model based on the
VGG-Face architecture [40] that pre-trained on a large-scale
face dataset with 2.6M images. Two MMD-based regulariza-
tion layers are appended to the second to last fully-connected
layer and the dimension of the last label prediction layer is
amended to 7 for facial expression recognition. The already
aligned gray-scale images of each dataset are firstly resized to
256× 256 and then random 224× 224 pixel patches cropped
from these images are fed into the network. We also augment
the data by flipping it horizontally with 50% probability.
For hype-parameters settings, no labeled target samples are
referred in our unsupervised domain adaptation experiments.
And we tune the trade-off parameters γ and λ from the sets
{0, 0.01, 0.03, 0.05, 0.1, 0.3, 0.5, 1} and {0, 0.001, 0.01, 0.1}
by grid searching, respectively. To suppress the noisy signal
from the pseudo label of target data, we further assign a rela-
tively small weight w to these two parameters at the early stage
of the training process. Specifically, w = 21+exp(−10·p) − 1,
where p is the training progress linearly changing from 0
to 1. During training, stochastic gradient descent with 0.9
momentum is used. And the based learning rate is set to
0.001. As the last classifier layer is trained from scratch, we
set its learning rate to be 10 times that of the lower layers.
All experiments are implemented by Caffe Toolbox [41], and
run on a PC with a NVIDIA GTX 1080 GPU.
C. Experimental Results
In this subsection, we comprehensively evaluate our deep
domain adaption method on cross-dataset facial expression
recognition tasks in terms of the classification accuracy to
demonstrate the effectiveness of our proposed algorithm. The
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Fig. 5: Other datasets Look-alike from RAF-DB 2.0. Samples from RAF-DB 2.0 that are closest to the decision boundaries
of SVM trained in the dataset recognition experiment are displayed.
cross-domain results on four lab-controlled databases and
comparisons with other state-of-the-arts are shown in Table. III
– Table. VI. The comparison results of the other three real-
world databases are shown in Table. VII. Note that “CNN”
refers to the VGG-Face network directly fine-tuned on the
source dataset and “CNN+MMD” refers to the original MMD
that only match the marginal distribution across domain. And
we list their best results after parameter tuning.
On the whole, despite that different methods may employ
different datasets as the source domain, we can still observe
that our network outperforms the comparison methods on most
datasets, and can achieve competitive performances on difficult
transfer tasks, especially when source and target domains are
much more different. We then analyze the results for each
dataset in detail.
For CK+ dataset, Our ECAN achieves much better perfor-
mance than most other methods except [47] that conducted
cross-dataset facial expression recognition combining six lab-
controlled datasets as the source domain. It is worth noting
that CK+ and these lab-controlled datasets are very similar in
many respects, such as the controlled collection environment,
subject characters, illumination condition and head postures.
Hence methods in the literature that used these databases
for cross-domain expression recognition can achieve relatively
good performance on CK+. However, our method only adopt
an unconstrained dataset which is collected from the Internet
and much more diverse than the lab-controlled ones for the
transfer tasks. So we further evaluate our method using RAF-
DB 2.0 with other three lab-controlled datasets as our multi-
source domain, and achieve the best cross-dataset performance
89.69%. On the other hand, when compared to the CK+ in-
dataset results in Table III-B (85.40%), ECAN also gains
TABLE III: Comparison of our methods with other results in
the literature on CK+ dataset.
Methods Source Dataset Accuracy
Shallow
Models
Da et al. [42] BOSPHORUS 57.60%
Zhang et al. [43] MMI 61.20%
Miao et al. [7] MMI + JAFFE 65.0%
Lee et al. [44] MMI 65.47%
Mayer et al. [45] MMI 66.20%
Deep
Models
Mollahosseini [46] 6 Datasets† 64.2%
Zavarez et al. [47] 6 Datasets‡ 88.58%
Hasani et al. [48] MMI + JAFFE 73.91%
Wen et al. [49] FER2013 76.05%
Wang et al. [50] FER2013 76.58%
Our
Methods
CNN RAF-DB 2.0 78.00%
CNN + MMD RAF-DB 2.0 82.44%
ECAN RAF-DB 2.0 86.49%
ECAN 4 Datasets? 89.69%
† MultiPIE, MMI, DISFA, FERA, SFEW, and FER2013.
‡ JAFFE, MMI, RaFD, KDEF, BU3DFE and ARFace.
? RAF-DB 2.0, JAFFE, MMI, Oulu-CASIA
a slight performance improvement, which indicates that our
method can mitigate the discrepancy across different datasets.
For JAFFE dataset, which is a highly biased dataset in
respect of gender and ethnicity, i.e., it only contains ten
Japanese females, the fine-tuning technique used in [47] which
reported high accuracy on CK+ dataset is no longer effective
in this context. In contrast, by matching the marginal and
conditional distribution and also the class distribution across
domains, our method yields the best performance and is
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TABLE IV: Comparison of our methods with other results in
the literature on JAFFE dataset.
Methods Source Dataset Accuracy
Shallow
Models
Shan et al. [1] CK 41.30%
El et al. [21] Bu-3DFE 41.96%
Da et al. [42] CK+ 42.30%
Zhou et al. [51] CK 45.71%
Gu et al. [22] CK+ 55.87%
Deep
Models
Wen et al. [49] FER2013 50.70%
Ali et al. [52] RaFD 48.67%
Zavarez et al. [47] 6 datasets? 44.32%
Our
Methods
CNN RAF-DB 2.0 54.26%
CNN + MMD RAF-DB 2.0 58.64%
ECAN RAF-DB 2.0 61.94%
? CK+, MMI, RaFD, KDEF, BU3DFE and ARFace.
TABLE V: Comparison of our methods with other results in
the literature on MMI dataset.
Methods Source Dataset Accuracy
Shallow
Models
Shan et al. [1] CK 51.10%
Cruz et al. [53] CK+ 57.6%
Mayer et al. [45] CK 60.30%
Zhang et al. [43] CK+ 66.90%
Deep
Models
Zavarez et al. [47] 6 datasets† 67.03%
Mollahosseini [46] 6 datasets‡ 55.6%
Hasani et al. [54] CK+ 54.76%
Wang et al. [50] FER2013 61.86%
Hasani et al. [48] CK+ 68.51%
Our
Methods
CNN RAF-DB 2.0 64.13%
CNN + MMD RAF-DB 2.0 65.80%
ECAN RAF-DB 2.0 69.89%
† CK+, JAFFE, RaFD, KDEF, BU3DFE and ARFace.
‡ MultiPIE, CK+, DISFA, FERA, SFEW, and FER2013.
superior to the highest accuracy of the literature [22] by 6.07%.
For MMI dataset, our ECAN achieves 69.89% cross-dataset
accuracy, which outperforms all the other compared methods
and also the in-dataset performance shown in Table III-B.
Comparing with the baselines, we can find that the original
CNN structure is inferior than some previous methods that
use more similar source dataset (such as CK+) with target
MMI dataset and the original MMD (CNN+MMD) only gains
a negligible improvement. However, with the help of the re-
weighted MMD and the class-conditional MMD, the ECAN
can ameliorate the effect of the class distribution bias and
learn features with more discriminative ability, thus achieves
superior results.
For Oulu-CASIA dataset, we can observe similar results:
With the supervision of the two MMD regularizations, which
match the class distributions and close both the marginal and
conditional distribution distance across domains, our method
can therefore achieve better performances when compared
with the baselines and the in-dataset recognition performance.
TABLE VI: Cross-dataset results on Oulu-CASIA dataset.
Target Methods Source Accuracy
Oulu-CASIA
CNN
RAF-DB 2.0
59.39%
CNN + MMD 60.14%
ECAN 63.97%
TABLE VII: Comparison of our methods with other results in
the literature on AffectNet, FER2013 and SFEW 2.0 dataset.
Target Method Source Accuracy
AffectNet
CNN RAF-DB 2.0 49.29%
CNN + MMD RAF-DB 2.0 48.76%
ECAN RAF-DB 2.0 51.84%
SFEW
El et al. [21] Bu-3DFE 20.57%
Liu et al. [55] CK+ 29.43%
Mollahosseini [46] 6 datasets† 39.8%
CNN RAF-DB 2.0 52.67%
CNN + MMD RAF-DB 2.0 52.81%
ECAN RAF-DB 2.0 54.34%
FER2013
Mollahosseini [46] 6 datasets‡ 34.0%
CNN RAF-DB 2.0 55.38%
CNN + MMD RAF-DB 2.0 56.54%
ECAN RAF-DB 2.0 58.21%
† MultiPIE, CK+, DISFA, FERA, MMI, and FER2013.
‡ MultiPIE, CK+, DISFA, FERA, MMI, and SFEW.
For AffectNet dataset, we find that the performance of the
original MMD is slightly degraded due to the very different
class distribution. However, our ECAN can mitigate this
discrepancy and thus help boost the performance. And For
the other two in-the-wild datasets FER2013 and SFEW 2.0,
our method significantly outperforms the comparison methods.
Firstly, because most previous methods have chosen lab-
controlled databases that deviate from these two target sets as
the source domain, our method which uses the similar in-the-
wild RAF-DB 2.0 can perform better. Secondly, from the other
perspective, as the domain discrepancy may not be distinct in
our case and the original MMD provides limited improve-
ments over CNN, our ECAN can further help enhance the
performance by a certain margin, which demonstrates that the
ECAN is able to transfer deep models across various domains.
In addition, results on the large-scale test set FER2013 reveals
that our method can also boost the recognition rate when the
target domain size is much larger than the source domain size.
Looking deeper into the experimental results, we can make
the following observations: (1) In consistent with the conclu-
sion in Sec. III, well-trained deep learning based methods
generally outperform most traditional shallow models for
cross-database facial expression recognition, which is mainly
due to their generalization characteristic and the capacity for
learning discriminative representations. (2) Among the deep
learning methods, the performances of fine-tuning technique
suffer a large decline when domain discrepancy becomes
obvious, which indicates that the challenge of domain dis-
crepancy cannot be simply settled by fine-tuning techniques
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and mitigating the domain shift between different source
and target datasets is of great significance for cross-dataset
facial expression recognition. (3) In some cases that domain
discrepancy is relatively small or the class distribution bias
is obvious, the original MMD can yield only a small gain
or even worse performance. Nevertheless, our ECAN that
considers both marginal and conditional distributions and also
the class distribution bias can help improve the cross-dataset
recognition accuracy by learning class discriminative feature
representations and alleviating the class weight bias, which
reveals its effectiveness in emotion transfer learning task
varying different kinds of domains.
D. Empirical Analysis
In this subsection, we further analyze the effectiveness of
ECAN from several different aspects.
1) Parameter sensitivity: The tunable hype-parameters γ
and λ in ECAN represent the domain transfer degree.
To examine the sensitiveness of these two parameters, we
demonstrate particular cross-domain results on the small-scale
lab-controlled database CK+ and the large-scale in-the-wild
database FER2013 in terms of different value of each hype-
parameter, which can be seen in Fig. 6. The best results of the
baseline CNN corresponding to the case γ = 0 and λ = 0 are
reported in Fig. 6 as the dashed lines.
We first conduct experiment as γ varying from 0.01 to
1, with λ fixed. In Fig. 6(a), it can be observed that for
CK+ the accuracy reaches the maximum when λ = 0.3
and then decreases as λ continues to increase. Similarly, the
performance on FER2013 peaks at λ = 0.1 and then falls off.
This bell-shaped curve exemplifies the promoting effect of the
jointly supervision of the softmax loss and the MMD-based
regularizers when a proper trade-off is chosen. Furthermore,
when comparing the performances of our ECAN with the
original MMD, our method behaves better than the original
MMD as λ varies. This suggests that the class imbalance
indeed causes a bottleneck for facial expression recognition
and the ECAN can effectively mitigate this problem by
learning suitable re-sampling weights for the source domain.
We then fix γ and vary λ from 0 to 0.1, and the results
are shown in Fig. 6(b). Note that λ = 0 refers to the case
of only using the re-weighted MMD term. And the further
improvements as the increase of λ indicates the importance
and necessity of the conditional MMD term that matches the
class conditional distributions and enhances the discriminative
ability of the learned feature representations across domains
in the meanwhile.
2) Ablation study: To look more deeply into the proposed
method, we compare several variants of ECAN: “ECAN with
re-weight” that only considers the re-weighted MMD, “ECAN
with condition” that only considers the conditional MMD
and “ECAN with re-weight and condition” that considers
both of two MMD regularizations. We then evaluate these
variant algorithms on “RAF-DB 2.0→CK+” cross-dataset task
following the same experiment settings. The results are shown
in Table VIII. From the ablation results, we can notice that
all these variant methods of ECAN perform better than the
0.01 0.03 0.05 0.1 0.3 0.5 1
0.74
0.76
0.78
0.8
0.82
0.84
0.86
0.88
Ac
cu
ra
cy
CNN
CNN+MMD
DETN
0.01 0.03 0.05 0.1 0.3 0.5 1
0.535
0.54
0.545
0.55
0.555
0.56
0.565
0.57
0.575
0.58
0.585
Ac
cu
ra
cy
CNN
CNN+MMD
DETN
(a) γ on CK+ (left) / FER2013 (right)
0 0.001 0.01 0.1
0.5
0.55
0.6
0.65
0.7
0.75
0.8
0.85
0.9
Ac
cu
ra
cy
CK+
FER2013
(b) λ
Fig. 6: Parameter sensitivity study on target datasets CK+ and
FER2013 w.r.t γ and λ. Results of the best baseline CNN are
shown as the dashed lines.
TABLE VIII: Ablation study of ECAN on “RAF-DB
2.0→CK+” cross-dataset facial expression recognition task.
Target Methods Source Accuracy
CK+
ECAN (re-weight)
RAF-DB
2.0
85.24%
ECAN (condition) 83.56%
ECAN (re-weight+condition) 86.49%
baselines. And our ECAN that considers both marginal and
conditional distributions and also the class distribution bias
achieves the best result in these variants, which indicates that
both two MMD regularization terms cooperate with each other
to achieve desirable adaption behaviors.
3) Feature visualization: To investigate how the ECAN
works on cross-database facial expression recognition, we
employed the t-SNE dimensionality reduction technique [56]
to visualize the learned features of CK+ on a 2-dimensional
embedding. From Fig. 7(a) we can find that samples with anger
and fear labels in CK+ tend to be misclassified into sadness
and surprise respectively, which are two dominant categories
in the source dataset RAF-DB 2.0. However, in Fig. 7(b), our
ECAN effectively alleviates this misguided decision caused
by class distribution bias and decreases the classification error
rate. What’s more, with the help of class-conditional MMD
term, samples with different labels can be pulled farther away,
thus the separability and discriminative ability can be ensured.
VI. CONCLUSION
In this paper, a deep Emotion-Conditional Adaption Net-
work (ECAN) has been proposed to conduct unsupervised
cross-database facial expression recognition. The strength of
the ECAN lies in its ability to make the most of the beneficial
knowledge from the target domain to simultaneously bridge
the discrepancy of both marginal and conditional distribution
between source and target domains, and also the discriminative
power brought about by the learning process of deep network.
Besides, class imbalance problem has been taken into account
and a re-weighting parameter is introduced to balance the class
bias between source and target domains. All these optimal
goals associate with each other and then effectively boost the
recognition rate of cross-database facial expression recogni-
tion. Extensive experiments on widely-used facial expression
datasets show that the proposed ECAN achieves excellent
performance in a series of transfer tasks and outperforms
previous cross-dataset facial expression recognition results,
demonstrating the effectiveness of the proposed method.
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Fig. 7: Feature visualization results of different methods on
CK+ database. 1, 2, 3, 4, 5, 6, 7 stand for Anger, Disgust,
Fear, Happiness, Neutral, Sadness, Surprise respectively.
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