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Reliability of Fault-Tolerant Systems
with Parallel Task Processing
Gregory Levitin
Reliability Department, Planning, Development and Technology Division,
Israel Electric Corporation Ltd., P.O. Box 10, Haifa, 31000 Israel
Min Xie, Tieling Zhang
Dept of Industrial and Systems Engineering
National University of Singapore, Singapore 117576

Abstract
The paper considers performance and reliability of fault-tolerant software running on a
hardware system that consists of multiple processing units. The software consists of
functionally equivalent but independently developed versions that start execution
simultaneously. The computational complexity and reliability of different versions are
different. The system completes the task execution when the outputs of a pre-specified
number of versions coincide. The processing units are characterized by different availability
and processing speed. It is assumed that they are able to share the computational burden
perfectly and that execution of each version can be fully parallelized.
The algorithm based on the universal generating function technique is used for
determining the distribution of system task execution time. This algorithm allows analysts to
evaluate complex hardware-software reliability and performance indices such as expected
task execution time and probability that the task is completed within a given time. Illustrative
examples are presented.

Keywords: Performance; Fault-tolerant software; Multiprocessor system; Universal
generating function.
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1. Introduction
Modern architecture of computer systems presumes software execution by a system of
highly interconnected hardware units that have ability to share the computational task in an
effective way [1-7]. The examples of such hardware configuration are processors in
multiprocessor systems, computational resources in Grid computing systems [8,9] and the
recently emerged configurable system-on-chip architecture consisting of a set of
heterogeneous processing resources and a reconfigurable processing cell array [10]. In such
complex hardware-software systems, both hardware and software components are failureprone. Carrying out reliability analysis of such systems is important although it is not
straightforward.
For such systems, hardware unavailability is typically caused by failures of the electronic
equipment or by external impacts. Effective self-diagnostics and maintenance activity
usually allows the unavailable units to be restored or repaired in a short time.
Software failures are caused by errors made in various phases of the development. When
the software reliability is of critical importance, special software design and development
techniques are used to achieve fault tolerance. Two of the best-known fault-tolerant software
design methods are N-version programming (NVP) and recovery block scheme (RBS) [11].
Both methods are based on the redundancy of software modules (functionally equivalent but
independently developed) and the assumption that coincident failures of modules are rare.
Many research works have been devoted to the study of fault-tolerant system’s reliability [48, 12-20]. The fault tolerance usually requires additional resources and results in
performance penalties (particularly with regard to computation time), which constitutes a
tradeoff between software performance and reliability. This effect has been studied in [2124].
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The combination of fault-tolerant software methodology with effective multiprocessor
hardware architecture allows system designers to meet both reliability and performance
requirements.
NVP was proposed by Chen and Avizienis [25]. This approach presumes the execution
of n functionally equivalent software modules (called versions) is able to receive the same
input and send their outputs to a voter that is aimed at determining the system output. The
voter produces an output if at least m out of n outputs agree (it is assumed that the
probability that m wrong outputs agree is negligibly small). Otherwise, the system fails.
Usually majority voting is used in which n is odd and m = (n +1)/2.
RBS was proposed by Randell [26]. In this approach, after execution of each version, its
output is tested by an acceptance test block (ATB). If the ATB accepts the version output,
the process is terminated and the version output becomes the output of the entire system. If
all n versions can not produce the accepted output, the system fails. It was shown in [24] that
when the acceptance test time is included into the execution time of each version, the RBS
performance model becomes identical to the performance model of the NVP with m = 1.
Since the performance of fault-tolerant programs depends on hardware processing speed
(which in its turn depends on availability of computational resources), the impact of
hardware availability should be taken into account when the system performance and
availability are evaluated. This paper presents an algorithm for finding the reliability and
performance measures for arbitrary fault-tolerant hardware-software systems based on
multiple processing units with perfect task sharing. The presented algorithm is
straightforward and fast. It does not take into consideration imperfect software task
parallelization and existence of common cause failures in both hardware and software.
However it can be useful as a theoretical framework for further development of more
sophisticated models. It can also be applied to fast evaluation of the upper bound of system
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performance, which is important when different system designs are compared or when
system configuration optimization problems are solved in which approximate estimates of
system performance should be obtained for large number of different solutions.
Unlike works [5-7], this paper does not deal with software version scheduling. It suggests
a methodology for studying the effect of characteristics of both software versions and
hardware units on reliability and performance of the entire fault-tolerant system. In the
presented model it is assumed that all the software versions are executed by the hardware
units in parallel. However, the same methodology can be used for analysis of systems with
arbitrary schedule of versions' execution (different schedules change version termination
times but do not affect the probabilities that the task is completed after execution of a given
number of versions). The main advantage of the suggested method is its ability to take into
account limited availability and diversity of hardware components, while in [5-7] it was
assumed that all the hardware components (processors) are identical and fully reliable.

Acronyms & Notations
PU

processing unit

pmf

probability mass function

u-function

moment generating function

NVP

N-version programming

RBS

recovery block scheme

1(x)

unity function: 1(TRUE) = 1, 1(FALSE) = 0

n

total number of software versions

m

number of versions that should produce correct results

pk

probability that m correct outputs are obtained after termination of version k

N

number of processing units

5
xi

processing speed of PU i

ai

availability of PU i (usually measured as probability that any given task
assigned to the PU can be successfully executed or as a fraction of the PU is
available)

S

random cumulative processing speed of hardware system

sj

j-th realization of S

J

total number of different realizations of S

qj

probability Pr(S = sj)
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random time of task execution by the system

T*

maximum allowed time of task execution by the system

R(T*)

probability that system successfully terminates its task in time less than T*

ci

computational complexity of version i

ri

reliability of version i

gk

computational complexity of stage k of task execution

H

random computational complexity of software task (amount of computations
performed until m correct outputs are obtained)

hk

amount of computations until termination of version k

Tk

random termination time of stage k

tkj

termination time of stage k when S = sj

Qkj

probability that the task terminates after stage k when S = sj

W

conditional expected system execution time

D(z),V(z),U(z) u-functions representing distributions of discrete random variables
MTBF

mean time between failures

MTTR

mean time to restoration
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2. Model formulation and preliminary results
2.1. System structure and assumptions
The system structure can be described as follows. A hardware system consists of N
different statistically independent processing units (PUs). Each PU i is characterized by its
availability ai and performance (processing speed) in operational state xi. It should be noted
that the availability of PUs depends on the availability of inter-processor communication
channels. The probability of communication failures should be taken into account when
evaluating the availability of PUs. Usually PUs are much more reliable than software
modules, however, unreliability of the communication channels can make the software
reliability and hardware availability to be of the same magnitude. In the simplest case (for
example, in Grid networks with star architecture [9]) communication link and processing
unit can be modeled by two independent elements connected in series. In more complex
cases the unavailability of communication channels can cause common cause failures. The
algorithm presented in this paper considers systems without common cause hardware
failures; however the suggested universal generating function technique can easily be
adapted for incorporating this type of failures [31].
It is assumed that the hardware system is able to distribute the computational task among
the available processors in the most effective way (perfect task sharing) such that any task
can be fully parallelized. This assumption is realistic when each task (software version) can
be divided into subtasks executed in parallel (for example, in Grid networks the resource
management system can divide computational task and send them for parallel execution to
available processors). Even when the perfect parallelization of the computational task is
impossible, the presented model can be used as a tool for fast evaluation of the upper bound
of system performance.
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Under the assumption of perfect parallelization the cumulative system processing speed
(measured in number of basic computer operations executed per time unit) is equal to the
sum of processing speeds of available PUs. Since the combination of available processors is
random, the cumulative system processing speed S is a random value that can have J
different realizations.
Each software version j is characterized by its computational complexity cj (required
number of basic computer operations) and reliability rj (probability of producing correct
output). The versions start their execution simultaneously. The task execution is divided
among the PUs in such a way that the versions proceed with equal speed.
It is assumed that any task execution time is much smaller than MTBF and MTTR of the
PUs and, therefore, the probability that the PUs can change their state during software task
execution is negligibly small.
Let us order the versions according to their computational complexity: cj  cj+1 (1  j  n
 1). In the first stage of the computational task execution (from the beginning till the
termination of version 1) the total computational complexity of task that should be
performed is g1 = nc1 (all n versions are executed in parallel until c1 operations are performed
in each of them). In the second stage (after termination of the first version and till
termination of the second one) the total computational complexity is g2 = (n  1) (c2  c1).
Indeed, in order to finish the second version, the system should perform the remaining
(c2  c1) operations of this version (performing in parallel the same amount of operations for
each not completed version). The number of versions running simultaneously during the
second stage is (n 1). It can be seen that the total computational complexity of stage k is
gk = (n  k + 1) (ck  ck-1)
where c0 = 0 by definition given in Fig. 1.

for 1  k  n,

(1)
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c1
c2
}

g1

cn-1
cn

Computational
complexity

g2 } g

m

} gn

g1=c1n
g2=(c2 - c1)(n -1)

hm

gn=cn - cn-1

}
hn

gn-1=2(cn-1 - cn-2)

Fig. 1 Computational complexity of computation task

The amount of computations till termination of stage k can be obtained as
k

hk

¦ gi .

(2)

i 1

It can be seen that assuming h0=0 one can obtain hk using the following recursive expression:

hk

hk 1  g k

hk 1  (n  k  1)(ck  ck 1 )

(3)

for 1  k  n.
The number of versions that should terminate in order to produce m correct outputs can
vary from m (m first versions produce correct outputs) to n (nth version produces mth correct
output). Therefore, the total amount of calculations that should be performed till task
termination H is a random variable depending on outputs of individual versions. H can take
values of hk for m  k  n.
For the given cumulative system processing speed S, the time of stage k termination is

Tk

hk
.
S

(4)
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For each realization sj of the random system processing speed S, one can obtain the
realization of random termination time of stage k:

t kj

hk
.
sj

(5)

Having the probability qj = Pr(S = sj) and the probability pk that the system produces the
correct output after termination of stage k: pk = Pr(H = hk) = Pr(4 = Tk), one can obtain the
probability that the total time of task execution 4 is equal to tkj :

Qkj = Pr(4 = tkj) = Pr(H = hk | S = sj) = qj pk,

(6)

which gives the probability mass function of the random task execution time 4 in the form
of pairs (tkj, Qkj) for m  k  n and 1 j  J.

2.2. System reliability and expected system execution time
In order to estimate both the system's reliability and its performance, different measures
can be used depending on the application. In applications where the execution time of each
task is of critical importance, the system reliability R(T*) is defined (according to
performability concept [21, 27, 28]) as a probability that the correct output is produced in
less time than T*. This index can be obtained as

R (T *)

J

n

¦ ¦ Qkj 1(

t kj  T *) .

(7)

j 1k m

In applications where the average system productivity (the number of executed tasks)
over a fixed mission time is of interest [28], the system reliability is defined as the
probability that it produces correct outputs without respect to the total execution time. This
index can be referred to as R(f) =Pr(4 < f) (which is equal to the probability that the
random execution time is not greater than its maximal finite realization). The conditional
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expected system execution time W (given the system produces correct output) is considered
to be a measure of its performance.
This index determines the expected execution time of the system given that the system
does not fail. It can be obtained as
J

W

n

¦ ¦ Qkj t kj / R(f).

(8)

j 1k m

In order to calculate the both indices R(T*) and W, one has to obtain the pmf of the
random cumulative processing speed of the hardware system in the form (sj, qj) for 1  j  J
and the pmf of the software task complexity in the form (hk, pk) for m  k  n. The following
section presents algorithms for determining these distributions and the distribution of the
total task execution time 4.

3. Algorithms for determining the task execution time distribution
The procedure used in this paper for the system survivability evaluation is based on the
universal generating function (u-function) technique, which was introduced in [29] and
proved to be very effective for the reliability evaluation of different types of multi-state
systems [30, 31].
The u-function representing the pmf of a discrete random variable Y is defined as a
polynomial
K

u( z)

¦D k z y k ,

(9)

k 1

where the variable Y has K possible values and Dk is the probability that Y is equal to yk.
To obtain the u-function representing the pmf of a function of two independent random
variables M(Yi, Yj), composition operators are introduced. These operators determine the u-
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function for M(Yi, Yj) using simple algebraic operations on the individual u-functions of the
variables. All of the composition operators take the form
Ki

¦D ik z

U(z) = ui ( z ) u j ( z )
M

y ik

k 1

Kj

¦D jh z
M

Ki K j

¦ ¦D ik D jh z

y jh

h 1

M ( yik , y jh )

(10)

k 1h 1

The polynomial U(z) represents all of the possible mutually exclusive combinations of
realizations of the variables by relating the probabilities of each combination to the value of
function M(Yi, Yj) for this combination.

3.1. Hardware system processing speed distribution

In the case of hardware systems, the u-function u(z) can define performance
distributions of the processing units. Each PU i can have performance xi (with probability ai)
when it is available and performance 0 (with probability 1  ai) when it is not available.
Therefore, the u-function of this PU takes the form:

ui ( z ) ai z xi  (1  ai ) z 0 .

(11)

The total processing speed of a pair of PUs is equal to the sum of the processing speeds
of these PUs. To obtain the u-function representing the performance distribution of a
subsystem containing two PUs, i and j, a composition operator with M(Yi, Yj) = Yi + Yj should
be used. In this case, the operator obtains the product of the corresponding polynomials:

ui ( z)



u j ( z ) [ai z xi  (1  ai ) z 0 ][a j z

xj

 (1  a j ) z 0 ] .

(12)

For all N PUs, the pmf of their cumulative processing speed can be obtained as
U ( z)

N

N

i 1

i 1

 ui ( z ) 

[ai z xi  (1  ai ) z 0 ]

J

¦qjz

sj

,

(13)

j 1

where J is the number of different possible realizations sj of the total system processing
speed, which is equal to the number of terms in U(z) obtained after collecting the like terms
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(collecting the like terms corresponds to obtaining the overall probability of different
combinations of available PUs that produce the same cumulative processing speed).
U(z) can be obtained recursively in Ue(z), where
U1(z) = u1(z) and U k ( z ) U k 1 ( z ) uk ( z ) for k = 2, …, N.

(14)

3.2 Software task complexity distribution

Let bj be an indicator of the success of version j such that bj = 1 if the version produces
the correct output and bj = 0 if it produces the wrong output. The distribution of bj can be
represented by the u-function
vj(z) = rjz1 + (1  rj) z0.

(15)

It can be seen that the product of polynomials,
Vk ( z )

k

k

j 1

j 1

 v j ( z) 

1

0

[r j z  (1  r j ) z ]

k

¦Z j z j

(16)

j 0

represents the distribution of the number of correct outputs after the execution of a group of
first k versions. Indeed the resulting polynomial relates the probabilities of combinations of
correct and wrong outputs (the product of corresponding probabilities) with the number of
correct outputs in these combinations (the sum of success indicators). Note that after
collecting the like terms (corresponding to obtaining the overall probability of different
combinations with the same number of correct outputs) the coefficient Zj in Vk(z) is equal to
the probability that the group of first k versions produces exactly j correct outputs.
The function Vk(z) can also be obtained by using the recursive expression
Vk ( z ) Vk 1 ( z )vk ( z ) Vk 1 ( z )[rk z1  (1  rk ) z 0 ].

(17)

According to its definition, pk is the probability that the group of first k versions produces
m correct outputs given the group of first k  1 versions has produced m  1 correct outputs,
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while Zm in u-function Vk(z) is equal to the unconditional probability that the group of first k
versions produces m correct outputs.
In order to let the coefficient Zm in u-function Vk(z) be equal to pk, the term with
exponent being equal to m should be removed from Vk-1(z) before applying Eq. (17)
(excluding the combination in which k first versions produce m correct outputs while the k-th
version fails). The above considerations are based on the following algorithm for
determining all of the probabilities pk (m d k d n). It has the following three steps:
1.

Determine the u-function of each version according to Eq. (15);

2.

Define V0(z) = 1;

3.

For k = 1, 2, …, n,
3.1. Obtain Vk(z) using Eq. (17) and collecting similar terms;
3.2. If k t m, assign pk = Zm;
3.3. Remove term Zm zm from Vk(z) (if such a term exists).

The combination of values of hk obtained using recursive expression (3) and values of pk
obtained by the presented algorithm for m  k  n constitutes the pmf of task complexity H.
This pmf can also be represented in the form of a u-function:
n

D( z )

¦ pk z hk .

(18)

k m

The presented algorithm for determining the probabilities pk is based on the assumption
that failures in different versions of software are statistically independent. This assumption
usually oversimplifies the fault-tolerant software model and gives optimistic evaluation of its
reliability. In order to incorporate the common cause failures, one can use a more
sophisticated algorithm suggested in [32].
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3.3 Total task execution time distribution

The obtained probability mass functions of two independent random variables S and H
are represented by two u-functions U(z) and D(z), respectively. In order to obtain the pmf of
random task execution time T = H/S, we can use the following composition operator over
U(z) and D(z):
n

D( z ) U ( z )
M

¦ pk z

k m

J

hk
M

¦q j z

sj

j 1

n

J

¦ ¦ pk q j z

n

hk / s j

k mj 1

J

¦ ¦ Qk j z kj .
t

(19)

k mj 1

Since the term with sj = 0 (simultaneous failure of all of the PUs) corresponds to failure in
task execution, it can be removed from U(z) before performing the operator (19).
The resulting u-function represents the distribution (tkj, Qkj) for m  k  n and 1  j  J.
Allying Eqs. (7) and (8) over this distributions, one can obtain the system reliability and
performance indices R(T*), R(f) and W.

4. Illustrative Examples
Example 1

Consider a fault-tolerant software with n = 5 and m = 3 running on hardware system
consisting of two PUs. The availability and processing speed (in mega-operations per
second) of each unit are presented in Table 1. The reliability and computational complexity
(in mega-operations) of software versions are presented in Table 2.
Table 1 Parameters of PUs given in Example 1
No. of PU j
aj
xj

1
0.9
4

2
0.8
6
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Table 2 Parameters of software versions for Example 1
Version i
ri
ci

1
0.7
6

2
0.6
7

3
0.8
10

4
0.6
12

5
0.9
13

In order to determine the system processing speed distribution, define the u-functions of
individual PUs according to Eq. (11):
u1(z) = 0.9z4 + 0.1z0; u2(z) = 0.8z6 + 0.2z0.
The u-function representing the distribution of the system cumulative processing speed
takes the form:
U(z) = u1(z) u2(z) = (0.9z4 + 0.1z0) (0.8z6 + 0.2z0) = 0.72z10 + 0.08z6 + 0.18z4 + 0.02z0.
After removing the term corresponding to the total hardware system failure, we have
U(z) = 0.72z10 + 0.08z6 + 0.18z4.
Now consider the software system and determine the amount of computations till
termination of each stage hk according to Eq. (3):
h0 = 0, h1 = 0 + 5(6  0) = 30, h2 = 30 + 4(7  6) = 34, h3 = 34 + 3(10 7) =43,
h4 = 43 + 2(12 10) = 47, h5 = 47 + 1(13  12) = 48.
According to the given parameters, define the u-functions of software versions following
Eq. (15):
v1(z) = 0.3z0 + 0.7z1; v2(z) = 0.4z0 + 0.6z1; v3(z) = 0.2z0 + 0.8z1;
v4(z) = 0.4z0 + 0.6z1; v5(z) = 0.1z0 + 0.9z1.
According to the algorithm presented in Section 3.2, determine the probabilities pj:
V0(z) = 1; V1(z) = 1v1(z) = 0.3z0 + 0.7z1;
V2(z) = V1(z) v2(z) = (0.3z0 + 0.7z1) (0.4z0 + 0.6z1) = 0.12z0 + 0.46z1 + 0.42z2;
V3(z)=V2(z)v3(z)=(0.12z0+0.46z1+0.42z2)(0.2z0+0.8z1)=0.024z0+0.188z1+0.452z2+0.336z3.
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Remove the term 0.336z3 from V3(z) and obtain p3 = 0.336. We have
V4(z) = V3(z) v4(z) = (0.024z0 + 0.188z1 + 0.452z2) (0.4z0 + 0.6z1) =
0.0096z0 + 0.0896z1 + 0.2936z2 + 0.2712z3.
Remove the term 0.2712z3 from V4(z) and obtain p4 = 0.2712. Continuously, we have
V5(z) = V4(z) v5(z) = (0.0096z0 + 0.0896z1 + 0.2936z2) (0.1z0 + 0.9z1)
= 0.00096z0 + 0.0176z1 + 0.11z2 + 0.26424z3.
Finally, we obtain p5 = 0.26424.
Having the values of hk and pk, determine the u-function D(z) representing the pmf of H:
D(z) = 0.336z43 + 0.2712z47 + 0.26424z48 .
Obtain the u-function representing the task execution time distribution:
D( z ) U ( z ) = (0.336z43 + 0.2712z47 + 0.26424z48)
M

M

(0.72z10 + 0.08z6 + 0.18z4)

= 0.24192z4.3 + 0.195264z4.7 + 0.190253z4.8 + 0.02688z7.17 + 0.021696z7.83
+ 0.021139z8 + 0.06048z10.75 + 0.048816z11.75 + 0.047563z12.
The probability that the system can produce the correct output (without respect to the
task execution time) is:
R(f) = 0.24192 + 0.195264 + 0.190253 + 0.02688 + 0.021696
+ 0.021139 + 0.06048 + 0.048816 + 0.047563 = 0.854011
The probability that the system produces the correct output in time less than 10 seconds
is:
R(10) = 0.24192 + 0.195264 + 0.190253 + 0.02688 + 0.021696 + 0.021139 = 0.697152.
The conditional expected system execution time is
W = (0.24192*4.3 + 0.195264*4.7 + 0.190253*4.8 + 0.02688*7.17 + 0.021696*7.83
+ 0.021139*8 + 0.06048*10.75 + 0.048816*11.75 + 0.047563*12) / 0.854011
= 6.086.
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Example 2

Consider now a fault-tolerant software system with n = 5 running on hardware system
consisting of 6 PUs. The availability and processing speed of each PU are presented in Table
3. The reliability and computational complexity of software versions are presented in Table
4.
Table 3 Parameters of PUs given in Example 2
No. of PU j
1
0.75
aj
14.0
xj

2
0.78
12.0

3
4
0.90 0.87
8.0
8.0

5
6
0.92 0.81
8.0
6.0

Table 4 Parameters of software versions for Example 2
Version i
ri
ci

1
0.7
46.0

2
0.6
57.0

3
0.8
70.0

4
0.6
72.0

5
0.9
83.0

The minimal possible execution time Tmin and the indices R(f) and W obtained for this
system for different m are presented in Table 5. The corresponding functions R(T*) are
presented in Fig. 2.
R(T*)
1

R(T*)
0.8

0.6

0.4

0.2

0
0

10

20

30

40

m=2

m=3

m=4

50

T* 60

T*

Fig. 2 System reliability functions R(T*) for different values of m
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The maximum possible execution time is the same as Tmax = 54.67 for all of the obtained
solutions. It is equal to the time of execution of all of the versions on single slowest PU.

Table 5 System performance indices for different m

Tmin
m=2
m=3
m=4

4.9
5.59
5.67

R(f)
0.981
0.871
0.567

W
6.796
7.270
7.391

The system performance analysis allows one to estimate the influence of individual
processing units on the overall system performance. For example, one can compare the
system performance with and within a particular PU. Consider the software system with m =
2. The performance indices obtained for this system running on hardware system consisting
of N = 6 PUs (all of the PUs are included into the system), N = 5 (the fastest PU is removed)
and N = 4 PUs (two fastest PUs are removed) are presented in Table 6 and the corresponding
functions R(T*) are presented in Fig. 3.

Table 6 System performance indices for different N

Tmin
N=6
N=5
N=4

4.9
6.53
9.14

R(f)
0.981429
0.981397
0.981246

W
6.796
8.785
11.860

Note that the difference in R(f) in the obtained solutions is negligibly small. Indeed, this
difference depends on the probability of simultaneous failure of all of the PUs, which is very
small in the considered system. On the contrary, the system reliability R(T*) for any given
allowed execution time T*<Tmax is to much extent influenced by the structure of the
hardware system (which can be seen in Fig. 3).
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Fig. 3 System reliability functions R(T*) for different values of N

5. Conclusions
The suggested algorithm allows analyst to evaluate the expected performance (task
execution time) and reliability (probability that the task is completed within a given time) of
complex fault-tolerant hardware-software system consisting of nonidentical hardware
components. It takes into account both reliability of software versions and availability of
hardware units. The algorithm based on universal generating function technique calculates
the indices in a negligible time, which provides possibility of fast comparison of different
system structures, performing sensitivity analysis and optimization. Further research can be
devoted to incorporation of common cause failures and imperfect work-sharing into the
model, optimal scheduling of version execution in which limited hardware availability is
taken into account and analysis of systems that consist of versions with random
computational complexity.
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