This study provides information on the interrater reliability of the quantitative scoring system of the Luria-Nebraska Neuropsychological Battery Form !I (LNNB-li
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items, a spiral binder to make the stimulus cards easier to manipulate, and an alteration of some items to better suit a North American population (Golden et al., 1985; Moses & Maruish, 1989b) .
Although Form II of the LNNB was introduced as a parallel form to Form I, Garmoe, Schefft, and Moses (1991) comment that there have not been enough reliability and validation studies to back up this claim. Descriptively, there are several differences between Form I and Form II of the LNNB, and approximately 70% of the items in Form II are different from Form I (Golden et al., 1985) . Recent studies (Moses, Schefft, Wong, & Berg, 1992; Wong, Schefft, & Moses, 1990 ) have established new norms for the LNNB-II that are derived from administration of the LNNB-II to normal individuals. These new norms differ from the norms previously available for Form II, which were derived from Form I norms using a regression equation.
There are many validation and reliability studies that have been performed with Form I, but relatively few studies with Form II. Review of a representative sample of the standardization work done using the LNNB is available in several papers by Moses and Maruish (1987 , 1988a , 1988b , 1989a , and the details will not be reiterated in this article. However, examination of the interrater reliability of the LNNB is particularly relevant to this present study and will therefore be briefly summarized. Golden, Hammeke, and Purisch (1978) initially examined the interrater reliability of the LNNB Form I as part of a larger validation study and found a 95% agreement rate among five pairs of examiners. In a subsequent interrater reliability study with Form I (Bach, Harowski, Kirby, Peterson, & Schulein, 1981) five raters were used, and an attempt was made to make the performance sample include more ambiguous responses. Cohen's kappa coefficients ranging from .79 to 1.00 were found, with the lower coefficients representing the reliability of raters in the condition that intentionally included more ambiguous performances of the subjects. Moses and Schefft (1985) also conducted an interrater reliability study with Form I using two raters to score the performance of 36 patients with neurologic, psychiatric, substance abuse, or medical diagnoses. Item comparisons revealed agreement between raters in 95.71% of the 9,684 comparisons (Moses & Schefft, 1985) . Campbell (1983) examined interrater reliability of the LNNB-I and the LNNB-II as part of his larger study on the equivalence of LNNB Forms I and II. Six examiners were used to evaluate the performance of 14 brain-damaged patients. Interrater reliability was calculated on 2,152 pairs of scores for the LNNB-I and 3,217 pairs of scores for the LNNB-II. Interrater agreement was 96.14% with Form I and 96.13% with Form II.
All four interrater reliability studies report high interrater reliability coefficients, despite great variation in rater training, patient samples, and statistical procedures. Subject samples varied across interrater reliability studies as well. The samples have included patients (Campbell, 1983; Golden et al., 1978; Moses & Schefft, 1985) and confederates (Bach et al., 1981) . Whereas Bach et al. (1981) had the most control over subject performance by using scripted confederate performance, the results of Moses and Schefft (1985) had the most generalizability, because they used actual patients with a variety of diagnoses.
Different statistical analyses were also used in the LNNB interrater reliability studies. Golden et al. (1978) and Campbell (1983) used inflated correlation coefficients that were not corrected for fortuitous chance agreements. Bach et al. (1981) used Cohen's kappa, which is not inflated by chance agreement. Furthermore, the rater training method varied among studies. Golden et al. (1978) did not describe their training procedure, but it was noted in Bach et al. (1981) that they had at least 50 hours of experience. Bach et al. (1981) used a 3-week training period, during which the raters received 9 hours of group training and 10 hours of individual training. The raters also observed two LNNB-I administrations, administered two practice LNNB-Is, and had time to study the manual and ask questions of the trainers. Moses lnterrater Reliability of LNNB-H 157 and Schefft (1985) also described their training procedure, which included instruction in LNNB-I administration, observation of a videotaped LNNB-I administration, and five practice administrations. The amount of time devoted to the training was not specified. Campbell (1983) did not describe the rater training procedures used. There has been only one interrater reliability study (see Campbell, 1983 ) performed using Form II of the LNNB, and this study was only part of a larger study on equivalence of forms of the LNNB.
Because the only interrater reliability study performed with Form II was not described in a way that would allow accurate replication, it seems important to conduct an interrater reliability study that maximizes experimenter control and the ability to replicate the results. By using a patient population that is specifically created to test the scoring capabilities of the raters, it allows a thorough assessment of the raters' skills, and eliminates the possibility of confounding inconsistent ratings with idiosyncrasies of authentic patients. Once interrater reliability has been established in a controlled setting, it would be worthwhile to conduct a similar study in patient populations.
This study examined the interrater reliability of the LNNB Form II using a very controlled and replicable method. It was expected that high interrater reliability using the quantitative scoring system would be found because the training method used in this study was similar to the method used in a previous study (Bach et al., 1981) , which found high interrater reliability with LNNB Form I. This study also looked at the accuracy of the raters by comparing the raters' scores with criterion scores generated by the trainers.
METHOD

Subjects
Six female advanced undergraduate students and one male graduate student in psychology (M age = 24.86, SD = 4.88) were recruited for participation in this study. There were two trainers who provided all verbal instruction and modeling of proper test administration and scoring of the LNNB-II. One of the trainers was a clinical neuropsychologist and a faculty member in the Department of Psychology who had 10 years experience in the administration of the LNNB-I and the LNNB-II, and who had administered approximately 500 test batteries (LNNB-I and LNNB-II combined). The second trainer was an advanced graduate student in clinical psychology who had spent approximately 40 hours training in administration and scoring of the LNNB-II, had practiced administering at least three full LNNB-II, and had tested seven clinical patients using the LNNB-II under the supervision of the first trainer.
Two confederates were used to act in videotaped test administrations of the LNNB-II. One confederate worked as a psychometrician for 8 years and had administered approximately 100 LNNB-IIs. The second confederate worked as a psychometrician for 5 years and had administered approximately 70 LNNB-IIs.
Materials
Each subject was provided with chapters two and three from the training manual for the LNNB-II (Golden et al., 1985) , which reviewed the quantitative scoring system generally and also by item. Copies of the scoring protocol for the LNNB-II as well as a copy of the summary page of gestures used in the Motor scale were used for all practice administrations of the test battery.
Five videotapes were used in this study. Three of the videotapes were used to provide training on the scoring for the LNNB-II. The last two videotapes served as final "check-out" administrations of two full LNNB-IIs, for which the subjects independently scored two confederates' performances.
Two training tapes demonstrated the administration and scoring of select items, which were considered to be particularly illustrative. One training tape showed an entire LNNB-II administration as did the two "check-out" or criterion tapes. The decision to perform items correctly or incorrectly on these three full administration tapes was based on a randomization procedure, where half the items were assigned to correct performance. In addition, on the second criterion tape, 25% of the items were randomly assigned to be performed in an ambiguous manner to affect the quantitative scoring. The actual performance of each item resulted in quantitative scoring very close to the script, but not identical in every case. The tapes were scored by the experimenters following their filming, and adjustments were made to the originally scripted scores on some occasions. In addition, an independent neuropsychologist who was an expert in the administration of the LNNB-II checked the scoring of the two tapes, and the classification of ambiguity on the second criterion tape. Following these adjustments, the quantitative scoring of 39% of the items on Tape 2 was considered to be ambiguous.
Procedure
Subjects participated in a 20-22-hour training component modeled after the one used by Bach et al. (1981) in which the subjects as a group watched practice LNNB-I administrations, rehearsed LNNB-I administration, studied the LNNB-I manual, and asked trainers questions about administration and scoring. In the present study, subjects had two 3-hour block study sessions in which they read the LNNB-II manual and were allowed to ask the trainers questions. The additional amount of time subjects spent reviewing the manual ranged from 65 to 180 minutes, with a mean review time of 116 minutes. A 20-question multiple-choice exam on the reading was reviewed with the subjects before beginning scoring. Subjects as a group then observed two full LNNB-II administrations and scorings, which again took place in two 3-hour time blocks. Subjects were then given 5 hours, divided into two sessions, to practice, in pairs, the administration and scoring of the LNNB-II under the supervision of the trainers who provided feedback as needed or requested. Subjects as a group spent a final 2-hour block watching a training tape and were given an opportunity to ask any final questions. This 20-22-hour training component took place over a period of 4 weeks.
Following the 20-22-hour initial training component, subjects were asked to score two videotaped full LNNB-II administrations. One checkout tape (Tape 1) was an easy-to-score administration in which most of the quantitative scoring was considered straightforward by both trainers and the independent expert. The second videotaped LNNB-II checkout tape (Tape 2) was made intentionally ambiguous. These two videotaped test administrations only contained items that were realistic, in that they may be seen clinically. In both videotapes, approximately one-half of the items were portrayed in a "borderline" or "impaired" fashion.
Raters scored the final checkout videotaped administrations on two separate occasions. Raters scored the easier videotape (Tape 1) first. One week later the rater scored the second, more difficult videotape (Tape 2).
RESULTS
Comparison by Item Across Raters
Average difference scores for the quantitative scoring of Tape l and Tape 2 were calculated by combining difference scores per item for every possible rater pair. Rater 6 showed the overall lowest total difference score (total = 236) on Tape 1, and rater 5 showed the overall lowest total difference score (total = 308) on Tape 2. Interestingly, rater 5 showed the overall highest total difference score (total = 295) on Tape 1. Rater 3 showed the overall highest total difference score (total = 381) on Tape 2. There were no notable rater outliers, so all raters were included in the statistical analyses.
Item comparisons were made using Cohen's kappa. Tables of kappa values for each item on Tape 1 and Tape 2 are available from the first author. Items that showed the worst interrater agreement across both tapes were items 183 (Tape 1, K = 0; Tape 2, K = -.06), item 167 (Tape 1, K = -.13; Tape 2, K = 0), item 1 (Tape 1, K = .15; Tape 2, K = 0), item 40 (Tape 1, K = -.06; Tape 2 K = .15), and items 134, 168, 171,233 (Tape 1, K = .15; Tape 2, K = .28). These items were generally items that required the examiner to analyze the patient's response before scoring. There were some items that showed no agreement across raters on Tape 1 but perfect agreement on Tape 2 (e.g., items 4, 30, 71). More often, some items showed perfect agreement across raters on Tape 1 but no agreement on Tape 2 (e.g., items 5, 50, 131, 242, 253) . The most common result was perfect agreement across raters, and on Tape 1, 71% of the items showed perfect agreement. On Tape 2, 61% of the items showed perfect agreement. Forty-five percent of the items showed perfect agreement on both tapes.
Comparison by Scale Score Across Raters
For the purposes of this study, only the clinical scale scores were examined, because they are the most commonly referred to scale in a clinical setting, and because economy of data analysis was a consideration in the design of this study. For each clinical scale (C1--C12), average difference scores per item are presented in Table 1 . These scores represent the total difference scores per scale, with a correction for the number of items per scale so that comparisons can be made across scales. The number of items per scale ranged from 10 on scale C 12 (Intermediate Memory) to 51 on scale C 1 (Motor). Table 1 shows that on both Tapes 1 and 2, scale C7 CWriting) contained the largest average difference score per scale (Tape 1 difference score = 1.23; Tape 2 difference score = .85). The smallest average difference score per scale was on scale C 11 (Intellectual Processes) on Tape 1 (difference score = .06), and on scale C2 (Rhythm) on Tape 2 (difference score =. 14). When combining both tapes, scale C7 contained the largest average difference score (1.04) and scale Cll contained the smallest average difference score (. 13). Clinical scale scores were also compared using Pearson product moment correlations listed in Table 2 . All 12 clinical scale scores were compared pairwise by rater. Mean correlation values are also listed that describe the average relation of each rater to all other raters. Significant correlations were found between raters for all clinical scale scores on both tapes.
Comparison by Protocols Across Raters
Raters were compared pairwise using a Cohen's kappa statistic, listed in Table 3 . Multiple kappa values for each rater are also listed. On Tape 1, every kappa value is above .70, with the range of kappa values pairwise being .75-.89. On Tape 2, kappa values hovered around .70 and ranged pairwise from .66-.80.
On Tape 2, items that were portrayed in an ambiguous manner were scored less consistently (K = .59) than items that were portrayed in an unambiguous manner (K = .83). Although there was less consistency on the ambiguous items, there was still fair interrater agreement.
Accuracy
Quantitative scoring on each tape was compared to the criterion generated by experts. On Tape 1, quantitative accuracy below chance agreement levels (i.e., negative kappa values) was found on 10 items (e.g., items 34, 40, 44, 46, 71, 86, 126, 157, 200, and 270) . On Tape 2, 11 items (e.g., items 5, 26, 38, 86, 108, 131, 171, 253, 254, 262 , and 278) demonstrated accuracy below chance levels. Only 1 item, item 86, showed accuracy equivalent to or below chance levels on both tapes. Perfect accuracy for all raters was found on 71% of the items for Tape 1 and 61% of the items for Tape 2. Forty-four percent of the items were scored with perfect accuracy on both tapes. Note. Kappas for Tape 1 in plain print. Kappas for Tape 2 in bold print. Table 4 lists kappa values comparing each rater to the criterion for Tape 1 and Tape 2. Multiple kappa value was .84 (range .82-.87) for Tape 1 and .80 (range .72-.87) for Tape 2. On Tape 2, items that were portrayed in an ambiguous manner were scored less accurately by the raters (K = .68) than items that were portrayed straightforwardly (K = .89). Even on items which were ambiguous, raters obtained good accuracy.
DISCUSSION
The results of this study support the interrater reliability of the quantitative scoring system of the LNNB-II. The excellent quantitative interrater reliability found in this study is consistent with the findings in previous studies (Bach et al., 1981; Golden et al., 1978; Moses & Schefft, 1985) with Form 1 of the LNNB and extends the good interrater reliability findings demonstrated in Campbell's (1983) dissertation. Campbell (1983) showed very high interrater reliability, but the data were analyzed using percent agreement, which does not correct for chance agreement between raters. This study used a more conservative statistic, Cohen's kappa, which corrected for chance agreement. This was an important consideration because the quantitative scoring in the LNNB is either dichotomous or trichotomous, thereby making the expected chance agreement relatively high (i.e., 50% for dichotomous items and 33% for trichotomous items).
Most items on both criterion tapes showed perfect agreement on the quantitative scoring. This included items that were relatively easy to score, such as item 122, which asks the patient "Will you tell me whether the 'mother's sister' and the 'sister's mother' are two persons or the same person?" as well as more difficult to score items, such as item 25, which asks the patient to "Pretend you are scrambling eggs and you have a bowl and fork available. Show me how to break and stir the eggs." There was more item discrepancy between raters on criterion Tape 2, which was expected because 39% of the items on this tape were ambiguous. There were five items that showed perfect interrater agreement on criterion Tape 1 but agreement at or below chance levels on Tape 2. In every case, the item that showed this agreement pattern was an item that was made intentionally ambiguous on criterion Tape 2. Three items showed the opposite pattern in which perfect agreement between raters was found on Tape 2 but agreement at or below chance levels was found on Tape I. Oddly, in two of these extreme cases (e.g., items 30 and 70) the items were made intentionally ambiguous on Tape 2. One explanation of this pattern is the small per item sampling of each rater. That is, each rater was tested on each item only twice, so if he or she showed perfect agreement on one trial and no agreement on the second trial, this still represented only two trials. The intentional ambiguity on two of these three items may indicate that the lack of agreement on Tape 1 was just sampling error, and despite the ambiguous stimuli on Tape 2, perfect agreement could be achieved. There were only two items (i.e., items 167 and 183) that showed interrater agreement at or below chance levels on both tapes. Item 167 is a very difficult item to score, and one that presented some of the most difficulty during rater training. It involves listening to the patient talk, counting the patient's words, and timing the patient's answer, all of which must occur simultaneously. It is less clear why item 183 was so difficult to score. It involved the evaluation of whether the patient writes the words "wrong" and "knife" correctly. In both tapes the confederate patient was told to write these words illegibly, and apparently both writing samples could not be consistently scored by the raters. It is possible that raters vary in their evaluation of what is legible. Interestingly, on both criterion tapes clinical scale C7 (Writing Scale) showed the greatest between-rater discrepancy of any clinical scale. Clearly, more training needs to be devoted to evaluating writing samples. Despite some disagreement on scale C7, there were significant correlations found between all scale scores on both criterion tapes. These results are, therefore, consistent with the findings in the Moses and Schefft (1985) study with Form I of the LNNB.
Good to excellent kappa values were found when the agreement on the entire protocol was examined pairwise by rater. Rater 1 was consistently the rater who showed the least agreement with the other raters. However, on criterion Tape 1 rater 1 still showed excellent interrater agreement (K = .79) and on Tape 2 rater 1 showed good interrater agreement (K = .69). Although these agreement levels are acceptable, it would probably be advisable to give rater 1 further training in quantitative scoring before rater 1 scored real patient test performance. All six other raters showed excellent interrater agreement on both tapes.
Although approximately 39% of the items on Tape 2 were made ambiguous, there is not a great difference in either consistency or accuracy between Tapes 1 and 2. This supports the notion that the raters were trained well enough to handle a range of patient behaviors, and were not significantly impacted by the presentation of more ambiguous test behavior. In fact, the rater agreement (K = .83) and accuracy (K = .89) on Tape 2 on the nonambiguous items was excellent.
The accuracy of raters was excellent, with a multiple kappa value for both tapes being .82 (range .72-.87). Individual item accuracy was also very good, with all raters achieving perfect accuracy on over half of the items in each tape (i.e., 71% on Tape 1 and 61% on Tape 2). There was only one item, item 86, which showed accuracy below chance levels on both tapes. This item is not a particularly difficult item to score because the patient is shown an object and is asked to name the object. The patient gets credit for every object named correctly. The problem with scoring it correctly on criterion Tapes 1 and 2 was more likely due to the ambiguity of the patient's answer rather than the difficulty of the item to score. On criterion Tape I, the patient named the objects correctly, but in one case answered a few seconds after the time limit. This object should not have been scored as correctly named. On criterion Tape 2, the patient did not specifically name one of the objects, but instead described the object. This time the item should have been scored as correct.
The difference scores and kappa coefficients generated in this study not only provide good information as to the interrater reliability on the LNNB-II, this information also affords suggestions regarding what should be the focus of rater training. Although some of the items that gave the raters difficulty in this study are probably idiosyncratic to this study (e.g., item 186), the overall problems encountered are probably generalizable to other testing situations. For example, it may be worthwhile spending extra training time clarifying what constitutes full credit in writing samples. In addition, items that are obviously difficult to score, (e.g., items 167 and 183) may require more training and practice than the majority of items on the LNNB-II.
This study could be extended by having raters trained using this method evaluate the performance of real patients. Because the performance of confederates instead of real patients were used, the generalizability of these results to clinical applications cannot be assumed. However, this study was probably an especially rigorous test of interrater reliability because it used such a relatively high frequency of unrelated abnormal test performance rather than the more consistent and typically less impaired performance of real patients. Therefore, this study probably provides a conservative estimate of interrater reliability with real patients, provided that a similar training procedure is used. This study provides psychometric support for the research application of the LNNB-II through excellent quantitative interrater reliability and provides tentative support for the clinical applications of this instrument.
