This paper describes an algebraic approach to computing the system of adjoint curves to a given absolutely irreducible plane algebraic curve. The proposed algorithm utilizes the integral closure of the coordinate ring rather than expanding neighborhood graphs using quadratic transformations.
Introduction
The adjoint curves (curves passing through all singularities of a given curve with a "high enough" multiplicity) play an important role in various areas of mathematics-number theory, coding theory, algebraic geometry, etc. This paper aims at a solution of the problem of computing the system of adjoint curves for a given absolutely irreducible plane curve using methods from commutative algebra. For alternative approaches the reader may refer to e.g. . Polemi et al. (1992) , . Haché and Le Brigand (1996) , . van Hoeij (1994) , . Sendra and Winkler (1991) .
The adjoint curves are tightly bound to the structure of singularities. Hence, one of the major partial goals of the algorithm is to determine a data structure describing all singularities (distinct and infinitely near) of a plane curve, or, equivalently, to determine a description of the non-singular model. This may be done either by expanding the neighborhood graph of the curve . (cf. Sendra and Winkler, 1991) , by computing expansions of all branches at singular points in form of Puiseux series . (cf. Kozen, 1994) , or by computing the normalization of the coordinate ring . (see van Hoeij, 1993) . The expansion of the neighborhood graph may quickly prove to be prohibitively complicated, at least in characteristic zero where it leads to an exponential time algorithm provided the curve has infinitely near points . (cf. Mňuk et al., 1994) . The reason seems to be hidden in the imperfect exploitation of the structure of singularities of the quadratic transformation which is used to compute the neighborhood graph. On the other hand, the normalization technique may circumvent some difficulties of the expansion approach. There is a strong hope, that it may be refined to a feasible and powerful method to obtain the non-singular model.
In this paper we make use of the structure of the coordinate ring and its integral closure in the function field to get a description of the non-singular model. The adjoint curves may then be extracted from this data by solving a system of linear equations over a polynomial ring. This approach is based on the theory of Dedekind domains. Even though only a little is known about comparison of the above methods, this approach should introduce new and clearer structures and open alternative views.
Main Result
In this section we present a sketch of the algorithm for determining the system of adjoint curves using information extracted from the integral closure of the coordinate ring of a given plane curve.
Let us now briefly describe the ideas behind the algorithm. We will give here only a very coarse description of underlying concepts. We refer to Section 3 for details.
Throughout this paper, let F (X, Y ) be an irreducible bivariate polynomial describing an absolutely irreducible affine plane curve C. Note that since all notions are of local nature, the results may easily be extended to projective curves.
Let k[C] = k[X, Y ]/(F ) denote the coordinate ring and k(C) the field of rational functions of C. Let Adj(C) denote the system of adjoint curves to C and C the complementary module of the integral closure k[C] of k[C] over the polynomial ring k[X] [for definitions of these notions we refer to Section 3.1 or to . Zariski and Samuel (1975) ].
Theorem 2.1. The notations being as above. Then
This theorem together with the fact that the complementary module has a finite basis over k[X] provides a useful knowledge to give a first sketch of a procedure to compute the system of adjoint curves. See Algorithm 1. The details will be worked out later.
Adjoint System(C) Input: absolutely irreducible plane curve C given by a polynomial F (X, Y ) Output: basis of Adj(C) as a finite k[X] module 1.
compute a basis of the integral closure k
Algorithm 1: Adjoint system-sketch.
The rest of this paper deals with the proof of correctness of the Algorithm 1.
Dedekind Domains and Singular Points on Plane Curves
In this section we provide the basics of the theory of Dedekind domains as far as they are used to prove correctness of the Algorithm 1. For a detailed exposition of this theory we refer to . Zariski and Samuel (1975) and . Fulton (1989) .
basic notions of Dedekind domains
Let F (X, Y ) be a bivariate polynomial over a field k of characteristic 0. Let x and y be images of X and Y in the coordinate ring k[C], respectively. We consider F (X, Y ) as a univariate polynomial G(Y ) in Y over k(X). Then {x} is a separating transcendence basis of k(x, y)|k, i.e. any element z ∈ k(x, y) is a root of a separable polynomial over k (x) .
Due to the Normalization Lemma . (see, for example, Zariski and Samuel, 1975, ch. 5, thm. 8) we may assume that F is monic in Y , more precisely, there exists a change of coordinates τ of the affine plane A 2 (k) such that k [x , y ] Shafarevich, 1994, chap. II, section 5) .
The integral closure of the coordinate ring is the basic piece of data we need to extract all necessary information to compute the system of adjoint curves. The following theorem is very essential from the algorithmic point of view. It guarantees the representability of the integral closure of certain types of integral domains in terms of a finite number of basis elements.
Theorem 3.1. Let R be a finitely generated integral domain over a field k, and let K be a finite algebraic extension of the quotient field of R. Then the integral closure R of R in K is a finitely generated integral domain, and is a finite R-module.
Proof. See . Zariski and Samuel (1975, ch. V, section 4). P Note that coordinate rings of curves and their quotient fields obviously satisfy the prerequisites of the theorem.
Let for the rest of this section R, R , and K, K denote arbitrary rings and fields, respectively. Now we proceed to study a modification of the notion of an ideal which allows us to impose the group structure onto the set of ideals of a ring.
Definition 3.1. Let R be an integral domain and K its quotient field. An R-submodule
Let a be a fractional ideal of an integral domain R. We define (R : a) := {z ∈ K | za ⊂ R}. This set is again a fractional ideal.
The nice property of some rings to permit unique factorization into prime elements cannot, in general, be retained when passing to extensions. However, in numerous cases unique factorization of ideals into prime ideals is still possible. In this context, the notion of a Dedekind domain plays a central role. The proofs of these claims may be found in most books on commutative algebra . (e.g. Zariski and Samuel, 1975) .
In the sequel we will define two important fractional ideals-the conductor and the different. They are closely related to each other. The different behaves like the reciprocal of the conductor.
We proceed to definition of the different.
Definition 3.5. Let R be an integrally closed ring, K its quotient field, K a finite separable (and hence simple) extension of K, and R an integral extension of R admitting K as quotient field. Let T K |K : K → K denote the trace of K |K. The set
Remark 3.4. The complementary module is a fractional ideal of R .
Definition 3.6. Let C R |R be the complementary module as above. The set
Let R be an integrally closed ring and K its quotient field. Let K be a finite separable extension of K and R the integral closure of R in K . The Remark 3.2 shows that R is again a Dedekind domain. We establish now an important connection between the conductor and the different.
Theorem 3.2. With above notations, let y be an element of R such that K = K(y) and let F (T ) be the minimal polynomial of y over K. Then we have
Proof. See . Zariski and Samuel (1975, ch . V, section 11). P Corollary 3.1.
Proof. The assertion follows from the fact that the different is a fractional ideal of R and that in a Dedekind domain every fractional ideal is invertible. P
computing a basis of the conductor
In the previous section we summarized basic properties of Dedekind domains. The conductor was in the center of our observation as it will turn out to be closely related to the system of adjoint curves. In this section we describe a way to compute a basis of the conductor in terms of a basis of the integral closure.
Let F , R, R , K, K be as in the Theorem 3.2. Observing that the integral closure R is a finite R-module and that the complementary module is a fractional ideal of R , we may determine a finite basis of C R |R thus obtaining a finite basis for the conductor using the Corollary 3.1. This yields an algorithmic way of describing the conductor of R[y] in R .
A basis of the complementary module may be computed as follows. Let {e i } n i=1 be an integral basis of R over R (hence K = i Ke i ). Consider the following matrix A := (T K |K (e i e j )) n i,j=1 . Since K |K is a separable extension, the matrix A is invertible. Then the linear system n j=1 a lj T K |K (e i e j ) = δ il , i= 1, . . . , n (3.1) has a unique solution (a l1 , . . . , a ln ) over K for any l (δ il denotes the Kronecker symbol). Now let
2)
Then η i is another basis of K |K. For
Moreover, from (3.1) we have
Now let z = i ζ i η i ∈ K be an element of K , and r = j α j e j ∈ R . Then
(3.5)
The equation (3.5) together with Corollary 3.1 yields a complete description of the conductor of R[y] in R . We obtain
singular points and the non-singular model
This section introduces some basic notions from the algebraic geometry of plane curves. We will mainly focus on the algebraic way of the description of singular points and other related notions. For detailed description of notions introduced in this section we refer to . Shafarevich (1994) , . Fulton (1989 ), or . Walker (1950 .
First, we recall the concept of blowing-up an affine space. Let O be an arbitrary point of the affine plane A 2 . Since translations map A 2 isomorphically, we may assume O = (0, 0). Let ψ be the blow-up of A 2 centered at O:
(3.7)
Let C be an absolutely irreducible plane curve given by a polynomial F (X, Y ) defined over a separable field k such that X is not a tangent to C at any singular point. The latter condition can be satisfied by applying a suitable change of coordinates. Using the Normalization Lemma we may assume that F is monic in Y , in other words, the coordinate ring k[C] is integral over the ring of univariate polynomials k [x] . For an arbitrary point P ∈ C (w.l.o.g. P = (0, 0)) we may consider the action of ψ centered at P on points of C. Let C := ψ −1 (C) denote the blow-up of C centered at P and σ be the restriction of ψ to C . Note that if P is a non-singular point on C, the map σ yields an isomorphism of C to C. However, if P is singular, there will be at least two pre-images of P on C and σ defines just a birational correspondence between C and C . The pre-images are called points in the first neighborhood of P . If some of them are singular, their structure is simpler than that of P . There is a chain of blow-ups of C
is a birational map and X, the non-singular model of C, has no singular points. The set σ −1 i−1 • σ −1 i−2 • · · · • σ −1 0 (P ) is called the ith neighborhood of P . The collection of all neighborhoods forms the neighborhood graph . (see Fulton, 1989) describing completely the nature of all singularities on C. Note that only singular points have non-trivial neighborhoods. The singularities on C are called distinct singular points while those in their neighborhoods are called infinitely near.
All properties studied in this paper are of local nature, i.e. they remain the same if the curve is replaced by a neighborhood of a point. Since
where O P (C) denotes the local ring of C at P , we may obtain facts about k[C] by studying local rings O P (C) for any point P ∈ C. The equation (3.8) enables us to recover properties of k[C] from O P (C). Therefore we fix an affine neighborhood W ⊂ C of P such that P is the only singular point in W . This neighborhood induces an affine set W ⊂ C containing all points from the first neighborhood of P . We may shrink W such that W contains no singularities of C except possibly σ −1 (P ). The regular map σ induces a homomorphism of k [C] into k[C ]:
(3.9)
Let us have a closer look at the action of σ * on k [C] . Let g ∈ k[C] and s = m P (g). Then
are forms of degree i, be a polynomial corresponding to g. Then the image of g is given by (1, Z) . We call σ * (g) the total quadratic transform of g and g the proper quadratic transform of g. From (3.10) we see that if g passes through the origin with multiplicity s, the total quadratic transform of g passes through any points in the first neighborhood of P with multiplicity at least s. However, the proper quadratic transform need not pass through those points at all. The map σ * may be extended to σ * : k[C] → k [X] . Let now D be a plane curve given by a polynomial G and g be the image of G in k [C] . We extend the notion of the multiplicity of a curve at a point to arbitrary neighborhood points. We say that D passes through a point Q ∈ C in the first neighborhood of P with multiplicity s if the multiplicity of the proper quadratic transform of g at Q is s. Points in ith neighborhood are handled analogously. Curves having a high enough multiplicity at all neighborhood points bear a number of important properties.
Definition 3.7. Let C be an irreducible plane curve. Let P be a singular point (distinct or infinitely near) of C of multiplicity m P (C). A curve D is called an adjoint curve to C at P if m P (D) ≥ m P (C) − 1.
(3.11)
The set of curves which are adjoint to C at P is denoted by Adj P (C). If (3.11) holds for all singular points P on C (distinct or infinitely near), and hence for all P , D is called an adjoint curve to C. The set of adjoint curves to C is denoted by Adj(C).
Remark 3.6. When referring to functional properties of adjoint curves, we use the notation Adj(C) also for the ideal of k[C] generated by images of polynomials which define adjoint curves. This identification does not cause any confusion.
For the sake of simplicity we replace C by an affine neighborhood of P , passing from k[C] to O P (C), such that this neighborhood does not contain any other singular point except P . Hence C will be replaced by the inverse image of this neighborhood which is again affine. Local results may then be easily globalized to k[C] using (3.8).
Let σ −1 (P ) = {P 1 , . . . , P r } be points in the first neighborhood of P . Then we say that P i lies above P and denote this fact by P i P . This notation naturally extends to points in arbitrary neighborhoods of P . In the sequel, we show that the local ring of a point Q P is integral over O P (C).
Since X is not a tangent to C at P , H(0, 0) = 1 and P ∈ W . Then W := σ −1 (W ) is affine neighborhood on C containing all points in the first neighborhood of P .
To prove that k
The leading coefficient of this polynomial is h which does not vanish at any point of W . Hence h is a unit in k[W ], and (3.12) yields the desired integral dependence of z on k[W ]. The last assertion follows from the fact that The relations between the original curve C and C are reflected in the relations of respective local rings. Since the blow-up is an isomorphism everywhere except at P , local rings O Q (C ) of points Q ∈ C different from any P i (P i ∈ σ −1 (P )) are isomorphic to the corresponding local rings O σ(Q) (C) on C. Note that we are considering only a neighborhood of P devoid of singularities other than P . Differences arise between local rings of points on C lying above P . If g ∈ O P (C), then obviously g is regular at all P i on C lying above P . Hence we have an embedding
The Proposition 3.1 allows us to describe this relationship precisely. (i) . This valuation naturally extends to the function field k(C) = k(X).
adjoint curves and the conductor
In this section we prove that the adjoint curves are precisely those in the conductor of the coordinate ring in its closure. The following lemma will be used in the proof of the theorem. Its proof was greatly inspired by ideas of . Schicho (1995).
Lemma 3.1. Let C be an irreducible plane curve defined by a polynomial F ∈ k[X, Y ], F = F (X, Y ) r + F (X, Y ) r+1 + · · ·+F (X, Y ) n , and P a point on it. Let C be the blow-up of C centered at the origin, and {P 1 , . . . , P r } be points in the first neighborhood of P . For any g ∈ k[C] such that
. We see that y/x ∈ M. Hence g y x ∈ O P (C), and there is α ∈ O P (C) such that gy − xα = 0.
Let G, X, Y , and A be pre-images of g, x, y, and α, respectively, under the map
Assume that at least one G l (X, Y ), where k ≤ l < r, is not identically zero, and let
This is impossible since otherwise we would have an algebraic dependence of y upon k [x] of degree less than n = deg(F ). Hence the coefficients of GY at monomials of degree at most r − 1 are zero. The assertion follows then immediately. P Theorem 3.3. Let C be an absolutely irreducible plane curve. Then Adj(C) = C k[C]|k [C] .
(3.16)
Proof. Referring to the discussion about connections between local and global properties in Section 3.3 we prove Adj P (C) = C O P (C)|O P (C) . The theorem follows then using the equation (3.8).
First, let D be an adjoint curve to C at P given by a polynomial G(X, Y ). Let g be the image of G in k [C] . We have to show that g ∈ C O P (C)|O P (C) .
The claim will be proved by induction on the depth N of the neighborhood tree rooted in P . If N = 0, i.e. P is a non-singular point, then the local ring O P (C) is integrally closed. Hence (3.4) is trivially fulfilled. Let C be a curve having the neighborhood graph of depth N + 1. Let σ −1 (P ) := {P 1 , . . . , P r } be the first neighborhood of P . Now G passes through P with multiplicity at least r − 1, where r = m P (C). Then G(X, Y ) = i+j≥r−1 g ij X i Y j , g ij ∈ k. For 1 ≤ k ≤ r consider the image σ * (g) ∈ O P k (C ). From (3.10) we have g = σ * (g) = x r−1 g , g ∈ O P k (C ).
(3.17)
Moreover, g was assumed to be adjoint at all points Q P k , i.e. On the other hand, let us denote the ith neighborhood of P by N i (N 0 = {P }). We will show by induction that if g ∈ C O P (P )|O P (C) , then for any Q ∈ N = ∪ N i=0 N i m Q (g) ≥ r Q − 1 where r Q is the multiplicity of the corresponding blow-up of C at Q. If Q ∈ N N , i.e. Q lies on the non-singular model of C, then the assertion is trivial since Q is non-singular. Assume that it holds for any Q ∈ ∪ N i=1 N i . Let g ∈ C O P (P )|O P (C) .
(3.20)
