In 1], Z. Chen proved that, if for each terminal condition , the solution of the BSDE associated to the standard parameter ( ; g1) is equal at time t = 0 to the solution of the BSDE associated to ( ; g2) then we must have g1 g2. This result yields a natural question: what happens in the case of an inequality in place of an equality? In this paper, we try to investigate this question and we prove some properties of \g{expectation", notion introduced by S. Peng in 8].
Introduction
It is by now well-known that there exists a unique, adapted and square integrable, solution to a backward stochastic di erential equation (BSDE for short in the remaining of the paper) of type providing, for instance, that the generator is Lipschitz in both variables y and z and that and ? f(s; 0; 0) s2 0;T] are square integrable. We refer of course to E. Pardoux and S. Peng 4, 5] and to N. El Karoui, S. Peng and M.-C. Quenez 2] for a survey of the applications of this theory in nance.
One of the great achievement of the theory of BSDEs is the comparison theorem for real-valued BSDEs due to S. Peng 7] at rst and then generalized by several authors, see e.g. N. El Karoui, S. Peng and M.-C. Quenez 2, Theorem 2.2]. It allows to compare the solutions of two BSDEs whenever we can compare the terminal conditions and the generators. In this paper we try to investigate an inverse problem: if we can compare the solutions of two BSDEs (at time t = 0) with the same terminal condition, for all terminal conditions, can we compare the generators?
The result of Z. Chen 1] can be read as the rst step in solving this problem. Indeed, he proved using the language of \g{expectation" introduced by S. Peng The paper is organized as follows: in section 2, we introduce some notations and we make our assumptions. In section 3, we prove the result in the case of deterministic generators and we give an application of these techniques to partial di erential equations (PDEs for short in the rest of the paper). In section 4, we prove a converse to the comparison theorem for BSDEs and then, with the help of this result we study the case when the generators do not depend on the variable y. Finally, in section 5, we discuss the Jensen inequality for \g{expectation".
Preliminaries

Notations and assumptions
Let ( ; F; IP) be a probability space carrying a standard d-dimensional Brownian motion, (W t ) t 0 , starting from W 0 = 0, and let ? F t t 0 be the -algebra generated by (W t ) t 0 . We do the usual IP-augmentation to each F t such that ? F t t 0 is right continuous and complete. If z belongs to IR d , j jzj j denotes its Euclidean norm. We de ne the following usual spaces of Let us consider a function g, which will be in the following the generator of the BSDE, de ned on 0 In 8], S. Peng adopted a new point of view in the study of BSDEs. Indeed, if g satis es the assumptions (A 1) and (A 3), he introduced the function E g de ned on L 2 (F T ) with values in IR by simply setting E g ( ) := Y 0 where (Y; Z) is the solution of the BSDE (1) (since this solution is adapted, Y 0 is deterministic). He called E g g{expectation and he proved that some properties of the classical expectation are preserved (monotonicity for instance) but, since g is not linear in general, the linearity is not preserved (we will see at the end of the paper that the Jensen inequality does not hold in general for E g ). We denote by X t;x the solution of the SDE:
with the usual convention X t;x s = x if s < t. We claim the following proposition:
Proposition 2.3 Let the assumptions (A 1), (A 2) and (A 4) hold for the function g and let the notation (A 5) holds. Let us assume moreover that IE sup 0 t T jg(t; 0; 0)j 2 is nite. Then, for each (t; x; y; p) 2 0; T IR n IR IR n , we have:
Proof. Since (t; x; y; p) 2 0; T IR n IR IR n is xed in this proof, we will drop, for notational convenience, the superscript (t; x; y; p) and then write (Y " ; Z " ) instead of ( " Y t;x;y;p ; " Z t;x;y;p ). Firstly, let us remark that by classical results on SDEs, see e.g. H. Kunita 3] , the terminal condition of the BSDE (5) 
where C depends on x; y; p which is not important here since (x; y; p) are xed. With this inequality in hands, it is easy to prove the result. Indeed, taking the conditional expectation in the BSDE (6) (7), the previous inequality yields IE jR " j 2 C(" 2 + ") which shows the convergence of R " to 0.
It remains only to check that, as " ! 0 + , in the sense of L 2 , which is assumed to be integrable. Thus the result follows from Lebesgue's theorem. The proof is complete. 2 Remark. As we can see in the proof, the continuity of the process ? g(t; y; z t2 0;T] (assumption (A 4)) is not really needed. We can prove the result if this process is only right-continuous.
Remark. It is worth noting that the assumption \IE sup 0 t T jg(t; 0; 0)j 2 nite" holds when g satis es (A 3) or in the Markovian situation (see the subsection 3.2 below). and thus g is deterministic.
We give a counterexample when g is not deterministic. Actually, even in the simplest case, the linear case which corresponds to a Girsanov change of measures, the above property does not hold. n and then by the hypothesis we deduce that n E g1 ? n j F t ? y n E g2 ? n j F t ? y : Passing to the limit when n goes to in nity, we obtain, since g 1 and g 2 are deterministic, the inequality g 1 (t; y; z) g 2 (t; y; z), which concludes the proof, since (t; y; z) is arbitrary and both functions g 1 ( ; y; z) and g 2 ( ; y; z) are continuous at the point T. 2 Remark. As we can see in the proof, we only need to assume that E g1 ( ) E g2 ( ) for of the form y + z (W s ? W t ), for each (t; s; y; z), to get the result of this theorem. Actually, we can weaken a little bit more the assumption since it is enough to have the property when s ? t is small enough, say less than , and this may depend on (y; z).
An application to PDEs
We give in this subsection an application of the techniques described before to partial di erential equations (PDEs for short). Semilinear PDEs constitute one of the eld of applications of the theory of BSDEs as it was revealed by S. Peng On the other hand, by the hypothesis we deduce that n Y 1 t ( n ) ? y n Y 2 t ( n ) ? y : Extracting a subsequence to get the convergence IP ?a:s: and then passing to the limit when n goes to in nity, we obtain, the inequality IP?a:s:; g 1 (t; y; z) g 2 (t; y; z). By continuity, we obtain nally that IP ? a:s:, 8(t; y; z) 2 0; T] IR IR d ; g 1 (t; y; z) g 2 (t; y; z): The proof is complete. 2 Remark. We give in this remark the main lines of a di erent proof of this result. This approach is based on a \nonlinear decomposition theorem of Doob{Meyer's type" due to S. Peng 9] . For a given , the assumption of the theorem says that the process Y 2 ( ) is a g 1 {supermartingale and actually it can be seen that it is a g 1 {supermartingale in the strong sense. Therefore, we can apply Theorem 3.3 in 9] to see that this process is also a g 1 {supersolution. From this we deduce easily that, for each and for each 0 t 0 < t T, we obtain, letting t ?! t + 0 , g 1 (t 0 ; y 0 ; z 0 ) g 2 (t 0 ; y 0 ; z 0 ). Proof. Since h is convex, we have, for each y and for each 2 0; 1], h( y) h(y)+(1? )h(0), and then, for each x and for each 2 0; 1] , choosing y = x= in the previous inequality, we get h(x) h(x= ) + (1 ? )h(0). Since h is upper bounded, say by M, the previous inequality yields h(x) M + (1 ? )h(0), and sending to 0 + , we get 8x 2 IR n ; h(x) h(0).
But, on the other hand, for each x, 2h(0) h(x) + h(?x) and by the previous inequality we deduce that 2h(0) h(x) + h(0) which says that h(0) h(x).
Thus h is constant. 2 Remark. As a byproduct of this lemma, we deduce that if g satis es the assumptions (A 1) and (A 3) and if (y; z) 7 ?! g(s; y; z) is convex then in fact g does not depend on y. Indeed, if z is xed, the function y 7 ?! g(s; y; z) is convex. Moreover, since g(s; y; 0) = 0, the Lipschitz assumption gives jg(s; y; z)j Kj jzj j and thus by the previous lemma y 7 ?! g(s; y; z) is constant. Of course, the same result holds for concave functions.
This remark explains why we only consider functions of the variable z in the following result. Keeping the same setting as in the previous theorem, we claim the corollary: 4 ; which is positive as soon as t < T.
This contradicts Jensen's inequality in the simplest case i.e. the function is linear (x 7 ?! x=2) and the generator is convex which implies, by the comparison theorem, that 7 ?! E g ( ) is convex.
We end this paragraph by studying the Jensen inequality in a particular case: g independent of y and g convex in z.
We assume moreover that IP ? a:s:, z 7 ?! g(s; z) is convex for each s, and we x 2 L 2 (F T ). Let us consider a function F : IR ?! IR which is convex and s.t. the random variable F( ) is square integrable. By @F(x) we mean the subdi erential of the convex function F at the point x (see e.g. R. T. Rockafellar If n ! +1, 1 n F( ) converges to F( ) in L 2 (F T ) and since 7 ?! E g ( j F t ) is a continuous map from L 2 (F T ) into L 2 (F t ) (see e.g. S. Peng 8, Lemma 36.9])we conclude the proof of the Jensen inequality in this context letting n tends to in nity. 2 Remark. It is also possible to obtain the Jensen inequality when the function g is concave instead of being convex. In this context, this requires essentially the fact that the convex function F satis es 0 F 0 (x) 1 (e.g. F(x) = 1= fxArctanx ? 1=2 ln(1 + x 2 )g + x=2).
