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Abstract
In this article we prove that double quasi-Poisson algebras, which are non-
commutative analogues of quasi-Poisson manifolds, naturally give rise to pre-
Calabi-Yau algebras. This extends one of the main results in [11] (see also [10]),
where a relationship between pre-Calabi-Yau algebras and double Poisson al-
gebras was found. However, a major difference between the pre-Calabi-Yau
algebra constructed in the mentioned articles and the one constructed in this
work is that the higher multiplications indexed by even integers of the under-
lyingA∞-algebra structure of the pre-Calabi-Yau algebra associated to a double
quasi-Poisson algebra do not vanish, but are given by nice cyclic expressions
multiplied by explicitly determined coefficients involving the Bernoulli num-
bers.
Mathematics subject classification 2010: 16E45, 14A22, 17B63, 18G55.
Keywords: double quasi-Poisson algebras, A∞-algebras, cyclic A∞-algebras,
pre-Calabi-Yau algebras, Bernoulli numbers.
1 Introduction
Quasi-Hamiltonian and quasi-Poisson geometry were introduced in [2] and [1],
respectively, to give an alternative finite-dimensional construction of some sym-
plectic moduli spaces originally obtained by symplectic reduction from infinite-
dimensional symplectic manifolds; for instance, the moduli space of gauge equiv-
alence classes of flat connections on a principal bundle over a compact Riemann
surface. On the other hand, interested in the existence of a natural Poisson struc-
ture on multiplicative quiver varieties, M. Van den Bergh developed in [18] a non-
commutative version of quasi-Poisson geometry, later introducing in [19] the no-
tion of quasi-bisymplectic algebras. Roughly speaking, given an associative (but
not necessarily commutative) algebra A, a double quasi-Poisson bracket is a lin-
ear map {{ , }} : A⊗2 → A⊗2 satisfying skew-symmetry, the Leibniz identity and a
modified double Jacobi identity (see Definition 3.3). As Van den Bergh explained
in [18], even though he was mostly interested in double quasi-Poisson algebras,
he also needed to introduce and study the most fundamental notion of double
Poisson algebra (see Definition 3.2), which is the noncommutative analogue of a
Poisson structure. In this sense, double Poisson algebras and double quasi-Poisson
algebras are the mainstays of the approach to noncommutative Poisson geometry
initiated in [18].
Since then, double quasi-Poisson algebras have been used in several different
contexts. For instance, in [16] G. Massuyeau and V. Turaev defined a canonical
double quasi-Poisson bracket on the fundamental group pi of an oriented surface
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with base point on its boundary, which induces the well-known Fock-Rosly Pois-
son structure on Hom(pi,G)/G. On the other hand, motivated by the use of quasi-
Hamiltonian reduction in the theory of integrable systems, O. Chalykh and M.
Fairon used certain double quasi-Poisson structures on path algebras of quivers to
give a new perspective on variants of the Ruijsenaars-Schneider model (see [8]).
In [5], S. Artomonov found an interesting link between double quasi-Poisson struc-
tures and (noncommutative) cluster algebras, introducing double quasi-Poisson
brackets on categories. Finally, double quasi-Poisson brackets also appeared in the
setting of the Kashiwara-Vergne problem in Lie theory (see [3]), and in P. Boalch’s
higher fission spaces to build spaces of Stokes representations (see [6]).
On the other hand, in the setting of Topological Quantum Field Theory, M.
Kontsevich and Y. Vlassopoulos [15] introduced the notion of d-pre-Calabi-Yau
algebras, which are cyclic A∞-algebra structures on A⊕ A#[d− 1] for the natural
bilinear form of degree d − 1 such that A is an A∞-subalgebra (see Definition 4.4,
for the case of d = 0). Quite strikingly, N. Iyudu and M. Kontsevich showed in [11]
(see also [12]) that there exists an explicit one-to-one correspondence between a
particular class of pre-Calabi-Yau algebras and that of non-graded double Poisson
algebras. This bijection was further extended to the differential graded setting in
[10], Thm. 5.1.
In the light of the previous results, it is natural to ask whether there exists a link
between pre-Calabi-Yau algebras and double quasi-Poisson algebras. The main
goal of the article is to show that the answer is affirmative: double quasi-Poisson
algebras do naturally give rise to pre-Calabi-Yau algebras. However, there is a ma-
jor difference between the pre-Calabi-Yau algebra structure coming from a double
quasi-Poisson algebra and the one constructed by N. Iyudu and M. Kontsevich,
which is induced from a double Poisson algebra. Indeed, all the higher multiplica-
tions indexed by even integers of the underlying A∞-algebra structure of the pre-
Calabi-Yau algebra associated with a double quasi-Poisson algebra do not vanish,
but they are given by nice cyclic expressions multiplied by explicitly determined
coefficients involving the Bernoulli numbers (see (5.2), (5.4) and (5.5)). Note that
the Bernoulli numbers also appeared in the exponentiation construction in quasi-
Poisson geometry via solutions of the classical dynamical Yang-Baxter equation
(see [1], Section 7). We hope that our results would yield a better understanding of
double quasi-Poisson algebras.
The contents of the article are as follows. After fixing some notation and con-
ventions, as well as recalling some sign and numeric conventions in Section 2, we
briefly review in Section 3 the basic notions of quasi-Poisson manifolds, introduced
by A. Alekseev, Y. Kosmann-Schwarzbach and E. Meinrenken in [1], as well as their
noncommutative versions, introduced by M. Van den Bergh in [18]. In Section 4
we recall the basic definition of (cyclic) A∞-algebras, which are well-known in the
literature, and of pre-Calabi-Yau algebras, that we mentioned previously. Finally,
in Section 5 we state and prove our main result: any double quasi-Poisson alge-
bra gives rise to a pre-Calabi-Yau algebra (see Theorem 5.1), extending the result
proved by N. Iyudu and M. Kontsevich (see [11], Thm. 4.2, but also [12], Thm.
4.2). The proof consists in verifying that some involved expressions for the higher
multiplications do satisfy all the Stasheff identities. This is done by handling the
cases given by the many different elements on which they can be evaluated.
Some words concerning the main formulas in the paper are in order. The
reader might ask how we found the somehow curious expressions (5.4)-(5.5) for
the higher multiplications of the pre-Calabi-Yau algebra associated to a double
quasi-Poisson algebra, which involve the unexpected constants (5.2). Unfortu-
nately, we do not have any structural explanation so far: both expressions (5.4)-
(5.5) were found after computing a ridiculous amount of Stasheff identities and
recursively proposing compatible higher multiplications to verify them. Once the
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main structure of the higher multiplications was determined, the expressions of
the constants (5.2) were obtained after recursively computing a large number of
them by means of (5.58) using GAP and isolating a pattern, which involved solv-
ing recursive quadratic equations. The whole process is not explained in the article
and it was rather tedious. It remains to know if a more conceptual approach can
be achieved, as for instance in the case of the Lawrence-Sullivan dg Lie algebra (cf.
[7]), although it does not seem to be clear for us, even in the case of double Poisson
algebras.
Acknowledgments. The first author is supported by the Alexander von Hum-
boldt Stiftung in the framework of an Alexander von Humboldt professorship en-
dowed by the German Federal Ministry of Education and Research. The second
author was supported by the GDRI “Representation Theory” 2016-2020 and the
BIREP group, and is deeply thankful to Henning Krause and William Crawley-
Boevey for their hospitality at the University of Bielefeld.
2 Notations and conventions
We will use the same notations and conventions as in [10], but for the reader’s
convenience we recall the most important ones. In what follows, k will denote a
field of characteristic zero. We recall that, if V = ⊕n∈ZV n is a (cohomological)
graded vector space, V [m] is the graded vector space over k whose n-th homoge-
neous component V [m]n is given by V n+m, for all n,m ∈ Z. It is called the shift of
V . Given a nonzero element v ∈ V n, we will denote |v| = n the degree of v. If we
refer to the degree of an element, we will be implicitly assuming that it is nonzero
and homogeneous. We recall that a morphism f : V →W of graded vector spaces
of degree d ∈ Z is a homogeneous linear map of degree d, i.e. f(V n) ⊆Wn+d for all
n ∈ Z. We will denote by Hom(V,W ) the graded vector space whose component
of degree d is formed by all morphisms from V toW of degree d. IfW = k, we will
denoteHom(V,k) by V #.
Given any d ∈ Z, we will denote by sV,d : V → V [d] the suspension morphism,
whose underlying map is the identity of V , and sV,1 will be denoted simply by sV .
To simplify notation, we write sv instead of sV (v) for a homogeneous v ∈ V . All
morphisms between vector spaces will be k-linear (satisfying further requirements
if the spaces are further decorated). All unadorned tensor products ⊗ would be
over k. We also remark that N will denote the set of positive integers, whereas N0
will be the set of nonnegative integers. Given two integers a ≤ b, we denote byJa, bK the interval {n ∈ Z : a ≤ n ≤ b}.
Given n ∈ N, we will denote by Sn the group of permutations of n elements
{1, . . . , n}, and given any σ ∈ Sn, sgn(σ) ∈ {±1} will denote its sign. Given two
graded vector spaces V and W , we denote by τV,W : V ⊗W → W ⊗ V the mor-
phism of degree zero determined by v⊗w 7→ (−1)|v||w|w⊗ v, for all homogeneous
elements v ∈ V and w ∈ W . More generally, for any permutation σ ∈ Sn, we
define the homogeneous morphism τV,n(σ) : V ⊗n → V ⊗n of degree zero sending
v¯ = v1 ⊗ · · · ⊗ vn to
(−1)(σ,v¯)vσ−1(1) ⊗ · · · ⊗ vσ−1(n),
where
(σ, v¯) =
∑
i < j,
σ−1(i) > σ−1(j)
|vσ−1(i)||vσ−1(j)|.
To simplify notation, we will usually write σ instead of τV,n(σ).
For later use, we recall that, given homogeneous elements v1, . . . , vn ∈ V of a
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graded vector space V , as well as f1, . . . , fn ∈ V # homogeneous, then
(f1 ⊗ · · · ⊗ fn)
(
σ(v1 ⊗ · · · ⊗ vn)
)
=
(
σ−1(f1 ⊗ · · · ⊗ fn)
)
(v1 ⊗ · · · ⊗ vn). (2.1)
For later use and to avoid ambiguities, we recall that, given any x ∈ R and
d ∈ Z, the corresponding binomial coefficient is
C(x, d) =
(
x
d
)
=
d−1∏
i=0
(x− i)
d!
if d ≥ 0, and C(x, d) =
(
x
d
)
= 0 if d < 0.
As usual, if d = 0, the corresponding binomial coefficient is by definition 1, since
the product in the numerator is 1. Recall the following direct identities
d
(
x
d
)
= (x− d+ 1)
(
x
d− 1
)
and (x′ − d′)
(
x′
d′
)
= x′
(
x′ − 1
d′
)
, (2.2)
for all x, x′ ∈ R and all d, d′ ∈ Z. We also have the well-known Pascal identity(
x
d
)
=
(
x− 1
d− 1
)
+
(
x− 1
d
)
, (2.3)
for all x ∈ R and d ∈ Z. Furthermore, a telescopic argument on (2.3) gives
e∑
d=e′
(−1)d
(
x
d
)
= (−1)e′
(
x− 1
e′ − 1
)
+ (−1)e
(
x− 1
e
)
, (2.4)
for all x ∈ R and all e′, e ∈ Z such that e′ ≤ e. In this article, we will only consider
the case where the numerators of binomial coefficients are integers. In that case, it
is easy to see that the left member of (2.4) coincides with the same sum where the
upper limit is min(x, e) and the lower limit is max(0, e′), provided x ≥ 0. Moreover,
we also recall the easy identity (
x
d
)
=
(
x
x− d
)
, (2.5)
for all x, d ∈ Zwith x ≥ 0.
3 Double quasi-Poisson algebras
3.1 Quasi-Poisson manifolds
For the reader’s convenience, in this subsection we will review the notion of a
quasi-Poisson manifold, following [1]. LetG be a compact Lie group with Lie alge-
bra g. We assume that g is endowed with aG-invariant positive definite symmetric
bilinear form 〈 , 〉, which we shall use to identify g∗ with g. For any G-manifold M
and any ξ ∈ g, the generating vector field of the induced infinitesimal action is
defined by
ξM (m) =
d
dt
(
exp(−tξ).m
)∣∣∣
t=0
,
for all m ∈ M . It is known that the Lie algebra homomorphism g → Γ(M,TM)
given by ξ 7→ ξM , extends to an equivariant map, Λ•g→ Γ(M,Λ•TM), preserving
the (wedge) product and the Schouten-Nijenhuis bracket. In fact, for any α ∈ Λ•g,
we denote by αM the corresponding multivector field αM ∈ Γ(M,Λ•TM).
If {ei}i∈I is an orthonormal basis of g with respect to 〈 , 〉, the Cartan 3-tensor
φ ∈ Λ3g is given by
φ =
1
12
∑
i,j,k∈I
〈
ei, [ej , ek]
〉
ei ∧ ej ∧ ek.
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Note that for any G-manifold M the Cartan 3-tensor φ corresponding to an invari-
ant inner product on g gives rise to an invariant trivector field φM on M .
Following [1], a quasi-Poisson manifold is a G-manifold M equipped with a
G-equivariant skew-symmetric bilinear map { , } : C∞(M) × C∞(M) → C∞(M)
such that
{{f1, f2}, f3}+ {{f2, f3}, f1}+ {{f3, f1}, f2} = φM (df1, df2, df3),
for all f1, f2, f3 ∈ C∞(M). Equivalently, the Jacobi identity holds up to the invari-
ant trivector field φM , coming from the Cartan 3-tensor. More succinctly, a quasi-
Poisson manifold is a G-manifold M equipped with a G-invariant bivector field
P ∈ Γ(M,Λ2TM) satisfying that [P, P ] = φM , where [ , ] denotes the Schouten-
Nijenhuis bracket.
3.2 Multibrackets and double Poisson algebras
3.2.1 Double derivations
One of the main features in noncommutative algebraic geometry, as developed
in [9], [18] and [19], is that the role of vector fields is played by double derivations.
LetA be a nonunitary associative k-algebra. TheA-bimodule of double deriva-
tions is given by DerA = Der(A,AeAe) = Der(A, (A ⊗ A)out), where (A ⊗ A)out
denotes the outer bimodule structure on A ⊗ A (i.e. a1(a′ ⊗ a′′)a2 = a1a′ ⊗ a′′a2,
for all a1, a2, a′, a′′ ∈ A). The surviving inner bimodule structure on A ⊗ A makes
DerA into anA-bimodule by means of (aΘb)(c) = Θ′(c)b⊗aΘ′′(c), for all a, b, c ∈ A,
Θ ∈ DerA, where we are using the usual Sweedler notation Θ(c) = Θ′(c)⊗Θ′′(c).
If A has a unit 1A, the bimodule of double derivations is endowed with a distin-
guished element E ∈ DerA (see [18], §3.3, and [19], §2.3), defined as
E : A→ A⊗A,
a 7→ a⊗ 1A − 1A ⊗ a.
(3.1)
Note that this double derivation also appeared in [9], §3.1, where it was denoted
by ∆. Finally, we define the algebra of polyvector fields DA = ⊕n∈N0DnA on A
to be the tensor algebra TA(DerA), which is graded by the tensor power.
3.2.2 Multibrackets
Definition 3.1 ([18], Def. 2.2.1). Given n ∈ N, an n-bracket on a nonunitary associa-
tive k-algebra A is a linear map {{. . .}} : A⊗n → A⊗n which is a derivation from A to
A⊗n in its last argument for the outer bimodule structure on A⊗n, i.e.
{{a1, a2, . . . , an−1, ana′n}} = an{{a1, a2, . . . , an−1, a′n}}+ {{a1, a2, . . . , an−1, an}}a′n,
and is cyclically skew-symmetric, i.e.
σ ◦ {{. . .}} ◦ σ−1 = (−1)n+1{{. . .}},
for σ ∈ Sn the unique cyclic permutation sending 1 to 2. It is easy to see that a 1-bracket
is simply a derivation on A.
Since we will mainly deal with n-brackets for n = 2, which are called double
brackets, let us present their definition more explicitly. A double bracket on an
associative k-algebra A is a k-linear map {{ , }} : A⊗2 → A⊗2 satisfying
(DB.1) {{a, b}} = −τA,A{{b, a}},
(DB.2) {{a, bc}} = b{{a, c}}+ {{a, b}}c,
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for all a, b, c ∈ A. The identity (DB.2) is called the Leibniz identity and it can be
reformulated as saying that a double bracket is a double derivation in its second
argument. A 3-bracket will be usually called a triple bracket.
Let A be a nonunitary associative k-algebra. In [18], Prop. 4.1.1, it is showed
that there exists a well-defined linear map
µ : DnA −→
{
k-linear n-brackets on A
}
, (3.2)
for all n ∈ N, sending Q = δ1 ⊗A · · · ⊗A δn ∈ DnA, where δ1, . . . , δn ∈ DerA, to
{{. . .}}Q =
n−1∑
i=0
(−1)(n−1)i σi ◦ {{. . .}}∼Q ◦ σ−i, (3.3)
where {{a1, . . . , an}}∼Q = δ′n(an)δ′′1 (a1)⊗ δ′1(a1)δ′′2 (a2)⊗ · · · ⊗ δ′n−1(an−1)δ′′n(an), and
σ ∈ Sn is the unique cyclic permutation sending 1 to 2.
3.2.3 Double Poisson algebras
Following [18], §2.3, if {{ , }} : A⊗2 → A⊗2 is a double bracket on a nonunitary
associative algebra A and given elements a, b1, . . . , bn ∈ A, we define
{{a, b1 ⊗ b2 ⊗ · · · ⊗ bn}}L = {{a, b1}} ⊗ b2 ⊗ · · · ⊗ bn ∈ A⊗(n+1).
From a double bracket {{ , }} : A⊗2 → A⊗2 one defines the associated triple bracket
{{ , , }} : A⊗3 → A⊗3 given by
{{c, b, a}} = {{c, {{b, a}}} L + σ{{b, {{a, c}}} L + σ2{{a, {{c, b}}} L, (3.4)
for all a, b, c ∈ A, where σ ∈ S3 is the unique cyclic permutation sending 1 to 2. It
is not hard to prove that it is indeed a triple bracket (see [18], Prop. 2.3.1).
Definition 3.2 ([18], Def. 2.3.2). A double bracket {{ , }} on a nonunitary associative k-
algebra A is a double Poisson bracket if the associated triple bracket {{ , , }} vanishes. In
this case, (A, {{ , }}) is called a double Poisson algebra.
The identity {{ , , }} = 0 is called the double Jacobi identity. So, the triple
bracket defined in (3.4) can be regarded as a “noncommutative Jacobiator” that
measures the failure to satisfy the double Jacobi identity.
3.2.4 Double quasi-Poisson algebras
In the definition of quasi-Poisson manifolds, the basic idea was that the failure
of the Jacobi identity is controlled by the canonical trivector φM coming from the
Cartan 3-tensor. To adapt this idea to our noncommutative setting based on double
derivations, Van den Bergh proposed to require that the “noncommutative Jacobi-
ator” {{ , , }} defined in (3.4) should be equal, up to constant, to the triple bracket
{{ , , }}E3 = µ(E3), where E is the distinguished double derivation defined in (3.1),
E3 = E ⊗A E ⊗A E ∈ D3A, and µ is the map introduced in (3.2).
Definition 3.3 ([18], Def. 5.1.1). A double quasi-Poisson bracket on an associative
k-algebra A with unit 1A is a k-linear double bracket {{ , }} such that its associated triple
bracket satisfies
{{ , , }} = 1
12
µ(E3) =
1
12
{{ , , }}E3 . (3.5)
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Using (3.3) we deduce that
1
12
{{c, b, a}}E3 =
1
4
(
ac⊗ b⊗ 1A − ac⊗ 1A ⊗ b− a⊗ cb⊗ 1A + a⊗ c⊗ b
+ c⊗ 1A ⊗ ba− c⊗ b⊗ a+ 1A ⊗ cb⊗ a− 1A ⊗ c⊗ ba
)
,
(3.6)
for all a, b, c ∈ A.
In [18], Thm. 7.12.2, the author proves that a double quasi-Poisson algebra
(A, {{ , }}) induces a quasi-Poisson bracket on the representation scheme Rep(A, V )
(i.e. the affine scheme parametrizing the k-linear representations of A on a finite-
dimensional vector space V ), regarded as a GL(V )-manifold. In other words, dou-
ble quasi-Poisson algebras satisfy the Kontsevich-Rosenberg principle [13].
4 Cyclic A∞-algebras and pre-Calabi-Yau structures
In this section we recall the basic definitions of cyclic A∞-algebras and pre-
Calabi-Yau structures. Most of this material can be found in [11, 12, 14] (see also
[10]). We also recall and extend some technical terminology on cyclic A∞-algebras
and pre-Calabi-Yau structures from [10], §4.
4.1 A∞-algebras
The following notion was introduced by J. Stasheff in [17]. We recall that a
nonunitary A∞-algebra is a (cohomologically) graded vector space A = ⊕n∈ZAn
together with a collection of maps {mn}n∈N, where mn : A⊗n → A is a homoge-
neous morphism of degree 2− n, satisfying the equation∑
(r,s,t)∈IN
(−1)r+stmr+1+t ◦ (id⊗rA ⊗ms ⊗ id⊗tA ) = 0, (SI(N))
for all N ∈ N, where IN = {(r, s, t) ∈ N0 ×N×N0 : r+ s+ t = N}. We will denote
by SI(N) the homogeneous morphism of degree 3 − N from A⊗N to A given by
the left hand side of (SI(N)). Note that a nonunitary graded associative algebra is
the same as a nonunitary A∞-algebra (A,m•) satisfying that mn vanishes for all
n 6= 2.
Remark 4.1. Note that, if A = A0 ⊕ A1, by degree reasons, any A∞-algebra structure
{mn}n∈N on A satisfies that
mn(A
i1 ⊗ · · · ⊗Ain) ⊆ A2−n+|¯i|,
for all i¯ = (i1, . . . , in) ∈ {0, 1}n and |¯i| =
∑n
j=1 ij . Then, mn|Ai1⊗···⊗Ain vanishes
unless that |¯i| ∈ {n− 2, n− 1}.
Let A be a graded vector space with a distinguished element 1A ∈ A0. A
mapping mn : A⊗n → A, for n ∈ N, is called normalized (with respect to 1A),
or 1A-normalized, if mn(a1, . . . , an) = 0 whenever there is i ∈ J1, nK such that
ai = 1A. We also recall that an A∞-algebra is strictly unitary if there exists an ele-
ment 1A ∈ A0 such that 1A is a unit for the product m2, and mn is 1A-normalized
for all n ∈ N \ {2}.
4.2 Cyclic structures on A∞-algebras
Given d ∈ Z, a d-cyclic (nonunitary) A∞-algebra is an A∞-algebra (A,m•)
provided with a nondegenerate bilinear form γ : A⊗A→ k of degree d satisfying
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that γ ◦ τA,A = γ and
γ
(
mn(a1, . . . , an−1, an), a0
)
= (−1)n+|a0|(
∑n
i=1 |ai|)γ
(
mn(a0, a1, . . . , an−1), an
)
,
(4.1)
for all homogeneous a0, . . . , an ∈ A.
Let A be a graded vector space provided with a nondegenerate bilinear form
γ : A⊗A→ k of degree d satisfying that γ ◦ τA,A = γ. Let {mn : n ∈ N} be a family
of maps of the form mn : A⊗n → A of degree 2 − n satisfying the identity (4.1).
Given N ∈ N, we will define the homogeneous linear map SI(N)γ : A⊗(N+1) → k
of degree 3−N + d by∑
(r,s,t)∈IN
(−1)r+stγ ◦ (mr+1+t ◦ (id⊗rA ⊗ms ⊗ id⊗tA )⊗ idA).
Then, the Stasheff identities (SI(N)) become equivalent to the vanishing of SI(N)γ ,
for all N ∈ N, i.e.∑
(r,s,t)∈IN
(−1)r+stγ ◦ (mr+1+t ◦ (id⊗rA ⊗ms ⊗ id⊗tA )⊗ idA) = 0,
for all N ∈ N.
The following result is a consequence of the cyclicity property.
Lemma 4.2. Let A be a graded vector space provided with a nondegenerate bilinear form
γ : A⊗ A→ k of degree d satisfying that γ ◦ τA,A = γ. Let {mn : n ∈ N} be a family of
maps of the form mn : A⊗n → A of degree 2− n satisfying identity (4.1). Then,
SI(N)γ(a1, . . . , aN , a0) = (−1)N+|a0|(|a1|+···+|aN |) SI(N)γ(a0, a1, . . . , aN ),
for all N ∈ N and all homogeneous a0, . . . , aN ∈ A.
Proof. Define the linear maps SI(N)0γ , 0 SI(N)γ ,SI(N)+γ ,+ SI(N)γ : A⊗(N+1) → k
via
SI(N)0γ =
∑
(r,s,0)∈IN
(−1)rγ ◦ (mr+1 ◦ (id⊗rA ⊗ms)⊗ idA)
and
0 SI(N)γ =
∑
(0,s,t)∈IN
(−1)stγ ◦ (m1+t ◦ (ms ⊗ id⊗tA )⊗ idA),
together with SI(N)+γ = SI(N)γ−SI(N)0γ and + SI(N)γ = SI(N)γ−0 SI(N)γ . Using
(4.1), it is easy to see that
SI(N)+γ (a1, . . . , aN , a0) = (−1)N+|a0|(|a1|+···+|aN |) + SI(N)γ(a0, . . . , aN ).
On the other hand,
SI(N)0γ(a1, . . . , aN , a0)
= −
∑
(r,s,0)∈IN
(−1)s(|a0|+···+|aN |)+|a0|(|a1|+···+|aN |)γ(mr+1(a0, . . . , ar),ms(ar+1, . . . , aN ))
= (−1)N+|a0|(|a1|+···+|aN |)
∑
(r,s,0)∈IN
(−1)rs+N−1γ(ms(mr+1(a0, . . . , ar), ar+1, . . . , aN−1), aN)
= (−1)N+|a0|(|a1|+···+|aN |) 0 SI(N)γ(a0, . . . , aN ).
Combining the previous equations we obtain the desired result. 
The following result is a direct consequence of the cyclicity property (4.1).
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Fact 4.3. Let A be a graded vector space with a distinguished element 1A, provided with a
nondegenerate bilinear form γ : A⊗ A → k of degree d satisfying that γ ◦ τA,A = γ. Let
n ∈ N and mn : A⊗n → A be a 1A-normalized map of degree 2 − n satisfying identity
(4.1). Then, γ(mn(a1, . . . , an), 1A) = 0, for all a1, . . . , an ∈ A.
Note that (A,m•) is anA∞-algebra if and only if SI(N)γ vanishes for allN ∈ N,
and it is d-cyclic if and only if (4.1) holds for all n ∈ N.
4.3 Natural bilinear forms and pre-Calabi-Yau structures
We recall the definition of the natural bilinear form (of degree −1) associated
with any vector spaceA, which is considered as a (cohomologically) graded vector
space concentrated in degree zero. First, we set ∂A = A ⊕ A#[−1]. For clarity,
we will denote the suspension map sA#,−1 : A# → A#[−1] simply by t, and any
element of A#[−1] will be thus denoted by tf , for f ∈ A#. Define now the bilinear
form
gA : ∂A⊗ ∂A −→ k
by
gA(tf, a) = gA(a, tf) = f(a) and gA(a, b) = gA(tf, tg) = 0, (4.2)
for all a, b ∈ A and f, g ∈ A#. Note that gA has degree −1. If there is no risk of
confusion, we shall denote gA simply by g.
We recall the following crucial definition from [15] (see also [11, 12]).
Definition 4.4. A pre-Calabi-Yau (algebra) structure on a vector space A, considered
as a graded vector space concentrated in degree zero, is the datum of a (−1)-cyclic A∞-
algebra structure on the graded vector space ∂A = A ⊕ A#[−1] for the natural bilinear
form gA : ∂A⊗ ∂A→ k of degree −1 defined in (4.2) such that the corresponding multi-
plications {mn}n∈N of ∂A satisfy that mn(A⊗n) ⊆ A, for all n ∈ N.
This implies in particular that mn|A⊗n vanishes if n 6= 2 and (A,m2|A⊗2) is an
associative algebra such that its canonical inclusion into ∂A is a strict morphism of
A∞-algebras. Note that a pre-Calabi-Yau (algebra) structure on A implies a fortiori
that A is finite dimensional.
Remark 4.5. The finite dimensional assumption onA is not necessary if we work with the
more general definition of pre-Calabi-Yau algebra given in terms of the generalized necklace
bracket (see [15]). In that case, instead of assuming that g is nondegenerate we only need
to impose that all of the operations mn of ∂A satisfy another kind of finiteness assumption,
namely, given any i¯ = (i1, . . . , ik+1) ∈ Nk+10 with k ∈ N0 and |¯i| =
∑k+1
j=1 ij > 0
if k = 0, piA ◦ m|¯i|+k|A⊗i1⊗A#[−1]⊗···⊗A⊗ik⊗A#[−1]⊗A⊗ik+1 is induced by a map from
A⊗i1 ⊗ · · · ⊗ A⊗ik+1 to A[1]⊗(k+1) (where piA : A ⊕ A#[−1] → A is the canonical
projection) by means of the canonical inclusion
Hom(U, V1 ⊗ · · · ⊗ Vk ⊗W ) −→ Hom(U ⊗ V #1 ⊗ · · · ⊗ V #k ,W ) (4.3)
for graded vector spaces U , V1, . . . , Vk and W . In our case Vi for i ∈ {1, . . . , k} and W
are a shift of A, U is a tensor power of A, and we need to consider a permutation of the
arguments of the homomorphism space appearing on the right member of (4.3).
4.4 Good A∞-algebras and pre-Calabi-Yau algebras
We will now recall the following terminology that will be useful in the sequel
(see [10], Subsection 4.4). Let us first fix some notation. Assume that there is a
decompositionB0⊕B1 of a graded vector spaceB. In the following section,B0 will
9
be a graded vector space A and B1 will be A#[−1]. We will write Bi¯ = Bi1 ⊗ · · · ⊗
Bin , for all i¯ = (i1, . . . , in) ∈ {0, 1}n, and we recall that |¯i| =
∑n
j=1 ij . Then, for any
integer n ∈ N, the decomposition B = B0⊕B1 induces a canonical decomposition
B⊗n = Tn,g ⊕ Tn,b,
where
Tn,g =
⊕
i¯∈In
Bi¯, Tn,b =
⊕
i¯∈{0,1}n\In
Bi¯,
and
In =
{
i¯ = (i1, . . . , in) ∈ {0, 1}n : ij 6= ij+1 for all j ∈ {1, . . . , n− 1}
}
.
Note that T1,b = 0.
Given n ∈ N, we say that a map mn : B⊗n → B is acceptable if mn|Bi¯ vanishes
if there is j ∈ J1, n − 1K such that ij = ij+1 = 0, or if we have that |¯i| = n − 1 and
i0.in = 0. This condition is void if n = 1. Given n ∈ N odd, a map mn : B⊗n → B
will be called good if mn|Tn,b vanishes and mn(Bi1 ⊗ · · · ⊗ Bin) ⊆ Bi1 , for all
(i1, . . . , in) ∈ In. Note that any good mapmn : B⊗n → B is acceptable. Moreover,
if we consider the new grading on B where B0 is concentrated in degree zero and
B1 is concentrated in degree 1, a map m3 : B⊗3 → B of degree −1 is good if and
only if it is acceptable.
Definition 4.6. Let B be an A∞-algebra with a decomposition B = B0 ⊕ B1 of the
underlying graded vector space. We say that B is acceptable if for every integer n ∈ N
the multiplication map mn is acceptable. We say that B is good if we further have that for
every odd integer n ∈ N the multiplication map mn is good.
Note that all these definitions apply in particular to pre-Calabi-Yau structures
on A, where we take B0 = A and B1 = A#[−1].
5 Main result: double quasi-Poisson algebras are pre-
Calabi-Yau
5.1 The definition of the A∞-algebra structure
Let A be an associative k-algebra with product µA and unit 1A. Assume that A
is provided with a double bracket {{ , }} : A⊗2 → A⊗2. Note that A is considered to
be concentrated in degree zero. The shifted dual A#[−1] is a bimodule over A via
g(a·tf ·b, c) = f(bca), for all a, b, c ∈ A and f ∈ A#, where we denote sA#,−1 simply
by t. Then, ∂A = A ⊕ A#[−1] is a graded (associative) unitary k-algebra with
productm2, also denoted by a dot and given by (a, tf)·(a′, tf ′) = (aa′, tf ·a′+a·tf ′),
for a, a′ ∈ A and f, f ′ ∈ A#, and with unit (1A, 0). Moreover, the bracket {{ , }} on
A, induces the unique good map m3 : ∂A⊗3 → ∂A of cohomological degree −1
satisfying that
(f ⊗ g)({{a, b}}) = g(m3(b, tg, a), tf) = g(m3(tf, b, tg), a), (5.1)
for all a, b ∈ A and f, g ∈ A#. Note that m3 is 1A-normalized, i.e. it vanishes if
one of the arguments is the unit 1A of A. The fact that {{ , }} is skew-symmetric (i.e.
(DB.1)) tells us that m3 satisfies (4.1).
We leave to the reader to verify the easy assertion that this graded algebra to-
gether with the natural bilinear form of degree −1 defined in (4.2) is in fact a pre-
Calabi-Yau structure, by taking m2 to be the product of ∂A = A ⊕ A#[−1], and
mn = 0, for all n 6= 2.
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Recall that B0 = A, B1 = A#[−1], and we set Bi¯ = ⊗kj=1Bij , for k ∈ N and
i¯ = (i1, . . . , ik) ∈ {0, 1}k. To reduce space, an element x1 ⊗ · · · ⊗ xk ∈ Bi¯ will be
denoted simply by [x1, . . . , xk]. There is an obvious action of the cyclic group Ck
on {0, 1}k by cyclic permutations, i.e. σ · (i1, . . . , ik) = (iσ−1(1), . . . , iσ−1(k)), for all
σ ∈ Ck. Let Ck .¯i be an orbit of this action and set
B¯i¯ =
⊕
j¯∈Ck .¯i
Bj¯ .
Then B¯i¯ has an action of Ck, given by σ · [x1, . . . , xk] = (−1)K [xσ−1(1), . . . , xσ−1(k)],
for all σ ∈ Ck, where K is the Koszul sign. Define B◦¯i = B¯i¯/Ck the space of
coinvariants under this action and pii¯ : Bi¯ → B◦¯i as the composition of the inclu-
sion Bi¯ ⊆ B¯i¯ and the canonical projection B¯i¯ → B◦¯i . The class pii¯([x1, . . . , xk]) of
[x1, . . . , xk] ∈ Bi¯ ⊆ B¯i¯ will be denoted by 〈x1, . . . , xk〉.
For i, j ∈ N such that i+ j is odd, we define
Ci,j =
(
i+ j − 2
i− 1
)
(−1)1+ i+j−12 Bi+j−1
(i+ j − 1)! , (5.2)
where B` denotes the `-th Bernoulli number. We refer the reader to [4], for a nice
introduction on Bernoulli numbers. It is clear that C1,2 = 1/12, and they satisfy
Ci,j = Cj,i, for all i, j ∈ N such that i+ j is odd.
For k ∈ Z≥3 odd, let e¯k ∈ {0, 1}k be the element all of whose components are 1.
The linear map
evk : B
◦
e¯k
→ k
sending 〈tf1, . . . , tfk〉 to f1(1A) . . . fk(1A) is clearly well-defined and is homoge-
neous of degree −k. Moreover, for k ∈ Z≥3 odd and i¯ ∈ {0, 1}k+2 such that
|¯i| = i1 + · · ·+ ik+2 = k, the linear map
Mk : B
◦¯
i → B◦e¯k (5.3)
given by sending 〈tf1, . . . , tfi, a, tg1, . . . , tgj , b〉, where j ≥ i and i + j = k, to Ci,j
times
0, if i = 0,
〈tf1 · a, tg1, . . . , tgj−1, tgj · b〉+ 〈b · tf1, a · tg1, tg2, . . . , tgj〉
−〈tf1, a · tg1, tg2, . . . , tgj−1, tgj · b〉 − 〈b · tf1 · a, tg1, . . . , tgj〉,
if i = 1,
〈tf1, . . . , tfi−1, tfi · a, tg1, . . . , tgj−1, tgj · b〉
+〈b · tf1, tf2, . . . , tfi, a · tg1, tg2, . . . , tgj〉
−〈tf1, . . . , tfi, a · tg1, tg2, . . . , tgj−1, tgj · b〉
−〈b · tf1, tf2, . . . , tfi−1, tfi · a, tg1, . . . , tgj〉,
if i ≥ 2,
(5.4)
is well-defined for all f1, . . . , fi, g1, . . . , gj ∈ A# and a, b ∈ A. It is clear that (5.3)
is homogeneous of degree zero. Note that the parity of k implies that the Koszul
sign in the action of the cyclic group Ck does not produce any negative sign.
For any even integer n ≥ 4, define mn : ∂A⊗n → ∂A as the unique map satisfy-
ing that
g ◦ (mn ⊗ id∂A)|Bi¯ = evn−1 ◦Mn−1 ◦ pii¯, (5.5)
for all i¯ ∈ {0, 1}n+1 such that |¯i| = n−1, and g◦(mn⊗id∂A)|Bi¯ = 0 if |¯i| 6= n−1. Note
that the degree of mn is precisely 2− n for all even integers n ≥ 4, it is normalized
with respect to 1A (i.e. it vanishes if one of its arguments is 1A), it is acceptable and
it satisfies (4.1).
11
5.2 The statement of the main result
The next result establishes a remarkable link between double quasi-Poisson al-
gebras and pre-Calabi-Yau algebras, which can be regarded as an extension of [11],
Thm. 4.2 (see also [10], Thm. 5.1).
Theorem 5.1. Let A be a finite dimensional (associative) k-algebra with unit 1A and
let {{ , }} : A⊗2 → A⊗2 be a double bracket, where we use the notation introduced in
this section. Assume that A is double quasi-Poisson. Then, ∂A provided with the usual
multiplication m2, as well as the maps m3 and {mn : n ∈ 2.N≥2} defined in (5.1) and
(5.5), respectively, is a strictly unitaryA∞-algebra and it defines a structure of pre-Calabi-
Yau algebra on A.
Remark 5.2. The theorem is still true without the finite dimensional assumption on A, if
one uses the definition of pre-Calabi-Yau algebra mentioned in Remark 4.5, which is clearly
verified by m3 and {mn : n ∈ 2.N≥2}.
5.3 The proof of the main result
By hypothesis, we assume that the identity in Definition 3.3 is verified (see
also Definition 3.1). We are going to prove that the Stasheff identities (SI(N)) for
∂A = A ⊕ A#[−1] hold. It is clear that (SI(N)) holds for N = 1, 2, 3, because m1
vanishes and m2 is associative. Thus, it remains to prove that (SI(N)) is satisfied
for all integers N ≥ 4. Instead of working with the Stasheff identities (SI(N)), we
will work with the equivalent identity (SI(N)g). This is done in Lemmas 5.3, 5.4
and 5.6, and Proposition 5.7.
It is clear that it suffices to prove that SI(N)g|Bi¯ vanishes for all N ∈ N≥4 and
i¯ ∈ {0, 1}N+1, where Bi¯ = Bi1 ⊗ · · · ⊗ BiN+1 , B0 = A and B1 = A#[−1]. Since
SI(N)g has degree 2 − N , SI(N)g|Bi¯ vanishes for all N ∈ N≥4 and i¯ ∈ {0, 1}
N+1
such that |¯i| = ∑N+1j=1 ij 6= N − 2, so it suffices to prove the vanishing of SI(N)g|Bi¯
under the assumption that |¯i| = N − 2.
5.3.1 The Stasheff identity SI(4)
The following lemma was proved in the main result of [11] (see also [12], Thm.
4.2 and [10], Thm. 5.2), but we recall its proof for the reader’s convenience.
Lemma 5.3. Assume the same hypotheses as in Theorem 5.1. We use the previously
introduced notation. Then, the Stasheff identity (SI(4)g) for ∂A = A⊕A
#[−1] holds.
Proof. As noted at the beginning of the subsection, it suffices to prove that SI(4)g|Bi¯
vanishes for all i¯ ∈ {0, 1}5 such that |¯i| = ∑5j=1 ij 6= 2, so we will assume from now
on that |¯i| = 2. Furthermore, using that m3 is good, it is easy to show that every
term of the identity (SI(4)g) restricted to Bi¯ vanishes if i¯ ∈ {0, 1}
5 \ B5, where
B5 = {(0, 0, 1, 0, 1), (0, 1, 0, 1, 0), (1, 0, 1, 0, 0), (0, 1, 0, 0, 1), (1, 0, 0, 1, 0)}. It is easy
to see that the cyclic group C5 acts transitively on B5, so by Lemma 4.2, given
i¯, i¯′ ∈ B5, SI(4)g|Bi¯ vanishes if and only if SI(4)g|Bi¯′ does so. It thus suffices to
prove that SI(4)g|Bi¯ = 0 for one element i¯ of B5. Let us choose i¯ = (0, 0, 1, 0, 1).
Then, Bi¯ = A⊗ A⊗ A#[−1]⊗ A⊗ A#[−1] and consider a⊗ b⊗ tf ⊗ c⊗ tg ∈ Bi¯,
where a, b, c ∈ A and f, g ∈ A#. We will show that SI(4)g(a⊗ b⊗ tf ⊗ c⊗ tg) = 0.
Since m3 is good, m3(a, b, (tf) · c) = 0 = m3(a, b, tf).c, so (SI(4)g) evaluated at
a⊗ b⊗ tf ⊗ c⊗ tg is tantamount to
g
(
m3(ab, tf, c), tg
)− g(m3(a, b · tf, c), tg)− g(a.m3(b, tf, c), tg) = 0. (5.6)
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To prove that (5.6) holds, we will use the Leibniz property (DB.2) in the definition
of double bracket, i.e.
{{c, ab}} = {{c, a}}b+ a{{c, b}}, (5.7)
for all a, b, c ∈ A. By applying g ⊗ f , for arbitrary f, g ∈ A#, we see that (5.7) is
tantamount to
(g ⊗ f)({{c, ab}})− (g ⊗ f)({{c, a}}b)− (g ⊗ f)(a{{c, b}}) = 0. (5.8)
By (5.1), we have
(g ⊗ f)({{c, ab}}) = g(m3(ab, tf, c), tg), (5.9)
which is the first term in (5.6). Using that (g ⊗ f)(v ⊗ (w.b)) = (g ⊗ (b · f))(v ⊗ w),
for all b, v, w ∈ A and f, g ∈ A#, we have that
−(g ⊗ f)({{c, a}}b) = −(g ⊗ (b · f))({{c, a}}) = −g(m3(a, b · tf, c), tg), (5.10)
which is the second term in (5.6). In the last identity we used that t(b · f) = b · tf ,
for all b ∈ A and f ∈ A#, and we applied (5.1).
Finally, if we apply the identity (g ⊗ f)(a.v ⊗ w) = ((g · a) ⊗ f)(v ⊗ w), for all
a, v, w ∈ A and f, g ∈ A# to the third term of (5.8), together with (5.1), we get
−(g ⊗ f)(a{{c, b}}) = −((g · a)⊗ f)({{c, b}}) = −g(m3(b, tf, c), (tg) · a)
= −g((tg) · a,m3(b, tf, c)) = −g(a.m3(b, tf, c), tg), (5.11)
where we used the identity (tg) · a = t(g · a) in the second equality, the supersym-
metry of g in the third equality and the cyclicity of g with respect to m2 in the last
equality. Combining (5.8) with (5.9), (5.10) and (5.11), we conclude that the sum of
the last three equations is zero, which proves (5.6), as we claimed. The lemma is
thus proved. 
5.3.2 General setting for the Stasheff identity SI(N) with N > 4
We will now prove Stasheff’s identities (SI(N)g) for all integers N ≥ 5. Since
the only nonzero higher multiplication maps are m3 and mn with n ∈ 2.N≥2, the
only nontrivial Stasheff identities (SI(N)g) with N ≥ 5 are
(C1) (SI(n+ 2)g) for all even n ∈ N≥4, which involves only m3 and mn;
(C2) (SI(n + 1)g) for all even n ∈ N≥4, which involves only m2i, for i ∈ J1, n/2K,
and also m3 if n = 4.
As noted at the beginning of this subsection, it suffices to show that SI(N)g(ω)
vanishes for any ω ∈ Bi¯, with i¯ = (i1, . . . , iN+1) ∈ {0, 1}N+1 and |¯i| = N − 2. By
applying a cyclic permutation to ω and using Lemma 4.2, we may assume without
loss of generality that i1 = i`+2 = i`+`′+3 = 0, with ` ≤ min(`′, `′′) and if ` < `′
then ` < `′′, where `, `′, `′′ ∈ N0 satisfy that `+ `′ + `′′ = N − 2. More precisely, we
consider an element Ω ∈ A×A#[−1]` ×A×A#[−1]`′ ×A×A#[−1]`′′ of the form
Ω = (a, tf1, . . . , tf`, b, tg1, . . . , tg`′ , c, th1, . . . , th`′′),
for f1, . . . , f`, g1, . . . , g`′ , h1, . . . , h`′′ ∈ A# and a, b, c ∈ A, such that ` ≤ min(`′, `′′)
and if ` < `′ then ` < `′′, where `, `′, `′′ ∈ N0 satisfy that ` + `′ + `′′ = N − 2. The
class of Ω in A⊗A#[−1]⊗` ⊗A⊗A#[−1]⊗`′ ⊗A⊗A#[−1]⊗`′′ is precisely
ω = ω′ ⊗ th`′′ , with ω′ = [a, tf1, . . . , tf`, b, tg1, . . . , tg`′ , c, th1, . . . , th`′′−1]. (5.12)
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5.3.3 The Stasheff identity SI(5)
The proof of the next result follows the same pattern as the proof of the main
result in [11] (see also [10], Thm. 5.2), but the presence of m4 makes it somehow
subtler.
Lemma 5.4. Assume the same hypotheses as in Theorem 5.1. We use the notation in-
troduced in Subsubsection 5.3.2. Let ω ∈ Bi¯ be an element of the form (5.12), with
i¯ = (i1, . . . , i6) ∈ {0, 1}6 and |¯i| = 3. Then, SI(5)g(ω) vanishes.
Proof. By the previous comments it suffices to prove that SI(5)g(ω) vanishes for ω
of the form (5.12) and one of the following cases
(SI(5).a) ` = `′ = 0, and `′′ = 3;
(SI(5).b) ` = 0, `′ = 1, and `′′ = 2;
(SI(5).c) ` = 0, `′ = 2, and `′′ = 1;
(SI(5).d) ` = `′ = `′′ = 1.
First, we will consider (SI(5).d). We will show that SI(5)g(ω) coincides with eval-
uating h ⊗ g ⊗ f at the left member of identity (3.5) evaluated at c ⊗ b ⊗ a, where
ω = a⊗ tf ⊗ b⊗ tg⊗ c⊗ th, a, b, c ∈ A and f, g, h ∈ A#. The identity SI(5)g(ω) = 0
is exactly
g
(
m3
(
m3(a, tf, b), tg, c
)
, th
)
+ g
(
m3
(
a,m3(tf, b, tg), c
)
, th
)− g(m3(a, tf,m3(b, tg, c)), th)
= g
(
a.m4(tf, b, tg, c), th
)− g(m4(a, tf, b, tg).c, th)− g(m4(a · tf, b, tg, c), th)
+ g
(
m4(a, tf · b, tg, c), th
)− g(m4(a, tf, b · tg, c), th)+ g(m4(a, tf, b, tg · c), th).
(5.13)
We will prove that this equation is precisely the value of h ⊗ g ⊗ f at the identity
(3.5) evaluated at c⊗ b⊗a. Since (A, {{ , }}) is a double quasi-Poisson algebra, using
(3.4) and (3.6) in (3.5), we obtain the identity
{{c, {{b, a}}} L + σ{{b, {{a, c}}} L + σ2{{a, {{c, b}}} L
=
1
4
(
ac⊗ b⊗ 1A − ac⊗ 1A ⊗ b− a⊗ cb⊗ 1A + a⊗ c⊗ b
+ c⊗ 1A ⊗ ba− c⊗ b⊗ a+ 1A ⊗ cb⊗ a− 1A ⊗ c⊗ ba
)
,
(5.14)
where σ ∈ S3 is the unique cyclic permutation sending 1 to 2. If we apply h⊗ g⊗ f
to (5.14) we get
(h⊗g ⊗ f)
(
{{c, {{b, a}}} L + σ{{b, {{a, c}}} L + σ2{{a, {{c, b}}} L
)
=
1
4
(
f(1A)g(b)h(ac)− f(b)g(1A)h(ac)− f(1A)g(cb)h(a) + f(b)g(c)h(a)
+ f(ba)g(1A)h(c)− f(a)g(b)h(c) + f(a)g(cb)h(1A)− f(ba)g(c)h(1A)
)
.
(5.15)
Next, it is straightforward to see that in the particular case when n = 4, (5.4)
gives
m4(tf, b, tg, c) =
1
12
(
f(b)g(c)1A + f(1A)g(b)c− f(b)g(1A)c− f(1A)g(cb)1A
)
,
m4(a, tf, b, tg) =
1
12
(
f(b)g(1A)a+ f(a)g(b)1A − f(1A)g(b)a− f(ba)g(1A)1A
)
,
m4(a, tf, tg, c) =
1
12
(
f(1A)g(c)a+ f(a)g(1A)c− f(a)g(c)1A − f(1A)g(1A)ac
)
,
(5.16)
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where a, b, c ∈ A, f, g, h ∈ A#. Now, if we plug (5.16) into the right-hand side of
(5.13), the latter gives
1
12
g
(
a
(
f(b)g(c)1A − f(b)g(1A)c+ f(1A)g(b)c− f(1A)g(cb)1A
)
, th
)
− 1
12
g
((
f(b)g(1A)a− f(1A)g(b)a+ f(a)g(b)1A − f(ba)g(1A)1A
)
c, th
)
− 1
12
g
((
f(ba)g(c)1A − f(ba)g(1A)c+ f(a)g(b)c− f(a)g(cb)1A
)
, th
)
+
1
12
g
((
f(b)g(c)a− f(ba)g(c)1A + f(ba)g(1A)c− f(b)g(1A)ac
)
, th
)
− 1
12
g
((
f(1A)g(cb)a− f(a)g(cb)1A + f(a)g(b)c− f(1)g(b)ac
)
, th
)
+
1
12
g
((
f(b)g(c)a− f(1A)g(cb)a+ f(a)g(cb)1A − f(ba)g(c)1A
)
, th
)
.
Applying the definition of g given in (4.2), the previous expression is equivalent to
1
12
(
3f(1A)g(b)h(ac)− 3f(b)g(1A)h(ac)− 3f(1A)g(cb)h(a) + 3f(b)g(c)h(a)
+ 3f(ba)g(1A)h(c)− 3f(a)g(b)h(c) + 3f(a)g(cb)h(1A)− 3f(ba)g(c)h(1A)
)
,
which is clearly equal to the right-hand side of (5.15). We will now deal with the
left-hand side of (5.15), and show it is equal to the left-hand side of (5.13). To do
that, first we recall the following result (see [11], Lemma 4.4, or [10], Fact 5.4, for
the general case).
Fact 5.5. Assume the same hypotheses as in Theorem 5.1 Then,
(f ⊗ g ⊗ h)({{a, {{b, c}}} L) = g(m3(m3(c, th, b), tg, a), tf),
for all a, b, c ∈ A and f, g, h ∈ A#.
We claim that the left-hand side of (5.13) coincides with the left-hand side of
(5.15), i.e.
g
(
m3
(
m3(a, tf, b), tg, c
)
, th
)
+ g
(
m3
(
a,m3(tf, b, tg), c
)
, th
)
− g
(
m3
(
a, tf,m3(b, tg, c)
)
, th
)
= (h⊗ g ⊗ f)
(
{{c, {{b, a}}} L + σ{{b, {{a, c}}} L + σ2{{a, {{c, b}}} L
)
,
(5.17)
where σ ∈ S3 is the unique cyclic permutation sending 1 to 2. This was already
proved in [11], and more generally in [10], but we provide the proof for complete-
ness. Indeed, by Fact 5.5, the first term of the left member of (5.17) is
g
(
m3
(
m3(a, tf, b), tg, c
)
, th
)
= (h⊗ g ⊗ f)({{c, {{b, a}}} L). (5.18)
On the other hand,
g
(
m3
(
a,m3(tf, b, tg), c
)
, th
)
= −g
(
m3(c, th, a),m3(tf, b, tg)
)
= −g(m3(tf, b, tg),m3(c, th, a)) = g(m3(m3(c, th, a), tf, b), tg)
= (g ⊗ f ⊗ h)({{b, {{a, c}}} L) = (h⊗ g ⊗ f)(σ{{b, {{a, c}}} L),
(5.19)
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where we have used the cyclicity of g in the first and third equalities, the super-
symmetry of g in the second identity, Fact 5.5 in the fourth equality and (2.1) in the
last identity. Similarly, using the cyclicity of g, Fact 5.5, and (2.1), we get
−g
(
m3
(
a, tf,m3(b, tg, c)
)
, th
)
= g
(
m3
(
m3(b, tg, c), th, a
)
, tf
)
= (f ⊗ h⊗ g)({{a, {{c, b}}} L) = (h⊗ g ⊗ f)(σ2{{a, {{c, b}}} L). (5.20)
Hence, (5.18), (5.19) and (5.20) tell us that the left hand side of (5.13) coincides with
the left hand of (5.15), as was to be shown. As a consequence, we proved that
SI(5)g(ω) vanishes for ω of the form (5.12) satisfying (SI(5).d).
We shall now prove that SI(5)g(ω) = 0, for ω satisfying (SI(5).a)-(SI(5).c). We
first note that in these 3 cases the identity(
m3 ◦ (m3 ⊗ id⊗2)
)
(ω′)− (m3 ◦ (id⊗m3 ⊗ id))(ω′) + (m3 ◦ (id⊗2 ⊗m3))(ω′) = 0
holds trivially. Indeed, this follows from the fact that m3 is acceptable, i.e. m3 = 0
unless m3|A⊗A#[−1]⊗A (with image in A) or m3|A#[−1]⊗A⊗A#[−1] (with image in
A#[−1]). Hence, for any of the 3 remaining cases, (SI(5)) evaluated at ω′ reduces
to
0 =
(
m2 ◦ (m4 ⊗ id)
)
(ω′)− (m2 ◦ (id⊗m4))(ω′) + (m4 ◦ (m2 ⊗ id⊗3))(ω′)
− (m4 ◦ (id⊗m2 ⊗ id⊗2))(ω′) + (m4 ◦ (id⊗2 ⊗m2 ⊗ id))(ω′)− (m4 ◦ (id⊗3 ⊗m2))(ω′),
(5.21)
which we are going to verify. It is clear that when we evaluate (5.21) at ω′ satisfying
(SI(5).a), every term vanishes by the definition (5.5) of m4. Thus (SI(5)g) is trivially
satisfied in that case.
Let us prove (SI(5)g) for (SI(5).b). Let ω = a⊗ b⊗ tf ⊗ c⊗ tg⊗ th ∈ B(0,0,1,0,1,1),
for a, b, c ∈ A and f, g, h ∈ A#. We shall prove that (5.21) holds when we evaluate
it at ω′. Applying (5.16), SI(5)g evaluated at ω gives
− g(a.m4(b, tf, c, tg), th)+ g(m4(ab, tf, c, tg), th)− g(m4(a, b · tf, c, tg), th)
= − 1
12
(
f(c)g(1A)h(ab) + f(b)g(c)h(a)− f(1A)g(c)h(ab)− f(cb)g(1A)h(a)
)
+
1
12
(
f(c)g(1A)h(ab) + f(ab)g(c)h(1A)− f(1A)g(c)h(ab)− f(cab)g(1A)h(1A)
)
− 1
12
(
f(cb)g(1A)h(a) + f(ab)g(c)h(1A)− f(b)g(c)h(a)− f(cab)g(1A)h(1A)
)
= 0.
Finally, let us prove (SI(5)g) for (SI(5).c). Let ω = a⊗ b⊗ tf ⊗ tg ⊗ c⊗ th be an
element of B(0,0,1,1,0,1), for a, b, c ∈ A and f, g, h ∈ A#. We shall prove that (5.21)
holds when we evaluate it at ω′. Then, SI(5)g evaluated at ω gives
−g(a.m4(b, tf, tg, c), th)+ g(m4(ab, tf, tg, c), th)− g(m4(a, b · tf, tg, c), th)
= − 1
12
(
f(1A)g(c)h(ab) + f(b)g(1A)h(ac)− f(b)g(c)h(a)− f(1A)g(1A)h(abc)
)
+
1
12
(
f(1A)g(c)h(ab) + f(ab)g(1A)h(c)− f(ab)g(c)h(1A)− f(1A)g(1A)h(abc)
)
− 1
12
(
f(b)g(c)h(a) + f(ab)g(1A)h(c)− f(ab)g(c)h(1A)− f(b)g(1A)h(ac)
)
= 0.
The lemma is thus proved. 
16
5.3.4 The Stasheff identities SI(N) with even parameter N > 5
We will now proceed to prove the Stasheff identities (SI(N)g) for N ≥ 6. The
following result shows that this is the case if N ≥ 6 is even.
Lemma 5.6. Assume the same hypotheses as in Theorem 5.1. We use the notation in-
troduced in Subsubsection 5.3.2. Let n ∈ N≥4 be even and let ω ∈ Bi¯ be an element of
the form (5.12), with i¯ = (i1, . . . , in+3) ∈ {0, 1}n+3 and |¯i| = n. Then, SI(n + 2)g(ω)
vanishes.
Proof. As noted in item (C1), SI(n+2)g(ω) only involvesm3 andmn. The following
cases exhaust all the possibilities.
(a) Suppose that ` > 1, so `′, `′′ > 1. The fact that m3 is acceptable implies
that the terms g ◦ ((mn ◦ (id⊗r ⊗m3 ⊗ id⊗(n−r−1)))⊗ id)(ω) in SI(n+ 2)g(ω)
vanish, with the possible exception of r = ` and r = ` + `′ + 1. However,
the expression ofmn tells us that the corresponding argumentsm3(tf`, b, tg1)
andm3(tg`′ , c, th1) have to be then evaluated at 1A, so they vanish by Fact 4.3.
The definition of mn and Fact 4.3 imply that g ◦ ((m3 ◦ (id⊗2 ⊗mn))⊗ id)(ω)
vanishes, since in that case mn(tf2, . . . , tf`, b, tg1, . . . , tg`′ , c, th1, . . . , th`′′−1)
is a scalar multiple of 1A. Moreover, using that (id⊗mn⊗ id)(ω′) ∈ A and the
fact thatm3 is acceptable, g◦((m3◦(id⊗mn⊗ id))⊗ id)(ω) = 0. The definition
ofmn also shows that g◦ ((m3 ◦ (mn⊗ id⊗2))⊗ id)(ω) vanishes if `′′ > 2, since
in that case (mn ⊗ id⊗2)(ω′) = 0. If `′′ = 2, then ` = `′ = 2 as well and n = 6,
so (mn ⊗ id⊗2)(ω′) ∈ A, which implies that g ◦ ((m3 ◦ (mn ⊗ id⊗2)) ⊗ id)(ω)
vanishes, since m3 is acceptable.
(b) Suppose that ` = `′ = 0. The fact that m3 is acceptable implies that all the
terms in SI(n+2)g(ω) of the form g◦((mn ◦(id
⊗r⊗m3⊗ id⊗(n−r−1)))⊗ id)(ω)
vanish. Moreover, we have that g ◦ ((m3 ◦ (mn ⊗ id⊗2)) ⊗ id)(ω) = 0 and
g ◦ ((m3 ◦ (id⊗mn⊗ id))⊗ id)(ω) = 0, since mn is acceptable and its first two
arguments are elements of A. Finally, m3 being acceptable also implies that
g ◦ ((m3 ◦ (id⊗2 ⊗mn))⊗ id)(ω) = 0.
(c) Suppose that ` = 0 and `′ = 1, so `′′ = n−1 ≥ 3. The fact thatm3 is acceptable
implies that the terms of the form g◦((mn ◦(id⊗r⊗m3⊗ id⊗(n−r−1)))⊗ id)(ω)
in SI(n + 2)g(ω) vanish, with the possible exception of r = ` + 1 as well as
r = `′ + 1. However, since in these last two cases the first two arguments of
mn in g ◦ ((mn ◦ (id⊗r ⊗ m3 ⊗ id⊗(n−r−1))) ⊗ id)(ω) are elements of A, the
latter vanishes, for mn is acceptable. The same reason tells us that the term
g◦((m3◦(mn⊗id⊗2))⊗id)(ω) vanishes, and g◦((m3◦(id⊗2⊗mn))⊗id)(ω) also
vanishes because m3 is acceptable. Finally, m3 being acceptable also implies
that g ◦ ((m3 ◦ (id⊗mn ⊗ id))⊗ id)(ω) = 0, since the definition of mn tells us
that the first two tensor-factors of (id⊗mn ⊗ id)(ω′) are elements of A.
(d) Suppose that ` = 0 and `′ ≥ 2. The fact that m3 is acceptable implies that the
terms in SI(n+2)g(ω) of the form g◦((mn ◦(id
⊗r⊗m3⊗ id⊗(n−r−1)))⊗ id)(ω)
vanish with the possible exception of r = `′ + 1 if `′′ > 1. However, the
expression ofmn tells us that g◦((mn◦(id⊗(`
′+1)⊗m3⊗ id⊗(n−`
′−2)))⊗ id)(ω)
vanishes, since `′ > 1, so the first two arguments of mn are elements of A,
and mn is acceptable. Since m3 is acceptable, g ◦ ((m3 ◦ (id⊗2⊗mn))⊗ id)(ω)
vanishes, whereas g ◦ ((m3 ◦ (mn ⊗ id⊗2)) ⊗ id)(ω) = 0 follows from the
definition of mn because mn is acceptable. Finally, m3 being acceptable also
implies that g ◦ ((m3 ◦ (id ⊗ mn ⊗ id)) ⊗ id)(ω) = 0 if `′′ > 1, whereas the
fact that mn is acceptable tells us that (id ⊗ mn ⊗ id)(ω′) = 0 if `′′ = 1, so
g ◦ ((m3 ◦ (id⊗mn ⊗ id))⊗ id)(ω) also vanishes.
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(e) Suppose that ` = 1 and `′, `′′ ≥ 2. The fact that m3 is acceptable implies
that the terms g ◦ ((mn ◦ (id⊗r ⊗m3 ⊗ id⊗(n−r−1)))⊗ id)(ω) in SI(n+ 2)g(ω)
vanish, with the possible exception of r = 0, 1, `′ + 2. However, using the
expression of mn, we see that its argument m3(tg`′ , c, th1) appearing in the
case r = `′ + 2 has then to be evaluated at 1A, which in turn implies that
g ◦ ((mn ◦ (id⊗(`
′+2) ⊗m3 ⊗ id⊗(n−`
′−3)))⊗ id)(ω) vanishes, by Fact 4.3. Note
that m3 being acceptable implies that g ◦ ((m3 ◦ (mn ⊗ id⊗2)) ⊗ id)(ω) and
g ◦ ((m3 ◦ (id⊗mn ⊗ id))⊗ id)(ω) vanish. Then, SI(n+ 2)g(ω) reduces to
−g
(
mn
(
m3(a, tf1, b), tg1, . . . , tg`′ , c, th1, . . . , th`′′−1
)
, th`′′
)
−g
(
mn
(
a,m3(tf1, b, tg1), tg2, . . . , tg`′ , c, th1, . . . , th`′′−1
)
, th`′′
)
+g
(
m3
(
a, tf1,mn(b, tg1, . . . , tg`′ , c, th1, . . . , th`′′−1)
)
, th`′′
)
= α
[
g
(
m3(a, tf1, b), tg1
)
h`′′(1A)
(
g`′(c)h1(1A)− g`′(1A)h1(c)
)
− g(m3(a, tf1, b), th`′′)g1(1A)(g`′(c)h1(1A)− g`′(1A)h1(c))
+ g
(
m3(tf1, b, tg1), a
)
h`′′(1A)
(
g`′(c)h1(1A)− g`′(1A)h1(c)
)
+ g
(
m3(a, tf1, b), th`′′
)
g1(1A)
(
g`′(c)h1(1A)− g`′(1A)h1(c)
)]
,
where we have used that the map m3 is normalized (with respect to 1A), and
α = C`′,`′′
∏`′−1
i=2 gi(1A)
∏`′′−1
i=2 hi(1A). The second and fourth terms trivially
cancel each other, and the cyclicity ofm3 tells us that the first and third terms
also cancel, which implies that SI(n+ 2)g(ω) vanishes.
(f) Suppose that ` = `′ = 1, so `′′ = n − 2 ≥ 2. The fact that m3 is acceptable
implies that the terms of the form g◦((mn ◦(id⊗r⊗m3⊗ id⊗(n−r−1)))⊗ id)(ω)
in SI(n + 2)g(ω) vanish, with the possible exception of r = 0, 1, 2, 3. Note
that m3 being acceptable implies that g ◦ ((m3 ◦ (mn ⊗ id⊗2)) ⊗ id)(ω) and
g ◦ ((m3 ◦ (id⊗mn ⊗ id))⊗ id)(ω) vanish. Then, SI(n+ 2)g(ω) reduces to
−g
(
mn
(
m3(a, tf1, b), tg1, c, h1, . . . , th`′′−1
)
, th`′′
)
−g
(
mn
(
a,m3(tf1, b, tg1), c, th1, . . . , th`′′−1
)
, th`′′
)
+g
(
mn
(
a, tf1,m3(b, tg1, c), th1, . . . , th`′′−1
)
, th`′′
)
+g
(
mn
(
a, tf1, b,m3(tg1, c, th1), th2, . . . , th`′′−1
)
, th`′′
)
+g
(
m3
(
a, tf1,mn(b, tg1, c, th1, . . . , th`′′−1)
)
, th`′′
)
.
(5.22)
Applying the definition (5.5) of mn to each term of the previous expression
and using the fact that m3 and mn are normalized, we see that the first and
third terms in the previous equation are each one equal to the sum of four
nonzero summands, whereas the second term is the sum of three nonzero
summands, and the fourth and fifth terms are each one the sum of only
two nonzero summands. Moreover, two of the four summands coming from
the first term of (5.22) directly cancel the two summands of the fifth term of
(5.22). The cyclicity property (4.1) tells us that one remaining summand of
the first term of (5.22) cancels one of the three summands of the second term
of (5.22), that a second summand of the second term of (5.22) cancels one of
the four summands of the third term of (5.22), and that two other summands
of the third term of (5.22) cancel the two summands of the fourth term of
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(5.22). The three remaining summands (each one coming from the first three
terms of (5.22)) are
α
[
g
(
c.m3(a, tf1, b), tg1
)
+ g
(
m3(tf1, b, tg1), ca
)− g(m3(b, tg1, c).a, tf1)],
(5.23)
where α = C1,`′′
∏`′′
q=1 hq(1A). Using the cyclicity property of m3, (5.23) be-
comes
α
[
− g(m3(b, tg1 · c, a), tf1)+ g(m3(b, tg1, ca), tf1)− g(m3(b, tg1, c).a, tf1)]
= α SI(4)g(b, tg1, c, a, tf1) = 0,
where we have used Lemma 5.3.

5.3.5 The Stasheff identities SI(N) with odd parameter N > 5
The aim of this final subsubsection is to prove the next result.
Proposition 5.7. Assume the same hypotheses as in Theorem 5.1. We use the notation
introduced in Subsubsection 5.3.2. Let n ≥ 6 be an even integer and let ω ∈ Bi¯ be an
element of the form (5.12), with i¯ = (i1, . . . , in+2) ∈ {0, 1}n+2 and |¯i| = n − 1. Then,
SI(n+ 1)g(ω) vanishes.
Since the handling of the Stasheff identities SI(N)g with N ≥ 6 odd is quite
involved, we will further separate into two cases, Lemmas 5.8 and 5.9.
The Stasheff identities SI(N) with odd parameter N > 5 and ` = 0.
Lemma 5.8. Assume the same hypotheses as in Theorem 5.1. We use the notation intro-
duced in Subsubsection 5.3.2. Let n ≥ 6 be an even integer and let ω ∈ Bi¯ be an element
of the form (5.12), with i¯ = (i1, . . . , in+2) ∈ {0, 1}n+2 and |¯i| = n − 1. Suppose further
that ` = 0. Then, SI(n+ 1)g(ω) vanishes.
Proof. The fact that m2j is acceptable for every integer j ≥ 2 tells us that the term
g◦ ((mn+2−2k ◦ (id⊗r⊗m2k⊗ id⊗(n+1−r−2k)))⊗ id)(ω) of SI(n+1)g(ω) vanishes for
all r ∈ J0, n+ 1−2kK\{1} and all k ∈ J2, (n−2)/2K. Analogously, the acceptability
of mn tells us that g ◦ ((mn ◦ (id⊗r ⊗ m2 ⊗ id⊗(n−r−1))) ⊗ id)(ω) vanishes for all
r ∈ J2, n − 1K, as well as g ◦ ((m2 ◦ (mn ⊗ id)) ⊗ id)(ω) = 0. With respect to the
term g ◦ ((mn+2−2k ◦ (id⊗m2k ⊗ id⊗(n−2k)))⊗ id)(ω) for k ∈ J2, (n− 2)/2K, we see
that m2k has either two arguments in A or only one argument. In the first case, the
term g ◦ ((mn+2−2k ◦ (id⊗m2k ⊗ id⊗(n−2k)))⊗ id)(ω) vanishes because mn+2−2k is
acceptable, whereas in the latter the evaluation of m2k already vanishes, because
m2k is acceptable. If `′ = 0, the acceptability of mn implies that the remaining
terms of SI(n+ 1)g(ω) vanish as well. We will thus assume that `
′ ≥ 1. In this case,
SI(n+ 1)g(ω) reduces to
− g(a.mn(b, tg1, . . . , tg`′ , c, th1, . . . , th`′′−1), th`′′)
+ g
(
mn(ab, tg1, . . . , tg`′ , c, th1, . . . , th`′′−1), th`′′
)
− g(mn(a, b · tg1, . . . , tg`′ , c, th1, . . . , th`′′−1), th`′′). (5.24)
Let
α = C`′,`′′
`′−1∏
i=2
gi(1A)
`′′−1∏
i=2
hi(1A).
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If `′ = 1, then `′′ = n− 2 ≥ 4, and (5.24) gives
α
[
− (g1(c)h1(1A)h`′′(ab) + g1(b)h1(c)h`′′(a)− g1(cb)h1(1A)h`′′(a)
− g1(1A)h1(c)h`′′(ab)
)
+
(
g1(c)h1(1A)h`′′(ab) + g1(ab)h1(c)h`′′(1A)
− g1(cab)h1(1A)h`′′(1A)− g1(1A)h1(c)h`′′(ab)
)− (g1(ab)h1(c)h`′′(1A)
+ g1(cb)h1(1A)h`′′(a)− g1(cab)h1(1A)h`′′(1A)− g1(b)h1(c)h`′′(a)
)]
= 0.
If `′ > 1 but `′′ = 1, (5.24) gives
α
[
− (g1(1A)g`′(c)h1(ab) + g1(b)g`′(1A)h1(ac)− g1(b)g`′(c)h1(a)
− g1(1A)g`′(1A)h1(abc)
)
+
(
g1(1A)g`′(c)h1(ab) + g1(ab)g`′(1A)h1(c)
− g1(ab)g`′(c)h1(1A)− g1(1A)g`′(1A)h1(abc)
)− (g1(ab)g`′(1A)h1(c)
+ g1(b)g`′(c)h1(a)− g1(ab)g`′(c)h1(1A)− g1(b)g`′(1A)h1(ac)
)]
= 0.
Finally, if `′, `′′ > 1, then (5.24) gives
α
[
− (g1(1A)g`′(c)h1(1A)h`′′(ab) + g1(b)g`′(1A)h1(c)h`′′(a)− g1(b)g`′(c)h1(1A)h`′′(a)
− g1(1A)g`′(1A)h1(c)h`′′(ab)
)
+
(
g1(1A)g`′(c)h1(1A)h`′′(ab) + g1(ab)g`′(1A)h1(c)h`′′(1A)
− g1(ab)g`′(c)h1(1A)h`′′(1A)− g1(1A)g`′(1A)h1(c)h`′′(ab)
)− (g1(ab)g`′(1A)h1(c)h`′′(1A)
+ g1(b)g`′(c)h1(1A)h`′′(a)− g1(ab)g`′(c)h1(1A)h`′′(1A)− g1(b)g`′(1A)h1(c)h`′′(a)
)]
= 0.
The lemma is thus proved. 
The Stasheff identities SI(N) with odd parameter N > 5 and ` > 0. The aim of
this last paragraph is to ascertain the next result, which completes our proof of the
Stasheff identities for ∂A.
Lemma 5.9. Assume the same hypotheses as in Theorem 5.1. We use the notation intro-
duced in Subsubsection 5.3.2. Let n ≥ 6 be an even integer and let ω ∈ Bi¯ be an element
of the form (5.12), with i¯ = (i1, . . . , in+2) ∈ {0, 1}n+2 and |¯i| = n − 1. Suppose that
` ≥ 1. Then, SI(n+ 1)g(ω) vanishes.
The proof will require some preparations, namely Facts 5.10, 5.11, 5.12, 5.13,
5.14 and 5.15, that we will now provide. Note that `′′ > 1, since `′′ = 1 implies
` = `′ = 1 but `+`′+`′′ = n−1 ≥ 5, and note as well that `+`′+2 = n+1−`′′ ≤ n−1.
To simplify some expressions appearing in the sequel, set
κ(Ω) =
`−1∏
i=2
fi(1A)
`′−1∏
i=2
gi(1A)
`′′−1∏
i=2
hi(1A). (5.25)
Define the element SI(n+ 1)2,n
g
(ω) by
n−1∑
r=0
(−1)rg
((
mn ◦ (id⊗r ⊗m2 ⊗ id⊗(n−r−1))
)⊗ id)(ω)
+g
((
m2 ◦ (mn ⊗ id)
)⊗ id)(ω)− g((m2 ◦ (id⊗mn))⊗ id)(ω).
(5.26)
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Notice that the terms in (5.26) with r ∈ J0, n− 1K \ {0, `, `+ 1, `+ `′ + 1, `+ `′ + 2}
vanish, since the product in ∂A of two elements of A#[−1] vanishes. Moreover, by
a degree argument the first term of the second line of (5.26) also vanishes. Hence,
SI(n+ 1)2,n
g
(ω) reduces to
− g(mn(tf1, . . . , tf`, b, tg1, . . . , tg`′ , c, th1, . . . , th`′′−1), th`′′ · a)
+ g
(
mn(a · tf1, tf2, . . . , tf`, b, tg1, . . . , tg`′ , c, th1, . . . , th`′′−1), th`′′
)
+ (−1)`g(mn(a, tf1, . . . , tf`−1, tf` · b, tg1, . . . , tg`′ , c, th1, . . . , th`′′−1), th`′′)
− (−1)`g(mn(a, tf1, . . . , tf`, b · tg1, tg2, . . . , tg`′ , c, th1, . . . , th`′′−1), th`′′)
− (−1)`+`′g(mn(a, tf1, . . . , tf`, b, tg1, . . . , tg`′−1, tg`′ · c, th1, . . . , th`′′−1), th`′′)
+ (−1)`+`′g(mn(a, tf1, . . . , tf`, b, tg1, . . . , tg`′ , c · th1, th2, . . . , th`′′−1), th`′′).
(5.27)
Set
β`,`
′,`′′ =
(
C`′,`′′+` − (−1)`C`′′,`+`′ + (−1)`+`′C`,`′+`′′
)
κ(Ω), (5.28)
where κ(Ω) was defined in (5.25). Using (5.5) in (5.27), a long but easy computation
tells us that SI(n+ 1)2,n
g
(ω) is given by β`,`
′,`′′E`,`
′,`′′ , where E`,`
′,`′′ is given by
− (f1(b)g1(c)h1(1A) + f1(1A)g1(b)h1(c)
− f1(b)g1(1A)h1(c)− f1(1A)g1(cb)h1(1A)
)
h`′′(a)
+
(
f1(ba)g1(c)h1(1A) + f1(a)g1(b)h1(c)
− f1(ba)g1(1A)h1(c)− f1(a)g1(cb)h1(1A)
)
h`′′(1A)
(5.29)
if ` = `′ = 1, by
−
((
f1(b)g1(1A)− f1(1A)g1(b)
)
h`′′(a)−
(
f1(ba)g1(1A)− f1(a)g1(b)
)
h`′′(1A)
)
(
g`′(c)h1(1A)− g`′(1A)h1(c)
)
if ` = 1, `′ > 1, and by(
f1(a)h`′′(1A)− f1(1A)h`′′(a)
)(
f`(b)g1(1A)− f`(1A)g1(b)
)(
g`′(c)h1(1A)− g`′(1A)h1(c)
) (5.30)
if ` > 1.
Define the element SI(n+ 1) 6=2,n
g
(ω) by
n−2
2∑
k=2
n−2k+1∑
r=0
(−1)rg
((
mn−2k+2 ◦ (id⊗r ⊗m2k ⊗ id⊗(n−r−2k+1))
)⊗ id)(ω).
It is clear that SI(n + 1)g(ω) = SI(n + 1)
2,n
g
(ω) + SI(n + 1)6=2,n
g
(ω). Moreover, by
the acceptability of m2k for k ∈ J2, (n − 2)/2K and the fact that is 1A-normalized,
we see that the terms of SI(n + 1)6=2,n
g
(ω) corresponding to indices not appearing
in the following list vanish:
(T1) r = 0 or r = 1, and 2k ∈ J`+ 2, `+ `′ + 1K;
(T2) r ∈ J2, `K and 2k ∈ J` + `′ + 2 − r, ` + `′ + 3 − rK (note that there is only one
value of k for every value of r, and this item is nonvoid if ` > 1);
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(T3) r = `+ 1 and 2k ∈ J`′ + 2, `′ + `′′ + 1K;
(T4) r = `+ 2 and 2k ∈ J`′ + 2, `′ + `′′K.
We let the reader check that the lower and upper limits for 2k in the previous list
always imply that 2k ∈ J4, n− 2K.
To facilitate the handling of our expressions we will consider the functions
p, i : Z → {0, 1} defined by p(j) + i(j) = 1 for all j ∈ Z, p(j) = 0 if j is even
and p(j) = 1 if j is odd. We shall also write pj and ij instead of p(j) and i(j),
respectively. We also recall that, given x ∈ R, bxc = sup{n ∈ Z : n ≤ x} is the floor
function, and dxe = −b−xc is the ceiling function.
To simplify our notation, set γ`,`
′,`′′
j,0 as
g
(
mn−`−2j+2−p`
(
m`+2j+p`(a,tf1, . . . , tf`, b, tg1, . . . , tg2j−2+p`),
tg2j−1+p` , . . . , tg`′ , c, th1, . . . , th`′′−1
)
, th`′′
) (5.31)
for j ∈ J1, b`′/2c+ i` p`′K, γ`,`′,`′′j,1 as
g
(
mn−`−2j+2−p`
(
a,m`+2j+p`(tf1, . . . , tf`, b, tg1, . . . , tg2j−1+p`),
tg2j+p` , . . . , tg`′ , c, th1, . . . , th`′′−1
)
, th`′′
) (5.32)
for j ∈ J1, b`′/2c+ i` p`′K, γ`,`′,`′′j,`+1 as
g
(
mn−`′−2j+2−p`′
(
a, tf1, . . . , tf`,m`′+2j+p`′ (b, tg1, . . . , tg`′ , c, th1, . . . , th2j−2+p`′ ),
th2j−1+p`′ , . . . , th`′′−1
)
, th`′′
)
(5.33)
for j ∈ J1, b`′′/2c+ i` ′p`′′K, and γ`,`′,`′′j,`+2 as
g
(
mn−`′−2j+2−p`′
(
a, tf1, . . . , tf`, b,m`′+2j+p`′ (tg1, . . . , tg`′ , c, th1, . . . , th2j−1+p`′ ),
th2j+p`′ , . . . , th`′′−1
)
, th`′′
)
(5.34)
for j ∈ J1, b`′′/2c+ i` ′p`′′ −p`′−`′′K.
For ` > 1 and r ∈ J2, `K we also define γ`,`′,`′′r as
g
(
mr+`′′+1
(
a, tf1, . . . , tfr−1,m`+`′+2−r(tfr, . . . , tf`, b, tg1, . . . , tg`′),
c, th1, . . . , th`′′−1
)
, th`′′
) (5.35)
if `+ `′ − r is even, and as
g
(
mr+`′′
(
a, tf1, . . . , tfr−1,m`+`′+3−r(tfr, . . . , tf`, b, tg1, . . . , tg`′ , c),
th1, . . . , th`′′−1
)
, th`′′
) (5.36)
if `+ `′ − r is odd.
Define SI(n+ 1)f
g
(ω) to be
1∑
r=0
b(`+`′+1)/2c∑
k=d(`+2)/2e
(−1)rg
((
mn−2k+2 ◦ (id⊗r ⊗m2k ⊗ id⊗(n−r−2k+1))
)⊗ id)(ω),
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SI(n+ 1)m
g
(ω) to be
∑`
r=2
(−1)rg
((
m`′′+r+1−p`−`′−r ◦ (id
⊗r ⊗m`+`′−r+2+p`−`′−r ⊗ id
⊗(`′′−p`−`′−r))
)⊗ id)(ω),
and SI(n+ 1)l
g
(ω) to be
`+2∑
r=`+1
b(`′+`′′+δr,`+1)/2c∑
k=d(`′+2)/2e
(−1)rg
((
mn−2k+2 ◦ (id⊗r ⊗m2k ⊗ id⊗(n−r−2k+1))
)⊗ id)(ω),
i.e. SI(n + 1)f
g
(ω) is the sum of the terms in SI(n + 1) 6=2,n
g
(ω) corresponding to the
case (T1), SI(n+ 1)m
g
(ω) is the sum of the terms in SI(n+ 1) 6=2,n
g
(ω) corresponding
to the case (T2), and SI(n + 1)l
g
(ω) is the sum of the terms in SI(n + 1)6=2,n
g
(ω)
corresponding to the cases (T3) and (T4). As a consequence,
SI(n+ 1) 6=2,n
g
(ω) = SI(n+ 1)f
g
(ω) + SI(n+ 1)m
g
(ω) + SI(n+ 1)l
g
(ω).
Moreover, using definitions (5.31)-(5.36), SI(n+ 1)f
g
(ω) is given by
b`′/2c+i` p`′−p`−`′∑
j=1
(
γ`,`
′,`′′
j,0 − γ`,`
′,`′′
j,1
)
+p`−`′
(
γ`,`
′,`′′
b`′/2c+i` p`′ ,0 − γ
`,`′,`′′
b`′/2c+i` p`′ ,1
)
,
(5.37)
whereas SI(n+ 1)m
g
(ω) is given by
p`−`′γ
`,`′,`′′
2 + (−1)p`−`′
b`/2c−1+p`p`′∑
j=1
(
γ`,`
′,`′′
2j+p`−`′
− γ`,`′,`′′2j+p`−`′+1
)
+ (−1)` i` ′γ`,`′,`′′` ,
(5.38)
and SI(n+ 1)l
g
(ω) is given by
− (−1)`
( b`′′/2c+i` ′p`′′−p`′−`′′∑
j=1
(
γ`,`
′,`′′
j,`+1 − γ`,`
′,`′′
j,`+2
)
+p`′−`′′γ
`,`′,`′′
b`′′/2c+i` ′p`′′ ,`+1
)
.
(5.39)
Fact 5.10. Assume the terminology we introduced in Subsubsection 5.3.2 and after Lemma
5.9. Set δ¯`,`
′,`′′
0 = C1,`′′C`,`′κ(Ω), where κ(Ω) was defined in (5.25). Then, SI(n+1)
f
g
(ω)
is given by
p`−`′ δ¯
`,`′,`′′
0 Σ˜
`,`′,`′′
f (Ω)h1(1A)
+
b`′/2c+i` p`′∑
j=1
β¯`,`
′,`′′
j,f Σ
`,`′,`′′
j,f (Ω)
(
g`′(c)h1(1A)− g`′(1A)h1(c)
)
,
(5.40)
where
β¯`,`
′,`′′
j,f = C`′−2j+2−p`,`′′C`,2j−1+p`κ(Ω),
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Σ`,`
′,`′′
j,f (Ω) is given by
f1(b)g1(1A)h`′′(a) + f1(a)g1(b)h`′′(1A)
−f1(ba)g1(1A)h`′′(1A)− f1(1A)g1(b)h`′′(a), if ` = 1;
−(f1(a)h`′′(1A)− f1(1A)h`′′(a))(f`(b)g1(1A)− f`(1A)g1(b)), if ` > 1 odd, or
` > 1 even and j > 1;
g1(1A)
(
f1(a)f`(1A)h`′′(b) + f1(1A)f`(b)h`′′(a)
−f1(a)f`(b)h`′′(1A)− f1(1A)f`(1A)h`′′(ab)
)
, if ` even and j = 1;
and Σ˜`,`
′,`′′
f (Ω) is given by
(
f1(ba)g1(1A)g`′(c) + f1(ca)g1(b)g`′(1A)
−f1(a)g1(b)g`′(c)− f1(bca)g1(1A)g`′(1A)
)
h`′′(1A)
+
(
f1(bc)g1(1A)g`′(1A) + f1(1A)g1(b)g`′(c)
−f1(b)g1(1A)g`′(c)− f1(c)g1(b)g`′(1A)
)
h`′′(a), if ` = 1,[(
f1(a)g`′(c)− f1(ca)g`′(1A)
)
h`′′(1A)−
(
f1(1A)g`′(c)− f1(c)g`′(1A)
)
h`′′(a)
]
(
f`(b)g1(1A)− f`(1A)g1(b)
)
, if ` > 1.
Proof. Using definition (5.5) for mn−`−2j+2−p` in (5.31)-(5.32), the cyclicity of the
higher operations and the fact they are 1A-normalized, we see that γ
`,`′,`′′
j,0 −γ`,`
′,`′′
j,1
equals
β`,`
′,`′′
j,f g
(
m`+2j+p`(a, tf1, . . . , tf`, b, tg1, . . . , tg2j−2+p`), th`′′
)(
g`′(c)h1(1A)−g`′(1A)h1(c)
)
,
(5.41)
for all j ∈ {1, . . . , b`′/2c+ i` p`′ −p`−`′}, where
β`,`
′,`′′
j,f = C`′−2j+2−p`,`′′
`′−1∏
i=2j−1+p`
gi(1A)
`′′−1∏
i=2
hi(1A).
Using definition (5.5) for m`+2j+p` , we see that (5.41) is given by
β¯`,`
′,`′′
j,f Σ
`,`′,`′′
j,f (Ω)
(
g`′(c)h1(1A)− g`′(1A)h1(c)
)
, (5.42)
for all j ∈ {1, . . . , b`′/2c+ i` p`′ −p`−`′}.
If p`−`′ = 1, using definition (5.5) for mn−`−2j+2−p` , we see that γ
`,`′,`′′
b`′/2c+i` p`′ ,0
is written as a sum of four nonzero terms, whereas γ`,`
′,`′′
b`′/2c+i` p`′ ,1 is written as a sum
of three nonzero terms. Moreover, one of the four terms of γ`,`
′,`′′
b`′/2c+i` p`′ ,0 cancels
one of the three terms of γ`,`
′,`′′
b`′/2c+i` p`′ ,1, and two of the remaining three nonzero
terms of γ`,`
′,`′′
b`′/2c+i` p`′ ,0 give exactly (5.41) for j = b`
′/2c + i` p`′ , so (5.42) for that
value of j. The remaining three nonzero terms of γ`,`
′,`′′
b`′/2c+i` p`′ ,0−γ
`,`′,`′′
b`′/2c+i` p`′ ,1 give
δ0
(
− g(c.m`+`′+1(a, tf1, . . . , tf`, b, tg1, . . . , tg`′−1), tg`′)h`′′(1A)
+ g
(
m`+`′+1(ca, tf1, . . . , tf`, b, tg1, . . . , tg`′−1), tg`′
)
h`′′(1A)
− g(m`+`′+1(c, tf1, . . . , tf`, b, tg1, . . . , tg`′−1), tg`′)h`′′(a)),
(5.43)
where
δ0 = C1,`′′
`′′−1∏
i=1
hi(1A).
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Finally, using definition (5.5) for m`+`′+1 in (5.43), we see that the latter ex-
pression is δ¯`,`
′,`′′
0 times Σ˜
`,`′,`′′
f (Ω)h1(1A). The claimed expression of SI(n+ 1)
f
g
(ω)
follows from (5.37) and the previous computations. 
Fact 5.11. Assume the terminology we introduced in Subsubsection 5.3.2 and after Lemma
5.9. Recall that δ¯`
′,`′′,`
0 = C1,`C`′,`′′κ(Ω), where κ(Ω) was defined in (5.25). Then,
SI(n+ 1)l
g
(ω) is precisely
b`′′/2c∑
j=1
β¯1,`
′,`′′
j,l
(
Σ1,`
′,`′′
j,l (Ω)h`′′(a)− Σ1,`
′,`′′
j,l (Ω
′′)h`′′(1A)
)
(5.44)
if ` = 1, and
(−1)`+1
(
p`′−`′′ δ¯
`′,`′′,`
0 f`(1A)Σ˜
`,`′,`′′
l (Ω)
+
b`′′/2c+i` ′p`′′∑
j=1
β¯`,`
′,`′′
j,l Σ
`,`′,`′′
j,l (Ω)
(
f1(1A)h`′′(a)− f1(a)h`′′(1A)
)) (5.45)
if ` > 1, where
β¯`,`
′,`′′
j,l = C`,`′′−2j+2−p`′C`′,2j−1+p`′κ(Ω),
Ω′′ is given by
(1A, a · tf1, tf2, . . . , tf`, b, tg1, . . . , tg`′ , c, th1, . . . , th`′′),
Σ`,`
′,`′′
j,l (Ω) is given by
f`(b)g1(c)h1(1A) + f`(1A)g1(b)h1(c)
−f`(1A)g1(cb)h1(1A)− f`(b)g1(1A)h1(c), if `′ = 1;
(
f`(b)g1(1A)− f`(1A)g1(b)
)(
g`′(c)h1(1A)− g`′(1A)h1(c)
)
, if `′ > 1 odd, or
`′ even and j > 1;(
f`(b)g1(1A)g`′(c) + f`(c)g1(b)g`′(1A)
−f`(bc)g1(1A)g`′(1A)− f`(1A)g1(b)g`′(c)
)
h1(1A), if `′ even and j = 1;
and Σ˜`,`
′,`′′
l (Ω) is given by[
f1(a)
(
g1(1A)h`′′(b)− g1(b)h`′′(1A)
)− f1(1A)(g1(1A)h`′′(ab)− g1(b)h`′′(a))](
g`′(c)h1(1A)− g`′(1A)h1(c)
)
.
Proof. From definition (5.5) for mn−`′−2j+2−p`′ in (5.33)-(5.34), the cyclicity of the
higher operations and the fact they are 1A-normalized, we see that γ
`,`′,`′′
j,`+1 −γ`,`
′,`′′
j,`+2
equals
(
f1
(
m`′+2j+p`′ (b, tg1, . . . , tg`′ , c, th1, . . . , th2j−2+p`′ )
)
h`′′(a)
−f1
(
m`′+2j+p`′ (b, tg1, . . . , tg`′ , c, th1, . . . , th2j−2+p`′ )a
)
h`′′(1A)
)
β1,`
′,`′′
j,l , if ` = 1,
f`
(
m`′+2j+p`′ (b, tg1, . . . , tg`′ , c, th1, . . . , th2j−2+p`′ )
)(
f1(1A)h`′′(a)− f1(a)h`′′(1A)
)
β`,`
′,`′′
j,l , if ` > 1,
(5.46)
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for all j ∈ {1, . . . , b`′′/2c+ i` ′p`′′ −p`′−`′′}, where
β`,`
′,`′′
j,l = C`,`′′−2j+2−p`′
`−1∏
i=2
fi(1A)
`′′−1∏
i=2j−1+p`′
hi(1A).
Using definition (5.5) for m`′+2j+p`′ , we see that (5.46) is given by
(
Σ1,`
′,`′′
j,l (Ω)h`′′(a)− Σ1,`
′,`′′
j,l (Ω
′′)h`′′(1A)
)
β¯1,`
′,`′′
j,l , if ` = 1,
Σ`,`
′,`′′
j,l (Ω)
(
f1(1A)h`′′(a)− f1(a)h`′′(1A)
)
β¯`,`
′,`′′
j,l , if ` > 1,
(5.47)
for all j ∈ {1, . . . , b`′′/2c+ i` ′p`′′ −p`′−`′′}.
If p`′−`′′ = 1, definition (5.5) for mn−`′−2j+2−p`′ tells us that γ
`,`′,`′′
b`′′/2c+i` ′p`′′ ,`+1
is written as a sum of four nonzero terms. Note that in this case we can assume
that ` ≥ 1 is even. Indeed, since ` + `′ + `′′ = n − 1 is odd, `′ and `′′ must have
the same parity if ` is odd, i.e. p`′−`′′ = 0 if ` is odd. Moreover, two of the four
nonzero terms give exactly (5.46) for j = b`′′/2c+ i` ′p`′′ , so (5.47) for that value of
j. The remaining two nonzero terms of γ`,`
′,`′′
b`′′/2c+i` ′p`′′ ,`+1 give
ξ
(
f1(a)g
(
m`′+`′′+1(b, tg1, . . . , tg`′ , c, th1, . . . , th`′′−1), th`′′
)
− f1(1A)g
(
a.m`′+`′′+1(b, tg1, . . . , tg`′ , c, th1, . . . , th`′′−1), th`′′
))
,
(5.48)
where
ξ = C1,`
∏`
i=2
fi(1A).
Using definition (5.5) for m`′+`′′+1 in (5.48), we see that the latter expression is
δ¯`
′,`′′,`
0 times f`(1A)Σ˜
`,`′,`′′
l (Ω). Note that we have used that `
′, `′′ ≥ ` ≥ 2. The
claimed expression of SI(n + 1)l
g
(ω) follows from (5.39) and the previous compu-
tations. 
Fact 5.12. Assume the terminology we introduced in Subsubsection 5.3.2 and after Lemma
5.9. Suppose further that ` > 1. Recall that δ¯`,`
′,`′′
0 = C1,`′′C`,`′κ(Ω), where κ(Ω) was
defined in (5.25). Then, SI(n+ 1)m
g
(ω) is given by
−p`−`′ δ¯`,`
′,`′′
0 Σ˜
`,`′,`′′
f (Ω)h1(1A)
+ (−1)p`−`′
b`/2c−1+p`p`′∑
j=i` −`′
β¯`,`
′,`′′
j,m Σ
`,`′,`′′
m (Ω)
(
f1(1A)h`′′(a)− f1(a)h`′′(1A)
)
+ (−1)` i` ′ β¯`,`′,`′′1,l Σ`,`
′,`′′
1,l (Ω)
(
f1(1A)h`′′(a)− f1(a)h`′′(1A)
)
,
(5.49)
where
β¯`,`
′,`′′
j,m = C2j+p`−`′ ,`′′C`′,`−2j+1−p`−`′κ(Ω),
Σ`,`
′,`′′
m (Ω) is given by(
f`(b)g1(1A)− f`(1A)g1(b)
)(
g`′(c)h1(1A)− g`′(1A)h1(c)
)
,
and Σ˜`,`
′,`′′
f (Ω), β¯
`,`′,`′′
1,l and Σ
`,`′,`′′
1,l (Ω) were defined in Facts 5.10 and 5.11, respectively.
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Proof. Using (5.5) for mr+`′′+i` +`′−r in (5.35)-(5.36), the cyclicity of the higher op-
erations and the fact they are 1A-normalized, we see that γ
`,`′,`′′
2j+p`−`′
− γ`,`′,`′′2j+p`−`′+1
equals
β`,`
′,`′′
j,m g
(
mn−`′′+1−2j−p`−`′ (tf2j+1+p`−`′ , . . . , tf`, b, tg1, . . . , tg`′ , c), th1
)(
f1(1A)h`′′(a)− f1(a)h`′′(1A)
)
,
(5.50)
for all j ∈ {1, . . . , b`/2c − 1 +p`p`′}, where
β`,`
′,`′′
j,m = C2j+p`−`′ ,`′′
2j+p`−`′∏
i=2
fi(1A)
`′′−1∏
i=2
hi(1A).
From definition (5.5) for mn−`′′+1−2j−p`−`′ we see that (5.50) is given by
β¯`,`
′,`′′
j,m Σ
`,`′,`′′
m (Ω)
(
f1(1A)h`′′(a)− f1(a)h`′′(1A)
)
, (5.51)
for all j ∈ {1, . . . , b`/2c− 1 +p`p`′}. Note that we have used that `′ ≥ ` ≥ 2 in this
case.
If p`−`′ = 1, from definition (5.5) for m2+`′′ , we see that γ
`,`′,`′′
2 is written as
a sum of four nonzero terms. Two of the these nonzero terms give exactly minus
(5.50) for j = 0, so minus (5.51) for that value of j, and the remaining two nonzero
terms are precisely
θ
(
g
(
m`+`′+1(tf2, . . . , tf`, b, tg1, . . . , tg`′ , c), tf1
)
h`′′(a)
− g(m`+`′+1(tf2, . . . , tf`, b, tg1, . . . , tg`′ , c).a, tf1)h`′′(1A)), (5.52)
where
θ = C1,`′′
`′′−1∏
i=1
hi(1A).
Using definition (5.5) for m`+`′+1, we obtain that (5.52) gives minus δ¯
`,`′,`′′
0 times
Σ˜`,`
′,`′′
f (Ω)h1(1A). Note that the first term of (5.52) is the opposite of the last term
of (5.43).
On the other hand, if `′ is even, from definition (5.5) for m`+`′′+1, we see that
γ`,`
′,`′′
` is precisely
β¯`,`
′,`′′
1,l Σ
`,`′,`′′
1,l (Ω)
(
f1(1A)h`′′(a)− f1(a)h`′′(1A)
)
.
The claimed expression of SI(n+1)m
g
(ω) follows from (5.38) and the previous com-
putations. 
Combining the previous facts we obtain the following result.
Fact 5.13. Assume the terminology we introduced in Subsubsection 5.3.2 and after Lemma
5.9. Suppose that `, `′, `′′ are odd. Then, SI(n + 1)g(ω) = 0 (for `, `
′, `′′ fixed as above,
and any ω) if and only if
C`′,`′′+` + C`′′,`′+` + C`,`′+`′′
=
b`′/2c∑
j=1
C`,2jC`′′,`′−2j+1 +
b`′′/2c∑
j=1
C`,`′′−2j+1C`′,2j +
b`/2c∑
j=1
C`′′,2jC`′,`−2j+1.
(5.53)
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Proof. Recall that, by definition, SI(n + 1)2,n
g
(ω) = β`,`
′,`′′E`,`
′,`′′ , where β`,`
′,`′′ is
given in (5.28), E`,`
′,`′′ in (5.29)-(5.30) and κ(Ω) in (5.25).
Assume first that ` = `′ = 1. Facts 5.10-5.12 tell us that SI(n + 1)f
g
(ω) and
SI(n+ 1)m
g
(ω) vanish, as well as
SI(n+ 1)l
g
(ω) = −
( n/2−2∑
j=1
C1,n−2−2jC1,2j
)
κ(Ω)E1,1,`
′′
,
whereas (5.28) gives
SI(n+ 1)2,n
g
(ω) =
(
C2,n−3 + 2C1,n−2
)
κ(Ω)E1,1,`
′′
.
This implies that SI(n+ 1)g(ω) = 0 (for ` = `
′ = 1 and any ω) is equivalent to
C2,n−3 + 2C1,n−2 =
n/2−2∑
j=1
C1,n−2−2jC1,2j ,
which gives (5.53) in this case.
Assume now that ` = 1 and `′ > 1 is odd. Fact 5.12 tells us that SI(n + 1)m
g
(ω)
vanishes, whereas Facts 5.10-5.11 imply that
SI(n+ 1)f
g
(ω) = −
( b`′/2c∑
j=1
C1,2jC`′′,`′−2j+1
)
κ(Ω)E1,`
′,`′′
and
SI(n+ 1)l
g
(ω) = −
( b`′′/2c∑
j=1
C1,`′′−2j+1C`′,2j
)
κ(Ω)E1,`
′,`′′ ,
whereas (5.28) gives
SI(n+ 1)2,n
g
(ω) =
(
C`′,`′′+1 + C`′′,`′+1 + C1,`′+`′′
)
κ(Ω)E1,`
′,`′′ .
This implies that SI(n + 1)g(ω) = 0 (for ` = 1 and `
′ > 1 odd, and any ω) is
tantamount to
C`′,`′′+1 + C`′′,`′+1 + C1,`′+`′′ =
b`′/2c∑
j=1
C1,2jC`′′,`′−2j+1 +
b`′′/2c∑
j=1
C1,`′′−2j+1C`′,2j ,
which gives (5.53) in this case.
Assume finally that `, `′, `′′ > 1 are odd. A direct computation using Facts 5.10,
5.11 and 5.12 shows that
SI(n+ 1) 6=2,n
g
(ω) = −κ(Ω)E`,`′,`′′( b`′/2c∑
j=1
C`,2jC`′′,`′−2j+1 +
b`′′/2c∑
j=1
C`,`′′−2j+1C`′,2j +
b`/2c∑
j=1
C`′,`−2j+1C`′′,2j
)
,
whereas (5.28) gives
SI(n+ 1)2,n
g
(ω) =
(
C`′,`′′+` + C`′′,`′+` + C`,`′+`′′
)
κ(Ω)E`,`
′,`′′ .
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This implies that SI(n + 1)g(ω) = 0 (for `, `
′, `′′ > 1 odd, and any ω) is equivalent
to
C`′,`′′+` + C`′′,`′+` + C`,`′+`′′
=
b`′/2c∑
j=1
C`,2jC`′′,`′−2j+1 +
b`′′/2c∑
j=1
C`,`′′−2j+1C`′,2j +
b`/2c∑
j=1
C`′′,2jC`′,`−2j+1.

Fact 5.14. Assume the terminology we introduced in Subsubsection 5.3.2 and after Lemma
5.9. Suppose that two parameters among `, `′, `′′ are even and the other is odd. Let `1 and
`2 be the two even parameter and `3 be the odd one. Then, SI(n+ 1)g(ω) = 0 (for `, `
′, `′′
fixed as above, and any ω) if and only if
C`1,`2+`3 − C`3,`1+`2 + C`2,`1+`3
=
b`2/2c∑
j=1
C`1,2j−1C`3,`2−2j+2 −
b`3/2c+1∑
j=1
C`1,`3−2j+2C`2,2j−1 +
b`1/2c∑
j=1
C`2,2j−1C`3,`1−2j+2.
(5.54)
Proof. Recall that, by definition, SI(n + 1)2,n
g
(ω) = β`,`
′,`′′E`,`
′,`′′ , where β`,`
′,`′′ is
given in (5.28), E`,`
′,`′′ in (5.29)-(5.30) and κ(Ω) in (5.25).
Suppose first that ` = 1 and `′ > 1 is even, so `′′ is also even. Fact 5.12 tells us
that SI(n + 1)m
g
(ω) = 0. Moreover, one can easily check that the term in the first
line of (5.40) coincides with minus the term indexed by j = 1 in the sum in (5.44).
Using Facts 5.10 and 5.11 we see that
SI(n+ 1) 6=2,n
g
(ω) = −
( b`′/2c∑
j=1
C1,2jC`′′,`′−2j+1 +
b`′′/2c∑
j=2
C1,`′′−2j+2C`′,2j−1
)
κ(Ω)E1,`
′,`′′ ,
whereas (5.28) gives
SI(n+ 1)2,n
g
(ω) =
(
C`′,`′′+1 + C`′′,`′+1 − C1,`′+`′′
)
κ(Ω)E1,`
′,`′′ .
This implies that SI(n + 1)g(ω) = 0 (for ` = 1 and `
′ > 1 even, and any ω) is
tantamount to
C`′,`′′+1 + C`′′,`′+1 − C1,`′+`′′ =
b`′/2c∑
j=1
C1,2jC`′′,`′−2j+1 +
b`′′/2c∑
j=2
C1,`′′−2j+2C`′,2j−1,
(5.55)
which coincides with (5.54) for `1 = `′, `2 = `′′ and `3 = 1. Indeed, reindexing the
first sum in the right member of (5.55) by sending `′ − 2j + 1 to 2j − 1, we obtain
the third sum in the right member of (5.54). Moreover, by adding and subtracting
to the right member of (5.55) the summand indexed by j = 1 of the second sum
of the right member of (5.55), we obtain precisely the first and second sums in the
right member of (5.54).
Assume now that `, `′ > 1 are even. It is clear that the term indexed by j = 1
in the sum in the second line of (5.45) is minus the term of the third line of (5.49).
Moreover, the sum of the term indexed by j = 1 in the sum of the second line of
(5.40), and the term in the first line of (5.45) gives exactly
−κ(Ω)C1,`C`′,`′′E`,`′,`′′ .
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Then, a direct computation using Facts 5.10-5.12 shows that
SI(n+ 1) 6=2,n
g
(ω) = −κ(Ω)E`,`′,`′′( b`′/2c∑
j=1
C`,2j−1C`′′,`′−2j+2 −
b`′′/2c+1∑
j=2
C`,`′′−2j+2C`′,2j−1 +
b`/2c−1∑
j=1
C`′,`−2j+1C`′′,2j
)
,
whereas (5.28) gives
SI(n+ 1)2,n
g
(ω) =
(
C`′,`′′+` − C`′′,`′+` + C`,`′+`′′
)
κ(Ω)E`,`
′,`′′ .
This implies that SI(n+ 1)g(ω) = 0 (for `, `
′ > 1 even, and any ω) is equivalent to
C`′,`′′+` − C`′′,`′+` + C`,`′+`′′
=
b`′/2c∑
j=1
C`,2j−1C`′′,`′−2j+2 −
b`′′/2c+1∑
j=2
C`,`′′−2j+2C`′,2j−1 +
b`/2c−1∑
j=1
C`′,`−2j+1C`′′,2j ,
(5.56)
which coincides with (5.54) for `1 = `, `2 = `′ and `3 = `′′. Indeed, note that the
first sum of the right member of (5.56) coincides with the first sum of the right
member of (5.54). Now, add and subtract to the right member of (5.56) the sum-
mand indexed by j = b`/2c of the third sum of the right member of (5.56). Ab-
sorbing the negative added term in the second sum of the right member of (5.56),
the new second sum of the right member of (5.56) gives exactly the second sum of
the right member of (5.54). Finally, absorbing the positive added term in the third
sum of the right member of (5.56) and reindexing it by sending `− 2j+ 1 to 2j− 1,
we get precisely the third sum of the right member of (5.54).
Suppose now that ` > 1 is even and `′ > 1 is odd. It is clear that the term in the
first line of (5.40) is minus the term in the first line of (5.49). Moreover, by the same
reason as in the previous paragraph, the sum of the term indexed by j = 1 in the
sum of the second line of (5.40) and the term in the first line of (5.45) gives exactly
−κ(Ω)C1,`C`′,`′′E`,`′,`′′ .
Then, a direct computation using the previous facts shows that
SI(n+ 1) 6=2,n
g
(ω) = κ(Ω)E`,`
′,`′′
(
−
b`′/2c+1∑
j=1
C`,2j−1C`′′,`′−2j+2 +
b`′′/2c∑
j=1
C`,`′′−2j+1C`′,2j +
b`/2c−1∑
j=0
C`′,`−2jC`′′,2j+1
)
,
whereas (5.28) gives
SI(n+ 1)2,n
g
(ω) =
(
C`′,`′′+` − C`′′,`′+` − C`,`′+`′′
)
κ(Ω)E`,`
′,`′′ .
This implies that SI(n + 1)g(ω) = 0 (for ` > 1 even, `
′ > 1 odd, and any ω) is
tantamount to
C`,`′+`′′ + C`′′,`′+` − C`′,`′′+`
=
b`′′/2c∑
j=1
C`,`′′−2j+1C`′,2j −
b`′/2c+1∑
j=1
C`,2j−1C`′′,`′−2j+2 +
b`/2c−1∑
j=0
C`′,`−2jC`′′,2j+1
=
b`′′/2c∑
j=1
C`,2j−1C`′,`′′−2j+2 −
b`′/2c+1∑
j=1
C`,2j−1C`′′,`′−2j+2 +
b`/2c∑
j=1
C`′,`−2j+2C`′′,2j−1,
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where we have reindexed the third sum of the last member by replacing j by j−1,
and the first sum of the last member by replacing 2j by `′′ − 2j + 2. This coincides
with (5.54) for `1 = `′′, `2 = ` and `3 = `′.
Finally, assume that ` > 1 is odd and `′ > 1 is even. As in the previous case, the
term in the first line of (5.40) is minus the term in the first line of (5.49). Moreover,
the term indexed by j = 1 in the sum of the second line of (5.45) is minus the term
in the third line of (5.49). As a consequence,
SI(n+ 1) 6=2,n
g
(ω) = −κ(Ω)E`,`′,`′′( b`′/2c∑
j=1
C`,2jC`′′,`′−2j+1 +
b`′′/2c∑
j=2
C`,`′′−2j+2C`′,2j−1 −
b`/2c−1∑
j=0
C`′,`−2jC`′′,2j+1
)
,
whereas (5.28) gives
SI(n+ 1)2,n
g
(ω) =
(
C`′,`′′+` + C`′′,`′+` − C`,`′+`′′
)
κ(Ω)E`,`
′,`′′ .
This implies that SI(n + 1)g(ω) = 0 (for ` > 1 odd, `
′ > 1 even, and any ω) is
equivalent to
C`′,`′′+` + C`′′,`′+` − C`,`′+`′′
=
b`′/2c∑
j=1
C`,2jC`′′,`′−2j+1 −
b`/2c−1∑
j=0
C`′,`−2jC`′′,2j+1 +
b`′′/2c∑
j=2
C`,`′′−2j+2C`′,2j−1
=
b`′/2c∑
j=1
C`,`′−2j+2C`′′,2j−1 −
b`/2c∑
j=1
C`′,`−2j+2C`′′,2j−1 +
b`′′/2c∑
j=2
C`,`′′−2j+2C`′,2j−1,
(5.57)
where, in the second equality, we have reindexed the first sum of the second mem-
ber by changing 2j by `′ − 2j + 2, and also the second sum of the second member
by changing j by j − 1. It is clear that the last expression in (5.57) coincides with
(5.54) for `1 = `′, `2 = `′′ and `3 = `. Indeed, this follows from adding and sub-
tracting the summand indexed by j = 1 in the third sum of the last member of
(5.57), since the negative added term coincides exactly with the summand indexed
by j = b`/2c+ 1 in the second sum of the last member of (5.57). 
We can provide the following unified expression for the equations (5.53) and
(5.54). It follows directly from Facts 5.13 and 5.14.
Fact 5.15. Assume the terminology we introduced in Subsubsection 5.3.2 and after Lemma
5.9. Then, SI(n+ 1)g(ω) = 0 (for `, `
′, `′′ ∈ N such that `+ `′ + `′′ = n− 1 with n ≥ 6
even, and any ω as fixed before) if and only if
(−1)`+1C`,`′+`′′ + (−1)`′′+1C`′′,`′+` + (−1)`′+1C`′,`+`′′
= (−1)`′+1
b`′/2c+i` i` ′′∑
j=1
C`,2j−i` C`′′,`′−2j+1+i`
+ (−1)`′′+1
b`′′/2c+i` i` ′∑
j=1
C`′,2j−i` ′C`,`′′−2j+1+i` ′
+ (−1)`+1
b`/2c+i` ′ i` ′′∑
j=1
C`′′,2j−i` ′′C`′,`−2j+1+i` ′′ .
(5.58)
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Remark 5.16. Note that (5.58) coincides with (5.53) if all `, `′, `′′ are odd, but it is minus
(5.54) if there is only one parameter among `, `′, `′′ which is odd. Note that equations (5.58)
can a priori be defined for any triple (`, `′, `′′) ∈ N3 such that `+`′+`′′ = n−1, and n ≥ 6
is even. We will denote by Eq(`, `′, `′′) the identity given by (5.58), indexed by (`, `′, `′′).
The expression (5.58) easily tells us that Eq(`1, `2, `3) coincides with Eq(m1,m2,m3)
if {`1, `2, `3} = {m1,m2,m3}.
After these preparations we are now able to prove Lemma 5.9.
Proof of Lemma 5.9. By Fact 5.15, the expression SI(n+ 1)g(ω) in Lemma 5.9 (where
`, `′, `′′ ≥ 1) vanishes if and only if the constants Ci,j satisfy the identities (5.58). It
remains to prove that the latter are verified. To simplify our notation, we will write
n = 2(k + 1), with k ≥ 2. Recall that we will denote by Eq(`, `′, `′′) the identity
(5.58) indexed by (`, `′, `′′). To prove that Eq(`, `′, `′′) holds we will show that it
can obtained as a linear combination of the identities appearing in [7], Thm. 2.4.
Let a, b, c ∈ N0 such that a+b+c = 2k−1. We recall the identity on the Bernoulli
numbers appearing in [7], Thm. 2.4, that we will denote by Eq(a, b, c), which is of
the form
−µ0B2k = µk
2
B2k +
b(k−1)/2c∑
j=1
µ2jB2jB2k−2j , (5.59)
where µ2j = µ2j(a, b, c) is given by
(
2k
2j
)[
(−1)c
(
2k − 2j
c
) min(a,2j)∑
d=max(0,2j−b)
(−1)d
(
2j
d
)
+ (−1)c
(
2j
c
) min(a,2k−2j)∑
d=max(0,2k−2j−b)
(−1)d
(
2k − 2j
d
)
− (−1)a
(
2k − 2j
a
) min(c,2j)∑
d=max(0,2j−b)
(−1)d
(
2j
d
)
− (−1)a
(
2j
a
) min(c,2k−2j)∑
d=max(0,2k−2j−b)
(−1)d
(
2k − 2j
d
)]
,
(5.60)
for all j ∈ J0, bk/2cK. Note that n in [7], Thm. 2.4, coincides with 2k in our notation,
and the index k in [7], Thm. 2.4, is our 2j. Notice also that the first term of the right
member of (5.59) vanishes if k ≥ 2 is odd since Bk = 0 in that case.
We will first reduce the expression (5.60), to be able to handle it. We first denote
µ◦2j(a, b, c) the quotient of µ2j(a, b, c) by the binomial coefficient C(2k, 2j). Note
that (5.60) tells us directly that
µ◦0(a, b, c) = (−1)c
(
2k
c
)
− (−1)a
(
2k
a
)
. (5.61)
On the other hand, using (2.4) as well as the comments below it, together with
(2.5), we see that µ◦2j = µ
◦
2j(a, b, c) coincides with
(−1)a+c
{[(
2k − 2j
c
)(
2j − 1
a
)
−
(
2k − 2j − 1
c
)(
2j
a
)]
+
[(
2j
c
)(
2k − 2j − 1
a
)
−
(
2j − 1
c
)(
2k − 2j
a
)]}
+ (−1)b+c
{(
2k − 2j
c
)(
2j − 1
b
)
+
(
2j
c
)(
2k − 2j − 1
b
)}
− (−1)a+b
{(
2k − 2j
a
)(
2j − 1
b
)
+
(
2j
a
)(
2k − 2j − 1
b
)}
for all j ∈ J1, bk/2cK. Furthermore, applying (2.2) to the previous expression, we
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obtain that µ◦2j = µ
◦
2j(a, b, c) is given by
(−1)a+c
{(
2k − 2j − 1
c− 1
)[
2k − 2j
c
(
2j − 1
a
)
− 2k − 2j − c
c
(
2j
a
)]
+
(
2j − 1
c− 1
)[
2j
c
(
2k − 2j − 1
a
)
− 2j − c
c
(
2k − 2j
a
)]}
+ (−1)b+c
{(
2k − 2j − 1
c− 1
)(
2j − 1
b
)
2k − 2j
c
+
(
2j − 1
c− 1
)(
2k − 2j − 1
b
)
2j
c
}
− (−1)a+b
{(
2k − 2j − 1
b
)(
2j
a
)
+
(
2j − 1
b
)(
2k − 2j
a
)}
,
(5.62)
for all j ∈ J1, bk/2cK, whenever c > 0.
For later use, we let the reader check that
cµ◦0(a, b, c) + (b+ 1)µ
◦
0(a, c− 1, b+ 1)
= 2k
[
(−1)c
(
2k − 1
c− 1
)
− (−1)b
(
2k − 1
b
)
− (−1)a
(
2k − 1
a
)]
,
(5.63)
as well as
cµ◦2j(a, b, c) + (b+ 1)µ
◦
2j(a, c− 1, b+ 1)
= 2k
[
(−1)a+c
{(
2k − 2j − 1
c− 1
)(
2j − 1
a
)
+
(
2j − 1
c− 1
)(
2k − 2j − 1
a
)}
+ (−1)b+c
{(
2k − 2j − 1
c− 1
)(
2j − 1
b
)
+
(
2j − 1
c− 1
)(
2k − 2j − 1
b
)}
− (−1)a+b
{(
2k − 2j − 1
b
)(
2j − 1
a
)
+
(
2j − 1
b
)(
2k − 2j − 1
a
)}]
(5.64)
for all j ∈ J1, bk/2cK, if c > 0. Identity (5.63) follows directly from (5.61) together
with (2.2), whereas (5.64) follows from (5.62) combined with (2.2).
We will now prove identities Eq(`, `′, `′′) given by (5.58), for `, `′, `′′ ≥ 1. It
will be more convenient to change the name of the parameters slightly, to simplify
some expressions. Let (`1, `2, `3) ∈ N3 such that `1 + `2 + `3 = 2k + 1, and k ≥ 2 is
an integer. Assume `1, `2, `3 ≥ 1. We consider now a generic expression of one of
the three sums in the right member of (5.58). More precisely, define E (`1, `2, `3) as
b`2/2c+i` 1 i` 3∑
j=1
C`1,2j−i` 1C`3,`2−2j+1+i` 1
= (−1)k
b`2/2c+i` 1 i` 3∑
j=1
(
`1 + 2j − 2− i` 1
`1 − 1
)(
`2 + `3 − 2j − 1 + i` 1
`3 − 1
)
B`1+2j−1−i` 1
(`1 + 2j − 1− i` 1)!
B`2+`3−2j+i` 1
(`2 + `3 − 2j + i` 1)!
= (−1)k
k−(`3+p`3 )/2∑
i=(`1+p`1 )/2
(
2i− 1
`1 − 1
)(
2k − 2i− 1
`3 − 1
) B2i
(2i)!
B2k−2i
(2k − 2i)! ,
(5.65)
where we have used (5.2) in the first equality, and we have reindexed the last sum
by means of 2i = `1 + 2j − 1− i` 1 . Note that
k−(`3+p`3)/2 = (`1+`2−1−p`3)/2 ≥ (`1+p`1)/2 if and only if `2 ≥ 1+p`1 +p`3 ,
which is always verified except for `2 = 1 and `1, `3 odd. In the latter case, (5.65)
trivially vanishes. Taking into account that a binomial coefficient vanishes if the
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nonnegative numerator is strictly smaller than the denominator, (5.65) implies that
E (`1, `2, `3) = (−1)k
k−1∑
i=1
(
2i− 1
`1 − 1
)(
2k − 2i− 1
`3 − 1
) B2i
(2i)!
B2k−2i
(2k − 2i)! . (5.66)
Note that each summand in the right member of (5.66) vanishes if `2 = 1 and
`1, `3 odd, since at least one of the denominators of the two binomial coefficients
is strictly greater than the corresponding nonnegative numerator. In consequence,
(5.66) holds for all `1, `2, `3 ≥ 1.
We now decompose the sum in (5.66) for i ∈ J1, bk−12 cK, i = k/2 if k is even, and
i ∈ Jdk+12 e, k−1K. If we further reindex the sum corresponding to i ∈ Jdk+12 e, k−1K
by replacing i by k − i, we get that E (`1, `2, `3) is
(−1)k
b k−12 c∑
i=1
(
2i− 1
`1 − 1
)(
2k − 2i− 1
`3 − 1
) B2i
(2i)!
B2k−2i
(2k − 2i)! +
(
k − 1
`1 − 1
)(
k − 1
`3 − 1
) B2k
(k!)2
+ (−1)k
b k−12 c∑
i=1
(
2i− 1
`3 − 1
)(
2k − 2i− 1
`1 − 1
) B2i
(2i)!
B2k−2i
(2k − 2i)! ,
where the second term in the first line vanishes if k ≥ 2 is odd, since Bk = 0 in that
case.
We then conclude that (5.58) for `1, `2, `3 ≥ 1 is (−1)k times
3∑
p=1
(−1)`p
(
2k − 1
`p − 1
) B2k
(2k)!
=
3∑
p=1
(−1)`p+1
[ b k−12 c∑
i=1
((
2i− 1
`q − 1
)(
2k − 2i− 1
`r − 1
)
+
(
2i− 1
`r − 1
)(
2k − 2i− 1
`q − 1
)) B2i
(2i)!
B2k−2i
(2k − 2i)!
+
(
k − 1
`q − 1
)(
k − 1
`r − 1
) B2k
(k!)2
]
,
(5.67)
where the indices q, r ∈ {1, 2, 3} are taken so that {1, 2, 3} = {p, q, r} and q < r,
and we note that the last term vanishes if k ≥ 2 is odd since Bk = 0 in that case.
We now claim that Eq(`, `′, `′′) is exactly given as
− (−1)
k
(2k)!
(
`
2k
Eq(`′′ − 1, `′ − 1, `) + `
′
2k
Eq(`′′ − 1, `− 1, `′)
)
, (5.68)
for all `, `′, `′′ ≥ 1, where we recall that 2k + 1 = ` + `′ + `′′ for an integer k ≥ 2.
This follows directly from (5.63), (5.64) and (5.67). Since the equations on (5.68) are
verified, due to [7], Thm. 2.4, equation Eq(`, `′, `′′) is verified as well. The lemma
is thus proved. 
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