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a b s t r a c t
This paper considers a very general model of computation via conditional iteration, the
abstract machines of Hines (2008) [23], and studies the conditions under which these
describe reversible computations. Using this, we demonstrate how to construct quantum
circuits that act as oracles for these Abstract Machines.
For a classical computation with worst-case performance T , the resulting quantum
circuit requires an ancilla of 1+ log(T ) qubits, and takes O(T ) steps. The ancilla starts and
finishes in the constant state |0〉, so garbage collection is performed automatically.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Most, if not all, quantum algorithms rely on an oracle. Informally, an oracle for a classical reversible computation f is a
unitary map that acts as f on some subset of the computational basis, and acts linearly on arbitrary superpositions of these
basis states. Oracles often also rely on ancillary quantum registers — these are required to start and finish in some fixed
computational basis state, disentangled from either the input or the output of the computation.
In creating an oracle, it is standard to assume that the classical computation is determined by a reversible acyclic Boolean
circuit [41]. Although a large standard toolkit exists for creating reversible circuits from irreversible acyclic Boolean circuits,
and translating them into quantumoracles [7,8], in practice creating an oracle is often a bottleneck in quantumcomputations
[37]. This is due to the extraordinarily limited forms of classical computation that may be translated into quantum circuits:
arbitrary classical computations must be rewritten in entirely reversible form, without any notion of feedback, conditional
iteration, or similar. Further, any auxiliary workspace used in the computation must start and end in some constant fixed
state.
The purpose of this paper is to remove at least one of these obstacles to creating quantum oracles, by demonstrating
how to create oracles, given explicitly as quantum circuits, from classical computations based on conditional iteration or
conditional halting.
We demonstrate a systematic method of producing quantum circuits that compute the same function as a classical
iterative computation on the computational basis, and are superposition-preserving on arbitrary inputs — i.e. we give a
general prescription for constructing oracles based on conditional iteration.
The notion of ‘computation via conditional iteration’ is formalised using the AbstractMachines paradigm of [23] (although
prior knowledge of [23] is not a prerequisite for this paper). An abstractmachine is simply a set, containing distinguished start
and halt subsets, along with an evolution operator. Computation takes place by starting with a member of the start subset,
and iterating the evolution operator until the halting subset is reached. Although this is a simple, almost trivial, definition,
many computational devices (e.g. Turing machines, von Neumann architectures, cellular automata, etc.) may be expressed
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in this form. Abstract machines give rise to surprisingly rich structures, allowing for (for example) domain-theoretic and
categorical analyses of such computational paradigms — see [23] for details.
1.1. Historical context
Quantum computing and conditional iteration have a long and uneasy history. Although D. Deutsch’s original conception
of a ‘quantum Turing machine’ [12] defined computation in terms of conditional halting, his approach was shown to be
fundamentally flawed by Myers [40]. N. Linden and S. Popescu phrased the problem more generally, as a question about
general quantum algorithms [34], and demonstrated how using conditional iteration within quantum algorithms always
seemed to lead to uncontrollable entanglement with an auxiliary space (thus forcing decoherence, and ruling out the use
of conditional iteration in producing oracles). Linden and Popescu posed the (still open) question of which computations
based on conditional iteration can or cannot be restructured to avoid such decoherence.
These results serve to emphasise that reversibility alone is not sufficient to produce a quantum analogue of a classical
computation — although the dynamics of a quantum computational system may be entirely unitary, attempts to define
computations in terms of conditional halting seem to cause decoherence (via entanglement with an ancilla). Thus, although
there is a general toolkit formodelling irreversible Turingmachine computations by reversible Turingmachines [33,31,8,32],
this translation alone is not enough to produce quantum oracles from Turing machine computations.
An alternative approach to quantum Turing machines was taken in [9], where unconditional iteration (i.e. halting after
some fixed number of steps) is used. Such ‘properly halting quantum Turing machines’ are equivalent to standard quantum
circuits — however, the problem of taking a (classical, irreversible) Turing machine computation, and re-writing it so that it
is not only reversible, but terminates after a fixed number of steps regardless of the input, is trivially equivalent to the problem
laid out in [34]. For arbitrary Turing machines, this is of course undecidable in general, due to the undecidability of halting:
see [29,38,39] for various no-go theorems.1
Finally, conditional iteration in quantum computation is often based on classical conditionals, conditioned on
measurements of a quantum system (as in, for example, [42]). Although this leads to many interesting phenomena, it also,
of course, also leads to decoherence, and is not suitable for translating a classical computation based on conditional iteration
into a quantum oracle.
2. Abstract Machines and classical iteration
Our description of conditional iteration is based on the very general ‘abstract machines’ of [21,23,22]. We do not present
the full theory here — rather we study a special case where both finiteness and reversibility are assumed.
Definition 1. An (finite reversible) Abstract Machine, or frAMM consists of:
• A finite configuration set Y .
• A bijection P : Y → Y called the primitive evolution.
• A subset S of the configuration set called the start-halt subset.
We refer to the complement of the start-halt subsetW = Y \ S as theworking subset.
A computation of a frAM proceeds as follows:
(1) The input is some starting configuration s ∈ S ⊆ Y .
(2) The primitive evolution is applied: s 7→ P (s).
(3) Step (2) is repeated until some halting configuration t ∈ S is reached — this is then the output.
For a frAM M, this iterative procedure defines a function {M} : S → S that we call the function computed by M. In
Corollary 10 we will show that {M} : S → S is in fact a bijection.
By definition t = {M}(s) implies that t = P k(s), for some k ≥ 1. We emphasise that this (non-zero, possibly non-unique)
integer is not a constant — rather, it is determined by the input s.
For such ideas from a different perspective, we observe the similarity between this scheme for computation, and the
‘reversible iteration’ primitive of the reversible programming language JANUS [35].
In Definition 1 above, a single subset acts as both a starting and halting subset. This is non-standard in automata theory
and related fields of theoretical computer science. However, it is not a major restriction — a more general case with distinct
1 For readers familiar with [23], space-bounded Turing machines were analysed in great detail, as canonical examples of Abstract Machines. An
application of this current paper is indeed a procedure for creating oracles for space-bounded Turing machine computations in the quantum circuit
paradigm. We emphasise that this does not contradict the above no-go theorems — the essential difference being that such undecidability results are
not applicable in the space-bounded case. However, the details of this construction are sufficiently non-trivial to make this the subject of a paper in its own
right [26].
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Fig. 1. An example frAM computation.
(but equal sized) starting and halting subsets S,H ⊆ Y may be simulated bymodifying the primitive evolutionP using some
bijection σ : Y → Y that interchanges S and H , and is the identity elsewhere. However, the algebra associated with having
a single start/halt subset is significantly more elegant, so without loss of generality we will work with abstract machines of
this form.
2.1. Conventions of frAMs
In order to allow for an easy translation into the quantum circuit paradigm, we assume that our frAMs are of a certain
special form, as described below. We emphasise that these assumptions are made without loss of generality. They are either
labelling conventions, or can be imposed by introducing ‘padding’ that does not interact with the computation in any way.
In neither case do they impose any restrictions on the classical frAMs for which we may create quantum oracles.
2.1.1. Conventions for finite reversible Abstract Machines
(1) The configuration set is Y = {0, . . . , 2n − 1} for some integer n.
(2) The start-halt subset is exactly those configurations whose most significant bit, or start-halt bit, is 0. Thus S =
{0, . . . , 2n−1 − 1} andW = {2n−1, . . . , 2n − 1}.
In the scheme we present, upper bounds to the number of steps before termination will be important. An upper bound
(not necessarily a leastupper bound) for number of steps before termination is simply an integer T > 0 such that {M}(p) = q
implies q = P K (p), for some K < T .
Although T = 2n−1 + 1 is an obvious such upper bound, in general this will be a vast overestimate. Sometimes a much
tighter bound may be deduced combinatorially, or by detailed analysis of the Abstract Machine. However, given a quantum
computer, a suitable (although not in general optimal) bound may be found using standard techniques:
Theorem 2. Given a frAMM = (Y ,P , S), an upper bound to the number of steps before termination may be found by quantum
period-finding.
Proof. There are numerous subtleties associated with quantum period-finding, so a discussion of this is postponed to
Appendix III. 
2.2. An example frAM computation
An example of a finite reversible abstract machineM = (Y ,P , S) satisfying the conventions of Section 2.1 is given in
Fig. 1. Here, the configuration set is all 4 bit binary words,
Y = {0000 , 0001 , . . . , 1110 , 1111}
and the primitive evolution P is given by,
‘‘Flip all bits in a word, then apply a cyclic left-shift’’.
As specified above, the most significant, or start-halt, bit determines the start/halt subset, so
S = {0000, . . . , 0111} and W = {1000, . . . , 1111}
Two distinct computations, from the start-halt subspace to itself, are shown in Fig. 1.
Simple combinatorics shows that the number of steps before termination can be no greater than 5, and a slightly more
in-depth analysis shows that this figure (i.e. 5 steps) is in fact an overestimate.
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3. The problem solved by this paper
Following the above definitions and examples, we are now able to state precisely the problem solved by this paper:
‘‘Given a quantum oracle UP for the primitive evolution of a (finite, reversible) Abstract Machine, how may we give a quantum
oracle UM for the function computed by this abstract machine?’’
Disregarding complexity considerations, a solution to the above problem is immediate. We simply perform the
computational basis computation on every possible input, create a lookup table, and use any of the standard techniques to
create a quantum circuit that implements this function. The complexity of taking this approach is also, of course, ridiculous.
The solution presented in this paper takes O(T ) calls to the oracle UP , and requires an ancilla of 1 + log(T ) qubits, for
a computation with worst-case running time bounded by T steps. Note that, in contrast to the exhaustive search above,
complexity is determined by the maximal number of steps to termination, rather than the size of the configuration set Y .
4. The classical theory
We now give an exposition of the classical theory of abstract machines, as developed in [21,23,22], and the required
algebra. As this paper is intended to be an application of the general theory, we present the minimal subset required to
reach our final result. We then give a standard embedding of this classical theory into the algebra appropriate to quantum
circuits, and use this to prove correctness of the procedure laid out for constructing quantum oracles.
5. Algebraic preliminaries
The required algebra is based on the theory of partial bijections (i.e. partial functions that are bijective where defined) —
we refer to [30] for comprehensive background.
Definition 3. Given setsA, B, apartial bijection f : A→ B is a subset ofB×A satisfying a = a′ ⇔ b = b′ ∀(b, a), (b′, a′) ∈ f .
Given (b, a) ∈ f , we commonly use functional notation, and write b = f (a).
Given a partial bijection f : A → B, then the domain and image of f are respectively the subsets dom(f ) ⊆ A and
im(f ) ⊆ B defined by
• dom(f ) = {a ∈ A : ∃b ∈ B s.t. (b, a) ∈ f }
• im(f ) = {b ∈ B : ∃a ∈ A s.t. (b, a) ∈ f }
The composite of partial bijections f : A→ B and g : B→ C is the partial bijection gf defined by
(c, a) ∈ gf ⇔ ∃b ∈ B : (c, b) ∈ g and (b, a) ∈ f
In functional notation, b = f (a) and c = g(b) ⇒ c = gf (a).
Given a partial bijection f : A→ B, its generalised inverse is the partial bijection f −1 : B→ A defined by
(a, b) ∈ f −1 ⇔ (b, a) ∈ f
In functional notation,
f (a) = b ⇔ f −1(b) = a
Note that generalised inverse do not, in general, satisfy f −1f = 1A. Rather, f −1f is a partial identity onA (i.e. a partial bijection
e : A→ A satisfying (a′, a) ∈ e ⇒ a = a′).
Of particular importance in this paper are the notions of summation and matrix representations of partial bijections.
Definition 4. An indexed family of partial bijections {fi}i∈I is summable exactly when, for all i 6= j ∈ I , the partial bijections
fi and fj have disjoint domains and images. Given a summable indexed family {fi : A→ B}i∈I , the sum of this family is exactly
the set-theoretic union
∑
i∈I fi
def .= ⋃i∈I fi. We refer to [15] for a study of the properties of this summation. We also use the
notation (f1 + · · · + fn) : A→ B for indexed families of finite numbers of elements. For two-element families, f1 + f2 is the
partial bijection with domain dom(f1) ∪ dom(f2) specified by
(f1 + f2)(a) =
{
f1(a) a ∈ dom(f1),
f2(a) a ∈ dom(f2).
The above notion of partial summation of partial bijections allows us to use matrix formalism for partial bijections, as
follows:
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Fig. 2.Matrix composition as ‘summing over paths’.
Fig. 3. Resolution as ‘summing over paths’.
Theorem 5. Consider a set Y , decomposed into the disjoint union of two subsets Y = A unionmulti B. A partial bijection f : Y → Y may
be given amatrix representation, as
f =
(
f00 f01
f10 f11
)
where f00 : A→ A f01 : B→ Af10 : A→ B f11 : B→ B
By interpretingmultiplication as the composition of partial bijections, and summation as the addition of Definition 4, thematrix
representation of gf : AunionmultiB→ AunionmultiB is given in terms of the matrix representations of g, f : AunionmultiB→ AunionmultiB, by the usual formula:(
g00 g01
g10 g11
)(
f00 f01
f10 f11
)
=
(
g00f00 + g01f10 g00f01 + g01f11
g10f00 + g11f10 g11f11 + g10f01
)
Proof. We refer to [20] for this, and [15] for a general category-theoretic setting. Alternative proofs and significant
applications are given in [5,16]. 
The above formula for matrix composition has a simple diagrammatic interpretation as ‘summing over labelled paths’,
as shown in Fig. 2.
5.1. The ‘resolution’ of a partial bijection
We now give another operation on matrices of partial bijections, with a similar diagrammatic interpretation to Fig. 2.
This will allow us to give an explicit description of the function computed by a (finite, reversible) abstract machine.
Definition 6. Let f : Y → Y be a partial bijection, and let Y be given as the disjoint union of two subsets, as Y = S unionmultiW . By
Theorem 5 we may give a matrix representation for f , as
f =
(
f00 f01
f10 f11
)
: S unionmultiW → S unionmultiW
The resolution of f at S is the partial bijection defined in terms of this matrix representation, as
ResS(f ) = f00 +
∞∑
j=0
f01f
j
11f10
We refer to Theorem 7 below for a proof that this is indeed a partial bijection.
Diagrammatically, as shown in Fig. 3, this is again simply taking the sum over paths — albeit this time with the introduc-
tion of a partial feedback loop.
5.2. A general category-theoretic setting for Resolution
Readers familiar with the appropriate category theory will of course recognise the ‘Resolution’ given above as a special
case of a category-theoretic trace [27,2]. The exact formula given in Definition 6 above appears (in the context of the category
of relations on sets, and the disjoint union) in [27,2], using the notation TrUX,Y (R). We do not use this notation or terminology,
to avoid the inevitable confusion with the usual familiar Trace on linear operators (indeed, this is also an example of a
categorical trace [3]). Instead, we use the alternative term ‘Resolution’ following [11,14,23].
There is no space here to give a summary of the history and development of categorical traces in general. We refer to
[27,2] for the origins of the theory, [19,18] for a good overview, and in the remainder of the paper simply concentrate on the
special case of categorical traces of partial bijections on sets.
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5.3. Resolution and reversibility
As mentioned above, the formula of Definition 6 appears in [27,2] in the context of Relations and Partial functions on
sets. In [20,15,5] is demonstrated that the category of partial bijections also has such a categorical trace. Using the notation
of this paper, this implies the following result:
Theorem 7. Let
f =
(
f00 f01
f10 f11
)
: S unionmultiW → S unionmultiW
be the matrix representation of a partial bijection. Then the family {f00} ∪ {f01f j11f10}∞j=0 is a summable family of partial bijections,
and thus
ResS(f ) = f00 +
∞∑
j=0
f01f
j
11f10
is a partial bijection.
Proof. We refer to [20,15,5] for a range of proofs of this result, in a more general category-theoretic setting. 
This result is significantly strengthened in [4], where the following result is proved:
Theorem 8. Let f : S unionmulti W → S unionmulti W be a bijection (i.e. isomorphism) between finite sets. Then ResS(f ) : S → S is itself a
bijection.
Proof. This is explicitly proved in [4] and (according to the author of [4]) significantly prefigured in [28]. 
6. The function computed by a frAM
The above algebraic and categorical background allows us to describe the partial function computed by an abstract
machine in terms of its primitive evolution, as follows:
Theorem 9. LetR = (Y ,P , S) be a finite reversible abstract machine, with P : Y → Y given in matrix form as
P =
(
P00 P01
P10 P11
)
: S unionmultiW → S unionmultiW
Then ResS(P ) : S → S, as defined in Definition 6, is exactly the function {M} : S → S computed by the iterative procedure of
Definition 1.
Proof. Although intuitively obvious, this is surprisingly difficult to prove. A proof is given in [23] (special case of
Theorem 27), using domain-theoretic methods. 
Corollary 10. Let M = (Y ,P , S) be a frAM. Then the function {M} : S → S computed by this machine is a bijection.
Proof. This is immediate from Theorems 8 and 9 above. 
7. Embedding partial bijections into linear maps
We now consider how partial bijections between sets may be ‘lifted’ to linear maps between complex Hilbert spaces, via
their action on some fixed orthonormal basis. This is a special case of a general construction presented in [6].
So far, in order to make this paper accessible for a general audience, we have avoided explicit category theory. However,
it would be perverse to present this section in any other way. For a brief non-rigorous summary, we refer to the table in
Fig. 4, and for a full categorical treatment, we refer to [6].
Definition 11. The category of finite partial bijections, denoted fpBij has as objects the proper class of all finite sets, and
as arrows, partial bijections between these sets. Composition of arrows is given by the usual formula for composition of
partial bijections given in Definition 3.
The category of finite-dimensional Hilbert spaces, denoted HilbFD has as objects the proper class of all finite-
dimensional complex Hilbert spaces, and as arrows linear maps between these spaces. Composition of linear maps is given
by the usual definition.
We now introduce an injective functor from fpBij to HilbFD. This is based on the l2 functor of [6] — however, we simplify
the situation significantly by giving a basis-dependent, covariant version of this functor.
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Fig. 4. Embedding partial bijections into linear maps.
Definition 12. The functor l2 : fpBij→ HilbFD is defined by:
• (On Objects) Given a set X ∈ Ob(fpBij), then the Hilbert space l2(X) is defined to be the |X |-dimensional space with
orthonormal basis {|x〉}x∈X .• (On Arrows) Given a partial bijection f ∈ fpBij(X, Y ), the linear map l2(f ) ∈ HilbFD(l2(X), l2(Y )) is defined in terms of
basis elements by
l2(f ) |x〉 =
{|f (x)〉 x ∈ dom(f )
0 otherwise.
It is immediate that l2 : fpBij→ HilbFD is indeed a covariant functor.
The connection between the functor l2 : fpBij→ HilbFD and the concept of an oracle for a classical reversible function
(as in Section 1) is hopefully immediate: Given a bijection f , then the unitary l2(f ) is an oracle for f .
Readers familiar with [6] will observe that we have used dualities inherent in the category of Hilbert spaces to produce
a covariant version of what is usually a contravariant functor. In doing this, we have been forced to specify distinguished
bases for the Hilbert spaces considered. Frommany points of view, basis-independence is to be preferred. However, for the
concrete application presented in this paper, we are working within the circuit model of quantum computation, where a
fixed orthonormal basis (i.e. the computational basis) is assumed. Thus, the version of l2 presented above matches the usual
intuition of ‘creating a quantum oracle’.
The following facts about this functor will be useful:
Theorem 13. (1) l2 is injective, on both objects and arrows.
(2) For all f ∈ fpBij(X, Y ), l2(f ) is a partial isometry.
(3) When f ∈ fpBij(X, Y ) is an isomorphism, then l2(f ) is a unitary map.
(4) When e, e′ ∈ fpBij(X, X) are partial identities, then l2(e) and l2(e′) are commuting projectors.
(5) The functor l2 : fpBij → HilbFD maps the generalised inverse to the adjoint: that is, l2
(
f −1
) = (l2(f ))Ď, for all f ∈
fpBij(X, Y ).
(6) Given a summable family of partial bijections {fi ∈ fpBij(X, Y )}i∈I , then
l2
(∑
i∈I
fi
)
=
∑
i∈I
l2(fi)
where the sum on the l.h.s. is as given in Definition 4, and the sum on the r.h.s. is the usual component-wise summation of
linear maps.
Proof. We refer to either [6] or [16] for proofs. 
As well as being a covariant functor, l2 : fpBij → HilbFD is a monoidal functor, with respect to two distinct monoidal
structures on fpBij.
Theorem 14. The category fpBij is a symmetric monoidal category, with respect to both the disjoint union unionmulti and the Cartesian
product×. Further, the l2 : fpBij→ HilbFD functor preserves both these monoidal structures, mapping unionmulti to the direct sum⊕,
and mapping× to the tensor product⊗.
Proof. These are standard results of either [6] or [16]. 
The above results may be summarised in the table of Fig. 4, a slightly modified form of which is presented in [16].
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Fig. 5. Quantum circuits for ‘Control on 0’ and ‘Control on 1’.
Fig. 6. A circuit for the direct sum U ⊕ V .
Fig. 7. A circuit for the direct sum
⊕7
a=0 Ua .
8. The direct sum in the circuit paradigm
As noted in Section 5.2, the Resolution – a key formula in understanding abstractmachine computations – is a categorical
trace on fpBij. However, it is a trace on the disjoint union, rather than the Cartesian product.
The functor l2 : fpBij → HilbFD, which can reasonably be considered as formalising the notion of an oracle, maps the
disjoint union unionmulti to the direct sum ⊕. We therefore present the standard interpretation of the direct sum in the circuit
paradigm, in terms of conditional operations.
Definition 15. LetU, V be unitary operations on n qubits. The controlled operations Ctrl0U and Ctrl1V , called control-on-0
and control-on-1 respectively, are the n+ 1 qubit operations defined by:
Ctrl0U |0〉 |ψ〉 = |0〉U |ψ〉 and Ctrl0U |1〉 |ψ〉 = |1〉 |ψ〉
Ctrl1V |0〉 |ψ〉 = |0〉 |ψ〉 and Ctrl1V |1〉 |ψ〉 = |1〉 V |ψ〉
These have the standard circuit representations shown in Fig. 5. When we denote the n-qubit identity operation by In, it is
immediate that these operations have the following matrix representations:
C0U =
(
U 0
0 In
)
, C1V =
(
In 0
0 V
)
Theorem 16. Let U, V be n-qubit unitary operations. Then the direct sum
U ⊕ V =
(
U 0
0 V
)
is the n+ 1 qubit operation given by the composite
U ⊕ V = Ctrl0U .Ctrl1V = Ctrl1V .Ctrl0U
Proof. This is immediate from comparing the matrix representations of the controlled operations with the matrix
representation of the direct sum. A quantum circuit for the direct sum is shown in Fig. 6. 
Given 2n unitary maps {Ua}2n−1a=0 , it is immediate how to construct the direct sum
⊕2n−1
a=0 using controls on an ancilla of
n qubits. This is illustrated in Fig. 7. for the direct sum of 23 unitaries, and hopefully the ‘binary counting’ pattern on the
control qubits is immediate.
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9. Quantum circuits for UM
We now have sufficient background to give a solution to the problem posed in Section 3. Let us assume that M =
(Y ,P , S) is a frAM satisfying the conventions of Section 2.1, so
(1) Y = {0, . . . , 2n − 1},
(2) S = {0, . . . , 2n−1 − 1},
(3) The computation y 7→ {M}(y) terminates in under T = 2t steps.
Definition 17. Throughout this section, the number of steps taken before termination on a given input will be important.
Given y ∈ {0, . . . , 2n−1 − 1} as input to the classical machine M = (Y ,P , S), we define τ(y), the number of steps
to termination, to be the minimal non-zero integer satisfying P τ(y)(y) ∈ S. By (3) above, 0 < τ(y) < T , for all
y ∈ {0, . . . , 2n−1 − 1}.
Let us write the primitive evolution in matrix form, so
P =
(
P00 P01
P10 P11
)
: S unionmultiW → S unionmultiW
We further assume that we have a quantum oracle UP = l2(P ) for the bijection P . Using the description of the functor l2
provided in Section 7, we may therefore give UP as a block matrix, as
UP =
(
l2(P00) l2(P01)
l2(P10) l2(P11)
)
Note that each of the entries of this block matrix is a partial isometry. This is not true for matrix decompositions of arbitrary
unitary maps (see Section 10 for more on this).
We may then give an explicit description of the oracle for {M}, as follows:
Proposition 18. The unitary oracle UM for the bijection {M} computed byM is given by
UM = l2(ResS(P )) = l2(P00)+
∞∑
a=0
l2(P01)l2(P11)al2(P10)
Proof. This follows from the explicit algebraic description of the bijection {M} given in Proposition 9, together with the
properties of the l2 : fpBij→ HilbFD functor given in Theorem 13. 
Wenow give a circuit that implements this n−1 qubit unitary oracle, using the standard quantum circuit toolbox, a t+1
qubit ancilla, and calls to the oracles2 UP and U−1P .
9.1. An overview of the complete circuit
The circuit presented is naturally divided into three blocks, together with some elementary operations, as shown in
Fig. 9. For reasons of space, the details of blocks A, B and C are given in Appendix I, and explicit matrices for the unitaries
implemented by each of these blocks are given in Appendix II.
In Fig. 9, the X gate is simply the unconditional not-gate (X |0〉 = |1〉, X |1〉 = |0〉) and the ‘‘Shift− R’’ operation is the
usual qubit-wise cyclic right-shift on a t + 1 qubit register, defined on the computational basis by
|b0b1 . . . btbt+1〉 Shift−R / |bt+1b0 . . . bt−1bt〉
This has a simple, although not optimal, realisation via swap gates, as shown in Fig. 8.
Theorem 19. Given an arbitrary superposition of computational basis states
|Ψ 〉 =
2n−1−1∑
a=0
αa |a〉
then the circuit of Fig. 9 acts as
|0〉 |Ψ 〉 7→ |0〉
2n−1−1∑
a=0
αa |{M}(a)〉

i.e. this circuit provides an oracle for the bijection computed byM.
2 At this point, we are following the convention that, when we have access to an oracle, we also have access to its inverse. For an oracle given as a
quantum circuit, this is straightforward — in the general setting, this is very implementation-dependent.
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Fig. 8. The qubit-wise cyclic right-shift.
Fig. 9. The complete circuit for an oracle for {M}.
Fig. 10. The action of the Circuit of Fig. 9.
The complete circuit requires 3T calls to the oracle UP (or U−1P ) for the primitive evolution ofM, where T is the upper bound
to the number of steps before termination. This may readily be seen from the circuits given in Appendix I, where each of the three
circuits presented requires exactly T calls to UP .
Proof. We analyse the circuit of Fig. 9 at the points 0/ to 6/ shown in this diagram. We consider two cases: where the input
|Ψ 〉 is a computational basis vector |j〉, and where the input is an arbitrary superposition∑2n−1−1a=0 αa |a〉.
Our claim is then that the action of the circuit in these two cases is as shown in Fig. 10. In this figure, recall that τ(x) is
the number of primitive steps from the start state x to the halt stateM(x), for all x = 0, . . . , 2n−1 − 1 (See Section 9). We
also use vector notation to distinguish the multi-qubit states
∣∣∣E0〉 = |00 . . . 00〉 and ∣∣∣E1〉 = |00 . . . 01〉 from the single-qubit
states |0〉 , |1〉.
To verify this, we now consider each step separately. Point 0 is a triviality — it is simply the definition of the input. The
remaining steps are as follows:
(1) On both the computational basis and the superposition inputs, this is straightforward. The X-gate flips the least
significant bit of the ancilla, transforming the t + 1 qubit state |0〉 into the t + 1 qubit state |1〉.
(2) We consider the effect of block B on both computational basis elements, and on arbitrary superpositions separately, as
follows:
• Computational Basis: From Corollary 21 of Appendix II, block A implements the unitary map
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A =

l2(P01) l2(P00) 0 0 0 . . . 0 0 0
l2(P01P11) l2(P01P10) l2(P00) 0 0 . . . 0 0 0
l2(P01P211) l2(P01P11P10) l2(P01P10) l2(P00) 0 . . . 0 0 0
l2(P01P311) l2(P01P
2
11P10) l2(P01P11P10) l2(P01P10) l2(P00) . . . 0 0 0
...
...
...
...
...
...
...
...
l2(P01PT−111 ) l2(P01P
T−2
11 P10) l2(P01P
T−3
11 P10) l2(P01P
T−4
11 P10) l2(P01P
T−5
11 P10) . . . l2(P01P10) l2(P00) 0
l2(PT11) l2(P
T−1
11 P10) l2(P
T−2
11 P10) l2(P
T−3
11 P10) l2(P11)
T−4P10) . . . l2(P11P10) l2(P10) 0
0 0 0 0 0 . . . 0 0 I2t

Note that each entry of this matrix is a (2n−1 × 2n−1) block. As the ancilla of the input state is
∣∣∣E1〉 = |00 . . . 01〉, we
may simply read off the output state from column 1. of this matrix. As the input is in the computational basis, and the
number of steps to termination is bounded we know that exactly one of the partial isometries from this column will
give a non-zero answer when applied to |j〉. Thus, we are left with the computational basis state |τ(j)− 1〉 |{M(j)}〉,
by the explicit formula for {M} given in Proposition 18.
• Arbitrary Superposition: This follows by the unitarity of block A, and the above result for a computational basis
state. Given the product state |1〉 (∑a αa |a〉) = ∑a αa |1〉 |a〉, block A will produce the highly entangled state∑
a |τ(a)− 1〉 |{M}(a)〉.
At this point, we almost have the result we require (i.e. the output of an oracle for {M}). However, the result is
entangled with the ancillary register — this entanglement is based on the number of steps before termination for the
classical machineM = (Y ,P , S) (this situation is as described in [34]).
Should we simply wish for the result of the computation, without this entanglement, we would be forced to trace
out the ancillary register (using the standard linear algebra trace on the tensor product), causing decoherence. The
remainder of the circuit is therefore devoted to a coherent way of disentangling the ancillary register with the result of
the computation.3
(3) Informally, the action of block B is simply to ‘uncompute’ the computation just performed — however, although the
computation is undone, the ancilla that counts the number of computational steps continues to increment.
More formally (using analogous reasoning to (2) above), by Corollary 23, block B implements the following unitary
map:
B =

l2(P01)Ď l2(P00)Ď 0 0 0 . . . 0 0 0
l2(P01P11)Ď l2(P01P10)Ď l2(P00)Ď 0 0 . . . 0 0 0
l2(P01P211)
Ď l2(P01P11P10)Ď l2(P01P10)Ď l2(P00)Ď 0 . . . 0 0 0
l2(P01P311)
Ď l2(P01P211P10)
Ď l2(P01P11P10)Ď l2(P01P10)Ď l2(P00)Ď . . . 0 0 0
...
...
...
...
...
...
...
...
l2(P01PT−111 )Ď l2(P01P
T−2
11 P10)
Ď l2(P01PT−311 P10)Ď l2(P01P
T−4
11 P10)
Ď l2(P01PT−511 P10)Ď . . . l2(P01P10)Ď l2(P00)Ď 0
l2(PT11)
Ď l2(PT−111 P10)Ď l2(P
T−2
11 P10)
Ď l2(PT−311 P10)Ď l2(P11)T−4P10)Ď . . . l2(P11P10)Ď l2(P10)Ď 0
0 0 0 0 0 . . . 0 0 I2t

When applied to a computational basis vector of the form |p〉 |j〉, this matrix gives the computational basis vector
|p+ τ(j)− 1〉 ∣∣{M}−1(j)〉 (provided p < T , and 0 ≤ j ≤ 2n−1−1). Thus, when applied to the computational basis vector
|τ(j)− 1〉 |{M}(j)〉, matrixB of Corollary 23 will produce
|2τ(j)− 2〉 ∣∣{M}−1{M}(j)〉 = |2τ(j)− 2〉 |j〉
Finally, when matrixB of Corollary 23 is applied to a superposition of the form
∑
a αa |τ(a)− 1〉 |{M}(a)〉, linearity
together with the above result implies that the result is
∑
a αa |2τ(a)− 2〉 |a〉.
(4) The action of the Shift−R operation on the ancillamay be summarised, for even computational basis states, as |2k〉 7→ |k〉
(i.e. division by 2. Due to the form of the input at point 4, the action on odd computational basis states is irrelevant). Thus
a state of the form |2(k− 1)〉 |φ〉 at point 4 is mapped to |k− 1〉 |φ〉 at point 5.
The required result is then immediate for computational basis states, and follows by linearity for superpositions.
3 Readers familiar with reversible/quantum computation may wonder why we do not simply use a variation of Bennett’s ‘fan-out and uncompute’
technique to do this. This is addressed in Section 10.
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(5) Informally, block C re-performs the computation of Block A. However, in this case, the ancilla is decremented instead of
incremented at each step. From Corollary 25 of Appendix II, block C implements the unitary map
C =

l2(P10) l2(P11P10) . . . l2(P11)T−4P10) l2(PT−311 P10) l2(P
T−2
11 P10) l2(P
T−1
11 P10) l2(P
T
11) 0
l2(P00) l2(P01P10) . . . l2(P01PT−511 P10) l2(P01P
T−4
11 P10) l2(P01P
T−3
11 P10) l2(P01P
T−2
11 P10) l2(P01P
T−1
11 ) 0
...
...
...
...
...
...
...
...
0 0 . . . l2(P00) l2(P01P10) l2(P01P11P10) l2(P01P211P10) l2(P01P
3
11) 0
0 0 . . . 0 l2(P00) l2(P01P10) l2(P01P11P10) l2(P01P211) 0
0 0 . . . 0 0 l2(P00) l2(P01P10) l2(P01P11) 0
0 0 . . . 0 0 0 l2(P00) l2(P01) 0
0 0 . . . 0 0 0 0 0 I2t

Consider the action of this on some computational basis state |p〉 |q〉, where T−1 ≤ p ≤ 2T−2, and 0 ≤ q ≤ 2n−1−1.
As the ancilla |p〉 is a computational basis state, we may simply read off the result from the appropriate column. As |q〉
is also a computational basis state, we know that exactly one of the partial isometries
l2(P00) , l2(P01P10) , l2(P01P11P10), l2(P01P211P10) , . . . , l2(P01P
T−2
11 P10)
has a non-zero result when applied to |q〉, and so
C |p〉 |q〉 = |p− (τ (q)− 1)〉 |{M}(q)〉
Thus, taking p = τ(q)− 1, we deduce that C |τ(q)− 1〉 |q〉 = |1〉 |{M}(q)〉. The result when applied to a superposition
state follows by linearity, hence
C
(∑
a
αa |τ(a)− 1〉 |a〉
)
=
∑
a
αa |1〉 |{M}(a)〉 = |1〉
(∑
a
αa |{M}(a)〉
)
as required. Note that this is a product state.
(6) Here, the X-gate simply flips the least significant bit of the ancilla. Thus, the t+1 qubit state |1〉 becomes the t+1 qubit
state |0〉.
Putting these steps together, the circuit of Fig. 9 acts as
|0〉 |Ψ 〉 7→ |0〉
2n−1−1∑
a=0
αa |{M}(a)〉

as required. 
10. Using the scheme of Section 9 using arbitrary unitaries
Readers familiar with reversible and quantum computation will no doubt wonder why we used the scheme that we did
in order to disentangle the ancilla from the result of the computation — a suitable scheme may be based on Bennett’s ‘fan-
out and uncompute’ procedure [7,8]. Although our scheme may offer a slight reduction in the size on ancilla required, the
overall time complexity is similar in both cases.
The justification for presenting the scheme in this way is that the circuit of Fig. 9. is also applicable in certain cases where
the oracle UP is replaced by a more general n-qubit unitary map U =
(
U00 U01
U10 U11
)
. In this case, a computational basis input
at point 0 of Fig. 9 does not always give a computational basis state at point 3— thus we cannot use a disentangling scheme
based on fan-out.
We do not claim that this scheme always produces a product statewith ancilla |0〉. However, when the resolution formula
ResS(U) = U00 +
∞∑
j=0
U01U
j
11U10
gives a unitary map, this scheme may be seen to produce a product state output.
However, the conditions for ResS(U) to define a unitary map, when U is not simply a permutation of the computational
basis, are less straightforward. Consider the following two very similar quantum logic gates:
• Square root of NOT
U = 1√
2
(
1 1
−1 1
)
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Fig. 11. The modular successor function.
• √NOT , with phase-shift.
V = 1√
2
(
i i
−1 1
)
Using the standard formula for the sum of a geometric series,
ResS(U) = 1−
√
2√
2− 1 = −1 and ResS(V ) =
i
√
2√
2+ 2
Considering these as maps on the complex plane
z 7→ −z and z 7→ i
√
2√
2+ 2 z
it is immediate that ResS(U) is unitary, whereas ResS(V ) is not.
A general characterisation of when the above formula defines a unitary map is complicated by the fact that for a general
unitary, the matrix components U00,U01,U10,U11 are not in general partial isometries [24]. We refer the interested readers
to [25] for the general case, where the ‘primitive evolution’ may be an arbitrary unitary (rather than simply an oracle for a
classical permutation), and the number of time-steps allowed may be unbounded.
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Appendix I. Circuits for blocks A, B, and C
We now present circuits for blocks A, B and C of Fig. 9. These circuits require the modular successor function on t + 1
qubits, defined on the computational basis by Succ |k〉 = ∣∣k+ 1 (mod 2t+1)〉. We give a naive circuit for this in Fig. 11. For
a more sophisticated approach, we refer to either [44] for elementary arithmetic operations, or [13] for a neat use of the
quantum Fourier transform to implement modular addition and other arithmetic operations.
Note also that in the following circuit blocks, the quantum oracle UP (or indeed its inverse U−1P ) is always used in
conjunction with a quantum not-gate applied to the most significant bit (i.e. the start-halt qubit). This has the effect of
interchanging the start-halt subspace and the working subspace. Although the justification for the following circuits is
simply that the corresponding matrix manipulations give us the right answers, readers seeking a deeper motivation are
referred to the field of game semantics for linear logic [10,1],where repeated interchange of ‘player’ and ‘opponent’ (or ‘prover’
and ‘disprover’) forms a crucial element of the system (see [14] for similar ideas, motivating this field).
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Block A The circuit for Block A in Fig. 9 is given by:	

Succ
	

SuccĎ
	

Succ
	

SuccĎ
	

Succ
	

SuccĎ
	

Succ
	

SuccĎ
	

Succ
	

SuccĎ
· · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.	
 	
 	
 	
 	
 	
 	
 	
 • • · · ·	
 	
 	
 	
 • • • • 	
 	
 · · ·	
 	
 • • 	
 	
 • • 	
 	
 · · ·
ÛP ÛP ÛP ÛP ÛP ÛP ÛP ÛP ÛP ÛP
· · ·
· · ·
· · ·
Where:
• The operator ÛP is derived from the oracle UP as follows:
ÛP
X
UP
is given by:
...
...
...
...
• Succ denotes the t + 2 qubit successor operation, and SuccĎ is its inverse.
• A total of T controlled operations are applied.
Parsing the above circuit:Note that in the above circuit, every second controlled operation is conjugated by themodular
successor gate, as shown. Thus, the final operation in this circuit is the Succ operation, and not a controlled UP̂ .
Block B The circuit for block B in Fig. 9 is very similar to that of block A:
	

Succ
	

SuccĎ
	

Succ
	

SuccĎ
	

Succ
	

SuccĎ
	

Succ
	

SuccĎ
	

Succ
	

SuccĎ
· · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.	
 	
 	
 	
 	
 	
 	
 	
 • • · · ·	
 	
 	
 	
 • • • • 	
 	
 · · ·	
 	
 • • 	
 	
 • • 	
 	
 · · ·
Û−1P Û
−1
P Û
−1
P Û
−1
P Û
−1
P Û
−1
P Û
−1
P Û
−1
P Û
−1
P Û
−1
P
· · ·
· · ·
· · ·
Where:
• The operator Û−1P is derived from the inverse of the oracle UP as follows:
Û−1P
X
U−1P
is given by:
...
...
...
...
• Succ denotes the t + 2 qubit successor operation, and SuccĎ is its inverse.
• A total of 2T controlled operations are applied.
Parsing the above circuit: Note that in the above circuit, every second controlled operation is again conjugated by the
modular successor operation. The final operation in this circuit is again the Succ operation.
P. Hines / Theoretical Computer Science 411 (2010) 1501–1520 1515
Block C The circuit for Block C of Fig. 9 is similar to that of block A, with the order of the control on the ancilla reversed:	

SuccĎ
	

Succ
	

SuccĎ
	

Succ
	

SuccĎ
	

Succ
	

SuccĎ
	

Succ
	

SuccĎ
	

Succ
· · ·
• • • • • • • • • • · · ·
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
• • • • • • • • 	
 	
 · · ·
• • • • 	
 	
 	
 	
 • • · · ·
• • 	
 	
 • • 	
 	
 • • · · ·
U˜P U˜P U˜P U˜P U˜P U˜P U˜P U˜P U˜P U˜P
· · ·
· · ·
· · ·
Where:
• The operator U˜P is derived from the oracle UP as follows:
U˜P UP
X
is given by:
...
...
...
...
• Succ denotes the t + 2 qubit successor operation, and SuccĎ is its inverse.
• A total of T controlled operations are applied.
Parsing the above circuit: In the above circuit, every second controlled operation is again (as in Blocks A and B)
conjugated by the modular successor operation.
Appendix II. Matrices for blocks A, B and C
A matrix for block A
Proposition 20. Block A of Fig. 9. produces the unitary map
A = GT−1GT−2 . . .G1G0
where the matrix Gx is given in terms of
UP =
(
l2(P00) l2(P01)
l2(P10) l2(P11)
)
as follows:
Gx =
I2n−1x 0 0 00 l2(P01) l2(P00) 0l2(P11) l2(P10) 0
0 0 0 IT2n−x2n−1
 where x = 0, . . . , T − 1
Proof. First note that the circuit for ÛP modifies the oracle for primitive evolution UP by flipping the most significant qubit
(i.e. the start-halt qubit) of the output of UP . Therefore,
ÛP =
(
l2(P01) l2(P00)
l2(P11) l2(P10)
)
This then allows us to give Gx in terms of controlled operations on ÛP .
When x is even,Gx is given by the connection between direct sum representations and controlled gates given in Section 8.
We may build up G0,G2,G4, . . ., as shown below:
G0 G2 G4 G6
...
...
...
...	
 	
 • •	
 • 	
 •
ÛP ÛP ÛP ÛP
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Let us now conjugate one of the above controlled operations by the t + 1 qubit (modular) successor function, Succ . This
is applied to the ancillary register, together with the most significant qubit of ÛP . When a matrix of the form
Gx =
I2n−1x 0 00 ÛP 0
0 0 IT2n−x2n−1

is conjugated by this operation, the result isI2n−1(x+1) 0 00 ÛP 0
0 0 IT2n−(x+1)2n−1

However, this is exactlyGx+1, as required. Thuswemay build upG1,G3,G5, . . . from controlled operations and the successor
function, as shown:
G1 G3 G5...
...
...
Succ SuccĎ Succ SuccĎ Succ SuccĎ	
 	
 •	
 • 	

ÛP ÛP ÛP 
Corollary 21. An explicit matrix for the unitary mapA implemented by block A is
A =

l2(P01) l2(P00) 0 0 0 . . . 0 0 0
l2(P01P11) l2(P01P10) l2(P00) 0 0 . . . 0 0 0
l2(P01P211) l2(P01P11P10) l2(P01P10) l2(P00) 0 . . . 0 0 0
l2(P01P311) l2(P01P
2
11P10) l2(P01P11P10) l2(P01P10) l2(P00) . . . 0 0 0
...
...
...
...
...
...
...
...
l2(P01PT−111 ) l2(P01P
T−2
11 P10) l2(P01P
T−3
11 P10) l2(P01P
T−4
11 P10) l2(P01P
T−5
11 P10) . . . l2(P01P10) l2(P00) 0
l2(PT11) l2(P
T−1
11 P10) l2(P
T−2
11 P10) l2(P
T−3
11 P10) l2(P11)
T−4P10) . . . l2(P11P10) l2(P10) 0
0 0 0 0 0 . . . 0 0 I2t

Proof. We prove this by induction:
First note that, by direct calculation, and the functoriality of l2,
G1G0 =

l2(P01) l2(P00) 0 0
l2(P01P11) l2(P01P10) l2(P00) 0
l2(P211) l2(P11P10) l2(P10) 0
0 0 0 I

Now assume that for some k < T − 1,
GkGk−1 . . .G0 =

l2(P01) l2(P00) 0 0 . . . 0 0
l2(P01P11) l2(P01P10) l2(P00) 0 . . . 0 0
l2(P01P211) l2(P01P11P10) l2(P01P10) l2(P00) . . . 0 0
l2(P01P311) l2(P01P
2
11P10) l2(P01P11P10) l2(P01P10) . . . 0 0
...
...
...
...
...
l2(P01Pk−111 ) l2(P01P
k−2
11 P10) l2(P01P
k−3
11 P10) l2(P01P
k−4
11 P10) . . . l2(P00) 0
l2(Pk11) l2(P
k−1
11 P10) l2(P
k−2
11 P10) l2(P
k−3
11 P10) . . . l2(P10) 0
0 0 0 0 . . . 0 I

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Direct calculation, and the functoriality of l2 give that
Gk+1GkGk−1 . . .G0 =

l2(P01) l2(P00) 0 0 0 . . . 0 0
l2(P01P11) l2(P01P10) l2(P00) 0 0 . . . 0 0
l2(P01P211) l2(P01P11P10) l2(P01P10) l2(P00) 0 . . . 0 0
l2(P01P311) l2(P01P
2
11P10) l2(P01P11P10) l2(P01P10) l2(P00) . . . 0 0
...
...
...
...
...
...
l2(P01Pk11) l2(P01P
k−1
11 P10) l2(P01P
k−2
11 P10) l2(P01P
k−3
11 P10) l2(P01P
k−4
11 P10) . . . l2(P00) 0
l2(Pk+111 ) l2(P
k
11P10) l2(P
k−1
11 P10) l2(P
k−2
11 P10) l2(P11)
k−3P10) . . . l2(P10) 0
0 0 0 0 0 . . . 0 I

Our result thus follows by induction. 
Now note the similarity between the columns of this matrix (excluding the first column4), and the summands of the
resolution of P : X → X ,
ResS(P ) = P00 + P01P10 + P01P11P10 + P01P211P10 + . . .
(or rather, their image under the functor l2). This is the key to its action in the proof of Theorem 19.
A matrix for block B
Proposition 22. Block B of Fig. 9. produces the unitary map
B = H2T−2H2T−3 . . .H1H0
where the matrix Hx is given in terms of UP−1 =
(
l2(P00)Ď l2(P10)Ď
l2(P01)Ď l2(P11)Ď
)
by:
Hx =
I2n−1x 0 0 00 l2(P10)Ď l2(P00)Ď 0l2(P11)Ď l2(P01)Ď 0
0 0 0 IT2n−x2n−1
 where x = 0, . . . , 2(T − 1)
Proof. Note that the circuit for Û−1P modifies the oracle for the inverse of the primitive evolution UP by flipping the most
significant qubit (i.e. the start-halt qubit) of the output of UP . Therefore,
ÛP =
(
l2(P−110 ) l2(P
−1
00 )
l2(P−111 ) l2(P
−1
01 )
)
The proof that Hx may be built up as shown in terms of controlled operations on Û−1P is then almost identical to the proof of
Proposition 20. 
Corollary 23. An explicit matrix for the unitary mapB implemented by block B is
B =

l2(P01)Ď l2(P00)Ď 0 0 0 . . . 0 0 0
l2(P01P11)Ď l2(P01P10)Ď l2(P00)Ď 0 0 . . . 0 0 0
l2(P01P211)
Ď l2(P01P11P10)Ď l2(P01P10)Ď l2(P00)Ď 0 . . . 0 0 0
l2(P01P311)
Ď l2(P01P211P10)
Ď l2(P01P11P10)Ď l2(P01P10)Ď l2(P00)Ď . . . 0 0 0
...
...
...
...
...
...
...
...
l2(P01PT−111 )Ď l2(P01P
T−2
11 P10)
Ď l2(P01PT−311 P10)Ď l2(P01P
T−4
11 P10)
Ď l2(P01PT−511 P10)Ď . . . l2(P01P10)Ď l2(P00)Ď 0
l2(PT11)
Ď l2(PT−111 P10)Ď l2(P
T−2
11 P10)
Ď l2(PT−311 P10)Ď l2(P11)T−4P10)Ď . . . l2(P11P10)Ď l2(P10)Ď 0
0 0 0 0 0 . . . 0 0 I2t

4 Readers familiar with the field of Algebraic Program Semantics will recognise column 0. as providing the summands of a construction known as the
Elgot Dagger [36] — the usual program semantics representation of a ‘‘While’’ loop. An analysis of this is beyond the scope of this paper.
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Proof. The proof of this is sufficiently close to that of Corollary 21 do not need to reproduce separately. Simply replace the
matrix
ÛP =
(
l2(P01) l2(P00)
l2(P11) l2(P10)
)
in the proof of Corollary 21 by the matrix
Û−1P =
(
l2(P−110 ) l2(P
−1
00 )
l2(P−111 ) l2(P
−1
01 )
)
The inductive step (and hence the full result) follows immediately. 
A matrix for block C
Proposition 24. Block C of Fig. 9. produces the unitary map
C = K0K1 . . . KT−2KT−1
where the matrix Kx is given in terms of
UP−1 =
(
l2(P00)Ď l2(P10)Ď
l2(P01)Ď l2(P11)Ď
)
as follows:
Kx =
I2n−1x 0 0 00 l2(P10)Ď l2(P11)Ď 0l2(P00)Ď l2(P01)Ď 0
0 0 0 IT2n−x2n−1
 where x = T − 1, . . . , 0
Proof. The circuit for U˜P modifies the oracle for the inverse of the primitive evolution UP by flipping the most significant
qubit (i.e. the start-halt qubit) of the output of UP . However, by contrast to blocks A and B, this happens after UP is applied,
rather than before. Direct calculation gives
U˜P =
(
l2(P10) l2(P11)
l2(P00) l2(P01)
)
The proof that Kx may be built up as shown in terms of controlled operations on U˜P is again almost identical to the proof of
Proposition 20. 
Corollary 25. An explicit matrix for the unitary map C implemented by block C is
C =

l2(P10) l2(P11P10) . . . l2(P11)T−4P10) l2(PT−311 P10) l2(P
T−2
11 P10) l2(P
T−1
11 P10) l2(P
T
11) 0
l2(P00) l2(P01P10) . . . l2(P01PT−511 P10) l2(P01P
T−4
11 P10) l2(P01P
T−3
11 P10) l2(P01P
T−2
11 P10) l2(P01P
T−1
11 ) 0
...
...
...
...
...
...
...
...
0 0 . . . l2(P00) l2(P01P10) l2(P01P11P10) l2(P01P211P10) l2(P01P
3
11) 0
0 0 . . . 0 l2(P00) l2(P01P10) l2(P01P11P10) l2(P01P211) 0
0 0 . . . 0 0 l2(P00) l2(P01P10) l2(P01P11) 0
0 0 . . . 0 0 0 l2(P00) l2(P01) 0
0 0 . . . 0 0 0 0 0 I2t

Proof. We again prove this by induction.
Direct calculation and functoriality gives that
KT−2KT−1 =

I 0 0 0 0
0 l2(P10) l2(P11)l2(P10) l2(P11)2 0
0 l2(P00) l2(P01)l2(P10) l2(P01)l2(P11) 0
0 0 l2(P00) l2(P10) 0
0 0 0 I
 =

I 0 0 0 0
0 l2(P10) l2(P11P10) l2(P211) 0
0 l2(P00) l2(P01P10) l2(P01P11) 0
0 0 l2(P00) l2(P10) 0
0 0 0 I

(where the size of the identity blocks is implicit from the context).
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Now assume that, for some T − 1 ≥ s > 0,
Ks . . . KT−2KT−1 =

I 0 0 0 . . . 0 0 0 0 0 0
0 I 0 0 . . . 0 0 0 0 0 0
0 0 l2(P10) l2(P11P10) . . . l2(P11)K−4P10) l2(PK−311 P10) l2(P
K−2
11 P10) l2(P
K−1
11 P10) l2(P
K
11) 0
0 0 l2(P00) l2(P01P10) . . . l2(P01PK−511 P10) l2(P01P
K−4
11 P10) l2(P01P
K−3
11 P10) l2(P01P
K−2
11 P10) l2(P01P
K−1
11 ) 0
0 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 0 0 . . . l2(P00) l2(P01P10) l2(P01P11P10) l2(P01P211P10) l2(P01P
3
11) 0
0 0 0 0 . . . 0 l2(P00) l2(P01P10) l2(P01P11P10) l2(P01P211) 0
0 0 0 0 . . . 0 0 l2(P00) l2(P01P10) l2(P01P11) 0
0 0 0 0 . . . 0 0 0 l2(P00) l2(P01) 0
0 0 0 0 . . . 0 0 0 0 0 I2t

Direct calculation gives that Ks+1Ks . . . KT−2KT−1 =

I 0 0 0 . . . 0 0 0 0 0 0
0 l2(P10) l2(P11P10) l2(P211) . . . l2(P11)
K−3P10) l2(PK−211 P10) l2(P
K−1
11 P10) l2(P
K
11P10) l2(P
K+1
11 ) 0
0 l2(P00) l2(P01P10) l2(P01P11P10) . . . l2(P01PK−411 P10) l2(P01P
K−3
11 P10) l2(P01P
K−2
11 P10) l2(P01P
K−2
11 P10) l2(P01P
K−1
11 ) 0
0 0 l2(P00) l2(P01P10) . . . l2(P01PK−511 P10) l2(P01P
K−4
11 P10) l2(P01P
K−3
11 P10) l2(P01P
K−1
11 P10) l2(P01P
K
11) 0
0 0
...
...
...
...
...
...
...
...
0 0 0 0 . . . l2(P00) l2(P01P10) l2(P01P11P10) l2(P01P211P10) l2(P01P
3
11) 0
0 0 0 0 . . . 0 l2(P00) l2(P01P10) l2(P01P11P10) l2(P01P211) 0
0 0 0 0 . . . 0 0 l2(P00) l2(P01P10) l2(P01P11) 0
0 0 0 0 . . . 0 0 0 l2(P00) l2(P01) 0
0 0 0 0 . . . 0 0 0 0 0 I2t

Our result therefore follows by induction. 
Appendix III. Finding an upper bound for termination by quantum period-finding
A spectacularly successful technique in quantum computation is period-finding, with the most celebrated example being
Shor’s factorisation algorithm [43], based on period-finding formodular exponential functions.We nowdemonstrate how in
certain cases, quantum period-finding may be useful for finding an upper bound for the number of steps before termination
of a frAM.
Definition 26. Given a bijection on a finite set f : X → X , the period of Fx(n) = f n(x) is the smallest non-zero integer K
such that fx(K + r) = fx(r), for all r ∈ N. Equivalently, the period is the smallest K such that f K (x) = x. It is immediate that
such an integer exists, by the finiteness of X .
Efficient quantum algorithms for finding such periods of such bijections may be found in (for example) [41] p. 241, as an
application of the quantum Fourier transform, and the abelian hidden subgroup problem, using exactly one call to an oracle
for Fx.
Lemma 27. LetM = (X,P , S) be a frAM. Then the period K of ps(n) = P n(s) is an upper bound T for the number of steps
before termination in the computation of {M}(s).
Proof. Consider a start-halt configuration s ∈ S ⊆ S. Then by definition of the period K , P K (s) = s, and so P (s) ∈ S.
Therefore, K ≥ T . 
Thus, given an arbitrary superposition of starting states
∑r
j=0 αj
∣∣sj〉wemay calculate an appropriate upper bound for use
in our algorithm using exactly r calls to a suitable oracle. Note that there are numerous subtleties associated with this — for
example, although the period provides an upper bound for the number of steps before termination, it does not (except for
certain carefully crafted cases, e.g. abstract machines for modular exponentiation) provide the least upper bound. Similarly,
the naive scheme presented above appears to require classical knowledge of the distinct branches in a superposition. The
author conjectures that this is not, in fact, an essential requirement: a detailed study is work in progress [26].
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