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Abstract 
The discrete-time r laxation methods based on Volterra-Runge-Kutta methods for solving large system of second-kind 
Volterra integral equations are proposed. Convergence of the discrete-time iteration process with particular attention to 
parallel methods is investigated. 
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I. Introduction 
It is known that the resolution of even only one Volterra integral equation (VIE) can he very 
expensive from the computational point of view, basically because of the hereditary character of the 
problem (the presence of the lay-term). Moreover, the computational cost of a VIEs solver becomes 
still higher when a large system of VIEs has to be solved. An approach for overcoming this problem 
is to take advantage of parallel architectures. 
With this aim the authors have already proposed in the last few years a number of parallel 
methods and related prototypal codes such as the parallel iterated VRK methods [6, 10, 11], the 
block Volterra linear methods [7, 19, 20] and the parallel transformed methods [22]. All of them 
present a parallelism "across the methods". 
In this paper we consider parallel relaxation methods, that realize parallelism "across the space" and 
so a massive parallelism. Therefore, these methods are especially useful in solving large systems of 
VIEs like those arising in biological models [15] or by the semidiscretization f Fredholm-Volterra 
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equations [2, 9]. In particular, we introduce the discrete-time relaxation Volterra Runge-Kutta 
(RVRK) methods for VIEs systems. 
In the last few years dynamic iteration or waveform relaxation iteration have received a big at- 
tention as parallel method for solving large system of ordinary differential equations. The theoretical 
framework for the continuous and discrete time-dynamic teration method for ODEs was first devel- 
oped in [16-18]. More recently, the continuous-time waveform relaxation method has been extended 
to VIEs system [5]. 
In order to describe the RVRK methods, let us consider a system of second-kind Volterra integral 
equations 
~tn  y(t):9(t)+ k(t,s,y(s))ds, tE[t0, T], y,9,kE~q (1.1) 
and the classical s-stages Volterra Runge-Kutta (VRK) method. As it is known the VRK method, 
which will be referred to as underlying method, requires at each step the solution of a nonlinear 
system of sq equations. The proposed RVRK method basically consists in solving such implicit 
system by using a relaxation technique that is an iterative technique which allows us to split the 
original system into subsystems. We wish to obtain a fast convergent i eration process with a low 
computational cost per iteration. The second aim can also be obtained by decoupling the original 
system into independent subsystems which can be solved in parallel. In this paper we are mainly 
interested in this kind of decomposition. 
The outline of the paper is the following. In Section 2 we give the formulation of the methods 
and some results about their order of consistency. In Section 3, we analyze the convergence of the 
discrete-time RVRK methods to the VRK formulas. We demonstrate hat explicit methods converge 
in a finite number of iterations and we also give a criterion for deciding when it is convenient, from 
a computational point of view, to solve a VIEs system by a relaxation technique based on explicit 
RK methods rather than by the VRK formulas. Then we give a bound on the stepsize h which 
assures the convergence of the relaxation method based on an implicit VRK formula. 
In the case of linear kernel we give some conditions, depending on the choice of the iteration 
process and/or the stepsize, assuring the convergence of the RVRK methods to the underlying ones. 
Moreover, we prove that, in the particular case of relaxation methods based on diagonally implicit 
Runge-Kutta formulas, such conditions can be considerably simplified. We consider parallel RVRK 
methods and for some of them we derive convergence conditions independent of the stepsize h and 
also we suggest how to construct optimal RVRK methods. 
A parallel algorithm based on a RVRK method with the Jacobi splitting has been developed 
and the corresponding parallel code has been evaluated on a cluster of five workstations RISC [4]. 
The numerical experiments, ome of them reported in Section 4, show that these methods are very 
convenient in the solution of large systems of VIEs. 
2. RVRK methods 
In order to clearly present the formulation of the RVRK methods we consider two main classes of 
relaxation methods: waveform relaxation (WRVRK) methods and time-point relaxation (TPRVRK) 
methods. 
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2.1. Waveform relaxation VRK methods 
Let us consider the classical s-stage Pouzet VRK method [3, p. 173] defined by the Butcher array 
c I A~ bT for solving the system (1.1): 
S 
~(n)=F(n, t , j )  + h ~ ajkk(t,j,t,k, Yk(n)), j=  1,.. . ,s (2.1a) 
k=l 
£ y(n + 1)=F(n,t,+l) + h bkk(t~+l,t,~, Yk(n)), (2.1b) 
k=l 
F(n,t)----g(t)+ k '~-~bkk( t , t , k ,  Yk(l)), n>~O, 
1=0 k=l  
where Yk(n)= [Y~k(n) .... , Yqk(n)]  T E R q, t,j =t,  + cjh, y(n + 1)~y(t ,+l) ,  Y~(n)~ y(t, + c~h) and 
F(n,t) is the lag-term approximation. Now let us divide the integration interval into ~c windows, 
whose fixed length is .Wh, i.e., 
K--] 
[t0, T ]=U[ t r~, t l r+ l )~] ,  t i=to+jh ,  ~Aj, h_  T - to  - - 7  
r=:O /( 
and let us consider the splitting function H(t,s,u,v) such that H(t,s,u,u)=k(t,s,u).  We solve the 
system (2.1a) in each window by the following iterative process: 
n-  1 s 
Yj'+~(n) =F(r,A~,tnj) + h Z Z bkH(t"J 't'k' Y~'(l), Y2'+'(l)) 
l=r. ~' k= 1 
+h ajkH(t,j,t,k, Y2'(n),Y2'+l(n)), j= l  . . . . .  s, 
k=l 
v=0,1  .... , 
Yj°(n ) = F( r,A ~, tnj ). 
Observe that, if the iteration process converges then lim,,~o~ II Yf(n)-Yj(n)]] = 0. As already observed 
in the introduction, appropriate splitting functions give rise to parallel iterative schemes. For example, 
fully parallel schemes are obtained by using the following choices of H. 
Picard scheme: 
H(t,s,u,v)=k(t,s,u).  (2.2) 
Jacobi scheme: it corresponds to H having the ith component given by 
Hi(t, s, u, v) = ki(t, s, ul .... , ui-l, vi, ui+l . . . . .  Uq). (2.3) 
Different choices of H may be the ones giving rise to Gauss-Siedel or Newton-type iteration 
scheme [5]. 
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Definition 2.1. Each of the q sets of vectors 
v . v v v T W,..={W,. (n)=[Yi ,(n), . . . ,  Yis(n)] E ~", n=r~U, . . . , ( r  + l l J l ; -  1}, 
i = 1 . . . . .  q will be referred to as vth WR VRK stage waveform in the window [tr.i, t ( r+ l )~] .  
We observe that, in the case of parallel splitting such as (2.2) and (2.3) each of the q stage 
waveforms can be computed simultaneously by one processor in the whole window [tr.~,t(r+l)~ ]. 
Then the processors exchange their data and another stage waveform W,. '+~ for every i can be 
computed. 
The iteration process is continued until the iterates have converged; in practice until some criterion 
such as 
max ][~m(n)__~m l(n)[[~<YOL ' j= l , . . . , s ,  
r t~n~<(r+l ) . (  - I  • 
where TOL is a prescribed tolerance, is satisfied. The number of iteration m := mr, that we need for 
obtaining convergence, of course, depends on the window (i.e., on r). In what follows, for notational 
convenience, we suppress the dependence of m on the index r. 
After we have performed the sufficient number of iterations, We' is computed and the final nu- 
merical solution waveform ym(n + [), n = r. .U,. . . , (r  + 1).A p -  1 can be obtained. Therefore, the 
formulation of the method is the following: 
Y]'+' (n) = Fm(r,3 °, t.j) + h bkH(t./, t~k, Y;'(/), Y;"-' (l)) 
l=r ! k= l  
+h ajkH(t,,j,t,,k,Y~!'(n),Y2'+l(n)), j=  l,...,s, v=O, 1,.. . ,m (2.4a) 
k=l  
ym(n + 1 ) = Fm(r~.U, t~+j ) + h bkk(t~+x, tlk, Y~'(l)) (2.4b) 
l=r. ~ k= 1 
r - -1  ( j+ l )  J - - I  s 
Fm(r"4~"t)=g(t)+h~ Z Zbkk(t ' t 'k 'Y~ (l))' (2.4c) 
j=0 l=i. ~ k= J 
y°(n)=Fm(r..U,t,,j), r=0 .... , to -  1, n=r.4" ' , . . . , ( r+l ) . . f f -  1. 
A WRVRK method is completely determined once the VRK coefficients 
A = {ai j} i , j= 1 ........ b = {bi} i=l  ........ e = {C i ) i= l  ........ 
are given. 
(2.5) 
2.2. Time-point R VRK methods 
If ~.L'= 1 the length of the window coincides with the stepsize h. In this case the relaxation 
method is referred to as time-point relaxation VRK method and has the following formulation: 
S 
• v v,'+l (2.4a') Yf+~(n)=Fm(n,t,j)+hEaikH(tni, t,k,Y~(n),~k (n)), j= i  .... ,s, 
k=l  
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s 
ym(n + 1 ) = Fro(n, t,+~ ) + h ~ bkk(t,+l, t,k, Y~'(n)) (2.4b') 
k=l  
n - - I  s 
Fm(r.A ~, t) = 9(t) + h ~ ~ bkk(t, tlk, Y~(l)) (2.4c') 
1=0 k=l  
Yf(n)=Fm(r.Ar, t j), n=0, . . . ,~c -1 ,  v=0,1 , . . .  
Observe that, even if the TPRVRK method can be formally obtained by (2.4) by putting ~-= 1, 
there is a big difference between these two methods. Namely, in this case we have that the length of 
the window is not fixed and it depends on h. Due to this peculiarity it is easy to prove that, if the 
function H is sufficiently smooth, the TPRVRK method (2.4') is convergent for every m >/1, i.e., 
lim ][ym(n)- yg(t,)]l~=O, m>~l. (2.6) 
h----~O 
nh=const .  
Moreover if the order of the underlying method (2.1) is p* then the order of convergence of the 
TPRVRK method is 
p=min{p*,m + 1}. 
Therefore, the number of iteration we need for reaching at least the order of the underlying method is 
m* = p* - 1. 
The convergence result (2.6) suggests that, the TPRVRK method can be implemented in two 
different ways. To be more specific, in addition to the mode of correcting to converge, it can also 
be implemented with a fixed number of iterations, say m, and in such a case m can be considered 
as a parameter of the method. 
3. Convergence of the iteration scheme 
In this section we investigate the convergence of the iteration scheme (2.4a) and (2.4a') to the 
underlying VRK methods, i.e., 
,!im IIY]'(n)- Yj(n)l l~=0, j=  l , . . . ,s .  
We point out that all the results of this section which concern the WRVRK methods remain valid 
also in the case of TPRVRK methods, i.e., in the case .At = 1 
In the following theorem we prove that the WRVRK methods based on explicit underlying methods 
converge to the underlying methods in a finite number of iterations. 
Theorem 3.1. The s-stage explicit WR VRK methods converge to the underlyin9 methods in a win- 
dow whose length is ~A/h in at most JVs iterations. 
Proof. Let us consider the first window [to, t,, ~] and let us proceed by induction on the number of 
steps JK. Assuming JV = 1 it is clear that, due to the explicitness of the method, for every choice of 
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the initial guess Yj°(0) we have Yll(0)= YI(0), II2(0)= I12(0) and Y~(0)= Ys(0). Then let us assume 
that the thesis is true for a window of length (.A/ - 1 )h, i.e., 
Yj(~-')S(n)=Yj(n), j= l , . . . , s ,  n=O, . . . ,m r -  1, (3.1) 
and we will prove that it is true for a window of length Yh .  For this window we have 
y(. t -  1 )s+l 
. j  
./I--I £ 
=h ~_, bk[H(t~'j, tlk, Yk(~J-I)'~'(l), v("-l)s+'( - "1, l)) H(t,~,t,k,  Yk(l),Yk(l))] 
l=0 k=l 
j - I  
, y ( .~- l )s [  ~#~ v(.~. 1 +hZajk[H(t .~j ,~.~k,  ~ t~, J, 'k )s+I(~4/'))-H(t.J~7, L~k, Yk(JV'),Y~(~A~))] 
k=l 
and in view of (3.1) it follows that 
y(A- l ) s+ l (~/~)  = y , (~) , . . . ,  ysV,(~A~)= y,(~r). 
By proceeding by induction on the index r the thesis can be proved in each window [tr~.,t(~+~).r]. [] 
Remark 3.2. Let c~ be the computational cost of the s stages of an explicit VRK method, applied 
to a system of dimension q, in a window of length ~A~h. The computational cost of the explicit 
method (2.4) is c~* =m~ and from Theorem 3.1 there results m = ~/Vs. 
Now, if H is chosen in such a way that (1.2) is decomposed into 7 independent subsystems 
of dimension q/y, that can be solved in parallel, then the computational cost required by each 
subsystem is
rn~ ~rs~ 
7 7 
Therefore, we can conclude that the WRVRK method is more efficient if 7 > A/s and this can be 
easily obtained since J~ and s usually are not "large numbers" except for the case of very small h. 
In the case of an implicit method the following result holds. We omit the proof because it can 
be also concluded from [12]. 
Theorem 3.3. Assume that 
(i) ][H(t,s,u,,v,) - H( t , s ,  u2 ,v2) l ]  l lu,  - u ll + L2llVl - v ll, 
(ii) h <~ I / ( I IAI I~(L,  +L2)). 
Then the WR VRK method converges to the underlying VRK method in each window. 
3.1. Linear kernel 
Now in order to prove the subsequent theorem on the convergence of the WRVRK stage waveform, 
let us assume the linearity of the kernel, i.e., 
k(t, s, y)  = k(t, s)y(s)  
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with k = {k~~(t,s)}i,j=1,,,,, y, y = [yl(s), . . . , Y,(.s)]~. Moreover, we put 
H(t,s,u:v)=M(t,s)v+N(t,s)U, M,NEFF. 
Then the WRVRK method assumes the form 
(3.2) 
n-l s 
v”(n + 1) = F”(rM, &+I ) + h c c bkk(tn+l, hk)Y;(l), 
13. t’- k=l 
n-l s 
l=rA k=l 
+hi:a,[M(t,,t~k)y~‘l(n)fN(t,,,t,,)y~(n)l, j=l,...,S, 
k=l 
r-1 (]+I), I<--1 s 
Frn(rN, t) = g(t) + h c c xbkk(t,tt#;(l), n=r.&” ,..., (y.+ 1)x- 1, 
J=o lzj.4' k=l 
where 
y”(n) = [y;“(n), . . . ) y,“(n)]’ E lwq, F”(n,t) = [F;“(n, t), . . . ,Fqm(n,t)]T E [wq. (3.3) 
Denote by P(n, I),p(n, I), Q(n, I), &n, 1) the qs by qs block matrices related to the splitting (3.2): 
h~(czl,h), ..., h~(h,hs) 
P(n,l)= . . . . . . . . 
h~(Gls, h ), . . . > bsN(L h,) 
( 
QllM(h,h), .‘., %M(h, tls) 
Q(n,l)= . . . . . . . . . , 
Fdf(L tn), . . . 3 &~(hs, h> 
i 
QllN(&ll, tn), . f ., %JJ(b2l, h) 
&,l)= . . . . . . . . . . 
%N(L hl), . . . , %sN(L f/s) I 
Now the definition of convergence matrix can be given: 
Definition 3.4. The qs x qs matrix 
C(+)=U,, - ~QhW1&v) 
is called convergence matrix of the WRVRK method (2.4). 
(3.4) 
(3.5 1 
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Theorem 3.5. The WR VRK method converges to the underlying method in the window [tr.4", t(r+l)A °] 
if and only if 
p[C(n,h)]<l, n=r J f f , . . . , ( r  + l )Y -1 ,  (3.6) 
where the symbol p represents the spectral radius. 
Proof. Let e~(n) be given in (3.2). By assuming that the methods is convergent in all the previous 
windows [tiN,t(i+l)A], i = 0 , . . . , r -  1 and using notations (3.6) there results 
Put 
n- I  
¢"+l(n) =h Z P(n, l)eV+l(l) + hQ(n,n)eV+l(n) 
l=r ,A - 
n - - I  
+ ZP(n' l )e~( l )+hO(n'n)eV(n) '  n=r JU , . . . , ( r+ l ) J f f -  1. 
l=r . /U 
e"(rW) ) 
e" -- eV(rW ÷ 1 ) ~qsN 
r. f f - -  E 
° . .  
eV(rY + N-  1) 
and denote by ~(rJV'), qJ(r~) the block triangular qsN × qsN matrices: 
(3.7) 
@(rJV) 
{ Q( rY ,  rJV) 
\ P(r~#+~A/'- l , r~),  
O,  
Q(rY+ l,r JV+ l ), 
P(rJV+ JV -  1, rY+ 1 ), 
{ 0(rY, rY) 
=[  /3(rJff.+..1, 'rJff)' 
\ P ( rY+~/ ' -  1, rX), 
Then (3.7) written in vectorial form becomes 
[Iqs..~ .... hq)(r~Z)]ev+. ! = h ~(rY)e~.,.., 
0~ 
O(rJV+ 1, rJV+ 1 ), 
/5(r JV+ JV'- 1, rJV+ 1 ), 
and hence 
. . .~  0 
0 ,  . . .  
. . .~  . . .  
.... Q(rY+~A#- 1, r JV+Y-  1 ) 
(3.8) 
..., 0 )1 O,  . . .  
..., Q( r JV+~- l , r~+dV' - I  
v v 0 er ~ .... x(rW) er..c 
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with 
z( rA  ~) = h[Iqs.~ .... hq~(rJV)] -1 ~(rJV). (3.9) 
Since the eigenvalues of a block triangular matrix coincide with the eigenvalues of the diagonal 
blocks we can deduce that 
l imgi'(n)=O, n=r JV , . . . , r JV  + Y -1 ,  i= l , . . . ,q  (3.10) 
if and only if 
hp[( Iqs-hQ(n,n)) - lO(n,n)]<l ,  n=rA~ .... , rA/ '+ JV -  1. [] 
Remark 3.6. It can be easily proved that also the hypotheses of Theorem 3.3, in the case of linear 
kernel, imply (3.6). 
Remark 3.7. If the chosen splitting is of convolution type, i.e., 
M(t ,s )=M(t -s ) ,  N( t , s )=N( t - s )  
the condition (3.6) is independent of n and of the window. 
In the case that the underlying VRK method (2.1) is a Volterra DIRK method (see, e.g., 
[13, p. 197]) the matrix A of (2.5) is a lower triangular matrix and therefore instead of the spectral 
radius of a qs x qs matrix, the spectral radius of s matrices of dimension q x q must be checked, as 
it is shown in the following corollary. 
Corollary 3.8. The WR VRK method converges to the underlying Volterra D IRK  method, for the 
splitting K(t,s) = M(t,s) + N(t,s) and in the window [try., tCr+l).C] if and only i f  
hIagiIp[(Iq - haiiM(tni, t,i))-lN(t,~,t,i)]< 1, i= 1,.. . ,s, n=rY , . . . , ( r  + 1)JV" - 1. 
Proof. In this case the matrices Q(n,n) and O(n,n) appearing in the expression (3.5) of the con- 
vergence matrix are block triangular having on the diagonal, respectively, the blocks 
aiiM(t,i,t,i), i= 1,.. . ,s, 
aiiN(,i,t,i), i= 1,.. . ,s. 
The thesis follows from Theorem 3.5, since the eigenvalues of a block triangular matrix coincide 
with the eigenvalues of the diagonal blocks. [] 
3.2. Linear convolution kernel 
In this section we consider the following linear convolution VIE: 
y(t) = g(t) + f'[A + 6)(t - s)]y(s) ds, A, 6) E ~q×q 
Jo 
(3.11) 
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This is the simplest example of the very important class of the convolution Volterra equations. 
Moreover, A + O(t - s) can be considered as the linear part of the Taylor expansion of a general 
kernel k(t,s,y). In a companion paper [8], we study the stability of the WRVRK methods with 
respect o such test equation. 
Therefore, it is interesting to specialize the previous theorems to the case of Eq. (3.11). 
Let ® denote the Kronecker (or tensor) product of matrices, and A I the s × s matrix defined by 
the coefficients (2.5) of the method as 
A1 = {aij(ci - c j )} i , j _ l  ...... 
and let us indicate the splitting of the kernel by 
M=MI  + M2, N=NI  + N2, A=M~ + N1, 
Then the following corollaries hold. 
(3.12) 
O=M2 + N2. (3.13) 
Corollary 3.9. I f  the splittin9 (3.13) satisfies 
hp{[Iqs - h(A ® M1) - h2(Al ®M2)] -1 [(A ® Nl ) + h(A~ ®N2)]} < 1, (3.14) 
then the WR VRK method applied to the system (3.11 ), converyes to the underlyin9 VRK method 
on any window. 
Proof. The proof is obvious since in this case the matrices Q(n,n) and {)(n,n) appearing in the 
expression (3.5) of the convergence matrix are independent of n and satisfy, respectively, 
Q(n,n) =A ® Ml + h(A1 ®M2), 
Q(n,n) =A ®NI + h(Al ®N2). [] 
Corollary 3.10. I f  the splittin9 (3.13) of A satisfies 
h[ai~lp[(I q - haiiMl)-lN1]< 1, i=  1,... ,s, (3.15) 
then the WRVRK method applied to the system (3.11 ) converges to the underlyin9 Volterra DIRK 
method in any window and for any splittin9 of  O. 
Proof. The proof is an immediate consequence of Theorem 3.5 and can be also obtained from 
Corollary 3.12 by observing that in the case of DIRK methods A l has null diagonal. Therefore, both 
the matrices appearing in (3.14) are triangular with diagonal the blocks ( Iq -  haiiM1) -1 and haiiN~, 
respectively, whereas the matrices M2 and N2 only appear in the subdiagonal blocks. [] 
Remark 3.11. We stress that, since the condition (3.15) is independent on the splitting of O, the 
most convenient splitting from the computational point of view can be chosen (e.g. M2 = 0, N2 = O). 
Corollary 3.12. The s-stage WRVRK methods applied to the system (3.11) with A =0 converge 
to the underlyin9 DIRK methods in at most dVs iterations in any window and for any splitting. 
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Proof. The proof of the convergence is obvious from Corollary 3.12. Moreover, we can claim that 
in this case the method converge in at most JVs iterations by observing that the considered method 
applied to such system behaves like an explicit method. [] 
Since the well-known backward Euler and the trapezoidal rule are DIRK methods, we can conclude 
the following corollary for the corresponding WRVRK methods. 
Corollary 3.13. I f  the splitting of A satisfies, respectively, 
hp[(Iq - hMl )-~N~] < 1, (3.16) 
~p [(lq - h~MI)-'N, 1 -<1, (3.17) 
then the backward Euler and the trapezoidal WRVRK methods applied to the system (3.11) 
converge to the underlying VRK method Jor any splitting of 6) and on any window. 
We note that, in the case of the trapezoidal method, which is a two-stage method, instead of 
investigating the eigenvalues of a 2q × 2q convergence matrix, the computation of the spectral radius 
of a q × q matrix is required. 
Now the following results which hold for every choice of h can be proved. For the sake of brevity, 
we omit the proofs because they are analogous to Theorems 2.4 and 2.5 of [14] for the ODE case. 
Theorem 3.14. Assume that aii>~O, M~ has negative eigenvalues and that M1 and N1 commute. 
Then the TPRVRK methods converge to the underlying DIRK one for all h > 0 if and only if 
p(M 11Nj ) < 1. 
Theorem 3.15. Assume that aii >0, A =1141 + NI & symmetric negative definite, M1 and N1 are 
symmetric and Mj is negative definite. Then the TPRVRK methods converge to the underlying 
DIRK method if and only if A - 2M1 is positive definite. 
3.2.1. WRVRK parallel methods 
Now we concentrate our interests on diagonal splitting which give rise to parallel WRVRK meth- 
ods and we recall that the most popular parallel splitting are the Picard (1.3), Jacobi (1.4) and 
Richardson splitting [5]. In the case of the kernel under consideration they are defined as follows: 
Picard Ml = 0, M2 = 0, 
Jacobi M1 = diag(A), M2 = diag(O), 
Richardson M1 = dlq, M2 = d*Iq. 
Corollary 3.16. The WRVRK methods based on the Picard splitting converge to the underlying 
DIRK method in any window if and only if 
1 
- - ~  , . .  h < aiiP ~-'IAI i = 1 ., s. 
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Let us denote by poo[A] the logarithmic norm of a given matrix A related to 11.11 (see [3, p. 415]). 
Then the following result can be established. 
Theorem 3.17. I f  a, >>,0 and the matrix A = {2~j}i,j= l,...,q satisfies #~[A] <0 and the Jacobi splitting 
is performed, then the WRVRK methods converge to the underlying DIRK methods for any stepsize 
h and on any window. 
Proof. The hypothesis poo[A] <0 is equivalent to 
Z aii[2kj[+aii)~kk<O, k=l , . . . ,q ,  i= l  .... ,s. 
jCk 
This implies 
h ~j#k aii I,~kj[ 
<1, k=l  .... ,q, i= l , . . . , s ,  Vh~>0; (3.18) 
[ 1 -- haii)~kk[ 
hence 
II(Iq - ha~M~ )-' hai,gl < l, 
which assures (3.15) for any h. [] 
i=  1,... ,s, Vh~>0 
Concerning Richardson splitting, some convergence conditions which are valid for every h hold. 
We omit the proof of the following theorem because it is analogous to the proof of Theorem 2.6 
in [21]. 
Theorem 3.18. Assume that ai~>~O. I f all the eigenvalues ~rj of A have negative real part, then the 
TPR VRK methods with Ml = dlq converge to the underlying DIRK methods for all h > 0 if and 
only if 
d< ]aJl-----~2 j=  l , . . . ,q.  
2Re(o))' 
In order to understand when the above WRVRK methods with the Richardson splitting are more 
rapidly convergent to the underlying methods we investigate when the spectral radius of the conver- 
gence matrix is minimum. 
Corollary 3.19. I f  aii >>,0 and the eigenvalues aj of A satisfy 
al <~a2 .... , ~ aq <~O, 
then the WR VRK methods with the Richardson splittin 9 converge to the underlying D IRK method 
for d E (-go, ½al ) and for every h >0. The spectral radius of the convergence matrix is minimum 
for 
al +aq d= 
2 
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Proof. Let us consider the q functions 
fj(i, hd) - aii(haj - hd) 
1 -  haiid ' j=  l . . . .  ,q 
representing the eigenvalues of the convergence matrix of the WRVRK method. Then the spectral 
radius of this matrix is given by 
f( i ,  hd)= max Ifj(i, hd)l. 
1 <~j<~q 
Let us divide the interval J = ( -co ,  0) into J1 ---(-c~, ha*) and J2- - (ha*,  0) with a* J = ~(~, + ~q). 
Assuming hd C J~, it can be easily proved that 
f ( i ,  hd) - aii(haq - hd) 
1-hai id  ' i= l , . . . , s  
which is a decreasing function in J~. Therefore, 
min f( i ,  hd)=f ( i ,  ha*), f ( i ,  hd)<l ,  hdEJ~. 
hdE..~l 
Finally, by assuming hd E ~ we obtain 
aii( hd - hot ) 
f( i ,  hd)= , i= l , . . . , s  
1 - ha i id  
and 
1 minf ( i ,  hd)=f ( i ,  hcr*), f( i ,  hd)<l  ¢¢, hd<2a~, i= l , . . . , s .  [] 
h d E ..¢2 
The analogous result for the ODE case can be found in [21]. 
Corollary 3.20. Let the eigenvalues aj of A satisfy 
al ~<O-2,..., <~aq ~<0, 
and the matrix M1 be such that 
M, = dlq, (3.19a) 
d << rain { l - h2lajl } 
l~j~s 2h(1 hRe(aj)) " (3.19b) 
Then the backward Euler and the trapezoidal WR VRK methods converge to the underlyin9 meth- 
ods on any window. 
Proof. We give the proof only in the case of the backward Euler method. Since MI = dlq then 
N~ = A - dlq and the convergence matrix CBE(h) of the backward Euler WRVRK method is 
CBE(h) = [(Iq -- hdlq)-l h( A - dlq)]. 
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Hypothesis (3.19b) implies immediately that 
p[CBE(h)]<l Vh>O 
and the thesis follows. [] 
4. Numerical results 
In this section, in order to illustrate the performances of the parallel WRVRK methods, we report 
some results obtained with the prototypal parallel code WRVRKE based on a WRVRK method with 
the Jacobi splitting on a local memory multiprocessor. 
The Jacobi splitting has been chosen because it gives rise to a fully parallel method. The underlying 
method is the four-stage xplicit VRK method RKF45 [13, p. 185]. The WRVRKE code has fixed 
order 4 and variable step; the local error estimate is based on the embedding technique. Moreover, 
it is equipped with a strategy for an adaptive choice of the window length that allows an optimal 
balance of the iteration umber and communication cost. 
The code has been implemented on a cluster of five workstations R1SC by using the PVM package 
and it has been evaluated on some test problems. The details concerning the development and the 
evaluation of the code can be found in [4]. Here we report for exemplification only few of the results 
concerning the following system of order q+ 1 arising from the discretization of a Volterra-Fredholm 
equation: 
1 
yi(t) = cosxi(1 + t) + ~[cosxi cos2 sin 2 + sinx~ sin 2 2] 
q /0 2 (7~9i,41(t , Z) q- 12~bi,4l+1 (t,z) + 32(9i,41+2(t, ~)q 
-k-7~bi, al+3(t,z) + 12q~i,41+4(/,z))dz, i=0  .... ,q, tE[0,2], 
where c~i,l(t, z) = cos(x / -  xl)e-(t-~)yl(z) and xi = 2i/q. 
We report the speed-up and the efficiency of the code WRVRKE with respect o its serial version 
VRK45, i.e., the code based on the original RKF45 method and with respect o COLVI2 [1], the 
best serial code for VIEs. 
Let Tv be the running time spent by the code named "V" and p = 5 the number of processors at 
our disposal. The parameters eported in Table 1 are: 
• q the dimension of the VIEs system; 
• Tol the required tolerance; 
• S(v) the speed-up w.r.t. VRK45, i.e., S(v)= TVRK45/TwRvRKE whose ideal value is S(v)= p = 5; 
• S(c) the speed-up w.r.t. COLVI2, i.e., S(c)= TCOLVI2/TwRvRKE; 
• E(v) the efficiency w.r.t. VRK45, i.e., E(v)=S(v) /p  whose ideal value is E (v )= 1; 
• E(c) the efficiency w.r.t. COLVI2, i.e., E(c)=S(c) /p  
From the results appearing in Table 1 we can conclude that the code WRVRKE has optimal 
performances compared with VRK45. Comparison with COLVI2 shows that the speed-up and the 
efficiency increase with q and Tol and in any case WRVRKE results to be faster than COLVI2, so 
M.R. Crisci et al. / Journal of Computational and Applied Mathematics 86 (1997) 359 374 
Table 1 
373 
q Tol S(v) S(c) E(v) E(c) 
60 
100 
10 -4 3.72 2.29 0.74 0.45 
10 -6 4.48 1.58 0.89 0.31 
10 8 4.60 1.59 0.92 0.31 
10 -4 4.54 2.52 0.90 0.50 
10 -6 4.65 1.95 0.93 0.39 
10 -s 4.78 1.90 0.95 0.38 
that we can conclude that the parallel WRVRK methods are really useful in the solution of large 
systems of VIEs. 
5. Concluding remarks 
By using the waveform relaxation technique we have proposed a new family methods for solving 
systems of Volterra integral equations. Since the main problem concerning waveform relaxation 
methods is the question of convergence to the underlying method, we focus our attention on this 
subject. 
We show a general theorem assuring that each WRVRK method converges to the underlying VRK 
formula for sufficiently small h and we give very practical condition in the case of explicit WRVRK 
methods. 
In the case of kernels which are linear with respect to the third variable we obtain a necessary 
and sufficient condition for the convergence, but for general methods it is very difficult to check and 
moreover it does not give any suggestions on how to split the kernel. To overcome this drawback, 
we consider WRVRK methods based on DIRK formulas and we obtain convergence conditions 
which explicitly contain the splitting function and are easier to check, in particular in the case of 
convolution kernel. 
Moreover some useful convergence conditions are given for parallel WRVRK methods applied to 
linear convolution equations. 
Numerical results confirm that parallel WRVRK methods are particularly convenient for solving 
large system of VIEs. 
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