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HIGHER CODIMENSION RELATIVE ISOPERIMETRIC INEQUALITY
OUTSIDE A CONVEX SET
BRIAN KRUMMEL
Abstract. We consider an isoperimetric inequality for (m+ 1)-dimensional area minimizing sub-
manifolds of arbitrary codimension which lie outside a convex set K ⊂ Rn+1 and are bounded by a
submanifold of Rn+1 \ K and the convex set K. We show that the least value of the isoperimetric
ratio is attained for an (m+1)-dimensional flat half-disk of Rn+1+ . This extends prior work of Choe,
Ghomi, and Ritore´ in codimension one and proves a conjecture of Choe in the case of relative area
minimizers.
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1. Introduction
1.1. Overview. We consider isoperimetric inequalities for submanifolds in open domains of Eu-
clidean space. In particular, let 1 ≤ m ≤ n be integers and K ⊂ Rn+1 be a closed convex subset
with nonempty interior and smooth boundary. Consider an (m + 1)-dimensional area minimizing
submanifold R in Rn+1 \K whose boundary ∂R consists of both a portion T = ∂R \K in Rn+1 \K
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Figure 1. (m + 1)-dimensional area minimizing submanifold R lying outside a closed
convex set K and bounded by an m-dimensional submanifold T and a boundary portion
on K (possibly not rectifiable). The relative isoperimetric inequality concerns the minimum
value of a scale-invariant ratio of the areas of T and R as in (1.1).
and a portion lying on ∂K. We want to minimize the relative isoperimetric ratio
(1.1)
|T |m+1m
|R|
where |T | and |R| denote the m and m + 1 dimensional areas of T and R respectively, see Figure
1. Note that the isoperimetric ratio is invariant under homotheties and rigid motions.
One natural setting to consider such isoperimetric inequalities is the space of smooth subman-
ifolds. Unfortunately, the space of smooth submanifolds is not compact under smooth or weak
measure theoretic limits, and area minimizers are known to admit singularities. We will prove an
isoperimetric inequality for integral currents of Rn+1 \K. Integral currents are a certain generaliza-
tion of oriented smooth submanifolds-with-boundary which allow for singularities and multiplicities
greater than one. Each m-dimensional integral current T has an (m − 1)-dimensional boundary
∂T defined via Stoke’s theorem and an area, or mass, M(T ) which is the m-dimensional Hausdorff
measure of T counting multiplicity. The space of integral currents is a natural setting for studying
geometric variational problems such as isoperimetric inequalities and in particular has the advan-
tage of a compactness theorem due to Federer and Fleming [FF60] which can be used to prove the
existence of minimizers. We will discuss the basic theory of integral currents in Subsection 2.3.
The isoperimetric inequality for integral currents of Rn+1 of higher codimension was proven by
Almgren in [Alm86b] and can be stated as follows.
Isoperimetric inequality. Let 1 ≤ m ≤ n be integers. Let T be an m-dimensional integral
current of Rn+1 with ∂T = 0 in Rn+1 and R be an (m + 1)-dimensional area minimizing integral
current of Rn+1 with ∂R = T in Rn+1. Then
(1.2)
M(T )
m+1
m
M(R)
≥ H
m(∂Bm+1)
m+1
m
Hm+1(Bm+1) ,
where Bm+1 is the unit ball in Rm+1 centered at the origin. Equality holds true in (1.2) if and only
if R is a multiplicity one (m+ 1)-dimensional flat disk.
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Now let us carefully consider the setting of the relative isoperimetric inequality. Let K be any
closed subset of Rn+1. Let T is an m-dimensional integral current with zero boundary in Rn+1 \K,
i.e. T lies in Rn+1 \ K, ∂T lies on K, and ∂T is possibly not rectifiable. Consider the (m + 1)-
dimensional integral currents R such that ∂R = T in Rn+1 \ K, i.e. R lies in Rn+1 \ K and is
bounded by T and a free boundary portion in K which is possibly not rectifiable, see Figure 1.
For topological reasons, it is not true for a general closed set K and integral current T that such
a current R exists. In the special case that K is a closed convex subset of Rn+1, we will show in
Lemma 3.1 that there is at least one (m+1)-dimensional integral current R with ∂R = T in Rn+1\K
and moreover we can choose R so that M(R) ≤ C(m,n,K)M(T )m+1m . Using the Federer-Fleming
compactness theorem and semi-continuity of mass, one can show that if K is a closed subset of Rn+1
and T is an m-dimensional integral current bounding some (m+1)-dimensional integral current in
R
n+1 \K, then there always exists at least one (m+1)-dimensional integral current R with ∂R = T
in Rn+1\K which minimizes area. It is known that an area minimizing integral current R can admit
interior singularities; for instance, consider the holomorphic variety R = {(z, w) ∈ C2 : w2 = z3}.
The interior of an (m+1)-dimensional area minimizing integral current R is a locally real-analytic
submanifold away from a singular set which has Hausdorff dimension at mostm−1 due to a famous
result of Almgren [Alm83], also see [DeLSpa14] [DeLSpa16a] [DeLSpa16b]. Little known about the
boundary regularity of area minimizing integral currents in general.
In the special case that K is a half-space, one can reflect R across ∂K and apply the isoperimetric
inequality in Rn+1 to obtain
(1.3)
M(T )
m+1
m
M(R)
≥ 2− 1m H
m(∂Bm+1)
m+1
m
Hm+1(Bm+1)
with equality if and only if R is a multiplicity one (m + 1)-dimensional flat half-disk with hemi-
spherical boundary T in Rn+1 \ K and meeting ∂K orthogonally. It is natural to conjecture that
a similar relative isoperimetric inequality might hold true for other closed sets K. In particular,
Choe [Choe05] conjectured that (1.3) holds true in higher codimension for any closed convex set K
with nonempty interior.
In the codimension one setting m = n, the relative isoperimetric inequality reduces to the case
where R = JΩK is a multiplicity one integral current associated with a Lebesgue measurable subset
Ω ⊂ Rn+1 \ K with finite perimeter. Partial results for the codimension one relative isoperimetric
inequality outside a convex set were previously obtained by Kim [Kim00] in the special case that
K = U × R where U is the epigraph of a convex C2-function and by Choe [Choe03] in the special
case that ∂R ∩ ∂K is symmetric about n hyperplanes of Rn+1. The codimension one relative
isoperimetric inequality outside a convex set was ultimately proved by Choe, Ghomi, and Ritore´
in [CGR07].
In higher codimension m < n, the relative isoperimetric inequality outside of a convex set was
conjectured by Choe in [Choe05, Open Problem 12.6]. (Note that [Choe05] primarily concerns
isoperimetric inequalities such as (1.2) and (1.3) in the case that R is a minimal submanifold,
not necessarily area minimizing. Even the isoperimetric inequality (1.2) in Rn+1 remains largely
open outside of the case when R is area minimizing, see [Choe05, Open Problem 8.5].) Prior
to [Choe05], a partial result was obtained by Kim in [Kim98] in the special case of two-dimensional
piece-wise smooth surfaces of Rn+1, and also for two-dimensional piece-wise smooth surfaces of
hyperbolic space Hn+1. Otherwise, the relative isoperimetric inequality in higher codimension
has remained open. We prove the sharp relative isoperimetric inequality for integral currents of
arbitrary codimension in Rn+1\K for a convex set K. We thereby extend the main result of [CGR07]
to higher codimension and prove the conjecture of Choe from [Choe05] in the special case that R
is relatively area minimizing.
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Theorem A (Relative isoperimetric inequality). Let 1 ≤ m ≤ n be integers. Let K be a
proper convex subset of Rn+1, i.e. a convex subset which has nonempty interior and is not equal to
R
n+1. Let T be an m-dimensional integral current of Rn+1 \ K with ∂T = 0 in Rn+1 \ K and R be
an (m + 1)-dimensional area minimizing integral current in Rn+1 \ K with ∂R = T in Rn+1 \ K.
Then (1.3) holds true.
If we additionally assume K is bounded and has C2-boundary, equality holds true in (1.3) if
and only if T is a multiplicity one m-dimensional hemisphere and R is a multiplicity one (m+1)-
dimensional flat half-disk which meets ∂K orthogonally.
Note that the lower bound in (1.3) is sharp and, for a general proper convex set K, is attained
in the limit case of T and R concentrating at a boundary point of K, as we will discuss below.
1.2. Outline of the method. To describe our approach, it will be useful to have the following
notation and terminology.
Definition 1.1. Let 1 ≤ m ≤ n be integers and K be any closed subset of Rn+1 with K 6= Rn+1.
We define
γm,n(K) = inf
T,R
M(T )
m+1
m
M(R)
where the infimum is over all m-dimensional integral currents T and (m+ 1)-dimensional integral
currents R of Rn+1 \ K such that ∂R = T in Rn+1 \ K and R is relatively area minimizing in
R
n+1 \ K.
Definition 1.2. Let 1 ≤ m ≤ n be integers and K be any closed subset of Rn+1 with K 6= Rn+1.
Given anm-dimensional integral current T0 and (m+1)-dimensional integral current R0 of R
n+1\K,
we say the ordered pair of currents (T0, R0) is a relative isoperimetric minimizer if ∂R0 = T0 in
R
n+1 \ K, R0 is area minimizing in Rn+1 \ K, and
M(T0)
m+1
m
M(R0)
≤ M(T )
m+1
m
M(R)
for every m-dimensional integral current T and (m+1)-dimensional integral current R of Rn+1 \K
such that ∂R = T in Rn+1 \ K and R is area minimizing in Rn+1 \ K.
Our approach to proving Theorem A follows a similar strategy as [Alm86b] and [CGR07]. In
particular, one proves the existence of an isoperimetric minimizer (T,R). Then one proves an
area-mean curvature inequality and uses it to characterize all isoperimetric minimizers (T,R).
Notice that there might not exist currents T and R which minimize the relative isoperimetric
ratio in Rn+1\K. In particular, if ∂K is a C2-submanifold with strictly positive principal curvatures,
then it is impossible to attain the equality case from Theorem A. Rather, the least value of the
relative isoperimetric ratio is attained in the limit case of currents T and R concentrating at a
point in ∂K. Let K be a proper convex set and x0 ∈ ∂K be a regular point of K at which ∂K has
a unique tangent plane. For each ρ > 0 let D(x0, ρ) be an (m+ 1)-dimensional flat disk such that
D(x0, ρ) has center x0 and radius ρ and D(x0, ρ) is orthogonal to the tangent space to ∂K at x0.
As ρ ↓ 0, ρ−1(K − x0) blows up to a half-space and ρ−1(D(x0, ρ) \ K − x0) converges weakly to an
(m + 1)-dimensional unit flat disk with center 0 and radius one and meeting the boundary of the
half-space orthogonally. Moreover,
lim
ρ↓0
Hm((∂D(x0, ρ)) \ K)m+1m
Hm+1(D(x0, ρ) \ K) = 2
− 1
m
Hm(∂Bm+1)m+1m
Hm+1(Bm+1) .
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Thus in the limit as ρ ↓ 0 we obtain a relative isoperimetric minimizer for a half-space. To rule out
this limit case, we will assume by way of contradiction that (1.4) below holds true.
Let K be as in Theorem A and by approximation assume that K is bounded and has C2-
boundary. Our existence result is as follows.
Theorem B (Existence result). Let 1 ≤ m ≤ n be integers and K be a bounded proper convex
subset of Rn+1 with C2-boundary. Assume the least value γm,n(K) of the relative isoperimetric ratio
(see Definition 1.1 above) satisfies
(1.4) γm,n(K) < 2−
1
m
Hm(∂Bm+1)m+1m
Hm+1(Bm+1) .
Then there exists an m-dimensional integral current T0 and an (m+1)-dimensional integral current
R0 of R
n+1 \K such that ∂R0 = T0 in Rn+1 \K, R0 is relatively area minimizing in Rn+1 \K, and
(1.5)
M(T0)
m+1
m
M(R0)
≤ M(T )
m+1
m
M(R)
for every m-dimensional integral current T and an (m + 1)-dimensional integral current R of
R
n+1 \ K such that ∂R = T in Rn+1 \ K and R is relatively area minimizing in Rn+1 \ K.
The proof of Theorem B proceeds by the direct method. In other words, we take a sequence of
m-dimensional integral currents Tj and an (m+ 1)-dimensional integral currents Rj such that Rj
is relatively area minimizing with boundary Tj in R
n+1 \ K and
lim
j→∞
M(Tj)
m+1
m
M(Rj)
= γm,n(K).
After passing to a subsequence, it suffices to consider the following three cases:
(a) limj→∞M(Rj) =∞,
(b) limj→∞M(Rj) = 0, and
(c) limj→∞M(Rj) exists as a positive real number.
In each case, we rescale K, Tj , and Rj to normalize the mass of Rj before taking limits of K, Tj,
and Rj . In case (a), we translate so that the origin is a point in K. Then we rescale, causing K to
collapse to the origin as j →∞. Thus after scaling Tj and Rj converge to integral currents T˜0 and
R˜0 of R
n+1. We will show that R˜0 is area minimizing with boundary T˜0 in R
n+1 and
(1.6)
M(T˜0)
m+1
m
M(R˜0)
= γm,n(K),
which by (1.4) and the isoperimetric inequality in Rn+1 this is impossible. In case (b), we argue
as in [Alm83] using the deformation theorem that Tj concentrates near some boundary point of
xj ∈ ∂K, see Lemma 6.2 below, and we translate xj to the origin. Then we rescale, causing K to
blow up to a half-space as j →∞. After scaling, Tj and Rj converge integral currents T˜0 and R˜0 of
the half-space such that R˜0 is area minimizing with boundary T˜0 in the half-space and (1.6) holds
true. By (1.4) and the relative isoperimetric inequality in a half-space, (1.6) is impossible. Finally
in case (c), one does not need to translate or rescale, we simply let Tj → T0 and Rj → R0 to obtain
the desired isoperimetric minimizer (T0, R0).
A key step is showing that after scaling Rj converges to a relatively area minimizing integral
current and the respective masses converge. This requires showing that the mass of Rj does not
concentrate on the boundary of K. In the case of codimension one multiplicity one sets with
finite perimeter as in [CGR07], this is an obvious consequence of the compactness of BV -functions.
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In higher codimension, sequences of relative area minimizers can have mass concentrating on the
boundary of K; consider for j = 1, 2, 3, . . . the multiplicity j relatively area minimizing annulus
j J(Bm1+1/j(0) \Bm1 (0))×{0}K in Rn+1 \B1(0) (see Subsection 2.3 for notation). In Lemma 5.3, we
will adapt arguments of Gru¨ter in [Gru85] to show that if the relative isoperimetric ratio of (T,R)
is close to γm,n(K) – as is true with the minimizing sequence (Tj , Rj) above – we have monotonicity
formulas s−1M(Tx{x : dist(x,K) < s}) and s−1M(Rx{x : dist(x,K) < s}). Consequently we
obtain new estimates showing that the masses T and R cannot concentrate along ∂K. In the
special case that (T,R) is in fact a relative isoperimetric minimizer, these estimates tell us that
T and R have rectifiable boundaries with finite mass along ∂K. With slight modification, Lemma
5.3 applies in the more general setting where K has a C2-boundary, provided we remain in a
tubular neighborhood of K, see Corollary 5.5. In addition to non-concentration of mass along ∂K,
in Section 6 we adapt an argument of Almgren in [Alm86b] to show that the mass of Tj and Rj
cannot concentrate at infinity.
Now let us assume a relative isoperimetric minimizer (T,R) exists (but not necessarily that
(1.4) holds true). We want to show that T is a multiplicity one m-dimensional hemisphere and R
is an (m+1)-dimensional flat half-disk. Then if (1.4) were true, by Theorem B there would exists
a relative isoperimetric minimizer (T,R) and such an R would be a flat half-disk, contradicting
(1.4). Moreover, equality holds true in (1.3) of Theorem A precisely when R is a flat half-disk.
To characterize relative isoperimetric minimizers (T,R), we first compute the first variation
of the relative isoperimetric ratio, showing that T has bounded mean curvature with respect to
variational vector fields tangent to ∂K.
Theorem C (First variational inequality). Let 1 ≤ m ≤ n be integers and K be the closure of
an open subset of Rn+1 with C2-boundary. Let T be an m-dimensional integral current and R be
an (m+1)-dimensional integral current of Rn+1 \K such that ∂R = T in Rn+1 \K, R is relatively
area minimizing in Rn+1 \ K, and (T,R) is a relative isoperimetric minimizer in Rn+1 \ K. Then
T has distributional mean curvature HT ∈ L∞(‖T‖;Rn+1) in the sense that
(1.7)
∫
divT ζ(x) d‖T‖(x) =
∫
HT (x) · ζ(x) d‖T‖(x)
for all ζ ∈ C1c (Rn+1;Rn+1) such that ζ(x) is tangent to ∂K at each x ∈ ∂K, where divT ζ(x) denotes
the divergence of ζ computed with respect to the approximate tangent plane of T at x for ‖T‖-a.e. x.
Moreover, HT (x) is orthogonal to the approximate tangent plane of T at x and satisfies
(1.8) |HT (x)| ≤ H0
for ‖T‖-a.e. x, where
(1.9) H0 =
m
m+ 1
M(T )
M(R)
.
Remark 1.3. In the codimension one case m = n, by a straightforward modification of the proof
of Theorem C we know that T has constant scalar mean curvature H0 as in (1.9), see Remark 9.3.
As an important consequence of Theorem C, by the work of Gru¨ter and Jost [GJ86] the area
of T satisfies a monotonicity formula. Using this monotonicity formula and a local version Lemma
5.6 of our non-concentration estimates of mass along ∂K, we can show that T has a relatively
area minimizing tangent cone at each point of its support, including points on ∂K. (Note that
Theorem C and monotonicity does does not require convexity of K.) Tangent cones will play a
small but important role in our proof of Theorem D below. Again notice that in the codimension
RELATIVE ISOPERIMETRIC INEQUALITY 7
one case of [CGR07] concentration of mass along ∂K is not an issue, whereas in higher codimension
nonconcentration of mass along ∂K is essential, in particular for the existence of tangent cones.
Finally we prove the following area-mean curvature inequality, which we will use to show that
(T,R) is isoperimetric minimizing if and only if R is a flat half-disk.
Theorem D (Area-mean curvature characterization of hemispheres). Let 1 ≤ m ≤ n
be integers and K be a bounded proper convex subset of Rn+1 with C2-boundary. Let T be an m-
dimensional integral current and R be an (m + 1)-dimensional integral current of Rn+1 \ K such
that T and R have compact support in Rn+1, ∂R = T in Rn+1 \ K, R is relatively area minimizing
in Rn+1 \ K, and (T,R) is a relative isoperimetric minimizer in Rn+1 \ K. Assume that T has
distributional mean curvature HT ∈ L∞(‖T‖;Rn+1) in the sense that (1.7) holds true for every
vector field ζ ∈ C1c (Rn+1;Rn+1) which is is tangent to ∂K and assume that
|HT (x)| ≤ m
for ‖T‖-a.e. x. Then
(1.10) M(T ) ≥ 1
2
Hm(Sm),
where Sm = ∂Bm+1. Equality holds true in (1.10) if and only if T is an multiplicity one m-
dimensional unit hemisphere (lying in an (m + 1)-dimensional affine plane) and T meets ∂K or-
thogonally.
The proof of Theorem D is similar to Almgren’s proof of the area-mean curvature characteri-
zation of spheres in [Alm86b], in which one considers the convex hull A of the support of T and
computes the area of the set of outward unit normals to A to obtain a lower bound on M(T ).
The main change from [Alm86b] is that the support hyperplanes of A can touch the support of
T at both interior points of T , i.e. points in sptT \ K, or a boundary point of T , i.e. points
in sptT ∩ ∂K. In [CGR07], the boundary points are dealt with by noting that T is a smooth
hypersurface-with-boundary away from a singular set of Hausdorff dimension at most m − 7 and
using an analytical computation from the appendix of [CGR06]. In codimension > 1 little is
known about the boundary regularity of isoperimetric minimizers. Instead we apply the concept
of restricted support hyperplanes from [CGR06]. Using tangent cones of T we will show that the
restricted support hyperplanes touch the support of T only at interior points, where the arguments
of [Alm86b] apply. By [CGR06] (with some modification) the area of the unit normals to restricted
support hyperplanes is ≥ 12 Hn(Sn), which is what is needed to obtain (1.10).
1.3. Organization of the paper. We discuss notation and the basic facts about convex sets and
integral currents in Section 2. Section 3 contains the proof of existence of relative area minimizers
outside a convex set, including a non-sharp relative isoperimetric inequality, and Section 4 contains
a rigorous proof of the sharp relative isoperimetric inequality for a half-space. The arguments in
both sections are geometrically straightforward but we need to be careful about the boundaries of
T and R possibly not being rectifiable along ∂K. Section 5 will concern the non-concentration of
mass along ∂K and Section 6 will concern the non-concentration of mass at infinity. Having shown
non-concentration of mass, in Section 7 we will argue that any convergent sequence of relative
area minimizers Rj has a relative area minimizing limit R and the respective masses converge. In
Section 8 we put this all together to prove the existence result Theorem B. In Section 9 we compute
the first variation of the relative isoperimetric ratio as in Theorem C. Then in Section 10 we use
Theorem C and [GJ86] to establish a monotonicity formula and the existence of tangent cones for
T . In Section 11 we discuss the unit normal cone and restricted support hyperplanes from [CGR06],
which we use in Section 12 to prove Theorem D. Finally, in Section 13 we use Theorems B, C, and
D to prove Theorem A.
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2. Preliminaries and notation
In this section, we cover some basic notation and facts. In particular, in Subsection 2.1 we
establish some general notation. In Subsection 2.2 we will discuss convex subsets of Rn+1 and the
distance function, projection map, and Gauss map associated with a convex subset. In Subsection
2.3 we will discuss currents and integral currents. We refer the reader to [Fed69, Chapter 4]
or [Sim83, Chapter 6] for a more detailed discussion of the theory of currents.
2.1. Basic notation. n ≥ 1 is a fixed integer. x = (x1, x2, . . . , xn+1) denotes a point of the
(n+ 1)-dimensional Euclidean space Rn+1.
For each integer k ≥ 1, Rk+ = {(x1, x2, . . . , xk) ∈ Rk : xk > 0} is the open upper half-space in
R
k and Rk− = {(x1, x2, . . . , xk) ∈ Rk : xk < 0} is the open lower half-space in Rk.
For each integer k ≥ 1, we let Bkρ (y) = {x ∈ Rk : |x− y| < ρ} denote the open ball of Rk with
center y ∈ Rk and radius ρ > 0. When k = n+ 1 we let Bρ(y) = Bn+1ρ (y).
For each y ∈ Rn+1 and ρ > 0, ηy,ρ : Rn+1 → Rn+1 is the map defined by ηy,ρ(x) = (x − y)/ρ
for all x ∈ Rn+1.
For each k = 0, 1, 2, . . . , n+ 1, Hk denotes the k-dimensional Hausdorff measure on Rn+1.
Ln+1 denotes the (n + 1)-dimensional Lebesgue measure on Rn+1 and L1 denotes the one-
dimensional Lebesgue measure on R.
For each integer k ≥ 1, Bk = Bk1 (0), Sk = ∂Bk+11 (0), and ωk = Hk(Bk).
For A ⊆ Rn+1, intA denotes the interior of A in Rn+1 and A denotes the closure of A in Rn+1.
For x ∈ Rn+1 and A ⊆ Rn+1, dist(x,A) = infy∈A |x− y|. When A = ∅, dist(x, ∅) =∞.
For sets A,B ⊆ Rn+1,
distH(A,B) = max
{
sup
x∈A
dist(x,B), sup
x∈B
dist(x,A), 0
}
is the Hausdorff distance between A and B. distH(A, ∅) =∞ if A 6= ∅ and distH(∅, ∅) = 0.
Given Ai, A ⊆ Rn+1, we say Ai → A in Hausdorff distance if distH(Ai, A)→ 0.
Given Ai, A ⊆ Rn+1, we say Ai → A locally in Hausdorff distance if for every r > 0
lim
i→∞
max
{
sup
x∈Ai∩Br(0)
dist(x,A), sup
x∈A∩Br(0)
dist(x,Ai), 0
}
= 0.
In particular, for each r > 0, A ∩Br(0) = ∅ if and only if Ai ∩Br(0) = ∅ for all large i.
J0, 1K denotes the one-dimensional integral current associated with the open interval (0, 1) ⊂ R.
2.2. Convex sets. Throughout we consider the following type of convex set.
Definition 2.1. We say K ⊆ Rn+1 is a proper convex set if K is convex, K has nonempty interior
in Rn+1, and K 6= Rn+1.
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To each closed convex subset K ⊂ Rn+1 we associate the following functions. We define the
distance function dK : Rn+1 → [0,∞) by dK(x) = dist(x,K) for each x ∈ Rn+1. Since K is convex,
there is a well-defined projection map ξK : Rn+1 → K such that ξK(x) is the closest point to x on K
for each x ∈ Rn+1\K and ξK(x) = x for each x ∈ K. We define theGauss map νK : Rn+1\K → Sn by
νK(x) =
x−ξK(x)
dK(x)
. We have dK ∈ C0,1(Rn+1)∩C1,1loc (Rn+1 \K) with Lip dK = 1 and ∇dK(x) = νK(x)
for all x ∈ Rn+1 \ K, ξK ∈ C0,1(Rn+1;Rn+1) with Lip ξK = 1, and νK ∈ C0,1loc (Rn+1 \ K;Rn+1) with
Lip{dK≥s} νK ≤ 3/s for each s > 0.
Suppose K is a bounded proper convex subset with C2-boundary. Then the condition that
K is convex is equivalent to the condition that at each p ∈ ∂K the principal curvatures of ∂K
at p computed with respect to the outward unit normal to K are all nonnegative. Moreover, νK
extends to a continuous function on Rn+1 \ intK such that νK|∂K is the outward unit normal to
K and νK(x) = νK(ξK(x)) for all x ∈ Rn+1 \ K. We have dK ∈ C2(Rn+1 \ intK) and ξK, νK ∈
C1(Rn+1 \ intK;Rn+1) with
∇dK(x) = νK(x), ∇eiξK(x) =
1
1 + κi dK(x)
ei, ∇eiνK(x) =
κi
1 + κi dK(x)
ei,(2.1)
∇νK(x) ξK(x) = ∇νK(x) νK(x) = 0
for each x ∈ Rn+1\K, where e1, e2, . . . , en are principal directions of ∂K at ξK(x) with corresponding
principal curvatures κ1, κ2, . . . , κn.
Suppose K is the closure of a bounded open convex subset with C2-boundary but K is not
necessarily convex. In this case the closest point projection map ξK onto ∂K may not be well-
defined on all of Rn+1 \ intK. Let κ0 ≥ 0 be the infimum of 1/ρ over all radii ρ > 0 such that ∂K
satisfies an interior and exterior sphere condition of radius ρ at every point of ∂K, that is
(2.2) κ0 = inf
{
1
ρ
: ∀y ∈ ∂K, Bρ(y − ρνK(y)) ∩ ∂K = Bρ(y + ρνK(y)) ∩ ∂K = {y}
}
,
where νK(y) is the outward unit normal to K at y. Notice that |κi| ≤ κ0 whenever ∂K has principal
curvatures κ1, κ2, . . . , κn at y. Let
U = {x ∈ Rn+1 \ intK : dist(x,K) < 1/κ0}.
Then there is a well-defined projection map ξK : U ∪ K → ∂K such that ξK(x) is the closest
point to x on K for each x ∈ U and ξK(x) = x for each x ∈ K. We define the distance function
dK : Rn+1 → [0,∞) by dK(x) = dist(x,K) for each x ∈ Rn+1. We have a Gauss map νK : U → Sn
defined by νK|∂K being the outward unit normal to K and νK(x) = νK(ξK(x)) for all x ∈ U . It is
well-known that dK ∈ C2(U) and ξK, νK ∈ C1(U ;Rn+1), x = ξK(x) + dK(x) νK(x) for all x ∈ U ,
and (2.1) holds true for all x ∈ intU .
2.3. Currents. For each m = 1, 2, . . . , n + 1, Λm(R
n+1) denotes the space of m-vectors of Rn+1
and Λm(Rn+1) denotes the dual space of m-covectors of Rn+1. For each open subset U ⊆ Rn+1
and m = 1, 2, . . . , n + 1, we let Dm(U) denote the space of smooth m-forms ω : U → Λm(Rn+1)
with compact support and equip Dm(U) with the standard locally convex topology. When m = 0,
we let D0(U) = C∞c (U).
Let U be any open subset of Rn+1. An m-dimensional current T of U is a continuous linear
functional T : Dm(U) → R. We let Dm(U) denote the space of all m-dimensional currents T of
U . For each T ∈ Dm(U), the support sptT of T is the intersection of all closed sets K such that
T (ω) = 0 for all ω ∈ Dm(U) with sptω ⊂ U \K. Given an m-dimensional current T ∈ Dm(U), the
boundary ∂T ∈ Dm−1(U) is defined by
∂T (ω) = T (dω)
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for all ω ∈ Dm−1(U), where d is the exterior derivative on differential forms. Since d2 = 0, ∂2T = 0
for every current T . For each current T ∈ Dm(U) and open set W ⊆ U , the mass, or area, MW (T )
is defined by
MW (T ) = sup
{
T (ω) : ω ∈ Dm(U), sptω ⊂W, sup
U
|ω| ≤ 1}.
When W = U , we let M(T ) = MU (T ). If T ∈ Dm(U) such that MW (T ) < ∞ for all W ⊂⊂ U ,
there exists a unique Radon measure ‖T‖ such that ‖T‖(W ) =MW (T ) for every open set W ⊂ U
and sptT = spt ‖T‖.
An important example of an m-dimensional current is the current T = JMK associated with
smooth oriented m-dimensional submanifold-with-boundary M , which is given by
JMK(ω) =
∫
M
ω
for all ω ∈ Dm(U). In this case, by Stoke’s theorem
∂JMK(ω) =
∫
M
dω =
∫
∂M
ω = J∂MK(ω)
for all ω ∈ Dm−1(U) and thus ∂JMK = J∂MK is the (m−1)-dimensional current associated with the
submanifold boundary ∂M of M . It is readily verified that the mass of JMK is the m-dimensional
Hausdorff measure of M
MW (JMK) = Hm(M ∩W )
for every open set W ⊂ U .
We say an m-dimensional current T ∈ Dm(U) is locally integer-multiplicity rectifiable if
(2.3) T (ω) =
∫
M
〈ω(x), ξ(x)〉 θ(x) dHm(x)
for all ω ∈ Dm(U), where M ⊆ U is a countably m-rectifiable set, θ : M → Z+ is a locally
Hm-integrable function (called the multiplicity function), and ξ : M → Λm(Rn+1) is a locally
Hm-measurable function (called the orientation) such that for Hm-a.e. x ∈ M we have ξ(x) =
ξ1 ∧ ξ2 ∧ · · · ∧ ξm for some orthonormal basis ξ1, ξ2, . . . , ξm of the approximate tangent plane to M
at x. We will often call the approximate tangent plane to M at x ∈ M the approximate tangent
plane of T at x. (See [Sim83, Section 11] for a discussion of rectifiable sets and approximate tangent
planes.) For each locally integer-multiplicity rectifiable current T ∈ Dm(U),
MW (T ) =
∫
M∩W
θ dHm
for every open set W ⊆ U and in particular ‖T‖ = θ dHm. We let Im,loc(U) denote the space of all
m-dimensional locally integer-multiplicity rectifiable currents of U . We let Im,loc(U) be the space of
locally integral currents of U , which consists of all currents T ∈ Im,loc(U) with ∂T ∈ Im−1,loc(U).
We let Im(U) be the space all currents T ∈ Im,loc(U) such that M(T ) +M(∂T ) < ∞. (Note
that in [Fed69], the space of integral currents is defined to contain all T ∈ Im,loc(U) with compact
support in U .)
Observe that if T ∈ Im,loc(U) is given by (2.3) and satisfies M(T ) < ∞, the formula (2.3)
also defines an integer-multiplicity rectifiable current of Rn+1 and thus we may regard T as a
current in Im,loc(Rn+1). Also, one readily checks that ‖T‖(Rn+1 \ U) = 0. To avoid confusion,
when considering T ∈ Im,loc(U) we take sptT to mean the support of T as a current of Rn+1 (as
opposed to sptT ∩U) and we will be explicit about which portion of ∂T we are discussing. Notice
that if T ∈ Im(U) and sptT is a relatively compact subset of U , then T ∈ Im(Rn+1). However,
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when T ∈ Im,loc(U) and M(T ) < ∞ it does not necessarily follow that T ∈ Im,loc(Rn+1) since the
boundary of T might not be rectifiable along U \ U .
We consider the following operations on integer-multiplicity rectifiable currents (see [Fed69,
Sections 4.1 and 4.3] or [Sim83, Sections 26, 27, and 28]):
For each T ∈ Im,loc(U) and ‖T‖-measurable subset A ⊆ U , we let TxA ∈ Im,loc(U) denote the
restriction of T to A.
For each S ∈ Il,loc(U) and T ∈ Im,loc(V ), we let S × T ∈ Il+m,loc(U × V ) denote the cross
product of S and T .
For each T ∈ Im,loc(U) and a Lipschitz function f : U → V such that f |sptT is proper,
i.e. f−1(K) ∩ sptT is compact whenever K ⊂ V is relatively compact, we let f#T ∈ Im,loc(V )
denote the pushforward of T by f .
Let T ∈ Im,loc(U) and a Lipschitz function f : U → R. For L1-a.e. t ∈ R, we let 〈T, f, t〉 ∈
Im−1,loc(U) denote the slice of T by f at t. Note that by the coarea formula, for each −∞ ≤ a <
b ≤ ∞ and open set W ⊆ U∫ b
a
MW (〈T, f, t〉) dt ≤MW (Tx{a < f < b}).
Thus for every −∞ < a < b <∞, W ⊆ U , and ϑ ∈ (0, 1),
(2.4) L1
{
t ∈ (a, b) : 〈T, f, t〉 ∈ Im−1,loc(U), MW (〈T, f, t〉) > MW (Tx{a < f < b})
ϑ (b− a)
}
< ϑ (b− a).
There are three important ways one can define convergence for integral currents. Let Tj , T ∈
Dm(U). We say Tj → T in the mass norm topology if MW (Tj − T ) → 0 for all W ⊂⊂ U . We
say Tj → T weakly if Tj(ω) → T (ω) for all ω ∈ Dm(U). For each W ⊂⊂ U we define the flat
semi-norm FW on Im,loc(U) by
FW (T ) = inf
{
MW (A) +MW (B) : A ∈ Im+1,loc(W ), B ∈ Im,loc(W ), T = ∂A+B in W
}
for all T ∈ Im,loc(U). Given Tj, T ∈ Im,loc(U), we say Tj → T in the flat norm topology if
FW (Tj − T )→ 0 for all W ⊂⊂ U . Mass norm convergence is much strong than weak convergence
or flat norm convergence. For integral currents, weak convergence is the equivalent to flat norm
convergence. We have the following well-known compactness theorems, the first of which is an
easy consequence of the Banach-Alaoglu theorem and the second is due to Federer and Fleming
in [FF60].
Theorem 2.2. For any sequence Tj ∈ Dm(U) such that sup j≥1MW (Tj) < ∞ for all W ⊂⊂ U ,
there exists a subsequence {j′} ⊂ {j} and T ∈ Dm(U) such that Tj′ → T weakly and
(2.5) MW (T ) ≤ lim inf
i→∞
MW (Tj)
for all W ⊂⊂ U .
Theorem 2.3 (Federer and Fleming compactness theorem). For any sequence Tj ∈ Im,loc(U) such
that sup j≥1(MW (Tj) +MW (Tj)) <∞ for all W ⊂⊂ U , there exists a subsequence {j′} ⊂ {j} and
T ∈ Im,loc(U) such that Tj′ → T in the flat norm topology.
Definition 2.4. Let 1 ≤ m ≤ n be integers and K be any closed subset of Rn+1. We say R ∈
Im+1(R
n+1 \ K) is relatively area minimizing in Rn+1 \ K if
M(R) ≤M(Q)
for every Q ∈ Im+1(Rn+1 \ K) such that ∂Q = ∂R in Rn+1 \ K and R−Q has compact support as
a current of Rn+1. (Note that we do not require R and Q to agree on an open neighborhood of K.)
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By a standard application of the direct method using the Federer-Fleming compactness theorem
and semi-continuity of mass (2.5), whenever T ∈ Im(Rn+1 \ K) is the boundary of some (m + 1)-
dimensional integral current in Rn+1 \K, there exists an integral current R ∈ Im+1(Rn+1 \K) such
that ∂R = T in Rn+1 \ K and R is relatively area minimzing in Rn+1 \ K. If additionally T has
compact support, then any relatively area minimizing current R with boundary T in Rn+1 \K has
compact support. If K ⊂ Rn+1 is any closed set and R ∈ Im+1(Rn+1) with ‖R‖(K) = 0, then R
being relatively area minimizing in Rn+1 \ K implies R is area minimizing in Rn+1, but R being
area minimizing in Rn+1 does not imply R is relatively area minimizing in Rn+1 \ K; consider for
m = n− 1 and ε > 0 sufficiently small Rn+1 \ K = Rn+1+ and R = JBn(0)× {ε}K.
Definition 2.5. We say T is a multiplicity one m-dimensional hemisphere of Rn+1 if
T = ηy,ρ#q#J({0} × Sm) ∩Rn+1+ K
for some y ∈ Rn+1, ρ > 0, and orthogonal transformation q of Rn+1 (perhaps orientation reversing).
Similarly, we say R is a multiplicity one (m+ 1)-dimensional flat half-disk of Rn+1 if
R = ηy,ρ#q#J({0} × Bm+1) ∩Rn+1+ K
for some y ∈ Rn+1, ρ > 0, and orthogonal transformation q of Rn+1.
3. Non-sharp relative isoperimetric inequality
Observe that given any closed subset K ⊂ Rn+1 and current T ∈ Im(Rn+1 \ K) with ∂T = 0
in Rn+1 \ K there might not exist any current R ∈ Im+1(Rn+1 \ K) with ∂R = T in Rn+1 \ K. In
the special case that K is a closed convex subset of Rn+1, we will show that such a current R does
indeed exist. Moreover, we can choose R so that it satisfies the relative isoperimetric inequality
M(R) ≤ CM(T )m+1m for some constant C = C(m,n,K) ∈ (0,∞). Note that we will later determine
the optimal constant C in Theorem A.
Lemma 3.1. Let 1 ≤ m ≤ n be integers. Let K be a closed convex subset of Rn+1 and K 6= Rn+1.
There exists a constant C0 = C0(m,n,K) ∈ (0,∞) such that for each T ∈ Im(Rn+1 \ K) with
∂T = 0 in Rn+1 \ K there exists R ∈ Im+1(Rn+1 \ K) such that ∂R = T in Rn+1 \ K and
(3.1) M(R) ≤ C0M(T )
m+1
m .
Remark 3.2. Lemma 3.1 asserts that γm,n(K) > 0 whenever K is a closed convex set. For general
closed sets K one can certainly have γm,n(K) = 0. For instance when m = n, γm,n(K) = 0 if K has
a cusp, e.g. K ∩B1(0) = {(x′, xn+1) ∈ B1(0) : xn+1 ≤ |x′|1/2}.
Proof of Lemma 3.1. Let us first look at the special case of T ∈ Im(Rn+1) with ‖T‖(K) = 0 and
∂T = 0 in Rn+1 \ K. Consider T − ξK#T ∈ Im(Rn+1). Since T has compact support, ξK|sptT is
proper and thus T − ξK#T is well-defined. By [Fed69, 4.1.15] (also see [Sim83, Lemma 26.24]),
since M(T ) +MRn+1(∂T ) < ∞ and ξK(x) = x for all x ∈ spt ∂T ⊆ K, ∂(T − ξK#T ) = 0 in Rn+1.
Thus we can take R to be an area minimizing integral current of Rn+1 with ∂R = T − ξK#T in
R
n+1. In general, T might not have compact support or the boundary of T might not be rectifiable
on K, so we instead argue as follows.
Step 1. Suppose T ∈ Im(Rn+1 \ K) with compact support and ∂T = 0 in Rn+1 \ K. For each
s > 0, let Ks = {x : dK(x) ≤ s} and Ts = Tx{dK > s}. By slicing theory, Ts ∈ Im(Rn+1) for
L1-a.e. s > 0. Thus T˜s = Ts − ξKs#Ts ∈ Im(Rn+1) such that by [Fed69, 4.1.15] ∂T˜s = 0 in Rn+1
andM(T˜s) ≤ 2M(T ). By the Federer-Fleming compactness theorem there exists a sequence sj ↓ 0
and T˜ ∈ Im(Rn+1) such that T˜sj → T˜ flat norm topology of Rn+1. Clearly T˜ = T in Rn+1 \ K,
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∂T˜ = 0 in Rn+1, and by the semi-continuity of mass M(T˜ ) ≤ 2M(T ). Now take R ∈ Im+1(Rn+1)
to be the area minimizing current with ∂R = T˜ in Rn+1. Hence ∂R = T˜ = T in Rn+1 \ K. By the
isoperimetric inequality in Rn+1
M(T )
m+1
m
M(R)
≥ 2−m+1m M(T˜ )
m+1
m
M(R)
≥ 2−m+1m H
m(Sm)
m+1
m
Hm+1(Bm+1) . 
In particular, (3.1) holds true for some constant C0 = C0(m) ∈ (0,∞). Fix this constant C0.
Step 2. Consider the general case of T ∈ Im(Rn+1 \K) with ∂T = 0 in Rn+1 \K. Since T has finite
mass and zero boundary in Rn+1 \ K, for every integer j ≥ 1 there exists ρj ∈ [2j ,∞) such that
M(TxRn+1 \Bρj (0)) < 1/j
and thus by slicing theory using (2.4) with ϑ = 1/2 there exists ρ∗j ∈ (ρj , ρj + 1) such that
Tj = TxBρ∗j (0) ∈ Im(Rn+1 \ K) with compact support, ∂Tj = 〈T, | · |, ρ∗j 〉 in Rn+1 \ K, and
M(Tj − T ) =M(TxRn+1 \Bρ∗j (0)) < 1/j,
MRn+1\K(〈T, | · |, ρ∗j 〉) ≤ 2M(TxRn+1 \Bρj(0)) ≤ 2/j.
By Step 1, there exists Sj ∈ Im(Rn+1\K) such that Sj has compact support, ∂Sj = ∂Tj = 〈T, |·|, ρ∗j 〉
in Rn+1 \ K, and
M(Sj) ≤ C(m)MRn+1\K(〈T, | · |, ρ∗j 〉)
m
m−1 ≤ C(m) j −mm−1 → 0.
By Step 1, there exists Rj ∈ Im(Rn+1 \ K) such that ∂Rj = Tj − Sj in Rn+1 \ K and M(Rj) ≤
C0M(Tj−Sj)m+1m . By the Federer-Fleming compactness theorem and usingM(Tj−T )+M(Sj)→
0, after passing to a subsequenceRj converges to some R ∈ Im+1(Rn+1\K) in the flat norm topology
such that ∂R = T in Rn+1 \ K and by the semi-continuity of mass M(R) ≤ C0M(T )m+1m .
4. Sharp relative isoperimetric inequality in a half-space
In this section we will formally prove the sharp relative isoperimetric inequality in a half-
space. As was discussed in the introduction, this readily follows from a reflection argument and the
isoperimetric inequality in Rn+1. However, as we point out below, we have to be careful since T
and R might not have rectifiable boundaries along the boundary of the half-space. Thus we include
a detailed proof of the theorem.
Proposition 4.1 (Relative isoperimetric inequality in a half-space). Let 1 ≤ m ≤ n be integers. Let
T ∈ Im(Rn+1+ ) and R ∈ Im+1(Rn+1+ ) such that T = ∂R in Rn+1+ and R is relatively area minimizing
in Rn+1+ . Then
2−
1
m
Hm(Sm)m+1m
Hm+1(Bm+1) ≤
M(T )
m+1
m
M(R)
.
with equality if and only if R is a multiplicity one (m + 1)-dimensional flat half-disk which meets
{x : xn+1 = 0} orthogonally and is bounded by a multiplicity one m-dimensional hemisphere T in
R
n+1
+ .
Proof. First let us consider the special case of T ∈ Im(Rn+1) andR ∈ Im+1(Rn+1) with ‖T‖(Rn+1− ) =
‖R‖(Rn+1− ) = 0. Let ι : Rn+1 → Rn+1 be the reflection map across {x : xn+1 = 0} given by
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ι(x′, xn+1) = (x′,−xn+1) for all x = (x′, xn+1) ∈ Rn+1. Reflect T and R about {x : xn+1 = 0} to
obtain T − ι#T ∈ Im(Rn+1) and R− ι#R ∈ Im+1(Rn+1). Since ‖T‖(Rn+1− ) = ‖R‖(Rn+1− ) = 0,
M(T − ι#T ) = 2M(T ), M(R− ι#R) = 2M(R).
By [Fed69, 4.1.15], since M(T ) +MRn+1(∂T ) +M(R) +MRn+1(∂R) < ∞ and ι(x) = x for all
x ∈ spt(∂R − T ) ⊂ {xn+1 = 0}, ∂(R − ι#R) = T − ι#T in Rn+1. R − ι#R is an area minimizing
since for any Q ∈ Im+1(Rn+1) with ∂Q = T − ι#T in Rn+1 and spt(R − ι#R − Q) compact,
M(QxRn+1+ ) ≥M(R) since R is relatively area minimizing in Rn+1+ and M(QxRn+1− ) ≥M(R) by
symmetry, hence M(Q) ≥ 2M(R) =M(R− ι#R). By the isoperimetric inequality in Rn+1,
(4.1)
M(T )
m+1
m
M(R)
= 2−
1
m
M(T − ι#T )
m+1
m
M(R− ι#R) ≥ 2
− 1
m
Hm(Sm)m+1m
Hm+1(Bm+1) .
Equality holds true in (4.1) if and only if R−ι#R is a multiplicity one (m+1)-dimensional flat disk.
Since R−ι#R is symmetric about {x : xn+1 = 0}, R must be a multiplicity one (m+1)-dimensional
half-disk orthogonal to {x : xn+1 = 0}.
Now let us consider the general case of T ∈ Im(Rn+1+ ) and R ∈ Im+1(Rn+1+ ) such that R is
area minimizing with T = ∂R in Rn+1+ . Notice that T or R might not have rectifiable boundaries
with finite mass along {x : xn+1 = 0} and thus we cannot directly apply [Fed69, 4.1.15] to obtain
∂(R − ι#R) = T − ι#T in Rn+1. Instead, we translate T and R downward slightly, letting
Ts = η(0,s),1#(Tx{xn+1 > s}) = (η(0,s),1#T )xRn+1+ ,
Rs = η(0,s),1#(Rx{xn+1 > s}) = (η(0,s),1#R)xRn+1+
for s > 0, where η(0,s),1(x) = x− (0, s). By slicing theory, Ts ∈ Im(Rn+1) and Rs ∈ Im+1(Rn+1) for
L1-a.e. s > 0. Hence Ts − ι#Ts ∈ Im(Rn+1) and Rs − ι#Rs ∈ Im+1(Rn+1) with ∂(Rs − ι#Rs) =
Ts − ι#Ts in Rn+1. Clearly
(4.2) M(Ts − ι#Ts) ≤ 2M(Ts) ≤ 2M(T ), M(Rs − ι#Rs) ≤ 2M(Rs) ≤ 2M(R).
By the Federer-Fleming compactness theorem using (4.2), there exists sj ↓ 0, T˜ ∈ Im(Rn+1), and
R˜ ∈ Im+1(Rn+1) such that Tsj − ι#Tsj → T˜ and Rsj − ι#Rsj → R˜ in the flat norm topology locally
in Rn+1. Clearly
(4.3) ∂R˜ = T˜ , ι#T˜ = −T˜ , ι#R˜ = −R˜, T˜xRn+1+ = T, R˜xRn+1+ = R
in Rn+1. By the semi-continuity of mass M(T˜ ) ≤ 2M(T ). But by (4.3) we have T˜xRn+1+ = T and
T˜xRn+1− = −ι#T in Rn+1 implying M(T˜x{xn+1 6= 0}) = 2M(T ). Hence M(T˜x{xn+1 = 0}) = 0,
M(T˜ ) = 2M(T ), and T˜ = T − ι#T in Rn+1. Therefore, T − ι#T = T˜ ∈ Im(Rn+1) with M(T˜ ) =
2M(T ). By the exact same argument, R− ι#R = R˜ ∈ Im(Rn+1) with M(R˜) = 2M(R). By (4.3),
∂(R − ι#R) = T − ι#T in Rn+1. Arguing as above, R − ι#R is area minimizing in Rn+1 and T
and R satisfy (4.1) with equality if and only if R is a multiplicity one (m+1)-dimensional half-disk
orthogonal to {x : xn+1 = 0}. 
5. Mass estimates and rectifiability at the boundary
Suppose K is a proper convex subset of Rn+1. Suppose T ∈ Im(Rn+1 \K) and R ∈ Im+1(Rn+1 \
K) such that ∂R = T in Rn+1 \ K, R is relatively area minimizing in Rn+1 \ K, and the relative
isoperimetric ratio of (T,R) is close to γm,n(K). In Lemma 5.3 below we obtain estimates telling
us that T and R cannot concentrate near ∂K. Moreover, in the case that (T,R) are in fact relative
isoperimetric minimizing, we show in Corollary 5.4 that ∂T and ∂R are rectifiable along ∂K and
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obtain mass estimates on ∂T and ∂R on ∂K. In Lemma 5.6, we obtain local mass estimates for T
and R near ∂K and for ∂T and ∂R on ∂K.
First we will recall [Gru85, Theorem 3.1 and Corollary 3.2] which under certain hypotheses
established rectifiability of ∂R along ∂K for a relative area minimizing current R. Since [Gru85]
states its results in the case that ∂K is any closed C2-hypersurface and T is a smooth submanifold
meeting ∂K transversally, we will state and prove the result as it applies to our setting. Note
that [Gru85, Theorem 3.1 and Corollary 3.2] applies with only obvious changes when K ⊂ Rn+1
is the closure of a bounded open set with C2-boundary and T ∈ Im(Rn+1 \ K) satisfies (5.1) (as
opposed to T smooth).
Lemma 5.1. Let K be a bounded proper convex subset of Rn+1. Let T ∈ Im(Rn+1 \ K) and
R ∈ Im+1(Rn+1 \K) such that ∂R = T in Rn+1 \K and R is relatively area minimizing in Rn+1 \K.
Assume for some constants Γ ∈ (0,∞) and 0 < s0 < s1 <∞
(5.1)
M(Tx{dK < s})
s
≤ Γ <∞
for all s ∈ [s0, s1]. Then
(5.2)
M(Rx{dK < s})
s
+ Γ s ≤ M(Rx{dK < t})
t
+ Γ t
for all s0 ≤ s < t ≤ s1.
If additionally (5.1) holds true for all s ∈ (0, s1], then T ∈ Im(Rn+1) and R ∈ Im+1(Rn+1) and
in particular ∂T and ∂R are rectifiable along ∂K (as currents of Rn+1) with M(∂Tx∂K) ≤ 4Γ <∞
and M(∂Rx∂K) <∞.
Proof. For L1-a.e. s ∈ (s0, s1), compare R with Rs ∈ Im+1(Rn+1 \ K) given by
(5.3) Rs = Rx{dK > s}+ h#(J0, 1K × 〈R, dK, s〉) + h#(J0, 1K × (Tx{dK < s})),
where h : [0, 1] × (Rn+1 \ K) → Rn+1 is given by h(t, x) = (1 − t) ξK(x) + t x for t ∈ [0, 1] and
x ∈ Rn+1 \ K. (Recall from Subsection 2.1 that J0, 1K is the one-dimensional integral current
associated with the interval (0, 1).) To compute the boundary of Rs, using the homotopy formula,
slicing theory, and ξK(Rn+1 \ K) ⊆ ∂K we obtain
∂(Rx{dK > s}) = Tx{dK > s} − 〈R, dK, s〉,(5.4)
∂h#(J0, 1K × 〈R, dK, s〉) = 〈R, dK, s〉+ h#(J0, 1K × 〈T, dK, s〉),
∂h#(J0, 1K × (Tx{dK < s})) = Tx{dK < s} − h#(J0, 1K × 〈T, dK, s〉)
in Rn+1 \K for L1-a.e. s > 0. Thus by (5.3) and summing terms in (5.4), ∂Rs = T in Rn+1 \K for
L1-a.e. s > 0. Since Lip ξK = 1, Liph(t, ·) ≤ 1 for all t ∈ [0, 1]. Thus by (5.3) and (5.1),
M(Rs) ≤M(Rx{dK > s}) +M(h#(J0, 1K × 〈R, dK, s〉)) +M(h#(J0, 1K × (Tx{dK < s})))
≤M(Rx{dK > s}) + sM(〈R, dK, s〉) + sM(Tx{dK < s})
≤M(Rx{dK > s}) + sM(〈R, dK, s〉) + Γ s2
for L1-a.e. s ∈ (s0, s1). Since R is relatively area minimizing in Rn+1 \K, M(R) ≤M(Rs) and thus
M(Rx{dK < s}) ≤ sM(〈R, dK, s〉) + Γ s2
for L1-a.e. s ∈ (s0, s1). By slicing theory ddsM(Rx{dK < s}) =M(〈R, dK, s〉) for L1-a.e. s ∈ (s0, s1),
so
M(Rx{dK < s}) ≤ s d
ds
M(Rx{dK < s}) + Γ s2
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for L1-a.e. s ∈ (s0, s1). Equivalently,
(5.5)
d
ds
(
M(Rx{dK < s})
s
+ Γs
)
≥ 0
for L1-a.e. s ∈ (s0, s1). Since M(Rx{dK < s}) is an increasing function of s, we can integrate (5.5)
over [s, t] to obtain (5.2).
Let k be any positive integer. By slicing theory using (2.4) with ϑ = 1/4, (5.1), and (5.2) for
every positive integer k there exists s∗k ∈ (0, 2−k) such that Tx{dK > s∗k} ∈ Im(Rn+1), 〈T, dK, s∗k〉 ∈
Im−1(Rn+1), Rx{dK > s∗k} ∈ Im+1(Rn+1), and 〈R, dK, s∗k〉 ∈ Im(Rn+1) with
(5.6) ∂(Tx{dK > s∗k}) = −〈T, dK, s∗k〉, ∂(Rx{dK > s∗k}) = Tx{dK > s∗k} − 〈R, dK, s∗k〉
in Rn+1 and
M(〈T, dK, s∗k〉) ≤
4M(Tx{dK < 2−k})
2−k
≤ 4Γ <∞,(5.7)
M(〈R, dK, s∗k〉) ≤
4M(Rx{dK < 2−k})
2−k
≤ 4M(R)
s1
+ 4Γ s1 <∞.
Tx{dK > s∗k} → T and Rx{dK > s∗k} → R in the mass norm topology on compact subsets
of Rn+1. But by the Federer-Fleming compactness theorem, (5.6), and (5.7), after passing to a
subsequence Tx{dK > s∗k} and Rx{dK > s∗k} converge locally in the flat norm topology to some
integral currents in Rn+1 as k →∞ and thus T ∈ Im(Rn+1) and R ∈ Im+1(Rn+1). Moreover, there
exists S ∈ Im−1(Rn+1) and Z ∈ Im(Rn+1) such that after passing to a subsequence 〈T, dK, s∗k〉 → −S
and 〈R, dK, s∗k〉 → −Z in the flat norm topology on compact subsets of Rn+1 and ∂T = S and
∂R = T +Z in Rn+1. In particular, S = ∂Tx∂K and Z = ∂Rx∂K are integer-multiplicity rectifiable
currents with M(S) ≤ 4Γ <∞ and M(Z) <∞. 
Next we will prove an almost minimizing property for T in the case that the isoperimetric
ratio of (T,R) is close to minimal. Our aim is to construct competitors for (T,R) of the form
(T + ∂X,R +X) and then use the fact that
(5.8)
M(T )
M(R)
m
m+1
/
MRn+1\K(T + ∂X)
(M(R) −M(X)) mm+1
to obtain mass estimates on T . Since the relative isoperimetric ratio is nonlinear, we will derive an
almost minimizing property of T that is a linearization of (5.8). Note that the almost minimizing
property will contain the term H0 as in (1.9) in Theorem C.
Lemma 5.2. Let K be a closed subset of Rn+1 with K 6= Rn+1. Let T ∈ Im(Rn+1 \ K) and
R ∈ Im+1(Rn+1 \K) such that ∂R = T in Rn+1 \K and R is relatively area minimizing in Rn+1 \K.
Suppose for ε > 0 that
(5.9)
M(T )
m+1
m
M(R)
≤ (1 + ε) γm,n(K).
Then
(1− ε)M(T ) ≤MRn+1\K(T + ∂X) + 2H0M(X)
for all X ∈ Im+1(Rn+1 \ K) with compact support and with M(X) ≤ 12M(R), where H0 is as in
(1.9).
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Proof. Let X ∈ Im+1(Rn+1 \ K) with compact support. Since R is relatively area minimizing
in Rn+1 \ K and ∂(R + X) = T + ∂X in Rn+1 \ K, the relatively area minimizing current R˜ ∈
Im+1(R
n+1 \ K) with ∂R˜ = T + ∂X in Rn+1 \ K satisfies
M(R˜) ≥M(R)−M(X).
Thus by (5.9),
M(T )
m+1
m
M(R)
≤ (1 + ε)MRn+1\K(T + ∂X)
m+1
m
M(R˜)
≤ (1 + ε)MRn+1\K(T + ∂X)
m+1
m
M(R)−M(X) .
Taking the mm+1 power of both sides,
M(T )
M(R)
m
m+1
≤ (1 + ε) mm+1 MRn+1\K(T + ∂X)
(M(R)−M(X)) mm+1
.
Rearranging terms,
(1 + ε)−
m
m+1
(
1− M(X)
M(R)
) m
m+1
≤ MRn+1\K(T + ∂X)
M(T )
.
By Taylor’s theorem
1− 2m
m+ 1
x ≤ 1− m
m+ 1
x · 2 1m+1 ≤ 1−
∫ 1
0
m
m+ 1
x (1− tx) −1m+1 dt = (1− x) mm+1
for all x ∈ [0, 1/2], which with x =M(X)/M(R) gives us
(1 + ε)−
m
m+1
(
1− 2m
m+ 1
M(X)
M(R)
)
≤ MRn+1\K(T + ∂X)
M(T )
provided M(X) ≤ 12M(R). Since (1− ε) ≤ (1 + ε)−
m
m+1 ≤ 1,
1− ε− 2m
m+ 1
M(X)
M(R)
≤ MRn+1\K(T + ∂X)
M(T )
By multiplying by M(T ) and rearranging terms,
(1− ε)M(T ) ≤MRn+1\K(T + ∂X) +
2m
m+ 1
M(T )
M(R)
M(X) =MRn+1\K(T + ∂X) + 2H0M(X),
where the last step follows from (1.9). 
Now we come to our main mass estimates for T and R near ∂K. The rectifiability of ∂T and
∂R along ∂K in the case (T,R) is isoperimetric minimizing will follow.
Lemma 5.3. There exists a constant θ = θ(m) ∈ (0, 1] such that the following holds true. Let
ε ∈ (0, θ). Let K be a bounded proper convex subset of Rn+1. Let T ∈ Im(Rn+1 \ K) and R ∈
Im+1(R
n+1 \ K) such that R is relatively area minimizing in Rn+1 \ K with ∂R = T in Rn+1 \ K
and
(5.10)
M(T )
m+1
m
M(R)
≤ (1 + ε) γm,n(K).
Then
M(Tx{dK < s})
s
≤ C(m)M(T )m−1m ,(5.11)
M(Rx{dK < s})
s
≤ C(m)M(T )(5.12)
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for all εM(R)
1
m+1 ≤ s ≤ θM(R) 1m+1 .
Proof. We will apply Lemma 5.2 with
(5.13) X = Xs = −h#(J0, 1K × (Tx{dK < s}))
in Rn+1 \ K for L1-a.e. s > 0, where h(t, x) = (1− t) ξK(x) + t x as in the proof of Lemma 5.1. By
the homotopy formula and slicing theory,
T + ∂Xs = T − Tx{dK < s}+ h#(J0, 1K × 〈T, dK, s〉)(5.14)
= Tx{dK > s}+ h#(J0, 1K × 〈T, dK, s〉)
in Rn+1 \ K for L1-a.e. s > 0. Thus, recalling from the proof of Lemma 5.1 that Liph(t, ·) ≤ 1 for
all t ∈ [0, 1], the mass of T + ∂Xs from (5.14) is bounded by
MRn+1\K(T + ∂Xs) ≤M(Tx{dK > s}) +M(h#(J0, 1K × 〈T, dK, s〉))(5.15)
≤M(Tx{dK > s}) + sM(〈T, dK, s〉)
and the mass of Xs from (5.13) is bounded by
(5.16) M(Xs) =M(h#(J0, 1K × (Tx{dK < s}))) ≤ sM(Tx{dK < s})
for L1-a.e. s > 0. When applying Lemma 5.2, we will want to assumeM(Xs) ≤ sM(T ) ≤ 12 M(R),
which is implied by s < 14H0 . Hence by Lemma 5.2, (5.10), (5.15), and (5.16),
M(Tx{dK < s}) ≤ sM(〈T, dK, s〉) + 2H0sM(Tx{dK < s}) + εM(T )
for L1-a.e. 0 < s < 1/(4H0). By slicing theory ddsM(Tx{dK < s}) = M(〈T, dK, s〉) for L1-
a.e. s ∈ (s0, s1), so
(5.17) M(Tx{dK < s}) ≤ s d
ds
M(Tx{dK < s}) + 2H0sM(Tx{dK < s}) + εM(T )
for L1-a.e. 0 < s < 1/(4H0). By subtracting 2H0sM(Tx{dK < s}) from both sides and dividing
by 1− 2H0s,
M(Tx{dK < s}) ≤ s
1− 2H0s
d
ds
M(Tx{dK < s}) + ε
1− 2H0sM(T )
≤ s (1 + 4H0s) d
ds
M(Tx{dK < s}) + 2 εM(T )
for L1-a.e. 0 < s < 1/(4H0), where in the last step we used 1/(1 − 2H0s) ≤ 1 + 4H0s ≤ 2 for all
0 < s < 1/(4H0). Hence
(5.18) 0 ≤ d
ds
(
(1 + 4H0s)
M(Tx{dK < s})
s
− 2 εM(T )
s
)
for L1-a.e. 0 < s < 1/(4H0). Noting that M(Tx{dK < s}) is increasing and integrating (5.18) over
[s, t],
(5.19) (1 + 4H0s)
M(Tx{dK < s})
s
− 2 εM(T )
s
≤ (1 + 4H0t)M(Tx{dK < t})
t
− 2 εM(T )
t
for all 0 < s < t ≤ 1/(4H0).
By Lemma 3.1, γm,n(K) ≥ c1(m) > 0 for some constant c1(m) ∈ (0,∞), and by the isoperimetric
inequality in Rn+1 applied to currents disjoint from K, γm,n(K) ≤ C1(m) for some constant C1(m) ∈
(0,∞). Thus by (5.10),
c1(m) ≤ γm,n(K) ≤ M(T )
m+1
m
M(R)
≤ 2 γm,n(K) ≤ 2C1(m).
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Equivalently, M(T ) and M(R) are related by
(5.20) c2(m)M(R)
1
m+1 ≤M(T ) 1m ≤ C2(m)M(R)
1
m+1
for some constants 0 < c2(m) < C2(m) <∞. By (1.9) and (5.20),
(5.21) c3(m)M(R)
−1
m+1 ≤ H0 ≤ C3(m)M(R)
−1
m+1
for some constants 0 < c3(m) < C3(m) <∞. Set θ = θ(m) = min{1/(4C3(m)), 1} for C3(m) as in
(5.21) so that (5.19) holds true for all 0 < s < t ≤ θM(R) 1m+1 .
Let εM(R)
1
m+1 ≤ s ≤ θM(R) 1m+1 . If M(Tx{dK < s}) ≤ 4 εM(T ), then using (5.20)
M(Tx{dK < s}) ≤ 4 εM(T ) ≤ C(m) sM(T )
m−1
m
and thus (5.11) holds true. If instead M(Tx{dK < s}) > 4 εM(T ), by (5.19)
1
2
M(Tx{dK < s})
s
<
M(Tx{dK < s})
s
− 2 εM(T )
s
≤ (1 + 4H0t)M(Tx{dK < t})
t
− 2 εM(T )
t
≤ 2M(Tx{dK < t})
t
for all s ≤ t ≤ θM(R) 1m+1 . Setting t = θM(R) 1m+1 and using (5.20) gives us (5.11).
By Lemma 5.1 and (5.11),
M(Rx{dK < s})
s
+C(m) sM(T )
m−1
m ≤ M(Rx{dK < t})
t
+ C(m) tM(T )
m−1
m
for all εM(R)
1
m+1 ≤ s < t ≤ θM(R) 1m+1 . Setting t = θM(R) 1m+1 and using (5.20), we obtain
(5.12). 
Corollary 5.4. Let K be a bounded proper convex subset of Rn+1. Let T ∈ Im(Rn+1 \ K) and
R ∈ Im+1(Rn+1\K) such that ∂R = T in Rn+1\K, R is relatively area minimizing in Rn+1\K, and
(T,R) is a relative isoperimetric minimizer in Rn+1 \K. Then T ∈ Im(Rn+1) and R ∈ Im+1(Rn+1)
with
M(∂Tx∂K) ≤ C(m)M(T )m−1m ,(5.22)
M(∂Rx∂K) ≤ C(m)M(T ).(5.23)
Proof. Since (T,R) is a relative isoperimetric minimizer, ε = 0 and thus (5.11) and (5.12) hold true
for all 0 < s ≤ θM(R) 1m+1 . By arguing as we did at the end of the proof of Lemma 5.1 using (5.11)
and (5.12), we conclude that T ∈ Im(Rn+1), R ∈ Im+1(Rn+1), and (5.22) and (5.23) hold true. 
Lemma 5.3 extends to the case where K is the closure of a bounded open subset with C2-
boundary but K is not convex to give us the following result Corollary 5.5. Note that Corollary 5.5
only gives us useful non-concentration estimates for T and R along ∂K if M(R) ≤ C(m)κ−m−10 ,
which is too restrictive to extend the existence result Theorem B to sets K which are not convex.
Corollary 5.5. There exists a constant θ = θ(m) ∈ (0,∞) such that the following holds true.
Let ε ∈ (0, θ). Let K be the closure of a bounded open subset of Rn+1 with C2-boundary. Let
T ∈ Im(Rn+1 \ K) and R ∈ Im+1(Rn+1 \ K) such that ∂R = T in Rn+1 \ K, R is relatively area
minimizing in Rn+1 \ K, and T and R satisfy (5.10). Then
M(Tx{dK < s})
s
≤ C(m) (M(T )m−1m + κ0M(T )),(5.24)
M(Rx{dK < s})
s
≤ C(m) (M(T ) + κ0M(R))(5.25)
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for all εM(R)
1
m+1 ≤ s ≤ min{θ(m)M(R) 1m+1 , 1/(2κ0)}.
In the special case that (T,R) is a relative isoperimetric minimizer in Rn+1 \ K (i.e. ε = 0),
then T ∈ Im(Rn+1) and R ∈ Im+1(Rn+1) with
M(∂Tx∂K) ≤ C(m) (M(T )m−1m + κ0M(T )),(5.26)
M(∂Rx∂K) ≤ C(m) (M(T ) + κ0M(R)).
Proof. We modify the arguments from the proof of Lemma 5.3. We replace Lip ξK = 1 with
‖∇ξK(x)‖ ≤ 1 + 2κ0dK(x)
for each x ∈ U , where dK(x) = dist(x,K) and κ0 is as in (2.2) (see Subsection 2.2). In particular,
Liph(·, t) ≤ 1 with |∇h(·, t)| ≤ 1 + 2κ0s on {dK ≤ s}. As a result, in place of (5.17) we get
M(Tx{dK < s}) ≤ s (1 + 2κ0s)m−1 d
ds
M(Tx{dK < s})(5.27)
+ 2H0s (1 + 2κ0s)
mM(Tx{dK < s}) + εM(T )
for L1-a.e. s > 0 such that Xs in (5.13) satisfies M(Xs) ≤ 12M(R) and s < 1/(2κ0). Notice that
M(Xs) ≤ s (1 + 2κ0s)mM(T ) ≤ 2msM(T )
so M(Xs) ≤ 12M(R) is implied by s < 1/(2m+2H0). It follows from Taylor’s theorem that (1 +
x)m−1 ≤ 1 + (m− 1) 2m−2x for all x ∈ [0, 1], which applied with x = 2κ0s in (5.27) gives us
M(Tx{dK < s}) ≤ s (1 + (m− 1) 2m−1κ0s) d
ds
M(Tx{dK < s})(5.28)
+ 2m+1H0sM(Tx{dK < s}) + εM(T )
for L1-a.e. 0 < s < min{1/(2m+2H0), 1/(2κ0)}. By subtracting 2m+1H0sM(Tx{dK < s}) from
both sides of (5.28) and dividing both sides by 1− 2m+1H0s ≥ 1/2,
M(Tx{dK < s}) ≤ s (1 + Cκ0s+ CH0s) d
ds
M(Tx{dK < s}) + 2εM(T )
for L1-a.e. 0 < s < min{1/(2m+2H0), 1/(2κ0)} and some constant C = C(m) ∈ (0,∞), or equiva-
lently
0 ≤ d
ds
(
(1 + Cκ0s+ CH0s)
M(Tx{dK < s})
s
− 2εM(T )
s
)
or L1-a.e. 0 < s < min{1/(2m+2H0), 1/(2κ0)}. By integrating over [s, t],
(1 +Cκ0s+CH0s)
M(Tx{dK < s})
s
− 2εsM(T )(5.29)
≤ (1 + Cκ0t+ CH0t)M(Tx{dK < t})
t
− 2εtM(T )
for all 0 < s < t ≤ min{1/(2m+2H0), 1/(2κ0)}.
To show (5.24), we argue as we did in the proof of Lemma 5.3 using (5.29). In particular, if
M(Tx{dK < s}) ≤ 4εM(T ), then it immediately follows thatM(Tx{dK < s}) ≤ C(m) sM(T )m−1m .
If instead M(Tx{dK < s}) > 4εM(T ), it follows from (5.29) that
M(Tx{dK < s})
s
≤ C(m)M(Tx{dK < t})
t
for s < t ≤ min{1/(2m+2H0), 1/(2κ0)} and by substituting for t the smaller of 1/(2m+2H0) and
1/(2κ0) we get (5.24). (5.25) follows from (5.24) and Lemma 5.1. (5.26) follows from (5.24) and
(5.25) like in Corollary 5.4. 
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Finally, we obtain local mass estimates for T and R near ∂K. This is based on [Gru85, Theorem
3.4]. Note that the proof of Lemma 5.6 assumes K has a C2-boundary, and moreover that as a
local result Lemma 5.6 holds true whenever K has a C2-boundary without the requirement that K
is convex. For each y ∈ ∂K and r, s > 0, let
Qr,s(y) = Br(y) ∩ {x : 0 < dist(x,K) < s}.
Lemma 5.6. Suppose K ⊆ Rn+1 is the closure of a bounded open subset with C2-boundary. Let
T ∈ Im(Rn+1 \ K) and R ∈ Im+1(Rn+1 \ K) such that ∂R = T in Rn+1 \ K, R is relatively area
minimizing in Rn+1 \ K, and (T,R) is a relative isoperimetric minimizer in Rn+1 \ K. Then
(5.30)
‖T‖(Qr,s(y))
rm−1s
≤ C(m) ‖T‖(B2r(y))
rm
for all y ∈ ∂K and 0 < s < r ≤ min{1/(2m+2H0), 1/(4nκ0)} and
(5.31)
‖R‖(Qr,s(y))
rms
≤ C(m)
(‖T‖(B2r(y))
rm
+
‖R‖(B2r(y))
rm+1
)
for all y ∈ ∂K and 0 < s < r ≤ 1/(4nκ0), where κ0 is as in (2.2). In particular,
‖∂T‖(Br(y))
rm−1
≤ C(m) ‖T‖(B2r(y))
rm
(5.32)
‖∂R‖(Br(y))
rm
≤ C(m)
(‖T‖(B2r(y))
rm
+
‖R‖(B2r(y))
rm+1
)
(5.33)
for every y ∈ ∂K and 0 < r < min{1/(2m+2H0), 1/(4nκ0)}.
Proof. Fix y ∈ ∂K. For each 0 < s < r ≤ 1/(4nκ0), let ĝr,s : Qr,s(y)∪ (Rn+1 \B2r(y))∪∂K → Rn+1
be the function defined by
ĝr,s(x) = ξK(x)− x on Qr,s(y),
ĝr,s(x) = 0 on (R
n+1 \B2r(y)) ∪ K.
Clearly supQr,s(y) |ĝr,s| = s. We claim that Lip ĝr,s ≤ s/r. By (2.1),
∇ei(ξK(x)− x) =
1
1 + κidK(x)
ei − ei = κidK(x)
1 + κidK(x)
ei
on Q2r,s(y), where κi is the principal curvature of ∂K at ξK(x) in the principal direction ei, and so
Lip ĝr,s|Qr,s(y)∪(K∩B2r(y)) ≤ Lip(ξK(x)− x)|Q2r,s(y) ≤
√
nκ0s
1− κ0s < 2nκ0s ≤
s
r
using s < r ≤ 1/(4nκ0). If x ∈ Qr,s(y) and z ∈ Rn+1 \B2r(y) then
|ĝr,s(x)− ĝr,s(z)| = |ĝr,s(x)| = dK(x) ≤ s ≤ s
r
|x− z|.
By Kirszbraun’s theorem [Fed69, 2.10.43], ĝr,s extends to gr,s : R
n+1 → Rn+1 such that sup gr,s ≤ s
and Lip gr,s ≤ r/s. Define fr,s : Rn+1 → Rn+1 and hr,s : [0, 1]×Rn+1 → Rn+1 by fr,s(x) = x+gr,s(x)
and hr,s(t, x) = x+ t gr,s(x) for all t ∈ [0, 1] and x ∈ Rn+1.
We will apply Lemma 5.2 with
(5.34) X = Xr,s = hr,s#(J0, 1K × T )
in Rn+1 \K for all 0 < s < r ≤ 1/(4nκ0). Since hr,s(t, x) = x for all t ∈ [0, 1] and x ∈ Rn+1 \B2r(y),
(5.35) Xr,s = hr,s#(J0, 1K × (TxB2r(y)))
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in Rn+1 \ K for all 0 < s < r ≤ 1/(4nκ0) and in particular Xr,s has compact support. We want
to compute MRn+1\K(T + ∂Xr,s) and M(Xr,s). By applying the homotopy formula in (5.34) and
using fr,s(x) = x for all x ∈ Rn+1 \B2r(y),
(5.36) ∂Xr,s = fr,s#(T )− T = fr,s#(TxB2r(y))− TxB2r(y)
in Rn+1 \ K for all 0 < s < r ≤ 1/(4nκ0). Since fr,s(Qr,s(y)) ⊆ K and Qr,s(y) ⊆ f−1r,s (fr,s(Qr,s(y))),
MRn+1\K
(
fr,s#
(
TxB2r(y)
)) ≤M(fr,s#(TxB2r(y))x(Rn+1 \ fr,s(Qr,s(y))))
=M
(
fr,s#
(
Tx
(
B2r(y) \ f−1r,s (fr,s(Qr,s(y)))
)))
≤M(fr,s#(Tx(B2r(y) \Qr,s(y))))
for all 0 < s < r ≤ 1/(4nκ0). Since Lip gr,s ≤ s/r we have Lip fr,s ≤ 1 + s/r and thus
(5.37) MRn+1\K(fr,s#(TxB2r(y)))) ≤
(
1 +
s
r
)m
M(TxB2r(y) \Qr,s(y)).
for all 0 < s < r ≤ 1/(4nκ0). By (5.36) and (5.37),
(5.38) MRn+1\K(T + ∂Xr,s) ≤M(TxRn+1 \B2r(y)) +
(
1 +
s
r
)m
M(TxB2r(y) \Qr,s(y))
for all 0 < s < r ≤ 1/(4nκ0). Using (5.35) and Lip gr,s ≤ s/r, which implies Liphr,s(·, t) ≤ 1 + s/r
for all t ∈ [0, 1],
(5.39) M(Xr,s) =M(hr,s#(J0, 1K × (TxB2r(y)))) ≤ s
(
1 +
s
r
)m
M(TxB2r(y))
for all 0 < s < r ≤ 1/(4nκ0). Note that when applying Lemma 5.2, we will want to assume that
M(Xr,s) ≤ 2m sM(T ) ≤ 12M(R), which as in Lemma 5.3 follows if s ≤ 1/(2m+2H0). Hence Lemma
5.2 together with (5.38) and (5.39) gives us
M(TxB2r(y)) ≤
(
1 +
s
r
)m
M(Tx(B2r(y) \Qr,s(y))) + 2H0s
(
1 +
s
r
)m
M(TxB2r(y))
for all 0 < s < r ≤ min{1/(2m+2H0), 1/(4nκ0)}. By Taylor’s theorem, (1+s/r)m ≤ 1+m 2m−1 s/r,
so
M(TxB2r(y)) ≤
(
1 +
m 2m−1 s
r
)
M(Tx(B2r(y) \Qr,s(y))) + 2m+1H0sM(TxB2r(y))
for all 0 < s < r ≤ min{1/(2m+2H0), 1/(4nκ0)}. By subtracting M(Tx(B2r(y) \ Qr,s(y))) from
both sides,
M(TxQr,s(y)) ≤ C(m) s
r
M(TxB2r(y))
for all 0 < s < r ≤ min{1/(2m+2H0), 1/(4nκ0)}. Dividing by rm−1s we obtain (5.30).
Next we will use R being relatively area minimizing, comparing R to Rr,s ∈ Im+1(Rn+1 \ K)
given by
(5.40) Rr,s = fr,s#R− hr,s#(J0, 1K × T )
for all 0 < s < r ≤ 1/(4nκ0). Since fr,s(x) = hr,s(t, x) = x for all t ∈ [0, 1] and x ∈ Rn+1 \B2r(y),
(5.41) Rr,s = RxR
n+1 \B2r(y) + fr,s#(RxB2r(y))− hr,s#(J0, 1K × (TxB2r(y)))
in Rn+1\K and in particular spt(Rr,s−R) is compact. By applying the homotopy formula in (5.40),
∂Rr,s = T in R
n+1 \ K for all 0 < s < r ≤ 1/(4nκ0). Hence since R is relatively area minimizing,
M(R) ≤M(Rr,s) and so by (5.41)
(5.42) M(RxB2r(y)) ≤MRn+1\K(fr,s#(RxB2r(y))) +M(hr,s#(J0, 1K × (TxB2r(y))))
RELATIVE ISOPERIMETRIC INEQUALITY 23
for all 0 < s < r ≤ 1/(4nκ0). Arguing like we did above to obtain (5.37) using fr,s(Qr,s(y)) ⊆ K
and Lip fr,s ≤ 1 + s/r,
M(fr,s#(RxB2r(y))) ≤M(fr,s#(Rx(B2r(y) \QR,s(y))))(5.43)
≤
(
1 +
s
r
)m+1
M(Rx(B2r(y) \QR,s(y)))
for all 0 < s < r ≤ 1/(4nκ0). Since Liphr,s(·, t) ≤ 1 + s/r for all t ∈ [0, 1],
(5.44) M(hr,s#(J0, 1K × (TxB2r(y))) ≤ s
(
1 +
s
r
)m
M(TxB2r(y))
for all 0 < s < r ≤ 1/(4nκ0). Thus by (5.42), (5.43), and (5.44),
M(RxB2r(y)) ≤
(
1 +
s
r
)m+1
M(Rx(B2r(y) \Qr,s(y))) + s
(
1 +
s
r
)m
M(TxB2r(y))
for all 0 < s < r ≤ 1/(4nκ0). By Taylor’s theorem, (1 + s/r)m+1 ≤ 1 + (m+ 1) 2m s/r, so
M(RxB2r(y)) ≤
(
1 +
(m+ 1) 2m s
r
)
M(Rx(B2r(y) \Qr,s(y))) + 2m sM(TxB2r(y))
for all 0 < s < r ≤ 1/(4nκ0). By subtracting M(Rx(B2r(y) \Qr,s(y))) from both sides,
M(RxQr,s(y)) ≤ C(m) s
r
M(RxB2r(y)) + C(m) sM(TxB2r(y))
for all 0 < s < r ≤ 1/(4nκ0). Dividing by rms we obtain (5.31).
To see (5.32) and (5.33), fix y ∈ ∂K and r > 0. Let us consider T as a current of Br(y).
For each integer k ≥ 0 set sk = 2−kr. By slicing theory using (2.4) with ϑ = 1/4, (5.30), and
(5.31), for each integer k ≥ 1 there exists s∗k ∈ (sk, sk−1) such that Tx(Br(y) ∩ {dK > s∗k}) ∈
Im,loc(Br(y)), 〈T, dK, s∗k〉xBr(y) ∈ Im−1,loc(Br(y)), Rx(Br(y) ∩ {dK > s∗k}) ∈ Im+1,loc(Br(y)), and
〈R, dK, s∗k〉xBr(y) ∈ Im,loc(Br(y)) with
∂(Tx{dK > s∗k}) = −〈T, dK, s∗k〉 in Br(y),(5.45)
∂(Rx{dK > s∗k}) = Tx{dK > s∗k} − 〈R, dK, s∗k〉 in Br(y),(5.46)
‖〈T, dK, s∗k〉‖(Br(y))
rm−1
≤ 4 ‖T‖(Qr,sk(y))
rm−1sk
≤ C(m) ‖T‖(B2r(y))
rm
,(5.47)
‖〈R, dK, s∗k〉‖(Br(y))
rm
≤ 4 ‖R‖(Qr,sk(y))
rmsk
≤ C(m)
(‖T‖(B2r(y))
rm
+
‖R‖(B2r(y))
rm+1
)
(5.48)
Clearly Tx{dK > s∗k} → T and Rx{dK > s∗k} → R in the mass norm topology on Br(y). By
the Federer-Fleming compactness theorem, (5.45), (5.46), (5.47), and (5.48), after passing to a
subsequence Tx{dK > s∗k} and Rx{dK > s∗k} converge in the flat norm topology to integral currents
in Br(y) as k → ∞ and thus TxBr(y) ∈ Im(Br(y)) and RxBr(y) ∈ Im+1(Br(y)). Moreover, after
passing to a subsequence −〈T, dK, s∗k〉 → ∂T and −〈R, dK, s∗k〉 → ∂R− T weakly in Br(y). By the
semi-continuity of mass and (5.47) we have
‖∂T‖(Br(y))
rm−1
≤ lim inf
j→∞
‖〈T, dK, s∗k〉‖(Br(y))
rm−1
≤ C(m) ‖T‖(B2r(y))
rm
,
proving (5.32), and similarly by (5.48) we have (5.33). 
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6. Non-concentration of mass at infinity
The main goal of this section is to show that if the relative isoperimetric ratio of (T,R) is close
to γm,n(K), then the mass of T and R cannot concentrate at infinity.
Let us first consider the special case where (T,R) is a relative isoperimetric minimizer and
R consists of two separate components. In other words, suppose there exists currents T1, T2 ∈
Im(R
n+1 \ K) and R1, R2 ∈ Im+1(Rn+1 \ K) such that each Ri is relatively area minimizing in
R
n+1 \ K with
T = T1 + T2, R = R1 +R2, ∂Ri = Ti for i = 1, 2
in Rn+1 \ K and
sptR1 ∩ sptR2 = ∅.
Using (T,R) being relative isoperimetric minimizing and R1 and R2 being both relatively area
minimizing
M(T )
m+1
m = γm,n(K)M(R) = γm,n(K)
(
M(R1) +M(R2)
) ≤M(T1)m+1m +M(T2)m+1m .
By dividing both sides by M(T )
m+1
m ,
1 ≤ rm+1m + (1− r)m+1m where r = M(T1)
M(T )
.
However, this holds true if and only if r = 0 or r = 1. Thus R can have only one component.
By modifying this computation, we make the following observation previously noted by Almgren
in [Alm86b] in the context of the isoperimetric inequality in Rn+1. Suppose the relative isoperi-
metric ratio of (T,R) is close to γm,n(K). Divide both T and R into two currents by slicing them
with a sphere ∂Bρ(0) which is chosen so that the masses of T and R are negligible along ∂Bρ(0).
Arguing much like above, one can show that either M(TxBρ(0)) and M(RxBρ(0)) are small or
M(TxRn+1 \Bρ(0)) and M(RxRn+1 \Bρ(0)) are small. In the special case that diam(K) < ρ, by
translating before slicing we can assume that K ⊂ Bρ(0) and then deduce from the isoperimetric
inequality in Rn+1 that T and R cannot concentrate at infinity. If instead ρ << diam(K) we will
have to show that T concentrates in some ball, which is necessarily near ∂K, in order to conclude
that T and R cannot concentrate at infinity; we will do in Lemma 6.2 via the deformation theorem.
Lemma 6.1. For every 0 < σ < 1−2−1/m there exists ε = ε(m,σ) > 0 and β0 = β0(m,σ) ∈ [1,∞)
such that the following holds true. Let K be a closed subset Rn+1 such that
(6.1) 0 < γm,n(K) ≤ 2−
1
m
Hm(Sm)m+1m
Hm+1(Bm+1) .
Let T ∈ Im(Rn+1 \K) and R ∈ Im+1(Rn+1 \K) such that ∂R = T in Rn+1 \K, R is relatively area
minimizing in Rn+1 \ K, and
(6.2)
M(T )
m+1
m
M(R)
≤ (1 + ε) γm,n(K).
Then for every β ∈ [β0,∞), either
M(TxB
βM(R)
1
m+1
(0)) ≤ σM(T ),(6.3)
M(RxB
βM(R)
1
m+1
(0)) ≤ σM(R)
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or
M(TxRn+1 \B
2βM(R)
1
m+1
(0)) ≤ σM(T ),(6.4)
M(RxRn+1 \B
2βM(R)
1
m+1
(0)) ≤ σM(R).
If additionally K ⊂ B
βM(R)
1
m+1
(0), then (6.4) must hold true. If instead dist(0,K) > 2βM(R) 1m+1 ,
then (6.3) must hold true.
Proof. Consider the continuous function f : [0, 1]2 \ {(0, 0), (1, 1)} → (0,∞) defined by
f(x, y) = min
{
x
m+1
m
y
,
(1− x)m+1m
1− y
}
.
In particular, f(0, y) = 0 for all y ∈ (0, 1], f(1, y) = 0 for all y ∈ [0, 1), f(x, 0) = (1 − x)m+1m for
all x ∈ (0, 1], and f(x, 1) = xm+1m for all x ∈ [0, 1). We claim that f(x, y) < 1 for all (x, y) ∈
[0, 1]2 \ {(0, 0), (1, 1)}. Otherwise f(x, y) ≥ 1 for some (x, y) ∈ (0, 1)2, which implies
x
m
m+1 ≥ y, (1− x) mm+1 ≥ 1− y.
By adding both inequalities,
x
m
m+1 + (1− x) mm+1 ≥ 1,
which is impossible by the strict concavity of x
m
m+1 . Fix σ > 0. There exists ε = ε(m,σ) ∈ (0, 1)
such that
(1 + ε)−3 > min
{
x
m+1
m
y
,
(1− x)m+1m
1− y
}
for all x, y ∈ [0, 1]2 \ ([0, σ]2 ∪ [1− σ, 1]2). Moreover, there exists δ = δ(m,σ) > 0 such that
(6.5) (1 + ε)−2 > min
{
(x+ δ)
m+1
m
y
,
(1− x+ δ)m+1m
1− y
}
for all x, y ∈ [0, 1]2 \ ([0, σ]2 ∪ [1− σ, 1]2).
Let ρ0 = βM(R)
1
m+1 . By slicing theory using (2.4) with ϑ = 1/2 there exists ρ ∈ (ρ0, 2ρ0) such
that TxBρ(0), TxRn+1 \ Bρ(0) ∈ Im(Rn+1 \ K), RxBρ(0), RxRn+1 \ Bρ(0) ∈ Im+1(Rn+1 \ K), and
〈R, | · |, ρ〉 ∈ Im(Rn+1 \ K) with
∂(RxBρ(0)) = TxBρ(0) + 〈R, | · |, ρ〉 in Rn+1 \ K,(6.6)
∂(RxRn+1 \Bρ(0)) = TxRn+1 \Bρ(0) − 〈R, | · |, ρ〉 in Rn+1 \ K,(6.7)
M(〈R, | · |, ρ〉) < 2
ρ0
M(R).(6.8)
By taking β0 = β0(m,σ) > 2 δ
−1 γm,n(K)−
m
m+1 , where δ is as in (6.5), and using ρ0 = βM(R)
1
m+1
for β ≥ β0, (6.8) gives us
M(〈R, | · |, ρ〉) < 2
ρ0
M(R) =
2
β
M(R)
m
m+1 ≤ 2
β0
M(R)
m
m+1(6.9)
≤ 2
β0 γm,n(K)
m
m+1
M(T ) < δM(T ).
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Let
x =
M(TxBρ(0))
M(T )
, y =
M(RxBρ(0))
M(R)
.
Suppose (x, y) 6∈ [0, σ]2∪[1−σ, 1]2. SinceRxBρ(0) andRxRn+1\Bρ(0) are relatively area minimizing
in Rn+1 \ K with boundaries given by (6.6) and (6.7)
γm,n(K) ≤ min
{
M(TxBρ(0) + 〈R, | · |, s〉)m+1m
M(RxBρ(0))
,
M(TxRn+1 \Bρ(0)− 〈R, | · |, s〉)m+1m
M(RxRn+1 \Bρ(0))
}
.
Using (6.9), (6.2), and (6.5)
γm,n(K) < min
{
(x+ δ)
m
m+1
y
,
(1− x+ δ) mm+1
1− y
}
M(T )
m+1
m
M(R)
< (1 + ε)−2 · (1 + ε) γm,n(K) = (1 + ε)−1 γm,n(K)
which is impossible. Therefore, either (x, y) ∈ [0, σ]2, which implies (6.3), or (x, y) ∈ [1 − σ, 1]2,
which implies (6.4).
Suppose that K ⊂ Bρ0(0). Further suppose that (x, y) ∈ [0, σ]2. By the isoperimetric inequality
applied to the area minimizing current RxRn+1 \Bρ(0) with boundary given by (6.7)
Hm(Sm)m+1m
Hm+1(Bm+1) ≤
M(TxRn+1 \Bρ(0)− 〈R, | · |, s〉)m+1m
M(RxRn+1 \Bρ(0)) .
Using (6.9) and (6.2),
Hm(Sm)m+1m
Hm+1(Bm+1) ≤
(1 + δ)
m+1
m
1− σ
M(T )
m+1
m
M(R)
≤ (1 + δ)
m+1
m
1− σ (1 + ε) γm,n(K).
which provided σ < 1 − 2−1/m and ε and δ are sufficiently small contradicts (6.1). Therefore,
(x, y) ∈ [1 − σ, 1]2, which implies (6.4). Arguing along the same lines using the isoperimetric
inequality applied to RxBρ(0), if dist(0,K) > 2βM(R)
1
m+1 , then (6.3) must hold true. 
Lemma 6.2. For each bounded proper convex subset K ⊂ Rn+1 there exists c = c(m,n,K) > 0, α =
α(m,n,K) > 0, and β1 = β1(m,n,K) > 0 such that the following holds true. Let T ∈ Im(Rn+1 \K)
and R ∈ Im+1(Rn+1 \ K) such that ∂R = T in Rn+1 \ K and R is relatively area minimizing in
R
n+1 \ K. Suppose
M(R) ≤ α(6.10)
M(T )
m+1
m
M(R)
≤ 2 γm,n(K).(6.11)
Then there exists x0 ∈ Rn+1 \ K such that
(6.12) M(TxB
β1 M(R)
1
m+1
(x0)) ≥ cM(R)
m
m+1 .
Proof. First we claim that there exists a bi-Lipschitz diffeomorphism ϕ : Rn+1 → Rn+1 such that
ϕ(K) = K0 ≡ [0, 1]n+1. To see this, translate so that 0 ∈ intK. Since K is bounded and convex,
K is star-shaped and has a Lipschitz boundary. In particular, there exists a Lipschitz function
f : Sn → (0,∞) such that
K = {rω : 0 < r < f(ω), ω ∈ Sn}.
RELATIVE ISOPERIMETRIC INEQUALITY 27
We define the bi-Lipschitz diffeomorphism φK : Rn+1 → Rn+1 such that φK(K) = B1(0) by
φK(rω) =
rω
f(ω)
for all r > 0 and ω ∈ Sn. By the same argument there is a bi-Lipschitz diffeomorphism φK0 :
R
n+1 → Rn+1 such that φK0(K0) = B1(0). Thus we may let ϕ = φ−1K0 ◦ φK.
LetN ≥ 0 be an integer to be determined. Following [Alm83], letK(N) = {η2−Nz,2−N ([0, 1]n+1) :
z ∈ Zn+1} denote the set of all standard coordinate cubes of side length 2−N . For k ∈ {0, 1, 2, . . . , n+
1}, let Kk(N) denote the set of all k-dimensional closed faces of coordinate cubes L ∈ K(N). By
applying the deformation theorem [Alm86a, Theorem 1.15] to ϕ#T , we can show that there exists
a constant C0 = C0(m,n,K) ∈ (0,∞) and currents P ∈ Im(Rn+1 \ K) and Q ∈ Im+1,loc(Rn+1 \ K)
such that P is given by
(6.13) P =
∑
L∈Km(N), intL⊂Rn+1\K0
θ(L) JLK,
where for each L ∈ Km(N) we fix an orientation and let θ(L) ∈ Z,
(6.14) T − ϕ−1# P = ∂Q
in Rn+1 \ K,
(6.15) M(PxL) ≤ C0M(Txϕ−1(NbsL))
for each L ∈ K(N) with L ⊂ Rn+1 \ intK0, where we let NbsL denote the union of all closed cubes
in K(N) which intersect L, and
(6.16) M(Q) ≤ C0 2−N M(T ).
In order to apply [Alm86a, Theorem 1.15] to integer-multiplicity rectifiable currents of Rn+1 \ K0,
we modify the argument of [Alm86a, Theorem 1.15] as follows. We inductively construct currents
Tk ∈ Im(Rn+1 \ K0) and Qk ∈ Im,loc(Rn+1 \ K0) for k = n + 1, n, . . . ,m,m − 1. When k = n + 1,
Tn+1 = ϕ#T and Qn+1 = 0. For each k = n + 1, n, . . . ,m and k-dimensional cubes L ∈ Kk(N),
we pick a “good” point pL ∈ intL. Then we project TkxL onto ∂L via radial projection at pL and
restrict the image to Rn+1 \ K0, sweeping out a current Qk−1xL in the process. Tk−1 is the final
image after all the radial projections, restricted to Rn+1 \K0, and Qk−1 is the sum of all the swept
out currents. Note that the radial projections of Almgren in [Alm86a] are different from that of
Federer and Fleming in [FF60], see [Alm86a] for details. Notice that each L ∈ Kk(N) either satisfes
intL ⊂ Rn+1 \ K0 or L ⊂ K0 and similarly for its boundary faces. It follows that at each step we
only radially project TkxL onto ∂L for L ∈ Kk(N) with intL ⊂ Rn+1 \ K0. As a result Tk−1 and
Qk−1 are well-defined as Tk−1 ∈ Im(Rn+1 \ K0) and Qk−1 ∈ Im+1(Rn+1 \ K0). By the argument
of [Alm86a], in the end we obtain P = Tm−1 of the form (6.13) and ϕ#Q =
∑n
k=m−1Qk satisfying
(6.14), (6.15), and (6.16).
Define α, β1, c, and N by
α = 22m+1 Cm+10 γm,n(K)m, β1 = 2
√
n+ 1 Lip(ϕ−1)α
−1
m+1 , c =
1
2m C0 α
m
m+1
,(6.17)
1
2
(
M(R)
α
) 1
m+1
< 2−N ≤
(
M(R)
α
) 1
m+1
.
Notice that this choice of N together with (6.10) guarantees that N ≥ 0.
To show (6.12), suppose to the contrary that
(6.18) M(TxB
β1 M(R)
1
m+1
(x)) < cM(R)
m
m+1
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for every x ∈ Rn+1 \ K. For an arbitrary cube L ∈K(N) with intL ⊂ Rn+1 \ K, using (6.17),
(6.19) ϕ−1(NbsL) ⊂ ϕ−1(B√n+121−N (y)) ⊂ B√n+1 Lip(ϕ−1) 21−N (x) ⊂ Bβ1 M(R) 1m+1 (x),
where y is the center of the cube L and x = ϕ−1(y). Thus by (6.15), (6.19), (6.18), and (6.17),
M(PxL) ≤ C0M(Txϕ−1(NbsL)) ≤ C0M(TxB
β1 M(R)
1
m+1
(x)) < C0 cM(R)
m
m+1
< C0 · 1
2m C0 α
m
m+1
· 2m(1−N) α mm+1 = 2−mN .
Hence θ(L) = 0 as otherwise M(PxL) = |θ(L)|Hm(L) ≥ 2−mN by (6.13). Therefore, P = 0 in
R
n+1 \ K. Hence (6.14) gives us T = ∂Q in Rn+1 \ K. By (6.16), (6.11), and (6.17),
M(Q) ≤ C0 2−N M(T ) ≤ C0 ·
(
M(R)
α
) 1
m+1
· (2 γm,n(K)M(R))
m
m+1 =
1
2
M(R),
contradicting R being relatively area minimizing. Therefore, (6.12) must hold true. 
7. Convergence of almost relative area minimizers
Let 1 ≤ m ≤ n + 1. Suppose Kj ,K ⊂ Rn+1 are closed convex subsets and K ⊂ Rn+1 such
that Kj → K locally in Hausdorff distance. Suppose Rj ∈ Im(Rn+1 \ Kj) is a sequence of relative
area minimizing currents converging weakly to a current R ∈ Im(Rn+1 \K). We want to show that
R is relatively area minimizing in Rn+1 \ K and MW (Rj) → MW (R) for any bounded open set
W ⊂ Rn+1 with ‖R‖(∂W ) = 0. It is known how to show this for area minimizing currents in the
interior of Rn+1 \ K, see for instance [Sim83, Theorem 34.5]. However, we want to this up to the
boundary of K. We have to be careful since Rj might have mass concentrating near the boundary
of Kj ; for instance, for j = 1, 2, 3, . . . consider Rj = j JB1+1/j(0) \ B1(0)K in Rn+1 \ B1(0). In the
past two sections we have obtained estimates that rule out concentration of mass at the boundary
of domains and at infinity. In light of this, we prove Lemma 7.1 below. Since we will want to
also apply Lemma 7.1 to relative isoperimetric minimizers, we will prove Lemma 7.1 for integral
currents which are almost relative area minimizing like in Lemma 5.2.
Lemma 7.1. Let 1 ≤ m ≤ n. Let Kj ,K be closed convex subsets of Rn+1 such that Kj → K locally
in Hausdorff distance (see Subsection 2.1). Let Rj ∈ Im(Rn+1 \ Kj) and R ∈ Im(Rn+1 \ K) such
that
(7.1) lim sup
j→∞
(MW (Rj) +MW\Kj(∂Rj)) <∞
for every bounded open subset W ⊂ Rn+1 and Rj → R in the flat norm topology on compact subsets
of the interior of Rn+1 \ K. Assume that each Rj is almost relative area minimizing in the sense
that there exists λj ∈ [0,∞) and µj ∈ (0,∞] with λj → 0 and µj →∞ such that
(7.2) MW (Rj) ≤MW\Kj(Rj + ∂X) + λjM(X)
for every bounded open subset W ⊂ Rn+1 and current X ∈ Im+1(Rn+1 \ Kj) with compact support
such that sptX ⊂ W and M(X) ≤ µj . Further assume that for every ε > 0 and every bounded
open set W ⊂ Rn+1 there exists δ > 0 and J ≥ 1 such that for all j ≥ J
(7.3) MW (Rjx{dKj < δ}) ≤ ε.
Then R is relatively area minimizing in Rn+1 \K and ‖Rj‖ → ‖R‖ in the sense of Radon measures
on Rn+1.
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Remark 7.2. When m = n + 1 this theorem is trivial. In particular, (7.2) only makes sense if
m ≤ n. We could instead assume each Rj is relatively area minimizing in Rn+1 \ Kj. However,
given any closed convex set K ⊂ Rn+1 and any current R ∈ In+1(Rn+1 \ K), by the constancy
theorem [Sim83, Theorem 26.27], Q = R is the only current Q ∈ In+1(Rn+1\K) such that ∂Q = ∂R
in Rn+1 \K and spt(Q−R) is compact. Thus the condition that R is relatively area minimizing in
R
n+1 \K trivial. Moreover, whenever Kj,K ⊂ Rn+1 are as in Lemma 7.1 and Rj ∈ In+1(Rn+1 \Kj)
such that (7.1) and (7.3) hold true, we can associate each Rj to a BV-function as in [Sim83, Remark
26.28] and thus as a consequence of the compactness of BV-functions after passing to a subsequence
Rj → R in the mass norm topology on compact subsets of Rn+1 for some R ∈ In+1(Rn+1 \ K).
Note that (7.3) automatically holds true in the codimension one, multiplicity one setting.
Proof of Lemma 7.1. Our approach involves modifying a well-known argument in the case of area
minimizers, see for instance [Sim83, Theorem 34.5]. Let K ⊂ Rn+1 be a compact set andW ⊂ Rn+1
be a bounded open set such that K ⊂W . Assume K ∩W 6= ∅ as otherwise the proof is same with
obvious modifications and is in fact a simplification of the argument below. Choose a smooth
function φ : Rn+1 → [0, 1] such that φ = 1 on K and φ = 0 in Rn+1 \ W . For 0 < β < 1,
set Wβ = {x ∈ Rn+1 : φ(x) > β} and note that K ⊂ Wβ ⊂ W for all 0 < β < 1. Let
X ∈ Im+1(Rn+1 \ K) be any integral current with sptX ⊆ K. Fix ε > 0 and choose δ ∈ (0,∞)
such that (7.3) holds true and
(7.4) M(Xx{dK < δ}) +M((∂X)x{0 < dK < δ}) ≤ ε.
By the semi-continuity of mass and (7.3),
(7.5) MW (Rx{dK < δ/2}) ≤ lim inf
j→∞
M(Rjx{dKj < δ}) ≤ ε.
Since Rj → R in the flat norm topology in compact subsets of Rn+1 \ K, for each sufficiently
large j there exists Aj ∈ Im+1(W ∩ {dK > δ/8}) and Bj ∈ Im(W ∩ {dK > δ/8}) such that
R−Rj = ∂Aj +Bj in W ∩ {dK > δ/8},(7.6)
lim
j→∞
(
MW (Aj) +MW (Bj)
)
= 0.(7.7)
Notice that by (7.6), (7.3), (7.5), and (7.7),
MW ((∂Aj)x{δ/8 < dK < δ/2}) ≤MW (Rjx{dKj < δ}) +MW (Rx{dK < δ/2}) +MW (Bj)(7.8)
≤ 3ε
for all sufficiently large j.
We want to replace Aj and Bj with integral currents A
′
j and B
′
j supported away from ∂W . We
can accomplish this by restricting Aj and Bj to a set Wα for some α. In particular, by (7.7) after
passing to a subsequence
MW (Aj) ≤ 8−j
and thus by slicing theory using (2.4) with ϑ = 4−j there exists α ∈ (0, 1) such that AjxWα ∈
Im+1(R
n+1 ∩ {dK > δ/8}), (∂Aj)xWα, 〈Aj , φ, α〉 ∈ Im(Rn+1 ∩ {dK > δ/8}), and
∂(AjxWα) = (∂Aj)xWα − 〈Aj , φ, α〉 in Rn+1 ∩ {dK > δ/8},(7.9)
M(〈Aj , φ, α〉) ≤ 4jMW (Aj) ≤ 2−j → 0,(7.10)
M(Rjx∂Wα) =M(Rx∂Wα) = 0.(7.11)
For each j, let A′j ∈ Im+1(Rn+1 ∩ {dK > δ/8}) and B′j ∈ Im,loc(Rn+1 ∩ {dK > δ/8}) be given by
A′j = AjxWα, B
′
j = BjxWα + 〈Aj , φ, α〉
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in Rn+1 ∩ {dK > δ/8}. Then by (7.6), (7.9), (7.7), and (7.10),
RxWα −RjxWα = ∂A′j +B′j in Rn+1 ∩ {dK > δ/8},(7.12)
lim
j→∞
(
M(A′j) +M(B
′
j)
)
= 0.(7.13)
Moreover, by (7.9), (7.8), and (7.10),
M((∂A′j)x{δ/8 < dK < δ/2}) ≤MW ((∂Aj)x{δ/8 < dK < δ/2}) +M(〈Aj , φ, α〉) ≤ 4 ε.(7.14)
Notice that X lies in Rn+1\K with a boundary in K which might lie outside Kj and might not be
rectifiable, and similarly for A′j . By slicing and stretching A
′
j and X up to Kj, we want to approxi-
mate the integral currents A′j and X by integral currents A
′′
j and Xj of R
n+1 \Kj . In particular, by
slicing theory again using (2.4) with ϑ = 1/8, (7.4), (7.13), and (7.14), there exists δj ∈ (δ/8, δ/4)
such that for all sufficiently large j we have A′jx{dK > δj} ∈ Im+1(Rn+1), 〈A′j , dK, δj〉, (∂A′j)x{dK >
δj} ∈ Im(Rn+1), 〈∂A′j , dK, δj〉 ∈ Im−1(Rn+1), Xx{dK > δj} ∈ Im+1(Rn+1), 〈X, dK, δj〉, (∂X)x{dK >
δj} ∈ Im(Rn+1), 〈∂X, dK, δj〉 ∈ Im−1(Rn+1),
∂(A′jx{dK > δj}) = (∂A′j)x{dK > δj} − 〈A′j , dK, δj〉,(7.15)
∂(Xjx{dK > δj}) = (∂Xj)x{dK > δj} − 〈Xj , dK, δj〉,
∂〈A′j , dK, δj〉 = −〈∂A′j , dK, δj〉, ∂〈Xj , dK, δj〉 = −〈∂Xj , dK, δj〉
in Rn+1, and
(7.16) max{M(〈A′j , dK, δj〉), M(〈∂A′j , dK, δj〉), M(〈X, dK, δj〉), M(〈∂X, dK, δj〉)} ≤
256 ε
δ
.
For each j, let hj : [0, 1] ×Rn+1 \ Kj → Rn+1 \ Kj be the homotopy given by hj(t, x) = (1− t)x+
t ξKj(x). For each sufficiently large j let A
′′
j ∈ Im+1(Rn+1) and Xj ∈ Im+1(Rn+1) be given by
A′′j = A
′
jx{dK > δj}+ hj#(J0, 1K × 〈A′j , dK, δj〉),(7.17)
Xj = Xx{dK > δj}+ hj#(J0, 1K × 〈X, dK, δj〉).
By (7.13) and (7.16),
(7.18) M(A′′j ) ≤M(A′j) + δM(〈A′j , dK, δj〉) ≤ 257 ε
and similarly by (7.16),
(7.19) M(Xj) ≤M(X) + δM(〈Xj , dK, δj〉) ≤M(X) + 256 ε.
By the homotopy formula and (7.15),
(7.20) ∂hj#(J0, 1K × 〈A′j , dK, δj〉) = 〈A′j , dK, δj〉+ hj#(J0, 1K × 〈∂A′j , dK, δj〉)
in Rn+1 \ Kj . By taking the boundary of A′′j as defined in (7.17) using (7.15) and (7.20),
∂A′′j = (∂A
′
j)x{dK > δj}+ hj#(J0, 1K × 〈∂A′j , dK, δj〉)
in Rn+1 \ Kj . Thus by (7.14) and (7.16),
MRn+1\Kj ((∂A
′′
j )x{dK < δ/2}) ≤M((∂A′j)x{δ/4 < dK < δ/2}) + δM(〈∂A′j , dK, δj〉)(7.21)
≤ 260 ε.
Similarly, using (7.15), (7.4), and (7.16),
(7.22) MRn+1\Kj((∂Xj)x{dK < δ/2}) ≤M((∂X)x{0 < dK < δ/2}) + δM(〈∂X, dK, δj〉) ≤ 257 ε.
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Let 0 < β < α. Since Rj satisfies the almost relatively area minimizing property (7.2), we can
compare Rj to Rj + ∂A
′′
j + ∂Xj to obtain
MWβ (Rj) ≤MWβ\Kj(Rj + ∂A′′j + ∂Xj) + λjM(A′′j +Xj)
for all sufficiently large j. By (7.12) and A′′j = A
′
j and Xj = X on R
n+1 ∩ {dK > δ/4} for large j,
MWβ (Rj) ≤MWβ∩{dK>δ/4}(Rj + ∂A′j +B′j + ∂X) +MW∩{dK<δ/2}(Rj)
+M(Rn+1\Kj)∩{dK<δ/2}(∂A
′′
j ) +M(B
′
j) +M(Rn+1\Kj)∩{dK<δ/2}(∂Xj)
+ λjM(A
′′
j ) + λjM(Xj)
≤MWβ\K(R+ ∂X) +MW∩{dK<δ/2}(Rj) +M(Rn+1\Kj)∩{dK<δ/2}(∂A′′j )
+M(B′j) +M(Rn+1\Kj)∩{dK<δ/2}(∂Xj) + λjM(A
′′
j ) + λjM(Xj).
By the mass bounds (7.3), (7.21), (7.13), (7.22), (7.18), and (7.19),
MWβ(Rj) ≤MWβ\K(R+ ∂X) + λjM(X) + 1032 ε
for j sufficiently large. By letting β ↓ α noting (7.11),
MWα(Rj) ≤MWα\K(R + ∂X) + λjM(X) + 1032 ε
for j sufficiently large. By letting j →∞, noting that λj → 0 and ε is arbitrary, we obtain
(7.23) lim sup
j→∞
MWα(Rj) ≤MWα\K(R+ ∂X)
for all X ∈ Im+1(Rn+1 \ K) with sptX ⊆ K.
By (7.23) and the semi-continuity of mass,
MWα(R) ≤MWα\K(R+ ∂X)
for all X ∈ Im+1(Rn+1 \ K) with sptX ⊆ K. Since X is arbitrary, R is relatively area minimizing
in Rn+1 \ K.
By setting X = 0 in (7.23) and using K ⊂Wα ⊂W ,
lim sup
j→∞
‖Rj‖(K) ≤ ‖R‖(W )
for every compact subset K ⊂ Rn+1 and bounded open subset W ⊂ Rn+1 such that K ⊂ W .
Letting W decrease to K,
(7.24) lim sup
j→∞
‖Rj‖(K) ≤ ‖R‖(K)
for every compact subset K ⊂ Rn+1. By the semi-continuity of mass,
(7.25) ‖R‖(W ) ≤ lim inf
j→∞
‖Rj‖(W )
for every bounded open set W ⊂ Rn+1. By (7.24) and (7.25) and a standard approximation
argument, ‖Rj‖ → ‖R‖ in the sense of Radon measures. Note that we only showed ‖Rj‖ → ‖R‖
for a subsequence of {Rj}, but by repeating the argument starting with any subsequence of {Rj}
we obtain ‖Rj‖ → ‖R‖ for the original sequence {Rj}. 
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8. Existence of relative isoperimetric minimizers
This section is focused on the proof of the existence result Theorem B from the introduction.
Our approach will involve a nontrivial application of the direct method as discussed in Subsection
1.2 of the introduction.
Proof of Theorem B. Let K be a proper convex subset of Rn+1 with C2-boundary. Let Tj ∈
Im(R
n+1 \ K) and Rj ∈ Im(Rn+1 \ K) such that ∂Rj = Tj in Rn+1 \ K, Rj is relatively area
minimizing in Rn+1 \ K, and
(8.1) γm,n(K) = lim
j→∞
M(Tj)
m+1
m
M(Rj)
.
Our aim is to let Tj and Rj converge to currents T0 and R0 such that (T0, R0) is a relative isoperi-
metric minimizer. However, in order to obtain nonzero limits of Tj and Rj, we need to control the
masses of Tj and Rj. Thus after passing to a subsequence, we may assume that one of the following
three cases holds true:
(a) limj→∞M(Rj) =∞,
(b) limj→∞M(Rj) = 0, and
(c) limj→∞M(Rj) exists as a positive real number in (0,∞).
The basic idea is to show in the case (a) that after translating and scaling Tj , Rj converge to in-
tegral currents of Rn+1, contradicting (1.4). In the case (b), after translating and scaling Tj , Rj
converge to integral currents of a half-space, again contradicting (1.4). In case (c), we let Tj → T0
and Rj → R0 where (T0, R0) is the desired relative isoperimetric minimizer. The details are as
follows.
Case (a). Suppose limj→∞M(Rj) =∞. After translating assume 0 ∈ K. Rescale letting
rj =
(
M(Rj)
Hm+1(Bm+1)
) 1
m+1
→∞, K˜j = η0,rj(K), T˜j = η0,rj#Tj , R˜j = η0,rj#Rj
(where ηy,r(x) = (x − y)/r for all x, y ∈ Rn+1 and r > 0 as in Subsection 2.1) so that T˜j ∈
Im(R
n+1 \K˜j) and R˜j ∈ Im+1(Rn+1 \K˜j) such that R˜j is relatively area minimizing with ∂R˜j = T˜j
in Rn+1 \ K˜j and by (1.4) and (8.1)
0 ∈ K˜j, lim
j→∞
diam(K˜j) = 0,(8.2)
lim
j→∞
M(T˜j) < Hm(Sm), M(R˜j) = Hm+1(Bm+1),(8.3)
γm,n(K) = lim
j→∞
M(T˜j)
m+1
m
M(R˜j)
.(8.4)
(Note that by (8.4) and M(R˜j) = Hm+1(Bm+1) for all j, limj→∞M(T˜j) exists.) By the Federer-
Fleming compactness theorem and (8.3), after passing to a subsequence T˜j → T˜0 and R˜j → R˜0
weakly in Rn+1 \ {0} for some T˜0 ∈ Im(Rn+1 \ {0}) and R˜j ∈ Im+1(Rn+1 \ {0}). Clearly ∂R˜0 = T˜0
in Rn+1 \ {0}. By the semi-continuity of mass and (8.3),
(8.5) M(T˜0) ≤ lim
j→∞
M(T˜j) < Hm(Sm).
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By Lemma 5.3 and (8.3), for every ε > 0 and j sufficiently large
M(T˜jx{dK˜j < s}) ≤ C(m) sM(T˜j)
m−1
m ≤ C(m) s,
M(R˜jx{dK˜j < s}) ≤ C(m) sM(T˜j) ≤ C(m) s(8.6)
for all ε ≤ s ≤ s0, where s0 = s0(m) ∈ (0,∞) is a constant. By (8.2) and the semi-continuity of
mass,
M(T˜0xBs(0)) ≤ C(m) s,(8.7)
M(R˜0xBs(0)) ≤ C(m) s(8.8)
for all 0 < s ≤ s0. By Lemma 6.1, (8.2), and (8.3), for every ε > 0 there exists ρ = ρ(m, ε) > 0
such that for j sufficiently large
(8.9) M(R˜jxR
n+1 \Bρ(0)) ≤ ε.
By Lemma 7.1, (8.3), (8.6), and (8.9), R˜0 is relatively area-minimizing in R
n+1 \ {0} and
(8.10) M(R˜0) = lim
j→∞
M(R˜j) = Hm+1(Bm+1).
We want to show that T˜0 ∈ Im(Rn+1) and R˜0 ∈ Im+1(Rn+1) with ∂R˜0 = T˜0 in Rn+1. It is
possible that the boundaries of T˜0 or R˜0, as currents of R
n+1, have infinite mass at the origin.
However, we can rule this out using the non-concentration estimates (8.7) and (8.8). In particular,
by slicing theory with ϑ = 1/4, (8.7), and (8.8) for each sufficiently large integer j there exists
sj ∈ (2−j−1, 2−j) such that T˜0xRn+1 \ Bsj (0) ∈ Im(Rn+1), 〈T˜0, | · |, sj〉 ∈ Im−1(Rn+1), R˜0xRn+1 \
Bsj(0) ∈ Im+1(Rn+1), and 〈R˜0, | · |, sj〉 ∈ Im(Rn+1) with
∂(T˜0xR
n+1 \Bsj(0)) = −〈T˜0, | · |, sj〉 in Rn+1,(8.11)
∂(R˜0xR
n+1 \Bsj(0)) = T˜0xRn+1 \Bsj(0)− 〈R˜0, | · |, sj〉 in Rn+1,
M(〈T˜0, | · |, sj〉) ≤ C(m), M(〈R˜0, | · |, sj〉) ≤ C(m).
By (8.5) and (8.10), T˜0xRn+1 \Bsj (0)→ T˜0 and R˜0xRn+1 \Bsj(0)→ R˜0 in the mass norm topology
in Rn+1. Moreover, by the Federer-Fleming compactness theorem and (8.5), (8.10), and (8.11),
after passing to a subsequence T˜0xRn+1 \Bsj(0) and R˜0xRn+1 \Bsj(0) converge weakly to integral
currents of Rn+1 as j →∞. Therefore, T˜0 ∈ Im(Rn+1) and R˜0 ∈ Im+1(Rn+1). It follows that since
Hm({0}) = 0, ∂R˜0 = T˜0 in Rn+1. Since R˜0 ∈ Im+1(Rn+1) and R˜0 is relatively area minimizing in
R
n+1 \ {0}, R˜0 is area minimizing in Rn+1.
By (8.4), (8.5), (8.10), and (1.4)
M(T˜0)
m+1
m
M(R˜0)
≤ lim
j→∞
M(T˜j)
m+1
m
M(R˜j)
= γm,n(K) < H
m(Sm)
m+1
m
Hm+1(Bm+1) ,
contradicting the isoperimetric inequality in Rn+1.
Case (b). Suppose limj→∞M(Rj) = 0. Let c = c(m,n,K) ∈ (0,∞) and β1 = β1(m,n,K) ∈ (0,∞)
be as in Lemma 6.2 and β0 = β0(m, c/2) ∈ [1,∞) be as in Lemma 6.1 with σ = c/2. Let
β ≥ max{β0, β1}. By Lemma 6.2 and (8.1), for each sufficiently large j there exists yj ∈ Rn+1 \ K
such that
(8.12) M(TjxB
βM(Rj)
1
m+1
(yj)) ≥ cM(Tj),
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where we used (8.1) to get M(Tj) ≤ C(m)M(Rj)
m
m+1 for large j. By Lemma 6.1 we must have
dist(yj, ∂K) ≤ 2βM(Rj)
1
m+1 as otherwise (6.3) holds true with σ = c/2, T = Tj and R = Rj,
contradicting (8.12). Hence there exists xj ∈ ∂K such that |xj − yj| ≤ 2βM(Rj)
m
m+1 and thus
(8.13) M(TjxB
3βM(Rj)
1
m+1
(xj)) ≥ cM(Tj).
Translate and rescale letting
rj =
(
2M(Rj)
Hm+1(Bm+1)
) 1
m+1
→ 0, K˜j = ηxj ,rj(K), T˜j = ηxj ,rj#Tj , R˜j = ηxj ,rj#Rj
so that T˜j ∈ Im(Rn+1 \ K˜j) and R˜j ∈ Im+1(Rn+1 \ K˜j) such that R˜j is relatively area minimizing
with ∂R˜j = T˜j in R
n+1 \ K˜j and by (8.1) and (1.4)
lim
j→∞
M(T˜j) <
1
2
Hm(Sm), M(R˜j) = 1
2
Hm+1(Bm+1),(8.14)
γm,n(K) = lim
j→∞
M(T˜j)
m+1
m
M(R˜j)
.(8.15)
Also, by (8.13),
(8.16) M(T˜jxBβ˜(0)) ≥ c˜ > 0
where β˜ = β˜(m,n,K) ∈ (0,∞) and c˜ = c˜(m,n,K) ∈ (0,∞) are constants. Since K has a C2-
boundary, there exists a half-space K˜0 with 0 ∈ ∂K˜0 such that K˜j → K˜0 locally in Hausdorff
distance and ∂K˜j → ∂K˜0 locally in the C2 topology. After an orthogonal change of coordinates,
assume K˜0 = Rn+1+ . By the Federer-Fleming compactness theorem and (8.14), after passing to a
subsequence, T˜j → T˜0 and R˜j → R˜0 weakly in Rn+1+ for some T˜0 ∈ Im(Rn+1+ ) and R˜0 ∈ Im+1(Rn+1+ )
such that ∂R˜0 = T˜0 in R
n+1
+ and by the semi-continuity of mass
(8.17) M(T˜ ) ≤ lim
j→∞
M(T˜j) <
1
2
Hm(Sm).
By Lemma 5.3 and (8.14), for every ε > 0 and j sufficiently large
(8.18) M(R˜jx{dK˜j < s}) ≤ C(m) sM(T˜j) ≤ C(m) s
for all ε ≤ s ≤ s0, where s0 = s0(m) ∈ (0,∞) is a constant. By Lemma 6.1, (8.14), and (8.16), for
every ε > 0 there exists ρ = ρ(m,n,K, ε) > 0 such that
(8.19) lim sup
j→∞
M(R˜jxR
n+1 \Bρ(0)) ≤ ε
for all large j. By Lemma 7.1, (8.14), (8.18), and (8.19), R˜0 is relatively area minimizing in R
n+1
+
and
(8.20) M(R˜0) = lim
j→∞
M(R˜j) =
1
2
Hm+1(Bm+1).
By (8.15), (8.17), (8.20), and (1.4),
M(T˜0)
m+1
m
M(R˜0)
≤ lim
j→∞
M(T˜j)
m+1
m
M(R˜j)
= γm,n(K) < 2− 1m H
m(Sm)
m+1
m
Hm+1(Bm+1) ,
contradicting the sharp isoperimetric inequality in Rn+1+ .
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Case (c). Suppose limj→∞M(Rj) exists and
(8.21) 0 < L = lim
j→∞
M(Rj) <∞.
We do not need to scale as by assumption Rj satisfies (8.21) and by (8.21), (8.1), and (1.4)
(8.22) lim
j→∞
M(Tj) ≤ C(m)L
m
m+1 <∞.
By the Federer-Fleming compactness theorem, (8.21), and (8.22), after passing to a subsequence
Tj → T0 and Rj → R0 weakly in Rn+1 \ K for some T0 ∈ Im(Rn+1 \ K) and R0 ∈ Im+1(Rn+1 \ K)
such that ∂R0 = T0 in R
n+1 \ K and by the semi-continuity of mass
(8.23) M(T0) ≤ lim
j→∞
M(Tj).
By Lemma 5.3 and (8.21), for every ε > 0 and j sufficiently large
(8.24) M(Rjx{dK < s}) ≤ C(m) sM(Rj) ≤ C(m)Ls
for all ε ≤ s ≤ s0, where s0 = s0(m,L) ∈ (0,∞) is a constant. By Lemma 6.1 and (8.21), noting
that K is a fixed bounded set, for every ε > 0 there exists ρ = ρ(m,K, L, ε) > 0 such that
(8.25) lim sup
j→∞
M(RjxR
n+1 \Bρ(0)) ≤ ε
for all large j. By Lemma 7.1, (8.21), (8.22), (8.24), and (8.25), R0 is relatively area minimizing in
R
n+1 \ K and
(8.26) M(R0) = lim
j→∞
M(Rj).
By (8.1), (8.23), and (8.26),
M(T0)
m+1
m
M(R0)
≤ lim
j→∞
M(Tj)
m+1
m
M(Rj)
= γm,n(K),
which by the minimality of γm,n(K) implies
M(T0)
m+1
m
M(R0)
= γm,n(K). 
9. First variational of the isoperimetric ratio
In this section we compute the first variation of relative area minimizers and relative isoperi-
metric minimizers. This follows from the standard first variational formula for area and a first
variational formula for the isoperimetric ratio from [Alm83]. We only consider variational vectors
fields which are tangent to ∂K so that when we vary T and R they remain currents of Rn+1 \ K.
Note that these first variational formulas hold true whenever K is the closure of an open set with
C2-boundary and do not require convexity.
Lemma 9.1. Let K be the closure of an open subset of Rn+1 with C2-boundary. Let T ∈ Im(Rn+1 \
K) and R ∈ Im+1(Rn+1 \ K) such that R is relatively area minimizing with ∂R = T in Rn+1 \ K.
Then R has zero distributional mean curvature in the sense that
(9.1)
∫
divR ζ(x) d‖R‖(x) = 0
for all ζ ∈ C1c (Rn+1 \ sptT ;Rn+1) such that ζ(x) is tangent to ∂K at each x ∈ ∂K, where divR ζ(x)
denotes the divergence of ζ computed with respect to the approximate tangent plane of R at x for
‖R‖-a.e. x.
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Proof. We want to let ε > 0, Φ : (−ε, ε) × Rn+1 → Rn+1, and Φt = Φ(t, ·) such that Φt is a
one-parameter family of C1-diffeomorphisms with Φ(0, x) = x and ∂Φ∂t (0, x) = ζ(x) for all x ∈ Rn+1
and Φt(R
n+1 \ K) = Rn+1 \ K for all t ∈ (−ε, ε). Notice that if spt ζ ∩ ∂K = ∅, we can take
Φt(x) = x + t ζ(x). On the other hand, for each x0 ∈ ∂K there exists δ(x0) > 0 and a C2-
diffeomorphism ϕ : Bδ(x0)(x0)→ Rn+1 such that
ϕ(Bδ(x0)(x0) \ K) = ϕ(Bδ(x0)(x0)) ∩Rn+1+ ,
ϕ(Bδ(x0)(x0) ∩ ∂K) = ϕ(Bδ(x0)(x0)) ∩ {x : xn+1 = 0}.
If spt ζ ⊆ Bδ(x0)(x0), then for some ε > 0 sufficiently small and each t ∈ (−ε, ε) we have the
C1-diffeomorphism Ψt(x) = x + t ϕ#ζ(x) for all x ∈ ϕ(Bδ(x0)(x0)). Thus we can take Φt(x) =
(ϕ−1 ◦ Ψt ◦ ϕ)(x) for all x ∈ Bδ(x0)(x0) and Φt(x) = x for all x ∈ Rn+1 \ Bδ(x0)(x0). Notice
that ϕ#ζ is tangent to {x : xn+1 = 0} and thus Φt(Rn+1 \ K) = Rn+1 \ K for all t ∈ (−ε, ε).
To construct Φ for a general vector field ζ, we can find a partition of unity consisting of smooth
functions χj : R
n+1 → [0, 1] for j = 0, 1, . . . , N such that sptχ0 ∩ ∂K = ∅, for each j = 1, 2, . . . , N
we have sptχj ⊆ Bδ(xj)(xj) for some xj ∈ ∂K with corresponding radius δ(xj) > 0 as above, and∑N
j=0 χj = 1 on R
n+1. There exist ε > 0 and, for each j = 0, 1, . . . , N , Φj : (−ε, ε)×Rn+1 → Rn+1
and Φj,t = Φj(t, ·) such that Φj,t is a one-parameter family of C1-diffeomorphisms with Φj(0, x) = x
and
∂Φj
∂t (0, x) = χj(x) ζ(x) for all x ∈ Rn+1 and Φj,t(Rn+1 \ K) = Rn+1 \ K for all t ∈ (−ε, ε). We
take Φt = Φ(t, ·) = Φ0,t ◦ Φ1,t ◦ · · · ◦ ΦN,t on Rn+1 for each t ∈ (−ε, ε) to get a family of C1-
diffeomorphisms such that Φ(0, x) = x and
∂Φ
∂t
(0, x) =
N∑
j=0
∂Φj
∂t
(0, t) =
N∑
j=0
χj(x) ζ(x) = ζ(x)
for all x ∈ Rn+1.
By the construction above, Φt#(R) ∈ Im(Rn+1 \ K) with ∂Φt#(R) = T in Rn+1 \ K for all
t ∈ (−ε, ε). Since R is relatively area minimizing, by the first variation formula for area [Sim83,
Sections 9 and 16]
d
dt
M(Φt#(R))
∣∣∣∣
t=0
=
∫
divR ζ d‖R‖ = 0. 
Remark 9.2. In the special case where sptR ⊆ M for an orientable embedded C2-submanifold-
with-boundary in Rn+1 \ sptT , we have the following. Fix an orientation of M and let θ :M → Z
be the Hm-integrable signed multiplicity function of M so that
R(ω) =
∫
M
ω θ
for all ω ∈ Dm(Rn+1 \ K). By the constancy theorem θ is constant on M ; in other words, by (9.1)∫
M
(divM ζ) θ dHm = 0
for every ζ ∈ C1c (Rn+1 \ (sptT ∪ K);Rn+1) which is tangent to M and so θ has distributional
gradient zero on the interior of M , implying θ is constant on M . In particular, if M is connected,
sptR = M \ intK. Note that R cannot touch ∂K tangentially by Lemma 5.6. By the divergence
theorem, (9.1) gives us∫
M
divM ζ θ dHm =
∫
M
HM · ζ θ dHm +
∫
∂M
ηM · ζ θ dHm = 0
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for all ζ ∈ C1c (Rn+1 \ sptT ;Rn+1) which is tangent to ∂K, where HM is the mean curvature of M
and ηM is the outward unit conormal to M along ∂M . Therefore, R has zero mean curvature and
R meets ∂K orthogonally.
Proof of Theorem C. Arguing as in the proof of Lemma 9.1, there exists ε > 0, Φ : (−ε, ε) ×
R
n+1 → Rn+1, and Φt = Φ(t, ·) such that Φt is a one-parameter family of C1-diffeomorphisms with
Φ(0, x) = x and ∂Φ∂t (0, x) = ζ(x) for all x ∈ Rn+1 and Φt(Rn+1 \ K) = Rn+1 \ K) for all t ∈ (−ε, ε).
Notice that Φt#(T ) ∈ Im(Rn+1 \ K) with ∂Φt#(T ) = 0 in Rn+1 \ K for all t ∈ (−ε, ε). By the
first variation formula for area [Sim83, Sections 9 and 16],
(9.2)
d
dt
M(Φt#(T ))
∣∣∣∣
t=0
=
∫
divT ζ d‖T‖.
For ‖T‖-a.e. x, let ξ(x) = ξ1 ∧ ξ2 ∧ · · · ∧ ξm be the simple unit m-vector orienting T at x, where
ξ1, ξ2, . . . , ξm is any orthonormal basis for the approximate tangent plane of T at x. Then
Φ(t,x)#(1 ∧ ξ(x)) = ζ ∧
m∧
i=1
(ξi + t∇ξiζ(x)) = ζ(x) ∧ ξ(x) +O(t)
uniformly for ‖T‖-a.e. x as t→ 0+, where Φ(t,x)# denotes the pushforward of Φ at (t, x) ∈ [0, 1] ×
(Rn+1 \ K). Hence
M(Φ#(J0, tK × T )) =
∫ t
0
∫
|Φ(s,x)#(1 ∧ ξ(x))| d‖T‖(x) ds = t
∫
|ζ⊥(x)| d‖T‖(x) +O(t2)
as t → 0+, where J0, tK is the one-dimensional integral current associated with the open interval
(0, t) and ζ(x)⊥ denotes the orthogonal projection of ζ(x) onto the orthogonal complement of the
approximate tangent plane of T at x for ‖T‖-a.e. x. In particular, the right-side derivative of
M(Φ#(J0, tK × T )) with respect to t is given by
(9.3)
d
dt
M(Φ#(J0, tK × T ))
∣∣∣∣
t=0+
=
∫
|ζ⊥| d‖T‖.
Since R is relative area minimizing and ∂(R+Φ#(J0, tK×T )) = Φt#(T ) in Rn+1 \K, the relatively
area minimizing current Rt ∈ Im+1(Rn+1 \ K) with ∂Rt = Φt#(T ) in Rn+1 \ K satisfies
(9.4) M(Rt) ≥M(R)−M(Φ#(J0, tK × T ))
for all t ∈ (−ε, ε). Hence since (T,R) is a relative isoperimetric minimizer
M(T )
M(R0)
m
m+1
≤ M(Φt#(T ))
(M(R)−M(Φ#(J0, tK × T )))
m
m+1
for all t ∈ (−ε, ε) with equality at t = 0. Thus differentiating at time t = 0 using (9.2) and (9.3),
0 ≤ d
dt
M(Φt#(T ))
(M(R)−M(Φ#(J0, tK × T )))
m
m+1
∣∣∣∣∣
t=0+
=
1
M(R)
m
m+1
(∫
divT ζ d‖T‖+ m
m+ 1
M(T )
M(R)
∫
|ζ⊥| d‖T‖
)
.
By replacing ζ and −ζ and rearranging terms,
(9.5)
∫
divT ζ d‖T‖ ≤ m
m+ 1
M(T )
M(R)
∫
|ζ⊥| d‖T‖ ≤ m
m+ 1
M(T )
M(R)
∫
|ζ| d‖T‖.
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It immediately follows from (9.5) that T has distributional mean curvatureHT ∈ L∞(‖T‖;Rn+1)
such that (1.7) holds true for all ζ ∈ C1c (Rn+1 \ K;Rn+1) and (1.8) holds true. For each δ > 0 let
ηδ ∈ C1(Rn+1) such that 0 ≤ ηδ ≤ 1, ηδ(x) = 1 if dK(x) ≤ δ/2, and ηδ(x) = 0 if dK(x) ≥ δ. By
(9.5), ∫
divT (ηδζ) d‖T‖ ≤ H0M(Tx{dK ≤ δ})→ 0
as δ ↓ 0 and thus using the dominated convergence theorem∫
divT ζ d‖T‖ = lim
δ↓0
(∫
divT ((1 − ηδ)ζ) d‖T‖+ divT (ηδζ) d‖T‖
)
= lim
δ↓0
(∫
HT · (1− ηδ)ζ d‖T‖+ divT (ηδζ) d‖T‖
)
=
∫
HT · ζ d‖T‖
for all ζ ∈ C1c (Rn+1;Rn+1) such that ζ(x) is tangent to ∂K at each x ∈ ∂K, proving (1.7). Moreover,
(9.5) and (1.7) imply that ∣∣∣∣∫ HT · ζ d‖T‖∣∣∣∣ ≤ H0 ∫ |ζ⊥| d‖T‖
and it follows that if HT is approximately continuous at x ∈ sptT then HT (x) is orthogonal to the
approximate tangent plane of T at x. 
Remark 9.3. In the special case m = n, we can instead note that Rt = Φt#R and thus we can
replace (9.4) with M(Rt) = M(Φt#R). Modifying the above argument appropriately, we conclude
that T has constant scalar mean curvature H0 as in (1.9).
Remark 9.4. In the special case where sptT ⊆ M for an orientable embedded C2-submanifold-
with-boundary in Rn+1, by arguing much like we did in Remark 9.2, (1.7) implies that T has constant
multiplicity and T meets ∂K orthogonally. Moreover, if M is connected then sptT =M \ intK.
10. Monotonicity formula and tangent cones
Suppose (T,R) is a relative isoperimetric minimizer in Rn+1 \ K, where K is the closure of
an open subset with C2-boundary. We want to understand the local structure of T by using the
first variation formula of Theorem C to obtain monotonicity formulas and tangent cones for T .
In particular the tangent cones to T will be area minimizing in Rn+1 at interior points of T and
relatively area minimizing in a half-space at boundary points of T . Note that since the results of
this section are local and follow from Theorem C, they hold true whenever K has C2-boundary
without requiring convexity. With obvious changes, the same results apply to R away from sptT
by the first variation formula of Lemma 9.1.
The monotonicity formula for integral varifolds with bounded mean curvature in the sense of
Theorem C was previously considered by Gru¨ter and Jost in [GJ86]. Let κ0 be as in (2.2). For each
x ∈ Rn+1 \ intK, let x˜ = 2x − ξK(x) ∈ K be the reflection of x across ∂K. For each y ∈ Rn+1 \ K
and 0 < ρ < 1/(2κ0), define
B˜ρ(y) = {x ∈ Rn+1 : |x˜− y| < ρ}.
Observe that if dK(y) > ρ then B˜ρ(y) ∩ (Rn+1 \ K) = ∅. The monotonicity formulas of Gru¨ter and
Jost are as follows.
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Lemma 10.1. Let K be the closure of a bounded open subset with C2-boundary and T ∈ Im(Rn+1 \
K) and R ∈ Im+1(Rn+1 \ K) such that ∂R = T in Rn+1 \ K, R is relatively area minimizing in
R
n+1 \ K, and (T,R) is a relative isoperimetric minimizer in Rn+1 \ K. Then(
‖T‖(Bσ(y)) + ‖T‖(B˜σ(y))
ωmσm
)1/p
+
CH0M(T )
1/p
m− p σ
1−m/p
≤
(
‖T‖(Bρ(y)) + ‖T‖(B˜ρ(y))
ωmρm
)1/p
+
CH0M(T )
1/p
m− p ρ
1−m/p
for all 0 < σ < ρ ≤ min{dist(y, ∂K), 1/(4κ0)} and
(1 + Cκ0σ)
(
‖T‖(Bσ(y)) + ‖T‖(B˜σ(y))
ωmσm
)1/p
+
CH0M(T )
1/p
m− p σ
1−m/p
≤ (1 + Cκ0ρ)
(
‖T‖(Bρ(y)) + ‖T‖(B˜ρ(y))
ωmρm
)1/p
+
CH0M(T )
1/p
m− p ρ
1−m/p
for all dist(y, ∂K) ≤ σ < ρ ≤ 1/(4κ0), where C = C(m, p) ∈ (0,∞) is a constant.
Proof. Follows from the first variation formula for T in Theorem C. See [GJ86, Theorem 3.1]. Note
that [GJ86] uses Lp bounds on mean curvature, for which we use ‖HT ‖Lp(‖T‖) ≤ H0M(T )1/p. 
An immediate consequence of the monotonicity formulas of Lemma 10.1 is that
Θm(‖T‖, y) = lim
ρ↓0
‖T‖(Bρ(y))
ωmρm
exists for all y ∈ Rn+1 \ intK.
Corollary 10.2. Let K and T be as in Lemma 10.1. Then the function Θ˜m(‖T‖, ·) : Rn+1\intK →
[0,∞) given by
Θ˜m(‖T‖, y) =
{
Θm(‖T‖, y) if y ∈ Rn+1 \ K
2Θm(‖T‖, y) if y ∈ ∂K.
is an upper semi-continuous function. In other words, whenever yj, y ∈ Rn+1 \ intK such that
yj → y,
(10.1) Θ˜m(‖T‖, y) ≥ lim
j→∞
Θ˜m(‖T‖, yj).
In particular, Θm(‖T‖, y) ≥ 1 for all y ∈ sptT \ ∂K and Θm(‖T‖, y) ≥ 1/2 for all y ∈ sptT ∩ ∂K.
Proof. The semi-continuity of density (10.1) is just [GJ86, Corollary 3.2]. Since T is an integer-
multiplicity rectifiable current, Θm(‖T‖, y) ≥ 1 for Hm-a.e. y ∈ sptT \ K, which together with
(10.1) implies Θ˜m(‖T‖, y) ≥ 1 for all y ∈ sptT . 
Corollary 10.3. Let K be the closure of a bounded open subset with C2-boundary and T ∈
Im(R
n+1 \ K) and R ∈ Im+1(Rn+1 \ K) such that ∂R = T in Rn+1 \ K, R is relatively area
minimizing in Rn+1 \K, and (T,R) is a relative isoperimetric minimizer in Rn+1 \K. Then T and
R both have compact support as currents of Rn+1.
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Proof. By the lower bound on density in Corollary 10.2 and the monotonicity formula for integral
varifolds with bounded mean curvature [Sim83, Theorem 17.6],
(10.2) ‖T‖(Bρ(y)) ≥ e−H0ρωmρm
for all y ∈ sptT with dist(y,K) ≥ 1 and ρ ∈ (0, 1). By a standard covering argument using (10.2)
and M(T ) < ∞, T has compact support. By similarly using the monotonicity formula and a
covering argument to cover sptR ∩ {x : dist(x, sptT ∪K) ≥ 1}, R also has compact support. 
Using the monotonicity formulas of Lemma 10.1 we can establish the existence of tangent cones
to T . First let us consider the tangent behavior of K. For each y ∈ Rn+1 \ intK and ρ > 0, let
Ky,ρ = ηy,ρ(K), where ηy,ρ(x) = (x− y)/ρ. Since K has a C2-boundary, for every y ∈ ∂K as ρ ↓ 0
we have Ky,ρ → Ky,0 locally in Hausdorff distance and ∂Ky,ρ → ∂Ky,0 locally in the C2 topology in
R
n+1, where Ky,0 ⊂ Rn+1 is a half-space such that 0 ∈ ∂Ky,0 and ∂Ky,0 is the tangent hyperplane
to ∂K at y. If instead y ∈ Rn+1 \ K, we set Ky,0 = ∅ so that Rn+1 \ Ky,0 = Rn+1.
For each y ∈ sptT and ρ > 0 let Ty,ρ = ηy,ρ#T . Tangent cones to T are defined as follows.
Definition 10.4. Let K and T be as in Lemma 10.1. We say that C ∈ Dm(Rn+1 \ Ky,0) is a
tangent cone to T at y ∈ sptT if there exists a sequence ρj → 0+ such that Ty,ρj → C weakly
R
n+1 \ Ky,0.
In Lemma 10.5 below we will show that at least one tangent cone exists at each point y ∈ sptS.
It is not generally known whether the tangent cone C is unique as C might depend on the sequence
of radii ρj.
Lemma 10.5. Let K be the closure of a bounded open subset with C2-boundary and T ∈ Im(Rn+1 \
K) and R ∈ Im+1(Rn+1 \ K) such that ∂R = T in Rn+1 \ K, R is relatively area minimizing in
R
n+1 \ K, and (T,R) is a relative isoperimetric minimizer in Rn+1 \ K.
(i) There exists at least one tangent cone C to T at each y ∈ sptT .
(ii) If y ∈ sptT and C is a tangent cone to T at y, then C is a nonzero current of Rn+1,
C ∈ Im,loc(Rn), and C is a cone in the sense that η0,λ#C = C for all λ > 0.
(iii) If y ∈ sptT \ ∂K and C is a tangent cone to T at y, then C is a (locally) area minimizing
integral current with ∂C = 0 in Rn+1. If instead y ∈ sptT ∩ ∂K and C is a tangent cone
to T at y, then C is a (locally) relatively area minimizing integral current with ∂C = 0 in
the half-space Rn+1 \ Ky,0.
Proof. Let y ∈ sptT ∩U . Noting that Θm(‖T‖, y) exists as a consequence of Lemma 10.1 and that
Θm(‖T‖, y) ≥ 1/2 > 0 by Corollary 10.2,
(10.3) lim
ρ↓0
‖Ty,ρ‖(Br(0))
ωmrm
= lim
ρ↓0
‖T‖(Bρr(y))
ωm(ρr)m
= Θm(‖T‖, y) > 0
for all 0 < r <∞. By Lemma 5.2,
(10.4) M(Ty,ρ) ≤MRn+1\Ky,ρ(Ty,ρ + ∂X) + 2H0ρM(X)
for all X ∈ Im+1(Rn+1 \ Ky,ρ) with M(X) ≤ 12 ρ−m−1M(R). By Lemma 5.6 and (10.3), if y ∈ ∂K
then
lim sup
ρ↓0
‖Ty,ρ‖(Br(0) ∩ {dKy,ρ < s})
ωmrm−1s
= lim sup
ρ↓0
‖T‖(Bρr(y) ∩ {dK < ρs})
ωm (ρr)m−1(ρs)
(10.5)
≤ lim
ρ↓0
C(m)
‖T‖(Bρr(y))
ωm(ρr)m
= C(m)Θm(‖T‖, y)
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for all 0 < s < r <∞ and
lim sup
ρ↓0
‖∂Ty,ρ‖(Br(0))
ωm−1rm−1
= lim sup
ρ↓0
‖∂T‖(Bρr(y))
ωm−1(ρr)m−1
(10.6)
≤ lim
ρ↓0
C(m)
‖T‖(Bρr(y))
ωm(ρr)m
= C(m)Θm(‖T‖, y)
for all 0 < r <∞.
Take any ρj → 0+. By the Federer-Fleming compactness theorem, (10.3), and (10.6), after
passing to a subsequence Ty,ρj → C in the flat norm topology on compact subsets of Rn+1 for
some C ∈ Im,loc(Rn+1), proving (i). By Lemma 7.1, (10.3), (10.4), and (10.5), C is relatively area
minimizing in Rn+1 \ Ky,0, proving (iii), and also ‖Ty,ρj‖ → ‖C‖ in the sense of Radon measures
on Rn+1. By (10.3) and the convergence ‖Ty,ρj‖ → ‖C‖ in the sense of Radon measures on Rn+1,
(10.7)
‖C‖(Br(0))
ωmrm
= lim
j→∞
‖Ty,ρj‖(Br(0))
ωmrm
= Θm(‖T‖, y) > 0
for all 0 < r <∞. Hence C is a nonzero current of Rn+1. Moreover, in the case that y ∈ sptT \∂K,
by (10.7) C is a cone, see [Sim83, Theorem 19.3, Theorem 35.1].
It remains to show that if y ∈ sptT ∩ ∂K then C is a cone. After an orthogonal change of
coordinates let Ky,0 = Rn+1+ . Let ι : Rn+1 → Rn+1 be the reflection map about Rn × {0} given
by ι(x′, xn+1) = (x′,−xn+1) for all x = (x′, xn+1) ∈ Rn+1. Let C˜ = C − ι#C ∈ Im,loc(Rn+1). We
claim that C˜ is area minimizing in Rn+1. To see this, let X ∈ Im+1(Rn+1) with compact support
and ∂X = 0 in Rn+1. Since C is relatively area minimizing in Rn+1+ , M(C) ≤ M(C +XxRn+1+ ),
and by symmetry M(ι#C) ≤M(ι#C +XxRn+1− ). Therefore M(C˜) ≤M(C˜ +X). By (10.7),
‖C˜‖(Br(0))
ωmrm
= 2Θm(‖T‖, y)
for all 0 < r <∞ and so C˜ is a cone. Thus C is also a cone. 
Corollary 10.6. Let K and T be as in Lemma 10.5. For each y ∈ sptT ∩ ∂K and each tangent
cone C to T at y,
‖C‖(Ky,0) = 0, 0 < ω−1m−1 ‖∂C‖(B1(0)) ≤ Θ∗m−1(‖∂T‖, y).
Proof. Let ρj ↓ 0 such that Ty,ρj → C in the flat norm topology in Rn+1. Since Ty,ρj → C weakly
in Rn+1 and each Ty,ρj satisfies (10.5), ‖C‖(Ky,0) = 0. Since ∂Ty,ρj → ∂C weakly in Rn+1, by the
semi-continuity of mass ω−1m−1 ‖∂C‖(B1(0)) ≤ Θ∗m−1(‖∂T‖, y).
Suppose ∂C = 0 in Rn+1. Since C is relatively area minimizing in Rn+1 \ Ky,0, C is area
minimizing in Rn+1. By [Sim83, Theorem 36.5], C is an area minimizing cone with zero boundary
in Rn+1 such that sptC lies in the half-space Rn+1 \ intKy,0 only if sptC ⊆ ∂Ky,0. But this
contradicts C being a nonzero locally integral current with ‖C‖(Ky,0) = 0. Therefore, ∂C 6= 0 in
R
n+1 and in particular ‖∂C‖(B1(0)) > 0. 
11. Restricted support hypersurfaces and their unit normals
Let K be a proper convex subset of Rn+1 with C2-boundary and (T,R) be an relative isoperi-
metric minimizer in Rn+1 \ K. We want to prove Theorem D, which involves computing areas of
sets of unit normal vectors to support hyperplanes of the convex hull of sptT . For the relative
isoperimetric inequality, in contrast with the isoperimetric inequality, the support hyperplanes of
42 BRIAN KRUMMEL
sptT can touch at either interior points y ∈ sptT \ K or boundary points y ∈ sptT ∩ ∂K. The
behavior at interior points and boundary points can be quite different, as T has bounded mean
curvature and an (n−m)-dimensional unit normal cone at interior points whereas one expects T to
have an (n−m+1)-dimensional unit normal cone at boundary points, for example consider when
T is an n-dimensional hemisphere in Rn+1+ . To treat the boundary points, we will use the concept
of restricted support hyperplanes from [CGR06] and in particular [CGR06, Theorem 5.3].
Let X be any nonempty compact subset of Rn+1. For each y ∈ Rn+1 we define the (unit)
normal cone NyX of X at y by
NyX = {ν ∈ Sn : ν · (x− y) ≤ 0 for all x ∈ X}.
Whenever y ∈ X and ν ∈ Sn such that X ⊆ {x ∈ Rn+1 : ν · (x − y) ≤ 0}, we call the hyperplane
{x ∈ Rn+1 : ν · (x− y) = 0} the support hyperplane of X at y and ν the outward unit normal. Since
X is compact, for each ν ∈ Sn the function x ∈ X 7→ ν ·x attains its maximum value at some point
y ∈ X and thus the support hyperplane to X with outward unit normal ν touches X at y; that is,
ν ∈ NyX. Hence for each compact set X ⊂ Rn+1 we have
(11.1) Sn =
⋃
y∈X
NyX.
Let σ : X → Sn be a continuous map such that σ(y) ∈ NyX for all y ∈ X. For each α ∈ (0, pi/2),
we define the α-restricted normal cone of X at y with respect to σ by
Nαy X/σ = {ν ∈ NyX : σ(y) · ν ≥ sin(α) for all x ∈ X}.
We define the restricted normal cone of X at y with respect to σ by
NyX/σ =
⋃
α∈(0,pi/2)
Nαy X/σ = {ν ∈ NyX : σ(y) · ν > 0 for all x ∈ X}.
We set
NαX/σ =
⋃
y∈X
Nαy X/σ, NX/σ =
⋃
y∈X
NyX/σ
as a subsets of Sn. For each α ∈ (0, pi/2), NαX/σ is closed. To see this, suppose yi ∈ X,
νi ∈ NαyiX/σ, and ν ∈ Sn such that νi → ν. Since X is compact, after passing to a subsequence
we may let yi → y for some y ∈ X. Since νi ∈ NαyiX/σ, νi · (x − yi) ≤ 0 for all x ∈ X and
σ(yi) · νi ≥ sin(α), which letting i → ∞ using the continuity of σ gives us ν · (x − y) ≤ 0 for all
x ∈ X and σ(y) · ν ≥ sin(α). Hence ν ∈ Nαy X/σ. Since NαX/σ ⊆ NβX/σ for all 0 < β < α and
NX/σ =
⋃
α∈(0,pi/2)
NαX/σ =
∞⋃
i=1
N1/iX/σ
NX/σ is a Borel set. Note that our definition of the restricted normal cones NαX/σ and NX/σ
differ from [CGR06], which used the restricted normal cone {ν ∈ NyX : σ(y)·ν ≥ 0} for each y ∈ X.
Our main estimate regarding the area of NX/σ is the following variant of [CGR06, Theorem 5.3].
Theorem 11.1. Let X ⊂ Rn+1 be a nonempty compact set and let σ : X → Sn be a continuous
map such that σ(y) ∈ NyX for all y ∈ X. Then for every α ∈ (0, pi/2),
(11.2) Hn(NαX/σ) ≥ 1− Cα
2
Hn(Sn),
where C = C(n) = 2Hn−1(Sn−1)/Hn(Sn). Moreover,
(11.3) Hn(NX/σ) ≥ 1
2
Hn(Sn).
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Lemma 11.2. Let X be a closed convex subset of Sn and u ∈ X. For every α ∈ (0, pi/2),
Hn(X ∩ {ν : u · ν ≥ sin(α)}) ≥ 1− Cα
2
Hn(X),
where C = C(n) = 2Hn−1(Sn−1)/Hn(Sn).
Proof. Without loss of generality assume X 6= ∅ and let u = en+1 be the (n+1)-th unit coordinate
vector. Parameterize Sn by (cos(θ)ω, sin(θ)) where θ ∈ [−pi/2, pi/2] and ω ∈ Sn−1. Let
E = X ∩ {(cos(α)ω, sin(α)) : ω ∈ Sn−1},
A = {(cos(θ)ω, sin(θ)) : θ ∈ [α, pi/2], ω ∈ E},
B = {(cos(θ)ω, sin(θ)) : θ ∈ [α, pi/2], ω ∈ Sn−1 \ E},
A′ = {(cos(θ)ω, sin(θ)) : θ ∈ [−pi/2, α], ω ∈ E},
B′ = {(cos(θ)ω, sin(θ)) : θ ∈ [−pi/2, α], ω ∈ Sn−1 \ E}.
In other words, E is the intersection of X and the latitude {θ = α}. A is the union of all geodesic
arcs from u to points of E. B is the complement of A in the region {θ ≥ α}. A′ and B′ are
reflections of A and B across the latitude {θ = α} into the region {θ ≤ α}.
We compute that
(11.4) Hn(A) =
∫
E
∫ pi/2
α
cosn−1(θ) dθ dHn−1(ω) = Hn−1(E)
∫ pi/2
α
cosn−1(θ) dθ
and similarly
(11.5) Hn(A′) = Hn−1(E)
∫ α
−pi/2
cosn−1(θ) dθ.
Since cos(θ) ≤ 1, ∫ α0 cosn−1(θ) dθ ≤ α and thus (11.4) and (11.5) give us
(11.6)
Hn(A)
Hn(A′) =
∫ pi/2
0 cos
n−1(θ) dθ − ∫ α0 cosn−1(θ) dθ∫ pi/2
0 cos
n−1(θ) dθ +
∫ α
0 cos
n−1(θ) dθ
≥ 1− Cα
1 + Cα
where C = C(n) =
(∫ pi/2
0 cos
n−1(θ) dθ
)−1
. By (11.4) in the special case X = Sn and α = 0 (so
that A = Sn ∩ Rn+1+ and E = Sn−1), C = 2Hn−1(Sn−1)/Hn(Sn).
By the definition of A and E and the convexity of X, A ⊆ X. Moreover, X ∩ B′ = ∅ since if
there were x ∈ X ∩B′ then the geodesic arc from u to x lies in X by convexity and intersects E,
contradicting the definition of B′. Hence by A ⊆ X and (11.6),
(11.7) Hn(X ∩A) = Hn(A) ≥ 1−Cα
1 +Cα
Hn(A′) = 1− Cα
1 + Cα
Hn(X ∩A′).
By (11.7) and X ∩B′ = ∅,
Hn(X ∩ {θ ≥ α}) = Hn(X ∩A) +Hn(X ∩B)
≥ 1− Cα
1 + Cα
(Hn(X ∩A′) +Hn(X ∩B′))
=
1− Cα
1 + Cα
Hn(X ∩ {θ ≤ α}).
By adding 1−Cα1+Cα Hn(X ∩ {θ ≥ α}) to both sides we get
Hn(X ∩ {θ ≥ α}) ≥ 1− Cα
2
Hn(X). 
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Lemma 11.3. Let X ⊂ Rn+1 be a nonempty finite set of points and let σ : X → Sn be a map such
that σ(y) ∈ NyX for all y ∈ X. Then for every α ∈ (0, pi/2),
Hn(NαX/σ) ≥ 1− C α
2
Hn(Sn),
where C = C(n) = 2Hn−1(Sn−1)/Hn(Sn).
Proof. Recall that (11.1) holds true. Furthermore, ν ∈ Sn belongs to intSn NxiX, the interior of
some NxiX relative to S
n, if and only if there exists a support hyperplane of X at xi with outward
unit normal ν which intersects X only at xi. Thus
(11.8) intSn NxiX ∩ intSn NxjX = ∅
for all i 6= j. By [CGR06, Lemma 4.1], for each i either NxiX = ∅, NxiX is a pair of antipodal
points and thus Hn(NxiX) = 0, or NxiX is a convex spherical set. Hence by (11.8), Lemma 11.2,
and (11.1) for every α ∈ (0, α0]
Hn(NαX/σ) =
k∑
i=1
Hn(NαxiX/σ) ≥
k∑
i=1
1− Cα
2
Hn(NxiX) =
1− Cα
2
Hn(Sn). 
Proof of Theorem 11.1. Since X is compact, we may cover X with finitely many open balls of
radius 1/i centered at points of X. Let Xi denote the set of the centers of these balls. Notice that
Xi ⊆ X and distH(Xi,X) < 1/i. We claim that for every δ > 0 there exists i0 > 0 such that for
every i ≥ i0
(11.9) sup
ν∈NαXi/σ
distSn(ν,N
αX/σ) < δ,
where distSn denotes geodesic distance on S
n+1. Suppose to the contrary that for some δ > 0 and
infinitely many i there exists yi ∈ Xi and νi ∈ NαyiXi/σ such that
(11.10) dist(νi, N
αX/σ) ≥ δ.
After passing to a subsequence let yi → y for some y ∈ X and νi → ν for some ν ∈ Sn. Given
any x ∈ X, there exists xi ∈ Xi such that xi → x. Since νi ∈ NαyiXi/σ, νi · (xi − yi) ≤ 0 for each
i. Letting i → ∞ we obtain ν · (x − y) ≤ 0. Hence ν ∈ NyX. Moreover, since νi ∈ NαyiXi/σ,
σ(yi) · νi ≥ sin(α) for each i. Letting i→∞ using the continuity of σ we obtain σ(y) · ν ≥ sin(α).
Hence ν ∈ Nαy X/σ. But now νi → ν and ν ∈ Nαy X/σ, contradicting (11.10).
Let C = C(n) = 2Hn−1(Sn−1)/Hn(Sn). To show (11.2), suppose to the contrary that for some
α ∈ (0, 1/C)
Hn(NαX/σ) < 1− Cα
2
Hn(Sn).
Then, recalling from above that NαX/σ is closed, Sn \ (NαX/σ) is an open subset of Sn with
Hn(Sn \ (NαX/σ)) > 1+Cα2 Hn(Sn). Thus we can find a compact set K ⊂ Sn \ (NαX/σ) such that
(11.11) Hn(K) > 1 + Cα
2
Hn(Sn).
By (11.9), for each sufficiently large i we have K ∩ (NαXi/σ) = ∅, and by Lemma 11.3
Hn(NαXi/σ) ≥ 1− Cα
2
Hn(Sn),
contradicting (11.11). Therefore, (11.2) holds true.
Finally, we obtain (11.3) by letting α ↓ 0 in (11.2). 
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Now suppose K is a bounded proper convex subset of Rn+1 with C2-boundary and (T,R) is an
relative isoperimetric minimizer in Rn+1 \K. Note that by Corollary 10.3, T has compact support.
Applying the discussion above to the support of T , for each y ∈ sptT we define the normal cone
NyT of T at y by
NyT ≡ Ny(sptT ) = {ν ∈ Sn : ν · (x− y) ≤ 0 for all x ∈ sptT}.
For each ν ∈ Sn there exists a y ∈ sptT such that support hyperplane with unit normal ν touches
sptT at y. Thus
S
n =
⋃
y∈sptT
NyT.
We define the set of restricted normals RNT ⊆ Sn by
RNT =
⋃
y∈spt T\K
NyT.
If Π = {x ∈ Rn+1 : ν · (x− y) = 0} is the support hyperplane of sptT at some point y ∈ sptT \ K
with outward unit normal ν, we call Π a restricted support hyperplane of sptT at y. Note that this
definition of restricted support normals and hyperplanes differs from [CGR06], which also allowed
a restricted support hyperplane Π to touch the support of T at some boundary point y ∈ sptT ∩K
provided the outward unit normal ν to Π satisfied νK(y) · ν = 0.
Suppose sptT ∩ ∂K 6= ∅. Regarding T as an integral current of Rn+1, ∂T ∈ Im−1(Rn+1) and,
by Corollary 10.6, spt ∂T = sptT ∩ ∂K. Thus for each y ∈ sptT ∩ ∂K we define the normal cone
Ny∂T of ∂T at y by
Ny∂T ≡ Ny(sptT ∩ ∂K) = {ν ∈ Sn : ν · (x− y) ≤ 0 for all x ∈ sptT ∩ ∂K}.
For each y ∈ sptT ∩ ∂K, the restricted normal cone Ny∂T/νK of ∂T at y with respect to the
outward unit normal νK to K is given by
Ny∂T/νK = {ν ∈ Ny∂T : νK(y) · ν > 0}
and
N∂T/νK =
⋃
y∈spt T∩∂K
N∂T/νK
as a subset of Sn.
Recall that for each ν ∈ N∂T/νK, there exists y ∈ sptT such that ν ∈ NyT . We claim that in
fact there exists y ∈ sptT \ K such that ν ∈ NyT .
Lemma 11.4. Let K be a bounded proper convex subset of Rn+1 with C2-boundary. Let T ∈
Im(R
n+1\K) and R ∈ Im+1(Rn+1\K) such that ∂R = T in Rn+1\K, R is relatively area minimizing
in Rn+1 \ K, (T,R) is a relative isoperimetric minimizer in Rn+1 \ K, and sptT ∩ ∂K 6= ∅. Then
N∂T/νK ⊆ RNT.
Proof. Suppose y ∈ sptT ∩ ∂K and ν ∈ Ny∂T/νK. Let Π1 denote the support hyperplane to sptT
with outward unit normal ν. Let Π2 denote the support hyperplane to sptT ∩∂K at y with outward
unit normal ν. Observe that sptT ∩ ∂K ⊆ sptT and thus sptT ∩ ∂K lies to one side of Π1. Hence
if Π1 6= Π2 then Π1 must touch sptT at some interior point in sptT \K, implying ν ∈ RNT . Thus
we may suppose that Π1 = Π2. In that case, Π1 touches sptT at y. Moreover, since ν ∈ Ny∂T/νK,
νK(y) · ν > 0. Therefore ν ∈ NyT with νK(y) · ν > 0.
After a change of coordinates, we may assume that y = 0, νK(y) = (0, . . . , 0, 0, 1), and
ν = (0, . . . , 0, cos(φ), sin(φ)) for some φ ∈ (0, pi/2]. We shall use the cylindrical coordinates
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x = (x1, . . . , xn−1, r cos(θ), r sin(θ)) on Rn+1, where x1, . . . , xn−1 ∈ R, r ≥ 0, and θ ∈ R. Let
C ∈ Im(Rn+1+ ) be any tangent cone to T at y. Since
sptT ⊆ (Rn+1 \ K) ∩ {x : ν · (x− y) ≤ 0}
we have
sptC ⊆ {x ∈ Rn+1 : νK(y) · x ≥ 0, ν · x ≤ 0} = {x ∈ Rn+1 : pi/2 + φ ≤ θ ≤ pi}.
In other words, the support of C is contained in the wedge {pi/2+φ ≤ θ ≤ pi} with angle pi/2−φ <
pi/2. Let C˜ = C − ι#C where ι : Rn+1 → Rn+1 is the reflection about {x : xn+1 = 0}. Then C˜
is an area minimizing integral current of Rn+1 contained in the wedge {pi/2 + φ ≤ θ ≤ 3pi/2 − φ}
with angle pi − 2φ < pi. However, by Corollary 10.6 and by [Sim83, Theorem 36.5] – which states
that the support of an area minimizing cone is contained in a closed half-space H ⊆ Rn+1 if and
only if the support of the cone is contained in ∂H – it is impossible for C˜ to lie in a wedge with
angle < pi. 
Lemma 11.5. Let K be a bounded proper convex subset of Rn+1 with C2-boundary. Let T ∈
Im(R
n+1 \ K) and R ∈ Im+1(Rn+1 \ K) such that ∂R = T in Rn+1 \ K, R is relatively area
minimizing in Rn+1 \ K, and (T,R) is a relative isoperimetric minimizer in Rn+1 \ K. Then
(11.12) Hn(RNT ) ≥ 1
2
Hn(Sn).
Proof. Assume that sptT ∩ ∂K 6= ∅, as otherwise RNT = Sn. Notice that νK is a continuous
function on ∂K and ν∂K(y) ∈ Ny∂T for each y ∈ sptT ∩ ∂K since by the convexity of K we have
sptT ∩ ∂K ⊆ K ⊆ {x : νK(y) · (x − y) ≤ 0}. Thus as a direct consequence of Theorem 11.1 with
X = sptT ∩ ∂K and σ = νK
Hn(N∂T/νK) ≥ 1
2
Hn(Sn).
Since N∂T/νK ⊆ RNT by Lemma 11.4, it follows that (11.12) holds true. 
12. Area-mean curvature characterization of hemispheres
The aim of this section is to prove Theorem D following the approach of Almgren in [Alm86b]
and using Lemma 11.5 from the previous section. Throughout this section, we let K be a bounded
proper convex subset of Rn+1 with C2-boundary and we let T ∈ Im(Rn+1\K) and R ∈ Im+1(Rn+1\
K) such that ∂R = T in Rn+1 \K, R is relatively area minimizing in Rn+1 \K, and (T,R) is relative
isoperimetric minimizing in Rn+1\K. Note that by Corollary 10.3, T has compact support. Assume
that T has distributional mean curvature HT ∈ L∞(‖T‖,Rn+1) in the sense that (1.7) holds true
and assume that |HT (y)| ≤ m for ‖T‖-a.e. y.
Let A denote the convex hull of sptT . Recall from Subsection 2.2 that dA : Rn+1 → [0,∞) is the
distance function given by dA(x) = dist(x,A) for all x ∈ Rn+1. ξA : Rn+1 → A is the closest point
projection map such that ξA(x) is the closest point of A to x for each x ∈ Rn+1 \A and ξA(x) = x
for each x ∈ A. νA : Rn+1 \A → Sn is the Gauss map given by νA(x) = (x− ξA(x))/dA(x) for each
x ∈ Rn+1\A. dA ∈ C0,1(Rn+1)∩C1,1loc (Rn+1\A) with∇dA = νA in Rn+1\A, ξA ∈ C0,1(Rn+1;Rn+1),
and νA ∈ C0,1loc (Rn+1 \ A;Rn+1). Let B0 = A \ intA and for each s > 0 let
Bs = {x ∈ Rn+1 : dA(x) = s}.
Observe that since dA ∈ C1,1loc (Rn+1 \ A) with ∇dA = νA, for each s > 0, Bs is a C1,1-submanifold
and in particular by Rademacher’s theorem the unit normal νA|Bs is differentiable atHn-a.e. x ∈ Bs.
Thus Bs has principal curvatures a1 ≤ a2 ≤ · · · ≤ an at Hn-a.e. x ∈ Bs. Since A is convex and Bs
is the level set consisting of points distance s from A, 0 ≤ ai ≤ 1/s for all i = 1, 2, . . . , n.
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Let x0 ∈ Bs such that νA|Bs is differentiable at x0 and let y0 = ξA(x0). We want to compute the
Jacobians of ξA and νA at x0. After a change of variables, we may assume x0 = (0, s), y0 = (0, 0),
and νA(x0) = (0, 1). There exists r > 0 and a C1,1-function f : Bnr (0) → R such that f(0) = s,
Df(0) = 0, f is twice differentiable at the origin, and
(12.1) Bs ∩Bnr (0, s) ∩ [s− r, s+ r] = graph f.
By Taylor’s theorem, after an orthogonal change of variables
(12.2) f(x′) = s− 1
2
n∑
i=1
aix
2
i + E(x
′)
for all x′ = (x1, x2, . . . , xn) ∈ Bnr (0) where ai are the principal curvatures of Bs at x0 and E :
Bnr (0)→ R is a C1,1-function which is twice-differentiable at the origin with E(0) = 0, DE(0) = 0,
and D2E(0) = 0. Hence
νA(x′, f(x′)) =
(−Df(x′), 1)√
1 + |Df(x′)|2 , ξA(x
′, f(x′)) = (x′, f(x′))− s νA(x′, f(x′)).
By differentiation,
DνA(0, s) =

a1 0 · · · 0 0
0 a2 · · · 0 0
...
...
. . .
...
...
0 0 · · · an 0
0 0 · · · 0 0
 , DξA(0, s) =

1− sa1 0 · · · 0 0
0 1− sa2 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1− san 0
0 0 · · · 0 0
 .
For each k ∈ {1, 2, . . . , n} and each Lipschitz function F : Bs → Rn+1 we define the k-th Jacobian
JkF (x0) of F at Hn-a.e. x0 ∈ Bs by
JkF (x0) =
∥∥∥∧
k
DF (x0)
∥∥∥ ,
see [Fed69, Corollary 3.2.20, Theorem 3.2.22]. The Jacobian of νA|Bs : Bs → Rn+1 is given by
(12.3) JnνA(x0) = a1a2 · · · an.
The m-th Jacobian of ξA|Bs : Bs → Rn+1 is given by JmξA(x0) = 0 if am = 1/s and
(12.4) JmξA(x0) =
m∏
i=1
(1− sai) 6= 0.
otherwise.
By [Alm86b, Proposition 5(4)], for all s > 0 and Hn-a.e. x0 ∈ Bs \ ξ−1A (sptT ), at least one of
the principal curvatures of Bs at x0 is zero, i.e. a1 = 0, and so
JnνA(x0) = 0.
By [Alm86b, Proposition 6(1)], for all 0 < s < 1/(3m+3) and Hn-a.e. x0 ∈ Bs∩ ξ−1A (sptT \K),
the principal curvatures a1 ≤ a2 ≤ · · · ≤ an of Bs at x0 satisfy
(12.5) a1 + a2 + · · · + am ≤ m.
[Alm86b, Proposition 6] involves constructing a variational vector field ζ and then applying the first
variational formula of T (1.7) with this vector field ζ. (12.5) follows immediately from [Alm86b] with
the following two minor changes. Firstly, we replace the rectifiable varifold V = v(S, ϑ + 1/m, τ)
by the varifold V associated with T (as a consequence of using a different isoperimetric ratio from
Almgren). Secondly, we note that the variational vector field ζ is constructed in [Alm86b] so that
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sptV ∩ spt ζ is contained in a small neighborhood of y0 and thus ζ can be taken to vanish on an
open neighborhood of K. Now by (12.5), 0 ≤ ai ≤ m for all i = 1, 2, . . . ,m. Hence by (12.4),
(12.6) (2/3)m ≤ JmξA(x0) ≤ 1,
which is what we will need to apply the coarea formula [Fed69, Corollary 3.2.22] below.
Observe that Bs∩ ξ−1A (y0) = y0+sNy0T for all y0 ∈ B0 and s > 0. By the variational argument
of [Alm86b, Proposition 6(2)] with the changes mentioned above and by [Alm86b, Proposition 7],
for Hm-a.e. y0 ∈ B0 ∩ sptT \K and Hn−m-a.e. ν ∈ Ny0T there exists constants 0 ≤ b1 ≤ b2 ≤ · · · ≤
bm <∞ (depending on y0 and ν and independent of s) such that for every s > 0 the Gauss map νA
is differentiable at x0 = y0+ s ν, the principal curvatures a1 ≤ a2 ≤ · · · ≤ an of Bs at x0 = y0+ s ν
(ai depending on s) are given by
(12.7) ai(s) =
bi
1 + s bi
for i = 1, 2, . . . ,m, ai =
1
s
for i = m+ 1, . . . , n,
and either b1 = b2 = · · · = bm = 0 or
(12.8) 0 < b1 + b2 + · · ·+ bm ≤ HT (y0) · ν = |HT (y0)| cos(β(y0, ν)),
where β(y0, ν) ∈ [0, pi/2] is the angle such that HT (y0) · ν = |HT (y0)| cos(β(y0, ν)). Note that y0 is
chosen so that T has an approximate tangent plane Py0 at y0. Thus ai = 1/s for i = m+ 1, . . . , n
since Bs ∩ ξ−1A (y0) ⊆ y0 + ∂Bs(0) ∩ P⊥y0 . By (12.3), (12.4), and (12.7), at x0 = y0 + s ν we have
JmξA(x0) =
m∏
i=1
(1− sai) =
m∏
i=1
1
1 + sbi
,
JnνA(x0) = a1a2 · · · an =
m∏
i=1
bi
1 + sbi
· s−(n−m) = b1b2 · · · bm · s−(n−m) JmξA(x0).(12.9)
For Hm-a.e. y0 we have |HT (y0)| ≤ m and thus using the AM-GM inequality and (12.8),
(12.10) b1b2 · · · bm ≤
(
b1 + b2 + · · ·+ bm
m
)m
≤
( |HT (y0)|
m
)m
cosm(β(y0, ν)) ≤ cosm(β(y0, ν))
with equality if and only if
(12.11) b1 = b2 = · · · = bm = cos(β(y0, ν)), |HT (y0)| = m.
Therefore, by (12.9) and (12.10), for Hm-a.e. y0 ∈ B0 ∩ sptT \ K, Hn−m-a.e. ν ∈ Ny0T , and all
s > 0 at x0 = y0 + s ν
(12.12) JnνA(x0) ≤ cosm(β(y0, ν)) s−(n−m) JmξA(x0)
with equality if and only if (12.11) holds true.
Proof of Theorem D. By Lemma 11.5,
(12.13) Hn(RNT ) ≥ 1
2
Hn(Sn).
Our goal is to bound Hn(RNT ) above in terms of M(T ).
Fix 0 < s < 1/(3m + 3). Observe that
(12.14) RNT = νA(Bs ∩ ξ−1A (B0 ∩ sptT \ K)).
Let B∗s be the set of all x ∈ Bs such that νA is differentiable at x and JnνA(x) > 0. Similarly, for
each y ∈ B0 ∩ sptT \ K, recall that Bs ∩ ξ−1A (y) = y+ sNyT and let N∗yT be the set of all ν ∈ NyT
such that νA is differentiable at y+sν and JnνA(y+sν) > 0. (N∗yT is independent of s as ν ∈ N∗yT
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if and only if νA is differentiable at y + tν and JnνA(y + tν) > 0 for all t > 0.) By (12.14) and the
area formula [Fed69, Corollary 3.2.20],
(12.15) Hn(RNT ) =
∫
Bs∩ξ−1A (B0∩sptT\K)
JnνA(x) dHn(x) =
∫
B∗s∩ξ−1A (B0∩sptT\K)
JnνA(x) dHn(x).
By (12.6), (2/3)m ≤ JmξA(x) ≤ 1 for Hn-a.e. x ∈ B∗s ∩ξ−1A (sptT ) and thus we can apply the coarea
formula [Fed69, Corollary 3.2.22] using (12.12) and B∗s∩ξ−1A (y) = y+sN∗yT for all y ∈ B0∩sptT \K
to obtain
Hn(RNT ) ≤
∫
B∗s∩ξ−1A (B0∩spt T\K)
cosm(β(ξA(x), νA(x))) s−(n−m) JmξA(x) dHn(x)(12.16)
=
∫
B0∩sptT\K
∫
B∗s∩ξ−1A (y)
cosm(β(y, νA(x))) s−(n−m) dHn−m(x) dHm(y)
=
∫
B0∩sptT\K
∫
N∗yT
cosm(β(y, ν)) dHn−m(ν) dHm(y),
where β(y, ν) ∈ [0, pi/2] is the angle such that HT (y) · ν = |HT (y)| cos(β(y, ν)) for Hm-a.e. y ∈
B0 ∩ sptT \ K and Hn−m-a.e. ν ∈ N∗yT . Equality holds true in (12.16) if and only if (12.11) holds
true for Hm-a.e. y0 ∈ sptT \ K and Hn−m-a.e. ν ∈ N∗y0T , where bi are as in (12.7) and depend on
y0 and ν.
By (12.8), HT (y) · ν > 0 for Hm-a.e. y ∈ B0 ∩ sptT \ K and Hn−m-a.e. ν ∈ N∗yT . Also, NyT
is orthogonal to the approximate tangent plane Py of T at Hm-a.e. y ∈ B0 ∩ sptT \ K. Hence for
Hm-a.e. y ∈ B0 ∩ sptT \ K
(12.17) Hn−m(N∗yT \ (Sn ∩ {ν : HT (y) · ν > 0} ∩ P⊥y )) = 0.
Recall from Theorem C thatHT (y) is orthogonal to Py forHm-a.e. y ∈ sptT \K. Thus ifHT (y) 6= 0,
after an orthogonal change of coordinates we can take Py = {0}×Rm andHT (y) = |HT (y)| en−m+1,
where en−m+1 is the (n−m+ 1)-th unit coordinate vector, and then use (12.17) to obtain
(12.18)
∫
N∗yT
cosm(β(y, ν)) dHn−m(ν) dHm(y) ≤
∫
Sn−m∩Rn−m+1
+
(x · en−m+1)m dHn−m(x)
for Hm-a.e. y ∈ B0 ∩ sptT \ K with equality if and only if
(12.19) Hn−m((Sn ∩ {ν : HT (y) · ν > 0} ∩ P⊥y ) \N∗yT ) = 0.
If instead HT (y) = 0, then (12.17) implies Hn−m(N∗yT ) = 0 and thus (12.18) holds true with a
strict inequality. Therefore, for Hm-a.e. y ∈ B0 ∩ sptT \ K, (12.18) holds true with equality if and
only if HT (y) 6= 0 and (12.19) holds true. By integrating (12.18) over y ∈ B0 ∩ sptT \ K,∫
B0∩sptT\K
∫
N∗yT
cosm(β(y, ν)) dHn−m(ν) dHm(y)(12.20)
≤ Hm(B0 ∩ sptT )
∫
Sn−m∩Rn−m+1
+
(x · en−m+1)m dHn−m(x)
with equality if and only if HT (y) 6= 0 and (12.19) holds true for Hm-a.e. y ∈ B0 ∩ sptT \ K.
We claim that Hm-a.e. y ∈ B0 ∩ sptT \ K with HT (y) 6= 0, (12.19) holds true if and only if
Hn−m(NyT \N∗yT ) = 0 and
(12.21) NyT = S
n ∩ {ν : HT (y) · ν ≥ 0} ∩ P⊥y .
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In fact, we will show that (12.19) ⇒ (12.21) as then by (12.21), (12.19) ⇔ Hn−m(NyT \N∗y T ) = 0.
Suppose HT (y) 6= 0 and (12.19) holds true. Since N∗yT ⊆ NyT and NyT is a closed set, by (12.19)
S
n ∩ {ν : HT (y) · ν ≥ 0} ∩ P⊥y ⊆ NyT.
We know that NyT ⊆ Sn ∩ P⊥y . Thus either (12.21) holds true or sptT ⊆ Py and NyT = Sn ∩
P⊥y . Since T ∈ Im(Rn+1 \ K) with compact support and ∂T = 0 in Rn+1 \ K, by the constancy
theorem [Sim83, Theorem 26.27] sptT ⊆ Py is impossible. Therefore, (12.21) holds true, proving
the claim. As a consequence of the above claim, equality holds true in (12.20) if and only if
HT (y) 6= 0, Hn−m(NyT \N∗yT ) = 0, and (12.21) holds true for Hm-a.e. y ∈ B0 ∩ sptT \ K. Note
that if HT (y) 6= 0 and (12.21) holds true for some y ∈ B0 ∩ sptT \K, then sptT is contained in the
(m+ 1)-dimensional affine plane y + span(HT (y))⊕ Py.
To bound the term Hm(B0 ∩ sptT ) in (12.20) we have
(12.22) Hm(B0 ∩ sptT ) ≤ Hm(sptT ) ≤M(T )
with equality if and only if sptT ⊆ B0 and T is a multiplicity one integral current.
Now combining (12.13), (12.16), (12.20), and (12.22), we have shown that
(12.23)
1
2
Hn(Sn) ≤M(T )
∫
Sn−m∩Rn−m+1
+
(x · en−m+1)m dHn−m(x).
We have also shown that equality holds true in (12.23) if and only if
(i) Hn(RNT ) = 12 Hn(Sn),
(ii) sptT ⊆ B0,
(iii) T is a multiplicity one integral current,
(iv) (12.11) holds true for Hm-a.e. y0 ∈ sptT \ K and Hn−m-a.e. ν ∈ Ny0T , and
(v) (12.21) holds true for Hm-a.e. y ∈ sptT \ K and in particular the support of T lies in an
(m+ 1)-dimensional affine plane.
In particular, (i) is simply equality in (12.13). (ii) and (iii) hold true if and only if equality holds
true in (12.22). In light of (ii), equality holds true in (12.16) and (12.20) if and only if for Hm-
a.e. y ∈ sptT \ K we have
(a) (12.11) holds true with y0 = y for Hn−m-a.e. ν ∈ N∗yT ,
(b) HT (y) 6= 0,
(c) Hn−m(NyT \N∗yT ) = 0, and
(d) (12.21) holds true.
However, if ν ∈ NyT satisfies (12.11) with y0 = y, then |HT (y)| = m 6= 0 and, provided β(y, ν) 6=
pi/2, b1 = b2 = · · · bm = cos(β(y, ν)) > 0 and so ν ∈ N∗yT . Using this one readily checks that
(iv)–(v) ⇔ (a)–(d) for Hm-a.e. y ∈ sptT \ K. Therefore equality holds true in (12.16) and (12.20)
if and only if (iv) and (v) hold true.
In the special case that B2(0)\K = B2(0)∩Rn+1+ and T = J({0}×Sm)∩Rn+1+ K is a multiplicity
one m-dimensional hemisphere in Rn+1+ , obviously (i)–(v) all hold true and consequently equality
holds true in (12.23). Thus we can substitute M(T ) = 12 Hn(Sn) into (12.23) and cancel terms to
obtain
1 =
∫
Sn−m∩Rn−m+1
+
(xn−m+1)m dHn−m(x).
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Therefore, for general K and T , (12.23) gives us
(12.24)
1
2
Hn(Sm) ≤M(T )
with equality if and only if conditions (i)–(v) above hold true.
Now suppose equality holds true in (12.24). By (v), after translating and rotating we may
assume sptT ⊆ Rm+1 × {0}. As we discussed above, the support of T cannot be contained in an
m-dimensional plane by the constancy theorem, so Rm+1 × {0} is the smallest affine plane (with
respect to set inclusion) containing A. By (v), sptT must lie on the relative boundary of A in
R
m+1 × {0}. Moreover, by Lemma 3.1 T bounds some (m + 1)-dimensional integral current Q
in (Rm+1 × {0}) \ K with compact support. Since K and A are bounded convex sets and T has
compact support, Rn+1 \(K∪A) is connected and thus by the constancy theorem [Sim83, Theorem
26.27] sptQ ⊆ A \ intK. Since the support of T lies on the relative boundary of A in Rn+1 and T
satisfies (iii), by the constancy theorem for every y ∈ sptT \ K and 0 < δ < dist(y,K)
(12.25) T = ±∂JAK in Bδ(y) ∩ (Rm+1 × {0}),
where the sign ± is determined by the orientation of T (and depends on the ball Bδ(y)).
Take any point y ∈ sptT \K and any tangent cone C of T at y. By blowing up both A and T at
y and using (12.25), we conclude that C is a multiplicity one integral current and the support of C
lies in an (m+1)-dimensional half-space H ⊂ Rm+1×{0} with 0 ∈ ∂H, which by [Sim83, Theorem
36.5] implies sptC ⊆ ∂H. Therefore, C is a multiplicity one m-dimensional plane. Since y and
C were arbitrary, we may apply the Allard regularity theorem [All72] to conclude that sptT \ K
is a locally m-dimensional C1,µ-submanifold for all µ ∈ (0, 1). Moreover, by (iv), sptT \ K is a
codimension one submanifold of Rm+1 × {0} with constant scalar mean curvature m and thus by
elliptic regularity sptT \ K is a smooth m-dimensional submanifold.
Notice that since sptT \ K is a smooth planar submanifold that b1, . . . , bm as in (12.7) are the
principal curvatures of sptT \ K at y0 ∈ sptT \ K. Thus (iv) implies that sptT \ K is a totally
umbilical submanifold with principal curvature one at each point. Hence by the Nabelpunktsatz
theorem, see [Spi99, Lemma 1, p. 8] or [Spi99, Theorem 26, p. 75], each connected component of
sptT \ K is a subset of an m-dimensional unit sphere of Rm+1 × {0}. In fact, by the constancy
theorem (see Remark 9.4), for each y ∈ sptT \ K there exists δ > 0 and z ∈ Rm+1 × {0} such that
sptT ∩Bδ(y) = (z + Sm × {0}) ∩ Bδ(y). It follows that each connected component of sptT \ K is
equal to a connected component of (z+Sm×{0})\K for some z ∈ Rm+1×{0}. If the closure of two
or more connected components of sptT \ K intersect at y ∈ ∂K, then by Lemma 5.6 the closure of
components intersect both each other and ∂K transversely at y. Thus the tangent cone C to T at
y is a sum of two or more distinct m-dimensional half-planes meeting along a common boundary,
contradicting C being relatively area minimizing in Rn+1 \ Ky,0. Hence the connected components
of sptT \ K have mutually disjoint closures. Thus by Remark 9.4 each connected component of
sptT \K meets ∂K orthogonally. LetM be any connected component of sptT \K. After translating
assume thatM is a connected component of (Sm×{0})\K. SinceM(T ) = 12 Hm(Sm),M ∩∂K 6= ∅.
Fix y ∈M ∩ ∂K. Since K is convex, K is contained in the half-space K0 = {x : νK(y) · (x− y) ≤ 0}.
Since M meets ∂K orthogonally at y, M \ K0 = (Sm × {0}) \ K0 is a hemisphere. Thus
1
2
Hm(Sm) = Hm(M \ K0) ≤ Hm(M) ≤M(T ) = 1
2
Hm(Sm),
so sptT \ K has precisely one connected component and T = ±J(Sm × {0}) \ K0K as a multiplicity
one m-dimensional hemisphere, where the sign ± is determined by the orientation of T . 
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13. Proof of the sharp relative isoperimetric inequality
Finally, here we prove Theorem A. We will break the proof up into three smaller proofs covering
the following cases:
(i) K is bounded and has C2-boundary,
(ii) K is bounded but does not have C2-boundary, and
(iii) K is unbounded.
The first case will follow easily from Theorems B, C, and D and the latter two cases will follow via
approximation arguments and the prior cases.
Proof of Theorem A in the case that K is bounded and has C2-boundary. Suppose K is a bounded
proper convex subset of Rn+1 with C2-boundary. We want to show that (1.3) always holds true.
Equivalently, we want to show that
(13.1) γm,n(K) = 2− 1m H
m(∂Bm+1)
m+1
m
Hm+1(Bm+1) .
Suppose to the contrary that
(13.2) γm,n(K) < 2− 1m H
m(∂Bm+1)
m+1
m
Hm+1(Bm+1) .
By Theorem B and (13.2), there exists a relative isoperimetric minimizer (T,R) in Rn+1 \ K. By
Theorem C, T has distributional mean curvatureHT ∈ L∞(‖T‖,Rn+1) in the sense that (1.7) holds
true and |HT (y)| ≤ H0, where H0 is given by (1.9). By Corollary 10.3, T has compact support.
Rescale so that
(13.3) M(R) =
1
2
Hm+1(Bm+1).
By (13.3), (13.2), and (1.9),
(13.4) M(T ) <
1
2
Hm(Sm), H0 = m
m+ 1
M(T )
M(R)
< m.
However, by Theorem D, (13.4) is impossible. Therefore we must have (13.1).
Next suppose K is a bounded proper convex subset of Rn+1 with C2-boundary and suppose
T ∈ Im(Rn+1 \K) and R ∈ Im+1(Rn+1 \K) such that R is relatively area minimizing with ∂R = T
in Rn+1 \K and equality holds true in (1.3). In other words, suppose (T,R) is relative isoperimetric
minimizing in Rn+1\K. By Theorem C, T has distributional mean curvature HT ∈ L∞(‖T‖,Rn+1)
in the sense that (1.7) holds true and |HT (y)| ≤ H0, where H0 is given by (1.9). By Corollary 10.3,
T has compact support. Rescale so that (13.3) holds true and thus by (13.1) and (1.9)
M(T ) =
1
2
Hm(Sm), H0 = m
m+ 1
M(T )
M(R)
= m.
By Theorem D, T is a multiplicity one m-dimensional hemisphere which meets ∂K orthogonally.
We need to show that R is a multiplicity one (m + 1)-dimensional flat disk bounded by T in
R
n+1 \K. Let D ∈ Im(Rn+1) be the multiplicity one m-dimensional flat unit disk with ∂D = −∂T
in Rn+1 and R0 ∈ Im+1(Rn+1) be the multiplicity one (m+ 1)-dimensional flat half-disk such that
∂R0 = T + D in R
n+1. We want to show that R = R0. Since K is convex and spt ∂T ⊆ ∂K,
sptD ⊆ K. R0 satisfies ∂R0 = T in Rn+1 \ K and
M(R0xR
n+1 \ K) ≤M(R0) = 1
2
Hm+1(Bm+1) =M(R),
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which since R is relatively area minimizing with ∂R = T in Rn+1 \K implies that ‖R0‖(K) = 0 and
R0 is relatively area minimizing in R
n+1 \ K. In particular, sptD ⊂ ∂K. By Remark 9.2, since R0
is relatively area minimizing in Rn+1 \ K, R0 meets ∂K orthogonally. Hence, fixing any y ∈ sptD,
νK(y) lies in the (m+1)-dimensional affine plane passing through R0. Since K is convex, K lies in
the half-space K0 = {x ∈ Rn+1 : νK(y) · (x− y) ≤ 0}. Thus R satisfies ∂R = T in Rn+1 \ K0 and
M(RxRn+1 \ K0) ≤M(R) = 1
2
Hm+1(Bm+1) =M(R0),
which since R0 is relatively area minimizing with ∂R0 = T in R
n+1 \ K0 implies that ‖R‖(K0) = 0
and R is relatively area minimizing in Rn+1 \ K0. By the sharp isoperimetric inequality in the
half-space Rn+1 \ K0, R = R0 in Rn+1. 
Proof of Theorem A in the case that K is bounded but does not have C2-boundary. Suppose K is a
bounded proper convex subset of Rn+1 but K does not have C2-boundary. Let T ∈ Im(Rn+1 \ K)
and R ∈ Im+1(Rn+1 \ K) such that R is relatively area minimizing with ∂R = T in Rn+1 \ K.
We claim that for every δ > 0 there exists a bounded proper convex set Kδ ⊂ Rn+1 such that
Kδ has a smooth boundary and
(13.5) K ⊂ Kδ ⊂ {x ∈ Rn+1 : dK(x) < δ}.
We will construct Kδ as a level set of a smooth approximation f of the distance function dK. Let
φ ∈ C∞c (B1(0)) be a nonnegative function such that
∫
φ = 1 and for each σ > 0 let φσ(x) =
σ−n−1 φ(x/σ). Set σ = δ/16 and define f : Rn+1 → [0,∞) by the convolution f = dK ∗ φσ . Set
Kδ = {x ∈ Rn+1 : f(x) ≤ δ/2}.
By the properties of convolution, f is a smooth function. Since K is a convex set, dK is a convex
function. It follows that for each x, y ∈ K and t ∈ [0, 1]
f((1− t)x+ t y) =
∫
Bσ(0)
dK((1− t)x+ t y − z)φσ(z) dz
≤
∫
Bσ(0)
((1− t) dK(x− z) + t dK(y − z))φσ(z) dz
= (1− t) f(x) + t f(y)
and thus f is a convex function. Hence Kδ is a convex set. Since dK is Lipschitz with Lip dK = 1
and σ = δ/16,
|f(x)− dK(x)| ≤
∫
Bσ(0)
|dK(x− z)− dK(x)|φσ(z) dz ≤
∫
Bσ(0)
|z|φσ(z) dz ≤ σ = δ
16
for all x ∈ Rn+1. It follows that (13.5) holds true. In particular, 0 ∈ intKδ, so Kδ is a proper
convex set. Also, Kδ is bounded. Finally, we know that dK ∈ C1,1loc (Rn+1 \ K) with ∇dK = νK in
R
n+1 \ K and Lip{dK≥s} νK ≤ 3/s for each s > 0. Thus, using σ = δ/16,
‖∇f(x)− νK(x)‖ ≤
∫
Bσ(0)
|νK(x− z)− νK(x)|φσ(z) dz ≤ 8
δ
∫
Bσ(0)
|z|φσ(z) dz ≤ 8σ
δ
=
1
2
for all x ∈ ∂Kδ , where we used dK(x − z) ≥ f(x) − 2σ = 3δ/8 for all x ∈ ∂Kδ and z ∈ Bσ(0).
Hence since νK is a unit vector, ‖∇f(x)‖ ≥ 1/2 for all for all x ∈ ∂Kδ. Therefore, recalling that f
is smooth and using the implicit function theorem, Kδ has a smooth boundary.
Next for each integer j ≥ 1, let δj = 2−j and Tj = TxKδj ∈ Im(Rn+1 \ Kδj ). Let Rj ∈
Im+1(R
n+1\Kδj ) such that Rj is relatively area minimizing with ∂Rj = Tj in Rn+1\Kδj . Obviously
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Tj → T in the mass norm topology in Rn+1 and in particular
(13.6) M(T ) = lim
j→∞
M(Tj).
Since ∂Rj = ∂R = T in R
n+1 \ Kδj and Rj is relatively area minimizing in Rn+1 \ Kδj , M(Rj) ≤
M(R) for all j. Thus by the Federer-Fleming compactness theorem after passing to a subsequence
Rj → Q weakly in Rn+1 \ K for some current Q ∈ Im+1(Rn+1 \ K) with ∂Q = T in Rn+1 \ K. By
the semi-continuity of mass,
(13.7) M(Q) ≤ lim inf
j→∞
M(Rj) ≤ lim sup
j→∞
M(Rj) ≤M(R)
and in particular M(Q) ≤ M(R). But R is relatively area minimizing in Rn+1 \ K, so Q is also
relatively area minimizing with ∂Q = T in Rn+1 \K andM(Q) =M(R). In particular, (13.7) gives
us
(13.8) M(Q) = lim
j→∞
M(Rj) =M(R).
For each j ≥ 1, since Kδj is a bounded proper convex set with a smooth boundary and Rj is
relatively area minimizing with ∂Rj = Tj in R
n+1 \ Kδj , by the relative isoperimetric inequality in
R
n+1 \ Kδj
M(Tj)
m+1
m
M(Rj)
≥ 2− 1m H
m(Sm)
m+1
m
Hm+1(Bm+1) .
Thus by (13.6) and (13.8)
M(T )
m+1
m
M(R)
= lim
j→∞
M(Tj)
m+1
m
M(Rj)
≥ 2− 1m H
m(Sm)
m+1
m
Hm+1(Bm+1) . 
Proof of Theorem A in the case that K is unbounded. Suppose K is an unbounded proper convex
subset of Rn+1, with no assumptions on boundary regularity. By translating, assume 0 ∈ intK.
Let T ∈ Im(Rn+1 \ K) and R ∈ Im+1(Rn+1 \ K) such that R is relatively area minimizing with
∂R = T in Rn+1 \ K. Let ε > 0. Since M(T ) +M(R) <∞, there exists ρ ∈ [1,∞) such that
M(TxRn+1 \Bρ(0)) +M(RxRn+1 \Bρ(0)) < ε
and thus by slicing theory using (2.4) with ϑ = 1/2 there exists ρ∗ ∈ (ρ, ρ + 1) such that
TxBρ∗(0), TxRn+1 \ Bρ∗(0) ∈ Im(Rn+1 \ K), RxBρ∗(0), RxRn+1 \ Bρ∗(0) ∈ Im+1(Rn+1 \ K), and
〈R, | · |, ρ∗〉 ∈ Im(Rn+1 \ K) with
∂(RxBρ∗(0)) = TxBρ∗(0) + 〈R, | · |, ρ∗〉 in Rn+1 \ K,(13.9)
∂(RxRn+1 \Bρ∗(0)) = TxRn+1 \Bρ∗(0)− 〈R, | · |, ρ∗〉 in Rn+1 \ K,(13.10)
M(TxRn+1 \Bρ∗(0)) +M(RxRn+1 \Bρ∗(0)) < ε,(13.11)
M(〈R, | · |, ρ∗〉) ≤ 2M(RxRn+1 \Bρ(0)) < 2ε.(13.12)
Set
T˜ = TxBρ∗(0) + 〈R, | · |, ρ∗〉, R˜ = RxBρ∗(0), K˜ = K ∩B2ρ∗(0).
Clearly K˜ is a bounded proper convex set with 0 ∈ int K˜, T˜ ∈ Im(Rn+1\K˜), and R˜ ∈ Im+1(Rn+1\K˜).
By (13.9), ∂R˜ = T˜ in Rn+1 \ K˜. By (13.11) and (13.12),
(13.13) M(T − T˜ ) +M(R − R˜) < 3ε.
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We claim that R˜ is relatively area minimizing in Rn+1 \ K˜. Suppose Q˜ ∈ Im+1(Rn+1 \ K˜) with
∂Q˜ = T˜ in Rn+1 \ K˜. Set Q = Q˜+RxRn+1 \Bρ∗(0) so that by ∂Q˜ = T˜ in Rn+1 \ K˜, (13.10), and
the definition of T˜
∂Q = T˜ + TxRn+1 \Bρ∗(0)− 〈R, | · |, ρ∗〉 = T
in Rn+1 \ K. Since R is relatively area minimizing in Rn+1 \ K, M(R) ≤M(Q). Thus
M(R˜) +M(RxRn+1 \Bρ∗(0)) =M(R) ≤M(Q) ≤M(Q˜) +M(RxRn+1 \Bρ∗(0)).
Hence M(R˜) ≤M(Q˜). Therefore, R˜ is relatively area minimizing with ∂R˜ = T˜ in Rn+1 \ K˜.
Now by (13.13) and the sharp relative isoperimetric inequality for Rn+1 \ K˜,
(13.14)
(M(T ) + 3ε)
m+1
m
M(R)− 3ε ≥
M(T˜ )
m+1
m
M(R˜)
≥ 2− 1m H
m+1(Bm+1)
m+1
m
Hm(Sm) .
Letting ε ↓ 0 in (13.14) yields (1.3). 
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