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Abstract. This paper presents clustering experiments performed over noisy texts (i.e. texts
that have been extracted through an automatic process like character or speech recognition). The
effect of recognition errors is investigated by comparing clustering results performed over both
clean (manually typed data) and noisy (automatic speech transcriptions) versions of the same
speech recording corpus.
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1 Introduction
Recent advances in digital technologies have led to the availability of large multimedia databases: in
several application domains, images (e.g. photo archives), video recordings (e.g. video conferencing)
and audio data (e.g. radio broadcast news) are collected and techniques like retrieval [1, 12, 25],
browsing [7] and categorization [31] are thus essential to take full advantage of such collections. These
technologies rely on different types of information that can be automatically extracted from the data
(e.g. speaker identity in speech recordings, object detection in video, etc). Among this information,
texts (e.g. speech transcripts or subtitle texts) are especially appropriate for indexing as they are
related to the semantic content of the original data (e.g. arguments debated in a video conference,
topics discussed in a radio recording). Moreover, users generally find it more natural to interact with
a system through text queries rather than providing images or audio examples [11]. Also, the use of
texts allows one to benefit from previous works on digital text databases [2].
However, the textual data automatically extracted from a multimedia source have an important dif-
ference with respect to manually typed texts: the extraction processes (e.g. Automatic Speech Recog-
nition, ASR, or Optical Character Recognition, OCR) introduce noise. This means that some words
are inserted, deleted or substituted with respect to the clean text actually contained in the original
source [6][15]. This noise can significantly affect the data (e.g. ∼ 30% of misrecognized words is not
uncommon in ASR transcriptions) and the techniques developed for clean digital texts could suffer
from a performance loss when applied to noisy data. However, this degradation has shown to be
acceptable in the case of Information Retrieval (IR) and text categorization [12, 25, 31].
This work focuses on the effect of noise on document clustering. Clustering identifies groups of similar
documents in a corpus and it has shown to be helpful to retrieval and browsing of clean texts [3, 5, 13].
Therefore, it could likewise be useful to similar tasks on noisy data, if it is robust to noise (i.e. if
it is possible to group noisy documents with the same topic together with performances comparable
to those obtained on clean data). To our knowledge, the effect of noise on clustering techniques has
not been investigated to date. The previous results obtained on noisy text retrieval [1, 12, 25] are
encouraging, but retrieval and clustering are different problems: retrieval only relies on a few terms
(query terms and other related terms if query expansion is used [2]) to determine whether a document
is relevant or not, whereas clustering is based on document comparisons in which all terms are used.
This means that all recognition errors can potentially degrade the clustering results. Moreover, other
techniques have been shown to be more sensitive to noise than retrieval (e.g. summarization [16]) and
it is thus an open issue whether clustering techniques are robust to noise.
In order to evaluate the degradation introduced by noise, the same clustering experiments are per-
formed on both clean and noisy versions of the TDT2 corpus (which consists of ∼ 25, 000 spoken
documents recorded from broadcast news [8]). Three clustering techniques that differ in the way they
compute similarity between documents are evaluated: the first method compares documents according
to a geometrical criterion (i.e. vector inner product), the second relies on the number of shared terms
between documents and the third is based on comparisons of Statistical Language Models (SLM).
In order to evaluate clustering effectiveness (i.e. its ability to group documents with the same topic in
the same cluster while scattering documents with different topics in different clusters), we introduce
an evaluation methodology that relies on IR ad-hoc queries (TREC SDR queries [10]). For any query,
the documents that are relevant to it are considered to have the same topic and should hence be
grouped together in clusters that contains few non-relevant documents (i.e. documents with different
topics). According to this evaluation method (section 4), we observe that the degradation due to noise
is limited even with a high amount of noise (∼ 30% Word Error Rate in our data).
The rest of this paper is organized as follows: section 2 gives an overview of previous work on doc-
ument clustering, section 3 presents the clustering techniques we evaluated, section 4 explains the
evaluation methodology we used, section 5 presents the experiments we performed and the results we
obtained, section 6 draws some conclusions.
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2 Previous Work on Document Clustering
Document clustering identifies groups of similar documents in a corpus. Each group is called a cluster
and can be assigned a representative called a centroid. If most of the documents about the same topic
are grouped in a single cluster that contains few other documents, clustering can be useful to several
application domains: in previous works, it has been used to improve efficiency of IR systems [5, 30, 32],
to ameliorate retrieval effectiveness [18, 29, 30], to allow browsing [9, 13] and to distribute documents
across a network [3, 34]. To our knowledge, document clustering has so far only been applied to clean
digital texts. If the same clustering techniques can be applied to texts extracted from different media
(e.g. noisy texts extracted from audio or video recordings), this would allow one to take advantage of
the same applications for these media. This requires the verification that clustering techniques, which
have been developed for clean texts, are robust to noise.
Different methods can be used to cluster a document corpus. They can be divided into two categories
based on the cluster structure they lead to [14, 24]: partition (e.g. k-means) and hierarchical (e.g.
single link clustering, Ward’s method). Partition clustering splits the corpus into disjoint subsets.
Hierarchical clustering produces a tree which can be examined in two directions: from top, one cluster
is successively split into two parts until it is no longer possible (divisive view) and from bottom, ndoc
clusters (with one document per cluster, ndoc being the corpus size) are successively joined until there
is only one cluster (agglomerative view) [26]. The choice of a solution depends on the application (e.g.
for distributed retrieval, the partition clustering is preferred while for efficiency improvement, the
hierarchical method is generally used). Another key aspect of clustering techniques is the similarity
measure used to determine which documents should be grouped in the same cluster. This measure
should be high when comparing documents about the same topic and low otherwise. Two kinds of
measures have been proposed in the literature: measures based on geometrical criteria [2, 21, 27] (e.g.
inner product of document vectors in the tf · idf space) and measures based on Statistical Language
Models [17, 19] (e.g. Kullback Leibler distance between unigram models).
In the following, different applications of document clustering mentioned above are presented in more
detail. The improvement of the efficiency of an IR system is one of them [5, 30]: the search for relevant
documents is restricted to a subset of the corpus which consists of the clusters whose centroids have
the highest matching with the query. Clustering has also been used to improve retrieval effectiveness
and there are three main approaches to this problem: a first solution is to enrich the document
representation with information from its cluster [20], a second approach is to rely on the clusters
to modify a first ranking obtained by an IR system (the documents belonging to the clusters of top-
ranked documents are assigned higher scores [18]), a third approach is to restrict the search for relevant
documents to the clusters with the highest query/centroid similarity scores [28, 30]. Furthermore, it
has been noted that clustering can be helpful to browsing applications (i.e. tools which allow one to
look through a corpus to find information of interest): users can identify more documents of interest in
a limited amount of time when they are presented clusters rather than a list of single documents [13].
Distributed retrieval also can benefit from document clustering. In some cases, a large collection that
cannot be stored on a single site for efficiency, reliability or storage constraints is split into different
parts and each part is stored on a different site of a network. In such a case, it is possible to use a
partition clustering to split the document collection [3, 34]. This approach has several advantages:
when a query is submitted, the search for relevant documents can be restricted to sites containing the
clusters with the highest query/centroid similarity scores, hence, the network traffic is limited and the
computational cost due to the query submission affects only a few sites.
In the above applications, the benefit of using clustering depends on its ability to concentrate the
documents with the same topic in few clusters that contain few documents with other topics. This
property is difficult to evaluate directly without an application. That is why, in the most frequent
approach [5, 13, 18, 30, 32], the performances of the methods using clustering are measured with
respect to the final task and their results are compared to a solution without clustering. In this
work, we do not rely on a specific task but we introduce a more general evaluation methodology (see
section 4): we evaluate an intermediate step required by different applications [5, 18, 34]. In this step,
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the system should identify (according to centroids) the clusters which are the most likely to contain
the documents about a given topic. The identified clusters should contain most of the documents
about the considered topic while containing few documents about different topics. This step is used
in different contexts: it allows the system to restrict the search for relevant data to a subset of the
corpus (for efficiency improvement [5]), to limit the number of sites involved in answering a request
(in the case of distributed retrieval [34]) or to extract documents related to the user information needs
(in order to improve retrieval effectiveness [18]).
3 Clustering Procedure
This section presents the algorithm we used to perform clustering: it is a partition algorithm that
allows one to specify the similarity measure used to assign documents to clusters. Three different
measures relying on different criteria (vector, set of terms or SLM comparisons) are evaluated by
performing the same clustering experiments with each of them. The rest of this section is organized
as follows: section 3.1 describes the algorithm and section 3.2 presents the similarity measures.
3.1 Clustering Algorithm
The clustering algorithm takes as input a collection of documents and splits it into K clusters through
the following iterative process:
1. Random initialization
The database is partitioned into K clusters containing the same number of documents through a
random process.
2. Iterative refinement
Each document is assigned to the most similar cluster according to the similarity measure chosen.
3. Stopping criterion check
Step 2 is repeated until no performance improvement is observed on a set of training queries.
This algorithm is related to K-means algorithm. However, in the case of K-means, the goal is to
minimize the mean square error when substituting a document representative by its cluster centroid
and step 2 relies on Euclidean distance to compute similarities. In our case, the similarity measure
can be specified (see section 3.2) which is advantageous as other measures can be more appropriate
than Euclidean distance in the case of textual data [27]. The performance measure used for stopping
criterion is another key aspect of this algorithm: after each refinement step, the quality of the clustering
is evaluated according to the methodology described in section 4. At each step, the recall improvement
with respect to the previous step is measured and the iterative process ends when no more improvement
is observed. As for K-means, the hyper-parameter K (i.e. the number of clusters) should be a trade-off
between the two following effects: if K is too small, the clustering will result in a few large clusters,
possibly grouping documents about different topics in the same cluster. On the contrary, if K is too
large, the clustering will result in many small clusters, possibly scattering documents about the same
topic in different clusters. In our experiments, different K values have been evaluated to determine
whether the choice of K has a great influence on the performance, or whether it can be set loosely
without much impact on the results (see section 5).
3.2 Similarity Measures
The iterative refinement requires the computation of the similarity between documents and clusters
in order to assign each document to the most similar cluster. This similarity should ideally be high
when comparing a document and a cluster about the same topic and low otherwise. State-of-the-art
measures access to such similarity through the comparison of document physical properties (e.g. term
frequency, document length, etc.) [21, 27]. In this work, we evaluated three types of measures based
on such properties. In the first approach, documents and clusters are represented as vectors which are
compared according to their inner product. In the second approach, a term distribution is estimated
for each document and each cluster and these distributions are compared using the Kullback-Leibler
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distance. In the third approach, the set of shared terms between the document and the cluster is used
to compute their similarity. Each of these approaches is described in the following.
In the first approach, the similarity between a document d and a cluster C is the inner product between
the document vector d and the cluster vector c:
sim(d, C) = d · c =
∑
t
dt · ct
The document vector d is calculated as follows:
∀t, dt = ntfd,t · idft
where, ntfd,t is the normalized term frequency of term t in document d (the number of occurrences
of t in d divided by the total number of term occurrences in d) and idft is the inverse document
frequency of term t (idft = log(N/Nt), where Nt is the number of documents that contain t and N is
the total number of documents). The ntf factor gives more weight to terms occurring frequently in
the document, based on the hypothesis that a term occurring several times is more representative of
the document content. However, the tf factor alone is not sufficient. For example, a high frequency
term occurring in most documents of the collection is not helpful to characterize the content of a
document. This is why idf gives more weight to terms occurring in few documents, rare terms being
considered more discriminative.
The vector c representing cluster C is the barycenter of the vectors representing the documents of C,
weighted by their length:
c =
1∑
d∈C ld
∑
d∈C
ld · d
where ld is the length of d (i.e. the total number of terms in d). Longer documents are considered
more representative of the cluster content and more reliable from a statistical point of view.
The second approach computes the Kullback-Leibler distance between the document and the cluster
term distributions as introduced in [34].
sim(d, C) = KL(d, C∗) =
∑
t:tfd,t 6=0
pt,d · log
pt,d
pt,C∗
where C∗ = C
⋃
{d} is the set containing the documents of C and document d. The term distribution
in document d is estimated as follows: pt,d =
tfd,t∑
t′
tfd,t′
= ntfd,t and the term distribution in set C
∗
is estimated by considering a cluster as a single document resulting from the concatenation of the
documents it contains: pt,C∗ =
tfC∗,t∑
t′
tfC∗,t′
where tfC∗,t =
∑
d′∈C
⋃
{d} tfd′,t.
The third measure evaluated [4] compares a document and a cluster according to the set of shared
terms in a similar way as a query and a document are compared in an IR system. Hence, identifying
the most similar cluster with respect to a document is analogous to a retrieval problem where the
most relevant document with respect to a query should be retrieved. A document is assigned to a
cluster according to the following matching measure:
sim(d, C) =
∑
t∈d
ndfC,t · icft
where ndfC,t is the normalized document frequency of t in C (i.e. the number of documents in C that
contain term t divided by the number of documents of C) and icft = log(K/Kt) is the inverse cluster
frequency (K is the number of clusters and Kt is the number of clusters in which term t is present).
The three above similarity measures are referred to as ntf · idf , KL and df · icf respectively in the
following.
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4 Evaluation Methodology
The goal of clustering is to identify groups of documents such that each group ideally contains all
documents about a topic and no documents about different topics. This can be evaluated with the
help of human assessors [22], but this approach can hardly be used for large databases, as it would
require too much time. There is hence a need for an automatic evaluation methodology. In this
work, we propose to verify the following property which is required by different applications relying
on clustering (see section 2): given a topic, documents about this topic should be concentrated in few
clusters that contain few documents about other topics. Moreover, the centroid should allow one to
identify the prevailing topic of a cluster. For that purpose, we used IR queries: for each query, the
relevant documents are considered to be about the same topic (i.e. the topic described by the query)
while non-relevant documents are considered to be about different topics. Hence, given a query, we
should verify whether it is possible to identify (using cluster centroids) a set of clusters that contain
most of the relevant documents (i.e. in-topic documents) while containing few non-relevant documents
(i.e. off-topic documents). This evaluation is performed in two steps. For each test query, we first
rank the clusters according to the matching of their centroid with it using the following matching
measure:
sim(q, C) =
∑
t∈q
ntfc,t · icft
where the normalized term frequency of t in C is defined as the sum of the term frequencies of the doc-
uments of C divided by the sum of the lengths of the documents of C: ntfC,t =
∑
d∈C tfd,t/
∑
d∈C ld.
Second, at each position n in the ranking we measure recall (i.e. the percentage of relevant documents
that appear in the clusters ranked above position n) and selection rate σ (i.e. the fraction of the
corpus that the clusters ranked above position n account for). A good clustering should allow one
to select, given a query, a fraction as small as possible of the database while preserving most of the
in-topic documents (i.e. achieving a high recall at a low selection rate). We hence measure recall as
a function of the selection rate R(σ) and we average these results over several evaluation queries. As
mentioned in section 3.1, this evaluation methodology is also used to define the stopping criterion of
the clustering algorithm: the iterative process stops when the average recall (
∫
σ
R(σ)dσ) is not higher
than at the previous step. In this case, a set of training queries distinct from the evaluation queries
is used (section 5.1 describes the data used).
5 Experiments and Results
This section describes the experiments performed: Section 5.1 describes the data used and the exper-
imental setup, section 5.2 presents the results.
5.1 Experimental Setup
Our goal is to compare document clustering results obtained over clean and noisy texts (i.e. texts
that have been extracted from other media through an automatic process like ASR or OCR). We use
a spoken document corpus (TDT2 [8]) which contains 600 hours of American broadcast news. This
corresponds to ndoc = 24, 823 documents that are available in both clean and noisy version. The
clean version consists of manually typed texts (closed-caption for deaf people) while the noisy version
is the output of the Dragon ASR system [33] and suffers from ∼ 30% WER. The documents are brief
news stories (clean and noisy document average lengths are 179.2 and 178.7 words). All data are
preprocessed prior to clustering: content-poor words (e.g. ”the”, ”what” or ”through”) are removed
using a 389 stop-word list and all words have been replaced by their stem (e.g. ”connection” and
”connecting” are replaced by ”connect”) using Porter’s stemmer [23].
The same experiments are performed on clean and noisy versions of the corpus: each version is
clustered using the three clustering procedures presented in section 3.1. We also use a random split of
the corpus, in which each cluster has the same size, as a baseline. The results are compared according
to the evaluation methodology defined in section 4. All clustering techniques (ntf · idf , KL, df · icf
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Figure 1: Recall vs Selection Rate for K = 500
and random) draw a random partition at the initialization step: the same initialization is used for all
techniques in order to perform valid comparisons. Furthermore, all experiments were repeated with
10 different initializations and the results are averaged to avoid bias toward a specific initial random
partition. K (i.e. the number of cluster) values ranging from 250 to 2, 500 (i.e. K varies from ∼ 1%
to ∼ 10% of the corpus size ndoc) are tested to determine the influence of K on the clustering results.
The IR queries required by the evaluation methodology (see section 4) are taken from TREC SDR:
TREC8 subset is used for training (i.e. the queries used by the stopping criterion of the clustering
algorithm) and TREC9 subset is used for evaluation. Each subset is composed of 50 queries, each
query having on average 38.1 relevant documents.
The following section presents the results we obtained.
5.2 Results
When comparing the different clustering methods (see fig. 1), the same conclusions can be drawn from
noisy and clean data experiments: ntf · idf and df · icf methods outperform KL and random. The
ntf ·idf technique especially leads to good results at low selection rates (see fig. 2 for recall at σ = 5%).
Two key characteristics of ntf · idf can explain these results. First, the use of statistics extracted
from the whole corpus (idf) gives more weight to discriminative terms (i.e. terms occurring in few
documents): those terms are more characteristic of the document content and have a lower probability
to occur in two documents with different topics. Second, ntf ·idf considers longer documents as better
representatives of a cluster content: the content of these documents can be more reliably estimated
from a statistical point of view and they can be assigned to a cluster with more confidence. The df ·icf
technique also uses statistics extracted from the whole corpus (icf) which possibly explain why its
results are not far from those obtained with ntf · idf . Contrary to the other methods, KL leads to
poor results, close to or worse than random clustering (depending on the K value, see fig. 2). This
might be due to the briefness of the documents (∼ 179 words): no reliable term distribution can be
estimated from such a small sample. Moreover, contrary to ntf · idf and df · icf , KL does not make
any distinction between terms based on statistics extracted from the whole corpus.
Concerning the choice of K (i.e the number of clusters), the results show that it has a moderate
influence on ntf · idf and df · icf results (see fig. 2). This means that the hyper-parameter does not
need to be carefully tuned within a range between ∼ 1% and ∼ 10% of the corpus size. On the
contrary, KL is shown to be more sensitive to the choice of K. KL leads to better performance with
small K values: with fewer clusters, each cluster is larger and, hence, a better language model can
be estimated with this larger amount of data which possibly explains KL’s better results. Random
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Figure 2: Recall at σ = 5% for different K
clustering results are better when K is larger as, in this case, the clusters are smaller, which means
that less off-topic documents are present in the clusters containing at least one in-topic document.
The comparison of clean and noisy results allows one to evaluate the robustness of each clustering
technique with respect to noise: for that purpose, we plot relative recall degradation as a function of
selection rate (fig 3). Even with ∼ 30% WER, the degradation is limited for ntf · idf and df · icf (less
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Figure 3: Relative recall degradation at K = 500
than 15%). The ntf · idf technique is the most robust to noise (less than 10% at σ = 5%). On the
contrary, KL is more affected by noise than the other methods. The robustness of ntf · idf is possibly
due to the fact that longer documents are given more weight to compute the cluster representatives:
longer documents have a higher level of redundancy (i.e. some terms are repeated and different related
terms are present in those documents) which means that a recognition error has less impact on such
documents (i.e. it is unlikely that all repetitions of the same term are corrupted). In our data, terms
occurring more than once represent 28% of the 10% longest documents (as opposed to 15% in the
other documents) and only 10% of these repeted terms are not preserved (i.e. all their occurrences
have been mis-recognized by the ASR system), as opposed to 22% for terms occurring once. The
results also suggest that techniques leading to good results on clean data (ntf · idf and df · icf)
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are also effective on noisy data. This means that techniques developed for clean texts can be used,
without modifications, to cluster other types of data (like broadcast news recordings) through the use
of automatically extracted texts, even in the presence of an important amount of recognition errors.
6 Conclusions
In this work, we focused on the clustering of noisy texts, i.e. texts that have been extracted from
other media through an automatic process (e.g. ASR, OCR). Such techniques could be helpful to re-
trieval and browsing of multimedia databases (e.g. video conference recordings or ancient manuscript
archive), if shown to be robust to noise. In order to measure this robustness, we performed the same
experiments on clean (manually typed) and noisy (ASR output with ∼ 30% WER) versions of a same
corpus (TDT2 which consist of ∼ 25, 000 documents from broadcast news).
Three different clustering techniques have been evaluated. Those techniques differ in the way they
compute the similarity between a document and a cluster which is a key aspect in a clustering pro-
cedure. The first technique (ntf · idf) assigns to documents and clusters a vector representation and
uses the inner product for comparison. The second method (KL) compares documents and clusters
according to term distributions estimated from them. The last method (df · icf) relies on the set of
shared terms to compute similarities.
In order to determine the clustering performance, a quantitative evaluation methodology has been
introduced: given a topic, we verified whether it is possible to identify few clusters that contain most
of the in-topic documents, while containing few off-topic documents (see section 4).
The results suggest that ntf · idf and df · icf techniques lead to good results in both the clean and
the noisy case. The ntf · idf method is besides shown to be the most robust to noise when comparing
results on clean and noisy data. The df · icf technique is also leading to good results with a slightly
higher level of degradation due to noise. However, the effect of noise on both ntf · idf and df · icf
clustering can be considered as limited in contrast with the level of noise in our data (∼ 30% WER).
On the contrary, KL achieved poor results on TDT2 data, certainly because of the briefness of the
documents (∼ 180 words) which prevents one from estimating reliable term distributions.
These results are promising and suggest that document clustering developed for clean texts can be
applied to noisy texts. This would allow one to apply such techniques to various sources from which
texts can be extracted (speech recordings, handwritten documents, video databases, etc) and benefit
from the retrieval and browsing techniques that rely on clustering, which is a potential future work.
It would also be interesting to verify whether clustering techniques are also robust in the presence of
higher levels of noise (i.e. with data from worse recording conditions).
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