a b s t r a c t st-orientations (st-numberings) or bipolar orientations of undirected graphs are central to many graph algorithms and applications. Several algorithms have been proposed in the past to compute an st-orientation of a biconnected graph. In this paper, we present new algorithms that compute such orientations with certain (parameterized) characteristics in the final st-oriented graph, such as the length of the longest path. This work has many applications, including Graph Drawing and Network Routing, where the length of the longest path is vital in deciding certain features of the final solution. This work applies to other difficult problems as well, such as graph coloring and of course longest path. We present extended theoretical and experimental results which show that our technique is efficient and performs well in practice.
. A 1-4 recursively biconnected graph on P = 1, 2, 3, 4. Note that if edge (2, 4) was to be removed, the graph would not be recursively biconnected any more. a linear time algorithm is presented which may reach any st-orientation of a planar graph. Additionally, in [16] a parallel algorithm is described (running in O(log n) time using O(m) processors) and finally in [17] , another linear time algorithm for the problem is presented. An overview of bipolar orientations is presented in [18] .
Developing yet another algorithm for simply computing an st-orientation of a biconnected graph would probably seem meaningless, as there already exist many efficient linear time algorithms for the problem [10, 13, 14] . In this paper we present a new algorithm, along with theoretical and experimental results that show that there is an efficient way to control the length of the longest path that corresponds to an st-numbering. The importance of this research direction has been implied in the past [3, 15] . Our algorithms are able to compute st-oriented graphs of ''user-defined'' length of longest path, the value of which is very important in the quality of the solution many algorithms produce. For example the area-bounds of many graph drawing algorithms [2, 3, 6] are utterly dependent on the length of the longest path of the st-oriented graph. Additionally, network routing via st-numberings gives alternate paths towards any destination, and therefore deriving different (parameterized longest-path) st-numberings provides flexibility to many proposed routing protocols [7, 8] .
The paper is organized as follows: in Section 2 we present the new algorithm and give a formal proof of its correctness. In Section 3 we discuss longest path parameterized st-orientations. Section 4 presents the experimental results for various classes of graphs and finally Section 5 gives conclusions, open problems and future research directions.
A new algorithm for computing an st-orientation

General
In this section, we present an algorithm that computes an st-orientation of a biconnected graph G = (V , E). We analyze its behavior and give a proof of correctness. This algorithm is designed in such a way that makes it possible to control the length of the longest path of the final st-oriented graph. For the rest of the paper, n = |V |, m = |E|, N G (v) denotes the set of neighbors of node v in graph G, s is the source of the graph, t is the sink of the graph and l(u) is the length of the longest path of a node u from the source s of the graph. We begin by presenting the algorithm's behavior on a special class of graphs and then we present its extension to general graphs.
A special case
In this section, we describe an algorithm for computing an st-orientation of a special class of graphs. This class includes graphs that maintain their biconnectivity after successive removals of vertices (for example the K n graphs).
Definition 1.
Let G = (V , E) be an undirected biconnected graph. We say that G is st-recursively biconnected on P if there is a permutation of vertices P = v 1 , v 2 , . . . , v n with v 1 = s and v n = t such that the graphs G i = G i−1 − {v i−1 }, v i ∈ N G i−1 (v i−1 ) − {t}, i = 2, . . . , n − 1 and G 1 = G are biconnected.
An example of a recursively biconnected graph is depicted in Fig. 1 . We now present a lemma that gives an algorithm for the transformation of an st-recursively biconnected undirected graph to an st-oriented graph. Proof. We prove the lemma by giving an algorithm for st-orienting an st-recursively biconnected graph. Suppose we remove one by one the nodes on P starting with v 1 = s. Each time we remove a node, it becomes a current source of the remainder of the graph, and all its incident edges are oriented away from it. First we must prove that, beginning with v 1 , we can reach every node v i , i ≥ 2. Suppose there is a node v k that is never reached by a previously removed node. This can be done only if the removal of adjacent nodes disconnects a graph G l , l < k. This is not true, as all graphs G i are biconnected, and hence all nodes will finally be removed from the graph by following neighbors of previously removed nodes. It remains to see that the directed graph produced by following this procedure is st-oriented. First of all, the oriented graph has a single source v 1 (all its incident edges are oriented away from it) and a single sink v n (all its incident edges have been oriented in prior iterations towards it). Also, there is no other source and sink due to the definition of the recursive biconnectivity. Finally, suppose there existed a cycle. Then, after the removal of a vertex v i , we would have to process a vertex v k with k < i (this is the only way for a cycle to be formed). But all vertices v k with k < i have already been removed. Hence there is no cycle and the graph is st-oriented.
General graphs case
In the previous section, we examined a special class of graphs. However, most graphs are not recursively biconnected and even if they are, it is generally hard to find such a permutation P. We now present the general case, where there is no other option than removing a node that produces a one-connected subgraph. Before continuing with this section, we will introduce some useful intuition and terminology.
The very first approach
The aim of this work is the computation of st-orientations of longest path length that can be efficiently controlled by an input parameter. Towards this goal, we investigated the possibility of modifying the existing linear algorithms, in order to produce longest path parameterized st-orientations. These algorithms, such as [10] , proceed by choosing one vertex at a time. This means that at each iteration, they maintain and update a set of vertices (that is computed according to some biconnectivity criteria), and continue their execution by processing neighbors of a chosen vertex. Thus in order to produce multiple st-orientations using these algorithms, one should consider different combinations of vertex sequences. Some heuristics applied on the Even-Tarjan algorithm are described in [19] , where after extensive computational results, we reached the conclusion that using different vertex sequences, produces st-orientations that have almost no difference in the longest path length. After similar attempts on other existing algorithms, it became evident that linear time was not enough to produce both a correct st-orientation and to be able to discriminate between different longest path length st-orientations.
Exploiting biconnectivity
The main idea behind the algorithm is the exploitation of the biconnectivity structure of a graph. Let G = (V , E) be a one-connected undirected graph, i.e., a graph that contains at least one vertex whose removal causes the initial graph to disconnect. The vertices that have that property are called separation vertices, articulation points or cutpoints. Each oneconnected graph is composed of a set of blocks (biconnected components) and cutpoints that form a tree structure. This tree is called the block-cutpoint tree of the graph and its nodes are the blocks and cutpoints of the graph. Suppose now that G consists of a set of blocks B and a set of cutpoints C . The respective block-cutpoint tree T = (B ∪ C , U) has |B| + |C| nodes and |B| + |C| − 1 edges. The edges (i, j) ∈ U of the block-cutpoint tree always connect pairs of blocks and cutpoints such that the cutpoint of a tree edge belongs to the vertex set of the corresponding block (see Fig. 2 ).
The block-cutpoint tree is a free tree, i.e., it has no distinct root. In order to transform this free tree into a rooted tree, we define the t-rooted block-cutpoint tree with respect to a vertex t. Consequently, the root of the block-cutpoint tree is the block that contains t (see Fig. 2 ). Finally, we define the leaf-blocks of the t-rooted block-cutpoint tree to be the blocks, except for the root, of the block-cutpoint tree that contain a single cutpoint. The block-cutpoint tree can be computed in O(n + m) time with an algorithm similar to DFS [20] . Next, we give some results that are necessary for the development of the algorithm. Proof. If graph G − {s} is still biconnected, the proof is trivial, as the t-rooted block-cutpoint tree consists of a single node (the biconnected component G −{s}), which is both root and leaf-block of the t-rooted block-cutpoint tree. If graph G −{s} is one-connected (see Fig. 3 ), suppose that there is a leaf-block of the t-rooted block-cutpoint tree defined by cutpoint c such that N(s) ∩ = {Ø}. Then c, if removed, still disconnects G and thus G is not biconnected, a contradiction. The same occurs if N(s) ∩ = {c}. Hence there is always at least one neighbor of s lying in each leaf-block of the t-rooted block-cutpoint tree, which is not a cutpoint.
The main idea of the algorithm is based on the successive removal of nodes and the simultaneous update of the t-rooted block-cutpoint tree. We call each such node a source, because at the time of its removal, it is effectively chosen to be a source of the remainder of the graph. We initially remove s, the first source, which is the source of the desired st-orientation and give direction to all its incident edges from s to all its neighbors. After this removal, there exist three possibilities:
• The graph remains biconnected • The graph is decomposed into several biconnected components but the number of leaf-blocks remains the same • The graph is decomposed into several biconnected components and the number of leaf-blocks changes. This procedure continues until all nodes of the graph but one are removed. Finally, we encounter the desired sink, t, of the final st-orientation. The updated biconnectivity structure gives us information about the choice of our next source. Actually, the biconnectivity maintenance allows us to remove nodes and simultaneously maintain a ''map'' of possible vertices whose future removal may or may not cause dramatic changes to the structure of the tree.
As it will be clarified in the next sections, at every step of the algorithm there will be a set of potential sources to continue the execution. Our aim is to establish a connection between the current source choice and the length of the longest path of the produced st-oriented graph.
The algorithm
Now we describe the algorithm in a more formal way. We name this procedure STN. Let G = (V , E) be an undirected biconnected graph and s, t two of its nodes. We will compute an st-orientation of G. Suppose we recursively produce the
During the algorithm we always maintain a t-rooted block-cutpoint tree. Additionally, we maintain a structure Q that plays a major role in the choice of the current source. Q initially contains the desired source for the final orientation, s. For the generalized version of the algorithm, where we only want to ensure correctness of the final st-orientation, Q can be implemented as simple set data structure. As we will see later, for the sake of a parameterized st-orientation, Q should be implemented as a priority queue. Finally we maintain the leaf-blocks of the t-rooted block-cutpoint tree. During the ith iteration of the algorithm node v i is chosen so that
• it is not a cutpoint node that belongs to Q • it belongs to a leaf-block of the t-rooted block-cutpoint tree.
Note that for i = 1 there is a single leaf-block (the initial biconnected graph) and the ''cutpoint'' that defines it is the desired sink of the orientation, t. When a source v i is removed from the graph, we have to update Q in order to be able to choose our next source. Q is then updated by removing v i and by inserting all of the neighbors of v i except for t.
Each time a node v i is removed we orient all its incident edges from v i to its neighbors. The procedure continues until Q becomes empty. Let F = (V , E ) be the directed graph computed by this procedure. We claim that F = (V , E ) is an st-oriented graph. Proof. Let v = t be a node that never becomes a source. This means that all incident edges (u, v) have direction u → v. As the algorithm gradually removes sources, by simultaneously assigning direction, one u must be a cutpoint (as v = t will become a biconnected component of a single node). But all nodes u are chosen to be neighbors of prior sources. By Lemma 3, u can never be a cutpoint, hence node v = t will certainly become a source exactly once. Finally, Q becomes empty at the end of the algorithm, as the algorithm chooses n times from Q and nodes stored in Q are distinct.
By combining Lemmas 3 and 4, we see that at each iteration of the algorithm there will be at least one node to be chosen as a future source: Proof. Node v 1 = s is indeed a source, as all edges (v 1 , N(v 1 )) are assigned a direction from v 1 to its neighbors in the first step. Node t is indeed a sink as it is never chosen to become a current source and all its incident edges are assigned a direction from its neighbors to it during prior iterations of STN. We have to prove that all other nodes have at least one incoming and one outgoing edge. As all nodes v = t become sources exactly once, there will be at least one node w such that (v, w) ∈ E . Sources v = t are actually nodes that have been inserted into Q during a prior iteration of the algorithm. Before being chosen to become sources, all nodes v = s = t are inserted into Q as neighbors of prior sources and thus there is at least one w such that (w, v) ∈ E . Hence F has exactly one source and one sink.
Lemma 7. The directed graph F = (V , E ) has no cycles.
Proof. Suppose STN has ended and there is a directed cycle
is deleted from the graph and never processed again and v k+1 is inserted into Q so that it becomes a future source. In our case after edges (v j , v j+1 ), (v j+1 , v j+2 ), . . . , (v j+l−1 , v j+l ) will have been oriented, nodes v j , v j+1 , . . . , v j+l−1 will have been deleted from the graph. To create a cycle, v j should be inserted into Q as a neighbor of v j+l , which does not hold as v j / ∈ N G j+l (v j+l ) (v j has already been deleted from the graph). Thus F has no cycles.
By Lemmas 6 and 7 we have:
In Algorithm 1 we present STN in pseudocode. During the execution of the algorithm, we can also compute an stnumbering f (line 9) of the initial graph. Actually, for each node v i that is removed from the graph, the subscript i is the final st-number of node v i . The st-numbering can however be easily computed in linear time after the algorithm has ended, by executing a topological sorting on the computed st-oriented graph F .
Note that in the algorithm we use a vector m(v) (line 17), where we store a timestamp for each node v of the graph that is inserted into Q . These timestamps will be of great importance during the choice of the next candidate source, and will
give us the opportunity to control the length of the longest path. Actually, they express the last time that a node v becomes candidate for removal.
Regarding the time complexity of the algorithm, the recursion is executed exactly n − 1 times, and the running time of each recursive call is consumed by the procedure that updates the block-cutpoint tree, which is O(n + m) [20] . Hence it is easy to conclude that STN runs in O(nm) time. However, it can be made to run faster by a more efficient algorithm to maintain biconnectivity.
In fact, Holm, Lichtenberg and Thorup [21] investigated the problem of maintaining a biconnectivity structure without computing the block-cutpoint tree from scratch. They presented a fully dynamic algorithm that supports the insertion and deletion of edges and maintains biconnectivity in O(log 5 n) amortized time per edge insertion or deletion. In our case, only deletions of edges are done. If we use this algorithm in order to keep information about biconnectivity, STN can be implemented to run in O(m log 5 n). Moreover, for planar graphs, we can compute biconnected components in O(log n) amortized time per edge deletion due to [22] . Hence, the algorithm can be implemented to run in O(m log n) time for planar graphs. Hence, we obtain the following: 
{A source is removed from G} 11: V = V ∪ {v}; {and is added to F } 12: for all edges (v, i) ∈ E do 13 :
15: end for 16 : Q = Q ∪ {N(v) ∼ {t}} − {v}; {The set of possible next sources} 17: m(N(v)) = j; 18: if Q == {Ø} then 19: f (t) = n; 20: return; 21 
STREC(G, v ); is a pointer to the father of each node u. Note that the father of a vertex can be updated many times until the algorithm terminates. This tree is a directed tree that has two kinds of edges, the tree edges, which show the last father-ancestor assignment between two nodes made by the algorithm and the non-tree edges that include all the remaining edges. The non-tree edges never produce cycles. Finally, note that the sink t is always a leaf of the st-tree T s .
Algorithm 2 STN(G, s, t)
1: Q = {s}; {insert s into Q } 2: j = 0;{Initialize a counter} 3: Initialize F = (V , E ); 4: Initialize the t-rooted block-cutpoint tree T to be graph G; Its cutpoint is sink t; 5: while Q = Ø do 6: for all leaf-blocks B i j do 7 :
f (v ) = j; 10:
for all edges (v , i) ∈ E do 13 :
end for 16 :
{the set of possible sources} 17: end for 18 :
19: end while 20: return F , g;
As it happens with every st-oriented graph, there is a directed path from every node v to t and hence the maximum depth of the st-tree will be a lower bound for the length of the longest path, l(t):
Theorem 10. Let G be an undirected biconnected graph and s, t two of its nodes. Suppose we run STN on it and we produce the st-oriented graph F and its st-tree T s . If d(T s ) denotes the maximum depth of the st-tree then l(t) ≥ d(T s ).
In Fig. 4 , the algorithm execution on a biconnected graph G is depicted. In Fig. 5 , we can see the final st-oriented graph F and the respective st tree T s . Algorithm 1 can also be implemented non-recursively. Actually, for large-size graphs, we can only use the non-recursive algorithm (Algorithm 2) in order to avoid stack overflow problems.
Algorithm 2 works as follows. It does not update the t-rooted block-cutpoint tree at every iteration (see line 18). After the first node is removed, it updates the t-rooted block-cutpoint tree and it removes one node from each leaf-block. That means that it actually calls the biconnectivity update procedure, only after all the leaf-blocks have been processed.
Finally, we must make an important remark. Instead of each time processing nodes that belong to the leaf-blocks of the trooted block-cutpoint tree, we could process non-cutpoint nodes that belong to some block of the t-rooted block-cutpoint tree. It is easy to prove that there will always exist such a node, and therefore all the Lemmas presented before would certainly apply to this case as well. However, choosing nodes that belong to the leaf-blocks of the t-rooted block-cutpoint tree gives us the opportunity to control the length of the longest path of the final directed graph more efficiently.
Longest path parameterized st-orientations
General
As stated in the previous section, our algorithm aims at producing st-oriented graphs of predefined longest path length. There are exponentially many st-oriented graphs that can be produced for a certain biconnected undirected graph, and it is desirable to be able to influence the length of the longest path by taking advantage of the freedom of choice the algorithm gives us.
Observe that the key in determining the length of the final longest path is the sequence of sources the algorithm uses. These sources are non-cutpoint nodes that belong both to Q and to a leaf-block of the t-rooted block-cutpoint tree.
Hence during iteration j of the algorithm, we have to pick a leaf-block of the t-rooted block-cutpoint tree (say the l-st) and we always have to make a choice on the structure (see line 8 of the Algorithm 2):
We have used two approaches in order to produce st-oriented graphs with long longest path length, and st-oriented graphs with small longest path length. During each iteration of the algorithm, a timer j (line 7 of Algorithm 2) is incremented and each vertex x that is inserted into Q gets a timestamp m(x) = j.
Our investigation has revealed that if vertices with high timestamp are chosen, then long sequences of vertices are formed and thus there is high likelihood to obtain a long longest path. We call this way of choosing vertices maxSTN. Actually, maxSTN resembles a DFS traversal (i.e., it searches the graph at a maximal depth). Hence, during maxSTN, the next source v is arbitrarily chosen from the set
On the contrary, we have observed that if vertices with low timestamp are chosen, then the final st-oriented graph has relatively small longest path. We call this way of choosing vertices minSTN, which in turn resembles a BFS traversal. Hence, during minSTN, the next source v is arbitrarily chosen from the set
Note that the above sets usually contain more than one element. This means that ties exist and have to be broken. Breaking the ties in both cases is very important in determining the length of the longest path. Finally, for efficiency reasons, we can implement Q as a priority queue.
Additionally, the length of the longest path from the source s of the final directed graph to the currently removed node u is immediately determined (when u is removed, i.e., u enters the sink set W ) and cannot change during future iterations of the algorithm. This happens because during u's removal, the direction of all its incident edges is determined, and there is no way to reach u with a path that includes nodes that have not yet been removed (and that would probably change l(u)). Hence, we can either execute the longest path algorithm on the so far produced sW -DAG (where W is a set of sinks), or apply a relaxation method during the execution of the algorithm (see in next sections), and compute l(u):
Remark 11. Suppose a node u is removed from the graph during STN and at this time we run the longest path algorithm to the so far produced sW -DAG, getting a longest path length from s to u equal to l(u). The longest path length from s to u in the final st-DAG is also l(u).
This remark is important because it gives us an idea of how the developed algorithm can relate to the length of the longest path. In order to have an upper bound on the length of the longest path of a biconnected graph, we are going to present our longest path results for a special class of biconnected graphs that have an a priori length of longest path equal to n − 1: 
Definition 12.
Let G = (V , E) be an undirected biconnected graph and let s, t be two distinct vertices of G. Graph G is st-Hamiltonian if it admits a Hamiltonian path having s and t as its endvertices.
Maximum case (maxSTN)
Lemma 13. Let G = (V , E) be an undirected st-Hamiltonian graph. maxSTN computes an st-oriented graph with length of longest path equal to n − 1 if and only if the t-rooted block-cutpoint tree is a path (of blocks and cutpoints).
Proof. For the direct, suppose maxSTN computes an st-oriented graph of maximum longest path length n − 1 and at some iteration of STN a vertex v is removed and the block-cut point tree is decomposed into a tree that has more than one (say k) leaves. Then, there are k different directed paths from vertex v to the final sink t of the graph. The longest path cannot be the union of these paths, because all these paths have orientations towards t. Hence l(t) < n − 1, contradiction. For the inverse, suppose that the produced length of longest path is less than n − 1. This means that at some iteration i of the algorithm a source v of timestamp j < i is removed. In this case the source removed before v must belong to a leaf-block other than the leaf-block of v, because if they belonged to the same leaf-block, v would have a timestamp equal to i. By hypothesis, only a single leaf-block is maintained, which does not hold. Hence l(t) = n − 1.
Note that the inverse holds only for the case of the maxSTN procedure. Fig. 6 provides a counter example, showing that if the general STN procedure is applied, a Hamiltonian path cannot always be achieved, even if a single leaf-block is maintained. Hence, we come to the conclusion that in order to produce an st-oriented graph with long longest path, one necessary condition is to maintain a single leaf-block of the t-rooted block-cutpoint tree. We will see later (in the Complexity Issues section) that this is an NP-hard problem. maxSTN tries to mimic the DFS traversal of a graph, as it tries to explore the current biconnected component at a maximal depth. In this way, long paths of vertices are created, which are more likely to contribute to a longer longest path of the final directed graph, something that is illustrated in the experimental results section. If maxSTN could choose vertices in a way that the maximum sequence of vertices is created, then we could probably compute an st-oriented graph with maximum longest path. Instead, maxSTN ''approximates'' the long paths by creating different individual paths of vertices. An individual path of vertices P r computed by our algorithm is defined as follows: suppose the algorithm enters the k-th iteration and k−1 vertices of the graph have been removed with the following order: v 1 , v 2 , . . . , v k−1 . All r individual paths P 1 , P 2 , P 3 , . . . , P r can be computed during the execution of the algorithm as follows. Initially we insert the first vertex removed into the first path (v 1 >> P 1 ). Suppose v j (j < k) is removed and r different paths have been created till this iteration. Vertex v j has a timestamp m(v j ). To decide if v j will be added to the current individual path P i or to a next (new) path P i+1 , we execute the following algorithm: The longest path length of the final directed graph will be the union of pieces of some of the created individual paths (hence
, that achieves the largest number of successive (neighboring) vertices and can be computed in polynomial time during or after the algorithm execution (by applying some relaxation method). Fig. 7 depicts the execution of the algorithm for a 6-node 2-1 Hamiltonian graph. The vertices are chosen by the algorithm in the following order: 2, 4, 3, 5, 6, 1. Note that two leaf-blocks are created and that's why the final longest path length is not optimal. If node 6 were chosen first, an st-oriented graph with maximum longest path length would be computed. During the execution of the algorithm, two paths are created, the path 2, 4, 3, 5, 1 and the path 6, 1. The final longest path is the first path.
Minimum case (minSTN)
minSTN is a procedure that computes st-oriented graphs with relatively small length of the longest path. In this section, we give some theoretical results that justify this assumption.
minSTN works exactly the same way as maxSTN with the difference that it backtracks for a different reason. As we saw before, maxSTN creates long directed paths of vertices and it backtracks when it encounters a cutpoint (no matter if its timestamp is the maximum one), which is prohibited by the algorithm to be chosen as a next source. In maxSTN, the criterion of backtracking is: If you encounter a cutpoint, continue execution from the node with the maximum timestamp. On the other hand, minSTN works as follows: It creates small paths of vertices because backtracking occurs more often, as nodes of minimum timestamp usually lie on previously explored paths (see Fig. 8 ). Actually suppose during the execution of minSTN r such paths of vertices P 1 , P 2 , P 3 , . . . , P r are created. These paths can be computed with exactly the same algorithm that computes the maxSTN paths, with the difference that the case m(v j ) < m(v j−1 ) + 1 is likely to occur more times during minSTN than during maxSTN.
Longest path computations
Generally, the length of the longest path computed by the STN algorithm is also connected with the structure of the t-rooted block-cutpoint tree. Next, we investigate the connection between the length of the longest path of the resulting directed graph, and the number of leaf-blocks that are produced during the execution of the algorithm. 
Theorem 15. Suppose STN is run on an undirected st-Hamiltonian graph G. Let k i denote the number of the leaf-blocks of the t-rooted block-cutpoint tree after the i-th removal of a node, for
Proof. Suppose the i-th iteration of the algorithm begins. Then node v i is removed. The removal of v i gives a block-cutpoint tree of k i leaf-blocks. When an iteration i causes the increase of the leaf-blocks from k i−1 to k i , then, in the best case, there are at least k i − k i−1 nodes that for sure will not participate in the final longest path. Hence we can derive an upper bound for l(t) that equals the maximum longest path that can be achieved minus the number of vertices which are lost for sure,
In the experiments conducted on st-Hamiltonian graphs we have observed that the length of the longest path computed by maxSTN is usually very close to
Also, during STN, there are formed two sets of nodes R, R with V = R ∪ R . R contains the nodes that have have been removed from the graph whereas R contains the nodes that have not yet been removed. All edges (v, x) such that v ∈ R have already been oriented and hence the directed paths leading to all nodes v ∈ R have been determined. That is why the length of the longest path from s to a removed node v ∈ R is immediately determined at the time of its removal (Remark 14).
Actually, if we apply a relaxation algorithm during STN, we can compute the longest path length l(v) from s to every node v ∈ R during the execution of STN. This can be achieved as follows: in the beginning, we initialize the longest path vector l to be the zero vector, hence
Suppose that at a random iteration of the algorithm we remove a node u ∈ R , and we orient all u's incident edges (u, i) away from u. For every oriented edge (u, i) ∈ E we relax l(i) as follows:
end if 5: end for This relaxation is exactly the same used by the algorithm that computes longest paths in directed acyclic graphs. Note that nodes i belong to R , and hence all nodes that belong to Q (or Q ) will have an updated value l(i) different than zero.
Additionally, at the time a node v is removed from the graph (and enters R), its longest path length l(v) is always equal to l(v ) + 1, where v is a node that had previously removed from the graph. Suppose now we enter the k-th iteration of the algorithm and v k is removed. Let
where M k denotes the maximum longest path length computed by STN till iteration k. All the observations presented lead to the following Lemma:
Actually, Lemma 16 points out the fact that when STN enters iteration k, no dramatic changes can happen to the maximum longest path length computed till iteration k. The increase is always at most one unit. This is actually happening when v k has a previously removed neighbor v l , l < k and
If there is no such node, it holds M k = M k−1 and no increase is observed.
Longest path timestamps and weighted graphs
Until now, we have defined the timestamps in accordance with a current timer j, which is updated during the execution of the algorithm: Each node v inserted into Q is associated with a timestamp value m(v), which is set equal to i, every time that v is discovered by a removed node v i , i.e., v is a neighbor of v i . We call this method current timestamp method.
There is however another way to define the timestamps. As we saw in the previous section, during the execution of the algorithm we can compute (using the relaxation method) the longest path length from s to each processed node u. We call this method the longest path timestamp method and it works as follows. Each node v inserted into Q is associated with a timestamp value m(v), which is set equal to the relaxed longest path length l (v), which is lower than the final longest path length l(v) (this is determined by the time of v's removal). As we will discuss later, it has been experimentally observed, that the current timestamp method is a more efficient way to control the length of the longest path of the final directed graph.
The longest path timestamp method can be used to produce long or short st-orientations of weighted graphs. The presented algorithm, implemented with the longest path timestamp method can be used to compute weighted numberings on the weighted st-oriented graph that is produced. Let c uv be the weights of the graph edges (u, v) ∈ E. Suppose we update the longest path lengths using the following algorithm:
end if 5: end for Then we can use the computed longest paths to update the timestamps and implement the algorithm for weighted graphs as well.
Computational complexity issues
In this section, we will investigate some issues concerning the complexity of the developed algorithm. First of all it is easy to see that maintaining a block-cutpoint tree of a sole leaf-block during STN is NP-hard. 1 The proof comes from the fact that if we could do so, we could apply maxSTN (see Lemma 13) to an st-Hamiltonian graph and find its longest path, which is a well known NP-hard problem [23] . Following we define two decision problems and prove their NP-hardness.
Definition 17. Given an undirected biconnected graph G = (V , E), two of its nodes s, t, an integer bound k, can we transform
G to an st-oriented graph F than contains a longest path of length at least k?
Theorem 18. The Maximum st-Oriented Graph Problem is NP-hard.
Proof. We reduce the st-Directed Hamilton Path, which is NP-complete [23] , to it. The st-directed Hamilton Path problem seeks an answer to the following yes/no question: given a directed graph G = (V , E) and two vertices s, t is there a directed path from s to t that visits all vertices exactly once? The polynomial reduction follows. Given an instance G = (V , E ), s , t of the st-directed Hamilton Path problem, count the number |V | of nodes of G and output the instance G = G , k = |V |, s = s , t = t for the maximum longest path length st-oriented graph problem. Obviously, G has a simple directed path of length k = |V | from s to t if and only if G has a directed Hamilton path from s to t . Definition 19. Given an undirected biconnected graph G = (V , E), two of its nodes s, t, an integer bound k, can we transform G to an st-oriented graph F than contains a longest path of length at most k?
This problem is also NP-hard, as shown in [24] .
Inserting parameters into the algorithm
As it has already been reported, it would be desirable to be able to compute st-oriented graphs of length of longest path within the interval [λ(t), (t)]. This is called a parameterized st-orientation. So the question that arises is: can we insert a parameter into our algorithm, for example a real constant p ∈ [0, 1] so that our algorithm computes an st-oriented graph of length of longest path that is a function of p?
This is feasible if we modify STN. As the algorithm is executed exactly n times (n vertices are removed from the graph), we can execute the procedure maxSTN for the first pn iterations and the procedure minSTN for the remaining (1−p)n iterations.
We call this method parSTN(p) and we say that it produces an st-oriented graph with length of longest path from s to t equal to a function ∆(p). Note that parSTN(0) is equivalent to minSTN, thus ∆(0) = λ(t) while parSTN(1) is equivalent to maxSTN and ∆(1) = (t). parSTN has been tested and it seems that when applied to st-Hamiltonian graphs (biconnected graphs that contain at least one path from s to t that contains all the nodes of the graph) there is a high likelihood that ∆(p) ≥ p(n − 1). Actually, ∆(p) is very close to p(n−1). Additionally, it has been observed that if we switch the order of maxSTN and minSTN execution, i.e., execute minSTN for the first pn iterations and maxSTN for the remaining (1 − p)n iterations, it is usually the case that ∆(p) ≤ p(n − 1). In this case, ∆(p) is again very close to p(n − 1). certainly define a choice on the structure that candidate sources are stored with more detail. For example, we can insert a parameter k such that each time the k-th order statistic (or the median) from the timestamp vector is chosen. The effectiveness of the parameterized st-orientation algorithm is fully indicated in the Experimental Results section.
Experimental results
Following we present our results for different kinds of graphs, st-Hamiltonian graphs, planar graphs and weighted graphs. All experiments were run on a Pentium IV machine, 512 MB RAM, 2.8 GHz under Windows 2000 professional.
st-Hamiltonian graphs
We have tested the parameterized STN algorithm for st-Hamiltonian graphs. In order to construct the graphs at random, we use the following algorithm. Initially, we compute a random permutation P of the vertices of the graph. Then we construct a cycle by adding the undirected edges (P(1), P(2)), (P(2), P(3)), . . . , (P(n − 1), P(n)), (P(n), P(1)) and we choose at random two adjacent nodes of the cycle to be the source s and the sink t of our graph. This guarantees the existence of a Hamiltonian path from s to t and a possible maximum longest path of every st-oriented graph of length n − 1.
Finally, we add the remaining nd−n edges, given that the density of the desired graph is d. We keep a list of edges that have not been inserted and make exactly nd − n random choices on this list, by simultaneously inserting the chosen undirected edge into the graph and updating the list of the remaining undirected edges. During the execution of the algorithm, ties between the timestamps of the candidate sources are broken at random. We isolate the nodes that satisfy the current timestamp condition (i.e., the nodes with maximum timestamp in case of maxSTN and the nodes with minimum timestamp in case of minSTN), and afterwards we choose a node from the isolated set at random. The algorithm was implemented in Java, using the Java Data Structures Library (www.jdsl.org) [25] . The graphs we have tested are n node-undirected st-Hamiltonian graphs of density d where n = 100, 200, 300, . . . , 2000 and d = 3.5, 4.5, 5.5. For each pair (n, d) we have tested 10 different randomly generated graphs (and we present the mean of the length of the longest path) in order to get more reliable results. We have similar results for all other densities as well. In Tables 1-3 
Planar graphs
In this section we present our results for planar graphs. We have actually tested two classes of planar graphs (low density and triangulated planar graphs), and finally verified that the parameter works in a very efficient way for this class of graphs as well. 
Weighted graphs
Finally, the third series of experiments were conducted on weighted graphs (Fig. 10) . We used the algorithm described in Section 4.3 and make use of the parameter p in the same way as in the case of undirected graphs. The weighted graphs were constructed as follows. Firstly we construct a respective st-Hamiltonian unweighted graph. Then we set a value W to be an upper bound on the weights of the edges of the graph. We set the weights of the edges that lie on a Hamiltonian path from s to t equal to W . Clearly, the maximum longest path length of an st-orientation that corresponds to such weighted graphs is (n − 1)W . The weights of the remaining edges are uniformly distributed in [1, W ] . Note that the length of the longest path of the st-orientation, in this case, is in absolute accordance with the value of the parameter p and the value W (Fig. 10) .
Conclusions
In this paper, a new algorithm for computing st-orientations of graphs is presented. The novelty of the algorithm lies in the fact that it gives us the opportunity to control some characteristics of the final st-oriented graph, such as the length of the longest path. Many of the applications which use an st-numbering as a first step can use this algorithm in order to produce better solutions. Experimental results for various classes of graphs reveal the robustness of the algorithm. Future work includes:
• Further theoretical results concerning the properties of the algorithm.
• Applications of parameterized st-Orientations in Graph Drawing (Hierarchical Drawing, Visibility Representations and Orthogonal Drawings). Can we achieve better area bounds?
• Graph Coloring via minSTN and longest path via maxSTN. Can we produce good heuristics for these problems?
• Constrained st-Orientations. How can we modify the developed algorithm to produce parameterized st-orientations with some predefined orientations on edges (we conjecture this problem is NP-hard)?
• Cheaper update of the block-cutpoint tree using sophisticated data structures such as [21] .
• How does the parameterized primal longest path length influence the dual longest path length in planar graphs?
• Can we prove that the developed algorithm may reach any possible st-orientation that corresponds to a certain graph?
