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Re´sume´ – Le comportement statistique des racines des polynoˆmes orthogonaux ale´atoires de Szego¨ attache´s a` divers bruits stationnaires
gaussiens non blancs est caracte´rise´, par de´veloppement asymptotique pour les signaux longs et par explorations nume´riques. On montre en
particulier les liens entre les ze´ros de ces polynoˆmes et les poˆles du spectre d’e´nergie. On discute enfin des conditions de l’application de cette
me´thode au traitement des donne´es du de´tecteur Virgo.
Abstract – We characterize the statistical behaviour of the roots of the orthogonal random Szego¨ polynomials attached to various stationary
gaussian coloured noises. For this purpose, we use asymptotic expansions for large length signals and numerical experiments. The links between
the zeros of these polynomials and the poles of the energy spectrum are pointed out. Finally, we discuss the conditions for the implementation
of this method to the analysis of the Virgo detector data.
1 Introduction
Dans les cas concrets, le spectre d’e´nergie d’un signal
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,
bruite´ ou non, est fre´quemment une fraction rationnelle en la
variable de Fourier  . Les bruits thermiques ou les signaux
ge´ne´re´s par des syste`mes ARMA en sont des exemples clas-
siques. Dans le cas discret, les poˆles exte´rieurs au cercle unite´
du plan complexe de la variable re´duite 
	 de´finissent
un polynoˆme qui correspond au polynoˆme caracte´ristique des
mode`les ARMA. Les poˆles situe´s a` l’inte´rieur du disque unite´
sont les inverses des pre´ce´dents et seront appele´s re´sonances.
La de´termination et le controˆle des ze´ros du polynoˆme caracte´-
ristique moyen, dans le cas bruite´, font l’objet des travaux [1, 2]
par exemple.
Nous nous inte´ressons ici aux conditions sous lesquelles cer-
taines racines des polynoˆmes de Szego¨ [3] s’approchent des
re´sonances. Sous le nom d’   analyse en fre´quence   , des re´sultats
asymptotiques concernant ce phe´nome`ne dans la limite des si-
gnaux longs ont e´te´ obtenus rigoureusement [4, 5]. Ceux-ci re-
posent sur l’hypothe`se que le signal est purement de´terministe,
fait d’une somme finie de lignes trigonome´triques non amor-
ties. Dans le pre´sent travail nous traitons ce proble`me en re-
laxant les hypothe`ses restrictives ge´ne´ralement faites pre´ce´dem-
ment dans la litte´rature, a` savoir : nous e´tudions les polynoˆmes
de Szego¨ comme variables ale´atoires au lieu de se restreindre a`
leur espe´rance mathe´matique ; les singularite´s du spectre peu-
vent eˆtre ailleurs que sur le cercle unite´ [6, 7, 8], permettant
la description de de´corre´lations, non retenues jusqu’alors. Le
formalisme est rappele´ en section 2, les re´sultats obtenus a` ce
jour sont pre´sente´s dans les sections 3 et 4 ; les de´veloppements
the´oriques en cours sont rapidement de´crits dans la section 5 et
la discussion des applications de ce travail the´orique -asympto-
tique et nume´rique- est faite dans la section 6.
2 Les polynoˆmes de Szego¨ en relation
avec l’analyse spectrale de donne´es dis-
cre´tise´es.
On de´finit le produit scalaire de deux fonctions en prenant
une mesure dont le support est le cercle unite´ et dont la den-
site´ est le spectre d’e´nergie du signal discre´tise´. Les polynoˆmes
de Szego¨, a` coefficients re´els et orthogonaux relativement a` ce
produit scalaire, sont obtenus par la relation de re´currence
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qui met en jeu le polynoˆme re´ciproque 0! , le coefficient de
Levinson
ﬂ

, et la condition initiale
21
	
-
. La relation entre
les ze´ros de

et les re´sonances tient a` l’information que
ﬂ

injecte dans la re´currence (1), non seulement sur le comporte-
ment du spectre sur le cercle unite´ mais aussi sur sa continua-
tion analytique.
3 L’exemple des donne´es ge´ne´re´es par
un syste`me AR(1).
On notera dans la suite 3 la longueur du signal discret, 4 le
parame`tre du mode`le et 5 le degre´ du polynoˆme. Le signal 6
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ge´ne´re´ par un syste`me autore´gressif d’ordre 1 peut se construire
par la re´currence
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avec la condition initiale
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est un bruit blanc
gaussien feneˆtre´ sur M
ION
3
'-QP
; le re´el 4 , infe´rieur a` 1 en va-
leur absolue, mesure le degre´ de de´corre´lation entre les valeurs
successives du signal e´chantillone´.
Cette formulation se preˆte, pour une longueur finie quel-
conque 3 , au calcul de la transforme´e en Z du signal, et a` ce-
lui du spectreR S    , qui sont des quantite´s ale´atoires. De la`, la
re´currence donne en principe acce`s aux racines, ale´atoires, des
polynoˆmes.
En effectuant des explorations nume´riques dans le triple re´-
gime asymptotique TVUW3FXY5ZX[3 ,
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, Th. Ayguess-
parsses [8] a observe´ le mouvement d’une racine re´elle qui tend
vers 1 comme 4 ; les autres racines se situent dans ] avec un
module le´ge`rement infe´rieur a` 4 . Du point de vue traitement du
signal il est plus naturel de conside´rer 4 , qui est une proprie´te´
du syste`me, comme une donne´e, et de se´parer les racines en
jouant si possible sur la longueur du signal (fig. 1.b).
Du point de vue the´orique, nous avons pris avantage de la
limite des signaux longs pour controˆler les ordres de grandeur
des valeurs moyennes et des moments d’ordre 2 des quantite´s
qui entrent dans la re´currence des polynoˆmes de Szego¨. On
montre ainsi que le polynoˆme de degre´ 5 s’e´crit
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ou` l’ordre de grandeur typique du polynoˆme fluctuant

_

est
inde´pendant de 3 . `A l’ordre dominant en
-a
3 , le ze´ro non tri-
vial de


se place en 4 , qui est la seule re´sonance du syste`me ;
celle-ci de´termine le polynoˆme caracte´ristique et le spectre mo-
yen. `A l’ordre suivant, on pre´dit la position et la largeur des
pics de la distribution de probabilite´ des racines de

dans le
disque unite´. Celle-ci posse`de (voir fig. 1) un pic en 4 de lar-
geur b

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f pics dispose´s a` intervalles re´guliers
sur un cercle de rayon moyen b  3
hchdjikl

et de taille au
plus bas ordre b  3
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4 Donne´es ge´ne´re´es par un syste`me Auto
Re´gressif quelconque.
Le signal est maintenant ge´ne´re´ par re´currence a` partir d’un
bruit blanc gaussien et d’une collection de parame`tres 6/4
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avec les conditions aux bords convenables. On de´finit le po-
lynoˆme caracte´ristique du mode`le par
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il posse`de
r
racines, re´elles ou complexes conjugue´es, que
nous supposerons simples et de module strictement supe´rieur
a` 1 pour des raisons de causalite´ [9]. L’espe´rance mathe´ma-
tique du spectre d’e´nergie de ce signal s’e´crit en fonction du
polynoˆme caracte´ristique
S
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Toujours dans la limite des signaux longs, nous avons ge´ne´ra-
lise´ la me´thode. Au plus bas ordre non trivial en 3
!ced
, nous
avons montre´ que le polynoˆme de Szego¨ de degre´ 5 s’e´crit
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Une conse´quence de (7) est que les racines se re´partissent
de nouveau en deux familles (voir fig. 2). r d’entre elles sont
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FIG. 1: pdf des racines des polynoˆmes de Szego¨ de degre´ p
d’un AR(1) de parame`tre a=0.7, de longueur N=10000, sur
1000 re´alisations. (a) p=1, dans w ; (b) p=4 ; (c) p=10, dans
le disque unite´.
proches des re´sonances ; les 5
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restantes vont sur un cercle
de rayon b
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et sont non pertinentes du point de
vue de l’analyse de donne´es.
Cette e´quation (7) me´rite quelques remarques supple´men-
taires. Dans la limite des signaux infiniment longs, elle relie
directement le polynoˆme de Szego¨ au polynoˆme caracte´ristique
du syste`me ; ceci permet alors d’e´crire l’espe´rance mathe´ma-
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FIG. 2: Re´partition dans le disque unite´ des racines des po-
lynoˆmes de Szego¨ de 1000 re´alisations du signal de lon-
gueur N=10000. (a) AR(2) de coefficients 0.8 ; -0.4, p=4 ; (b)
AR(4) de coefficients 0.845 ; -1.62 ; 0.685 ; -0.6561, p=4 ; (c)
idem, p=10. Les croix indiquent les racines des polynoˆmes ca-
racte´ristiques re´ciproques.
tique du spectre sous la forme
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qui met en e´vidence le fait que les racines non triviales du po-
lynoˆme de Szego¨ limite sont les re´sonances du spectre d’e´nergie.
5 Perspectives the´oriques
Nous avons montre´ que lorsque le spectre d’e´nergie est une
fraction rationnelle dont seul le de´nominateur a des racines non
nulles, les polynoˆmes de Szego¨ de´tectent les poˆles qui sont a`
l’inte´rieur du disque unite´. Lorsque le nume´rateur est lui aussi
non trivial, ce qui est par exemple le cas des mode`les ARMA
ou de signaux contenant une partie de´terministe, la situation
est plus de´licate, et il se peut qu’il n’y ait pas d’e´quivalent de la
formule (7). Les re´sultats nume´riques indiquent qu’on de´tecte
les poˆles du spectre dans un re´gime asymptotique ou` a` la fois
la longueur du signal et le degre´ du polynoˆme sont grands.
L’e´tude de la convergence des polynoˆmes de Szego¨ pourrait
alors ne´cessiter une norme fonctionnelle non uniforme. Ce pro-
ble`me ainsi que celui des liens avec la the´orie des approximants
de Pade´ font l’objet de nos recherches actuelles.
6 Application au de´tecteurVirgo.
Nous avons commence´ l’adaptation de cette me´thode au trai-
tement des donne´es de l’expe´rience italo-franc¸aise Virgo de
de´tection interfe´rome´trique d’ondes gravitationnelles. La tre`s
faible amplitude des signaux attendus ne´cessite une parfaite
connaissance des bruits qui limitent la sensibilite´ du de´tecteur.
L’e´tude the´orique de ces perturbations [10] pre´dit des bruits
quasi-stationnaires et quasi-gaussiens dont les densite´s spec-
trales sont des fonctions analytiques ; dans le cas des bruits
thermiques ou sismiques ce sont des fractions rationnelles ; l’uti-
lisation des polynoˆmes de Szego¨ pour le traitement des donne´es
de Virgo semble donc toute indique´e.
En pratique se pose le proble`me du pre´-traitement des don-
ne´es, par exemple de leur blanchiment ; pour cela on a recours a`
l’identification d’un mode`le ARMA reproduisant la statistique
du signal ; la me´thode de Szego¨ permettrait d’y acce´der via les
re´sonances. Nos premiers travaux dans cette direction portent
seulement sur les arguments des racines des polynoˆmes de Sze-
go¨ (fig. 3), et donc des re´sonances correspondantes, qui peuvent
se traduire par des pics dans le spectre de Fourier.
La mise au point d’une me´thode effective de traitement de
donne´es ne´cessite la discussion de proble`mes concrets, comme
la de´finition du degre´ optimal pour l’estimation, ou le change-
ment d’e´chelle en fre´quence ne´cessaire au traitement du signal
e´chantillonne´ a` 20 kHz. Il faudra e´galement tester l’efficacite´
de l’analyse de Szego¨ en la comparant avec des me´thodes plus
traditionnelles d’analyse spectrale. `A terme nous espe´rons pou-
voir de´tecter les re´sonances des bruits de Virgo et participer a`
leur identification, leur classification, voire leur soustraction.
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