Near neighbor searching in image databases is a multidimensional problem. The kd-tree is one of the first methods proposed for indexing multidimensional data. We describe optimizations of this method, and determine when they are appropriate. We discuss adaptations of the tree to feature extraction and indexing problems in multimedia data. Results show increased functionality and speed using the kd-tree as the index structure on a multimedia database.
Introduction
For retrieval of multidimensional data, efficient indexing becomes essential. If no sorting is performed, then searching may require that each data vector be examined. To find the nearest neighbor of each point in a data set of N vectors requires the comparison of N(N-1)/2 distances when using a brute force method. Considerable work has been done in devising searching and sorting routines that can be run far more efficiently. In many areas of research the kd-tree [1, 2] has become accepted as one of the most efficient and versatile methods of searching.
Recent work has concentrated on multidimensional indexes that are stored in external memory, where the index construction time is of little importance. [3] For low dimensional data stored in main memory, the kd-tree remains one of the best indexing and neighbor searching methods available. [4] The kd-tree is also one of the simplest. Each internal node has two children, representing a partition along a given dimension of the n-dimensional hyperplane. The terminal nodes contain the n-dimensional records, which are typically features extracted from multimedia data. The choice of which dimension to choose to partition, and where to place the partition, is determined by the distribution of the data.
Multidimensional searches
A metric space is defined by the following four properties: for all n-dimensional vectors , xy and z and integers i such that 1 in ≤≤ , Positivity: (,)0 dxy ≥
Definiteness: (,)0 dxyxy =⇒=
Symmetry: (,)(,) dxydyx =
Triangle Inequality: (,)(,)(,) dxzdxydyz ≤+ (4) Metrics are often defined through norms on a vector space, (,)|||| dxyxy =− .
Most index structures should operate on the following, commonly used norms, (2) hold. This definition for the 1 dimensional distance was used in [2] , but it is not necessary. The kd-tree constraints hold for the entire family of L norms. They also hold when the one dimensional distances are not equivalent, i.e., (,)(,)
This is useful in situations where one may wish to perform multidimensional searches on a collection of features and give different weights to each feature. In a traditional kd-tree nearest neighbour search, this fragment of pseudocode performs the recursive searching of internal nodes.
Search checks all points in a leaf node, or calls Search1 again for internal nodes. However, this method may be searching unnecessarily many points. With the L 2 norm, all neighbors closer than a distance r are confined to an area of size πr 2 but we search an area of size 4r 2 . For the L 1 norm, we search an area of size 4r
2 , but the area in which nearer neighbors can exist is 2r 2 . This problem becomes exponentially worse with dimension, as seen in Table 1 . Table 1 . Growth of unnecessarily searched space that is considered for searches under different dimensions and different norms.
Search Space
Unnecessary Search Space 
Bounding Search
As one compares successive partitions against the query, one compares against cut values further and further away from the search point, and along multiple dimensions. This is demonstrated in Figure 1 . Assume one has descended the tree and found that a query point q resides in region A. In order to find neighbors of this point, one compares against points in that region. It is more effective to consider the multidimensional distance from the closest corner of the hyperrectangle defined by all partitions that have been crossed. Thus we replace Search1 with the following search routine. We allocate a new bounds array each time the routine is called. This adds computation at each node, and the number of nodes visited may be large so that large stacks are created. However, at most one element of the bounds array is changed at each node that is visited. So the bounds array may be made global and the stack only needs to incorporate changes to the array. Furthermore, the distance computation changed from 1-dimensional to n-dimensional. But many distance measures allow a simple computation of the distance between the query and the bounds if the previous distance and bounds are known. Assume the following holds when y and z are identical except in the i th dimension
This is a form of weak separability between the dimensions. The bounds array now stores distances to the closest corners of the bounding hyperrectangle, and it is initially set to Figure 2 (a) depicts the average number of Euclidean distance calculations required for a nearest neighbor search as a function of dimensionality, where an n-dimensional distance calculation is equivalent to n 1-dimensional calculations. For 6 n ≤ , Search2 increases the number of distance calculations required. This is because the full n-dimensional distance is calculated at each node. For n>6 the reduced number of nodes visited compensates for the increased number of calculations at each node. However, Search3 offers a drastic reduction in the number of distance calculations required. Figure 2 (b) more clearly demonstrates the improvements of a bounding search. Here we consider the average number of leaves visited. Search2 and Search3 provide the same results, since the difference between these methods only relates to how distances are calculated. Here, the bounding search is always an improvement over a traditional kd-tree search, and can lead to a five-fold reduction in the number of nodes visited.
Furthermore, the kd-tree improvements have been implemented on a large data set (275,465 60-dimensional vectors) consisting of features extracted from aerial images [5] , and showed similar improvements. However, this also showed the limits of the kd-tree. Using all 60 feature vectors caused the number of distance calculations to approach the N(N-1)/2 limit of a brute force search method. The kd-tree was only effective for less than 20 dimensional data, and proved less effective when smaller data sets of the same dimension were used. 
Conclusion
It is important to notice that multidimensional indexing schemes often make assumptions regarding the distance measure that is used. The kd-tree constraints are surprisingly weak, since they do not require the triangle inequality to hold. This allows for alternative search methods that may give a significant (approximate factor of five) improvement in the speed of neighbor searching. This improvement is enough to justify the use of kd-trees on multimedia databases consisting of only moderately low dimensional features .
