Differences in the supply of housing generate substantial variation in housing prices across the United States. Because housing prices influence migration, the elasticity of housing supply also has an important impact on local labor markets. Specifically, an increase in labor demand will translate into less employment growth and higher wages in places where it is relatively difficult to build new houses. To identify metropolitan areas where the supply of housing is constrained, I assemble evidence on housing supply regulations from a variety of sources. In places with relatively few barriers to construction, an increase in housing demand leads to a large number of new housing units and only a moderate increase in housing prices. In contrast, for an equal demand shock, places with more regulation experience a 17 percent smaller expansion of the housing stock and almost double the increase in housing prices. Furthermore, I find that housing supply regulations have a significant effect on local labor market dynamics. Whereas a 1 percent increase in labor demand generally leads to a 1 percent increase in the long-run level of employment, the employment response is less than 0.8 percent in places where the housing supply is highly constrained.
Introduction
A growing literature argues that labor migration is one of the primary mechanisms through which metropolitan areas adjust to changes in local economic conditions (Blanchard and Katz 1992 , Gallin 2004 , Topel 1986 ). Models of an individual's migration decision suggest that a prospective migrant chooses a location by comparing the relative wage in each area to the cost of moving. Because housing is a large share of the household budget, the level of housing prices has a substantial impact on the real value of wages across geographic areas.
1 As a result, areas with high housing prices will attract fewer migrants (Gabriel et al. 1993, Johnes and Hyclak 1999) .
Because housing markets influence migration, local employment growth depends critically on the capacity of the construction industry to accommodate increases in housing demand. In places where residential construction responds to new demand without difficulty, workers will move into the area with little change in housing prices. In contrast, if new construction is constrained, an increase in demand will lead mostly to higher housing prices. As high housing prices discourage further migration, firms experiencing an increase in product demand will be deprived of an important source of additional labor. Thus, the elasticity of housing supply is a key factor in determining how labor markets adjust to changes in local economic conditions.
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To illustrate the connection between housing and labor markets, Figure 1 graphs the change in the logarithm of employment from 1980 to 2000 against the log change in the housing stock in individual metropolitan areas of the United States. 3 The figure shows a strong positive correlation between the two variables, as the areas with the highest employment growth have also experienced the largest amount of residential construction. Clearly, in the long run metropolitan area employment is strongly tied to the availability of housing.
Over shorter time horizons, there are various ways that an area could adjust to a positive labor demand shock without building additional housing units. For example, a lower unemployment rate or increased labor force participation among existing residents can generate higher employment without an influx of new migrants. Moreover, a growing population could be accommodated by an increase in the share of occupied housing units or in the number of people per household. Despite these, and other, margins of adjustment, the correlation between changes in employment and the housing stock at higher frequencies is strong. Controlling for year and metropolitan area fixed effects, a simple OLS regression of annual log changes in employment on annual log changes in the housing stock yields a coefficient of 0.57 (with a standard error of 0.03). 4 Therefore, growing cities must confront the issue of where new workers will live.
In this paper, I explore the effect of the housing supply on metropolitan area labor markets. To identify the degree of housing supply regulation in individual metropolitan areas, I
assemble evidence from several surveys of local land use policy and other sources. There is considerable heterogeneity in the extent of regulation across locations, and these different regulatory environments have led to significant variation in the elasticity of housing supply.
These constraints have had a considerable impact on housing markets during the past twenty years, as areas with a constrained housing supply have experienced less construction and higher housing price inflation than less regulated locations. After exploring the effect of these regulations on the housing market, I develop a simple model to show how the elasticity of housing supply impacts local labor markets. Specifically, a labor demand shock should result in lower employment growth, higher wages and higher housing prices in places with an inelastic housing supply. Consistent with this theory, the long-run response of employment to an increase in labor demand is about 20 percent lower in metropolitan areas with substantial housing supply regulation.
Constraints on the housing supply further imply that labor will not be allocated efficiently across geographic areas. In the standard case where migration flows freely, a local productivity 3 shock will lead to an increase in aggregate output as workers move from less productive to more productive locations. However, by restraining migration, housing supply regulations reduce this aggregate benefit. If housing supply regulations reduce migration by 20 percent, the aggregate gain from a local productivity shock will be 18 percent smaller than if the housing supply, and therefore employment growth, were less constrained.
Section 2: Housing Supply Regulations Across Metropolitan Areas

Relationship between Land Use Regulation and the Elasticity of Housing Supply
Because this paper emphasizes the supply of housing, I start with a basic model relating variation in the elasticity of housing supply to local regulatory constraints. A simple housing supply equation expresses housing prices as a function of the size of the housing stock:
where the subscript i indexes metropolitan areas and t indexes time. When the variables are expressed in logarithms, the parameter θ i represents the inverse of the elasticity of housing supply.
Even if the residential construction industry were perfectly competitive, there are several reasons to expect an upward-sloping supply curve. Environmental constraints raise the marginal cost of construction by driving up the cost of land and creating a need to use more expensive building materials. Also, government regulations increase the cost of construction in a variety of ways. A few examples include delays in building permit approvals, impact fees, height and lot size requirements, and growth controls. These factors raise the marginal cost of construction for a larger number of housing units, which is reflected by the positive slope of the supply curve, θ i .
Because constraints on new construction are more binding in some areas as opposed to others, I
index this parameter by i to emphasize that this elasticity can vary across locations.
A natural way to measure θ i in each metropolitan area would be to estimate a separate regression for each place using data on housing prices and quantities. Assuming for a moment that the housing stock is exogenous, the coefficient on h it would provide a direct estimate of the elasticity of housing supply in each location. 5 However, estimating separate coefficients would 4 require a long time series of data for each individual location in order to obtain precise estimates.
Instead, I follow an alternative strategy by using information on land use regulations and other metropolitan area characteristics to evaluate how the responsiveness of housing supply varies across space.
To observe the effect of regulation on the housing supply, we can express the elasticity of housing supply as a function of regulation (r i ) and other factors (u i ):
Through the parameter π, differences in housing supply regulation generate variation in the elasticity of housing supply across locations. Substituting equation (2) into (1) shows that π can be estimated from the interaction of the housing stock with these regulations:
Therefore, even without estimating θ i directly, land-use regulations can be used to assess the degree to which the elasticity of housing supply varies across locations. In the analysis that follows, I create an index of housing supply regulation from a variety of surveys on local land use policy. As suggested by equation (3), the interaction between this index and changes in the housing stock will reveal the effect of the housing supply on housing market dynamics.
Measuring Housing Supply Regulations across Metropolitan Areas
Government regulations can create impediments to residential construction in numerous ways. One reason that laws regulating residential construction vary so widely is that land use policy is generally under the control of local governments (Fischel 1985) . The political environment in each individual municipality shapes the degree of regulation and the form that it takes, leading to large degree of heterogeneity across locations.
Because political efforts to control residential development are so diverse, it is difficult to summarize the extent of regulation in a manner that is comparable across a large number of locations. Consequently, empirical surveys of land use policies require a substantial amount of resources and are generally limited to a select number of metropolitan areas. To characterize the a reduced-form regression of prices on quantities, Evenson (2003) , who estimates area-specific elasticities from changes in employment. However, these studies do not identify the slope of the supply curve from exogenous changes in housing demand. While housing demand is an inelastic function of the number of households in the short run, over time demand can change in response to relative prices across locations. If the elasticity of housing demand varies across locations, then the reduced-form parameters will reflect differences in the elasticity of both supply and demand.
5 strength of housing supply regulation across metropolitan areas, I combine evidence from several land use surveys and other sources of information. This section contains a brief discussion of four different types of regulation that are included in the index. A complete description of each of the surveys and how the index is constructed can be found in the Appendix.
The first type of regulation I consider is related to the approval of local building permits.
Many barriers to residential construction are embodied in the process of obtaining a permit for new construction, and the vast majority of municipalities require some form of building permit for both the construction of new housing units and the renovation of existing structures. 6 Zoning ordinances, height and lot-size restrictions, as well as outright quantity restrictions can all result in the denial of a building permit. Moreover, a lengthy and complicated bureaucracy associated with the application process can delay or prevent construction all together. I measure these constraints using information from a survey conducted by the Wharton Urban Decentralization Project (Wharton). The survey reports several questions related to building permits including the average number of months for permits to be approved and the fraction of permit applications approved. 7 I combine these survey responses into a single index that reflects the complexity of the permit-issuing process. This index, as well as all of the other indexes described below, is scaled to be increasing in the amount of regulation with a mean of 0 and a standard deviation of 1.
A second common barrier to new construction is growth controls, which are explicit limits on the number of new housing units that can be built within a year. These regulations have become increasingly popular as a tool for managing development during the past two decades (Dubin et al. 1992 , Seidel 1978 . To measure the extent to which growth controls are used in different metropolitan areas, I combine information from the Wharton survey and the Fiscal Austerity and Urban Innovation project (FAUI), both of which asked city managers to rate the importance of restricting construction in order to limit population growth.
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A third constraint on residential construction stems from the desire to protect certain areas from development for historic reasons. These effects are exactly what one would expect if these regulatory constraints cause the housing supply to be more inelastic.
A bit surprisingly, there is no clear negative relationship between the index of growth controls and new residential construction. One potential explanation for this result is that the areas where growth controls are implemented are not random. In particular, it may be only in 8 Housing prices are calculated using the OFHEO repeat-sales price index and deflated using the PCE chain-price index. Because housing is durable, a decline in demand should mainly lead to a large fall in prices and not a decrease in the housing stock. A sustained low level of demand over a period of years can lead to a high vacancy rate, so that even small increases in demand in places like Detroit can have no effect on construction. See Glaeser and Gyourko (2001) for a discussion of the dynamics of housing markets in declining locations. Since I am mainly interested in the effect of an increase in demand, metropolitan areas where demand is low have been omitted from these figures and from all of the remaining analysis in this section (see the Appendix for the method used to identify low-demand areas, and a list of those areas).
places where there is a substantial amount of housing demand that current residents will have an incentive to fight further development. If places with more regulation are also areas with greater housing demand, then the estimated effect of regulation on the quantity of housing will be biased towards zero, while the effect on housing prices will be biased upward. One factor that should mitigate this concern is that the majority of the regulations used in this analysis were measured during the late 1970s or early 1980s, a time period before the conditions in the housing market are examined. However, to the extent that omitted demand factors might be persistent over time, the simple correlations shown in the figures will still be biased. In the empirical analysis below I will address this problem by examining the dynamics of housing markets within metropolitan areas instead of comparing average differences in prices and quantities across locations.
To create a single measure of housing supply regulation for each metropolitan area, I
combine the regulations discussed above with information from two other surveys that concern the general degree of housing supply regulation in each location. The first is a survey of the Regional Council of Governments, which estimated the fraction of suburban land area made unavailable for development as a result of government regulation. The second is a survey conducted by the International City Management Association, which asked members how frequently zoning or environmental regulations were altered to facilitate economic development. A list of the most and least regulated metropolitan areas according to this measure can be found in Table 2 , and the complete ranking is shown in Appendix Figure 4 show that places with a large amount of regulation have experienced higher housing price inflation and lower residential construction during the past twenty years.
Effects of Regulation on the Housing Market
Although the correlations in Figure 4 are suggestive, metropolitan areas differ along many unobservable dimensions that can make it difficult to sort out the effect of housing supply from other factors. Instead of using this cross-sectional comparison, the impact of the housing supply can also be found by examining relative housing market dynamics within metropolitan areas over time. Therefore, I estimate a fixed-effects version of equation (3):
By including year and metropolitan area fixed effects in the regression, the effect of regulation is identified from deviations of construction and housing price growth from locationspecific and time-specific averages. Thus, the estimates will not be biased by omitted factors like geographic amenities that are constant over time.
Even with fixed effects in the regression, changes in the housing stock are likely to be correlated with the error term ε it. Therefore, I replace h it with a variable reflecting shocks to housing demand. To measure these shocks, I use annual changes in labor demand as predicted from the industrial composition of each metropolitan area (Bartik 1991) . The idea behind this strategy is that firms in the same industry face similar conditions in the product market, and thus are likely to have similar demands for workers, irrespective of geographic location. Assuming that every firm would like to hire workers at a rate equal to the change in employment in its industry, employment growth for each metropolitan area can be predicted as a weighted average of national industry growth rates, where the weights are determined by the industrial composition of the area.
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For example, predicted labor demand in areas with a large share of automobile manufacturing plants will be high when the automobile industry is hiring more workers 9 To ensure that these employment growth predictions are not related to local conditions, the calculation for each metropolitan area subtracts industry employment in that individual area from the national industry total. In other words, the shocks are based on industrial employment growth outside of the specific metropolitan area in question. I also subtract national employment growth from these adjusted industry growth rates so that an increase in aggregate demand will not lead to a change in predicted labor demand. Thus, these shocks reflect purely relative changes in the local demand for labor. See the Appendix for the exact formula used for calculating these shocks.
nationally relative to firms in other industries. Because employment in the construction industry is likely to be related to the amount of housing supply regulation in an area, I exclude the construction industry when calculating these labor demand shocks.
Through the migration of workers, an increase in labor demand should lead to an increase in the demand for housing, and therefore an increase in residential construction. However, if housing supply regulations limit new construction, this effect will be smaller in areas with a more inelastic housing supply. Similarly, the effect of an increase in labor demand on housing prices will be larger in places with more housing supply regulation. Therefore, I estimate a regression of annual changes in the logarithm of housing prices and the housing stock on the labor demand shocks and an interaction with the index of housing supply regulation.
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The first and fourth columns of Table 3 show the effect of a labor demand shock on annual changes in the housing stock and housing prices. On average, a 1 percent increase in labor demand is associated with a 0.25 percent increase in the housing stock and a 0.8 percent increase in housing prices. Consistent with the notion that regulations decrease the elasticity of housing supply, the interaction of the labor demand shocks with the index of housing supply regulation is negative for housing quantities and positive for housing price inflation. However, because housing is durable, the effect of an increase in housing demand is likely to be substantially different from the effect of a decrease in demand (Glaeser and Gyourko 2001) . To account for these differences, the regressions in the second column and fifth columns include a dummy variable indicating years when the labor demand shock predicts an absolute decline in local demand. This indicator is also interacted with both the labor demand shock and the demand•regulation interaction, so that housing market dynamics are allowed to differ completely in response to positive and negative shocks. In areas experiencing an increase in labor demand, the magnitude of the interaction between the labor demand shock and housing supply regulation becomes larger and more precisely estimated. 11 Whereas a 1 percent increase in demand would lead to a 0.35 percent increase in the housing stock in an area with an average amount of housing supply regulation, the effect of same demand shock would be 17 percent smaller in an area with a 1 standard deviation higher value of the housing supply regulation index. Thus, the regulations 10 Annual changes in the housing stock are calculated from information on the number of residential building permits issued in each county. See the Appendix for details. 11 The coefficients on the negative shock terms show that fall in labor demand has a large effect on housing prices and a smaller impact on the quantity of housing. This result is what would be expected if the housing supply is very inelastic in the downward direction.
represented by this index appear to have a significant damping effect on residential construction.
The magnitude of the effect on housing prices is also larger than previously estimated, although it is not significantly different from zero.
The third and sixth columns of the table further explore the dynamics of housing markets by controlling for the lagged dependent variable and an interaction of this lagged variable with housing supply regulation. 12 Consistent with other evidence on the dynamics of metropolitan area housing prices, housing price inflation displays a large degree of serial correlation (Capozza et al. 2002, Case and Shiller 1989) and so controlling for lagged housing price inflation allows
for a more precise estimation of the coefficients in the housing price regression. In this specification, the effect of a demand shock on housing price inflation is twice as large in a metropolitan area with a 1 standard deviation greater degree of housing supply regulation.
Taken all together, the results in this table demonstrate that this index of regulation reflects meaningful differences in the elasticity of housing supply across locations.
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Section 3: A Model of Housing and Labor Markets
Through their effect on construction and housing prices, constraints on the supply of housing will also impact local labor markets. In this section, I develop a simple framework to illustrate the connection between housing and labor markets. I begin with the basic model of regional labor markets from Blanchard and Katz (1992) and extend it to explicitly incorporate local housing markets. The model illustrates how the elasticity of housing supply influences the migration patterns of workers and consequently alters the effect of an increase in labor demand.
The economy is made up of a large number of metropolitan areas, each indexed by i. In each place, the marginal product of labor declines with the level of employment, so that the demand for labor is downward sloping:
The coefficient on a lagged dependent variable is biased in panel data models with fixed effects and serially correlated errors (Nerlove 1971) . However, this bias decreases as the time-series dimension of the panel increases, and analytic expressions derived by Nickell (1981) suggest that the bias in panels such as this one with 20 observations for each areas is small.
where w it is the wage and n it is employment in area i at time t. All variables are measured in logs and reflect deviations from the national average. The variable z it represents shifts in the labor demand curve, and is assumed to contain both a unit root and drift component:
The fixed city-specific factors in this equation capture any local characteristics that cause labor demand to differ systematically across locations. For example, each metropolitan areas produces a different combination of goods, and so we would expect the labor demand curves in each location to shift differentially as the relative demand for goods changes over time. These factors imply that cities are likely to grow systematically at different rates, a prediction that fits the patterns of local employment growth well during the post-WWII period (Blanchard and Katz 1992) . A shock to the relative productivity of an area is reflected in the idiosyncratic error
Because the position of the demand curve follows a random walk, the effects of all labor demand shocks are permanent.
The supply of labor in each area is determined by the size of the population. There is no adjustment through changes in hours or unemployment, meaning that the supply of labor in the short run is completely inelastic. Over time, workers respond to relative differences in wages and housing prices by moving between locations. Migration into an area increases with the relative level of wages ( it w ) and decreases with the relative level of housing prices ( it p ).
Migration also depends on fixed location-specific factors (
x ), such as weather, that cause some areas to be permanently more attractive than others.
Through the migration decision, the state of the housing market will impact equilibrium wages and employment. To model the housing market, I assume that everyone in the population works and that all workers must live in a separate house, so that housing demand, and therefore the equilibrium size of the housing stock, is equal to employment. On the supply side of the housing market, I use an expression similar to equation (1) where the size of the housing stock is equal to the size of the population:
As discussed in Section 2, the parameter θ i reflects the inverse of the elasticity of housing supply. A high value of θ i means that the housing supply is more inelastic, as a given increase 12 the size of the housing stock is translated into higher prices. The supply of housing is also allowed to depend on any fixed city-specific factors ( p i x ) factors that might create persistent differentials in average housing prices across locations.
To see the effect of an increase in labor demand on each of the variables in the model,
equations (5)- (7) can be re-written to express each variable as a function of its own previous values and the shocks:
The immediate impact of an increase in labor demand is an increase in wages as the demand curve shifts up by
ε . There is no change in employment or housing prices because migration only depends on lagged values of housing prices and wages.
14 In the next period, higher relative wages cause workers to migrate into the area. This increase in population creates additional demand for housing, and so housing prices rise as well. The response of housing prices depends on the elasticity of housing supply, as more inelastic areas (higher θ i ) experience a larger increase in housing prices. Limits on the housing supply also create an additional upward pressure on wages through a lagged effect of the demand shock. Because migration is a function of wages, the effect of the labor demand shock on employment depends on β. It is useful to note that after the second period, the ratio of the increase in housing prices to the increase in employment in response to a labor demand shock will be i i θ β βθ = . In the empirical analysis below, I will use the relative short-run behavior of these two variables to infer the value of θ i for metropolitan areas with different degrees of housing supply regulation.
The model shows that the housing supply impacts the labor market through housing prices and the resulting migration response. Higher values of θ i create more persistence in all 13 three variables, so that the effect of any shock takes longer to dissipate. 15 In the long run, migration continues until the ratio of wages to housing prices equals β γ . The long-run levels of employment, wages and housing prices in response to a 1-unit increase in labor demand are: These expressions reveal that the elasticity of housing supply has an impact on the longrun levels of all of the variables in the model. In response to a positive labor demand shock, areas with a less responsive housing supply will experience higher wages, higher housing prices, and a lower level of employment. Moreover, these equations emphasize that the effect of a labor demand shock is not determined by differences in average housing prices, but rather by the elasticity of housing supply. The average price in each location is a complex function of the city-specific factors, and thus differences in average prices will reflect differences local amenities and other aspects of both housing demand and supply. In contrast, the responses of wages, prices and employment to a demand shock are not influenced by amenities or other location-specific factors. Consequently, the dynamics of housing and labor markets in response to changes in labor demand will convey more information about differences in the elasticity of housing supply than simply comparing average price differentials across locations.
The model predicts that a labor demand shock can have a lasting impact on wages as long as housing prices are also permanently higher. In contrast, previous research has found that relative wages across local areas tend to converge over time (Barro and Sala-i-Martin 1991, Blanchard and Katz, 1992) . In the original model developed by Blanchard and Katz, firms 15 Throughout this analysis, I assume that 1
, so that the effects of a shock will die out over time. In a survey of estimates of the elasticity of labor demand, Hamermesh (1993) concludes that the aggregate elasticity of labor demand is in the range of -.15 to -.75, which implies that δ, the elasticity of wages with respect to labor supply, is between -.12 and -.6 (see pages 26-29). DiPasquale (1999) reviews the literature on the elasticity of housing supply and concludes that the aggregate housing supply is elastic: most estimates range between 1.5 and 5. Therefore θ, which is the inverse of the elasticity of housing supply, is likely to be less than 1 for the typical metropolitan area. The magnitudes of β and γ are more difficult to determine because they are related the parameters of an individual's utility function. 14 respond to relative wage differentials by relocating to areas with lower wages. After a positive labor demand shock shifts the labor demand curve upward, out-migration of firms creates downward shifts in labor demand until relative wages return to their initial equilibrium. The model presented here rules out this response because wage convergence would mean that relative housing prices must converge as well. Because the position of the housing supply curve is fixed, the only way that housing prices can return to their initial level is if the housing stock (and therefore the level of employment) returns to its initial level as well. Thus, relative wage convergence in this model would imply that an increase in labor demand can have no long-run effect.
To obtain lasting effects on the level of employment in combination with convergence in relative wages and housing prices, the model can be extended so that higher prices lead to entry in the construction industry. In other words, the position of the housing supply curve can be allowed to depend on the relative level of housing prices. In response to high housing prices, construction firms will enter the market causing the housing supply curve to shift out, so that the housing supply is more elastic in the long run than the short-run elasticity implied by θ i . In the long run, an increase in labor demand will have no effect on relative wages or housing prices, but the equilibrium levels of employment and the housing stock will be higher. Although this model has more realistic long-run predictions, I focus on the model without firm entry and exit in either the product or housing markets for simplicity. However, it should be kept in mind that the wage and price differentials predicted by this model are not likely to persist in the very long run.
Section 4: Estimating the Effect of the Housing Supply on Local Labor Markets
The model discussed in the previous section shows that the effect of an increase in labor demand depends on the elasticity of housing supply. To assess these predictions empirically, I trace out the effect of an increase in labor demand on metropolitan area housing and labor markets. As described in Section 2, I follow Bartik (1991) and calculate shocks to labor demand arising from differences in the industrial composition of metropolitan areas interacted with national shocks to industrial employment growth. To observe the effect of these shocks on employment, wages and housing prices, I estimate the following 3-variable Vector AutoRegression (VAR) based on the reduced-form expressions in equation 8: The initial effects of the labor demand shock on each of the three endogenous variables in the system are shown in Table 4 . The coefficient on the demand shock in the employment growth equation is 1.04, which implies that in the average metropolitan area, there is a strong relationship between increases in labor demand and increases in employment. This result is reassuring because it indicates that the method of calculating labor demand shocks yields accurate predictions of actual increases in labor demand. In the average metropolitan area, an increase in labor demand is also associated with higher wages, but only a small and insignificant change in housing prices.
The interaction terms in the second column show how housing supply regulations alter the responses of employment, wages and housing prices. In areas where the housing supply is more constrained, an increase in labor demand leads to higher housing prices. This effect is accompanied by a higher level of wages and a smaller increase in employment, which is a sign 16 I allow for only two lags of each variable because the time dimension of the panel is relatively short, extending for a total of 22 years. Adding a third lag does not change the results substantially, as the coefficients on the 3 rd lags are generally small and insignificantly different from zero. 16 that migration into these areas is constrained. The fourth row of the table shows the implied estimates of θ, the inverse of the elasticity of housing supply. As shown by the reduced-form equations 8(a) and 8(c), these estimates can be obtained by taking the ratio of the response of housing prices to a change in demand over the response of employment growth. The results are consistent with a lower elasticity in highly constrained areas, as a 1 standard deviation increase in the housing supply regulation index is associated with an estimate of θ that is twice as high.
However, the standard errors are large that the two estimates are not significantly different from one another.
To examine the long-run impact of housing supply regulations, Figure 5 shows the impulse response functions from the VAR. The solid lines show the response of each endogenous variable to a 1 percent increase in labor demand in an area at the 25 th percentile of the housing supply regulation index (equivalent to the index value of Denver, CO). I calculate these long-run effects by setting the response of each variable in the first period equal to the estimated coefficient shown in the first column of Table 4 plus the interaction term multiplied by the value of the index at the 25 th percentile (-.69). In the second period the labor demand shock is set equal to zero, but the endogenous variables continue to evolve due to the lagged effects of employment growth, wages and housing prices and the interactions of these lagged variables with the degree of housing supply regulation. While the VAR generates predictions for the levels of wages and housing prices directly, the employment growth prediction is converted to a level by assuming the logarithm of the initial level of employment is zero.
Initially, the shock leads to increases in employment and wages, with only a small change in housing prices. The level of employment rises for the next few years and then declines, converging to a long-run effect of about 1 percent after 15 years. Relative wages decline more gradually, taking about 25 years to return to their initial level. In the first few years following the employment shock, housing prices rise by about 1.8 percent. This increase is due to a positive effect of lagged employment growth on housing prices. Since the housing market is not perfectly elastic, the inflow of migration that was generated by the initial the demand shock creates excess housing demand, causing housing prices to rise. It is interesting to note that the effect of the demand shock is actually larger on housing prices than on wages, so that the real value of wages falls in the first few years following the shock. Another interesting result is that house prices fall below their initial level before converging to the long-run equilibrium. This dip is related to a strong degree of mean-reversion in the level of housing prices, which is captured by a negative coefficient estimate on second lag of housing prices in the house price equation.
As falling employment causes house prices to decline, high past values of house prices create an increasingly large drag on current prices. This force creates oscillation of prices as they converge back to their initial equilibrium level.
The dashed lines in the figure show the impulse response functions for an area at the 75 th percentile of the housing supply regulation index (equivalent to Newark, NJ). As predicted by the model, the demand shock has a smaller impact on employment and a larger impact on wages and housing prices. After the large, initial effect on housing prices, prices continue to rise for the next 4 years as labor migration increases the demand for housing. Wages are also higher and this increase persists for a long time. Finally, changes in employment are smaller in areas with an inelastic housing market, leading to a lower level of employment. The long-run impact of a 1 percent demand shock results in only a 0.9 percent increase in employment, instead of the 1 percent increase found in less constrained areas.
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The effects documented in this figure rely on the assumption that the labor demand shocks are uncorrelated with the error term in each of the three estimating equations. However, these estimates will be biased if the effect of a demand shock is smaller in places with more regulation for reasons other than housing supply constraints. For example, if places with a high degree of housing market regulation also have a stronger regulatory environment more generally, the negative impact of housing supply regulations on employment will be overstated. On the other hand, factors like weather might cause a labor demand shock to lead to a larger employment response in places where it is more pleasant to live. If this geographic amenity is correlated with a stronger degree of housing supply regulation, the estimated employment effects will be biased downward. A third source of concern is the age of the metropolitan area. If firms in older cities have a less productive capital stock, they will hire fewer workers than firms in the same industry that are located in newer cities. In this case, the measured demand shocks will overstate the actual amount of labor demand in older cities. If there are also more housing supply regulations in older cities, then the estimated effect of regulation will be biased.
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To address these issues, I re-estimate the VAR including interactions of observable measures of these omitted factors with the labor demand shock and with all of the endogenous variables in the model. These interactions allow the labor and housing market dynamics in each location to vary with each of the new control variables as well as by the degree of housing supply regulation. The four variables I consider are an index of the regulatory environment at the state level, the extent of unionization in the metropolitan area (also as a measure of regulation in the labor market), the logarithm of January temperature, and the age of the metropolitan area. 18 As before, I estimate the impulse response functions in response to a 1 percent increase in labor demand for metropolitan areas at the 25 th and 75 th percentiles of the distribution of housing supply regulations. Each control variable is normalized to have a mean of zero, so the effect of housing supply regulation can be interpreted as occurring at the mean of these other variables.
The long-run level of employment after 20 years is reported in the first two columns of Another source of concern is that the index of housing supply regulation might be correlated with geographic factors that make the supply of housing more inelastic in some locations relative to others. Therefore, the final two rows of Table 5 show the effect of controlling for interactions with two variables that proxy for the supply of land: the share of total area taken up by water, and the number of housing units per square kilometer in 1980.
Although these variables also appear to have a negative impact on employment, the estimated effect of regulation is unchanged. Therefore, the effects of regulation shown in Table 4 and Figure 5 do not appear to be driven by an unobserved correlation with other omitted factors.
So far, this analysis has focused on comparing the effects of housing supply regulation at two different values of the regulatory index. Because there is substantial heterogeneity in the elasticity of housing supply, is also useful to consider the entire range of the housing supply regulation index. To do so, I use the VAR results from Table 4 to calculate impulse response functions at each of the observed values of the index and examine the predicted level of employment after a 20-year period. The distribution of these values is shown in Figure 6 . The response to a 1 percent increase in labor demand in many of the metropolitan areas is close to 1 percent, which emphasizes that the housing supply in many locations is fairly elastic, at least in the long run. However, the distribution is skewed with a significant number of metropolitan areas in the left-hand tail. For example in New York, which was estimated to have the most inelastic housing supply, a 1 percent increase in labor demand leads to only a 0.65 percent increase in employment.
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In more than 10 percent of the metropolitan areas, the long-run employment response is less than 0.8 percent. These results show clearly that in some parts of the United States, employment growth can be severely limited by constraints on residential construction.
Section 5: Effects on Aggregate Output
The labor market dynamics described above demonstrate that employment growth is constrained in areas with high amounts of housing supply regulation. By preventing people from moving to areas where the marginal product of labor is highest, these regulations mean that labor will not be allocated efficiently across locations. To assess the magnitude of this effect, it is useful to consider an economy made up of two cities, each with the same downward-sloping demand for labor: it it it w a n ε = + . 21 A productivity shock that raises the demand curve in City A by d A w ε will cause people to move from City B to City A until real wages are equalized across locations. Because productivity is higher in City A, production will increase by more in City A than it falls in City B, and so aggregate output will grow. The magnitude of this increase is equal to the number of migrants times the difference in the marginal product of labor between the two 20 areas. Assuming that wages were initially equal in the two locations and that the demand curve has a constant slope w a N Δ = Δ , the aggregate gain from migration can be written as: 
], which is the point corresponding to equilibrium employment and wages after the productivity shock but before any migration has occurred. In a comprehensive survey of the literature, Hamermesh (1993) concludes that the aggregate elasticity of labor demand is in the range of -.15 to -.75. Because agglomeration effects may cause decreasing returns to set in at a slower rate in cities (Ciccone and Hall 1996, Glaeser and Mare 2001) , I consider an estimate at the high end of this range. In the case of two inputs to production, the elasticity of factor price for labor is equal to (1-s L ) 2 /η, where η is the elasticity of labor demand and s L is labor's share of income (see Hammermesh 1993, pages 26-29) . Assuming s L =.7 and η=-.75 yields an estimate of δ=-.12.
The results in the previous section suggest that in locations where housing supply constraints are less severe, a 1 percent productivity shock should lead to about a 1 percent increase in employment. Assuming that the typical metropolitan area has about 500,000 workers and an average wage of $30,000, 22 the increase in aggregate output generated by migration from City B to City A would be about $1.32 million. In contrast, metropolitan areas with a high degree of housing supply regulation experience only a 0.8 percent increase in employment in response to the same demand shock. In this case, aggregate output would only increase by about $1.08 million. Thus, housing supply constraints have the effect of lowering the gains from migration by about 18 percent in these locations. If housing supply restrictions were as severe as 22 These figures reflect the average value in 2000 across all of the metropolitan areas in my sample.
in New York, employment would only increase by 0.65 percent. This amount of migration would lead to an aggregate gain of only $0.9 million, which is 32 percent lower than it would be given the degree of regulation in the average metropolitan area.
Although stylized, this model highlights the role of labor migration as a means of adjustment to changes in local labor demand. Housing supply restrictions constrain these migration flows, leading to a lower level of total output. 23 Because land use regulations are established at the local level, they are usually designed to satisfy local constituents.
Consequently, the political economy of land-use regulations may encourage local policymakers to ignore the broader consequences of these regulations in favor of the perceived benefits to local residents.
Section 6: Conclusion
Housing supply regulations have a substantial impact on housing and labor market dynamics in metropolitan areas across the United States. By raising the marginal cost of construction, land use restrictions and other government regulations lower the elasticity of housing supply. Thus, these regulations change the geographic distribution of relative housing prices and alter the pattern of labor migration. As a result, employment growth is lower in places where the housing supply is more constrained.
Indeed, metropolitan areas with constrained housing markets respond differently to a labor demand shock than less restricted locations. Raising the degree of housing supply regulation by one standard deviation results in 17 percent less residential construction and twice as large growth in housing prices in response to an increase in labor demand. Moreover, housing supply regulations have a lasting effect on metropolitan area employment. In the long run, an increase in labor demand results in 20 percent less employment in metropolitan areas with a low elasticity of housing supply. These results demonstrate that the interaction between the housing supply and local labor markets is an important determinant of regional patterns of employment growth.
As places with a large degree of regulation experience rising housing prices, these restrictions may also have an impact on the composition of the population within metropolitan areas. Because young people and minorities have a higher propensity to move (U.S. Census
Bureau 2004), areas with many housing supply constraints may end up with a smaller fraction of people in these groups. Furthermore, high housing prices may mean that only rich people can afford to move into an area and that poorer people are forced out, leading to higher income inequality within the area (Gyourko, Mayer and Sinai 2004) . As housing prices influence the types of people who live in a location, changes in the availability of workers with different levels of skills may also lead to changes in the industrial composition of local firms.
Although this paper has focused on their negative consequences, policies that restrict the expansion of the housing supply are not without benefits. By enforcing quality standards for residential housing units and reducing the negative externalities associated with crowding and undesirable land uses, these regulations can make some local residents better off. A large literature has examined both the positive and negative effects of housing supply restrictions on housing markets. However, the implications of these policies for local labor markets have been largely overlooked. The results in this paper show that the costs of housing supply regulations will be underestimated if the effects on the labor market are not taken into account. Therefore, a complete discussion of land use policy should include, not only the impact on housing markets, but the implications for labor markets and employment growth as well. Note. The index of housing supply regulation is calculated by combining information from each of the sources listed in Table 1 . The index is scaled to have a mean of 0, and a standard deviation of 1 and is increasing in the degree of regulation. See the Appendix for details. Note. Each column shows the coefficients from a separate OLS regression where the dependent variable is changes in the housing stock (left panel) or changes in housing prices (right panel). A negative shock is defined as a demand shock <0. Regulation is the combined index of housing supply regulation described in the text. Standard errors are in parentheses and are clustered by state. ** denotes significance at the 5% level and * denotes significance at the 10% level. Chi 2 test that θ is equal across areas 2.14 (.14)
Note. Cells in the top three rows show the coefficients on the labor demand shock from the VAR described in the text, with standard errors in parentheses (clustered by state). Regressions are estimated using annual data from 1980 to 2002 and include time and MSA fixed effects. In the first column, θ is calculated as the ratio of the third row to the first row. The second column shows the ratio of the sum of the base effect and interaction term in the third row to the same sum in the first row. The final row shows the Chi 2 statistic testing that the two estimates of θ are equal, with pvalue in parentheses. ** denotes significance at the 5% level and * denotes significance at the 10% level. Note. Each cell shows the level of employment after 20 years in response to a 1 percent increase in labor demand. Each row is from a separate VAR as described in the text. In each VAR, both the index of housing supply regulation and the control variable named in the row are fully interacted with the labor demand shock and all lagged endogenous variables. Impulse response functions are calculated at the 25 th and 75 th percentiles of housing supply regulation, and then at the 25 th and 75 th percentiles of the control variable named in each row. Variable definitions can be found in the Appendix. .09
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. 15 37 survey was conducted in 1983-84. The responses for each city are aggregated to metropolitan areas using 1990 land area as weights. 5. National Register of Historic Places (NRHP). The NRHP maintains a comprehensive database of all properties of historic significance in the United States that are listed in the National Register. The database includes historic buildings, sites, districts, structures, and objects and has information on the location, size, date of certification, and other characteristics of each property. I calculate the total amount of land area in each metropolitan area taken up by a historic district or site. 25 Because the information on lot size is generally missing for other types of places, I separately add up the total number of buildings and structures that are not in a district or site. Then, I create a measure of historic preservation equal to the average of the number of buildings and structures per square mile and the fraction land in the metropolitan area that is a part of a historic district or site. 6. American Institute of Planners (AIP, American Institute of Planners, 1976) . In 1976, the AIP conducted a study of they types of land use planning activity undertaken by each of the 50 states. I create an index based on the presence or absence of eight different policies with the potential to restrict residential construction: comprehensive land use planning, coastal zone management plans, wetlands management regulations, floodplain management, designation of some "critical" locations as requiring state involvement for development, legislation regulating the location and development of new towns, requirements for developers to file environmental impact statements, and regulations preempting local regulations for "developments of greater than local impact." A state is assigned a value of 1 for each type of policy it uses, and the final score for each state is the sum over all eight policies. For metropolitan areas that extend into multiple states, I use a weighted average of the state scores where the weights are determined by the fraction of land that extends into each state.
The comprehensive index of housing supply regulation is a simple average of each of the six surveys described above. Because the geographic areas covered by the first four surveys are different, I impute missing values for each survey from observed values of the other surveys. For each metropolitan area, I use the largest number of other surveys possible to impute any missing values. I start with an OLS regression of one survey on the remaining 5 and use the estimated coefficients to predict missing values. Then I exclude one of the surveys from the regression and repeat the prediction. Since the second regression is based on a fewer number of independent variables, it will require fewer variables to be non-missing. Therefore, it will be based on a larger number of observations and will make predictions for a broader set of metropolitan areas. I repeat this approach, dropping one dependent variable at a time and then pairs of dependent variables at a time, and so on until all missing values of an index are imputed. To illustrate the degree of correlation between each of the surveys, Appendix Table 1 shows the bivariate correlation between each pair of surveys and the number of metropolitan areas that they have in common. Because the NRHP index displays a low correlation with all of the other measures, I do not use it in any of the imputation equations. After all missing values are imputed, I rescale each index to have a mean of zero and a standard deviation of one. The final index of supply regulation is a simple average of these six components. Although the imputation strategy has the potential to predict missing values for all 318 metropolitan areas in the United States, I limit the analysis to areas with at least 2 non-imputed values among the Wharton, RCG, ICMA and FAUI surveys. The final index covers a total of 82 metropolitan areas and the complete ranking is shown in Appendix Table 2 .
An alternative method of combining these six surveys would be to extract a common component using factor analysis. This strategy yields a component with an eigenvalue of 2.9 and positive factor loadings on all six surveys. The factor gives about equal weight to each of the four land-use surveys, and a bit less to the index of historic preservation and the state-wide regulations. 26 Computing an index of regulation this way yields similar results to using the simple average.
In the text, I discuss four specific types of housing supply regulation that are also derived from the six surveys described above. The measures of state regulation and historic preservation are simply equal to the AIP and NRHP surveys, respectively. The index of building permit restrictions is based on the answers to three specific questions in the Wharton survey: the average number of months it takes for subdivision or re-zoning permits to be approved, the fraction of permit applications approved, and the importance of building permits in growth management. The answers to these questions are scaled to have a mean of zero and standard deviation of 1, and the index of permit regulation is an average of the three. The index of growth controls is derived from both the Wharton and FAUI surveys. From the Wharton survey, I use a qualitative rating of the importance of each of the following factors as growth management techniques: population limits, zoning and other ordinances, and building permits. These responses are rated from 1 (not important) to 5 (very important). Because the question from the FAUI survey is also related to growth controls and the same rating was used in both surveys, the growth control index is equal to an average of the two measures in metropolitan areas where both are present, and equal to the value of a single measure in areas where only one of the two are available.
Other Variables
Wherever possible, all variables are calculated to reflect the 1999 Census definitions of Primary Metropolitan Statistical Areas and New England County Metropolitan Areas. Population, employment, the housing stock, and housing permits are all aggregated from county-level data according to these definitions.
Housing stock: Annual values of the housing stock are predicted from data on building permits for residential construction and the following stock-flow equation:
Stock it = Stock it-1 + Permits it -Adjustment factor it This formula assumes that all residential building permits result in a completed housing unit within a year after they are issued. The methodology used by the Census Bureau is similar, although they assume that the time from permit to completion is only 6 months. Permits as defined as the sum of all residential permits in an area, including both single-family and multifamily units. I begin with the size of the housing stock from the 1980 Census and calculate decadal adjustment factors so that the 1990 and 2000 values predicted by the stock-flow equation match the Census counts. This adjustment will reflect metropolitan area and decade-specific housing loss, as well as any factors that prevent a building permit from leading to a completed housing unit. Estimates of the housing stock in 2001 and 2002 are taken directly from countylevel estimates provided by the Census Bureau's Population Estimates.
Housing prices: The average housing price for each metropolitan area is based on a repeat sales price index published by the Office of Federal Housing Enterprise Oversight. This index uses data on the sales prices of individual homes and calculates price changes from homes that are sold multiple times. Because the index is based on repeated observations of the same home, changes in the quality of the housing stock over time will only impact the index when houses are renovated or depreciate significantly. The index is published on a quarterly basis, so I create an annual index that is equal to the average of the four quarters in each year. I re-base each index to be equal to the median housing value reported in the 1990 Census. Then, these values are translated into real terms by dividing by the PCE chain-price index. The indexes are published based on the 1999 Census definition of PMSAs. For PMSAs in New England, I assign the housing price index from the closest possible PMSA to each NECMA.
Employment:
Employment is defined as total nonfarm employment in each metropolitan area, and is aggregated from county-level data from the Census Bureau's County Business Patterns.
Wages: Wages are calculated as total wage and salary disbursements divided by the number full-time equivalent employees as reported by the Bureau of Economic Analysis. Real values are calculated using the PCE chain-price index.
Unionization: I calculate the average share of unionized workers in each metropolitan area using the Merged Outgoing Rotation Groups of the Current Population Survey. The unionization rate is defined as the number of union members as a fraction of total employment. I exclude the construction industry in order to avoid any issues concerning the effect of union wages on construction costs. In order to improve the precision of the estimates, I calculate the unionization rate by pooling all years from 1986 to 2002.
State Regulatory Index:
This index is taken from a state-level study on economic freedom conducted by Byers, McCormick and Yandle (1999) at Clemson University. They create an index of the general regulatory environment in a state using 23 separate measures of labor and school choice regulation, workers compensation, environmental legislation, and regulations in the trucking, insurance, and public utility industries. Most measures pertain to the late 1990s, and no direct measure of housing market regulation is included. Higher values of the index correspond to a stronger degree of regulation.
Metropolitan Area Age: I classify locations by the decade in which they became a metropolitan area, defined as having a central-city population greater than 50,000 and a total area population greater than 100,000. This information is reported in Bogue (1953 1900-1910 10% 1910-1920 12% 1920-1930 10% 1930-1940 9% 1940-1950 11% 1950-present 17% Labor demand shocks: Following Bartik (1991) , I predict changes in employment growth based on the industrial composition of each metropolitan area and national industrial growth. In each location, the predicted growth in labor demand is a weighted average of national industry growth rates, where the weights are equal to the share of an industry's employment relative to total metropolitan area employment. To be specific, the formula I use is:
The formula above shows that the industry employment growth rates are adjusted to (1) exclude local employment growth when calculating industry employment growth rates and (2) express industry employment growth relative to national employment growth. Employment in each metropolitan area is defined at the 2-digit SIC level using data from the County Business Patterns and aggregated to the metropolitan level using 1999 PMSA and NECMA definitions.
For the years 1998-2002, I define industries using 3-digit NAICS. Because the definition of an establishment changes over time in the County Business Patterns data, I use data from the Bureau of Labor Statistics to calculate national industry employment growth rates. I omit the construction industry because changes in construction industry employment are likely to be related to housing supply regulation, and I omit agricultural employment because the BLS does not report employment in these industries.
Low-demand metropolitan areas:
In order to identify metropolitan areas with a relatively low degree of housing demand during the past two decades, I use information on population growth and housing price appreciation from 1960 to 1980. To be specific, an area is defined as having low housing demand if it experienced an average annual rate of population growth of less than 1.1 percent and relative housing price growth of less than 0.4 percent from . These values correspond to about the lowest 35 th percentile of the population growth and price growth distributions. Housing prices are measured using the median value of single-family homes from 
