Abstract. We investigate the computational power of the new counting class ModP which generalizes the classes ModpP, p prime. We show that ModP is polynomialtime truth-table equivalent in power to #P and that ModP is contained in the class AmpMP. As a consequence, the classes PP, ModP, and AmpMP are ali Turing equivalent, and thus AmpMP and ModP are not low for MP unless the counting hierarchy collapses to MP. Furthermore, we show that every set in C=P is reducible to some set in ModP via a random many-one reduction that uses only logarithmically many random bits. Hence, ModP and AmpMP are not closed under polynomial-time conjunctive reductions unless the counting hierarchy collapses.
Introduction
The study of counting classes has been a major research stream in structural complexity theory since Gill [G] introduced the probabilistic class PP (for formal definitions see the next section). Simon [Si] characterized PP as a counting (more precisely, threshold) class, and Wagner [W] generalized PP to the classes of the counting hierarchy CH by introducing the counting operator G. As a variant of the operator C; Wagner defined the exact counting operator C=, leading to the interesting class C=P. Later, Tor~in [Tor] * The work of the second author was done in part while visiting the Fakultat fiir Informatik, Universit~it Ulm.
gave a characterization of the counting hierarchy in terms of an oracle hierarchy, and he observed that C=P is a subclass of GP = PP.
Another important counting class is @P introduced by Papadimitriou and Zachos 1 [PZ] as a "moderate version of the counting idea." Membership in a @P set is decided by the parity of the number of accepting paths of a polynomial-time nondeterministic machine. By considering arbitrary (but constant) moduli, @P was subsequently generalized to the classes Mod~P, k _> 2 [CH] , [HI, [BG] . The class @P plays a key role in Toda's recent result [Tod] that the polynomial-time hierarchy PH is contained in PPP, whose proof proceeds in two steps, namely PH __c BPP *e and PP~P _c pPP. By the definitions of C=P, PP, and ModkP, k _> 2, it is clear that every set in these counting classes can be decided in polynomial time by asking one query to an oracle from Valiant's function class #P [V] . Moreover, in order to decide for a set A from PP or ~P whether a given input x belongs to A it suffices to know one single bit in the binary representation of fA (x) for a suitable #P function fA. It follows from Toda's proof of the inclusion PP*P _ PPP that this is even true for every set A in PP~P. The computational power provided by looking at a single bit of a #P function is exactly captured by the class MP introduced 2 by Green et al. [GKR+] .
As mentioned above, ~P, PP, PP@P, and thus the polynomial-time hierarchy are subclasses of MP. Furthermore, it is proved in [GKR +] that the classes ModkP, k > 2, are also contained in MP, and that many subclasses of MP, as, for example, PH, BPP ~P, and the classes ModkP, k _> 2, are even low for MP. The key to the lowness of any oracle set A in these classes is provided by an "amplified" middle bit representation of A. That is, it can be accomplished that there are as many zeros as desired around the deciding bit.
More specifically, there is a two-place #P function fA such that fA (X, 0 m) has m zeros to the left and to the right of the bit that decides membership of x in A. The connection of this notion of amplification to lowness properties for MP was formalized in [GKR +] by showing that a constant number of queries to an AmpMP oracle does not increase the power of MP, where AmpMP is the class that contains exactly the languages in MP which allow such an amplified representation. Consequently, any subclass C of AmpMP which is closed under polynomial-time conjunctive and disjunctive reducibilities is low for MP and for AmpMP [GKR+] .
The present work is motivated by the questions whether AmpMP itself is low for MP and whether the closure condition above is essential for C being low for ME To answer these questions (under commonly believed complexity theoretic assumptions), we introduce the counting class ModP as a generalization of the classes ModpP, p prime. Instead of being a constant, the prime modulus p that is used to decide a ModP language can vary with the input. It is only assumed that the unary representation 0 p of p is computable in polynomial time. We show that ModP is as computationally powerful as #P by proving that any #P function can be computed in polynomial time by making one round of parallel queries to an oracle set from ModP. This result implies that ModP oracles are able to provide MP with tile full power of polynomial-time counting, i.e., MP M~ = MP #P. Hence, unlike the classes ModpP, their generalization ModP is not low for MP unless the counting hierarchy collapses to MP.
In the light of this result it is very surprising that the containment of ModkP in AmpMP carries over to ModP. In fact, combining the two results, it follows that the polynomial-time truth-table closures of ModP, AmpMP, and MP coincide. This coincidence reveals that access to an AmpMP oracle (even when restricted to nonadaptive queries) provides MP with the full oracle power of polynomial-time counting, i.e., MpAmpMP _ Mp#p, and thus the lowness of AmpMP for MP would imply the collapse of ~tt the counting hierarchy. This contrasts with the partial lowness result [GKR +] mentioned above that a constant number of oracle queries to AmpMP does not suffice to increase the power of MP, i.e., MP AmpMP[~ = MP.
The paper is organized as follows. In Section 2 we fix notation and give basic definitions. The results mentioned above are proved in Section 3. Finally, in Section 4 we investigate the question whether the classes ModP and AmpMP are closed under various reducibilities. We show that every set in C=P is randomly many-one reducible to some set in ModP via a reduction that uses only logarithmically many random bits. Since the containment of C=P in AmpMP implies the collapse of the counting hierarchy [GKR+] , it follows that ModP and AmpMP are not closed under the random many-one reducibility (which lies in strength between the polynomial-time many-one and conjunctive reducibilities) unless CH collapses. Furthermore, we give natural characterizations of the polynorriial-time conjunctive closure of ModP.
Preliminaries and Notation
The languages considered here are over the alphabet E = {0, 1 }. The length of a string x c E* is denoted by Ix I. We make use of a polynomial-time computable pairing function (., .): E* x E* ~ ~* that has inverses also computable in polynomial time. Such a pairing function can be extended in a standard way to encode arbitrary sequences (xl ..... x~) of strings into a string (Xl ..... xk). Where intent is clear we write f(xl ..... xk) in place of f((Xl ..... Xk)). For a set A, IIAII denotes its cardinality. The characteristic function of a set A is denoted by XA. The set of integers is denoted by Z, and the set {0, 1, 2 .... } of nonnegative integers is denoted by A/'. For integers k, m, where m > 2, we denote by k mod m the uniquely determined integer l 6 {0, 1 ..... m -1} such that 1 ---k (mod m). Further, unless otherwise specified, we denote the ith smallest prime number by Pi that is, Pl = 2, p2 = 3 .... are the prime numbers in increasing order.
We assume that the reader is familiar with (nondeterministic, polynomial-time bounded, oracle) Turing machines and complexity classes (see [BDG] and [Scl] ). The class of functions computable by a deterministic polynomial-time Turing transducer is denoted by FP. The reducibilities discussed in this paper are the standard polynomial-time reducibilities defined by Ladner et al. [LLS] , and the following randomized many-one reducibility.
Definition 2.1 see [AM] , [VV] , [CKR] , and [Sc2] . A set A is co-rp many-onereducible to a set B (A <~-rp B) if a function f 6 FP and a polynomial q exist such that, for all strings x,
Here, the string w is chosen uniformly at random from the set ~]q(lxl).
Let <~ be any reducibility. Then the reduction class {A [ 3B 6 C: A <,~ B} of all sets that are <~-reducible to some set in C is denoted by pC [BK] , [AHOW] . Furthermore, let 79 be an oracle class and let C be a relativizable complexity class. Then the class of all sets (or functions) computable by a machine M of type C by asking on every computation path one round of parallel queries (at most k adaptive queries) to an oracle from 79 is denoted by C~ (resp. C79 [k] ).
For completeness, we briefly recall the definitions for the language classes ModkP, k _> 2, MP, AmpMP, and for the function classes #P and GapP. #P was introduced by Valiant [V] That is, a string x is in the language if and only if there is a one at position g(x) in the binary representation of f(x). An important subclass of MP that plays a crucial role in the proofs that PH and the classes ModkP, k > 2, are low for MP is the class AmpMP. Intuitively, an MP language is in AmpMP if it can be achieved that there are many zeros around the deciding bit in the binary representation of the corresponding #P function value. Formally, a language L is in AmpMP [GKR +] if there is a function g E FP and a #P function f such that, for every x c ~* and every m > 0, nonnegative integers a and b exist such that b < 2 g(x'0~) and 
\~(x) /

Relations Among ModP, #P, and AmpMP
In this section we show thatevery #P function can be computed in polynomial time by asking one round of parallel queries to an oracle from ModP. Further, it turns out that ModP is a subclass of AmpMP. Hence, the polynomial-time truth-table closures of ModP, AmpMP, and MP coincide, and thus the counting hierarchy would collapse to MP if AmpMP or ModP were low for MP. We start by formally introducing the class ModP which plays a crucial role in proving our results. such that, for all strings x, 9 g(x) = 0 p for some prime p, and 9 x ~ L r f(x) ~ 0 (modp).
In the next proposition we list some basic properties of the class ModP. By Fermat's theorem, since Ig(x)l is prime, it holds, for all x e Z*, that
Thus, letting/~(x) = h(x) + (Ig(x)l -1), it follows that A e ModP.
(iii) Let #SAT [V] be the well-known #P complete function that for any Boolean formula (encoded by the string) x determines the number #SAT(x) of satisfying assignments for x. As an example of a many-one complete set in ModP we define the language
Observe that by the prime number theorem, Pi = O(i log i). Hence, the value of the ith prime pi is polynomially bounded in i, and thus the unary encoding 0p, of Pi can be computed in polynomial time from 0 i and vice versa.
Using part (ii), it is straightforward to show that ModP is closed under join
It is an open problem whether the classes ModkP, k composite, are also contained in ModP. This would follow if ModP were closed under the polynomial-time bounded truthtable reducibility. By the proof of parts (ii) and (iii) of the previous proposition, ModP can be characterized as the class of all languages A such that XA (X) can be represented as the remainder f(x) mod Pi(x) for some #P function f and a polynomially bounded function i e FP. We make use of this characterization for ModP later.
In the following theorem we prove that every #P function can be computed in polynomial time by asking one round of parallel queries to a ModP oracle set. This result indicates that ModP seems to be substantially stronger than its subclasses ModpP, p prime 9 _ ITP M~ Theorem 3.3. #p c --tt 9
Proof Let f be a function in #P and let q be a polynomial such that, for all strings x, where p~ + k = 0 (mod 2re+l), 2mbk2t/y < 2 t-l, and 2mhke < 2 s+zm+l = U -1.
[] It is easy tO see that h is in #P. Furthermore, since qm (z) = z m -1, we have [] Since AmpMP and ModP are Turing equivalent, Corollary 3.7 also holds for the class ModP instead of AmpMP. Thus, the MP-lowness of the classes ModkP, k _> 2, cannot be extended to the generalized MOD-class ModP unless the counting hierarchy collapses. A further consequence of (the proof of) Corollary 3.7 is that AmpMP is not closed under truth-table reductions unless CH collapses. We further investigate the closure properties of ModP and AmpMP in the next section.
Extensions of ModP
In this section we investigate the closure of ModP under various reducibilities. We first show that C=P is contained in the closure of ModP under the polynomial-time conjunctive reducibility. In fact, every set in C=P is even co-rp many-one reducible to some ModP set via a reduction function that uses only logarithmically many random bits. Moreover, the error probability of the reduction can be made polynomially small, i.e., less than 1/p(Ixl) for an arbitrary polynomial p. Once more, we make use of the Chinese remainder theorem (see also [Sa] and [Sc2] ). where the string w is chosen uniformly at random from E ~176 Ixl)
Proof. Let A = {x I f (x) = g (x) } for a #P function f and an FP function g: I~* --+ N'. Define h to be the function h (x, w) = (x, 0 i+t ), where i is the integer in {0, 1 ..... 2 Iwl -1 } which has the binary representation given by w, and define the set
which is easily seen to be in ModP. Let r be a polynomial such that f(x), g(x) < 2 r(Ixl) for all strings x, and let l(n) ~ O(logn) be a function such that r(n) 9 p(n) < 2 l(n~. By the Chinese remainder theorem, it holds that
Now it follows that
provided that the string w is chosen uniformly at random from the set ]~l(Ixl).
[] A co-rp many-one reduction that uses only logarithmically many random bits is obviously a special kind of conjunctive reduction, and therefore we have the following corollary. [] By Corollary 4.3, the question of whether the polynomial-time conjunctive closure of ModP is contained in AmpMP is closely related to the structure of the counting hierarchy. This motivates us to investigate that closure further and to give natural characterizations for it. As a first step, we show that the class ModP remains unchanged if we use polynomially bounded prime powers as moduli. For the proof we need the following fact which is a consequence of Kummer's theorem and which was used in [BG] to show that ModpkP = ModpP for every prime p and all k > 2. Proof Let g 6 GapP and f 6 FP as stated in the theorem, and let i(x), e(x) be FP functions such that [f(x) [ : (Pi(x) ) e(x). Without limitation of generali~ we can assume that g(x) is nonnegative for all x E E*. (This can be achieved, for example, by adding to
