Abstract. The growing usage of statistical shape analysis in medical imaging calls for effective methods for highly accurate shape correspondence. This paper presents a novel landmark-based method to correspond a set of 2D shape instances in a nonrigid fashion. Different from prior methods, the proposed method combines three important factors in measuring the shape-correspondence error: landmark-correspondence error, shape-representation error, and shape-representation compactness. In this method, these three important factors are explicitly handled by the landmark sliding, insertion, and deletion operations, respectively. The proposed method is tested on several sets of structural shape instances extracted from medical images. We also conduct an empirical study to compare the developed method to the popular Minimum Description Length method.
Introduction
Most anatomical structures posses a unique shape, which plays a critical role in modern medical image analysis. Statistical shape analysis (SSA) [2, 5, 8 ] is a very powerful tool for identifying and representing the underlying shape information of a certain structure. Particulary, SSA can construct a statistical shape model, usually from a set of individual shape instances, to describe the deformation space of the underlying shape. In 2D cases, each shape instance is in the form of a continuous curve. For convenience, we refer to this ground-truth continuous form of a shape instance as a shape contour.
Many researchers [6, 3] have pointed out that the accuracy of the shape correspondence greatly affects the accuracy of SSA. In addition, most current SSA methods operate on a set of sparsely sampled landmarks along the shape contours. Therefore, our goal of shape correspondence is to find a way to locate a small set of corresponded landmarks along each shape instance. As in most SSA methods, landmarks discussed in this paper refer to a set of sampled points along the shape instances and may not coincide with anatomically critical points.
For the landmark-based shape correspondence, the following three important factors are critical in order to correctly model the shape-correspondence error: landmark-correspondence error, representation error, and representation compactness. In general, a small shape-correspondence error implies a small landmark-correspondence error, a small representation error, and a high representation compactness. Landmark-correspondence error should be small because we use it as an approximation of the underlying shape-correspondence error. This is a factor that has been widely considered in most prior shape-correspondence methods [4, 1, 6] . Small representation error is also important because the above approximation is accurate only when the sampled landmarks well represent the underlying shape contour. High representation compactness means that the landmark sampling should be as sparse as possible, which is desired in most SSA methods. Clearly, small representation error and high representation compactness are contradictory and require a balance.
With a set of roughly-corresponded landmarks, Bookstein [3] presents an algorithm to move these landmarks along the tangent directions of the shape contour to achieve a minimum landmark correspondence error that is defined by the thin-plate bending energy. However, the resultant landmarks may not be located on the underlying shape contour and, therefore, the representation error may be large. Wang, Kubota, and Richardson [11] address this problem by adding a step of projecting the landmarks back to the shape contour. This, however, is still not sufficient to achieve small representation error. Representation compactness is not considered in either of these two methods. Minimum Description Length (MDL) [6] is arguably the state-of-the-art method for landmark-based shape correspondence. The shape-correspondence error in MDL is measured by the required bit-length to transmit these shape instances. Genetic algorithms are usually used to locate the optimal landmarks in MDL. Recent efforts have been made to incorporate the factor of representation error into MDL [10, 9] .
In this paper, we develop a new method to explicitly consider the three factors listed above. More specifically, the proposed method combines three operations: landmark sliding, landmark insertion, and landmark deletion, which explicitly address the above three factors, respectively.
Problem Formulation
In this paper, we consider 2D shape correspondence, i.e., each shape instance is in the form of a shape contour, which can be open or closed. For simplification, we describe the shape-correspondence algorithm based on closed-curve shape instances, which can be easily extended to deal with open-curve shapes. Denote the given set of closed-curve shape instances to be S = {S 1 , S 2 , . . . , S n }. Each shape instance S i is in the form of an arc-length parameterized curve
where L i is the perimeter of S i and t i is the traversed curve length from s i (0) to s i (t i ). The goal of the landmark-based shape correspondence is to identify the same number m landmarks s i (t i1 ), s i (t i2 ), . . . , s i (t im ) along each shape instance S i such that for any k, the n landmarks s i (t ik ), i = 1, 2, . . . , n, are corresponded across these n shape instances. For brevity, we denote v ik = s i (t ik ) as a landmark and V i = {v i1 , v i2 , . . . , v im } to be the sampled landmark set along S i . For convenience, we further assume that the m landmarks in V i are sampled sequentially along S i , as shown in Fig. 1(a) .
As mentioned above, we need to define the measures for landmarkcorrespondence error, representation error, and representation compactness to fully model the underlying shape-correspondence error. For representation compactness, the measure is simply the number of landmarks m, i.e., we desire the number m to be as small as possible. The representation error measures the error of using these m landmarks to represent the underlying shape contour. As shown in Fig. 1(a) , let R(V i , S i ) be the total discrepancy area (shown as dark gray regions) between the underlying shape contour S i and the polygon formed by sequentially connecting the m landmarks in V i for shape instance i. We define representation error as where R(S i ) indicates the area enclosed by the shape contour S i . The normalization keeps this measure invariant to the shape size.
Thin-plate models [7] have been widely used for biological shape analysis for its capability of describing nonrigid shape deformations [2] . In this paper, we use the thin-plate bending energy to model the landmark-correspondence error. Specifically, we calculate the mean shape V T = 1 n n i=1 V i as the template and the landmark-correspondence error from V q is defined as the thin-plate bending energy [7] from V T to V q , i.e.,
where x q and y q are columnized vectors of x-and y-coordinates of landmarks in V q , and M T is the bending matrix calculated from V T [7] . One important property of the thin-plate bending energy is its invariance to affine transforms. The total landmark-based correspondence error can thus be defined as
. . , n are continually updated in our algorithm, the template shape also needs to update accordingly.
Combining these three factors, we define the shape-correspondence problem as identifying a set of m landmarks V i from the shape contours
where is a preset allowed representation error; (c) m, the number of landmarks in V i , is minimized given condition (b) is satisfied. In the next section, we develop an algorithm to achieve these goals.
Algorithm
To solve the problem formulated in Section 2, we propose an algorithm that combines three operations: landmark sliding, landmark insertion, and landmark deletion. To start the algorithm, we perform a landmark initialization that aims to find an initial estimate of V i , i = 1, 2, . . . , n. There are many ways to achieve an initial rough landmark-based correspondence, like those successfully used for shape recognition and retrieval [4, 1] . In this paper, we use the initialization method in [11] : uniformly sampling each shape instance into the same number of landmarks and then finding the matching across them by minimizing the thin-plate bending energy.
Landmark Sliding
In the landmark sliding, we slide the landmarks in V q along the shape contour S q so that the landmark-correspondence error with the template landmark set V T is minimized. The sliding operation consists of two steps: sliding and projection. In the sliding step, all the landmarks in V q are moved along the tangent directions of S q so that the resultant landmarks V q have the minimal landmarkcorrespondence error β(V T → V q ). Let r qk be the unit tangent direction at the landmark v qk , then we have
where v qk is the k-th landmark after sliding and γ qk is the sliding distance which we want to find. Note that v qk is usually not located on the shape contour S q . In the projection step, the landmarks v qk , k = 1, 2, . . . , m are projected back to S q to construct a new version of V q along S q . This projection is achieved by updating the arc-length parameters for all landmarks:
One important problem here is to preserve the shape topology, i.e., no landmark is allowed to move across its neighbors along the underlying shape contour. Therefore, we have the constraint on the sliding distance γ qk , k = 1, 2, . . . , m,
The (m+1)-th landmark is the same as the first landmark and a|b is the modulus operation; (t q,k+1 − t q,k )|L q represents the traversed distance v q,k to v q,k+1 . From these, we can see that the sliding distance γ qk , k = 1, 2, . . . , m, should minimize the landmark-correspondence error β(V T → V q ), subject to the linear constraints of Eqs. (1) and (3). This is a classical quadratic-programming problem that can be effectively solved.
Landmark Insertion and Deletion
Both the landmark-initialization and the landmark-sliding operations have no guarantee that the obtained landmark set V q can represent the shape contour S q within the allowed representation error . We address this problem by a landmark-insertion operation: If the shape-representation error α(V q , S q ) is larger than the allowed threshold , we simply insert an additional landmark point at s q (0.5 · (t qk + t q,k+1 )), i.e., halfway between v qk and v q,k+1 , which contributes most to the total representation error. To keep the correspondence across shape instances, we insert an additional landmark along each of other shape instances, including the template, i.e., inserting landmark s i (0.5 · (t ik + t i,k+1 )) for each shape S i . We repeat this landmark-insertion operation until all the shape instances are represented within the allowed error threshold .
Landmark deletion is the inverse process of landmark insertion that is used to improve the representation compactness and avoid the over-sampling of the shape instances. The basic idea is to delete k-th landmark from all the n shape instances (including the template), if the remaining landmarks can still represent all these n-shape instances within the allowed error threshold . In practice, we in fact set a larger allowed threshold H for landmark insertion and a lower threshold L for landmark deletion to reduce oscillation of the iterations and improve algorithm speed. Combining all the operations, the proposed shapecorrespondence algorithm can be summarized as: 
Landmark deletion End
The stop condition of this algorithm is the convergence of all three operations, i.e., |γ ik | = 0 and L < α(V i , S i ) < H , ∀i, k. In practice, we stop the algorithm when all |γ ik |'s are sufficiently small.
Experiments
We implement the proposed method in Matlab and test it on five data sets extracted from medical images. These five data sets are: (D1) 120 corpus callosum shape instances; (D2) 24 metacarpal shape instances [10] ; (D3) 50 cardiac shape instances; (D4) 50 kidney shape instances; and (D5) 32 femur shape instances [10] , as shown in Fig. 1(b) . Among them, D1 and D2 have closed-curve shapes, D3, D4, and D5 have open-curve shapes. For comparison, we choose the MDL implementation (also in Matlab) by Thodberg [9] and, in all experiments, MDL was run with 8 active nodes optimized over 40 passes. We test MDL on each data set with three settings where the number of landmarks along each shape instance is set to 16, 32, and 64, respectively. The proposed method is also run with three settings where the allowed representation error is set to match the average representation errors E(α) from the respective MDL runs ( L = E(α) − std(α),
With similar representation error, we compare several other error/accuracy measures for MDL and the proposed method.
While it is very difficult to have an objective and comprehensive evaluation of the shape-correspondence performance, some quantitative measures have been developed in recent years. In this experiment, we compare the following measures: (a) E(β) and std(β): the mean and standard deviation of the thin-plate bending energy between the template and all the shape instances according to the identified landmarks; (b) λ 1 , λ 2 , and λ 3 : the three principal eigenvalues of the covariance matrix of V i , i = 1, 2, . . . , n. In calculating the covariance matrix, the Procrustes analysis [2] is applied to normalize the size and orientation of all the shape instances. (c) m: the number of landmarks sampled in each shape instance, and (d) the total CPU time used for processing each data set, based on the specific implementations. In general, with a similar representation error, a good shape correspondence is expected to have small E(β), λ 1 , λ 2 , λ 3 , and m. For conserving space, we only show the experimental results on D1 and D4 in Tables 1 and 2 . Figure 1(c) shows the identified landmarks along several sample shape instances. We can see that, given similar representation error, the proposed method produces much smaller mean bending energy E(β) than MDL. This is reasonable since minimizing the bending energy is one of our explicit goals. An interesting result is that, in all the experiments, the proposed method produces a correspondence with λ 1 , λ 2 , and λ 3 that are comparable to MDL (see Table 1 ), because minimizing the eigenvalues of the covariance matrix is a goal of MDL but not of the proposed method. In addition, we found that the proposed method usually runs faster than MDL, especially when the number of the shape instances increases, as in the bottom graph of Fig. 1(c) . For the representation compactness, we found MDL and the proposed method sample each shape instance with similar numbers of landmarks given a similar representation error as in the top graph of Fig. 1(c) . However, in the MDL implementation, m, the number of landmarks, is predetermined and kept unchanged in the algorithm, while in the proposed method, m is automatically determined by landmark insertion and deletion. We observed similar results on D2, D3, and D5.
Conclusion
In this paper, we developed a new landmark-based method for nonrigid shape correspondence, a prerequisite of accurate statistical shape analysis (SSA). This method considers three important factors in modelling the shape-correspondence error: landmark-correspondence error, representation error, and representation compactness. These three factors are explicitly handled by the landmark sliding, insertion, and deletion operations, respectively. The performance of the proposed method was evaluated on five shape-data sets that are extracted from medical images and the results were quantitatively compared with an implementation of the MDL method. We found that, within a similar allowed representation error, the proposed method has a performance that is comparable to or better than MDL in terms of (a) average bending energy, (b) principal variances in SSA, (c) representation compactness, and (d) algorithm speed.
