The Moving Finite Element method for the solution of time-dependent partial di erential equations is a numerical solution scheme which allows the automatic adaption of the nite element approximation space with time, through the use of mesh relocation (r-re nement). This paper analyses the asymptotic behaviour of the method for large times when it is applied to the solution of a class of self-adjoint parabolic equations in an arbitrary number of space dimensions. It is shown that asymptotically the method will produce solutions which converge to a xed mesh and it is proved that such a mesh allows an optimal approximation of the slowest decaying eigenvalue and eigenfunction for the problem. Hence it is demonstrated that the Moving Finite Element method can yield an optimal solution to such parabolic problems for large times.
Introduction
The Moving Finite Element (MFE) method for the solution of time-dependent partial di erential equations, is a spatial semi-discretization in which the nite element mesh itself is an unknown of the problem, as well as the representation of the solution on that mesh ( 5, 11, 12] ). As time proceeds, the mesh evolves, so that it should always permit an accurate representation of the solution.
Due to the highly nonlinear nature of this algorithm, for which the nite element subspace being used is itself time-dependent, it is quite di cult to analyze many of the features that are well understood for more conventional nite element techniques. Nevertheless, in 2] it is shown that the Moving Finite Element mesh is able to follow characteristics when applied to hyperbolic problems and in 7] it is shown that, for certain parabolic p.d.e.'s, the MFE mesh evolves so as to allow an optimum approximation of the steady solution of the di erential equation over all free-knot spline representations. This last result, which was rst suggested by Miller ( 12] ), only yields information about steady solutions however and tells us nothing about how they may evolve. In this paper we take a step towards analyzing the temporal properties of the MFE solutions to problems of a parabolic nature. We do this through the study of a simple model problem, and, in the rst instance, by limiting our investigation to the asymptotic behaviour for large times.
Consider the equation @u @t (x; t) = @ @x i (p ij (x) @u @x j (x; t)) ? q(x)u(x; t) 8x 2 < D and t 2 (0; T] ; (1.1) where D is any positive integer (but is typically 1, 2 or 3), T 0 and the summation convention for repeated su ces has been applied. Also, we assume that the matrix P(x), whose entries are p ij (x), is symmetric and positive de nite and that each p ij (x) 2 C 1; ( ); q 2 C 0; ( ); and q 0 for all x 2 (where 2 (0; 1)). Finally we will assume for simplicity that the boundary @ is piecewise a ne, convex and satis es the homogeneous Dirichlet boundary condition u(x; t)j @ = 0 8t 2 (0; T] : (1.2) Although this problem has the unique steady solution u 0, given any initial condition, u(x; 0), which is not identically zero on , u(x; t) will never reach this steady state for any nite T. To study the asymptotic behaviour of the solution we consider the closely related eigenvalue problem @ @x i (p ij (x) @u @x j (x)) ? q(x)u(x) = ? u(x) ; u(x)j @ = 0 ; (1.3) since ifû(x) is a solution of this problem then u(x; t) = e ? tû (x) is a solution of (1.1). In particular, the solution of (1.3) with the smallest eigenvalue, 1 say, is of special interest since this represents the slowest decaying mode in the solution of the original problem (1.1). (Note that the above restrictions on P and q ensure that all of the eigenvalues, , are positive.)
The theory for the standard Galerkin nite element solution of (1.1) and (1.3) is well known (see 17] for example). In particular, all of the eigenvalues of (1.3) are approximated from above by the nite element method. In this paper we will make use of this fact to prove that the Moving Finite Element method allows an optimum approximation to the fundamental eigenvalue 1 over all variations in the nite element mesh. This in turn implies that the MFE solution of (1.1) is also optimal for large T in the sense that it gives an optimal approximation to the fundamental mode in terms of its rate of decay, a feature that was hypothesised in 6].
The Moving Finite Element Method
In this section we give a brief outline of the Moving Finite Element method and how it may be used to solve the linear evolution equation (1.1) along with its associated boundary conditions (1.2).
We develop all of the theory in this paper for an arbitrary number of dimensions, D, although readers may prefer to concentrate on the case D = 2, for example, where the nite elements are triangular and the domain is polygonal (the case D = 1 simpli es things even further of course). Also, further details of the method, and its implementations, may be found in 2, 5, 18] for example.
In order to proceed it will be helpful to introduce some notation. It is possible to discretize into a set of non-overlapping simplexes which can be uniquely speci ed as a mesh M = (s; C), where s = (s 1 ; :::; s N ; s N+1 ; :::; s N+B )
is an ordered set of the position vectors of the vertices of the mesh (N interior points and B points on the boundary), and C is a list of all of the edges. The MFE method seeks to approximate u(x; t), the solution of (1.1), by a time-dependent piecewise linear function, u h say, de ned on a mesh of simplexes M(t) = (s(t); C) covering the spatial domain . As has been indicated, this mesh is allowed to deform smoothly in time by allowing the positions of the internal knot points, s 1 (t); :::; s N (t), to be timedependent. Their connectivity C remains xed however. Because C is kept xed throughout we will generally refer to a mesh M(t) = (s(t); C) only by the ordered set s(t) for notational convenience. Given this, and using (1.2), we can write our approximation u h in the form u h (x; t) = N X m=1 a m (t) m (x; s(t)) ; (2.2) where m is the usual continuous piecewise linear \hat" basis function on the mesh s(t):
m (s n (t); s(t)) = mn ; m = 1; :::; N ; n = 1; :::; N + B :
In order to determine this approximation to u(x; t) we need to nd values for the unknowns a 1 (t); s 1 (t); :::; a N (t); s N (t). The Moving Finite Element method does this by producing a weak or variational form of (1.1) for which the trial solution u h takes the form of (2.2) Proof See 8] .
In view of the above lemma, it should be noted that the second of these sets of equations is not properly de ned for a piecewise linear function u h (x; t), even in a distributional sense. To overcome this di culty it is necessary to express these equations in a formally equivalent form which is well- The sets of equations (2.9) and (2.10) are referred to as the Moving Finite Element equations. They form a system of ordinary di erential equations which may be written in the form A(y)_ y = g(y) ; Proof See 19] . (The proof given is for the case D = 2 but generalizes to arbitrary dimensions.)
When the matrix A(y) in this system is singular due to u h having a continuous directional derivative at a knot point, the MFE solution will be described as \degenerate". Otherwise it will be said to be \non-degenerate", in which case A(y) is strictly positive de nite. The di culties associated with degeneracy along with the possibility of the area of one or more of the elements in the mesh becoming non-positive as the knot points evolve are often cited as two of the major drawbacks of the MFE method. One approach to overcoming these di culties is to in uence the nodal motion by using penalty terms in equations (2.9) and (2.10). This is the approach of Miller et al, 5, 11, 12] , and Mueller and Carey 13] for example. However, much of the work of Baines et al, 1, 2, 3, 4, 9, 19] , suggests that the use of such penalties may not always be necessary. Throughout this paper we analyze the method described above, without penalty terms. This may be justi ed not only by the fact that the method often works well without them, but also because gaining a clear understanding of underlying method will contribute to the understanding of its numerous variants (see 2]), and perhaps also lead to the derivation of new ones.
Large-Time Solutions of the Moving Finite Element Equations
In this section we demonstrate that the MFE method can produce optimal grids for the solution of eigenvalue problems of the form ( for all s in some neighbourhood of s . That is, the Moving Finite Element method can produce a (locally) optimal mesh for approximating the fundamental solution of equation (1.3) and hence for the large-time solution of (1.1) as well.
In order to prove this we rst establish two intermediate results which are expressed as lemmas 3.1 and 3.2 below. The second of these will be of direct use to us, whilst the rst (which is proved in 7]) is only necessary to break up the proof of lemma 3.2. where there are N(n) elements which have node n as a vertex and these have been ordered as E(n; 1) through to E(n; N(n)), with E(n;r) representing each of these elements for r from 1 to N(n). We can now perform a change of variables so that takes every point in to a unique point in E(n;r) (where the vertices of E(n;r) are denoted as the points s (n;r) 0 ; :::; s (n;r) D and the^ k functions are linear basis functions on the standard simplex N(a ; s)M ?1 (s)g 1 (a ; s) = ?N(a ; s)M ?1 (s)(K(s) +M(s) The above theorem reveals an important property of any stationary meshes that may be produced by the Moving Finite Element method and we will see in the next section that typical MFE solutions do indeed have such meshes as stable attractors. However it is not su cient merely to show that such solutions minimize the value of h 1 (s) (and therefore the asymptotic rate of decay of solutions to (1.1) for large times): we would really like to demonstrate that the error, j 1 ? h 1 (s)j, is minimized.
Fortunately this result follows easily from the above theorem. In this section we illustrate the main result of the paper with the aid of two numerical studies;
both for the two-dimensional case, D = 2 (see 6] for a number of one-dimensional experiments). We emphasize that these experiments are for the purpose of veri cation only and we do not suggest that the MFE algorithm, in the form analyzed here, is the most practical form of adaptivity for these linear examples.
The test problems that we consider are @u @t = r 2 u; = (0; 1) (0; 1); uj @ = 0 ; Table 1 lists the positions of the node points in this stationary mesh which, according to the results of the previous section should be an optimal mesh for approximating the di usion rate of the asymptotic solution. To verify that this is indeed the case we make use of the NAG library ( 14] ) optimization routine E04JAF and the symmetric generalized eigenvalue routine F02ADF. With the aid of these subroutines it is easy to demonstrate that this stationary mesh is indeed a local minimizer of h 1 (s), the dominant eigenvalue of the matrix M ?1 (s)K(s), over all local variations in s. (Note that for this example p ij = ij in the de nition ofK and q = 0 in the de nition ofM, which means thatM is zero: see (3.6) .) It is also possible to verify that the dominant eigenvalue of M ?1 (s)K(s), corresponding to this optimal mesh, and the large-time di usion rate of the MFE solution, also on this mesh, are identical, taking the value of 20:393364 (to 6 decimal places). We now move on to the numerical solution of the second problem, (4.2). First however, observe that if we apply separation of variables to this equation, so as to represent u(x; t) by X 1 (x 1 )X 2 ( In particular, the dominant eigenvalue is 4:89666938 (to 8 decimal places) and hence the asymptotic di usion rate of the solution to the two-dimensional problem, (4.2), is equal to twice this value: 9:97333876 (to 8 decimal places). Again we may solve the problem using the MFE method on a grid with 64 elements and 41 nodes, starting with the same uniform mesh and the same initial data as for the previous example. Figure 2 shows the evolution of this nite element mesh, at times 0:1, 0:2 and 10:0 (bottom right), by which time the mesh is stationary. The nal column of table 1 lists the positions of the nodes in this stationary mesh. Again it is possible to use the NAG library routines to verify that this mesh is also a local minimizer of h 1 (s), where now h 1 (s) is the dominant eigenvalue of M ?1 (s)(K(s)+M(s)) with p ij = 1 2 ij and q = e x 1 + e x 2 in the de nitions ofK andM, (3.6).
In both of the above cases we have demonstrated that when the MFE solution tends to a stationary mesh we get an optimal eigenvalue estimate as predicted. Unfortunately however it is not always the case that the mesh evolves to a stationary position without di culty. Consider, for example, solving the rst of the problems again, this time using the regular initial mesh in gure 3 which contains 256 elements and 145 nodes (again we take the interpolant of sin ( x 1 ) sin ( x 2 ) as the initial data.) As the solution evolves, the nodes move in such a way that some of them run into each other in nite time, causing some elements to shrink to zero area, as seen in the second mesh of gure 3 (corresponding to the time 0:0006). This is one of the main drawbacks of the MFE method as analyzed here, however more practical implementations are possible { using penalty functions to keep nodes apart (as in 12] for example); or else removing nodes from the mesh altogether when appropriate (as in 10]).
To nish this section we note that the reason for the di culty with obtaining a stationary mesh in the last example is that the initial mesh was not close enough to the optimal mesh. To see this, we can consider the topologically equivalent initial mesh shown in gure 4 (left) which is obtained by performing a uniform h-re nement of the stationary mesh in gure 1. We now see that there does exist an MFE solution with a stationary 145 node mesh which can be found provided the initial mesh is su ciently close to it. This nal mesh also yields an optimal approximation to the eigenvalue 2 2 .
Discussion
In this paper we have shown that for the linear parabolic equation (1.1) the Moving Finite Element method is capable of producing an optimal mesh in the sense that the large-time solution will decay at the best possible rate compared to the exact asymptotic solution. This corresponds to obtaining the optimal mesh on which to approximate the smallest eigenvalue for equation (1.3) . Although the theory and numerical examples have been presented here only for the special case of homogeneous Dirichlet boundary conditions of the form (1.2) , the results are not restricted just to this special case, with extensions to xed Neumann boundaries being quite straightforward for example. Also, it is worth noting that the results of this paper complement those presented in 7] which deals with equation (1.1) but with a positive source term present on the right-hand-side. In that paper it is shown that the MFE method can give optimal steady-state solutions, and here we have made the rst step towards understanding the temporal properties of the method for parabolic problems.
There are a number of limitations to the theory presented here which are yet to be addressed. For example, no account is taken of the fact that numerical quadrature is used in the practical implementation of the MFE method. Also, it would be useful to extend the results here to take into account the use of penalty functions of the sort proposed by Miller ( 12] ), which are designed to prevent elements from shrinking to zero as can be observed in gure 3. The most important extensions however will be to deal with wider problem classes, such as nonlinear parabolic equations or systems, and to better understand the behaviour of the mesh during the initial transients, rather than just for large times.
A nal observation that is worth making is that whilst the optimal solutions computed in section 4 have been calculated extremely accurately, to 8 decimal places, from a practical point of view there is no need to require the mesh locations to such high accuracy (especially if numerical quadrature is being used). The node points evolve very quickly to within a very small distance of their nal position and so it is likely that for most purposes the conventional Galerkin solution will give a perfectly satisfactory \pseudo-optimal" solution if it is employed after taking a relatively small number of time-steps with the MFE algorithm (which is a lot more expensive than the Galerkin algorithm) in order to evolve the mesh to an almost optimal state. 
