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Abstract
We present a search for the standard model Higgs boson production in association with a W
boson in proton-antiproton collisions (pp¯→W±H → ℓνbb¯) at a center of mass energy of 1.96 TeV.
The search employs data collected with the CDF II detector which correspond to an integrated
luminosity of approximately 2.7 fb−1. We recorded this data with two kinds of triggers. The first
kind required high-pT charged leptons and the second required both missing transverse energy
and jets. The search selects events consistent with a signature of a single lepton (e±/µ±), missing
transverse energy, and two jets. Jets corresponding to bottom quarks are identified with a secondary
vertex tagging method and a jet probability tagging method. Kinematic information is fed in an
artificial neural network to improve discrimination between signal and background. The search
finds that both the observed number of events and the neural network output distributions are
consistent with the standard model background expectations, and sets 95% confidence level upper
limits on the production cross section times branching ratio. The limits are expressed as a ratio
to the standard model production rate. The limits range from 3.6 (4.3 expected) to 61.1 (43.2
expected) for Higgs masses from 100 to 150 GeV/c2, respectively.
PACS numbers: 13.85.Rm, 14.80.Bn
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I. INTRODUCTION
Standard electroweak theory predicts the existence of a single fundamental scalar particle,
the Higgs boson, which arises as a result of spontaneous electroweak symmetry breaking [1].
The Higgs boson is the only fundamental standard model particle which has not been exper-
imentally observed. Direct searches at LEP2 and the Tevatron have yielded constraints on
the Higgs boson mass. LEP2 data exclude a Higgs boson with mH < 114.4GeV/c
2 at 95%
confidence level (C.L.). Recently, the Tevatron has excluded at 95% C.L. the mass range
154 < mH < 175GeV/c
2 [2]. In addition, recent global fits to electroweak data yielded a
one-sided 95% confidence level upper limit of 158 GeV/c2 [3]. If the experimental lower limit
of 114.4GeV/c2 is included in the fit, then the upper limit raises to 185 GeV/c2.
The Higgs boson branching ratios depend on the particle’s mass. If the Higgs boson has
a low mass (mH < 135GeV/c
2), it decays mostly to bb¯ [4]. If the Higgs boson has a high
mass (mH > 135GeV/c
2), then it preferentially decays to W+W−.
Higgs boson production in association with a W boson (WH) is the most sensitive low-
mass search channel at the Tevatron. WH production is more sensitive than ZH production
because it has a larger cross section. It is more sensitive than direct Higgs production
gg → H → bb¯ because it has a smaller QCD background.
Searches for WH → ℓνbb¯ at √s = 1.96TeV have been recently reported by CDF us-
ing 1.9 fb−1 [5], and D0 using 1 fb−1 [6] and 5.4 fb−1 [6]. The CDF analysis looked for
WH production in charged-lepton-triggered events. It improved on prior results by employ-
ing a combination of different jet flavor identification algorithms [7]. Flavor identification
algorithms distinguish between jets that are induced by light partons (u, d, s, g) and jets
containing the debris of heavy quarks (b, c). The analysis also introduced multivariate tech-
niques that use several kinematic variables to distinguish signal from background. The
analysis set upper limits on the Higgs boson production rate, defined as the cross section
times branching ratio σ · B for mass hypotheses ranging from 110 to 150GeV/c2. The rate
was constrained to be less than 1.0 pb at 95% C.L. for mH = 110 and less than 1.2 pb
for 150GeV/c2. This corresponds to a limit of 7.5 to 102 times the standard model cross
section. More recently, CDF has produced a search with 2.7 fb−1 of data that combines
both neural network and matrix element techniques [8]. The search we present here is an
ingredient in the most recent combination.
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The new search for WH → ℓνbb¯ reported here builds on the previous CDF result by
adding more data and introducing new analysis techniques for identifying W candidate
events that have been recorded using triggers involving missing transverse energy /ET and
jets. We use 2.7 fb−1 of data in our search, which is an increase of nearly 50% over the
prior search. Our analysis uses both events recorded with a charged-lepton trigger and
events recorded by a trigger that selects missing transverse energy /ET and two jets. The
missing transverse energy vector is the negative of the vector sum of calorimeter tower
energy deposits in the event. It is corrected for the transverse momentum of any muons in
the event. /ET is the magnitude of the missing transverse energy vector. Missing transverse
energy suggests that a neutrino from a W decay was present in an event. We identify W
candidates in /ET + jet events using looser charged-lepton identification requirements that
recover muons that fell into gaps in the muon system. We show that including these events
significantly increases the search sample and that these new events have a purity that is
comparable to the samples using charged-lepton triggers samples.
We describe the analysis as follows: in Section II we describe the CDF II detector. We
explain the event selection criteria in Sec. III, focusing especially on the identification of loose
muons. In Sec. IIID we discuss the b-tagging algorithms. We estimate contributions from the
standard model (SM) backgrounds and show the results in Sec. IV. In Sec. V, we estimate our
signal acceptance and systematic uncertainties. Sec. VI describes the multivariate technique
that we use to enhance our discrimination of signal from backgrounds. We report our
measured limits in Sec. VII and interpret the result in Sec. VIII.
II. CDF II DETECTOR
The CDF II detector [9] geometry is described using a cylindrical coordinate system. The
z-axis follows the proton direction, the azimuthal angle is φ, and the polar angle θ is usually
expressed through the pseudorapidity η = − ln(tan(θ/2)). The detector is approximately
symmetric in η and about the z axis. The transverse energy is defined as ET = E sin θ and
transverse momentum as pT = p sin θ.
Charged particles are tracked by a system of silicon microstrip detectors and a large open
cell drift chamber in the region |η| ≤ 2.0 and |η| ≤ 1.0, respectively. The open cell drift
chamber is called the central outer tracker (COT). The tracking detectors are immersed
9
in a 1.4T solenoidal magnetic field aligned coaxially with the incoming beams, allowing
measurement of charged particle momentum.
The transverse momentum resolution is measured to be δpT/pT ≈ 0.1% · pT (GeV) for
the combined tracking system. The track impact parameter d0 is the distance from the
event vertex to the track’s closest approach in the transverse plane. It has a resolution of
σ(d0) ≈ 40µm of which 30 µm is due to the size of the beam spot.
Outside of the tracking systems and the solenoid, segmented calorimeters with projective
tower geometry are used to reconstruct electromagnetic and hadronic showers [10–12] over
the pseudorapidity range |η| < 3.6. A transverse energy is measured in each calorimeter
tower where θ is calculated using the measured z position of the event vertex and the tower
location.
Small contiguous groups of calorimeter towers with energy deposits are identified and
summed together into an energy cluster. Jets are identified by summing energies deposited
in electromagnetic (EM) and hadronic calorimeter (HAD) towers that fall within a cone
of radius ∆R =
√
(∆φ2 +∆η2) ≤ 0.4 units around a high-ET seed cluster [13]. Jet en-
ergies are corrected for calorimeter non-linearity, losses in the gaps between towers and
multiple primary interactions [14]. Electron candidates are identified in the central electro-
magnetic calorimeter (CEM) as isolated, electromagnetic clusters that match a track in the
pseudorapidity range |η| < 1.1. The electron transverse energy is reconstructed from the
electromagnetic cluster with a precision σ(ET )/ET = 13.5%/
√
ET /(GeV)⊕ 2% [10].
This analysis uses three separate muon detectors and the gaps in between the detectors to
identify muon candidates. After at least five hadronic interaction lengths in the calorimeter,
the muons encounter the first set of four layers of planar drift chambers (CMU). After passing
through another 60 cm of steel, the muons reach an additional four layers of planar drift
chambers (CMP). Muons require pT > 1.4GeV/c to reach the CMU [15] and an pT > 2.0
GeV/c to reach the CMP [16]. Muon candidates are then identified as tracks that extrapolate
to line segments or “stubs” in one of the muon detectors. A track that is linked to both
CMU and CMP stubs is called a CMUP muon. These two systems cover the same central
pseudorapidity region with |η| ≤ 0.6. Muons that exit the calorimeters at 0.6 ≤ |η| ≤ 1.0
are detected by the CMX system of four drift layers and are called CMX muons. Tracks
that point to a gap in the CMX or CMUP muon system are called isolated track muon
candidates.
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The CDF trigger system is a three-level filter, with tracking information available even
at the first level [17]. Events used in this analysis have passed either the electron trigger,
the muon trigger, or the missing transverse energy /ET trigger selection. The lepton trig-
ger selection is identical to the selection used in [5]. The first stage of the central electron
trigger requires a track with pT > 8 GeV/c pointing to a tower with ET > 8 GeV and
EHAD/EEM < 0.125, where EHAD is the hadronic calorimeter energy and EEM is the elec-
tromagnetic calorimeter energy. The first stage of the muon trigger requires a track with
pT > 4 GeV/c (CMUP) or 8 GeV/c (CMX) pointing to a muon stub. For lepton trig-
gers, a complete lepton reconstruction is performed online in the final trigger stage, where
we require ET > 18 GeV/c
2 for central electrons (CEM), and pT > 18GeV/c for muons
(CMUP,CMX).
The /ET plus two jets trigger has been previously used in the V (= W,Z)H → /ET +bb¯
Higgs search [18] and offers a chance to reconstruct WH events that did not fire the high-pT
lepton trigger. The trigger’s requirements are two jets and missing transverse energy. The
two jets must have ET > 10 GeV, and one must be in the central region |η| < 0.9. The
missing transverse energy calculation that is used in the trigger, ErawT/ , assumes that primary
vertex of the event is at the center of the detector and does not correct for muons. The
trigger requires ErawT/ > 35 GeV. Sections III and V discuss the implications of these trigger
requirements on the event selection and trigger efficiency.
III. EVENT SELECTION
The observable final state from WH production and decay consists of a high-pT lepton,
missing transverse energy, and two jets. This section provides an overview of how we re-
construct and identify each part of the WH decay, focusing especially on isolated track
reconstruction, which is new for this result. Additional details on the event reconstruction
can be found in Ref. [5].
A. Lepton Identification
We use several different lepton identification algorithms in order to include events from
multiple trigger paths. Each algorithm requires a single high-pT (> 20 GeV/c), isolated
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charged lepton consistent with leptonic W boson decay. We employ the same electron
and muon identification algorithms as the CDF W cross section measurement [19] and
the prior CDF WH search [5]. We classify the leptons according to the sub-detector that
recorded them: CEM electrons, CMUP muons, and CMX muons. We supplement the lepton
identification with an additional category called “isolated tracks”. An isolated track event
is required to have a single, energetic track that is isolated from other track activity in
the event and that has not been reconstructed as an electron or a muon using the other
algorithms mentioned above.
The isolated track selection is designed to complement the trigger muon selection in that
it finds muons that did not leave hits in the muon chambers, and therefore, could not have
fired the muon trigger. Figure 1 shows how isolated track events increase overall muon
coverage. The isolated track events are concentrated in the regions where there is no other
muon coverage. Including isolated track events increases the acceptance by 25% relative to
the acceptance of charged-lepton triggers.
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FIG. 1: (Left) Angular distribution of WH Monte Carlo muon triggered events. Note the cracks
between CMUP chambers and the gap between the CMUP and CMX. (Right) Isolated track events
recover high-pT muons that fall in the muon chamber gaps.
We identify isolated tracks based on criteria used in the top lepton plus track cross section
measurement [20]. Table I outlines the specific isolated track selection criteria. The track
isolation variable quantifies the amount of track activity near the lepton candidate. It is
12
Variable Cut
pT > 20 GeV/c
|z0| < 60 cm
|d0| < 0.02 cm
|d0| (no Si hits) < 0.2 cm
track isolation > 0.9
Axial COT hits ≥ 24
Stereo COT Hits ≥ 20
Num Si Hits (only if num expected hits ≥ 3) ≥ 3
TABLE I: Isolated track identification requirements. In the table, d0 is the track impact parameter,
d0 (no Si Hits) is the impact parameter for tracks that have no silicon tracker hits, z0 is position
along the direction of the beamline of the closest approach of the track to the beamline, and the
Axial and Stereo hits are on tracks the open cell drift chamber (COT). We define track isolation










pT (trk) is the sum of the pT of tracks that meet the requirements in Table II. Using
this definition, a track with no surrounding activity has an isolation of 1.0. We require track
isolation to be > 0.9.
We veto events with an identified charged lepton that fires the trigger (CEM, CMUP,
CMX) in order to ensure that the data sets are disjoint. In addition, we veto events with
two or more isolated tracks or a single isolated track that falls inside the cone of a jet (∆R <
0.4), as these events are unlikely to have come from W → µν decay.
B. Jet Selection
WH signal events have two high-ET jets from the H → bb¯ decays. We define recon-
structed jets using a cone of ∆R < 0.4, where ∆R =
√
∆φ2 +∆η2. We require jets to have
ET > 20 GeV and |η| < 2.0. The η cut ensures that the jets are within the fiducial volume
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Variable Cut
pT > 0.5 GeV/c
∆R(trk, candidate) < 0.4
∆Z(trk, candidate) < 5 cm
Number of COT axial hits > 20
Number of COT stereo hits > 10
TABLE II: Requirements for tracks included in track isolation calculation.
Trigger Sample Jet Selection
Charged Leptons
ET > 20 GeV
|η| < 2.0
/ET + Jets
ET > 25 GeV
|η| < 2.0
At least one jet |η| < 0.9
∆R > 1.0
TABLE III: Jet selection criteria for events in our different trigger samples.
of the silicon detector. The jet energies are corrected to account for variations in calorimeter
response in η, calorimeter non-linearity, and energy from additional interactions in the same
bunch crossing. Monte Carlo simulations (MC) show that about 60% of WH events passing
our selections result in two-jet events. The remainder is split evenly between events with
one or three jets. Events with one or three jets have a worse signal-to-background ratio than
those with two jets due to contamination from background processes such as W+jets and
tt¯, respectively. We limit our search for WH → ℓνbb¯ to events with W + exactly two jets.
For events collected on the /ET + jets trigger, we require the jets to have an ET > 25 GeV
to ensure that they are above the trigger threshold. One of the two jets must be in the
central region |η| < 0.9 to match the requirements of the trigger. In addition, because
the trigger has a low efficiency for jets that are close together, we require the jets to be
well-separated (∆R > 1.0).
Table III summarizes the jet selection criteria for events in each trigger sample.
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In calculating event kinematics we find it useful to consider loose jets that have either
somewhat smaller ET than our cuts or have high-ET but are further forward than our
standard jets. We call these jets “loose jets”. We do not use them directly in our event
selection, but we do use them in calculating kinematic variables. We define loose jets to
be jets with ET > 12 GeV in the region |η| < 2.0, and ET > 20 GeV in the region
2.0 < |η| < 2.4.
C. Missing Transverse Energy
The presence of a neutrino from the W decay is inferred from the presence of a significant
amount of missing transverse energy. The missing transverse energy vector is the negative
of the vector sum of all calorimeter tower energy deposits with |η| < 3.6. The /ET is the
magnitude of the missing ET vector. We correct the energy of jets in the event [14] and
propagate the corrections to the /ET . We also account for the momentum of any high pT
muons. When we calculate /ET , we use z-position of the primary vertex to get the correct ET
for each calorimeter tower. Some events have more than one vertex. In this case, We use the
sum of the transverse momentum of the tracks associated with each vertex to distinguish
between the vertexes. The primary vertex is the one with the highest sum of the track
transverse momentum. We then require /ET to exceed 20 GeV.
D. b-jet identification
Both of the jets in WH events originate from H → bb¯ decays. Many backgrounds have
jets that come from light-flavor partons (u, d, c, s, g), such as W + jets and QCD. Jets from
b quarks can be distinguished from light-flavor jets by looking for the decay of long-lived
B hadrons. We use the same b-jet identification strategy as the previous WH search [5].
We employ two separate algorithms to identify B hadrons. The secondary vertex tagging
algorithm [21] takes tracks within a jet and attempts to reconstruct a secondary vertex. If a
vertex is found and it is significantly displaced from the primary vertex, the jet is identified,
or tagged, as a b jet. The Jet Probability algorithm [22] also uses tracking information inside
of jets to identify B decays. Instead of requiring a secondary vertex, the algorithm looks
at the distribution of impact parameters for tracks inside a jet. If the jet has a significant
15
number of large impact parameter tracks, then it is tagged as a b-jet. Jet probability tags
have a lower purity than secondary vertex tags.
E. Lepton + Jets Selection
After identifying the final state objects in the event, we purify the sample with quality
cuts. We fit a subset of well-measured tracks coming from the beamline to determine the
event’s primary vertex. The longitudinal coordinate z0 of the lepton track’s point of closest
approach to the beamline must be within 5 cm of the primary vertex to ensure that the
lepton and the jets come from the same hard interaction. We reduce backgrounds from Z
boson decays by vetoing events where the invariant mass of the lepton and a second track
with pT > 10GeV/c falls in the Z-boson mass window 76 < mℓ−trk < 106GeV/c
2.
We use the b-jet tagging strategy developed in the previous WH search [5]. We require
at least one jet to be b-tagged with the secondary vertex algorithm, and then we divide our
sample into three exclusive categories of varying purity. Events with two secondary vertex
tagged jets have the highest purity, followed by events with one secondary vertex tagged jet
and one jet probability tagged jet. In the lowest purity events, there is only one secondary
vertex tagged jet.
We further purify the sample with exactly one secondary vertex tagged jet by using
kinematic and angular cuts designed to reject QCD events with fake W signatures. The
kinematics of the QCD contamination vary with the lepton signature they mimic. We
therefore apply a separate veto to each lepton subsample.
One approach we use to reduce QCD is to cut on a variable correlated with mismea-
surement. The observation of single top quark production [23] demonstrated that missing
transverse energy significance S/ET is a useful variable to remove QCD contamination. Miss-
ing transverse energy significance S/ET quantifies the likelihood that the measured /ET comes














where CJES is the jet energy correction factor, ∆φ/ET ,jet is the azimuthal angle between the
jet and the /ET direction, E
raw
T,jet is the uncorrected jet ET , unclustered energy is energy




MT > 20 GeV
S/ET ≥ −0.05 ·MT + 3.5
S/ET ≥ 2.5− 3.125 ·∆φMET,jet2
CMUP,CMX
MT > 10 GeV
ISOTRK
MT > 10 GeV
TABLE IV: QCD veto cuts for each lepton category. These cuts are applied to events with exactly
one identified b-jet.
azimuthal angle between the unclustered energy direction and the /ET direction. The lower
the value of S/ET , the more likely it is that the /ET comes from fluctuations in jet energy
measurements. The uncertainty on the calorimeter energy not clustered into one of the jets
is also included.
Another useful approach for rejecting QCD backgrounds is to require that the lepton
momentum and /ET be consistent with the decay of a W boson. However, since only the
transverse component of the neutrino momentum is available via /ET , the W invariant mass




2(plepT ET/− pT lep ·ET/) (3)
We use both MT and S/ET to remove QCD events from our sample. Table IV lists the
different QCD veto cuts for each lepton type. The cuts were chosen to have high efficiency
for events with a W boson while rejecting the maximum amount of QCD and minimizing
disagreement between data and MC in the pretag sample.
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IV. BACKGROUNDS
The signature of WH associated production is shared by a number of processes that
can produce the combination ℓνbb¯. The dominant backgrounds are W+jets production, tt¯
production, single top production, and QCD multijet production. Diboson production and
Z+jets production, collectively referred to as “electroweak backgrounds,” contribute to the
sample at smaller rates than any of the other backgrounds. Diboson production has a small
contribution because of its small cross section and, in the case of WW, lack of b-jets at leading
order. Z+jets production has a small contribution because it has a small overlap with our
single lepton final state. Our estimate of the background rates uses a combination of Monte
Carlo techniques and data-driven estimates. Our data-driven estimates use background-
enriched control regions outside of our search region to determine background properties.
We extrapolate the background properties from the control regions to the search region and
assess an uncertainty on the estimates. Our background techniques are common to top cross
section measurements [21], single top searches [24], and prior WH searches [25]. We provide
an overview of the background estimate below and discuss the details of each background
in the subsections that follow.
We first describe our background estimate for the sample of ℓνjj events without any tag-
ging requirements applied, which we refer to as the pretag sample. This sample is composed
of events from two classes of processes: (1) events containing a high-pT lepton from a realW
decay and (2) events in which the lepton is from a source other than aW . In the second class
of events, referred to as QCD multijet events, the high-pT lepton comes either from a jet
that fakes a lepton signature or from a real lepton produced in a heavy-flavor decay. After
the QCD multijet background is subtracted off, what remains are events from a collection
of processes that include the production of a W boson: primarily W + jets production, top
production, and other electroweak backgrounds. We use a Monte Carlo based technique
to estimate the relative contributions of processes whose rates and topologies are described
well by next-to-leading order (NLO) calculations. These processes include tt¯, single top and
diboson, and Z + jets production. We estimate their expected contribution N using the
theoretical NLO cross section σ, Monte Carlo event detection efficiency corrected to match
the efficiency in the data ǫ, and the integrated luminosity of our dataset Lint:
N = σ · ǫ · Lint (4)
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We subtract the contribution of these processes from the total number of observed events.
After accounting both for the fraction of QCD multijet events and for the top and other
electroweak processes, what remains are the pretag W+jets events, whose contribution is
estimated as follows:
NPretagW+Jets = NPretag · (1− FQCD)−NEWK −NTOP (5)
where NPretag is the observed number of ℓνjj pretag events, NEWK is the number of esti-
mated electroweak events, and NTOP is the number of estimated top events.
We estimate the number of tagged W + jets events using the number of pretag W + jet
events and a tag probability. We measure the tag probabilities for both light and heavy-
flavor jets in inclusive jet data. The tag probability for heavy-flavor jets is ǫtag , and the tag
probability for falsely tagged jets, called “mistags”, is ǫmistag. W + bb¯, W + cc¯, and W + cq
production are collectively referred to as W + heavy-flavor processes. All other W + jets
production is referred to as W + light flavor. We use a b-tag scale factor to correct the
Monte Carlo tagging efficiency according to the tag efficiency observed in data. We must
estimate the fraction ofW + jet events that areW + heavy-flavor events FHF in our sample
in order to use the appropriate tag probabilities. We use W + 1 jet data to calibrate the
heavy-flavor fraction from the Monte Carlo. We use the ratio of the heavy-flavor fraction in
the data F dataHF to the heavy-flavor fraction in the Monte Carlo F
MC
HF to calculate a correction
factor K = F dataHF /F
MC
HF . We apply the correction factor to the number of W + heavy jets
estimated with the Monte Carlo. After including this calibration, the number of W+jets in
the tagged sample is:
N taggedW+HF = N
pretag
W+jets · (FHF ·K) · ǫtag (6)
N taggedW+LF = N
pretag
W+jets · (1− FHF ·K) · ǫmistag (7)
The estimation of the rate of these backgrounds are done separately for each jet bin in
the data. Below we describe the estimation of the individual pieces in greater detail.
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Process Theoretical Cross Section
WW 12.40 ± 0.80 pb
WZ 3.96 ± 0.06 pb
ZZ 1.58 ± 0.05 pb
Single top s-channel 0.88 ± 0.11 pb
Single top t-channel 1.98 ± 0.25 pb
tt¯ 6.7 ± 0.83 pb
Z + Jets 787.4 ± 85 pb
TABLE V: Theoretical cross sections [19, 26–28] and uncertainties for the electroweak and top
backgrounds. Top cross sections assume a mass of mt = 175GeV/c
2.
A. Top and Electroweak Backgrounds
The normalization of the diboson, Z+jets, top-pair, and single-top backgrounds are based
on the theoretical cross sections [19, 26–28] listed in Table V. The estimate from theory is
well-motivated because the cross sections for most of the processes have small theoretical
uncertainties. Z+jets is the only process where the large corrections to the leading order
process give large uncertainties to the theoretical cross section. The impact of the large
uncertainty on our sensitivity is marginalized by the small overlap of Z+jets with theW+jets
final state. The background contributions are estimated using the theory cross sections,
luminosity, and the Monte Carlo acceptance and b-tagging efficiency. The Monte Carlo
acceptance is corrected for lepton identification, trigger efficiencies, and the z vertex cut.
We also use a b-tagging scale factor to correct for the difference in tagging efficiency in
Monte Carlo compared to data.
B. QCD Multijet
QCD multijet events can fake a W signature when a jet fakes a lepton and overall mis-
measurement leads to fake /ET . Since these events do not have real W bosons in them, we
also use the term non-W to refer to QCD multijet events. It is difficult to identify the precise
sources of mismeasurement and handle them appropriately in a detector simulation. The
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difficulty is increased by the large number of processes that contribute to the composition
of the QCD background at unknown relative rates. Each lepton category is susceptible to
different kinds of fakes. We use different QCD models for central-lepton triggered events
and isolated track events.
We model central-lepton triggered QCD events using events where a jet fired the electron
trigger, passed the electron kinematic cuts, but failed exactly two of the calorimeter or
tracking quality cuts. Events that fail these cuts will have the kinematic properties of W
events, including isolation, but the sample will be enriched in fakes. This is the same model
used in the CDF observation of single top [23]. As noted in that paper, these fake events
have the remarkable property that they model both electron and muon fakes.
We model QCD events that fake an isolated track by using events recorded on the /ET +
2 Jets trigger. We use events with muon candidates that are not calorimeter isolated and
are within the isolated track acceptance (|η| < 1.2). Calorimeter isolation is defined as the
fraction of the lepton energy in a cone of ∆R = 0.4 surrounding the lepton. Non-isolated
leptons are unlikely to come from the decay of an on-shellW , and thus are enriched in fakes.
We estimate the amount of QCD background in each sample by fitting the /ET spectrum
in data. The fit includes the control region /ET < 20 GeV, which is enriched in QCD fakes.
Figure 2 shows the /ET fit for isolated track pretag events. The fit has one component with
fixed normalization and two templates whose normalizations can vary. The fixed component
is a combination of top and electroweak processes whose normalizations are described in
Section IVA. We let the W + jets template vary along with the QCD template because
there is a large uncertainty on the W+jets cross section. The QCD template has a /ET
spectrum that peaks near low /ET , and its normalization is driven by the low /ET bins. The
normalization of the W+jets template is driven by the high /ET region. The fit determines
the relative amounts of QCD and W+jets in the full /ET sample, and we use these fit results
to determine the QCD fraction in the search region ( /ET > 20 GeV). For isolated track events
with two jets and no b-tag requirement, we estimate a 19% QCD fraction in the signal region,
as shown in Fig. 2. The pretag QCD fractions for the other lepton types are less than the
isolated track fractions. Pretag CEM electrons events have 10% QCD fraction, and both
CMUP and CMX muon events have a 3% QCD fraction. While isolated tracks have a larger
amount of QCD events than the other lepton types, the vast majority of the isolated track
events (81%) still contain W bosons. We use the QCD fractions for each lepton type and
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tag category in the calculations for the background summaries in Tables VIII through XIII.
We estimate the uncertainty of the QCD normalization by studying the change in the
QCD fraction due to changes in the QCD model. For tight lepton events we use an alternate
QCD model based on leptons that fail our isolation requirements. We find a 40% uncertainty
to the QCD normalization that covers the effect of using this alternative model. We use the
same uncertainty estimate for both tight leptons and isolated tracks.
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FIG. 2: Fit of the pretag isolated track /ET control region that is used to determine the QCD
fraction of isolated track events. The arrow illustrates the /ET cut. We estimate a QCD fraction of
19% for the region with /ET > 20 GeV. There is some disagreement between the data and our model
in the low- /ET control region, and also around 50-55 GeV. The figure shows just one QCD model.
The difference between this nominal model and are alternate covers the modelling difference shown
here. We use the difference between the two models as our systematic uncertainty.
C. W+Heavy-Flavor
The number of W + heavy flavor events is a fraction the number of W + light flavor
events, as described by FHF in Equations 6 and 7. The fraction ofW+heavy-flavor events has
been studied extensively and is modeled in the ALPGENMonte Carlo Generator [29, 30]. We
calibrate the ALPGEN Version 2 W + jets Monte Carlo heavy-flavor fraction to match the
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observed heavy flavor fraction in the W + 1 jet control region. We use the same calibration
of the heavy-flavor fraction as the single top observation [23]. The calibration uses template
fits of flavor-separating variables in b-tagged W + 1 jet data to measure the heavy flavor
fraction. The calibration measures K, the calibration factor as defined in equation 6, to be
K = 1.4± 0.4.
We can estimate the amount ofW + heavy flavor events in our signal region by calculating





where pitag is the probability for jet i in the event to have a b-tag. The probability for a b-
tagged Monte Carlo jet originating from a b or c quark to have a b-tag in the data is the b-tag
scale factor. The b-tag scale factor is the ratio of data to Monte Carlo b-tag efficiencies. It is
estimated to be 0.95± 0.04 for secondary vertex tags [7] and 0.85± 0.07 for jet probability
tags [22]. In the case where there are additional light-flavor jets produced in the W + heavy
flavor events, there is a small chance for those light-flavor jets to be incorrectly tagged as
b-jets. We account for this in Equation 8 by giving these just a small probability to be
incorrectly tagged. We call the probability to be incorrectly tagged the mistag probability.
It is discussed in detail in Section IVD.
Table VI shows the corrected heavy-flavor fractions for our W + heavy-flavor samples di-
vided according to the heavy-flavor process and number of reconstructed jets. It is necessary
to divide the samples by heavy-flavor process because b- and c-jets have different tagging
efficiencies. Table VII shows the corrected per-event tagging efficiencies. We calculate the
W + heavy-flavor normalizations using Eq. 6 and the fractions and efficiencies from the
tables.
The two sources of uncertainties for the W + heavy-flavor backgrounds are the b-tag
scale factor uncertainty and the heavy flavor fraction uncertainty. We accommodate the
b-tag scale factor uncertainty by shifting the scale factor by ±1σ, propagating the change
through our background calculation, and using difference between the shifted and nominal
calculation as our error. We add this error in quadrature with the heavy-flavor fraction
uncertainty and use the total error as a constraint on the background in our likelihood fit.
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Corrected Heavy Flavor (HF) fraction (%)
of inclusive W + jet events by jet multiplicity
Process Number of Jets Fraction of Events by Jet Multiplicity
matched to HF W + 2 jets W + 3 jets W + 4 jets W + 5 jets
Wbb¯ (1b) 2.2 ± 0.88 3.5 ± 1.4 4.63 ± 1.8 5.5 ± 2.2
Wbb¯ (2b) 1.32 ± 0.52 2.6 ± 1.0 4.17 ± 1.7 6.0 ± 2.4
Wcc¯ (1c) 11 ± 4.4 14 ± 5.6 15.18 ± 6.1 15.8 ± 6.3
Wcc¯ (2c) 2.1 ± 0.84 4.7 ± 1.9 7.69 ± 3.1 10.9 ± 4.4
TABLE VI: The corrected fraction of inclusive W + jet events that contain heavy-flavor. The
fractions are divided into separate categories according to the Monte Carlo flavor information for
jets in the event and the number of reconstructed heavy-flavor jets. For example, Wbb¯ (1b) events
have two b-quarks at the generator level, but only one b-quark matched to a reconstructed jet.
The fractions from alpgen Monte Carlo have been scaled by the data-derived calibration factor
of 1.4± 0.4.
D. Mistagged Jets
W + light flavor events with a fake b-tag migrate into our signal region. Our estimate
of the number of falsely tagged W+light flavor events is based on the pretag number of W
+ light flavor events and the sample mistag probability ǫmistag in equation 7. The sample
mistag probability is based on the per-jet mistag probability. For each event in our W +
light flavor Monte Carlo samples, we apply the per-jet mistag probability to each jet and
combine the probabilities to get an event mistag probability. We combine the event mistag
rates to get ǫmistag.
We estimate the per-jet mistag probability for each of our two tagging algorithms using
a data sample of generic jets with at least two well-measured silicon tracks. The decay
length is defined as the distance between the secondary vertex and the primary vertex in the
plane perpendicular to the beam direction. This decay length is signed based on whether
the tracks are consistent with the decay of a particle that was moving away from (positive
sign) or towards (negative sign) the primary vertex. False tags are equally likely to have
positive or negative decay lengths to first order. The symmetry allows calibration of the
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Corrected Per-event b-tag efficiencies
One SECVTX Tag Efficiency
Jet Multiplicity 2 jets 3 jets 4 jets 5 jets
Event Eff (1b) (%) 23.10 24.68 25.02 27.14
Event Eff (2b) (%) 30.09 30.34 30.35 29.71
Event Eff (1c) (%) 7.02 7.69 8.68 10.24
Event Eff (2c) (%) 9.46 10.46 11.24 12.12
Two SECVTX Tag Efficiency
Jet Multiplicity 2 jets 3 jets 4 jets 5 jets
Event Eff (1b) (%) 0.30 0.78 1.34 1.76
Event Eff (2b) (%) 8.76 9.68 10.18 11.14
Event Eff (1c) (%) 0.04 0.12 0.24 0.40
Event Eff (2c) (%) 0.38 0.55 0.88 0.91
One SECVTX TAG + One JETPROB Tag Efficiency
Jet Multiplicity 2 jets 3 jets 4 jets 5 jets
Event Eff (1b) (%) 0.79 1.75 2.57 3.74
Event Eff (2b) (%) 6.95 7.78 8.86 9.77
Event Eff (1c) (%) 0.20 0.47 0.78 1.24
Event Eff (2c) (%) 1.19 1.59 2.14 2.43
TABLE VII: The corrected per-event tagging efficiencies for events with heavy-flavor content. The
event efficiencies are divided into separate categories depending on the Monte Carlo truth flavor
information for jets in the event: 1b events have one jet matched to b-quark, 2b events have two
jets matched to a b-quark, 1c events have one jet matched to a c-quark, and 2c events have two
jets matched to a c-quark.
false tag probability using negative tags. There is a slightly greater chance for a false tag
to have a positive decay length due to material interaction, and our estimate accounts for
this asymmetry. The false tag probability for secvtx is parameterized in bins of η, number
of vertices, jet ET , track multiplicity, and the scalar sum of the total event ET [21]. We
parameterize jet probability mistaging in jet η, z position of primary vertex, jet ET , track
25
multiplicity, and scalar sum of the total event ET .
We estimate the uncertainties on the per-jet mistag probability by using negatively tagged
jets in the data. The uncertainty estimates check for consistency between the number of
expected and observed negative tags. The uncertainties are accounted for in the analysis by
fluctuating the per-jet tag probabilities by ±1σ, and propagating the change through the
background estimate.
E. Summary of Background Estimate
Tables VIII through XIII summarize our background estimate for our dataset of 2.7 fb−1.
Figures 3 through 5 present the information from the tables as plots. The plots show the
background estimate compared to data. The largest errors on the background estimate come
from the large uncertainty on the heavy flavor fraction used to calculate W + charm and
W + bottom. We add these large uncertainties linearly because they come from the same
source. The b-tagging scale factor uncertainty is also correlated across all backgrounds and
added linearly. In general, the background estimate agrees with the data within uncertainties
for each jet multiplicity. The agreement of the background estimate with the data in the
high-jet-multiplicity bins gives us confidence that our estimate is correct in our two-jet search
region.
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CDF Run II 2.7 fb−1
Tight Lepton Background Prediction and Event Yields
Events with Exactly One Secvtx Tag
Process 2jets 3jets 4jets 5jets
All Pretag Candidates 38729 6380 1677 386
WW 40.6 ± 4.2 11.9 ± 1.2 2.92 ± 0.25 0.71 ± 0.06
WZ 13.86 ± 0.94 3.43 ± 0.23 0.93 ± 0.06 0.2 ± 0.02
ZZ 0.48 ± 0.04 0.19 ± 0.06 0.081 ± 0.007 0.023 ± 0.002
Top Pair 102 ± 14 193 ± 26 183 ± 26 59.4 ± 8.8
Single Top s-Channel 23.88 ± 2.2 6.95 ± 0.67 1.47 ± 0.15 0.28 ± 0.03
Single Top t-Channel 42.53 ± 4.4 9.24 ± 0.94 1.62 ± 0.17 0.22 ± 0.02
Z+Jets 28.72 ± 3.4 8.65 ± 0.96 2.73 ± 0.29 0.53 ± 0.06
W+bottom 365.6 ± 140 91.0 ± 35 19.4 ± 8 3.97 ± 1.7
W+charm 364.6 ± 140 81.2 ± 31 17.3 ± 7 3.64 ± 1.6
Mistags 319 ± 42 83.8 ± 13 18.8 ± 5.07 3.82 ± 1.5
Non-W 107 ± 43 40.2 ± 17 17.3 ± 14 4.48 ± 4.4
Total Prediction 1408 ± 287 530 ± 75 266 ± 34 77 ± 11
Observed 1404 486 281 81
TABLE VIII: Background summary table for events with a central lepton and exactly one secondary
vertex tag. The heavy-flavor fraction FHF is the source of the large correlated uncertainty for
W+bottom and W+charm. The other large source of correlated uncertainty is the b-tagging scale
factor.
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CDF Run II 2.7 fb−1
Isolated Track Background Prediction and Event Yields
Events with Exactly One Secvtx Tag
Process 2jets 3jets 4jets 5jets
All Pretag Candidates 4253 1380 427 117
WW 6.4 ± 0.65 2.83 ± 0.25 0.75 ± 0.07 0.23 ± 0.02
WZ 2.41 ± 0.16 0.92 ± 0.06 0.19 ± 0.01 0.063 ± 0.005
ZZ 0.127 ± 0.009 0.052 ± 0.004 0.007 ± 0.001 0.006 ± 0.001
Top Pair 28.0 ± 3.8 58.3 ± 8.0 53.4 ± 7.6 16.8 ± 2.5
Single Top s-Channel 6.08 ± 0.58 1.91 ± 0.19 0.43 ± 0.04 0.08 ± 0.01
Single Top t-Channel 10.1 ± 1.1 2.32 ± 0.24 0.41 ± 0.05 0.07 ± 0.01
Z+Jets 9.05 ± 1.1 3.35 ± 0.36 0.74 ± 0.077 0.16 ± 0.02
W+bottom 39.9 ± 16 18.4 ± 7.3 5.35 ± 2.3 1.91 ± 0.79
W+charm 36.7 ± 15 16.2 ± 6.5 4.66 ± 2.0 1.53 ± 0.64
Mistags 43.2 ± 8.2 17.7 ± 4.0 4.81 ± 1.7 1.82 ± 0.64
Non-W 37.6 ± 15 22.2 ± 8.9 5.26 ± 4.2 2.13 ± 1.7
Total Prediction 220 ± 35 144 ± 19 76 ± 10 25 ± 3.4
Observed 208 150 78 31
TABLE IX: Background summary table for events with an isolated track and exactly one secondary
vertex tag . The heavy-flavor fraction FHF is the source of the large correlated uncertainty for
W+bottom and W+charm. The other large source of correlated uncertainty is the b-tagging scale
factor.
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CDF Run II 2.7 fb−1
Tight Lepton Background Prediction and Event Yields
Events with One Secvtx Tag and One Jet Prob Tag
Process 2jets 3jets 4jets 5jets
All Pretag Candidates 44723 7573 1677 386
WW 1.24 ± 0.53 0.85 ± 0.31 0.4 ± 0.13 0.165 ± 0.047
WZ 2.51 ± 0.43 0.78 ± 0.16 0.18 ± 0.04 0.052 ± 0.013
ZZ 0.098 ± 0.017 0.053 ± 0.009 0.021 ± 0.004 0.005 ± 0.001
Top Pair 20.4 ± 4.2 63.9 ± 13 79.3 ± 16 29.9 ± 6.1
Single Top s-Channel 6.99 ± 1.1 2.45 ± 0.42 0.57 ± 0.1 0.133 ± 0.024
Single Top t-Channel 2.1 ± 0.64 1.67 ± 0.36 0.46 ± 0.09 0.076 ± 0.015
Z+Jets 1.81 ± 0.54 1.17 ± 0.35 0.34 ± 0.12 0.1 ± 0.03
W+bottom 49.1 ± 20 17.1 ± 7.2 4.89 ± 2.1 1.28 ± 0.59
W+charm 18.0 ± 8.3 7.89 ± 3.7 2.57 ± 1.2 0.67 ± 0.34
Mistags 5.84 ± 6.0 3.01 ± 3.4 0.1 ± 1.1 0.29 ± 0.37
Non-W 11.1 ± 5.33 6.57 ± 3.5 3.38 ± 3.4 1.51 ± 2.1
Total Prediction 119 ± 30 105 ± 19 93 ± 17 34 ± 7
Observed 124 109 101 36
TABLE X: Background summary table for events with a central lepton and two tags: one sec-
ondary vertex tag and one jet probability tag. The heavy-flavor fraction FHF is the source of the
large correlated uncertainty for W+bottom and W+charm. The other large source of correlated
uncertainty is the b-tagging scale factor.
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CDF Run II 2.7 fb−1
Isolated Track Background Prediction and Event Yields
Events with One Secvtx Tag, One Jet Prob Tag
Process 2jets 3jets 4jets 5jets
All Pretag Candidates 5149 1623 487 124
WW 0.2 ± 0.09 0.24 ± 0.09 0.1 ± 0.03 0.03 ± 0.01
WZ 0.51 ± 0.09 0.2 ± 0.04 0.048 ± 0.01 0.013 ± 0.004
ZZ 0.032 ± 0.006 0.021 ± 0.005 0.007 ± 0.001 0.002 ± 0.001
Top Pair 6.44 ± 1.3 20.0 ± 4.2 24.6 ± 4.9 8.98 ± 1.8
Single Top s-Channel 1.93 ± 0.31 0.74 ± 0.13 0.19 ± 0.03 0.043 ± 0.009
Single Top t-Channel 0.53 ± 0.16 0.5 ± 0.11 0.12 ± 0.03 0.028 ± 0.005
Z+Jets 0.61 ± 0.2 0.41 ± 0.13 0.13 ± 0.04 0.039 ± 0.013
W+bottom 6.0 ± 2.7 3.4 ± 1.6 1.37 ± 0.67 0.59 ± 0.26
W+charm 2.14 ± 1.07 1.64 ± 0.86 0.77 ± 0.41 0.34 ± 0.17
Mistags 0.8 ± 1.18 0.61 ± 0.84 0.27 ± 0.31 0.13 ± 0.17
Non-W 1.97 ± 0.79 1.38 ± 0.55 0.99 ± 0.79 0.37 ± 0.5
Total Prediction 21 ± 4 29 ± 5 29 ± 5 11 ± 2
Observed 21 30 32 12
TABLE XI: Background summary table for events with an isolated track and two tags: one sec-
ondary vertex tag and one jet probability tag. The heavy-flavor fraction FHF is the source of the
large correlated uncertainty for W+bottom and W+charm. The other large source of correlated
uncertainty is the b-tagging scale factor.
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CDF Run II 2.7 fb−1
Tight Lepton Background Prediction and Event Yields
Events with Two Secvtx Tags
Process 2jets 3jets 4jets 5jets
All Pretag Candidates 44723 7573 1677 386
WW 0.3 ± 0.06 0.29 ± 0.05 0.17 ± 0.03 0.08 ± 0.01
WZ 3.32 ± 0.37 0.94 ± 0.11 0.19 ± 0.02 0.04 ± 0.01
ZZ 0.1 ± 0.01 0.073 ± 0.008 0.019 ± 0.002 0.005 ± 0.001
Top Pair 25.9 ± 4.2 76.8 ± 12 101 ± 16 36.1 ± 5.9
Single Top s-Channel 9.55 ± 1.2 3.25 ± 0.41 0.72 ± 0.09 0.15 ± 0.02
Single Top t-Channel 2.15 ± 0.3 1.9 ± 0.26 0.53 ± 0.07 0.1 ± 0.01
Z+Jets 1.42 ± 0.2 0.95 ± 0.13 0.26 ± 0.04 0.085 ± 0.013
W+bottom 55.0 ± 22 18.1 ± 7.4 4.88 ± 2.0 1.24 ± 0.55
W+charm 4.87 ± 2.0 2.35 ± 1 0.94 ± 0.4 0.25 ± 0.12
Mistags 1.38 ± 0.39 0.93 ± 0.3 0.34 ± 0.12 0.11 ± 0.05
Non-W 8.96 ± 4.0 5.02 ± 2.0 0.74 ± 1.6 0.23 ± 1.5
Total Prediction 113 ± 25 111 ± 16 110 ± 17 38 ± 6
Observed 114 132 104 42
TABLE XII: Background summary table for events with a central lepton and two secondary vertex
tags. The heavy-flavor fraction FHF is the source of the large correlated uncertainty forW+bottom
and W+charm. The other large source of correlated uncertainty is the b-tagging scale factor.
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CDF Run II 2.7 fb−1
Isolated Track Background Prediction and Event Yields
Events with Two Secvtx Tags
Process 2jets 3jets 4jets 5jets
All Pretag Candidates 5149 1623 487 124
WW 0.036 ± 0.008 0.13 ± 0.02 0.067 ± 0.012 0.019 ± 0.003
WZ 0.65 ± 0.07 0.24 ± 0.03 0.029 ± 0.003 0.01 ± 0.001
ZZ 0.045 ± 0.005 0.025 ± 0.003 0.01 ± 0.001 0.002 ± 0
Top Pair 7.75 ± 1.2 22.7 ± 3.7 31.5 ± 5.1 11.5 ± 1.9
Single Top s-Channel 2.66 ± 0.34 0.91 ± 0.12 0.21 ± 0.03 0.045 ± 0.006
Single Top t-Channel 0.58 ± 0.08 0.57 ± 0.08 0.18 ± 0.02 0.035 ± 0.005
Z+Jets 0.51 ± 0.07 0.32 ± 0.05 0.093 ± 0.014 0.025 ± 0.004
W+bottom 7.51 ± 3.3 3.59 ± 1.63 1.41 ± 0.66 0.53 ± 0.23
W+charm 0.68 ± 0.3 0.56 ± 0.26 0.26 ± 0.13 0.18 ± 0.05
Mistags 0.27 ± 0.13 0.2 ± 0.1 0.089 ± 0.05 0.052 ± 0.026
Non-W 1.78 ± 0.71 1.89 ± 0.76 6.53 ± 5.2 2.65 ± 2.1
Total Prediction 22 ± 4 31 ± 4 40 ± 7 15 ± 3
Observed 24 31 37 15
TABLE XIII: Background summary table for events with an isolated track and two secondary
vertex tags. The heavy-flavor fraction FHF is the source of the large correlated uncertainty for




































































FIG. 3: Number of expected and observed background events for events with exactly one secvtx
tag, shown as a function of jet multiplicity. The plots show tight leptons (top) and isolated tracks
(bottom). The hatched regions indicate the total uncertainty.
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FIG. 4: Number of expected and observed background events for events with one secvtx tag and
one jetprob tag, shown as a function of jet multiplicity. The plots show tight leptons (top) and
isolated tracks (bottom).The hatched regions indicate the total uncertainty.
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FIG. 5: Number of expected and observed background events for events with two secvtx tags,
shown as a function of jet multiplicity. The plots show tight leptons (top) and isolated tracks
(bottom).The hatched regions indicate the total uncertainty.
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V. HIGGS BOSON SIGNAL ACCEPTANCE
We simulated the WH signal kinematics using the pythia Monte Carlo program [31].
We generated signal Monte Carlo samples for Higgs masses between 100 and 150GeV/c2.
The number of expected WH → ℓνbb¯ events, N , is given by:
N = ǫ ·
∫
Ldt · σ(pp¯→WH) · B(H → bb¯), (9)
where ǫ,
∫ Ldt, σ(pp¯→ WH), and B(H → bb¯) are the event detection efficiency, integrated
luminosity, production cross section, and branching ratio, respectively. The production cross
section and branching ratio are calculated to next-to-leading order (NLO) precision [4].
The total event detection efficiency is composed of several efficiencies: the primary vertex
reconstruction efficiency, the trigger efficiency, the lepton identification efficiency, the b-
tagging efficiency, and the event selection efficiency [5]. Each efficiency is calibrated to
match observations.
We parametrize the /ET trigger turn-on as a function of E
vertex
T/ , which is /ET corrected for
the primary vertex position but not muons or jet energy scale corrections. We use EvertexT/
because it is close to the /ET calculation used by the trigger and is modeled better in the
Monte Carlo than ErawT/ , which is calculated assuming z0 = 0. The measurement of the jets
can influence the measurement of the /ET . We require that the jets in the event are above
the trigger threshold (ET > 25 GeV) and well separated (∆R > 1.0), which reduces the
impact of the jets on the /ET . We measured the turn-on curve using events recorded with
the CMUP trigger, which is independent from the /ET + 2 jets trigger. We selected events
passing our jet requirements, and measured their efficiency to pass the /ET + 2 jets trigger
as a function of EvertexT/ . Figure 6 shows the measured /ET + 2 jets trigger turn-on. We use
the parmeterized turn-on curve to weight each Monte Carlo event according to its efficiency
to pass the trigger.
The expected number of signal events is estimated by equation 9 at each Higgs boson
mass point. Table XIV shows the number of expected WH events for MH = 120 GeV/c
2 in
2.7 fb−1.
The total systematic uncertainty on the acceptance comes from several sources, including
the jet energy scale, initial and final state radiation, lepton identification, trigger efficiencies,
and b-tagging scale factor. The largest uncertainties come from the b-tagging scale factor
uncertainty and isolated track identification uncertainty.
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FIG. 6: /ET plus jets trigger turn-on curve parameterized as a function of vertex /ET . The plot
shows the turn-on curve measured in 2.7 fb−1 of CDF data.
We assign a 2% uncertainty to the CEM, CMUP, and CMX lepton identification efficiency,
and an 8% uncertainty to isolated track identification. The identification uncertainties are
based on studies comparing Z boson events in data and Monte Carlo.
The high pT lepton triggers have a 1% uncertainty on their efficiencies. We measure the
trigger efficiency uncertainty by using backup trigger paths or Z boson events. We measure
a 3% uncertainty for events collected on the /ET + 2 jets trigger by examining the variations
in the /ET turn-on curve in sub-samples with kinematics different from the average sample.
We use the variation in the /ET turn-on to calculate a variation in signal acceptance, and we
use the mean variation in signal acceptance as our uncertainty.
We estimate the impact of changes in initial and final state radiation by halving and
doubling the parameters related to ISR and FSR in the Monte Carlo event generation [32].
The difference from the nominal acceptance is taken as the systematic uncertainty.
The uncertainty in the incoming partons’ energies relies on the the parton distribution
function (PDF) fits. A NLO version of the PDFs, CTEQ6M, provides a 90% confidence
interval of each eigenvector [33]. The nominal PDF value is reweighted to the 90% confidence
level value, and the corresponding reweighted acceptance is computed. The differences
between the nominal and the reweighted acceptances are added in quadrature, and the total
is assigned as the systematic uncertainty [7].
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CDF Run II 2.7 fb−1
Number of Expected WH (MH = 120 GeV/c
2) Events
Lepton Type Expected Number of WH events
Exactly One Secvtx Tag
CEM 1.58 ± 0.08
CMUP 0.91 ± 0.05
CMX 0.44 ± 0.02
ISOTRK 0.72 ± 0.07
Total 3.65 ± 0.22
Two Secvtx Tags
CEM 0.66 ± 0.07
CMUP 0.37 ± 0.04
CMX 0.17 ± 0.02
ISOTRK 0.36 ± 0.05
Total 1.56 ± 0.18
One Secvtx Tag and One Jet Probability Tag
CEM 0.48 ± 0.05
CMUP 0.26 ± 0.03
CMX 0.13 ± 0.01
ISOTRK 0.23 ± 0.03
Total 1.10 ± 0.12
TABLE XIV: Expected number of WH events at a M(H)=120, shown separately for different tag
categories and lepton types. The lepton types are categorized based on the sub-detector regions.
The uncertainty due to the jet energy scale uncertainty (JES) [14] is calculated by shift-
ing jet energies in WH Monte Carlo samples by ±1σ. The deviation from the nominal
acceptance is taken as the systematic uncertainty.
The systematic uncertainty on the b-tagging efficiency is based on the scale factor un-
certainty discussed in Sec. IVC. The total systematic uncertainties for various b-tagging
options and lepton categories are summarized in Table XV.
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Source Uncertainty (%)
Two Secvtx Tags One Secvtx One JetProb tag Exactly One Secvtx
Trigger Lepton (Isotrk) ID ∼2% (8.85%) ∼2% (8.85%) ∼2% (8.85%)
Lepton (MET+Jets) Trigger <1% (3%) <1% (3%) <1% (3%)
ISR/FSR 5.2% 4.0% 2.9%
PDF 2.1% 1.5% 2.3%
JES 2.5% 2.8% 1.2%
b-tagging 8.4% 9.1% 3.5%
Total (Isotrk) 10.6% (13.8%) 10.5% (14.0%) 5.6% (10.1%)
TABLE XV: Systematic uncertainty on the WH acceptance. “ST+ST” refers to double secondary
vertex tagged events while “ST+JP” refers to secondary vertex plus jet probability tagged events.
Effects of limited Monte Carlo statistics are included in these values.
VI. NEURAL NETWORK DISCRIMINANT
To further improve the signal to background discrimination after event selection, we
employ an artificial neural network (NN). Neural networks offer an advantage over a single-
variable discriminants because they combine information from several kinematic variables.
Our neural network is trained to distinguish W+Higgs boson events from backgrounds. We
employ the same neural network that was used to obtain the 1.9 fb−1 result [5]. The following
section reviews its main features.
Our neural network configuration has 6 input variables, 11 hidden nodes, and 1 output
node. The input variables were selected by an iterative network optimization procedure
from a list of 76 possible variables. The optimization procedure identified the most sensitive
one-variable NN, then looped over all remaining variables and found the most sensitive two-
variable NN. The process continued until adding a new variable does not improve sensitivity
by more than 0.5 percent. The 6 inputs are:
Mjj+: The dijet mass plus is the invariant mass calculated from the two reconstructed jets.
If there are additional loose jets present, where loose jets have ET > 12 GeV, |η| < 2.4
and have a centroid within ∆R < 0.9 of one of the leading jets, then the loose jet that
is closest to one of the two jets is included in this invariant mass calculation.
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∑
ET (Loose Jets): This variable is the scalar sum of the loose jet transverse energies.
pT Imbalance: This variable expresses the difference between /ET and the scalar sum of
the transverse momenta of the lepton and the jets. Specifically, it is calculated as
PT (jet1) + PT (jet2) + PT (lep)− /ET .
Mminlνj : This is the invariant mass of the lepton, /ET , and one of the two jets, where the jet
is chosen to give the minimum invariant mass. For this quantity, the pz component of
the neutrino is ignored.
∆R(lepton-νmax): This is the ∆R separation between the lepton and the neutrino. We
calculate the pz of the neutrino by constraining the lepton and the /ET to the W mass
(80.42 GeV/c2). The constraint produces a quadratic equation for pZ and we choose
the larger solution.
PT (W +H): This is the total transverse momentum of theW plus two jets system, PT ( ~lep+
~ν + ~jet1 + ~jet2).
The strongest discriminating variable in the neural network is the dijet mass plus.
We train our neural network with W+jets, tt¯, single top, and WH signal Monte Carlo.
We do not use QCD events to train our neural network. We use the same topology and
input variables to train separate neural networks for each Higgs signal Monte Carlo sample.
The samples range from M(H) = 100 to 150 GeV/c2 in 5 GeV increments. At each Higgs
mass, we use the same neural network for tight lepton and isolated track events.
Figures 7 through 9 show the six neural network input variables for isolated track events
in the pretag control region. The plots show that our background model describes the data
reasonably for all the neural network input variables. The modeling is not ideal in regions
that have a large amount of QCD, such as the region around ∆RMAX(MET, l) = 2.5 in
Figure 9 and the region around Mminlνj = 50 in Figure 8. Figures 10 through 12 show
that these differences are less significant after removing some of the QCD contamination
with b-tagging. The hashed region in Figures 10 through 12 indicates uncertainty on the
background estimate. Taking into account the uncertainty on the background estimate, this
modeling is reasonable for the isolated track neural network input variables.
We studied the impact of QCD shape modeling in the tight lepton sample. We did
not expect the QCD shape to have a large impact on the sensitivity because the neural
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network was not trained with QCD events. We found that the large QCD normalization
uncertainty (40%) accounted for the small variations that arose from using an alternative
QCD model with different kinematics. Based on the tight lepton studies, we assume that
the impact of QCD shape modeling on isolated track sample is also small compared to the
QCD normalization uncertainty. This is not an aggressive assumption since the isolated
track sample only accounts for 20% of the total sensitivity.
The tight lepton categories also show good agreement with the previous publication [5].
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FIG. 7: Neural network input distributions for isolated track W +2 jet events in the pretag control
region. The distributions shown are Mjj+ (left) and
∑
ET (Loose Jets) (right). The differences in
shape are attributable to QCD and are less significant in our higher-purity search regions.
VII. LIMIT ON HIGGS BOSON PRODUCTION RATE
We search for an excess of Higgs signal events in our neural network output distributions
using a binned likelihood technique. Figures 13 through 15 show the neural network output
distributions for events in different lepton and tag categories. We use the same likelihood
expression and maximization technique as the prior CDF result [5] and described in [34]. We
maximize the likelihood, fitting for a combination of Higgs signal plus backgrounds. We find
no evidence for a Higgs boson signal in our sample, and so we set 95% confidence level upper
limits on the WH cross section times branching ratio: σ(pp¯ → W±H) · B(H → bb¯). We
compare our observed limits to our expected sensitivity by creating pseudo-experiments with
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FIG. 8: Neural network input distributions for isolated track W +2 jet events in the pretag control
region. The distributions shown are Mminlνj (left) and PT Imbalance (right). The differences in
shape are attributable to QCD and are less significant in our higher-purity search regions.
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FIG. 9: Neural network input distributions for isolated track W +2 jet events in the pretag control
region. The distributions shown are ∆R(lepton-νmax) (left), PT (W +H) (right). The differences
in shape are attributable to QCD and are less significant in our higher-purity search regions.
pseudo-data constructed from a sum of background templates. Our expected and observed
limits are shown in Fig. 16 and Table XVI. The limits are expressed as a function of the
Higgs boson mass hypothesis.
The likelihood technique accommodates the uncertainties on our background estimate
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FIG. 10: Neural network input distributions for isolated trackW+2 jet events in the one SECVTX
tag region. The distributions shown areMjj+ (left) and
∑
ET (Loose Jets) (right). The differences
in the shape are consistent with the uncertainty on our QCD model.
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FIG. 11: Neural network input distributions for isolated trackW+2 jet events in the one SECVTX
region. The distributions shown are Mminlνj (left) and PT Imbalance (right). The differences in the
shape are consistent with the uncertainty on our QCD model.
by letting the overall background prediction float within Gaussian constraints. We use a
different set of background and signal neural network template shapes for each combination
of lepton type and tag category as a separate channel in the likelihood. We correlate the
systematic uncertainties appropriately across different lepton types and tag categories.
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FIG. 12: Neural network input distributions for isolated trackW+2 jet events in the one SECVTX
region. The distributions shown are ∆R(lepton-νmax) (left), PT (W +H) (right). The differences
in the shape are consistent with the uncertainty on our QCD model.
Neural Network Output (M=115)



































WH (115 GeV) (x 50)
Data
Background Error
Neural Network Output (M=115)
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FIG. 13: Neural Network output distributions for events with one Secvtx tag. The neural network
output is close to zero for “background-like” events, and close to one for “signal-like” events. The
open red curve shows the expected distribution of WH Monte Carlo events. The WH expected
curve is normalized to 50 times the standard model expectation. The plots show isolated track
events (left) and lepton triggered events (right).
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Neural Network Output (M=115)
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Neural Network Output (M=115)
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FIG. 14: Neural Network output distributions for events with one secvtx tag and one jet probability
tag. The neural network output is close to zero for “background-like” events, and close to one for
“signal-like” events. The open red curve shows the expected distribution of WH Monte Carlo
events. The WH expected curve is normalized to 50 times the standard model expectation. The
plots show isolated track events (left) and lepton triggered events (right).
Neural Network Output (M=115)
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Neural Network Output (M=115)
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FIG. 15: Neural Network output distributions for events with two secvtx tags. The neural network
output is close to zero for “background-like” events, and close to one for “signal-like” events. The
open red curve shows the distribution of WH events. The WH curve is normalized to 50 times
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-1Limits for All Channels                    CDF Run II  2.7 fb
FIG. 16: 95% confidence level upper limit on σ(pp¯→WH) ·B(H → bb¯), expressed as a ratio to the
standard model expectation. The limits were obtained using an integrated luminosity of 2.7 fb−1
and analyzing both lepton triggered and /ET + 2 jet triggered events. The dashed line indicates
the median expected limit. The yellow and green regions encompass the limits in 68% and 95% of
pseudo-experiments, respectively. The solid line shows the observed limits.
VIII. CONCLUSIONS
Our limit on WH production improves on the previous result by using more integrated
luminosity and extending the lepton identification with isolated tracks. The increase in
luminosity from 1.9 fb−1 to 2.7 fb−1 increases the sensitivity by ∼20%. Using isolated track
events provides a ∼25% increase in acceptance above the prior analysis. The new isolated
track events combined with minor improvements in background rejection yield a overall
∼15% increase in estimated sensitivity. Our expected limits are expressed as a ratio to the
standard model production rate. The expected limits vary from 4.3 to 43.2 for Higgs masses
from 100 to 150 GeV/c2, respectively. We find no evidence for Higgs production in the data,
and set observed limits at 3.6 to 61.1 for Higgs masses from 100 to 150 GeV/c2, respectively.
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CDF Run II Preliminary 2.7 fb−1
Limits for Combined Lepton and Tag Categories
in units of SM cross sections












TABLE XVI: Expected and observed limits as a function of Higgs mass for the combined search
of Tight Lepton and Isotrk events, including all tag categories. The limits are expressed in units
of Standard Model WH cross sections.
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