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Solvability of nonlocal elliptic problems
in Sobolev spaces
Pavel Gurevich∗
Abstract
We study 2m order elliptic equations with nonlocal boundary-value conditions in plane
angles and in bounded domains, dealing with the case where the support of nonlocal terms
intersects the boundary. We establish necessary and sufficient conditions under which nonlocal
problems are Fredholm in Sobolev spaces and, respectively, in weighted spaces with small weight
exponents. We also obtain an asymptotics of solutions to nonlocal problems near the conjugation
points on the boundary, where solutions may have power singularities.
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Introduction
Nonlocal problems have been studied since the beginning of the 20th century, but only during the
last two decades these problems have been investigated thoroughly. On the one hand, this can be
explained by significant theoretical achievements in that direction and, on the other hand, by various
applications arising in the fields such as biophysics, theory of multidimensional diffusion process [1],
plasma theory [2], theory of sandwich shells and plates [3], and so on.
In one-dimensional case, nonlocal problems were studied by Sommerfeld [4], Tamarkin [5], Pi-
cone [6], etc. In two-dimensional case, one of the first works is due to Carleman [7]. In [7], Carleman
considered the problem of finding a harmonic function in a plane bounded domain, satisfying the fol-
lowing nonlocal condition on the boundary Υ: u(y)+bu
(
Ω(y)
)
= g(y), y ∈ Υ, with Ω : Υ→ Υ being
a transformation on the boundary such that Ω
(
Ω(y)
) ≡ y, y ∈ Υ. Such a statement of the problem
originated further investigation of nonlocal problems with transformations mapping a boundary onto
itself.
In 1969, Bitsadze and Samarskii [8] considered essentially different kind of nonlocal problem
arising in the plasma theory: to find a function u(y1, y2) which is harmonic in the rectangular
G = {y ∈ R2 : −1 < y1 < 1, 0 < y2 < 1}, continuous in G¯, and satisfies the relations
u(y1, 0) = f1(y1), u(y1, 1) = f2(y1), −1 < y1 < 1,
u(−1, y2) = f3(y2), u(1, y2) = u(0, y2), 0 < y2 < 1,
where f1, f2, f3 are given continuous functions. This problem was solved in [8] by reduction to a
Fredholm integral equation and using the maximum principle. In case of arbitrary domains and
general nonlocal conditions, such a problem was formulated as an unsolved one. Different generaliza-
tions of nonlocal problems with transformations mapping a boundary inside the closure of a domain
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were studied by Eidelman and Zhitarashu [9], Roitberg and Sheftel’ [10], Kishkis [11], Gushchin and
Mikhailov [12], etc.
The most complete theory for 2m order elliptic equations with general nonlocal conditions in
multidimensional domains was developed by Skubachevskii and his pupils [13, 14, 15, 16, 17, 18, 19,
20]: classification with respect to types of nonlocal conditions was suggested, Fredholm solvability
in corresponding spaces and index properties were studied, asymptotics of solutions near special
conjugation points was obtained. It turns out that the most difficult situation is that where the
support of nonlocal terms intersects with the boundary. In that case, generalized solutions to nonlocal
problems may have power singularities near some points even if the boundary and right-hand sides
are infinitely smooth [14, 19]. That is why, to investigate such problems, weighted spaces (introduced
by Kondrat’ev for boundary-value problems in nonsmooth domains [21]) are naturally applied.
In the present paper, we study nonlocal elliptic problems in plane domains in Sobolev spaces
W l(G) = W l2(G) (with no weight), dealing with the situation where the support of nonlocal terms
may intersect a boundary. Let us consider the following example. We denote by G ⊂ R2 a bounded
domain with boundary ∂G = Υ1 ∪ Υ2 ∪ {g1, g2}, where Υi are open (in the topology of ∂G) C∞-
curves, g1 and g2 are the end points of the curves Υ¯1, Υ¯2. Let, in some neighborhoods of g1 and g2,
the domain G coincides with plane angles. We consider the following nonlocal problem in G:
∆u = f0(y) (y ∈ G), (0.1)
u|Υi − biu
(
Ωi(y)
)∣∣
Υi
= fi(y) (y ∈ Υi; i = 1, 2). (0.2)
Here b1, b2 ∈ R; Ωi is an infinitely differentiable nondegenerate transformation mapping some neigh-
bourhood Oi of the curve Υi onto Ω(Oi) so that Ωi(Υi) ⊂ G and ωi(Υi) ∩ ∂G 6= ∅ (see Fig. 0.1).
We seek for a solution u ∈ W l+2(G) under the assumption that f0 ∈ W l(G), fi ∈ W l+3/2(Υi).
Figure 0.1: Domain G with the boundary ∂G = Υ¯1 ∪ Υ¯2.
In this work, we will obtain necessary and sufficient condition under which problem of type (0.1),
(0.2) is Fredholm. It will be shown that the solvability of such a problem is influenced by (I) spec-
tral properties of model nonlocal problems with a parameter and (II) fulfilment of some algebraic
relations between the differential operator and nonlocal boundary-value operators at the points of
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conjugation of nonlocal conditions (points g1 and g2 at Fig. 0.1). We will consider nonlocal problems
both with nonhomogeneous and with homogeneous boundary-value conditions, which turn out to be
not equivalent ones in terms of Fredholm solvability. Near the conjugation points, asymptotics of
solutions will be obtained.
We note that nonlocal problems in Sobolev spaces in the case where the support of nonlocal terms
does not intersect the boundary was thoroughly investigated by Skubachevskii [13, 17]. However, 2m
order elliptic equations with general nonlocal conditions in the case where the support of nonlocal
terms intersects the boundary is being studied in Sobolev spaces for the first time.
Our paper is organized as follows. The statement of the problem is given in Sec. 1. In the same
section, we define model problems in plane angles and problems with a parameter, corresponding to
the points of conjugation of nonlocal conditions. Properties of the original problem crucially depend
on whether or not some line
{λ ∈ C : Imλ = Λ} (0.3)
(where Λ ∈ R is defined by the order of differential equation and the order of the corresponding
Sobolev spaces) contains eigenvalues of model problems with a parameter. In Sec. 2, we study
nonlocal problems in plane angles in the case where the line (0.3) contains no eigenvalues, and in
Sec. 3 we deal with the case where this line contains only the proper eigenvalue (see Definition 3.1).
We use the results of Sec. 2 in Sec. 4 to investigate the Fredholm solvability of the original problem
in a bounded domain, and in Sec. 5 to obtain an asymptotics of solutions to nonlocal problems near
the conjugation points.
In [14, 16, 18], the authors consider nonlocal problems in weighted spaces H la(G) with the norm
‖u‖Hka (G) =

∑
|α|≤k
∫
G
ρ2(a−k+|α|)|Dαu|2


1/2
.
Here k ≥ 0 is an integer, a ∈ R, and ρ = ρ(y) is the distance between the point y and the set
of conjugation points. For problem (0.1), (0.2), we have ρ(y) = dist(y, {g1, g2}). In [16, 18], it is
proved that if f0 ∈ H la(G), fi ∈ H l+3/2a (Υi), a > l+1, and the function {f0, fi} satisfies finitely many
orthogonality conditions, then problem (0.1), (0.2) admits a solution u ∈ H l+2a (G). If a ≤ l + 1, the
following difficulty arises: the inclusion u ∈ H l+2a (G) does not, in general, imply that u
(
Ωi(y)
)∣∣
Υi
∈
H
l+3/2
a (Υi). To eliminate this difficulty, one can introduce the spaces (for problem (0.1), (0.2)) with
the weight function
ρˆ(y) = dist
(
y,
{
g1, g2,Ω1(g2),Ω1
(
Ω1(g2)
)
,Ω2(g2)
})
and arbitrary a ∈ R and prove, in these spaces, the Fredholm solvability of nonlocal problems
(see [14]). However, the presence of the weight function ρˆ(y) means that we impose a restriction
both on the right-hand side and on the solution not only near the conjugation points g1, g2 but also
near the point Ω1(g2) lying on a smooth part of the boundary and near the points Ω1
(
Ω1(g2)
)
and
Ω2(g2) lying inside the domain (see Fig. 0.1).
In Sec. 6, we show: in spite of the fact that, for a ≤ l+1, the inclusion u ∈ H l+2a (G) does not imply
the inclusion u
(
Ωi(y)
)∣∣
Υi
∈ H l+3/2a (Υi), if a > 0, f0 ∈ H la(G), fi ∈ H l+3/2a (Υi), and {f0, fi} satisfies
finitely many orthogonality conditions, then problem (0.1), (0.2) yet admits a solution u ∈ H l+2a (G).
In this case, as before, the line (0.3) (with Λ depending now on the exponent a as well) must not
contain eigenvalues of model problems with a parameter.
In Sec. 7, with the help of the results from Sec. 3, we study nonlocal problems in bounded domains
in the special case where the line (0.3) contains only a proper eigenvalue of model problems with
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a parameter. In this case, to provide the existence of solutions, we impose additional consistency
conditions on the right-hand side at the conjugation points.
We note that the most complicated considerations in sections 4, 6, and 7 are related to construct-
ing right regularizers for nonlocal problems in bounded domains. In all these sections, we use the
same scheme to construct the regularizer, which is described in detail in Sec. 4. This allows us to
dwell only on the most important moments in sections 6 and 7.
Finally, in Sec. 8, by using the results of sections 4 and 7, we obtain a criteria of Fredholm solv-
ability of elliptic problems with homogeneous nonlocal conditions. Here algebraic relations between
the differential operator and nonlocal boundary-value operators play essential role. Two examples
illustrating the results of this paper are given in Sec. 9.
1 Statement of Nonlocal Problems in Bounded Domains
1.1 Statement of nonlocal problem
Let G ⊂ R2 be a bounded domain with the boundary ∂G. We introduce a set K ⊂ ∂G consisting of
finitely many points and assume that ∂G \ K =
N0⋃
i=1
Υi, where Υi are open (in the topology of ∂G)
C∞-curves. In a neighborhood of each point g ∈ K, the domain G is supposed to coincide with some
plane angle.
We denote by P(y,Dy) and Biµs(y,Dy) differential operators of orders 2m and miµ respectively
with complex-valued C∞-coefficients (i = 1, . . . , N0; µ = 1, . . . , m; s = 0, . . . , Si). Throughout the
paper, we assume that the operator P(y,Dy) is properly elliptic for all y ∈ G¯ and the system of
operators {Biµ0(y,Dy)}mµ=1 covers P(y,Dy) for all i = 1, . . . , N0 and y ∈ Υ¯i (see, e.g., [22, Ch. 2,
§ 1]).
For integer k ≥ 0, we denote by W k(G) = W k2 (G) the Sobolev space with the norm
‖u‖W k(G) =

∑
|α|≤k
∫
G
|Dαu|2 dy


1/2
(we put W 0(G) = L2(G) for k = 0). For integer k ≥ 1, we introduce the space W k−1/2(Υ) of traces
on a smooth curve Υ ⊂ G¯, with the norm
‖ψ‖W k−1/2(Υ) = inf ‖u‖W k(G) (u ∈ W k(G) : u|Υ = ψ). (1.1)
We consider the operators P : W l+2m(G) → W l(G) and B0iµ : W l+2m(G) → W l+2m−miµ−1/2(Υi)
given by Pu = P(y,Dy)u and B
0
iµu = Biµ0(y,Dy)u(y)|Υi. Hereinafter we assume that l+2m−miµ ≥
1. The operators P and B0iµ will correspond to a “local” boundary-value problem.
Now we proceed to define the operators corresponding to nonlocal conditions near the set K.
Let Ωis (i = 1, . . . , N0; s = 1, . . . , Si) be an infinitely differentiable nondegenerate transformation
mapping some neighborhood Oi of the curve Υi ∩ O2ε0(K) onto the set Ωis(Oi) so that Ωis(Υi) ⊂ G
and
Ωis(g) ∈ K for g ∈ Υ¯i ∩ K. (1.2)
Here ε0 > 0 and O2ε0(K) = {y ∈ R2 : dist(y,K) < 2ε0} is the 2ε0-neighborhood of the set K. Thus,
under the transformations Ωis, the curves Υi map strictly inside the domain G while the set of end
points of Υi maps to itself.
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Let ε0 be so small (see Remark 1.2 below) that, in the 2ε0-neighborhood O2ε0(g) of each point
g ∈ K, the domain G coincides with a plane angle. Let us specify the structure of the transformation
Ωis near the set K.
We denote by Ω+1is the transformation Ωis : Oi → Ωis(Oi) and by Ω−1is the transformation Ω−1is :
Ωis(Oi) → Oi being inverse to Ωis. The set of all points Ω±1iqsq(. . .Ω±1i1s1(g)) ∈ K (1 ≤ sj ≤ Sij , j =
1, . . . , q) (i.e., points which can be obtained by consecutive applying to the point g the transformations
Ω+1ijsj or Ω
−1
ijsj
taking the points of K to those of K) is called an orbit of g ∈ K and denoted by Orb(g).
Clearly, for any g, g′ ∈ K, either Orb(g) = Orb(g′) or Orb(g) ∩ Orb(g′) = ∅. Thus, we have
K =
N1⋃
p=1
Orbp, where Orbp1 ∩ Orbp2 = ∅ (p1 6= p2), and, for each p = 1, . . . , N1, the set Orbp
coincides with an orbit of some point g ∈ K. Let each orbit Orbp consist of points gpj , j = 1, . . . , N1p.
For every point g ∈ K, we consider neighborhoods
Vˆ(g) ⊃ V(g) ⊃ O2ε0(g) (1.3)
such that
(1) in the neighborhood Vˆ(g), the boundary ∂G coincides with a plane angle;
(2) Vˆ(g) ∩ Vˆ(g′) = ∅ for any g, g′ ∈ K, g 6= g′;
(3) if gpj ∈ Υ¯i ∩Orbp and Ωis(gpj ) = gpk, then V(gpj ) ⊂ Oi and Ωis
(V(gpj )) ⊂ Vˆ(gpk).
For each gpj ∈ Υ¯i ∩ Orbp, we fix an argument transformation y 7→ y′(gpj ) which is a composition
of the shift by the vector −−−→Ogpj and rotation by some angle so that the set V(gpj ) (Vˆ(gpj )) maps onto
a neighborhood Vpj (0) (Vˆpj (0)) of the origin while the sets G ∩ V(gpj ) (G ∩ Vˆ(gpj )) and Υi ∩ V(gpj )
(Υi ∩ Vˆ(gpj )) map to the intersection of the plane angle Kpj = {y ∈ R2 : r > 0, |ω| < bpj < pi} with
Vpj (0) (Vˆpj (0)) and the intersection of a side of the angle Kpj with Vpj (0) (Vˆpj (0)) respectively.
Condition 1.1. The argument transformation y 7→ y′(g) for y ∈ V(g), g ∈ K ∩ Υ¯i, described above
reduces the transformation Ωis(y) (i = 1, . . . N0, s = 1, . . . , Si) to a composition of rotation and
expansion in new variables y′.
Remark 1.1. Condition 1.1 combined with the assumption that Ωis(Υi) ⊂ G, in particular, means
that if g ∈ Ωis(Υ¯i \Υi) ∩ Υ¯j ∩ K 6= ∅, then the curves Ωis(Υ¯i) and Υ¯j are nontangent to each other
at the point g.
We introduce the bounded operators B1iµ : W
l+2m(G)→ W l+2m−miµ−1/2(Υi) by the formula
B1iµu =
Si∑
s=1
(
Biµs(y,Dy)(ζu)
)(
Ωis(y)
)∣∣
Υi
.
Here
(
Biµs(y,Dy)v
)(
Ωis(y)
)
= Biµs(y
′, Dy′)v(y
′)|y′=Ωis(y) and the function ζ ∈ C∞(R2) is such that
ζ(y) = 1 (y ∈ Oε0/2(K)), ζ(y) = 0 (y /∈ Oε0(K)). (1.4)
Since B1iµu = 0 whenever supp u ⊂ G¯ \Oε0(K), we say that the operator B1iµ corresponds to nonlocal
terms with the support near the set K.
We also introduce the bounded operator B2iµ : W
l+2m(G) → W l+2m−miµ−1/2(Υi) satisfying the
following condition.
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Condition 1.2. There exist numbers κ1 > κ2 > 0 and ρ > 0 such that, for all u ∈ W l+2m(G \
Oκ1(K)) ∪W l+2m(Gρ), the following inequalities hold:
‖B2iµu‖W l+2m−miµ−1/2(Υi) ≤ c1‖u‖W l+2m(G\Oκ1 (K)), (1.5)
‖B2iµu‖W l+2m−miµ−1/2(Υi\Oκ2 (K)) ≤ c2‖u‖W l+2m(Gρ), (1.6)
where i = 1, . . . , N0; µ = 1, . . . , m; c1, c2 > 0; Gρ = {y ∈ G : dist(y, ∂G) > ρ}.
From (1.5), it follows that B2iµu = 0 whenever supp u ⊂ Oκ1(K). Therefore, we say that the
operator B2iµ corresponds to nonlocal terms with the support outside the set K.
We suppose that Conditions 1.1 and 1.2 are fulfilled throughout.
Notice that we a priori assume no connection between the numbers κ1,κ2, ρ in Condition 1.2 and
the number ε0 in Condition 1.1.
We study the following nonlocal elliptic problem:
Pu = f0(y) (y ∈ G), (1.7)
B0iµu+B
1
iµu+B
2
iµu = fiµ(y) (y ∈ Υi; i = 1, . . . , N0; µ = 1, . . . , m). (1.8)
Let us introduce the following operator corresponding to problem (1.7), (1.8):
L = {P, B0iµ +B1iµ +B2iµ} : W l+2m(G)→W l(G,Υ),
where W l(G,Υ) =W l(G)×
N0∏
i=1
m∏
µ=1
W l+2m−miµ−1/2(Υi).
Remark 1.2. Further, we will need that ε0 be sufficiently small (while κ1,κ2, ρ may be arbitrary).
Let us show that this does not lead to the loss of generality.
Let us have a number εˆ0 such that 0 < εˆ0 < ε0. We consider a function ζˆ ∈ C∞(R2) satisfying
ζˆ(y) = 1 (y ∈ Oεˆ0/2(K)), ζˆ(y) = 0 (y /∈ Oεˆ0(K))
and introduce the operator Bˆ1iµ : W
l+2m(G)→W l+2m−miµ−1/2(Υi) by the formula
Bˆ1iµu =
Si∑
s=1
(
Biµs(y,Dy)(ζˆu)
)(
Ωis(y)
)∣∣
Υi
.
Clearly, we have
B0iµ +B
1
iµ +B
2
iµ = B
0
iµ + Bˆ
1
iµ + Bˆ
2
iµ,
where Bˆ2iµ = B
1
iµ− Bˆ1iµ+B2iµ. From example 1.1 (see Sec. 1.2), it follows that the operator B1iµ− Bˆ1iµ
satisfies Condition 1.2 for some κ1,κ2, ρ. Therefore, we can always choose ε0 being as small as
necessary (maybe at the expense of the change of the operator B2iµ and values of κ1,κ2, ρ).
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1.2 Example of nonlocal problem
In the following example, we present a concrete realization for the abstract nonlocal operators B2iµ.
Example 1.1. Let the operators P(y,Dy) and Biµs(y,Dy) be the same as before. Let Ωis (i =
1, . . . , N0; s = 1, . . . , Si) be an infinitely differentiable nondegenerate transformation mapping
some neighborhood Oi of the curve Υi onto Ωis(Oi) so that Ωis(Υi) ⊂ G. Notice that in this example
assumption (1.2) is not necessarily supposed to hold for each Ωis.
We consider the following nonlocal problem:
P(y,Dy)u = f0(y) (y ∈ G), (1.9)
Biµ0(y,Dy)u(y)|Υi +
Si∑
s=1
(
Biµs(y,Dy)u
)(
Ωis(y)
)∣∣
Υi
= fiµ(y)
(y ∈ Υi; i = 1, . . . , N0; µ = 1, . . . , m).
(1.10)
Let us choose ε0 so small that, for any point g ∈ K, the set Oε0(g) intersects with the curve Ωis(Υi)
only if g ∈ K ∩ Ωis(Υi).
Let a point g ∈ K ∩ Υ¯i be such that Ωis(g) ∈ K. Then we define the orbit Orb(g) of the point g
analogously to the above and assume that, for each point of this orbit Orb(g), Condition 1.1 holds.
Remark 1.3. According to Remark 1.1, Condition 1.1 is a restriction upon a geometrical structure
of the support of nonlocal terms near the set K. However, if Ωis(Υ¯i \Υi) ⊂ ∂G \ K, then we impose
no restrictions upon a geometrical structure of the curve Ωis(Υ¯i) near ∂G (cf. [14, 16]).
We put
Pu = P(y,Dy)u
B0iµu = Biµ0(y,Dy)u(y)|Υi,
B1iµu =
Si∑
s=1
(
Biµs(y,Dy)(ζu)
)(
Ωis(y)
)∣∣
Υi
,
B2iµu =
Si∑
s=1
(
Biµs(y,Dy)((1− ζ)u)
)(
Ωis(y)
)∣∣
Υi
,
where ζ is defined by (1.4) (see figures 1.1 and 1.2). Then problem (1.9), (1.10) assumes the form (1.7),
(1.8).
Analogously to the proof of Lemma 2.5 [16] (where weighted spaces should be replaced by
corresponding Sobolev spaces), one can show that the operator B2iµ satisfies Condition 1.2. Let
us prove, for example, inequality (1.5). Clearly, it suffices to consider an arbitrary term ψ =(
Biµs(y,Dy)((1− ζ)u)
)(
Ωis(y)
)∣∣
Υi
. We introduce a function v ∈ C∞0
(
Ωis(Oi)
)
such that
v|Ωis(Υi) =
(
Biµs(y,Dy)((1− ζ)u)
)∣∣
Ωis(Υi)
, (1.11)
‖v‖W l+2m−miµ (Ωis(Oi)) ≤ 2
∥∥(Biµs(y,Dy)((1− ζ)u))∣∣Ωis(Υi)∥∥W l+2m−miµ−1/2(Ωis(Υi)), (1.12)
From (1.11), it follows that
v
(
Ωis(y)
)∣∣
Υi
= ψ.
8
Figure 1.1: Dotted lines denote the support of nonlocal terms corresponding to the operator B2iµ.
Figure 1.2: Dotted lines denote the support of nonlocal terms corresponding to the operator B1iµ.
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Combining this with the boundedness of the trace operator in Sobolev spaces and inequality (1.12),
we get
‖ψ‖
W l+2m−miµ−1/2(Υi)
=
∥∥v(Ωis(y))∣∣Υi∥∥W l+2m−miµ−1/2(Υi) ≤ ∥∥v(Ωis(y))∥∥W l+2m−miµ (Oi)
≤ k1‖v‖W l+2m−miµ(Ωis(Oi)) ≤ 2k1‖Biµs(y,Dy)((1− ζ)u)|Υi‖W l+2m−miµ−1/2(Ωis(Υi))
≤ k2‖(1− ζ)u‖W l+2m(G). (1.13)
Thus, putting κ1 = ε0/2, we see that (1.13) implies estimate (1.5). Notice that, in this case, the
numbers κ1 and ε0 turn out to be connected with each other.
Analogous considerations allow one to obtain estimate (1.6). The proof is based on the bound-
edness of the trace operator, smoothness of the transformations Ωis, and relation
Ωis(Υi \ Oκ2(K)) ⊂ Gρ
(which is valid for any κ2 < κ1 and sufficiently small ρ = ρ(κ2)). The latter relation follows from
the embedding Ωis(Υi) ⊂ G and continuity of Ωis.
1.3 Nonlocal problems near the set K
While studying problem (1.7), (1.8), one must pay especial attention to a behavior of solutions in a
neighborhood of the set K, which consists of the conjugation points. Let us consider corresponding
model problems in plane angles. To this end, we formally assume that
B2iµ = 0, i = 1, . . . , N0, µ = 1, . . . , m. (1.14)
Let us fix some orbit Orbp ⊂ K (p = 1, . . . , N1) and suppose that supp u ⊂
(N1p⋃
j=1
V(gpj )
)
∩ G¯. We
denote by uj(y) the function u(y) for y ∈ Vˆ(gpj ) ∩ G. If gpj ∈ Υ¯i, y ∈ V(gpj ), and Ωis(y) ∈ Vˆ(gpk), we
denote u(Ωis(y)) by uk(Ωis(y)). Then, by virtue of assumption (1.14), nonlocal problem (1.7), (1.8)
assumes the following form:
P(y,Dy)uj = f0(y) (y ∈ V(gpj ) ∩G),
Biµ0(y,Dy)uj(y)|V(gpj )∩Υi +
Si∑
s=1
(
Biµs(y,Dy)(ζuk)
)(
Ωis(y)
)∣∣
V(gpj )∩Υi
= fiµ(y)(
y ∈ V(gpj ) ∩Υi; i ∈ {1 ≤ i ≤ N0 : gpj ∈ Υ¯i}; j = 1, . . . , N1p; µ = 1, . . . , m
)
.
Let y 7→ y′(gpj ) be the argument transformation described above. We introduce the function
Uj(y
′) = uj(y(y
′)) and denote y′ again by y. For p being fixed, we put N = N1p, bj = b
p
j , Kj = K
p
j
(see Sec. 1.1), and γjσ = {y ∈ R2 : r > 0, ω = (−1)σbj} (σ = 1, 2), where (ω, r) are polar coordinates
with pole at the origin. Now, using Condition 1.1, we can rewrite problem (1.7), (1.8) as follows:
Pj(y,Dy)Uj = fj(y) (y ∈ Kj), (1.15)
Bjσµ(y,Dy)U |γjσ ≡
∑
k,s
(Bjσµks(y,Dy)Uk)(Gjσksy)|γjσ = fjσµ(y) (y ∈ γjσ). (1.16)
Here (and further, unless the contrary is specified) j, k = 1, . . . , N = N1p; σ = 1, 2; µ = 1, . . . , m;
s = 0, . . . , Sjσk; Pj(y,Dy) and Bjσµks(y,Dy) are operators of orders 2m and mjσµ respectively with
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variable C∞-coefficients; Gjσks is the operator of rotation by an angle ωjσks and expansion χjσks
(χjσks > 0) times in y-plane. Furthermore, |(−1)σbj + ωjσks| < bk for (j, 0) 6= (k, s), ωjσj0 = 0, and
χjσj0 = 1.
Since V(0) ⊃ Oε0(0) (see. (1.3)), it follows that, for any function v (which need not be compactly
supported), we have
Bjσµks(y,Dy)v(y) = 0 for |y| ≥ ε0, (k, s) 6= (j, 0). (1.17)
Moreover, since we consider problem (1.15), (1.16) for functions U with compact support, we may
assume that the coefficients of the operators Pj(y,Dy) and Bjσµj0(y,Dy) are equal to zero outside a
disk of sufficiently large radius.
Let us introduce the following spaces of vector-functions:
W l+2m,N(K) =
N∏
j=1
W l+2m(Kj), W l,N(K, γ) =
N∏
j=1
W l(Kj , γj),
W l(Kj , γj) = W l(Kj)×
∏
σ=1,2
m∏
µ=1
W l+2m−mjσµ−1/2(γjσ).
We consider the operator Lp : W
l+2m,N(K)→W l,N(K, γ) given by
LpU = {Pj(y,Dy)Uj, Bjσµ(y,Dy)U |γjσ}
and corresponding to problem (1.15), (1.16). Subindex p means that the operator Lp is related to
the orbit Orbp.
We denote by Pj(Dy) and Bjσµks(Dy) the principal homogeneous parts of the operators Pj(0, Dy)
and Bjσµks(0, Dy) respectively. Along with problem (1.15), (1.16), we study the model nonlocal
problem
Pj(Dy)Uj = fj(y) (y ∈ Kj), (1.18)
Bjσµ(Dy)U |γjσ ≡
∑
k,s
(Bjσµks(Dy)Uk)(Gjσksy)|γjσ = fjσµ(y) (y ∈ γjσ). (1.19)
We introduce the operator Lp : W l+2m,N(K)→W l,N(K, γ) given by
LpU = {Pj(Dy)Uj , Bjσµ(Dy)U |γjσ}
and corresponding to problem (1.18), (1.19).
Let us write the operators Pj(Dy) and Bjσµks(Dy) in polar coordinates: Pj(Dy) =
r−2mP˜j(ω,Dω, rDr), Bjσµks(Dy) = r−mjσµB˜jσµks(ω,Dω, rDr).
We introduce the spaces of vector-functions
W l+2m,N(−b, b) =
N∏
j=1
W l+2m(−bj , bj), W l,N [−b, b] =
N∏
j=1
W l[−bj , bj ],
W l[−bj , bj] = W l(−bj , bj)× C2m
and consider the analytic operator-valued function L˜p(λ) : W l+2m,N(−b, b)→W l,N [−b, b] given by
L˜p(λ)ϕ = {P˜j(ω,Dω, λ)ϕj,
∑
k,s
(χjσks)
iλ−mjσµB˜jσµks(ω,Dω, λ)ϕk(ω + ωjσks)|ω=(−1)σbj}.
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Main definitions and facts concerning eigenvalues, eigenvectors, and associate vectors of analytic
operator-valued functions can be found in [23]. In the sequel, it will be on principle that the spectrum
of the operator L˜p(λ) is discrete (see Lemma 2.1 [15]).
Further, we will show that the Fredholm solvability of problem (1.7), (1.8) in Sobolev spaces
depends on the location of eigenvalues of model operators L˜p(λ) corresponding to the points of K.
Notice that the solvability of the same problem in weighted spaces depends on the location of eigen-
values of model operators corresponding not only to the points of K but also Ωis(K) ⊂ G¯ and
Ωi′s′(Ωis(K) ∩ Υi′) ⊂ G (see [14, 16]). This can be explained as follows: the points of the sets in-
dicated are connected by means of the transformations Ωis. That is why singularities of solutions
appearing near the set K may be “carried” to other points both on the boundary and strictly inside
the domain. But in our case we will prove that if the right-hand side of problem (1.7), (1.8) is subject
to finitely many orthogonality conditions in the Sobolev space W l(G,Υ), then the solutions belong
to the Sobolev space W l+2m(G). Therefore, such solutions have no singularities.
2 Nonlocal Problems in Plane Angles in the Case where the
Line Imλ = 1− l − 2m Contains no Eigenvalues of L˜p(λ)
In this section, we construct an operator acting in Sobolev spaces, defined for compactly supported
functions, and being the right inverse for the operator Lp up to the sum of small and compact
perturbations. (We remind that Lp corresponds to model problem (1.15), (1.16).)
2.1 Weighted spaces Hka (Q)
Throughout this section, we suppose that the orbit Orbp is fixed; therefore, for short, we denote the
operators Lp, Lp, and L˜p(λ) by L, L, and L˜(λ) respectively.
The investigation of the solvability for problem (1.15), (1.16) in Sobolev spaces will be based
upon the results on the solvability of problem (1.18), (1.19) in weighted spaces. Let us introduce
these spaces and present some of their properties.
For any set X ∈ Rn (n ≥ 1), we denote by C∞0 (X) the set of functions infinitely differentiable in
X¯ and compactly supported in X . Let either Q = Kj or Q = Kj ∩ {y ∈ R2 : |y| < d} (d > 0), or
Q = R2. Denote by Hka (Q) the completion of the set C
∞
0 (Q¯ \ {0}) with respect to the norm
‖w‖Hka (Q) =

∑
|α|≤k
∫
Q
r2(a−k+|α|)|Dαyw|2dy


1/2
,
where a ∈ R, k ≥ 0 is an integer. For k ≥ 1, we denote by Hk−1/2a (γ) the space of traces on a smooth
curve γ ⊂ Q¯ with the norm
‖ψ‖
H
k−1/2
a (γ)
= inf ‖w‖Hka (Q) (w ∈ H la(Q) : w|γ = ψ).
We introduce the following spaces of vector-functions:
H l+2m,Na (K) =
N∏
j=1
H l+2ma (Kj), Hl,Na (K, γ) =
N∏
j=1
Hla(Kj , γj),
Hla(Kj , γj) = H la(Kj)×
∏
σ=1,2
m∏
µ=1
H
l+2m−mjσµ−1/2
a (γjσ).
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The bounded operator La : H l+2m,Na (K)→ Hl,Na (K, γ) given by
LaU = {Pj(Dy)Uj , Bjσµ(Dy)U |γjσ} (2.1)
corresponds to problem (1.18), (1.19) in the weighted spaces. From Theorem 2.1 [15], it follows that
the operator La has a bounded inverse if and only if the line Imλ = 1−l−2m contains no eigenvalues
of the operator L˜(λ). Using the invertibility of La, in this section and next one, we will study the
solvability of problems (1.18), (1.19) and (1.15), (1.16) in Sobolev spaces. To this end, we need some
auxiliary results (Lemmas 2.1 and 2.2) concerning the relation between the spaces Hka (·) and W k(·).
Lemma 2.1. Let u ∈ W k(Q) (k ≥ 2), u(y) = 0 for |y| ≥ 1, and Dαu|y=0 = 0 (|α| ≤ k − 2). Then
we have
‖u‖Hka (Q) ≤ ca‖u‖W k(Q), a > 0. (2.2)
If we additionally suppose that1 Dk−1u ∈ H10 (Q), then we have
‖u‖Hk
0
(Q) ≤ c
∑
|α|=k−1
‖Dαu‖H1
0
(Q). (2.3)
Here Q is the same domain as before, ca > 0 is independent of u.
Proof. From Lemma 4.9 [21], it follows that, for each a > 0,
‖Dk−1u‖H1a(Q) ≤ c‖Dk−1u‖W 1(Q) ≤ c‖u‖W k(Q).
Combining this estimate (or the inclusion Dk−1u ∈ H10 (Q)) with Lemma2 4.12 [21] yields inequal-
ity (2.2) for 0 < a < 1 (or inequality (2.3) respectively). Since the support of u is compact, it follows
that inequality (2.2) holds for all a > 0.
Lemma 2.2. Let u ∈ W 1(R2) and u(y) = 0 for |y| ≥ 1. Then we have
‖u(y)− u(G0y)‖H1
0
(R2) ≤ c‖u‖W 1(R2),
where G0 is a composition of rotation by an angle ω0 (−pi < ω0 ≤ pi) and expansion χ0 (χ0 > 0)
times.
Proof. Writing a function u in polar coordinates (ω, r) yields
u(y)− u(G0y) = u(ω, r)− u(ω + ω0, χ0r) = v1 + v2,
where v1(ω, r) = u(ω, r)− u(ω + ω0, r), v2(ω, r) = u(ω + ω0, r)− u(ω + ω0, χ0r).
Let us consider the function v1. By Lemma 4.15 [21], we obtain
∞∫
0
r−1|v1(0, r)|2dr ≤ k1‖u‖W 1(R2).
From this and Lemma 4.8 [21], it follows that v1 ∈ H10 (R2) and
‖v1‖H1
0
(R2) ≤ k2‖u‖W 1(R2). (2.4)
1If some assertion is formulated for a function Dlu, then it is meant to hold for all the functions Dαu, |α| = l.
2Lemma 4.12 [21] is proved by Kondrat’ev for a = 0; however, his proof remains true, with slight modifications,
for all a < 1.
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To prove the lemma, it remains to show that∫
R2
r−2|v2|2dy ≤ k3‖u‖W 1(R2). (2.5)
For χ0 > 1 (the case where 0 < χ0 < 1 can be considered analogously), we have
∫
R2
r−2|v2|2dy =
pi∫
−pi
dω
∞∫
0
r−1|v2(ω, r)|2dr =
pi+ω0∫
−pi+ω0
dω
∞∫
0
r−1dr
∣∣∣∣∣∣
χ0r∫
r
∂u(ω, t)
∂t
dt
∣∣∣∣∣∣
2
.
Using the Schwarz inequality, followed by the change of integration limits, we get estimate (2.5):
∫
R2
r−2|v2|2dy ≤ (χ0 − 1)
pi+ω0∫
−pi+ω0
dω
∞∫
0
dr
χ0r∫
r
∣∣∣∣∂u(ω, t)∂t
∣∣∣∣
2
dt
=
(χ0 − 1)2
χ0
pi+ω0∫
−pi+ω0
dω
∞∫
0
∣∣∣∣∂u(ω, t)∂t
∣∣∣∣
2
t dt ≤ (χ0 − 1)
2
χ0
‖u‖2W 1(R2).
Let us prove one more auxiliary result.
Lemma 2.3. Let H, H1, and H2 be Hilbert spaces, A : H → H1 a linear bounded operator, and
T : H → H2 a compact operator. Suppose that, for some ε > 0, c > 0, and f ∈ H, the following
inequality holds:
‖Af‖H1 ≤ ε‖f‖H + c‖T f‖H2. (2.6)
Then there exist operators M,F : H → H1 such that
A =M+ F ,
‖M‖ ≤ 2ε, and the operator F is finite-dimensional.
Proof. As is well known (see, e.g., [24, Ch. 5, § 85]), any compact operator is the limit of a uni-
formly convergent sequence of finite-dimensional operators. Therefore, there exist bounded operators
M0,F0 : H → H2 such that T =M0+F0, ‖M0‖ ≤ c−1ε, and the operator F0 is finite-dimensional.
This and (2.6) imply
‖Af‖H1 ≤ 2ε‖f‖H + c‖F0f‖H2 for all f ∈ H. (2.7)
Denote by ker (F0)⊥ the orthogonal supplement in H to the kernel of the operator F0. Since the
finite-dimensional operator F0 maps ker (F0)⊥ onto its image in a one-to-one manner, the subspace
ker (F0)⊥ is of finite dimension. Let I denote the identity operator in H and P0 the orthogonal
projector onto ker (F0)⊥. Clearly, AP0 : H → H1 is a finite-dimensional operator. Furthermore,
since I − P0 is the orthogonal projector onto ker (F0), it follows that F0(I − P0) = 0. Therefore,
substituting the function (I − P0)f instead of f in (2.7), we get
‖A(I − P0)f‖H1 ≤ 2ε‖(I − P0)f‖H ≤ 2ε‖f‖H for all f ∈ H.
Denoting M = A(I − P0) and F = AP0 completes the proof.
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2.2 Construction of the operator R
In this subsection, we construct the operator R acting in a subspace S l,N(K, γ) of the space
W l,N(K, γ), defined for compactly supported functions, and being the right inverse for the oper-
ator L up to the sum of small and compact perturbations (see Theorem 2.1). To construct such an
operator, we assume that the following condition holds.
Condition 2.1. The line Imλ = 1− l − 2m contains no eigenvalues of the operator L˜(λ).
We denote by S l,N(K, γ) the subspace of W l,N (K, γ), consisting of the functions {fj , fjσµ} such
that
Dαfj |y=0 = 0, |α| ≤ l − 2, (2.8)
∂βfjσµ
∂τβjσ
∣∣∣∣∣
y=0
= 0, β ≤ l + 2m−mjσµ − 2, (2.9)
where τjσ is the unit vector directed along the ray γjσ. If l − 2 < 0 or l + 2m −mjσµ − 2 < 0, the
corresponding conditions are absent. From Sobolev’s embedding theorem and Riesz’ theorem on a
general form of linear continuous functionals in Hilbert spaces, it follows that the set S l,N(K, γ) is
closed and of finite codimension in W l,N(K, γ).
Let us consider the operators
∂l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
Bjσµ(Dy)U ≡ ∂
l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
(∑
k,s
(Bjσµks(Dy)Uk)(Gjσksy)
)
.
Using the chain rule, we can write
∂l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
Bjσµ(Dy)U ≡
∑
k,s
(Bˆjσµks(Dy)Uk)(Gjσksy), (2.10)
where Bˆjσµks(Dy) are some homogenous differential operators of order l + 2m− 1 with constant co-
efficients. In particular, we have Bˆjσµj0(Dy) =
∂l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
Bjσµj0(Dy) since Gjσj0y ≡ y. Formally
replacing the nonlocal operators in (2.10) by the corresponding local ones, we introduce the operators
Bˆjσµ(Dy)U ≡
∑
k,s
Bˆjσµks(Dy)Uk(y). (2.11)
Along with system (2.11), we consider (for l ≥ 1) the operators
DξPj(Dy)Uj(y), |ξ| = l − 1. (2.12)
The system of operators (2.11) and (2.12) plays an essential in the proof of the following lemma,
which is used for the construction of the operator R.
Lemma 2.4. Let Condition 2.1 hold. Then, for any ε, 0 < ε < 1, there exists a bounded operator
A : {f ∈ S l,N (K, γ) : supp f ⊂ Oε(0)} →W l+2m,N(K)
such that, for any f = {fj , fjσµ} ∈ Dom(A), the function V = Af satisfies the following conditions:
V = 0 for |y| ≥ 1,
‖LV − f‖Hl,N
0
(K) ≤ c‖f‖W l,N (K,γ), (2.13)
‖V ‖Hl+2m,Na (K) ≤ ca‖f‖W l,N(K,γ) for any a > 0. (2.14)
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Proof. 1. We introduce the operator
fjσµ 7→ Φjσµ (2.15)
taking a function fjσµ ∈ W l+2m−mjσµ−1/2(γjσ) to its extension Φjσµ ∈ W l+2m−mjσµ(R2) to R2, satis-
fying Φjσµ = 0 for |y| ≥ 2. We also consider an extension of the function fj from Kj to R2 so that
the extended function (which we also denote by fj) is equal to zero for |y| ≥ 2. The corresponding
extension operators can be chosen linear and bounded (see [25, Ch. 6, § 3]).
Let us consider the following linear algebraic system for all partial derivatives DαWj, |α| =
l + 2m− 1, j = 1, . . . , N :
Bˆjσµ(Dy)W = ∂
l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
Φjσµ, (2.16)
DξPj(Dy)Wj = Dξfj (2.17)
(j = 1, . . . , N ; σ = 1, 2; µ = 1, . . . , m; |ξ| = l − 1). We remind that each of the operators Bˆjσµ(Dy)
given by (2.11) is the sum of “local” operators, which allows us to regard system (2.16), (2.17) as an
algebraic one. Let us take for granted that system (2.16), (2.17) admits a unique solution for any
right-hand side. Denote by Wjα a solution of system (2.16), (2.17). It is obvious that Wjα ∈ W 1(R2)
and Wjα = 0 for |y| ≥ 2. By virtue of Lemma 4.17 [21], there exists a linear bounded operator
{Wjα}|α|=l+2m−1 7→ Vj (2.18)
taking a system {Wjα}|α|=l+2m−1 ∈
∏
|α|=l+2m−1
W 1(R2) to a function Vj ∈ W l+2m(R2) such that
Vj(y) = 0 for |y| ≥ 1,
DαVj|y=0 = 0, |α| ≤ l + 2m− 2, (2.19)
DαVj −Wjα ∈ H10 (R2), |α| = l + 2m− 1. (2.20)
2. Let us show that the function V = (V1, . . . , VN) is that we are seeking for. Inequality (2.14)
follows from relations (2.19), Lemma 2.1, and the boundedness of the operator (2.18).
Let us prove (2.13). Since the functions Wjα are solutions of algebraic system (2.16), (2.17) and
the functions Vj satisfy (2.20), it follows that
Bˆjσµ(Dy)V − ∂
l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
Φjσµ ∈ H10 (R2), (2.21)
Dl−1(Pj(Dy)Vj − fj) ∈ H10 (R2). (2.22)
Furthermore, from (2.19) and (2.8), we get
Dα(Pj(Dy)Vj − fj)|y=0 = 0, |α| ≤ l − 2.
Combining this with relations (2.22) and Lemma 2.1, we see that Pj(Dy)Vj − fj ∈ H l0(Kj).
Now let us show that
Bjσµ(Dy)V |γjσ − fjσµ ∈ H l+2m−mjσµ−1/20 (γjσ). (2.23)
To this end, we pass in (2.21) from the “local” operators Bˆjσµ(Dy) back to the nonlocal ones
∂l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
Bjσµ(Dy). Then, using Lemma 2.2, we obtain from (2.21):
∂l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
(Bjσµ(Dy)V − Φjσµ) ∈ H10 (R2). (2.24)
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Inclusions (2.24) and Lemma 4.18 [21] imply
∞∫
0
r−1
∣∣∣∣∣ ∂
l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
(Bjσµ(Dy)V |γjσ − fjσµ)
∣∣∣∣∣
2
dr
≤ k1
∥∥∥∥∥ ∂
l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
(Bjσµ(Dy)V − Φjσµ)
∥∥∥∥∥
2
H1
0
(Kj)
. (2.25)
From inequality (2.25), relations (2.8) and (2.19), and Lemma 4.7 [21], it follows that
∞∫
0
r1−2(l+2m−mjσµ)|Bjσµ(Dy)V |γjσ − fjσµ|2dr ≤ k2
∥∥∥∥∥ ∂
l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
(Bjσµ(Dy)V − Φjσµ)
∥∥∥∥∥
2
H1
0
(Kj)
.
(2.26)
Combining this with the relation Bjσµ(Dy)V |γjσ − fjσµ ∈ W l+2m−mjσµ−1/2(γjσ), from (2.26) and
Lemma 4.16 [21], we get (2.23). Using the boundedness of the operators (2.15) and (2.18), one can
easily prove estimate (2.13) as well.
3. Now it remains to show that system (2.16), (2.17) admits a unique solution for any right-hand
side. Obviously, this system consists of (l+ 2m)N equations for (l+ 2m)N unknowns. Therefore, it
suffices to show that the corresponding homogeneous system has only a trivial solution. We assume
the contrary: there exists a nontrivial vector of numbers {qjα} (j = 1, . . . , N , |α| = l+2m− 1) such
that, after substituting the numbers qjα instead of D
αWj into the left-hand side of system (2.16),
(2.17), its right-hand side goes to zero. Let us consider the homogeneous polynomial Qj(y) of order
l + 2m − 1, satisfying DαQj(y) ≡ qjα. Then we have Pj(Dy)Qj(y) ≡ 0 (since DξPj(Dy)Qj(y) ≡ 0
for all |ξ| = l − 1) and
Bˆjσµ(Dy)Q(y) ≡
∑
k,s
Bˆjσµks(Dy)Qk(y) ≡ 0
(
Q = (Q1, . . . , QN)
)
. (2.27)
Notice that Bˆjσµks(Dy)Qk(y) ≡ const, while every operator Gjσks of rotation and expansion takes a
constant to itself. Therefore, along with (2.27), the following identity holds:
∂l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
(
Bjσµ(Dy)Q(y)
)
≡
∑
k,s
(Bˆjσµks(Dy)Qk)(Gjσksy) ≡ 0. (2.28)
Since Bjσµ(Dy)Q is a homogeneous polynomial of order l+2m−mjσµ−1, it follows from (2.28) that
Bjσµ(Dy)Q|γjσ ≡ 0. Thus, we see that the vector-valued function Q = (Q1, . . . , QN) is a solution to
homogeneous problem (1.18), (1.19). Therefore,
P˜j(ω,Dω, rDr)
(
rl+2m−1Q˜j(ω)
) ≡ 0,∑
k,s
(χjσks)
(l+2m−1)−mjσµB˜jσµks(ω,Dω, rDr)
(
rl+2m−1Q˜k(ω + ωjσks)
)|ω=(−1)σbj ≡ 0, (2.29)
where Qj(y) ≡ rl+2m−1Q˜j(ω). But identities (2.29) mean that L˜(−i(l + 2m − 1))Q˜(ω) ≡ 0, where
Q˜ = (Q˜1, . . . , Q˜N). This contradicts the assumption that the line Imλ = 1 − l − 2m contains no
eigenvalues of L˜(λ).
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Corollary 2.1. The function V constructed in Lemma 2.4 satisfies the following inequality:
‖LV − f‖Hl,N
0
(K) ≤ c‖f‖W l,N(K,γ). (2.30)
Proof. By virtue of inequality (2.13), it suffices to estimate the differences (Pj(y,Dy) − Pj(Dy))Vj
and (Bjσµ(y,Dy)− Bjσµ(Dy))V |γjσ . The former contains the terms of the form(
aα(y)− aα(0)
)
DαVj (|α| = 2m), aβ(y)DβVj (|β| ≤ 2m− 1),
where aα and aβ are infinitely differentiable functions. Fixing some a, 0 < a < 1, taking into account
that V = 0 for |y| ≥ 1, and using Lemma 3.3′ [21] and inequality (2.14), we obtain
‖(aα(y)− aα(0))DαVj‖Hl
0
(Kj) ≤ k1‖
(
aα(y)− aα(0)
)
DαVj‖Hla−1(Kj)
≤ k2‖DαVj‖Hla(Kj) ≤ k3‖f‖W l,N (K,γ).
Similarly, from the definition of weighted spaces and inequality (2.14), we get
‖aβ(y)DβVj‖Hl
0
(Kj) ≤ k4‖aβ(y)DβVj‖Hl+1a (Kj) ≤ k5‖Vj‖Hl+2ma (Kj) ≤ k6‖f‖W l,N(K,γ).
The expressions (Bjσµ(y,Dy)− Bjσµ(Dy))V |γjσ can be estimated in the same way.
Using Lemma 2.4, we can construct the operator R.
Theorem 2.1. Let Condition 2.1 hold. Then, for any ε, 0 < ε < 1, there exist bounded operators
R : {f ∈ S l,N(K, γ) : supp f ⊂ Oε(0)} → {U ∈ W l+2m,N(K) : suppU ⊂ Oε1(0)},
M,T : {f ∈ S l,N(K, γ) : supp f ⊂ Oε(0)} → {f ∈ S l,N(K, γ) : supp f ⊂ O2ε1(0)}
with3 ε1 = max
{
ε, ε0/min {χjσks, 1}
}
such that ‖Mf‖W l,N(K,γ) ≤ cε1‖f‖W l,N (K,γ), where c > 0 de-
pends only on the coefficients of the operators Pj(Dy) and Bjσµks(Dy), the operator T is compact,
and
LRf = f +Mf + Tf. (2.31)
Proof. By virtue of Lemma 2.4, we have f − LAf ∈ Hl,N0 (K, γ). Therefore,
L−10 (f −LAf) ∈ H l+2m,N0 (K),
where L0 : H l+2m,N0 (K)→ Hl,N0 (K, γ) is the operator given by (2.1) for a = 0. Put
Rf = ψU, U = L−10 (f − LAf) +Af.
Here ψ ∈ C∞0 (R2) is such that ψ(y) = 1 for |y| ≤ ε1 = max
{
ε, ε0/min {χjσks, 1}
}
, suppψ ⊂ O2ε1(0),
and ψ does not depend on polar angle ω. Let us show that the operator R is that we are seeking
for. Using the continuity of the embedding H l+2m,N0 (K) ⊂W l+2m,N(K), which is valid for compactly
supported functions, inequality (2.13), and boundedness of the operators A, we get
‖Rf‖W l+2m,N (K) ≤ c‖f‖W l+2m,N (K).
3We remind that the number ε0 defines the diameter for the support of the function ζ appearing in the definition
of the nonlocal operator B1iµ (see Sec. 1). In other words, the number ε0 defines the diameter for the support of the
coefficients of the model operators Bjσµks(y,Dy), (k, s) 6= (j, 0) (see (1.17)).
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Let us prove relation (2.31). Since Pj(Dy)Uj = fj and ψfj = fj , it follows that
Pj(y,Dy)(ψUj)− fj = [Pj(y,Dy), ψ]Uj + ψ(y)
(
Pj(y,Dy)− Pj(Dy)
)
Uj , (2.32)
where [·, ·] stands for the commutator.
Let b(y) be an arbitrary coefficient of the operator Bjσµks(y,Dy) with (k, s) 6= (j, 0). By virtue
of (1.17) and the choice of the function ψ, we have
b(Gjσksy) = 0 for |y| ≥ ε0/χjσks,
(Dαyψ)(Gjσksy) = Dαyψ(y) for |y| ≤ ε0/χjσks
(the latter expression, for |y| ≤ ε0/χjσks, equals 1 if |α| = 0 and equals 0 if |α| ≥ 1). Thus, we have
(bvDαyψ)(Gjσksy) ≡ Dαyψ(y)(bv)(Gjσksy) for any v. (2.33)
Obviously, if (k, s) = (j, 0), then identity (2.33) is also true. Therefore, taking into account that
Bjσµ(Dy)U |γjσ = fjσµ and ψfjσµ = fjσµ, we get
Bjσµ(y,Dy)(ψU)|γjσ − fjσµ = [Bjσµ(y,Dy), ψ]U |γjσ + ψ(y)
(
Bjσµ(y,Dy)− Bjσµ(Dy)
)
U |γjσ . (2.34)
From (2.32)–(2.34) and Leibniz’ formula, we obtain that supp (LRf − f) ⊂ O2ε1(0) and
‖LRf − f‖W l,N (K,γ) ≤ k1ε1‖f‖W l,N (K,γ) + k2(ε1)‖ψ1U‖W l+2m−1,N (K), (2.35)
where ψ1 ∈ C∞0 (R2) is equal to 1 on the support of ψ. Notice that the function L−10 (f − LAf)
belongs to H l+2m,N0 (K) and, therefore, vanishes at y = 0 together with all its derivatives of order
≤l+2m− 2. By virtue of Lemma 2.4 (in particular, see (2.19)), the function Af possesses the same
property. Hence, we have LRf − f ∈ S l,N(K, γ).
Furthermore, by virtue of Lemma 2.4 and compactness of the embedding
{ψ1U : U ∈ W l+2m,N(K)} ⊂W l+2m−1,N(K),
the operator
f 7→ ψ1U
(see the second norm on the right-hand side of (2.35)) compactly maps {f ∈ S l,N(K, γ) : supp f ⊂
Oε(0)} into W l+2m−1,N(K). Combining this with inequality (2.35) and Lemma 2.3, we complete the
proof.
The operatorR has the “defect” that the diameter of the support ofRf depends on ε0 and cannot
be reduced by reducing the diameter of the support of f . However, to construct a right regularizer
for problem (1.7), (1.8) in the whole of the domain G, we need, along with R, its modification R′
devoid of this defect. In the following theorem, we construct such a modification R′ defined for the
functions f ′ = {fjσµ}.
Theorem 2.2. Let condition 2.1 hold. Then, for any ε, 0 < ε < 1, there exist bounded operators
R
′ : {f ′ : {0, f ′} ∈ S l,N(K, γ), supp f ′ ⊂ Oε(0)} → {U ∈ W l+2m,N(K) : suppU ⊂ O2ε(0)},
M
′,T′ : {f ′ : {0, f ′} ∈ S l,N(K, γ), supp f ′ ⊂ Oε(0)} → {f ∈ S l,N(K, γ) : supp f ⊂ O2ε2(0)}
with ε2 = ε/min {χjσks, 1} such that ‖M′f ′‖W l,N (K,γ) ≤ cε‖{0, f ′}‖W l,N(K,γ), where c > 0 depends
only on the coefficients of the operators Pj(Dy) and Bjσµks(Dy), the operator T′ is compact, and
LR
′f ′ = {0, f ′}+M′f ′ + T′f ′.
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Proof. Put
R
′f ′ = ψU, U = L−10
({0, f ′} − LA{0, f ′})+A{0, f ′},
where ψ ∈ C∞0 (R2) is such that ψ(y) = 1 for |y| ≤ ε, suppψ ⊂ O2ε(0), and ψ does not depend on
polar angle ω.
The subsequent proof coincides with the proof of Theorem 2.1 except for the one thing. Namely,
in this case, identity (2.33) is not true; therefore, instead of (2.34), we have
Bjσµ(y,Dy)(ψU)|γjσ − fjσµ = [Bjσµ(y,Dy), ψ]U |γjσ + ψ(y)
(
Bjσµ(y,Dy)− Bjσµ(Dy)
)
U |γjσ
+
∑
(k,s)6=(j,0)
(
ψ(Gjσksy)− ψ(y)
)(
Bjσµks(y,Dy)Uk
)(Gjσksy)∣∣γjσ . (2.36)
Thus, to prove the theorem, it suffices to show that each of the operators
Uk 7→ Jjσµks =
(
ψ(Gjσksy)− ψ(y)
)(
Bjσµks(y,Dy)Uk
)(Gjσksy)∣∣γjσ (2.37)
compactly maps W l+2m(Kk) into W
l+2m−mjσµ−1/2(γjσ).
Notice that if (k, s) 6= (j, 0), the operator Gjσks maps the ray γjσ onto the ray
{y ∈ R2 : r > 0, ω = (−1)σbj + ωjσks}
being strictly inside the angle Kk. Therefore, there exists a function ξ ∈ C∞0
(
(−bk, bk)
)
equal to 1
at the point ω = (−1)σbj + ωjσks.
Furthermore, notice that the difference ψ(y) − ψ(G−1jσksy) has a compact support and vanishes
near the origin. Therefore, there exists a function ψ1 ∈ C∞0 (Kk) vanishing near the origin and equal
to 1 on the support of the function ξ(ω)
(
ψ(y)− ψ(G−1jσksy)
)
.
Thus, we have
‖Jjσµks‖W l+2m−mjσµ−1/2(γjσ) ≤ k1‖ξ(ω)
(
ψ(y)− ψ(G−1jσksy)
)
Bjσµks(y,Dy)Uk‖W l+2m−mjσµ(Kk)
≤ k2‖ψ1Uk‖W l+2m(Kk). (2.38)
Let us estimate the norm on the right-hand side of the last inequality, applying Theorem 5.1 [22,
Ch. 2] and taking into account that (I) the function ψ1 is compactly supported and vanishes both
near the origin and near the sides of the angle Kk and (II) Pk(Dy)Uk = 0. As a result, using Leibniz’
formula, we obtain
‖Jjσµks‖W l+2m−mjσµ−1/2(γjσ) ≤ k3‖ψ2Uk‖W l+2m−1(Kk), (2.39)
where ψ2 ∈ C∞0 (Kk) is equal to 1 on the support of ψ1. From estimate (2.39) and the Rellich theorem,
it follows that the operator (2.37) is compact.
Remark 2.1. It follows from the proofs of Theorems 2.1 and 2.2 that
DαRf |y=0 = 0, DαR′f ′|y=0 = 0, |α| ≤ l + 2m− 2.
In Sec. 6, we study nonlocal problems in weighted spaces with small values of the weight ex-
ponent a. The role of model operators in weighted spaces is played by the bounded operator
La : H
l+2m,N
a (K)→ Hl,Na (K, γ) given by
LaU = {Pj(y,Dy)Uj, Bjσµ(y,Dy)U |γjσ}.
Let us formulate the analog of Theorem 2.2 in weighted spaces.
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Theorem 2.3. Let the line Im λ = a+ 1− l− 2m contain no eigenvalues of L˜(λ). Then, for any ε,
0 < ε < 1, there exist bounded operators
R
′
a : {f ′ : {0, f ′} ∈ Hl,Na (K, γ), supp f ′ ⊂ Oε(0)} → {U ∈ H l+2m,Na (K) : suppU ⊂ O2ε(0)},
M
′
a,T
′
a : {f ′ : {0, f ′} ∈ Hl,Na (K, γ), supp f ′ ⊂ Oε(0)} → {f ∈ Hl,Na (K, γ) : supp f ⊂ O2ε2(0)}
with ε2 = ε/min {χjσks, 1} such that ‖M′af ′‖Hl,Na (K,γ) ≤ cε‖{0, f ′}‖Hl,Na (K,γ), where c > 0 depends only
on the coefficients of the operators Pj(Dy) and Bjσµks(Dy), the operator T′a is compact, and
LaR
′
af
′ = {0, f ′}+M′af ′ + T′af ′.
Proof. From Theorem 2.1 [15], it follows that the operator La has a bounded inverse. Put
R
′
af
′ = ψU, U = L−1a {0, f ′},
where ψ is the same function as in the proof of Theorem 2.2. The remaining part of the proof is
analogous to that of Theorem 2.2.
3 Nonlocal Problems in Plane Angles in the Case where the
Line Imλ = 1−l−2m Contains a Proper Eigenvalue of L˜p(λ)
3.1 Spaces Sˆ l,N(K, γ)
In this section, we keep denoting the operators Lp, Lp, and L˜p(λ) by L, L, and L˜(λ) respectively.
Let us consider the situation where the line Imλ = 1 − l − 2m contains eigenvalues of L˜(λ). Let
λ = λ0 be one of such eigenvalues.
Definition 3.1. We say that λ = λ0 is a proper eigenvalue if (I) neither of the corresponding
eigenvectors ϕ(ω) = (ϕj(ω), . . . , ϕN(ω)) has associate ones and (II) the functions r
iλ0ϕj(ω), j =
1, . . . , N , are polynomials with respect to y1, y2.
Definition 3.2. An eigenvalue λ = λ0 which is not proper is said to be an improper eigenvalue.
Remark 3.1. The notion of a proper eigenvalue was originally proposed by Kondrat’ev [21] for
“local” elliptic boundary-value problems in angular or conical domains.
Clearly, if λ0 is a proper eigenvalue, then Reλ0 = 0. Therefore, the line Imλ = 1 − l − 2m may
contain at most one proper eigenvalue. In this section, we investigate the case where the following
condition holds.
Condition 3.1. The line Imλ = 1− l − 2m contains only the eigenvalue λ0 = i(1− l − 2m) and it
is proper.
In thats case, the conclusion of Lemma 2.4 is not true, since algebraic system (2.16), (2.17) may
have no solutions for some right-hand sides and the system of operators (2.11), (2.12) is not linearly
independent. Indeed, let ϕ(ω) = (ϕ1(ω), . . . , ϕN(ω)) be an eigenvector corresponding to the proper
eigenvalue λ0 = i(1− l− 2m). Then, by the definition of a proper eigenvalue, Qj(y) = rl+2m−1ϕj(ω)
is an l + 2m− 1 order polynomial (obviously, homogeneous) with respect to y = (y1, y2). Repeating
the arguments of item 3 in the proof of Lemma 2.4, we see that, after substituting qjα = D
αQj
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instead of DαWj into the left-hand side of system (2.16), (2.17), its right-hand side goes to zero.
Therefore, system (2.11), (2.12) is linearly dependent. Nevertheless, provided Condition 3.1 holds, it
turns out to be possible to construct an operator Rˆ defined for compactly supported functions from
a certain space Sˆ l,N (K, γ) and being the right inverse for L (see Theorem 3.1). However, in contrast
to S l,N(K, γ), the set Sˆ l,N (K, γ) is not closed in the topology of the space W l,N(K, γ).
We choose from system (2.11) consisting of homogeneous l+2m− 1 order operators a maximum
number of linearly independent operators and denote them by
Bˆj′σ′µ′(Dy)U. (3.1)
Any operator Bˆjσµ(Dy) which is not included in system (3.1) can be represented in the following
form:
Bˆjσµ(Dy)U =
∑
j′,σ′,µ′
pj
′σ′µ′
jσµ Bˆj′σ′µ′(Dy)U, (3.2)
where pj
′σ′µ′
jσµ are some constants.
Let us consider the functions f = {fj, fjσµ} ∈ W l,N (K, γ) satisfying
Tjσµf ≡ ∂
l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
Φjσµ −
∑
j′,σ′,µ′
pj
′σ′µ′
jσµ
∂l+2m−mj′σ′µ′−1
∂τ
l+2m−mj′σ′µ′−1
j′σ′
Φj′σ′µ′ ∈ H10 (R2). (3.3)
Here indices j′, σ′, µ′ correspond to operators (3.1) while indices j, σ, µ correspond to the operators
from system (2.11) that are not included in (3.1); Φjσµ are the fixed extensions of the functions
fjσµ to R
2, defined by the operator (2.15); pj
′σ′µ′
jσµ are the constants appearing in relation (3.2). If
system (2.11) is linearly independent, then the set of conditions (3.3) is empty.
Notice that the fulfilment of conditions (3.3) does not depend on the choice of the extension of
fjσµ to R
2. Indeed, let Φˆjσµ be an extension different from Φjσµ. Then we have (Φjσµ− Φˆjσµ)|γjσ = 0;
therefore, by Theorem 4.8 [21],
∂l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
(Φjσµ − Φˆjσµ) ∈ H10 (R2).
Now let us complete system (3.1) with l+2m− 1 order operators from system (2.12) so that the
resulting system consist of linearly independent operators
Bˆj′σ′µ′(Dy)U, Dξ′Pj′(Dy)Uj′ (3.4)
and any operator DξPj(Dy)Uj not included in (3.4) be represented in the following form:
DξPj(Dy)Uj =
∑
j′,σ′,µ′
pj
′σ′µ′
jξ Bˆj′σ′µ′(Dy)U +
∑
j′,ξ′
pj
′ξ′
jξ D
ξ′Pj′(Dy)Uj′, (3.5)
where pj
′,σ′,µ′
jξ and p
j′,ξ′
jξ are some constants.
Let us extend the components fj ∈ W l(Kj) of the vector f to R2. The extended functions are
also denoted by fj ∈ W l(R2). We consider the functions f satisfying
Tjξf ≡ Dξfj −
∑
j′,σ′,µ′
pj
′σ′µ′
jξ
∂l+2m−mj′σ′µ′−1
∂τ
l+2m−mj′σ′µ′−1
j′σ′
Φj′σ′µ′ −
∑
j′,ξ′
pj
′ξ′
jξ D
ξ′fj′ ∈ H10 (R2). (3.6)
Here indices j′, σ′, µ′ and j′, ξ′ correspond to the operators (3.4) while indices j, ξ correspond to the
operators from system (2.12) that are not included in (3.4); pj
′σ′µ′
jξ and p
j′ξ′
jξ are the constants appearing
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in relations (3.5). Similarly to the above, one can show that the fulfilment of conditions (3.6) does
not depend on the choice of the extension of fj and fjσµ to R
2. Notice that the set of conditions (3.6)
is empty if either l = 0 or l ≥ 1 but system (3.4) contains all the operators from (2.12).
Let us introduce the analog of the set S l,N(K, γ) in the case where Condition 3.1 holds. We
denote by Sˆ l,N(K, γ) the set of functions f ∈ W l,N(K, γ) satisfying conditions (2.8), (2.9), (3.3), and
(3.6). Supplying Sˆ l,N (K, γ) with the norm
‖f‖Sˆl,N(K,γ) =
(
‖f‖2W l,N (K,γ) +
∑
j,σ,µ
‖Tjσµf‖2H1
0
(R2) +
∑
j,ξ
‖Tjξf‖2H1
0
(R2)
)1/2
(3.7)
makes it a complete space. (In the definition of the norm (3.7), indices j, σ, µ and j, ξ correspond to
the operators not included in system (3.4).)
Let us establish some important properties of the space Sˆ l,N (K, γ). The following lemma shows
that if we impose on a compactly supported function U ∈ W l+2m,N(K) finitely many orthogonality
conditions of the form
DαU |y=0 = 0, |α| ≤ l + 2m− 2, (3.8)
then the right-hand side of the corresponding nonlocal problem belongs to Sˆ l,N(K, γ).
Lemma 3.1. Let Condition 3.1 hold. Suppose that U ∈ W l+2m,N(K), suppU ⊂ Oεmin{χjσks,1}(0),
and relations (3.8) hold. Then we have
‖LU‖Sˆl,N (K,γ) ≤ c‖U‖W l+2m,N (K), ‖LU‖Sˆl,N (K,γ) ≤ c‖U‖W l+2m,N (K). (3.9)
Proof. 1. Put f = {fj, fjσµ} = LU . From the assumptions of the lemma, it follows that
f ∈ W l,N(K, γ), supp f ⊂ Oε(0), and the functions fj and fjσµ satisfy relations (2.8) and (2.9)
respectively.
We denote by Φjσµ ∈ W l+2m−mjσµ(R2) the extension of fjσµ defined by the operator (2.15). Let
us show that
Bˆjσµ(Dy)U − ∂
l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
Φjσµ ∈ H10 (R2). (3.10)
By Lemma 2.2, we have Bˆjσµ(Dy)U − ∂
l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
Bjσµ(Dy)U ∈ H10 (R2); thus, to prove (3.10), it
suffices to show that
∂l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
(Bjσµ(Dy)U − Φjσµ) ∈ H10 (R2). (3.11)
But
∂l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
(Bjσµ(Dy)U − Φjσµ) ∈ W 1(R2) and ∂
l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
(Bjσµ(Dy)U − Φjσµ)
∣∣
γjσ
= 0;
hence, relation (3.11) follows from Lemma 4.8 [21]. Thus, relation (3.10) is also proved.
The operators Bˆjσµ(Dy)U satisfy relations (3.2); therefore, by virtue of (3.10), the functions Φjσµ
satisfy relations (3.3).
Similarly, from (3.10), equalities Pj(Dy)Uj−fj = 0, and relations (3.5), it follows that the function
f satisfies relations (3.6). Therefore, f ∈ Sˆ l,N (K, γ), and it is easy to check that the first inequality
in (3.9) holds.
2. Now, to prove that LU ∈ Sˆ l,N (K, γ), it suffices to show that
Dl−1
(
Pj(y,Dy)− Pj(Dy)
)
Uj ∈ H10 (R2),
∂l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
(
Bjσµ(y,Dy)U − Bjσµ(Dy)U
) ∈ H10 (R2),
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where Uj ∈ W l+2m(R2) is an extension of Uj ∈ W l+2m(Kj) to R2 (which is also denoted by Uj).
These expressions consist of the terms(
aα(y)− aα(0)
)
DαUj (|α| = l + 2m− 1), aβ(y)DβUj (|β| ≤ l + 2m− 2),
where aα and aβ are infinitely differentiable functions.
Since Uj ∈ W l+2m(R2), it follows that DαUj ∈ H11 (R2). This and Lemma 3.3′ [21] imply that(
aα(y)− aα(0)
)
DαUj ∈ H10 (R2).
The function aβD
βUj (|β| ≤ l + 2m − 2) belongs to W 2(R2). From this, relations (3.8), and
Lemma 2.1, it follows that aβD
βUj ∈ H2a(R2) ⊂ H1a−1(R2), a > 0. Let us choose 0 < a < 1; then,
by virtue of the compactness of supports of Uj , we get aβD
βUj ∈ H10 (R2). Furthermore, it is easy to
show that the second inequality in (3.9) also holds.
The following lemma shows that the set Sˆ l,N (K, γ) is not closed in the topology of W l,N(K, γ).
Lemma 3.2. Let Condition 3.1 hold. Then there exists a family of functions f δ ∈ Sˆ l,N (K, γ), δ > 0,
such that supp f δ ⊂ Oε(0) and f δ converges in W l,N(K, γ) to a function f 0 /∈ Sˆ l,N(K, γ) as δ → 0.
Proof. 1. As was shown above, if λ0 = i(1 − l − 2m) is a proper eigenvalue of L˜(λ), then sys-
tem (2.11), (2.12) is linearly dependent. We consider the two possible cases: (a) system (2.11) is
linearly dependent or (b) system (2.11) is linearly independent but system (2.11), (2.12) is linearly
dependent.
2. First, let us suppose that system (2.11) is linearly dependent. Then the set of condi-
tions (3.3) is not empty. In this case, for some j, σ, µ, the norm (3.7) contains the corresponding term
‖Tjσµf‖H1
0
(R2). We fix such j, σ, µ. Without loss of generality, one may assume that γjσ coincides
with the axis Oy1. We introduce the functions f
δ = {0, f δj1σ1µ1} (0 ≤ δ ≤ 1) such that f δj1σ1µ1 = 0
for (j1, σ1, µ1) 6= (j, σ, µ) and f δjσµ(y1) = ψ(y1)yl+2m−mjσµ−1+δ1 , where ψ ∈ C∞0
(
[0,∞)), ψ(y1) = 1 for
0 ≤ y1 ≤ ε/2, and ψ(y1) = 0 for y1 ≥ 2ε/3. Clearly,
Φˆδjσµ(y) = ψ(r)y
l+2m−mjσµ−1
1 r
δ
is an extension of the function f δjσµ to R
2. Moreover, the extension operator defined for the functions
f δjσµ (0 ≤ δ ≤ 1) is bounded from W l+2m−mjσµ−1/2(γjσ) into W l+2m−mjσµ(R2) (which follows from
the fact that ‖f δjσµ‖W l+2m−mjσµ−1/2(γjσ) ≥ c1 and ‖Φˆδjσµ‖W l+2m−mjσµ (R2) ≤ c2 with c1, c2 > 0 being
independent of 0 ≤ δ ≤ 1).
Thus, for 0 < δ ≤ 1, we have
‖f δ‖2W l,N (K,γ) = ‖f δjσµ‖2W l+2m−mjσµ−1/2(γjσ),
‖f δ‖2
Sˆl,N (K,γ)
≈ ‖f δjσµ‖2W l+2m−mjσµ−1/2(γjσ) +
∥∥∥∥∥ ∂
l+2m−mjσµ−1
∂y
l+2m−mjσµ−1
1
Φˆδjσµ
∥∥∥∥∥
2
H1
0
(R2)
(3.12)
(the finiteness of the norms (3.12) for each δ > 0 can be verified by straightforward calculations).
Here symbol “≈” means that the corresponding norms are equivalent. Furthermore, one can directly
check that Φˆδjσµ → Φˆ0jσµ inW l+2m−mjσµ(R2) as δ → 0. Therefore, f δjσµ → f 0jσµ inW l+2m−mjσµ−1/2(γjσ)
as δ → 0. However, the corresponding function f 0 = {0, f 0jσµ} does not belong to Sˆ l,N (K, γ). Indeed,
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assuming the contrary, by virtue of (3.12), we have
∂l+2m−mjσµ−1
∂y
l+2m−mjσµ−1
1
Φˆ0jσµ ∈ H10 (R2), which is not true
since the function
∂l+2m−mjσµ−1
∂y
l+2m−mjσµ−1
1
Φˆ0jσµ is equal to a nonzero constant near the origin.
3. Now let system (2.11) be linearly independent; then system (2.11), (2.12) is linearly dependent.
In this case, conditions (3.3) are absent but the set of conditions (3.6) is not empty. Therefore,
for some j, ξ, the norm (3.7) contains the corresponding term ‖Tjξf‖H1
0
(R2). We fix such j, ξ and
introduce the functions f δ = {f δj1 , 0} (0 ≤ δ ≤ 1) such that f δj1 = 0 for j1 6= j and f δj = ψ(r)yξrδ.
One can directly check that f δj → f 0j in W l(R2) as δ → 0, but f 0 = {f 0j , f 0jσµ} /∈ Sˆ l,N(K, γ) since
Dξf 0j /∈ H10 (R2).
3.2 Construction of the operator Rˆ
Let us prove the analog of Lemma 2.4, which will be used to construct the operator Rˆ acting in the
space Sˆ l,N (K, γ).
Lemma 3.3. Let Condition 3.1 hold. Then, for any ε, 0 < ε < 1, there exists a bounded operator
Aˆ : {f ∈ Sˆ l,N (K, γ) : supp f ⊂ Oε(0)} →W l+2m,N(K)
such that, for any f = {fj , fjσµ} ∈ Dom(Aˆ), the function V = Aˆf satisfies the following conditions:
V = 0 for |y| ≥ 1,
‖LV − f‖Hl,N
0
(K) ≤ c‖f‖Sˆl,N (K,γ), (3.13)
and inequality (2.14) holds.
Proof. 1. Similarly to the proof of Lemma 2.4, we consider the algebraic system for all partial
derivatives DαWj , |α| = l + 2m− 1, j = 1, . . . , N :
Bˆj′σ′µ′(Dy)W = ∂
l+2m−mj′σ′µ′−1
∂τ
l+2m−mj′σ′µ′−1
j′σ′
Φj′σ′µ′ ,
Dξ
′Pj′(Dy)Wj′ = Dξ′fj′,
(3.14)
where Φj′σ′µ′ and fj′ are the extensions of fj′σ′µ′ and fj′ to R
2 described in the proof of Lemma 2.4.
Now the left-hand side of system (3.14) contains only the operators included in system (3.4). The
matrix of system (3.14) consists of (l + 2m)N columns and q, q < (l + 2m)N , linearly independent
rows. Choosing q linearly independent columns and putting the unknowns DαWj corresponding to
the remaining (l+2m)N−q columns equal to zero, we obtain a system of q equations for q unknowns,
which admits a unique solution. Thus, we defined the linear bounded operator{
∂l+2m−mj′σ′µ′−1
∂τ
l+2m−mj′σ′µ′−1
j′σ′
Φj′σ′µ′ , D
ξ′fj′
}
7→ {DαWj} ≡ {Wjα} (3.15)
acting from W 1,q(R2) into W 1,(l+2m)N (R2) and such that Wjα(y) = 0 for |y| ≥ 2. Using the func-
tions DαWj and the operator (2.18), we get functions Vj , j = 1, . . . , N , satisfying relations (2.19)
and (2.20). Let us show that V = (V1, . . . , VN) is the function we are seeking for.
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2. Analogously to the proof of Lemma 2.4, one can prove estimate (2.14) for the function V . Let
us prove inequality (3.13). Since {Wjα} is a solution to system (3.14) and the functions Vj satisfy
conditions (2.20), it follows that
Bˆj′σ′µ′(Dy)V − ∂
l+2m−mj′σ′µ′−1
∂τ
l+2m−mj′σ′µ′−1
j′σ′
Φj′σ′µ′ ∈ H10(R2), (3.16)
Dξ
′
(Pj′(Dy)Vj′ − fj′) ∈ H10 (R2). (3.17)
Let us consider an arbitrary operator Bˆjσµ(Dy) that is not included in system (3.4). Using (3.2), we
get
Bˆjσµ(Dy)V − ∂
l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
Φjσµ =
∑
j′,σ′,µ′
pj
′σ′µ′
jσµ
(
Bˆj′σ′µ′(Dy)V − ∂
l+2m−mj′σ′µ′−1
∂τ
l+2m−mj′σ′µ′−1
j′σ′
Φj′σ′µ′
)
+
∑
j′,σ′,µ′
pj
′σ′µ′
jσµ
∂l+2m−mj′σ′µ′−1
∂τ
l+2m−mj′σ′µ′−1
j′σ′
Φj′σ′µ′ − ∂
l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
Φjσµ. (3.18)
But f ∈ Sˆ l,N(K, γ); therefore conditions (3.3) hold. This and relations (3.16) and (3.18) imply that,
for all j, σ, µ, the following relations hold:
Bˆjσµ(Dy)V − ∂
l+2m−mjσµ−1
∂τ
l+2m−mjσµ−1
jσ
Φjσµ ∈ H10 (R2). (3.19)
Similarly, one can consider the operators DξPj(Dy) that are not included in system (3.4) and, using
relations (3.2) and (3.3), (3.5) and (3.6), as well as (3.16) and (3.17), prove the relations
Dξ(Pj(Dy)Vj − fj) ∈ H10 (R2) (3.20)
for all j, ξ.
From (3.19) and (3.20), repeating the arguments of the proof of Lemma 2.4, we obtain esti-
mate (3.13).
The following corollary of Lemma 3.3 can be proved in the same way as Corollary 2.1.
Corollary 3.1. The function V constructed in Lemma 3.3 satisfies the following inequality:
‖LV − f‖Hl,N
0
(K) ≤ c‖f‖Sˆl,N(K,γ). (3.21)
With the help of Lemma 3.3, we will construct the right inverse to the operator L, defined for
compactly supported functions f ∈ Sˆ l,N(K, γ), and prove an analog of Theorem 2.1. However, we
cannot formally repeat the arguments of the proof of Theorem 2.1 since they are based upon the
invertibility, in weighted spaces, of the operator L0 given by (2.1). In this case, by Theorem 2.1 [15],
the operator L0 is not invertible, since the line Imλ = 1 − l − 2m contains the eigenvalue λ0 =
i(1 − l − 2m) of L˜(λ). But, as we mentioned before, the spectrum of L˜(λ) is discrete; hence, there
is an a > 0 such that the line Imλ = a + 1 − l − 2m contains no eigenvalues of L˜(λ), which implies
that the operator La is invertible. In order to pass from a > 0 to a = 0, we make use of the following
result.
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Lemma 3.4. Let W ∈ H l+2m,Na (K) for some a > 0 and f = LaW ∈ Hl,N0 (K, γ). Suppose that the
closed strip 1− l − 2m ≤ Imλ ≤ a + 1− l − 2m contains only the eigenvalue λ0 = i(1− l − 2m) of
L˜(λ) and this eigenvalue is proper. Then we have
‖Dl+2mW‖H0,N
0
(K) ≤ c‖f‖Hl,N
0
(K,γ). (3.22)
Lemma 3.4 will be proved in Sec. 3.3. Now let us study the solvability of problems (1.18), (1.19)
and (1.15), (1.16) respectively.
We denoteKdj = Kj∩{y ∈ R2 : |y| < d},W k,N(Kd) =
N∏
j=1
W k(Kdj ), andH
k,N
a (K
d) =
N∏
j=1
Hka (K
d
j ).
Lemma 3.5. Let Condition 3.1 hold. Then, for any f ∈ Sˆ l,N (K, γ) with supp f ⊂ Oε(0), there exists
a solution U to problem (1.18), (1.19) such that U ∈ W l+2m,N(Kd) for any d > 0 and U satisfies
relations (3.8) and inequalities
‖U‖W l+2m,N (Kd) ≤ cd‖f‖Sˆl,N(K,γ), (3.23)
‖U‖Hl+2m−1,N
0
(Kd) ≤ cd‖f‖W l,N (K,γ). (3.24)
Proof. 1. Fix an a, 0 < a < 1, such that the strip 1 − l − 2m < Imλ ≤ a + 1 − l − 2m contains no
eigenvalues of L˜(λ). (The existence of such an a follows from the discreteness of the spectrum of L˜(λ).)
From the definition of the space Sˆ l,N (K, γ), it follows that, for the function f = {fj , fjσµ} satisfying
the assumptions of the lemma, relations (2.8) and (2.9) hold. Combining this with Lemma 2.1, we
get
‖f‖Hl,Na (K,γ) ≤ k1‖f‖W l,N(K,γ). (3.25)
Let us consider the function f − LV , where V = Aˆf ∈ W l+2m,N(K) ∩ H l+2m,Na (K) is the function
defined in Lemma 3.3. By virtue of inequalities (2.14) and (3.25), we have
‖f − LV ‖Hl,Na (K,γ) ≤ k2‖f‖W l,N (K,γ). (3.26)
Therefore, the function f − LV ∈ Hl,Na (K, γ) belongs to the domain of the operator L−1a . Denoting
W = L−1a (f − LV ), we see that U = V +W is a solution to problem (1.18), (1.19).
2. Let us prove (3.24). By virtue of the boundedness of L−1a and inequality (3.26), we have
‖W‖Hl+2ma (K) ≤ k3‖f‖W l,N (K,γ). (3.27)
Now estimate (3.24) follows from inequalities (3.27) and (2.14) and the boundedness of the embedding
H l+2m,Na (K) ⊂ H l+2m−1,N0 (Kd).
3. Let us prove (3.23). By virtue of the boundedness of the operator Aˆ : Sˆ l,N (K, γ) →
W l+2m,N(K) and inequality (3.27), it suffices to estimate the functions Dl+2mW . From Lemma 3.3,
it follows that f − LV ∈ Hl,N0 (K, γ) and estimate (3.13) holds. Therefore, applying Lemma 3.4 for
the function W = L−1a (f − LV ) and using (3.13), we get
‖Dl+2mW‖H0,N
0
(K) ≤ k4‖f − LV ‖Hl,N
0
(K,γ) ≤ k5‖f‖Sˆl,N (K,γ).
Noticing that H00 (Kj) = L2(Kj) completes the proof of (3.23).
4. The fulfilment of relations (3.8) follows from the inclusion U = V + W ∈ W l+2m,N(Kd) ∩
H l+2m,Na (K) for a < 1 and Sobolev’s embedding theorem.
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Now we can construct the operator Rˆ.
Theorem 3.1. Let Condition 3.1 hold. Then, for any ε, 0 < ε < 1, there exist bounded operators
Rˆ : {f ∈ Sˆ l,N (K, γ) : supp f ⊂ Oε(0)} → {U ∈ W l+2m,N(K) : suppU ⊂ O2ε1(0)},
Mˆ, Tˆ : {f ∈ Sˆ l,N (K, γ) : supp f ⊂ Oε(0)} → {f ∈ Sˆ l,N (K, γ) : supp f ⊂ O2ε1(0)}
with4 ε1 = max
{
ε, ε0/min {χjσks, 1}
}
such that ‖Mˆf‖Sˆl,N(K,γ) ≤ cε1‖f‖Sˆl,N(K,γ), where c > 0 depends
only on the coefficients of the operators Pj(Dy) and Bjσµks(Dy), the operator Tˆ is compact, and
LRˆf = f + Mˆf + Tˆf. (3.28)
Proof. Let us consider a function ψ ∈ C∞0 (R2) such that ψ(y) = 1 for |y| ≤ ε1 =
max
{
ε, ε0/min {χjσks, 1}
}
, suppψ ⊂ O2ε1(0), and ψ does not depend on polar angle ω. We in-
troduce the operator Rˆ by the formula
Rˆf = ψU
(
f ∈ Sˆ l,N (K, γ), supp f ⊂ Oε(0)
)
,
where U ∈ W l+2m,N(K2ε1) is a solution to problem (1.18), (1.19) with the fight-hand side f (see
Lemma 3.5).
Let us prove (3.28). Relation (2.33) and Leibniz’ formula imply that supp (LRˆf − f) ⊂ O2ε1(0)
and
‖LRˆf − f‖Sˆl,N (K,γ) ≤ k1ε1‖f‖Sˆl,N(K,γ) + k2(ε1)‖ψ1U‖Hl+2m−1,N
0
(K)), (3.29)
where ψ1 ∈ C∞0 (R2) is equal to 1 on the support of ψ. From the proof of Lemma 3.3, it follows that
the operator f 7→ ψU acting from {f ∈ Sˆ l,N(K, γ) : supp f ⊂ Oε(0)} into H l+2m,Na (K), 0 < a < 1 is
bounded. From this and the compactness of the embedding
{ψ1V : V ∈ H l+2m,Na (K)} ⊂ H l+2m−1,N0 (K), a < 1
(see Lemma 3.5 [21]), it follow that the operator f 7→ ψ1U compactly maps {f ∈ Sˆ l,N(K, γ) :
supp f ⊂ Oε(0)} into H l+2m−1,N0 (K). Thus, using Lemma 2.3 and estimate (3.29), we complete the
proof.
Let us formulate the analog of Theorem 2.2.
Theorem 3.2. Let Condition 3.1 hold. Then, for any ε, 0 < ε < 1, there exist bounded operators
Rˆ
′ : {f ′ : {0, f ′} ∈ Sˆ l,N(K, γ), supp f ′ ⊂ Oε(0)} → {U ∈ W l+2m,N(K) : suppU ⊂ O2ε(0)},
Mˆ
′, Tˆ′ : {f ′ : {0, f ′} ∈ Sˆ l,N(K, γ), supp f ′ ⊂ Oε(0)} → {f ∈ Sˆ l,N(K, γ) : supp f ⊂ O2ε2(0)}
with ε2 = ε/min {χjσks, 1} such that ‖Mˆ′f ′‖Sˆl,N (K,γ) ≤ cε‖{0, f ′}‖Sˆl,N (K,γ), where c > 0 depends only
on the coefficients of the operators Pj(Dy) and Bjσµks(Dy), the operator Tˆ′ is compact, and
LRˆ
′f ′ = {0, f ′}+ Mˆ′f ′ + Tˆ′f ′.
Proof of Theorem 3.2 is analogous to that of Theorem 2.2.
4See footnote 3 on p. 18.
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3.3 Proof of Lemma 3.4
First, we assume that W ∈
N∏
j=1
C∞0 (K¯j \ {0}); then fj ∈ C∞0 (K¯j \ {0}) and fjσµ ∈ C∞0 (γjσ), where
f = {fj , fjσµ} = LW . We denote by Wj(ω, r) and fj(ω, r) the functions Wj(y) and fj(y) respec-
tively, written in polar coordinates. Let W˜j(ω, λ), f˜j(ω, λ), and f˜jσµ(λ) be the Fourier transforms
of Wj(ω, e
τ), e2mτfj(ω, e
τ), and emjσµτfjσµ(e
τ ) with respect to τ . Denote f˜ = {f˜j, f˜jσµ}. Under our
assumptions, the function λ 7→ f˜(λ) is analytic in the whole of the complex plane; moreover, for
|Imλ| ≤ const, this function tends to zero, uniformly with respect to ω and λ, at a rate higher than
|λ| to any power as |Reλ| → ∞ .
By virtue of Lemma 2.1 [15], there exists a finite-meromorphic operator-valued function R˜(λ)
such that R˜(λ) = (L˜(λ))−1 for any λ which is not an eigenvalue of L˜(λ). Furthermore, if the line
Imλ = a+1−l−2m contains no eigenvalues of L˜(λ), then, by virtue of the proof of Theorem 2.1 [15],
the solution W is given by
W (ω, eτ) =
+∞+i(a+1−l−2m)∫
−∞+i(a+1−l−2m)
eiλτR˜(λ)f˜(λ) dλ. (3.30)
Let us consider an arbitrary l + 2m order derivative Dl+2mW (y) of the function W with respect
to y1, y2. Let the operator D
l+2m be represented in polar coordinates as r−(l+2m)M˜(ω,Dω, rDr).
After the substitution r = eτ , the operator Dl+2m assumes the form e−(l+2m)τM˜(ω,Dω, Dτ ), where
Dτ = −i∂/∂τ . Combining this with (3.30), we see that the function Dl+2mW (y) can be obtained
from the function
e−(l+2m)τ
+∞+i(a+1−l−2m)∫
−∞+i(a+1−l−2m)
eiλτM˜(ω,Dω, λ)R˜(λ)f˜(λ) dλ (3.31)
by substituting τ = ln r, followed by passing from polar coordinates to Cartesian coordinates. Let us
show that the operator-valued function M˜(ω,Dω, λ)R˜(λ) is analytic near the point λ0 = i(1−l−2m).
Since λ0 is an eigenvalue of L˜(λ), it follows from [23] that
R˜(λ) = A−1
λ− λ0 + Γ(λ),
where Γ(λ) is an analytic operator-valued function near λ0 and the image of A−1 coincides with the
linear span of eigenvectors corresponding to λ0. Therefore, for any f˜ ∈ W l,N [−b, b], we have
M˜(ω,Dω, λ)R˜(λ)f˜ = M˜(ω,Dω, λ)A−1f˜
λ− λ0 + M˜(ω,Dω, λ)Γ(λ)f˜ .
By the definition of a proper eigenvalue, the function rl+2m−1A−1f˜ is a vector Q(y) =
(Q1(y), . . . , QN(y)), where Qj(y) are some l + 2m − 1 order polynomials with respect to y1, y2.
Hence,
M˜(ω,Dω, λ)A−1f˜ = r
1−l−2mM˜(ω,Dω, rDr)(r
l+2m−1A−1f˜) = rD
l+2mQ(y) = 0.
Thus, the operator-valued function M˜(ω,Dω, λ)R˜(λ) is analytic near λ0 = i(1−l−2m) and, therefore,
in the closed strip 1− l − 2m ≤ Imλ ≤ a + 1− l − 2m.
Furthermore, for |Imλ| ≤ const, the norm ‖M˜(ω,Dω, λ)R˜(λ)‖W l,N [−b,b]→W 0,N(−b,b) grows at most
as |λ| to some power (see Lemma 2.1 [15]) while ‖f˜(λ)‖W l,N [−b,b] tends to zero at a rate higher
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than |λ| to any power as |Reλ| → ∞. Therefore, in (3.31), we can replace the integration line
Imλ = a+1− l−2m by the line Imλ = 1− l−2m. Thus, the function Dl+2mW (y) can be obtained
from the function
e−(l+2m)τ
+∞+i(1−l−2m)∫
−∞+i(1−l−2m)
eiλτM˜(ω,Dω, λ)R˜(λ)f˜(λ) dλ (3.32)
by substituting τ = ln r, followed by passing from polar coordinates to Cartesian coordinates. Let
us estimate the norm of Dl+2mW :
‖Dl+2mW‖2
H0,N
0
(K)
=
∑
j
∫
Kj
|Dl+2mWj |2dy
=
∑
j
bj∫
−bj
dω
+∞∫
−∞
e−2(l+2m−1)τ
∣∣∣∣∣∣∣
+∞+i(1−l−2m)∫
−∞+i(1−l−2m)
eiλτM˜(ω,Dω, λ)R˜(λ)f˜(λ) dλ
∣∣∣∣∣∣∣
2
dτ.
Combining this with the complex analog of Parseval’s equality, we get
‖Dl+2mW‖2
H0,N
0
(K)
=
+∞+i(1−l−2m)∫
−∞+i(1−l−2m)
‖M˜(ω,Dω, λ)R˜(λ)f˜(λ)‖2W 0,N (−b,b)dλ. (3.33)
Let us estimate the norm which is the integrand on the right-hand side. To this end, we introduce
the equivalent norms depending on parameter λ 6= 0 as follows:
|||U˜j|||2W k(−bj ,bj) = ‖U˜j‖2W k(−bj ,bj) + |λ|2k‖U˜j‖2L2(−bj ,bj),
|||f˜ |||2W l,N [−b,b] =
∑
j
{|||f˜j|||2W l(−bj ,bj) +
∑
σ,µ
|λ|2(l+2m−mjσµ−1/2)|f˜jσµ|2}.
By virtue of the interpolation inequality
|λ|l+2m−k‖U˜j‖W k(−bj ,bj) ≤ ck|||U˜j|||W l+2m(−bj ,bj), 0 < k < l + 2m
(see. [26, Ch. 1]), and Lemma 2.1 [15], there exists C > 0 such that the following estimate holds for
all λ ∈ C satisfying Imλ = 1− l − 2m and |Reλ| > C:
‖M˜(ω,Dω, λ)R˜(λ)f˜(λ)‖2W 0,N (−b,b) ≤ k1|||f˜(λ)|||2W l,N [−b,b]. (3.34)
Since the operator-valued function M˜(ω,Dω, λ)R˜(λ) : W l,N [−b, b] → W 0,N(−b, b) is analytic on
the segment {λ ∈ C : Imλ = 1 − l − 2m, |Reλ| ≤ C}, inequality (3.34) holds on the whole line
Imλ = 1− l − 2m. From (3.33) and (3.34), it follows that
‖Dl+2mW‖2
H0,N
0
(K)
≤ k1
+∞+i(1−l−2m)∫
−∞+i(1−l−2m)
|||f˜(λ)|||2W l,N [−b,b]dλ.
Combining this with inequalities (1.9), (1.10) [21] yields estimate (3.22). Since C∞0 (K¯j \ {0}) is
everywhere dense in Hka (Kj) for any a and k, it follows that estimate (3.22) holds for all W ∈
H l+2m,Na (K) and f ∈ Hl,N0 (K, γ).
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4 Nonlocal Problems in Bounded Domains in the Case
where the Line Imλ = 1 − l − 2m Contains no Eigenval-
ues of L˜p(λ)
In this section, based on the results of Sec. 2, we construct a right regularizer for the operator L
corresponding to problem (1.7), (1.8). From the existence of a right regularizer, it follows that the
image of L is closed and of finite codimension. To prove that the kernel of L is of finite dimension,
we reduce the operator L to the operator acting in weighted spaces and having a finite-dimensional
kernel.
We denote Bk = {Bkiµ}i,µ, k = 0, . . . , 2; B = B0 + B1 + B2, C = B0 + B1. Along with the
nonlocal operator L = {P, B} introduced in Sec. 1, we also consider the bounded operators
L1 = {P, C} : W l+2m(G)→W l(G,Υ) and L0 = {P, B0} : W l+2m(G)→W l(G,Υ).
First, we will consider the operator L1 (i.e. assume that B2iµ = 0); then we will study the operator
L in the general case where B2iµ 6= 0. Throughout this section, we assume that the following condition
holds.
Condition 4.1. For each orbit Orbp, p = 1, . . . , N1, the line Imλ = 1−l−2m contains no eigenvalues
of the corresponding operator L˜p(λ).
4.1 Construction of the right regularizer in the case where B2iµ = 0
In this subsection, we deal with the situation where B2iµ = 0, i.e., the support of nonlocal terms is
concentrated near the set K.
For each curve Υi (i = 1, . . . , N0), we denote by gi1 and gi2 its end points. We remind that, in
some neighborhood of the point gi1 (gi2), the domain G coincides with a plane angle while the curve
Υi coincides with a segment Ii1 (Ii2). Let τi1 (τi2) be the unit vector parallel to the segment Ii1 (Ii2).
We introduce the set S l1(G,Υ) that consists of the functions f = {f0, fiµ} ∈ W l(G,Υ) satisfying
Dαf0(y) = 0 (y ∈ K), |α| ≤ l − 2, (4.1)
∂βfiµ
∂τβi1
∣∣∣∣∣
y=gi1
= 0,
∂βfiµ
∂τβi2
∣∣∣∣∣
y=gi2
= 0, β ≤ l + 2m−miµ − 2. (4.2)
From Sobolev’s embedding theorem and Riesz’ theorem on a general form of linear continuous func-
tionals in Hilbert spaces, it follows that S l1(G,Υ) is a closed subset of finite codimension in the space
W l(G,Υ).
Lemma 4.1. Let Condition 4.1 hold. Then, for sufficiently small ε0, there exist a bounded operator
R1 : S l1(G,Υ)→W l+2m(G) and a compact operator T1 : S l1(G,Υ)→ S l1(G,Υ) such that
L1R1 = I1 +T1, (4.3)
where I1 denotes the identity operator in S l1(G,Υ).
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Proof. 1. By virtue of Theorem 2.1, there exist bounded operators
RK : {f ∈ S l1(G,Υ) : supp f ⊂ O2ε0(K)} → W l+2m(G),
MK,TK : {f ∈ S l1(G,Υ) : supp f ⊂ O2ε0(K)} → S l1(G,Υ)
such that ‖MKf‖W l(G,Υ) ≤ cε0‖f‖W l(G,Υ), where c > 0 is independent of ε0, the operator TK is
compact, and
L1RKf = f +MKf +TKf. (4.4)
2. For each point g ∈ G¯\O2ε0(K), we consider its ε0/2-neighborhood Oε0/2(g). All such neighbor-
hoods, together with the set O2ε0(K), cover G¯. Let us choose a finite subcovering O2ε0(K), Oε0/2(gj),
j = 1, . . . , J = J(ε0). Let ψ, ψj ∈ C∞0 (R2), j = 1, . . . , J , be a unity partition corresponding to the
covering O2ε0(K), Oε0/2(gj), j = 1, . . . , J .
According to the general theory of elliptic boundary-value problems in smooth domains (see,
e.g., [27]), there exist bounded operators
R0j : {f ∈ W l(G,Υ) : supp f ⊂ Oε0/2(gj)} → {u ∈ W l+2m(G) : supp u ⊂ Oε0(gj)} (4.5)
and compact operators
T0j : {f ∈ W l(G,Υ) : supp f ⊂ Oε0/2(gj)} → {f ∈ W l(G,Υ) : supp f ⊂ Oε0(gj)}
such that
L0R0jf = f +T0jf. (4.6)
3. For any f ∈ S l1(G,Υ), we put R0f =
J∑
j=1
R0j(ψjf) and Rˆ1f = RK(ψf) +R0f .
Then, we have
PRˆ1f = PRK(ψf) +PR0f. (4.7)
Since suppR0f ⊂ G¯ \ Oε0(K), it follows from the definition of the operator B1 that B1R0f = 0.
Therefore,
CRˆ1f = CRK(ψf) +B
0R0f. (4.8)
From relations (4.7) and (4.8), taking into account (4.4) and (4.6), we get
L1Rˆ1f = f +MK(ψf) +TK(ψf) +T0f, (4.9)
where T0f =
J∑
j=1
T0j(ψjf).
4. Let us estimate the norm of MK(ψf):
‖MK(ψf)‖W l(G,Υ) ≤ k1ε0‖ψf‖W l(G,Υ)
≤ k2ε0‖f‖W l(G,Υ) + k3(ε0)
(
‖f0‖W l−1(G) +
∑
i,µ
‖Φiµ‖W l+2m−miµ−1(G)
)
, (4.10)
where Φiµ ∈ W l+2m−miµ(G) is an extension of fiµ ∈ W l+2m−miµ−1/2(Υi) to the domain G (if l = 0,
the term ‖f0‖W l−1(G) on the right-hand side of (4.10) is absent).
From (4.10), the Rellich theorem, and Lemma 2.3, it follows that
MK(ψf) = Mˆ1f +T2f,
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where Mˆ1,T2 : S l1(G,Υ)→ S l1(G,Υ) are such that ‖Mˆ1‖ ≤ cε0 (c > 0 is independent of ε0) and T2
is compact. Combining this with relation (4.9), we obtain
L1Rˆ1 = I1 + Mˆ1 + Tˆ1,
where Tˆ1f = T2f +TK(ψf) +T0f .
For ε0 ≤ 12c , the operator I1 + Mˆ1 : S l1(G,Υ) → S l1(G,Υ) has a bounded inverse. Denoting
R1 = Rˆ1(I1 + Mˆ1)
−1 and T1 = Tˆ1(I1 + Mˆ1)
−1 yields (4.3).
4.2 Construction of the right regularizer in the case where B2iµ 6= 0
In this subsection, we assume that ε0 is fixed and consider the operator L with B
2
iµ 6= 0. In other
words, we suppose that there are nonlocal terms with the support both near the set K and outside
a neighborhood of K.
By virtue of Theorem 2.2, for any sufficiently small ε > 0, there exist bounded operators
R′K : {f ′ : {0, f ′} ∈ S l1(G,Υ), supp f ′ ⊂ O2ε(K)} → {u ∈ W l+2m(G) : supp f ′ ⊂ O4ε(K)},
M′K,T
′
K : {f ′ : {0, f ′} ∈ S l1(G,Υ), supp f ′ ⊂ O2ε(K)} → S l1(G,Υ)
such that ‖M′Kf ′‖W l(G,Υ) ≤ cε‖{0, f ′}‖W l(G,Υ), where c > 0 is independent of ε, the operator T′K is
compact, and
L1R′Kf
′ = {0, f ′}+M′Kf ′ +T′Kf ′.
Notice that the diameter of the support of R′Kf
′ depends on ε but is independent of ε0.
Similarly to the proof of Lemma 4.1, we construct a covering O2ε(K), Oε/2(gj) (gj ∈ ∂G, j =
1, . . . , J , J = J(ε)) of the boundary ∂G. Let ψ′, ψ′j ∈ C∞0 (R2), j = 1, . . . , J , be a unity partition
corresponding to this covering.
According to the general theory of elliptic boundary-value problems in smooth domains (see,
e.g., [27]), there exist bounded operators
R′0j : {f ′ : {0, f ′} ∈ W l(G,Υ), supp f ⊂ Oε/2(gj)} → {u ∈ W l+2m(G) : supp u ⊂ Oε(gj)}
and compact operators
T′0j : {f ′ : {0, f ′} ∈ W l(G,Υ) : supp f ⊂ Oε/2(gj)} → {f ∈ W l(G,Υ) : supp f ⊂ Oε(gj)}
such that
L0R′0jf
′ = {0, f ′}+T′0jf ′.
For any f ′ satisfying {0, f ′} ∈ S l1(G,Υ), we put
R′1f
′ = R′K(ψ
′f ′) +
J∑
j=1
R′0j(ψ
′
jf
′). (4.11)
Analogously to the proof of Lemma 4.1, one can show that
L1R′1f
′ = {0, f ′}+M′1f ′ +T′1f ′. (4.12)
Here M′1,T
′
1 : {f ′ : {0, f ′} ∈ S l1(G,Υ)} → S l1(G,Υ) are bounded operators such that
‖M′1f ′‖W l(G,Υ) ≤ cε‖{0, f ′}‖W l(G,Υ), where c > 0 is independent of ε, and T′1 is compact.
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With the help of the operators R1 (see Lemma 4.1) and R
′
1, we will construct a right regularizer
for the operator L with B2iµ 6= 0.
Let us introduce the set
S l(G,Υ) = {f ∈ S l1(G,Υ) : the functions Φ = B2R1f and B2R′1Φ satisfy relations (4.2)} .
From Sobolev’s embedding theorem and Riesz’ theorem on a general form of linear continuous
functionals in Hilbert spaces, it follows that S l(G,Υ) is a closed subset of finite codimension in
W l(G,Υ). It is also clear that S l(G,Υ) ⊂ S l1(G,Υ).
Lemma 4.2. Let Condition 4.1 hold. Then there exist a bounded operator R : W l(G,Υ) →
W l+2m(G) and a compact operator T :W l(G,Υ)→W l(G,Υ) such that
LR = I+T, (4.13)
where I denotes the identity operator in W l(G,Υ).
Proof. 1. We put Φ = B2R1f , where f = {f0, f ′} ∈ S l(G,Υ). Then, by virtue of the definition of
the space S l(G,Υ), the functions Φ and B2R′1Φ belong to the domain of the operator R′1. Therefore,
we can introduce the bounded operator RS : S l(G,Υ)→ W l+2m(G) by the formula
RSf = R1f −R′1Φ+R′1B2R′1Φ.
Let us show that the operator RS is the right inverse to L, up to the sum of small and compact
perturbations. For simplicity, we will denote by the same letter M different operators (acting in
corresponding spaces) with the norms majorized by cε and by the same letter T different compact
operators.
By virtue of (4.3) and (4.12), we have
PRSf = PR1f −PR′1(Φ−B2R′1Φ)
= f0 + Tf0 −M(Φ−B2R′1Φ)− T (Φ−B2R′1Φ) = f0 +Mf + Tf, (4.14)
CRSf = CR1f −CR′1Φ +CR′1B2R′1Φ
= (f ′+Tf ′)− (Φ+MΦ+TΦ)+(B2R′1Φ+MB2R′1Φ+TB2R′1Φ) = f ′−Φ+B2R′1Φ+Mf +Tf.
(4.15)
Applying the operator B2 to the function RSf , we obtain
B2RSf = Φ−B2R′1Φ +B2R′1B2R′1Φ. (4.16)
Summing up equalities (4.15) and (4.16), we get
BRSf = f
′ +Mf + Tf +B2R′1B
2R′1Φ. (4.17)
Let us show that
B2R′1B
2R′1Φ = 0 (4.18)
for sufficiently small ε = ε(κ1,κ2, ρ), where κ1,κ2, ρ are the constants appearing in Condition 1.2.
(Notice that ε does not depend on ε0.)
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By virtue of (4.11), we have suppR′1Φ ⊂ G¯ \ G¯4ε. Let ε be so small that 4ε < ρ. Then
estimate (1.6) implies that suppB2R′1Φ ⊂ Oκ2(K).
Furthermore, let ε be so small that 4ε < κ1 and κ2 + 3ε/2 < κ1. Then, using (4.11) once more,
we see that suppR′1B
2R′1Φ ⊂ Oκ1(K). Combining this with inequality (1.5), we get (4.18).
From relations (4.14), (4.17), and (4.18), it follows that
LRS = IS +M + T,
where IS ,M, T : S l(G,Υ) →W l(G,Υ) are bounded operators such that ISf = f , ‖M‖ ≤ cε (c > 0
is independent of ε), and T is compact.
3. Since the subspace S l(G,Υ) is of finite codimension inW l(G,Υ), the operator IS is Fredholm.
Therefore, by Theorems 16.2 and 16.4 [28], the operator IS +M +T is also Fredholm, provided that
ε is small enough. Now Theorem 15.2 [28] implies the existence of a bounded operator R˜ and a
compact operator T acting from W l(G,Υ) into S l(G,Υ) and W l(G,Υ) respectively and such that
(IS +M + T )R˜ = I+T. Denoting R = RSR˜ :W l(G,Υ)→W l+2m(G) yields (4.13).
Remark 4.1. We underline that, in the proof of Lemma 4.2, the numbers ε0,κ1,κ2, ρ are fixed.
Remark 4.2. The construction of the operator R is close to that in [18], where the authors study
nonlocal problems in weighted spaces in the case where B1 = 0 (i.e., the support of nonlocal terms
does not intersect with the set K).
4.3 Fredholm solvability of nonlocal problems
In this subsection, we prove the following result on the solvability of problem (1.7), (1.8) in the
bounded domain in Sobolev spaces.
Theorem 4.1. Let Condition 4.1 hold; then the operator L : W l+2m(G) → W l(G,Υ) is Fredholm
and indL = indL1.
Conversely, let the operator L : W l+2m(G)→W l(G,Υ) be Fredholm; then Condition 4.1 holds.
We will show below that if Condition 4.1 fails, then the image of L is not closed (Lemma 4.5).
Combining this with Theorem 4.1 and Theorem 7.1 [28] implies the following corollary.
Corollary 4.1. Condition 4.1 holds if and only if the following a priori estimate holds:
‖u‖W l+2m(G) ≤ c(‖Lu‖W l(G,Υ) + ‖u‖L2(G)),
where c > 0 is independent of u.
4.3.1 Proof of Theorem 4.1. Sufficiency
Let us show that the kernel of L is of finite dimension. To this end, we consider problem (1.7), (1.8)
in weighted spaces. We denote by Hka (G) the completion of the set C
∞
0 (G¯ \ K) with respect to the
norm
‖u‖Hka (G) =

∑
|α|≤k
∫
G
ρ2(a−k+|α|)|Dαu|2


1/2
.
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Here k ≥ 0 is an integer; a ∈ R; ρ = ρ(y) = dist(y,K). For k ≥ 1, we denote by Hk−1/2a (Υ) the space
of traces on a smooth curve Υ ⊂ G¯ with the norm
‖ψ‖
H
k−1/2
a (Υ)
= inf ‖u‖Hka (G) (u ∈ Hka (G) : u|Υ = ψ).
Let us introduce the operator corresponding to problem (1.7), (1.8) in weighted spaces:
La = {P, B} : H l+2ma (G)→ Hla(G,Υ), a > l + 2m− 1,
where Hla(G,Υ) = H la(G) ×
N0∏
i=1
m∏
µ=1
H
l+2m−miµ−1/2
a (Υi). Notice that, by virtue of (1.5) and
Lemma 5.2 [18], we have for a > l + 2m− 1:
B2iµu ∈ W l+2m−miµ−1/2(Υi) ⊂ H l+2m−miµ−1/2a (Υi) for all u ∈ H l+2ma (G) ⊂W l+2m(G \ Oκ1(K)).
Since the functions B0iµu and B
1
iµu also belong to H
l+2m−miµ−1/2
a (Υi), it follows that the operator La
is well defined.
Thus, the operators L and La correspond to the same nonlocal problem (1.7), (1.8) considered in
Sobolev spaces and weighted spaces respectively.
Lemma 4.3. The kernel of the operator L is of finite dimension.
Proof. From Lemma 2.1 [15] and Theorem5 3.2 [16], it follows that the operator La is Fredholm for
almost all a > l + 2m − 1. Fix some a > l + 2m − 1 for which the operator La is Fredholm. By
Lemma 5.2 [18], we have W l+2m(G) ⊂ H l+2ma (G); therefore, kerL ⊂ kerLa. Since kerLa is of finite
dimension for a fixed above, it follows that kerL is also of finite dimension.
Remark 4.3. We underline that the kernel of the operator L is finite-dimensional irrespective of
the location of eigenvalues for the operators L˜p(λ), p = 1, . . . , N1.
By virtue of Theorem 15.2 [28] and Lemma 4.2, the image of the operator L is closed and of finite
codimension. Combining this with Lemma 4.3 implies that L is Fredholm.
Let us show that indL = indL1. We introduce the operator
Ltu = {Pu, Cu+ (1− t)B2u}.
Clearly, we have L0 = L, L1 = L
1.
From what was proved, it follows that the operators Lt are Fredholm for all t. Furthermore, for
any t0 and t, the following estimate holds:
‖Ltu− Lt0u‖W l(G,Υ) ≤ kt0 |t− t0| · ‖u‖W l+2m(G),
where kt0 > 0 is independent of t. Therefore, by Theorem 16.2 [28], we have indLt = indLt0 for all t
from a sufficiently small neighborhood of the point t0. Such neighborhoods cover the segment [0, 1].
Choosing a finite subcovering, we obtain indL = indL0 = indL1 = indL
1.
5Theorem 3.2 [16] is formulated for the case where the operators B2iµ have the same particular form as in Exam-
ple 1.1. However, the proof of Theorem 3.2 [16] is based on inequalities (1.5) and (1.6) and does not depend on any
explicit form of the operators B2iµ.
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4.3.2 Proof of Theorem 4.1. Necessity
Let, to the orbit Orbp, there correspond model problem (1.18), (1.19) in the plane angles Kj = K
p
j
with the sides γjσ = γ
p
jσ, j = 1, . . . , N = N1p, σ = 1, 2.
For any d > 0, we consider the setsKdj = Kj∩{y ∈ R2 : |y| < d} and γdjσ = γjσ∩{y ∈ R2 : |y| < d}
and the spaces H l,Na (K
d) =
N∏
j=1
H la(K
d
j ) and
W l,N(Kd) =
N∏
j=1
W l(Kdj ),
W l(Kdj , γdj ) = W l(Kdj )×
∏
σ=1,2
m∏
µ=1
W l+2m−mjσµ−1/2(γdjσ),
W l,N(Kd, γd) =
N∏
j=1
W l(Kdj , γdj ).
Put d1 = min{χjσks, 1}/2, d2 = 2max{χjσks, 1}, and d = d(ε) = 2d2ε.
Lemma 4.4. Let the image of the operator L be closed. Then, for each orbit Orbp, sufficiently small
ε, and all functions U ∈ W l+2m,N(Kd), the following estimate holds:
‖U‖W l+2m,N (Kε) ≤ c
(
‖LpU‖W l,N (K2ε,γ2ε) +
N∑
j=1
‖Pj(Dy)Uj‖W l(Kdj ) + ‖U‖W l+2m−1,N (Kd)
)
. (4.19)
Proof. 1. Since the image of L is closed, it follows from Lemma 4.3, compactness of the embedding
W l+2m(G) ⊂W l+2m−1(G), and Theorem 7.1 [28] that
‖u‖W l+2m(G) ≤ c(‖Lu‖W l(G,Υ) + ‖u‖W l+2m−1(G)). (4.20)
Let us substitute functions u ∈ W l+2m(G) such that supp u ⊂
N1p⋃
j=1
O2ε(gpj ), 2ε < min{ε0,κ1},
into (4.20). By virtue of (1.5), for such functions, we have B2u = 0. Therefore, using Lemma 3.2 [22,
Ch. 2], for a sufficiently small ε, we obtain the following estimate:
‖U‖W l+2m,N (K) ≤ c(‖LpU‖W l,N (K,γ) + ‖U‖W l+2m−1,N (K)), (4.21)
which holds for all U ∈ W l+2m,N(K) with suppU ⊂ O2ε(0).
2. Now let us refuse the assumption suppU ⊂ O2ε(0) and show that, for any U ∈ W l+2m,N(Kd),
estimate (4.19) holds.
We introduce a function ψ ∈ C∞0 (R2) such that ψ(y) = 1 for |y| ≤ ε, suppψ ⊂ O2ε(0), and ψ does
not depend on polar angle ω. Using inequality (4.21) and Leibniz’ formula, for U ∈ W l+2m,N(Kd),
we obtain
‖U‖W l+2m,N (Kε) ≤ ‖ψU‖W l+2m,N (K) ≤ k1(‖Lp(ψU)‖W l,N (K,γ) + ‖ψU‖W l+2m−1,N (K))
≤ k2(‖ψLpU‖W l,N (K,γ) +
∑
j,σ,µ
∑
(k,s)6=(j,0)
‖Jjσµks‖W l+2m−mjσµ−1/2(γjσ) + ‖U‖W l+2m−1,N (K2ε)), (4.22)
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where
Jjσµks =
(
ψ(Gjσksy)− ψ(y)
)(
Bjσµks(Dy)Uk
)(Gjσksy)∣∣γjσ .
Let us estimate the norm of Jjσµks. Notice that, for (k, s) 6= (j, 0), the operator Gjσks maps the ray
γjσ onto the ray
{y ∈ R2 : r > 0, ω = (−1)σbj + ωjσks},
which is strictly inside the angle Kk. Therefore, there exists a function ξjσks ∈ C∞0 (−bk, bk) equal to
1 at the point ω = (−1)σbj + ωjσks.
Furthermore, the support of the function ψ(y) − ψ(G−1jσksy) is contained in the set {d1ε < |y| <
d2ε}. Therefore, there exists a function ψ1 ∈ C∞0 (Kk) equal to 1 on the support of the function
ξ(ω)
(
ψ(y) − ψ(G−1jσksy)
)
and such that suppψ1 ⊂ {d1ε < |y| < d2ε}. Then, similarly to (2.38), we
obtain
‖Jjσµks‖W l+2m−mjσµ−1/2(γjσ) ≤ k3‖ψ1Uk‖W l+2m(Kk).
Let us estimate the norm on the right-hand side of this inequality by using Theorem 5.1 [22, Ch. 2]
and Leibniz’s formula. Then, taking into account that ψ1 is compactly supported and vanishes both
near the origin and near the sides of Kk, we get
‖Jjσµks‖W l+2m−mjσµ−1/2(γjσ) ≤ k4(‖Pk(Dy)Uk‖W l({d1ε/2<|y|<2d2ε})+‖Uk‖W l+2m−1({d1ε/2<|y|<2d2ε})). (4.23)
Now estimate (4.19) follows from (4.22) and (4.23).
Lemma 4.5. Let the line Imλ = 1 − l − 2m contain an eigenvalue of the operator L˜p(λ) for some
p. Then the image of the operator L is not closed.
Proof. 1. Suppose that the image of L is closed. The following two cases are possible: either (a) the
line Imλ = 1 − l − 2m contains an improper eigenvalue or (b) the line Im λ = 1 − l − 2m contains
only the eigenvalue λ0 = i(1− l − 2m), which is proper (see Definitions 3.1 and 3.2).
2. First we assume that there is an improper eigenvalue λ = λ0. Let us show that, in this case,
estimate (4.19) does not hold. Denote by ϕ(0)(ω), . . . , ϕ(κ−1)(ω) an eigenvector and associate vectors
(the Jordan chain of length κ ≥ 1) corresponding to the eigenvalue λ0 (see [23]). According to
Remark 2.1 [29], the vectors ϕ(k)(ω) belong to W l+2m,N(−b, b), and, by Lemma 2.1 [29], we have
LpV k = 0, (4.24)
where V k = riλ0
k∑
s=0
1
s!
(i ln r)kϕ(k−s)(ω), k = 0, . . . ,κ − 1. Since λ0 is not a proper eigenvalue, it
follows that, for some k ≥ 0, the function V k(y) is not a vector-polynomial. For simplicity, we
suppose that V 0 = riλ0ϕ(0)(ω) is not a vector-polynomial (the case where k > 0 can be considered
analogously).
We introduce the sequence U δ = rδV 0/‖rδV 0‖W l+2m,N (Kε). For any δ > 0, the denominator
is finite, but ‖rδV 0‖W l+2m,N (Kε) → ∞ as δ → 0 since V 0 is not a vector-polynomial. However,
‖rδV 0‖W l+2m−1,N (Kd) ≤ c, where c > 0 is independent of δ ≥ 0; therefore,
‖U δ‖W l+2m−1,N (Kd) → 0 as δ → 0. (4.25)
Moreover, relation (4.24) implies
Pj(Dy)U δ =
rδPj(Dy)V 0 +
∑
|α|+|β|=2m,|α|≥1
pjαβD
αrδ ·DβV 0j
‖rδV 0‖W l+2m,N (Kε)
=
∑
|α|+|β|=2m,|α|≥1
pjαβD
αrδ ·DβV 0j
‖rδV 0‖W l+2m,N (Kε)
,
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where pjαβ are some complex constants. Hence, |DξPj(Dy)U δ| ≤ cjξδrl−1−|ξ|+δ/‖rδV 0‖W l+2m,N (Kε)
(|ξ| ≤ l), which implies that
‖Pj(Dy)U δ‖W l(Kdj ) → 0 as δ → 0. (4.26)
Similarly, by using (4.24), one can prove that
‖Bjσµ(Dy)U δ|γjσ‖W l+2m−mjσµ−1/2(γ2εjσ) → 0 as δ → 0. (4.27)
(Here one must additionally estimate the expression∑
(k,s)6=(j,0)
‖(χδjσks − 1)rδ(Bjσµks(y,Dy)V 0)(Gjσksy)|γjσ‖W l+2m−mjσµ−1/2(γ2εjσ)
‖rδV 0‖W l+2m,N (Kε)
,
which also tends to zero as δ → 0 because of the inequality |χδjσks − 1| ≤ k6δ.)
However, assertions (4.25)–(4.27) contradict estimate (4.19), since ‖U δ‖W l+2m,N (Kε) = 1.
3. It remains to consider the case where the line Imλ = 1− l − 2m contains only the eigenvalue
λ0 = i(1 − l − 2m) of L˜p(λ) and it is proper. In this case, we cannot repeat the arguments above,
since V 0 is a vector-polynomial and the norm ‖rδV 0‖W l+2m,N (Kε) is uniformly bounded as δ → 0.
Let us make use of the results of Sec. 3. By Lemma 3.2, there exists a sequence f δ ∈ Sˆ l,N (K, γ),
δ > 0, such that supp f δ ⊂ Oε(0) and f δ converges in W l,N(K, γ) to f 0 /∈ Sˆ l,N (K, γ) as δ → 0. By
Lemma 3.5, for each f δ, there exists a function U δ ∈ W l+2m,N(Kd) such that
LpU δ = f δ, (4.28)
‖U δ‖W l+2m−1,N (Kd) ≤ c‖f δ‖W l,N (K,γ) (4.29)
(c > 0 is independent of δ) and U δ satisfies relations (3.8). From inequalities (4.19) and (4.29),
relation (4.28), and convergence of f δ in W l,N(K, γ), it follows that the sequence U δ is fundamental
in W l+2m,N(Kε). Therefore, U δ converges in W l+2m,N(Kε) to some function U as δ → 0. Moreover,
the limit function U also satisfies relations (3.8), and, by virtue of the boundedness of the operator
Lp : W l+2m,N(Kε)→W l,N(K2d1ε, γ2d1ε), the following relation holds:
LpU = f 0 for y ∈ O2d1ε(0).
We consider a function ψ ∈ C∞0 (R2) such that ψ(y) = 1 for |y| ≤ d21ε and suppψ ⊂ O2d21ε(0). Clearly,
ψU ∈ W l+2m,N(K), ψU satisfies relations (3.8), and suppLp(ψU) ⊂ O2d1ε(0). Therefore,
Lp(ψU) = ψf 0 + fˆ ,
where fˆ ∈ W l,N(K, γ) and the support of fˆ is compact and does not intersect with the origin.
Hence, the function ψf 0 + fˆ , together with f 0, does not belong to Sˆ l,N(K, γ). This contradicts
Lemma 3.1.
Now the necessity of the conditions in Theorem 4.1 follows from Lemma 4.5.
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5 Asymptotics of Solutions to Nonlocal Problems in
Sobolev Spaces
5.1 Smoothness of solutions outside the set K
In this subsection, we prove the following result on smoothness of solutions to problem (1.7), (1.8)
inside the domain and near a smooth part of the boundary.
Lemma 5.1. Let u ∈ W l+2m(G) be a solution to problem (1.7), (1.8). Suppose that the right-hand
side f = {f0, fiµ} belongs to W l1(G,Υ) with l1 > l and Condition 1.2 holds for l1 substituted for l.
Then
u ∈ W l1+2m(G \ Oδ(K)) for any δ > 0. (5.1)
Proof. 1. We denote by W lloc(G) the space of distributions v in G such that ψv ∈ W l(G) for all
ψ ∈ C∞0 (G). By Theorem 3.2 [22, Ch. 2], we have
u ∈ W l1+2mloc (G). (5.2)
Combining this with estimate (1.6) implies that
B2iµu ∈ W l1+2m−miµ−1/2(Υi \ Oκ2(K)). (5.3)
We fix an arbitrary point g ∈ Υi \ Oκ2(K) and choose a δ > 0 such that
Oδ(g) ∩Υi ⊂ Υi \ Oκ2(K) and
if g ∈ Oε0(K), then Ωis
(Oδ(g) ∩ Oε0(K)) ⊂ G. (5.4)
Then, in the neighborhood Oδ(g), the function u is a solution to the following problem:
P(y,Dy)u = f0(y) (y ∈ Oδ(g) ∩G), (5.5)
Biµ0(y,Dy)u = f
2
iµ(y) (y ∈ Oδ(g) ∩Υi; µ = 1, . . . , m), (5.6)
where f 2iµ(y) = fiµ(y)−
Si∑
s=1
(
Biµs(y,Dy)(ζu)
)(
Ωis(y)
)−B2iµu(y) (y ∈ Oδ(g)∩Υi). From relations (5.2),
(5.3), and (5.4), it follows that f 2iµ ∈ W l1+2m−miµ−1/2(Oδ(g) ∩Υi).
Applying Theorem6 5.1 [22, Ch. 2] to problem (5.5), (5.6), we see that
u ∈ W l1+2m(Oδ/2(g) ∩G). (5.7)
By using the unity partition method, we derive from (5.2) and (5.7) that
u ∈ W l1+2m(G \ Oκ1(K)). (5.8)
2. From inclusion (5.8) and inequality (1.5), it follows that
B2iµu ∈ W l1+2m−miµ−1/2(Υi). (5.9)
6In Theorem 5.1 [22, Ch. 2], the operators Biµ0(y,Dy) are additionally supposed to be normal on Υi while their
orders are supposed not to exceed 2m − 1. However, it is easy to check that Theorem 5.1 [22, Ch. 2] remains true
without these assumptions (see [22, Ch. 2, § 8.3]).
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Taking into account (5.9), we can repeat the arguments of item 1 of this proof for an arbitrary
point g ∈ Υi and for δ > 0 such that
Oδ(g) ∩Υi ⊂ Υi and
if g ∈ Oε0(K), then Ωis
(Oδ(g) ∩ Oε0(K)) ⊂ G.
As a result, we arrive at (5.7), which is now true for an arbitrary g ∈ Υi. Combining this with (5.2)
and using the unity partition method, we obtain (5.1).
5.2 Asymptotics of solutions near the set K
In this subsection, we obtain an asymptotic formula for the solution u near an arbitrary orbit Orbp ⊂
K, provided that the line Imλ = 1− l1 − 2m contains no eigenvalues of the operator L˜p(λ).
Thus, let us fix some orbit Orbp ⊂ K, which consists of the points gpj , j = 1, . . . , N = N1p, and
choose an ε > 0 such that Oε(gpj ) ⊂ V(gpj ). Then, in the neighborhood
N⋃
j=1
Oε(gpj ) of the orbit Orbp,
the function u is a solution to the following problem:
P(y,Dy)uj = f(y) (y ∈ Oε(gj) ∩G), (5.10)
Biµ0(y,Dy)uj(y)|Υi +
Si∑
s=1
(
Biµs(y,Dy)(ζuk)
)(
Ωis(y)
)|Υi = f ′iµ(y)(
y ∈ Oε(gpj ) ∩Υi; i ∈ {1 ≤ i ≤ N0 : gj ∈ Υ¯i}; j = 1, . . . , N ; µ = 1, . . . , m
)
.
(5.11)
Here u1(y), . . . , uN(y) denote the same as in Sec. 1.3 and f
′
iµ(y) = fiµ(y)−B2iµu(y) for y ∈ Oε(gpj )∩Υi.
By virtue of (5.9), we have f ′iµ ∈ W l1+2m−miµ−1/2(Oε(gpj ) ∩Υi).
Let y 7→ y′(gpj ) be the argument transformation described in Sec. 1.1. Analogously to Sec. 1.3,
we introduce the function Uj(y
′) = uj(y(y
′)) and denote y′ again by y. For p being fixed above, we
put bj = b
p
j , Kj = K
p
j , and γjσ = {y ∈ R2 : r > 0, ω = (−1)σbj} (σ = 1, 2). Then problem (5.10),
(5.11) assumes the following form (cf. (1.15), (1.16)):
Pj(y,Dy)Uj = fj(y) (y ∈ Kεj ), (5.12)
Bjσµ(y,Dy)U |γεjσ ≡
∑
k,s
(Bjσµks(y,Dy)Uk)(Gjσksy)|γεjσ = fjσµ(y) (y ∈ γεjσ). (5.13)
Here f = {fj, fjσµ} ∈ W l1,N(Kε, γε) and U ∈ W l+2m,N(Kd), where d = εmax{χjσks, 1} (χjσks are
the argument expansion coefficients corresponding to the orbit Orbp).
To obtain the asymptotics of the solution u to problem (1.7), (1.8) near the orbit Orbp, we
preliminarily investigate the asymptotics of the solution U to problem (5.12), (5.13) near the origin.
By virtue of Lemma 4.11 [21], the function Uj ∈ W l+2m(Kdj ) can be represented in the following
form:
Uj(y) = Qj(y) + U
1
j (y), (5.14)
where Qj(y) is an l + 2m − 2 order polynomial and U1j ∈ W l+2m(Kdj ) ∩ H l+2ma (Kdj ) for any a > 0.
Putting Q = (Q1, . . . , QN), we see that the function U
1 = (U11 , . . . , U
1
N) is a solution to the problem
Pj(y,Dy)U
1
j = fj(y)−Pj(y,Dy)Qj(y) ≡ f 1j (y) (y ∈ Kεj ), (5.15)
Bjσµ(y,Dy)U
1|γεjσ = fjσµ(y)−Bjσµ(y,Dy)Q|γεjσ ≡ f 1jσµ(y) (y ∈ γεjσ), (5.16)
41
where f 1 = {f 1j , f 1jσµ} ∈ W l1,N(Kε, γε).
Now, using Lemma 4.11 [21], we represent the function f 1j ∈ W l1(Kεj ) in the following form:
f 1j (y) = Pj(y) + f
2
j (y), (5.17)
where Pj(y) is an l1 − 2 order polynomial (if l1 ≥ 2) and f 2j ∈ W l1(Kεj ) ∩H l1a (Kεj ) for any a > 0. If
l1 ≤ 1, then we put Pj(y) ≡ 0, in which case f 1j = f 2j ∈ H l1a (Kεj ) by Lemma 2.1. We notice that, on
the one hand, the inclusion U1j ∈ H l+2ma (Kdj ) implies the inclusion f 1j ∈ H la(Kεj ) and, on the other
hand, f 2j ∈ H l1a (Kεj ) ⊂ H la(Kεj ). Thus, Pj ∈ H la(Kεj ) and, therefore, Pj consists of monomials of order
≥l − 1.
Similarly, we have
f 1jσµ(y) = Pjσµ(y) + f
2
jσµ(y), (5.18)
where Pjσµ(y) is an l1 + 2m − mjσµ − 2 order polynomial (if l1 + 2m − mjσµ ≥ 2) consisting of
monomials of order ≥l+ 2m−mjσµ− 1 and f 2jσµ ∈ W l1+2m−mjσµ−1/2(γεjσ)∩H l1+2m−mjσµ−1/2a (γεjσ) for
any a > 0. If l1 + 2m−mjσµ ≤ 1, then Pjσµ(y) ≡ 0.
By virtue of Lemma7 3.1 [14], there exist the functions
Wj =
l1+2m−1∑
s=l+2m−1
qj∑
q=0
rs(i ln r)qϕjsq(ω) ∈ H l+2ma (Kεj ), a > 0,
with ϕjsk ∈ C∞
(
[−bj , bj]
)
such that the vector W = (W1, . . . ,WN) satisfies the following relation:
Pj(y,Dy)Wj − Pj ∈ H l10 (Kεj ), (5.19)
Bjσµ(y,Dy)W − Pjσµ ∈ H l1+2m−mjσµ−1/20 (γεjσ). (5.20)
Further, since
f 2j ∈ W l1(Kεj ) ∩H l1a (Kεj ), f 2jσµ ∈ W l1+2m−mjσµ−1/2(γεjσ) ∩H l1+2m−mjσµ−1/2a (γεjσ)
for all a > 0, it follows that the functions f 2j and f
2
jσµ satisfy the relations
Dαf 2j |y=0 = 0, |α| ≤ l1 − 2, (5.21)
∂βf 2jσµ
∂τβjσ
∣∣∣∣∣
y=0
= 0, β ≤ l1 + 2m−mjσµ − 2. (5.22)
Therefore, by virtue of Lemma 2.4 and Corollary 2.1, there exist functions Vj ∈ W l1+2m(Kdj ) ∩
H l1+2ma (K
d
j ) for any a > 0 such that the vector V = (V1, . . . , VN) satisfies the relation
Pj(y,Dy)Vj − f 2j ∈ H l10 (Kεj ), (5.23)
Bjσµ(y,Dy)V − f 2jσµ ∈ H l1+2m−mjσµ−1/20 (γεjσ). (5.24)
From (5.15)–(5.24), it follows that the vector
U2 = U1 − V −W ∈ H l+2m,Na (Kd) (5.25)
7In Lemma 3.1 [14] (as well as in Lemma 3.2 [14] below), nonlocal terms are supposed to contain only rotation
operators but not expansion ones. However, the corresponding results also remain true in our case (see [29]).
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is a solution to the problem
Pj(y,Dy)U
2
j = (Pj −Pj(y,Dy)Wj) + (f 2j −Pj(y,Dy)Vj) ∈ H l10 (Kεj ), (5.26)
Bjσµ(y,Dy)U
2|γεjσ = (Pjσµ −Bjσµ(y,Dy)W )|γεjσ
+ (f 2jσµ −Bjσµ(y,Dy)V |γεjσ) ∈ H
l1+2m−mjσµ−1/2
0 (γ
ε
jσ). (5.27)
Let us choose a > 0 so small that the strip 1− l−2m < Im λ ≤ a+1− l−2m contains no eigenvalues
of L˜p(λ), which is possible since the spectrum of L˜p(λ) is discrete. Then equalities (5.26) and (5.27)
and Lemma 3.2 [14] imply the following asymptotic formula for U2j ∈ H l+2ma (Kdj ):
U2j =
∑
1−l1−2m<Imλn≤1−l−2m
∑
s,q
riλn+s(i ln r)qψjnsq(ω) + U
3
j (y ∈ Kεj ). (5.28)
Here U3j ∈ H l1+2m0 (Kεj ), λn are eigenvalues of L˜p(λ), ψjnsq ∈ C∞
(
[−bj , bj ]
)
, s = 0, . . . , sn, sn =
[l1 + 2m− 1 + Imλn], and q = 0, . . . , qjn ≥ 0.
Formula (5.28) and relations (5.14) and (5.25) imply
Uj =
∑
n
∑
s,q
riλn+s(i ln r)qψjnsq(ω) +
∑
s,q
rs(i ln r)qϕjsk(ω) + U
4
j (y ∈ Kεj ), (5.29)
where U4j = U
3
j + Vj +Qj ∈ W l1+2m(Kd).
Notice that the function
Jj =
∑
Imλn=1−l−2m
qjn∑
q=0
riλn(i ln r)qψj,n0q(ω) +
qj∑
q=0
rl+2m−1(i ln r)qϕj,l+2m−1,k(ω)
is a homogeneous l + 2m − 1 order polynomial with respect to y1, y2 (otherwise, Lemma 4.20 [21]
implies that Jj /∈ W l+2m(Kdj ), while the other terms in (5.29) do belong to W l+2m(Kdj )). Thus, we
finally obtain
Uj =
∑
1−l1−2m<Im λn≤1−l−2m
∑
s,q
riλn+s(i ln r)qψjnsq(ω)
+
l1+2m−1∑
s=l+2m
qj∑
q=0
rs(i ln r)qϕjsk(ω) + U
5
j (y ∈ Kεj ), (5.30)
where U5j = U
4
j+Jj ∈ W l1+2m(Kd) and, in the first interior sum, indices range as follows: s = 1, . . . , sn
if Imλn = 1− l − 2m, s = 0, . . . , sn if Imλn < 1− l − 2m, and q = 0, . . . , qjn ≥ 0.
From Lemma 5.1 and representation (5.30), we derive the main result of this section.
Theorem 5.1. Let u ∈ W l+2m(G) be a solution to problem (1.7), (1.8), and let the conditions of
Lemma 5.1 hold. Then the solution u satisfies relations (5.1). If we additionally suppose that the
line Imλ = 1− l1−2m contains no eigenvalues of the operator L˜p(λ) for some p ∈ {1, . . . , N1}, then,
in the neighborhood Oε(gpj ) (j = 1, . . . , N1p), the following representation holds:
u =
∑
n
∑
s,q
riλn+s(i ln r)qψ′jnsq(ω) +
∑
s,q
rs(i ln r)qϕ′jsk(ω) + u
′
(
y ∈ Oε(gpj ) ∩G
)
. (5.31)
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Here (ω, r) are polar coordinates with pole at gpj , ψ
′
jnsq and ϕ
′
jsk are the functions infinitely differen-
tiable with respect to ω and turning into the functions ψjnsq and ϕjsk respectively after the change
of variables y 7→ y′(gpj ); further, u′ ∈ W l1+2m
(Oε(gpj ) ∩ G) and all the indices in (5.31) range as
in (5.30).
Theorem 5.1, in particular, means that if u ∈ W l+2m(G) is a solution to problem (1.7), (1.8) with
the right-hand side f = {f0, fiµ} ∈ W l1(G,Υ) (l1 > l) and the closed strip 1 − l1 − 2m ≤ Imλ ≤
1− l − 2m contains no eigenvalues of the operators L˜p(λ), p = 1, . . . , N1, then u ∈ W l1+2m(G).
6 Nonlocal Problems in Bounded Domains in Weighted
Spaces with Small Weight Exponents
6.1 Formulation of the main result
In Sec. 4.3, we introduced the operator
La = {P, B} : H l+2ma (G)→ Hla(G,Υ), a > l + 2m− 1. (6.1)
As we mentioned in the proof of Lemma 4.3, the operator La is Fredholm for almost all a > l+2m−1
due to Lemma 2.1 [15] and Theorem 3.2 [16].
In this subsection, we consider problem (1.7), (1.8) in weighted spaces with the weight exponent
a > 0. In that case, as before, B2iµu ∈ W l+2m−miµ−1/2(Υi) for all u ∈ H l+2ma (G) ⊂W l+2m(G\Oκ1(K)).
However, the function B2iµu may now not belong to the space H
l+2m−miµ−1/2
a (Υi), which implies that
the operator La given by (6.1) is not well defined.
Let us introduce the set
Sl+2ma (G) =
{
u ∈ H l+2ma (G) : the functions B2iµu satisfy conditions (4.2)
}
.
Using inequality (1.5), for β ≤ l + 2m−miµ − 2 and k = 1, 2, we obtain
‖B2iµu‖W l+2m−miµ−1/2(Υi) ≤ k1‖u‖W l+2m(G\Oκ1 (K)) ≤ k2‖u‖Hl+2ma (G).
Combining this with Sobolev’s embedding theorem and Riesz’ theorem on a general form of lin-
ear continuous functionals in Hilbert spaces, we see that Sl+2ma (G) is a closed subspace of finite
codimension in H l+2ma (G).
On the other hand, by Lemma 2.1, for any u ∈ Sl+2ma (G), we have B2iµu ∈ H l+2m−miµ−1/2a (Υi)
for a > 0. Since the functions B0iµu and B
1
iµu also belong to H
l+2m−miµ−1/2
a (Υi) for all a ∈ R and
u ∈ Sl+2ma (G) (and even for u ∈ H l+2ma (G)), it follows that
{Pu, Bu} ∈ Hla(G,Υ) for all u ∈ Sl+2ma (G), a > 0.
Thus, there exists a finite-dimensional space Rla(G,Υ) (which is embedded into H la(G) ×∏
i,µ
H
l+2m−miµ−1/2
a′ (Υi), a
′ > l + 2m− 1) such that Hla(G,Υ) ∩ Rla(G,Υ) = {0} and
{Pu, Bu} ∈ Hla(G,Υ)⊕Rla(G,Υ) for all u ∈ H l+2ma (G), a > 0.
Therefore, we can define the bounded operator
La = {P, B} : H l+2ma (G)→Hla(G,Υ)⊕Rla(G,Υ), a > 0.
Clearly, one can put Rla(G,Υ) = {0} if a > l + 2m− 1.
44
Theorem 6.1. Let a > 0 and the line Imλ = a+1− l− 2m contain no eigenvalues of the operators
L˜p(λ), p = 1, . . . , N1; then the operator La : H l+2ma (G)→ Hla(G,Υ)⊕Rla(G,Υ) is Fredholm.
Conversely, let the operator La : H
l+2m
a (G) → Hla(G,Υ) ⊕ Rla(G,Υ) be Fredholm; then the line
Imλ = a+ 1− l − 2m contains no eigenvalues of either of the operators L˜p(λ), p = 1, . . . , N1.
Notice that if f ∈ Hla(G,Υ), then ‖f‖Hla(G,Υ)⊕Rla(G,Υ) = ‖f‖Hla(G,Υ). Combining this with Theo-
rem 6.1 and Riesz’ theorem on a general form of linear continuous functionals in Hilbert spaces, we
obtain the following result.
Corollary 6.1. Let a > 0 and the line Imλ = a+1− l−2m contain no eigenvalues of the operators
L˜p(λ), p = 1, . . . , N1. Then there exist functions f q ∈ Hla(G,Υ), q = 1, . . . , q1, such that if the
right-hand side f of problem (1.7), (1.8) belongs to Hla(G,Υ) and
(f, f q)Hla(G,Υ) = 0, q = 1, . . . , q1,
then problem (1.7), (1.8) admits a solution u ∈ H l+2ma (G).
Corollary 6.1 shows: in spite of the fact that the inclusion u ∈ H l+2ma (G) for 0 < a ≤ l + 2m− 1
does not, generally speaking, implies the inclusion Lau ∈ Hla(G,Υ), if we impose on the right-hand
side f ∈ Hla(G,Υ) finitely many orthogonality conditions, then problem (1.7), (1.8) yet admits a
solution u ∈ H l+2ma (G).
6.2 Proof of the main result
6.2.1 Proof of Theorem 6.1. Sufficiency
Lemma 6.1. The kernel of the operator La is of finite dimension.
Proof. Notice that H l+2ma (G) ⊂ H l+2ma′ (G) for a ≤ a′. Thus, the lemma can be proved in the same
way as Lemma 4.3.
Let us proceed to construct the right regularizer for the operator La.
As we mentioned before, the functions B0iµu and B
1
iµu belong to H
l+2m−miµ−1/2
a (Υi) for all u ∈
H l+2ma (G) and a ∈ R. Therefore, we can introduce the bounded operator
L1a = {P, C} : H l+2ma (G)→Hla(G,Υ).
In [16, § 3], it is proved that there exist a bounded operator Ra,1 : Hla(G,Υ)→ H l+2ma (G) and a
compact operator Ta,1 : Hla(G,Υ)→ Hla(G,Υ) such that
L1aRa,1 = Ia +Ta, (6.2)
where Ia denotes the identity operator in Hla(G,Υ).
Further, from Theorem 2.3, it follows that, for any sufficiently small ε > 0, there exist bounded
operators
R′a,K : {f ′ : {0, f ′} ∈ Hla(G,Υ), supp f ′ ⊂ O2ε(K)} → {u ∈ H l+2ma (G) : supp f ′ ⊂ O4ε(K)},
M′a,K,T
′
a,K : {f ′ : {0, f ′} ∈ Hla(G,Υ), supp f ′ ⊂ O2ε(K)} → Hla(G,Υ)
such that ‖M′a,Kf ′‖Hla(G,Υ) ≤ cε‖{0, f ′}‖Hla(G,Υ), where c > 0 is independent of ε, the operator T′a,K
is compact, and
L1aR
′
a,Kf
′ = {0, f ′}+M′a,Kf ′ +T′a,Kf ′.
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For any f ′ such that {0, f ′} ∈ Hla(G,Υ), we put
R′a,1f
′ = R′a,K(ψ
′f ′) +
J∑
j=1
R′0j(ψ
′
jf
′), (6.3)
where the functions ψ′, ψ′j and the operators R
′
0j are the same as in Sec. 4.2.
By using Theorem 2.3, one can easily show that
L1aR
′
a,1f
′ = {0, f ′}+M′a,1f ′ +T′a,1f ′. (6.4)
Here M′a,1,T
′
a,1 : {f ′ : {0, f ′} ∈ Hla(G,Υ)} → Hla(G,Υ) are bounded operators such that
‖M′a,1f ′‖Hla(G,Υ) ≤ cε‖{0, f ′}‖Hla(G,Υ), where c > 0 is independent of ε, and the operator T′a,1 is
compact.
With the help of the operators Ra,1 and R
′
a,1, we will construct the right regularizer for prob-
lem (1.7), (1.8) with B2iµ 6= 0 in weighted spaces.
For a > 0, we introduce the set
S la(G,Υ) =
{
f ∈ Hla(G,Υ) : the functions Φ = B2Ra,1f and B2R′a,1Φ satisfy conditions (4.2)
}
.
First, let us show that S la(G,Υ) is a closed subspace of finite codimension in Hla(G,Υ). Indeed,
by using inequality (1.5), for β ≤ l + 2m−miµ − 2 and k = 1, 2, we obtain
‖Φiµ‖W l+2m−miµ−1/2(Υi) ≤ k1‖Ra,1f‖W l+2m(G\Oκ1 (K)) ≤ k2‖Ra,1f‖Hl+2ma (G) ≤ k3‖f‖Hla(G,Υ). (6.5)
Since the function Φiµ satisfies conditions (4.2), it follows from (6.5) and Lemma 2.1 that Φiµ ∈
H
l+2m−miµ−1/2
a (Υi) and
‖Φiµ‖
H
l+2m−miµ−1/2
a (Υi)
≤ k4‖f‖Hla(G,Υ). (6.6)
Therefore, the expression B2R′a,1Φ is well defined. Similarly, using (6.6) and (4.2), we get
‖[B2R′a,1Φ]iµ‖W l+2m−miµ−1/2(Υi) ≤ k5‖f‖Hla(G,Υ), (6.7)
and
‖[B2R′a,1Φ]iµ‖Hl+2m−miµ−1/2a (Υi) ≤ k6‖f‖Hla(G,Υ), (6.8)
where [ · ]iµ stands for the corresponding vector’s component.
From (6.5), (6.7), Sobolev’s embedding theorem, and Riesz’ theorem on a general form of lin-
ear continuous functionals in Hilbert spaces, it follows that S la(G,Υ) is a closed subspace of finite
codimension in Hla(G,Υ). Hence,
Hla(G,Υ)⊕Rla(G,Υ) = S la(G,Υ)⊕ Rˆla(G,Υ), (6.9)
where Rˆla(G,Υ) is some finite-dimensional space. Now we are in a position to prove the following
result.
Lemma 6.2. Let a > 0 and the line Imλ = a+ 1− l − 2m contain no eigenvalues of the operators
L˜p(λ), p = 1, . . . , N1. Then there exist a bounded operator Ra : Hla(G,Υ)⊕Rla(G,Υ) → H l+2ma (G)
and a compact operator Ta : Hla(G,Υ)⊕Rla(G,Υ)→Hla(G,Υ)⊕Rla(G,Υ) such that
LR = Iˆa +Ta, (6.10)
where Iˆa denotes the identity operator in Hla(G,Υ)⊕Rla(G,Υ).
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Proof. 1. Put Φ = B2Ra,1f , where f ∈ S la(G,Υ). Then, from (6.6) and (6.8), it follows that the
functions {0,Φ} and {0,B2R′a,1Φ} belong to Hla(G,Υ). Therefore, the functions Φ and B2R′a,1Φ
belong to the domain of the operator R′a,1, and we may introduce the bounded operator Ra,S :
S la(G,Υ)→ H l+2ma (G) by the formula
Ra,Sf = Ra,1f −R′a,1Φ +R′a,1B2R′a,1Φ.
Analogously to the proof of Lemma 4.2, using equalities (6.2) and (6.4), one can show that
LaRa,S = Ia,S +M + T,
where Ia,S ,M, T : S la(G,Υ) → H la(G,Υ) ⊕ Rla(G,Υ) are bounded operators such that Ia,Sf = f ,
‖M‖ ≤ cε (c > 0 is independent of ε), and T is compact.
2. Due to (6.9), the subspace S la(G,Υ) is of finite codimension inHla(G,Υ)⊕Rla(G,Υ). Therefore
the operator Ia,S is Fredholm. By Theorem 16.2 and 16.4 [28], the operator Ia,S +M + T is also
Frdholm, provided that ε is small enough. From Theorem 15.2 [28], it follows that there exist a
bounded operator R˜a and a compact operator Ta acting from Hla(G,Υ) ⊕ Rla(G,Υ) into S la(G,Υ)
and Hla(G,Υ) ⊕ Rla(G,Υ) respectively and such that (Ia,S + M + T )R˜a = Iˆa + Ta. Denoting
Ra = Ra,SR˜a : Hla(G,Υ)⊕Rla(G,Υ)→ H l+2ma (G) yields (6.10).
By virtue of Theorem 15.2 [28] and Lemma 6.2, the image of the operator La, a > 0, is closed
and of finite codimension. Combining this with Lemma 6.1 proves the sufficiency of the conditions
in Theorem 6.1.
6.2.2 Proof of Theorem 6.1. Necessity
Lemma 6.3. Let a > 0 and the line Imλ = a + 1 − l − 2m contain an eigenvalue of the operator
L˜p(λ) for some p. Then the image of La is not closed.
Proof. 1. Let, to the orbit Orbp, there correspond model problem (1.18), (1.19) in the anglesKj = K
p
j
with the sides γjσ = γ
p
jσ, j = 1, . . . , N = N1p, σ = 1, 2.
For any d > 0, we introduce the spaces
Hla(Kdj , γdj ) = H la(Kdj )×
∏
σ=1,2
m∏
µ=1
H l+2m−mjσµ−1/2a (γ
d
jσ),
Hl,Na (Kd, γd) =
N∏
j=1
Hla(Kdj , γdj ).
Put d1 = min{χjσks, 1}/2, d2 = 2max{χjσks, 1}, d = d(ε) = 2d2ε.
Assume that the image of La is closed. Then, similarly to the proof of Lemma 4.4, by using
Lemma 6.1, compactness of the embedding H l+2ma (G) ⊂ H l+2m−1a (G), and Theorem 7.1 [28], one can
show that
‖U‖Hl+2m,Na (Kε) ≤ c
(
‖LpU‖Hl,Na (K2ε,γ2ε) +
N∑
j=1
‖Pj(Dy)Uj‖Hla(Kdj ) + ‖U‖Hl+2m−1,Na (Kd)
)
(6.11)
for all U ∈ H l+2m,Na (Kd) and sufficiently small ε.
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2. Let λ0 be an eigenvalue of L˜p(λ), lying on the line Imλ = a + 1 − l − 2m, and ϕ(0)(ω) an
eigenvector corresponding to the eigenvalue λ0. According to Remark 2.1 [29], the vector ϕ
(0)(ω)
belongs to the space W l+2m,N(−b, b), and, by Lemma 2.1 [29], we have
LpV 0 = 0, (6.12)
where V 0 = riλ0ϕ(0)(ω).
We substitute the sequence U δ = rδV 0/‖rδV 0‖Hl+2m,Na (Kε), δ > 0, into (6.11) and let δ tend
to zero. Analogously to the proof of Lemma 4.5, by using relation (6.12), one can check that the
right-hand side of inequality (6.11) tends to zero while its left-hand side is equal to one.
Now the necessity of the conditions in Theorem 6.1 follows from Lemma 6.3.
7 Nonlocal Problems in Bounded Domains in the Case
where the Line Imλ = 1 − l − 2m Contains an Eigenvalue
of L˜p(λ)
In the previous sections, we proved the Fredholm solvability and obtained the asymptotics of solutions
to problem (1.7), (1.8) in the case where the corresponding line in the complex plane contains no
eigenvalues of the operators L˜p(λ), p = 1, . . . , N1. In this section, by using the results of Sec. 3,
we thoroughly study the case where the line Imλ = 1− l − 2m contains only the proper eigenvalue
λ0 = i(1 − l − 2m) of the operators L˜p(λ) for some p ∈ {1, . . . , N1}. In this case, the operator
L : W l+2m(G)→W l(G,Υ) is not Fredholm due to Theorem 4.1 (its image is not closed). Thus, we
associate to problem (1.7), (1.8) an operator acting in other spaces and prove that it is Fredholm.
7.1 Construction of the right regularizer in the case where B2iµ = 0
We study nonlocal elliptic problem (1.7), (1.8) under the following condition.
Condition 7.1. The eigenvalue λ0 = i(1 − l − 2m) is a proper eigenvalue of the operators L˜p(λ),
p ∈ Π, where Π is a nonempty subset of the set {1, . . . , N1}. Neither of the operators L˜p(λ), p =
1, . . . , N1, contains any other eigenvalues on the line Imλ = 1− l − 2m.
We introduce functions ψp ∈ C∞0 (R2) such that ψp(y) = 1 for y ∈
N1p⋃
j=1
Oε/2(gpj ) and suppψp ⊂
N1p⋃
j=1
Oε(gpj ). Here ε > 0 is so small that Oε(gpj ) ⊂ V(gpj ). We also denote ψ = 1 −
N1∑
p=1
ψp. Let, to
the vector ψpf = {ψpf0, ψpfiµ} of the right-hand sides in problem (1.7), (1.8), there correspond the
vector f p = {f pj , f pjσµ} of the right-hand sides in problem (1.15), (1.16). Clearly, supp f p ⊂ Oε(0).
We introduce the space Sˆ l(G,Υ) with the norm
‖f‖Sˆl(G,Υ) =
(
‖ψf‖2W l(G,Υ) +
∑
p∈Π
‖f p‖2
Sˆl(Kp,γp)
+
∑
p/∈Π
‖f p‖2Sl(Kp,γp)
)1/2
. (7.1)
According to Condition 7.1, the set of indices Π is not empty; therefore, by Lemma 3.2, the set
Sˆ l(G,Υ) is not closed in the topology of W l(G,Υ).
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On the other hand, it follows from Lemma 3.1 that, provided u ∈ W l+2m(G) satisfies the relations
Dαu|y=gpj = 0, |α| ≤ l + 2m− 2; p = 1, . . . , N1; j = 1, . . . , N1p, (7.2)
we have {Pu, Cu} ∈ Sˆ l(G,Υ) (the operator C = B0+B1 is defined in Sec. 4). Let us introduce the
space
Sl+2m(G) =
{
u ∈ W l+2m(G) : u satisfy relations (7.2)}
and consider the operator
Lˆ1 = {P, C} : Sl+2m(G)→ Sˆ l(G,Υ).
Lemma 3.1 implies that the operator Lˆ1 is bounded.
Lemma 7.1. Let Condition 7.1 hold. Then there exist a bounded operator Rˆ1 : Sˆ l(G,Υ)→ Sl+2m(G)
and a compact operator Tˆ1 : Sˆ l(G,Υ)→ Sˆ l(G,Υ) such that
Lˆ1Rˆ1 = Iˆ+ Tˆ1, (7.3)
where Iˆ denotes the unity operator in the space Sˆ l(G,Υ).
Proof is analogous to that of Lemma 4.1 with the following modifications: (I) Theorem 2.1 (which
we now apply to the orbits Orbp, p /∈ Π) should be supplemented with Theorem 3.1 (which we apply
to the orbits Orbp, p ∈ Π) and (II) Remark 2.1 should be taken into account.
7.2 Construction of the right regularizer in the case where B2iµ 6= 0
Theorem 2.2, Remark 2.1, and Theorem 3.2 imply that, for any sufficiently small ε > 0, there exist
bounded operators
Rˆ′K : {f ′ : {0, f ′} ∈ Sˆ l(G,Υ), supp f ′ ⊂ O2ε(K)} → {u ∈ Sl+2m(G) : supp f ′ ⊂ O4ε(K)},
Mˆ′K, Tˆ
′
K : {f ′ : {0, f ′} ∈ Sˆ l(G,Υ), supp f ′ ⊂ O2ε(K)} → Sˆ l(G,Υ)
such that ‖Mˆ′Kf ′‖Sˆl(G,Υ) ≤ cε‖{0, f ′}‖Sˆl(G,Υ), where c > 0 is independent of ε, the operator Tˆ′K is
compact, and
Lˆ1Rˆ′Kf
′ = {0, f ′}+ Mˆ′Kf ′ + Tˆ′Kf ′.
For any f ′ such that {0, f ′} ∈ Sˆ l(G,Υ), we put
Rˆ′1f
′ = Rˆ′K(ψ
′f ′) +
J∑
j=1
R′0j(ψ
′
jf
′),
where the functions ψ′, ψ′j and the operators R
′
0j are the same as in Sec. 4.2.
By using Theorems 2.2 and 3.2, one can easily show that
Lˆ1Rˆ′1f
′ = {0, f ′}+ Mˆ′1f ′ + Tˆ′1f ′. (7.4)
Here Mˆ′1, Tˆ
′
1 : {f ′ : {0, f ′} ∈ Sˆ l(G,Υ)} → Sˆ l(G,Υ) are bounded operators such that ‖Mˆ′1f ′‖Sˆl(G,Υ) ≤
cε‖{0, f ′}‖Sˆl(G,Υ), where c > 0 is independent of ε, and the operator Tˆ′1 is compact.
With the help of the operators Rˆ1 and Rˆ
′
1, we will construct the right regularizer for problem (1.7),
(1.8) with B2iµ 6= 0. To this end, we will need the following consistency condition to hold.
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Condition 7.2. For any u ∈ Sl+2m(G), we have {0,B2u} ∈ Sˆ l(G,Υ) and
‖{0,B2u}‖Sˆl(G,Υ) ≤ c‖u‖W l+2m(G).
Remark 7.1. According to (1.5), the operator B2 corresponds to nonlocal terms with the support
outside the set K. Therefore, if Condition 7.2 holds for functions u ∈ Sl+2m(G), it also holds for
functions u ∈ W l+2m(G \ Oκ1(K))
Remark 7.2. Let us illustrate with Example 1.1 how to achieve that Condition 7.2 hold.
We consider problem (1.9), (1.10) and additionally assume that the transformations Ωis in this
problem satisfy condition (1.2) (which is a restriction on the geometrical structure of the transfor-
mations Ωis). Then, by virtue of the continuity of Ωis, we have Ωis
(Oδ(g)) ⊂ Oε0/2(K) for any
g ∈ Υ¯i ∩ K, provided that δ > 0 is small enough. Therefore, for any u ∈ W l+2m(G \ Oκ1(K)), we
have
B2iµu(y) = 0 for y ∈ Oδ(K) (7.5)
since 1− ζ(Ωis(y)) = 0 for y ∈ Oδ(K). In this case, Condition 7.2 obviously holds.
One may refuse condition (1.2) but assume the following: if Ωis(g) /∈ K (where g ∈ Υ¯i ∩K), then
the coefficients of Biµs(y,Dy) have zeros of certain orders at the points Ωis(g), which also guarantees
that {0,B2u} ∈ Sˆ l(G,Υ) for any u ∈ W l+2m(G \ Oκ1(K)). However, in this paper, we do not study
this issue in detail.
By virtue of Lemma 3.1 and Condition 7.2, we have
{Pu, Bu} ∈ Sˆ l(G,Υ) for all u ∈ Sl+2m(G).
Therefore, the operator
LˆS = {P, B} : Sl+2m(G)→ Sˆ l(G,Υ)
is well defined and bounded by virtue of Lemma 3.1 and condition 7.2.
Lemma 7.2. Let Conditions 7.1 and 7.2 hold. Then there exist a bounded operator Rˆ : Sˆ l(G,Υ)→
Sl+2m(G) and a compact operator Tˆ : Sˆ l(G,Υ)→ Sˆ l(G,Υ) such that
LˆSRˆ = Iˆ+ Tˆ. (7.6)
Proof. We put Φ = B2Rˆ1f , where f = {f0, f ′} ∈ Sˆ l(G,Υ). Then, according to Condition 7.2, the
functions Φ and B2Rˆ′1Φ belong to the domain of the operator Rˆ
′
1. Therefore, we can define the
bounded operator RˆS : Sˆ l(G,Υ)→ Sl+2m(G) by the formula
RˆSf = Rˆ1f − Rˆ′1Φ+ Rˆ′1B2Rˆ′1Φ.
Analogously to the proof of Lemma 4.2, by using equalities (7.3) and (7.4), one can show that
LˆSRˆS = Iˆ+M + T,
where M,T : Sˆ l(G,Υ)→ Sˆ l(G,Υ) are bounded operators such that ‖M‖ ≤ cε (c > 0 is independent
of ε) and T is compact.
For ε ≤ 1
2c
, the operator Iˆ+M : Sˆ l(G,Υ)→ Sˆ l(G,Υ) is invertible. Denoting Rˆ = RˆS(Iˆ+M)−1,
T = T (Iˆ+M)−1 yields (7.6).
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7.3 Fredholm solvability of nonlocal problems
Since the subspace Sl+2m(G) is of finite codimension in W l+2m(G), there exists a finite-dimensional
subspace Rl(G,Υ) in W l(G,Υ) such that
{Pu, Bu} ∈ Sˆ l(G,Υ)⊕Rl(G,Υ) for all u ∈ W l+2m(G).
Therefore, we can define the bounded operator
Lˆ = {P, B} : W l+2m(G)→ Sˆ l(G,Υ)⊕Rl(G,Υ).
Theorem 7.1. Let Conditions 7.1 and 7.2 hold. Then the operator Lˆ is Fredholm.
Proof. Lemmas 4.3 and 7.2 and Theorem 15.2 [28] imply that the operator LˆS : S
l+2m(G)→ Sˆ l(G,Υ)
is Fredholm. Since the domain W l+2m(G) of the operator Lˆ is an extension of the domain Sl+2m(G)
of the operator LˆS by a finite-dimensional subspace and Lˆ coincides with LˆS on S
l+2m(G), it follows
that Lˆ is also Fredholm.
8 Elliptic Problems with Homogeneous Nonlocal Condi-
tions
In this section, we study the operator corresponding to problem (1.7), (1.8) with the homogeneous
nonlocal conditions. By using the results of Sec. 7, we show that if the line Im λ = 1 − l − 2m
contains only a proper eigenvalue, then the operator under consideration, unlike the operator L, may
be Fredholm. This turns out to depend on whether some algebraic relations between the operators
P, B0, and B1 hold at the points of the set K.
8.1 The case where the line Im λ = 1 − l − 2m contains no eigenvalues
of L˜p(λ)
Let us introduce the space
W l+2mB (G) = {u ∈ W l+2m(G) : Bu = 0}.
Clearly, W l+2mB (G) is a closed subspace in W
l+2m(G). We consider the bounded operator LB :
W l+2mB (G)→W l(G) given by
LBu = Pu, u ∈ W l+2mB (G).
To study problem (1.7), (1.8) with homogeneous nonlocal conditions, we will need that the
following conditions for the operators Biµs(y,Dy) hold (see, e.g., [22, Ch. 2, § 1]).
Condition 8.1. For all i = 1, . . . , N0, the system {Biµ0(y,Dy)}mµ=1 is normal on Υ¯i and the orders
of the operators Biµs(y,Dy) (s = 0, . . . , Si) are ≤2m− 1.
In this subsection, we prove the following result.
Theorem 8.1. Let Condition 4.1 hold. Then the operator LB is Fredholm.
Let the line Imλ = 1− l−2m contains an improper eigenvalue λ0 of the operator L˜p(λ) for some
p and Condition 8.1 hold. Then the image of the operator LB is not closed (and, therefore, LB is
not Fredholm).
51
Let, to the orbit Orbp, there correspond model problem (1.18), (1.19) in the angles Kj = K
p
j with
the sides γjσ = γ
p
jσ, j = 1, . . . , N = N1p, σ = 1, 2.
The following lemma allows one to reduce nonlocal problems with nonhomogeneous nonlocal
conditions to the corresponding problems with homogeneous ones.
Lemma 8.1. Let Condition 8.1 hold. Then, for any fjσµ ∈ H l+2m−mjσµ−1/2a (γjσ) with supp fjσµ ⊂
Oε1(0) (ε1 > 0 is fixed), there exists a function V ∈ H l+2m,Na (K) such that supp V ⊂ O2ε1(0) and
Bjσµ(y,Dy)V |γjσ = fjσµ, (8.1)
‖V ‖Hl+2m,Na (K) ≤ cε1
∑
j,σ,µ
‖fjσµ‖
H
l+2m−mjσµ−1/2
a (γjσ)
, (8.2)
where cε1 > 0 is independent of fjσµ.
Proof. 1. Analogously to the proof of Lemma 3.1 [30] (in which the authors consider differential
operators with constant coefficients), one can construct functions Vjσ ∈ H l+2ma (Kj) such that
Bjσµj0(y,Dy)Vjσ|γjσ = fjσµ, (8.3)
‖Vjσ‖Hl+2ma (Kj) ≤ k2
m∑
µ=1
‖fjσµ‖
H
l+2m−mjσµ−1/2
a (γjσ)
. (8.4)
Since supp fjσµ ⊂ Oε1(0), one can assume that supp Vjσ ⊂ O2ε1(0)
2. We denote δ = min |(−1)σbj + ωjσks ± bk|/2 (j, k = 1, . . . , N ; σ = 1, 2; s = 1, . . . , Sjσk) and
introduce functions ζjσ ∈ C∞0 (R2) such that ζjσ(ω) = 1 for |(−1)σbj − ω| < δ/2 and ζjσ(ω) = 0 for
|(−1)σbj−ω| > δ. Since the functions ζjσ are multipliers in the space H l+2ma (Kj), it follows from (8.3)
and (8.4) that the function V = (ζ11V11 + ζ12V12, . . . , ζN1VN1 + ζN2VN2) satisfies conditions (8.1)
and (8.2).
Remark 8.1. One cannot repeat the analogous arguments in Sobolev spaces, since the func-
tions ζjσ are not multipliers in the spaces W
l+2m(Kj). Moreover, one can construct functions
fjσµ ∈ W l+2m−mjσµ−1/2(γjσ) (j = 1, . . . , N ; σ = 1, 2; µ = 1, . . . , m) such that neither of func-
tions V ∈ W l+2m,N(K) satisfies conditions (8.1). This explains why the problem with homogeneous
nonlocal conditions is not equivalent to that with nonhomogeneous conditions (i.e., the former may
be Fredholm while the latter is not Fredholm, see examples in Sec. 9).
For each fixed orbit Orbp, we denote (as before) d1 = min{χjσks, 1}/2, d2 = 2max{χjσks, 1} and,
for any ε > 0, put d = d(ε) = 2d2ε. The following result will be used to study the image of the
operator LB (cf. Lemma 4.4).
Lemma 8.2. Let Condition 8.1 hold and the image of LB be closed. Then, for each orbit Orbp,
sufficiently small ε and all U ∈ W l+2m,N(Kd) satisfying relations (3.8) and such that
Bjσµ(Dy)U |γ2εjσ = 0 (j = 1, . . . , N ; σ = 1, 2; µ = 1, . . . , m), (8.5)
the following estimate holds:8
‖U‖W l+2m,N (Kε) ≤ c
N∑
j=1
(‖Pj(Dy)Uj‖W l(Kdj ) + ‖Uj‖Hl+2m−10 (Kdj )). (8.6)
8Under the assumptions of this lemma, it follows from Lemma 2.1 that Uj ∈ H l+2ma (Kdj ) for any a > 0. Therefore,
Uj ∈ H l+2m−10 (Kdj ) and estimate (8.6) is well defined.
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Proof. 1. Since the image of LB is closed, it follows from Lemma 4.3, compactness of the embedding
W l+2m(G) ⊂W l+2m−1(G), and Theorem 7.1 [28] that
‖u‖W l+2m(G) ≤ c(‖P(y,Dy)u‖W l(G) + ‖u‖W l+2m−1(G)) (8.7)
for all u ∈ W l+2mB (G). Let us substitute functions u ∈ W l+2mB (G) such that supp u ∈
N1p⋃
j=1
O2ε1(gpj ),
2ε1 < min{ε0,κ1}, into (8.7). By virtue of (1.5), for such functions, we have B2u = 0. Therefore,
using Lemma 3.2 [22, Ch. 2], we see that, provided ε1 is small enough, the estimate
‖U‖W l+2m,N (K) ≤ k1
N∑
j=1
(‖Pj(Dy)Uj‖W l(Kj) + ‖Uj‖W l+2m−1(Kj)), (8.8)
holds for all U ∈ W l+2m,N(K) such that suppU ⊂ O2ε1(0) and
Bjσµ(y,Dy)U |γjσ = 0 (j = 1, . . . , N ; σ = 1, 2; µ = 1, . . . , m). (8.9)
2. Let us show that, provided ε2 < ε1d1 is small enough, estimate (8.8) holds for all U ∈
W l+2m,N(K) satisfying relations (3.8) and such that suppU ⊂ O2ε2(0) and
Bjσµ(Dy)U |γjσ = 0 (j = 1, . . . , N ; σ = 1, 2; µ = 1, . . . , m). (8.10)
We put Φjσµ = Bjσµ(y, Dy)U |γjσ . Clearly,
suppΦ ⊂ Oε2/d1(0) ⊂ Oε1(0). (8.11)
Let us fix some a, 0 < a < 1, and prove that
‖Φjσµ‖
H
l+2m−mjσµ−1/2
0
(γjσ)
≤ k2ε1−a2 ‖U‖W l+2m,N (K). (8.12)
By virtue of (8.10) and boundedness of the trace operator in weighted spaces, it suffices to estimate
the terms of the following type:(
aα(y)− aα(0)
)
DαUj (|α| = mjσµ), aβ(y)DβUj (|β| ≤ mjσµ − 1),
where aα and aβ are infinitely differentiable functions. Using the restriction on the support of Uj ,
Lemma 3.3′ [21], and Lemma 2.1, we get
‖(aα(y)− aα(0))DαUj‖
H
l+2m−mjσµ
0
(Kj)
≤ k3ε1−a2 ‖
(
aα(y)− aα(0)
)
DαUj‖Hl+2m−mjσµa−1 (Kj)
≤ k4ε1−a2 ‖DαUj‖Hl+2m−mjσµa (Kj) ≤ k5ε
1−a
2 ‖Uj‖W l+2m(Kj).
Similarly, by using Lemma 2.1, we obtain
‖aβ(y)DβUj‖Hl+2m−mjσµ
0
(Kj)
≤ k6ε1−a2 ‖Uj‖Hl+2m−1a−1 (Kj) ≤ k7ε
1−a
2 ‖Uj‖W l+2m(Kj).
Thus, estimate (8.12) is proved.
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Further, by virtue of (8.11) and Lemma 8.1, there exists a function V = (V1, . . . , VN) ∈
H l+2m,N0 (K) such that supp V ⊂ O2ε1(0) and
Bjσµ(y, Dy)V |γjσ = Φjσµ, (8.13)
‖V ‖Hl+2m,N
0
(K) ≤ cε1
∑
j,σ,µ
‖Φjσµ‖
H
l+2m−mjσµ−1/2
0
(γjσ)
, (8.14)
where cε1 is independent of ε2.
Estimating U − V with the help of (8.8) and using inequalities (8.14) and (8.12), we get
‖U‖W l+2m,N (K) ≤ ‖U − V ‖W l+2m,N (K) + ‖V ‖W l+2m,N (K) ≤
≤ k8
N∑
j=1
(‖Pj(Dy)Uj‖W l(Kj) + ‖Uj‖W l+2m−1(Kj) + ε1−a2 ‖Uj‖W l+2m(Kj)).
Now, choosing sufficiently small ε2, we obtain estimate (8.8) valid for all U ∈ W l+2m,N(K) with
suppU ⊂ O2ε2(0) and satisfying relations (3.8) and (8.10).
3. Let us refuse the assumption suppU ⊂ O2ε2(0) and prove that, for ε < ε2d1 and any U ∈
W l+2m,N(Kd) satisfying (3.8) and (8.5), estimate (8.6) holds.
We introduce a function ψ ∈ C∞0 (R2) such that ψ(y) = 1 for |y| ≤ ε, suppψ ⊂ O2ε(0), and ψ
does not depend on polar angle ω.
Put Ψjσµ = Bjσµ(Dy)(ψU)|γjσ . Clearly,
suppΨjσµ ⊂ Oε/d1(0) ⊂ Oε2(0). (8.15)
Let us show that
‖Ψjσµ‖
H
l+2m−mjσµ−1/2
0
(γjσ)
≤ k9
N∑
k=1
(‖Pk(Dy)Uk‖W l(Kdk) + ‖Uk‖Hl+2m−10 (Kdj )). (8.16)
Taking into account relations (8.5), we can represent the function Ψjσµ as follows:
Ψjσµ =
∑
k,s
Ψjσµks +
∑
(k,s)6=(j,0)
Jjσµks, (8.17)
where
Ψjσµks =
(
[Bjσµks(Dy), ψ]Uk
)(Gjσksy)∣∣γjσ ,
Jjσµks =
(
ψ(Gjσksy)− ψ(y)
)(
Bjσµks(Dy)Uk
)(Gjσksy)∣∣γjσ
with [·, ·] denoting the commutator.
Since the expression for Ψjσµks contains derivatives of Uk of order ≤mjσµ − 1, it follows that
‖Ψjσµks‖
H
l+2m−mjσµ−1/2
0
(γjσ)
≤ k10‖Uk‖Hl+2m−1
0
(Kdk)
. (8.18)
Further, repeating the arguments of item 1 in the proof of Lemma 4.5, we get
‖Jjσµks‖
H
l+2m−mjσµ−1/2
0
(γjσ)
≤ k11(‖Pk(Dy)Uk‖W l({d1ε/2<|y|<2d2ε}) + ‖Uk‖W l+2m−1({d1ε/2<|y|<2d2ε})).
(8.19)
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Now (8.16) follows from (8.17), (8.18), and (8.19).
4. By virtue of (8.15) and Lemma 8.1 (being applied to the operators Bjσµ(Dy)), there exists a
function V = (V1, . . . , VN) ∈ H l+2m,N0 (K) such that supp V ⊂ O2ε2(0) and
Bjσµ(Dy)V |γjσ = Ψjσµ, (8.20)
‖V ‖Hl+2m,N
0
(K) ≤ k12
∑
j,σ,µ
‖Ψjσµ‖
H
l+2m−mjσµ−1/2
0
(γjσ)
. (8.21)
Estimating ψU − V with the help of (8.8) and using Leibniz’ formula and inequalities (8.21), (8.16),
we obtain
‖U‖W l+2m,N (Kε) ≤ ‖ψU‖W l+2m,N (K) ≤ ‖ψU − V ‖W l+2m,N (K) + ‖V ‖W l+2m,N (K)
≤ k11
N∑
j=1
(‖Pj(Dy)Uj‖W l(Kdj ) + ‖Uj‖Hl+2m−10 (Kdj )).
Lemma 8.2 allows us to prove that if the line Im λ = 1− l− 2m contains an improper eigenvalue,
then the operator LB, like L, is not Fredholm.
Lemma 8.3. Let the line Imλ = 1− l−2m contain an improper eigenvalue λ0 of the operator L˜p(λ)
for some p and Condition 8.1 hold. Then the image of LB is not closed.
Proof. 1. Assume that the image of LB is closed. We denote by ϕ
(0)(ω), . . . , ϕ(κ−1)(ω) an eigenvector
and associate vectors corresponding to the eigenvalue λ0 (see [23]). By virtue of Remark 2.1 [29],
the vectors ϕ(k)(ω) belong to W l+2m,N(−b, b) and satisfy
Pj(Dy)V kj = 0, Bjσµ(Dy)V k = 0. (8.22)
where V k = riλ0
k∑
s=0
1
s!
(i ln r)kϕ(k−s)(ω), k = 0, . . . ,κ−1. Since λ0 is not a proper eigenvalue, it follows
that, for some k ≥ 0, the function V k(y) is not a vector-polynomial. For simplicity, we assume that
V 0 = riλ0ϕ(0)(ω) is not a vector-polynomial (the case where k > 0 can be considered analogously).
Let ε and d = d(ε) be the same constants as in Lemma 8.2. We consider the sequence U δ =
rδV 0/‖rδV 0‖W l+2m,N (Kε). For any δ > 0, the denominator is finite, but ‖rδV 0‖W l+2m,N (Kε) → ∞ as
δ → 0, since V 0 is not a vector-polynomial. However, ‖rδV 0‖Hl+2m−1,N
0
(Kd) ≤ c, where c > 0 is
independent of δ ≥ 0; therefore,
‖U δ‖Hl+2m−1,N
0
(Kd) → 0 as δ → 0. (8.23)
By using (8.22), analogously to the proof of Lemma 4.5, one can check that
‖Pj(Dy)U δj ‖W l(Kdj ) → 0 as δ → 0. (8.24)
‖Bjσµ(Dy)U δ
∣∣
γ3εjσ
‖
H
l+2m−mjσµ−1/2
0
(γ3εjσ)
→ 0 as δ → 0. (8.25)
2. We introduce the function ψ ∈ C∞0 (R2) such that ψ(y) = 1 for y ∈ O2ε(0) and suppψ ⊂ O3ε(0).
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Applying Lemma 8.1 to the operators Bjσµ(Dy) and functions fjσµ = ψBjσµ(Dy)U δ|γjσ (notice that
supp fjσµ ⊂ O3ε(0)), we obtain a function W δ ∈ H l+2m,N0 (K) (δ > 0) such that suppW δ ⊂ O6ε(0)
and
Bjσµ(Dy)W δ|γ2εjσ = Bjσµ(Dy)U δ|γ2εjσ , (8.26)
‖W δ‖Hl+2m,N
0
(K6ε) ≤ k1
∑
j,σ,µ
‖Bjσµ(Dy)U δ|γ3εjσ‖Hl+2m−mjσµ−1/2
0
(γ3εjσ)
. (8.27)
Moreover, the function U δ−W δ satisfies relations (3.8); therefore we can apply Lemma 8.2 to U δ−W δ.
Then, from estimate (8.6), using the boundedness of the embedding H l+2m0 (K
6ε
j ) ⊂W l+2m(K6εj ) and
inequality (8.27), we get
‖U δ‖W l+2m,N (Kε) ≤ ‖U δ −W δ‖W l+2m,N (Kε) + ‖W δ‖W l+2m,N (Kε)
≤ k2
N∑
j=1
(
‖Pj(Dy)U δj ‖W l(Kdj ) +
∑
σ,µ
‖Bjσµ(Dy)U δ|γ3εjσ‖Hl+2m−mjσµ−1/2
0
(γ3εjσ)
+ ‖U δj ‖Hl+2m−1
0
(Kdj )
)
. (8.28)
However, assertions (8.23)–(8.25) contradict estimate (8.28), since ‖U δ‖W l+2m,N (Kε) = 1.
Proof of Theorem 8.1. The first part of Theorem 8.1 follows from Theorem 4.1. The second part
follows from Lemma 8.3.
8.2 The case where the line Im λ = 1− l− 2m contains the proper eigen-
value of L˜p(λ)
It remains to study the case where the line Imλ = 1 − l − 2m contains only the proper eigenvalue.
Let Condition 7.1 hold. Then we prove that the Fredholm property of the operator LB, for a fixed
l ≥ 1, is determined by the following condition.
Condition 8.2. For l ≥ 1 and all p ∈ Π, system (3.4) corresponding the orbit Orbp contains all the
operators DξPj(Dy) (|ξ| = l − 1, j = 1, . . . , N = N1p).
Theorem 8.2. Let Condition 7.1 and Consistency Condition 7.2 hold. Then
1. the operator LB : W
2m
B (G)→ L2(G) is Fredholm;
2. if l ≥ 1 and Condition 8.2 holds, then the operator LB : W l+2mB (G)→ W l(G) is Fredholm;
2′. if l ≥ 1, Condition 8.2 does not hold, and Condition 8.1 holds, then the image of the operator
LB : W
l+2m
B (G)→ W l(G) is not closed (and, therefore, LB is not Fredholm).
Proof. 1. Lemma 4.3 implies that the kernel of LB is finite-dimensional. Let us study the image
R(LB) of the operator LB.
2. First, we assume that l ≥ 1 and Condition 8.2 holds. We claim that the set{
f0 ∈ W l(G) : {f0, 0} ∈ Sˆ l(G,Υ)
}
(8.29)
is a closed subset of finite codimension in W l(G). Indeed, let ψp be the functions appearing in the
definition of the space Sˆ l(G,Υ) (see Sec. 7.1). Then, to the vector of right-hand sides {ψpf0, 0} in
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problem (1.7), (1.8), there corresponds some vector {f pj , 0} of the right-hand sides in problem (1.15),
(1.16). Let p ∈ Π. Clearly, Tjσµ{f pj , 0} = 0. Moreover, by virtue of Condition 8.2, relations (3.6) are
absent. Thus, due to (7.1), the norm of the function {f0, 0} ∈ Sˆ l(G,Υ) in Sˆ l(G,Υ) is equivalent to
the norm of f0 in W
l(G), while the set (8.29) is the subspace in W l(G) consisting of functions which
satisfy relations (4.1).
Further, since Sˆ l(G,Υ) ⊂ Sˆ l(G,Υ)⊕Rl(G,Υ), it follows that the set{
f0 ∈ W l(G) : {f0, 0} ∈ Sˆ l(G,Υ)⊕Rl(G,Υ)
}
(8.30)
is also a close subset of finite codimension in W l(G). On the other hand, f0 ∈ R(LB) if and only
if {f0, 0} ∈ R(Lˆ). Combining this with the fact that the operator Lˆ is Fredholm implies that the
image of LB is closed and of finite codimension.
3. Now we assume that l ≥ 1 but Condition 8.2 fails. Let us prove that the image of LB is
not closed. To this end, we will use the results of Sec. 3. Since Condition 8.2 fails, the set of
conditions (3.6) is not empty and, for some j, ξ, the norm (3.7) contains the corresponding term
‖Tjξf‖H1
0
(R2). Therefore, as follows from the proof of Lemma 3.2, there exists a sequence f
δ =
{f δj , 0} ∈ Sˆ l,N (K, γ), δ > 0, such that supp f δ ⊂ Oε(0) and f δ converges in W l,N (K, γ) to f 0 /∈
Sˆ l,N (K, γ) as δ → 0.
By virtue of Lemma 3.5, for each f δ, there exists a function U δ ∈ W l+2m,N(Kd) such that
Pj(Dy)U δj = f δj , Bjσµ(Dy)U δ = 0, (8.31)
‖U δ‖Hl+2m−1,N
0
(Kd) ≤ c‖f δ‖W l,N (K,γ) (8.32)
(c > 0 is independent of δ) and U δ satisfies relations (3.8). By virtue of the second relation in (8.31)
and relations (3.8), we can apply Lemma 8.2 to the function U δ. By using estimate (8.6), convergence
of f δ to f 0 /∈ Sˆ l,N(K, γ), and inequality (8.32), we arrive at the contradiction (cf. the proof of
Lemma 4.5).
4. In the case where l = 0, the set of conditions (3.6) is empty, since these conditions appear only
for l ≥ 1. From this, similarly to item 2 of the proof, we deduce the conclusion of the theorem.
9 Examples of Nonlocal Elliptic Problems in Sobolev Spaces
In this section, we consider two examples which illustrate the results of our work.
9.1 Example 1
9.1.1 Problem with nonhomogeneous nonlocal conditions
Let ∂G \ K =
2⋃
i=1
Υi, where Υi are open (in the topology of ∂G) smooth curves and K = Υ¯1 ∩ Υ¯2 =
{g1, g2} with g1, g2 being the ends of the curves Υ¯1, Υ¯2. We assume that, in neighborhoods of the
points g1, g2, the domain G coincides with the plane angles of the same opening 2ω0, 0 < 2ω0 < 2pi.
We consider the following nonlocal problem in the domain G:
∆u = f0(y) (y ∈ G), (9.1)
u|Υi + biu
(
Ωi(y)
)∣∣
Υi
= fi(y) (y ∈ Υi; i = 1, 2). (9.2)
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Here b1, b2 ∈ R and Ωi is an infinitely differentiable nondegenerate transformation mapping a neigh-
borhood Oi of the curve Υi onto Ω(Oi) so that Ω(Υi) ⊂ G, Ωi(gj) = gj , j = 1, 2, and, near the points
g1, g2, the transformation Ωi is the rotation of Υi by the angle ω0 inwards G (see Fig. 9.1).
According to Remark 7.2, Condition 7.2 holds. Clearly, Condition 8.1 also holds.
Figure 9.1: Domain G with the boundary ∂G = Υ¯1 ∪ Υ¯2.
To each of the points g1, g2, there corresponds the same model problem in the plane angle:
∆U = f0(y) (y ∈ K), (9.3)
U |γj + bjU(Gjy)|γj = fj(y) (y ∈ γj; j = 1, 2). (9.4)
Here K = {y ∈ R2 : r > 0, |ω| < ω0}, γj = {y ∈ R2 : r > 0, ω = (−1)jω0}, and
Gj =
(
cosω0 (−1)j sinω0
(−1)j+1 sinω0 cosω0
)
is the operator of rotation by the angle (−1)j+1ω0 around the origin, j = 1, 2.
The eigenvalues problem corresponding to problem (9.3), (9.4) has the following form:
d2ϕ(ω)
dω2
− λ2ϕ(ω) = 0 (|ω| < ω0), (9.5)
ϕ(−ω0) + b1ϕ(0) = 0, ϕ(ω0) + b2ϕ(0) = 0. (9.6)
Let us find the eigenvalues of problem (9.5), (9.6).
I. First, we consider the case where λ 6= 0. Substituting the general solution ϕ(ω) = c1eλω+c2e−λω
for Eq. (9.5) into nonlocal condition (9.6), we get the following system of equations:(
e−λω0 + b1 e
λω0 + b1
eλω0 + b2 e
−λω0 + b2
)(
c1
c2
)
=
(
0
0
)
. (9.7)
Equating the determinant of system (9.7) with zero, we get
(e−λω0 − eλω0)(eλω0 + e−λω0 + b1 + b2) = 0.
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1. From the equation e−λω0 − eλω0 = 0, we obtain
λ =
pik
ω0
i, k ∈ Z \ {0}. (9.8)
2. Let us consider the equation eλω0 + e−λω0 + b1 + b2 = 0. If b1 + b2 = 0, then
λ =
pi/2 + pik
ω0
i, k ∈ Z. (9.9)
If b1 + b2 6= 0, then
λ± =


ln
(
− b1+b2
2
±
√
(b1+b2)2−4
2
)
ω0
+
2pin
ω0
i for b1 + b2 < −2,
±arctg
√
4−(b1+b2)2
b1+b2
+ 2pin
ω0
i for − 2 < b1 + b2 < 0,
±arctg
√
4−(b1+b2)2
b1+b2
+ (2n+ 1)pi
ω0
i for 0 < b1 + b2 < 2,
ln
(
b1+b2
2
±
√
(b1+b2)2−4
2
)
ω0
+
(2n+ 1)pi
ω0
i for b1 + b2 > 2,
(9.10)
n ∈ Z. For |b1 + b2| = 2, we get the eigenvalues from the series (9.8).
II. Similarly, one can consider the case where λ = 0 and verify that λ = 0 is an eigenvalue of
problem (9.5), (9.6) if and only if b1 + b2 = −2.
Let us study the particular case where ω0 = pi/2, which implies that ∂G ∈ C∞.
I. Let λ 6= 0.
1. From (9.8), we get the following pure imaginary eigenvalues with integer imaginary parts:
λ2k = 2ki, k ∈ Z \ {0}. (9.11)
2. If b1+b2 = 0, we get from (9.9) the following pure imaginary eigenvalues with integer imaginary
parts:
λ2k+1 = (2k + 1)i, k ∈ Z. (9.12)
If b1 + b2 6= 0, we get from (9.10) the following eigenvalues:
λ±n =


2 ln
(
− b1+b2
2
±
√
(b1+b2)2−4
2
)
pi
+ 4ni for b1 + b2 < −2,
±2arctg
√
4−(b1+b2)2
b1+b2
pi
i+ 4ni for − 2 < b1 + b2 < 0,
±2arctg
√
4−(b1+b2)2
b1+b2
pi
i+ (4n+ 2)i for 0 < b1 + b2 < 2,
2 ln
(
b1+b2
2
±
√
(b1+b2)2−4
2
)
pi
+ (4n+ 2)i for b1 + b2 > 2,
(9.13)
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n ∈ Z. If |b1 + b2| = 2, we get the eigenvalues from the series (9.11).
II. The number λ0 = 0 is an eigenvalue of problem (9.5), (9.6) if and only if b1 + b2 = −2.
Let us consider the operator L :W l+2(G)→W l(G,Υ) corresponding to problem (9.1), (9.2) with
ω0 = pi/2. From (9.11)–(9.13) and Theorem 4.1, we derive the following result.
Theorem 9.1. Suppose that ω0 = pi/2. Let l be even; then the operator L : W
l+2(G) → W l(G,Υ)
is Fredholm if and only if b1 + b2 6= 0.
Let l be odd; then the operator L : W l+2(G)→W l(G,Υ) is not Fredholm for any b1, b2 ∈ R.
Notice that if l is even and b1 = b2 = 0, then the operator L corresponding to the “local”
boundary-value problem is not Fredholm (its image is not closed). However, if we add nonlocal
terms with arbitrary small coefficient b1, b2 (such that b1+ b2 6= 0) in the boundary-value conditions,
the problem becomes Fredholm.
9.1.2 Problem with homogeneous nonlocal conditions
Let us study problem (9.1), (9.2) with homogeneous nonlocal conditions in the case where ω0 = pi/2.
We denote
W l+2B (G) =
{
u ∈ W l+2(G) : u|Υi + biu
(
Ωi(y)
)∣∣
Υi
= 0, i = 1, 2
}
and introduce the corresponding operator LB :W
l+2
B (G)→W l(G) given by
LBu = ∆u, u ∈ W l+2B (G).
The Fredholm solvability of the operator LB is influenced only by the eigenvalues of problem (9.5),
(9.6), lying on the line Imλ = −(l+1), l ≥ 0. Thus, we have to consider only the eigenvalues (9.11),
(9.12) for k ≤ −1 and (9.13) for |b1+ b2| > 2, n ≤ −1. Clearly, the eigenvalues (9.13) for |b1+ b2| > 2
are improper since they are not pure imaginary. Therefore, let us begin with the question when the
eigenvalues (9.11) and (9.12) are proper.
1. Consider the numbers λ2k = 2ki, k = −1,−2, . . . , which are eigenvalues of problem (9.5), (9.6)
for any b1, b2. Let us show that λ2k is a proper eigenvalue if and only if b1 + b2 6= 2(−1)k+1.
To the eigenvalue λ2k, there corresponds the eigenvector ϕ
(0)
2k (ω) = e
i2kω − e−i2kω = 2i sin(2kω)
(and, for b1 = b2 = (−1)k+1, there is the second eigenvector ψ(0)2k (ω) = ei2kω + e−i2kω = 2 cos(2kω)).
If an associate vector ϕ
(1)
2k exists, then it satisfies the equation
d2ϕ
(1)
2k (ω)
dω2
+ 4k2ϕ
(1)
2k (ω) = 4ikϕ
(0)
2k (ω) (|ω| < pi/2) (9.14)
and nonlocal conditions (9.6). Substituting the general solution
ϕ
(1)
2k (ω) = c1e
i2kω + c2e
−i2kω + ω(ei2kω + e−i2kω)
for Eq. (9.14) into nonlocal conditions (9.6), we get the following system of equations for c1, c2:(
(−1)k + b1 (−1)k + b1
(−1)k + b2 (−1)k + b2
)(
c1
c2
)
=
(
pi(−1)k
−pi(−1)k
)
.
Clearly, this system is incompatible if and only if b1 + b2 6= 2(−1)k+1. Combining this with the fact
that r−2kϕ
(0)
2k (ω) is a polynomial with respect to y1, y2 for k = −1,−2, . . . , we see that λ2k is a proper
eigenvalue if and only if b1 + b2 6= 2(−1)k+1.
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2. Consider the numbers λ2k+1 = (2k + 1)i, k = −1,−2, . . . , which are eigenvalues of prob-
lem (9.5), (9.6) if and only if b1 + b2 = 0. Let us prove that, for b1 + b2 = 0, the eigenvalues λ2k+1
are proper ones.
To the eigenvalue λ2k+1, there corresponds the unique eigenvector ϕ
(0)
2k+1(ω) = e
i(2k+1)ω +
e−i(2k+1)ω = 2i sin((2k + 1)ω). If an associate eigenvector ϕ
(1)
2k+1 exists, then it satisfies the equa-
tion
d2ϕ
(1)
2k+1(ω)
dω2
+ (2k + 1)2ϕ
(1)
2k+1(ω) = 2i(2k + 1)ϕ
(0)
2k+1(ω) (|ω| < pi/2) (9.15)
and nonlocal conditions (9.6). Substituting the general solution
ϕ
(1)
2k+1(ω) = c1e
i(2k+1)ω + c2e
−i(2k+1)ω + ω(ei(2k+1)ω − e−i(2k+1)ω)
for Eq. (9.15) into nonlocal conditions (9.6), we get the following system of equations for c1, c2:(−i(−1)k + b1 i(−1)k + b1
i(−1)k + b2 −i(−1)k + b2
)(
c1
c2
)
=
(−ipi(−1)k
−ipi(−1)k
)
.
Clearly, this system is incompatible for b1+b2 = 0. Combining this with the fact that r
−(2k+1)ϕ
(0)
2k+1(ω)
is a polynomial with respect to y1, y2 for k = −1,−2, . . . , we see that, for b1+ b2 = 0, the eigenvalues
λ2k+1 are proper.
Remark 9.1. While checking whether an eigenvalue is proper, we sought only for a first associate
vector. Obviously, we can continue this procedure and find the whole Jordan chain (see, e.g., Exam-
ple 2.1 in [29]); however, we do not do this here, since the existence of a first associate vector already
implies that the corresponding eigenvalue is improper.
I. Consider the operator LB : W
2
B(G)→ L2(G). The line Imλ = −1 contains either no eigenvalues
of problem (9.5), (9.6) (if b1 + b2 6= 0) or only the proper eigenvalue λ−1 = −i (if b1 + b2 = 0).
Applying either Theorem 8.1 (if b1+ b2 6= 0) or Theorem 8.2 (if b1+ b2 = 0), we see that the operator
LB : W
2
B(G)→ L2(G) is Fredholm for all b1, b2.
II. Consider the operator LB : W
3
B(G)→W 1(G).
(a) Let b1 + b2 > 2. Then the line Imλ = −2 contains the proper eigenvalue λ−2 = −2i and
the two improper eigenvalues λ±−2 =
2 ln
(
b1+b2
2
±
√
(b1+b2)2−4
2
)
pi
−2i. Therefore, by Theorem 8.1, the
operator LB : W
3
B(G)→W 1(G) is not Fredholm.
(b) Let b1 + b2 = 2. Then the line Imλ = −2 contains only the improper eigenvalue λ−2 = −2i.
Therefore, by Theorem 8.1, the operator LB : W
3
B(G)→ W 1(G) is not Fredholm.
(c) Let b1 + b2 < 2. Then the line Imλ = −2 contains only the proper eigenvalue λ−2 = −2i. We
have to check Condition 8.2. Differentiating the expression U(y)+ bjU(Gjy) with respect to y2 twice
and replacing the values of the corresponding function at the point Gjy by the values at y, we see
that system (2.11) has the following form:
Bˆ1(Dy)U = ∂
2U
∂y22
+ b1
∂2U
∂y21
, Bˆ2(Dy)U = ∂
2U
∂y22
+ b2
∂2U
∂y21
61
(c1) Let b1 6= b2. Then the operators Bˆ1(Dy)U and Bˆ2(Dy)U are linearly independent and, therefore,
both included in system (3.4). Clearly, the operator ∆U is not included in this system, since
the system
B1(Dy)U, Bˆ2(Dy)U, ∆U
is linearly dependent. Hence, Condition 8.2 fails, and Theorem 8.2 implies that the operator
LB : W
3
B(G)→W 1(G) is not Fredholm.
(c2) Let b1 = b2 (and, therefore, b1 = b2 < 1). Then the operators Bˆ1(Dy)U and Bˆ2(Dy)U coincide.
Since b1 < 1, the system
Bˆ1(Dy)U, ∆U
is linearly independent and constitutes system (3.4). Hence, Condition 8.2 holds, and Theo-
rem 8.2 implies that the operator LB :W
3
B(G)→W 1(G) is Fredholm.
Thus, we proved that the operator LB : W
3
B(G)→ W 1(G) is Fredholm if and only if b1 = b2 < 1.
III. Consider the operator LB : W
l+2
B (G)→W l(G) with even l ≥ 2.
(a) Let b1+ b2 6= 0. Then the line Imλ = −(l+1) contains no eigenvalues of problem (9.5), (9.6).
Therefore, by Theorem 8.2, the operator LB : W
l+2
B (G)→ W l(G) is Fredholm.
(b) Let b1 + b2 = 0. Then the line Imλ = −(l + 1) contains only the proper eigenvalue λ−(l+1) =
−(l + 1)i. Unlike the case where l = 0, now we have to check Condition 8.2. Differentiating the
expression U(y)+bjU(Gjy) with respect to y2 l+1 times and replacing the values of the corresponding
function at the point Gjy by the values at y, we see that system (2.11) has the form
Bˆ1(Dy)U = ∂
l+1U
∂yl+12
− b1∂
l+1U
∂yl+11
, Bˆ2(Dy)U = ∂
l+1U
∂yl+12
+ b2
∂l+1U
∂yl+11
.
Since b2 = −b1, only the operator Bˆ1(Dy)U is included in system (3.4).
Let us show that the system consisting of the operator Bˆ1(Dy)U and
∂l−1
∂yξ11 ∂y
ξ2
2
∆U ≡ ∂
l+1U
∂yξ1+21 ∂y
ξ2
2
+
∂l+1U
∂yξ11 ∂y
ξ2+2
2
(ξ1 + ξ2 = l − 1)
is linearly independent. To this end, we associate with each derivative
∂l+1U
∂ys1∂y
l+1−s
2
, s = 0, . . . , l + 1,
the vector
(0, . . . , 0, 1, 0, . . . , 0)
of length l+ 2 such that its (s+ 1)st component is equal to one while all the remaining components
are equal to zero. Then the operator Bˆ1(Dy)U is associated with the vector
(1, 0, . . . , 0,−b1) (9.16)
and the operators
∂l−1
∂yξ11 ∂y
ξ2
2
∆, ξ1 = 0, . . . , l − 1, are associated with the vectors
(0, . . . , 1, 0, 1, . . . , 0) (9.17)
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such that their (ξ1 + 1)st and (ξ1 + 3)rd components are equal to one while all the remaining com-
ponents are equal to zero. Thus, we have to show that the rank of the
(
(l + 1) × (l + 2)) order
matrix
A =


1 0 0 0 . . . 0 0 −b1
1 0 1 0 . . . 0 0 0
0 1 0 1 . . . 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 . . . 1 0 0
0 0 0 0 . . . 0 1 0
0 0 0 0 . . . 1 0 1


consisting of the rows (9.16), (9.17) is equal to l+1. We denote by A′ the matrix obtained from the
matrix A by deleting the last column. Decomposing the determinant of A′ by the first row, we see
that detA′ = detAl, where
Al =


0 1 0 . . . 0 0 0
1 0 1 . . . 0 0 0
0 1 0 . . . 0 0 0
...
...
...
. . .
...
...
...
0 0 0 . . . 0 1 0
0 0 0 . . . 1 0 1
0 0 0 . . . 0 1 0


is a tridiagonal matrix of order l × l. By induction, one can easily check that
detAl =


0 for l = 2n− 1,
1 for l = 4n,
−1 for l = 4n− 2,
(9.18)
n ≥ 1. From (9.18), it follows that | detA′| = | detAl| = 1. Therefore, the system
Bˆ1(Dy)U, ∂
l−1
∂yξ11 ∂y
ξ2
2
∆U (ξ1 + ξ2 = l − 1)
is linearly independent, and Theorem 8.2 implies that the operator LB : W
l+2
B (G) → W l(G) is
Fredholm.
Thus we proved that the operator LB : W
l+2
B (G) → W l(G) with even l ≥ 2 is Fredholm for any
b1, b2.
IV. Finally, we consider the operator LB : W
l+2
B (G) → W l(G) with odd l ≥ 3. First, we assume
that l + 1 = 4n for some n ≥ 1.
(a) Let b1 + b2 < −2. Then the line Imλ = −(l + 1) = −4n contains the proper eigenvalue
λ−4n = −4ni and the two improper eigenvalues λ±−4n =
2 ln
(
b1+b2
2
±
√
(b1+b2)2−4
2
)
pi
− 4ni. Therefore,
by Theorem 8.1, the operator LB :W
l+2
B (G)→W l(G) is not Fredholm.
(b) Let b1+b2 = −2. Then the line Imλ = −(l+1) = −4n contains only the improper eigenvalue
λ−4n = −4ni. Therefore, by Theorem 8.1, the operator LB : W l+2B (G)→W l(G) is not Fredholm.
(c) Let b1 + b2 > −2. Then the line Imλ = −(l + 1) = −4n contains only the proper eigenvalue
λ−2 = −4ni. We have to check Condition 8.2. Differentiating the expression U(y) + bjU(Gjy) with
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respect to y2 l+ 1 times and replacing the values of the corresponding function at the point Gjy by
the values at y, we see that system (2.11) has the form
Bˆ1(Dy)U = ∂
l+1U
∂yl+12
+ b1
∂l+1U
∂yl+11
, Bˆ2(Dy)U = ∂
l+1U
∂yl+12
+ b2
∂l+1U
∂yl+11
.
(c1) Let b1 6= b2. Then the operators Bˆ1(Dy)U and Bˆ2(Dy)U are linearly independent and, therefore,
both included in system (3.4). Let us show that the system
Bˆ1(Dy)U, Bˆ2(Dy)U, ∂
l−1
∂yξ11 ∂y
ξ2
2
∆U (ξ1 + ξ2 = l − 1)
is linearly dependent. (Notice that, unlike the case where l = 1, this system now contains all
the l + 1 order derivatives of U .) Since Bˆ1(Dy)U and Bˆ2(Dy)U are linearly independent, it
suffices to show that the system
∂l+1U
∂yl+12
,
∂l+1U
∂yl+11
,
∂l−1
∂yξ11 ∂y
ξ2
2
∆U (ξ1 + ξ2 = l − 1)
is linearly dependent. We consider the corresponding matrix
A =


1 0 0 0 . . . 0 0 0
0 0 0 0 . . . 0 0 1
1 0 1 0 . . . 0 0 0
0 1 0 1 . . . 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 . . . 1 0 0
0 0 0 0 . . . 0 1 0
0 0 0 0 . . . 1 0 1


of order (l + 2) × (l + 2). Decomposing the determinant of A by the first row and then
decomposing the determinant of the matrix which we obtained by the first row again, we
see that detA = detAl. Since l is odd, it follows from (9.18) that detA = 0. Therefore,
Condition 8.2 fails, and Theorem 8.2, implies that the operator LB : W
l+2
B (G)→W l(G) is not
Fredholm.
(c2) Let b1 = b2 (and, therefore, b1 = b2 > −1). Then system (3.4) contains only the operator
Bˆ1(Dy)U . Let us show that the system
Bˆ1(Dy)U, ∂
l−1
∂yξ11 ∂y
ξ2
2
∆U (ξ1 + ξ2 = l − 1)
is linearly independent. We consider the corresponding matrix
A =


1 0 0 0 . . . 0 0 b1
1 0 1 0 . . . 0 0 0
0 1 0 1 . . . 0 0 0
...
...
...
...
. . .
...
...
...
0 0 0 0 . . . 1 0 0
0 0 0 0 . . . 0 1 0
0 0 0 0 . . . 1 0 1


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of order (l+1)× (l+2). Deleting the second column from A, decomposing the determinant of
the matrix which we obtained by the first row, and using relation (9.18), we get∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 0 0 . . . 0 0 b1
1 1 0 . . . 0 0 0
0 0 1 . . . 0 0 0
...
...
...
. . .
...
...
...
0 0 0 . . . 1 0 0
0 0 0 . . . 0 1 0
0 0 0 . . . 1 0 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 1− b1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 0 . . . 0 0 0
0 0 1 . . . 0 0 0
0 1 0 . . . 0 0 0
...
...
...
. . .
...
...
...
0 0 0 . . . 0 1 0
0 0 0 . . . 1 0 1
0 0 0 . . . 0 1 0
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= 1− b1 detAl−1 = 1 + b1 6= 0
since b1 > −1. Therefore, Condition 8.2 holds, and Theorem 8.2 implies that the operator
LB : W
l+2
B (G)→W l(G) is Fredholm.
Thus, we proved that the operator LB : W
l+2
B (G) → W l(G) with l + 1 = 4n, n ≥ 1, is Fredholm
if and only if b1 = b2 > −1.
Analogously, by using (9.18) and Theorem 8.2, one can show that the operator LB :W
l+2
B (G)→
W l(G) with l + 1 = 4n+ 2, n ≥ 1, is Fredholm if and only if b1 = b2 < 1.
The following theorem summarize the results obtained.
Theorem 9.2. Let l be even; then the operator LB : W
l+2
B (G) → W l(G) is Fredholm for any
b1, b2 ∈ R.
Let l be odd and l = 4n+1, n = 0, 1, 2, . . . ; then the operator LB : W
l+2
B (G)→ W l(G) is Fredholm
if and only if b1 = b2 < 1.
Let l be odd and l = 4n+3, n = 0, 1, 2, . . . ; then the operator LB : W
l+2
B (G)→ W l(G) is Fredholm
if and only if b1 = b2 > −1.
Notice that, for ω0 = pi/2 and b1 = b2 = 0, we have the “local” Dirichlet problem in a smooth
domain with homogeneous boundary-value conditions. In this case, as is well known, the operator
LB : W
l+2
B (G) → W l(G) corresponding to problem (9.1), (9.2) with homogeneous boundary-value
conditions is not only Fredholm for any l ≥ 0 but also invertible.
9.2 Example 2
9.2.1 Problem with nonhomogeneous nonlocal conditions
Let G ⊂ R2 be a domain such that its boundary ∂G ∈ C∞ coincides, outside the disks
B1/8((i4/3, j4/3)) (i, j = 0, 1), with the boundary of the square (0, 4/3) × (0, 4/3). We denote
Υ1 = {y ∈ ∂G : y1 < 1/3, y2 < 1/3}, Υ2 = {y ∈ ∂G : y1 > 1, y2 > 1}, Υ3 = ∂G \ (Υ¯1 ∪ Υ¯2).
Thus, we have K = {g1, . . . , g4}, where g1 = (1/3, 0), g2 = (0, 1/3), g3 = (4/3, 1), g4 = (1, 4/3) (see
Fig. 9.2).
We consider the following nonlocal elliptic problem in the domain G:
∆u = f0(y) (y ∈ G), (9.19)
u(y)|Υi + biu(y + hi)|Υi = fi(y) (y ∈ Υi; i = 1, 2),
u(y)|Υ3 = f3(y) (y ∈ Υ3),
(9.20)
where h1 = (1, 1), h2 = (−1,−1), and b1, b2 ∈ R. Clearly, K = Orb1 ∪ Orb2, where the orbit Orb1
consists of the points g1 and g3 = g1+h1 and the orbit Orb2 consists of the points g2 and g4 = g2+h2.
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Figure 9.2: Domain G with smooth boundary ∂G = Υ¯1 ∪ Υ¯2 ∪ Υ¯3.
According to Remark 7.2, Condition 7.2 holds. Clearly, Condition 8.1 also holds.
First, we assume that b21 + b
2
2 6= 0 (for definiteness, we suppose that b1 6= 0).
To each of the orbits Orb1, Orb2, there corresponds the same model problem in the plane angles:
∆Uj = fj(y) (y ∈ K), (9.21)
U1|γ1 = f11(y) (y ∈ γ1), U1|γ2 + b1U2(Gy)|γ2 = f12(y) (y ∈ γ2),
U2|γ1 = f21(y) (y ∈ γ1), U2|γ2 + b2U1(Gy)|γ2 = f22(y) (y ∈ γ2). (9.22)
Here K = {y ∈ R2 : r > 0, |ω| < pi/2}, γj = {y ∈ R2 : r > 0, ω = (−1)jpi/2}, and G =
(
0 1
−1 0
)
is
the operator of rotation by the angle −pi/2.
The eigenvalues problem corresponding to problem (9.21), (9.22) has the following form:
d2ϕj(ω)
dω2
− λ2ϕj(ω) = 0 (|ω| < pi/2; j = 1, 2), (9.23)
ϕ1(−pi/2) = 0, ϕ1(pi/2) + b1ϕ2(0) = 0,
ϕ2(−pi/2) = 0, ϕ2(pi/2) + b2ϕ1(0) = 0. (9.24)
One can find the eigenvalues of problem (9.23), (9.24) by straightforward computations (see [19]).
They are
λ2k = 2ki, k ∈ Z \ {0} (for all b1, b2, b21 + b22 6= 0), (9.25)
λ2k+1 = (2k + 1)i, k ∈ Z (for b2 = 0, b1 6= 0), (9.26)
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and
λ±n =


2
pi
ln
∣∣∣∣
√−b1b2
2
±
√
4− b1b2
2
∣∣∣∣ + (2n+ 1)i for b1b2 < 0,(
±2
pi
arctg
√
4(b1b2)−1 − 1 + 2n
)
i for 0 < b1b2 < 4,
2
pi
ln
(√
b1b2
2
±
√
b1b2 − 4
2
)
+ 2ni for b1b2 ≥ 4,
(9.27)
n ∈ Z. If b1b2 = 4, then there is one more eigenvalue λ0 = 0.
Remark 9.2. If b2 = 0, we can consider the other statement of nonlocal problem different from (9.19),
(9.20), namely:
∆u = f(y) (y ∈ G), (9.28)
u(y)|Υ1 + b1u(y + h1)|Υ1 = f1(y) (y ∈ Υ1),
u(y)|Υ¯2∪Υ3 = f2(y) (y ∈ Υ¯2 ∪Υ3).
(9.29)
In this case, we have K = {g1, g2} (notice that Condition 7.2 now fails). Solutions to problem (9.28),
(9.29) may have singularities only near the points g1, g2, while solutions to problem (9.19), (9.20)
may have those near g1, . . . , g4.
To each of the points g1, g2, there corresponds the same model “local” problem:
∆U1 = f1(y) (y ∈ K), (9.30)
U1|γ1 = f1(y) (y ∈ γ1), U1|γ2 = f2(y) (y ∈ γ2). (9.31)
The eigenvalues problem for problem (9.30), (9.31) has the following form:
d2ϕ1(ω)
dω2
− λ2ϕ1(ω) = 0 (|ω| < pi/2), (9.32)
ϕ1(−pi/2) = ϕ1(pi/2) = 0. (9.33)
The eigenvalues of problem (9.32), (9.33) are as follows:
λk = ki, k ∈ Z \ {0}. (9.34)
They coincide with the eigenvalues of problem (9.23), (9.24) for b2 = 0. Therefore, according to
Theorem 4.1, problem (9.28), (9.29) is Fredholm if and only if problem (9.19), (9.20) is Fredholm.
Let us consider the operator L : W l+2(G) → W l(G,Υ) corresponding to problem (9.19), (9.20).
From (9.25)–(9.27) and Theorem 4.1, we derive the following result.
Theorem 9.3. Let l be even; then the operator L : W l+2(G)→W l(G,Υ) is Fredholm if and only if
b1b2 > 0.
Let l be odd; then the operator L : W l+2(G)→W l(G,Υ) is not Fredholm for any b1, b2 ∈ R.
Notice that Theorem 9.3 is proved under the assumption that b21 + b
2
2 6= 0; but the operator
L : W l+2(G)→W l(G,Υ) with b1 = b2 = 0 corresponding to problem (9.19), (9.20) is not Fredholm
either. This follows from the fact that, to each of the points g1, . . . , g4 ∈ K, there corresponds model
problem (9.32), (9.33) with the eigenvalues (9.34) lying on the lines −(l + 1), l ≥ 0.
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9.2.2 Problem with homogeneous nonlocal conditions
Let us study problem (9.19), (9.20) with homogeneous nonlocal conditions. We denote
W l+2B (G) =
{
u ∈ W l+2(G) : u|Υi + biu(y + hi)|Υi = 0, i = 1, 2; u|Υ3 = 0
}
and introduce the corresponding operator LB :W
l+2
B (G)→W l(G) given by
LBu = ∆u, u ∈ W l+2B (G).
First, we assume that b21 + b
2
2 6= 0 (for definiteness, we again suppose that b1 6= 0).
Remark 9.3. Problem (9.28), (9.29) with homogeneous nonlocal conditions is equivalent to prob-
lem (9.19), (9.20) with b2 = 0. Therefore, there is no need to study problem (9.28), (9.29) indepen-
dently.
The Fredholm property of the operator LB is influenced only by the eigenvalues of problem (9.23),
(9.24), lying on the line Imλ = −(l + 1), l ≥ 0. Thus, we have to consider only the eigenvalues λ2k,
λ2k+1 (if b2 = 0), and λ
±
n (if b1b2 < 0 or b1b2 ≥ 4) for k, n ≤ −1. Clearly, the eigenvalues λ±n (if
b1b2 < 0 of b1b2 ≥ 4) are improper, since they are not pure imaginary. Therefore, let us begin with
the question when the eigenvalues λ2k and λ2k+1 (if b2 = 0) are proper.
1. Consider the numbers λ2k = 2ki, k = −1,−2, . . . , which are eigenvalues of problem (9.23),
(9.24) for any b1, b2. Let us show that λ2k is a proper eigenvalue.
To the eigenvalue λ2k, there correspond the two linearly independent eigenvectors(
ϕ
(0)
1,2k(ω), ϕ
(0)
2,2k(ω)
)
=
(
ei2kω − e−i2kω, 0) = (2i sin(2kω), 0),(
ψ
(0)
1,2k(ω), ψ
(0)
2,2k(ω)
)
=
(
0, ei2kω − e−i2kω) = (0, 2i sin(2kω)).
If an associate vector (ϕ
(1)
1,2k, ϕ
(1)
2,2k) corresponding to the first of the eigenvectors exists, then it
satisfies the equations
d2ϕ
(1)
1,2k(ω)
dω2
+ 4k2ϕ
(1)
1,2k(ω) = 4ik(e
i2kω − e−i2kω) (|ω| < pi/2),
d2ϕ
(1)
2,2k(ω)
dω2
+ 4k2ϕ
(1)
2,2k(ω) = 0 (|ω| < pi/2)
(9.35)
and nonlocal conditions (9.24). Substituting the general solution
ϕ
(1)
1,2k(ω) = c1e
i2kω + c2e
−i2kω + ω(ei2kω + e−i2kω),
ϕ
(1)
2,2k(ω) = c3e
i2kω + c4e
−i2kω
for Eqs. (9.35) into nonlocal conditions (9.24), we get the following system of equations for c1, . . . , c4:

(−1)k (−1)k 0 0
(−1)k (−1)k b1 b1
0 0 (−1)k (−1)k
b2 b2 (−1)k (−1)k




c1
c2
c3
c4

 =


pi(−1)k
−pi(−1)k
0
0

 .
It is easy to see that this system is incompatible; therefore, the first eigenvector has no associate
ones. Similarly, one can check that the second eigenvector also has no associate ones. Combining
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this with the fact that r−2kϕ
(0)
j,2k(ω) and r
−2kψ
(0)
j,2k(ω) (j = 1, 2) are polynomials with respect to y1, y2
for k = −1,−2, . . . , we see that λ2k is a proper eigenvalue.
2. Consider the numbers λ2k+1 = (2k + 1)i, k = −1,−2, . . . , which are eigenvalues of prob-
lem (9.23), (9.24) with b2 = 0 (we remind that b1 6= 0). Let us show that λ2k+1 is an improper
eigenvalue.
To the eigenvalue λ2k+1, there corresponds the only eigenvector(
ϕ
(0)
1,2k+1(ω), ϕ
(0)
2,2k+1(ω)
)
= (ei(2k+1)ω + e−i(2k+1)ω , 0) = (2 cos((2k + 1)ω), 0).
If an associate eigenvector (ϕ
(1)
1,2k+1, ϕ
(1)
2,2k+1) exists, then it satisfies the equations
d2ϕ
(1)
1,2k+1(ω)
dω2
+ (2k + 1)2ϕ
(1)
1,2k+1(ω) = 2(2k + 1)i(e
i(2k+1)ω + e−i(2k+1)ω) (|ω| < pi/2),
d2ϕ
(1)
2,2k+1(ω)
dω2
+ (2k + 1)2ϕ
(1)
2,2k+1(ω) = 0 (|ω| < pi/2)
(9.36)
and nonlocal conditions (9.24). Substituting the general solution
ϕ
(1)
1,2k(ω) = c1e
i(2k+1)ω + c2e
−i(2k+1)ω + ω(ei(2k+1)ω − e−i(2k+1)ω),
ϕ
(1)
2,2k(ω) = c3e
i(2k+1)ω + c4e
−i(2k+1)ω
for Eqs. (9.36) into nonlocal conditions (9.24), we get the following system of equations for c1, . . . , c4:

i(−1)k+1 i(−1)k 0 0
i(−1)k i(−1)k+1 b1 b1
0 0 i(−1)k+1 i(−1)k
0 0 i(−1)k i(−1)k+1




c1
c2
c3
c4

 =


pii(−1)k+1
pii(−1)k+1
0
0

 .
It is easy to see that this system is compatible. Therefore, λ2k+1 is an improper eigenvalue.
I. Consider the operator LB : W
2
B(G)→ L2(G). The line Imλ = −1 contains either no eigenvalues
of problem (9.23), (9.24) (if b1b2 > 0) or the improper eigenvalue λ−1 (if b2 = 0) or λ
±
−1 (if b1b2 < 0).
Therefore, by Theorem 8.1, the operator LB : W
2
B(G)→ L2(G) is Fredholm if and only if b1b2 > 0.
II. Consider the operator LB : W
3
B(G)→W 1(G).
(a). Let b1b2 ≥ 4. Then the line Imλ = −2 contains the proper eigenvalue λ−2 and the two
improper eigenvalues λ±−1. Therefore, by Theorem 8.1, the operator LB : W
3
B(G) → W 1(G) is not
Fredholm.
(b) Let b1b2 < 4. Then the line Im λ = −2 contains only the proper eigenvalue λ−2 = −2i. Let
us show that Condition 8.2 fails.
Differentiating the expressions U1(y) + b1U2(Gy) and U2(y) + b2U1(Gy) with respect to y2 twice
and replacing the values of the corresponding functions at the point Gy by the values at y, we see
that system (2.11) has the following form:
Bˆ11(Dy)U = ∂
2U1
∂y22
, Bˆ12(Dy)U = ∂
2U1
∂y22
+ b1
∂2U2
∂y21
,
Bˆ21(Dy)U = ∂
2U2
∂y22
, Bˆ22(Dy)U = ∂
2U2
∂y22
+ b2
∂2U1
∂y21
.
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Since b1 6= 0, the operators Bˆ11(Dy)U , Bˆ12(Dy)U , and Bˆ21(Dy)U are linearly independent and,
therefore, included in system (3.4). But the system consisting of these three operators and the
operators ∆U1 and ∆U2 is linearly dependent. Therefore, Condition 8.2 fails, and Theorem 8.2
implies that the operator LB : W
3
B(G)→ W 1(G) is not Fredholm.
Thus, we proved that the operator LB : W
3
B(G)→ W 1(G) is not Fredholm for any b1, b2 (b21+b22 6=
0).
III. Consider the operator LB : W
l+2
B (G) → W l(G) with even l ≥ 2. The line Imλ = −(l + 1)
contains either no eigenvalues of problem (9.23), (9.24) (if b1b2 > 0) or the improper eigenvalue λ−(l+1)
(if b2 = 0) of λ
±
−1−l/2 (if b1b2 < 0). Therefore, by Theorem 8.1, the operator LB : W
l+2
B (G)→W l(G)
with even l ≥ 2 is Fredholm if and only if b1b2 > 0.
IV. Consider the operator LB : W
l+2
B (G)→ W l(G) with odd l ≥ 3.
(a) Let b1b2 ≥ 4. Then the line Imλ = −(l+1) contains the proper eigenvalue λ−(l+1) and the two
improper eigenvalues λ±−1/2−l/2. Therefore, by Theorem 8.1, the operator LB : W
l+2
B (G)→ W l(G) is
not Fredholm.
(b) Let b1b2 < 4. Then the line Imλ = −(l + 1) contains only the proper eigenvalue λ−(l+1) =
−(l + 1)i. Let us show that Condition 8.2 fails. Differentiating the expressions U1(y) + b1U2(Gy)
and U2(y) + b2U1(Gy) with respect to y2 l + 1 times and replacing the values of the corresponding
functions at the point Gy by the values at y, we see that system (2.11) has the following form:
Bˆ11(Dy)U = ∂
l+1U1
∂yl+12
, Bˆ12(Dy)U = ∂
l+1U1
∂yl+12
+ b1
∂l+1U2
∂yl+11
,
Bˆ21(Dy)U = ∂
l+1U2
∂yl+12
, Bˆ22(Dy)U = ∂
l+1U2
∂yl+12
+ b2
∂l+1U1
∂yl+11
.
Since b1 6= 0, the operators Bˆ11(Dy)U , Bˆ12(Dy)U , and Bˆ21(Dy)U are linearly independent and,
therefore, included in system (3.4). Let us show that the system of these three operators and
∂l−1
∂yξ11 ∂y
ξ2
2
∆U1 ≡ ∂
l+1U1
∂yξ1+21 ∂y
ξ2
2
+
∂l+1U1
∂yξ11 ∂y
ξ2+2
2
(ξ1 + ξ2 = l − 1),
∂l−1
∂yξ11 ∂y
ξ2
2
∆U2 ≡ ∂
l+1U2
∂yξ1+21 ∂y
ξ2
2
+
∂l+1U2
∂yξ11 ∂y
ξ2+2
2
(ξ1 + ξ2 = l − 1)
is linearly dependent. To this end, we associate with each derivative
∂l+1U1
∂ys1∂y
l+1−s
2
, s = 0, . . . , l + 1,
the vector
(0, . . . , 0, 1, 0, . . . , 0)
of length 2l+4 such that its (s+1)st component is equal to one while all the remaining components
are equal to zero. Further, we associate with each derivative
∂l+1U2
∂ys1∂y
l+1−s
2
, s = 0, . . . , l+ 1, the vector
(0, . . . , 0, 1, 0, . . . , 0)
of length 2l + 4 such that its (l + 2 + s + 1)st component is equal to one while all the remaining
components are equal to zero. Thus, it suffices to show that the rank of the (2l+3)× (2l+4) order
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matrix
A =


1 0 0 . . . 0 0 0 0 . . . 0
1 0 0 . . . 0 0 0 0 . . . b1
0 0 0 . . . 0 1 0 0 . . . 0
1 0 1 . . . 0 0 0 0 . . . 0
0 1 0 . . . 0 0 0 0 . . . 0
...
...
...
. . .
...
...
...
...
. . .
...
0 0 0 . . . 1 0 0 0 . . . 0
0 0 0 . . . 0 1 0 1 . . . 0
0 0 0 . . . 0 0 1 0 . . . 0
...
...
...
. . .
...
...
...
...
. . .
...
0 0 0 . . . 0 0 0 0 . . . 1


is less than 2l + 3. (In the matrix A, the first three rows correspond to the operators Bˆ11(Dy)U ,
Bˆ12(Dy)U , and Bˆ21(Dy)U respectively, the next l+2 rows correspond to the operators ∂
l−1
∂yξ11 ∂y
ξ2
2
∆U1,
and the last l + 2 rows correspond to the operators
∂l−1
∂yξ11 ∂y
ξ2
2
∆U2.)
If we delete the 1st, (l + 3)rd, or (2l + 4)th columns from A, then the 1st row, the 3rd row,
or the difference between the 1st and 2nd rows in the square matrix which we obtained is equal
to zero. Let us denote by Aˆ the matrix which is obtained from A by deleting any other column.
Then, decomposing the determinant of Aˆ consecutively by the first three rows, we see that | det Aˆ| =
|b1 detA′|, where A′ is the 2l × 2l order matrix that is obtained from the 2l × (2l + 1) order matrix
A′′ =


0 1 . . . 0 0 0 . . . 0 0
1 0 . . . 0 0 0 . . . 0 0
...
...
. . .
...
...
...
. . .
...
...
0 0 . . . 1 0 0 . . . 0 0
0 0 . . . 0 0 1 . . . 0 0
0 0 . . . 0 1 0 . . . 0 0
...
...
. . .
...
...
...
. . .
...
...
0 0 . . . 0 0 0 . . . 1 0


by deleting the corresponding column. Notice that the last l rows of A′′ constitute the matrix (0 Al)
and, by virtue of (9.18), are linearly dependent. Therefore, after deleting any column from A′′, we
again obtain a degenerate matrix. Hence, det Aˆ = 0 and the rank of the matrix A is less than 2l+3.
Thus, Condition 8.2 does fail, and Theorem 8.2 implies that the operator LB : W
l+2
B (G)→W l(G) is
not Fredholm.
So, we proved that the operator LB : W
l+2
B (G)→ W l(G) with odd l ≥ 3 is not Fredholm for any
b1, b2.
We considered the case where b21 + b
2
2 6= 0. If b1 = b2 = 0, one can similarly show that the
corresponding operator LB : W
l+2
B (G) → W l(G) is Fredholm for any l ≥ 0. However, we omit the
proof of this fact since, for b1 = b2 = 0, we have the “local” Dirichlet problem in a smooth domain.
As is well known, such a problem is not only Fredholm but uniquely solvable for any l ≥ 0.
The following theorem summarize the results obtained.
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Theorem 9.4. Let l be even; then the operator LB : W
l+2
B (G) → W l(G) is Fredholm if and only if
b1b2 > 0 or b1 = b2 = 0.
Let l be odd; then the operator LB :W
l+2
B (G)→W l(G) is Fredholm if and only if b1 = b2 = 0.
The author is grateful to A. L. Skubachevskii for attention to this work.
References
[1] W. Feller, “Diffusion processes in one dimension,” Trans. Amer. Math. Soc., 77, 1–30 (1954).
[2] A. A. Samarskii, “On some problems of theory of differential equations,” Differentsial’nye Urav-
neniya, 16, No. 11, 1925–1935 (1980); English transl.: Diff. Equ., 16 (1980).
[3] G. G. Onanov, A. L. Skubachevskii, “Differential equations with displaced arguments in station-
ary problems in the mechanics of a deformed body,” Prikladnaya Mekhanika, 15, 39–47 (1979);
English transl.: Soviet Applied Mech., 15 (1979).
[4] A. Sommerfeld, “Ein Beitrag zur hydrodinamischen Erkla¨rung der turbulenten Flussigkeitsbe-
wegungen,” Proc. Intern. Congr. Math. (Rome, 1908), Reale Accad. Lincei. Roma. 3, 116–124
(1909).
[5] J. D. Tamarkin, Some General Problems of the Theory of Ordinary Linear Differential Equations
and Expansion of an Arbitrary Function in Series of Fundamental Functions, Petrograd, 1917.
Abridged English transl.: Math. Z., 27, 1–54 (1928).
[6] M. Picone, “Equazione integrale traducente il piu` generale problema lineare per le equazioni
differenziali lineari ordinarie di qualsivoglia ordine,” Academia nazionale dei Lincei. Atti dei
convegni., 15, 942–948 (1932).
[7] T. Carleman, “Sur la the´orie des equations integrales et ses applications,” Verhandlungen des
Internat. Math. Kongr. Zu¨rich., 1, 132–151 (1932).
[8] A. V. Bitsadze, A. A. Samarskii, “On some simple generalizations of linear elliptic boundary
value problems,” Dokl. Akad. Nauk SSSR., 185, 739–740 (1969); English transl.: Soviet Math.
Dokl., 10 (1969).
[9] S. D. Eidelman, N. V. Zhitarashu, “Nonlocal boundary value problems for elliptic equations,”
Mat. Issled., 6, No. 2 (20), 63–73 (1971) [in Russian].
[10] Ya. A. Roitberg, Z. G. Sheftel’, “Nonlocal problems for elliptic equations and systems,” Sib.
Mat. Zh., 13 (1972), 165–181; English transl.: Siberian Math. J., 13 (1972).
[11] K. Yu. Kishkis, “The index of a Bitsadze–Samarskii Problem for harmonic functions,” Differ-
entsial’nye Uravneniya., 24, No. 1, 105–110 (1988); English transl.: Diff. Equ., 24 (1988).
[12] A. K. Gushchin, V. P. Mikhailov, “On solvability of nonlocal problems for elliptic equations of
second order,” Mat. sb., 185, 121–160 (1994); English transl.: Math. Sb., 185 (1994).
[13] A. L. Skubachevskii, “Nonlocal elliptic problems with a parameter,” Mat. Sb., 121 (163), 201–
210 (1983); English transl.: Math. USSR Sb., 49 (1984).
72
[14] A. L. Skubachevskii, “Elliptic problems with nonlocal conditions near the boundary,” Mat. Sb.,
129 (171), 279–302 (1986); English transl.: Math. USSR Sb., 57 (1987).
[15] A. L. Skubachevskii, “Model nonlocal problems for elliptic equations in dihedral angles,” Dif-
ferentsial’nye Uravneniya, 26, 119–131 (1990); English transl.: Differ. Equ., 26 (1990).
[16] A. L. Skubachevskii, “Truncation-function method in the theory of nonlocal problems,” Differ-
entsial’nye Uravneniya, 27, 128–139 (1991); English transl.: Diff. Equ., 27 (1991).
[17] A. L. Skubachevskii, Elliptic Functional Differential Equations and Applications, Basel–Boston–
Berlin, Birkha¨user, 1997.
[18] O. A. Kovaleva, A. L. Skubachevskii, “Solvability of nonlocal elliptic problems in weighted
spaces,” Mat. Zametki., 67, 882–898 (2000); English transl.: Math. Notes., 67 (2000).
[19] A. L. Skubachevskii, “Regularity of solutions for some nonlocal elliptic problem,” Russ. J. Math.
Phys., 8, 365–374 (2001).
[20] P. L. Gurevich, “Nonlocal problems for elliptic equations in dihedral angles and the Green for-
mula,” Mitteilungen aus dem Mathem. Seminar Giessen, Math. Inst. Univ. Giessen, Germany,
247, 1–74 (2001).
[21] V. A. Kondrat’ev, “Boundary value problems for elliptic equations in domains with conical
or angular points,” Trudy Moskov. Mat. Obshch., 16, 209–292 (1967); English transl.: Trans.
Moscow Math. Soc., 16 (1967).
[22] J. L. Lions, E Magenes, Non-Homogeneous Boundary Value Problems and Applications, Vol. 1,
Springer–Verlag, New York–Heidelberg–Berlin, 1972.
[23] I. C. Gohberg, E. I. Sigal, “An operator generalization of the logarithmic residue theorem and
the theorem of Rouche´,” Mat. Sb., 84 (126), 607–629 (1971); English transl.: Math. USSR Sb.,
13 (1971).
[24] F. Riesz, Sz.-Nagy, Lec¸ons d’Analyse Fonctionnelle, Deuxie`me e´dition, Budapest, 1953.
[25] E. M. Stein Singular Integrals and Differentiability Properties of Functions, Princeton Univ.
Press, Princeton, 1970.
[26] M. S. Agranovich, M. I. Vishik, “Elliptic problems with a parameter and parabolic problems of
general type,” Uspekhi Mat. Nauk, 19, 53–161 (1964); English transl.: Russian Math. Surveys,
19 (1964).
[27] L. R. Volevich “Solvavility of boundary-value problems for general elliptic systems,” Mat. sb.,
68, No. 3, 373–416 (1965).
[28] S. G. Krein Linear Equations in Banach Spaces, Nauka, Moscow, 1971 [in Russian]; English
transl.: Birkha¨user, Boston, 1982.
[29] P. L. Gurevich, “Asymptotics of solutions for nonlocal elliptic problems in plane angles,” Trudy
seminara imeni I. G. Petrovskogo, 23, 2003; English transl. J. Math. Sci., New York.
73
[30] V. G. Maz’ya, B. A. Plamenevskii, “Lp-estimates of solutions of elliptic boundary value problems
in domains with edges,” Trudy Moskov. Mat. Obshch., 37, 49–93 (1978). English transl.: Trans.
Moscow Math. Soc., 37 (1980).
74
