In this article we propose a new method for testing nonstationary cycles in financial time series data. In particular, we use a procedure due to Robinson (1994) that permits us to test unit root cycles in raw time series. These tests have several distinguishing features compared with other procedures. In particular, they have a standard null limit distribution and they are the most efficient ones when directed against the appropriate alternatives. In addition, the procedure of Robinson (1994) allows us to test unit root cycles at each of the frequencies, and thus permits us to approximate the number of periods per cycle. The results, based on the daily structure of the Spanish stock market prices (IBEX 35) show that some intra-year cycles occur, and they take place at approximately 6, 9 or between 24 and 50 periods.
Introduction
A major theme of financial time series analysis concerns the adequate modelling of stock market prices and, though there is generally agreement about its nonstationary nature, there is still little consensus about its appropriate modelling. Most of empirical literature assume that stock prices posess unit roots and the key question becomes then the analysis of the autocorrelations of the underlying I(0) disturbances. Thus, empirical work has concentrated on stock market returns. The early work found that autocorrelations of daily and weekly returns are close to zero, and concluded that the stock market is efficient (see Fama, 1970) . Summers (1986) , though, took issue with this interpretation, and stressed that slowlydecaying temporary components in stock prices can generate weak negative correlation in short-horizon returns, but strong negative correlation in long-horizon ones. The latter could either reflect irrationality of the market, or result from time-varying equilibrium expected returns in the presence of rational asset pricing (see Poterba and Summers, 1988) . The potential presence of long memory in financial asset returns has also been an important subject of both theoretical and empirical research. If asset returns display long memory, or strong dependence, they exhibit significant autocorrelation between observations widely separated in time and contradicts the weak form of the market efficiency hypothesis, which states that conditioning on historical returns, future asset returns are unpredictable. A number of authors have tested this hypothesis in the stock markets. Greene and Fielitz (1977) used the R/S method and found evidence of persistence in the daily US stock return series. On the contrary, using a modified version of this statistic, Lo (1991) found no evidence to support that hypothesis. Using the modified R/S and other regression methods, Cheung and Lai (1995) found no evidence of persistence in several international stock return series, while Crato (1994) reports similar evidence for the stock returns series of the G-7 countries. The question of long memory in smaller markets has received little attention. Barkoulas et. al (1996) examined the long memory property in the Greek stock market and concluded in favour of the existence of long-term persistence in its behaviour.
Other authors have dealt with the empirical fact that while the returns exhibit little or no autocorrelation, their squares have noticeable one. Attempts to model this phenomenon began with the ARCH(p) model of Engle (1982) , followed by its GARCH(p,q) extension (Bollerslev, 1986) , and the stochastic volatility model of Taylor (1986) , with numerous elaborations of these themes. Robinson (1991) considered extensions of the ARCH(p) and GARCH(p, q) that might entail arbitrarily slow decay of autocorrelations of squared returns, including long memory, where autocorrelations are not summable, and Whistler (1990) applied relevant tests he developed to financial data. Ding and Granger (1996) and others have developed such models further. On the other hand, Andersen and Bollerslev (1997) , Breidt et al. (1998) , Harvey (1998) All these previous works that use long memory models concentrate at the long run or zero frequency and do not examine other frequencies that might be the source of the nonstationarity. In this article, we take a completely different approach and examine the nonstationary nature of prices throughout the cyclical structure by means of using new statistical techniques based on fractional integration at the cyclical frequencies.
4
The study of cyclical structures in daily financial time series data has not been very much used in previous econometric models and one by product of this work is its emergence as a credible alternative to the classical first differenced (or even fractional) models. There exist different approaches when modelling cycles. Traditionally, deterministic models based on trigonometric functions of time, that were fitted by linear regression techniques, were proposed but they were shown to be inappropriate in many series. Stochastic models, based on stationary autoregressive processes were then proposed (see, eg., Harvey, 1985) . However, in many series, the cycles evolve or change over time, and nonstationary cycles have been studied by Ahtola and Tiao (1987) . In that paper, they propose a test statistic for testing unit root cycles embedded in autoregressive (AR (2)) processes. Robinson (1994) also develops tests for unit root cycles, however, unlike Ahtola and Tiao (1987), they are not based on autoregressions but on fractional models of the form advocated by Gray et al. (1989 Gray et al. ( , 1994 . In a recent article, Gil-Alana (2001a) showed that the tests of Robinson (1994) outperform Ahtola and Tiao (1987) for the unit root cycles in a number of cases.
1 Furthermore, Andersen and Bollerslev (1997) found evidence of strong intraday periodicity in return volatility in foreign exchange and equity models and Robinson (2001) also suggests the use of cyclical structures when modelling financial data.
The outline of this article is as follows: Section 2 briefly presents Robinson's (1994) procedure for testing unit root cycles in raw time series. In Section 3, the tests are 1 Unit root cycles have also been examined by Chan and Wei (1988) and Gregoir (1999a,b) , who derive the limiting distribution of least squares estimates of AR processes with complex-conjugate unit roots, with inference based on parametric estimates. Bierens (2001) also use a model of this sort to test for the presence of business cycles in the annual change of monthly unemployment in the UK applied to the daily structure of the Spanish stock market prices while Section 4 contains some concluding comments.
2.
Testing of unit root cycles Ahtola and Tiao (1987) proposed tests for unit root cycles which are embedded in an AR(2) process of form:
... , 2 , 1 ,
which, under the null hypothesis, 1 2 :
becomes the cyclical I(1) model specified below in (5). Gray et al (1989 Gray et al ( , 1994 extended the unit root model to allow for a fractional degree of integration. In particular, they considered processes like:
where d can be any real number and where u t is an I(0) process, defined in the context of the present paper, as a covariance stationary process with spectral density function which is bounded and bounded away from zero at any frequency. Gray et al. (1989) showed that x t in (3) is stationary if µ < 1 and d < 0.50 or if µ = 1 and d < 0.25. They also showed that the polynomial in (3) can be expressed in terms of the Gegenbauer polynomial C j,d (µ) such that for all real d ≠ 0:
where Γ(x) means the Gamma function, and a truncation will be required below (4) to make (3) operational. Thus, the process in (3) 
which is a cyclic I(1) process with the periodicity determined by µ. We can now take µ = cos w r , with w r = 2π/r, and r will indicate the number of periods required to complete the whole cycle. Examples of simulated realizations of unit root cyclical models like (5) can be found in Gil-Alana (2001b). Robinson (1994) proposed tests for unit root cycles which are embedded in fractional models of form as in (3). Let's now briefly describe the testing procedure.
Following Bhargava (1986) , Schmidt and Phillips (1992) and others on parameterization on unit roots, we can consider the regression model,
where y t is the raw time series we observe; β is a (kx1) vector of unknown parameters; z t is a (kx1) vector of exogenous regressors, that may include, for example, an intercept (z t ≡ 1),
or an intercept and a linear time trend, (i.e., z t = (1,t)′); and the regression errors x t are of form as in (3). Robinson (1994) developed a Lagrange Multiplier (LM) test of the null hypothesis:
, :
in (6) Based on H o (7), Robinson (1994) established that under certain regularity conditions:
and this standard limit distribution holds across the different types of regressors in z t in (6) and also across the different types of disturbances u t in (3). Thus, a one-sided 100α%-level test of H o (7) against the alternative
, where the probability that a standard normal variate exceeds z α is α.
Furthermore, he shows that the above tests are efficient in the Pitman sense, i.e., that against local alternatives of form: H a : d = d o + δ T -1/2 , for δ ≠ 0, the limit distribution is normal with variance 1 and mean which cannot (when u t is Gaussian) be exceeded in absolute value by that of any rival regular statistic. Other versions of the tests of Robinson (1994) , based on annual and seasonal (quarterly and monthly) data can be respectively found in Gil-Alana and Robinson (1997 Robinson ( , 2001 and Gil-Alana (1999) , and a small application of the present version of the tests is Gil-Alana (2001a).
Unit root cycles in the Spanish stock market prices
The time series data analysed in this section correspond to the log-transformation of the Denoting the time series y t , we employ throughout the model in (3) and (6), with z t = (1,t)', t ≥ 1, (0, 0)'otherwise, and µ = cos w r , i.e.,
... , 2 , 1 , The test statistic reported in Table 1 (and also in Tables 2 -5 ) is the one-sided one given by ŝ in the Appendix. However, instead of presenting the results for the whole range of values of r, we only report across the tables, those cases where we find at least one nonrejection value for each type of regressors.
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(Insert Table 1 
about here)
Starting with the case of white noise disturbances, (in Table 1 ), we see that if we do not include regressors, the unit root null hypothesis cannot be rejected when r is equal to 6 and 9. Including an intercept, the non-rejection values take place at r = 6, 37, 38 and 39, and if we include an intercept and a linear time trend, the unit root null cannot be rejected at r = 6, 24 and 25. Therefore, the results presented across this table suggest that unit root cycles may be plausible alternative ways of modelling this series, obtaining some evidence of intra-year effects in its behaviour.
However, the significance of the above results may be in large part due to the unaccounted for I(0) autocorrelation in u t . Thus, in Tables 2 and 3 , we also permit AR(1) and AR(2) disturbances. Modelling u t in terms of an AR(1) process, the null was always rejected in case of no regressors, and including an intercept and/or a linear time trend, we find some non-rejection values, with r ranging between 35 and 38 and between 49 and 53.
If u t is AR(2), the non-rejections take place at r = 6, 35, 36, 50, 51 and 52.
(Insert Tables 2 and 3 about here)
AR modelling of I(0) processes is very conventional, but there exist many other types of I(0) processes, including ones outside the stationary and invertible ARMA class.
One that seems especially relevant and convenient in the context of the present tests is that proposed by Bloomfield (1973) , in which the spectral density function of u t is given by:
The intuition behind this model is the following. Suppose that u t follows an ARMA process of form: where τ corresponds now to all the AR and MA coefficients and σ 2 is the variance of ε t .
Bloomfield (1973) showed that the logarithm of an estimated spectral density function is often found to be a fairly well-behaved function and can thus be approximated by a truncated Fourier series. He showed that (11) approximates (12) (though the Bloomfield model itself is a well-known model in other disciplines, see, e.g., Beran, 1993) , and one by-product of this work is its emergence as a credible alternative to the fractional ARMA which have become conventional in parametric modelling of I (0) processes. 5 The results of Robinson's (1994) tests based on Bloomfield disturbances (with m = 1, 2) are respectively given in Tables 4 and 5 .
(Insert Tables 4 and 5 about here)
Starting with m = 1, we observe a large proportion of non-rejection values compared with previous tables, and the values of r where the unit root null cannot be rejected widely oscillate between 3 and 73. If m = 2, (Table 5) , the non-rejections occur with r ranging between 4 and 69. In view of all these results, we can conclude by saying that some intrayear cyclical components are present in the Spanish stock market prices. Thus, the standard approach of taking first differences may be obscuring the presence of other nonstationary components in the cyclical structure of the series.
Concluding comments
In this article we have examined the nonstationary behaviour of the Spanish stock market prices (IBEX 35) by means of using new statistical techniques based on unit root cycles.
We have used a version of the tests of Robinson (1994) that permits us to test nonstationary cycles at each of the frequencies of the process and thus, it permits us to approximate the number of periods per cycle. The results show that some intra-year cyclical components are present in the data and thus, they may be taken into account when modelling this series. In fact, the lack of non-rejection values when using first differenced data suggests that the standard practice of assuming first differences may be obscuring other important sources of nonstationarity.
The frequency domain approach used in this article seems to be unpopular with many econometricians, and it is important to stress that the results reported across this paper have nothing to do with nonparametric spectral estimation. There exist time domain versions of the test statistics (cf. Robinson, 1991) and the preference here for the frequency domain set-up of Robinson (1994) is motivated by the somewhat greater elegance of formulae it affords, especially when the Bloomfield model is used. In finite samples, the time and frequency domain versions of ŝ will differ from each other, in some cases possibly considerably. Under the null, the difference is O p (T -1/2 ), but substantial differences could appear when the null hypothesis is seriously in error, because of the great degree of noncircularity of nonstationary processes. It is not known in general to what extent this could lead to different conclusions and work in this direction is now in progress.
Several other lines of research are under way which should prove relevant to the analysis of these and other macroeconomic or financial data. A natural following-up step would be to test fractional cycles, i.e., allowing d o in (7) to be a real number rather than 1.
Of course, it would also be of interest in this context to estimate the order of integration of the cyclical component of the series. There exist several procedures for estimating the fractional differencing parameter in seasonal and cyclical contexts, (e.g., Ooms, 1997; Robinson, 1999, 2000; etc.) , however, they are not only computationally more expensive, but it is then in any case confidence intervals rather than point estimates which should be stressed. Other questions such as the possible extension of the Bloomfield model to a multivariate setting has yet to be investigated.
The test statistic is given by:
where T is the sample size, and with τˆ obtained by minimising σ 2 (τ). Note that these tests are purely parametric and therefore, they require specific modelling assumptions to be made regarding the short memory specification of u t . Thus, for example, if u t is white noise, g ≡ 1 and, if u t is an AR process of form: φ(L)u t = ε t , g = |φ(e iλ )| -2 , so that the AR coefficients are function of τ. Finally, the summation on * in the above expressions are over λ ∈ M, where M = {λ: -π < λ < π, λ ∉ (ρ u -λ u , ρ u + λ u ), u = 1, 2, …, s}, such that ρ u , u = 1, 2, …, s < ∞ are the distinct poles of ψ(λ) on (-π, π]. 
