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Abstract: Temperature fluctuations can have a significant impact on the repeatability of spectral 
measurements and as a consequence can adversely affect the resulting calibration model. More 
specifically, when test samples measured at temperatures unseen in the training data set are 
presented to the model, degraded predictive performance can materialize. Current methods for 
addressing the temperature variations in a calibration model can be categorized into two classes - 
calibration model based approaches, and spectra standardization methodologies. This paper presents 
a comparative study on a number of strategies reported in the literature including partial least 
squares (PLS), continuous piecewise direct standardization (CPDS) and loading space 
standardization (LSS), in terms of the practical applicability of the algorithms, their implementation 
complexity, and their predictive performance. It was observed from the study that the global 
modelling approach, where latent variables are initially extracted from the spectra using PLS, and 
then augmented with temperature as the independent variable, achieved the best predictive 
performance. In addition, the two spectra standardization methods, CPDS and LSS, did not provide 
consistently enhanced performance over the conventional global modelling approach, despite the 
additional effort in terms of standardizing the spectra across different temperatures. Considering the 
algorithmic complexity and resulting calibration accuracy, it is concluded that the global modelling 
(with temperature) approach should be first considered for the development of a calibration model 
where temperature variations are known to affect the fundamental data, prior to investigating the 
more powerful spectra standardization approaches. 
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1. Introduction 
 
As powerful analytical tools, spectroscopic techniques in combination with calibration models have 
seen increasing implementation in sectors as diverse as food, pharmaceuticals and petrochemical [1-
3]. However, as a consequence of the large number of spectral wavelengths, multivariate calibration 
methods, such as partial least squares (PLS) [4][5] and other approaches including neural networks 
[1][6] and Gaussian process models [7], are required for the development of robust calibration 
models. One challenge faced in industrial on-line and in-line applications of spectroscopy is that the 
samples are not analyzed under well-controlled laboratory conditions, materializing in fluctuations 
in some of the external factors, such as temperature and pressure. This behaviour will result in 
significant spectral variations occurring for the same sample under different conditions [8-13], 
causing the resultant calibration model to perform poorly, if these variations are not taken into 
account. 
 
The approaches for addressing temperature fluctuations can be categorized into three classes [8]: 
variable selection methods, calibration model based approaches, and spectra standardization 
techniques. With a view to eliminating the impact of temperature on the spectra, variable selection 
techniques can be applied to select those variables (wavelengths) that are less affected by the 
temperature variations [11][12][14]. However the variable selection strategies typically involve 
complex selection algorithms and additional computational costs. It was also demonstrated [11][14] 
that it can be difficult to identify and remove completely those wavelengths affected by temperature, 
and thus the application of variable selection techniques is potentially limited in terms of 
applicability. 
 
Within the category of calibration model based approaches, Wülfert et al. [13] proposed to 
implicitly include temperature into the calibration design by pooling available spectra under 
different temperatures to train a PLS model. Alternatively the temperature can be explicitly 
included into the PLS model as an additional variable; however such methods were found to 
provide inferior prediction results compared with the implicit method, the rationale being the non-
linear effect of temperature on the spectra [11]. To account for the non-linear effect of temperature, 
Hageman et al. [8] reviewed several non-linear regression methods, including locally weighted 
regression [15], neural networks [15], penalized signal regression [16][17] and support vector 
machine [18][19], where support vector machine achieved the most promising prediction 
performance. In [20], a parallel factor analysis (PARAFAC) model is used to extract and separate 
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source of temperature-related information in a system, and the PARAFAC sample scores were used 
to build a multiple linear regression (MLR) model for calibration.  
 
The alternative class of techniques to correct for the temperature fluctuations are based on the 
standardisation of the spectral measurement so that they appear to have been recorded at the same 
temperature. Piecewise direct standardization (PDS) [21][22] was proposed for the development of 
calibration models where the measurements are obtained under a discrete set of conditions (e.g. 
through the utilisation of a number of instruments or different but specific temperature values). To 
extend the concept of PDS to continuous external factors, such as temperature as observed in an on-
line or at-line industrial application, the continuous piecewise direct standardization (CPDS) 
algorithm was proposed [23]. More recently, loading space standardization (LSS) [24] was 
proposed where the standardization is implemented in the loading space derived from the data, as 
opposed to the original data space. These approaches are explored in more detail in § 2.3 and § 2.4. 
Another related approach is orthogonal signal correction [25] where variation in the spectra that is 
not relevant to the prediction is removed, and as a result the temperature-induced variation may be 
eliminated.  
 
As a consequence of the rapid development of temperature-corrected calibration models, a rigorous 
assessment and comparison of a number of the available techniques is required, and forms the basis 
of this paper. In 2000, Wülfert et al. [23] undertook a comparison of the predictive performance of a 
number of temperature correction techniques against which they benchmarked their proposed CPDS 
method. A more comprehensive study on temperature robust calibration was carried out by 
Hageman et al. [8]. However, a limitation of these studies was that in the experimental section, the 
training samples measured under all available temperatures were used for standardization, and thus 
the temperatures of the test samples have already been seen in the training stage. In practice, in real 
applications, both the test samples and test temperature values may not have been “seen” in the 
training stage. For example, for in-line and on-line measurement of process variables using 
spectroscopy, the process temperatures will change as a consequence of the control strategy and 
operational conditions hence the test temperature values may have been unseen in the calibration 
stage. To investigate this scenario, this paper evaluates the predictive performance of the resulting 
calibration models by excluding those training spectra recorded at the same temperature as the test 
samples. In reality, this is the worst case scenario. Techniques considered in this study include local 
and global models, and two spectral standardization approaches, i.e. CPDS and LSS. The discussion 
is restricted to linear methods since CPDS and LSS were originally applied to linear PLS models. 
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The comparison focuses on the issues of practical applicability, implementation complexity, and 
predictive performance. The methods are evaluated on a benchmark near infrared data set 
previously utilized for the evaluation of methodologies for the correction of temperature variations 
[11], and a mid infrared data set collected for the purpose of the on-line prediction of the 
concentration of L-glutamic acid (LGA) within water solutions.  
 
2. Theory 
 
The following PLS regression model [4][5] forms the basis for the multivariate calibration analysis 
undertaken in the paper: 
 
EXBY +=  (1) 
 
where hn×Y  is a matrix of response variables to be predicted where n is the number of spectra and 
h is the number of response variables, pn×X  is a matrix of predictor variables where p is the 
number of wavelengths, B is the matrix of regression coefficients and E is the regression residual 
matrix.  
 
2.1 Local modelling approach 
 
The method of local modelling, where separate PLS models are built for each subgroup of 
temperature values, is first considered. Under well-controlled laboratory conditions, experiments 
can be designed to record the spectra of the same chemical sample at different temperatures. Let 
)(,),(),( 21 Kttt XXX K  be the spectra for the same set of training samples measured at temperatures 
Kttt ,,, 21 K , from which K PLS models are obtained. Each )( ktX  ( Kk ,,1K= ) is a matrix of order 
( )pn× . The response of the unseen data is predicted by using the local model whose temperature 
value is the closest to that of the unseen data.  
 
Consequently the performance of the local modelling approach is strongly dependent on the 
“temperature resolution”, that is, the number of temperature values, i.e. K, at which the spectra is 
recorded for each training sample. When the test sample is measured at the same temperature as one 
of the local models, excellent results are expected since this situation essentially removes the 
temperature variation inherent within the spectra. However, if the test sample is measured at a 
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temperature that significantly differs from those used for training, the local model approach is 
expected to give poor predictive performance. The other issue with local modelling is that well 
designed experiments are necessary to ensure that for each temperature value, a sufficiently large 
number of samples, n, are analyzed to provide enough data for the construction of a robust PLS 
calibration model.  This strategy incurs both significant costs and is time consuming. 
 
In this comparative study, local models provide a lower bound for the prediction error where the 
test sample has been measured at a temperature that has been presented during the training stage. 
 
2.2 Global modelling approach 
 
A global PLS model is obtained by pooling the available training samples measured at the different 
temperatures and applying PLS to the concatenated matrix. It has been observed [11] that global 
models are capable of capturing the temperature variations by including more latent variables than 
that required for the individual local models, and can provide acceptable prediction performance. 
This approach is referred to as “Global_1” in this study and is illustrated in Figure 1 (a). 
 
(Figure 1 about here) 
 
Intuitively, incorporating the spectra with the temperature value as a predictor should theoretically 
improve the predictive ability of the calibration model, since information pertaining to the 
temperature is incorporated in the analysis. However it was reported [11] that by appending 
temperature to the spectra for PLS modelling, prediction performance is degraded. This 
methodology is referred to as “Global_2” in this study and is illustrated in Figure 1 (b).  
 
Wülfert et al. [11] also investigated two approaches whereby temperature is used as the response 
variable. The first approach was based on the appending of the temperature variable to the matrix of 
response variables to form the Y block and then PLS2 modelling is implemented. The rationale 
behind this approach was that through the simultaneous prediction of the temperature and the 
analyte properties, the model had the ability to identify the temperature-dependent spectral regions. 
The second methodology proposed was based on a two step modelling approach.  In step one, a 
PLS model is built between the training spectra (X block) and the temperature (y block) and one 
latent variable is retained. It was hypothesised that the first step removes the temperature effect. 
Then in step two, the X residuals from the first PLS model are used to develop the calibration 
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model for predicting the analyte properties. The two approaches appear conceptually attractive, but 
neither of them were observed to give better results than the conventional global model approach 
(“Global_1”) [11]. Therefore they are not considered further in this study. 
 
The lack of improvement in the predictive ability of the resulting calibration model developed 
through the appending of temperature to the spectra may be due to the fact that the number of 
wavelengths is so large that they mask the impact of the one-dimensional temperature variable 
when calculating the PLS latent variables. Hence it may be advantageous if the latent variables are 
first extracted from the spectra, and then are augmented with the temperature variable which serves 
as another predictor variable. The idea is analogous to that of the multi-block PLS algorithm [26], 
where separate block models are built for the spectral and process data (e.g. temperature and 
pressure), and then these multiple models are combined. However in the context of temperature-
robust calibration, the block of “process data” consists of only one variable, i.e. the temperature, 
and hence the temperature is directly appended to the extracted latent variables for future regression 
analysis. This is in contrast to combining these inherently multi-block measurements directly for 
PLS modelling as in the “Global_2” model. More specifically a two-step approach is proposed. 
Firstly a conventional “Global_1” model is built to extract the latent variables from the spectra. 
Then the latent variables are combined with the temperature to build another regression model for 
predicting Y. In the second step the regression is implemented using a multiple linear regression 
(MLR) model since typically the dimension of the latent variables is sufficiently low. This model is 
referred to as “Global_3” and is illustrated in Figure 1 (c). 
 
2.3 Continuous piecewise direct standardization 
 
Piecewise direct standardization (PDS) [21][22] was originally devised for the development of 
spectroscopic calibration models under different sets of conditions. As PDS is only suitable for 
standardization under a discrete set of conditions, continuous piecewise direct standardization 
(CPDS) [23] was proposed to account for the variation in the spectra resulting from continuous 
external factors, such as temperature. 
 
The first step in the PDS and CPDS algorithms is to construct a PLS model between the spectra, 
)( reftX  which is the order of )( pn × , and the response matrix, Y, for a specific reference 
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temperature, reft . According to the PDS algorithm, a matrix is then calculated that transforms the 
spectral measurements recorded at temperature values other than at reft : 
 
) ;,,2,1(          ， )()()( refref ttKkttt kkk ≠== KQXX  (2) 
 
where )( ktQ  is a )( pp ×  banded transformation matrix that is obtained by linearly regressing the 
j-th column of 
 )( reftX  on a sub-matrix taken from  )( ktX  (i.e. the spectra in  )( ktX  
corresponding to a window of wavelengths from j-w to j+w), using PLS, where the window size, 
2w+1, is determined by the tuning parameter w. 
 )( ktQ  is then formed by placing the regression 
vectors on corresponding blocks [23]. This procedure is repeated for each temperature value 
)  ;,,2,1( , refttKkt kk ≠= K , and K transformation matrices are obtained by noting that  )( reftQ  is 
an identity matrix. 
 
To account for the effect of continuous temperature values, a polynomial function is fitted against 
the temperature difference kt∆ , where refttt kk −=∆ , to the non-zero elements of the banded 
matrix )( ktQ : 
 
ijkijkijijkij etctbatq +∆+∆+=
2)(  (3) 
 
where )( kij tq  is the element of )( ktQ  for the i-th row and j-th column. Once the parameters of the 
polynomial function have been estimated, the transformation matrix for the spectra measured at an 
unseen temperature value, testt , in the test stage can be calculated by applying Eq. (3). Hence the 
temperature influence can be removed by transforming the spectral matrix as if it were measured at 
the reference temperature: 
 
)()()|( testtesttestref tttt QXX =  (4) 
 
The responses can then be predicted by the PLS model built under the reference temperature. 
 
One of the main issues with CPDS, as identified by Chen et al. [24], is the need to determine a 
number of tuning parameters. Apart from the number of latent variables to include in the PLS 
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calibration model for the reference temperature, there are three additional parameters to be 
determined: the width of the band in 
 )( ktQ  (2w+1); the number of latent variables in the PLS 
model to obtain )( ktQ ; and the order of the polynomial. It was proposed that these tuning 
parameters are determined by using cross-validation [23][27]. Although the polynomial is typically 
taken to be second order by appealing to the established findings in the literature [24][28][29], the 
application of cross-validation to attain the other tuning parameters is a time-consuming process. 
 
2.4 Loading space standardization 
 
The main idea behind the loading space standardization (LSS) approach [24] is to perform 
standardization on the loading space, as opposed to the original data space. The philosophy being 
that the loading space may be a more sparse and robust representation of the original data, and 
hence may provide more reliable standardization results. More specifically as for CPDS, LSS 
requires the selection of a reference temperature, reft , and a PLS model is then developed based on 
the spectra collected at this reference temperature. To obtain the loading space of the original data, 
the average spectra across different temperatures are first calculated:  KtKk k∑= =1 )(XX , to which 
singular value decomposition (SVD) is applied:  
 
EPTX += T  (5) 
 
where P  is the SVD loading matrix, T  is the corresponding score matrix, and E  is the residual 
term due to discarding those SVD factors associated with small singular values. For temperature kt , 
the spectra can be represented as:  
 
)()( )( T kkk ttt EPTX +=  (6) 
 
Ignoring the residual term, the loading matrix is given by )( )( T kk tt XTP +≈ , where the 
superscript “+” is the Moore-Penrose matrix inverse. In the next step, a second order polynomial of 
the temperature kt  ),1( Kk L=  (as opposed to the temperature difference in CPDS in Eq. (3)) can 
be fitted to the elements of )( ktP :  
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)()( 2 kijkijkijijkij tetctbatp +++=  (7) 
 
After the polynomial coefficients, ija , ijb  and ijc , have been estimated by minimizing the sum of 
squared error, the loading matrix )( testtP  for an unseen test temperature testt  can be calculated (Eq. 
(7)). The score matrix T  of the spectra recorded at this test temperature, )( testtX , can then be 
estimated as += ))()(( Ttesttest tt PXT , and can be used to transform )( testtX  so that it appears to 
have been recorded under the reference temperature: 
 
)())()(()|( testTtestreftestref ttttt XPPTX +−=  (8) 
 
The transformed spectra can then be used for the prediction of the target values using the calibration 
model developed under the reference temperature. 
 
LSS has three tuning parameters, i.e. the number of latent variables in the PLS model for the 
reference temperature, the number of SVD factors retained, and the order of the polynomial, while 
in CPDS four parameters are required to be tuned. In this sense, the implementation of LSS is 
slightly more straightforward than that of CPDS. 
 
3. Comparative study 
 
3.1 Data set 
 
Two sets of spectroscopic data are considered in this comparative study. Data set A was presented 
in Wülfert et al. [11], and comprises 95 near infrared (NIR) spectra of 19 ternary mixtures of 
ethanol, water, and 2-propanol, which were recorded in the range 580 – 1049 nm with a resolution 
of 1 nm using a HP 8454 spectrophotometer, equipped with a thermostable cell holder at five 
temperatures (30, 40, 50, 60, and 70 °C). The spectral region between 749 and 849 nm was used for 
slope and offset correction, and the 200 absorbance values in the range 850-1049 nm defined the 
area of interest for the calibration model. Experimental details of this data set are described in [11], 
and the data is available at http://www.bdagroup.nl/downloads/bda_downloads.html. 
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Data set B was collected to determine the concentration of L-glutamic acid (LGA) within water 
solutions. It comprises 45 Fourier transform infrared spectra recorded using an attenuated total 
reflection probe (ATR-FTIR) for 13 samples with different LGA concentrations measured at 
different temperature values. The spectra covered the range 400 – 4000 cm-1 with a resolution of 4 
cm-1. The spectral region 700 – 2000 cm-1 was used for the development of a calibration model. The 
calibration  experimental matrix is given in Table 1. The ultimate objective for collecting this data 
set was to implement an on-line LGA concentration sensor for the control of the super-saturation 
during the crystallization of LGA [30]. The temperature effect on the spectra must be taken into 
consideration when developing a calibration model, since the crystallization process includes a 
heating and cooling stage which introduces a large temperature change. Hence the data were 
collected across the temperature range 40 – 90 °C. Furthermore some of the spectra were recorded 
in the concentration region close to the solubility value, where the onset of the crystallization 
process potentially occurs. 
 
(Table 1 about here) 
 
3.2 Evaluation 
 
This study compares the temperature-corrected calibration models, described in Section 2, in terms 
of their practical applicability, algorithmic complexity, and predictive performance. The values of 
the tuning parameters for CPDS and LSS are determined using cross validation. To obtain a reliable 
estimate of the predictive performance, defined in terms of the root mean squared error for 
prediction (RMSEP), the test samples must have been unseen in the training data set used for the 
development of the temperature correction method and the calibration model. The term “unseen” 
defines two aspects, firstly an unseen temperature value, i.e. the training data set should not include 
spectra recorded at the same temperature as those of the test samples; and secondly it relates to 
unseen test samples, i.e. the spectra from the same sample cannot be used in both the training and 
testing stage, even though they may be recorded at different temperatures. The requirement for an 
unseen temperature value is important for an accurate estimate of the predictive performance since 
in practical on-line and in-line industrial applications, the spectra of the samples being measured are 
typically recorded at temperatures not necessarily seen in the training stage. For example in the case 
of data set B, the temperature profile during a crystallization process changes and the temperature 
values will not necessarily have been incorporated in the training data set. By adopting this 
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methodology of evaluation, the results presented in this paper for data set A are different from those 
obtained by Wülfert et al. [11][23]. 
 
For data set A, the 19 samples at each temperature were divided into 13 training samples and 6 test 
samples according to the original paper [11]. Data set B comprises 13 samples, which is not 
sufficient to enable a separate training and test set to be defined. The strategy adopted in this study 
was to first select one sample recorded at a temperature value to define the test sample, with the 
remaining samples measured at different temperature forming the training data set. This procedure 
is executed for each sample under each temperature in data set B, and the average RMSEP is used 
as the criterion for comparison. 
 
4. Results and discussions  
 
4.1 Practical applicability 
 
As discussed in Section 2.1, the applicability of the local modelling approach depends on the 
“temperature resolution”, i.e. the number of temperature values at which the spectra of the training 
samples were recorded. If a sufficient number of temperature values are available to develop local 
models, it is likely that the test samples will have been measured under a temperature close to the 
temperature associated with one of the local models. Therefore the effect of temperature on the 
spectra will be minimized. However, to analyze the same set of samples for a large number of 
temperature values is both time-consuming and costly thereby introducing additional time and costs, 
and thus its application is potentially limited. In contrast, the methodology of global modelling, 
including the three global models described in Section 2.2, is applicable when the training data set 
is limited and the local modelling approach cannot be applied. 
 
The spectra standardization methods of CPDS and LSS require the same sample to be analyzed for 
a number of different temperature values. The number of values must be sufficiently large to realize 
the fitting of a polynomial function. For example, a second order polynomial function requires at 
least three different temperature values, since three parameters require to be determined. In practice, 
this requirement may not be satisfied.  For example, as can be observed from data set B (Table 1) 
not all the samples were analyzed under the same set of temperature values. This issue is not a 
result of the failure to implement experimental design but it is a consequence of the inherent 
characteristics of the system. For example in practice it is not possible to prepare a solution with a 
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LGA concentration of 10.00 (g/500 ml water) for a temperature of 40°C, since the maximum 
concentration at this temperature, i.e. the solubility, is 7.55. For this data set, if the reference 
temperature in CPDS, reft , is selected to be 70°C, only two samples were measured at both 40 and 
70°C. Hence the transformation matrix, 
 )( ktQ , cannot be reliably obtained by regressing the 
spectra of the same samples at for these two different temperatures. This example presents even 
more serious problems for LSS, since LSS requires that all the samples are analyzed for all 
temperature values in order to calculate the average spectra. Thus LSS is not applicable in this case 
study. 
 
4.2 Implementation complexity 
 
The global modelling approaches materialize in a single global model in contrast to the multiple 
models that are developed if the local modelling approach is adopted. However, the global models 
require the retention of additional latent variables compared with the local models to explain the 
additional variability materializing from the temperature variations. In comparison with 
conventional PLS, the spectra standardization approaches require the tuning of additional factors 
using cross-validation. For example, there are three tuning factors in CPDS to be determined: the 
width of the band in  
 )( ktQ  (2w+1), the number of latent variables in the PLS modelling algorithm 
to obtain 
 )( ktQ , and the order of the polynomial function, whilst in LSS, the number of latent 
factors retained in the SVD algorithm and the order of the polynomial function require to be 
determined. Although the polynomial function is typically taken to be second order by appealing to 
the established findings in the literature [24][28][29], the cross-validation of the other tuning 
parameters is still a time-consuming process. 
 
The other issue when implementing the spectra standardization approaches is to determine the 
optimal reference temperature. It was suggested [23] that the reference temperature should be 
selected to be close to the value at which the test samples were analyzed. However this may not 
necessarily be optimal. Based on data set A, Figure 2 compares the RMSEP when two reference 
temperatures (30 and 50°C) are selected for the prediction at temperature 70°C. For both CPDS and 
LSS, the results do not consistently conclude that using 50°C as the reference is better than using 
30°C, despite the fact that 50°C is closer than 30°C to the test temperature. Hence the selection of 
the reference temperature requires more advanced techniques, for example cross-validation, which 
makes the implementation of the spectra standardization approaches more complex. 
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(Figure 2 about here) 
 
4.3 Predictive performance 
 
The predictive performance of the calibration models for data set A is presented in Table 2, 3 and 4. 
Table 2 compares the RMSEP of CPDS and LSS under different reference and test temperature 
values. It can be seen from Table 2 that for both CPDS and LSS, the prediction errors for the test 
samples at 40, 50 and 60 °C are satisfactory, and are generally lower than those for the test samples 
at 30 and 70 °C. This can be explained by the fact that 30 and 70 °C are the lowest and highest 
temperatures in the data set, and thus the extrapolation errors are higher than the interpolation errors. 
This phenomenon has been noted by Chen et al. [24]. The other finding from Table 2 is that, 
although CPDS and LSS achieved different RMSEPs at different reference and test temperatures, 
they are observed to provide overall similar predictive performance. For example, if the reference 
temperature is taken as 50 °C, the RMSEPs averaged over the other test temperatures are similar 
(see last two rows in Table 4). 
 
(Table 2 about here) 
(Table 3 about here) 
(Table 4 about here) 
 
Table 3 compares the predictive performance of the local and global models under different 
temperatures for data set A. The local model approach provides the best result and serves as the 
lower bound for the RMSEP. However, as discussed in Section 4.1, the local model approach is not 
applicable if the test temperature is unseen at the training stage and is far from the training 
temperatures. The “Global_1” model addresses the temperature variations explicitly by pooling all 
training data at different temperatures for the PLS model, while the “Global_2” model augments the 
temperature with the spectral variables as the input variables for the PLS regression model. 
Although the “Global_2” model explicitly considers the impact of temperature variations, it 
achieves a higher RMSEP than the “Global_1” model. This phenomenon has been observed by 
Wülfert et al. [11], and it may be a consequence of the fact that the number of spectral variables 
(wavelengths) is so large that the direct inclusion of temperature does not bring meaningful 
information into the model. This hypothesis motivated the development of the “Global_3” model 
where the latent variables (using PLS) from the spectra are augmented with the temperature for a 
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second stage linear regression. As the number of latent variables is much smaller than the number 
of wavelengths, the inclusion of temperature at this stage is expected to be more informative. This 
can be confirmed by reference to Table 3, where the “Global_3” model achieves a lower RMSEP 
than the “Global_1” and “Global_2” models in most cases. 
 
Table 4 summarizes the predictive performance of the different calibration models for data set A. 
Following the suggestion to select a median value in the temperate range [23], the reference 
temperature for CPDS and LSS is taken as 50°C, and the RMSEPs are averaged over the test 
samples under other temperatures for all the calibration models.  The conclusions drawn from Table 
4 include: 
• Temperature variations adversely affect the predictive performance of calibration models, 
since the local model, where no temperature variation is present, achieves the best result. 
• Of the three global models, “Global_3” gives the best result through the incorporation of 
the temperature information explicitly. 
• The two spectra standardization approaches, i.e. CPDS and LSS, are comparable to each 
other in terms of the RMSEP. In addition, they perform marginally better than “Global_1”, 
but are inferior to the “Global_3”. 
 
As discussed in Section 4.1, the spectra standardization methods are not applicable to Data set B, 
since not all the samples were recorded under the same set of temperature values. Furthermore the 
local modelling approach cannot be applied due to the limited amount of data under each 
temperature value. Therefore only the global calibration models are developed, with RMSEPs being 
2.23 (“Global_1”), 2.77 (“Global_2”) and 1.81 (“Global_3”).The results are consistent with those 
for data set A, with the best results being achieved by the “Global_3” model. Figure 3 presents a 
plot of the predicted LGA concentration versus the true value for the “Global_1” and “Global_3” 
models, where the superior result of the “Global_3” model is clearly evident. A summary of the 
comparative study is given in Table 5. 
 
(Figure 3 about here) 
 
(Table 5 about here) 
 
5. Conclusions 
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This paper has presented a comparative study of the strategies for the development of a calibration 
model, where the impact of temperature variations in the spectra measurements is considered. A 
number of approaches are presented and compared, including local and global partial least squares 
(PLS) models, and two spectra standardization methods, i.e. continuous piecewise direct 
standardization (CPDS) and loading space standardization (LSS). The comparison and discussion of 
these approaches focuses on the issues of practical applicability, implementation complexity, and 
predictive performance. It was found that the global modelling approach, where latent variables are 
first extracted from the spectra using PLS, and then augmented with the temperature as an 
independent variable, achieved the best predictive performance, while the two spectra 
standardization methods did not provide consistently enhanced performance over the conventional 
global modelling approach. Furthermore, compared with CPDS and LSS, the global modelling 
approach has the advantage of being applicable to a wide range of situations and is also of low 
implementation complexity. Therefore it is concluded that the global modelling (with temperature) 
approach should be first considered for the development of calibration models with temperature 
variations, prior to investigating the more powerful spectra standardization approaches. 
 
Future work focuses on the extension of the global modelling approach to address the impact of 
multiple external factors (e.g. temperature and pressure) on the spectra measurement using multi-
block PLS approach. In addition, the concept of modelling the spectra and temperature in a two-
stage procedure as in the “Global_3” model may be extended to non-linear regression algorithms, 
e.g. neural networks or support vector machines, and this is a further research direction. 
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Table 1: Calibration experimental matrix as a function of temperature and LGA concentration. Cells 
with the symbol, ▲, indicate that the data at corresponding temperature and concentration are 
available. 
 
Temperature (°C) LGA Concentration 
(g/500ml water) 40 50 60 70 80 90 
1.50 ▲      
3.00 ▲ ▲     
4.50 ▲ ▲ ▲    
6.00 ▲ ▲ ▲ ▲ ▲ ▲ 
7.50 ▲ ▲ ▲ ▲ ▲ ▲ 
10.00  ▲ ▲ ▲ ▲ ▲ 
12.00   ▲ ▲ ▲ ▲ 
13.50   ▲ ▲ ▲ ▲ 
15.00   ▲ ▲ ▲ ▲ 
18.00    ▲ ▲ ▲ 
22.50    ▲ ▲ ▲ 
27.00     ▲ ▲ 
31.25     ▲ ▲ 
Solubility 7.55 10.95 15.85 22.95 33.30 48.30 
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Table 2: Comparison of CPDS and LSS in terms of RMSEP under different reference and test 
temperature values for data set A. 
 
testt  (°C) 
30 40 50 60 70 
reft  
(°C) 
Chemical 
Species 
CPDS LSS CPDS LSS CPDS LSS CPDS LSS CPDS LSS 
30 ethanol   0.013 0.013 0.029 0.027 0.021 0.014 0.019 0.042 
 water   0.007 0.006 0.016 0.016 0.016 0.009 0.027 0.055 
 2-propanol   0.013 0.010 0.033 0.028 0.018 0.010 0.017 0.014 
40 ethanol 0.016 0.012   0.013 0.010 0.017 0.010 0.013 0.021 
 water 0.026 0.022   0.015 0.013 0.007 0.007 0.017 0.039 
 2-propanol 0.013 0.023   0.020 0.017 0.017 0.011 0.022 0.031 
50 ethanol 0.031 0.013 0.009 0.011   0.017 0.011 0.029 0.020 
 water 0.017 0.021 0.007 0.007   0.006 0.006 0.013 0.027 
 2-propanol 0.018 0.025 0.010 0.009   0.013 0.010 0.018 0.024 
60 ethanol 0.029 0.012 0.013 0.009 0.014 0.014   0.034 0.015 
 water 0.014 0.021 0.007 0.007 0.009 0.010   0.026 0.018 
 2-propanol 0.020 0.023 0.014 0.009 0.015 0.019   0.023 0.020 
70 ethanol 0.020 0.012 0.017 0.007 0.012 0.015 0.014 0.009   
 water 0.009 0.021 0.007 0.004 0.009 0.010 0.009 0.006   
 2-propanol 0.027 0.026 0.020 0.011 0.013 0.021 0.012 0.010   
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Table 3: Comparison of local and global models in terms of RMSEP under different test 
temperature values for data set A. 
 
testt  (°C) Models 
Chemical 
Species 30 40 50 60 70 
Local ethanol 0.018 0.011 0.017 0.010 0.011 
 water 0.009 0.007 0.011 0.004 0.004 
 2-propanol 0.012 0.009 0.022 0.008 0.015 
Global_1 ethanol 0.028 0.014 0.041 0.016 0.015 
 water 0.030 0.006 0.009 0.011 0.007 
 2-propanol 0.011 0.016 0.041 0.018 0.020 
Global_2 ethanol 0.030 0.012 0.032 0.018 0.035 
 water 0.038 0.009 0.014 0.009 0.018 
 2-propanol 0.056 0.019 0.035 0.016 0.045 
Global_3 ethanol 0.019 0.009 0.028 0.012 0.019 
 water 0.025 0.007 0.012 0.008 0.007 
 2-propanol 0.010 0.014 0.035 0.017 0.022 
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Table 4: Comparison of different calibration models for data set A. The RMSEPs are averaged over 
the test samples under temperatures 30, 40, 60, and 70 °C. For CPDS and LSS the reference 
temperature is taken as 50 °C. 
 
RMSEP Ethanol Water 2-Propanol Average 
Local 0.012 0.006 0.011 0.010 
Global_1 0.018 0.014 0.016 0.016 
Global_2 0.019 0.017 0.028 0.021 
Global_3 0.015 0.012 0.016 0.014 
CPDS 0.021 0.011 0.014 0.015 
LSS 0.014 0.015 0.015 0.015 
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Table 5: The summary of the comparative study. 
 
 
 Practical Applicability Implementation Complexity Predictive Performance 
Local Restricted to small 
temperature variations. 
Different models for each 
local temperature value. 
The best. 
Global Applicable to a wide range 
of situations with large 
temperature variations. 
One global model with 
additional latent variables 
compared with local model. 
The “Global_3” model is 
the best of the global 
models, and outperforms 
CPDS and LSS. 
CPDS Requiring well-designed 
experiments to ensure the 
same samples being 
measured at different 
temperatures. 
Cross-validation to 
optimize three meta-
parameters; Reference 
temperature to be 
determined. 
LSS The same as CPDS. Cross-validation to 
optimize two meta-
parameters; Reference 
temperature to be 
determined. 
CPDS and LSS are 
comparable;  
they both outperform 
“Global_1” and 
“Global_2” models but are 
inferior to the “Global_3” 
model.  
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Figure 1: Schematics for global calibration models. (a) Global_1; (b) Global_2; (c) Global_3. 
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Figure 2: Comparison of different reference temperatures for the prediction at temperature 70 
°C for data set A. (a) CPDS; (b) LSS. 
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Figure 3: Predicted versus true LGA concentration (g/500ml water). RMSEPs: Global_1 (2.23); 
Global_3 (1.81). 
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