was developed as a stand-alone device allowing separation of LHC p-p collisions from background events induced on beam gas or by beam accidents. This separation can be achieved by timing coincidences between two detector rings placed symmetrically around the interaction point at z=±184 cm and r=55 mm ( ~4.2). The expected LHC lifetime dose at this position exceeds 0.5 MGy and 10 15 particles/cm 2 . Each ring is composed of four detector modules each having two pCVD diamond sensors read out in parallel by fast current amplifiers yielding 3 ns wide pulses with 1 ns rise time and baseline restoration in 10 ns.
I. INTRODUCTION
NE of the worst-case scenarios to be considered during LHC operation is when several proton bunches hit the collimators designed to protect the detectors, the resulting enormous particle spray causing detector damage. An early detection of such a disaster developing could provide an abort signal to the LHC machine, preventing it to happen.
In addition, beam gas interactions are also a worry, especially in the early days of LHC running. Both of these backgrounds initiate showers, predominantly originating well up-or down-stream of the interaction point. Given two detector stations placed symmetric along the beam pipe on both sides of the interaction point at ±z, showering particles hit the detectors with a time difference t = 2z/c (out-of-time). At the highest luminosity, collisions add coincident (in-time) signals in these detectors every 25 ns. Thus distinction between collisions and background is best achieved by placing the two stations of the BCM ~3.8 m apart at z = ± 1.9 m, resulting in t of 12.5 ns (Fig. 1 ). In the scope of luminosity measurements in ATLAS [1] , the BCM can provide valuable complementary information. BCM information in the trigger, for example, allows correcting for bunch-to-bunch luminosity variation. Also during the commissioning of the LHC, when tracking detectors are likely to be switched off, the BCM might well be the first detector to report proton collisions inside ATLAS and assist in steering the LHC beams.
II. REQUIREMENTS
A Monte Carlo estimate predicts ~1 particle per cm 2 of sensor from a single 7 TeV proton hitting the TAS collimator [2] . This is to be compared with ~ ½ particle/cm 2 resulting from interactions in each bunch crossing at the LHC design luminosity. Thus minimum ionizing particle (MIP) sensitivity is indicated for an early detection of incidents, and is a prerequisite for a luminosity assessment. Due to interactions inducing signals almost every 25 ns, timing properties of the signal are paramount: fast rise time (~1 ns), narrow pulse width (~3 ns) and base line restoration in 10 ns are sought. The integrated radiation during LHC operation at this location amounts to about 10 15 particles, mostly pions, per cm 2 and an ionization dose of ~0.5 MGy. 
III. SENSORS AND FE ELECTRONICS
The sensors are 1 x 1 cm 2 pCVD diamonds developed by RD42 [3] in collaboration with Element Six Ltd. [4] , featuring fast signals and proven radiation hardness. A clear benefit is the very low leakage current of less than 1 nA/cm 2 , allowing operation without cooling. Two sensors are assembled back to back with a conducting pad to double the signal.
The front-end is a two-stage RF current amplifier utilizing a 500 MHz Agilent MGA-62563 GaAs MMIC and a Mini Circuits Gali 52 InGaP HBT chip [5] . Each stage provides an amplification of about 20 dB, with the first stage exhibiting an excellent noise factor of only 0.9 dB. Irradiation tests of electronic components have proven their radiation hardness up to the required dose. The assembly of sensors with FE electronics in a module box is shown in Fig. 2 . Eight modules were selected by a rigorous QA procedure [6] and installed on the ATLAS pixel support structure in the beginning of 2007 (Fig.3 ). 
IV. THE BCM SYSTEM
The BCM system will measure signal arrival time and timeover-threshold (TOT) for each module and transform them in real-time into counting rates as well as in-time and out-of-time coincidences. The schematic of the BCM system is shown in Fig. 4 . The processed information is forwarded in real-time to the following ATLAS systems: -Data Acquisition: For every Atlas level 1 accept trigger the start time and TOT of BCM hits is send to the DAQ data stream. -Level-0 Trigger: The digital output signal of each station is feed into the Atlas Level 0 Trigger system with a latency of < 1.5 μs.
-Beam abort signal: Two redundant signals for high background warning and beam abort are sent to the ATLAS beam abort system ("CIBU"), which forwards them to the LHC beam abort system. -Detector Control System: Running averages of counting rates for single stations and in-time/out-of-time coincidences are sent to the Atlas Detector Control System (DCS) and the LHC operator. In case of a beam abort the time history of BCM measurements is transferred via the DCS system to the LHC information server for postmortem analysis.
- Signals from BCM modules are routed via coaxial cables (first 2 m Gore 41, 12 m HELIAX FSJ1) to a region where digitization by radiation tolerant electronics can be applied. The ASIC of choice is the time-over-threshold NINO chip [7] developed for TOF measurements of the ALICE RPC by CERN-MIC. NINO is a differential timing amplifierdiscriminator (1 ns peak, 25 ps jitter) with LVDS output width proportional to TOT. It features radiation tolerant design fabricated in ¼ μm IBM process. The BCM signal is split in a 1:12 ratio into two NINO inputs to increase dynamic range.
The NINO output is converted to optical signals using radiation tolerant laser diodes and transmitted via 70 m long, single-mode 1.3 μm fibers to the ATLAS counting room. In the counting room an FPGA readout system receives all 8×2 signals for real-time processing. The readout system [8] is built around two Xilinx ML410 development boards, which contain the Xilinx Virtex-4 FX60 FPGA. The optical signals are converted to PECL signals and digitized at 2.56 GHz sampling rate by 16 parallel RocketIO Serial Multi-Gigabit Transceivers in the FPGA. The ML410 readout boards include DDR and DDR2 memory, which act as ring-buffers to store the time-history of BCM measurements for post-mortem analysis after a beam abort. The processed data is sent via an optical link ("S-Link") to the Atlas DAQ and via Ethernet to the DCS system. The readout boards also produce eight trigger signals and 2×2 signals for beam warning and beam abort respectively.
V. TEST RESULTS
The prototype assemblies were tested with electrons from 90 Sr source, 125 and 200 MeV protons at MGH Boston, and high energy pions at KEK and CERN SPS. The most relevant results are summarized briefly here, for details see Refs. [9] [10] [11] :
-Inclining sensors to 45º resulted in the expected 2 increase of the signal and no effect on the noise. -Doubling the sensors on the same amplifier input doubled the signal, with the noise increasing by ~30 %, so the S/N ratio improved by ~50 %. -The timing difference between the two modules exhibited a FWHM of 2.5 ns. With the final production modules, extensive qualification tests were performed on the bench, using 90 Sr source as MIP signal equivalent and analyzing the BCM signal with a LeCroy 1 GHz oscilloscope using the 200 MHz bandwidth limit feature. This measurement is carried out for diamond voltages in the range of -1000 V to +1000 V to obtain a signal and noise distribution over the full operation range. For a diamond voltage of 1000V the most probable signal amplitude for all installed modules is 2.43 ± 0.23 mV. We found the noise to be independent of the diamond voltage at approximately 330 μV rms . The measurement is repeated several times during the production, which includes a burn-in at 80ºC for 12 hours followed by ten thermal cycles between -20ºC to + 40ºC with modules powered. During module QA we obtained a most probable SNR of 7.3 ± 0.6 for the eight modules that were installed in ATLAS. The analog and digital performance of the BCM system was repeatedly tested in high-energy test beams at KEK, CERN PS and CERN SPS. The results shown here were obtained during beam tests with 180 GeV pions at the CERN SPS during summer 2007 on three spare BCM modules. The modules are mounted with 45º incident angle in a telescope of scintillators (~2×2 mm 2 active area), which trigger the readout of the BCM modules. The analog BCM signal is transmitted via 16 m of coaxial cable to a ORTEC FTA810 300 MHz amplifier and is recorded in a CAEN V1729 12-bit ADC with 2GHz sampling. A single event is shown in Fig. 5a . The signals have on average a rise-time of 1.3 ns and a FWHM pulse width of 2.1 ns. Figure 5b shows the Landau signal distribution measured at 1000V with a most probable signal of 384 ADC counts. The uniformity of the response across the diamond active area was tested by scanning the diamond surface with the beam in steps of 1 mm x 1 mm. Fig. 6 shows the efficiency for signals larger than 150 ADC counts as a function of beam position on the diamond. The plot shows the very uniform and efficient signal response across the diamond active surface and a rapid decrease at the diamond active area edge. The efficiency and noise rate after the TOT conversion were measured by varying the threshold on the NINO board. Fig. 7 shows the measured efficiency with respect to scintillator triggered events in the beam test. From this curve we determine the median signal to be at 335mV. To determine the noise rate, the beam into the BCM was stopped by means of a beam blocker and the noise rate was measured as function of threshold.
Efficiency
Median signal 335mV on NINO discriminator For the operation of the BCM in Atlas the signal threshold needs to be adjusted for maximum efficiency at minimal rate of noise hits per LHC bunch crossing interval (25ns). Fig. 9 shows the efficiency as a function of noise hit occupancy, defined as noise hits per module and bunch crossing interval. The horizontal axis is calculated from the fit to Fig. 8 . As a possible operational point with a threshold setting of 180 mV, noise occupancy of 3x10 -8 is achieved with a module signal efficiency of 99%. The time resolution of the BCM modules was measured in the testbeam using the signal time difference of two modules. The time resolution was determined using the leading edges of signals after NINO TOT conversion at the opto-link receiver module. The resulting distribution is shown in Fig. 10 yielding a single module time resolution of 490 ps. 
