One of the backbones in electronic manufacturing industry is the printed circuit board (PCB) manufacturing. Due to the human limited resources and speed requirements, manual inspection is ineffective to inspect every printed circuit board. Hence, this paper presents an efficient algorithm for an automated visual PCB inspection system that detects and locates any defect found on PCBs. The detection mechanism utilizes the wavelet-based image difference algorithm. In order to locate the defective areas, the coarse resolution defect localization algorithm is proposed which is applied to the coarse resolution of the differenced image. This algorithm will then map the defective areas found in the coarse differenced image to the fine resolution of the tested image. Based on experimental results, the proposed method has achieved a reduction up to 82.11% of the computation time in comparison to the traditional image difference operation without sacrificing the accuracy of the defect detection . This tremendous amount of saving has been made possible by the use of Haar wavelet transform. Consequently, such amount of reduction will benefit the industries as the automatic inspection for each PCB can now be realized at high speed.
Introduction
Current practice in printed circuit board (PCB) manufacturing requires an etching process, which is irreversible. The printing process, which is done before the etching process, caused most of the destructive defects found on the PCB. Once the PCB laminate is etched, the defects, if any exist would cause the PCB laminate to become useless. Due to human limited resources and speed requirements, manual inspection is ineffective for inspecting every PCB laminate. Therefore, manufacturers require an automated system to detect defects online, which may occur during the printing process.
As the technology advances, the PCB pattern has become denser and more complicated so as to facilitate smaller end products. Thus, manual inspection may not applicable anymore. Meanwhile, the rapid devel-opment in computer technology such as higher speed processors, larger memory capacities, and with lower costs have resulted in better and cheaper equipment for automation mechanism in the inspection process. Hence, there exists a possibility of introducing and implementing an automated PCB inspection system to remove the subjective aspects of manual inspection and at the same time to provide a real-time assessment of the PCB panel.
From the literature review, it is noted that there has been an increasing number of applications for wavelets and multiresolution analysis including (but not limited to) image compression [9] , image denoising [6] , and edge detection [14] . However, up till now there is still no clear advantage of wavelets in industrial inspection applications, especially for PCB inspection. Thus, the primary concern of this paper is to make use the advantages of wavelets and multiresolution analysis in reducing the inspection time significantly.
There exist numerous algorithms, techniques, and approaches in the area of automated visual PCB inspec-tion nowadays. As proposed by Moganti, et al. [10] , these can be divided into three main approaches: the referential approach, the rule-based approach, and the hybrid approach.
The referential approach can be further divided into two major techniques: the image comparison technique and the model-based technique. The major shortcoming of these approaches is related to the image registration problem where it is important for both the reference and the test images to be aligned before the online inspection begin.
The simplest operation of image comparison technique is realized by comparing the tested PCB image against the reference PCB image using the XOR logic operator. Besides the XOR logic operator, image mathematical operation is useful as well. For instance, the work carried out by Wen-Yen, et al. [18] did the direct subtraction of the reference to the test image to produce Positive (P), Negative (N), and Equal (E) pixels. The defect detection and classification are done based on these P, N, and E pixels.
Model-based technique on the other hand, matches the tested PCB image with a predefined model. An earlier proposal uses a graph-matching technique. Under this technique, the defective PCB image can be successfully recognized but the position of each defect cannot be located. The major difficulty of this method is related to the matching complexity. Ja and Yoo [5] introduced tree representation scheme for the PCB inspection. Although the tree representation technique is less complex than the graph-matching technique, the location of the defects still cannot be retrieved. Another approach is to compare two PCB images based on their connectivity [16] . However, this technique is limited to detect and locate short circuit and open circuit defects only.
The idea to process the PCB image using the run length coding (RLE) has been proposed by Ercal, et al. [2] and Hou, et al. [4] . According to their proposal, binary PCB image is first converted to the RLE data. Consequently, they came out with a systolic algorithm to produce the differenced image based on the RLE data. The RLE-based algorithm has been claimed to be the best way to minimize the storage of the data as well as the inspection time.
The rule-based approach tests the design rule of the PCB traces and determines whether each of the PCB trace falls within the required dimensions or not. Mathematical morphological operations, such as dilation and erosion, are frequently used as the basic operation [1, 8, 12, 13] . The main advantage of the design-rule check- ing approach is that it does not require a reference PCB image. Thus, this approach is not subjected to alignment problem. Since this technique verifies the designrule, the disadvantage is that it might miss defects that do not violate the rules. Furthermore, a standard rule is needed for the entire image of the inspected PCBs.
Lastly, hybrid approach combines the referential approach and the design-rule approach to take the advantages and to overcome the shortcoming of each approach. The trade off, however, the inspection mechanism might becomes more complex and time consuming. The main reason is that this approach applies double-checking procedure.
This paper is organized as follows. Section 1 consists of information on what kind of defects might be detected and not be detected by the proposed waveletbased PCB inspection algorithm. Section 2 discusses a brief overview of the proposed algorithm. The waveletbased PCB defect detection algorithm is addressed clearly in Section 3. The coarse resolution PCB defect localization algorithm is described in detail in Section 4. Section 5 contains the discussions and the analysis of the computation time of the proposed algorithm. Section 6 concludes the paper. Finally the references of this research work are placed in Section 7.
Defects
A variety of defects can affect the copper pattern of PCB. Some of them are identified as functional defects, whereas the others are visual defects. Functional defects can seriously cause damage to the PCB, meaning that the PCB does not function as needed. Visual defects do not affect the functionality of the PCB in short term. But in long period, the PCB will not perform well since the improper shape of the PCB circuit pattern could contribute to potential defects. Thus, it is crucial to detect these two types of defects in the inspection phase. Figure 1 shows an artificial defect-free PCB image pattern. Figure 2 shows the same image pattern as in Fig. 1 with a variety of defects on it. The printing defects and anomalies that will be looked at, for example, are breakout, short, pin hole, wrong size hole, open circuit, conductor too close, underetch, spurious copper, mousebite, excessive short, missing conductor, missing hole, spur, and overetch. These defects are shown in Fig. 2 . An important fact is that since the proposed algorithm is mainly based on reference comparison method, some defects, which related to design rule of PCB would not be detected. The examples defects detection related to the violation of the minimum land width (MLW) requirement, minimum conductor spacing (MCS) requirement, and minimum conductor trace width (MCTW) requirement [12] .
Research methodology
It is claimed that the RLE-based technique can be used to reduce the inspection time. However, based the experiment result, we noticed that it took about 6.589 seconds for the bitmap-to-RLE and RLE-to-bitmap conversions of a 400 × 400 pixels PCB image using MATLAB running on a Pentium III machine. This result indicates that the conversion process alone consumes a lot of time compared to the overall inspection time. To achieve faster inspection response, Moganti and Ercal [11] have designed a segmentation algorithm that divides a PCB image into some basic patterns. The segmentation algorithm is introduced to facilitate the distribution of the image so that parallel processing technique can be employed for faster inspection response. This paper proposes a slightly different technique in such a way that the PCB images are modeled by the use of two-dimensional Haar wavelet transform. Then, the image difference operation is applied to the images in the wavelet domain. The first advantage of the proposed technique is that the wavelet transform can be treated as an image-to-image transformation. This will enable each wavelet coefficient to be treated as a pixel image and thus, allows the image difference operation to be carried out. Then, based on the coarse differenced image, the defect localization is computed in the coarse resolution level to determine the defective areas. However, the defective areas are marked on the fine resolution original image of the tested PCB. The proposed algorithm comprises of two major parts. The first one is the wavelet-based image difference algorithm and the latter is the coarse resolution PCB defect localization algorithm. 
Wavelet-based PCB defect detection algorithm

Wavelets
Wavelet is a zero mean function [17] and satisfies the so-called admissibility condition [14] ,
where ψ is a fixed function, called 'mother wavelet' andψ is the Fourier transform of ψ. The constant C ψ designates the admissibility constant. According to Mallat [16] , the continuous wavelet transform (CWT) of a function f is given by:
The parameter a is called the dilation factor and has a constraint such that a > 0 and b, a real number, is the translation parameter. A wavelet transform decomposes a signal f (t) into many coefficients, which are the function of scale (dilation) and position (translation). The computation of the wavelet transform on a twodimensional signal, an image, is applied as a successive convolution by a filter entry of row/column followed by a column/row arrangement as depicted in Fig. 3 [15] . Thus, for a two-dimensional wavelet transform, after the first level wavelet transform operation, the input image can be divided into 4 parts: approximation, horizontal, vertical, and diagonal details where the size of each part is reduced by a factor of two compared to the original input image as shown in Fig. 4 .
The approximation image is a compressed and coarser part of the original input image. Meanwhile, the horizontal, vertical, and diagonal details contain the horizontal, vertical, and diagonal components of the input image respectively. When a second level wavelet transform is applied, the approximation part of the first level will be further decomposed into four components as shown in Fig. 5 . For a higher level, iteration is repeated in the same way until the desired level is reached.
Image difference operation
There are several types of Boolean logical operator which include AND, NAND, NOT, OR, X-OR (exclusive OR), and NOR. Image difference operation can be likened as using the X-OR logic operator. For 2 inputs 1-bit data, the truth table of X-OR is given in Table 1 .
Mathematically, the X-OR can be expressed as:
where ⊕ represents the exclusive OR operation applied on a bitwise manner. In the context of an image, the logical operation is applied at every pixel in the image. Consider two binary images named as Img1 and Img2 of size M × N where M is the length and N is the height of the image respectively. For each pixel at a corresponding location (x, y), where both x and y are integer numbers that run from 1 to M and from 1 to N respectively, Img1 [x, y] and Img2[x, y] have a value of either one or zero. Consequently, the result of the X-OR operation at location (x, y) will also be either one or zero. Without loss of generality, we assumed that one is identified as a background pixel, whereas zero is identified as a foreground pixel.
In this project, image difference operation is applied onto the output of the second level wavelet transform and not on the binary image. The input data is no longer an integer value but rather a floating point value. Therefore, for every pixel of Img1 and Img2, the following procedures will be followed: -For Img1, select a pixel value at location (x, y) and label it as P ixV al1. -For Img2, select a pixel value at location (x, y) and label it as P ixV al2. -If P ixV al1 is equal to P ixV al2, assign the output at (x, y), Dif f erence(x, y), as a background pixel. -If P ixV al1 is not equal to P ixV al2, assign the output at (x, y), Dif f erence(x, y), as foreground pixel.
Simplified computation of the wavelet transform
Basically, in order to retrieve the second level approximation of the wavelet transform, the computation involves two separable convolution iterations. Since for each level i, the detail components HL i , LH i , and HHi are not used in this work, the convolution of the image data by a high pass filter can be neglected. Thus, the convolution process makes use only the low pass filter twice.
There are many factors that influenced the choice of using a particular wavelet transform. Speed and boundary treatment are some of them. Generally, long filters require more computing time than the short ones [15] . In order to simplify and speed up the computation, Haar Table 1  Truth table of X-OR logic 
wavelet transform has been chosen. Haar wavelet has two filter entries [7] as shown in Table 2 . Furthermore, other wavelet filters excluding Haar require a solution at the boundary, which cause the computation to be more complex. In this subsection, a simplified version of level two approximation, LL 2 , computation is given where the iteration is applied only once in order to increase the speed and to make the computation straightforward.
As an example, take a look at a small portion of an image. Note that the calculation of every level of wavelet transform involves a separable successive convolution of the row/column followed by the convolution of the column/row. For better understanding, observe the portion of an image represented by p1 (k) , p2 (k) , p3 (k) , and p4 (k) within the 2 × 2 pixels, as shown in Fig. 6 .
Once the column convolution is calculated, the defined segment and also the whole image will be compressed in the column direction. Depending on the application, the convolution is applied either using a low pass filter or a high pass filter resulting the low pass output coefficients or high pass output coefficients. Let L and H denote the output coefficients of the low pass filter and the high pass filter respectively. The calculations of L and H corresponding to pixels p1 (k) , p2 (k) , p3 (k) , and p4 (k) at every segment, k can be written as: 
The row convolution is calculated next. Hence, for every segment, the coefficients for the approximation, horizontal detail, vertical detail, and diagonal detail, labeled as the APPROXIMATION1 (k) , HORIZONTAL1 (k) , VERTICAL1 (k) , and DIAGON-AL1 (k) respectively will be generated. Since only the approximation part is essential, the calculation for the APPROXIMATION1 (k) , corresponding to the pixel p1 (k) , p2 (k) , p3 (k) , and p4 (k) at each segment can be represented as follows:
The simplified computations for the horizontal, vertical, and diagonal details can also be obtained in a similar manner but are not shown since they are not going to be used in the proposed algorithm. Thus, Eq. (8) is applied to every 2 × 2 segment in the image to calculate only the approximation part of each level.
Referring to Eq. (8), for the first level of wavelet transform, it can be said that each coefficient of the approximation can be obtained by simply averaging the four pixels p1 (k) , p2 (k) , p3 (k) , and p4 (k) . Based on this argument, it is possible to calculate the second level approximation directly from the original image. As opposed to the first level wavelet transform, in which the calculation is applied to every 4 pixels within the 2 × 2 pixels segment, for the second level wavelet transform, the calculation involves averaging 16 pixels within the 4 × 4 pixels segment of the original image. Figure 7 demonstrates a 4 × 4 pixels segment of an original image and the way these pixels are manipulated in order to get the second level approximation coefficient at each segment. Mathematically, the second level approximation, APPROXIMATION2 (k) , is computed by using the following equation:
where P i is previously defined and k denotes the respective segment in the image. As a conclusion, the simple and easy derivations in this few pages confirm that, by choosing Haar wavelet as a basis of wavelet transform, the calculation of wavelet transform can be shorten by just taking it as a moving average operation segment-by-segment of a given image. Similarly, the direct computation of the third level wavelet transform can also be calculated as the following:
PCB defect detection algorithm
Two images are needed in this project: the reference image and the test image. Wavelet transform is applied to both the reference image and the test image. The transformation for the reference image is done offline and only once as indicated by the dash box shown in Fig. 8 .
As for the test image, the wavelet transform is applied to produce the coarse resolution approximation image. One advantage of the wavelet transform is that it preserves most of the information of the original image in the coarse approximation image. Thus, it is possible to detect all the defects by simply applying the image difference operation between the coarse reference image and the coarse test image. The flow of the algorithm, which is illustrated in Figure 8 , consists of an example of a reference image, a test image, the resultant wavelet transform output, and the defect detected in the output image of image difference operation. The output image is called the coarse resolution differenced image.
Coarse resolution PCB defect localization algorithm
The purpose of the defect localization algorithm is to highlight the defective areas on the tested PCB image. The defect localization is important in order to inform users the location of the defects detected so that further procedures such as defect classification and defect marking can be carried out. The input for the defect localization algorithm is the coarse resolution differenced image. The defect localization algorithm consists of four core operations named as connected-component labeling operation, window coordinates searching operation, mapping operation, and windowing, and defect extraction operation.
Connected-component labeling operation
The connected-component labeling operation returns the information of the coarse differenced image (a binary image) to identify each object in the image. The output of the connected-component labeling operation is a two-dimensional output array named as labeled image. The size of the labeled image is exactly the same as that of the coarse differenced image, in which objects in the coarse differenced image are distinguished by different integer values in the labeled image.
For a two-dimensional array, there exist two types of connectivity. The first one is 4-connected pixel and the latter is 8-connected pixel. Figure 9 (a) and (b) represent the concept of 4-connectivity pixel and 8-connectivity pixel respectively.
As an example, consider a small area of a coarse differenced image represented in two-dimensional 10 × 10 array as shown in Fig. 10 . The output array of the 4 connected-component labeling is depicted in Fig. 11 . This figure obviously shows that the connectedcomponent labeling operation successfully recognizes 3 objects in the coarse differenced image. In this case, each object is assigned with values starting from 1 to 3. These values depend on the number of objects in the coarse differenced image. Figure 12 shows the output array of the 8 connectedcomponent labeling operation. Compared to the output shown in Fig. 11 , the objects identified as 1 and 2 are merged as a single object because of the 8-connectivity arrangement. Thus, the total amounts of objects identified in the coarse differenced image are only 2. In this project, the 8-connectivity pixel for the connected- component labeling operation is selected to minimize the number of the identified object. Thus, the computation complexity can be avoided.
Window coordinates searching operation
The resultant image of 8 connected-labeling operation as depicted in Fig. 12 is taken to be the input for the window coordinate searching operation. The objective of this operation is to search four coordinates of each object identified in Fig. 12 for windowing purpose. These four coordinates are labeled as RowM in, RowM ax, ColM in, and ColM ax corresponding to minimum row, maximum row, minimum column, and maximum column, respectively. Note that this operation is done on the coarse resolution image. By using Figure 12 as the input image for the window coordinate searching operation, the output of this operation is shown in Table 3 . Figure 13 represents the location of the RowM in, RowM ax, ColM in, and ColM ax for the object identified by number 2 in the 10 × 10 array.
Mapping operation
Based on the coordinates obtained in window coordinate searching operation, a number of windows are drawn onto the fine resolution tested image. Since these four coordinates of each object are defined in the coarse resolution image, a mapping scheme is required to map the coordinates in the coarse resolution image to the fine resolution image. The decision of which mapping scheme should be used is critical as ineffective mapping will cause erroneous areas to be drawn on the fine resolution test image.
Suppose the 10 × 10 array in Fig. 13 is to be enlarged into a 100 × 100 array as shown in Fig. 14 . In this case, the enlargement coefficient, E is 10. Consequently, after the enlargement, each of the four points of one pixel size would cover an area of 10 × 10 pixels. This means that each coordinate is mapped into 10 possible values. However, for the windowing operation, the mapping equation should establish a one to one point mapping. In order to solve this problem, two sets of rules are considered.
Suppose that if each of the coordinate RowM in, RowM ax, ColM in, and ColM ax on the coarse resolution image are mapped into RowL, RowH, ColL, and ColH on the fine resolution image, then:
1. The value of RowL and ColL should be a minimum value within the range of possible values. 2. The value of RowH and ColH should be a maximum value within the range of possible values.
Based on these rules, the following Eqs (11), (12), (13) , and (14) have been used for the mapping operation.
where E = 2 L and L denotes the iteration or level of wavelet transform used in the wavelet-based image difference algorithm. 
Windowing and defect extraction operation
For each RowL, RowH, ColL, and ColH that represents a defective area, a boundary line representing a window can be drawn onto the fine resolution tested PCB image. Each window marks the defective area where the defect actually occurred. After the defective areas are windowed successfully, it is possible to segment each defective area for defect extraction.
The result of the defect localization is depicted in Fig. 15 . Black windows on the gray pattern highlight the defective areas on the tested PCB image. The overall flow of the proposed algorithm is shown in Fig. 16 .
Computation time
The defect detection and localization algorithm have been tested on different resolution images. The differ- ent resolution images are gathered by executing the first level wavelet transform, second level wavelet transform, and third level wavelet transform onto the input images. As time is one of the industries major factors, it is essential to examine the performance of the proposed algorithm in term of inspection time. The computation time has been achieved using MATLAB as a computing platform. The inspection time of the proposed algorithm based on the full resolution oper- ation (without wavelet transform) and wavelet-based technique are given in Tables 4 and Table 5 respectively. Based on the results given in Tables 4 and 5 , the data of the overall computation time is plotted and clearly shown in Fig. 17 . These graphs show considerably amount of computation time reduction as higher wavelet transform level is applied. Note that the zero level wavelet transform meaning that no wavelet transform is occupied during the computation. Hence the detection is done on the original full resolution input images.
Recall that the principal goal of this project is to meet the online processing requirements for the PCB inspection. Undoubtedly, the overall inspection time is successfully reduced. According to our experimental results, the inspection time reduction by using the first level wavelet-based technique with respect to the full resolution computation is 67.69%, which means that more than half of the overall computation time required by the fine resolution operation has been reduced. The percentage of the computation time reduction achieved by using the second level wavelet transform is 82.11%. This is to say that by employing a second level wavelet transform, we gain a further reduction of 14.42% by employing the first level of wavelet transform.
By applying the third level of wavelet transform, the overall computation time reduction becomes 86.62%. The extra percentage of reduction with respect to the second level wavelet transform, however, is not as reasonable as the one obtained previously. Since the re- duction is only 4.51%, and considering the complexity that might be involved if one wants to implement the algorithm onto a dedicated hardware such as the Field Programmable Gate Array (FPGA), Digital Signal Processing (DSP) Processor or Very Large Scale Integrated-Circuit (VLSI), the third level wavelet transform would not be a good choice. As a result, this paper adopts the second level wavelet transform. We would like to point out that the images we used so far were synthetically computer generated. Hence, these images can be thought of as having been captured in an ideal situation where there is no uneven illumination and binarization problem as well as the image reg- istration problem. By using these images, it is expected that the proposed algorithm is able to detect 100% of the error found on the tested PCB. However, in the real situation, the problems related to uneven illumination and binarization, as well as image registration could not be ignored. The first problem could be tackled by using a dedicated lighting facility in an enclosure environment. For the latter problem, this can be dealt once the translational (or even the rotational) parameters are known. Above all, the proposed algorithm has shown promising results in reducing the amount of computational time for defect detection.
Conclusions
This paper had proposed an algorithm for PCB defect detection and localization for an automated PCB inspection system. Based on the experiments carried out with synthetically computer generated images, the proposed algorithm has successfully detected and localized several types of printing defects such as breakout, short, pin hole, wrong size hole, open circuit, conduc- tor too close, underetched, spurious copper, mousebite, excessive short, missing conductor, missing hole, spur, and overetched. According to the comparison conducted between the wavelet-based approach and the non-wavelet with respect to inspection time reduction suggests that the proposed wavelet-based approach provides considerable advantage over the non-wavelet one.
The localized defects areas obtained may then be used as inputs to the classification stage, which will be our next research activity. In conclusion, the proposed algorithm has the potential to be used for an automated visual PCB inspection system to achieve real time inspection of PCBs.
