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Abstract
A contiguous relation for complementry pairs of very well poised
balanced 10φ9 basic hypergeometric functions is used to derive an ex-
plict expression for the associated continued fraction. This generalizes
the continued fraction results associated with both Ramanujan’s En-
try 40 and Askey-Wilson polynomials which can be recovered as lim-
its. Associated with our continued fraction results there are systems of
biorthogonal rational functions that have yet to be derived.
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1. Introduction.
In this paper we examine the level above the q -Askey-Wilson polynomial case [1]
using the methods of [4]. All of our parameters are, in general, complex. We essentially
follow the notation in Gasper and Rahman [2], except that we omit the designation q for
the base in the q-shifted factorials and basic hypergeometric functions. Thus we have,
with |q| < 1 ,
(a)0 := 1, (a)n :=
n∏
j=1
(1− aqj−1), n > 0, or n =∞,
(a1, a2, · · · , ak)n :=
k∏
j=1
(aj)n.
The basic hypergeometric series r+1φr is
r+1φr
(
a1, a2, · · · , ar+1
b1, b2, · · · , br
; z
)
:=
∞∑
n=0
(a1, a2, · · · , ar+1)n
(b1, b2, · · · , br, q)n z
n .
We denote a very well poised, balanced 10φ9 as
φ = φ(a; b, c, d, e, f, g, h; q)
:= 10φ9

a, q√a,−q√a, b, c, d, e, f, g, h√
a,−√a, aq
b
,
aq
c
, . . . ,
aq
h
; q

 , bcdefgh = a3q2.
A complementary pair of very well poised, balanced 10φ9 ’s is
Φ(b)(a; b, c, d, e, f, g, h; q) := φ(a; b, c, d, e, f, g, h; q)
+
(aq, b
a
, c, d, e, f, g, h, bq
c
, bq
d
, bq
e
, bq
f
, bq
g
, bq
h
)∞
( b
2q
a
, a
b
, aq
c
, aq
d
, aq
e
, aq
f
, aq
g
, aq
h
, bc
a
, bd
a
, be
a
, bf
a
, bg
a
, bh
a
)∞
×φ(b2/a; b, bc/a, bd/a, be/a, bf/a, bg/a, bh/a; q).
Here b is a distinguished parameter which can be interchanged with c, d, e, f, g or h to
give different Φ ’s. We use the notation
Φ = Φ(a; b, c, d, e, f, g, h; q)
to denote any one of these seven possible complementry pairs.
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2. Contiguous relation.
It has been show that, irrespective of which is the distinguished paramster, Φ satisfies the
three term contiguous relation [5],[6]
g(1− h)(1− a
h
)(1− aq
h
)(1− aq
gb
)(1− aq
gc
)(1− aq
gd
)(1− aq
ge
)(1− aq
gf
)
(1− hq
g
)
× [Φ(g−, h+)− Φ]
−
h(1− g)(1− a
g
)(1− aq
g
)(1− aq
hb
)(1− aq
hc
)(1− aq
hd
)(1− aq
he
)(1− aq
hf
)
(1− gq
h
)
× [Φ(h−, g+)− Φ]
−aq
h
(1− h
g
)(1− gh
aq
)(1− b)(1− c)(1− d)(1− e)(1− f)Φ = 0 .
Note that we are using the notation Φ(g−, h+) to mean a Φ with g replaced by g/q
and h replaced by hq .
The proof of this contiguous relation is based on extending the contiguous relations
derived in [5] for a terminating φ to nonterminating complementary pairs Φ . This is
made possible by using the transformation in exercise 2.30 of Gasper and Rahman [2] to
replace the transformation of exercise 2.19 used in [5].
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3. Difference equation solutions.
In the contiguous relation of section 2 we put h = q−n and g = sqn−1 , where
s := a3q3/bcdef
takes care of the balance condition.
We now renormalize and reexpress the contiguous relation as
Xn+1 − anXn + bnXn−1 = 0,
an = An +Bn +
sq2n
aq
(1− s
aq2
)(1− b)(1− c)(1− d)(1− e)(1− f)
(1− aqn+1)(1− s
a
qn−2)
,
bn = An−1Bn with
An =
(1− sqn−1)(1− s
aq
qn)(1− a
b
qn+1)(1− a
c
qn+1) · · · (1− a
f
qn+1)
(1− sq2n)(1− s2n−1)(1− aqn+1)
Bn =
q(1− qn)(1− aqn)(1− bs
a
qn−2)(1− cs
a
qn−2) · · · (1− fs
a
qn−2)
(1− sq2n−1)(1− sq2n−2)(1− s
a
qn−2)
and having the solution
X(1)n =
(sq2n−1, aqn+1)∞
(sqn−1, s
a
qn−1, a
b
qn+1, a
c
qn+1, · · · , a
f
qn+1)∞
×φ(a; b, c, d, e, f, sqn−1, q−n; q).
There is a remarkable hidden symmetry that yields additional solutions [5]. If we
make the replacements
(a, b, c, d, e, f, sqn−1, q−n)→ (q/a, q/b, q/c, q/d, q/e, q/f, q2−n/s, qn+1)
then
an → an , bn → bn+1.
Applying this to the solution X
(1)
n yields solutions
X(p)n =
(sq2n−1, sqn/a)∞
(qn+1, aqn, bs
a
qn−1, cs
a
qn−1, · · · , fs
a
qn−1)∞
4
×Φ(p)( q
a
;
q
b
,
q
c
,
q
d
,
q
e
,
q
f
,
q2−n
s
, qn+1; q),
p = q/b, q/c, q/d, q/e, q/f, q2−n/s or qn+1 .
Because of its simpler large n asymptotics we choose
X(2)n = X
(qn+1)
n
as a second solution.
4. Asymptotics and Pincherle’s theorem.
We now examine the large n asymptotics of the difference equation. Since we are assuming
|q| < 1 , it is easy to see that
lim
n→∞
an = 1 , lim
n→∞
bn = q.
It follows that
Xn+1 − anXn + bnXn−1 = 0
has solutions with large n asymptotics
Xn ≈ const or Xn ≈ constqn.
Clearly, the latter yields minimal (subdominant) asymptotics. We are particularly inter-
ested in such a minimal solution which we denote by X
(min)
n because of the
Theorem (Pincherle, 1894, see [3],[8]).
1
a0 − b1
a1 − b2
. . .
=
X
(min)
0
a0X
(min)
0 −X(min)1
.
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5. The minimal solution and continued fraction.
We now construct the minimal solution by examining the large n asymptotics of the
solutions X
(1)
n and X
(2)
n .
For X
(1)
n it is easy to see that
lim
n→∞
X(1)n = W1
where
W1 = 8φ7
(
a, q
√
a, −q√a, b, c, d, e, f
√
a, −√a, aq
b
, aq
c
, aq
d
, aq
e
, aq
f
,
;
a2q2
bcdef
)
.
For X
(2)
n it is not immediate but a calculation yields
lim
n→∞
X(2)n = W2
where
W2 = 8φ7
( q
a
, q
√
q
a
, −q√ q
a
, q
b
, q
c
, q
d
, q
e
, q
f√
q
a
, −√ q
a
, bq
a
, cq
a
, dq
a
, eq
a
, fq
a
;
bcdef
a2q
)
.
A minimal solution is therefore given by
X(min)n = W2X
(1)
n −W1X(2)n
and we may now apply Pincherle’s theorem. The result is
Theorem 1.
1
a0 − b1
a1 − b2
. . .
=
(1− s/q)(1− a/q)
q(1− s
aq
)(1− a
b
)(1− a
c
) · · · (1− a
f
)
×
[
φ(
q
a
; q,
q2
s
,
q
b
,
q
c
, · · · , q
f
; q) + Π1φ(aq; q,
aq2
s
,
aq
b
, · · · , aq
f
; q)
−
(q, a, aq, bs
aq
, · · · , fs
aq
)∞
( s
q
, s
a
, s
aq
, aq
b
, · · · , aq
f
)∞
W1
W2
]
/(1 + Π0),
Πn :=
(q2/a, q/b, · · · , q/f, q3−n/s, aqn−1, sq2n−2, bqn, · · · , fqn)∞
(aq2n, q1−n/a, bq/a, · · · , fq/a, aq2/s, sqn−1/a, aqn/b, · · · , aqn/f)∞ .
However, a remarkable simplification occurs if the fraction terminates.
6
Corollary 2. If one of aq
b
, aq
c
, · · · , aq
f
= q−N , N = 0, 1, · · · , then
1
a0 − b1
a1 − b2
. . .
=
aq(1− aq)
s(1− b)(1− c)(1− d)(1− e)(1− f)
× φ(aq; q, aq2/s, aq/b, aq/c, aq/d, aq/e, aq/f ; q).
6. Two limit cases.
In corollary 2 we can take the limit N → ∞ to obtain two limit cases at the 8φ7 level.
With f = aqN+1 , s = a2q2−N/bcde and N →∞ in corollary 2 we have
Corollary 3.
1
c0 − d1
c1 − d2
. . .
=
bcde
a2q2
(1− aq)
(1− b)(1− c)(1− d)(1− e)
× 8φ7
(
aq, q
√
aq, −q√aq, q, aq
b
, · · · , aq
e
√
aq, −√aq, aq, bq, · · · , eq
;
bcde
a2q
)
where
cn = −
(1− aqn+1
b
)(1− aqn+1
c
)(1− aqn+1
d
)(1− aqn+1
e
)
(1− aqn+1)
−q(1− qn)(1− aqn)(1− a
2qn+1
bcde
) +
a2q2n+2
bcde
(1− b)(1− c)(1− d)(1− e)
(1− aqn+1) ,
dn = q(1− qn)(1− aq
n
b
)(1− aq
n
c
)(1− aq
n
d
)(1− aq
n
e
)(1− a
2qn+1
bcde
).
If f = aqN+1 , e = a2q2−N/bcds (with s now an independent parameter) and
N → ∞ in corollary 2, then we recover the continued fraction result associated with
Askey-Wilson polynomials [4],[7].
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7. Remarks.
1. Theorem 1 generalizes a result in [5] which considered only s = qn, n = 1, 2, · · · .
2. The case s = q2 in corollary 2 is the q-analogue of Ramanujan’s famous Entry 40
in Chapter 12 of his Notebook 2 (see [5]).
3. A previous evaluation of the continued fraction in corollary 3 was given in [5]. It
was was much more complicated looking.
4. The continued fractions in corollaries 2 and 3 are not associated with orthogonal
polynomials but they do yield results for biorthogonal rational functions. This will be
reported on elsewhere.
5. Theorem 1 can be generalized slightly. In section 3 we put h = q−n . One could
consider, instead, the associated case with h = ǫq−n . However, the formulas become
considerably more complicated.
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