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Résumé 
L’objectif général de cette thèse est de caractériser la dynamique des transferts des bactéries 
fécales à l’aide d’une modélisation spatio-temporelle, à l’échelle du bassin versant (BV) dans 
une région agricole et à l’échelle événementielle. Ce projet vise à mieux comprendre l'influence 
des processus hydrologiques, les facteurs environnementaux et temporels impliqués dans 
l’explication des épisodes de contamination microbienne des eaux récréatives.  
Premièrement, un modèle bayésien hiérarchique a été développé pour quantifier et 
cartographier les niveaux de probabilité des eaux à être contaminées par des effluents agricoles, 
sur la base des données spectrales et des variables géomorphologiques. Par cette méthode, nous 
avons pu calculer les relations pondérées entre les concentrations d’Escherichia coli et la 
distribution de l’ensemble des paramètres agro-pédo-climatiques qui régissent sa propagation. 
Les résultats ont montré que le modèle bayésien développé peut être utilisé en mode prédictif de 
la contamination microbienne des eaux récréatives. Ce modèle avec un taux de succès de 71 % a 
mis en évidence le rôle significatif joué par la pluie qui est la cause principale du transport des 
polluants.  
Deuxièmement, le modèle bayésien a fait l’objet d'une analyse de sensibilité liée aux 
paramètres spatiaux, en utilisant les indices de Sobol. Cette démarche a permis (i) la 
quantification des incertitudes sur les variables pédologiques, d’occupation du sol et de la 
distance et (2) la propagation de ces incertitudes dans le modèle probabiliste c'est-à-dire le calcul 
de l’erreur induite dans la sortie par les incertitudes des entrées spatiales. Enfin, une analyse de 
sensibilité des simulations aux différentes sources d’incertitude a été effectuée pour évaluer la 
contribution de chaque facteur sur l’incertitude globale en prenant en compte leurs interactions. 
Il apparaît que sur l’ensemble des scénarios, l’incertitude de la contamination microbienne 
dépend directement de la variabilité des sols argileux. Les indices de premier ordre de l’analyse 
de Sobol ont montré que parmi les facteurs les plus susceptibles d’influer la contamination 
microbienne, la superficie des zones agricoles est le premier facteur important dans l'évaluation 
du taux de coliformes. C’est donc sur ce paramètre que l’attention devra se porter dans le 
contexte de prévision d'une contamination microbienne. Ensuite, la deuxième variable la plus 
importante est la zone urbaine avec des parts de sensibilité d’environ 30 %. Par ailleurs, les 
estimations des indices totaux sont meilleures que celles des indices de premier ordre, ce qui 
  
signifie que l’impact des interactions paramétriques est nettement significatif pour la 
modélisation de la contamination microbienne 
Enfin, troisièmement, nous proposons de mettre en œuvre une modélisation de la 
variabilité temporelle de la contamination microbiologique du bassin versant du lac Massawippi, 
à partir du modèle AVSWAT. Il s'agit d'une modélisation couplant les composantes temporelles et 
spatiales qui caractérisent la dynamique des coliformes. La synthèse des principaux résultats 
démontrent que les concentrations de coliformes dans différents sous-bassins versants se révèlent 
influencées par l’intensité de pluie. La recherche a également permis de conclure que les 
meilleures performances en calage sont obtenues au niveau de l'optimisation multi-objective. Les 
résultats de ces travaux ouvrent des perspectives encourageantes sur le plan opérationnel en 
fournissant une compréhension globale de la dynamique de la contamination microbienne des 
eaux de surface.  
 
Mots clefs : Contamination microbienne, eaux récréatives, approche probabiliste, indices de 
Sobol; AVSWAT, cartographie, modélisation spatio-temporelle.   
  
Abstract 
The aim of this study was to predict water faecal contamination from a bayesian probabilistic 
model, on a watershed scale in a farming area and on a factual scale. This project aims to better 
understand the influence of hydrological, environmental and temporal factors involved in the 
explanation of microbial contamination episodes of recreational waters. 
First, a bayesian probabilistic model:  Weight of Evidence was developed to identify and 
map the probability of water levels to be contaminated by agricultural effluents, on the basis of 
spectrals data and geomorphologic variables. By this method, we were able to calculate weighted 
relationships between concentrations of Escherichia coli and distribution of key agronomic, 
pedologic and climatic parameters that influence the spread of these microorganisms. The results 
showed that the Bayesian model that was developed can be used as a prediction of microbial 
contamination of recreational waters. This model, with a success rate of 71%, highlighted the 
significant role played by the rain, which is the main cause of pollution transport. 
Secondly, the Bayesian probabilistic model has been the subject of a sensitivity analysis 
related to spatial parameters, using Sobol indications. This allowed (1) quantification of 
uncertainties on soil variables, land use and distance and (2) the spread of these uncertainties in 
the probabilistic model that is to say, the calculation of induced error in the output by the 
uncertainties of spatial inputs. Lastly, simulation sensitivity analysis to the various sources of 
uncertainty was performed to assess the contribution of each factor on the overall uncertainty 
taking into account their interactions. It appears that of all the scenarios, the uncertainty of the 
microbial contamination is directly dependent on the variability of clay soils. Sobol prime 
indications analysis showed that among the most likely to influence the microbial factors, the 
area of farmland is the first important factor in assessing the coliforms. Importance must be 
given on this parameter in the context of preparation for microbial contamination. Then, the 
second most important variable is the urban area with sensitivity shares of approximately 30%. 
Furthermore, estimates of the total indications are better than those of the first order, which 
means that the impact of parametric interaction is clearly significant for the modeling of 
microbial contamination. 
Thirdly, we propose to implement a temporal variability model of microbiological 
contamination on the watershed of Lake Massawippi, based on the AVSWAT model. This is a 
  
model that couples the temporal and spatial components that characterize the dynamics of 
coliforms. The synthesis of the main results shows that concentrations of Escherichia coli in 
different sub-watersheds are influenced by rain intensity. Research also concluded that best 
performance is obtained by multi-objective optimization. The results of these studies show the 
prospective of operationally providing a comprehensive understanding of the dynamics of 
microbial contamination of surface water. 
 
Keywords Faecal contamination; recreational waters; probabilistic modelling; Sobol’s 
sensitivity indices; predictive mapping; AVSWAT; spatio-temporal model. 
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Chapitre 1. Introduction générale  
1.1. Contexte 
Selon le rapport « La performance environnementale de l’agriculture dans les pays de l’OCDE 
depuis 1990 » (OCDE, 2008) plusieurs problèmes de la qualité de l'eau persistent encore dans les 
pays membres de cette organisation. Il s'agit entre autres de l'eutrophisation, de la prolifération 
des algues, ainsi que la pollution chimique et bactérienne des eaux de surface. Pour plusieurs de 
ces pays, l’agriculture est souvent désignée comme responsable de ces maux. En effet, depuis 
près de 50 ans, le secteur agricole dans ces pays a connu de profondes transformations du point 
de vue de sa croissance. Celles-ci se traduisent par des modifications des systèmes d'exploitation, 
une hausse spectaculaire des quantités produites, des surfaces cultivées, de la charge animale et 
de l'utilisation d'intrants tels que les engrais organiques et les pesticides. 
Au Canada, ce phénomène est bien marqué. Depuis 1956, les superficies des pâturages 
ensemencées ont augmenté de 18,5 %; la taille moyenne des exploitations agricoles a augmenté 
de 6,9 %; la superficie des terres louées pour l'exploitation agricole de 9,9 % et le nombre de 
porcs de 7,8 % (Statistiques Canada, 2012). Ce modèle de production a d'ailleurs imposé une 
restructuration importante des élevages orientée vers la spécialisation des productions, 
l’augmentation de la taille des cheptels, ainsi que le développement des productions hors-sol. Au 
Québec, l'évolution des élevages s'est démarquée par la production laitière, bovine et porcine.  
La contrepartie de cette évolution est une exacerbation des problèmes environnementaux 
issus de la gestion inadéquate des effluents d'élevage notamment le lisier, le fumier et le purin. 
Ces effluents d'élevage contiennent de l'azote, du phosphore, du potassium ainsi que de 
nombreux éléments nutritifs secondaires et oligo-éléments qui présentent un intérêt pour la 
nutrition minérale des plantes et des apports de matières organiques au sol. De ce fait, ils sont 
utilisés comme fertilisants par les agriculteurs qui pratiquent l’épandage. Or, il s'avère que dans 
plusieurs zones au Québec, les producteurs font face à un problème majeur : le nombre et 
l'étendue des terres disponibles pour l'épandage et le recyclage sécuritaire de ces déjections 
animales; celles-ci ne sont plus suffisantes pour les volumes d'effluents d'élevage générés 
(Magnan, 2001). Pour preuve, le Centre de développement du porc du Québec (2001), mentionne 
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que seulement pour les installations sur les bassins versants de la rivière Chaudière, la superficie 
de sol manquante pour l'application de lisier et de fumier est estimée à 50 000 hectares. 
Pour combler ce manque d'espace, les agriculteurs effectuent des applications répétitives 
de lisiers sur les champs. Or, lorsque la capacité des terres agricoles d'assimiler ces effluents 
d'élevage est dépassée, les substances épandues se retrouvent éventuellement dans les eaux de 
surface et les eaux souterraines (Lavoie, 1994). Cette capacité d'assimilation ou de réception est 
limitée par l'aptitude physique des sols à retenir ou transformer ces résidus d'élevage (Lavoie, 
1994). Cette situation de surplus de fumiers ou de lisiers favorisent les mauvaises pratiques de 
disposition, et contribuent ainsi à augmenter indirectement les apports en éléments nutritifs aux 
eaux de surface et souterraines. 
Au Canada, il appert que de nombreuses fermes sont en situation de surplus de lisier. À 
titre d'exemple, la quantité de déjections par ferme a été multipliée par quatre entre 1951 et 2001 
pour l'ensemble des productions animales, mais cette quantité s'est vue multipliée par 90 dans le 
cas du porc et par plus de 100 pour la volaille (Ministère de l'environnement, 2003). Selon les 
chiffres d'Agriculture et Agroalimentaire Canada (2003) sur la production totale de fumier, le 
bétail des fermes canadiennes a produit près de 152 millions de tonnes de fumier par jour. La 
même étude mentionne que l’intensité de la production de fumier, c’est-à-dire la quantité 
produite dans une région donnée, a grimpé d’environ la moitié des sous-bassins de drainage. De 
ce total, une proportion de 38 % provenait des vaches de boucherie, suivies des vaches laitières 
(12 %), des veaux (12 %), des génisses (12 %), des bouvillons (10 %), des porcs (9 %), de la 
volaille (3 %), des chevaux (2 %), des taureaux (2 %) et des moutons (moins de 1 %). 
Cependant, cette étude mentionne que la production de fumier se concentre dans trois grands 
groupements où la production de fumier excède les 2 000 kg à l’hectare de superficie totale. Il 
s'agit du centre et du sud de l’Alberta, du sud du Manitoba et de l’Ontario ainsi que du sud-est du 
Québec. 
Au Québec seulement, une quantité de 14 millions de tonnes de lisier est produite 
annuellement dont environ 4 millions de tonnes étant du lisier de porc spécifiquement (Baril, 
2002; BAPE, 2003). Cette quantité varie considérablement d’une région à l’autre du Québec. 
Selon les données de l'Institut de la statistique du Québec, (2011) près de 82 % du cheptel porcin 
québécois est concentré dans quatre régions administratives, à savoir : Montérégie, Chaudière 
Appalaches, Centre-du-Québec et Estrie. La Montérégie demeure la principale région 
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productrice avec 33 % du cheptel. Elle est suivie par la Chaudière-Appalaches (31 %), le Centre-
du-Québec (13 %) et l'Estrie (5 %). À elles seules, ces régions sont les hôtes de 77 % de la 
production porcine au Québec (Statistique du Québec, 2011). La culture intensive du maïs, 
l'élevage porcin industriel et l'épandage excessif des effluents d'élevage s'avèrent être les 
principales causes de dégradation de la qualité des cours d'eau en Montérégie, notamment la 
rivière Yamaska (OBV Yamaska, 2013).  
Au cours des dernières années, une grande attention a été portée sur les risques physico-
chimiques associés aux épandages d’effluents d'élevage : fumiers et lisiers. Toutefois, la 
contamination microbienne des eaux, servant aux activités récréatives qui y sont associées arrive 
souvent plus loin dans la liste des priorités des problèmes à résoudre. Or, les déjections animales 
contiennent des concentrations importantes de micro-organismes dont certains peuvent être 
pathogènes. Ces derniers peuvent présenter des risques importants pour l'environnement. Ces 
risques sont plus élevés si le fumier est peu pailleux ou s'il est à proximité d'une voie de 
circulation. Dans ce contexte, certaines études (Gangbazo et al., 1996 ; Gangbazo et al., 1997) 
ont démontré que l’application de lisier de porc accroît les risques de ruissellement, et que cette 
situation s’explique principalement par l’augmentation de l’humidité du sol. Par conséquent, les 
risques de ruissellement augmentent avec le volume de lisier épandu ainsi qu’avec la rapidité 
avec laquelle la première pluie survient après l’application (Gingras, 1998 et Gingras et al., 
2000).  
Au-delà des impacts sur les écosystèmes, la présence dans des cours d'eau des bactéries 
pathogènes telles que Escherichia coli communément appelée E. coli présentes dans les effluents 
d'élevages est susceptible de compromettre les activités récréatives comme la baignade ou les 
activités nautiques impliquant un contact avec l’eau. Elles peuvent être responsables des 
infections intestinales, principalement la gastro-entérite (Mariani-Kurkdjian, 2012). Dans la 
majorité des cas, cette infection est de courte durée, et les symptômes apparaissent brutalement et 
disparaissent au bout d'un à trois jours (OMS, 2013). Cependant, dans 10 % des cas, cette 
dernière peut évoluer en un syndrome hémolytique et urémique. Les personnes les plus 
susceptibles de développer la maladie sont les enfants en bas âge (< 5 ans), les personnes âgées 
(> 65 ans) et les personnes ayant pris récemment un traitement antibiotique (Griffin et Tauxe, 
1991). Néanmoins, toute personne est potentiellement à risque et peut développer une diarrhée 
lors d'une ingestion d'E. coli.  
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Au Québec, malgré les incertitudes et le peu de cas confirmés de maladies humaines 
associées à cette contamination, le risque pour la santé publique est bien présent et pourrait 
même être en augmentation (Gingras et al. 2000). D'ailleurs, durant les dix dernières années, le 
nombre d’infections déclarées liées au stéréotype E. coli  O157:H7 a subi une hausse de 239 à 
383 (Louchini et Douville, 2001). Une étude épidémiologique sur les maladies reliées aux loisirs 
aquatiques (Sanborn et Takaro, 2013) rapporte qu'au Canada, durant la saison des baignades, la 
majorité des grands risques de gastroentérites bactériennes, ne viennent probablement pas de 
sources alimentaires, ni de l’eau potable, mais plutôt de l’exposition à l’eau durant des activités 
récréatives. Si au Canada, le premier cas d’infection d’origine hydrique par la souche O157:H7, 
lié aux activités agricoles, a été mis en évidence au début des années 1990 (Louchini et Douville, 
2001), ce n'est qu'en 2001, que la première éclosion d'E. coli O157:H7 associée à l'eau de 
baignade a été découverte à Montréal-Centre. Dès lors, quelques études au Québec (Chagnon et 
Bolduc, 2001; GCÉ, 2002; MAPAQ, 2003, Rousseau et Normand, 2004) ont montré une forte 
corrélation entre les taux d'infections transmissibles par l’eau, possiblement d’origine animale et 
l’application de lisier ou de fumier de bovins. Les auteurs mentionnent que cette corrélation, 
quoique modérée, est plus importante dans le sous-groupe des enfants âgés de moins de 5 ans. 
Dans le même ordre d'idées une autre étude (Lainesse, 1999) mentionne une éclosion de gastro-
entérite causée par E. coli O157 :H7 lors d’une baignade en rivière, dans un secteur agricole de 
la région Chaudière-Appalaches. Il a d'ailleurs été démontré que cette région est le siège du plus 
grand nombre d’épisodes et avec le plus de personnes touchées par épisode. Les principales 
raisons de ces épisodes de contamination sont liées à l’importance des activités agricoles dans 
cette région. D'autres études (Gingras et al. 2000; Ministère de l'Environnement du Québec, 
2001) ont démontré que les taux des infections transmissibles par l’eau et possiblement d’origine 
animale sont légèrement plus élevés dans les municipalités agricoles en surplus de fumier. 
Selon le recensement des éclosions d’origine hydrique effectué auprès des directions de santé 
publique (DSP) et le Ministère de la Santé et des Services Sociaux (MSSS), une éclosion de 
gastro-entérite d'origine hydrique est survenue en Montérégie au mois de septembre 2000. 
Concernant cette éclosion, huit (8) cas étaient de nature infectieuse et causés par l’ingestion 
d’eau dans un milieu de loisir (GCÉ, 2002).  
À l’été 1998 et au début des années 2000, plusieurs cas de dermatite du baigneur ont été déclarés 
dans les Centres de Santé et de Services Sociaux (CSSS) de Beauce et de la région de Thetford 
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(Bolduc, 1998; Chagnon et Bolduc, 2000; MSSS, 2005; Turcotte, 2006). Il ressort que le lac 
Fortin à Saint-Victor et le lac Poulin à Saint-Benoît-Labre sont les principaux plans d’eau où des 
cas de dermatite du baigneur se sont déclarés, pour le CSSS de Beauce. Quant aux CSSS de la 
région de Thetford, plusieurs épisodes de dermatites sont survenus au Lac Aylmer, qui chevauche 
Chaudière-Appalaches et l’Estrie, et quelques cas au lac à la Truite à Thetford Mines. Là encore, 
le surplus de fumier dans ces municipalités en serait la cause (Chagnon et Bolduc, 2001, MSSS). 
En Estrie, l’un des cas les plus médiatisés est celui d'une fillette de trois ans et demie, qui reste 
avec des séquelles après avoir contracté la gastro-entérite suite à une baignade à plage du parc de 
la Plage-Municipale de Deauville (Bombardier, 2011). 
Au Québec, bien que les problèmes de santé associés aux contaminants dans les eaux 
récréatives soient peu documentés, du fait que les cas sont rarement signalés aux responsables de 
la santé, ces cas de gastro-entérites et de dermatites laissent entrevoir l’existence d’un risque 
potentiel de santé publique en lien avec la pollution des eaux récréatives par des bactéries. Il est 
alors important d'améliorer les mécanismes de surveillance des risques liés à l'eau. 
La surveillance des agents pathogènes dans l’eau est indispensable pour comprendre leur 
variation spatio-temporelle, leur concentration et les facteurs qui contrôlent leur dynamique. 
Jusqu’à présent, la surveillance de la qualité des eaux récréatives est réalisée par des 
prélèvements d’échantillons d’eau. Ces méthodes de surveillance ne protègent pas suffisamment 
contre les maladies dues à la baignade et, au Canada la plupart des baignades se font dans des 
eaux sans surveillance (Sanborn et Takaro, 2013). Il y a donc un besoin de développer des 
méthodes efficaces de surveillance de la qualité microbienne des eaux des plages publiques. 
La compréhension des processus hydrologiques et ceux impliquant le devenir et la 
mortalité des bactéries est essentielle pour évaluer la dynamique spatio-temporelle de la 
contamination des eaux. De ce fait, la modélisation agro-hydrologique spatialisée devient l’outil 
privilégié pour la simulation de la qualité des eaux au niveau des bassins versants. Actuellement, 
il existe plusieurs modèles agro-hydrologiques couplés aux Systèmes d'Informations 
Géographiques (SIG), afin d'étudier la dynamique des flux de contaminants et la qualité de l’eau 
en rivière dans le temps (Prado et Daniel, 2000; Pei et Zhao, 2000) et l’espace (Zeilhofer et al., 
2007, Nas et Berktay, 2010; Sener et Davraz, 2013). Si l'usage des modèles agro-hydrologiques 
permet d’identifier plusieurs éléments compromettant la qualité des eaux, peu de modèles 
opérationnels, ne permettent pas encore de définir un schéma fonctionnel suffisant pour 
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cartographier et prédire les dynamiques temporelles de contamination des eaux par les 
coliformes dans des zones à vocation agricole.  
C’est dans ce contexte que nous soulevons l’importance de développer un modèle spatio-
temporelle impliquant les processus hydrologiques, les caractéristiques agro-pédo-climatiques et 
leurs interactions avec la mortalité et le devenir des bactéries en vue de développer un schéma de 
prévisions des épisodes de contamination bactériennes des eaux récréatives. 
1.2. Objectifs de la thèse 
L’objectif de cette thèse est de comprendre, de prédire et de cartographier la dynamique spatio-
temporelle de la contamination microbienne des eaux récréatives par une modélisation 
spatialement explicite. Celle-ci intègre les processus hydrologiques de surface, les 
caractéristiques agro-pédologiques et pluviométriques. Pour répondre à cet objectif, nous avons 
procédé en trois étapes, chacune reposant sur une approche de modélisation et correspondant aux 
trois parties de ce travail de thèse. 
Dans la première partie de notre travail, l'objectif a été d'identifier et de hiérarchiser les facteurs 
spatiaux qui influencent considérablement la contamination des eaux à partir d'un modèle 
probabiliste bivarié : le «poids de la preuve». Ce premier aspect a ainsi conduit à caractériser 
l'occurrence spatiale de la contamination microbienne et produire des cartes de susceptibilité, 
afin de déterminer les secteurs les plus favorables aux épisodes de contamination microbienne.  
Le deuxième objectif de ce travail a consisté à étudier comment la variabilité des facteurs 
spatiaux du modèle probabiliste bivarié se répercute sur la contamination microbienne, et 
présenter la méthodologie d’analyse de sensibilité du modèle probabiliste bivarié. Il s'agit dans 
cette partie, de quantifier l'aide des indices de SOBOL, le domaine de variabilité des sorties de ce 
modèle probabiliste, en déterminant la part de variance due à l'occupation du sol et aux 
caractéristiques pédologiques.  
Enfin, le troisième objectif a consisté en la modélisation des flux de coliformes dans les 
eaux de surface dans un contexte événementiel. Dans cette partie, un modèle événementiel 
AWSWAT a permis de représenter la dynamique de transfert temporel des flux de coliformes à 
travers un large panel de scenarii sur plusieurs années. Ce modèle a tenu compte de l’ensemble 
des connaissances disponibles sur les caractéristiques d'une pluie, en particulier la hauteur, la 
durée et l’intensité de la pluie. À travers ce modèle, nous avons mis en évidence une valeur seuil 
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des intensités de pluies nécessaire au déclenchement du transport des coliformes vers les eaux. 
1.3. Organisation de la thèse 
Cette thèse est organisée en quatre chapitres auxquels s'ajoutent une introduction générale et une 
conclusion finale ainsi que les perspectives de recherche et une liste des références 
bibliographiques consultées.  
Dans le premier chapitre 1 il s'agit de situer la problématique de la contamination microbienne 
dans un contexte général. 
Le chapitre 2 expose la cartographie de la contamination microbienne des eaux à l’aide d’une 
approche probabiliste issue du poids de la preuve (PdlP). Il s’agit dans cette partie de quantifier 
et cartographier les niveaux de probabilité des eaux à être contaminées par des effluents 
agricoles, sur la base des données spectrales et des variables géomorphologiques, tout en tenant 
compte de leurs occurrences spatiale et temporelle. 
Le chapitre 3 est consacré à la quantification des incertitudes liées aux simulations de la 
contamination microbienne des eaux et l'analyse de sensibilité paramétrique à l'aide des indices 
de Sobol. L’enjeu principal est la compréhension du comportement de PdlP aux changements de 
variables et à travers différents scénarios, pour caractériser sa réponse dans un intervalle de 
confiance en tenant compte des incertitudes associées aux variables spatiales. 
Dans le chapitre 4 nous abordons l’influence des caractéristiques pluvieuses sur la dynamique de 
la contamination microbienne des eaux à travers le modèle agro-hydrologique ArcView Soil and 
Water Assessment tools (AVSWAT). Il s’agit ici de prédire de manière temporelle la charge 
bactérienne véhiculée lors de la pluie dans les eaux récréatives à l’échelle du BV du lac 
Massawippi, en tenant compte de la hauteur, la durée et l’intensité d’un épisode pluvieux. Ce 
chapitre expose la démarche de calage et de validation du modèle et propose une discussion des 
résultats obtenus qui identifient les principaux traits de fonctionnement du BV. La conclusion de 
ce mémoire présente une synthèse de nos contributions proposées dans les différents chapitres 
ainsi que les perspectives de recherche qu'il serait intéressant de développer pour compléter les 
limites et élargir nos travaux.  
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Chapitre 2. Revue de Littérature 
2.2. Revue de littérature 
Pour percevoir l’avancée des recherches sur la cartographie de la qualité des eaux, nous avons 
procédé à une revue de littérature permettant de bien cibler les facteurs influant la contamination 
microbienne ainsi que les problématiques générales liées à sa cartographie dans le cadre de la 
contamination des eaux. Nous donnons en introduction une description de la bactérie E. coli. 
2.2.1. Escherichia coli et sa survie dans les eaux 
Escherichia Coli dénommé E. coli est une bactérie de la microflore commensale intestinale de 
l’homme et des animaux à sang chaud (mammifères et oiseaux) (Greatorex et Thorne, 1994). Le 
genre Escherichia appartient à la famille des Enterobacteriaceae qui regroupe des espèces 
fréquemment isolées du tube digestif ou des fèces des mammifères. Leur présence dans l’eau 
fournit ainsi une indication sur une éventuelle contamination fécale par des bactéries. En dehors 
d’E. coli, le genre Escherichia regroupe E. blattae, E. fergusonii, E. hermanii et E. vulneris. 
Chaque espèce d’Escherichia possède des caractéristiques biochimiques spécifiques, permettant 
de les différencier (Grimont, 1987). Par ailleurs, bien que la majorité des souches d’E. coli soient 
commensales, certaines d’entre elles sont associées à des pathologies intestinales (Levine, 1987) 
ou extra-intestinales (Pohl et al., 1989) très diverses chez l’homme. 
Concernant, la survie et la croissance d’E. coli dans divers milieux, plusieurs études 
(Yaun et al., 2003) s’accordent sur le fait que les paramètres environnementaux tels que la 
température, le PH, et les radiations solaires (UV) semblent avoir une influence négative sur la 
survie de celle-ci. 
L’effet sur la température est beaucoup documenté comparativement aux deux autres 
facteurs. Cependant, les résultats obtenus sont contradictoires. La principale raison de ces 
différences est que la majorité de ces études sont réalisées sur des fèces contaminées 
artificiellement, à des niveaux différents et dans des conditions expérimentales variées. Certains 
auteurs comme Ogden et al. (2002); Gagliardi et Karns, 2002; Islam et al. (2005) ont décrit un 
effet positif des faibles températures sur la survie d’E. coli O157:H7. Ils associent cet effet à un 
ralentissement du métabolisme cellulaire du pathogène et celui de toutes les activités 
compétitives et/ou antagonistes des bactéries indigènes du sol ou de l’eau. Ces résultats sont les 
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mêmes que ceux de nombreux auteurs qui ont montré que les basses températures prolongeraient 
la survie des coliformes fécaux (Smith et al., 2006 ; Hughes, 2003; Noble et al., 2004). 
Cependant, Jiang et al. (2002) ont démontré le contraire dans leur étude. D’après ces derniers, la 
survie d' E. coli pourrait atteindre 231 jours à 21°C. Alors que cette durée baisse de 77 jours à 
5°C. Mukherjee et al. (2006) soutiennent également que la survie de cette bactérie pathogène est 
plus faible à 4°C qu’à température ambiante (10 contre 92 jours). En fait, l’examen de ces études 
laisse croire que d’autres paramètres en plus de la température contrôlent la survie des bactéries. 
D’ailleurs, dans ce contexte Wang et al. (2004) ont étudié les effets simultanés de la température, 
l’activité de l’eau et le niveau de contamination initial des fèces sur la survie d'E. coli. Dans un 
premier temps les auteurs ont conclu que la durée de vie est plus longue à une température de 
5°C comparativement à 22°C ou 35°C pour un même taux de contamination initial soit 105 ufc/g 
(respectivement, 70 jours, 56, jours et 49 jours). Dans les réservoirs d’eau douce Wang et Doyle, 
(1998) ont démontré que la survie du pathogène est d’autant plus longue que la température est 
elle-même plus basse. Ils affirment qu’à 8°C, la population d’E. coli O157:H7 diminue de 2 
unités décimales après 91 jours d’incubation alors qu’à 15 et 25°C, le pathogène ne serait pas 
détecté après 14 et 21 jours.  
2.2.2. La distribution des bactéries dans l’eau 
Le phénomène de distribution, c'est-à-dire le déplacement des polluants dans leur milieu 
récepteur, est primordial puisqu'il détermine leur accumulation ou leur dilution dans l'eau. Pour 
comprendre et représenter les facteurs influençant ce phénomène, il nous est apparu nécessaire 
d’examiner chacun d’entre eux. Nous nous sommes limités ici à la prise en compte des deux 
facteurs météorologiques prépondérants dans notre problématique, à savoir le vent et les 
processus hydrodynamiques. 
Une fois rejetées dans les milieux aquatiques, les bactéries peuvent se disperser 
rapidement dans le milieu. Le vent est l’un des paramètres les plus importants pour le transport et 
la dispersion des polluants dans l’eau des lacs (Servais et al., 2005). Les océans et les rivières ont 
un système naturel de dilution pour les polluants arrivant, tandis que les lacs n'ont pas de réel 
point de sortie. Dans ces écosystèmes, la dispersion sera plus influencée par l’action du vent et 
quelques processus hydrodynamiques (Pommepuy et al., 2005). 
Le vent intervient à toutes les échelles tant par sa direction que par sa vitesse. De ce fait, 
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son influence sur la pollution bactérienne est variable selon la profondeur du lac. D’une part, les 
courants induits par le vent conduisent à un taux de renouvellement de l’eau et un pouvoir 
dispersif du milieu. Ces derniers modifient la circulation des masses fluides dans un lac, ce qui 
affecte directement la dispersion des nutriments, des polluants et par voie de conséquence, la 
productivité des écosystèmes. Ainsi, dans des lacs peu profonds, la circulation d'eau induit une 
augmentation du mélange, une augmentation de la suspension des sédiments et des nutriments à 
partir du fond. Ceci conduit d’une part à une plus grande accessibilité aux nutriments et, d’autre 
part à l’accroissement de la turbidité de l'eau. Or, pour une turbidité importante, l’effet germicide 
des rayons solaires est limité et le T90 d’E. coli est plus long (Pommepuy et al., 2005). Par 
ailleurs, des vents faibles sont à l’origine d’une stabilité plus grande de la colonne d'eau, un 
mélange plus réduit, de moindres concentrations en polluants et nutriments. Les déplacements 
des masses d’eau dus aux vagues et provoqués par les vents entrainent alors le brassage des eaux, 
occasionnant ainsi la dispersion horizontale ou verticale des polluants, la remise en suspension 
des contaminants bactériens piégés dans les sédiments superficiels. Le brassage engendré par ces 
vents est donc susceptible de rendre les nutriments plus accessibles aux bactéries. Il existe un 
lien de causalité entre le brassage créé par les vagues et la vitesse du vent, qui sont des 
mécanismes par lesquels les bactéries sont dispersées dans le milieu lacustre et remis en 
suspension, avec altération consécutive de la qualité microbiologique de l’eau. 
Les facteurs hydrodynamiques qui s’appliquent à l’E. coli incluent la dilution dans le 
milieu aquatique récepteur, la dispersion, la sédimentation et la suspension. Les deux premiers 
processus dépendent uniquement de l’hydrodynamique du système tandis que les deux derniers 
sont conditionnés par l’attachement des bactéries fécales à des matières en suspension 
(Pommepuy et al., 2005). À la diffusion réelle due aux phénomènes hydrodynamiques, s'ajoute 
une décroissance bactérienne due aux phénomènes d'autoépuration. Les mécanismes explicatifs 
de cette décroissance bactérienne sont assez mal connus. Mais quelques paramètres semblent 
avoir plus d'influence sur le pouvoir auto-épurateur des eaux. Il s’agit de la température et de 
l'intensité lumineuse ainsi que de la turbidité des eaux. D'autres facteurs jouent également un rôle 
direct ou indirect : le pH et les antagonismes entre organismes vivants. L’impact général du vent 
et des facteurs hydrodynamiques sont connus qualitativement mais sans avoir de moyens précis 
de les quantifier. 
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2.2.3. Transport des bactéries par les matières en suspension dans l’eau 
Il est unanimement admis que les particules en suspension jouent un rôle important 
comme vecteur physique dans le transport des polluants bactériens. Les bactéries sont ainsi 
véhiculées par ces particules sur de grandes distances en comparaison avec les distances qu’elles 
pourraient parcourir seules en leur absence (Kretzschmar et al., 1999). En effet, les bactéries sont 
soumises à des forces biologiques et physico-chimiques qui influencent leur mouvement. Ces 
forces produisent alors des mécanismes de rétention qui incluent la filtration, l’absorption, 
l’interception, l’attachement et la sédimentation. De ce fait, elles peuvent s’accrocher aux 
surfaces des particules et former des biofilms qui leur permettent une meilleure protection aux 
fluctuations chimiques et une teneur parfois élevée en nutriments et en matière organique. 
Puisque les bactéries ont tendance à être absorbées par des particules et former des bio-films, 
celles-ci suivent le déplacement de ces supports et au final, sédimentent aux fonds des cours 
d’eau dépendamment de leur débit. Les bactéries se retrouvent ainsi sur des fonds vaseux plus 
favorables à leur survie. Ainsi, lors de brassages dus au vent, aux activités dans l’eau, ces 
bactéries peuvent être éventuellement remises en suspension et polluer les plages sans qu’il n’y 
ait de déversement d’eaux usées. D’ailleurs, les concentrations en bactéries fécales observées 
dans les sédiments sont souvent de 10 à 1000 fois supérieures à celles de la colonne d’eau sus-
jacente. 
Dans la littérature, plusieurs auteurs s’accordent à dire (Kretzschmar et al., 1999), qu’une 
fraction allant jusqu’à 94 % peut être fixée sur le matériel particulaire. Cette fraction fixée 
correspondrait à la partie la plus active du peuplement bactérien. Le transfert des bactéries sur 
des particules leur occasionne un stress puisqu’elles peuvent passer d’un milieu riche en 
nutriments, correspondant à leur habitat primaire, à un milieu oligotrophe. En réponse donc à ce 
stress, les bactéries fécales développent des stratégies de survie leur permettant de persister dans 
un tel milieu. Après leur arrivée dans le cours d’eau, le nombre de bactéries attachées aux 
sédiments et leur croissance dépendent de plusieurs facteurs. Un des premiers paramètres 
dominants est la température (Annexe 1). Un autre facteur de survie est la profondeur de 
sédimentation. Quelques études ont démontré une abondance graduée qui correspond à un 
gradient décroissant de concentration des bactéries au fur et à mesure que l’on s’éloigne de la 
surface. Jacquet et al. (2005) indique que l’abondance bactérienne dans les sédiments lacustres 
varie entre 2,5 et 600 × 1010 ml1.  L’abondance diminue toutefois avec la profondeur. Des 
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résultats similaires ont été obtenus par Etienne et al. (2007) qui ont dénombré les bactéries dans 
les sédiments d'un marais salé de Caroline du Nord. Les résultats obtenus ont montré que la 
concentration des bactéries varie de 2,19 à 2,58 × 109 cells/cm3 de sédiments à une profondeur de 
20 cm, tandis qu’à la surface, cette valeur se situe entre 8,36 et 10,90 × 109 cells/cm3 de 
sédiments.  
2.2.4. Corrélation entre E. coli et les matières en suspension 
La principale étude qui établit la corrélation entre E. coli et les matières en suspension 
(MES) des zones de baignade en eau douce, est celle de Servais et al. (2005). Cette étude 
propose un modèle expliquant la relation entre la concentration des bactéries et les MES. 
L’approche de mesure utilisée est le suivi de l’activité glucuronidase d’E. coli pour expliquer la 
présence de coliformes dans les MES. Elle ne nécessite pas le décrochage d’E. coli du support 
solide pour les quantifier. En comparaison, les méthodes de mise en culture, sont beaucoup plus 
laborieuses.  
À partir de la méthode de suivi de l’activité glucuronidase d’E. coli et un échantillonnage 
des teneurs très variées des MES, une régression linéaire entre le taux de bactéries attachées et la 
teneur en MES a été établie. Ce modèle explique à peu près 80 % des variations des 
concentrations d’E. coli. De manière générale, le modèle semble prédire avec une efficacité assez 
importante les taux d’E. coli dans les MES, et ainsi être en mesure de prévoir les journées 
d'ouverture ou de fermeture de la plage. La mise en place de cette équation revient aussi à dire 
que, plus la teneur en MES est élevée, plus la part de l’activité due aux E. coli fixés aux MES 
augmente. Par ailleurs, les auteurs ont remarqué que dès que la concentration en MES dépasse 
200 mg/l, la quasi totalité de l’activité est due aux E. coli fixés aux MES. D’autres résultats de 
cette étude montrent que la quantité d’E. coli libre dans la colonne d’eau disparait deux fois plus 
vite que la quantité d’E. coli fixée aux MES. Servais et al. (2005) ont aussi observé que les E. 
coli sont distribués de façon assez homogène entre les différentes classes de taille de particules. 
Les résultats obtenus par Servais et al. (2005) mettent en évidence l’importance du lien existant 
entre les concentrations en MES et les coliformes, d’où l’importance de considérer les MES lors 
de la modélisation de la dynamique d’E. coli. Ce lien s’avère donc un élément clé pour évaluer 
par télédétection le risque sanitaire associé aux bactéries ainsi que l’évaluation de leur 
concentration en zones de baignade. 
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L’intérêt d’une telle relation permet tout d’abord de mieux comprendre la dynamique d’E. 
coli en relation avec les MES. Ensuite, si cette relation est bien établie, elle peut permettre de 
cartographier les niveaux de pollution bactérienne sur des secteurs non mesurés à partir des 
mesures satellitaires. En effet, les concentrations des bactéries sont estimées sur la base d'une 
relation statistique entre la teneur en MES et la réflectance diffuse des eaux, à une longueur 
d'onde donnée. Or, les MES modifient les interactions de la lumière avec l’eau et donc également 
le signal reçu par le satellite. L’inversion de ce signal pour estimer directement les concentrations 
d’E. coli devient alors difficile. En principe, dans la bande bleue du visible la réflectance de l’eau 
pure est assez forte. Elle diminue ensuite rapidement pour devenir très faible dès le proche 
infrarouge. En effet, il y a diffusion de la lumière par les molécules d’eau et les corps dissous (la 
diffusion de Rayleigh), qui joue un rôle important uniquement dans les courtes longueurs 
d’ondes (couleur bleue). Par contre, quelques centimètres suffisent pour absorber tout le 
rayonnement solaire dans le proche infrarouge (0,7µm à 1,4µm) et le moyen infrarouge (1,5 µm 
à 3 µm). L’eau apparaît donc noire dans ces longueurs d’onde (Guyot 1989). La réflectance sous 
la surface dépend uniquement des propriétés inhérentes de la colonne de l'eau, et non pas des 
conditions instantanées d'éclairement. À cela s’ajoutent, la sous-représentativité des phénomènes 
expliquant la présence des particules dans l’eau et de manière plus récurrente, les erreurs liées à 
la paramétrisation des coefficients d’absorption et de rétrodiffusion des MES. Une approche, 
basée sur la modélisation de la qualité de l’eau permettra d’appréhender certaines 
caractéristiques de la pollution bactérienne susceptibles d’influencer les mesures de réflectances 
à différentes longueurs d’ondes. Cet outil est susceptible de prédire la concentration des bactéries 
en étudiant l’impact de scénarios de changement d’utilisation du sol sur la qualité des eaux. Il 
serait donc nécessaire d’utiliser conjointement le modèle de la qualité de l’eau avec l’approche 
par télédétection dans le but de fournir un aperçu général de la contamination bactérienne que 
l’on ne peut pas obtenir à l’aide des approches optiques par télédétection.  
2.2.3. Facteurs influant la contamination des eaux de surface 
2.2.3.1. Les variables géomorphologiques 
La topographie du milieu, conjuguée aux conditions climatiques, notamment l'intensité des 
pluies, est un facteur déterminant du transport des bactéries en autant que les conditions du sol 
s'y prêtent (Crane et al., 1983; Gabet et al., 2003). Ce facteur intervient indirectement en agissant 
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sur le ruissellement de l’eau, la vitesse de son écoulement de surface et de ce fait, sur les 
processus de transport (Etzelmüller et al., 2000; Gabet et al., 2003). En principe, l’influence 
potentielle de la topographie au transport des bactéries est fonction des caractéristiques de la 
pente qui sont : la forme, la longueur ainsi que l’inclinaison. Ces dernières agissent 
principalement sur les paramètres de détachement des matières en suspension, favorisant ainsi la 
dynamique des contaminants. D’ailleurs, ces auteurs (Mutchler et Greer, 1980; Poesen, 1984; 
Poesen, 1987) ont démontré que, plus la pente est forte, plus le ruissellement est important, 
entrainant une importante quantité de sédiments par augmentation de la vitesse d’écoulement; 
puisque les particules en suspension jouent un rôle important comme vecteur physique dans le 
transport des polluants bactériens. Ce dernier, via les sédiments, dépend non seulement de 
l’inclinaison de la pente mais aussi de la rugosité du sol. Cependant, certains auteurs (Machado 
et al., 2006) estiment que ce transfert de bactéries est influencé par d’autres facteurs tels que 
l’occupation du sol et la rugosité de la surface. Ces auteurs soulignent d’ailleurs que sur un sol 
nu, le ruissellement serait directement proportionnel à l’inclinaison de la pente et aux 
concentrations des polluants. Cependant, aucune relation significative n’a été observée sur des 
surfaces couvertes. Par ailleurs, on estime que cette relation est fonction de la perméabilité des 
sols (Berville et al., 2006). En effet, sur des sols imperméables, le ruissellement pluvial n’est pas 
fonction de la pente, mais de l’intensité de la pluie. Par contre, si les sols sont relativement 
perméables, la pente aura une influence certaine sur l’infiltration et donc le ruissellement. Dans 
le même contexte certains auteurs (Etzelmüller et al., 2000; Kirsch et al., 2002) admettent que le 
transport des sédiments croît avec la longueur de la pente. Cela s’explique par le fait que les 
pentes les plus longues permettent une plus forte accumulation du ruissellement, ce qui accroît 
l’énergie globale de celui‐ci et sa force de détachement. 
2.2.3.2. Les variables pédologiques 
Les caractéristiques du sol sont un facteur de grand intérêt dans la dynamique des coliformes 
vers les eaux de surface (Green et al., 2007). Par sa texture, le sol intervient sur le bilan hydrique 
en agissant directement sur la vitesse d'infiltration et de ruissellement, et indirectement sur le 
transfert des polluants. À ce sujet plusieurs études (Fenlon et al., 2000; Kay et al., 2005b) ont 
démontré que la texture du sol, sous l’action conjuguée de paramètres environnementaux, a une 
influence directe la survie des polluants. D’ailleurs, ces études ont prouvé que les sols compactés 
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et peu perméables, notamment argileux, sont propices au ruissellement des coliformes. Les 
mêmes auteurs soutiennent que la survie d’E. coli est inférieure dans un sol sableux par rapport à 
des sols argileux ou limoneux. Ces études admettent que E. coli est capable de survivre pendant 
quatre mois dans des sols argileux et limoneux contre seulement huit semaines dans un sol 
sableux. En effet, l’action et le rôle des sols argileux sont d'une importance capitale en termes de 
protection aux fluctuations chimiques et au transfert des bactéries. Green et al. (2007) et Guber 
et al. (2007) ont démontré que la présence de la matière organique dans le sol joue également un 
rôle considérable dans le transport et la survie d’E. coli. Ce deuxième effet compense largement 
le premier puisque c’est le taux de matière organique qui favorise la rétention des bactéries aux 
particules solides, formant ainsi un filtre qui empêche leur mouvement en profondeur, les 
bactéries s’accumulant aux premiers centimètres du sol. 
2.2.3.3. Les variables climatiques : les précipitations 
Quelques recherches ont été réalisées afin de quantifier l’influence de la pluie sur la 
contamination microbiologique des eaux de surface (Kay et al., 2005a; Guber et al., 2005; 
Grimaldi et al., 2006). Ces travaux de recherche ont mis en évidence le rôle important de la pluie 
dans le transport par ruissellement des contaminants vers les milieux récepteurs. En effet, en tant 
qu'agent érosif, la pluie par la force de son énergie occasionne le décollement des particules 
tandis que le ruissellement génère une mise en suspension qui favorise le déplacement des 
polluants. Cependant, ces auteurs s’accordent sur le fait que la pollution par le ruissellement ne 
dépend pas essentiellement des caractéristiques de la pluie; mais plutôt de la conjonction de 
plusieurs phénomènes dont : les délais entre l’épandage de fumier et la texture du sol. Dans ce 
cadre, d’autres études (Auzet, 1990) ont démontré que l'action dégradante de la pluie est 
maximale pour des textures dont le diamètre médian est compris entre 63 et 250 μm. Ce qui 
correspond à la gamme de sol limoneux et limono-sableux. 
2.2.3.4. Les variables liées à l’occupation du sol  
La connaissance de l’occupation du sol d’un BV est fondamentale pour déterminer la distribution 
spatio-temporelle des apports de polluants. Ce facteur influence indirectement la répartition du 
transfert entre infiltration et ruissellement mais aussi les quantités de polluants transférées 
(Durand et al., 2006; Goss, al., 2008). Dans la littérature, plusieurs catégories d’occupation du 
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sol ont été identifiées afin d’expliquer cette influence. Il ressort que la relation existante entre 
l’occupation du sol et le flux de polluants transférés est fonction d’un jeu complexe de facteurs 
interdépendants (Aitken, 2003; Kay et al., 2005b). Cependant, il est unanimement admis que la 
végétation joue un rôle prépondérant dans le transport des polluants. L’analyse de Goss et al. 
(2008), montre que sous les mêmes conditions climatiques, le ruissellement et le flux des 
polluants augmentent avec une diminution du couvert végétal. Ils soulignent par ailleurs que le 
coefficient de ruissellement favorisant le transport, est presque nul lorsque la couverture végétale 
dépasse 65 %. La principale raison évoquée est l’obstacle que forme la végétation face aux 
écoulements ainsi que son caractère stabilisant de particules du sol. Les auteurs concluent enfin 
qu’à l’occupation du sol s’ajoutent d’autres variables comme la matière organique du sol, la 
densité apparente du sol, le couvert de litière et le gradient de pente qui peuvent affecter la 
production de ruissellement.  
La distance des zones d’épandage au réseau hydrographique est également un facteur à 
prendre en considération pour les études concernant la qualité des eaux. En effet, comme l’ont 
démontré plusieurs études (Kay et al., 2005b; Durand et al., 2006), plus la distance entre une 
parcelle et le réseau hydrographique est grande, plus les processus de rétention et de mortalité 
des bactéries sont élevés et plus la pollution est réduite. Cependant, peu de travaux chiffrent la 
distance au-delà de laquelle une parcelle n’est plus contributrice à la pollution d’un cours d’eau. 
2.2.4. Méthode de cartographie de la qualité des eaux de surface  
Nombreuses sont les études portant sur la cartographie de la qualité des eaux (Ruhard, 1978; 
Schnebelen et al., 2001; Seguin et Baudry, 2002). De façon générale, les approches utilisées 
peuvent se repartir en deux grandes catégories : les approches qualitatives et les approches 
quantitatives.  
2.2.4.1. Les méthodes qualitatives 
Traditionnellement, la cartographie de la qualité des eaux face à une pollution se fait à l’aide de 
l’approche qualitative à travers les méthodes de pondération et d’indexation des critères (Pételet 
et al., 2006; Dörfliger et al., 2004; Kavouri et Gouin, 2009). Le principe de ce type d’approches 
consiste à combiner les cartes de chacun des paramètres morphologiques en donnant un index 
numérique à chaque paramètre. Pour ce faire, l’expertise d’un professionnel est indispensable 
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pour l’établissement de la liste des facteurs et des modalités des classes. L’intervention de ce 
dernier contribue ainsi à l’élaboration de procédures et de méthodes permettant de mettre en 
place des bases de règles pour la modélisation de la dynamique de la pollution. Bien que la 
cartographie à index avec pondération des critères soit l’approche la plus utilisée pour déterminer 
la susceptibilité des eaux à la pollution, plusieurs auteurs (Plagnes, 2006; Pranville, 2008) 
estiment que les cartes mises en place pour une même zone peuvent varier d'un concepteur à un 
autre à cause de la détermination des poids des paramètres parfois subjective. Ce constat pose 
ainsi la question de validation de cette approche encore problématique. 
À la lumière de la littérature consultée, les points de vue sont très controversés quant à la 
pertinence des approches qualitatives pour l’évaluation de la susceptibilité des eaux à la 
pollution. Schnebelen et al. (2001); Li et al., (2010) sont très sceptiques quant à l’opportunité 
d’utiliser la cartographie à index. Ces auteurs soulignent que ces méthodes nécessitent de prendre 
en compte tous les aspects subjectifs du problème considéré, pour l’attribution des poids aux 
différents facteurs. À ce problème, s’ajoute un questionnement sur l’incertitude et l’imprécision 
des données utilisées pour quantifier les différents facteurs et la façon d’en tenir compte (Corgne, 
2004). Pour prendre en charge ces limites, des approches alternatives telles que les lois de la 
probabilité et la règle de décision bayésienne, la théorie de l’évidence sont proposées (Maquaire 
et al., 2004). Cependant, Corgne (2004) présente des conclusions plutôt enthousiastes. Il soutient 
que la subjectivité liée à la mise en place de ces méthodes n’influence pas autant la qualité des 
résultats lorsque les paramètres environnementaux sont bien connus.  
2.2.4.2. Les méthodes quantitatives  
Dans l'objectif de mettre au point des méthodes plus objectives, les approches quantitatives ou 
probabilistes ont été développées pour cartographier la susceptibilité des eaux aux pollutions 
diffuses ou ponctuelles. Le principe de ces méthodes est basé sur l’information obtenue des 
interrelations entre les facteurs conditionnant un phénomène donné et sa distribution. Ces 
méthodes peuvent être regroupées en deux principaux groupes: l’approche bivariée et l’approche 
multivariée. La première approche consiste à assigner des poids aux variables prises en compte 
et à chacune des classes de chaque variable, pour l’élaboration d’une carte (Omlin et Reichert, 
1999; Sin et al., 2009). La pondération de chaque facteur contributif est ainsi obtenue à l’aide de 
différents algorithmes précis de manière objective, sans l’intervention d’experts. 
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Dans la littérature, l’une des techniques probabilistes les plus répandues est celle des 
méthodes bayésiennes (Kuczera, 1997; Kuczera et Parent, 1998; Corgne, 2004; Kanso, 2004). Le 
principe de cette approche considère qu’il existe deux sources d'informations à propos d'un 
paramètre inconnu : une information a priori, basée sur des données historiques ou sur la 
connaissance du modélisateur avant de n’assembler aucune observation, et une information a 
posteriori obtenue par des observations ou par expérience. Par suite, l'information sur les 
paramètres est actualisée à partir d'une connaissance a priori des paramètres, représentée par une 
probabilité Pp, vers une probabilité a posteriori Ppst en utilisant les informations dans les 
données observées (Kanso, 2004). 
Dans la littérature, plusieurs auteurs (Beven et Binley, 1992; Kuczera et Parent, 1998; 
Campbell et al., 1999; Kanso, 2004) ont essayé l'utilisation des modèles bayésiens pour la 
modélisation de transfert de produits phytosanitaires, des flux de rejets urbains à l’échelle du BV. 
De ces études, il ressort que les modèles bayésiens permettent de mieux prendre en compte les 
incertitudes sur les paramètres d’entrée. Par ailleurs, ces facteurs n’ont aucune influence l’un sur 
l’autre dans le calcul des pondérations (Kuczera et Parent, 1998). En somme, les approches 
probabilistes permettent d’identifier et de hiérarchiser les variables géographiques qui ont un rôle 
important dans la genèse d’un phénomène donné. Ces modèles vont au-delà de simples modèles 
descriptifs en permettant la prédiction des occurrences spatiales (Campbell et al., 1999; Kanso, 
2004; Smith et Marshall, 2008). 
Au niveau des méthodes multivariées, les analyses logistiques sont souvent les plus 
utilisées (Reghunath et al., 2002; Shrestha et Kazama, 2007). Il s’agit de méthodes 
correspondant à un modèle non-linéaire, permettant de calculer la probabilité d’occurrence 
spatiale d’un phénomène en fonction des variables de prédisposition et de déclenchement, en se 
basant sur une fonction sigmoïdale (Steven et al., 2001). Cette approche a permis à Turgeon 
(2011) d’analyser la relation entre un groupe de déterminants agroenvironnementaux et la 
contamination fécale des eaux récréatives. Des auteurs (Boyacioglu, 2008; Yang et al., 2010, Fan 
et al., 2010) soutiennent d’ailleurs que de tels modèles permettent de prévoir les changements 
temporels dans une zone donnée, ce qui permet de déterminer le lieu du changement. 
L’utilisation fréquente dans plusieurs études des régressions logistiques s’explique par leur 
capacité d'analyse des causes explicites dans l'espace et de prévision des changements potentiels 
dans une zone donnée (Zhang et al., 2009; Zhang et al., 2011).  
19 
 
Dans la même catégorie d’approches, on distingue l'analyse des régressions multiples. 
Cette méthode consiste à établir un rapport fonctionnel entre des variables (Neter et Waserman, 
1974; Hébert, 2001) ou évaluer le rapport entre une ou plusieurs variables indépendantes et une 
variable continue dépendante. Cette approche a été utilisée par Patoine (2011) pour évaluer les 
impacts de la densité animale sur la contamination microbienne des eaux. Cet auteur a démontré 
que, du point de vue de leur applicabilité, ces modèles ont le potentiel d'être beaucoup plus 
flexibles. Ils permettent d’intégrer dans une même relation plusieurs variables indépendantes 
comme les variables liées à l’occupation du sol, de données pluviométriques. Après plusieurs 
études au niveau de la prédiction de la contamination microbienne, Gangbazo (2000) et Hébert 
(2001) ont remarqué l'importance des régressions statistiques à expliquer et prédire les attributs 
géomorphologiques et météorologiques associés à la dynamique de la contamination 
microbienne. Cependant, les auteurs mentionnent que la principale limite de ces modèles est 
qu’ils sont très liés aux spécificités géographiques des sites sur lesquels ils s’appliquent et 
demeurent donc difficilement transposables à d’autres espaces. 
Finalement, à la lumière de toute l'information présentée et par analogie avec les 
méthodes utilisées en géologie et en épidémiologie, nous avons choisi une nouvelle méthode de 
la cartographie spatio-temporelle de la contamination microbienne des eaux. Il s'agit de celle 
basée sur la théorie de l’évidence. Ce modèle probabiliste bivarié est basé sur une approche 
statistique dite bayésienne. La théorie de l’évidence a largement été étudiée et appliquée dans les 
domaines de recherches scientifiques telles que l’écologie (Semenzin, et al., 2007) et la géologie 
(Van, et al., 1997; Prabin et al., 2012). Cependant, son application semble rare dans l’évaluation 
de la qualité des eaux où une grande attention est portée sur l’efficacité des modèles agro-
hydrologiques.  
Fréquemment utilisée en épidémiologie (Gemperli et al. (2005); Juan et al. (2005); 
Swaen et Van (2009)), la théorie de l’évidence permet de mettre en exergue les régions avec un 
risque anormalement élevé afin de mieux comprendre l’étiologie des maladies. Ces auteurs 
soutiennent que la théorie de l’évidence fournit des cartes de risque plus fiables que celles 
obtenues par les méthodes empiriques conceptuelles, avec moins d’erreurs de classification et 
plus de régions clairement délimitées en zones de risque. Dans une étude en géologie, Thierry et 
al. (2004) soulignent que la théorie de l’évidence est considérée comme l’approche probabiliste 
la plus robuste pour étudier la prédiction du devenir d’un territoire, pour l’identification des 
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facteurs contributifs ainsi que leur hiérarchisation quantitative. C’est l’une des principales 
raisons du choix de la théorie de l’évidence pour notre étude. La deuxième raison est la capacité 
de la théorie de l’évidence à évaluer des incertitudes liées à l'estimation des paramètres du 
modèle, ce qui permet d’aller plus loin et de tester la validité du modèle en explorant tout 
l’espace des valeurs des paramètres (Bonham-Carter, 1994; Thierry et al., 2004).  
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Chapitre 3. Modélisation probabiliste de la contamination microbienne des eaux 
récréatives 
3.1. Introduction 
La présence de bactéries fécales telles que E. coli dans les eaux récréatives pose un problème de 
santé publique. Certains types d'E. coli sont pathogènes et représentent ainsi un danger pour la 
santé humaine. La surveillance de ces agents pathogènes dans l’eau est alors indispensable afin 
de comprendre leur variation spatio-temporelle, leur concentration et les facteurs qui contrôlent 
leur dynamique. Jusqu’à présent, la surveillance de la qualité des eaux récréatives est réalisée par 
des prélèvements d’échantillons d’eau. Afin de quantifier la contamination microbienne des eaux 
récréatives, le Ministère du Développement durable, de l’Environnement et de la Lutte contre les 
changements climatiques (MDDELCC) a mis en place des programmes de surveillance. Ceux-ci 
recommandent l’interdiction de la baignade et restreignent certaines activités nautiques lorsque 
la concentration en coliformes dépasse 200 ufc/100 ml (MDDELCC, 2009). Pour établir ces 
recommandations, il est nécessaire de mettre en évidence la présence des bactéries d’origine 
fécale, notamment E. coli, dans les échantillons d’eau. 
L’approche utilisée implique habituellement des méthodes de dénombrement fondées sur 
la mise en culture des bactéries. Dans la pratique, deux méthodes sont régulièrement utilisées. Il 
s’agit de la détermination du nombre le plus probable (NPP), et de la méthode de filtration sur 
membrane (MF). La première méthode est une estimation statistique de la densité des micro-
organismes. Il s’agit d’inoculer des dilutions décimales dans une série de tubes contenant un 
milieu de culture liquide spécifique. Ensuite, la loi de Poisson permet de calculer le NPP sur la 
base de la proportion de tubes positifs dans chaque dilution. La deuxième méthode quant à elle 
consiste à filtrer un volume d’eau connu sur une membrane poreuse. Cette dernière est ensuite 
mise dans des conditions favorisant le développement des coliformes. Après 24 heures, les 
bactéries forment des colonies identifiables à l’œil nu. Les résultats obtenus par cette méthode 
s’expriment en unités formant des colonies (ufc) par volume d’eau filtrée. Récemment, le 
dénombrement de la totalité des bactéries a été automatisé; elle se fait par des compteurs 
automatiques de particules. L'inconvénient majeur de cette méthode est qu'elle ne fait pas de 
distinction entre les bactéries viables et mortes. Elle n'est donc fiable que dans les conditions où 
la plupart des bactéries sont vivantes. À cela s'ajoute le long temps de réponse qui varie de  24 h 
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à 48 h. Aussi, les procédures liées à l’acquisition d’échantillons et leur mesure imposent souvent 
un délai minimum de quatre à cinq jours pour donner lieu à un avis de fermeture de plage 
(MDDELCC, 2009). Au-delà des délais requis, s’ajoute le problème du petit nombre 
d’échantillons prélevés sur de petites superficies, ce qui amène une certaine imprécision dans 
l’évaluation réelle du niveau de bactéries.  
Une alternative à ces méthodes est l’utilisation des modèles hydro-agricoles (Guber et al., 
2007; Rogel, 2007; Qiu et al., 2009). Ces derniers simulent la dynamique de la contamination 
microbienne des eaux à partir des données hydrométéorologiques et la variabilité spatiale du 
milieu. À ce jour, on peut dire que les objectifs de ces modèles sont en partie atteints puisque les 
principaux facteurs affectant le transfert des coliformes sont identifiés. Néanmoins, la plupart de 
ces modèles restent encore peu opérationnels (Goovaerts, 2002) et présentent un certain nombre 
de problèmes méthodologiques, parmi lesquels : 
- la représentation des processus hydrologiques et les conséquences sur les modalités de 
segmentation de la surface en unités hydrologiques; 
- les difficultés de paramétrisation dues aux grands nombres de paramètres à renseigner, 
impliquant une masse de données à acquérir et surtout à adapter aux non-linéarités des 
équations mises en jeu à une échelle donnée (Corgne, 2004); 
- les problèmes inhérents à la spatialisation des données. 
Face à ces limites et malgré les efforts substantiels consacrés à l'étude de la pollution 
microbienne des eaux de surface, il reste encore difficile d’établir avec certitude les conditions 
favorables à une contamination microbienne. Une meilleure compréhension de ce phénomène 
implique nécessairement que les différents paramètres favorisant le transfert des coliformes 
soient caractérisés de manière explicite, de telle sorte que l'on puisse localiser et spatialiser les 
zones susceptibles de favoriser le déclenchement d’un tel phénomène. 
La mise en œuvre de cette approche permettra de quantifier, de hiérarchiser et de cartographier 
les facteurs potentiels qui interviennent dans le déclenchement de la pollution microbienne.  
3.2. Objectifs  
Au regard des options de modélisation, nous proposons comme objectif principal de cette 
première partie de notre thèse, le développement d’un modèle prédictif, selon une approche 
probabiliste, par le poids de la preuve ou PdlP (Bonham-Carter, 1994, Lamothe, 2009), pour 
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l’estimation cartographique de la contamination microbienne des eaux récréatives à l’échelle 
spatiale du BV. En se basant sur le concept de la théorie de l’évidence, la contamination 
microbienne des eaux est prédite à partir des relations conditionnelles (probabilités de Bayes) 
entre la teneur en coliformes fécaux et les paramètres agro-pédo-climatiques caractérisant la 
superficie des bassins versants analysés. Une contrainte importante dans le développement du 
modèle prédictif est d’assurer sa transposabilité sur différents bassins versants des basses-terres 
du St-Laurent comme domaine d’application. Il s’agit ici de tester le PdlP sur d’autres bassins 
versants aux conditions topographiques, hydrographiques et climatiques variées afin de définir la 
généralisation de l’approche choisie.  
Pour atteindre cet objectif général, les objectifs spécifiques consistent à : 
- identifier les facteurs de prédisposition et de déclenchement et valider statistiquement 
leur choix pour la prédiction spatiale de la probabilité de la contamination microbienne;  
- caractériser l'occurrence spatiale et fournir une cartographie des probabilités de 
contamination microbienne des eaux, répondant aux besoins des acteurs de la gestion des 
eaux; 
-  évaluer la robustesse de la technique de modélisation PdlP à prédire la contamination 
microbienne et sa capacité à choisir de façon hiérarchique les variables explicatives 
destinées au modèle.  
3.3. Principe du modèle PdlP 
Le modèle PdlP est une méthode quantitative bivariée qui permet d’estimer l'importance relative 
des éléments de preuve (Evidence) en utilisant la forme log-linéaire du modèle de probabilité 
bayésien. Le modèle PdlP s’appuie sur deux informations qui se proposent de déterminer : 
- La probabilité a priori d’un événement; 
- La probabilité a posteriori qui est modifiée par l’intégration d’une nouvelle évidence. 
De façon simplifiée, PdlP permet de combiner une nouvelle évidence avec une connaissance 
définie a priori sur une hypothèse H donnée, pour estimer la probabilité que celle-ci soit vérifiée 
ou pas. Notons que Vd est la variable dépendante que l’on souhaite estimer qui est appelé ici 
hypothèse (dans notre cas c’est la probabilité que les coliformes soient présents dans un lac). 
La probabilité a posteriori qui actualise la probabilité a priori, exprime la probabilité 
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d’occurrence d’une variable dépendante Vd sous la présence conditionnelle de la variables 
explicative Ve. Succinctement, il s’agit de calculer les probabilités de présence ou d’absence de 
Vd dans les zones occupées par une variable explicative Ve. En utilisant les règles de la théorie 
bayésienne, la probabilité a posteriori de trouver Vd dans les zones occupées par la variable Ve
 
s’exprime comme suit: 
    PpV	|V =   ∩  =
VV	
  ⨯ P	.              Éq. 1 
De même, la probabilité a posteriori de trouver Vd en l par la variable Ve
 
est : 
PpV	|V =   ∩  =
VV	
  ⨯ P	.                Éq. 2 
 
PpV	|V   et PpV	|V représentent les probabilités conditionnelles que H soit vraie en 
considérant respectivement la présence et / ou l’absence de la variable explicative Ve.  
Le ratio du logarithme de ces probabilités conditionnelles définit les poids positif et négatif de la 
variable explicative. Ces poids sont donc définis comme suit : 
W+= log !VV	!VV	           Éq. 3 
et 
W‐ = log !V
V	
!VV	.          Éq. 4  
W+ et W- représentent l’importance relative de la présence et de l’absence de la variable 
prédictive dans la dynamique de Vd. Si W+ est > 0, alors la présence de Ve est favorable à 
l’occurrence du phénomène, son absence étant défavorable. Si W
- 
est > 0, la présence de la classe 
est défavorable à l’occurrence du phénomène, par contre son absence est favorable à 
l’occurrence de celui-ci. La différence entre les poids positif et négatif calculée pour Ve est le 
contraste C. Ce paramètre mesure la corrélation entre Ve et Vd. Lorsque sa valeur tend vers zéro, 
la présence de la Ve n'influence pas la distribution de Vd ; aucune relation n’existe donc entre Ve 
et Vd. Cette relation est positivement ou négativement significative lorsque C tend vers 1 ou -1 
(Weed, 2005). 
Si plus de deux variables explicatives sont utilisées, leurs poids sont ajoutés dans le modèle et la 
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probabilité a posteriori est ensuite calculée à partir des poids globaux des facteurs prédictifs et la 
probabilité a priori :  
logO V	V$% ∩ V&% ∩ V'% … … … ∩  V)%  = ∑ W+% + logO	)+-$                 Éq. 5 
W+%  est le poids global des facteurs. Ce dernier est obtenu en additionnant l’ensemble des poids 
des facteurs retenus selon leur hiérarchie. k peut prendre le signe + ou – dépendamment de la 
présence ou de l'absence de Ve.  
3.4. Justification du choix du PdlP 
Le PdlP est un modèle statistique/probabiliste bivariée, fondé sur le théorème général de Bayes 
(Malet et al., 2006). Fréquemment utilisée en épidémiologie (Gemperli et al. (2004); Juan et al. 
(2006); Swaen & Van (2009); Burrt et al. (2011); Dominik et al. (2012)), cette méthode permet 
de mettre en exergue les régions avec un risque anormalement élevé afin de mieux comprendre 
l’étiologie des maladies. Ces auteurs soutiennent que la théorie de l’évidence fournit des cartes 
de risque plus fiables que celles obtenues par les méthodes empiriques conceptuelles, avec moins 
d’erreurs de classification et plus de régions clairement délimitées en zones de risque. Dans une 
étude en géologie, Thierry et al. (2007) soulignent que le PdlP est considéré comme l’approche 
probabiliste la plus robuste pour étudier la prédiction du devenir d’un territoire, pour 
l’identification des facteurs contributifs ainsi que leur hiérarchisation quantitative.  
Par ailleurs, il est reconnu que le PdlP a la capacité d'évaluer des incertitudes liées à l'estimation 
des paramètres du modèle, ce qui permet d’aller plus loin et de tester la validité du modèle en 
explorant tout l’espace des valeurs des paramètres (Bonham-Carter, 1994; Thierry et al., 2004). 
Au plan des concepts, l'approche bivariée du PdlP offre un point de vue objectif sur les règles et 
les critères de décision pour les pondérations des variables. De même, il permet d'étudier la 
variabilité spatiale des données et présente plus de souplesse dans le choix des sites 
d'observations ponctuels qui sont aléatoires et peu nombreux. D'ailleurs, plusieurs auteurs 
s'accordent que cette approche est capable de fournir des prédictions appropriées en présence 
d'incertitude, de jugements subjectifs d’experts et d’incomplétude de l'information (Neil et al., 
2000). 
Contrairement aux approches multivariées, les facteurs n'ont aucune influence l'un sur l'autre 
dans le calcul des pondérations, ce qui permet une analyse de sensibilité sur l'influence des 
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facteurs sur les cartes finales.  
L'avantage principal du PdlP est sa simplicité, les valeurs prédictives ne pouvant être que de 
deux types : événement possible ou événement impossible. Il en découle alors une facilité de 
lecture et d'interprétation des résultats. Leur souplesse de mise en œuvre par rapport aux 
méthodes qualitatives est également appréciée car même avec peu de données, il est possible 
d'introduire l'opinion experte dans le processus de calcul. 
Au delà des avantages conceptuels, le PdlP permet de faire une comparaison entre la répartition 
spatiale des événements et les variables considérées comme favorables à sa génération. Cette 
approche permet de déterminer alors le degré de causalité entre chaque variable et chaque type 
d'événement, contrairement aux méthodes multi variées dont le principal inconvénient est parfois 
la création de corrélations parfois grossières et illogiques entre des variables réellement 
indépendantes et la probabilité d'occurrence d'un événement. 
En somme, le PdlP présente de nombreux avantages, entre autre : la méthodologie objective, le 
processus d'évaluation structuré et permettant une certaine automatisation, gestion des données 
pouvant être standardisée. Ce modèle statistique est introduit dans le SIG ArcView 3.2 par une 
extension appelée ArcSDM. 
3.5. Zone d'étude 
Le développement du modèle prédictif PdlP s’est fait sur deux bassins versants, ceux de la 
rivière Yamaska et du lac Massawippi, sous-bassin versant (SBV) hydrographique de la rivière 
Saint-François (figure 1). Ces bassins présentent des caractéristiques variées en termes 
morphologique, pédologique, topographique et agricole. Ces bassins versants s’inscrivent dans 
un contexte similaire : (i) de représentativité des problématiques de la contamination 
microbienne (ii) de présence d’étendus d’eau voués aux activités récréotouristiques, et (iii) de 
bassin typique perturbé par l’activité agricole et les pesticides. 
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Figure 1. Les bassins versants de l’étude 
 
3.5.1. Aperçu des bassins hydrographiques du lac Massawippi et de la Yamaska 
Le bassin hydrographique de la rivière Yamaska draine une vaste région dont la superficie est de 
4 784 km2. Il est situé sur la rive sud du fleuve Saint-Laurent, entre les rivières Richelieu et 
Saint-François. Ce BV est drainé par trois principaux tributaires, dont les rivières Noire, 
Yamaska-Nord et Yamaska Sud-Est. Il se subdivise en sept sous-bassins versants de deuxième 
niveau dont : Yamaska Sud-Est, Yamaska-Nord, Yamaska, Noire, Salvail, Pot-au-Beurre et David 
(Annexe 1). Le BV de la Yamaska chevauche deux régions physiographiques naturelles : les 
basses-terres du Saint-Laurent situées en aval de la rivière et les Appalaches, en amont. Ces deux 
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reliefs contrastés confèrent au BV une occupation particulière de son territoire. Ainsi, en raison 
des fortes pentes et des sols à texture grossière, la partie du BV située dans les Appalaches est 
plus vouée aux activités de loisir en milieu naturel. Cependant, les basses-terres fertiles se 
caractérisent par l’agriculture, les activités urbaines et industrielles (APPEL, 2012). Chacune de 
ces régions occupe près de 50 % de la superficie du BV. Au niveau de l’occupation du sol, près 
de 63 % du bassin de la rivière Yamaska est occupé par des terres agricoles dédiées 
majoritairement à la production végétale et à la culture fourragère (APPEL, 2012). La forêt 
occupe 31 % de la superficie totale alors que les territoires urbains, les étendues d’eau et les 
autres affectations occupent 6 % de la surface restante. Pour ce qui est de la production animale, 
elle est prédominée par une grande production porcine, laitière et avicole. Ces productions 
représentent respectivement 58 %, 21 % et 13 % du cheptel du BV et correspondent à 92 % du 
nombre total d’unités animales (UA) du bassin. Au total, on dénombre plus de 314 500 UA sur 
ce BV, ce qui représente près de 17,5 % des UA du Québec. 
Le BV du lac Massawippi est un SBV de 2e niveau du BV de la rivière St-François 
principalement situé en Estrie (figure 1). Avec une superficie de 610 km2, il est limité à l’ouest 
par le BV du lac Memphrémagog et à l’est par celui de la rivière Massawippi (RAPPEL, 2006). 
Au sud, une partie du bassin se trouve aux États-Unis. Le BV du lac Massawippi est drainé par 
dix-sept tributaires dont les principaux sont : les ruisseaux Niger, le Brook, le Pont couvert, le 
McConnell, le Webster, le Abbott et finalement les rivières la rivière Coaticook et Tomifobia 
(Annexe 2). Ce BV est composé de neuf sous-bassins versants de 3e niveau dont le plus 
important en superficie est celui de la rivière Tomifobia avec une superficie de 437 km2. Le plus 
petit SBV est celui du ruisseau « Pères-Servites » avec 4 km2 de superficie (COGESAF, 2006). 
Au niveau topographique, le BV du lac Massawippi se situe à l’intérieur de l’unité 
physiographique des Appalaches, caractérisée par un relief accidenté et vallonné (Gélinas et 
Direction générale des eaux, 1977). Au niveau de l’occupation du sol, la forêt occupe 54 % du 
BV du lac Massawippi. L’agriculture représente 32 % de l’occupation du territoire, avec près de 
80 % des sous-bassins considérés « agricoles ». On y trouve majoritairement (61 %) des prairies, 
des pâturages et des champs. 28 % de cette superficie est consacrée aux céréales et aux 
protéagineux. L’acériculture occupe 6 % tandis que les arbres de noël représentent 5 % de la 
superficie cultivée. Au niveau des productions animales, l’élevage du bovin laitier est le type 
d’élevage le plus fréquemment rencontré dans ce BV. Il compte 42 % du cheptel, tandis que la 
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production représente 31 % des unités animales. Le sous-bassin de la rivière Tomifobia compte 
la plus grande proportion d’unités animales par rapport à la superficie en culture avec 1,78 UA 
par hectare (RAPPEL, 2006).  
Pour la généralisation du modèle et sa transférabilité sur d’autres bassins versants, nous 
proposons de travailler sur un ensemble de petits sous-bassins hydrographiques, appartenant aux 
bassins versants susmentionnés.  
3.5.2. Choix des sous-bassins versants de l’étude 
Le choix des sous-bassins versants a été effectué en fonction du paramètre principal étudié qui 
est le flux de coliformes dans les eaux. Dans un premier temps, les bassins sont sélectionnés en 
fonction de l’intérêt qu’ils représentent face à cette problématique de la contamination 
microbienne des eaux, bien évidemment de la disponibilité des données requises. Il s’agit plus 
précisément du nombre minimal de station d’échantillonnage par SBV. Se référant aux études 
antérieures de Turgeon (2011), un minimum de trois stations d’échantillonnage par SBV a été 
fixé. Le deuxième critère de sélection est fonction de la superficie. De ce fait, les sous-bassins 
versants ayant une superficie comprise entre 20 km2  et 400 km2 ont été sélectionnés. Pour une 
certaine hétérogénéité physique des sous-bassins versants, une autre sélection a été faite en 
fonction de l’hétérogénéité au niveau de la pédologie et de la morphologie. Plusieurs études 
(Fenlon et al., 2000 ; Kay et al., 2005b) ont mentionné que le rôle de la pédologie dans le 
transport des bactéries est primordial. De ce fait, la couverture pédologique et le relief des sous-
bassins versants nous sont apparus comme les caractères les plus sélectifs pour apprécier 
l'hétérogénéité physique des bassins versants considérés. Les paramètres pris en compte ici sont 
la texture, le drainage des sols et les gradients de pente. Pour ce faire, les bassins sélectionnés ont 
été ceux qui présentent la plus grande diversité des types de sol et la plus grande disparité de 
valeurs de pente. Après avoir travaillé sur le critère de diversité des types de sol par SBV, nous 
avons pris en compte l’hétérogénéité spatiale afin d’effectuer un choix final. Les sous-bassins 
versants devaient donc être agricoles et peu urbanisés. Nous avons ainsi considéré les superficies 
agricoles comme critère de sélection et les bassins versants dont la superficie agricole est 
supérieure à 25 % ont été considérés comme BV à vocation agricole. Ce dernier critère a permis 
d'établir un choix final de sept sous-bassins. Trois de ces derniers appartenant au BV du Lac 
Massawippi ont été utilisés pour la calibration. Les quatre autres (deux dans les Terres-basses et 
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deux dans les Appalaches) appartenant au BV de la Yamaska, ont été utilisés pour la 
transposition du modèle. Un descriptif des sous-bassins versants est présenté au tableau 1.  
Tableau 1. Caractéristiques des bassins versants à l’étude 
 
3.6. Matériels  
3.6.1. Base de données de la variable prédictive : la teneur en coliformes fécaux 
La teneur en coliformes fécaux des différents sous-bassins versants de 2e niveau constitue 
l’élément de base pour la prédiction de son occurrence spatiale ou temporelle. Pour cette étude, 
nous avons utilisé les données de concentration d’E. coli issues de plusieurs campagnes 
d’échantillonnage de l’été 2011. Ces données proviennent principalement de la banque de 
données sur la qualité des milieux aquatiques du MDDELCC, de plusieurs municipalités 
régionales de comté (MRC) (MRC Memphrémagog, MRC Coaticook, MRC de la Haute 
Yamaska), des organismes de bassins versants (RAPPEL, COGEBY) et de l’Agence de santé 
publique du Canada (APSC). Une campagne d'échantillonnage a été effectuée sur une période de 
quatre mois dans le but d’avoir une variété de mesures sur l’état de la pollution par E. coli des 
eaux du lac Massawippi. Des échantillons d’eau ont été prélevés sur une plage du mois de mai au 
mois d’août  trois fois par semaine (lundi, mercredi et vendredi). À des endroits préalablement 
définis pour différentes profondeurs de la plage (15 cm, 60 cm et 70 cm), les échantillons d’eau 
sont prélevés dans des contenants de 250 ml et gardés à 4°C dans une glacière jusqu'à leur 
analyse en laboratoire (Laboratoire de lutte contre les zoonoses d’origine alimentaire de l'Agence 
de santé publique du Canada à Saint-Hyacinthe), dans un délai de 24 h. Ces mesures sont 
effectuées pour un total de 12 plages en Estrie et 15 plages en Montérégie afin de créer une base 
Bassins versants Modelé Drainage Granulométrie Superficie 
totale 
(Km2) 
Superficie en 
culture (%) 
 
 
Bassins de 
validation 
Yamaska-
Nord 
Plat Bien drainé Loameuse-grossière 303 28,2 
Salvail Plat Mal drainé sableuse 206 53,7 
Yamaska 
Sud-Est 
Plat Bien drainé Loameuse grossière 326 59,8 
Pot au 
beurre 
Plat Mal drainé Argile fine 208 45,8 
Bassin de 
calibration  
Tomifobia Plat Bien drainé Loameuse fine 437 35 
Brook Ondulé Bien drainé Loameuse fine 35 43 
McConnell Incliné Bien drainé Loameuse grossière  22 37 
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de données complète sur deux bassins versants : ceux des rivières Saint-François et Yamaska.  
La méthode utilisée pour le dénombrement d’E.coli, est celle de Quantitray 2000 avec le milieu 
de culture de Colilert. Il s'agit d'une méthode de dénombrement semi-automatisée basée sur le 
principe du nombre le plus probable (NPP). Dans un premier temps, les échantillons sont sortis à 
l'avance des réfrigérateurs, pour qu’ils se réchauffent et qu’ils soient facilement utilisables. À ces 
échantillons d'eau de 100 ml, une ampoule du milieu de culture Colilert est ajoutée. Les 
échantillons sont alors agités de façon à aider le réactif à se dissoudre complètement. Après ce 
mélange, le contenu est distribué dans une galerie Quantitray 2000 puis cette dernière est scellée 
à l'aide d'un appareil. Après incubation à 35°C pendant environ 24 h, le nombre de puits 
présentant une coloration jaune (coliformes totaux) est compté en premier. Ensuite, pour les puits 
de couleur jaune, se fait le décompte du nombre de puits fluorescents (E. coli). Enfin, il suffit de 
se référer à une table NPP fournie par le laboratoire Idexx (C’est le leader mondial dans la 
fourniture des services de contrôle de la qualité microbiologique de l’eau). Cette table donne le 
nombre de coliformes totaux et E.coli/100mL d'eau en fonction du nombre de puits positifs. 
Au niveau du BV de la Yamaska, nous disposons de 111 stations d’échantillonnage de la 
qualité de l’eau. Parmi ces dernières, (37) proviennent du MDDELCC; (9) de APSC, (25) de la 
MRC de la haute Yamaska et (40) de la COGEBY. Par ailleurs, en ce qui concerne le BV du lac 
Massawippi, nous disposons des données des stations d’échantillonnage recueillies sur différents 
ruisseaux et rivières tributaires du BV du lac Massawippi. La majorité des stations 
d’échantillonnage proviennent des données disponibles de la base de données de la qualité de 
l’eau des MRC Coaticook et de Memphrémagog. Une seule station provient de l’APSC.  
Sur la base des concentrations moyennes des coliformes fécaux calculées, les sites 
d’échantillonnage ont été classés en deux groupes : (1) sites contaminés, (2) sites non 
contaminés, avec 200 ufc/100 ml comme valeur seuil. Celle-ci a été sélectionnée sur la base des 
valeurs préétablies par le MDDELCC. 
 
32 
 
 Figure 2. Distribution spatiale des stations d’échantillonnage. 
 
3.6.2. Base de données nécessaires à l'extraction des variables explicatives  
La deuxième base de données dont nous disposons regroupe les informations relatives aux 
variables prédictives. Dans la littérature, plusieurs variables sont connues pour avoir une 
influence soit sur la viabilité des coliformes, soit dans le transport de ceux-ci. Par rapport à la 
disponibilité des données et des connaissances que nous avons des sites d’étude, cinq principales 
variables ont été retenues. Il s’agit de la pédologique, du climat, de l’occupation du sol, de la 
distance aux cours d’eau et de la géomorphologie. Nous disposons donc : 
- d’un modèle numérique d’altitude (MNA) à l’échelle de 1/250 000 des deux bassins 
versants de l’étude. Le MNA a été produit à partir de la base des données topographiques 
du Québec (BDTQ) et a permis de dériver les paramètres descripteurs de la topographie 
et leurs caractéristiques hydrologiques afin de cartographier les zones de ruissellement 
maximal; 
- d’une carte des sols à l’échelle de 1/20 000 fournie par l’Institut de Recherche et de 
Développement en Agroenvironnement (IRDA). Cette carte couvre complètement les 
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¯
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zones d’étude et compte 600 polygones dont chacun est relié à une base de donnée 
contenant la superficie, la texture du sol, son épaisseur, des pourcentages de sable, le 
limon, les classes de matière organique ainsi que le drainage; 
- des données hydrométéorologiques tirées de la base de données d’Environnement 
Canada, au pas de temps journalier; cette base de données contient les précipitations 
journalières mesurées dans les 34 stations recouvrant le BV du lac Massawippi et de la 
rivière Yamaska; 
- d’une image du capteur satellitaire SPOT-5 acquise le 17 juillet 2011 pour la 
caractérisation de l’occupation du sol.  
Le tableau 2 résume l'ensemble des données nécessaires pour l'extraction des variables 
explicatives. 
Tableau 2. Listes des données utilisées pour l’extraction des variables prédictives 
 
Données et paramètres descriptifs Origine des données de base 
Limites des BVs  
Ministère de l’agriculture, des pêcheries et 
alimentations/Sherbrooke. 
Conseil de gestion du BV de la Yamaska (COGEBY) 
Limites des SBV  Base de données topographiques du Québec (BDTQ) 
(1/20 000) 
Densité du réseau hydrographique Base de données topographiques du Québec (BDTQ) 
(1/20 000) 
Données 
climatiques  - Précipitations (mm) 
Environnement Canada, « Normales climatiques au Canada 
1971-2000 ». 
Données 
Topographiques 
- Altitude (m) 
- Pente (%); Formes, 
Orientation  
• Base de données topographiques du Québec (BDTQ) 
(1/25 000) Données numériques d’élévation du Canada  
Données 
Pédologiques 
- Type de sol 
- Granulométrie et drainage 
• Bases nationales des données sur les sols (1/20000) 
• Carte des sols (1/20 000) IRDA 
Données satellitaires (image Spot HRV) 
  
• Résolution spatiale : 250 m (rouge et infrarouge) et 500 m 
(bleu-vert) 
• Date d’acquisition : 17 juillet 2011 
 
Données bactériologiques 
• Campagnes de terrain (2010 - 2011) 
• MDDELCC (2010 - 2011) 
• MRC Memphrémagog (2010 - 2011) 
• MRC de Coaticook (2010-2011) 
• COGEBY (2010 - 2011)  
34 
 
3.7. Méthodologie  
La méthodologie proposée repose sur deux phases distinctes, mais complémentaires. La première 
phase a consisté à structurer la base de données afin de regrouper des informations relatives au 
flux de coliformes fécaux (variable à modéliser) et aux cinq variables explicatives retenues. Une 
fois structurées, les corrélations entre les variables explicatives ont été évaluées à partir du test 
d’indépendance de Chi carré (Chi2). La seconde phase a porté sur la hiérarchisation et la 
caractérisation de l’influence des variables explicatives sur l’occurrence d’apparition de la 
contamination microbienne. Le but de cette partie était d’éliminer les variables inutiles et de 
garder uniquement celles qui apportent une réponse significative à la prédiction de la 
contamination microbienne. Enfin, avec les variables explicatives sélectionnées, le PdlP a été 
mis en application. Pour ce faire, les poids positifs et négatifs (W+ et W-) ont été calculés pour 
chacune des classes de variables explicatives. Ensuite, le contraste C a été calculé afin d’avoir 
une idée quantitative des corrélations entre chaque variable explicative et la variable prédictive. 
Inspiré de Corby et al. (2005), nous avons retenu les classes de variables explicatives ayant un 
contraste C supérieur à 0,5 ; celles ayant un contraste supérieur à 0,6 ont été considérées comme 
les principales classes favorables à l’occurrence d’un épisode de contamination microbienne des 
eaux. À l’issue de cette étape, les poids les plus significatifs de chacune des variables prédictives 
ont ensuite été combinés et la probabilité a posteriori de la contamination microbienne a été 
calculée. Il s’agissait d’effectuer plusieurs itérations en introduisant les variables explicatives 
dans le modèle probabiliste afin d’obtenir un résultat optimal. Une analyse comparative des 
résultats a permis de choisir le meilleur modèle suivant deux critères : (1) la capacité explicative 
du modèle, évaluée à l’aide de la valeur de l’aire sous la courbe (ASC) qui traduit le pouvoir 
prédictif de chaque modèle; et (2) la capacité descriptive du modèle qui traduit la capacité de ce 
dernier à identifier les stations présentant les problématiques de contamination microbienne. Afin 
d’exploiter la reproductibilité de l’approche PdlP le meilleur modèle a été transposé pour 
validation sur les trois bassins versants de la rivière Yamaska.  
3.7.1. Choix des variables explicatives 
L'influence prépondérante de plusieurs facteurs conditionne la dynamique des bactéries, 
favorisant ainsi la contamination microbienne des eaux de surface. Dans la littérature, plusieurs 
études (Crowther et al., 2001; Green et al., 2007; Parajuli et al. 2007) ont démontré qu’à 
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l’échelle parcellaire, la quantité de fumier ou de lisier épandue dans les champs agricoles, les 
cycles de successions culturales, le type de sol ainsi que son utilisation seraient responsables de 
la contamination microbienne. Par ailleurs, au niveau du BV, ces études mentionnent qu’en plus 
de la quantité de fumier, les facteurs les plus déterminants et dont l’influence est la plus 
immédiatement perçue, sont celles liés aux caractéristiques physiques telles que la topographie et 
la pédologie. À ces facteurs s’ajoutent le fonctionnement hydrologique, la proximité des cultures 
au réseau hydrographique ainsi que la pluviométrie. 
L’objectif de cette partie de l’étude consiste à extraire de cette masse de données, les 
variables pertinentes, disponibles et susceptibles d’expliquer, mais aussi d’évaluer au travers 
d’un modèle probabiliste, la dynamique de la contamination microbienne des eaux récréatives. 
Pour chaque variable explicative construite, un «nom de code» lui est attribué. C’est ce dernier 
qui sera utilisé dans le reste du document. Au total cinq variables explicatives de bases ont été 
utilisées pour cette étude. De nature quantitative et qualitative, il s’agit des données 
géomorphologiques, pédologiques, climatiques, hydrologiques et d’occupation du sol.  
• Les variables géomorphologiques  
Pour explorer l’influence des variables géomorphologiques sur la contamination microbienne des 
eaux, nous disposons d’un modèle numérique d’altitude (MNA) à l’échelle de 1/250 000 des 
deux zones d’étude. Ce dernier, issu de la base des données topographiques du Québec (BDTQ) 
a permis de dériver les paramètres descripteurs de la topographie et leurs caractéristiques 
hydrologiques afin de cartographier les zones de ruissellement maximal. À partir du MNA, nous 
avons ainsi procédé au calcul de variables morphométriques et leurs dérivées soient : le gradient 
de pente (pente), la forme (forme) et la direction (direction). Pour chacun de ces trois facteurs, un 
certain nombre de classes représentant les évidences a été défini. Au total, 18 évidences ou 
classes ont été dérivées de la variable «topographie». Ces dernières sont présentées en annexe 3. 
• Les variables pédologiques  
Pour caractériser l’influence des caractéristiques pédologiques sur la contamination des eaux du 
BV du lac Massawippi, une principale source d’informations cartographiques a été utilisée. Il 
s’agit d’une carte des séries de sol à l’échelle de 1/20 000 fournie par l’Institut de Recherche et 
de Développement en Agroenvironnement (IRDA). Cette carte couvre complètement la zone 
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d’étude et compte 600 polygones dont chacune est reliée à une base de donnée contenant la 
superficie, la texture du sol, son épaisseur, des pourcentages de sable, le limon, les classes de 
matière organique ainsi que le drainage. L’ensemble de ces informations générales a permis de 
classer les sols dépendamment de la texture (texture) et du drainage (drainage). La classification 
ainsi que la codification des évidences de chacun de ces facteurs est présentée en annexe 4.  
• Les variables climatiques  
Pour prendre en compte les variabilités spatiale et temporelle du climat, les données 
hydrométéorologiques tirées de la base de données d’Environnement Canada, au pas de temps 
journalier ont été utilisées. Cette base de données contient les précipitations journalières 
mesurées dans les 34 stations recouvrant le BV du lac Massawippi. Afin de représenter la 
variation spatiale des pluies (pluie) sur la zone d’étude, plusieurs méthodes d’interpolation ont 
été testées : krigeage ordinaire, co-krigeage ordinaire, distance inverse pondérée, spline, surface 
de tendance (trend, polynomiales locale et globale. La méthode retenue est la distance inverse 
pondérée qui a permis une automatisation des interpolations des données journalières de 2010 et 
2011. La distance inverse pondérée est une méthode déterministe exacte et locale. L'avantage est 
que cette méthode permet de prendre en compte plus de données du champ d'observation. Un 
poids plus important est affecté aux sites les plus proches, un poids moindre aux sites plus 
éloignés (Baillargeon, 2005). De plus, cette approche permet d'intégrer l'interpolation des 
données provenant d'autres sources que les stations météorologiques. Finalement, quatre classes 
de pluviométrie ont été définies. Les annexes 5 et 6 présentent la répartition des précipitations, 
leur minimum, maximum, moyenne et écart type. 
• Les variables liées à l’occupation du sol  
La caractérisation de l’occupation du sol a été obtenue à partir de la classification dirigée de 
l’image SPOT-5. Pour ce faire, des traitements préliminaires ont été effectués sur cette image. 
Ces traitements impliquaient les processus de fusion, de corrections géométrique et 
atmosphérique pour éliminer ou, tout au moins, corriger les distorsions et les dégradations de 
l’image. Suite à cette étape, la classification dirigée par la méthode de maximum de 
vraisemblance, en s’appuyant sur les données directes de terrain a permis d’obtenir une carte 
d’occupation du sol. Sept classes ont été identifiées: forêt, sol-nu, terre agricole, eau, zone-
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urbaine, zone-humide et autoroute. La carte de l’occupation du sol du BV du lac Massawippi est 
représentée en annexe 7. 
• La proximité des zones agricoles aux cours d’eau 
La pertinence de la proximité des zones agricoles au cours d’eau (distance) a été testée à l’aide 
de la distance euclidienne entre chaque type d’occupation du sol et les cours d’eau. Cette 
distance définit la ligne droite la plus courte entre un point quelconque et un point du réseau 
hydrographique. Ainsi, la proximité entre une catégorie d’occupation du sol et un cours d’eau a 
été évaluée en extrayant les surfaces d'eau à partir de la carte de couverture du sol et en calculant 
la distance horizontale entre chaque catégorie d’occupation du sol et le plan d'eau le plus proche. 
Trois zones tampons (buffers) autour du réseau hydrographique ont été créées afin d’obtenir des 
zones différenciées. Cela a permis d’identifier une distance seuil pour laquelle les corrélations 
entre les flux de coliformes et l’occupation du sol est optimale. Cette distance seuil représentera 
un critère de zonation des zones les plus contributrices aux flux de coliformes. La carte des 
distances présentant trois classes est illustrée en annexe 8. 
En somme, cette partie de notre travail a permis de passer en revue l’ensemble des VP qui 
ont été utilisées dans cette étude. Au total 45 évidences (ou classes) ont été utilisées pour 
l’estimation de la cartographie de la contamination microbienne. Le nombre de facteurs de 
chaque VP ainsi que les évidences ou classes sont présentés dans le tableau 3. 
 
Tableau 3. Les variables prédictives et les nombres de classes associées 
 
Variables explicatives Facteurs Nombres de classes ou d’évidence 
Géomorphologie 
 
 
 
 
 
 
 
 
 
Gradient des pentes 
 
 
 
- Nul; 
- Faible; 
- Douce; 
- Modérée; 
- Forte; 
- Excessive 
Forme des pentes 
 
 
 
- Dorsale; 
- Incliné; 
- Ondulé; 
- Placage; 
- Plat; 
- Vallonné 
Direction des pentes - Nord;  
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- Nord-Ouest; 
- Sud-Ouest; 
- Sud; 
- Est; 
-  Nord-est 
Pédologie 
 
Texture 
 
 
 
 
 
- Loam; 
- Loam-argileux; 
- Loam-sableux; 
- Loam-Sableux fin; 
- Organique; 
- Sable fin; 
- Textures variables 
Drainage 
- Bien drainé; 
- Imparfaitement drainé; 
- Mal drainé; 
- Rapidement drainé;  
- Très mal drainé; 
- Très rapidement drainé 
Occupation du sol 
 
 
 
 
 
Occupation du sol 
 
 
 
 
 
- Terre agricole; 
- Forêt;  
- Zone urbaine; 
- Zone Humide;  
- Eau;  
- Sols nuls;  
- Eau; 
- Autoroute 
Climat 
 
 
Pluviométrie 
 
 
- Faible; 
- Moyenne; 
- Forte; 
- Très-Forte 
Distance aux cours d'eau 
 
Longueur 
 
- Faible;  
- Moyenne; 
-  Forte  
Nombre total d’évidence 45 
 
3.7.2. L’évaluation de l’indépendance conditionnelle entre les variables explicatives 
L’approche PdlP exige une indépendance conditionnelle entre les variables explicatives. La 
vérification de cette indépendance est une étape importante car elle permet d’apprécier le degré 
de corrélation et la force du lien entre elles. Cela permet ainsi d’éviter la redondance de 
l’information et de limiter le nombre de données aux seules variables dont l'influence est 
significative à l’occurrence de l’évènement. La violation de cette condition peut dégrader les 
39 
 
performances prédictives si elle n’est pas respectée, en entrainant une surestimation ou une sous-
estimation des résultats finaux (la probabilité a posteriori). En comparant différentes méthodes 
évaluant la corrélation entre les variables explicatives et variable à modéliser, Ghattas. (2008) 
montrent que le Chi2 fournit des coefficients plus stables entre les variables, comparativement 
aux autres méthodes. Le test de Chi2 a été effectué entre les différentes variables pour tester 
l’hypothèse d’indépendance conditionnelle. Une première étape a consisté à convertir les cartes 
multi-classes de chacune des variables en carte binaire. Il s’agissait en effet de créer des cartes où 
la valeur 1 était attribuée à une classe en particulier de la variable prédictive et la valeur 0 à toute 
autre classe de la même variable. Cette carte binaire était ensuite combiner avec la couche 
d'informations montrant la répartition spatiale des points d’échantillonnage au sol. Puisque ces 
derniers avaient déjà été classés en deux catégories (contamination et non contamination) la 
nouvelle couche créée correspondait ainsi à la distribution spatiale d’une des deux valeurs en 
présence d'une certaine évidence. Cette démarche a donc été appliquée pour chacune des 45 
preuves retenues dans la base de données globale (tableau 3). Après l’obtention des cartes 
binaires, le test d’indépendance conditionnelle a été effectué en croisant deux à deux les classes 
des variables explicatives sous la forme d’un tableau de contingence.  
3.7.3. Application de l’approche PdlP 
Une fois l’indépendance conditionnelle vérifiée et les variables explicatives choisies, PdlP a été 
mise en œuvre à travers différentes étapes dont : (1) le calcul des poids positifs (W+) et négatifs 
(W-) ainsi que le contraste C (W+ -W-) des variables choisies; (2) la simulation : Cette étape a 
consisté à combiner les variables explicatives sélectionnées une à une par ordre hiérarchique 
jusqu’à obtenir le résultat optimal. Pour ce faire, des tests avec plusieurs combinaisons de 
variables explicatives ont été réalisés; et enfin la dernière étape consiste au choix du meilleur 
modèle par comparaison.  
Le meilleur modèle a été choisi en fonction de deux critères basés sur les capacités 
explicative et descriptive. Le premier critère, évalué sur l’analyse de l’ASC traduit la capacité du 
modèle à discriminer les échantillons contaminés des non-contaminés. Graphiquement, il s’agit 
d’une courbe qui donne le taux de bonne classification dans un groupe en fonction du taux de 
mauvaise classification pour ce même groupe. Lorsque l’ASC est supérieure à 0,8, le pouvoir 
discriminant est excellent ; il est bon lorsque l’ASC est comprise entre 0,7 et 0,8. Une ASC à 0,5 
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correspond à une prédiction au hasard. Le deuxième critère de comparaison repose sur la 
capacité descriptive du modèle. Cette capacité a été évaluée en comptabilisant le nombre 
d’observations concordantes entre la carte simulée et les observations sur le terrain. Au final, le 
meilleur modèle est utilisé pour une validation locale puis transposé sur les bassins de la rivière 
Yamaska pour une validation externe. 
3.7.4. Calage 
Le choix du protocole de calage a été orienté sur la base de la littérature (Rogel, 2007; Rousseau 
et al., 2008). L’un des objectifs de ce travail était de déterminer le jeu de paramètres optimal qui 
influence la contamination microbienne sur un BV. Par conséquent, le modèle proposé doit 
prendre en compte l’homogénéité spatiale des caractéristiques de chacun des bassins versants. 
Cette homogénéité spatiale est essentielle, puisqu’elle permet d’évaluer le rôle des organisations 
hydro-géomorphologiques sur la réponse de chaque BV lors d’un épisode de contamination 
microbienne. Dans ce contexte, plusieurs études soulignent le faible apport des calages par 
combinaison de bassins versants différents (Vaze et al., 2010; Wagener et al., 2003). Ceci est lié 
au fait qu’en combinant les formes spatiales de différents bassins versants, leurs systèmes de 
pente ainsi que l’organisation de leur réseau hydrographique, les paramètres ayant un impact 
significatif peuvent perdre leur pertinence et vice versa, lors du transfert sur d'autres régions. De 
plus, les erreurs relatives telles que celles des précipitations peuvent s’additionner (Kanso, 2004). 
Or, de telles erreurs peuvent biaiser la qualité des résultats obtenus et fausser les conclusions 
quant à la robustesse et à l’adaptabilité du modèle (Wilby, 2005; Kanso, 2004). En principe, dans 
le cas théorique, les paramètres obtenus par une méthode de combinaisons de différents bassins 
versants permettent souvent un ajustement des sorties du modèle aux données de calage 
comparativement aux méthodes de calage locales (Wriedt et al., 2006). Cependant, cet avantage 
perd son efficacité lorsque les données réelles sont utilisées (Vase et al., 2011). Avec une 
méthode de combinaison, contrairement à une méthode locale, la stabilité des paramètres est 
moins garantie lorsqu’on change de période (Rosero et al., 2010). Cette stabilité est primordiale 
pour la transférabilité du modèle, puisque l’impact des paramètres peut être diminué ou 
augmenté. D’ailleurs, quelques auteurs (Wagener et al., 2003; Wriedt et al., 2006) détaillent 
différentes situations où la transférabilité des paramètres par combinaison de bassins versants 
hétérogènes peut engendrer une perte de robustesse. Vase et al. (2011) constatent que lors du 
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calage, les paramètres optimaux sur certains ensembles de bassins versants hétérogènes ne 
conviennent pas à d’autres. Dans le même contexte, Rosero et al. (2010) soulignent que lors du 
calage par combinaison des bassins hétérogènes, la transférabilité des paramètres optimaux est 
fortement influencée par les conditions climatiques. Cette dépendance des paramètres optimaux 
au climat a été également observée par Vaze et al. (2010); Merz et al. (2011); Andréassian et al. 
(2012). Ces derniers concluent que l’identification d’un jeu de paramètres jugé optimal durant le 
calage d’un modèle ne garantit pas toujours une reproduction fidèle des mêmes processus dans 
toutes les situations et en tout temps.  
En somme, la vision de calage par combinaison de bassins versants différents ne parait 
pas adéquate dans le cas de notre étude, car elle ne permet pas de quantifier l’impact réel des 
paramètres environnementaux et leur dynamique dans le déclenchement d'un processus (la 
contamination microbienne dans notre cas). À partir de ces considérations, deux bases de bassins 
versants ont été constituées. Un premier échantillon se compose de trois sous-bassins du lac 
Massawippi en Estrie, où la forte variabilité agricole et la taille ont permis d'effectuer les tests de 
validation locale. Un second échantillon se compose de sous-bassins de la rivière Yamaska situés 
en Montérégie où sera testée la transférabilité spatiale du modèle PdlP, dans d’autres régions 
dont la morphologie est différente de celle du BV du lac Massawippi. 
3.7.5. Validation 
La validation se fait sur deux niveaux. D’abord, une validation dite interne ou locale s’effectue 
sur les bassins versants de la Tomifobia (en utilisant les points qui n’ont pas servi de calage), de 
Brook et de McConnell. Ensuite une validation dite externe consiste à vérifier la capacité de 
reproductibilité et de transférabilité du modèle à d’autres zones géographiques avec le même 
type de variables.  
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3.8. Résultats et leur interprétation 
3.8.1. Analyse de la dépendance conditionnelle 
Les résultats du test d’indépendance sont présentés dans le tableau 4. 
 
Tableau 4. Corrélation entre les variables prédictives 
Variables Gradient Nord-Ouest Nord-Est Dorsale Plat Vallonné Drainage Distance Pluviométri
e 
Gradient 1                 
Nord-Ouest 0,018 1               
Nord-Est 0,212 -0,77 1             
Dorsale 0,011 0,021 0,15 1           
Plat 0,32 0,16 0,29 0,24 1         
Vallonné 0,002 -0,11 0,25 0,16 0,31 1       
Drainage 0,26 0,72 0,41 0,33 0,68 0,57 1     
Distance -0,13 0,42 0,21 -0,27 0,13 0,15  0,21 1   
Pluviométrie 0,37 0,12 0,36 -0,19 0,33 0,08 0,01 0,33 1 
Ces résultats révèlent certains liens significatifs entre les variables explicatives. Il ressort qu’il y 
a une très forte relation entre les deux variables de l’orientation de la pente (Nord-Ouest et 
Nord-Est). Par ailleurs, le test de Chi2, montre une violation d’indépendance conditionnelle entre 
le drainage, l’orientation des pentes et les formes du terrain (plat et vallonné). Pour éliminer ce 
problème de dépendance conditionnelle, les variables explicatives corrélées n’ont pas été 
utilisées simultanément dans le processus de modélisation. 
Une analyse fine sur la base de l’arbre de segmentation (figure 3) montre que, seules, 
trois variables peuvent contribuer activement à la prédiction de la contamination microbienne. 
Ces variables actives sont : la pluviométrie (pluie), la distance (distance) et la texture du sol 
(texture). Rappelons que, lors de la construction de l’arbre, les variables morphométriques et 
d’occupation du sol n’ont pas été utilisées. En principe, vu que les corrélations au niveau de 
l’arbre de segmentation sont basées sur des variables standardisées (variance totale correspond 
aux nombres de variables), la part explicative sur la variance totale de ces deux variables auraient 
été beaucoup trop importante. Cependant, ces dernières ont été prises en compte dans la suite des 
travaux.  
Au niveau de la hiérarchie des variables explicatives obtenues par l’arbre de 
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segmentation, la VP distance est le facteur a semblé être le plus susceptible d’influer sur la 
contamination microbienne. On remarque que la première division associée à cette variable a 
divisé les échantillons suivants de données en trois sous-ensembles. Une analyse de sensibilité 
sur cette première division par la variable distance montre que la contamination des eaux peut 
connaître une certaine amplification lorsque la variable distance est faible ou moyenne (0-5 km et 
5-10 km). 
La variable pluie, quant à elle, est aussi apparue comme l’une des variables les plus 
actives dans le processus de partitionnement de l’ensemble des données puisqu’elle a servi pour 
la division au deuxième niveau. À ce niveau, cette variable apparait encore plus en profondeur de 
l’arbre au dernier niveau. En principe, selon les résultats, la pluie permet de raffiner 
l’interprétation des effets de la distance sur la contamination microbienne des eaux au moyen de 
son interaction avec la texture du sol (texture). Nous pouvons d’ailleurs observer que l’effet de la 
variable pluie, n’est réellement significatif sur la contamination microbienne que si la variable 
distance est faible ou moyenne. Dans ce cas, la VP pluie intervient encore plus en profondeur de 
l’arbre comme facteur explicatif de la contamination microbienne, notamment au dernier niveau. 
Ces divisions portent toutes sur des échantillons pour lesquels la variable texture a trait au sable 
ou à l’argile. Dans le partitionnement de l’ensemble des données, l’implication active de la 
variable texture montre que ce dernier a également des effets significatifs dans le processus de 
prévision de la contamination microbienne. Cette variable est la plus discriminante dans le 
groupe d’échantillons localisés sur des valeurs de distance inférieures ou égales à 10 km.  
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Figure 3. Arbre de régression de la sélection des variables explicatives de contamination 
microbienne des eaux. 
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3.8.2. Attribution des poids 
Les résultats des poids positifs et négatifs ainsi que le contraste figurent dans le tableau 5. 
 
Tableau 5. Corrélation spatiale entre les variables explicatives et la variable prédictive (bassin 
versant de la Tomifobia) 
Variables prédictives Classe des preuves W+ W- Contraste 
 
 
Occupation du sol 
 
 
 
forêt -0,37 0,35 -0,72 
terre agricole 0,77 -0,07 0,84 
zone urbaine 0,34 0,01 0,33 
sol nu 0,36 -0,03 0,39 
autoroute 0,01 -0,21 0,22 
zone humide 0,4 -0,06 0,46 
 
 
Gradient de pente 
 
 
 
nulle 0,31 -0,02 0,33 
faible 0,1 0 0,1 
douce 0,01 0,01 0 
Modérée 0,4 -0,13 0,53 
forte 0,67 -0,09 0,76 
excessive 0,62 0,23 0,39 
 
 
Texture du sol 
 
 
 
loam 0,11 -0,14 0,25 
loam argileux 0,69 0,16 0,53 
loam sableux 0,59 0,03 0,56 
loam- sable fin 0,62 0,05 0,57 
organique -0,37 0,13 -0,5 
textures variables 0,01 0,03 -0,02 
 
hauteurs de précipitation 
(cm) 
faible (10,1-11,5) 0,29 -0,04 0,33 
moyenne (11,5-12,2) 0,41 -0,04 0,45 
forte (12,2-12,8) 0,86 0,22 0,64 
très forte (12,8-13,3) 0,42 -0,17 0,59 
 
distances (km) 
 
faible (0-5) 0,61 0,11 0,5 
moyenne (5-10) 0,59 -0,28 0,87 
forte (10 et plus) 0,02 0,13 -0,13 
 
Au regard de ces résultats, pour le BV de la Tomifobia, la distance semble être un facteur 
déterminant dans l’estimation de la contamination microbienne. Une analyse plus détaillée des 
preuves de ce facteur montre que le contraste le plus élevé est celui de la classe moyenne 
5-10 km avec une valeur de 0,87. Cette valeur décroit assez vite lorsque la distance augmente 
atteignant une valeur négative, soit -0,13. La tendance est la même pour le gradient de pente et 
les hauteurs de précipitation dont les contrastes optimaux atteignent les valeurs de 0,76 et 0,64 
respectivement. Concernant l’occupation du sol, le paramètre terre agricole  donne le meilleur 
contraste, avec une valeur de 0,84. En ce qui concerne la pédologie, les preuves interviennent 
avec des ordres de grandeur presque similaires. Les valeurs de ces dernières sont comprises entre 
-0,5 et 0,57. Cette observation montre que la pédologie est un facteur non négligeable dans 
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l’estimation des modèles expliquant la variabilité de la contamination microbienne. Au niveau de 
ce paramètre, les preuves loam argileux et loam sableux ont les valeurs de contraste les plus 
élevés atteignant respectivement de 0,56 et 0,57. Au vu de ces résultats, six preuves principales 
ont été sélectionnées pour la construction du modèle : terre agricole; pente forte; loam-argileux; 
loam-sableux; forte précipitation et faible distance.  
À partir des paramètres présélectionnés, plusieurs tests de simulation ont été effectués sur 
les bassins versants de Tomifobia, McConnell et Brook. Dans un premier temps, seules, les 
classes associées à l’occupation du sol sont utilisées. Le second test en plus des classes de 
l’occupation du sol, contient les variables dérivées de la pluviométrie. À ce niveau, plusieurs 
simulations ont été effectuées en faisant varier la répartition de la pluie et en tenant compte ou 
non alternativement de la répartition des types de sol. Le troisième test incluait les deux variables 
précédentes en plus des variables de la pente. Enfin, le dernier test regroupait toutes les variables. 
En vue de simuler la contamination microbienne sur différents types de bassin versant, nous 
avons cherché à optimiser la procédure de calage afin de déterminer les paramètres optimaux 
pour chaque BV. Ces tests avaient pour objectif de garder les meilleures combinaisons 
permettant de mieux cartographier des zones vulnérables à la contamination microbienne des 
eaux. Ainsi, pour chacune des simulations considérées, nous avons évalué le degré de succès de 
la prédiction à partir des valeurs d’ASC. Dans le tableau 6, seules, les meilleures simulations 
sont présentées. 
 
Tableau 6. Les valeurs d’ASC des meilleures simulations obtenues par le poids de la preuve. 
Modèles Combinaison des preuves Tomifobia McConnell Brook 
A AGRI  0,27 0,59 0,65 
B AGRI + PL_forte + DIST_Faible 0,71 0,22 0,38 
C AGRI + PL_forte + loam_sableux + Sol_nu 0,45 0,32 0,11 
D AGRI + PL_forte + GRAD_forte +DIST_Faible 0,73 0,13 0,21 
E AGRI + loam argileux 0,31 0,12 0,03 
F AGRI + DIST_Faible  0,21 0,52 0,58 
G PL_forte + DIST_Faible+ loam argileux 0,31 0,23 0,32 
H AGRI + loam argileux + DIST_Faible + PL_forte + GRAD_forte 0,36 0,15 0,28 
I AGRI + Sol_nu 0,25 0,36 0,39 
J AGRI + PL_forte 0,44 0,40 0,49 
AGRI = terre agricole 
PL_forte = pente forte 
DIST_Faible = faible distance 
PL_forte =forte précipitation 
À l’instar des résultats du tableau 6, les performances moyennes obtenues des modèles A, B, D et 
F sont meilleures que celles obtenus avec les modèles C, E, G, H, I et J. Nous observons que la 
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valeur moyenne d’ASC varie de 0,27 à 0,65 pour le modèle A; de 0,22 à 0,71 pour le modèle B, 
de 0,13 à 0,73 pour le modèle D et de 0,21 à 0,58 pour le modèle F. Une analyse plus détaillée 
montre que les valeurs d’ASC sont uniquement élevées sur un seul BV, celui de la Tomifobia. 
Sur ce dernier, les valeurs moyennes d’ASC atteintes sont respectivement de 0,71 et 0,73 pour 
les modèles B et D. Cependant, nous remarquons une grande difficulté de ces deux modèles (B et 
D) à être transposés sur les sous-bassins de McConnell et Brook. Avec ces modèles, les valeurs 
d’ASC se stabilisent à 0,21 et 0,13 respectivement pour les sous-bassins de Brook et McConnell. 
Si l’utilisation des modèles B et D dégrade le critère d’ASC au niveau des sous-bassins versants 
de Brook et McConnell, il n’en ait pas de même pour le modèle A dont les performances 
augmentent pour ces deux bassins versants. Avec le modèle A, les valeurs d’ASC atteignent 0,59 
et 0,65 respectivement pour les sous-bassins versants de Brook et McConnell. Dans l’ensemble, 
les validations locales permettent de mettre en évidence un certain nombre d’éléments :  
• Le BV de McConnell présente les moins bons résultats avec des valeurs d’ASC faibles 
quelque soit le modèle employé. 
• Le BV de la Tomifobia obtient les plus fortes valeurs d’ASC avec le modèle B. 
• Le modèle A semble plus performant que les modèles B et D sur les sous-bassins versants 
de Brook et McConnell. 
D’après ces résultats, nous pouvons déduire que si la variable «Pente» apporte une explication 
significative à la contamination microbienne au niveau du sous-bassin de la rivière Tomifobia, 
elle ne l’est pas de façon automatique pour les sous-bassins de Brook et McConnell (modèles B 
et D). D’ailleurs, dans ce contexte plusieurs auteurs (Hébert, 2001; Servais et al., 2005) ont 
démontré que pour les bassins dont la taille est supérieure à 200 km2 les variables spatiales telles 
que la pédologie et la topographie sont relativement homogènes; par conséquent, la pente et / ou 
l’occupation du sol permettent d’améliorer l’explication de la contamination des eaux. Alors que, 
pour les bassins dont la taille n’atteint pas 100 km2, l’occupation du sol est assez suffisante pour 
expliquer la variation de la contamination microbienne. 
Au vue de ces résultats, seuls, les modèles B et D ont été pris en considération et transférés 
sur les bassins versants de la Yamaska dont les superficies sont supérieures à 200 km2. Le tableau 
7 présente les résultats de la transposition des modèles B et D sur les sous-bassins versant de la 
Yamaska.  
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Tableau 7. Les valeurs d’ASC des meilleures simulations obtenues pour la transposition 
Modèles 
 
Combinaison des preuves 
 
Yamaska-
Nord 
Yamaska Sud- 
Est 
Salvail Pot au 
beurre 
B AGRI + PL_forte + DIST_Faible 0,76 0,75 0,62 0,54 
D AGRI + PL_forte + DIST_Faible + GRAD_forte 0,79 0,77 0,21 0,36 
 
Nous pouvons constater que la transposition du modèle D reste meilleure par rapport au 
modèle B pour les bassins versants de Yamaska-Nord et de Yamaska Sud-Est. Les valeurs d’ASC 
sur ces bassins versants atteignent respectivement 0,79 et 0,77. Cependant, le modèle D perd sa 
performance lorsqu’elle est transposée sur les sous-bassins versants de Salvail et Pot-au-beurre. 
Cette perte est caractérisée par une baisse notable du taux de bonne prédiction dont les valeurs 
passent de 0,21 à 0,36 pour les sous-bassins versants de Salvail et de Pot-au-beurre. 
En comparant les résultats par type de BV, nous constatons que ce sont les bassins 
versants des Appalaches (Yamaska-Nord et Yamaska Sud-Est) qui ont les valeurs d’ASC les plus 
élevées : 0,79 et 0,77 respectivement pour « Yamaska-Nord » et « Yamaska Sud-Est ». 
Cependant, le groupe des sous-bassins versants de basses terres (Salvail et Pot-au-beurre) ne suit 
pas cette règle, puisque les valeurs d’ASC obtenues sont inférieures à 70 %. Du point de vue 
descriptif, de telles valeurs d’ASC n’indiquent aucune concordance entre la carte simulée et les 
points d’observations sur le terrain. Cela rend la distribution instable et difficile à interpréter. 
Pour avoir une idée plus nette de la façon dont les deux modèles estiment la contamination 
microbienne, nous avons visuellement comparé les cartes de probabilités simulées et les points 
d’observation sur le terrain. Les résultats obtenus sont présentés aux figures 3 et 4. 
Du point de vue descriptif, la carte de distribution de la contamination microbienne 
générée par le modèle B (figure 4) sous-estime certaines zones à fortes probabilités de 
contamination microbienne. C’est le cas du SBV Yamaska.  
Bien que les valeurs d’ASC du modèle B soient inférieures à celle du modèle D, le 
modèle B présente de meilleures performances descriptives (figure 4). Ce modèle prédit plus de 
70 % de la dynamique de la contamination microbienne aux niveaux des bassins des Appalaches 
et plus de 50 % pour les bassins versants des basses terres. Cette analyse comparative montre que 
le modèle B est celui qui peut être transposable sur les bassins versants de la région des 
Appalaches et celle des terres basses. Il explique non seulement une grande part de la variabilité 
de la contamination microbienne, mais aussi une concordance réaliste entre les cartes simulées et 
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les observations sur le terrain. Les mauvais résultats en validation proviennent majoritairement 
d'erreurs de paramètres calés trop faibles et moins représentatifs sur certains bassins versants. 
Malgré tout, le calage et la validation des modèles B et D ont permis de sélectionner un jeu de 
paramètres permettant de simuler au mieux la distribution de la contamination microbienne de 
chaque BV.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Probabilité de contamination microbienne sur la Yamaska à partir du modèle D 
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Figure 5. Évaluation explicative et descriptive des modèles 
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3.9. Conclusion partielle 
Dans cette étude, nous avons évalué la performance de prédiction du modèle PdlP sur la 
contamination microbienne des eaux. Pour cela, nous avons réalisé une validation externe dans 
un contexte de généralisation globale. Dans la littérature, cette dernière a rarement été effectuée, 
car la plupart du temps, les modèles de contamination microbienne des eaux sont construits 
localement, et évalués dans la région où ils ont été calibrés. Un point fort de ce travail a été la 
mise en place d’un protocole d’évaluation mettant en exergue les données de calibration du 
modèle à une échelle inférieure à 1 000 km2 et indépendants des données d’évaluation dans des 
régions de caractères géomorphologique et pédologique différents. Il a donc été possible de tester 
à la fois la capacité du modèle à prédire non seulement la contamination microbienne des eaux à 
l’échelle d’un BV, mais aussi la capacité d’être transposé sur d’autres bassins versants. Le 
présent modèle, avec une force de prédiction d'environ 71 % est assez fort si on tient compte des 
études antérieures (Pitts, 2002; Hubert, 2002; Pitoine et al., 2012) qui mentionnent 
respectivement des forces de prédiction de la contamination microbienne d'environ 50 % selon le 
type de marée et 70 % à partir de SLAMM (Source Loading and Management Model). 
Parmi les résultats obtenus, il ressort que les paramètres qui influencent le plus, la 
variabilité de contamination microbienne sont la distance des cultures au réseau hydrologique, 
l’occupation du sol, la pluie, ainsi que les caractéristiques pédologiques dans une moindre 
mesure. Dans ce contexte, la précision du modèle et la hiérarchisation des facteurs de la 
contamination microbienne des eaux sont similaires à ceux des modèles de régression (Patoine, 
2009) de REP-PCR (Kon et al., 2009) et des modèles d’analyse multivariée. Ces études ont 
montré que l’agriculture et la densité animale contribuent à plus de 59 % d'E. coli sur un BV de 
100 km2. Les mêmes conclusions ont été avancées par Turgeon (2011) qui a démontré une 
association significative entre le pourcentage des terres agricoles et la présence d’E. coli.  
L’évaluation, la validation ainsi qu’une tentative de transposabilité des modèles proposés 
ont constitué une étape importante de ce travail. Dans la littérature, de nombreuses études testent 
les ajustements des modèles agro-hydrologiques aux variations de la contamination microbienne, 
mais très peu se sont attachées à vérifier la validité des modèles dans un but de transférabilité 
spatiale. En principe, certains auteurs (Hansen et al., 2001) pensent que les interactions entre les 
facteurs environnementaux et la pollution sont complexes et compliquées pour être transférées 
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systématiquement sur toutes les échelles spatiales. D’autres, plus optimistes, affirment que la 
connaissance des facteurs affectant la contamination microbienne a déjà des principes bien 
définis qui sont suffisants pour généraliser la modélisation du flux de coliformes. À notre échelle 
de travail et sur la base des sept sites d’études, nous montrons qu’un certain degré de 
transposabilité géographique peut être fait sur les relations entre les paramètres 
environnementaux et la contamination des eaux. Pour des bassins versants dont la superficie est 
supérieure à 100 km2 et inférieure à 1 000 km2 le modèle PdlP est correctement généralisable. À 
cette échelle, il est possible de cartographier de manière réaliste la dynamique de la 
contamination microbienne. La tentative de transférabilité donne une certaine robustesse au 
modèle PdlP et de son utilité pour le contrôle de la qualité microbiologique des eaux récréatives.  
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Chapitre 4. Analyse spatiale de la sensibilité du modèle PdlP 
La première partie de notre travail a exploré l’utilisation du modèle PdlP comme un outil 
prédictif de la contamination microbienne. Ce modèle a procuré des éléments de réponse sur 
l’identification et la localisation des zones susceptibles de dégrader la qualité bactériologique des 
eaux. Cette conclusion ne peut être renforcée que si l’incertitude due aux données spatiales et 
temporelles de ce modèle est prise en compte. Le but de cette section est donc d’analyser la 
sensibilité de PdlP à travers l'incertitude des variables spatiales utilisées comme intrant au 
modèle. Il s'agit ici de quantifier le domaine de variabilité des sorties du modèle PdlP, en 
déterminant quelle part de variance est due à l'occupation du sol et aux caractéristiques 
pédologiques. Le travail d'analyse de sensibilité globale sur le modèle PdlP permet d'identifier 
les variables explicatives dont l’effet est peu important en fixant leur valeur, et de réduire 
l'incertitude dans la prédiction de la contamination microbienne. La littérature existante sur les 
modèles de la qualité de l'eau procure des analyses de sensibilité, mais elles se résument 
principalement à étudier les variations d'une sortie d'intérêt en faisant varier à tour de rôle les 
valeurs des variables explicatives autour de leur valeur nominale. Ce type d'analyse ne permet 
pas de comprendre et d’appréhender la sensibilité des variables sur la qualité des eaux de surface. 
C’est pourquoi, nous proposons l'utilisation d'une nouvelle approche fondée sur la décomposition 
de la variance pour l'analyse de sensibilité globale du modèle PdlP. Il s'agit des indices de 
sensibilité de Sobol. 
4.1. Introduction 
La modélisation de la contamination microbienne à partir du modèle PdlP est issue des 
considérations probabilistes et repose entièrement sur un large éventail de données d'entrée 
spatiales, notamment la topographie du terrain, le réseau hydrographique, la carte d’occupation 
du sol ainsi que les caractéristiques pédologiques. Chacune de ces données contient un niveau 
d’incertitudes liées aux erreurs d’acquisition, de traitement et d’échelle (Corgne, 2004; Maggioni 
et al., 2012). À ces incertitudes s'ajoutent celles du modèle liées à la simplification des structures 
complexes, à la description mathématique ou à la discrétisation spatiale du modèle (Uhlenbrook 
et al., 1999; Kanso, 2004). L'ensemble de ces incertitudes peut réduire les capacités prédictives 
de la modélisation. Devant l'incertitude des variables d’entrée, il est impératif d'effectuer une 
analyse de sensibilité du modèle pour s'assurer de la fiabilité, de la robustesse et surtout de la 
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représentativité des prédictions. Le contexte dans lequel nous nous intéressons à cette incertitude, 
est celui de l’analyse de sensibilité permettant de mieux comprendre le comportement du 
modèle, face aux variations de valeurs des variables d'entrée. Cette analyse permet donc 
d'orienter la sélection de variables explicatives et la validation du modèle en définissant 
l'intervalle de variations des variables sur lesquelles il faut agir pour que la sortie du modèle soit 
dans une gamme bien précise (Hamby, 1994; Murphy, 2004; Hasmadi et al., 2008).  
Il existe différentes méthodes permettant de quantifier des incertitudes sur les variables 
d'entrée spatiales. Ces méthodes, largement décrites dans Kleijnen. (1995) et Saltelli et al. (2000) 
peuvent se repartir en trois grandes catégories : (i) les méthodes de criblage ou « screening »; 
(ii) les méthodes d’analyse de sensibilité locale; et (iii) les méthodes d’analyse de sensibilité 
globale.  
Les méthodes de criblage consistent à hiérarchiser les incertitudes des variables d’entrée 
en fonction de leur influence sur la variabilité de la sortie du modèle (Campolongo et al., 2007; 
Weichel et al., 2007; Carlos García-Díaz et al., 2012). Ce sont des méthodes considérées locales 
car elles permettent d'estimer localement les dérivées partielles des variables vis-à-vis des 
paramètres incertains, et de les normaliser par l’espérance ou l’écart-type des différentes 
variables (Homma et Saltelli, 1996). Cette approche est appropriée si, seule, une région 
spécifique de l’espace doit être étudiée. Par cette approche, la sensibilité est mesurée en 
analysant les variations de la sortie lorsqu’une seule variable d’entrée varie, les autres étant 
fixées à leurs moyennes. C'est pourquoi elle sert, en première approche, à détecter les variables 
les plus influentes d’un modèle, pour pouvoir ensuite les étudier par des méthodes plus 
approfondies. Dans la plupart des cas, ces méthodes sont utilisées lorsque le nombre de variables 
est très grand (>100). Toutefois, il s'agit des méthodes très restrictives. Elles ne représentent pas 
toute l'interaction entre les variables du modèle. Par ailleurs, elles fournissent uniquement une 
information qualitative contrairement aux méthodes d’analyse de sensibilité locale et globale qui 
permettent de quantifier et classer les variables par ordre d’importance (Hamby, 1994; O’Hagan, 
2012). 
Pour sa part, l'analyse de sensibilité locale détermine la réponse du modèle à une 
variation des variables d’entrée, au voisinage d’une configuration paramétrique donnée (Hamby, 
1994; Mishra et al., 2003). La mise en place de cette méthode repose principalement sur le calcul 
des dérivées partielles des fonctions de sortie par rapport aux variables d’entrée. Les calculs 
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numériques impliquent de faire varier les variables d’entrée du modèle dans un intervalle très 
restreint autour d’une valeur nominale (Mara et al., 2012; Marrel et al., 2012). Dans ce contexte, 
l'approche la plus utilisée est celle dite Un-à-la-fois, (en anglais One-At-a-Time ou OAT), où une 
seule variable d’entrée varie à la fois, alors que toutes les autres sont maintenues constantes 
(Turányi et Rabitz, 2004). L’inconvénient majeur est que cette catégorie d'analyse de sensibilité 
ne permet pas de prendre en compte la variabilité totale des variables, ni leurs dépendances 
(Saltelli et al., 2010). Par conséquent, les résultats obtenus par une analyse de sensibilité locale 
ne reflètent généralement pas la complexité du modèle considéré puisqu’ils sont obtenus sans 
tenir compte des distributions des variables d’entrée, de leurs intervalles de valeur et de leurs 
interactions. 
Complémentaire aux méthodes locales, l’analyse de sensibilité globale est fondée sur une 
méthode probabiliste considérant chacune des variables comme étant aléatoire. Elle se 
caractérise par l’exploration de l'étendue admissible des variables d’entrée et permet de prendre 
en compte la distribution de probabilité de chaque entrée en faisant varier simultanément toutes 
les variables (Xu et Gertner, 2011; Kucherenko et al., 2012). Dans l'analyse de sensibilité 
globale, on distingue principalement trois techniques : Monte Carlo (MC), Fourrier Amplitude 
Sensivity Test (FAST) et les indices de Sobol. Ces méthodes se caractérisent par l’exploration de 
l’espace des variables d’entrée et sont basées sur la variabilité de la sortie du modèle dans son 
domaine de variation. Parmi ces techniques, les indices de Sobol sont les plus utilisés pour des 
analyses de modèles hydrologiques. La raison principale de cette popularité repose sur 
l’attribution d’une loi de probabilité aux variables d’entrée afin de modéliser l’incertitude sur 
chaque paramètre d’entrée. Basés sur la décomposition de la variance des valeurs de sortie, les 
indices de Sobol permettent de quantifier la sensibilité du modèle non seulement aux interactions 
paramétriques des variables temporelles ou spatiales, mais ils prennent en compte l’espace global 
des incertitudes sur les variables (Marrel et al., 2012, Storlie et al., 2009; Tissot, 2012). Ces 
indices permettent d'estimer l'influence des paramètres d'entrée sur la sortie du modèle en 
utilisant la décomposition de la variance fonctionnelle (appelée aussi analyse de variance 
fonctionnelle) en somme de fonctions élémentaires. 
Dans le but d’explorer son potentiel, les indices de Sobol ont été utilisés par Cibin et al. 
(2010) et Nossent et al. (2011). Le but de ces études étaient d'analyser la sensibilité globale du 
modèle SWAT aux propriétés du sol de deux BV en considérant différents changements 
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climatiques. Il ressort de ces études que, vu la difficulté de paramétrisation que nécessitent les 
modèles hydrologiques, les indices de Sobol sont assez robustes pour repérer les principales 
sources d'incertitude du modèle. Ils sont en mesure d'identifier et de hiérarchiser les variables 
d'entrée les plus influentes. Ces indices sont également en mesure de diminuer l'incertitude des 
entrées. Un autre avantage qu'on attribue aux indices de Sobol est qu'ils sont peu couteux en 
calcul et ne nécessitent aucune hypothèse sur le modèle considéré. Au vu de ces avantages, les 
indices de Sobol constituent une voie prometteuse pour l'analyse de sensibilité globale des 
modèles utilisant les variables spatiales comme intrants. 
4.2. Objectifs 
L’objectif de ce chapitre est de quantifier les incertitudes liées aux simulations de la 
contamination microbienne des eaux et d’effectuer une analyse de sensibilité du modèle aux 
variables explicatives à l'aide de la méthode de Sobol. L’enjeu principal est la compréhension du 
comportement de PdlP aux changements de variables et à travers différents scénarios, pour 
caractériser sa réponse dans un intervalle de confiance en tenant compte des incertitudes 
associées aux variables spatiales. Compte tenu de l'aspect aléatoire du risque de contamination 
microbienne et de l'aspect aléatoire du comportement des variables spatiales, il apparait 
nécessaire d'introduire une dimension stochastique dans le modèle PdlP. Pour ce faire, il faut :  
- quantifier l'impact des incertitudes associées aux variables d’entrée spatiales sur la 
prédiction de la contamination microbienne des eaux et leur propagation dans la structure 
du modèle PdlP;  
- déterminer le degré de confiance à accorder au modèle PdlP dans la simulation de la 
contamination microbienne des eaux, face aux incertitudes de nature spatiale. 
4.3. Cadre mathématique : principe d’analyse de sensibilité de Sobol 
La méthode de Sobol est une technique d'analyse de sensibilité globale qui consiste à déterminer 
l’impact de la variabilité des variables d’entrée du modèle sur les valeurs de sortie (Jacques, 
2011). Initialement, l'application de cette méthode se concentrait sur des cas où les variables 
d’entrée sont scalaires, tout comme la sortie. Basée sur le théorème de Hoeffding, cette méthode 
stipule que la variance des valeurs de sortie peut être décomposée de façon unique en somme de 
termes de dimensions croissantes soumis à une contrainte d’orthogonalité (Saltelli et al., 2010). 
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De façon concrète, il s'agit d'estimer l'influence des variables d'entrée sur la sortie du modèle en 
utilisant la décomposition de la variance fonctionnelle en somme de fonctions élémentaires 
(Saltelli et Annoni, 2010; Saltelli et al., 2010; Sudret, 2008).  
Supposons que le modèle étudié est sous la forme 0 = 1 23$, … , 356 avec 23$, … , 356, 
l’ensemble des variables d'entrées incertaines du modèle; Y est la sortie et P le nombre de 
variables indépendantes. Pour quantifier l’importance d’une variable d’entrée sur la variance de 
la sortie Y, en fixant la variable 37  à une valeur 87∗  il faut calculer la variance conditionnelle de 
Y sachant que
 
 37 = 87∗ notée V 0|37 = 87∗. Or, selon le théorème de la variance totale (Saporta, 
2006), la variance de Y est liée à la variance et l'espérance conditionnelles de X selon l’équation 
suivante : 
:0 = :(;<0|37= )+ ;<:0|37=.        Éq. 10  
Le premier terme représente la variance de l’espérance de Y conditionnellement à 37. 
Alors, pour pouvoir quantifier l’effet de  37 sur Y, on évalue la part de la variance de Y induite 
par 37. Cette quantité est définie par Sobol (1993) comme étant l’indice de sensibilité >7 de 
premier ordre: 
>7 =  ?@<A|BC=?A           Éq. 11  
Cet indice >7 est appelé indice de sensibilité de premier ordre par Sobol (1993) et « correlation 
ratio » ou encore « importance measure » par McKay (McKay, 1979). Il quantifie la sensibilité 
de la sortie Y à la variable d’entrée 37, ou encore la part de variance de Y due à la variable 37. Cet 
indice a été introduit par décomposition de la fonction f du modèle en somme de fonctions de 
dimensions croissantes : 
f 28$, … , 856 = 1D  +  ∑   178757-$  +  ∑ 17,E$F7GEF5   287 , 8E6 +  … +  1$,&,',…,528$, … , 856     Éq. 12
            
 
où  
1D = E<0=; 
1737 = ;<0|37= −  ;<0=;  17,E237, 3E6 = EK0|37, 3EL − ;<0|37= − K0 3EL +  ;<0=,  
suivi de la composante d’ordre supérieure (1$,&,',…,528$, … , 856). Suivant le même principe de 
l’équation 12 la variance se décompose alors en : 
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: =  ∑ :7 +  ∑ :7E$F7GEF557-$ + ⋯ + :$…5,        Éq.13 
où 
 
:7 = :;<0|37=, 
 
:7E =  :2;K0|37, 3EL6 − :7 − :E, 
 
:7EN =  :2;K0|37, 3E , 3ENL6 − :7E − :7N, −:EN −  :7 − :E − :N 
:7EN…5 =  : − O :7 
5
7-$
−  O :7E
$F7GEF5
− ⋯ − O :7P…7QRP
$F7PG⋯G7QRP F5
 
 
Le dernier terme de la décomposition :$…5, n’est que la différence entre la variance de Y et toutes 
les parts de variance d’ordre inférieur. Si on divise chaque membre de l’équation 13 par  :0 on 
obtient : 
∑ >77 + ∑ >7E7GE +  ∑ >7EN7GEGN + .  .  . + >7EN…5 = 1       Éq.14 
 
où 
T7 = ?C? =
?@<A|BC=
?            Éq.15 
 
>7E =  ?CU?             Éq.16  
 
>7EN =  ?CUV?             Éq.17 
 
Les équations 15, 16 et 17 représentent respectivement:  
- l’indice du premier ordre qui quantifie la sensibilité de la sortie Y par rapport aux 
variables d’entrée  37; 
- les indices de sensibilité d’ordre deux permettant de quantifier la sensibilité de la sortie Y 
par rapport à l’interaction croisée de  37 et  3E sans prendre en compte l’effet des 
variables seules; et 
- les indices de sensibilité d'ordre trois qui permettent de quantifier la sensibilité de la 
sortie Y par rapport à l’interaction croisée de  37 et 3E et  37E sans prendre en compte 
l’effet des variables seules. Le principe se poursuit ainsi de suite jusqu’à l'ordre p. 
La somme de tous les indices est égale à 1. Puisque tous les indices sont positifs, plus la valeur 
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de l’indice de Sobol est grande (proche de 1), plus la variable aura d’importance. Le nombre 
d’indices de sensibilité dépendra donc de l’ordre utilisé (1 à p) puisqu’il est égal à 2W − 1. Si le 
nombre de variables d’entrée p est trop important, on obtient un très grand nombre d’indices de 
sensibilité; par conséquent, leur estimation peut se compliquer (Jacques, 2005). Pour ce faire, 
Homma et Saltelli (1996) ont alors introduit des indices de sensibilité totaux qui correspondent à 
la somme de la sensibilité de la seule variable et à la sensibilité aux interactions de cette variable 
avec toutes les autres. Elle est définie par l’équation suivante : 
 
>X$ =>X7 = >7 + >7E + >7N+ .  .  . + >7EN + .  .  .      Éq. 18 
Ces indices de sensibilité ont l’avantage de n’imposer aucune hypothèse sur la forme du modèle, 
mais nécessitent une hypothèse d’indépendance des variables d’entrée.  
4.4. L’échantillonnage 
Pour évaluer les indices de Sobol, on s'appuie souvent sur la création d’échantillonnage dans 
l'espace des paramètres d’entrées (Iooss, 2011). Cette étape est fondamentale pour une bonne 
analyse de sensibilité, car elle permet de déterminer la confiance accordée aux estimations de 
l'incertitude par de nombreux essais expérimentaux. Plusieurs techniques d’échantillonnage ont 
été proposées dans la littérature (McKay et al., 1979; Stein, 1987; Fishman et Rubbin, 1992(a); 
Frey et Burmaster,1999; Saltelli et al., 2010). Parmi les plus populaires, on distingue : 
l’échantillonnage aléatoire de Monte Carlo (MC), l’échantillonnage stratifié et l’échantillonnage 
selon les hypercubes latins.  
La stratégie d'échantillonnage aléatoire de MC est la plus utilisée dans des études 
d'analyse de sensibilité (Saltelli et al., 2010). La majorité des auteurs s'accordent à l’idée que 
l’avantage de cette approche réside dans la simplicité de sa mise en œuvre. Toutefois, le temps de 
calcul nécessaire en constitue l’inconvénient principal (Hamby, 1994; Christiaens et Feyen, 
2002). Par ailleurs, la méthode nécessite beaucoup de données pour l'attribution d'une fonction 
de densité de probabilité de chaque variable choisie (Guyonnet et al., 1999, 2003). Enfin, à partir 
d'un échantillonnage de ce type, il y a un risque que les réalisations de l’échantillon utilisé soient 
focalisées sur une certaine région au dépend d’autres faiblement sondées (Geours, 2011). Pour 
cela, une alternative efficace consiste à utiliser des techniques de génération de nombres pseudo-
aléatoires qui permettent d’obtenir une meilleure précision pour un même nombre de points. 
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Une de ces méthodes développée par McKay et al. (1979) est l’échantillonnage par 
hypercubes latins, connue sous l’acronyme LHS pour Latin Hypercube Sampling. Ce dernier 
consiste à répartir uniformément les points de l’échantillon sur toute l’étendue du domaine de 
chaque variable d’entrée. L'échantillonnage de l'Hypercube Latin sélectionne ainsi n valeurs 
distinctes pour chacune des k variables  X1, X2; ...Xk. Dans un premier temps, le domaine de 
chaque variable est divisé en n intervalles disjoints. Dans un second temps, on choisit 
aléatoirement dans chaque sous-intervalle une valeur. Les n valeurs choisies pour X1 sont 
couplées aléatoirement avec les n valeurs de X2. Ces n paires sont combinées avec les n valeurs 
de X3 pour former n triplets, etc. jusqu' à ce que n k-uplets soient formés. Cette construction de 
l'échantillonnage garantit que l'on n'a qu'une valeur dans chaque sous-intervalle de chaque 
direction de l'espace. L'avantage de ce type d’échantillonnage par rapport à la méthode classique 
de MC est qu’elle réduit le nombre d’échantillons pour une précision similaire. Elle garantit 
également une couverture uniforme du domaine de chaque entrée, en évitant de sous-
échantillonner certaines zones. La figure 6, illustre le principe de l'échantillonnage LHS. 
 
 
 
 
 
 
 
 
 
 
Figure 6. Illustration du principe de LHS: A) le découpage des 5 sous-intervalles selon la 
fonction de distribution d’une des entrées, en B) représentation des 5 couplets générés (adaptée 
de Mara, 2008) 
 
Dans la littérature plusieurs chercheurs se sont intéressés à comparer l’échantillonnage de 
MC au LHS (Saltelli et al., 2010; Pételet et al., 2006.). Il ressort que le LHS, qui présente 
l’avantage de la simplicité, est le mieux adapté lorsqu’on ne dispose d’aucune information sur la 
relation entrée/sortie. Comparativement à l'échantillonnage de MC cette technique donne 
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asymptotiquement un estimateur présentant un écart-type plus petit. Au vu de ces avantages, 
cette méthode est donc celle qui a été retenue dans notre étude afin de réaliser l'échantillonnage 
des variables considérées incertaines dans le modèle PdlP. 
4.5. L'estimation des indices de sensibilité selon la technique de Sobol 
L’estimation des indices de sensibilité nécessite l’estimation d’espérance de variance 
conditionnelle. Selon la technique d’estimation par la méthode de Sobol, il faut estimer la 
quantité  :7 selon l’équation suivante : 
:7 = :;<0|37= =  <;<0|37=&=YZZ[ZZ\
]C
− K;<0|37=L& =  7^ − ;<0=&,     Éq. 18 
Sobol propose d’estimer  7^   (l’espérance du carré de l’espérance de  0 en tenant compte de la 
condition de 37  et en faisant varier toutes les variables sauf la variable 37. Pour cela, on génère 
deux matrices A et B de taille (N, p). N est la taille de l’échantillonnage et k le nombre de 
variables.  
` =  
a
bb
bb
b
c 8$$ 8&$ … 87$ … 8N$
8$& 8&& … 87& … 8N&⋮ ⋮ ⋮ ⋮ ⋮ ⋮
8$ef$ 8&ef$ … 87ef$ … 8Nef$
8$e 8&e … 87e … 8Ne g
hh
hh
h
i
 
 
j =  
a
bb
bb
b
c k$$ k&$ … k7$ … kN$
k$& k&& … k7& … kN&⋮ ⋮ ⋮ ⋮ ⋮ ⋮
k$ef$ k&ef$ … k7ef$ … kNef$
k$e k&e … k7e … kNe g
hh
hh
h
i
 
 
 
`l =
a
bb
bb
b
c 8$$ 8&$ … k7$ … 8N$
8$& 8&& … k7& … 8N&⋮ ⋮ ⋮ ⋮ ⋮ ⋮
8$ef$ 8&ef$ … k7ef$ … 8Nef$
8$e 8&e … k7e … 8Ne g
hh
hh
h
i
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La matrice `l  est formée par toutes les colonnes de A exceptée la ième colonne qui est prise de B. 
C’est l’inverse pour la matrice jm où toutes les colonnes de B exceptée la ième colonne qui est 
prise de A. Partant de ces matrices, les indices de sensibilité de premier ordre sont alors estimés 
par :  
:7 = :;<0|37= =  $e ∑ 1`EeE-$ 1jm7 E − 1D&       Éq. 19 
Les indices totaux sont égaux à :  
>n7 = 1 −  
P
o∑ p mU pqlrC sUfpt
uoUvP
P
o∑ p mUu fptuoUvP
         Éq. 20 
 
4.6. Choix de l'approche de SOBOL dans le cadre de la contamination microbienne des eaux 
récréatives 
L’originalité de notre travail de thèse a été d’adapter l'analyse des indices de SOBOL à un 
modèle dont les entrées sont des cartes et de montrer ses avantages potentiels dans la réduction 
d’incertitudes et l’amélioration des résultats, en combinant notamment méthodes statistiques 
(technique Bayésienne et analyse de sensibilité de premier ordre et indices totaux) et outils 
informatiques (couplage entre R et logiciel statistique SENSA (Sensive analysis). En dépit de la 
pertinence de la calibration bayésienne, les indices de SOBOL ont été rarement appliquée au 
domaine de recherche sur les relations entre les variables environnementaux et la qualité de l'eau, 
en particulier en utilisant les modèles spatiales qui simulent la contamination des coliformes à 
l'échelle d'un bassin versant a vocation agricole. Cela nous a conduits à produire  un nouveau 
paramétrage pour des sites du bassin versant de la Yamaska soumis à des conditions agricole 
extrêmes et topologiques variées. Les résultats ont confirmé l’efficacité de cette technique pour 
la réduction d’incertitude et l’amélioration de la fiabilité du modéle spatiale du PdlP. 
L’un des points forts de la calibration bayésienne est qu’elle fournit une distribution a posteriori 
pour chaque paramètre et non pas seulement une valeur unique. Cette distribution nous permet 
de mieux étudier et de quantifier l’incertitude liée aux variables du modèle. Il s'agit d'une 
méthode simple et performante en raison de son adaptation aux modèles complexes basés sur les 
processus et de toutes tailles (plus particulièrement les modèles de ≥ 10 paramètres). Par ailleurs, 
les indices de SOBOL ne nécessitent pas de connaissances préalables sur la forme de la 
distribution a posteriori à générer. Tout cela prouve la pertinence des indices de SOBOL qui sont 
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utilisées dans nombreuses disciplines grâce à leur capacité de résoudre plus facilement et plus 
naturellement les problèmes. En plus, ces indices permettent de combiner le paramétrage du 
modèle avec l’analyse d’incertitude. Ce qui permet d’intégrer et de synthétiser plus facilement 
diverses sources d’informations. 
Les indices de SOBOL n’ont pas vraiment besoin d’un logiciel ou outil spécifique pour être 
mises en place. Ils peuvent être développée sous plusieurs environnements et outils génériques 
de calcul scientifique (ex. R, MATLAB, SENSA) ou codé en langages informatiques ayant des 
librairies statistiques (ex. C/C++, Java…). Ces atouts majeurs les distinguent des autres 
approches permettant principalement d’utiliser la nouvelle distribution a posteriori des 
paramètres pour obtenir des nouvelles valeurs plus précises et moins incertaines (Van Oijen et 
al., 2005). 
 
4.7. Méthodologie 
L’analyse de sensibilité globale du modèle PdlP aux variables spatiales a été effectuée à partir de 
la méthode de Sobol. L'approche proposée a pour but de prendre en compte à la fois le caractère 
aléatoire du taux moyen de coliformes dans les eaux et l’incertitude des variables spatiales 
définissant leur caractère aléatoire. Cette démarche, scindée en trois étapes, est schématisée en 
figure 7.  
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Figure 7. La méthodologie de l'analyse de sensibilité de PdlP aux variables spatiales 
 
La première étape de la méthodologie a consisté tout d’abord à sélectionner les 
principales variables spatiales ayant un impact significatif sur la contamination microbienne des 
eaux. Dans la majorité des cas, cette sélection s’est effectuée à l’aide du jugement d’experts, 
d’études analogues, ou de résultats d’études précédentes. Dans cette partie de notre étude, la 
sélection des variables a été effectuée selon les résultats de la première partie de cette thèse de 
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doctorat dont l'objectif a été de quantifier l'influence de chaque variable sur la contamination 
microbienne en leur assignant un poids. Suite à la sélection des variables spatiales les plus 
influentes, nous avons défini non seulement les différentes valeurs que celles-ci peuvent prendre 
mais aussi leurs lois de probabilités.  
La deuxième étape est la propagation de l'incertitude. Cette étape a permis de déterminer 
la variabilité de la réponse de PdlP induite par les incertitudes des variables d’entrée spatiales, et 
donc d’exprimer un intervalle de confiance sur des résultats de simulation. Pour cela, le domaine 
de chacune des variables spatiales définies à la première étape, a été échantillonné à l’aide des 
plans LHS. Plusieurs tirages aléatoires de tailles différentes ont été réalisés afin d'apprécier le 
gain de précision réalisé avec l'augmentation de la taille. Ainsi, l’on fait varier la variable 
aléatoire dont l’influence est étudiée en suivant une distribution préalablement définie tandis que 
le reste des variables reste fixe. Les résultats ainsi obtenus des tirages ont permis ensuite de 
construire un histogramme de distribution du taux de coliformes en fonction de la variabilité de 
chaque variable. Cet histogramme constitue un outil visuel pour appréhender non seulement la 
distribution du taux de contamination pour une simulation, mais aussi leurs intervalles de 
variation ainsi que les fréquences relatives des différentes variables. Pour chaque variable, nous 
avons obtenu une distribution des valeurs représentant son effet pour différents scénarios. Ces 
distributions sont caractérisées par la moyenne (μ 	, l’écart-type (σ), les coefficients de variation 
(COV), les quartiles 2,5 et 97,5 (Q2,5. et Q97,5). 
La troisième et la dernière étape est l'analyse de sensibilité qui consiste à étudier l’impact 
de la variabilité des entrées spatiales choisies sur la variabilité de PdlP. Il a été question d'estimer 
la variance (la part de la dispersion) du taux moyen des coliformes en fonction de chaque 
variable aléatoire à partir de la méthode de Sobol. Ainsi, pour chaque variable spatiale 
sélectionnée, deux grandeurs ont été évaluées : l'indice de premier ordre et les indices totaux. 
Pour ce faire, suivant un nombre de scénario prédéfinis, toutes les variables d'entrée sont 
perturbées simultanément à travers une variation arbitraire. Le principe est alors d'explorer 
l'espace des variables d'entrée le plus efficacement possible afin d'obtenir une meilleure 
estimation de l'effet de la variabilité des variables d'entrée sur la variable de sortie. 
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4.7.1. Sélection des variables influant la contamination microbienne des eaux 
4.7.1.1. Les variables choisies pour l'analyse de sensibilité  
Pour effectuer l’analyse de sensibilité d’un modèle, il est important de sélectionner les variables 
d’entrée sur lesquelles il faut quantifier les incertitudes. Dans cette étude, le choix des variables 
considérées incertaines a été fait en fonction de leur poids, calculé dans la première partie de la 
thèse. La recherche s’est focalisée essentiellement sur les variables spatiales, plus précisément 
celles associées aux caractéristiques pédologiques et d'occupation du sol, ainsi que la distance 
des zones agricoles aux réseaux hydrologiques. Pour limiter le nombre de paramètres dans 
l’analyse de sensibilité, nous avons sélectionné cinq variables représentatives. Par ordre de 
priorité décroissant, il s'agit de la distance, des superficies des terres agricoles et zone urbaines, 
des sols loameux argileux et des sols loameux sableux. Dans la suite du texte, ces variables 
seront respectivement nommées «DIST»; «TA»; «ZU»; «SLA»; «SLS». Partant du fait que les 
bactéries fécales sont capables de persister dans le sol jusqu'à 15 cm de profondeur pendant 
environ deux mois et ce, jusqu'à la disparition complète du fumier ou du lisier, seul, l'horizon A 
dont l'épaisseur varie entre 25 et 30 cm est considéré pour les deux types de sols.  
4.7.1.2. Définition des variables : domaine de variation et loi de distribution 
Après la sélection des variables les plus influentes, la deuxième phase de l'analyse a consisté en 
la définition de leur domaine de variation. Pour les variables pédologiques SLA et SLS le choix 
d’un intervalle précis reste difficile à définir en raison du manque d’informations à ce sujet. En 
effet, dans la littérature, les valeurs de ces variables sont relativement disparates et il est difficile 
de faire un choix définitif sur la plage de variation de la texture des sols. Pour cela, nous avons 
choisi un intervalle correspondant aux différentes proportions de leurs teneurs respectives en 
argile et en sable sur le BV du lac Massawippi. Concernant la variable DIST; le même principe a 
été adopté, c'est-à-dire que les limites inférieure et supérieure sont données respectivement par la 
valeur minimale et la valeur maximale de DIST; du pourcentage dans chaque couche spatiale de 
la zone étudiée. Enfin, pour les caractéristiques d'occupation du sol nous avons choisi une plage 
de variation correspondant aux proportions des types d’occupation du sol. Puisque le BV du lac 
Massawippi est considéré agricole, pour les variables TA et ZU; les bornes inférieure à 40 et 
supérieure à 88, ont été choisies pour prendre en compte les incertitudes sur la mesure de ces 
deux variables.  
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Suite à la définition du domaine de variation, nous avons procédé au choix des lois de 
distribution des cinq variables sélectionnées. Au niveau des caractéristiques pédologiques, la loi 
de distribution reste très controversée : loi exponentielle négative (Baecher et al., 1977), loi 
log-normale (Rouleau et Gale, 1985), lois normale et Gamma (Huang et Angelier, 1989), loi de 
Weibull (Bardsley et al., 1990), loi de puissance (Gillespie et al., 1993; Bodin et Razack, 1999). 
L’attribution des lois de distribution des caractéristiques du sol semble alors difficile à définir en 
pratique et repose essentiellement sur des avis d’experts. Ce faisant, pour les variables SLA et 
SLS, la loi de distribution uniforme a été choisie. Ce choix repose sur le fait qu'une loi uniforme 
est adaptée pour des variables mal définies, donc pour des variables dont nous disposons 
uniquement des bornes inférieure et supérieure. Au niveau des variables d'occupation du sol, en 
raison du manque d'informations sur la loi de distribution de certains variables, une fonction de 
distribution normale a été utilisée sur toute la gamme de valeurs possibles associées aux deux 
variables : TA et ZU. La même loi a été attribuée à DIST. Pour l'analyse de sensibilité, nous 
nous sommes appuyés sur deux hypothèses pour la distribution a priori des valeurs des 
paramètres (uniforme et normale). Dans un premier temps, la distribution normale a été choisie 
pour toutes les variables sauf (SLA dont la loi de distribution est uniforme). Les distributions 
normales tronquées ont été considérées pour respecter la plage des valeurs admissibles pour 
chacun des paramètres. Pour vérifier l'influence de la distribution des variables sur la variabilité 
de la sortie (taux de coliformes), nous avons simulé les mêmes cas tests en utilisant les 
distributions log-normale; Gamma et uniforme, de telle sorte que la Distance et Terre Agricole 
appartiennent à l’intervalle spécifié pour la distribution normale avec une probabilité 0.99. À cet 
effet, le test de Kolmogorov-Smirnov a été réalisé afin de déterminer la distribution statistique 
qui est la plus probable pour la variable simulée : les taux de coliformes. Ceci nous a conduits à 
déterminer les intervalles de confiances avec les méthodes de percentiles. Cette approche ne 
présuppose aucune restriction sur la distribution et, permet donc de mieux tenir compte des 
phénomènes d'asymétries et de valeurs extrêmes pouvant exister. Les lois de distribution ainsi 
que les valeurs limites assignées à chaque variable sont présentées dans le tableau 8. 
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Tableau 8. Valeurs limites et lois de probabilité des variables spatiales sélectionnées 
 
 
 
 
 
 
Pour vérifier l'influence de la distribution des variables sur la variabilité de la sortie (taux de 
coliformes), nous avons simulé les mêmes cas tests en utilisant les distributions log-normale; 
Gamma et uniforme, de telle sorte que DIST et TA appartiennent à l’intervalle spécifié pour la 
distribution normale avec une probabilité 0.99. À cet effet, le test de Kolmogorov-Smirnov a été 
réalisé afin de déterminer la distribution statistique qui est la plus probable pour la variable 
simulée : les taux de coliformes. Ceci nous a conduits à déterminer les intervalles de confiances 
avec les méthodes de percentiles. Cette approche ne présuppose aucune restriction sur la 
distribution et, permet donc de mieux tenir compte des phénomènes d'asymétries et de valeurs 
extrêmes pouvant exister. 
Les résultats du tableau 9 montrent que les distributions du taux de coliformes sont 
majoritairement log-normalement distribuées. De ces résultats, on pourra déduire que les 
résultats de simulation ne varient pas avec la distribution de la variable utilisée.  
 
Tableau 9. Valeurs des critères de Khi-deux (test de Kolmogorov-Smirnov) pour identifier la 
distribution la plus probable de la variable simulée : Taux de coliformes. 
 
Scénario/Distribution Normale Gamma Log-normal La plus probable 
Distance : Loi uniforme 10,43 23,18 9,32 Log-normal 
Distance : loi Gamma 14,69 29,43 15,23 Normal 
Distance loi Log-Normal 12,01 19,46 10,37 Log-normal 
Terre Agricole: loi uniforme 15,39 22,14 13,54 Log-normal 
Terre Agricole : loi Normal 17,29 18,46 14,27 Log-normal 
Niveau de signification P <0,001 
Variables  Limite inférieure Limite supérieure Loi de distribution 
DIST 0 20 normale 
TA 40 88 normale 
ZU 40 88 normale 
SLA 1 45 uniforme 
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4.7.2. Propagation et analyse des incertitudes 
Après la sélection et la caractérisation des domaines de définition des variables, l’étape suivante 
a consisté à quantifier la variabilité des sorties de PdlP induite par l’incertitude des cinq 
variables d’entrée. Il s'agit de calculer un intervalle de confiance pour la sortie du modèle 
permettant de délimiter sa variation dans un domaine de définition donné, tout en tenant compte 
des incertitudes des entrées incertaines. Cette partie est basée sur l’utilisation des nombres 
aléatoires pour la réalisation des simulations. Celle-ci est importante dans l'analyse de sensibilité 
puisqu'une mauvaise taille d’échantillon peut entraîner une mauvaise quantification des 
incertitudes du modèle et, de ce fait, induire des erreurs dans l'estimation des indices de 
sensibilité. 
En ce qui concerne l’évaluation des incertitudes en fonction du nombre de simulations, 
les principaux travaux sont ceux de Crosetto et al. (2000) et de Gouldby et Kingston, (2007). Il 
ressort de ces études que la meilleure taille d’échantillon dépend non seulement d'un compromis 
entre la précision et un temps de calcul acceptable, mais aussi du nombre de variables étudiées et 
du degré de non-linéarité du modèle analysé. Par conséquent, plus le modèle est complexe, plus 
il faut un échantillonnage de grande taille pour apprécier cette complexité. Pour la propagation 
des incertitudes dans notre cas, la méthode LHS a été choisie (pour des raisons évoquées à la 
section 3.4) afin de réaliser plusieurs expériences numériques avec le code de calcul PdlP. Pour 
ce faire, nous avons initialement considéré deux cas. Tout d’abord, le nombre de points de 
simulations a été considéré fixe à 10 (double du nombre des variables) tandis que le nombre de 
variables incertaines variait de 2 à 5. Dans un second temps, nous avons procédé de manière 
évolutive en faisant varier la taille de l’échantillon de 100, 200, 300, 500 jusqu’à 1000, tandis 
que le nombre de variables était stable. Enfin, pour chaque simulation, nous avons calculé les 
moyennes, les écart-types pour définir le pourcentage d’incertitude sur la valeur estimée, les 
coefficients de variation pour accéder au résultat de la propagation d’incertitudes sur la sortie.  
Enfin, pour décider du nombre adéquat de simulations sur lequel les indices de sensibilité 
seront déduits, nous avons étudié la convergence de la moyenne en comparant les taux moyens 
de coliformes pour l'ensemble des configurations. Un test de Kolmogorov-Smirnov a été utilisé 
pour identifier la distribution la plus probable. Cette deuxième étape a permis non seulement 
d'optimiser l'emplacement des nouvelles expérimentations, mais aussi d'augmenter la quantité 
d'informations apportée par ces simulations.  
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4.7.3. Analyse de sensibilité 
La troisième et dernière partie de la méthodologie est l’analyse de sensibilité paramétrique qui a 
permis de déterminer la variable ou la combinaison de variables spatiales responsable de 
l’incertitude de la contamination microbienne. Pour cela, les indices de sensibilité du premier 
ordre et totaux ont été estimés au moyen de la méthode de Sobol à partir des équations 19 et 20. 
Au départ, nous avons généré des échantillons pour chaque variable choisie, dans notre cas cinq 
matrices de 1 000 simulations. Ensuite, un second échantillon a été construit par permutation 
pour permettre l’analyse de sensibilité. Le modèle a été ensuite évalué avec ces deux 
échantillons, à partir desquels les indices de Sobol ont été déduits. 
Afin d'évaluer la sensibilité du PdlP aux différentes variables spatiales prises en compte, 
nous avons considéré différentes configurations pour le calcul des indices de sensibilité de Sobol 
du premier ordre et totaux. Préalablement aux analyses des incertitudes, une étude de 
convergence a été menée en comparant les résultats de différentes simulations. Cette étape a 
permis de vérifier parmi les tailles de simulations utilisées pour l’échantillonnage, laquelle est 
suffisante pour déterminer avec précision les calculs statistiques relatifs aux indices de Sobol. En 
d’autres termes, le critère de convergence a aidé à certifier que de nouvelles simulations 
n’apportent plus d’autres informations, puisqu' elles ne modifient plus les résultats déjà obtenus. 
Une fois la convergence vérifiée, nous avons obtenu pour chaque variable spatiale les 
indices de premier ordre et les indices totaux. Ces derniers ont permis de déterminer quelle part 
d’incertitude sur la réponse est due à l’incertitude de chaque variable d’entrée ou de la 
combinaison des variables. 
4.8. Résultats et leur interprétation 
Dans ce qui suit, nous présentons les résultats en fonction des étapes méthodologiques. La 
première partie présente l'étude de la convergence pour trouver le nombre de simulations 
minimales qui a permis d’obtenir les indices de Sobol. Suivra l'analyse des incertitudes des 
variables spatiales sur la réponse de la contamination microbienne des eaux de surface. L’analyse 
a permis de déterminer la contribution de chaque variable intrant à l'incertitude de la prédiction 
de la contamination microbienne. Cette analyse a été menée selon deux axes : (1) la 
quantification des incertitudes sur les variables pédologiques, d’occupation du sol et de la 
distance et (2) la propagation de ces incertitudes dans le modèle probabiliste du PdlP, c'est-à-dire 
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le calcul de l’erreur induite dans la sortie par les incertitudes des entrées spatiales. Ainsi, 
comparativement à la quantité des données acquises, une comparaison détaillée des incertitudes a 
été réalisée pour chacune des variables. Dans l'ordre, nous avons d’abord considéré des cas tests 
dans lesquels, seules, les incertitudes des caractéristiques pédologiques sont étudiées, ensuite les 
incertitudes des deux variables d'occupation du sol, enfin celles de la distance. Dans la dernière 
étape, nous avons analysé les résultats de sensibilité de chacune de ces variables. 
4.8.1. Étude de la convergence 
La première étape de l’analyse a consisté à s’assurer de la convergence des résultats. Il s'agit de 
vérifier que le nombre d'itérations effectuées est suffisant pour garantir l'obtention d'un état 
stationnaire, en s'assurant que la variation relative d'une simulation à une autre est suffisamment 
faible. Celle-ci a été inspectée graphiquement en regardant l'évolution des moments statistiques 
durant la simulation pour vérifier que le modèle a atteint la zone stationnaire. De ce fait, nous 
avons tracé pour chacune des caractéristiques pédologiques SLA et SLS la convergence de la 
moyenne spatio-temporelle de la contamination microbienne. Les résultats obtenus sont illustrés 
sur la figure 8. 
Au regard de la figure 8, on peut constater au niveau des sols argileux que la convergence 
s’est effectuée à partir de 300 simulations après quelques petites oscillations entre 1 et 250 
simulations. Pour les sols sableux, après plusieurs fluctuations, la moyenne s’infléchit encore dès 
400 simulations, mais se stabilise à partir de 550 simulations. Pour les deux cas, nous avons 
constaté que les simulations convergent assez rapidement. Mais pour garantir une bonne 
stabilisation du critère de convergence, N = 1000 a été retenu pour l'ensemble des estimations 
d'incertitudes de la contamination microbienne liées aux caractéristiques pédologiques. Pour la 
représentativité des échantillons relatifs aux autres variables d’entrées spatiales une vérification a 
toujours été effectuée sur un N =1 000, afin de s'assurer que celui-ci reste suffisant pour donner 
une estimation correcte des indices de Sobol calculés pour l'ensemble des variables. Cette valeur 
de N semble suffisante, pour minimiser les coûts en temps des simulations, compte tenu du 
nombre important de configurations qui y seront effectuées dans les prochaines sections pour la 
quantification des incertitudes et l'analyse de sensibilité. 
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Figure 8. Convergence du taux moyen de coliformes en fonction de la taille de l'échantillon : cas 
des sols argileux et sols sableux. 
 
4.8.2. Propagation et analyse des incertitudes  
4.8.2.1. Variables pédologiques 
Cette partie a trait à la propagation des incertitudes dues aux deux variables pédologiques SLA et 
SLS sur la variabilité du taux de coliformes. Les deux variables pédologiques ont été 
préalablement échantillonnées par le plan LHS avec une taille d’échantillon N = 1 000. Pour 
chaque variable pédologique six configurations spatiales sont étudiées, à savoir :  
- deux configurations (2) à partir des variations de 10 et 15 % des valeurs de référence des 
teneurs des sols. Ces configurations sont notées : (config1) 10SLS et (config2) 15SLS; 
(config1) 10SLA et (config2) 15SLA respectivement pour désigner une variation de 10 et 
15 % pour les sols sableux SLS et argileux SLA. Ces deux configurations dites de 
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référence étaient constituées par celles qui correspondent aux choix standards des 
variables pédologiques. Nous avons choisi alors dans cette première analyse de ne pas 
étudier les effets croisés et de nous limiter donc à ne faire varier qu’une seule des 
variables pédologiques à la fois par rapport à sa valeur initiale. 
• Quatre configurations (4) prenant simultanément en compte les variations (10 et 15 %) 
des valeurs de référence des teneurs des sols et de la pente (10 et 15 %). Notons que 
lorsque la pente a été ajoutée dans la simulation, on a ajouté l'indice P. Les configurations 
pour les sols loameux sableux sont notées : (config1) 10SLS-10P; (config2) 15SLS-10P; 
(config3) 15SLS-10P; et (config4) 15SLS-15P. Les sols argileux prendront aussi la 
même notification. Par exemple (config1) 10SLA-10P signifie qu’au niveau du sol 
argileux, la première configuration consiste à faire varier de 10 % la teneur en sable et de 
10 % l'inclinaison de la pente. 
 
Les figures 8 et 9 présentent respectivement les histogrammes de distributions du taux moyen 
de coliformes de SLS et SLA en fonction de chaque configuration. Les tableaux 9 et 10 
représentent dans le même ordre les moments statistiques des deux variables spatiales. Il s'agit de 
la moyenne (μ 	, de l’écart-type (σ), des coefficients de variation (COV), des quartiles 2,5 et 
97,5 (Q2,5. et Q97,5) correspondant aux différentes distributions.  
L'analyse des histogrammes de distributions relatifs à la variation des SLS montre que toutes 
les distributions sont asymétriques, ni normales (gaussiennes), ni log-normales (figure 9). Quant 
aux SLA, les distributions des moyennes de coliformes pour l'ensemble des configurations se 
rapprochent toutes de la forme d’une cloche avec des modes bien marqués et légèrement 
asymétriques (figure 10). Pour les six tests de Kolmogorov-Smirnov relatifs à chacune des 
configurations, les p-value calculées sont inférieures à 0,0001 au niveau de signification alpha = 
0,05; l’hypothèse nulle de normalité est ainsi rejetée. 
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Figure 9. Distributions du taux moyen des coliformes dues à la variabilité des sols sableux et en 
fonction de la pente.  
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Figure 10. Distributions du taux moyen de coliformes dues à la variabilité des sols argileux et en 
fonction de la pente. 
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Au niveau des moments statistiques des différentes configurations, les résultats sont 
présentés dans les tableaux 10 et 11 respectivement pour les sols sableux et sols argileux. 
Tableau 10. Moments statistiques du taux de coliformes en considérant les incertitudes du sol 
sableux. 
Configuration pour les sols loameux sableux SLS 
10SLS 15SLS 10SLS-10P 15SLS-10P 10SLS-15P 15SLS-15P 
μ 204,3 206,1 210,6 218,4 208,3 210,5 
σ 584,6 589,2 321,7 325,7 321 323,6 
Médiane 141,1 144 147,5 149,3 135,4 136,4 
COV 2,8 2,8 1,5 1,4 1,5 1,5 
Q2.5 14,4 13,5 10,1 9,8 9,5 10,1 
Q97.5 386,9 388,6 390 395 389,2 395,6 
 
Tableau 11. Moments statistiques du taux de coliformes en considérant les incertitudes du sol 
argileux 
Configuration pour les sols loameux argileux SLA 
10 SLA 15SLA 10SLA-10P 15SLA-10P 10SLA-15P 15SLA-15P
μ 270,4 265,1 259,8 272,5 276,2 283,4 
σ 831,8 852 865,6 827,8 881,2 891 
Médiane 176,3 175,3 173,4 177,8 178,5 175,3 
COV 3,1 3,2 3,3 3,1 3,2 3,1 
Q2.5 23 22,3 23,1 24,4 24,1 24,3
Q97.5 709 710,5 700,9 702,7 703 700
 
 
En ce qui concerne les moments statistiques, il ressort qu'au niveau de SLS (tableau 10), 
les deux premières configurations 10SLS et 15SLS ont des valeurs moyennes de coliformes 
réduites au minimum, et les dispersions les plus importantes. Par exemple, pour la configuration 
10SLS, la moyenne est de 204 ufc/100 ml, alors que cette valeur atteint 218 ufc/100ml lorsqu'on 
augmente la pente de 10 %. Pour ces deux configurations les COV atteignent des valeurs de 280 
% tandis que pour les configurations prenant en compte la pente, ces valeurs sont de 150 %.  
Au niveau des SLA (tableau 11), il apparaît que la dispersion des moyennes des 
coliformes pour les six configurations est très élevée, atteignant les valeurs de COV supérieures 
à 300 %. Ces résultats montrent que les valeurs élevées de pente et de teneur en argile 
augmentent non seulement la moyenne du taux de coliformes, mais aussi sa variabilité. 
L'augmentation uniquement des teneurs en argile augmente les valeurs des écarts-types sans trop 
augmenter la variabilité des taux moyens de coliformes. À ce niveau, les résultats révèlent que 
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l’impact de la variabilité de la teneur en argile n'est significatif que lorsqu'on ajoute l'effet de la 
pente. Mais, cet effet est négligeable lorsque, seule, la variabilité de la teneur en argile est 
considérée. À titre d’exemple, lorsque l'on augmente la teneur en argile de 10 et 15 % de leur 
valeur de référence, le tableau 11 montre que la moyenne des coliformes diminue de 2 %. Alors 
que, pour une variation simultanée de la teneur en argile et de l'inclinaison de la pente 
(15SLA-15P), on observe une augmentation de 7 % par rapport à la valeur de référence. Notons 
enfin que, même si l’augmentation des pentes augmente la variabilité de la moyenne des 
coliformes, cette augmentation n’a pratiquement pas d’effet sur la dispersion de la moyenne des 
taux de coliformes.  
Pour l'ensemble des configurations relatives aux deux variables pédologiques, les largeurs 
des intervalles de confiance sont relativement importantes (différence entre Q97.5 et Q2.5). Par 
exemple pour la configuration 10SLS (tableau 9), l’intervalle de crédibilité à 95 % est large 
d'environ 372,4 ufc/100 ml, tandis que pour la même configuration au niveau des sols argileux 
(10SLA) cette valeur vaut presque 690 ufc/100 ml (tableau 10).  
Une analyse comparative de l'ensemble des résultats (tableaux 10 et 11) montre que les 
incertitudes sont présentes aussi bien pour les sols argileux que les sols sableux, mais avec une 
amplitude variable d'une configuration à une autre. Pour les sols sableux (tableau 10), les 
incertitudes existent, mais elles sont moins importantes. Pour les configurations 10SLS-10P, 
15SLS-10P, 10SLA-15P et 15SLS-15P, il n'y a aucune variation au niveau du coefficient de 
variation. Ceux-ci restent presque constants autour de la valeur 150 %. Ces résultats montrent 
que les incertitudes dues à la variation des sols sableux n'ont pas une influence importante sur les 
taux de coliformes, et que l'incertitude sur la réponse du modèle est moins ressentie. Quant aux 
sols argileux, les incertitudes sont importantes lorsque, seule, la variable SLA est considérée. En 
outre, bien qu'elles restent toujours élevées, elles augmentent légèrement lorsqu'on ajoute la 
pente dans la simulation (tableau 11). La même tendance est observée au niveau des écarts-types.  
De façon globale, les résultats confirment à nouveau l’hypothèse d’une adhésion des 
coliformes aux particules des sols argileux. Mais qu'une pente optimale est la condition favorable 
pour faciliter le transport des coliformes des zones très éloignées des cours d'eau. Cette brève 
analyse montre que, dès lors qu’une source de variabilité des teneurs en argile, même peu 
importante pour le résultat final, est négligée, il y a une surestimation au niveau des quartiles, ce 
qui peut entrainer une grande erreur au niveau de la prévision de la contamination microbienne. 
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La modélisation se doit donc de prendre en compte toutes les sources de variabilité des sols 
argileux, même celles qui semblent avoir un impact mineur sur la distribution des coliformes.  
4.8.2.2. Variables d’occupation du sol : terre agricole et zone urbaine 
L'incertitude due à l'occupation du sol a été traitée de la même façon que celle des 
caractéristiques pédologiques. Les calculs ont été effectués en simulant successivement les 
distributions des taux de coliformes correspondant à chaque valeur de l'occupation du sol et en 
combinant les distributions obtenues avec la pente et les caractéristiques pédologiques. Pour 
chaque variable d'occupation du sol, trois configurations spatiales ont été étudiées, à savoir : 
- deux configurations (2) à partir des variations de 10 et 15 % des valeurs de référence des 
types d'occupation du sol. Ces configurations sont notées : (config1) 10TA et (config2) 
15TA; (config1) 10ZU et (config2) 15ZU respectivement pour désigner une variation de 
10 et 15 % pour les terres agricoles (TA) et zone urbaine (ZU). 
- Une configuration qui prend en compte les effets simultanés des deux types d'occupation 
du sol, les deux caractéristiques pédologiques. Cette configuration est nommée: PEDO + 
OS. 
Pour chaque configuration, les histogrammes de distributions sont présentés sur les figures 10 et 
11. Les moments statistiques des distributions sont reportés dans les tableaux 12 et 13. Seuls, les 
résultats les plus importants sont présentés.  L'analyse de la figure 11 montre que la distribution 
des moyennes des coliformes en fonction de la variation de TA présente des formes plus ou 
moins en cloche avec des pics bien marqués. Ceux-ci se situent autour d’une valeur 
approximativement égale à 300 ufc/100 ml. De plus, ces pics marqués non centrés à zéro 
traduisent une distribution non symétrique, ce qui explique la différence entre la moyenne et la 
médiane dans le tableau 12. Cette asymétrie des distributions a été confirmée par une 
investigation supplémentaire faite en utilisant les tests de Kolmogorov avec un niveau de 
confiance de 95 %. Ces tests refusent l’hypothèse de normalité et de log-normalité de chacune 
des distributions au seuil de 5 %. Pour la variation de ZU (figure 12), les histogrammes de 
distributions obtenus, bien qu’ayant des allures comparables, paraissent plus ou moins différents. 
Ils sont semblables à ceux de TA et présentent aussi des pics relativement important autour de 
x = 300 ufc/100 ml.  
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Figure 11. Distributions du taux moyen des coliformes dues à la variation de terre agricole - TA 
(A) et de zone urbaine - ZU (B)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 12. Distributions du taux moyen de coliformes en considérant simultanément les variables 
pédologiques et d'occupation du sol  
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Les résultats des moments statistiques de chacune des configurations sont présentés dans 
les tableaux 12 et 13. 
Tableau 12. Moment statistiques de la distribution de coliformes en considérant la variation de 
deux variables d'occupation du sol et celle de la pente. 
 10TA 15TA 10ZU 15ZU 10TA-10P 10TA-15P 10ZU-10P 10ZU-15P 
μ 306,8 315,6 300,7 304,3 304,1 315 305,7 306 
σ 84,1 88,1 87 85,6 158,1 168 175,1 177,7 
Médiane 126,7 146,6 149,6 144,5 142,1 132,3 145,2 140,8 
COV 0,3 0,3 0,3 0,3 0,5 0,5 0,5 0,5 
Q2,5 205,7 207,6 302,8 315,4 400,3 345,4 356,2 359,7 
Q97,5 504,9 490,6 480,4 524,1 512,4 523,9 510,2 524,1 
 
 
Tableau 13. Moment statistiques de la distribution de coliformes en considérant les incertitudes 
des deux variables pédologiques et les deux variables d'occupation du sol  
 PEDO + OS
μ 305,9 
σ 48,1 
Médiane 141,9 
COV 0,2 
Q2,5 352,7 
Q97,5 404,8 
 
 
L'examen détaillé des moments statistiques relatives aux deux variables d'occupation du sol 
(tableau 12) montre que même si les valeurs moyennes de coliformes varient légèrement avec 
l'augmentation des surfaces des deux types l'occupation du sol (TA et ZU), les COV ne suivent 
pas cette tendance, ils restent constants et égaux à environ 30 %. Par ailleurs, on peut observer à 
partir du même tableau que l’augmentation des quartiles est plus importante dans le cas ZU par 
rapport au cas TA. Par exemple, pour une variation de 15 % de la valeur initiale de ZU, Q97,5 
passe de 480 à 524 ufc/100 ml, soit une augmentation de 8 %. Une tendance inverse s'observe au 
niveau de TA. 
Au niveau de la variation de la pente, les résultats (tableau 13) montrent que les 
moyennes de distributions de coliformes connaissent des augmentations au fur et à mesure que 
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l'inclination de la pente est importante. À titre d'exemple, pour TA avec une augmentation de 
15 % de la pente, les taux moyens de coliformes sont plus élevés, atteignant les valeurs de 
315 ufc/100 ml. La même tendance s'observe dans le cas de ZU dont les valeurs moyennes 
atteignent 306 ufc/100 ml pour une augmentation de 15 % de la pente. En analysant les résultats 
des COV, on observe que la pente a une influence importante pour les deux variables 
d'occupation du sol. Par exemple pour la configuration 10TA, la dispersion est de 30 %. Pour la 
même configuration avec une combinaison de la pente (15 %), la dispersion atteint 50 %. 
En ce qui concerne la configuration combinant les variables pédologiques et d'occupation 
du sol, (tableau 13), il ressort que l'ajout des variables pédologiques donne lieu à une diminution 
de l'écart-type et de la COV. Nous constatons aussi qu'une différence apparaît au niveau des 
largeurs des intervalles de confiance dont les valeurs sont d'environ 50 ufc/100 ml, tandis ces 
valeurs restent élevées (˃ 100) pour les autres configurations.  
La comparaison entre les configurations relatives à l'occupation du sol, montre que, 
même si on observe une légère différence entre les valeurs moyennes, la dispersion est plus 
grande au niveau des configurations où les variables d'occupation du sol sont combinées à la 
variation de la pente. Cette dispersion dont les valeurs atteignent 50 % semble stable pour 
chacune des variables, mais elle diminue considérablement (20 %) lorsqu'on introduit les 
variables pédologiques (tableau 13). 
L'ensemble de ces résultats montre que la variabilité du taux de coliformes obtenue en 
considérant les incertitudes du sol et de l'occupation du sol est plus petite que celle obtenue par 
les deux variabilités calculées séparément (tableaux 12 et 13). De ces résultats, on peut conclure 
qu'il est nécessaire de prendre en compte toutes les incertitudes des caractéristiques du sol et des 
types de sol dans un seul calcul pour aboutir à des résultats précis. Ces constats mettent l’accent 
sur la complexité de la contamination microbienne. En principe de nombreuses variables sont en 
interaction et les inter-corrélations dépendent des valeurs de chaque variable qui peut avoir un 
effet stimulant. C’est le cas de la pente qui peut être assimilée à une variable aléatoire qui induit 
une différence de comportement entre les variabilités de la contamination microbienne.  
4.7.2.3. Proximité des cours d'eau aux zones agricoles 
Tout comme les caractéristiques pédologiques et d'occupation du sol, nous avons étudié la 
variabilité de la contamination microbienne due à la variation des distances séparant les cours 
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d'eau des zones agricoles. Pour étudier l'effet de la variabilité des distances sur la variabilité du 
taux de coliformes, nous avons dans un premier temps, recommencé la simulation telle que 
décrite précédemment au niveau des caractéristiques pédologiques et d'occupation du sol. 
Suivant le même principe, trois différentes configurations ont été testées. 
• La première configuration a consisté à faire varier de 10 et 15 % la longueur initiale de la 
distance et en conservant les valeurs initiales de toutes les autres variables. De façon 
similaire aux notifications des variables précédemment étudiées, deux cas relatifs à cette 
configuration ont été étudiés. Il s'agit de 10DIST; 15DIST qui désignent respectivement 
une variation de 10 et 15 % de la distance initiale. 
• La deuxième configuration a consisté à prendre simultanément en compte les variations 
des valeurs de référence des distances (10 et 15 %) et celles de la pente (10 et 15 %). 
Notons que lorsque, dans la simulation, on ajoute la pente, l'index P est utilisé. Par 
exemple 10DIST-10P pour signifier qu’au niveau de la distance, la simulation consiste à 
faire varier de 10 % sa valeur initiale et de 10 % l'inclinaison de la pente. 
• La troisième configuration prend simultanément en compte l'ensemble des variables 
spatiales, c'est à dire les deux variables pédologiques, les deux variables d'occupation du 
sol, la distance et la pente. Elle est notée PEDO+OS+DIST. 
Les histogrammes des configurations sont présentés sur la figure 12; les moments statistiques 
sont présentés dans le tableau 14.  
Une analyse de la figure 12 montre que les histogrammes liés à la variation des distances 
et de la pente génèrent des distributions de formes multimodales. Par exemple, pour le cas 
10DIST, on peut constater que la distribution de coliformes présente un mode principal autour 
de x = 165 ufc/100 ml et un mode secondaire autour de x = 163 ufc/100 ml. Pour ces 
configurations, on rejette encore l’hypothèse de normalité pour la distribution de coliformes. Les 
tests de Kolmogorov fournissent des valeurs inferieures à p-value. On conclut à nouveau le rejet 
de l’hypothèse de la normalité des distributions. 
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Figure 13. Distributions du taux moyen de coliformes dues à la variation de DIST (A) et en 
fonction de la pente (B) 
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Tableau 14. Moment statistiques de la distribution des coliformes en considérant : la 
variation de la distance et de la pente 
Configuration 1 Configuration 2 Configuration 3
10DIST 15DIS
T
10DIST-10P 15DIST-10P 10DIST-15P 15DIST-15P PEDO+OS+DIS
Tμ 129,6 139,3 122,7 114,1 104,8 115,1 314,4 
σ 381,3 353,5 182,1 183 181,5 280,2 229,3 
Médiane 191,3 184,1 114,5 110,4 100,9 101,7 274,6 
COV 2,9 2,5 1,4 1,6 1,7 1,4 0,7 
Q2,5 0,4 0,9 0,4 0,5 0,9 0,9 28 
Q97,5 532,7 543,1 512,2 506,3 510,3 531,1 519,1 
 
 
Si l’on s’intéresse aux moments statistiques des trois types de configurations 
relatives à la distance (tableau 14), on peut constater que les valeurs médianes semblent 
dépendantes de la variation de la distance et de la pente. Ceci est vrai entre les cas 
10DIST et 15DIST et entre 10DIST-10P et 15DIST-10P à travers lesquels on peut 
observer une légère baisse des médianes en fonction de l'augmentation des proportions de 
la distance. En plus, pour les configurations 10DIST et 15DIST les médianes sont 
supérieures aux moyennes avec des écarts relatifs de plus de 30 % et des fortes 
dispersions : respectivement 294 % et 250 %. 
Au niveau de la configuration 3 (PEDO+OS+DIST), l'analyse des résultats 
montre une diminution considérable des COV. Comparativement aux configurations 
précédentes, c'est sur cette dernière que les valeurs de COV les plus petites ont été 
enregistrées. Par exemple, pour la configuration 10DIST, la valeur de COV passe de 290 
% à 70 % lorsque, seule, la distance est considérée et que la distance est combinée aux 
variables pédologiques et d'occupation du sol (configuration 3 tableau 14). Ces résultats 
laissent présager que la détermination précise des incertitudes liées à la distance est très 
importante pour obtenir de résultats fiables du taux de coliformes. Cependant, cette 
variabilité due à la distance est essentiellement influencée par la variabilité totale, 
autrement dit à la combinaison des autres composantes : occupation du sol, la pente et les 
caractéristiques pédologiques.  
Les résultats obtenus des deux premières configurations relatives à la variable 
DIST (10DIST, 15DIST) sont bien en accord avec les processus de rétention et de 
dégradation des polluants. L’une des raisons potentielles qui expliquent ces résultats est 
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que, contrairement aux caractéristiques pédologiques et d'occupation du sol, la distance 
0-10 km est la distance maximale nécessaire pour apporter le plus d'informations sur la 
contamination microbienne. Au fur et à mesure que l’on s’éloigne de cette limite, les 
valeurs générées par la simulation deviennent aléatoires, permettant à n’importe quelle 
abscisse d’être atteinte. Les investigations faites sur les configurations de la distance 
permettent de croire que les valeurs des distances introduites dans la simulation en dehors 
du rayon d'influence 0-10km peuvent produire des sorties probablement erronées. 
L’extrapolation de la distance est donc à proscrire. Cela implique également qu’il faut 
veiller à ce que les tirages aléatoires des données d’entrée se fassent bien dans cet 
intervalle. À ce niveau de l'analyse, il semble que les conditions de simulations n'ont pas 
permis l'expression de la distance, qui semble ne pas jouer un rôle majeur dans la 
variabilité des taux de coliformes. Bien que les effets de la distance soient significatifs, il 
n’est pas pour l’instant évident d’en proposer une réelle interprétation. Nous espérons 
qu’avec la prise en compte des interactions, la combinaison de cette variable avec 
d’autres variables explicatives permettront d’affiner les résultats. 
4.8.3. Analyse de sensibilité 
Comme nous l’avons expliqué précédemment en présentant les principes de la méthode 
de Sobol, il est possible d’utiliser la variance pour estimer la contribution de chaque 
variable aléatoire à la variabilité du taux de coliformes. Dans cette partie, on définit pour 
chacune des variables spatiales sélectionnées un indice de sensibilité de premier ordre qui 
prend en compte la seule contribution de la variable aléatoire et un indice de sensibilité 
totale qui tient compte de la contribution de la variable aléatoire et de toutes ses 
contributions croisées avec les autres variables aléatoires. La figure 14 montre l'effet de la 
variabilité des variables sur l'indice de Sobol. 
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Figure 14. Effet de la variation des variables sur les indices de Sobol 
 
Une analyse de la figure 13 montre que le taux d'E. coli est en premier lieu 
influencé par la variation par la surface agricole TA avec une valeur de sensibilité 
moyenne égale à 0,37 suivie de la zone urbaine ZU dont les valeurs moyennes atteignent 
0,29. Cependant, les teneurs en sable et la distance ont les indices de sensibilité les plus 
faibles avec des valeurs inférieures à 0,15. De manière générale, les indices de sensibilité 
de premier ordre sont tous inférieurs à 0,50. De plus, nous remarquons que, 
l’augmentation et/ou la diminution des valeurs de référence d’une variable aléatoire 
conduit à l’augmentation et/ou la diminution de son indice de Sobol, conduisant par 
conséquent à la diminution/augmentation de l’indice de Sobol des autres variables 
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et sol sableux) leurs contributions demeurent toujours moins importantes en raison des 
petites valeurs de leurs indices de Sobol. Bien que faibles, les indices de sensibilité 
calculés pour une variation de 5 % de la distance ont des valeurs assez élevées soit une 
moyenne de 0,07 contre 0,03 pour une variation de 15 % de la valeur initiale de la 
distance. Ces valeurs décroissent vite lorsque la distance augmente. Ces résultats 
semblent indiquer que la distance n’a pas d’importance significative sur la variance des 
concentrations en coliformes. Mais elle intervient beaucoup dans le calcul de sa valeur. 
Cette variable peut être fixée à la valeur moyenne de son intervalle d’incertitude sans 
modifier significativement la concentration en coliformes.  
Comme le démontrent les indices de premier ordre, l’influence individuelle des 
variables sur le taux moyen des coliformes est relativement faible. Cependant, l'influence 
des interactions paramétriques à travers les indices de sensibilité totaux est relativement 
importante. Nous pouvons le constater sur la figure 14 qui présente les résultats des 
indices de sensibilité totaux. 
Dans l'ensemble (figure 14), nous constatons une augmentation des valeurs des 
indices totaux comparativement aux indices de sensibilité de premier ordre. Les différents 
résultats montrent que les indices de sensibilité totaux aux valeurs élevées proviennent 
des variables déjà importantes individuellement et sont significativement dominées par 
des effets d’interaction. Mais, relativement à la hiérarchie obtenue au niveau des indices 
de premier ordre, l’ordre d’importance des variables est permuté. En effet, la variable 
DIST située respectivement en dernière position pour l’analyse de sensibilité de premier 
ordre se retrouve en première position lorsqu'elle est en interaction avec d'autres 
variables. De même, la variable SLA située en troisième position se place en deuxième 
position ce qui augmente de façon considérable son influence sur les taux moyens de 
coliformes. L'occupation du sol vient en troisième position. 
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Figure 15. Indices de sensibilité du premier ordre et totaux  
 
Au regard de l'ensemble des résultats de la sensibilité (figure 14), il reste à 
comprendre pourquoi certains effets des interactions induisent un comportement 
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Cependant, au niveau des terrains pentus, une corrélation significative est observée entre 
0 et 10 km. 
Au niveau des sols argileux, leurs effets d'interaction avec d'autres variables 
restent parmi les plus élevés (figure 14). De façon générale, ces résultats s'avèrent 
conformes aux principes mentionnant que la variabilité de la contamination microbienne 
est d'une part très sensible à cette variable et d'autre part, elle est sujette à des rétroactions 
positives avec d'autres variables. En principe, l'effet d'un sol argileux sur la 
contamination microbienne est en partie influencé par la distance, sans compter les effets 
de nombreuses autres variables. D'ailleurs, des auteurs (Crane et al., 1983; Gagliardi et 
Karns, 2002) soulignent que l’influence du type de sol sur la contamination microbienne 
ne peut s’expliquer, si l’on ne prend pas en compte les conditions pédologiques. En 
particulier, le déplacement des coliformes est fortement dépendant de leur adhésion aux 
particules de sol, surtout pour les premiers centimètres du sol. La texture fine du sol 
empêche alors l’infiltration de l’eau et permet le déclenchement du ruissellement 
transportant ainsi les coliformes vers des cours d'eau. Les travaux de Jiang et al. (2002) et 
Islam et al. (2005) présentent de nombreux résultats et des modèles pour expliquer 
l'influence des sols sur le transport des coliformes. Dans leur revue bibliographique, ces 
auteurs identifient comme facteurs pédologiques explicatifs de la concentration des 
coliformes les facteurs suivants : la texture et la structure du sol, le taux d’humidité, Le 
pH et l’apport d’éléments nutritifs. Cependant, il s’avère qu’en l’état actuel de la 
connaissance scientifique, les différents facteurs du milieu naturel sont confondus dans 
les études scientifiques et il est donc très difficile de tenir des conclusions générales de 
ces travaux. 
En ce qui concerne l'occupation du sol, les résultats sont assez proches de ceux 
observés pour les sols argileux, à la seule différence que l’influence de ces variables ne 
s'explique pas significativement par ses effets d’interaction, ces derniers étant moins 
importants que son effet principal. À cet égard, contrairement aux idées généralement 
répandues, il n’existe pas une culture à risque, ni un système de production à risque 
(Sebillotte et al., 1990); tout dépend du contexte géographique, pédoclimatique et 
hydrologique. Pour qu’il y ait pollution diffuse des eaux de surface, deux conditions 
doivent être réunies : la présence d’un élément sous une forme transférable, à l'intérieur 
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ou à la surface d’un sol, et l’apparition d’un élément déclenchant (le plus souvent un 
épisode pluvieux ou une crue).  
 
4.9. Conclusion partielle 
L’analyse de sensibilité des variables spatiales sur PdlP a permis de vérifier dans quelle 
mesure chacune d'entre elles influence la concentration en coliformes des eaux de 
surface. L’intérêt d’un tel exercice était de spécifier une hiérarchisation des variables 
d’entrée spatialisées sur lesquelles des incertitudes avaient préalablement été définies. 
L’analyse détaillée de l’incertitude a permis de mettre en évidence l’existence de 
relations entre la variabilité de la contamination microbienne et l’incertitude qui entache 
les différentes variables spatiales et leur contribution. De l’analyse des résultats, nous 
pouvons tirer que l’incertitude de la contamination microbienne dépend directement de la 
variabilité des sols argileux, de la distance et des terres agricoles. Au niveau des SLA, la 
dispersion moyenne des taux des coliformes est la plus élevée (300 %) et sa distribution 
est très étalée. Les résultats obtenus ont montré par ailleurs une nette amélioration du 
coefficient de variation dès lors que la distance a été introduite dans l'ensemble des 
configurations. Celle-ci n’a pas semblé présenter de tendance aux niveaux des moyennes 
de coliformes. Par contre, elle s’est révélée suffisamment marquée pour permettre une 
diminution de l'écart-type et du COV, avec néanmoins des niveaux de confiance faibles. 
Les indices de premier ordre de l’analyse de Sobol ont montré que parmi les 
facteurs les plus susceptibles d’influer la contamination microbienne, TA est le premier 
facteur important dans l'évaluation du taux de coliformes. C’est donc sur cette variable 
que l’attention devra se porter pour améliorer sa description dans le contexte de prévision 
d'une contamination microbienne. Ensuite, la deuxième variable la plus importante est 
ZU avec des parts de sensibilité d’environ 30 %. Par ailleurs, les estimations des indices 
totaux sont meilleures que celles des indices de premier ordre, ce qui signifie que 
l’impact des interactions paramétriques est significatif pour la modélisation de la 
contamination microbienne. Ce comportement est plus remarquable au niveau des indices 
de sensibilité du premier ordre de la variable DIST dont les valeurs ne sont que de 0,12. 
Cependant, au niveau des indices de sensibilité totaux, la variabilité de cette variable est 
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plus importante avec un comportement inverse, puisque son indice de sensibilité total 
devient le plus important.  
Au vu de ces résultats, plusieurs points concernant la sensibilité du modèle PdlP 
aux variables spatiales peuvent être soulevés après analyse des indices de sensibilité 
totaux :  
- La répartition du taux de coliformes due à la variabilité des variables est 
structurée en fonction d'un gradient sur la variable DIST d'une part et le type de 
sol d'autre part. Ce double gradient laisse présager une relation univoque entre les 
concentrations des coliformes, la distance et le type de sol. 
- À superficie agricole et inclinaison de pente égales, plus la variable « sol 
argileux » est importante plus le taux de coliformes est élevé. Ce comportement 
est logique puisque cette variable a une influence directe sur des processus de 
transport telles l’advection-dispersion et l’adsorption-désorption, dont l’ensemble 
est fonction de la trajectoire de l’écoulement de l’eau et la nature du sol (Mayer et 
al., 1997; Hendry et al., 1997 et 1999). Ainsi, plus le sol est imperméable plus le 
ruissellement et le lessivage seront importants, avec des temps de transit courts. 
- Une diminution de la distance se traduit par une diminution du temps de transit 
des coliformes entre les milieux agricoles et les eaux de surface. Là encore, ce 
comportement est cohérent puisque la distance permet de réguler la durée de 
transport des taux de coliformes. Plus cette variable est de faible valeur, plus le 
transport des coliformes depuis les sous-bassins est rapide, ce qui peut augmenter 
leur présence dans les cours d'eau. 
Bien que la méthode de Sobol offre plusieurs avantages et semble prometteuse pour la 
hiérarchisation des variables spatiales, il convient d'être prudent avant toute 
généralisation des résultats. Ceux qui sont proposés sont pour l'instant propres au BV du 
lac Massawippi à la fois en termes d'occupation du sol et de type de sol.  
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Chapitre 5. Variabilité temporelle de la contamination microbienne des eaux : une 
approche géomatique à l'échelle d'un Bassin versant agricole 
 
 
La dynamique temporelle des épisodes de contamination microbienne des eaux de 
surface implique une grande variabilité et une multitude de processus hydrodynamiques; 
biotiques et physiologiques. Ces derniers induisent une complexité structurelle difficile à 
expliquer à l’aide d’indicateurs ou de simples statistiques multi-variées. Les chapitres 2 et 
3 de cette thèse ont mis en évidence l’importance des facteurs spatiaux sur de la 
contamination microbienne des eaux de surface. De ces études, il a été possible de 
quantifier l'influence de chacune de ces variables environnementales, d'analyser leur 
sensibilité et de cartographier la probabilité des risques de contamination. Toutefois, ces 
deux chapitres, ne permettent pas d'évaluer la variabilité temporelle des épisodes de 
contamination, puisque les caractéristiques de la pluie ne sont pas prises en compte. Or, 
lorsque l’on s’intéresse à l’apparition des épisodes de contamination microbienne, la prise 
en compte de variables spatiales et temporelles est nécessaire. 
Dans la présente partie de cette thèse, il s'agit de mettre en œuvre une modélisation de la 
variabilité temporelle de la contamination microbiologique du BV du lac Massawippi, à 
partir du modèle ArcView Soil Water Assessment Tool (AVSWAT; DiLuzio et al., 2005), 
de tester sa pertinence et sa complémentarité par rapport à des études antérieures réalisées 
sur ledit BV.  
5.1. Introduction 
5.1.1. Contexte 
Les précipitations constituent un aspect important influant sur le transfert des flux de 
bactéries dans les cours d’eau. Dans ce contexte, des études (Crowther et al., 2001; 
Hébert, 2001; Passerat et al., 2011) ont démontré qu'il existait une liaison entre la 
pollution bactérienne des eaux et les variables caractérisant la pluie, notamment 
l’intensité et la durée. L’analyse de ces caractéristiques est donc un élément constitutif de 
l’étude de la prévision temporelle des flux de bactéries dans les cours d’eau. Elle permet 
de positionner pour chaque nouvel épisode pluvieux sur une échelle d’intensité (faible, 
moyenne, forte, exceptionnelle) la quantité de bactéries susceptible de porter préjudice au 
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cours d’eau. D’importants travaux de recherches ont été réalisés afin de quantifier 
l’influence de la pluie sur la contamination chimique ou microbiologique des eaux de 
surface (Kay et al., 2005a; Guber et al., 2007; Grimaldi et al., 2006). Ces travaux ont mis 
en évidence le rôle important de la pluie dans le transport par ruissellement des 
contaminants vers les milieux récepteurs. En effet, en tant qu'élément déclencheur, il est 
bien évident que la pluie par la force de son énergie occasionne le décollement des 
particules, tandis que le ruissellement génère une mise en suspension qui favorise le 
déplacement des polluants. Bien que l'importance et le rôle de la pluie dans le transport 
des bactéries soient mis en exergue, les interactions entre les précipitations, les 
hétérogénéités spatio-temporelles des usages du sol et la dégradation des eaux demeurent 
complexes. Ces interactions, souvent mal connues et généralement variables dans le 
temps et l’espace sont difficiles à expliquer à l’aide d’indicateurs ou de simples 
statistiques multivariées. La méconnaissance des interactions impliquées dans le 
processus de la contamination des eaux, la sous-représentativité des phénomènes 
expliquant la présence des particules dans l’eau et de manière plus récurrente, les erreurs 
liées à la spatialisation sont source de dérives et d’inexactitudes dans les estimations 
statistiques des flux de bactéries. Ainsi, dans la plupart des modèles utilisés, la contrainte 
de représentativité des origines des phénomènes régissant la présence des bactéries dans 
l’eau demeure importante non seulement pour une représentation acceptable des 
phénomènes observés mais aussi pour des prévisions fiables.  
5.1.2. Problématique 
La littérature abonde sur les modèles issus du couplage entre SIG / modèle hydrologique/ 
modèle de la qualité de l'eau (Bioteau et al., 2002; Gomez. 2002; Arnold et al., 2005; 
Boithias, et al., 2011). L'intégration des SIG dans des modèles de la qualité de l'eau 
présente de nombreux avantages tant du côté scientifique que de la gestion. Dans un 
premier temps, les SIG facilitent le paramétrage effectif des modèles au niveau de la 
restitution spatiale des résultats pour différentes simulations. Par ailleurs, ils sont 
particulièrement adaptés pour gérer la question du passage d'une échelle à une autre, suite 
aux manipulations des différents niveaux d'appréhension de ce type d'outils. Ces atouts 
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font des SIG un support incontournable pour résoudre les problèmes environnementaux 
liés à la qualité de l'eau. 
Pour la contamination des milieux aquatiques par des polluants chimiques ou 
biologiques, deux grands types de modèles fonctionnant à l'échelle du BV sont utilisés. Il 
s’agit des modèles événementiels et des modèles continus qui prennent en compte la 
discrétisation temporelle. Des exemples d’application de ce type de modèles sur les 
bassins versants réels témoignent de leur capacité à simuler correctement la qualité des 
eaux (Werner et al., 2006; Sciuto et Diekkrueger, 2010). 
On peut citer l'exemple du modèle BASINS (Better Assessment Science 
Integrating point et Nonpoint Sources, EPAa, 1996) qui a été développé par l'Agence 
américaine de protection de l'environnement. Le but de ce modèle est de simuler le 
devenir et le transport de l’azote, du phosphore et des coliformes fécaux (Lahlou et al., 
1998). Il s'agit d'un système informatique impliquant le couplage entre ArcView, les 
modèles hydrologiques HSPF/SWAT (Hydrologic Simulation Program-Fortran, EPA, 
1996b; Soil and Water Assessment Tool; Arnold et al., 2012; Arnold et Fohrer, 2005) et 
le modèle de la qualité des eaux QUAL2E (Brown et Barnwell, 1987). L'utilisation de cet 
ensemble de modèles reconnus et validés font du modèle BASINS l'un des modèles les 
plus adaptés et prisés en Amérique du Nord pour l'aide à la décision dans le cas de la 
gestion des BVs (Imhoff et al., 2007). 
Dans le même contexte, le modèle HSPF a été développé. Ce modèle s'appuyant 
sur un SIG a pour objectif de simuler le taux de ruissellement et les concentrations de 
contaminants, en réponse aux modifications de la couverture du sol et des précipitations. 
Deux ensembles distincts de processus sont ainsi représentés: (1) les processus qui 
déterminent le devenir et le transport des polluants à la surface ou dans le sous-sol d'un 
BV, et (2) les processus se produisant dans le réseau hydrographique. Cette particularité 
lui permet d'être applicable à de grands BVs et de prendre aussi en compte des sources de 
pollutions ponctuelles (Augusto et Leite, 2010). Cependant, plusieurs de ces modules 
sont dépourvus de réalisme physique (coefficient de mélange dans les réservoirs 
conceptuels) (Frere et al., 1997). Par ailleurs, vu son incapacité à intégrer les pratiques de 
gestion agricole, ce modèle a tendance à sous-estimer les sédiments et les nutriments. En 
outre, il s'agit d'un modèle complexe. Il nécessite une quantité importante de données 
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pour caractériser les systèmes agricoles simulés et les conditions climatiques. 
AVSWAT (ArcView, Soil and Water Assessment Tool) quant à lui simule la 
dynamique des flux des polluants dans les eaux à l’échelle d'un BV (Arnold et al., 2005; 
Diluzio et al., 2005). Ce modèle correspond au modèle SWAT couplé à ArcView. Son 
objectif est de prévoir l'impact des pratiques agricoles sur les BVs caractérisés par des 
hétérogénéités spatiales (Neitsch et al., 2002; Lomakine, 2005). En 2000, un sous-modèle 
microbien a été développé et ajouté à SWAT pour simuler le devenir, le transport et la 
mortalité des bactéries fécales (Sadeghi et Arnold, 2002;  Neitsch et al., 2005; Diluzio et 
al., 2012). L'ajout de ce module lui a permis d'être utilisé comme un outil permettant de 
traiter la contamination fécale de l'eau causée par des sources ponctuelles et non 
ponctuelles.  
Au Québec, bien que la contamination microbienne des eaux de surface soit une 
préoccupation majeure pour les autorités de santé publique, peu d'études utilisent des 
méthodes adéquates permettant de comprendre cette situation. Or, dans ce contexte, il 
devient essentiel d'utiliser un modèle opérationnel et spécifique aux bactéries fécales, afin 
de pouvoir estimer de façon temporelle les apports fécaux se déversant dans les cours 
d'eau. Un outil réaliste et opérationnel est alors utile aux gestionnaires des bassins 
versants du Québec afin de comprendre et analyser l'impact des caractéristiques de la 
pluie sur la contamination fécale des eaux de surface en période estivale. 
5.2. Objectifs  
L'objectif principal de ce chapitre est de caractériser, par une approche géomatique, la 
dynamique temporelle des transferts d'E. coli à l’échelle d'un BV à vocation agricole. Il 
s’agit de prédire de manière temporelle la charge bactérienne véhiculée lors de la pluie 
dans les eaux récréatives, en tenant compte de la durée, de l’intensité et de la hauteur 
d’un épisode pluvieux. Cette contribution implique une démarche méthodologique de 
modélisation hydrologique centrée sur la mise en place d’une base de données 
physiographiques d’un BV couplée à une analyse des interactions entre les 
caractéristiques de la pluie et les hétérogénéités spatio-temporelles des usages du sol.  
Les objectifs spécifiques consistent à : 
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- caractériser, à l’aide du modèle AVSWAT, la dynamique d’E. coli à l’échelle du 
BV, à la suite d’un « flush » pluviométrique, phénomène central à la prévision de 
la qualité microbienne des eaux récréatives;  
- identifier et mettre en évidence les facteurs temporels de contrôle du transfert d’E. 
coli, et comprendre l’impact des interactions entre la variabilité spatio-temporelle 
des pluies et les hétérogénéités spatiales sur la contamination microbienne des 
eaux.  
5.3. Description du modèle AVSWAT et son fonctionnement 
AVSWAT, est un système de modélisation de la qualité de l'eau reliant le modèle agro-
hydrologique SWAT aux SIG ArcView. Le but principal d'AVSWAT est l'évaluation des 
interactions entre les phénomènes climatiques, la végétation, les sols, la topographie et 
les activités agricoles sur les eaux de ruissellement. Il intègre également la simulation de 
l’érosion des terres, les flux de nitrate et phosphore et de bactéries fécales en fonction des 
épisodes pluvieux (Diluzio et al., 2001; Neitsch et al., 2005; Sadeghi et Arnold, 2002). La 
composante SIG du système, en plus des fonctions traditionnelles d'acquisition de 
données, de stockage, d'organisation et d'affichage, met en œuvre des méthodes 
analytiques de gestion avec une flexibilité accrue pour améliorer la caractérisation de la 
qualité de l'eau d'un BV. L'utilisation conjointe de l’extension du SIG ArcView dans 
SWAT permet alors de fournir une interaction efficace entre le modèle et les bases de 
données des paramètres associés. Cela permet finalement de simplifier les évaluations de 
la qualité de l'eau, tout en maintenant et en augmentant leur fiabilité. 
5.3.1. Structure d'AVSWAT 
Dans son fonctionnement, AVSWAT subdivise le BV en sous-bassins eux mêmes 
subdivisés en unités de réponse hydrologique (URHs). Ces dernières sont des zones 
homogènes en termes de réponse hydrologique et sont construites par le recoupement de 
l’occupation du sol et des unités pédologiques. Les différents bilans (eau, sédiments, 
nutriments, bactéries) sont calculés séparément pour chaque unité et additionnés dans 
chaque sous-bassin. Une fois que les valeurs ont été déterminées au niveau des 
sous-bassins, AVSWAT détermine les relations spatiales entre les sous-bassins et 
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incorpore les données calculées au réseau hydrographique global (Neitsch et al., 2005; 
Lang, et al., 2011). Le principe de délimitation des URHs est illustré à la figure 15.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 16. Discrétisation spatiale dans SWAT (adapté de Rollo, 2012) 
 
5.3.2. Modélisation des processus hydrologiques 
La modélisation dans AVSWAT peut être séparée en deux parties : la première étape est la 
phase terrestre du cycle hydrologique. Celle-ci contrôle la quantité d'eau dans le cours 
d’eau principal de chaque SBV. La deuxième étape concerne le transport aquatique qui 
peut être défini comme le mouvement de l'eau, des sédiments, des bactéries à travers le 
réseau hydrologique du bassin jusqu’à l’exutoire (Didier Haguma, 2013). 
Dans la phase terrestre, plusieurs composantes du bilan hydrologique sont 
modélisées. Il s'agit entre autre du ruissellement de surface, l’écoulement sub-surface ou 
latéral, l’écoulement souterrain ainsi que le transport des sédiments et des éléments 
nutritifs vers le réseau hydrographique. La simulation de cette phase terrestre, suivant un 
pas de temps journalier, est basée sur le bilan en eau suivant l’équation suivante : 
>wX =  >wD +  ∑  xyz{X7-$ − |}~p − ;z  − }5  − |    Éq. 21 
où :  
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SWt : quantité finale d'eau dans le sol (en mm) 
SW0 : quantité initiale d'eau dans le sol (en mm) 
Rday : précipitation totale (en mm) 
Qsurf : ruissellement total (en mm) 
Ea : évapotranspiration totale (en mm) 
Wseep : quantité d'eau du sol entrant dans la zone non saturée (en mm) 
Qgw : quantité d'eau retournant dans le sol (en mm). 
 
Les détails sur les processus impliqués dans le cycle hydrologique peuvent être 
trouvés dans Neitsch et al. (2005). Compte tenu de la spécificité de notre étude, nous 
décrirons uniquement la modélisation du ruissellement de surface et le transport des 
bactéries vers le réseau hydrographique.  
5.3.2.1. Le ruissellement de surface  
Le ruissellement de surface constitue la part de la pluie qui n'est pas absorbée par le sol et 
qui s'écoule dans le sens de la pente. Ce phénomène apparait lorsque : (1) l'intensité des 
pluies est supérieure à l'infiltrabilité de la surface du sol ; (2) la pluie arrive sur une 
surface partiellement ou totalement saturée par une nappe (ruissellement par saturation). 
Son importance dépend de l’intensité des précipitations et de leur capacité à saturer la 
couche superficielle du sol, de la perméabilité des sols et de leur saturation en eau.  
Le calcul du ruissellement de surface dans AVSWAT est simulé au choix selon les 
méthodes de Green et Ampt et celle du numéro de courbe du « Soil Conservation 
Service » (SCS, 1972). Dans le premier cas, il s'agit d'un modèle conceptuel d’infiltration 
et de précipitation. Il permet de représenter le refus à l’infiltration par dépassement de la 
capacité d’infiltration ou bien sur des sols saturés à l’aide d’une représentation simple du 
processus d’infiltration. Cette méthode a été utilisée dans un grand nombre de problèmes 
décrivant le mouvement de l'eau dans la zone non saturée, et dans des modèles 
hydrologiques (Freyberg et al., 1980). Cependant, le fait que ce modèle repose sur des 
hypothèses simplificatrices limite son usage à certains cas d'infiltration. Il s'agit plus 
particulièrement des sols initialement secs et de texture grossière. Par ailleurs, dans les 
zones humides les variations de la conductivité hydraulique sont négligées (Morel-
Seytoux, 1974). 
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Dans le deuxième cas, la méthode repose sur une caractérisation empirique établie 
entre la hauteur de précipitation en excès (ou production de ruissellement) et la hauteur 
de pluie. Elle permet de prendre en compte la capacité d’infiltration supposée 
décroissante au cours d'un épisode pluvieux. La relation de base du modèle SCS s’écrit 
comme suit (SCS, 1972) :  
 
 =   f 
  
 f   ×         Éq. 12 
 
Le paramètre z correspond à la perte en eau initiale via les phénomènes d’interception, 
d’infiltration et de stockage de surface. Il est estimé à partir de l’absorption potentielle et 
d’un paramètre empirique α ajusté à 0,2 (SCS, 1972). La hauteur d'eau initiale ne 
participant pas à l’écoulement s'obtient comme suit :  
 
 = ,  ×           Éq. 22 
S désigne la capacité maximale d’infiltration du sol (mm) et est directement reliée au 
numéro de courbe (CN). Elle est déterminée comme suit :  
> = 25,4 ×  q$DDDe −  10s                                                                                                      Éq. 23 
 
où la constante 25,4 de l'équation permet de transformer le résultat en mm; CN désigne le 
numéro de courbe (sans unité). Ses valeurs varient entre 0 (infiltration totale) et 100 
(infiltration nulle). Plus celle-ci est élevée, plus le ruissellement est important. Cette 
valeur est fixée selon les informations hydrologiques, d'occupation du sol et 
pédologiques.  
5.3.2.2. Phase aquatique : Transport et mortalité des bactéries 
Une fois qu’AVSWAT a déterminé les débits, la phase suivante consiste au transport des 
sédiments, des nutriments, des pesticides et des coliformes dans la rivière. Comme 
énoncé précédemment, nous détaillons essentiellement le transport des bactéries compte 
tenu des objectifs de notre travail.  
Plusieurs processus de transfert de bactéries fécales sont en œuvre à l’échelle d’un 
BV. Dans AVSWAT, trois voies de transfert vers les cours d’eau sont différenciées. Il 
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s'agit du transport particulaire, du transport libre et hypodermique. Le ruissellement de 
surface entraîne avec lui la fraction particulaire et la partie de la fraction dissoute. La 
mise en place de la quantité de coliformes ruisselés en mode libre s’accompagne du 
phénomène d’érosion. Lorsque les coliformes entrent dans le milieu aquatique, ils sont 
soumis à des facteurs édaphiques qui influencent leur survie. Leur durée de vie va donc 
dépendre des conditions physico-chimiques de l’eau, notamment la température et le pH 
de celle-ci. Considérant ces facteurs, la mortalité des coliformes dans AVSWAT est 
simulée à l’aide de l’équation de Chick avec un coefficient de mortalité selon la 
température : 
X =  D   × futXRut          Éq. 24 
 
où: 
Ct : Concentration en coliformes au temps t (cfu/100ml) 
Co : Concentration initiale en coliformes (cfu/100ml) 
K20 : Taux de mortalité de 1er ordre à 20 °C (jour-1) 
t : temps d’exposition (jours) 
θ : facteur d’ajustement de la température 
T : température (°C) 
 
Le module relatif aux coliformes dans AVSWAT est basé sur des processus régissant le 
transfert et le devenir des coliformes fécaux dans les cours d’eau. Différentes 
formulations mathématiques implémentées dans ce module répondent à la grande variété 
des phénomènes décrivant le comportement des coliformes au sol et dans les milieux 
aquatiques. De ce fait, ce module prend en compte: 
- la quantité des coliformes solubles et adsorbées; 
- le transport des coliformes sous forme libre, particulaire et hypodermique; 
- les coefficients de partitionnement des coliformes entre les phases dissoute et 
adsorbée; 
- la mortalité des coliformes au sol et dans les cours d’eau. 
 
 
 
 
102 
 
5.4. Méthodologie 
Cette partie présente les procédures détaillées de la méthodologie développée pour la 
dynamique temporelle de la contamination fécale des eaux sur le BV du lac Massawippi 
avec AVSWAT. La démarche adoptée respecte les étapes de ce modèle (Arnold, 2012) et 
est illustrée à la figure 16. Nous détaillons d'abord le choix du modèle AVSWAT pour 
notre étude. Ensuite nous présentons les bases de données nécessaires pour 
l'implémentation de ce modèle sur le BV du lac Massawippi. Suivront ensuite, le choix 
des paramètres à caler et les différentes stratégies de paramétrisation utilisées. Les 
performances en calage sont discutées. Suivra une analyse de la sensibilité des 
paramètres dans le but d’évaluer la robustesse relative au modèle AVSWAT. Enfin le 
modèle est validé afin d’évaluer la robustesse des jeux de paramètres obtenus lors de 
calibration pour l’ensemble du modèle.  
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Figure 17. Méthodologie de la dynamique temporelle de la contamination des eaux 
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5.4.1. Choix du modèle AVSWAT 
Après avoir pris connaissance d’un large ensemble de modèles, nous avons choisi 
d'utiliser AVSWAT pour la modélisation temporelle de la contamination fécale des eaux 
de surface au niveau du BV du lac Massawippi. Les principales raisons de cette sélection 
étaient son utilisation prédominante dans les BVs agricoles, son aspect interdisciplinaire 
et son efficacité de calcul de la mortalité d'E. coli (Guber, et al., 2007). Au niveau du 
Québec, peu de recherches relatives à la modélisation des risques de contamination 
microbienne ont été effectuées avec AVSWAT. Or au vu de ses nombreuses capacités, 
l'utilisation de ce modèle événementiel, a été validée à l'échelle internationale pour la 
compréhension des risques de contamination microbienne des eaux de surface (Baffaut et 
Benson, 2003; Kang, et al., 2006). Son principal avantage réside dans l'incorporation en 
une seule simulation des processus terrestres et aquatiques. Mais surtout, son aptitude à 
reproduire avec un réalisme acceptable le comportement d'un BV face à un risque de 
contamination fécale des eaux. Au niveau du module hydrologique, la possibilité de 
choisir la méthode du numéro de courbe permet d’adapter le modèle à une large gamme 
de conditions hydrologiques. Au niveau de l'utilisation, le téléchargement d'AVSWAT est 
libre sur internet; son code source ouvert et accessible constitue aussi un atout non 
négligeable. D’un point de vue plus opérationnel et pour une facilité d’utilisation et 
d’adaptation, son application et sa validation à d’autres sites européens et nord-
américains sont des preuves rassurantes de la fiabilité de ce modèle.  
5.4.2. Implémentation d'AVSWAT sur le bassin versant du lac Massawippi 
5.4.2.1. Délimitation du bassin versant et extraction du réseau hydrographique 
L’application du modèle AVSWAT sur un secteur consiste au préalable en la délimitation 
du BV et en l'extraction du réseau hydrographique. Pour ce faire, nous avons utilisé les 
procédures automatiques du SIG Arc/Info. La première étape a consisté aux traitements 
des dépressions et des zones plates présentes sur le MNT. Pour cela la fonction FILL de 
Arc/info a été utilisée. Cette méthode appliquée à un fichier en mode maillé, permet de 
combler les dépressions qui piègent l’eau en forçant l’eau à s’écouler dans une même 
direction à l’intérieur des zones plates. Cette fonction crée ainsi des zones horizontales 
105 
 
dans les vallées qui se marquent dans les profils en long des cours d’eau. Après les 
comblements des dépressions, la seconde étape a consisté à calculer les directions 
d'écoulements à partir du MNT sur l'ensemble de la zone d'étude. 
Les méthodes de calcul de l'écoulement à partir de MNT abondent dans la littérature 
(O’Callaghan et Mark, 1984; Depraetere et Moniod, 1991; Chorowicz et al., 1992; 
Tarboton et al., 2009). La plus robuste et couramment utilisée est fondée sur l’algorithme 
D8. Cette méthode d'écoulement unidirectionnelle en 8 connexités, noté D8, définit le 
sens d’écoulement en chaque pixel à partir des valeurs altimétriques de ses voisins 
immédiats et choisit le pixel en aval suivant la descente maximale (O’Callaghan et Mark, 
1984, Jenson et Dominique, 1988). Pour la présente étude, c'est cet algorithme qui a été 
choisi, via la fonction Direction de flux (Flow direction) pour générer les écoulements. 
La Direction de flux se calcule en recherchant la direction de la descente la plus raide ou 
la pente maximale de chaque cellule. La distance est calculée entre les centres des 
cellules. Par conséquent, si la taille de cellule est 1, la distance entre les deux cellules 
orthogonales est 1 et la distance entre deux cellules diagonales est 1,414, soit la racine 
carrée de deux. Si la pente maximale vers plusieurs cellules est la même, le voisinage est 
agrandi jusqu'à ce que la descente la plus raide soit trouvée. Lorsqu'une direction de 
descente la plus raide est trouvée, la cellule en sortie est codée avec la valeur représentant 
cette direction (Jenson et Domingue. 1988). Pour calculer le flux accumulé en chaque 
pixel à partir de la carte d'écoulement, nous avons utilisé la fonction Accumulation de flux 
(Flow accumulation). En effet, les flux d’accumulation définissent l’amont du réseau 
hydrographique en nombre de cellules drainées dans chaque cellule. Cette fonction 
permet de calculer le flux accumulé sous la forme d'une pondération cumulée de toutes 
les cellules s'écoulant dans chaque cellule en pente descendante du raster en sortie. Une 
fois les cartes de direction et d'accumulation de l'écoulement déterminées, nous avons 
procédé à l'extraction du réseau hydrographique. Cette étape a été réalisée à partir d'un 
seuil d'apparition de l'écoulement de manière à prendre en compte le plus grand nombre 
de cours d’eau en tête de BV. Pour cela nous avons choisi, après avoir essayé différentes 
valeurs entre 0,1 et 0,5 km2, une valeur intermédiaire de 0, 2 km2.  
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5.4.2.2. Discrétisation spatiale et temporelle 
Une fois le BV délimité et le réseau hydrographique extrait, l'étape suivante a consisté en 
l'intégration des cartes d’occupation du sol avec celle de la pédologie dans le modèle. 
Cette étape permet d'intégrer ces différentes cartes aux bases de données internes du 
modèle. Celles-ci regroupent l'ensemble des valeurs alphanumériques nécessaires aux 
simulations. Il s'agit entre autres des périodes d'épandage de fumier, de la rotation des 
cultures des précipitations, des températures. Ces valeurs alphanumériques sont par 
défaut alimentées par les propriétés de différents types de sols nord-américains et par de 
nombreuses catégories d'occupation du sol. Pour cela, il a donc été nécessaire de ré-
classifier les représentations spatiales pour les associer aux entrées disponibles dans la 
base de données. 
Au cours de cette étape, différentes méthodes de délimitation des URHs sont 
disponibles en fonction du degré de simplification. Afin d'aboutir à une discrétisation 
fine, nous avons choisi la délimitation multiple intégrant l'ensemble des types de sols et 
des classes d'occupation répertoriées sur les différents bassins (FitzHugh et Mackay, 
2000). 
Au niveau de la discrétisation temporelle, le modèle a été appliqué avec un pas de 
temps journalier sur une échéance temporelle de cinq ans, de 2009 à 2014, divisée en 
deux périodes :  
- une période de calage (2009-2011), 
- une période de validation (2012-2014). 
Cette discrétisation temporelle s'applique aussi bien pour la simulation des débits que 
celle des flux de coliformes. 
5.4.2.3. Optimisation des paramètres 
Toute modélisation de la contamination fécale des eaux doit avant tout partir d’une bonne 
optimisation du modèle. Cette phase a pour but de trouver un jeu de paramètres qui 
reproduisant correctement le comportement du bassin. Elle est d’un intérêt pratique pour 
une bonne modélisation de la qualité de l’eau, car elle permet de définir un critère pour 
évaluer la similitude entre les comportements observés et simulés du bassin.  
La procédure de calage proposée dans AVSWAT peut-être soit manuelle soit 
107 
 
automatique. Dans le premier cas, l’ajustement des paramètres est effectué par essai-
erreur et requiert l’exécution manuelle de plusieurs simulations consécutives. Il s'agit 
d'une tâche laborieuse, complexe et difficilement reproductible (Boyle et al., 2000; 
Moradkhani et Sorooshian, 2008; Pechlivanidis et al., 2011). Par ailleurs, un autre 
inconvénient est la grande subjectivité d'un critère d'ajustement visuel (Jackson et Aron, 
1971).  
Afin d’éviter ce problème de subjectivité liée à l’approche manuelle, l'approche 
automatique est utilisée. Il s'agit de l’utilisation d’algorithmes d’optimisation qui, de 
façon objective et reproductible, explorent l’espace des solutions (jeux de paramètres) 
afin de minimiser la valeur de la fonction objectif. Dans le cadre de cette étude, nous 
avons utilisé l'algorithme Shuffled Complex Evolution - University of Arizona (SCE 
UA). . 
SWAT2005 inclut une procédure automatique de calage multi-objectif et d’analyse 
d’incertitude, appelée Parasol (Parameter Solutions method), développée par van 
Griensven et Bauwens (2003). Cette procédure de calage est basée sur l’algorithme « 
Shuffled Complex Evolution- Uncertainty Analysis » ou SCE-UA. Pour le calage des 
débits nous avons testé les calages mono-objectif et multi-objectif en utilisant tour à tour 
NSE, R2 et le pourcentage de biais. Une fois la calibration des paramètres influant sur la 
réponse hydrologique a été jugée complète, nous avons procédé à la calibration des 
paramètres permettant de caractériser le devenir et la mortalité des coliformes en utilisant 
également les calages mono et multi-objectifs.  
5.4.2.4. La sensibilité du jeu optimal à la fonction objectif 
Préalablement au calibrage des paramètres nous avons procédé à une étude de la 
sensibilité. En effet, le modèle agro-hydrologique AVSWAT contient des centaines de 
paramètres qui représentent les processus hydrologiques et de la qualité des eaux. Avec 
un aussi grand nombre de paramètres, l’analyse de sensibilité a consisté à identifier les 
paramètres influençant le plus les débits et le flux de coliformes. Cette étude quantitative 
est importante dans l’élaboration de modèle. Elle permet à travers les étapes de 
calibration et de validation à diminuer l’incertitude liées aux valeurs des paramètres 
d’entrée, et à améliorer les performances prédictives du modèle AVSWAT (Arnold et 
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Fohrer 2005, Holvoet et al., 2005; 2008; 2007).  
La méthode de sensibilité utilisée dans AVSWAT est une approche hybride de 
simulation d’Hypercube latin et d’échantillonnage d’un paramètre à la fois via Latin 
Hypercube – (One factor At a Time, ou LH-OAT). Il s'agit d'une méthode d'analyse de 
sensibilité locale qui étudie comment des perturbations autour d’une valeur des 
paramètres se répercutent sur la valeur de la sortie. Cette méthode présente l’avantage de 
la robustesse de Monté Carlo tout en optimisant le nombre de calculs (van Griensven et 
al., 2006). La méthode LH-OAT subdivise la distribution de chaque paramètre en N 
intervalles égaux, et échantillonne au hasard les valeurs du paramètre dans chaque 
intervalle. Dans le cas de cette étude, nous avons modifié alternativement chaque 
paramètre de +15 % et -15% autour de sa valeur initiale. Dans la littérature de nombreux 
auteurs attestent que ce pourcentage est acceptable par rapport aux imprécisions 
probables liées aux paramètres d’entrée du modèle AVSWAT (Favis-Mortlock et Smith, 
1990). 
5.4.2.5. Évaluation des performances du modèle 
L’optimisation des paramètres a permis d'obtenir un jeu de paramètres optimum pour la 
période de calage. Suite à cette optimisation, nous avons procédé à l'évaluation de la 
performance du modèle AVSWAT à partir des trois indices suivants :  
1- La valeur du coefficient de détermination (R²) : elle rend compte de la proportion 
totale des variances des valeurs observées qui forment la valeur explicative du modèle. 
Elle mesure la justesse de l’adéquation entre les valeurs prédites et les valeurs observées. 
Les valeurs de ce coefficient vont de −∞ à 1. Plus, ces valeurs sont proches de 1, 
meilleures sont les prédictions du modèle. Le coefficient R² est calculé selon la formule 
suivante (Tolson et Shoemaker, 2004) : 
 
x& =  K∑ CCvP f     Cf  L
u 
∑ CfuCvP  × ∑  Cf   uCv
                                                          Éq. 25 
où 
 
x& : coefficient de détermination 
|¡7 : valeurs observées 
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|>7 : valeurs simulées 
|¡ : moyenne des valeurs observées 
| : moyenne des valeurs simulées 
 
 
2. Le critère de Nash et Sutcliffe (NSE; 1970) : ce critère, très largement utilisé en 
hydrologie, varie dans l’intervalle [-∞,1]. Il caractérise la proportion de la variance 
initiale des débits expliquée par le modèle. Une valeur de NSE inférieure à zéro signifie 
que le modèle de débit constant qui est égal à la moyenne de valeurs observées explique 
mieux le comportement du bassin que le modèle proposé. Une valeur de NSE supérieure 
à 0,75 est considérée comme bonne, alors qu’une valeur comprise entre 0,75 et 0,36 est 
satisfaisante (Ahl et al., 2008). Si le NSE est négatif ou très proche de zéro, les 
prédictions du modèle sont alors considérées comme inacceptables (Santhi et al., 2001). 
Le critère Nash-Sutcliffe est calculé selon l’équation ci-dessous : 
 
¢>; =  $f ∑  C f CuCvP   ∑ 2 C f  76uCvP                                                                                                        Éq. 26 
où 
|¡7: valeur mesurée |>7 : valeurs simulées 
|¡£ : moyenne des valeurs observées 
n : nombre de simulations. 
3. Le pourcentage de biais (PBAIS) mesure la tendance moyenne des données simulées à 
être au-dessus ou au-dessous des données observées. La valeur optimale du PBIAIS de 0 
indique une exactitude de la simulation du modèle. Les valeurs positives indiquent une 
sous-estimation du biais, et les valeurs négatives indiquent une surestimation du biais 
(Santhi et al., 2001). Ce critère a été choisi en raison de sa capacité de démontrer 
clairement la faible performance du modèle. Celui-ci est calculé selon l’équation 
ci-dessous : 
 
¤¥¦ =  §∑ ¨©f ¨ª«v¬  ×¬∑ ¨©ª«v¬   ­                                                                                           Éq. 27 
où 
®j`>: : pourcentage de biais 
:°: valeurs observées :}: valeurs simulées 
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5.4.2.6. Validation du modèle 
La validation constituait la dernière étape du processus. Il s'agissait de tester la robustesse 
du modèle avec les paramètres optimaux issus du calage en période de validation. Pour 
cela, nous avons estimé les valeurs moyennes des paramètres calés en les appliquant sur 
les évènements qui n'ont pas servi au calage.  
5.5. Résultats et interprétation 
Nous présentons les résultats en fonction des étapes méthodologiques effectuées. La 
première partie présente les résultats des analyses de sensibilité pour les débits et les 
coliformes fécaux. La deuxième partie présente l'analyse des performances du calage. 
Cette analyse porte particulièrement sur la comparaison entre les résultats de la 
simulation et les données observées disponibles après ajustement suivant les deux 
stratégies de calage. Enfin, la dernière partie de cette section s’articulera sur l’influence 
des scénarios temporels sur l'ensemble des processus de mobilisation et du transport 
temporel des coliformes fécaux dans les eaux. 
5.5.1. Analyse de sensibilité 
Les figures 17, 18, 19 et 20 illustrent la sensibilité du débit et des taux de coliformes en 
fonction de l'augmentation et la diminution (+ 15 et -15 %) de différentes valeurs des 
paramètres. Ces résultats ont permis d'identifier précisément les paramètres pour lesquels 
il est nécessaire de fournir des efforts pour une meilleure estimation du débit et des taux 
de coliformes. 
 
111 
 
CH_K1 CH_N1 CH_S2 SOL_Z SOL_AWC ALPHA_BF CN2 SURLAG EPCO ESCO
-20
0
20
40
60
80
100
120
Sensibilité
Moyenne
Valeurs extrêmes(1)
Valeurs extrêmes(2)
Minimum/Maximum
 
 
Figure 18. Sensibilité du débit à une augmentation des paramètres (+15 %) 
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Figure 19. Sensibilité du débit à la diminution des paramètres (-15%)  
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Figure 20. Sensibilité des flux de coliformes à une diminution des paramètres (-15 %)  
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Figure 21. Sensibilité des flux de coliformes à une augmentation des paramètres (15%)  
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L’analyse de sensibilité sur les débits (figure 17) a mis en évidence que parmi les trente et 
un (31) paramètres analysés (annexe 9), seulement dix ont montré une sensibilité au 
débit. Il s'agit en premier des paramètres relatifs au ruissellement de surface notamment 
le coefficient de délai du ruissellement (SURLAG) et le coefficient de détermination de la 
répartition des précipitations entre l’écoulement de surface et l’infiltration (CN2). Une 
augmentation de 15 % de chacun de ces deux paramètres occasionne une variation 
significative de la sensibilité atteignant respectivement 91 et 81 %. Le constat est 
similaire à la diminution de 15 % des valeurs de ces deux paramètres (figure 18). Dans ce 
cas on observe cependant des variations négatives du débit de plus de -40 %. Dans 
l'ensemble SURLAG et CN2 sont deux paramètres très importants qui influencent 
significativement la réponse hydrologique sur le BV du lac Massawippi. Après les 
paramètres relatifs au ruissellement, le deuxième groupe de paramètres affectant le débit 
se compose des paramètres physiques des canaux tels que la conductivité hydraulique, le 
coefficient de Manning et le facteur de couverture du cours d'eau (CH_K, CH_N, 
CH_COV). Ces derniers ont également des impacts importants sur les variations des 
débits. Leurs contributions aux variations du débit peuvent varier jusqu' à plus de 50 %. 
Enfin, le troisième groupe de paramètres affectant le débit est constitué  
• des facteurs de compensation du calcul d'évaporation notamment le facteur 
limitant la reprise par évaporation dans le sol et le facteur limitant la reprise d’eau 
du sol par les plantes (EPCO et ESCO);  
• du facteur de débit de base (ALHA_BF); de la profondeur du sol (SOL_Z). 
 
Une analyse de sensibilité des flux de coliformes (figure 19) montre qu'en 
diminuant simultanément les valeurs des paramètres des débits, les résultats mettent en 
évidence que SURLAG et CN2, constituent là encore la principale source de variation 
des flux de coliformes. La sensibilité du modèle à ces deux paramètres varie entre 59 à 
41 % respectivement. Ces résultats mettent en exergue le rôle prépondérant du 
ruissellement dans l'acheminement des coliformes dans les eaux. Le deuxième groupe 
dont l'influence sur les coliformes est également grande comprend les paramètres relatifs 
au transport des sédiments dans le cours d’eau. Il s'agit entre autres des paramètres 
linéaire et exponentiel régissant la charge sédimentaire maximale dans les cours d'eau 
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(SPCON et SPEXP), et des facteurs d'érodabilité et de couverture des cours d'eau 
(CH_EROD et CH_COV). Les résultats révèlent que la contribution de ces paramètres 
sur la variation des flux de coliformes peut atteindre des valeurs dépassant 30 %. Les 
caractéristiques de la pente du BV notamment son inclinaison, (HRU_SLP), la longueur 
maximale des ruisseaux (SLSUBBSN) et les caractéristiques apparaissent aussi sensibles. 
Leurs contributions tournent respectivement autour de 26 et 18 %. Il apparait également 
que la variation du facteur d’USLE (USLE_C) joue un rôle non négligeable dans la 
variation des flux de coliformes. Cet effet se fait sentir significativement à partir d'un 
certain degré et est plus marquant si le stock de matières en suspension est grand. 
La même analyse en augmentant les paramètres relatifs au devenir et à la 
mortalité des coliformes (figure 20), montre que les deux premiers paramètres relatifs au 
ruissellement dont l’influence est beaucoup plus importante pour les deux précédentes 
optimisations constituent la seconde source de variation du modèle avec des contributions 
de moins de 40 %. Par ailleurs, les facteurs de mortalité et de croissance des bactéries 
solubles et adsorbées (WDLPQ et WGLPQ) sont ceux qui possèdent les plus fortes 
valeurs de sensibilité, pour la variation du flux de coliformes (les paramètres relatifs à la 
mortalité et au devenir des bactéries sont présentés en annexe 10). Leur augmentation 
engendre une variation importante des flux de coliformes dont les valeurs sont proches de 
70 %. Le facteur de croissance des bactéries dans les eaux récréatives (WDLPRES) a 
également une forte influence sur la variation du flux de coliformes. Son effet est 
généralement plus important si on lui associe une grande valeur (deux semaines). Elle 
atteint une sensibilité proche de 30 %. Cependant, la variation du flux de coliformes avec 
ce paramètre n’est pas linéaire et reste faible lorsque la valeur de demi-vie des bactéries 
est moins d'une semaine. Il est également intéressant de noter que les flux de coliformes 
sont influencés par les paramètres d'érodabilité (CH_EROD) et la profondeur du sol 
(SOL_Z) avec des valeurs de sensibilité moyenne avoisinant 10 %. Des résultats 
similaires sont obtenus par Shrestha et al. (2007); Zhang, et al. (2010) qui soulignent les 
interactions entre l'érosion et la fonction de transfert des coliformes dans les eaux.  
En définitive, si les matières en suspension constituent un moyen de transport 
pour les bactéries, la part de matières érodées en surface qui ruissellent sur le chemin vers 
l’exutoire apparait ainsi importante pour l'estimation du flux de coliformes. Cet aspect 
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joue un rôle suffisant pour que le paramètre CH_EROD joue un rôle qui peut devenir 
comparable à celui du ruissellement. 
Que ce soit le débit ou le flux de coliformes, les analyses révèlent que les 
paramètres relatifs au ruissellement apparaissent toujours les plus influents de chacune 
des variables (débits et flux de coliformes). En effet, le formalisme du modèle AVSWAT 
pour l’élaboration de la contamination microbienne par des coliformes fixe d’abord la 
réponse hydrologique du BV. Celle-ci est déterminée à partir de SURLAG et CN, puisque 
ces derniers permettent d’augmenter la génération des flux de drainage profond et de 
ruissellement. En fait, une augmentation de ces deux paramètres s’accompagne d’une 
augmentation du débit de base et par conséquent du volume total simulé. Cet 
accroissement du ruissellement peut alors entraîner une érosion, favorisant ainsi le 
transport des sédiments et des bactéries. Par ailleurs, ces deux paramètres régissent la 
répartition des précipitations entre l’écoulement de surface et l’infiltration. Ces effets 
importants expliquent sans doute les influences, nettement plus élevées de ces deux 
paramètres comparativement aux autres. Ces derniers paramètres interviennent 
indirectement sur la présence des bactéries dans les eaux, en accélérant leur déplacement 
tout en affectant positivement ou négativement leur nombre dans les eaux. 
De ces résultats, il ressort également que les taux de croissance et de mortalité des 
bactéries adsorbées jouent un rôle déterminant sur le flux de coliformes acheminés vers 
l’exutoire du BV. Mais, cet aspect fondamental est principalement contrôlé par les 
paramètres de ruissellement. En revanche, la sensibilité obtenue confirme que la 
profondeur du sol a une influence modérée sur la partition entre infiltration et 
ruissellement et donc sur le transfert des coliformes dans les eaux. En d’autres termes, on 
retrouve logiquement que, seuls, les paramètres de ruissellement, d'érodabilité et de 
mortalité contrôlent grandement le flux de coliformes atteignant les cours d'eau. 
5.5.2. Analyse des performances suivant les deux stratégies d’optimisation 
Les tableaux 15 et 16 présentent les performances du modèle AVSWAT en fonction des 
deux stratégies de calage (mono-objectif et multi-objectif) selon les trois critères de 
performances : NSE, le coefficient de détermination (R2) et le pourcentage de biais 
(P.Biais).  
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Tableau 15. Résultats de l’optimisation uni-objective avec différentes combinaisons de 
paramètres  
 
Optimisation mono-objectif 
Phase de calage Phase de validation 
Débits Coliformes Débits Coliformes 
NSE 0,53 0,56 0,52 0,39 
R2 0,57 0,49 0,34 0,26 
P.Biais -36 +37 +47 -53 
 
 
 
Tableau 16. Résultats de l’optimisation multi-objective avec différentes combinaisons de 
paramètres  
optimisation multi-objectif 
Phase de calage Phase de validation 
Débits Coliformes Débits Coliformes 
NSE 0,43 0,35 0,70 0,63 
R2 0,39 0,45 0,65 0,58 
P.Biais -29 -52 -23 +19 
 
L’analyse de l'ensemble des résultats (tableaux 15 et 16) permet de constater que 
les meilleures performances en calage sont obtenues au niveau de l'optimisation multi-
objective. Aussi bien pour les débits que pour le flux de coliformes, ces observations 
concernent essentiellement la période de validation pour laquelle les critères NSE et R2 
affichent les valeurs comprises entre 0,70 et 0,65 et entre 0,63 et 0,58 respectivement 
pour les débits et le flux de coliformes. Le pourcentage de biais quant à lui atteint les 
valeurs les plus basses, -23 et +19 % pour les débits et le flux de coliformes 
respectivement. De telles valeurs sont acceptables, et témoignent d’une simulation 
satisfaisante (figure 21 et 22). Ces valeurs expliquent une bonne prise en compte des 
débits de transport des coliformes, et le facteur indispensable d'une bonne représentation 
de la mortalité et du devenir des coliformes dans le réseau hydrographique. Malgré les 
meilleures performances obtenues du calage multi-objectif, les débits simulés par le 
modèle en période de validation pour les mois de janvier demeurent légèrement 
surestimés (figure 21).  
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Au niveau des flux de coliformes, pour certains mois comme juillet, aout et 
septembre, le modèle sous-estime les flux de bactéries de l’ordre de +19 % à +35 % 
(figure 22). Ces résultats du modèle laissent supposer qu’une partie des bactéries n’est 
pas simulée ou que certains prélèvements n'ont pas été effectués au moment des pics, ce 
qui peut conduire à une analyse sous-évaluée. Par ailleurs, en phase de calage on observe 
une surestimation des flux des bactéries avec des valeurs de biais de pourcentage qui 
atteignent (-52). Ces résultats laissent supposer une mauvaise évaluation de la 
contribution aux flux de bactéries due à une mobilisation très rapide ou relativement 
importante causée par un débit intense. Il peut également s'agir des événements pluvieux 
après épandage qui entrainent plus de bactéries dans le réseau hydrographique. Hormis 
ces surestimations, la simulation du flux des bactéries apparait corrélée de manière 
satisfaisante aux mesures avec les valeurs de coefficient de détermination de 0,58 en 
phase de validation. 
Au niveau de l'optimisation mono-objective (tableau 14) nous pouvons constater 
que lors de la période de calage, les critères de Nash atteignent parfois des valeurs 
supérieures à 0,50 pour certaines simulations. Ces résultats peuvent être qualifiés de 
satisfaisants. Mais ces derniers, ne garantissent pas toujours de meilleures performances 
en validation (figures 21 et 22). Par exemple, les performances des débits et des 
coliformes déjà meilleures en période de calage avec les jeux de paramètres identifiés par 
l’efficience de Nash et le coefficient de détermination se dégradent en période de 
validation (tableau 14). En principe, il semble que le calage mono-objectif n’arrive pas à 
trouver l’optimum à partir des valeurs aléatoires de paramètres. Ainsi dans la majorité des 
cas, la méthode multi-objective est plus performante que la méthode mono-objective en 
calage.  
Après analyse des résultats à la fois sur les sites de calibration et les sites de validation, 
nous avons constaté une augmentation globale des résultats des simulations pour la phase 
de validation en optimisation multi-objectif. Ces performances pourraient être le fait d'un 
plus grand nombre de données utilisées pendant la validation, de plus les paramètres des 
coliformes et débits sont simultanément pris en compte lors du calage. Cela pourrait 
s'expliquer de la façon suivante : la correction des paramètres relatifs au débit permet 
d'ajuster et augmenter les bilans au niveau des taux de coliformes, ce qui revient à influer 
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sur les valeurs de Nash. Or, ce dernier est a priori, impacté par les changements de 
critères lors du calage. Ainsi, il paraît logique de constater la même tendance sur la 
correction des taux de coliformes lors de la validation avec un nombre de données plus 
élevé.  
De façon générale, il ressort de cette analyse que les deux méthodes 
d'optimisation obtiennent des performances différentes au niveau de la validation, avec 
résultats plus satisfaisants pour la méthode multi-objective. Par ailleurs, la validation 
utilisant NSE comme fonction objective apparaît la plus robuste comparativement au 
critère R2  qui ne permet pas de respecter le bilan hydrologique et conduit à de mauvaises 
simulations des flux de bactéries; il ne peut alors être utilisé comme seule fonction, pour 
la validation des simulations. En somme, il ressort que le modèle AVSWAT à travers 
l'optimisation multi-objective conduit à une meilleure représentation des caractéristiques 
hydrodynamiques du devenir des bactéries au vu de leur performance vis-à-vis des 
critères Nash et du pourcentage de biais. 
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Figure 22. Résultats de calage mono-objectif (A) et multi-objectif (B) pour les débits 
calage 
validation 
calage validation 
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5.5.3. Prédictions du modèle en fonction des scénarios temporels 
Une fois les débits et les flux de coliformes bien simulés, nous avons cherché à analyser la 
variabilité temporelle des flux de coliformes. L’attention a été particulièrement portée sur les 
mois de mai, juin, juillet et août, périodes où les plages des lacs sont ouvertes pour la baignade 
estivale. Pour ce faire, les données pluviométriques du modèle ont été modifiées. Il ne s'agissait 
pas des scénarios de changement climatique, car seules, la durée, la hauteur moyenne et 
l'intensité moyenne des pluies ont été modifiées. Afin d'appréhender l'influence de ces 
caractéristiques pluvieuses sur la contamination microbienne des eaux, nous avons réalisé trois 
scenarios différents. 
• Le premier scénario permet d'étudier l'influence de la hauteur de la pluie sur la 
contamination microbienne. Pour ce faire, on a considéré une pluie de durée moyenne en 
faisant varier les hauteurs de 10, 50 et 100 mm tout en gardant les intensités faibles 
(inférieur à 50 mm/h);  
• Le deuxième scénario permet d'étudier l'influence de la durée de la pluie sur la 
contamination microbienne. Pour ce faire, on a considéré trois pluies de faible, moyenne 
et longue durée. Ces pluies sont communément caractérisées par des hauteurs inférieures 
à 30 mm et des intensités inférieures à 50 mm/h. Les durées des pluies sont de 30 min; 2h 
et 8 h; 
• Le troisième scénario permet d'étudier l'influence de l'intensité de la pluie sur la 
contamination microbienne. Pour ce faire, on a fait varier les intensités de la pluie de 10, 
50 et 100 mm/h, pour une pluie d’une durée moyenne et de hauteur faible. 
 
Au départ, nous émettons l'hypothèse que les scénarios reposent sur une comparaison des 
flux de coliformes obtenues avec un stock uniforme de fumier et un coefficient de partition 
égal. Les résultats des scénarios sont illustrés sur les figures 23 à 25. 
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Figure 24. Distribution des flux de coliformes en fonction de hauteur de la pluie
h = 10 mm h = 50 mm h = 100mm 
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Figure 25. Distribution des flux de coliformes en fonction de la durée de la pluie 
t = 30min t = 2h t = 8h 
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Figure 26. Distributions des flux de coliformes en fonction de l'intensité de la pluie 
 
 
i = 10mm/h i = 50 mm/h i = 100mm/h 
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La figure 23 présente la variation du taux de coliformes en fonction de la hauteur de la pluie. Les 
résultats montrent que sur le BV du lac Massawippi, les taux de coliformes varient entre 1 et 
3 155 ufc/100 en fonction de la hauteur de pluie. Plus celle-ci augmente plus les taux de 
coliformes atteignent de grandes valeurs. On peut voir sur la carte (figure 23) que les taux de 
coliformes les plus élevées ont été obtenues pour le cas où la hauteur de la pluie est égale à 100 
mm. Cependant, les résultats de l'analyse de corrélation font apparaître de grands contrastes entre 
le SBV de la Tomifobia et le reste des SBVs du lac Massawippi (figure 26). Par exemple, le SBV 
de la Tomifobia présente davantage une augmentation fréquente des coefficients de corrélation 
en fonction de la hauteur contrairement aux autres SBV. Au niveau de ce SBV, on constate une 
évolution temporelle du taux de coliformes marquée par une corrélation assez nette entre les 
hauteurs de pluie et la contamination microbienne. Par exemple pour une hauteur de 50 mm, le 
coefficient de corrélation est de 0,33; lorsque la hauteur cumulée de la pluie est de 100 mm, la 
valeur de ce coefficient atteint 0,65. 
À l'opposé, la hauteur de la pluie ne montre aucune corrélation directe avec le taux de 
coliformes sur les autres SBV. Pour ces derniers, les valeurs des coefficients de corrélation 
oscillant entre 0,12 et 0,42 révèlent une situation stratifiée et relativement irrégulière. 
 
 
Figure 27. Variation des coefficients de corrélation en fonction de la hauteur de la pluie par sous-
bassin versant. 
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La figure 24 présente la variabilité des taux de coliformes en fonction de la durée de la 
pluie. L’analyse des trois graphiques montre clairement que les taux de coliformes décroit en 
fonction de la durée de la pluie pour l'ensemble des BV. Cette variation visuelle corrobore les 
corrélations obtenues entre la durée de la pluie et les flux de coliformes sur les SBV (figure 27). 
De façon générale, les coefficients de corrélation varient entre 0,21 et 0,61 en fonction des SBV 
avec une moyenne globale de l’ordre de 0,4. L'ensemble des résultats fait apparaitre que les 
valeurs de coefficient de corrélation les plus basses sont obtenues au niveau du SBV de la rivière 
Niger avec une corrélation moyenne d'environ 0,28. Mais cette valeur n'est pas très différente de 
celles des autres SBV dont le niveau de corrélation est de l’ordre de 0,3. 
Par ailleurs, les valeurs de coefficient de corrélation les plus élevées ont été obtenus au 
niveau des SBV de la Tomifobia et du ruisseau McConnell avec des corrélations moyennes de 
0,49 et 0,50 respectivement. Au niveau de ces deux SBV, les valeurs maximales de coefficients 
de corrélation ont été atteintes pour le scénario t = 2h. Au-delà de deux heures pour la majorité 
des SBV, il n'existe plus de relation significative entre la durée de la pluie et le taux de 
coliformes.  
 
 
Figure 28. Variation des coefficients de corrélation en fonction de la durée de la pluie par bassin 
versant 
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En ce qui concerne l'influence de l'intensité de la pluie sur les taux de coliformes, les 
résultats sont présentés à la figure 25. L’analyse de ces résultats montre que le taux de coliformes 
varie entre 10 et 3126 ufc/100 en fonction de l'intensité de la pluie. Les taux moyens les plus 
élevés sont atteints lorsque i = 50 mm/h. 
L'analyse des coefficients de corrélation (figure 28) montre que c'est au niveau du 
scénario i = 10mm/h que les valeurs de coefficient de corrélation les plus faibles sont 
enregistrées. Bien que majoritairement faibles, quelques SBV se sont démarqués par des valeurs 
de coefficients de corrélation élevées. C’est le cas des SBV de la rivière Niger et celui de la 
Tomifobia dont les coefficients de corrélation sont les plus élevés avec des valeurs de 0,33 et 39 
respectivement. 
 
Figure 29.Variation des coefficients de corrélation en fonction de la durée de la pluie par sous-
bassin versant 
En comparant ces résultats (i = 10mm/h) avec ceux obtenus par le scénario = 50 mm/h 
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0,63 et 0,55, et elles sont significatives (p‐value < 0,05). Partant de ces cas, nous constatons 
qu'une intensité de 100 mm/h a un effet positif sur les taux de coliformes en augmentant les 
valeurs des coefficients de corrélation.  
De ces résultats, nous pouvons retenir que, parmi les différents facteurs qui jouent un rôle 
dans le transport des coliformes, les plus importants concernent l'intensité de la pluie. Plus 
l'intensité des pluies est petite, plus le transport des bactéries est moindre dans une échelle 
limitée et plus les taux de coliformes sont petits et inversement. Les valeurs de coefficients de 
corrélation montrent que l'intensité des pluies joue un rôle plus décisif que la hauteur totale et la 
durée des pluies. D'ailleurs, on peut constater que les intensités de pluies égales à 10 mm/h mm 
sont sans grande importance du point de vue de l'effet de transport des coliformes. C'est à partir 
de 50 mm/h que se trouve la limite inférieure des intensités des pluies permettant la corrélation 
entre l'intensité de la pluie et le taux des coliformes. La corrélation est encore plus significative 
lorsque l'intensité de la pluie est 100 mm/h. Cependant, il existe une variabilité parmi les 
différents BV au point de vue de la corrélation entre les caractéristiques de la pluie et les taux 
moyens de coliformes. C'est-à-dire que pour chaque BV, il existe une hauteur, une durée et une 
intensité de pluie nécessaires pour un transport plus remarquable des coliformes correspondant à 
une valeur déterminée. Cette proportionnalité des variables caractéristiques des pluies et les taux 
de coliformes varient en fonction des conditions naturelles du bassin, des propriétés physiques, 
de la surface totale du bassin et de la longueur moyenne des bassins. 
 
5.6. Conclusion partielle 
Le contexte actuel de la contamination microbienne des eaux récréatives au Québec met en 
évidence le besoin d’outils de modélisation pour appréhender la dynamique temporelle des 
polluants bactériens dans les eaux. L’objectif de la présente étude a donc été de caractériser par 
une approche géomatique la dynamique temporelle des coliformes à l’échelle d'un BV à vocation 
agricole. Pour ce faire, nous avons abordé le sujet de façon méthodique par l’utilisation d’une 
modélisation couplant les composantes temporelles aux taux de coliformes fécaux. La synthèse 
des principaux résultats de sensibilité a révélé un système principalement contrôlé par les 
paramètres relatifs au ruissellement. Le processus d'érodabilité a également une grande influence 
sur le transport des coliformes. Les deux méthodes d'optimisation pour la calibration des 
131 
 
paramètres ont, dans l'ensemble, fourni de bons résultats. La démarche de comparaison de 
différentes stratégies de calage a révélé que l'optimisation multi-objective est celle qui a donné 
les meilleurs résultats selon l’analyse des critères Nash et du pourcentage de biais. Elle a réussi à 
mieux reproduire la dynamique relative aux débits et aux coliformes. Cependant, pour 
l'optimisation mono-objective, en calage, le modèle donne des bonnes réponses pour les débits et 
flux de coliformes, mais en période de validation, le modèle n'est pas capable d'aboutir à une 
bonne représentation des débits et des coliformes. 
L'analyse des scénarios permettant de répondre à l’objectif de ce travail révèle une 
dépendance assez étroite entre l'intensité de la pluie et la contamination microbienne des eaux. 
Avec les faibles intensités, les coliformes lessivés sont principalement ceux présents sur le bassin 
et adsorbés par les matières en suspension. À mesure que l'intensité augmente, à partir d'un 
certain seuil de débit, le transport des coliformes augmente et la concentration des coliformes 
mesurée à l'exutoire du bassin augmente. Après une certaine intensité, le flux devient presque 
constant ou nul. Ceci traduit un épuisement progressif du stock de coliformes disponible et 
facilement mobilisable. Cette proportionnalité semble dépendre des caractéristiques 
géométriques qui composent les sous-bassins.  
De façon générale, ce travail constitue une des rares approches de modélisation au 
Québec en termes d'utilisation du modèle AVSWAT permettant une modélisation réaliste de la 
dynamique temporelle de la contamination microbienne des eaux récréatives. L'avantage de cette 
étude est que cette approche est basée en priorité sur une idée de prévision événementielle et de 
gestion du risque, plutôt que sur une simple estimation spatio-temporelle des flux de coliformes. 
La méthodologie que nous avons mise en œuvre permet d’aller au-delà des simples corrélations 
entre les caractéristiques d'une pluie et la survenue d'un épisode de contamination microbienne. 
Cette approche qui est souvent utilisée pour la modélisation de la qualité chimique des eaux de 
surface, a été mise en œuvre dans le cas d'une contamination microbiologique des eaux en 
période de pluie. Après l’introduction dans le modèle des caractéristiques d'un événement 
pluvieux, des cartes de variabilité temporelle de la contamination microbienne ont été obtenues 
afin de prendre en compte l'influence des caractéristiques de pluies sur la contamination 
microbienne des eaux de surface. Un tel modèle, avec une représentation temporelle des 
processus régissant la contamination des eaux, permet d’améliorer la compréhension des 
processus en jeu. L’utilisation de paramètres temporels ajoute beaucoup à la compréhension du 
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transport des coliformes dans les eaux. Compte tenu du peu d’information disponible dans la 
bibliographie concernant le devenir des bactéries fécales, les relations entre les caractéristiques 
de la pluie et du flux de coliformes pourraient permettre d’élaborer des contraintes sur la réponse 
évènementielle attendue d’un BV. 
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Chapitre 6. Discussion générale 
Cette discussion intègre et synthétise les principaux résultats obtenus en liaison avec les trois 
objectifs de ce travail à savoir : (i) la modélisation spatiale de la contamination microbienne des 
eaux récréatives par une approche probabiliste PdlP; (ii) l'analyse spatiale de la sensibilité du 
modèle PdlP; (iii) la variabilité temporelle de la contamination microbienne des eaux : une 
approche géomatique à l'échelle d'un BV agricole. Ces trois objectifs seront revus 
successivement afin que la compréhension des principales forces et limites méthodologiques des 
approches mises en œuvre aident à évaluer leur validé et mieux appréhender la variabilité 
spatiale de la contamination microbienne.  
6.1. La modélisation spatiale de la contamination microbienne des eaux récréatives par une 
approche probabiliste PdlP 
La variabilité spatiale de la contamination microbienne des eaux récréatives constitue un enjeu 
pour la préservation de la santé des baigneurs et l’évaluation des risques encourus. L’utilisation 
conjointe du modèle probabiliste PdlP et des SIG était bien adaptée pour mieux analyser la 
variabilité spatiale selon les caractéristiques agro-pédo-climatiques. Les résultats montrent que la 
distance entre les cours d'eau et les zones agricoles est un facteur déterminant dans l’estimation 
de la contamination microbienne. Une analyse plus détaillée des preuves de ce facteur montre 
que le contraste le plus élevé est celui de la classe moyenne 5-10 km avec une valeur de C = 
0,87. Mais dans l'ensemble, les résultats confirment la dynamique interactive entre la superficie 
agricole, la pente, la distance ainsi que la pluie dans la variabilité spatiale de la contamination 
microbienne des eaux. 
Les meilleures concordances (les valeurs d’ASC) entre les cartes simulées et observées sont 
détectées au niveau des bassins versants de Yamaska-Nord et Yamaska Sud-Est. Cette 
concordance spatiale semble être une fonction de la superficie agricole. Une analyse plus 
approfondie montre une assez-bonne similarité entre ces deux bassins versants. On y retrouve 
des superficies agricoles de 28 et 25 % respectivement pour les sous-bassins versants de 
Yamaska-Nord et Sud- Est. La prédiction du modèle PdlP pour ces deux bassins présente de 
meilleures performances descriptives avec les valeurs d'ASC supérieures à 70 %. Toutefois, pour 
d'autres BV tels que Savail et Pot Au Beurre, cette concordance s’est révélée être assez différente 
et médiocre. Ces tendances, qui ont été déjà observées dans des études antérieures (Ascough et 
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al., 1999; Aspinall et al., 2000; Aubertot et al., 2005) sont principalement dues au microrelief, à 
la localisation des mesures, et surtout à la variation spatiale de la capacité d’infiltration (texture, 
stabilité structurale) du sol. Ces études soutiennent que d'un BV à un autre, le transport des 
bactéries dépend plus des propriétés hydrodynamiques des sols, de leur capacité à retenir l’eau 
ainsi que de leur sensibilité au ruissellement.  
Beauduin et al. (2004) et Balestrat (2006) corroborent le fait que le transport et le devenir 
des contaminants dans l'environnement sont significativement affectés par leur participation aux 
réactions de sorption. Par exemple, ces auteurs ont démontré que dans un sol argileux, le temps 
moyen nécessaire à une réduction de 95 % des populations de bactéries est de 53 jours lorsque le 
sol est saturé en eau, de 38 jours lorsqu’il est à la capacité au champ et de 22 jours lorsqu’il est à 
une humidité de 50 % de la capacité au champ. Dans ce type de sol, les bactéries restent donc 
longtemps à la surface et sont de ce fait plus sensibles à l'entraînement par l'eau, donc à la 
contamination microbienne des eaux. 
Sans minimiser l'effet des types de sol qui n'intervient pas dans notre modèle, les résultats 
de cette étude rejoignent sur certains points ceux de quelques études antérieures à l’effet que 
l'occupation du sol et les facteurs morphologiques sont les plus importants dans le processus de 
variabilité spatiale de la contamination microbienne des eaux. Même si elles doivent être 
interprétées avec nuance, étant donné les limites méthodologiques qu’elles semblent comporter, 
les études de Wilkinson et al. (1995), Crowther et al. (2001), Gardi (2001), Collins et Rutherford 
(2004), George et al. (2004), Srinivasan et al. (2005) et Kay et al. (2007) suggèrent aussi que les 
usages anthropiques, les caractéristiques morphologiques du BV ainsi que les conditions 
météorologiques sont les paramètres qui pilotent la variabilité spatiale d'un contaminant sur un 
BV. Toutefois, nous sommes d’avis que les conditions pédologiques peuvent améliorer les 
prévisions spatiales de la variabilité de la contamination microbienne, sans en être la principale 
cause.  
En termes de paramètres clés affectant la variabilité spatiale de la contamination des eaux 
sur un BV, les résultats de cette étude sont également en accord avec ceux de Bousquet et Didier 
(1999) et Houdart et al. (2005). Bien qu’il soit difficile de comparer nos approches, ces études 
antérieures proposent de privilégier des modèles intégrés en s'appuyant en particulier sur les 
systèmes multi-agents (SMA). Ces derniers offriraient probablement de meilleures qualités de 
prédiction. Ces auteurs mentionnent que la simulation multi-agents ne se contente pas d'intégrer 
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des paramètres environnementaux puis d'analyser la réponse du modèle en fonction des scenarii. 
Elle participe pleinement au processus de recherche du fonctionnement des systèmes complexes. 
Bien que les caractéristiques spatiales soient d'une importance capitale à la prédiction de 
la variabilité spatiale de la contamination microbienne, certains auteurs comme Garcia et al. 
(2005) recommandent que celles-ci doivent toujours être associées avec la mortalité des bactéries 
pour obtenir des résultats plus performants. Dans ce contexte, Camesano et Logan (1998) et 
Simoni et al. (1998) ont développé la théorie de filtration basée sur un modèle de rétention 
irréversible de 1er ordre afin de décrire les variations spatiales des micro-organismes. Ce modèle 
tient compte de la concentration bactérienne initiale introduite dans le sol, de la concentration 
bactérienne mesurée à l’instant t dans le sol, de la porosité de la couche de sol, de la distance 
parcourue par l’eau, du coefficient de filtration et de l’efficacité de collision. 
Devant la complexité des mécanismes en jeu, une modélisation réaliste de la 
contamination microbienne devrait considérer l'action combinée de divers paramètres physico-
chimiques et biologiques qui interagissent avec les bactéries. Techniquement réalisable (Garcia-
Lara et al. 1991), cette approche reste expérimentale car l’interprétation biologique est délicate. 
Sinon, cette modélisation ouvrirait la voie vers le suivi du bon état des eaux récréatives. 
Au vue de l'ensemble d'autres variables pouvant influencer la variabilité spatiale de la 
contamination microbienne, des compléments doivent être apportés au modèle PdlP, tant sur les 
processus de mortalité des bactéries fécales que sur leurs composantes biologiques avant qu’il 
devienne un outil opérationnel. Une des conséquences majeures de l’imperfection de ce modèle 
réside dans le fait qu’il ne peut pas, avec une bonne qualité, reproduire tous les paramètres 
impliqués dans le processus d'une contamination microbienne, avec une combinaison unique de 
paramètres. La prise en compte de tous ces paramètres n’est pas possible, vu sa conception 
initiale. Une telle démarche serait contradictoire avec l’utilisation d’un nombre limité de 
paramètres. 
Jusqu’à maintenant, rares sont les modèles de la qualité de l'eau qui ont été capables de 
reproduire parfaitement les variations de contamination microbienne des eaux récréatives avec 
un taux de précision de 80 %. Or, le calage et la validation du modèle PdlP a permis de 
sélectionner un jeu de paramètres permettant de simuler la distribution de la contamination 
microbienne avec des prédictions supérieures à 70 %. Ce modèle se révèle ainsi compétitif par 
rapport aux modèles plus élaborés en termes de capacité à simuler la variabilité spatiale de la 
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contamination microbienne des eaux récréatives. 
Bien qu'encore limité, le modèle probabiliste PdlP a donné satisfaction sur d’autres 
bassins que ceux utilisés lors du calage. Le but n’était pas ici de reproduire parfaitement les 
concentrations de coliformes observées, mais de savoir cibler les zones potentiellement à risque. 
Dans ce cadre, notre modèle permet d’ores et déjà l’exploration et la spatialisation du 
phénomène de contamination des eaux récréatives. À ce titre, il pourrait être intégré à une 
démarche de surveillance des eaux récréatives pour identifier et cibler les secteurs à risque ou les 
zones contributives à la contamination microbienne. 
Grâce à l’utilisation de la méthode probabiliste, les apports de cette étude sont doubles. 
Un premier apport d’ordre méthodologique a montré que l’approche bayésienne hiérarchique 
utilisée, est capable d’estimer la dynamique de la contamination microbienne. Il s’agit d’une 
démarche nouvelle. Les modèles de ce type constituent une approche connue en épidémiologie, 
mais cette approche a rarement été utilisée pour l’évaluation de la contamination microbienne 
des eaux récréatives. Elle offre la possibilité d’analyser le rôle de chaque paramètre considéré et 
les relations entre ces paramètres dans un contexte donné. Cette étude présente également un 
apport qualitatif permettant d’avoir une idée des probabilités que présente une zone à contaminer 
un cours d’eau. 
Cette étude exploratoire ouvre la porte à de nombreuses perspectives. Pour la première 
fois, seuls, les aspects spatiaux sur les BV dont la limite est de 1 000 km2 ont été considérés. Il 
serait intéressant d’utiliser les aspects temporels en lien avec les changements climatiques. Une 
autre perspective serait d’étendre la recherche à des régions plus importantes. Cet exercice 
déterminera si les mêmes facteurs interviennent dans l’explication de la contamination des eaux 
quelle que soit l’échelle. Dans cette perspective, la transposabilité sur d’autres BV du Québec 
s’avère une méthode efficace pour valider notre modèle et juger de sa performance du point de 
vue de son applicabilité pour la prévision de la contamination microbienne. 
6.2. Analyse spatiale de la sensibilité du modèle PdlP 
L'analyse de sensibilité est une information importante permettant de savoir quelles variables 
contrôlent le plus la réponse d'un modèle, ou celles à privilégier en phase de calibration. C'est 
dans ce contexte que la deuxième partie de nos travaux a consisté à explorer le potentiel de 
l’analyse de sensibilité globale basée sur la variance pour évaluer l’impact des incertitudes 
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associées à chaque variable explicative sur la réponse simulée par PdlP. Cet exercice a permis 
d'identifier les variables ayant le plus d’influence sur la variabilité de la contamination 
microbienne simulée. 
Les indices de premier ordre de l’analyse de Sobol ont montré que parmi les variables 
explicatives les plus susceptibles d’affecter la contamination microbienne, TA est la première 
variable d’importance dans l'évaluation du taux de coliformes. C’est donc la variable sur laquelle 
l’attention devra portée pour améliorer sa description dans le contexte de prévision d'une 
contamination microbienne. Ensuite, la deuxième variable la plus importante est ZU avec une  
sensibilité d’environ 30 %. Par ailleurs, les estimations des indices totaux sont meilleures que 
celles des indices de premier ordre, ce qui signifie que l’impact des interactions paramétriques 
est significatif pour la modélisation de la contamination microbienne. Au niveau des indices de 
Sobol de premier ordre, on constate qu'ils sont tous inférieurs à 0,50. Cela signifie que la part de 
variabilité induite par chaque variable a un effet négligeable sur la sortie du modèle. Fixée à une 
valeur quelconque dans son domaine de variation, cette variable est sans conséquence sur la 
prédiction du modèle. 
De plus, nous remarquons que, l’augmentation ou la diminution des valeurs de référence 
d’une variable aléatoire conduit à l’augmentation ou la diminution de son indice de Sobol, 
conduisant par conséquent à la diminution/augmentation de l’indice de Sobol des autres variables 
aléatoires. Ces résultats laissent croire que l’influence individuelle des variables explicatives sur 
le taux moyen des coliformes est relativement faible. Cependant, l'influence des interactions 
paramétriques à travers les indices de sensibilité totaux est relativement importante. 
En comparant les résultats des indices de premier ordre et les indices de sensibilité totaux, 
cette étude montre que la sensibilité du modèle PdlP vis-à-vis de ces variables explicatives, 
fluctue et est assez relative. Elle peut subir des changements importants d’un jeu de données à un 
autre. Par exemple, dans le cas de la distance, il est difficile d'imaginer qu'elle ait une si petite 
influence sur la variabilité de la contamination microbienne en tenant compte de l'indice de 
Sobol de premier ordre. À ce niveau de l'analyse, nous aurions pu écarter cette variable, pourtant  
elle se retrouve en première position lorsqu'elle est en interaction avec d'autres variables 
environnementales. Cette faible sensibilité de premier ordre peut ainsi apporter des problèmes 
d’identifiabilité importants et donc d’une dépendance critique des combinaisons de variables 
identifiées en fonction du critère d’estimation et de la série de données (Francos et al., 2003; 
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Kavetski et al., 2006). Ce qui signifie que les paramètres ayant les meilleurs indices de premier 
ordre n’apportent pas forcement les meilleures contributions à l’ensemble du modèle. Toutefois, 
nous ne pouvons pas clairement identifier la raison pour laquelle les combinaisons basées sur les 
indices de premier ordre sont moins performantes que celles basées sur les indices totaux. 
Nous suggérons que, les causes peuvent être des variables explicatives mal identifiées, 
des défauts structurels du modèle ou des processus importants qui n’auraient pas été pris en 
compte. Une autre explication serait que dans certains cas, une variable ne pourrait être utilisée 
qu'en de rares occasions (des processus qui se produisent après un certain seuil d'écoulement ou 
des événements extrêmes), et ne pas être utile dans la période de calibrage. Dans de tels cas, la 
variable n'a pas d'effet sur les résultats du modèle. Par conséquent, cette variable pourrait être 
considérée comme de moindre influence et pourrait se voir attribuer de faibles valeurs d'indice de 
sensibilité. Toutefois, si un événement est survenu et qui justifierait l'utilisation de la variable, 
l'analyse doit être entreprise avec la nouvelle période et cet événement extrême. Cela garantirait 
que le modèle ne se limite pas artificiellement par une variable d'une influence limitée.  
Par ailleurs, au cours de cette étude, le choix de l'analyse de sensibilité par les indices de 
Sobol a été fait sans tenir compte des inconvénients connus de cette approche. En principe, la 
méthode de Sobol est basée sur la forte hypothèse que les variables ne sont pas corrélées. Pour 
plusieurs études (Obled, 1994; Kavetski, 2006), cette approche s'est avérée meilleure en donnant 
de bons résultats pour la hiérarchisation des variables explicatives dans des modèles 
hydrologiques. Or cette hypothèse de non-corrélation ne semble pas être vérifiée dans la plupart 
des modèles hydrologiques et de la qualité de l'eau. 
Au cours des dernières années, quelques études ont abordé cette problématique 
(Pappenberger et al., 2005; Chastaing et al., 2014). Il ressort de ces études que la principale 
limite du calcul des indices de Sobol est qu'elles nécessitent au moins 7 à 8 paramètres pour 
identifier de façon raisonnable les variables qui influencent la sortie du modèle. Par conséquent, 
notre modèle PdlP constitué de cinq variables aurait été trop simpliste pour s'adapter 
globalement et parfaitement aux différents indices de Sobol et fournir des relations adéquates 
convenables à toutes les variables explicatives. Au niveau des indices totaux, les résultats 
apparaissent relativement cohérents en ce qui concerne l'influence de la dynamique interactive 
sur la sortie de PdlP. Néanmoins, il y a des raisons de croire qu'une bonne précision et de 
meilleurs résultats globaux pourraient être obtenus si cette méthode s'appliquait sur des modèles 
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de la qualité de l'eau plus complexes ayant un grand nombre de variables explicatives. 
D'une autre part, nous sommes en accord avec les études de Favis-Mortlock et Smith 
(1990) qui mentionnent que les résultats d’une analyse de sensibilité doivent être manipulés avec 
précaution. En effet, la sensibilité d’un modèle à une variable donnée dépend de l’importance, 
durant la période choisie, du processus que cette variable affecte, elle-même liée aux contraintes 
environnementales et, dans une moindre mesure, aux conditions initiales. En d’autres termes, la 
formulation d’un processus, valable pour un type de situation en particulier, ne l’est pas 
forcément pour d’autres situations. Huijbregts et al. (1998) ont pu suggérer que dans ce cas, il est 
préférable de modifier la structure avec de nouvelles hypothèses, mais il faut alors recommencer 
toutes les démarches d’identification et de validation. Ces auteurs mentionnent qu'il est 
préférable dans ce cas d'ajouter d'autres variables et d'adapter le modèle à un jeu de données 
issues d’une situation particulière plutôt que d’identifier un jeu de variables plus ou moins 
valable pour une variété de situations. 
Bien que cela soit possible, à quoi cela servira puisque de nombreux modèles agro-
hydrologiques sont confrontés à un problème de sur-paramétrisation. L’intégration de plusieurs 
variables complique inutilement les modèles agro-hydrologiques. Cette sur-paramétrisation se 
répercute inévitablement sur l'emploi du modèle dans un cadre prévisionnel. En ce sens, 
Heuvelink et al. (2010a et b) suggèrent que l'exploration des interactions entre les variables en 
chaque situation particulière est préférable à une recherche aveugle d'un jeu de paramètres plus 
ou moins valable pour une variété de situations. Cela permet de vérifier la robustesse des 
modèles et de mieux évaluer la confiance dans leurs résultats. La connaissance de cette 
interaction permettrait également de connaitre les variables du modèle qui expliquent la plus 
grande part de la variance du signal de sortie sur un support spatiale donné en fonction d'un 
changement particulier. 
Grâce à l’utilisation de la méthode de Sobol pour l'analyse de sensibilité des variables 
spatiales, les apports de cette étude sont nombreux. Sous un angle méthodologique, la différence 
repose, non seulement sur l'étude des incertitudes liées aux variables d’entrée spatiales qui sont 
propagées dans le modèle, mais aussi sur l’influence de ces variables sur la variabilité totale de la 
contamination microbienne. Il s’agit d’une démarche nouvelle, évaluée par l’intermédiaire d’une 
analyse de sensibilité globale à travers la méthode de Sobol. Comme résultat important issu de ce 
travail de recherche, des histogrammes de distributions pour la densité du taux de coliformes 
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sont obtenus au niveau de chaque variable spatiale étudiée, ce qui est considéré comme étant une 
contribution originale. La méthode de Sobol s'est alors révélée être un outil très utile, en donnant 
de précieuses informations sur l'influence de chaque variable explicative sur la sortie du modèle 
PdlP. Elle a également permis de comprendre les différentes hiérarchies existantes pour les 
incertitudes étudiées en fonction de la morphologie du BV. 
L’analyse de sensibilité constitue clairement un apport intéressant de la quantification 
d’incertitude puisqu’elle permet de mieux comprendre le rôle joué par une grandeur dans 
l'estimation du taux de coliformes. La méthodologie proposée peut alors être utilisée pour aider à 
comprendre comment les incertitudes vont affecter le comportement de la distribution spatiale du 
taux de coliformes et servir d’appui dans le futur pour améliorer la prédiction des risques de 
contamination microbienne. Il s'agit d'une méthode suffisamment simple qui pourra être utilisée 
dans d’autres modèles, y compris à des échelles plus grossières, utilisant des modèles de 
contamination microbienne tels que Hydrotel ou GIBSI. À notre connaissance, aucune démarche 
de ce type n’a encore été proposée. 
Bien que les résultats obtenus montrent que l'analyse de sensibilité est une méthode assez 
fiable pour estimer la variabilité due aux variables spatiales, nous pouvons néanmoins relever 
quelques limites. Au cours de cette étude, la quantité des mesures et leur fréquence n'ont pas été 
prises en considération. Or dans ce contexte, plusieurs auteurs s’accordent sur le fait que si les 
mesures sont de mauvaise qualité, ou si l'hétérogénéité du milieu induit des mesures dont la 
variabilité est trop grande, le processus d'échantillonnage peut aboutir à un modèle 
incorrectement paramétré et par conséquent, des valeurs d’incertitudes assez élevées. Par 
ailleurs, dans le cas d’un échantillonnage préférentiel en été et dans certaines zones, les 
incertitudes peuvent aussi être grandes. Cela peut être une des conséquences d’un 
échantillonnage des plages mal réparti pour lequel plusieurs mois de l’année ne sont jamais 
échantillonnés, comme c'est le cas pour des données que nous avons utilisées. Les mesures sur 
lesquelles étaient basées nos calculs sont certes nombreuses, mais globalement mal réparties car 
la stratégie d’échantillonnage n'était pas régulière pour certains SBV (trois à dix fois par mois) et 
pour d'autres SBV les mesures sont quotidiennes s'échelonnant sur un mois. Alors, passer d’un 
calcul aux mesures journalières à un calcul mensuel irrégulier pourra également augmenter 
l’intervalle de confiance, dû à un biais des moyennes et des écarts-types. Dans ce cas, la question 
de la pertinence de la fréquence proposée se pose.  
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6.3. Variabilité temporelle de la contamination microbienne des eaux : une approche géomatique 
à l'échelle d'un BV agricole 
La modélisation de la dynamique temporelle des coliformes dans les eaux de surface à partir du 
modèle AVSWAT a permis d'appréhender l’influence des caractéristiques de la pluie. Au regard 
de l'ensemble des résultats obtenus, il est possible d'admettre que nous avons abouti à une 
représentation satisfaisante de la dynamique de flux de coliformes sur le BV du lac Massawippi 
suivant les caractéristiques pluvieux. Diverses études ont mis en évidence l'influence des 
caractéristiques des pluies sur la contamination fécales. Notre étude est la première à mettre en 
évidence des cartographies temporelles en fonction de la hauteur de la pluie, sa durée ainsi que 
son intensité. 
L’analyse de sensibilité a permis d'élargir la connaissance des paramètres les plus 
influents sur les débits et les flux de coliformes simulés. Les résultats obtenus ont permis de 
mieux caractériser et d’améliorer l'identification des paramètres. Au niveau du calage, les 
performances optimales sont assez différentes sur les deux périodes et suivant le type de calage : 
mono-objectif ou multi-objectif. Une comparaison des valeurs du pourcentage de biais et du 
critère NSE révèle que le calage multi-objectif apparaît plus performant que le calage mono-
objectif. Cependant, les jeux de paramètres donnant une bonne simulation à l'égard de ces deux 
critères peuvent fournir des résultats insignifiants en ce qui concerne le coefficient de 
détermination. La réciproque ne se vérifie pas puisque les jeux de paramètres donnant une bonne 
simulation à l'égard du coefficient de détermination ne semblent pas donner de mauvais résultats 
sur le NSE et le pourcentage de biais. En effet, on remarque que, plus, le NSE est élevé, plus 
l’adéquation entre les mesures simulées et mesurées est bonne, alors qu’une bonne adéquation du 
coefficient de détermination ne conduit pas forcement à une bonne complémentarité entre les 
valeurs simulées et mesurées. Au Niveau du calage, l’apport du coefficient de détermination est 
donc faible.  
Au niveau de l'influence des caractéristiques de la pluie, il ressort que le flux de 
coliformes est fortement dépendant de l'intensité de la pluie. Dans une étude similaire, Moulinet 
et al. (2004) ont montré la parfaite corrélation entre la variation de ces deux paramètres de la 
pluie et celle de la contamination microbienne. En été, les pluies de fortes intensités sont 
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nécessaires pour déclencher une crue; l’augmentation du débit est alors très importante et très 
rapide conduisant au transport des coliformes. Les caractéristiques du BV du lac Massawippi 
expliquent ce fonctionnement hydrologique. C’est un bassin a priori propice au ruissellement : 
on note la présence de fortes pentes; l’occupation du sol est majoritairement agricole et les 
cultures sont situées le plus souvent en bordure du cours d’eau. 
La relation entre la durée de la pluie et les flux de coliformes semble confuse dans le 
réseau hydrographique. L’analyse des cartes de distribution montre bien que les taux de 
coliformes décroissent en fonction de la durée de la pluie pour l'ensemble des bassins versants. 
Cette décroissance est plus nette sur le BV de la rivière Niger où on note des taux de coliformes 
de moins de 100 ufc/100ml. Cela peut s'expliquer par des transferts très rapides et en grande 
quantité de coliformes pendant une longue durée de pluie. Bien que, les relations entre la durée 
de la pluie soient significatives pour t = 2 h, ces corrélations ne demeurent pas significatives au-
delà de cette durée. En effet, ces résultats sont logiques et rejoignent les conclusions de plusieurs 
auteurs (Debieche, 2001) qui ont démontré que si la pluie est de courte durée et intense, elle 
produit beaucoup plus de coliformes que si elle est de longue durée. Par ailleurs, pour qu'une 
pluie de longue durée produise la même concentration de coliformes, obtenue avec une pluie de 
courte durée, il faut que la hauteur de la pluie soit de plus en plus grande. Cela s'explique par le 
fait que, les pluies importantes de courte durée et qui se répartissent sur une grande partie du BV, 
produisent des débits importants capables de déclencher le transport des coliformes à travers le 
réseau hydrographique. Par contre les pluies qui se répartissent sur un intervalle de temps long, 
produisent un débit moins important à cause de l’infiltration des eaux vers la nappe, et de 
l’écoulement progressif des eaux; par conséquent, le transport des coliformes est amoindri.  
Au niveau des intensités de la pluie, on peut constater qu'avant la crue (i = 10mm/h), il y 
a une absence de relation entre le flux de coliformes et les caractéristiques de la pluie, puisque la 
variation des coliformes peut se produire dans des conditions très variées. Ce résultat est 
contraire aux observations de plusieurs auteurs (López-Tarazón et al., 2010) qui montrent que le 
flux des bactéries est très lié à la durée des pluies et au débit avant la crue, en lien 
vraisemblablement avec l’état d’humidité des sols. Par ailleurs, nos résultats rejoignent ceux plus 
nuancés de Zabaleta et al. (2010) qui observent ou non cette influence de l'intensité de la pluie 
avant la crue. En effet, les variations des flux de coliformes en fonction de l'intensité de la pluie 
sont surtout marquées entre les mois de mai et juin. Après les crues de mars et avril dues à la 
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fonte des neiges, les pluies des mois de mai et juin (faibles intensités) exportent moins les 
coliformes, ce qui va de pair avec des débits et des vitesses de montée plus faibles. Les débits de 
base plus faibles durant ces mois limitent aussi le ruissellement des coliformes dans le cours 
d’eau entre les crues. Les crues qui mobilisent le plus de coliformes se produisent aux mois de 
juin et juillet (50 à 60 mm/h) rarement au mois d'août. En cette période, les fortes corrélations 
entre l'intensité de la pluie et les flux de coliformes s’expliquent par l'épandage du fumier, 
l'érosion de parcelles labourées, due à une série de pluies survenues à cette période à risque.  
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Chapitre 7. Conclusion  
S’inscrivant dans le cadre général de la mise en place d'une modélisation spatio-temporelle de la 
contamination microbienne des eaux récréatives, cette thèse propose une méthode 
scientifiquement innovante permettant de répondre à une question essentiellement 
multidisciplinaire combinant les notions de géomatique, de microbiologie et d'hydrologie. Cette 
étude exploratoire a permis d’étudier un phénomène environnemental complexe : la dynamique 
des coliformes fécaux dans les eaux, en cartographiant leur variabilité de manière spatialement et 
temporellement explicite. La démarche proposée pour ce travail de thèse s’est articulée autour de 
trois axes de recherche principaux. 
Le premier axe a présenté la modélisation probabiliste de la contamination microbienne 
des eaux récréatives dans le but de hiérarchiser et cartographier les zones contributives aux 
risques d'atteinte à la qualité microbiologique des eaux. Pour ce faire, une approche bivariée 
basée sur le théorème de Bayes (théorie de l'évidence) combiné aux systèmes d'information 
géographique a été choisi. Nous avons donc évalué les stratégies de paramétrisation et validation 
de ce modèle pour sa transposition sur d’autres bassins versants. Deux échelles spatiales 
caractérisées par une variabilité des états de surface et une différence morphologique ont été 
utilisées. Cette approche est nouvelle et différente de celles classiquement employées dans le 
domaine d'estimation de la vulnérabilité des eaux de surface. À notre connaissance, aucune étude 
n’avait jusqu’à présent abordé de manière probabiliste l’effet des processus spatiaux qui 
contrôlent la dynamique de la contamination des eaux à l’échelle d’un BV à vocation agricole. 
En la considérant comme une méthode opérationnelle de gestion de la qualité de l'eau, nous 
avons évalué la possibilité d'une transposition vers d'autres sites aux caractéristiques 
environnementales semblables. La démarche mise en œuvre a permis d’aller au-delà d'une 
simple cartographie de la vulnérabilité des eaux. Elle a mis en exergue la possibilité de quantifier 
et de hiérarchiser la structure profonde des mécanismes de propagation des coliformes dans les 
eaux, c'est-à-dire le rôle de chacune des variables prédictives et les relations entre ces paramètres 
dans un contexte donné. Les résultats obtenus ont montré l’efficacité du PdlP à estimer la 
distribution a posteriori des zones de contamination les plus probables à la contamination 
microbienne.  
L’étude du modèle a toutefois aussi montré l’existence de sous-estimations des flux de 
coliformes. Cela provenait majoritairement d'erreurs de paramètres calés trop faibles et moins 
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représentatifs de certains SBV. Malgré tout, le calage et la validation du modèle ont permis de 
sélectionner un jeu de paramètres permettant de simuler au mieux la distribution de la 
contamination microbienne. Il manquerait en fait quelques variables pour augmenter le taux de 
prédiction des simulations. Par exemple, s’il était possible de quantifier les apports d’eau 
provenant des réseaux de drainage artificiel en milieu agricole, il est clair que les estimations de 
contamination seraient grandement améliorées. 
Au cours de ces travaux, le modèle PdlP a été développé pour étudier la probabilité des 
eaux récréatives à être contaminées par E. coli. Les résultats obtenus ne suffisent pas pour 
dépister des sources de pollution microbienne (animale ou humaine). Une piste de 
développement serait de déterminer la provenance de ces bactéries fécales afin de mieux 
déterminer la source de contamination microbienne, et assurer une protection efficace des bassins 
versants et de la santé publique. 
Par ailleurs, il se pose une question plus fondamentale sur l’intérêt de la prise en compte 
des propriétés d'adsorption des sols pour l’estimation de la contamination des eaux de surface. 
Dans le modèle proposé, la propagation des bactéries dépend majoritairement des variables 
spatiales. Or, ces dernières ne sont sûrement pas les seules à avoir une influence sur le transport 
et la mortalité des bactéries. Les phénomènes de compétition et d'adsorption n'ont pas été 
abordés au cours de nos travaux, pourtant ils jouent un rôle important dans la survie des 
bactéries. Une perspective intéressante serait d'évaluer la contamination microbienne des eaux en 
fonction des bactéries adsorbées sur les particules de sol, et entraînées par érosion. Cela 
consisterait à traduire la compétition et l'adsorption sous forme de variables qui interviendraient 
dans la contamination des eaux au même titre qu’une variable spatiale.  
Le deuxième axe a consisté en une analyse de sensibilité de PdlP pour mieux faire 
ressortir l’apport de chacune des variables spatiales utilisées comme intrant au modèle prédictif. 
Il s'agissait de quantifier le domaine de variabilité des sorties du modèle PdlP, en déterminant la 
part de variance due à l'occupation du sol et aux caractéristiques pédologiques. L'originalité de ce 
travail demeure dans la manière de quantifier et de propager les incertitudes des variables ainsi 
que dans la méthodologie d’analyse de sensibilité mise en place. De manière générale, dans le 
cadre des modèles de la qualité de l'eau, les analyses de sensibilité utilisées sont de type local. 
Ces dernières, ne permettent pas de tenir compte des interactions entre les paramètres et les effets 
non-linéaires. Pour notre étude, nous avons choisi les indices de Sobol, une méthode globale 
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d’analyse de sensibilité basée sur la décomposition de la variance avec un plan d’expérience un-
à-la-fois. Ces indices permettent de bien explorer les valeurs des paramètres et de tenir compte 
des interactions et des effets non-linéaires. Les incertitudes sont représentées par le biais d’une 
distribution de probabilité dont les paramètres s’ajustent en fonction de l’information disponible. 
Il a été possible de prédire précisément les incertitudes des différentes variables en tout point du 
terrain. Cet exercice n'était pas une évaluation exhaustive des toutes les incertitudes du PdlP, 
mais tout simplement une identification de différentes sources d'incertitude sur la distribution des 
taux de coliformes. Les conclusions pratiques concernent l'identification des paramètres d’entrée, 
à savoir où concentrer les efforts de mesure, dans le cas d’un domaine présentant des 
caractéristiques pédologiques et d'occupation de sol, différentes afin de réduire les incertitudes 
des variables de sortie. En effet, nous avons montré que, les incertitudes sont présentes aussi bien 
pour les sols argileux que les sols sableux, mais avec une amplitude variable. Les incertitudes 
dues à la variation des sols sableux n'ont pas une influence importante sur les taux de coliformes, 
et l'incertitude sur la réponse du modèle est moins ressentie. Par ailleurs, dès lors qu’une source 
de variabilité des teneurs en argile, même peu importante pour le résultat final, est négligée, il y a 
une surestimation au niveau des quartiles, ce qui peut entrainer une grande erreur au niveau de la 
prévision de la contamination microbienne. La modélisation se doit donc de prendre en compte 
toutes les sources de variabilité des sols argileux, même celles qui semblent avoir un impact 
mineur sur la distribution des coliformes. Un second cas a montré que l'incertitude de la distance 
est très importante pour obtenir des résultats fiables du taux de coliformes. Cependant, 
l'incertitude due à la distance est essentiellement influencée par la variabilité totale, autrement dit 
par la combinaison d’autres variables telles que l’occupation du sol, la pente et les 
caractéristiques pédologiques. Les résultats obtenus sont encourageants et permettent de 
démontrer le potentiel des indices de Sobol pour l’analyse de sensibilité des variables et 
l’incertitude associée à ces derniers dans l’estimation des flux de coliformes par l'approche PdlP.  
Dans un premier temps, la richesse de l’information obtenue par les indices de Sobol offre un 
nouvel angle de vue permettant de mieux appréhender la relation entre les variables spatiales et 
les flux de coliformes et d'en évaluer les incertitudes. Cette étude a fourni une analyse complète 
de l'incertitude globale induite par les variables d'entrée ainsi qu'une mesure de la sensibilité des 
variables d'intérêt aux différentes variables. De cette façon, les indices de Sobol ont répondu aux 
objectifs préalablement établis de notre étude. Cette approche a ainsi permis de mesurer la 
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variabilité spatiale du champ de concentration des coliformes aux variables d'entrée spatiales en 
caractérisant les gammes de variations des facteurs sur lesquelles il faut agir pour que le flux de 
coliformes prédit par PdlP soit dans une gamme bien précise. Même si quelques différences 
peuvent être observées entre les indices de sensibilité (de premier ordre et totaux), ils fournissent 
des informations complémentaires, ce qui est un facteur de qualité pour le modèle. L’analyse de 
sensibilité réalisée dans cette étude a permis d'identifier les variables spatiales les plus sensibles 
à la contamination microbienne. Une étude d’analyse de sensibilité du modèle PdlP à des 
configurations différentes de variations temporelles pourrait améliorer davantage notre 
compréhension du transport des bactéries dans les eaux. 
Le troisième axe de ce travail de thèse est de parvenir à une meilleure compréhension des 
dynamiques temporelles des coliformes vers les eaux de surface. La stratégie d’étude a consisté à 
analyser, par le biais du modèle agro-hydrologique AVWSAT, l’impact de la pluviométrie, sur 
les évolutions des taux de coliformes. Le modèle a été calé sur le BV de la Massawippi en 
utilisant des approches mono-objectif et multi-objectif. La performance du modèle a été 
meilleure après une optimisation multi-objective: les coefficients de Nash-Sutcliffe étaient plus 
élevés et les biais plus faibles. Le paramétrage du modèle a permis d'atteindre de bonnes 
simulations des débits et des coliformes fécaux sur de longues périodes hydrologiques. Une 
analyse paramétrique a montré que les taux de croissance et de mortalité des bactéries adsorbées 
jouent un rôle déterminant sur le flux de coliformes acheminés vers l’exutoire du BV. L’analyse a 
aussi montré que cet aspect fondamental est principalement contrôlé par les paramètres de 
ruissellement. Parallèlement, la profondeur du sol n’a démontré qu’une influence modérée sur la 
partition entre infiltration et ruissellement et donc sur le transfert des coliformes dans les eaux. 
En termes de dynamique temporelle, des résultats encourageants fournissent un premier 
aperçu des relations entre la pluviométrie et le déplacement des coliformes à travers un réseau 
hydrographique. L'analyse des coefficients de corrélation a indiqué qu'il existe une certaine 
relation entre l'intensité des pluies et l'augmentation des taux de coliformes. En effet, plus 
l'intensité des pluies est faible, plus le transport des bactéries se produit dans une échelle limitée, 
et plus la charge polluante est moins significative. Ainsi, les intensités des pluies de 10 mm/h se 
sont avérées moins importantes pour déclencher le ruissellement des coliformes dans les réseaux 
hydrographiques. D'ailleurs, pour une intensité de 10 mm/h il y a une absence de relation entre le 
flux de coliformes et les caractéristiques de la crue, puisque la variation des coliformes peut se 
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produire dans des conditions très variées. L’analyse a démontré que ce n’est qu’à partir d'une 
intensité de 50 mm/h que se trouve la limite inférieure des pluies pouvant occasionner une 
contamination microbienne. Cette relation n'est pas nécessairement applicable d'emblée pour 
tous les BV. Elle varie d'un BV à un autre en fonction des conditions naturelles, des propriétés 
physiques et chimiques du sol, et de la surface totale du bassin. 
Bien que le modèle offre un certain réalisme par rapport aux données mesurées, 
l’approche méthodologique adoptée présente des limites d’ordre conceptuel et de validation qu’il 
est important de souligner. En premier lieu, nous rappelons que la présente recherche souffre 
d’un manque de mesures des concentrations de coliformes fécaux en termes de fréquence et de 
répartition spatiale. La prise de mesures de la qualité de l'eau est répartie de façon inégale entre 
les différents BV. Cette inégalité a rendu notre tâche difficile pour valider le modèle. Une bonne 
validation nécessiterait plus de mesures quotidiennes bien étalées sur de longues durées. Il 
faudrait que les périodes de monitoring des plages soient régulières afin d’éviter les risques de 
mauvaise interprétation des résultats, et d'aboutir à des résultats exploitables et pertinents. Il 
convient donc de considérer les résultats obtenus comme des indicateurs de risque de transfert et 
non comme des grandeurs réelles. 
Les perspectives de l’ensemble de notre étude sont diverses. Bien que cette thèse apporte 
des éléments de réponse originaux concernant la dynamique spatio-temporelle des coliformes, il 
reste de nombreuses questions à résoudre. Tout d’abord, il s'agit des aspects relatifs à l'utilisation 
de la méthode de Sobol dans la modélisation des risques de contamination. Ce travail peut être 
poursuivi dans différentes directions. Tout d’abord, au lieu de se limiter à modéliser l’effet des 
variables spatiales sur la contamination microbienne à l’aide des lois normale et uniforme, il 
pourrait être intéressant d’envisager d’autres types de distributions (Gamma, gaussienne, 
triangulaire) ou bien non paramétriques en se basant sur l’estimation des déciles de la 
distribution. D’autre part, l'approche proposée devrait être en mesure de considérer d'autres 
variables : la localisation des fosses, la nature de la culture, les dates d'épandage de fumier et 
lisier. De tels paramètres ont aussi un impact majeur sur la réponse de la contamination 
microbienne et devraient être pris en compte. Un point intéressant serait de déterminer leurs 
interactions avec les autres paramètres du modèle qui ne sont pas nécessairement évidentes. À 
long terme, nous prévoyons de calculer les probabilités de contamination microbienne en 
conditions prospectives, c'est-à-dire de réaliser des simulations avec le changement de couverture 
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du sol. De ce fait, les cartes de probabilités de contamination microbienne développées dans la 
première partie de la thèse peuvent être exploitées et combinées avec un certain nombre de 
situations représentatives, et définir une cartographie des incertitudes dues aux variables 
spatiales. 
Du point de vue événementiel, il semble nécessaire dans un premier temps d’améliorer et 
d’affiner l’évolution temporelle des sensibilités des paramètres, pour juger de la vraisemblance 
de la paramétrisation des débits et des flux de coliformes. Les différences importantes qui ont été 
mises en évidence entre les combinaisons des variables lors des simulations de débits ou des flux 
de coliformes mettent en avant l'étude des sensibilités paramétriques temporelles des paramètres. 
En fait, les comparaisons qui ont pu être réalisées entre les simulations ont montré que pour une 
combinaison identique de paramètres, les résultats de simulations obtenus pouvaient être 
significativement différents. La sensibilité spatio-temporelle des paramètres restent donc un 
enjeu important dans la simulation du flux de coliformes. Une meilleure compréhension de cet 
aspect permettra de prendre en compte leur unicité et de les adapter aux procédures de 
régionalisation. Une autre perspective de recherche consisterait à analyser la quantification 
systématique des incertitudes sur ces données. Cela permettrait de les propager sur les prévisions 
de débit, étape indispensable pour apprécier justement les résultats d’un modèle. Cette 
confrontation permettra de lier le niveau de complexité du modèle avec la quantité de données 
nécessaire pour la mise en œuvre d'une meilleure modélisation de la dynamique des coliformes 
dans les eaux de surface.  
Ce travail de thèse nous a ainsi permis de caractériser la contribution significative de la 
dynamique spatio-temporelle de la contamination microbienne des eaux, dans un objectif 
prévisionnel. Bien qu’il reste encore quelques points à approfondir, les premiers résultats sont 
encourageants.  
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SALVAIL
YAMASKA SUD-EST
YAMASKA NORD
POT AU BEURRE
ANNEXES 
Annexe 1. Les sous-bassins versants de la rivière Yamaska 
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de la rivière Tomifobia
de la rivière Niger
immédiat du lac Massawippi
du ruisseau Brook
du ruisseau William
SansNom
du ruisseau Bell
du ruisseau McConnell
du ruisseau du Pont couvert
Annexe 2. Les sous-bassins du bassin versant du Lac Massawippi 
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Annexe 3. Variables morphologiques 
Annexe 3.1. Morphologie du bassin versant du lac Massawippi : les formes 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Les formes du bassin versant du lac Massawippi
Légende
Dorsal
Incliné
Ondulé
Placage
Plat
Vallonné
¯
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Annexe 3.2. Morphologie du bassin versant du lac Massawippi : les pentes 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Classe de pentes du bassin versant du lac Massawippi
Légende
A -- Pente nulle : inclinaison de 0% à 3%
B -- Pente faible : inclinaison de 4% à 8%
C -- Pente douce : inclinaison de 9% à 15%
D -- Pente modérée : inclinaison de 16% à 30%
E -- Pente forte : inclinaison de 31% à 40%
F -- Pente excessive : inclinaison de 41% et plus
¯
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Légende
Nord
Nord-ouest
Sud-ouest
sud
Est
Nord-est
¯
Direction des pentes du bassin versant du  lac Massawippi
Annexe 3.3. Morphologie du bassin versant du lac Massawippi : la direction des pentes 
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Classe  de drainage
Légende
Bien drainé
Imparfaitement drainé
Mal drainé
Rapidement drainé
Très mal drainé
Très rapidement drainé
¯
1 0 1 2 3 40,5
Km
Annexe 4. Variables pédologiques  
Annexe 4.1. Variables pédologiques du bassin versant du lac Massawippi : le drainage 
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Légende
TL -- loam
TLA -- loam argileux
TLS -- loam sableux
TLSF -- loam sableux fin
TO -- organique
TSF -- sable fin
TV -- à textures variables
¯
1 0 1 2 3 40,5
Km
Classes de texture
Annexe 4.2. Variables pédologiques du bassin versant du lac Massawippi : le drainage 
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Annexe 5. Processus de sélection de la méthode d’interpolation des données de 
précipitations. 
 
Dans le but d’obtenir des résultats les plus près possible de la réalité, plusieurs type de 
traitements géostatistiques furent mis à l’essai. Pour se faire nous avons établi quatre types de 
répartition des données journalières afin d’en évaluer les résultats avec différentes méthodes 
d’interpolation : 
Données homogènes : Il s’agit de journées durant lesquelles les précipitations sont assez 
constantes d’un endroit à l’autre dans notre région d’intérêt. 
Données hétérogènes : Lorsqu’on observe des fluctuations importantes d’une région à l’autre. 
Données extrêmes : Lorsque les données sont plutôt constantes excepté pour quelques valeurs 
qui diffèrent largement des autres. 
Données locales : Lorsqu’on observe un phénomène différent de la tendance générale dans une 
région en particulier. 
Plusieurs méthodes d’interpolation peuvent être utilisées pour ce genre de données, allant de 
méthode assez complexe comme le co-krigage jusqu’à des procédés plutôt simple comme la 
distance inverse pondérée (IDW). Puisque nous disposions d’un grand jeu de donnée, notre but 
était d’obtenir des résultats les plus fidèles possible tout en minimisant notre temps de traitement. 
Malheureusement pour automatiser le processus il faut utiliser modelbuilder dans ArcGIS 10 qui 
contient qu’un nombre limité de méthodes. Nous avons tout de même utilisé l’extension 
géostatistique pour vérifier l’éventail des possibilités. Les procédés retenus sont : krigeage 
ordinaire, co-krigeage ordinaire, distance inverse pondérée, spline, surface de tendance (trend) 
ainsi que les polynomiales locale et globale. Chaque méthode fut expérimentée sur les quatre 
jeux de données retenues préalablement afin d’en comparer les résultats.  
Krigeage ordinaire : Cette méthode semblait donner d’excellents résultats à priori avec 
l’extension géostatistique, car nous pouvions personnaliser plusieurs paramètres. Toutefois 
puisque modelbuilder prend seulement les fonctions préétablies dans une boîte à outil, il a fallu 
utiliser l’outil de krigeage de l’extension d’analyse spatiale qui elle possède moins de paramètres 
d’ajustement. Pour les données homogènes et hétérogènes, les résultats sont satisfaisants par 
contre lorsqu’on observe des valeurs extrêmes et des tendances locales, la méthode ne conservait 
plus les minimums et maximums. De plus, dans certains cas nous obtenions des valeurs 
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interpolées négatives.  
Co-krigeage ordinaire : la couche de donnée ajoutée à celle des précipitations est un modèle 
numérique d’élévation (DEM) de 5000 points. Cela améliore certes les résultats du krigeage seul, 
mais il aurait fallu traiter les fichiers un à un puisque cette méthode n’apparaît pas dans 
l’extension d’analyse spatiale ce qui aurait été une tâche longue et fastidieuse.  
Distance inverse pondérée : C’est un procédé assez simple qui tient compte de la distance entre 
chaque station pour évaluer les précipitations aux alentours.  Les résultats obtenus pour les 
quatre types de données journalières sont assez satisfaisant, les minimums et maximums sont 
conservés. De plus contrairement à d’autres méthodes, les coupures entre les diverses zones de 
précipitations sont assez douces, ce qui est représentatif de la réalité.  
Spline : Cette méthode est plutôt adaptée pour dessiner des courbes de niveau ou encore sortir de 
l’information d’un modèle d’élévation. Puisque nous obtenions des valeurs négatives à chaque 
interpolation, nous avons exclus ce procédé. 
Surface de tendance : Tout comme le spline, le problème majeur de cette méthode est qu’elle 
introduit des valeurs négatives dans l’interpolation. Elle n’est donc pas adaptée pour des données 
de précipitations. 
Polynomiales locale et globale : Ces méthodes ne sont pas tout à fait appropriées, dans certains 
cas les résultats sont acceptables, mais souvent il n’y a pas assez de précision dans les zones de 
précipitations, il s’agit d’un procédé un peu trop généraliste. 
Résultats : La méthode retenue est la distance inverse pondérée qui permet une automatisation 
des interpolations des données journalières de 2010 et 2011 à partir de modelbuilder. En plus de 
respecter notre contrainte de temps, ce procédé conserve nos minimums et maximums de 
précipitations et est celui qui semble visuellement suivre, la répartition naturelle des 
précipitations. Les tableaux 6 et 7 présentent respectivement la répartition des précipitations ainsi 
que leur minimum, maximum, moyenne et écart type. Par la suite, ces éléments statistiques sont 
comparés pour chaque type d’interpolation. 
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Annexe 6. Répartition des données pluviométriques 
Annexe 6.1. Répartition des pluies par stations  
STATION Homogène Hétérogène Locale Extrême 
BONSECOURS N/A 33 1,8 0 
BROME 11 14,2 0 0 
BROMPTONVILLE 14,5 23 0 0 
COATICOOK 10,5 0 0 0,4 
DANVILLE 10 18,2 1,4 0 
COOKSHIRE 8,6 0 2 0,4 
DUNHAM 9 22 0 0 
FARNHAM 9,8 22,2 0 0 
FRELIGHSBURG 11,8 27 0 0 
GEORGEVILLE 11,2 0 0 0 
GRANBY 9,2 3,2 2,2 0 
HENRYVILLE 7,8 0 0 0 
IBERVILLE 5,9 0 N/A 0 
LAPRAIRIE 0 1,6 0 0 
LENNOXVILLE 10 0 0 0,2 
LINGWICK 13,6 33 0 0,4 
MAGOG 12,1 N/A 0 0,6 
MARIEVILLE N/A 19 2 0 
MILAN 17,2 1,6 0 0 
NOTRE-DAME-DU-BOIS 12,6 5 0 0,4 
PHILIPSBURG 7,5 21,5 1 0 
ROXTON 9 2 2 0 
RICHMOND 12,6 32 0 0 
SABREVOIS 8,8 0,2 N/A 0 
ST-BERNARD-DE-LACOLLE 9,6 0,6 6,3 0 
ST-HYACINTHE 8,2 1 N/A 0 
STE-MADELEINE 6,2 3,8 14 0 
ST-MALO-D'AUCKLAND 13 1,3 0 0,6 
ST-NAZAIRE 8,6 6,2 0 0 
SAWYERVILLE-NORD 12 0,4 0 0 
SHERBROOKE 12,1 21,3 3 4,1 
SUTTON 9,2 28,6 0,4 0 
UPTON N/A 10,2 11 0 
STE-CAMILLE-DE-WOLFE 12,4 59,6 0 0,4 
MIN 0 0 0 0 
MAX 17,2 59,6 14 4,1 
MOY 10,13 12,48 1,52 0,22 
Ecart-type 3,09 14,45 3,25 0,71 
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Annexe 6.2. Comparaisons des résultats d’interpolation 
Résultats des interpolations 
Homogène        
 DIP IPL IPG KO CKO SPL STE 
MIN 0,002 0 0 0 0 -0,939 -0,516 
MAX 17,199 17,2 17,2 17,181 17,2 20,553 16,408 
MOY 10,372 10,129 10,129 10,384 10,129 10,529 9,962 
Écart-Type 2,413 3,087 3,087 2,796 3,087 3,249 2,99 
Hétérogène        
MIN 0 0 0 -4,294 0 -21,548 -46,305 
MAX 59,599 59,6 59,6 59,367 59,6 60,098 36,727 
MOY 12,65 12,475 12,475 13,608 12,475 14,296 10,059 
Écart-Type 10,572 14,453 14,453 12,482 14,453 15,176 14,174 
Locale        
 DIP IPL IPG KO CKO SPL STE 
MIN 0 0 0 -0,537 0 -9,535 -0,916 
MAX 13,998 14 14 13,978 14 16,239 14,813 
MOY 1,858 1,519 1,519 1,949 1,519 1,888 2,261 
Écart-Type 2,673 3,252 3,252 3,294 3,252 4,384 2,753 
Extrême        
 DIP IPL IPG KO CKO SPL STE 
MIN 0 0 0 0 0 -2,814 -0,987 
MAX 4,098 4,1 4,1 0,879 4,1 6,59 0,668 
MOY 0,263 0,22 0,22 0,305 0,22 0,375 0,207 
Écart-Type 0,413 0,712 0,712 0,328 0,712 1,159 0,297 
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Annexe 7. Occupation du sol du bassin versant du lac Massawippi 
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Légende
Faible
Moyenne
Forte
Annexe 8. Classes de distance 
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Annexe 9. Les paramètres testés dans AVSWAT 
 
Paramètre Min Max Définition 
SURLAG 0 4000 Temps de réponse dû au ruissellement de surface 
CN2 30 98 Numéro de courbe de ruissellement 
EPCO 0 1 Facteur de compensation d'évaporation de la plante 
ESCO 0 1 Facteur de compensation d'évaporation du sol 
ALPHA_BF 0,001 1 Constante de récession de l'écoulement de base souterrain 
LAT_TTIME 0 180 Temps de parcours des écoulements latéraux 
GWQMN 0,001 5000 Hauteur d'eau minimale pour qu'il y ait un transfert d'eau  
de l'aquifère peu profond vers le cours d'eau 
RCHRG_DP 0,001 1 Fraction de l'eau qui percole de la zone racinaire et qui 
atteint l'aquifère profond 
SOL_AWC 0,001 1 capacité en eau disponible de la couche de sol considérée 
(mm H20/mm sol) 
GW_DELAY 0,001 365 Délai pour que l'eau souterraine qui transite par l'aquifère peu profond atteigne le cours d'eau (jours) 
GW_REVAP 0,02 0,02 Coefficient permettant le transfert d'eau de l'aquifère vers les horizons sus-jacents et non saturés du sol. 
REVAPMN 0,001 500 Hauteur d'eau minimale dans l'aquifère peu profond pour qu'il y ait un mouvement d'eau vers le sol ("revap") ou 
l'aquifère profond 
CANMX 0,001 10 Quantité d'eau maximale pouvant être retenue par le couvert 
végétal quand il est complètement développé (mm H20) 
DDRAIN 0 2000 Profondeur du drainage souterrain (mm) 
TDRAIN 0 72 Temps requis pour drainer le sol à la capacité au champ (h) 
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GDRAIN 0 100 Temps requis pour drainer le sol à la capacité au champ (h) 
DEPIMP_BSN 1000 7000 Profondeur de la couche imperméable (mm) 
USLE_K 0 0,65 Facteur d'érodabilité du sol (0,013 t.m2.h/m3.t.cm) 
HRU_SLP 0,00001 0,6 Pente de l'Unité de Réponse Hydrologique 
SLSUBBSN 10 150 Longueur de pente moyenne du sous-bassin (m) 
USLE_P 0,1 1 Facteur de pratique de conservation 
USLE_C 0,001 0,05 Facteur de culture (végétation) et de gestion 
SOL_Z 1 5000 Profondeur de la couche à partir de la surface du sol (mm) 
SPCON 0,001 0,01 Paramètre linéaire pour calculer la quantité maximale de 
sédiments pouvant être entraînés durant le transport dans le 
canal. 
CH_S2 0 1 Pente moyenne du canal principal le long de la longueur du 
canal 
CH_EROD -0,05 1 Facteur d'érodabilité du canal 
CH_COV -0,001 1 Facteur de couverture végétale du canal 
CH_N2 0,001 0,5 Coefficient de Manning "n" du canal principal 
CH_S1 0,0001 10 Pente moyenne du canal tributaire le long de la longueur du 
canal 
CH_N1 0,01 30 Coefficient de Manning "n" des canaux tributaires 
 
 
 
 
 
