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Résumé : Dans une perspective dialectique, cet article cherche à 
saisir les fondements sociohistoriques des catégories centrales qui 
sont mobilisées dans le domaine de l’intelligence artificielle : la 
communication, la commande, le contrôle et l’information. 
L’intention est de poser les bases conceptuelles de l’élaboration 
d’une théorie critique de la gouvernance algorithmique en montrant 
comment les développements contemporains de l’intelligence 
artificielle participent d’une disqualification de la lettre au profit du 
nombre, c’est-à-dire à la substitution de la langue par le code 
(informatique). Au plan sociopolitique, cette mutation conduit à la 
mise en place d’une nouvelle forme algorithmique de régulation de 
la pratique sociale, la gouvernance algorithmique, qui repose sur un 
processus d’automatisation de la production de connaissances. 
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TOWARDS A CRITICAL THEORY OF ALGORITHMIC 
GOVERNANCE AND ARTIFICIAL INTELLIGENCE 
 
Abstract: From a dialectical perspective, this article seeks to grasp 
the socio-historical foundations of the central categories mobilized 
in the field of artificial intelligence: communication, command, 




foundations for a critical theory of algorithmic governance by 
showing how contemporary developments in artificial intelligence 
encourage the numerical to the detriment of the linguistic, i.e. by 
replacing language with (computer) code. At the socio-political level, 
this change is producing a new algorithmic form of social regulation, 
algorithmic governance, which is based on automating the 
production of knowledge. 
 
Keywords: Big data, Algorithmic governance, Artificial intelligence, 
Critical Theory, Platform Capitalism.  
 
HACIA UNA TEORÍA CRÍTICA DE LA GOBERNANZA DE LOS 
ALGORÍTMOS Y DE LA INTELIGENCIA ARTIFICIAL 
 
Resumen: Desde una perspectiva dialéctica, este artículo analiza 
los fundamentos socio-históricos de las categorías centrales que se 
consideran en el campo de la inteligencia artificial: comunicación, 
encargo, control e información. El objetivo es establecer las bases 
conceptuales para la elaboración de una teoría crítica de la 
gobernanza algorítmica, mostrando cómo los desarrollos 
contemporáneos de la inteligencia artificial participan en una 
descalificación de la letra en favor del número; es decir, la 
sustitución del lenguaje por el código (informático). A nivel 
sociopolítico, esto implica la implementación de una nueva forma 
algorítmica de regulación de la práctica social, la gobernanza 
algorítmica, que se basa en un proceso de automatización de la 
producción de conocimiento. 
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Si la crise générée par la pandémie de COVID-19 a suscité chez 
certains l’espoir de voir émerger un monde nouveau ou encore les 
conditions de possibilité d’une révolution, force est de constater que 
les solutions préconisées pour endiguer la crise semblent plutôt se 
diriger vers la consolidation des transformations structurelles dans 
lesquelles les sociétés capitalistes avancées se sont engagées 
depuis le milieu du XXe siècle. Le recours généralisé aux outils 
numériques dans l’ensemble des facettes de la vie sociale pour 
maintenir un semblant de vie normale, du travail à la santé, en 
passant par la culture et l’éducation notamment, fait dire à Naomi 
Klein que le « Green new deal » espéré par les écologistes pour 
endiguer la crise écologique risque plutôt de ressembler à un 
« Screen new deal » (Klein, 2020). En effet, la pandémie semble 
avoir permis le renforcement d’une nouvelle forme institutionnelle du 
capitalisme tantôt nommé capitalisme de plateforme (Srnicek, 
2018), tantôt capitalisme cybernétique (Ouellet, 2016 ; Peter et al., 
2009 ; Robins et Webster, 1988) ou encore de surveillance (Zuboff, 
2019), dominé par les monopoles du numérique (GAFAM) 
(Smyrnaios, 2017). Comme le souligne l’économiste Robert Boyer 
dans son plus récent livre intitulé Les capitalismes à l’épreuve de la 
pandémie : 
[…] la covid-19 a accéléré deux des tendances observées 
depuis la décennie 2010. D’une part, après beaucoup de 
tâtonnements, un puissant capitalisme de plateforme, centré 
sur l’exploitation de l’information sous toutes ses formes, est 
né aux États-Unis et a commencé à conquérir le monde, au 
point de devenir transnational. Dans la crise sanitaire, il a 
montré sa puissance en maintenant l’activité du e-commerce 
grâce à ses algorithmes dopés par l’intelligence artificielle et 
sa logistique, en proposant des informations en temps réel sur 
toutes les activités, en facilitant travail et enseignement à 
distance, explorant des voies d’avenir ouvertes dans de 
nouveaux secteurs (véhicules autonomes, exploitation 
commerciale de l’espace, télémédecine, équipements 
médicaux). Pour leur part, les financiers parient sur leur succès 
à long terme dans le contexte d’un déclin de l’économie 
traditionnelle. Ce capitalisme transnational invasif semble bien 
être sorti économiquement encore plus puissant de la crise 
sanitaire.  (Boyer, 2020, p. 15-16) 
 
Si au plan économique, le capitalisme de plateforme semble 
s’imposer comme forme institutionnelle hégémonique (Montalban et 




d’analyse strictement économiciste généralement proposé par 
l’économie politique en vue de saisir également les transformations 
qualitatives opérées dans le mode de reproduction des sociétés 
capitalistes avancées qui sont générées par cette logique de 
numérisation et de plateformisation (Van Dijk et al., 2018). Dans le 
champ des théories critiques, un certain nombre de travaux 
contemporains font état de la mise en place d’un nouveau mode de 
reproduction sociétal apolitique, cybernétique et opérationnel 
(Freitag, 2013) qui reposerait sur la numérisation et la 
plateformisation généralisées des sociétés. Ces nouvelles manières 
de réguler la pratique sociale au moyen d’algorithmes sont tantôt 
nommées « gouvernementalité algorithmique » (Rouvroy et Berns, 
2013), « régulation algorithmique » (Morozov, 2015), « société 
automatique » (Stiegler, 2015) ou encore « société de plateforme » 
(Van Dijk et al., 2018). Ces travaux soutiennent notamment que 
l’utilisation des données massives à des fins de personnalisation, 
de microciblage ou d’optimisation des processus de prise de 
décision par gestion prédictive au moyen d’algorithmes fonctionnant 
grâce à l’apprentissage machine participerait à une mutation des 
sociétés qui marquerait une rupture avec les idéaux sur lesquels 
s’était édifié le monde moderne. En effet, comme nous le verrons 
dans ce texte, les sociétés modernes ont institué un ensemble de 
médiations de nature juridique et politique à portée universaliste qui 
avait pour ambition l’émancipation face aux formes de dominations 
particularistes s’exerçant de manière directe par le maître sur ses 
serviteurs dans les communautés antérieures (Weber, 2004). 
Qu’advient-il lorsque ces médiations sont court-circuitées ou encore 
remplacées par des procédures automatisées de prises de décision 
fonctionnant au moyen d’algorithmes auto-apprenants ? S’agit-il 
d’une rupture avec un idéal que s’est donné le monde moderne ou 
encore d’une radicalisation de certaines de ces dimensions 
constitutives ? De fait, s’il faut reconnaître que le monde moderne a 
mis en place les conditions de possibilité pour l’auto-institution de la 
société, il s’est également érigé, via le développement du 
capitalisme industriel, sur une conception abstraite de la liberté dont 
le fondement est strictement individualiste (Macpherson, 1971) et 
sur une acception instrumentale de la raison qui vise, grâce au 
développement technologique, un contrôle intégral de la vie sociale 
et de la nature (Adorno et Horkeimer, 1974 ; Castoriadis, 1996). 
Les développements contemporains dans le domaine de 
l’intelligence artificielle nous invitent à engager cette réflexion 
générale sur le devenir de la société et ses modalités de 
reproduction dans le contexte d’une numérisation généralisée de la 
pratique sociale (George, 2019). L’objectif de ce texte est de 
répondre à l’appel lancé dans le testament philosophique de 
Bernard Stiegler (2020, s.p.) qui disait vouloir « entamer une critique 
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fondamentale de l’informatique théorique ». Il s’agira donc de 
proposer une triple critique à la fois ontologique, épistémologique et 
politique des différentes techniques de traitement et d’analyse des 
données numériques (Big data, machine learning, deep learning, 
etc.) qui ont été recadrées dans la sphère médiatique sous le 
vocable générique d’« intelligence artificielle » (Katz, 2017). Sur le 
plan ontologique, dans la lignée de la redécouverte de la dialectique 
d’inspiration hégélo-marxienne par certains auteurs dans le 
domaine des études critiques en communication (notamment 
Fuchs, 2019, et Stiegler, 2012), il s’agira de montrer que les 
développements de l’informatique depuis les années 1950 ont 
participé à la dissolution de la société comprise comme une totalité, 
et conséquemment à sa recomposition en un « système 
opérationnel-décisionnel » de transmission de l’information de 
nature cybernétique (Freitag, 2002). Au plan épistémologique, nous 
verrons que cette mutation a contribué à la disqualification de la 
lettre au profit du nombre, c’est-à-dire à la substitution de la langue 
par le code (informatique) (Herrenschmidt, 2007). Au plan politique, 
ces transformations concourent à la mise en place d’une nouvelle 
forme algorithmique de régulation de la pratique sociale reposant 
sur l’automatisation de la connaissance, à savoir la gouvernance 
algorithmique (Rouvroy et Stiegler, 2015). 
1. GOUVERNANCE ALGORITHMIQUE ET 
AUTOMATISATION DES MÉDIATIONS SOCIALES  
1.1 Une critique dialectique des médiations sociales 
En tant que méthode, la dialectique vise à comprendre 
l’ensemble des rapports sociaux qui sont médiatisés par la totalité. 
En ce sens, la catégorie de société peut se définir comme une 
totalité subjective et objective, c’est-à-dire comme une unité qui 
médiatise et oriente les pratiques sociales particulières, lesquelles 
médiatisent en retour la totalité (Freitag, 2002). La société est 
inséparable d’une représentation a priori, ou pour parler comme 
Castoriadis (1975), d’un imaginaire social, qui fait tenir ensemble les 
diverses particularités qui la composent en fournissant un sens aux 
pratiques sociales. C’est notamment par la médiation du langage, 
qui se présente comme une institution symbolique, qu’il est possible 
d’accéder à la réalité et de conférer un sens à la pratique sociale. 
Suivant cette acception de la dialectique, développée notamment 
par le sociologue Michel Freitag ‒ dans la lignée du matérialisme 
culturel de Raymond Williams (2009) ‒ le fondement de l’être social 
repose sur le caractère ontologique accordé à la pratique 





Si le fondement de l’existence humaine repose sur l’existence de 
normes objectives assumées subjectivement (Freiatg, 2011), cela 
implique sur le plan épistémologique, et ce, contrairement à la 
majorité de la pensée moderne, de refuser le dualisme entre les 
catégories de l’être et les catégories de la pensée. Les catégories 
de la pensée sont des représentations qui médiatisent la pratique 
sociale, elles expriment à la fois la normativité qui est inscrite dans 
le social, mais également les formes de domination qui s’y trouvent. 
Comme le soulignent Adorno et Horkeimer dans La dialectique de 
la raison :  
Il faut préciser que ce caractère social des catégories de 
penser n’est pas, comme l’enseigne Durkheim, l’expression de 
la solidarité sociale, mais qu’il atteste l’unité inextricable de la 
société et de la domination […]. C’est cette unité de la 
collectivité et de la domination et non l’universalité sociale 
directe, la solidarité, qui s’exprime dans les catégories du 
penser. (Adorno et Horkeimer, 1974, p. 38-39) 
En ce sens, si dans sa nature même le concept de société 
compris comme une totalité possède une signification fonctionnelle, 
il implique également une dimension normative puisque c’est à partir 
des idéaux que les sociétés se sont elles-mêmes donnés que les 
sujets peuvent critiquer les orientations significatives que prend la 
collectivité. Une des tâches de la théorie critique consiste donc à 
confronter de manière immanente la réalité sociale avec les idéaux 
qui la fondent. La théorie critique, dans son acception dialectique, 
telle que formulée initialement par Hegel et Marx, puis reprise par 
l’École de Francfort, est une méthode qui consiste à déduire les 
catégories de la pensée à partir du social, permettant ainsi la critique 
immanente des catégories fétichisées qui médiatisent la pratique 
sociale. Il s’agit de saisir l’ontogénèse des catégories de la pensée 
qui, dans l’épistémologie classique, apparaissent comme 
transhistoriques et naturelles. La dialectique dans son essence 
même est une théorie critique, car elle est une forme de pensée 
négative en ce qu’elle nie le donné dans sa forme phénoménale 
d’apparition, c’est-à-dire dans sa manifestation strictement 
empirique, pour en saisir l’essence (Marcuse, 1968a). Puisque dans 
son essence même, le réel est fondamentalement contradictoire, la 
dialectique vise à saisir la totalité comme une unité des 
contradictions qui permet de penser, par-delà l’état de fait, le 
possible qui est inscrit dans le réel. 
Étant donné que toute connaissance possède comme condition 
de possibilité un sujet qui est inscrit au sein d’une forme de 
communauté particulière, cela implique que la catégorie de société 
exprime une réalité sociale-historique qui est propre au monde 
moderne en ce qu’elle repose sur la capacité de la société de 
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produire par elle-même ses institutions, ce que Freitag nomme 
« l’institutionnalisation de la capacité d’institutionnalisation » 
(Freitag, 2013). On reconnaît généralement que la modernité s’est 
instituée à partir de médiations sociales, à la fois culturelles-
symboliques et politico-institutionnelles, permettant aux sociétés de 
penser réflexivement leurs pratiques (Freitag, 2013). Le langage, en 
tant qu’« expression objective d’une expérience significative 
collective » (Freitag p. 159), représente la principale forme de 
médiation symbolique qui oriente significativement les pratiques 
sociales au sein d’un monde commun. Selon cette acception, le 
langage fait nécessairement référence aux langues particulières 
telles qu’elles se sont constituées historiquement et qui sont propres 
à chacune des sociétés comprises comme universum concrets. Dès 
lors, la conception d’un langage universel et abstrait, telle qu’on la 
retrouve dans les théories linguistiques computationnelles en 
intelligence artificielle, réduit la langue en un pur code informatique, 
c’est-à-dire en une « série d’opérations réglées sur des éléments 
définis » (Broca, 2016, p. 6), évacuant ainsi la dimension expressive 
et normative constitutive de la communication humaine (Golumbia, 
2009). Ces pratiques culturelles-symboliques composent 
l’infrastructure (Williams, 2009) sur laquelle s’érigent les 
superstructures politico-institutionnelles permettant aux sociétés de 
se donner réflexivement des finalités normatives collectives. D’un 
point de vue idéal-typique, ces finalités normatives tirent leur 
légitimité d’une idéologie qui peut être débattue de manière 
rationnelle et agonistique au sein d’un espace public politique 
(Habermas, 1993).  De plus, cet espace public moderne, et la raison 
critique qui lui est associée, possède comme condition de possibilité 
une technique de communication particulière (notamment 
l’imprimerie). Comme le soutient Jean Vioulac : 
Les modalités de constitution des communautés, de leur être 
en commun et de leur être au monde, ont été bouleversées 
de fond en comble par l’emprise irrésistible des nouveaux 
moyens de communication. Toute communauté se fonde en 
effet sur des techniques déterminées de communication : le 
projet culturo-politique moderne est indissociable des 
techniques qui ont inaugurés la Renaissance. (Vioulac, 2018, 
p. 58) 
En s’autonomisant du social, les institutions politiques permettent 
une certaine forme de distance critique à partir de laquelle la société 
peut réfléchir sur elle-même et institutionnaliser au moyen de la 
praxis politique ses finalités normatives sous la forme de la loi 
(Supiot, 2010). Les médiations politico-institutionnelles propres au 
monde moderne avaient ainsi pour fonction de maintenir une 
certaine unité au sein d’une totalité qui était traversée par une série 




positions dualistes que la théorie critique cherche à dialectiser : 
Particulier/Universel, Individu/Société, Humanité/Nature, 
Humain/Machine, Émetteur/Récepteur, Temps/Espace, 
Sujet/Objet, Fin/Moyen, etc. 
1.2 De la gouvernance par les nombres à la gouvernance 
algorithmique 
Or une des transformations radicales à laquelle a conduit 
l’émergence de la cybernétique qui est au fondement de 
l’intelligence artificielle a été de rabattre immédiatement la théorie 
sur la pratique, dissolvant ainsi les catégories binaires constitutives 
de la pensée moderne dans un même processus informationnel de 
rétroaction. C’est cette rétroaction qui rend possible une nouvelle 
forme de régulation automatisée de la pratique sociale, qui 
correspond au passage de la notion moderne de gouvernement vers 
celle post-moderne de gouvernance. En effet, avec la cybernétique, 
les dualismes constitutifs de la pensée moderne sont absorbés dans 
un même principe, l’information, plutôt que d’être dépassés 
dialectiquement au moyen de l’action politique réformiste ou 
révolutionnaire (Marcuse, 1968a). 
Avec l’émergence de la corporation comme forme institutionnelle 
prédominante au sein du capitalisme avancé, un glissement de sens 
s’opère entre le gouvernement et la gouvernance. Le gouvernement 
qui tirait sa légitimité du principe juridique de la loi sera substitué, 
dans le contexte néolibéral, par une gouvernance par les nombres 
(Supiot, 2015). Dans une optique foucaldienne, plusieurs travaux 
ont montré que le néolibéralisme consiste en une nouvelle forme de 
gouvernementalité qui vise à programmer de manière stratégique 
les comportements des individus (Dardot et Laval 2009 ; Foucault, 
2004). Si la gouvernementalité néolibérale s’effectue au moyen de 
l’intériorisation subjective des normes quantitatives provenant du 
marché, les avancées dans le domaine des technologies 
numériques ont permis son automatisation (Birch, 2020), ce 
pourquoi Antoinette Rouvroy nomme gouvernementalité 
algorithmique le :  
[…] mode de gouvernement nourri essentiellement de 
données brutes, signaux infra-personnels et a-signifiants 
mais quantifiables, opérant par configuration anticipative des 
possibles plutôt que par règlementation des conduites, et ne 
s’adressant aux individus que par voie d’alertes provoquant 
des réflexes plutôt qu’en s’appuyant sur leurs capacités 
d’entendement et de volonté. (Rouvroy, 2012, s.p.) 
 
Afin d’éviter les ambiguïtés entourant le concept de 
gouvernementalité, notamment la séduction que semble avoir 
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opérée le néolibéralisme sur la pensée de Foucault (Dean et 
Zamora, 2019 ; Zamora, 2015), le concept de gouvernance 
algorithmique nous apparaît plus approprié, d’autant plus qu’il 
permet de souligner sa filiation directe avec la cybernétique. En 
effet, le terme cybernétique provient du mot grec kubernêtes, qui 
signifie « pilote » ou « gouvernail » ; il possède la même racine 
étymologique que gouvernance (Lazar, 1992).  
Le passage du gouvernement à la gouvernance algorithmique 
correspond à une mutation sociétale, dans la mesure où la société 
comprise comme une totalité normative qui régule a priori la pratique 
sociale cède sa place à un système qui opère une forme de 
totalisation a posteriori rendue possible par la numérisation de 
l’ensemble de l’activité humaine et non humaine transformé en flux 
d’informations. Cette mutation institutionnelle correspond au 
passage du concept de pouvoir, défini en tant que capacité 
d’instituer une norme universelle qui agit comme une médiation 
orientant la pratique particulière, vers celui de contrôle, signifiant la 
capacité d’agir immédiatement (sans médiation politique ou 
juridique) sur la pratique. Comme le souligne Alain Supiot, sous le 
règne de la gouvernance, la normativité perd son caractère vertical : 
« il ne s’agit plus de se référer à la loi qui transcende les faits, mais 
d’inférer la norme sur la mesure des faits » (Supiot, 2012, p. 78). 
C’est sur cette « dictature de l’état de fait » que se met en place la 
nouvelle forme de régulation algorithmique de la pratique sociale qui 
fonctionne au moyen de techniques de « nudging » visant à orienter 
de manière béhaviorale les comportements des individus (Thaler et 
Sustein, 2012). Le « nudging » instaure selon Thaler et Sustein un 
« paternalisme libertarien » en ce qu’il ne repose pas sur des 
mécanismes de légitimation idéologique ou encore sur des 
contraintes institutionnelles jugées autoritaires. Il s’agit plutôt de 
mettre en place des procédés de manipulation « soft » inspirés de 
la psychologie béhaviorale visant à modifier les comportements des 
individus afin qu’ils fassent les bons choix au moyen d’incitatifs tels 
qu’on les retrouve dans le design persuasif élaboré dans certains 
sites web afin d’encourager les usagers à cliquer sur un lien plutôt 
que sur un autre (Thaler et Sustein, 2012). 
La gouvernance algorithmique décrit ainsi une nouvelle manière 
de gouverner propre aux sociétés capitalistes avancées qui consiste 
à mettre en place des mécanismes de pilotage et de décisions 
automatisés grâce à une mise en données du réel. La spécificité de 
la gouvernance algorithmique repose sur le postulat voulant qu’au 
moyen de l’accumulation, de l’analyse et du traitement d’une 
gigantesque quantité de données (les Big data), il soit possible 
d’anticiper les événements avant qu’ils ne surviennent. Grâce à 




de connaître les causes des problèmes sociaux, mais plutôt d’agir 
de manière préemptive sur le réel. 
Comme nous le verrons dans la section suivante, la mise en 
place d’une gouvernance algorithmique est indissociable des 
mutations contemporaines du capitalisme. En effet, le capitalisme 
de plateforme accumule de manière prédatrice en ponctionnant une 
rente sur les échanges symboliques des usagers, qui, une fois 
transformés en données numériques, peuvent être marchandisés 
ou valorisés sous la forme d’actifs intangibles dans la sphère 
boursière (Durand, 2020 ; Ouellet, 2019). Dans ce contexte s’opère 
un processus d’abstraction similaire à celui qu’avait analysé Marx 
pour le travail. En effet, de la même manière que le travail concret, 
une fois subsumé par le capital, devient le travail abstrait produisant 
une forme abstraite de richesse, la valeur (Marx, 1993), la langue 
n’est plus l’expression d’une culture particulière, mais devient une 
langue universelle abstraite, un code composé de données 
numériques. Ces données numérisées, une fois captées et traitées 
par des algorithmes, permettent de diriger la conduite des individus 
au moyen de mécanismes de feedback cybernétiques. Dans ce 
processus généralisé de numérisation et de marchandisation du 
savoir, de l’information et des données personnelles, le langage 
devient essentiellement performatif (Lyotard, 1979). La valeur de ce 
qui est communiqué ne se mesure plus en fonction de son contenu, 
de sa valeur d’usage, mais plutôt en fonction de sa valeur 
d’échange, qui repose sur le principe de circulation (Dean, 2002). 
Pour paraphraser McLuhan, lorsque le médium devient le message, 
l’information qui détient le plus de valeur est celle qui est répétée le 
plus souvent dans un flux de communication autoréférentiel. Le 
critère de la circulation circulaire de l’information remplace celui de 
la vérité comme fondement normatif du discours public. Le discours 
argumentatif cède sa place au discours performatif ; la répétition, 
l’écho, la redondance, la résonance et l’autoréférence remplacent la 
réflexivité. Par le biais de la capture et du traitement algorithmique 
des données provenant de l’activité sociale se manifeste ainsi une 
objectivité détachée du social qui prend la forme d’une puissance 
inhumaine (Dyer Whiteford et al., 2019), phénomène qui a été saisi 
sous le concept d’aliénation par la théorie critique depuis Marx 
(1996). Puisque le capitalisme de plateforme accumule en 
ponctionnant une rente sur la pratique constitutive de l’essence 
symbolique de l’être humain, c’est donc à une seconde 
transformation structurelle (Pasquale 2017), voire à une 
reféodalisation de l’espace public que l’on assiste (Durand, 2020). 
 
2. MUTATIONS DU CAPITALISME ET DÉVELOPPEMENTS 
DE L’INTELLIGENCE ARTIFICIELLE 
Pour une théorie critique de la gouvernance algorithmique et de 
l’intelligence artificielle 
2.1 Idéologie de la communication et intelligence 
artificielle 
Les études critiques en communication sont particulièrement 
propices à l’analyse des transformations décrites précédemment 
puisque les dispositifs cybernétiques propres aux Big data et à 
l’intelligence artificielle reposent sur une idéologie de la 
communication (Breton et Proulx, 2002), laquelle possède la 
spécificité de se présenter comme l’expression immédiate du réel. 
En effet, selon cette idéologie, qui tire ses origines de la 
cybernétique, les sociétés n’auraient plus besoin de recourir à des 
médiations symboliques et politiques pour se reproduire, puisque 
les technologies de communication viendraient se substituer à ces 
dernières. Sfez introduit le concept de tautisme, – néologisme né de 
la contraction entre autisme, tautologie et totalitarisme ‒ pour 
décrire cette nouvelle idéologie de la communication qui repose sur 
la confusion des genres : « On croit être dans l’expression 
immédiate, spontanée, là où règne en maîtresse la représentation. 
Délire. Je crois exprimer le monde, ce monde de machines qui me 
représentent et qui en fait s’expriment à ma place » (Sfez, 1992, 
p. 108). 
Or, suivant la théorie des médiums développée par Innis (2008), 
il faut reconnaître que la technique n’est pas neutre, elle consiste en 
une médiation concrète qui participe à l’organisation a priori des 
catégories à partir desquelles on se représente la réalité. Il convient 
toutefois de ne pas interpréter l’approche innissienne selon une 
conception déterministe technologique. Pour lui, les techniques de 
communication sont des conditions de possibilité d’une forme 
particulière de rationalité qui est dialectiquement liée aux rapports 
de production et aux formes institutionnelles (Comor, 1994). 
Ainsi, à partir de la méthode dialectique de déduction sociale des 
catégories, il importe de saisir historiquement l’émergence des 
catégories fondatrices de la cybernétique, soit celles de 
communication, de commande, de contrôle et d’information (C3I) 
dans le cadre des mutations institutionnelles propres au capitalisme 
avancé. De fait, les développements contemporains d’un 
capitalisme de surveillance ou de plateforme tirent leur origine de 
l’avènement de la corporation comme forme institutionnelle 
prédominante au sein du capitalisme avancé (Foster et McChesney, 
2014 ; Srnicek, 2018). Cette mutation institutionnelle est 
fondamentale puisque la médiation des rapports sociaux au moyen 
du marché est remplacée par le contrôle communicationnel exercé 
par le management sur son environnement au sein de la 
corporation. Les critiques du capitalisme de surveillance comme 
Zuboff (2018) oublient généralement de situer historiquement cette 




retrouve dans plusieurs travaux dans le domaine des surveillance 
studies, conduit trop souvent à dénoncer de manière superficielle 
les effets néfastes pour la vie privée au nom d’un « bon 
capitalisme » respectueux de la liberté de choix individuel des 
consommateurs. Les propositions de réformes visant à rendre plus 
transparents le fonctionnement des algorithmes s’inscrivent 
également dans cette critique plutôt libérale du capitalisme de 
surveillance (par exemple Lessing, 1999 ; Pasquale, 2015). Bien 
que nécessaire, ce type de critique ne permet pas de comprendre 
les structures profondes du capitalisme avancé et les possibilités de 
dépasser ses contradictions. En effet, l’émergence de la corporation 
au début du XXe siècle va modifier substantiellement la régulation 
de la pratique sociale en ce qu’il s’agira désormais de modifier les 
attitudes des individus afin d’arrimer la dynamique de surproduction 
du système industriel à celle de la surconsommation (Foster et 
McChesney, 2014). C’est aussi à cette époque que le marketing 
développera les techniques de surveillance des individus et de 
captation de l’attention qui sont à l’origine des outils de profilage des 
comportements des consommateurs utilisés par les géants du 
numérique (GAFAM). Les premiers développements dans le 
domaine de l’intelligence artificielle tout comme l’ancêtre de 
l’Internet, ARPANET, s’expliquent également par la nécessité 
d’absorber le surplus de valeur généré par la suraccumulation 
capitalistique des grandes corporations au moyen des dépenses 
publiques dans le domaine militaire afin de maintenir la croissance 
économique (Foster et McChesney, 2014). 
Si la cybernétique se présente sous le sceau de la neutralité 
scientifique, son émergence fut pourtant fortement orientée par les 
demandes provenant du complexe militaro-industriel (Mirowski, 
2000). Dans un contexte de paranoïa générée par la crainte du 
communisme, la cybernétique venait offrir au plan épistémologique 
une alternative « réductionniste, atomistique, positiviste, 
pragmatique, conservatrice, mécaniste et empiriste » face à la 
montée de l’attrait pour la théorie critico-dialectique chez les 
intellectuels, principalement dans les pays périphériques (Heims, 
1991, p. 8). La cybernétique est l’expression théorique de la société-
machine américaine de l’après-guerre et fera partie de l’arsenal 
utilisé dans le cadre de son impérialisme culturel afin de poursuivre 
sa guerre totale (Mattelart, 2015, p. 273). Cette guerre est tout 
autant économique, financière, politique, psychologique et 
scientifique que militaire, puisque le savoir et l’information se 
superposent aux missiles comme armes de persuasion massive 
(Stiegler, 2012). 
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C’est dans ce contexte que s’effectuera une convergence entre 
les théories cybernétiques et les théories économiques 
néoclassiques, grâce au financement des travaux en économétrie 
par la RAND Corporation et la Cowles Commission. Si Hayek 
intégrera théoriquement le paradigme cybernétique en économie en 
comparant le marché à un système de transmission de l’information, 
l’ouvrage de John von Neumann et d’Oscar Morgenstern (1964), 
intitulé Theory of Games and Economic Behavior, constituera son 
application pratique. La théorie des jeux, qui sera utilisée comme 
outil de prise de décision automatisée au sein des organisations 
capitalistes et dans le domaine militaire, a été développée par von 
Neumann – qui a travaillé sur le projet du premier supercalculateur 
UNIVAC – pendant la Seconde Guerre mondiale dans le cadre 
d’une recherche financée par l’armée américaine (Mirowski, 2000). 
Les travaux théoriques dans le domaine de la cybernétique vont 
donner naissance à l’informatique et jeter les bases de ce qui 
deviendra plus tard l’intelligence artificielle (IA). Il convient de 
rappeler que deux positions s’opposent dans le domaine de l’IA : le 
paradigme de l’IA symbolique fondé sur le modèle hiérarchique de 
la représentation, et la perspective connexionniste qui se base sur 
l’idée d’auto-organisation (Cardon et al., 2018 ; Dupuy, 2005). Si les 
premiers travaux dans le domaine de l’intelligence artificielle 
naissent de la théorie cybernétique, ils considéreront celle-ci trop 
réductrice et chercheront à s’en distancier afin de construire une 
science autonome qui a la prétention de simuler l’intelligence 
humaine. La perspective dite symbolique s’appuie sur le modèle 
cartésien qui reproduit les mêmes dualismes que le rationalisme 
moderne : Corps/Esprit, Sujet/Objet, Émetteur/Récepteur, etc. Elle 
va s’inspirer des théories chomskiennes sur la grammaire 
générative pour concevoir une théorie de l’intelligence artificielle qui 
a l’ambition de représenter au moyen du langage informatique les 
processus cognitifs des êtres humains. Cette logique 
computationnelle réduit la pensée humaine à sa capacité de calculer 
des symboles supposés représenter la réalité matérielle (Cardon et 
al., 2018). C’est abusivement que le terme symbolique est utilisé ici, 
puisque s’opère une substitution du symbole par le signe. Alors que 
le symbole connote, donc qu’il est sujet à interprétation, le signe 
dénote, c’est-à-dire qu’il impose une « vérité » a-signifiante. L’IA 
dite symbolique repose sur des signaux a-signifiants qui, selon 
Lazzarato, participent à un asservissement machinique. Les 
signaux fonctionnent en effet de manière non langagière suivant un 
modèle stimulus-réponse alors que les symboles interpellent 
l’entendement des individus par l’entremise du langage (Lazzarato, 
2006). Il s’agit dans les faits d’une dissolution du caractère normatif 
et expressif du langage humain qui est retraduit en un code 




c’est-à-dire « une suite finie de règles à appliquer, dans un ordre 
déterminé, à un nombre quelconque de données, pour arriver, en 
un nombre fini d’étapes, à un résultat, et cela qu’elles que soient les 
données traitées » (Herrenschmidt, 2007, p. 434). L’algorithme 
correspond à ce que Marcuse appelle le langage fonctionnel dans 
L’homme unidimensionnel : « Le langage fonctionnel est une langue 
harmonisée qui est fondamentalement anti-critique et anti-
dialectique. En lui, la rationalité opératoire et la rationalité du 
comportement absorbent les éléments transcendants, négatifs, 
oppositionnels de la Raison » (Marcuse, 1968b, p. 133). 
2.2 De la grande corporation au capitalisme de plateforme 
D’un point de vue critico-dialectique, il est particulièrement 
intéressant de constater que l’un des principaux représentants de 
l’IA symbolique s’avère également l’un des plus influents théoriciens 
en management moderne, c’est-à-dire Herbert Simons. On pourrait 
en ce sens poser l’hypothèse que sa pensée est l’expression 
théorique des mutations institutionnelles du capitalisme de l’après-
guerre. En effet, le capitalisme monopoliste qui se met en place à 
partir des années 1950 repose sur la puissance organisationnelle 
des grandes corporations. C’est pourquoi la théorie de Simons en 
IA s’appuie sur l’étude de la prise de décisions assistée par 
ordinateur d’acteurs qui, en raison du fait qu’ils évoluent au sein des 
systèmes complexes que sont les grandes organisations, 
possèdent nécessairement une rationalité limitée. L’approche 
symbolique en IA va d’ailleurs s’opérationnaliser dans les systèmes-
experts, lesquels consistent en une extension de la logique 
tayloriste au processus de prise de décisions. En effet, alors que le 
taylorisme consistait à décomposer l’ensemble des gestes des 
travailleurs manuels afin d’assurer l’efficience du procès de 
production, les systèmes-experts décomposent l’ensemble des 
tâches cognitives des travailleurs intellectuels au sein d’une 
organisation en une série d’opérations qu’il est possible de recoder 
sous la forme d’un programme qui permet d’assister le processus 
de prise de décisions. Les travaux pionniers dans le domaine de la 
critique de la technique, dont ceux de Mumford (2019), se sont 
élaborés dans ce contexte où les grandes corporations 
commencent à utiliser les outils informatiques et l’intelligence 
artificielle afin d’automatiser les usines. Pour de nombreux 
mouvements contestataires à l’époque, l’informatique était le 
symbole de l’aliénation sociale théorisée par le concept de méga-
machine chez Mumford (Turner, 2012). Le paradigme de l’IA dite 
symbolique, incarné notamment dans les systèmes experts, va 
cependant s’épuiser peu après l’essoufflement du régime fordiste-
tayloriste. Tout comme la grande organisation fordiste, ils seront 
considérés comme trop hiérarchiques et trop rigides. De fait, comme 
ces systèmes étaient incapables d’apprendre par eux-mêmes, leur 
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maintenance nécessitait l’embauche d’une main d’œuvre jugée 
coûteuse dans un contexte d’austérité imposée par la crise du 
fordisme (Steinhoff, 2019).   
La seconde approche en IA, nommée connexionniste, s’inspire 
très largement de la première cybernétique formulée par Wiener, 
mais surtout des travaux sur les réseaux de neurones développés 
par McCulloch et Pitts (1943) dans les années 1940. Elle est selon 
Sfez d’inspiration spinoziste en ce qu’elle repose sur une 
perspective moniste qui s’oppose au dualisme cartésien (Sfez, 
1992). Le modèle connexionniste n’est pas fondé sur la 
communication représentative, symbole de réification et de 
hiérarchie, mais sur la communication expressive. Selon l’approche 
connexionniste, la réalité du monde n’est plus objective, mais fait 
partie du sujet selon un modèle de causalité circulaire. Son 
paradigme est celui de l’auto-organisation qu’on retrouve également 
dans les travaux en management post-moderne au cœur de ce que 
Boltanski et Chiapello (1999) appelleront le Nouvel Esprit du 
capitalisme. C’est sur le modèle connexionniste que se fonde 
l’idéologie californienne (Barbrook et Cameron, 1999) qui a légitimé 
les développements du capitalisme numérique. Née de la rencontre 
entre la contre-culture et les entrepreneurs libertariens de la Silicon 
Valley, l’idéologie californienne a participé à la révolution culturelle 
du capital (Ouellet, 2016) qui a initié l’opération de re-symbolisation 
de l’informatique : d’emblème de l’aliénation, elle devenait un 
symbole d’émancipation.  
 D’un point de vue rétrospectif, il est possible de soutenir que les 
développements de l’IA vont suivre les transformations qui se sont 
opérées au sein des corporations aux XXe et XXIe siècle (Vayre, 
2019). De gigantesques firmes pyramidales de type chandlerien 
qu’elles étaient, celles-ci vont, sous la pression du capital financier, 
graduellement se décomposer en réseaux pour prendre la forme 
actuelle de la plateforme suivant l’exemple des GAFAM. Selon 
Mayer-Schönnberger et Ramge (2018), en substituant le 
mécanisme de signal-prix par le traitement des données 
numériques en temps réel, les mécanismes de rétroaction 
informationnel qu’on retrouve au sein des plateformes incarneraient 
parfaitement l’idéal d’autorégulation des marchés théorisé par 
Hayek, ce qui permettrait de dépasser les contradictions du 
capitalisme. Toutefois, en dépit de leur prétention à l’horizontalité, 
les plateformes demeurent essentiellement hiérarchiques dans la 
mesure où c’est aux algorithmes qu’est confiée la fonction de 
coordination des rapports sociaux. On nage en plein dans le 
tautisme que Sfez a critiqué. En effet, si le capitalisme de plateforme 
opère un brouillage entre la hiérarchie constitutive de l’organisation 
capitaliste et le marché conçu en tant qu’espace de libre 




prix (Casilli, 2019, p. 74), il n’en demeure pas moins grevé par une 
série de contradictions que la critique de l’économie politique a déjà 
mises en lumière (Morozov, 2019). 
Sur le plan épistémique, les contradictions du paradigme 
connexionniste se manifestent dans les développements 
contemporains de l’intelligence artificielle, comme le « machine 
learning » et le « deep-learning ». Il s’agit d’un modèle purement 
inductif qui a la présomption de se passer des théories et des 
hypothèses pour expliquer la réalité (Anderson, 2008). L’intelligence 
artificielle est ici assimilée à un réseau de neurones qui possède 
une capacité d’auto-apprentissage rendue possible grâce au 
contact entretenu entre la machine et les informations qui lui sont 
transmises par son environnement. Les principaux théoriciens dans 
ce domaine ‒ Geoffrey Hinton (Google), Yan Lecun (Facebook) et 
Andrew Ng (Google) ‒ travaillent d’ailleurs en étroite collaboration 
avec les GAFAM qui financent leurs recherches, conformément au 
modèle du capitalisme académique qui est au fondement de la 
logique de marchandisation de la connaissance propre à l’économie 
du savoir (El Mououb et Plihon, 2009 ; Slaughter et Leslie, 1999). 
À cet égard, il convient de se demander, à la suite de Yarden 
Katz, si l’actuel emballement médiatique entourant les 
développements de l’intelligence artificielle n’est pas le fruit d’une 
opération de communication opérée par les géants du numérique 
visant à ré-étiqueter sous le vocable « intelligence artificielle » une 
conception plutôt étroite et empiriste de l’intelligence humaine 
fondée sur une logique béhaviorale (Katz, 2017). Selon Katz, le 
cadrage prédominant dans l’espace médiatique qui présente les 
développements de l’intelligence artificielle sous le prisme d’un 
dépassement de l’intelligence humaine par la machine a pour effet 
de masquer la mise en place à l’échelle globale d’une gouvernance 
néolibérale par les nombres (Katz, 2017). Quoiqu’il en soit, suivant 
encore une fois la pensée d’Innis, il semble bien que les nouveaux 
mécanismes de régulation sociale opérés par des algorithmes 
marquent le passage vers un nouveau monopole privé de la 
connaissance. En effet, selon lui, chaque nouvelle technologie 
permet à la classe dominante de monopoliser le savoir, c’est-à-dire 
d’assurer son hégémonie sur les catégories de la pensée à travers 
lesquelles la réalité est interprétée (Innis, 2008). Ainsi, un nouveau 
monopole de la connaissance automatisée est en train d’émerger 
avec la domination des géants du numérique. Les algorithmes 
d’apprentissage automatisé développés par les GAFAM ont 
transformé le savoir en données numériques, c’est-à-dire en 
connaissances opérationnelles. Celles-ci produisent un savoir 
machinique rendant superflue, parce qu’inutile, toute dimension 
critique, synthétique et historique, donc dialectique, qui était 
pourtant au fondement de la connaissance scientifique (Stiegler, 
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2012). En comparant leurs services d’analyse automatisée des 
données numériques à des infrastructures équivalentes à 
l’électricité, notamment avec l’infonuagique (Mosco, 2014), les 
géants du numérique sont en train de s’approprier les moyens de 
cognition qui sont devenus les préconditions nécessaires à 
l’accumulation dans le capitalisme de plateforme (Steinhoff, 2019).  
La preuve de l’hégémonie actuelle du modèle connexionniste 
d’inspiration néolibérale réside dans son intégration au sein de 
nombreux discours classés à gauche, lesquels voient dans les 
développements de l’intelligence artificielle par les GAFAM la 
condition de possibilité pour la réalisation d’une sorte de 
« socialisme 2.0 » qui prendrait la forme d’une planification 
automatisée (Bastani, 2019 ; Masson, 2015 ; Srnicek et Williams, 
2014 ; Van Der Pjl, 2020). Ce type d’analyse reproduit les écueils 
des conceptions déterministes et instrumentales de la technique 
qu’on trouvait au fondement du marxisme orthodoxe voulant que le 
développement illimité des forces productives conduirait 
automatiquement au socialisme. Par contre, une théorie critique de 
la technique devrait être en mesure de montrer que la forme même 
que prend le développement technologique est liée dialectiquement 
aux rapports sociaux dominants (Postone, 1999). Comme le 
soulignent Dyer-Whiteford, Kjosen et Steinhoff : 
[…] la croyance selon laquelle l’adoption généralisée de l’IA 
en tant que condition générale de production conduirait 
automatiquement à la fin du capitalisme est trompeuse : au 
contraire, il y a de fortes chances qu’elle ouvre la voie à un 
capitalisme qui continue sans les humains1. (Nous 
traduisons, Dyer-Whiteford, Kjosen et Steinhoff, 2019, p. 
145) 
La question de savoir si les développements de l’intelligence 
artificielle vont mener au « grand remplacement » des humains par 
les machines ou encore à « une économie sans emploi et une 
démocratie sans citoyen », pour reprendre la formule de 
McChesney et Nichols (2016), demeure hypothétique (Ouellet, 
2018). Il n’en demeure pas moins que dans sa forme actuelle, le 
développement aveugle de l’intelligence artificielle induit par 
l’injonction à la croissance illimitée du capital mène inévitablement 
à la précarisation généralisée des conditions de travail pour la 
majorité des travailleurs du numérique (Casilli, 2019). 
 
 
1 « […] expectation that widespread AI adoption as a general condition of production would 
automatically lead to the end of capitalism is misplaced : on the contrary, there is a good chance 




3. GOUVERNANCE ALGORITHMIQUE ET DISSOLUTION 
DE LA SOCIÉTÉ DANS LE SOCIAL 
Cette réflexion critique apparaît d’autant plus nécessaire que les 
discours promotionnels tenus à la fois par les puissances 
économiques et politiques, et repris bien souvent de manière 
acritique par les médias, se multiplient au sujet de l’important 
développement de l’intelligence artificielle. Ces discours 
soutiennent que la mise en place de mécanismes de régulation 
sociale non coercitifs et efficients au moyen d’algorithmes auto-
apprenants serait en mesure de prendre des décisions de manière 
automatisée et hautement rationnalisée en évacuant la subjectivité 
humaine (Cukier et Mayer-Schönberger, 2013). Qu’il s’agisse de 
villes intelligentes (Kitchin, 2015), de santé (Swan, 2009), 
d’économie (Brynjolfsson et McAfee, 2014), de sécurité (Amoore, 
2013), de finance (Arnoldi, 2016 ; Pasquale, 2015), de médias 
(Anderson, 2011) ou de politique (Harsin, 2015), c’est l’ensemble 
des sphères de la pratique sociale qui est soumise à la régulation 
algorithmique. Pourtant, alors que ces logiques algorithmiques 
visent à évacuer la part de subjectivité inhérente à toute dynamique 
de régulation sociale, la notion de « social » semble 
paradoxalement omniprésente à l’ère numérique (médias sociaux, 
social analytics, social physics, innovation sociale, etc.) (Davies, 
2015). 
Sur le plan théorique, on assiste également à la multiplication des 
champs d’études qui prétendent réintroduire la dimension du social 
dans l’analyse des développements technologiques en général, et 
plus particulièrement dans le domaine du numérique : platform 
studies, algorithmic studies, critical software studies, critical code 
studies, digital humanities, etc. La plupart de ces champs d’études 
s’appuient sur les postulats théoriques provenant des études en 
science, technologie et société (STS Studies). Ils visent à 
déconstruire la boîte noire des algorithmes afin de remettre en 
question la séparation entre la sphère de la technique et la sphère 
du social en montrant que l’adoption d’une technologie particulière 
découle de choix sociaux. Si les approches constructivistes 
dominantes dans le champ de la sociologie de la technique 
‒ notamment la théorie de l’acteur-réseau (Callon, Law et Rip, 
1986 ; Latour, 1991) ‒ dé-réifient les dispositifs technologiques et 
remettent en question les postulats du déterminisme technologique, 
« elles refusent de s’affronter aux grands enjeux généraux de la 
modernité qu’avait soulevés l’école de Francfort » (Feenberg, 2004, 
p. 9).  
Pour les constructivistes plus radicaux, qui s’appuient souvent 
sur une ontologie plate d’inspiration deleuzienne (Massumi, 2003), 
les distinctions entre l’humain et la machine, ou encore le social et 
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la technique, est carrément abolie au profit de la catégorie de 
l’hybridité. Le social se trouve subsumé sous le concept 
d’assemblage qui cherche à exprimer les relations instables et 
fluctuantes entre humains et non-humains (DeLanda, 2006). Or, 
comme nous l’avons mentionné, la logique de gouvernance 
algorithmique marque une rupture avec les dualismes hérités de 
l’ontologie et de l’épistémologie moderne. Partant de ce constat, 
certains auteurs cherchent à théoriser ces nouvelles formes de 
régulation sociale (Carter, 2018 ; DeLanda, 2006 ; Haraway, 1991 ; 
Harman, 2010 ; Latour, 2013), et soutiennent que l’hybridation entre 
l’humain et la machine qui s’effectue grâce aux technologies 
numériques assurerait le passage d’une épistémologie fondée sur 
la causalité ‒ laquelle visait à saisir les causes problèmes ‒ vers un 
monde de corrélations où les rétroactions informationnelles 
permettraient de gérer en temps réel l’ensemble des problèmes 
sociaux (des catastrophes écologiques aux désastres humanitaires 
en passant par l’actuelle crise sanitaire) (Chandler, 2019). Cette 
nouvelle forme de gouvernance qui repose sur l’hybridité entre le 
vivant et la machine est saluée comme une émancipation par 
rapport aux dualismes hérités de la modernité.  
La gouvernance algorithmique qui s’appuie sur les Big data 
marque ainsi le passage de l’épistémologie moderne fondée sur le 
modèle hypothético-déductif vers la forme post-moderne basée sur 
la pure induction. Il ne s’agit plus de connaître les causes, mais 
plutôt d’agir sur les effets. Selon cette logique nominaliste, la vérité 
est purement arbitraire. Puisque l’individu prime sur la société et que 
toute catégorie qui prétend saisir le réel dans sa totalité est conçue 
comme une pure construction discursive extérieure aux individus, 
toute représentation est considérée comme étant en soi 
oppressante. S’appuyant sur une logique d’hyperpersonnalisation, 
la gouvernance algorithmique a ainsi la prétention de produire une 
norme qui colle immédiatement à chacun des individus.  Il s’agit de 
la réalisation en acte du fantasme post-moderne d’un monde sans 
représentation. C’est la possibilité de débattre de l’écart entre la 
norme et le fait, donc le fondement même du politique qui est 
anéanti (Rouvroy, 2012). 
Or la pensée post-moderne s’est avérée impuissante face à la 
montée du savoir instrumental, puisqu’elle partage les mêmes 
fondements épistémologiques nominalistes que ceux qu’on trouve 
dans le paradigme connexionniste en intelligence artificielle et dans 
la doctrine néolibérale (Stiegler, 2012). Pour les théoriciens 
connexionnistes de l’intelligence artificielle tout comme pour les 
constructivistes radicaux post-modernes :  
la conception de la vérité et celle de la réalité sont les mêmes. 
Il n’y a pas de vérité en soi, de réalité en soi. Elles sont 




peut la construire […]. La seule vérité de la réalité, la seule 
réalité de la vérité sont leur utilité. (Sfez, 1992, p. 425 
Les penseurs « néomatérialistes » oublient ainsi le principe 
dialectique selon lequel les catégories de la pensée sont 
médiatisées par la totalité qui, dans les sociétés capitalistes, repose 
a priori sur la forme-valeur (Martin et Ouellet, 2016 ; Rekret , 2019 ; 
Sohn-Rethel, 2010). Il convient donc de se demander, dans une 
perspective dialectique, si ces approches néomatérialistes 
d’inspiration post-humaniste ne seraient pas l’expression théorique 
acritique du capitalisme de plateforme. En effet, l’agentivité qui est 
attribuée aux technologies numériques par ces approches 
correspond au concept de fétichisme chez Marx (Hornborg, 2014 ; 
Vandenberghe, 2001). À l’ère du capitalisme de plateforme, le 
fétichisme de l’ordinateur se superpose ainsi au fétichisme de 
l’horloge du capitalisme industriel (Mumford, 1950 ; Thompson, 
2004). De plus, la mise en place des mécanismes de régulation 
algorithmique renforce la tendance monopolistique du capitalisme 
de plateforme (Srnicek, 2018), voire une nouvelle forme 
d’impérialisme de plateforme (Jin, 2013), puisque ce sont les géants 
du numérique qui possèdent la masse de données et les capacités 
techniques de les traiter. 
Il apparaît par ailleurs nécessaire de se demander comment il est 
possible de produire une théorie critique de la gouvernance 
algorithmique si l’on partage les mêmes fondements ontologiques 
et épistémologiques que cette dernière (Lafontaine, 2004), plus 
particulièrement le postulat néolibéral selon lequel « la société 
n’existe pas ». En effet, selon Latour, un des penseurs les plus 
influents au sein du courant néomatérialiste, « il faut maintenant se 
faire à l’idée que la notion de société […] est devenue l’ennemie de 
toute pensée du politique » (Latour, cité par Cérézuelle, 2019, s.p.). 
Celui-ci prétend de plus faire la promotion d’« une nouvelle école de 
pensée qui pourrait prendre pour slogan […] La société n’existe 
pas ! » (Latour, cité par Cérézuelle, 2019, s.p ). 
Il nous semble que ces approches, qui sont hégémoniques dans 
le domaine des études portant sur le numérique, ne s’intéressent 
généralement qu’à des cas particuliers et n’interrogent pas les 
conséquences sociales des choix technologiques en termes de 
rapports de pouvoir et de domination globaux (Winner, 1993). 
Pourtant, une des visées de la théorie critique est de saisir 
dialectiquement comment des phénomènes techniques, culturels et 
sociopolitiques particuliers s’inscrivent dans une totalité sociétale. À 
cet effet, il convient également de se demander si la multiplication 
des champs d’études dans le domaine des technologies 
numériques ne serait pas l’expression théorique d’un processus 
plus général de « dissolution de la société dans le social » (Freitag, 
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1988, p. 201). La société comprise comme une totalité, à la fois 
dans sa dimension normative et critique, tend de plus en plus à être 
remplacée par un système réticulaire composé d’humains et de non-
humains, où la médiation au moyen des techniques de 
communication remplacerait les médiations symboliques et politico-
institutionnelles qui ordonnançaient la pratique sociale dans les 
sociétés antérieures. Force est de constater que les sciences 
humaines et sociales auraient intérêt à saisir ces enjeux d’un point 
de vue normatif à partir d’une démarche s’inspirant des théoriciens 
critiques de la technique (notamment Adorno et Horkeimer, 1974 ; 
Anders, 2002 ; Ellul, 2010 ; Feenberg, 2004 ; Innis, 2008 ; Marcuse, 
1968b ; Mumford, 1950 ; Noble, 2016 ; Winner, 1993) afin de 
comprendre les conséquences sur le plan social-historique des 
nouvelles formes de régulations sociales induites par les données 
massives, l’intelligence artificielle et les algorithmes. Chacun de ces 
auteurs rejette la conception de la neutralité de la technique en 
montrant sa connexion structurelle avec le capitalisme, et ce, 
contrairement à l’idéologie dominante qui accompagne le 
développement technologique. Jean Vioulac le résume bien : 
C’est ainsi une niaiserie achevée que d’aborder la question de 
la technique aujourd’hui en répétant que ce-n’est-pas-la-
technique-qui-est-dangereuse-c’est-ce-qu’en-font-les-
hommes : une telle approche de la technique est superficielle 
puisqu’elle manque son statut transcendantal qui 
prédétermine tout usage, usage en outre conditionné par des 
rapports sociaux et des impératifs de production. Mais surtout, 
une telle approche ignore que l’histoire de la technique depuis 
trois siècles n’est rien d’autre que la mise en place de moyens 
toujours plus perfectionnés pour automatiser les procédures 
(d’action, de production, de calcul, de décision, de détection, 
d’analyse, de rétroaction, de mémorisation), c’est-à-dire les 
rendre de plus en plus indépendantes de toute activité 
humaine, pour déléguer à la machine de plus en plus 
d’opérations qui jusque-là caractérisaient les hommes – et ce 
pour supprimer l’erreur humaine toujours susceptible de 
contrarier l’impeccable fonctionnement de la machine, dont la 
logique tend à faire de l’humain lui-même une erreur. (Vioulac, 
2018, p. 480-481) 
De plus, cette omniprésence de la catégorie du social dans le 
discours académique portant sur les « usages » de la technique 
surgit alors que le concept de société compris comme une totalité 
est rejeté parce que trop totalisant, voire synonyme de totalitarisme. 
À cet égard, ce qui semble faire défaut à la théorie sociale en 
général à l’heure actuelle, et dans les études portant sur le 
numérique en particulier, est une compréhension dialectique de la 




qui s’est opérée entre les sciences sociales et leurs fondements 
normatifs. La théorie sociale à portée critique et normative a cédé 
sa place à une sociologie positiviste empirico-nominaliste telle qu’on 
la retrouve dans les techniques de social analytics et de Big data, 
ou encore à une phénoménologie subjectiviste qui tire son 
fondement de l’individualisme méthodologique, lesquelles ont réduit 
la conception de la société comprise comme totalité en une étude 
strictement empirique, subjectiviste et fragmentaire du social. La 
catégorie du social pour les sciences sociales positivistes ou pour 
le pragmatisme constructiviste post-moderne apparaît ainsi comme 
un ensemble de données empiriques ou de discours et de pratiques 
subjectives qui ne sont rattachés à aucune totalité signifiante. La 
tâche des sciences sociales consisterait donc à adapter les 
individus ou à les outiller afin qu’ils s’intègrent dans un système sur 
lequel ils n’ont aucune prise. C’est pourquoi Freitag dira que les 
sciences sociales, en oubliant leurs fondements normatifs et 
critiques, sont devenues un outil de « gestion technocratique du 
social » (Freitag, 1988). Ces approches technocratiques en 
sciences sociales apparaissent d’ailleurs complètement obsolètes 
face aux algorithmes qui sont en mesure d’automatiser leurs 
méthodes (data mining, sentiment analysis, opinion mining, 
argumentation mining, etc.). Au contraire de ces approches, il nous 
semble que la tâche de la théorie critique est de réaffirmer le primat 
de la société comprise comme totalité, en tant que condition 
nécessaire de possibilité de la critique sociale. Comme le soulignait 
Adorno, dans l’ouvrage intitulé Société : intégration désintégration :  
Du fait de sa détermination fonctionnelle, le concept de 
société ne peut être saisi immédiatement ni vérifié 
radicalement, ainsi qu’on le fait pour les lois des sciences 
naturelles. C’est pourquoi des courants positivistes de la 
sociologie veulent le bannir de la science, au titre de relique 
philosophique. Ce type de réalisme est irréaliste. Car, alors 
que la société ne se laisse ni abstraire à partir des faits 
singuliers ni capturer et arrêter comme si elle-même était un 
fait, il n’est en revanche aucun fait social qui ne soit déterminé 
par la société […]. Pas plus que la médiation par la société 
n’existe sans ce qui est médiatisé, sans les éléments que 
sont les hommes, les institutions et situations singulières, pas 
plus ces éléments ne peuvent-ils exister sans la médiation. 
Là où les détails sont pris, du fait de leur immédiateté 
tangible, comme ce qu’il y a de plus réel, ils sont en  même 
temps une source d’aveuglement. (Adorno, 2011, p. 24-25) 
Il faut néanmoins reprendre la tâche de la théorie critique dans 
un contexte différent de celui où écrivait Adorno afin de dépasser 
les apories auxquelles ont conduit sa pensée. En effet, le concept 
de société n’est pas réductible uniquement à sa dimension 
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fonctionnelle, il renvoie également à une normativité qui est 
immanente au social et qui le transcende. C’est essentiellement 
cette transcendance immanente qui est objectivée dans les 
institutions sociales, que le capitalisme de plateforme exploite sous 
la forme d’une accumulation prédatrice. Comme le souligne Cédric 
Durand :  
Les Big data procèdent d’un effet de transcendance immanente 
d’un genre particulier, placé sous l’empire du capital et des firmes 
numériques. Le processus ascendant de la cristallisation 
symbolique de la puissance collective (potentia) rétroagit sous la 
forme de pouvoir (potestas) exercé sur des individus par des 
organisations qui poursuivent leurs propres fins.  (Durand, 2020, 
p. 127)  
*** 
Si la théorie critique telle que nous l’avons définie consiste en une 
critique immanente des catégories de la pensée visant à dé-réifier 
les médiations qui organisent la pratique sociale, elle doit également 
être attentive à la dimension normative qui est immanente au social 
et qui est objectivée dans un ensemble d’institutions sociales. Ce 
sont justement les fondements normatifs des institutions sociales 
qui se trouvent à être anéantis dans le cadre des mutations 
contemporaines du capitalisme. Dans cette veine, nous avons 
soutenu que la catégorie du social qui réapparait à l’ère numérique 
dans les médias sociaux, les social analytics ou les Big data, fait 
référence à un ensemble de données numérisées qui est approprié 
par des acteurs privés en vue d’orienter la pratique sociale en 
fonction des objectifs de valorisation du capital. À l’ère du 
capitalisme de plateforme, les corporations comme les GAFAM 
participent à la programmation du social, ébranlant ainsi les 
fondements démocratiques de nos sociétés. C’est en effet sur la 
dissolution du monde commun que s’érigent ces empires 
numériques. La tâche consiste donc à défendre la société contre 
cette mutation qui risque à terme de marquer la fin de la possibilité 
d’une théorie critique. Il s’agit là de la condition de possibilité afin de 
ré-instrumentaliser le développement des technologies de 
communication et de les soumettre à des normes communes 
définies de manière réflexive. 
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