The accuracy of different workflows using Structure-from-Motion and Multi-View-Stereo techniques (SfM-MVS) is tested. Twelve point clouds of the Corral del Veleta rock glacier, in Spain, were produced with two different software packages (123D Catch and Agisoft Photoscan), using Low Dynamic Range images and High Dynamic Range compositions (HDR) for three different years (2011, 2012 and 2014). The accuracy of the resulting point clouds was assessed using benchmark models acquired every year with a Terrestrial Laser Scanner. Three parameters were used to estimate the accuracy of each point cloud: the RMSE, the Cloud-to-Cloud distance (C2C) and the Multiscale-Model-to-Model comparison (M3C2). The M3C2 mean error ranged from 0.084 m (standard deviation of 0.403 m) to 1.451 m (standard deviation of 1.625 m). Agisoft Photoscan overcome 123D Catch, producing more accurate and denser point clouds in 11 out 12 cases, being this work, the first available comparison between both software packages in the literature. No significant improvement was observed using HDR pre-processing. To our knowledge, this is the first time that the geometrical accuracy of 3D models obtained using LDR and HDR
Introduction
Photographs have been widely used as documentary evidences in numerous fields of science since the invention of photography. In the case of Earth Sciences, photographs have been used to describe, analyze and quantify processes. Capturing photographs outdoor usually represents a challenge because light conditions cannot be controlled or programmed as in a laboratory experiment [1] . The capture of images with high differences in the illumination of the brightest and the darkest parts of the scene (i.e., scenes with High Dynamic Ranges or HDR) is not possible with conventional digital cameras available today. The dynamic range of an image can be defined as the ratio between areas with the highest and the lowest light intensity in the scene. In natural environments this figure can reach values around 500,000:1 [2] . The amount of light received by the sensor inside a digital camera is controlled by the exposure time, which is the time that the shutter of the camera is opened. High exposure times usually result in photographs with details and textures in areas with low illumination while high illuminated areas are usually shown in a uniform white colour without details. On the other hand, low exposure times result in photographs with details and textures in zones highly illuminated while areas with low illumination are shown like uniform black colored parts. Therefore, it is not always possible to capture photographs in natural environments without losing details and texture in bright and dark areas due to overexposure (long exposure times) and underexposure (short exposure times), respectively.
Since the 90s, HDR procedures have been developed and applied successfully to overcome this limitation. HDR techniques are based in the use of multiple images of the same scene that have been captured from the same location but with different exposure times known as Low Dynamic Range images (LDR). Then, LDR images are combined in a unique scene selecting the most appropriate illumination for each pixel in the set of LDR images. The result is a HDR composition showing details in high and low illuminated features in the scene. This result can be exported as a radiance or a tone map to be used as a conventional picture within any software.
In the past five years, automatic photogrammetric procedures based on Structure from Motion and Multi-View Stereo techniques (SfM-MVS) have been widely explored and applied in the field of Earth Sciences, particularly in Geomorphology [1, [3] [4] [5] [6] [7] [8] [9] [10] . The SfM [11] technique solves the camera parameters and orientations and produces a sparse 3D point cloud of the scene. These clouds are commonly insufficiently detailed and noisy [12] to be applied for geomorphological purposes. The MVS [13] approach reduces the noise in the scene and densify the point cloud getting the number of points in the cloud to increase by two or three orders of magnitude [3] . The advantages of SfM-MVS against other methods that offer similar accuracies have been highlighted by several researchers: accuracy, low cost and little expertise required as compared with more traditional techniques, [1, 3, 14] . The accuracy of SfM-MVS approaches depends on several factors: average distance from the camera to the target, camera network geometry and characteristics, quality and distribution of the ground control points, software and illumination conditions. The SfM-MVS approaches are currently implemented in a wide variety of software packages and web services (e.g., Agisoft Photoscan [15] , Arc 3D [16] , Bundler and PMVS2 [17] , CMP SfM [18] , Micmac [19] , Photomodeler [20] , Visual SfM [21] , 123D Catch [22] , etc.). Among these software packages Agisoft Photoscan (≈400 €) and 123D Catch (free available) are two interesting options. The 123D Catch software has been previously applied to estimate gully headcut erosion [1] , to reconstruct riverbank topography [23] , to generate Digital Elevation Models of a rock glacier [10] and to measure coastal changes [24] . Regarding Agisoft Photoscan, it has been previously used to estimate the mass balance of a small glacier [25] or to carry out a multi-temporal analysis of landslide dynamics [26] . Several works have tried to understand the relationship between the accuracy of SfM-MVS approaches and the different scales of work (plot, geomorphological feature, sub-basin, basin and landscape scale) [3, 27] . Works analyzing the accuracy of a specific software are common, however researches comparing the performance of two or several packages, algorithms, workflows or pipelines applied to the same study area are scarce in the literature. [8] is a recent exception where Visual SfM [21] and Micmac [19] are compared and used to monitor the displacement of a slow-moving slope movement. A general opinion among the scientific community is that the validation of SfM-MVS techniques, approaches and pipelines is just beginning and more examples are required to understand the frontiers and limitations of these methods.
Some SfM-MVS approaches have been validated robustly in recent works [3, 27] , however most of the validations are carried out with gridded data, a result of processing the point clouds (which are the primary result of the SfM-MVS methods) and using conventional statistics as the Root Mean Square Error (RMSE) calculated using a few points in the cloud-model. The use of rasterized surfaces is justified because most of the final derived or secondary products obtained from SfM-MVS raw data are Digital Elevation Models (DEMs) and derived attributes as gridded surfaces. However, these surfaces bind together errors of the SfM-MVS and the rasterization procedures and make it difficult to isolate the magnitude of each factor. The use of DEMs (or gridded surfaces) is related with the traditional work of geomorphologists with Geographical Information Systems (GIS) in a not real 3D environment. SfM-MVS primary data are 3D point clouds and an algorithm performing a test of the quality of point clouds in 3D is necessary [14] .
As stated before, in natural environments, shadows and materials with different illuminations are common and they cause errors or blind areas in the resulting photo-reconstructed 3D models. SfM-MVS software packages demand images with rich textures and poor textured scenes may produce outliers or large areas without data. The performance of SfM-MVS is based on identifying matching features in different images commonly using the Scale Invariant Feature Transform algorithm (SIFT) [28] . Then, the matching features are used to iteratively solve the camera model parameters. Therefore, the final quality of the 3D model depends, among other factors, on the image texture of the surfaces in the scene [29] because the matching algorithm works with image textures. Concurrently, image texture will depend on the complexity of the features, the lighting and the materials of every scene [5] . In the field of geomorphological research, this problem has been documented. For example, some recent works [1, 5, 30] showed problems in areas with dense and homogeneous vegetation cover and others [31] talked about surfaces with bare sand, snow or other highly flat surfaces as candidates for poor results using SfM-MVS. The relationship between the quality of a DEM obtained by means of photo-reconstruction methods and the amount of shadowed-lighted areas in the photographs used as input in the photo-reconstruction procedure has been recently showed by [10] . Additionally, the surficial cover of different geomorphological features can be highly variable in time. For instance, a riverbank can be bare, vegetated or covered by water in different times along the hydrological year. This variability results in quite different textures in the photographs and should be taken into account when estimating thresholds to quantify geomorphic changes. In the case of rock glaciers, strong changes in the light conditions and the materials covering the ice are experienced along the year. In this kind of geomorphological feature, debris or rocks cover the ice forming the glacier permanently. At the same time, this layer of rocks may be partially or totally covered by snow during a part of the year. Although the use of HDR techniques seems to be appropriate to improve the performance of SfM-MVS approaches, this hypothesis has not been tested yet [32] . Point clouds obtained with HDR and LDR images were compared [33] but authors did not use any benchmark model to estimate the degree of improvement, if any. They concluded that, geometrically, both point clouds were similar, although a visual qualitative enhancement of the contrast in the colour of the point cloud was observed. Other recent work tested whether the pre-processing of digital images with HDR techniques may improve 3D models of cultural heritage objects obtained by means of SfM-MVS techniques [32] . Authors showed that point clouds generated using HDR compositions yielded 5% more points matched than point clouds obtained using LDR images for a ceramic object [32] . In the case of a metallic object, the increase in the number of points matched was higher with 63% more than the point clouds generated using LDR images as input. In this work, authors did not test the geometrical accuracy of the point clouds generated using HDR compositions [32] . Also recently, classical digital photogrammetry was fed with HDR images [34] and later applied to measure geometry and light simultaneously in roadways [35] . The results proved the usefulness of HDR approaches within the classical digital photogrammetry pipeline.
Therefore, the main objective of this work is to investigate the accuracy that can be obtained from different workflows for the 3D photo-reconstruction of the Corral del Veleta rock Glacier in Spain in three different years: 2011, 2012 and 2014. Specifically, the following issues were analyzed: -The possibility of improving SfM-MVS techniques with the use of HDR tone mapped images. -The accuracy of two different software packages commonly used to get 3D models of geomorphological features: 123D Catch [22] and Agisoft Photoscan [15] . -The influence of snow or debris cover in the accuracy of the resulting photo-reconstructions for the Corral del Veleta rock glacier.
The estimation of the accuracy of the point clouds will be carried out using traditional parameters, such as the RMSE, but also more specific and recently proposed 3D distance tests.
Study Area, Material and Methods

Study Area
The study was carried out in the Corral del Veleta rock glacier in Sierra Nevada mountainous range ( Figure 1A : SE, Spain: 37º 3ʹN, 3º 21ʹW). Numerous research works have been published about the Corral del Veleta rock glacier and rock glaciers in the Sierra Nevada mountainous system during the last years (e.g., [36, 37] ). Therefore, only a brief explanation about the main characteristics of the study area are presented here and the interested reader is referred to [36, 37] for further information. The Veleta rock glacier is located in the Corral del Veleta Cirque ( Figure 1B ) which was the source of a white glacier during the last glaciation [36] . In the Little Ice Age, a small glacier is sheltered in the upper part of the cirque, originating a small fossil ice body, which nowadays is under a detritic cover. The Veleta rock glacier is the southernmost rock glacier in Europe, and is assumed as a key indicator about the effects of climate change in the Mediterranean region and high mountain areas within this region [36] . A recent work has shown the steadily decline of the ice body as a consequence of recent climatic conditions that are unfavorable to the presence of snow over the rock debris in summer time [36] .
The glacier presents an average altitude of the detritic surficial body of 3,106 m.a.s.l. and is formed by heterometric blocks of feldespathic micaschist, varying in size from several m 3 to cm 3 
Capture of the Photographs
The acquisition of photographs in the study area represents a challenge because of the restrictions for camera locations due to the steep relief but also because of the conditions of high mountain environments (weather, unreachable areas, etc.). At the same time, the glacier surface is also challenging because of its high roughness and complexity. The photographs were taken from the top of the Veleta peak (3398 m.a.s.l.) focusing on the glacier and getting a near vertical view of the Corral del Veleta cirque ( Figure 2A ). The distance from the peak to the glacier is approximately 300 m (Figure 2A ). The geometry of the pose is constrained to a few locations in the top of the wall of the Corral del Veleta because the whole glacier is not visible from other locations and the distance from the camera to the target is determined by the height of the wall. The ideal design of the capture would be a network of convergent photographs framing the whole glacier and acquired from the limits of the study area focusing in the centre of the glacier. In high mountain environments, the camera locations are usually limited to a few sites and the estimation of errors-accuracies under these conditions may be of interest for researchers concerned in monitoring geomorphological features in areas with complex rough topography. Three photographic terrestrial surveys were carried out during the summer (august) of three different years (2011, 2012 and 2014) . In 2011, the glacier was almost completely covered by a snow layer while in 2012 and 2014 only a few areas had a thin film of snow. The photographs were acquired with an uncalibrated Canon EOS 5D SLR camera attached to a pole and controlled by a remote shutter, using a fixed focal length of 100 mm provided by a Canon EF lens (EF100mm f/2.8 Macro USM). The rest of the parameters of the capture (i.e., shutter speed, ISO and aperture) were determined automatically by the sensor of the camera during each field survey. The resulting RAW images extended 4386 × 2920 pixels. Three photographs were capture from each camera location with Exposition Values (EV) of −1.00, 0.00 and +1.00 in order to get the HDR tone mapped images later. Nine camera locations were established in every survey ( Figure 1B ). These places are the only locations that allow a vertical perspective of the whole glacier along the top of the Veleta Cirque ( Figure 1B) . A deeper explanation about the capture of the photographs and the material and methods can be found in [38] and [10] . 
Pre-Processing the Photographs
The pre-processing of the images was carried out with Fusion F.1 software, which is freely available in [39] . Firstly, pictures captured from the same location but with different EV were aligned to reduce noise artifacts in the final composition. Secondly, the HDR composition was elaborated by means of a local non-linear operator and the tone-mapping algorithm. Finally, each HDR composition was exported as a conventional image. Pre-processed HDR images and non-processed photographs (i.e., LDR images with EV = 0.00) were used as input in two different photo-reconstruction software packages: 123D Catch [22] and Agisoft Photoscan [15] . Figure 3 shows a summary of the pipelines. The 123D Catch software is free available and can be used as an on-line service or a conventional desktop software. Agisoft PhotoScan Profesional Edition is probably the most used commercial software that produces 3D models from photographs using SfM-MVS techniques. For both programs, parameters were set to get the maximum quality in the resulting point clouds. The 3D models were exported as .OBJ files from 123D Catch and as .LAS files from Agisoft Photoscan and imported within CloudCompare [40] to be scaled, referenced and compared with models acquired by means of a Terrestrial Laser Scanner. 
Processing the Point Clouds
Using permanent fixed stakes placed in the ancient lateral moraine of the glacier (i.e., stable area, Figure 1B ) a local coordinate system was established and coordinates of 10 artificial targets inserted in the study area were measured ( Figure 1B ) with a total station during each field survey. These control points were used to reference and scale each point cloud generated by 123D Catch and Agisoft Photoscan. A classical 3D rigid transformation was used for this purpose including, therefore, three rotations, three translations and one scale factor. The benchmark models were acquired by means of a TLS and were also referenced into this local coordinate system. Four stations with the TLS device were located during every field survey in order to minimize the hidden areas ( Figure 1B ). The Scanstation C10 device by Leica was used for this purpose. The RMSEs obtained during the referencing of the TLS point clouds were always below 0.01 m.
After the referencing, each point cloud was masked to the same extension in order to allow comparison between the number of points, point density and distance to the reference cloud obtained by every methodological approach (LDR versus HDR), software (Agisoft Photoscan versus 123D Catch) and year (2011, 2012 and 2014) .
The accuracy of the resulting point clouds was assessed by three different approaches. The first one is based on the analysis of the RMSEs obtained during the referencing procedure and using the targets and their coordinates measured by the total station. Once the point cloud is referenced, the Cloud-to-Cloud (C2C) [41] and the Multiscale Model to Model Comparison (M3C2) [14] methods were used. The C2C method provides accurate distance measurements between two point clouds when both clouds overlap in the study area [14] . The C2C approach has been previously used by different authors to test the accuracy of point clouds obtained by photo-reconstruction methods using clouds derived by TLS devices as benchmark [1, 10] . However, the distance estimated by the C2C method is sensitive to outliers and the cloud's roughness [14] . The average C2C distance between each point cloud and the benchmark model produced by the TLS was calculated with CloudCompare [40] software and used as an indicator of the quality of the point cloud.
The M3C2 method has been recently proposed by [14] because it does not need to interpolate any surface and calculates normals for each point considering a neighborhood of a pre-defined dimension. The M3C2 is specially designed for estimating the uncertainty of changes in rough complex topographies [14] . For this reason, the M3C2 is accepted to be the most adequate descriptor of the quality of a point cloud in a real 3D environment, especially in the case of complex geomorphological features, such as the Corral del Veleta rock glacier. Although the algorithm is originally designed to quantify geomorphological changes due to erosion, deposition, bank failures, landslides, etc. it can be also used to assess the accuracy of a point cloud regarding a reference or benchmark model. Assuming that two point clouds (PC1 and PC2) have been acquired simultaneously and one of them works as a benchmark cloud (PC1), distances estimated between them by the M3C2 algorithm are a measure of the PC2's accuracy. The M3C2 was calculated using the plug-in implemented in CloudCompare software. The interested reader is referred to [14] for a deeper explanation about the performance of M3C2.
The C2C and the M3C2 methods provide the distance from each point in the cloud to the benchmark model. Using these distances, the absolute average distance for every point cloud has been calculated in order to avoid the compensation of positive and negative distances (i.e., points above and below the benchmark model in the case of the M3C2). Hence, the RMSE and the average absolute distances estimated by the C2C and the M3C2 methods were used as accuracy indicators here. The C2C and M3C2 present a more realistic measure of the distance between the point clouds and the benchmark dataset than 2.5D or DEM-based approaches. Commonly, gridded surfaces obtained from the superimposition of a 2.5D grid over the point cloud are used to estimate the accuracy of the techniques used to produce the point clouds. The 2.5D models are characterized by yielding only one Z coordinate for every XY-cell or planimetric location. During the transformation from the point cloud 3D coordinates to the gridded surface important errors may take place, driving the analysis to a non-realistic estimation of the accuracy.
Results and Discussion
A total of 12 point clouds were produced by the SfM-MVS approaches, four each year of the study (2011, 2012 and 2014) . Additionally, one point cloud was acquired by means of the TLS every year. Figure 4 presents the photo-reconstructions of the glacier obtained with different pipelines for the years 2011 and 2014. Visually, important differences were observed between the point clouds generated with HDR and LDR images for the year 2011 ( Figure 4A-D) , under snow cover conditions. In 2014, the resulting point clouds did not present important differences from a visual viewpoint ( Figure 4E-H Table 1 presents the camera calibration parameters and their adjusted values for the models produced by Agisoft Photoscan as 123D Catch software does not generate this information. Agisoft Photoscan produces a figure with the spatial distribution of image residuals, however, you can only get this information if the scaling and georeferencing of the model has been carried out within the software. In order to keep a methodological consistency to compare Agisoft Photoscan and 123D Catch the scaling and georeferencing was carried out using CloudCompare software. Table 1 . Camera calibration parameters with their initial and adjusted values, where fx and fy are horizontal and vertical focal length (in pixels) respectively, cx and cy are the x and y coordinates of the principal point and k1, k2 and k3 are the radial distortion coefficients. The Skew and tangential distortion coefficients (p1 and p2) were set to 0 in the initial and the adjusted calibration model. Pixel size of 0.008 mm, focal length of 100 mm and the size of the picture (4386 × 2920 pixels) were constant values for all the surveys. Note that these parameters are only estimated for the point clouds obtained by means of Agisoft Photoscan (123D Catch does not produce this information) and the spatial distribution of image residuals report, which is typically produced by this software, is not available since the scaling and referencing was carried out using CloudCompare software. 
Global Structural Accuracy of the Point Clouds
The sources of error, and therefore inaccuracies, of the workflows presented in this work are mainly related to the following factors: the distance from the camera to the target [3] , the geometry of the capture [25] , the quality of the control points [25] and the modelling procedure that is influenced by cover type and illumination conditions [10, 29] . The distance from the camera to the target and the geometry of the capture are, in this case, imposed by the steep relief and will be discussed later using the survey range or the relative precision ratio figures. An assessment of the sources of error is discussed in the following sections where the values of the RMSE, C2C and M3C2 are presented. The consistency in the use of instruments, techniques and methods allows the analysis of the effect of the HDR pre-processing, the use of different software and the influence of different cover types.
The quality of the control points ( Figure 2C ) is mainly controlled by their spatial distribution and the characteristics of the instruments used for their measurement. Figures1B and 5A show the spatial distribution of the 10 control points over the glacier covering the front, the sites and the head. The measurement of their coordinates was carried out with a laser total station that ensures an accuracy <0.5 cm in every single point. Scaling and referencing errors quantified by the RMSE reflect how the resulting models fit to the relative coordinate system established by the control points and measured by means of the total station, i.e., they are indicators of the global geometrical quality of the 3D model. If the control points present a good spatial distribution over the study area, the RMSE shows the global structural quality of the 3D model produced by the photo-reconstruction and can be an indicator of the presence of non-linear deformations. The RMSEs presented in Table 2 show that the best performance was always produced by Agisoft Photoscan and in two out of three cases using as input conventional LDR images (acquired with EV = 0.00). On the other hand, the worst performance was produced by 123D Catch software using as input HDR compositions. The RMSEs for the different workflows ranged from 0.036 m (Agisoft Photoscan software with LDR images in 2011) to 2.469 m (123D Catch software with HDR images in 2012).
The average RMSEs for the years 2014 and 2012, were lower and slightly lower (respectively) as compared to the average RMSE for the year 2011 (Table 2) , when almost all the study area was covered by snow ( Figure 4 ). The residuals of the camera calibration parameters presented in Table 1 also support this fact, however no statistical significant relationship was observed between the RMSE and the residuals of the different camera calibration parameters. Although the HDR pre-processing resulted in images with richer textures and a clear visual improvement of the features shown in the scene for the year 2011 ( Figure 5 ), no significant improvement was found out in the RMSE using this approach. This qualitative visual improvement has been observed by [32, 33] . The figures presented in Table 2 result in an average ratio between RMSE and survey range of 1:370. In [27] , a brief summary of previous works that have estimated this parameter resulted in a median ratio between RMSE and survey range of 1:639. A previous work in the Corral del Veleta rock glacier [10] presented values ranging from 1:1,071 to 1,429 but these values were calculated using the average C2C distance to the benchmark TLS model instead of using the RMSE and different pipelines. The dataset of RMSEs presented in Table 2 add knowledge to the needed systematic validation of SfM-MVS in a wide variety of environments demanded by the scientific community [27] . Although, it should be noted that the accuracies presented here could be improved because in this case the geometry of the pose is highly limited to a few locations in the top of the Corral del Veleta wall and the important differences in the survey range from 1:370 to the average figure of 1:639 for geomorphological features defined by [27] can be attributed to this weak geometry of the camera locations. According to this figures, the weak imposed geometry of the capture would be reducing in a half the expected accuracy of the models in the case of the Veleta rock glacier. For sure, other factors are influencing the difference in the average survey range for geomorphological features presented in [27] and the one estimated here, but it is hypothesized that an important increase in the accuracy of the models would be get with a convergent geometry of the pose. Camera network geometry has been recently supported as the main factor determining the quality of 3D models of a rock glacier by means of SfM-MVS techniques [25] . [10] validated two SfM-MVS approaches (a self-implemented algorithm and 123D Catch software) for the Corral del Veleta rock glacier finding out that only changes at sub-meter scale could be identified in a multi-temporal study according to the obtained differences with a TLS point cloud. The values of the RMSEs estimated here and presented in Table 2 suggest that only relatively large changes (>0.30 m) at medium-term time-scale (from 5 to 10 years at least) can be detected with the best resulting pipeline tested in this work (i.e., LDR images processed with Agisoft Photoscan software). [27] suggest that accuracies around 0.1 m can be reached from a 50 m survey range, however, in the case of the Corral del Veleta rock glacier the survey range is imposed by the relief to an approximate distance of 300 m from the Veleta Peak (3398 m.a.s.l.). The capture of oblique photographs at a lower height with an Unmanned Aerial Vehicle (UAV) would be a good option; however, usual weather conditions with variable high-speed gusts of wind make it almost impossible. On the other hand, it is not possible to take ground-based oblique photographs around the glacier because of the highly rough surface covered by blocks that results in large hidden areas from each perspective.
Average Local Accuracy of Each Point Cloud
Accuracies estimated for every point cloud in a 3D environment using C2C and M3C2 methods varied from 0.084 m to 1.679 m for the point clouds obtained by Agisoft Photoscan and LDR images in 2012 and the point clouds obtained by 123D Catch and HDR images in 2011 (Table 3 ). The M3C2 method has been recently proposed as the best way to compare 3D datasets for complex geomorphological features [14] . In the present study, M3C2 and C2C presented similar results being correlated with a coefficient R of 0.895 with p < 0.05 ( Figure 6A ). The Corral del Veleta rock glacier presents a special challenge for the C2C algorithm because of the complex and rough surface. Previous works have pointed out that the C2C algorithm is highly sensitive to outliers and the cloud's roughness [14] . However, results obtained here showed a similar behavior in the C2C and M3C2 estimations.
On the other hand, the correlation analysis between the 3D more intensive methods (i.e., estimations based on the analysis of the whole cloud with the C2C and the M3C2) and the RMSE ( Figure 6B ) resulted in a coefficient R = 0.504 with p = 0.095 (correlation between C2C and RMSE) and R = 0.171 with p = 0.596 (correlation between M3C2 and RMSE). These results point out that although RMSE shows the global quality and fit of the structure of the model it is not necessary related to the average local accuracy of every single point in the cloud. Therefore, the RMSE by itself is not working here as a proper descriptor of the quality of the 3D models like it was showed years ago for 2.5D models within GIS environments (i.e., DEMs) [42] . Consequently, an analysis based on both kind of parameters, RMSE and C2C/M3C2, is recommended in order to check the lack of non-linear deformations, to estimate the global quality of the 3D model and to quantify the average local or detailed accuracy of the cloud. It should be noted that SfM-MVS approaches work matching features using their texture and illumination conditions, and control points are, usually, artificial features in the scene that have been marked to be clearly visible in the final model. Therefore, any statistic based on these artificial points may be not actually representing the error in the natural points included in the scene. An optional solution to mitigate this effect is to produce the 3D model first and, identify natural points in the 3D scene that can be measured in the field later [31] . Alternatively, estimations of the quality of the model designed in a 3D environment (such as C2C and M3C2) are highly recommended against more traditional methods commonly used, that are based on gridding the 3D model and using a DEM of Differences approach (DoD) [43] . This strategy includes errors added during the gridding of the point cloud that can result in an imprecise estimation of the accuracy. Errors associated with the gridding procedure can be interpolation errors or errors derived from the optimal selection of the Z coordinate. For example, and also in the case of the Corral del Veleta rock glacier, [10] estimated the average absolute difference between two DEMs in 0.51 m: where the first DEM, was the result of rasterizing a point cloud produced by 123D Catch and the second DEM, worked as benchmark dataset and was obtained rasterizing a point cloud acquired by a TLS. However, the comparison of the two point clouds based on the C2C resulted in an average distance of 0.21 m. Therefore, whether the final aim of the analysis is the quantification of geomorphic change, the approach based on 2.5D surfaces may be estimating inaccurately the threshold to identify the real change. Additionally, some researchers have pointed out the unsuitability of tools currently implemented in GIS software packages to manage large 3D files and point clouds [5] . Other authors have argued that DEMs are the final product of SfM approaches and the errors estimated using raster-based comparisons are more representative of the real final accuracy [27] . Table 3 . Average absolute distances (AAD) between each point cloud and the benchmark model (acquired with a Terrestrial Laser Scanner). Distances were estimated by means of the Cloud-to-Cloud (C2C) [41] and the Multiscale Model-to-Model (M3C2) [14] methods and are presented in meters. Additionally, the median and the 90 percentile (P90) of the AAD for the M3C2 method are presented. Note that the average distances are obtained averaging the value of the C2C or M3C2 for every point in every cloud. The geometry of the camera pose during the capture has been pointed out as the source of systematic errors in 3D models obtained by means of SfM-MVS techniques [44] . This is especially evident in the case of photographs acquired by Unmanned Aerial Vehicles (UAV), which produced multi-image networks with near parallel viewing directions [44] resulting in dome-type systematic errors. In the previous section, it was hypothesized that the global accuracy of the models could be notably improved using a convergent geometry during the capture according to the differences between the average survey range figures estimated for geomorphological features [27] and the survey range obtained here. The camera network geometry can also influence the existence of systematic errors in the resulting point clouds. In this work, camera locations are highly limited by the relief (Figures 2 and 1B) and the existence of systematic errors was evaluated analyzing the spatial distribution of M3C2 distances ( Figure 7 ) and visualizing gradient maps. Figure 7 shows the lower distances between the TLS benchmark model and the point cloud produced by Agisoft Photoscan with LDR images for the year 2014 (i.e., <−0.40) in the head of the glacier which is located in the limits of the study area and is the unique zone in 2014 that presents a thin film of snow. Probably, this fact is due to the presence of the small remain of snow because no other border effects or dome-type errors were found. Regarding the highest positives distances (i.e., >0.40) they are usually located in hidden areas under debris blocks that are not clearly visible in all the photographs. Therefore, no systematic error was found in the 3D models with this approach. 
Comparison between Workflows and Covers
Simple statistical tests and box-whisker plot diagrams were elaborated to allow comparison between the accuracy of the point clouds obtained with different software, procedures and covers (Figures 8 and 9 ) hence instruments and techniques were the same during the study. As stated earlier, in 2011 the whole glacier was covered by a layer of snow ( Figure 5 ), and therefore, the photographs were quite different from those captured in the years 2012 and 2014. Box-whisker plot diagrams were elaborated using the data from Tables 2 and 3 and grouping the values according to the year of the field survey ( Figure 8A-C) and the cover type of the glacier when the survey was carried out (Figure 8D-F) . The RMSE did not show significant differences between the point clouds grouped by years, however, the analysis of the C2C and M3C2 absolute average distances showed that years 2012 and 2014 resulted in more accurate point clouds as compared to 2011 ( Figure 8B,C) . This result is also supported by the residuals of the camera model parameters that presented the higher values for 2011 (Table 1) . During the study, there were not changes in the instruments or the methodological procedures so significant variations in the accuracy of the point clouds are attributed to the changes in the materials covering the glacier. In 2011, the Corral del Veleta was completely covered by a layer of snow while in 2012 and 2014 the debris deposit above the glacier was uncovered. One of the factors determining the accuracy of SfM-MVS methods is the texture of the images used as input. In the case of the year 2011, the photographs presented a poor texture as compared to the debris cover in the photographs of 2012 and 2014. Consequently, more inaccurate point clouds are obtained for snow-covered surfaces ( Figure 7E ,F) and this fact should be taken into account when analyzing geomorphic changes with multi-temporal approaches. The possibility of getting poor point clouds in areas covered by snow was already hypothesized by recent works [5, 31] . Recently, two models of a small glacier partially covered by debris and snow, obtained by means of a TLS and SfM-MVS were compared [25] . This work concluded that the quality of the SfM-MVS model was, in this specific case, mainly determined by the geometry of the images and camera characteristics [25] . However, the former analysis was based on the differences of DEMs interpolated using the point clouds and not directly in the 3D model. An alternative to enhance the performance of SfM-MVS in featureless surfaces based on projecting noise function-based patterns in the data collection phase [45] . This alternative introduces an additional post-processing procedure and should be further explored. On the other hand, the stability of the RMSE over the years and with different covers is due to the fact that the flags used to mark the locations of control points look similar in the photographs independently of the cover over which they were set and the procedure to measure these coordinates over the time was the same. Other recent work [5] reconstructed the relief of a moraine complex in Nepal and found out the presence of artifacts in an area of the scene largely covered by snow. However, in the case of the Corral del Veleta, areas covered by snow did not showed any artifacts when compared to the TLS point cloud and only a reduction in the accuracy of the clouds was showed by the C2C and M3C2 parameters ( Figure 8E,F) .
According to the RMSEs estimated in the referencing stage and presented in Table 2 , Agisoft Photoscan software produced more accurate models than 123D Catch software ( Figure 9A ). Probably, the bundle adjustment made by Agisoft Photoscan overcomes the procedure developed by 123D Catch software. Additionally, 123D Catch software applies a resolution down-sampling to 3 Mp before processing the images and this effect could be influencing differences observed in Figure 9A and ahead. However, quantifying the down-sampling effect is not possible while 123D Catch is a free available software but the programming code is not available. In the case of the absolute average distances calculated by the C2C and the M3C2 methods Agisoft Photoscan also always got better results, however these differences were slight and not significant from a statistical viewpoint ( Figure 9B,C) .
In general, unprocessed LDR images got the best RMSE, C2C and M3C2 values. Differences between the point clouds feed with HDR compositions and LDR images were non-significant from a statistical viewpoint, although HDR compositions tended to present a higher variability in RMSE ( Figure 9D ) and M3C2 distances ( Figure 9F ). These results agree with the scarce previous experiences [33] . In [33] point clouds of the apse of the Kaisariani Monastery in Greece were produced with Agisoft Photoscan using as input LDR and HDR tone-mapped images. The resulting photo-reconstructions were compared and authors concluded that, from a geometrical viewpoint, the differences between both point clouds were insignificant. However, they just compared the point clouds among them and did not use a benchmark 3D model to estimate the real magnitude of the differences. Previously, [46] explored the use of HDR images in conventional terrestrial photogrammetry concluding that HDR images resulted in orthophotomosaics with geometrical reliability and a higher dynamic range. In [32] , authors compared the number of points matched using SfM-MVS techniques and HDR-LDR compositions to produce 3D models of cultural heritage objects. [32] concluded that HDR compositions yielded from 5% to 63% more points matched than LDR images, however differences in the geometrical accuracy of the clouds was not test in this work. In the present work, the amount of points matched within Agisoft Photoscan using HDR pre-processing was slightly higher than the points matched using LDR photographs, producing from 0 to 3% more points matched. In the case of 123D Catch, differences were higher, especially for the year 2011 when 121,758 points matched were obtained using HDR compositions as input as compared to the 89,308 points matched using LDR images. In spite of this increase in the number of points matched, an increase in the geometrical accuracy of the point cloud was not show by the C2C and the M3C2 parameters. Figure 8 . Box plot diagrams elaborated using the datasets showed in Table 2 and 3 and grouping these values according to the year of the capture and the cover type. The figure shows the (A) Root Mean Square Error (RMSE) obtained during the referencing procedure and grouped by year, (B) absolute average distance from the point clouds to the benchmark model estimated by the Cloud to Cloud (C2C) method and grouped by year, (C) absolute average distance from the point clouds to the benchmark model estimated by the Multiscale Model to Model (M3C2) method and grouped by year, (D) RMSE obtained during the referencing procedure and grouped by cover type, (E) absolute average distance from the point clouds the benchmark model estimated by the C2C method and grouped by cover type and (F) absolute average distance from the point clouds to the benchmark model estimated by the M3C2 method and grouped by cover type. Note that box plot diagrams show the maximum and the minimum values using the whiskers (upper and lower respectively), the interquartile range (the box) and the median (the line within the box). Figure 9 . Box plot diagrams showing the (A) Root Mean Square Errors (RMSE) obtained during the referencing procedure and grouped by the software used for the photoreconstruction (B) absolute average distance from the point clouds to the benchmark model estimated by the Cloud to Cloud (C2C) method and grouped by the software used for the photo-reconstruction, (C) Absolute average distance from the point clouds to the benchmark model estimated by the Multiscale Model to Model (M3C2) method and grouped by the software used for the photo-reconstruction, (D) RMSE obtained during the referencing procedure and grouped by the type of images used in the photo-reconstruction, (E) absolute average distance from the point clouds to the benchmark model estimated by the C2C method and grouped by the type of images used in the photo-reconstruction, and (F) absolute average distance from the point clouds to the benchmark model estimated by the M3C2 method and grouped by the type of images used in the photo-reconstruction. Note that box plot diagrams show the maximum and the minimum values using the whiskers (upper and lower respectively), the interquartile range (the box) and the median (the line within the box). Due to the nature of 3D point clouds obtained by SfM-MVS techniques, their accuracy is commonly linked to point density. So far, most of the approaches in the literature to estimate point density were carried out gridding the space in two dimensions, projecting the location of points over this surface and accounting the number of points in each cell divided by the cell area. These kinds of approaches could experience unreal estimations in complex and rough reliefs like rock glaciers, riverbanks, gullies, etc. Here, we estimated the volumetric point density, i.e., from each 3D location, a sphere with a volume of 1 m 3 (i.e., with a radius of 0.62 m) is defined and the number of points within this volume is accounted. Figure 10 shows the spatial distribution of point densities for each cloud in 2014. Important differences were observed in the median point density for the clouds generated within 123D Catch. With this software, photo-reconstructions elaborated using LDR images presented point densities an order of magnitude higher than those generated using HDR images, with median values of 20 points· m −3 and 0.89 points· m −3 , respectively. These results indicate that HDR compositions are not the best input for producing 3D models using 123D Catch software. The exact routine of the matching algorithm used by 123D Catch software is unknown but its performance is clearly affected by the modifications introduced in the HDR compositions, resulting in a lower point density. At the same time, point clouds generated by 123D Catch software presented lower volumetric point densities than point clouds generated by Agisoft Photoscan: 1597 points· m −3 and 1601 points· m −3 using LDR and HDR compositions respectively. This lower point density is probably related to the down-sampling to 3 Mp applied by 123D Catch software before matching the images. Volumetric point densities estimated for the point cloud obtained by means of the TLS device presented the highest value with a median of 12,025 points· m −3 .
Finally, an estimation of geomorphic change in the glacier during the study period was not possible because accuracies estimated by the RMSE, the C2C and the M3C2 distances were higher than annual creep velocities and surface lowering of the glacier observed previously [47] .
Conclusions
In this study, different workflows were tested in order to produce 3D models of the Corral del Veleta rock glacier for three different years and using SfM-MVS techniques. Two different kinds of images were used as input: conventional Low Dynamic Range photographs (LDR) and pre-processed High Dynamic Range (HDR) compositions. At the same time, two software packages (123D Catch and Agisoft Photoscan) were tested and fed with the LDR images and the HDR compositions.
The RMSEs calculated during the referencing and scaling procedures resulted in a global estimated accuracy that ranged from 0.036 to 2.469 m and the M3C2 mean error ranged from 0.084 (standard deviation of 0.403 m) to 1.451 m (standard deviation of 1.625 m). Values of the RMSE presented here contribute to increase the current knowledge about the performance of SfM-MVS techniques over a wide range of scales and landforms and agree (in magnitude) with other previously presented in the literature. Other two parameters, estimated over the whole point cloud were used to analyze the accuracy of the different SfM-MVS pipelines: the Cloud-to-Cloud method (C2C) and the Multiscale Model-to-Model comparison (M3C2). These methods have been proposed recently as the more suitable approaches to estimate the accuracy of 3D models and point clouds. The M3C2 and the C2C parameters presented a similar performance for the 12 analyzed point clouds. However, important differences were observed when comparing the behavior of the M3C2-C2C and the RMSE, suggesting that the later does not reflect totally the accuracy of the point cloud. Consequently, authors suggest the simultaneous use of the RMSE and the M3C2/C2C for future applications. The values of the RMSE, the M3C2 and the C2C showed that the current methodology could be only applied to estimate relatively large changes in the case of the Corral del Veleta rock glacier (>0.30 m) at medium-term time-scale (5 to 10 years).
Probably, the final accuracy obtained here could be improved using a denser network of oblique camera locations, which in this study are highly constrained by the relief to a few sites. It can be interesting to provide estimations on the accuracy of the models obtained with topographic constraints, as this is the usual situation in high mountain areas. The comparison of the standard parameter survey range (also known as relative precision ratio) showed that the accuracy obtained in this work could be notably improved with a convergent and denser camera network geometry, from 1:370 to approximately 1:639, which is the average value for geomorphological features showed by the literature. The spatial distribution of M3C2 and C2C distances did not show any systematic dome-type error due to the geometry of the pose in the study area.
Having into account the different pipelines, the best performance was produced by Agisoft Photoscan software and LDR images. In fact, no significant improvement was experienced using HDR compositions as input in SfM-MVS methods. At the same time, Agisoft Photoscan overcome 123D Catch, producing more accurate and denser point clouds in 11 out 12 cases.
Regarding the relationship between the cover type and the accuracy, the C2C and the M3C2 parameters showed that years without snow cover (2012 and 2014) resulted in more accurate point clouds as compared to 2011, when the rock debris was covered by snow. However, this difference was not appreciated analyzing the values of the RMSE. It seems logical because the RMSE was estimated for artificial points introduced in the scene. Therefore, those researchers who wish to estimate thresholds of geomorphic change based on the accuracy of the 3D model should have into account that the use of the RMSE may be an erroneous strategy.
Findings presented in this work may be of interest for researchers who want to estimate geomorphic changes using SfM-MVS.
