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Zusammenfassung
Die sich in den letzten Jahren abzeichnende Verteilung von Anwendungssystemen auf vieleRechner in
Netzwerken, die sich in der Praxis unter dem Begriff Client/Server-Computing etabliert hat, brachte
zwangsläufig eine Lücke im Management dieser Systeme mit sich. Es wurde schnell deutlich, daß die
Verteilung der Systeme wesentlich kompliziertere Techniken benötigt, um sie zu administrieren, als
man dies von zentralistischen Systemen her kannte. Anstrengungen von Standardisierungsgremien
und Herstellervereinigungen führten zwar zu einer gewissen Administrierbarkeit, diese beschränkt
sich aber derzeit noch weitgehend auf die beteiligten Knoten und auf die Netzkomponenten. Anwen-
dungen, für die ja letztendlich die Rechner eingesetzt werden, sind bisher nur rudimentär in die heute
vorliegenden und in der Praxis eingesetzten Managementstandards integriert. Die Anzahl der zu ma-
nagenden Objekte innerhalb der Anwendungen wird aber immer größer und die Komplexität der Be-
ziehungen unter den Objekten steigt immer mehr an. Diese Komplexität erfordert fehlertolerante Me-
chanismen in den Managementsystemen, über die Anwendungen administriert werden.
Dieser Beitrag befaßt sich mit Mechanismen zum transaktionsgesicherten Management, wobei das
Anwendungsmanagement im Vordergrund steht. Transaktionskonzepte, die vorwiegend im Daten-
bankbereich entwickelt wurden, werden auf die Verwendbarkeit im Management verteilter Anwen-
dungen hin untersucht. Es wird ein neues Protokoll (Management-Transaktions-Protokoll, kurz MTA-
Protokoll) als Erweiterung zu SNMP vorgestellt, das die Abwicklung von verteilten Transaktionen auf
Managementobjekte ermöglicht.
4
1 Einleitung und Motivation
Das Simple Network Management Protocol (SNMP), das im Internet als Managementunterstützung
eingesetzt wird, hat sich in der Praxis zum Standard im Netz- und Systemmanagement entwickelt, für
das Anwendungsmanagement bietet es aber relativ wenig Unterstützung. Es gibt zwar einige Ansätze,
Anwendungen über SNMP-basierte Werkzeuge zu administrieren, eine allgemein akzeptierte Lösung
ist jedoch noch nicht in Sicht. In der Praxis erhöht sich die Anzahl der verteilten Client/Server-
Anwendungen und damit die Anforderungen an ein Management dieser Anwendungen immer mehr.
Mit den Anwendungen müssen neue, zum Teil sehr komplexe Managementobjekte betrachtet werden.
Verteilte Anwendungen haben naturgemäß auch verteilte Managementobjekte, die miteinander in
Beziehungen stehen und voneinander abhängen. Diese Verteilung stellt hohe Anforderungen an die
Managementprotokolle. Systeme zum Management verteilter Anwendungen müssen Transaktions-
konzepte unterstützen, um die Zuverlässigkeit und Fehlertoleranz [Bell86] von Managementoperatio-
nen zu erhöhen. Werden zum Beispiel mehrere voneinander abhängige Managementoperationen auf
Objekte in verschiedenen Knoten ausgeführt, muß bei kritischen Objekten (z. B. Konfigurationspara-
meter) eine vollständige Ausführung aller Operationen auch bei Ausfällen von Komponenten garan-
tiert werden, um die Objekte jederzeit konsistent zu halten. Konsistenz bedeutet, daß alle Regeln, die
für Managementobjekte gelten, zu jeder Zeit gültig sind, auch wenn eine Komponente ausfällt. Auf
das Management bezogen heißt dies, daß ein Managementsystem in der Lage sein muß, bei Fehlern
oder aufgrund eines Ausfalls wieder einen ordnungsgemäßen Zustand der gesamten im Netz vorhan-
denen Managementinformation herzustellen. Diese Problematik ist auch Forschungsgegenstand im
Netz- und Systemmanagement (siehe z. B. [Naka93]), jedoch beziehen sich hier die meisten Operatio-
nen auf einzelne Knoten, was die Forderung nach verteilten Transaktionen nicht so dringend erschei-
nen läßt. Trotzdem sind in Zukunft auch hier Transaktionsk zepte erforderlich.
Die Notwendigkeit von Transaktionskonzepten für das Management läßt sich am einfachsten an ei-














befinden, verändern (siehe Abb. 1). Nehmen wir weiterhin an, daß zwischen den
Objekten eine semantische Abhängigkeit besteht, die festlegt, daß Änderungsoperationen an den drei
Objekten aus Konsistenzgründen ur ganz oder gar nicht (atomar) wirksam werden dürfen. Dann dür-
fen auch Zwischenergebnisse der drei Operationen erst sichtbar werden, wenn sie alle erfolgreich aus-
geführt worden sind. Die Ergebnisse der Operationen sind also so lange für andere Prozesse zu isolie-
ren bzw. unwirksam zu halten, bis alle sicher ausgeführt sind. Im Falle eines Fehlers während einer
Operation (Programmabsturz, Systemabsturz, Unterbrechung der Kommunikation) müssen bereits
ausgeführte Operationen rückgängig gemacht werden. Ein Netzadministrator würde die Operationen
beispielsweise über ein SNMP-basiertes Managementwerkzeug aus einer Managementanwendung
heraus in drei einzelnen, nicht zusammenhängenden Set-Requests ausführen.
Abb. 1: Zusammenhängende Managementoperationen, die bei auftretenden Fehlern
 zu Inkonsistenzen führen können



















Bei der Ausführung der Operationen kann es nun aber zu einigen Problemen kommen. Beispielsweise
kann es sein, daß die erste Operation erfolgreich ausgeführt wird, die zweite allerdings nicht. In die-
sem Fall kann mit den im Internet-Managementmodell zur Verfügung stehenden Mitteln kein Rück-
setzen des Objektes mo
1
 durchgeführt werden. Das gleiche trifft für die erste und zweite Operation zu,
falls die dritte nicht erfolgreich abgeschlossen werden kann. Die Bedingung der Atomarität kann
damit nicht erfüllt werden. Eine abgeschlossene Operation ist sofort für andere Prozesse sichtbar,
sobald sie vom Agenten bearbeitet wurde. Macht der Administrator bei Auftreten eines Fehlers in der
zweiten Operation die erste wieder rückgängig, kann es sein, daß ein anderer Administrator bereits
den falschen Wert "10" von mo
1
 gelesen hat.
Das Beispiel zeigt also, daß Mechanismen gefordert sind, die es einem Administrator ermöglichen,
mehrere zusammenhängende Operationen an verteilten Managementobjekten i  einer atomaren Trans-
aktion auszuführen. Bei Auftreten eines Fehlers während der Abarbeitung der Operationen muß ein
Rücksetzmechanismus alle bereits ausgeführten Änderungen rückgängig machen. Dazu sind auf je-
dem Knoten Softwarekomponenten erforderlich, welche die aus Datenbankmanagementsystemen
(DBMS) her bekannten Aufgaben wie Transaktionsverwaltung, Synchronisation paralleler Zugriffe
und Recovery erledigen. Zudem wird für die Koordination der beteiligten Knoten untereinander ein
Managementprotokoll benötigt, das verteilte Transaktionen unterstützt.
Managementtransaktionen sind sicherlich nicht für alle Anwendungstypen erforderlich, sondern vor-
wiegend für Anwendungen, die sich durch einen hohen Verteilungsgrad, hohe Sicherheitsanforderun-
gen und hohe Dynamik auszeichnen und daher auch ein zuverlässiges Managementsystem zu deren
Administration benötigen. Typische Anwendungen, für die transaktionsgesicherte Managementsyste-
me von großem Nutzen sind, sind u. a.:
• Verteilte Bankanwendungen im Devisen- und Aktienhandel mit Hunderten von Clientsystemen
(Arbeitsplätzen) und vielen, redundant ausgelegten Serverprozessen. Hier sind Managementme-
chanismen erforderlich, die z. B. eine schnelle, zuverlässige und evtl. automatische Relokation von
Serverprozessen ermöglichen, ohne die Verfügbarkeit zu beeinträchtigen. Über eine Management-
transaktion kann man einen Serverprozeß auf einem Knoten beenden, während ein anderer Server-
prozeß auf einem weiteren Knoten gestartet wird, um dessen Aufgaben zu übernehmen. Durch
Einbettung der Operationen in eine Transaktion verhindert man, daß sich der eine Prozeß beendet
und der andere trotzdem nicht aktiv wird.
• Verteilte Datenhaltungssysteme und sonstige verteilte Anwendungen, die auf jedem Knoten (z. B.
aus Performancegründen) die Statusinformationen aller beteiligten Knoten redundant verwalten.
Fällt ein Knoten aus, müssen alle Statustabellen der anderen Knoten gemeinsam aktualisiert wer-
den, wofür sich eine Managementtransaktion sehr gut eignet.
• Verteilte Anwendungen im logistischen Bereich zur Steuerung von fördertechnischen Einrichtun-
gen. Ein Beispiel für eine typische Anwendung einer Managementtransaktion ist das Umschalten
hintereinanderliegender Weichen, die nur gemeinsam geschaltet werden dürfen.
Für das transaktionsgesicherte Management verteilter Anwendungen kann das SNMP-Modell durch-
aus als Basis dienen, Transaktionskonzepte müssen aber ergänzt werden. In diesem Artikel werden
nach einer Einführung in die Problematik des Anwendungsmanagements und in allgemeine Transak-
tionskonzepte die Anforderungen an ein transaktionsgesichertes Management untersucht und der Be-
griff der Managementtransaktion eingeführt. Das SNMP-Modell [IAB93a-b] [Rose93] wird schließ-
lich um Transaktionsmechanismen erweitert, und es wird ein neues Transaktionsprotokoll als Erweite-
rung zu SNMP vorgestellt. Ein wesentliches Ziel der Arbeit ist es, Transaktionssicherheit mit einfa-
chen aber effizienten Mitteln zu erreichen. Der derzeitige Erfolg des SNMP-Modells zeigt deutlich,
daß sich zu komplexe Modelle nur schwer durchsetzen können. Einfache Implementierbarkeit und




Da für den Begriff Anwendungsmanagement noch keine allgemein anerkannte Definition vorliegt, soll
zunächst erläutert werden, was wir darunter verstehen und wie es gegenüber dem Netz- und System-
management abgegrenzt werden kann. Eine ausführliche Erörterung der Managementbereiche ist
[Hege93] zu entnehmen. Dort wird auch der Begriff des Enterprise Managements als übergeordnetes
Managementszenario, in dem alle Teilbereiche im Kontext eines Unternehmens betrachtet werden,
untersucht.
Nach [Hege93] befaßt sich das Netzmanagement historisch gesehen mit dem Management von Netz-
komponenten, also mit allem, was für die Kommunikation notwendig ist. Das Systemmanagement ist
zuständig für die Verwaltung der einzelnen Rechner, die in der OSI-Terminologie auch als offene
Systeme bezeichnet werden. Durch das Aufkommen von Client/Server-Architekturen, in denen Auf-
gaben auf mehrere Rechner verteilt sind, wird eine Abgrenzung von Netz- und Systemmanagement
immer komplizierter. Heute versteht man unter Systemmanagement wesentlich mehr als nur das Ma-
nagement einzelner Rechner. Nach [Hege93] ist es die Aufgabe des Systemmanagements, die verteilt
erbrachten Systemfunktionen so zu organisieren, daß die vernetzten Einzelsysteme (Rechner) nach
außen hin wie ein (virtuelles) System erscheinen. Damit wird deutlich, daß beide Managementteilbe-
reiche bei heute vorliegenden verteilten Systemen nur noch schwer voneinander abzugrenzen sind.
Das Anwendungsmanagement kann als eigenständiger Managementteilbereich aber auch als Spezial-
gebiet des Systemmanagements aufgefaßt werden. Bei verteilten Anwendungen ist dieser Teilbereich
aber in jedem Fall rechnerübergreifend zu sehen, da Komponenten (Prozesse) einer Anwendung auf
mehreren Rechnern ablaufen. Insbesondere bei Client/Server-Anwendungen ist es der Normalfall, daß
Clientprozesse auf anderen Rechnern ablaufen als Serverprozesse. Wir wollen im folgenden nicht
weiter ausführen, wo das Anwendungsmanagement einzuordnen ist, sondern uns auf die eigentlichen
Managementaufgaben konzentrieren.
Im Mittelpunkt des Anwendungsmanagements steht die Administration von verteilten Anwendungen.
Nach [Lock93] versteht man unter einer verteilten Anwendung ein oder mehrere Anwendungspro-
gramme, die aus verschiedenen Prozessen bestehen, die ihrerseits auf verschiedenen Rechnern plaziert
sind und im Rahmen der Anwendungsbearbeitung miteinander kommunizieren. Ziel der Kommuni-
kation kann ein Funktions-, Daten- oder Lastverbund oder eine Mischung daraus sein. Die Grundlage
für viele verteilte Anwendungen bildet das Client/Server-Modell. Eine verteilte Anwendung kann z.
B. eine Buchhaltungs- oder Logistiksoftware aber auch ein verteiltes Datenbankmanagementsystem
sein.
Ein Anwendungsprozeß ist nicht an einen bestimmten Rechner gebunden, sondern kann je nach Be-
darf aufgrund einer Anwendungsentscheidung (z. B. bei Rechnerausfall) auf einen anderen Knoten
verschoben werden. Aus Managementsicht besitzt ein Anwendungsprozeß bestimmte, für das Mana-
gement relevante Informationen, die als Managementobjekte des Anwendungsprozesses (MO) be-
zeichnet werden. Beispiele für derartige Managementobjekte sind Konfigurationstabellen, Zugriffsbe-
rechtigungen, Statusinformationen, Trace- und Logginginformationen und Protokollautomaten höhe-
rer Protokolle. Die Abgrenzung zwischen reinen Anwendungsdaten und managementrelevanten Daten
ist oftmals eine Designfrage, die nicht allgemeingültig definiert werden kann. Aufgabe eines Mana-
gementsystems i t es, diese MOs zu verwalten. Hierzu sind Mechanismen erforderlich, um Manage-
mentoperationen auf MOs auszuführen und die Verarbeitung von Managementereignissen, die die
MOs betreffen, zu ermöglichen.
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2.2 Anwendungsmanagement im SNMP-Modell
Da das SNMP-Modell ursprünglich nicht für das Management verteilter Anwendungen konzipiert
wurde, bietet es hierzu auch keine direkte Unterstützung. Wir setzen im weiteren das SNMP-Modell
als bekannt voraus [Hege93] [Rose93] [Garbe91] und geben deshalb nur eine kurze Einführung. Das
SNMP-Modell unterstützt ein Manager-Agent-Konzept, in dem ein oder mehrere Manager mit Agen-
ten kommunizieren, um die von diesen verwalteten MOs zu lesen oder zu verändern. Die MOs sind in
MIBs (Management Information Base) zusammengefaßt und eindeutig adressierbar. Als Operationen
sind im wesentlichen Get zum Lesen und Set zum Verändern eines MOs definiert. Bei bestimmten
Ereignissen kann ein Agent Traps an einen oder mehrere Manager senden. Ein Knoten kann nur einen
Agenten aufnehmen, der über eine definierte Adresse ansprechbar ist. Einige MIBs sind bereits stan-
dardisiert, spezielle Objekte von Anwendungen wurden bisher allerdings noch nicht berücksichtigt. Es
gibt einige Möglichkeiten, private Objekte über den Agenten eines Knotens zu administrieren (z. B.
über Proxy-Agenten), jedoch ist keine standardisierte Schnittstelle zum Agenten definiert. Das
SNMP-Modell muß also diesbezüglich erweitert werden. Als einfache Erweiterung zur Unterstützung
von verteilten Anwendungen ist folgendes Modell denkbar:
Die zu managenden Objekte von Anwendungen sind Bestandteile der Prozesse einer verteilten An-
wendung. Sie liegen in den Adreßräumen der Anwendungsprozesse oder auf externen Speicherberei-
chen, die von Anwendungsprozessen verwaltet werden. Die MOs einer Anwendung bilden gemeinsam
die Managementsicht auf die Anwendung und können in einer oder mehreren Anwendungs-MIBs
(AMIB) zusammengefaßt werden. Die MOs von Anwendungen können genauso beschrieben werden,
wie dies im Informationsmodell des SNMP-Modells für MOs des Netz-/Systemmanagements definiert
ist (ASN.1-Notation). Als MOs sind also gemäß SMI (Structure for Management Information,
[IAB93b]) einfache Variablen und Tabellen zugelassen. Der Zugriff auf eine AMIB wird von einem
Anwendungsagenten koordiniert, der die Managementschnittstelle auf die AMIB repräsentiert. Als
Managementprotokoll zwischen Manager und Anwendungsagenten kann SNMP verwendet werden.
Üblicherweise greifen in einem Netzwerk eine kleine Anzahl von Managern bzw. Managementan-
wendungen konkurrierend über die Anwendungsagenten auf die MOs der verteilten Anwendu gen zu.
Über diese Modellerweiterung können Anwendungen über SNMP-Mechanismen administriert wer-
den, jedoch sind in SNMP keine Managementtransaktionen ausführbar. Mit dieser Problematik befaßt




Transaktionskonzepte sind insbesondere bei Datenbanken, Transaktionsmonitoren [Meye88], Trans-
aktionsmanagern [DTP93a] und Betriebssystemen [Tane94] seit längerem ein wichtiger Forschungs-
gegenstand. Insbesondere im Datenbankbereich liegen seit längerem eine Fülle von Implementierun-
gen vor. Der Begriff der Transaktion wird in der Literatur [Gray93][DTP93a][Bell92][Voss93] häufig
über das Akronym "ACID", das für vier Eigenschaften einer Transaktion, nämlich atomarity, consi-
stency, isolation und durability steht, erläutert. Eine Transaktion wird als ACID-Transaktion bezeich-
net, wenn sie alle vier ACID-Eigenschaften erfüllt. Diese sollen im folgenden kurz eingeführt werden.
Eine Transaktion ist entweder ganz oder gar nicht - also atomar (atomicity) - auszuführen. Passiert
während der Transaktion ein Fehler (z. B. Systemausfall, Netzwerkzusammenbruch oder Pro-
grammabsturz), so müssen alle bis dahin ausgeführten Operationen wieder rückgängig gemacht wer-
den. Parallel ablaufende Transaktionen dürfen nichts davon merken. Bei erfolgreichem Transaktions-
ende (Commit) müssen alle Operationen vollständig ausgeführt werden. Für ein Rücksetzen der Ob-
jekte in den Zustand vor Beginn einer Transaktion müssen während der Ausführung der Transaktion
redundante Informationen über Änderungsoperationen auf einem dauerhaften (stabilen) Speicher mit-
protokolliert werden. Der Protokolliervorgang wird auch als Logging, der Rücksetzvorgang in einen
konsistenten Vorgängerzustand als Recovery bezeichnet.
Ein Transaktionssystem uß sicherstellen, daß die Integrität bzw. Konsistenz (consistency) der Da-
tenobjekte jederzeit gewährleistet ist. Eine Transaktion führt einen konsistenten Zustand der Daten in
einen neuen konsistenten Zustand über. Parallel ausgeführte Transaktionen dürfen sich gegenseitig
nicht beeinflussen, müssen also voneinander isoliert ablaufen (isolation, in [Bell92] auch indepen-
dence). Teilresultate einer Transaktion dürfen für andere Transaktionen nicht sichtbar werden, wes-
halb die Bearbeitungsreihenfolge ine wesentliche Rolle spielt. Werden innerhalb einer Transaktion
wie bei einem DBMS persistente Objekte bearbeitet, so müssen diese Objekte bei Transaktionsende
dauerhaft (durability) auf stabilem Speicher abgelegt werden. Bei Auftreten eines Fehlers muß ein
Wiederanlaufverfahren dafür sorgen, daß die Objekte wiederhergst llt werden.
Aus Sicht eines Anwendungsprogramms wird eine Transaktion mit einer Operation BeginTransaction
eingeleitet und im Erfolgsfall mit einer Operation Commit abgeschlossen. Im Fehlerfall wird eine
Transaktion mit der Operation Rollback zurückgesetzt. Alle Operationen zwischen BeginTransaction
und Commit bilden eine zusammengehörige Aktion, für die die ACID-Eigenschaften gelten.
Es wird zwischen flachen, geschachtelten und verketteten Transaktionen unterschieden. Flache Trans-
aktionen (flat transactions) fassen eine Menge von Operationen zu einer unteilbaren Aktion zusammen
und werden nicht mehr weiter unterteilt. Ein Fehler während der Ausführung bewirkt ein Zurückset-
zen bis zum Transaktionsbeginn, was bei umfangreichen Aktionen sehr kostenintensiv ist. Geschach-
telte Transaktionen (nested transactions) [Weik89] werden in mehrere Subtransaktionen, die parallel
ausgeführt werden können, zerlegt. Jede Subtransaktion wird für sich atomar ausgeführt, Persistenz
gilt jedoch nur für die gesamte Transaktion. Dies bedeutet, daß ein Fehler in einer Subtransaktion
zunächst nur zum Zurücksetzen der fehlerhaften Subtransaktion führt. Die übergeordnete Transaktion
entscheidet die weitere Vorgehensweise. Vorteil der Verschachtelung ist die bessere Parallelisierbar-
keit von umfangreichen Transaktionen, nachteilig ist der erheblich größere Implementierungsaufwand.
Spezialfälle von geschachtelten Transaktionen sind Sagas und Mehrschichten-Transaktionen (siehe
hierzu [Voss93]). Verkettete Transaktionen ermöglichen die sequentielle Ausführung mehrerer flacher
Transaktionen, wobei beim Übergang der Kontext weitergereicht wird. Jede Transaktion innerhalb der
Kette ist eine eigene ACID-Transaktion und wird beim Übergang zur nächsten vollständig beendet.
Durch die Verkettung kann ein Leistungsgewinn erzielt werden. Der Übergang von einer Transaktion




Durch nebenläufig ausgeführte Transaktionen kann es also ohne Einsatz geeigneter Synchronisations-
techniken zu Fehlersituationen kommen. [Gray93] unterscheidet als mögliche Fehlerfälle lost-update,
dirty-read und unrepeatable-read (Abb. 2). Ein lost-update-Problem kann entstehen, wenn eine
Transaktion T
1
 eine Änderungsoperation (write- oder set-Operation) auf ein Objekt ausführt, das in
einer parallel ausgeführten Transaktion T
2
 ebenfalls verändert wird. Dadurch kann das Ergebnis der
Operation aus T
1 
verlorengehen. Unter dirty-read versteht man einen Fehlerfall, der auftreten kann,
wenn eine Transaktion T
1
 eine write-Operation auf ein Objekt ausführt und dann abbricht. Noch vor
Abbruch von T
1
 kann nämlich eine Transaktion T
2
 das Objekt mit einer Leseoperation (read- oder get-
Operation) anschauen und somit einen Wert lesen, der nicht korrekt ist, weil T
1
 zurückgesetzt werden
muß. Unter unrepeatable-read ist zu verstehen, daß innerhalb einer Transaktion die Wiederholung
eines Lesevorgangs mit gleichem Ergebnis zu einem späteren Zeitpunkt nicht möglich ist. Dieser Fall
tritt ein, wenn T
2
 eine read-Operation auf ein Objekt ausführt, dann T
1
 eine write-Operation auf das
gleiche Objekt durchführt und schließlich T
2
 wieder eine read-Operation auf dieses Objekt. Die erste
read-Operation von T
2
 ist somit nicht wiederholbar, weil das Objekt von einer parallel ablaufenden
Transaktion T
1
 zwischenzeitlich verändert wurde.
Abb. 2: Mögliche Fehlersituationen bei parallelen Zugriffen auf Objekte
Diese Fehlerfälle können nur vorkommen, wenn die Isolierungseigenschaft einer Transaktion nicht
erfüllt wird. Als grundlegende Forderung gilt, daß Operationen nebenläufiger Transaktionen seriali-
sierbar sein müssen, d. h. die nebenläufigen Transaktionen müssen die Ergebnisse liefern, die auch ein
serielles Ausführen der Transaktionen liefern würde. Die Sequenz an read- und write-Operationen
parallel ausgeführter Transaktionen wird auch schedule genannt. Im ANSI-SQL-Standard wurden
verschiedene Stufen der Isolierung definiert, die von einer Anwendung mit einer SQL-Anweisung
einstellbar sind. Zur Serialisierung der Zugriffe werden spezielle Verfahren wie z. B. Locking der
Ressourcen, auf die parallel zugegriffen wird, eingesetzt.
Im Datenbankbereich wurden einige Verfahren zur Synchronisation nebenläufiger Transaktionen
entwickelt. Beispiele hierfür sind das Zeitstempelverfahren und optimistische Verfahren, die ausführ-
lich in [Voss93] [Gray93] beschrieben sind. In praktischen Implementierungen [Info93] [McGo93] hat
sich weitgehend die Lockingtechnik, und zwar überwiegend das Two-Phase-Locking (2PL) durchge-
setzt. Beim 2PL werden nach Beginn einer Transaktion in einer ersten Phase alle benötigten Sperren
besorgt und erst dann in einer zweiten Phase wieder freigegeben, wenn keine weiteren Sperren mehr
benötigt werden. Die erste Phase wird auch als Zunahmephase bezeichnet, die zweite als Abnahme-
phase. Man spricht von konservativem 2PL, falls jede Transaktion zu Beginn (vor der ersten Operati-
on) alle benötigten Sperren setzt und von strengem 2PL, wenn alle Sperren erst am Ende der Transak-
tion (nach der letzten Operation) freigegeben werden [Voss93]. In Datenbanktransaktionen gängiger
DBMS wie Informix [Info93] und Sybase [McGo93] werden die Sperren während der Zugriffe auf die

























Die Verwaltung der Sperren kann ein zentraler Masterknoten übernehmen, was aber aus Verfügbar-
keitsgründen voraussetzt, daß bei Ausfall des Masters ein anderer Knoten diese Rolle übernehmen
kann. Alternativ dazu kann die Verwaltung von allen beteiligten Knoten gemeinsam übernommen
werden, wobei es wieder mehrere Alternativen gibt. Jeder Knoten kann alle Locks in einer replizierten
Locktabelle halten oder aber ein Knoten führt nur die Locks der Objekte, die er verwaltet.
P1: Zunahmephase
P2: Abnahmephase
Abb. 3: Phasen bei strengem Two-Phase-Locking
Die Softwarekomponente, die die Locks verwaltet, wird in einem DBMS als Lockmanager bezeich-
net. Durch das Verwenden von Sperren kann es zu Deadlocksituationen kommen, die entweder ver-
mieden oder erkannt und aufgelöst werden müssen. Deadlocks können bekanntlich dadur  vermieden
werden, daß eine der vier Bedingungen, die für eine Deadlock-Situation erfüllt sein müssen, durch-
brochen wird [Tane94]. Eine Möglichkeit zur Deadlock-Vermeidung ist es, alle Sperren bei Transak-
tionsbeginn anzufordern (konservatives 2PL) und dann erst die Operationen auszuführen, wenn alle
Sperren gesetzt sind. Können eine oder mehrere Sperren nicht gesetzt werden, werden alle anderen
auch wieder freigegeben und die Transaktion wird nicht ausgeführt. Dieses Verfahren wird aber selten
eingesetzt. Zur Deadlock-Erkennung und -Auflösung wird in der Praxis häufig ein einfaches aber
robustes Verfahren, das auf Zeitüberwachung beruht, verwendet (siehe [Gray93]). Wenn eine Trans-
aktion ein Objekt nicht bearbeiten kann, weil es von einer anderen Transaktion gerade gesperrt wird,
wird maximal eine bestimmte Zeit (Timeout-Zeit) gewartet. Nach Ablauf der Timeout-Zeit wird die
Transaktion zurückgesetzt. Problematisch an diesem Verfahren ist die richtige Wahl der Wartezeit, da
sie unmittelbare Auswirkung auf den Durchsatz eines Systems hat [Lock93]. Bei diesem Verfahren
kann es vorkommen, daß Transaktionen abgebrochen werden, die nicht zwangsläufig zu einem
Deadlock führen. Hier handelt es sich also um einen "unpräzisen" Deadlock-Erkennungs-
Algorithmus. "Präzise" Deadlock-Erkennungs-Algorithmen erkennen nur echte Deadlocks, sind aber
für verteilte Anwendungen in praktischen Implementierungen icht eingesetzt [ISO92a]. Eine präzise
Erkennung von Deadlocks ist z. B. über globale (netzweite) Wartegraphen möglich [Lock93].
Ein wichtiger Aspekt beim Locking ist die Sperrgranularität. Sie legt fest, wieviele Objekte mit einem
Lock für andere Transaktionen blockiert werden. Eine grobkörnige Granularität, die etwa durch Sper-
ren ganzer Blöcke (Plattenbereiche) erreicht wird, braucht wenig Betriebsmittel, ist aber ungünstig für
die Parallelität und setzt somit die Performance eines Transaktionssystems herab. Eine feinkörnige
Lockgranularität etwa für Sätze oder gar Attribute erhöht die Parallelität, benötigt aber wesentlich
mehr Betriebsmittel. Heutige Datenbankmanagementsysteme bi ten meist Möglichkeiten, die vom
Sperren einer ganzen Datenbank über Tabellensperren bis hin zu Satzsperren reichen. Im SQL-
Standard ist es z. B. möglich, über eine explizite Anweisung eine Tabelle zu sperren (SQL-
Anweisung Lock Table). Satz- oder Blocksperren werden aber durch das DBMS automatisch anhand
der in den SQL-Anweisungen adressierten Objekte vorgenommen. Der Entwickler einer Datenbank-
anwendung muß also seine Locks nicht explizit anfordern, da dies vom DBMS erledigt wird.
Es werden shared und exclusive Locks unterschieden. Hält eine Transaktion ein Objekt über einen
shared Lock, kann eine andere Transaktion dieses Objekt lesen aber nicht verändern. Wird ein Objekt
exklusiv von einer Transaktion gesperrt, kann eine andere Transaktion das Objekt weder lesen noch






geschieht in einer SQL-DBMS in der Regel so, daß zunächst eine Select-for-Update-Anweisung abge-
setzt wird und die Ergebnistupel anschließend mit einer Update-Anweisung verändert werden.
3.3 Logging und Recovery
Als Logging wird das Verfahren bezeichnet, das in Transaktionssystemen zur Verwaltung redundanter
Information über Änderungsoperationen verwendet wird. Diese Redundanz wird bei der Bearbeitung
von Fehlerfällen zum Wiederherstellen eines konsistenten Zustands benötigt. Die Softwarekomponen-
te, die diese Aufgabe übernimmt, wird als Loggingmanager bezeichnet und muß in jedem Knoten
eines verteilten Systems vorhanden sein. Die redundante Information wird in einem Log auf stabilem
Speicher mitprotokolliert, so daß sie nach einem Systemausfall noch vorhanden ist. Zugriffe auf das
Log sind nur über die Dienste des Loggingmanagers möglich. Im DTP-Modell der X/Open
(Distributed Transaction Model, [DTP93a]) muß jeder Ressourcenmanager sein privates Log verwal-
ten. In [Gray93] wird ein Vorschlag gemacht, der in jedem Knoten einen Loggingmanager, auf den
der Transaktionsmanager und alle Ressourcenmanager gleichermaßen zugreifen, bevorzugt. Das Log
wird sequentiell mit Logsätzen gefüllt. Jeder Logsatz wird eindeutig identifiziert (z. B. durch eine Log
Sequence Number oder LSN, siehe [Gray93]). Wann ein Logsatz von welcher Komponente geschrie-
ben werden muß und welche Information dieser Satz enthält, hängt davon ab, welche Recovery-
Technik verwendet wird. Die zeitliche Reihenfolge, in der Operationen ausgeführt werden, muß sich
auch im Log widerspiegeln. Falls also eine Transaktion T
1
 ein Objekt o
1 
verändert, bevor eine Trans-
aktion T
2 
eine Änderung am Objekt o
2 
vornimmt, muß diese Reihenfolge auch in den zugehörigen
Logsätzen gelten, was eben durch eine sequentielle Verwaltung des Logs erreicht wird [Voss93]. Der
Recoverymanager ist die Softwarekomponente, die auf einem Knoten bei einem Transaktionsabbruch
oder bei einem Restart eines Systems aufgerufen wird, um die Konsistenz wiederherzustellen. Er
braucht die Dienste des Loggingmanagers, um seine Aufgaben zu erledigen, damit er anhand der ge-
schriebenen Logsätze die Zustände der zuletzt bearbeiteten Transaktionen nachvollziehen kann.
Ein Problem beim Recovery bilden sog. reale bzw. persistente Operationen. Dies sind Operationen,
die bei der Ausführung sofort wirksam werden und nicht mehr zurückzusetzen sind, wie z. B. das
Verändern eines Hardwareschalters. Reale Operationen dürfen vom zuständigen Ressourcenverwalter
erst ausgeführt werden, wenn die Commit-Entscheidung getroffen ist.
Zur Kommunikation der beteiligten Komponenten werden Protokolle benötigt, die die Möglichkeit
bieten, bei Fehlern eine Koordination über das tatsächliche Ergebnis einer Transaktion durchzuführen.
[Gray93] unterscheidet hierzu lokale und verteilte Recovery-Protokolle, wobei die lokalen Protokolle
für die Kommunikation der Komponenten innerhalb eines Knoten eingesetzt werden, während die
verteilten Protokolle zur Kommunikation über ein Netzwerk verwendet werden.
Das kontinuierliche Schreiben der Logginginformation belastet die Performance eines Systems, wes-
halb verschiedene Auslagerungsstrategien zur Optimierung entwickelt wurden. Diese versuchen, die
Schreibzugriffe auf den stabilen Speicher zu begrenzen bzw. asynchron zur eigentlichen Transakti-
onsverarbeitung auszuführen. Eine dieser Optimierungen ist die sog. NOFORCE-Strategie, die beim
Ende einer Transaktion kein Schreiben der Änderungsoperationen auf einen stabilen Speicher erfor-
dert. Die Änderungen werden asynchron gesichert, was aber im Fehlerfall Nachteile beim Recovery
hat [Rahm93].
Die lokalen Recovery-Protokolle unterscheiden sich durch die Maßnahmen, die im Recovery-Fall zu
ergreifen sind, um bereits ausgeführte Aktionen rückgängig zu machen bzw. erneut auszuführen. Sie
sind auch unter der Bezeichnung Do-, Undo- und Redo-Protokolle bekannt. Ein Redo-Protokoll ist
erforderlich, wenn eine Transaktion beendet werden kann, noch bevor alle Operationen dauerhaft aus-
geführt wurden. Das Schreiben der Änderungen wird also bei Transaktionsende nicht erzwungen
(NOFORCE). Nach einem Fehler kann es dann nämlich passieren, daß einige Operationen erneut
auszuführen sind. Ein Undo-Mechanismus muß unterstützt werden, wenn in einer Transaktion bereits
Operationen ausgeführt, also persistent gemacht werden, bevor die Transaktion beendet wurde
[Rahm93]. Im Fehlerfall kann es dann vorkommen, daß diese Transaktion rückgesetzt wird und daher
noch Änderungen von Objekten wirksam bleiben, die beim Restart zurückgenommen werden müssen.
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Um eine Änderungsoperation im Fehlerfall zurücksetzen zu können, muß vor deren Ausführung ein
Logsatz mit dem alten Wert des Objekts (Before-Image) geschrieben werden. Diese Technik ist auch
als WAL (write ahead log) bekannt. Muß ein Recovery-Protokoll eine Undo- und eine Redo-Logik
unterstützen, um im Fehlerfall wieder einen konsistenten Zustand herzustellen, so wird es als
undo/redo-Protokoll bezeichnet. Ist zur Konsistenzerhaltung weder eine Undo- noch eine Redo-Logik
notwendig, wird das Recovery-Protokoll als No-Undo/No-Redo-Protokoll bezeichnet. Dementspre-
chend können noch die Protokolle Undo/Redo und No-Undo/Redo auftreten [Voss93] [Bell92].
Von grundlegender Bedeutung ist, daß sowohl die Undo- als auch die Redo-Operation idempotent
sind. Eine Operation f ist idempotent, wenn sie beliebig oft hintereinander auf ein Objekt ausgeführt
werden kann, ohne daß sich das Ergebnis dabei verändert (f(f(x)) = f(x)). Es gilt also:
undo (undo (x)) = undo (x)
redo (redo (x)) = redo (x).
Die Recovery-Performance wird auch durch sehr große Logs beeinträchtigt. Da das Log mit der Zeit
stark anwachsen kann, muß ein Mechanismus existieren, der dessen Größe begrenzt. Aus diesem
Grund unterstützen DBMS häufig sog. Sicherungspunkte oder Checkpoints. Dies sind spezielle
Logsätze, die bei einem Restart die Suche im Log nach offenen oder erneut durchzuführenden Trans-
aktionen begrenzen. Eine ausführliche Einführung in die Verwendung von Checkpoints ist in
[Gray93] zu finden.
In einem DBMS wird der Teil des Logs, der nicht mehr für aktuell ablaufende Transaktionen benötigt
wird, zyklisch auf ein anderes Speichermedium (z. B. andere Platte oder Magnetband) archiviert. Die-
ser ausgelagerte Teil wird nur noch benötigt, wenn durch einen Plattencrash die Datenbank oder Teile
davon zerstört werden. In einem Restartverfahren können die bereits ausgeführten Transaktionen aus
dem Archiv nachgefahren (redo) werden. Das direkt zugreifbare Log wird für schnelle Wiederanlauf-
verfahren nach einem Systemcrash, nach Absturz einer Anwendung oder bei einem von einer Anwen-
dung geforderten Rollback einer Transaktion verwendet.
Bei einer verteilten Transaktion wird angenommen, daß diese von einem Knoten bzw. einem Prozeß
dieses Knotens angestoßen wird, der auch als Koordinator (superior, coordinator) die gesamte Trans-
aktion kontrolliert. Alle Knoten, die an der Transaktion teilnehmen, werden als Teilnehmer
(subordinate, participant) bezeichnet. Für die Koordination werden als Recovery-Protokolle u. a. das
Two-Phase- und das Three-Phase-Commit-Protokoll (2PC und 3PC). verwendet. Die Abstimmung
zwischen Koordinator und Teilnehmern geschieht dabei in mehreren Phasen.
Beim 2PC-Protokoll [Reut93] sendet der Koordinator in der ersten Phase (Prepare-Phase) einen Re-
quest (Prepare-Request) an alle Teilnehmer, damit diese sich auf das Transaktionsende vorbereiten.
Die Teilnehmer antworten (votieren) mit "ready" oder "not-ready", je nachdem, ob sie die Transaktion
erfolgreich zu Ende führen können oder nicht. Votiert ein Teilnehmer mit "not-ready", setzt er die
innerhalb der Transaktion ausgeführten Operationen selbständig zurück. Nur wenn alle Teilnehmer
mit "ready" antworten, wird vom Koordinator die zweite Phase eingeleitet, um die Transaktion erfolg-
reich zu beenden. Andernfalls setzt der Koordinator die Transaktion zurück, indem er allen Teilneh-
mern, die mit "ready" antworteten, einen Abort-Request sendet. Wenn ein Teilnehmer "ready" meldet,
muß er in der Lage sein, die Transaktion aus seiner Sicht zu beenden oder zurückzusetzen, da beides
noch möglich ist. Wenn in der Phase 1 bei einem Fehler entschieden wird, die Transaktion abzubre-
chen und zurückzusetzen, so wird dies als presumed abort bezeichnet [Kern93]. Eine einmal getroffe-
ne Entscheidung darf weder vom Koordinator noch von einem Teilnehmer zurückgenommen werden.
In der zweiten Phase sendet der Koordinator einen Commit-Request, um die Transaktion abzuschlie-
ßen. Die Teilnehmer nehmen den Request entgegen, führen ihn aus und beantworten ihn entspre-
chend. Bei der Abwicklung des Protokolls sind zu jeder Zeit Fehler (etwa durch Nachrichtenverluste)
vorstellbar. Diese Fehler können dazu führen, daß ein Teilnehmer oder Koordinator eine Nachricht,
auf die er wartet, nicht oder nicht sofort erhält. Deshalb sind Timer erforderlich, die die Wartezeit
begrenzen. Ein Knoten soll nicht durch andere Knoten blockiert werden. Im Falle eines Systemabstur-
zes muß ein Teilnehmer oder der Koordinator über ein Log verfügen können, aus dem er den Zustand
der Transaktion erfahren kann. Daher ist es notwendig, daß bestimmte Informationen während der
Koordinierung protokolliert werden.
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Es ist auch möglich, daß ein Teilnehmer bei Ausfall einer Netzverbindung eine heuristische Entschei-
dung über die Beendigung der Transaktion trifft, wie dies etwa im von der OSI genormten CCR Ser-
vice Element (siehe [Kern93]) vorgesehen ist. Ist die Verbindung zum Koordinator wieder da, muß
diesem aber die Entscheidung mitgeteilt werden. Hat dieser bereits anders entschieden, liegt eine In-
konsistenz vor. Im 2PC-Protokoll besteht die Möglichkeit, daß Knoten, die nach einer Ready-Antwort
auf einen Commit-Request der Phase 2 warten, blockieren können. Dies ist dann der Fall, wenn nur
noch unsichere, also auf einen Commit-Request wartende Knoten im Netz sind, während alle anderen
und der Koordinator ausgefallen sind. Im 3PC-Protokoll wird nach der ersten Phase noch eine weitere
Phase zur Entscheidungsvorbereitung eingeschoben, was diesen Mangel behebt. Das 3PC-Protokoll
ist ausführlich in [Bell92] beschrieben.
Es gibt mehrere 2PC-Variationen mit unterschiedlichsten Optimierungen (siehe z. B. [Stam93]
[Roth93]). Für eine detaillierte Beschreibung insbesondere der Fehlerbehandlung wird auf die ange-
gebene Literatur verwiesen.
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4 ACID-Eigenschaften von Managementtransaktionen
Managementsysteme dienen der Administration von verteilten Ressourcen, also von Managementob-
jekten in Netzkomponenten, Systemen (Knoten) und Anwendungsprozessen. Transaktionsorientierte
Managementsysteme ermöglichen es darüber hinaus, Operationen auf beliebige MOs zu einer Trans-
aktion zusammenzufassen. Der Begriff der Managementtransaktion ist aber bisher noch nicht eindeu-
tig definiert, weshalb hier zunächst eine Definition gegeben werden soll. Dabei wird auf die ACID-
Eigenschaften Bezug genommen. Für die weitere Betrachtung bilden das SNMP-Modell mit seinem
Manager-Agent-Konzept und die vorher erläuterten allgemeinen Transaktionskonzepte die Basis.
Um festzustellen, welche Relevanz die ACID-Eigenschaften für eine Transaktion im Managementbe-
reich haben, müssen zunächst die möglichen Zugriffe auf Objekte betrachtet werden, wie dies in ähn-
licher Weise auch in [Naka93] für MOs aus dem OSI-Managementmodell erfolgt. Die MOs werden
im Internet-Informationsmodell in einer erweiterten ASN.1-Notation beschrieben (siehe ASN.1-
Makro OBJECT-TYPE). Ein Beispiel für die Deklaration eines MOs mit dem Namen status in






::= { ... }
Abb. 4: ASN.1-Beschreibung eines Objekttyps in SNMPv2
Bei der Definition wird über MAX-ACCESS (in SNMPv1 ACCESS) angegeben, welche Zugriffrechte
auf das MO gelten, wobei read-only, read-write, read-create und not-accessible möglich sind. Mit
read-write und read-create werden Objekte beschrieben, auf die sowohl mit Set- als auch mit Get-
Operationen zugegriffen werden kann. Mit read-only werden Objekte bezeichnet, die nur mit Get
gelesen werden können. Das Zugriffsrecht not-accessible erlaubt weder lesenden noch schreibenden
Zugriff und ist für die weitere Betrachtung nicht von Bedeutung. Das in SNMPv2 hinzugekommene
Zugriffsrecht read-create erlaubt zudem noch das Erzeugen eines Objektes, was ebenfalls nicht weiter
betrachtet wird. In SNMPv1 gibt es noch das Zugriffsrecht write-only, dessen Bedeutung aber zwei-
felhaft ist, weshalb es in SNMPv2 eliminiert wurde. Im folgenden werden also nur noch die Zugriffs-
rechte read-only und read-write betrachtet, wobei alles, was für read-write festgelegt wird, auch für
read-create gilt.
Die Zugriffsrechte gelten für Operationen (get, set), die von Managern initiiert werden, nicht jedoch
für Operationen, die innerhalb der zu managenden Einrichtung, ohne Aufforderung durch einen Ma-
nager, angestoßen werden. Erstere werden im folgenden als externe Operationen bezeichnet, da sie
von außen an die zu managende Einrichtung gesendet werden, letztere als interne Operationen. Eine
interne Operation ist z. B. das Hochzählen eines Verbindungs- oder eines Nachrichtenzählers, der
durchaus das Zugriffsrecht read-only besitzen kann. Dies ist für transaktionsorientierte Zugriffe auf
die MOs nicht ausreichend, da auch die Zugriffe von internen Operationen mit den Zugriffen der Ma-
nager synchronisiert werden müssen. Wir erweitern deshalb die Semantik der Begriffe read-only und
read-write in folgender Weise:
• MOs, für die als Zugriffsrecht read-only vergeben wird, dürfen von einem Manager nicht verändert
werden. Die Komponente, zu der ein Read-Only-MO gehört, darf dieses in einer internen Operati-
on verändern.
• MOs mit Zugriffsrecht read-write können sowohl von einem Manager als auch von der admini-
strierten Komponente selbst verändert oder gelesen werden.
Damit wird eine Diskussion der ACID-Eigenschaften für Managementtransaktionen möglich. Für
externe Operationen, die MOs mit Zugriffsrecht read-only lesen, hat ein Transaktionskonzept keine
Bedeutung und demzufolge muß keine der ACID-Eigenschaften erfüllt werden. Auf derartige MOs
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können nur Get-Operationen ausgeführt werden, also ist die Atomaritätseigenschaft überflüssig. Iso-
lation nebenläufiger Transaktionen ist nicht erforderlich, da bei ausschließlichen Lesezugriffen keines
der typischen Probleme konkurrierender Zugriffe (lost update, dirty read, unrepeatable read) auftreten
kann. Die Konsistenz und die Dauerhaftigkeit sind ebenfalls implizit gewährleistet. Für interne Ope-
rationen auf MOs mit Zugriffsrecht read-only ist die Einhaltung von ACID-Eigenschaften ebenfalls
nicht erforderlich, wenn vorausgesetzt wird, daß interne Operationen nicht konkurrierend, also immer
von einer verantwortlichen Komponente, ausgeführt werden.
Für interne und externe Operationen, die MOs mit Zugriffrecht read-write bearbeiten, sind die ACID-
Eigenschaften von Bedeutung. Hier gilt als wichtigste Anforderung, daß mehrere Operationen inner-
halb einer Transaktion atomar, also ganz oder gar nicht, auszuführen sind. Die Forderung nach Dauer-
haftigkeit gilt nicht für solche Objekte, die nach einem Systemausfall wieder einen Initialwert erhal-
ten, da derartige Objekte ohnehin eine auf ihre Lebenszeit begrenzte Gültigkeit haben. Dauerhaftigkeit
hat nur für Objekte eine Bedeutung, die auf persistentem Speicher verwaltet werden und nach einem
Ausfall ihren letzten Wert beibehalten müssen (z. B. Konfigurationsobjekte). Für alle Zugriffe inner-
halb einer Transaktion wird gefordert, daß sie die Konsistenz nicht verletzen und daß sie isoliert von
anderen Transaktionen ablaufen, wobei als Isolierungsstufe repeatable-read gilt. Der Grund ist darin
zu sehen, daß nur mit dieser Isolierungsstufe alle, durch konkurrierende Zugriffe möglichen, Fehlersi-
tuationen vermieden werden können. Zwischenergebnisse iner Transaktion werden für nebenläufig
ausgeführte Transaktionen damit nicht sichtbar.
Die obigen Betrachtungen erlauben uns nun, den Begriff der Managementtransaktion (kurz MTA)
informell zu definieren:
• Eine MTA ist eine Folge zusammengehöriger lesender und/oder schreibender Management-
operationen auf lokale und/oder verteilte MOs in einer oder verschiedenen MIBs/AMIBs mit den
Zugriffrechten read-only und read-write.
• Wird innerhalb einer MTA auf MOs mit Zugriffsrecht read-only lesend zugegriffen, haben die
ACID-Eigenschaften keine Bedeutung. Für interne Änderungsoperationen an Read-Only-MOs
wird vorausgesetzt, daß sie nur von einer Instanz ausgeführt werden dürfen, womit konkurrierende
Zugriffe ausgeschlossen sind.
• Wird innerhalb einer MTA auf MOs mit Zugriffsrecht read-write schreibend zugegriffen, gelten
die Eigenschaften Atomarität, Konsistenz und Isolation in vollem Umfang, Persistenz gilt nur für
Objekte, die von der administrierten Komponente dauerhaft gespeichert werden müssen.
• Nebenläufig ablaufende MTAs dürfen sich gegenseitig nicht beeinflussen. Daher wird als Isolie-
rungsstufe durchgängig repeatable-read verwendet.
In Anlehnung an [Voss93] ist eine Managementtransaktion mta formal eine endliche Folge von Ope-





mit n < ∞, p
i
 ∈  {set(mo), get(mo)} für 1 ≤ i ≤ n und mo ∈  Μ. mo ist ein Managementobjekt und Μ ist
die Menge aller MOs des gesamten Systems, also aller MIBs und AMIBs.
Aus Gründen einer einfachen Implementierbarkeit von transaktionsgesicherten Managementsystemen
werden weitere Einschränkungen festgle t:
• Eine MTA kann nur persistente Set-Operationen auf MOs ausführen, die wiederholbar sind, ohne
daß sie das Ergebnis der ersten Ausführung verändern (Idempotenz der Operationen).
• Alle Knoten müssen sich exakt so verhalten, wie es das zugrundeliegende Transaktionsprotokoll
vorschreibt. Es sind also keine byzantinischen Knoten [Gray93] im Netz zugelassen, die z. B. ver-
fälschte Nachrichten senden.
• Knoten mit Managerfunktionalität werden als besonders tabile Rechner eingestuft, die sehr selten
ausfallen und nach einem Ausfall irgendwann wieder aktiv werden.
• Schreibzugriffe auf MOs in internen Operationen müssen über die gleichen Transaktionsmecha-
nismen abgewickelt werden wie externe Operationen von Managern.
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• Eine Komponente, der eine Set-Operation zugestellt wird, darf aufgrund dieser Set-Operation nur
die adressierten MOs verändern u d kann keine Subtransaktion anstoßen. Eine MTA ist somit eine
flache Transaktion, verschachtelte MTAs werden nicht zugelassen. Dies ist aufgrund der Anforde-
rungen an Managementoperationen auch nicht notwendig. Im SNMP-Modell besitzen die MOs
nicht die Intelligenz, weitere Operationen azustoßen.
Der Grund für die erste Restriktion ist darin zu sehen, daß eine Set-Operation bei einem Wiederanlauf
nach einem Fehlerfall möglicherweise wiederholt werden muß. Es sind Situationen möglich, in denen
nicht exakt festgestellt werden kann, ob eine Operation bereits ausgeführt wurde oder nicht. Ein Bei-
spiel hierfür ist eine Set-Operation, die in einem Wiederanlauf ausgeführt wird, wobei dieser durch
einen Systemausfall wieder unterbrochen wird. Eine Operation, die innerhalb einer MTA nicht zuläs-
sig ist, ist z. B. das Ansteuern einer Hardwareeinrichtung, das irreversible physikalische Veränderun-
gen in einem Regelkreis vornimmt, wenn ein erneutes Ansteuern zu anderen Ergebnissen führt.
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5 MTA-Protokoll
In diesem Kapitel soll nun ein neues Protokoll als Basis für ein transaktionsgesichertes Management-
system vorgestellt werden, wobei das Anwendungsmanagement im Vordergrund steht. Prinzipiell sind
die entwickelten Protokollmechanismen aber auch auf das Netz- und Systemmanagement anwendbar.
Das hier beschriebene MTA-Protokoll erweitert SNMP dort, wo es zur transaktionsorientierten Verar-
beitung von Managementoperationen erforderlich ist. In der weiteren konzeptionellen Betrachtung
wird (im OSI-Sinne) von einer konkreten Implementierung abstrahiert.
5.1 Modell
Als Kommunikationspartner sieht das MTA-Modell Manager bzw. Managementanwendungen und
Anwendungsagenten, die den Zugriff auf AMIBs ermöglichen, vor. Eine verteilte Anwendung besteht
aus Managementsicht aus einer oder mehreren verteilten AMIBs und deren Zugriffsmechanismen.
Jeder Anwendungsagent koordiniert die Zugriffe auf seine AMIB, die einen Teilbaum im Internet-
Registrierungsbaum darstellt. Die Anwendungsagenten werden im folgenden als Objektserver (OS)
bezeichnet. Jeder OS ist durch eine eindeutige Adresse (OS-Id) im Netzwerk identifizierbar und durch
einen oder mehrere Manager adressierbar. Ein Manager hat prinzipiell die aus dem SNMP-Modell her
bekannten Aufgaben. Er stellt eine Oberfläche für den Zugriff auf die AMIBs einer oder mehrerer
verteilter Anwendungen zur Verfügung. Er kann die Abwicklung von MTAs anstoßen und innerhalb
der MTAs Managementoperationen auf beliebige AMIBs ausführen. Ein Manager, der ein MO bear-
beiten will, muß nicht wissen, auf welchem Knoten sich dieses befindet und welcher OS dafür zu-
ständig ist. Das MTA-Modell sieht für Manager und Objektserver eine Diensteschnittstelle vor, über
die eine Kommunikation über ein transaktionsorientiertes Managementprotokoll abgewickelt werden
kann (MTA-Protokoll = Management-Transaktions-Protok ll). Die Komponenten des MTA-Modells
und deren Zusammenspiel sind in Abb. 5 skizziert. Ein Manager kann auf beliebig viele OS zugreifen
und auch ein OS kann über mehrere Manager administriert werden, wobei die Anzahl der Manager in
der Regel wesentlich geringer ist, als die der Objektserver.
Abb. 5: MTA-Modellkomponenten
Der Manager ist in der Rolle des Clients und kann innerhalb einer Transaktion mit einem oder mit
mehreren Objektservern, die in der Serverrolle sind, Managementoperationen ausführen. Der Mana-
ger, der aktiv eine MTA anstößt, wird auch als MTA-Koordinator bezeichnet. Die Objektserver, die
an der MTA beteiligt sind, werden MTA-Teilnehmer genannt. Ein OS kann nur MTA-Teilnehmer














anderen Objektservern oder in der eigenen AMIB beinhaltet. Das MTA-Modell erlaubt also nur flache
Transaktionen (siehe Definition einer MTA), es läßt aber zu, daß sich ein Prozeß sowohl als Manager
wie als Objektserver verhält. Während der Ausführung der MTA bildet sich dynamisch (aufgrund der
Hierarchie MTA-Koordinator - MTA-Teilnehmer) ein sog. Transaktionsbaum, an dem ein Manager
als MTA-Koordinator und beliebig viele Objektserver als MTA-Teilnehmer partizipieren. Abb. 6
zeigt einen Transaktionsbaum einer MTA (MTA-Baum), an der drei Objektserver beteiligt sind.
Abb. 6: Beispiel eines MTA-Baumes
5.2 Dienste und Protokolle
Das MTA-Protokoll ermöglicht die Kommunikation von Managern und Objektservern innerhalb eines
Netzwerkes. Es unterstützt Mechanismen für eine Transaktionsverwaltung mit den erforderlichen
Fehlerbehandlungs- und Koordinierungsmaßnahmen. Die MTA-Dienste werden den Dienstbenutzern
über einen Diensterbringer (service provider, im folgenden MTA-Provider) zur Verfügung gestellt,
der auf den Knoten über eine (oder mehrere) MTA-Instanz(en) (Instanz = engl. entity) repräsentiert ist.
Als Dienstbenutzer werden die Anwendungen verstanden, die über die MTA-Dienste miteinander
kommunizieren, also Managementanwendungen (Manager) und Objektserver. Die MTA-Instanzen
stellen den Dienstbenutzern ihre Dienste über Dienstzugangspunkte (service access points) zur Verfü-
gung, die als MTA-SAPs bezeichnet werden (siehe Abb. 7). Ein MTA-SAP ist über eine netzweit ein-
deutige Adresse identifizierbar. Ein Manager oder Objektserver verwendet die MTA-Dienste über
genau einen MTA-SAP und ein MTA-SAP repräsentiert genau einen Manager bzw. Objektserver.
Eine MTA-Instanz kann mehrere MTA-SAPs verwalten. Folgende MTA-Dienste sind definiert:
• MTA-attach-Dienst: Anmelden eines Managers oder Objektservers beim MTA-Provider
• MTA-detach-Dienst: Abmelden eines Managers oder Objektservers beim MTA-Provider
• MTA-begin-Dienst: Start einer Transaktion
• MTA-rollback-Dienst: Zurücksetzen einer Transaktion
• MTA-commit-Dienst: Erfolgreiches Beenden einer Transaktion
• MTA-set-Dienst: Ausführen einer Set-Operation innerhalb einer Transaktion
• MTA-get-Dienst: Ausführen einer Get-Operation innerhalb einer Transaktion
Damit ein Manager Transaktionen ausführen bzw. ein Objektserver an einer MTA teilnehmen kann,
wendet er sich über den MTA-attach-Dienst an einen MTA-Provider. Eine MTA wird immer von ei-
nem Manager über den MTA-begin-Dienst eingeleitet. Ein Manager kann zu einer Zeit nur eine MTA
ausführen. Die lokale MTA-Instanz übernimmt die Aufgaben des Koordinators für die Transaktion
(siehe auch OSI-TP [ISO92a-b]). Jede MTA erhält eine global eindeutige Identifikation (MTA-Id), die










Innerhalb einer MTA können beliebig viele Operationen auf MOs beliebiger AMIBs ausgeführt wer-
den. Jede Operation wird durch Aufruf des MTA-set- bzw. MTA-get-Dienstes eingeleitet. Der MTA-
Provider nimmt die Operation entgegen und leitet sie an den richtigen Objektserver weiter, der sie
schließlich ausführt. Die Bestätigung erfolgt auf dem umgekehrten Weg.
Die MTA wird vom Manager über den MTA-commit-Dienst beendet. Daraufhin stimmen sich alle
beteiligten MTA-Instanzen ab und beenden die MTA. Bei Auftreten eines Fehlers werden alle Opera-
tionen rückgängig gemacht. Falls der Manager von sich aus eine MTA zurücksetzen will, verwendet
er den MTA-rollback-Dienst. Das Abmelden vom MTA-SAP wird sowohl vom Manager als auch vom
Objektserver über den MTA-detach-Dienst durchgeführt.
Die MTA-Dienste sind bestätigte Dienste, d. h. jeder Request wird von der zuständigen MTA-Instanz
beantwortet. Jeder Dienst verwendet eine oder mehrere Dienstprimitive, die nach OSI-Konventionen
mit request, indication, confirmation und response bezeichnet werden. Für den MTA-begin-Dienst
sind zum Beispiel zwei Dienstprimitive MTA-begin.request und MTA-begin.confirm definiert. Über
MTA-begin.request teilt der Manager der MTA-Instanz mit, daß eine neue MTA beginnt, worauf die
MTA-Instanz die MTA einrichtet und dies mit MTA-begin.confirm bestätigt. In diesem Fall wird also
die Dienstanforderung lokal abgearbeitet. Für den MTA-set-Dienst sind die vier Dienstprimitive
MTA-set.request, MTA-set.indication, MTA-set.response und MTA-set.confirm definiert, wobei der
Manager mit MTA-set.request eine Set-Operation absetzt und mit MTA-set.confirm das Ergebnis emp-
fängt. Dem adressierten Objektserver wird mit MTA-set.indication die Dienstanforderung angezeigt.
Die Antwort wird vom Objektserver mit einem MTA-set.response an die MTA-Instanz übergeben. Im
weiteren werden die MTA-Dienstprimitive abkürzend ohne das Präfix MTA notiert. Für Operationen
eines Managers, die nicht innerhalb einer Transaktion ausgeführt werden sollen, können weiterhin die
SNMP-Operationen verwendet werden.
Abb. 7: MTA-Protokoll und MTA-Dienst
Die MTA-Instanzen tauschen zur Koordinierung Nachrichten, sog. MTA-PDUs (Protocol Data Units),
die in ASN.1/BER [Gora90] kodiert werden, aus. Die MTA-PDUs enthalten u. a. die netzweit ein-














In Anlehnung an [ISO84] erledigt das MTA-Protokoll und der zugehörige Dienst Aufgaben der
Schichten 5-7. Vom Transportsystem wird ein verbindungsloser Datagrammdienst erwartet. Das
MTA-Protokoll bietet die für eine Transaktionsverwaltung notwendige Sicherheit über eigene Me-
chanismen, wie etwa durch Timerüberwachungen zur Begrenzung der Wartezeiten auf Antworten. Die
Dienste der Transportschicht werden über einen entsprechenden Dienstzugangspunkt (T-SAP) ge-
nutzt.
Die Adressierung der MOs innerhalb des Registrierungsbaumes erfolgt wie bei SNMP über Objekt-
identifier. Es muß möglich sein, Managementobjekte, deren augenblickliche Lokation im Netz nicht
bekannt ist, in Transaktionen zu bearbeiten. Dies erfordert eine dynamische Adressierung der MOs.
Andererseits soll aber auch eine direkte Adressierung der MOs, die immer auf dem selben Knoten
liegen und nie ihre Lokation ändern, möglich sein. Zur Minimierung der Netzlast werden Requests auf
MOs, bei denen nicht bekannt ist, auf welchem Knoten sie sich befinden, über Broadcast-
Mechanismen adressiert, die Responses aber direkt an die Manager gesendet. Bei MOs, deren Lokati-
on bekannt ist, werden Requests direkt an den betroffenen Knoten gesendet.
Das MTA-Protokoll fordert also vom Transport-Provider zusätzlich einen Broadcast- oder Multicast-
Dienst und eignet sich daher vornehmlich für LANs, die neben einem Datagrammdienst eine
Broadcast- oder Multicast-Unterstützung (wie etwa Ethernet- oder Token-Ring-Netze) bieten. Alle
MTA-Instanzen eines LANs bilden zusammen eine Kommunikationsgruppe. Als Transportprotokoll
eignet sich z. B. das auf IP (Internet Protocol) basierende UDP (User Datagram Protocol) [Come91a-
b], jedoch ist auch ein anderer Datagrammdienst denkbar. UDP eignet sich für eine Implementierung,
da es auf allen gängigen Betriebssystemen verfügbar ist. Abb. 8 zeigt den Protokollstack für das
MTA-Protokoll bei Verwendung von UDP/IP. Ist keine Broadcast-/Multicast-Unterstützung vorhan-
den, kann diese auch simuliert werden. Da ein Transportprotokoll wie UDP als Basis für ein Transak-
tionsprotokoll zu unsicher ist, muß das MTA-Protokoll selbst Maßnahmen für eine zuverlässige
Kommunikation vorsehen, um Fehler wie Nachrichtenverlust, Nachrichtenverdoppelung, Reihenfol-













Das MTA-Protokoll muß Mechanismen vorsehen, um konkurrierende Zugriffe auf die MOs einer
AMIB zu ermöglichen. Im MTA-Protokoll wird das strenge Two-Phase-Locking-Verfahren (2PL) für
den koordinierten Zugriff auf die MOs einer AMIB durch mehrere Manager verwendet. Der Grund
dafür ist, daß sich das 2PL-Verfahren auch im Datenbankbereich aufgrund seiner leichten Implemen-
tierbarkeit und Robustheit durchgesetzt hat. Mögliche partielle Deadlocksituationen werden durch
Zeitüberwachung erkannt. Wenn eine MTA ein MO nicht bearbeiten kann, weil es von einer anderen
MTA gerade gesperrt ist, wird die MTA in eine Warteschlange eingetragen und zunächst blockiert, bis
das MO nicht mehr gesperrt oder eine bestimmte Zeit (Timeout-Zeit) abgelaufen ist. Nach Ablauf der
Timeout-Zeit wird die Operation abgelehnt und die MTA zurückgesetzt. Bei Änderungsoperationen
(set) werden exklusive Locks und bei Leseoperationen (get) shared Locks gesetzt. Tabelle 1 zeigt die
Kompatibilitätsmatrix für Get-/Set-Operationen und die möglichen Konfliktsituationen. Eine Set-
Operation auf ein MO ist demnach nur möglich, wenn keine anderen Locks gesetzt sind. Bearbeiten
mehrere MTAs ein MO im shared Modus, müssen zunächst alle MTAs beendet sein, bevor eine wei-








Set unzulässig unzulässig zulässig
Get zulässig unzulässig zulässig
Tab. 1: Lock-Kompatibilitätsmatrix
Jeder Objektserver (bzw. dessen zuständige MTA-Instanz) verwaltet die Locks für alle MOs der
AMIB. Die Anwendungsentwickler selbst müssen sich nicht um die Sperrproblematik kümmern, da
die Sperren implizit bei Ausführung der Operationen von der MTA-Instanz gesetzt werden. Die ge-
samte Serialisierungslogik liegt also in der MTA-Instanz, was eine Implementierung eines Objektser-
vers wesentlich erleichtert. Die Sperren werden immer direkt auf die MOs gesetzt, was zwar mehr
Verwaltungsaufwand im Vergleich zu grobkörnigeren Sperrmechanismen bedeutet, aber die Paralleli-
tät der Zugriffe erhöht.
Neben den Managern ist es auch möglich, daß die Anwendungsprozesse selbst in internen Operatio-
nen lesend und schreibend auf die MOs der eigenen AMIB zugreifen. Ein völlig unkoordinierter Zu-
griff über zwei unabhängige Mechanismen würde dazu führen, daß keiner der beiden Mechanismen in
der Lage wäre, die Anforderungen an eine MTA zu erfüllen. Eine Sperre, die über inen Mechanismus
gesetzt würde, könnte der andere Mechanismus nicht erkennen und daher wäre eine Isolierung einer
MTA vor anderen Transaktionen unmöglich. Daher ist es notwendig, daß alle Zugriffe konfliktfrei
sind, was nur über einen wechselseitigen Ausschluß möglich ist. Wenn ein Manager auf ein MO zu-
greift, darf dieses weder von einem anderen Manager noch von einem Anwendungsprozeß verändert
werden. Es ist also ein koordiniertes Lockingverfahren erforderlich. Um dies zu erreichen, muß sich
ein Anwendungsprozeß beim Zugriff auf MOs wie ein Manager verhalten, also das gleiche Verfahren
zur Serialisierung anwenden.
5.4 Logging und Recovery
Da MTAs jederzeit aufgrund unterschiedlichster Fehler (Netzausfall, Knotenausfall, Objektserver-,
Manager-Ausfall) unterbrochen werden können, ist ein Wiederanlaufverfahren erforderlich, über das
alle an einer MTA beteiligten MOs auch bei Fehlersituationen wieder in einen konsistenten Zustand
gebracht werden können. Die an einer MTA beteiligten MTA-Instanzen verwalten die MTA-Zustände
aus ihrer Sicht. Während der Abarbeitung einer MTA werden bei jedem Zustandswechsel Informatio-
nen wie der aktuelle Zustand der MTA und die MTA-Id für die Behebung von möglichen Fehlern
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(Logging) auf ein Log geschrieben. Das Log wird von der MTA-Instanz geführt, ohne daß ein Mana-
ger oder ein Objektserver dies sieht. Ein Entwickler eines Managementsystems muß demnach keine
Kenntnisse über das eingesetzte Loggingverfahren haben. Weiterhin erleichtert es das Recovery nach
einem Ausfall, da nur die MTA-Instanz für die Wiederherstellung des Zustandes seiner MTA-SAPs
verantwortlich ist. Die MTA-Instanz stößt beim erneuten Start bzw. nach erneuter Anmeldung von
Manager bzw. Objektserver alle notwendigen Aktionen an, um die abgebrochenen MTAs in einen
konsistenten Zustand überzuführen. Alle Logsätze zur Transaktionssteuerung und für Änderungsope-
rationen werden von der MTA-Instanz erzeugt.
Die MTA-Instanz hält für alle in laufenden MTAs zu ändernden MOs eine Kopie im flüchtigen Spei-
cher. Änderungen führt sie zunächst auf der Kopie aus und schreibt die neuen Werte vor einer
Commit-Entscheidung ins Log (WAL-Prinzip) [Rahm93]. Dies ist wichtig, damit bei einem Fehler
jederzeit der durch eine MTA verursachte neue Zustand wiederhergestellt werden kann, sofern die
MTA erfolgreich zu Ende geführt wird. Erst bei erfolgreichem Ende einer Transaktion wird von der
zuständigen MTA-Instanz das Überschreiben der tatsächlichen Objekte erzwungen. Wenn es sich um
ein persistentes Objekt handelt, muß der OS ein Schreiben auf stabilem Speicher durchführen
(FORCE-Strategie) [Rahm93]. Dieses Verfahren hat den Vorteil, daß bei einem Fehler lediglich die
Set-Operation wiederholt werden muß (Redo), eine Undo-Operation ist nicht erforderlich. Das Log
wird über einen Loggingmanager im flüchtigen Speicher verwaltet.
Bei der weiteren Betrachtung wird davon ausgegangen, daß das Log aller Knoten von Zeit zu Zeit
wieder vollständig bereinigt wird, damit es nicht unendlich groß wird. Konzeptionell ist jedem Mana-
ger und jedem OS ein Logbereich zugeordnet, in dem die aktuellen MTA-Kontexte und MTA-
Kontexte noch nicht vollständig abgearbeiteter MTAs abgespeichert sind. Von einer konkreten Im-
plementierung des Logs wird zunächst abstrahiert. Möglich sind z. B. Log-Implementierungen, die für
jeden Manager und jeden OS ein eigenes Logfile vorsehen oder auf jedem Knoten ein zentrales
Logfile verwenden, aber auch ein verteilter Loggingmechanismus ist möglich [Weil94].
Als verteiltes Koordinationsprotokoll zwischen den MTA-Instanzen wird ein Two-Phase-Commit-
Protokoll (2PC) verwendet (siehe [Voss93] [Reut93]). Bei Fehlern, die bis einschließlich der ersten
Koordinierungsphase auftreten, wird die Transaktion immer zurückgesetzt (presumed rollback bzw.
abort). Heuristische Entscheidungen, wie sie etwa im von der ISO standardisierten Transaktionspro-
tokoll OSI-CCR/OSI-TP [ISO91] [ISO92a] [Wieh93a-b] zugelassen sind, können bekanntlich Inkon-
sistenzen bei den Objekten verursachen. Eine mögliche Inkonsistenz kann vorkommen, wenn ein
MTA-Teilnehmer nach einem Neustart von keinem anderen Partner erfährt, wie der Stand einer für
ihn offenen Transaktion ist und er daher eine heuristische Entscheidung trifft, die nicht dem tatsächli-
chen Ergebnis entspricht. Dies soll vermieden werden, weshalb heuristische Entscheidungen im
MTA-Protokoll nicht erlaubt sind. Wenn die Kommunikationsverbindung zum MTA-Koordinator
unterbrochen wird, muß ein MTA-Teilnehmer warten, bis die Verbindung wieder aufgebaut ist oder
der Zustand der betroffenen MTAs von der MTA-Instanz eines anderen MTA-Teilnehmers mitgeteilt
wird. In der Zwischenzeit dürfen keine inkompatiblen Operationen auf gesperrte MOs ausgeführt
werden.
5.5 Prinzipieller Protokollablauf
Der prinzipielle Protokollablauf im MTA-Protokoll soll nun zusammengefaßt erläutert werden. Zu-
nächst melden sich Manager und Objektserver über die Dienstprimitive attach.request beim MTA-
Provider (lokal bei der verantwortlichen MTA-Instanz) an, der daraufhin einen MTA-SAP erzeugt und
mit attach.confirm bestätigt. Beim Anmelden übergibt ein OS dem MTA-Provider die Information
über die AMIB, die dieser verwaltet.
Der Ablauf einer Transaktion ist in Abb. 9 skizziert, wobei zur Vereinfachung nur ein MTA-
Teilnehmer dargestellt ist. Die MTA wird vom Manager durch Aufruf der Primitive begin.request
eingeleitet. Dieser Request führt noch nicht zu einem Nachrichtenaustausch, sondern lediglich zur
Initialisierung einer Transaktion in der lokalen MTA-Instanz und wird über die Primitive be-
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gin.confirm bestätigt. Es folgen eine beliebige Anzahl von set.requests bzw. get.requests vom MTA-
Koordinator. Diese werden von der lokalen MTA-Instanz über MTA-PDUs (Set-/Get-Request-PDUs)
an die MTA-Instanzen gesendet, bei denen die zuständigen Objektserver angemeldet sind. Die MTA-
Instanzen nehmen die Requests entgegen, führen die Set-Requests zunächst emporär aus, sperren die
angesprochenen Read-Write-MOs und protokollieren die Operationen auf das Log. Get-Requests wer-
den direkt über die Primitive get.indication beim Objektserver angezeigt, der diese mit get.response
beantwortet. Alle MOs, auf die zugegriffen wird, werden bis zum Ende der MTA (shared oder exclu-
sive) gesperrt. Werden MOs adressiert, deren Objektserver gerade nicht aktiv ist, wird ein set- bzw.
get.request vom MTA-Provider abgewiesen. Der MTA-Provider bestätigt dem MTA-Koordinator die
Ausführung der Operationen über die Primitive set/get.confirm. Der Manager leitet die Commit-
Bearbeitung für die MTA über die Primitive commit.request ein. Die verantwortliche MTA-Instanz
führt nun mit allen an der MTA beteiligten MTA-Instanzen eine verteilte 2PC-Koordinierung durch.
Dazu wird zunächst in einer ersten Koordinierungsphase (K1-Phase) eine Prepare-Request-PDU ge-
sendet, die alle beteiligten MTA-Instanzen mit einer Prepare-Response-PDU beantworten müssen.
Jeder MTA-Teilnehmer antwortet in der Prepare-Response-PDU entweder "ready", "ready-commit"
oder "not-ready". Hat ein MTA-Teilnehmer in einer MTA nur Get-Request-PDUs erhalten, so antwor-
tet er in der Prepare-Response-PDU mit "ready-commit", schließt die MTA aus seiner Sicht ab und
gibt die Sperren frei. Antwortet ein MTA-Teilnehmer mit "ready", bringt er die MTA in einen Zu-
stand, in dem sie diese auf alle Fälle erfolgreich zu Ende führen oder aber zurücksetzen können. Ist
die Antwort "not-ready", wird die MTA aus seiner Sicht abgeschlossen und die Sperren werden frei-
gegeben.
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Abb. 9: Prinzipieller Protokollablauf im MTA-Protokoll
Der MTA-Koordinator wartet alle Prepare-Response-PDUs der MTA-Teilnehmer ab und reagiert in
einer zweiten Koordinierungsphase (K2-Phase) wie folgt:
• Wenn alle mit "ready" bzw. "ready-commit" geantwortet haben, trifft er eine Commit-
Entscheidung und sendet an alle MTA-Teilnehmer (außer an die, die mit "ready-commit" antworte-
ten) eine Commit-Request-PDU. Jeder MTA-Teilnehmer schließt die MTA ab, indem er alle Set-
Operationen wirksam macht. Dazu veranlaßt er, daß alle an der MTA beteiligten Objektserver die
Set-Operationen (set.indication) wirksam und evtl. dauerhaft machen. Nachdem alle Objektserver
mit set.response geantwortet haben, sendet die MTA-Instanz eine Commit-Response-PDU an den
MTA-Koordinator und gibt alle Sperren, die die MTA belegt, wieder frei.
• Antwortet mindestens ein MTA-Teilnehmer mit "not-ready", sendet der MTA-Koordinator an alle




























setzen. Alle aufgeforderten MTA-Teilnehmer vernichten die noch nicht wirksamen Set-
Operationen, geben die Sperren frei und antworten dem MTA-Koordinator mit einer Abort-
Response-PDU.
• Antworten alle MTA-Teilnehmer mit "ready-commit", handelt es sich um eine rein lesende Trans-
aktion. Die MTA wird vom MTA-Koordinator ohne weitere Kommunikation erfolgreich abge-
schlossen.
Die K1-Phase dauert vom Absenden des Prepare-Requests d rch den MTA-Koordinator bis zum Fest-
schreiben des MTA-Ergebnisses nach Erhalt aller Prepare-Responses. Die K2-Phase dauert vom Fest-
schreiben des Ergebnisses bis zum Empfang aller Commit-Responses der beteiligten MTA-Instanzen.
Nachdem der MTA-Koordinator das Ergebnis der Transaktion ermittelt hat, bestätigt er dieses dem
Manager über die Primitive commit.confirm. Alle Änderungen, die durch die MTA verursacht wur-
den, sind wirksam und können von anderen Managern gesehen werden. Bei fehlerhaftem Ende der
MTA sind alle Änderungen, die während der MTA gemacht wurden, unwirksam. Teilergebnisse wer-
den von anderen Managern nicht gesehen. Die ganze Abwicklung der 2PC-Koordinierung bleibt dabei
für einen Manager unsichtbar. Das Diagramm in Abb. 10 zeigt den Nachrichtenaustausch bei einem




 beteiligt. An jeden MTA-Teilnehmer wird während der MTA ein Set-Request abgesetzt, der
erfolgreich ausgeführt wird. Die 2PC-Koordination wird ebenfalls erfolgreich abgewickelt.
Abb. 10: Nachrichtenfluß bei der erfolgreichen Abwicklung
einer MTA mit zwei MTA-Teilnehmern
Der Manager ist während der gesamten 2PC-Koordinierung für weitere MTAs blockiert und erhält als
Ergebnis im commit.confirm entweder "done", wenn die MTA erfolgreich beendet wurde, oder "not-
done", wenn die MTA nicht erfolgreich beendet werden konnte. Der Manager hat die Möglichkeit,
jederzeit (bis zum commit.request) aktiv ein Zurücksetzen einer laufenden MTA zu erzwingen, indem
er die Primitive rollback.request aufruft. Der MTA-Koordinator sendet dazu eine Abort-Request-PDU
an alle MTA-Teilnehmer, die daraufhin ihre offenen Set-Operationen verwerfen und die Sperrren frei-
geben (siehe Abb. 11). Der MTA-Koordinator beendet anschließend ie MTA. Der MTA-Teilnehmer
kann zu jeder Zeit bis zum Ende der ersten Koordinierungsphase bei Auftreten eines schwerwiegen-
den Fehlers während einer MTA (wie z. B. den Ausfall eines beteiligten Objektservers) den Abbruch
der MTA einleiten. Er sendet dazu eine Abort-Trap-PDU an alle MTA-Teilnehmer und den MTA-
Koordinator. Der sendende und auch alle anderen MTA-Teilnehmer setzen die MTA zurück und ge-






















dem Manager beim nächsten Aufruf einer Primitive als Returncode "aborted" zurück. Dies bedeutet
für den Manager, daß der Zustand vor Beginn der MTA wiederhergestellt ist.
In Abb. 11 wird auch deutlich, daß die Objektserver von den Set-Operationen der zurückgesetzten
MTA nichts erfahren. Der MTA-Teilnehmer kann zu jeder Zeit bis zum Ende der ersten Koordinie-
rungsphase bei Auftreten eines schwerwiegenden Fehlers während einer MTA (wie z. B. den Ausfall
eines beteiligten OS) den Abbruch der MTA einleiten. Er sendet dazu eine Abort-Trap-PDU an alle
MTA-Teilnehmer und den MTA-Koordinator. Der sendende und auch alle anderen MTA-Teilnehmer
setzen die MTA zurück und geben alle Sperren frei. Der MTA-Koordinator markiert die MTA eben-
falls als abgebrochen und meldet dem Manager beim nächsten Aufruf einer Primitive als Returncode
"aborted" zurück. Dies bedeutet für den Manager, daß der Zustand vor Beginn der MTA wiederher-
gestellt ist.
Abb. 11: Zusammenspiel der Komponenten bei aktivem Rollback
Die MTA-Instanz, die eine Request-PDU sendet, wartet eine bestimmte Zeit auf eine Response-PDU
(Timerüberwachung) und sendet ggf. die Request-PDU erneut, wenn die Zeit verstrichen ist und die
Response-PDU noch nicht empfangen wurde. Nach einer festgelegten Anzahl an Wiederholungen
wird die MTA zurückgesetzt. Die MTA-Teilnehmer werden dann mit Abort-Requests benachrichtigt
und antworten mit Abort-Responses. Hat der MTA-Koordinator bereits die Commit-Entscheidung
getroffen und einen Commit-Request abgesetzt, wird die MTA bei Ablauf des Timers nicht mehr zu-
rückgesetzt.
Bei 2PC-Protokollen kann es zu Blockierungen von Teilnehmern kommen. Dies wird bei einigen
Erweiterungen [ISO92a] durch heuristische Entscheidungen ausgeglichen. Da im MTA-Protokoll





















nierungsprotokoll als Ergänzung zum 2PC-Protokoll erforderlich, über das ein ausgefallener MTA-
Teilnehmer nach einem Neustart von den Partnern den Stand seiner offenen MTAs erfahren kann.
Dazu kann ein MTA-Teilnehmer in einer Wiederanlaufphase über einen Result-Request nachfragen, in
welchem Zustand sich eine MTA befindet. Der MTA-Koordinator oder ein anderer MTA-Teilnehmer,
der die Information besitzt, kann mit einem Result-Response antworten. Falls keine andere MTA-
Instanz antworten kann, sind die Managementobjekte, die in der unsicheren MTA angesprochen wur-
den, tatsächlich für andere MTAs blockiert, bis wieder eine MTA-Instanz aktiv ist, die den Zustand
der MTA kennt. Der Result-Request muß zyklisch wiederholt werden, bis sich eine MTA-Instanz
meldet.
Um den Ausfall des MTA-Koordinators schnell zu erkennen, senden sich die MTA-Teilnehmer zy-
klisch Nachrichten zur Lebendüberwachung des MTA-Koordinators (Heartbeat-Request-PDUs).
Empfängt ein MTA-Koordinator eine Heartbeat-Request-PDU, beantwortet er diese mit einer Heart-
beat-Response-PDU, um dem anfragenden MTA-Teilnehmer mitzuteilen, daß er noch lebt. Die MTA-
Teilnehmer senden nur dann eine Anfrage, wenn sie eine festgelegte Zeit keine Nachrichten mehr vom
MTA-Koordinator empfangen haben. Diese Zeit wird über einen Timer (Idle-Timer) bestimmt. Wird
innerhalb einer definierten Wartezeit keine Antwort gesendet, so setzt der MTA-Teilnehmer die MTA
aus seiner Sicht zurück und teilt den anderen Partnerinstanzen das Zurücksetzen über eine Not-Alive-
Trap-PDU mit. Daraufhin können alle anderen MTA-Teilnehmer die MTA ebenfalls zurücksetzen.
Solange keine größeren Probleme auftreten, ist das MTA-Protokoll recht einfach. Bei Fehlern wie
dem Absturz einer MTA-Instanz, eines Managers oder eines ganzen Knotens sowie bei Unterbrechung
einer Netzverbindung ist eine Fehlerbehandlung erforderlich.
5.6 Nachrichteneinheiten
Das MTA-Protokoll beschreibt zur Kommunikation festgelegte Nachrichteneinheiten, die als MTA-
PDUs (Protocol Data Units) bezeichnet werden. Wie bei SNMP werden die PDUs in ASN.1-Notation
definiert und in einer neutralen Transfersyntax (ASN.1/BER [Gora90]) kodiert zwischen den Partne-
rinstanzen übertragen. Die PDUs des MTA-Protokolls erweitern die SNMP-PDUs in der Form, daß
die grundlegenden SNMP-PDUs nicht verändert werden müssen. Ziel ist, das SNMP-Protokoll mög-
lichst unverändert zu lassen und das MTA-Protokoll als eigenständige Erweiterung (Vorspann) des
SNMP-Protokolls zu definieren. Alle MTA-PDUs können bei der Definition in einer einzigen Ge-
samt-PDU zusammengefaßt werden, da dies das Handling bei der Kodierung und Dekodierung er-
leichtert. Diese PDU wird im weiteren als MTA-HEADER-PDU bezeichnet. Die MTA-HEADER-
PDU wird z. B. beim Set-Request der SNMP-PDU hinzugefügt oder sie wird in anderen Fällen alleine
gesendet (z. B. Prepare-Request). In der MTA-HEADER-PDU müssen die Informationen zur Koor-
dinierung der Managementtransaktionen übertragen werden. Die Parameter haben folgende Bedeu-
tung:
• op-id gibt an, um welche MTA-PDU es sich handelt (Commit-Request-PDU,...)
• mta-id identifiziert eine MTA netzweit eindeutig
• mta-kid identifiziert den MTA-Koordinator netzweit eindeutig
• mta-tid identifiziert den MTA-Teilnehmer netzweit eindeutig
• error-status enthält Fehlerinformationen
Tabelle 2 gibt einen Überblick über die Inhalte der MTA-PDUs und deren Verwendung bei den ein-
zelnen Nachrichtentypen (Requests, Responses und Traps) und eine Zuordnung von Parametern. Ein














Get-Request x x x
Get-Response x x x x x
Set-Request x x x
Set-Response x x x x x
Prepare-Request x x x
Prepare-Response x x x x x
End-Request x x x
End-Response x x x x x
Abort-Request x x
Abort-Response x x x x
Heartbeat-Request x x x
Heartbeat-Response x x x x
Result-Request x x x
Result-Response x x x x
Abort-Trap x x x
Not-Alive-Trap x x x
Tab. 2: Parameterverwendung der MTA-PDU
Die Verwendung der Nachrichten ergibt sich aus der vorangegangenen Beschreibung des MTA-
Protokolls. Abb. 12 zeigt die MTA-HEADER-PDU in ASN.1-Notation. Eine detaillierte Beschrei-









Abb. 12: MTA-HEADER-PDU in ASN.1-Notation
5.7 Protokoll-Timer
Für die Funktionsweise des Protokolls sind die Timer-Einstellungen von großer Bedeutung. Ist ein
Timer zu niedrig eingestellt, werden evtl. Entscheidungen zu früh getroffen, ist er zu hoch eingestellt,




Request-Timer begrenzen die Wartezeit bei allen Requests des MTA-Protokolls, die ein MTA-
Teilnehmer oder -Koordinator absetzen kann. Jedem Request-Typ wird wieder ein eigener Timertyp
zugeordnet, wobei Set-/Get-, Prepare-, Abort-, Commit- und Heartbeat-Request-Timer unterschieden
werden. Die Timer für Prepare-, Abort- und Commit-Request werden vom MTA-Koordinator dyna-
misch in Abhängigkeit der Anzahl an Teilnehmern, die an der MTA beteiligt sind, berechnet. Ein
Request-Timer muß mindestens so hoch sein, daß die Request-PDU über das Netzwerk zu den Teil-
nehmern gesendet, dort verarbeitet, die Response-PDUs über das Netzwerk zurückgesendet und vom
Koordinator ebenfalls bearbeitet werden können. Die Verarbeitungsdauer muß sich nach dem lang-
samsten Knoten richten. Weiterhin muß berücksichtigt werden, daß bei hoher Netzlast oder bei hoher
Belastung eines Knotens mit Nachrictenverlusten und -wiederholungen zu rechnen ist.
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Der Lock-Timer begrenzt die Wartezeit beim Zugriff auf gesperrte Managementobjekte. Bei der Ein-
stellung dieses Timers muß berücksichtigt werden, daß zwischen Lock-Timer und Set-/Get-Request-
Timer eine Abhängigkeit besteht. Der eingestellte Wert für den Set-/Get-Request-Timer muß minde-
stens so groß sein wie der Lock-Timer und die Zeit für Nachrichtenübertragung und -verarbeitung.
Ein zu großer Wert für den Lock-Timer würde bewirken, daß der Request-Timer vor dem Lock-Timer
abläuft. Dies würde zu Responses führen, die beim Requestor nicht mehr angenommen werden kön-
nen, da die zugehörigen Requests bereits verworfen sind.
Der Idle-Timer begrenzt bei MTA-Teilnehmern die Zeit, in der für eine MTA keine Nachricht emp-
fangen werden darf, ohne daß der MTA-Teilnehmer eine Heartbeat-Request-PDU sendet. Die Einstel-
lung dieses Werts ist kompliziert, da es bei langen MTAs durchaus sein kann, daß ein MTA-
Teilnehmer längere Zeit nicht angesprochen wird. Um die Netzbelastung gering zu halten, sollte die-
ser Wert möglichst hoch gesetzt werden, was aber bei MTA-Koordinator-Ausfall zu unnötig langen
Sperren von MOs führen kann.
Die Einstellung aller Timer ist für die Leistung des Protokolls besonders wichtig. Sie ist abhängig
vom Netztyp, von der Netzlast, von der Leistung jedes einzelnen Knotens und von der Auslastung der
beteiligten Knoten. Es ist unmöglich, einen einzigen passenden Wert für alle möglichen Konfiguratio-
nen zu ermitteln. Vielmehr muß eine experimentelle Bestimmung der richtigen Zeiten erfolgen. Je-
doch kann diese Zeit nie für alle möglichen Netzszenarien gültig sein, weshalb einem relativ hohen
Wert vor einem relativ knapp bemessenen Wert der Vorzug zu geben ist. Dies schränkt zwar die Lei-
stung etwas ein, aber in einem funktionierenden und nicht überlasteten Netz kommt es ohnehin nur in
Ausnahmesituationen zu einem Timeout.
Bei Ablauf eines Timers ist der nicht beantwortete Request zunächst zu wiederholen. Die Anzahl der
Wiederholungen wird festgelegt, weshalb für jeden Timer zusätzlich ein Parameter für die Anzahl der
Wiederholungen eingeführt wird. Die Timerwerte müssen in allen Knoten aufeinander abgestimmt
sein. Da bei der Ermittlung der richtigen Werte eine Berücksichtigung unterschiedlicher Knoten sehr
aufwendig ist, werden im gesamten Managementsystem in allen Knoten die gleichen Werte einge-
stellt. Diese Werte müssen für jedes Netzwerk errechnet oder besser empirisch ermittelt werden. Sie
können sich bei Hinzunahme eines weiteren Knoten verändern und sind daher als Konfigurationspa-
rameter zu bezeichnen. Die Parameter können in einer AMIB der MTA-Instanz als Managementobjek-
te definiert und damit mit den Mechanismen administriert werden, die das MTA-Protokoll vorschlägt.
5.8 MTA-Zustandsautomaten
Die Zustandsautomaten der MTA-Koordinator- und Teilnehmerprozesse werden von den MTA-
Instanzen verwaltet. Der MTA-Koordinatorautomat und alle MTA-Teilnehmerautomaten einer MTA
spiegeln den Gesamtzustand er MTA wider und müssen über das MTA-Protokoll synchronisiert
werden. Der MTA-Koordinatorautomat ist in Abb. 13 dargestellt, wobei die Transitionskanten mit
den Namen der Ereignisse, die zum Übergang in den Folgezustand führen, beschriftet sind
(Erläuterung siehe Tabelle 3). Der Zustandsautomat wird beim Start initialisiert und geht zunächst in
den Zustand Wait. Nach einem erfolgreichen begin.request von Seiten eines Managers beginnt eine
Transaktion, und es wird der Zustand Initiated eingenommen. Die MTA ist in diesem Zustand nur
dem MTA-Koordinator bekannt. Nach einem fehlerhaften (Aborted) oder erfolgreichen (Committed)
Abschluß der MTA wird wieder der Zustand Wait eingenommen, um die nächste MTA zu bearbeiten.
Die weiteren Zustände und Transitionen sind Abb. 13 zu entnehmen.
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Abb. 13: MTA-Koordinatorautomat
Der MTA-Teilnehmerautomat ist in Abb. 14 dargestellt. Der Anfangszustand Wait wird erst verlassen,
wenn der erste Get- oder Set-Request einer MTA eintrifft. Committed ist der Endzustand einer erfolg-
reich abgeschlossenen MTA aus Sicht des MTA-Teilnehmers. Alle beteiligten Objektserver haben in
diesem Zustand ihre Set-Requests ausgeführt und bei persistenten Objekten dauerhaft gespeichert.
Aborted ist der Endzustand bei fehlerhaftem Abschluß der MTA. Alle Sperren werden beim Übergang
in einen Endzustand freigegeben. Nach Abschluß einer MTA wird wieder in den Zustand Wait gegan-






































Während einer Transition von einem Zustand in einen Folgezustand werden definierte Aktionen aus-
geführt, von denen eine das Schreiben eines Logsatzes ist. Der Logsatz beinhaltet Informationen wie
die MTA-Id, die Id des MTA-Koordinators und den neuen Wert einer Set-Operation. Diese Informa-
tionen sind im Recovery-Fall zur Fortsetzung oder zum Rücksetzen der MTA erforderlich. Zustände,



























Ereignisname Beschreibung des Ereignisses
abortMgr Der Manager wurde innerhalb einer MTA abgebrochen
abortOS Ein Objektserver ist innerhalb einer MTA ausgefallen
abortReqPDU Eine Abort-Request-PDU wurde empfangen
abortResPDU Eine Abort-Response-PDU wurde empfangen
abortTrapPDU Eine Abort-Trap-PDU wurde empfangen
beginReq Ein begin.request wurde empfangen
commitReq Ein commit.request wurde empfangen
commReqPDU Eine Commit-Request-PDU wurde empfangen
commResPDU Eine Commit-Response-PDU wurde empfangen
detachReq Ein detach.request wurde empfangen
lastAbortResPDU Die letzte Abort-Response-PDU wurde empfangen
lastCommResPDU Die letzte Commit-Response-PDU wurde empfangen
lastPrepResPDU(c) Die letzte Prepare-Response-PDU wurde empfangen und es gab nur Respon-
ses mit "ready-commit" für die MTA
lastPrepResPDU(n) Die letzte Prepare-Response-PDU wurde empfangen und es gab mind. einen
Response mit "not-ready" für die MTA
lastPrepResPDU(rc) Die letzte Prepare-Response-PDU wurde empfangen und es gab nur Respon-
ses mit "ready" und "ready-commit" für die MTA (mind einen “ ready-
commit“ )
lastSetRes Der letzte set.response innerhalb einer MTA wurde empfangen
lockedMO Ein MO, auf das zugegriffen wird, ist gesperrt
prepReqPDU Eine Prepare-Request-PDU wurde empfangen
prepReqPDU(g) Eine Prepare-Request-PDU wurde empfangen und in der MTA waren nur
Get-Requests und keine Set-Requests
prepResPDU Eine Prepare-Response-PDU wurde empfangen
releasedMO Ein gesperrtes Objekt wurde freigegeben
rollbackReq Ein rollback.request wurde empfangen
set/getReq Ein set.request bzw. get.request wurde empfangen
set/getReqPDU Eine Set- bzw. Get-Request-PDU wurde empfangen
set/getResPDU Eine Set- bzw. Get-Response-PDU wurde empfangen
setRes Ein set.response wurde empfangen
timeout Ein Timer ist abgelaufen
Tab. 3: Ereignistabelle
5.9 Logginginformation
Während einer Transition werden definierte Aktionen ausgeführt, von denen eine das Schreiben eines
Logsatzes ist. Der Logsatz beinhaltet Information, die im Recovery-Fall zur Fortsetzung oder zum
Rücksetzen der MTA erforderlich ist. Zustände, die nach einem Ausfall wiederherstellbar sein müs-
sen, werden nach [Gray93] auch persistent genannt. Im folgenden wird beschrieben, welche Loggin-
ginformation für das MTA-Protokoll notwendig ist. Die Tabellen 4 und 5 geben einen Überblick über
die im MTA-Protokoll erforderlichen Logsätze und zeigen auf, bei welchen Ereignissen sie zu schrei-
ben sind. Nicht alle Logsätze müssen sofort persistent gemacht werden. Deshalb wird für schnelle
Recovery-Maßnahmen ein flüchtiger Speicher geführt, in dem Logsätze zunächst aufbewahrt werden,
bis ein Schreiben über eine Force-Operation erzwungen wird. Dies hat reine Performancegründe und
ist für die Funktionalität des Loggingmanagers bedeutungslos. Die Tabellen geben auch an, welche
Logsätze sofort stabil gespeichert werden müssen (force) und welche erst in den Puffer abgelegt und
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bei der nächsten Force-Operation gesichert werden können (noforce). Wichtig für das Recovery ist es,





) beschrieben. zustand gibt an, in welchem Automatenzustand er Logsatz geschrieben wird,
und in p
x
 sind die abzuspeichernden I formationen als Parameter angegeben. Folgende Parameter sind
möglich:
• MTA-Id: Globale eindeutige Identifikation einer MTA, die von der MTA-Instanz des Koordinators
bei Beginn einer MTA generiert wird.
• MTA-Kid: Netzweit eindeutige Identifikation des MTA-Koordinators.
• MTA-Tid: Netzweit eindeutige Identifikation eines MTA-Teilnehmers.
• Op-Type: Typ der Operation auf ein MO, wobei OP-Type ∈  {set, get}.
• Value: Inhalt eines MO für eine auszuführende Set-Operation.
• Length: Länge des neuen Werts eines MO für eine auszuführende Set-Operation.
Logsatz Ereignis Force/Noforce
initiated (MTA-Id) Wird geschrieben, wenn ein Manager mit der Operation
begin.request eine Transaktion initiiert.
noforce
active (MTA-Id, Op-Type, MTA-Tid) Wird geschrieben, wenn ein MTA-Teilnehmer auf einen
Get-oder Set-Request geantwortet hat.
noforce
preparing (MTA-Id) Wird geschrieben, bevor in der K1-Phase eine Prepare-
Request-PDU gesendet wird.
force
committing (MTA-Id) Wird erzeugt, wenn die MTA erfolgreich zu Ende geführt
werden soll, bevor in der K2-Phase eine Commit-
Request-PDU abgesetzt wird.
force
committed (MTA-Id) Wird am Ende der K1-Phase geschrieben, wenn alle
Teilnehmer mit "ready" bzw. "ready-commit" antworte-
ten, bevor eine Commit-Request-PDU gesendet wird.
force
aborting (MTA-Id) Wird erzeugt, wenn die MTA rückgesetzt werden soll,
bevor in der K2-Phase eine Abort-Request-PDU abgesetzt
wird.
force
aborted (MTA-Id) Wird geschrieben, wenn die MTA zurückgesetzt worden
ist.
force
Tab. 4: Logsätze für MTA-Koordinator
Logsatz Ereignis Force/Noforce
active (MTA-Id, MTA-Kid, MTA-Tid, Op-
Type, Length, Value)
Wird geschrieben, wenn eine Set/Get-Request-PDU
empfangen wurde. Bei Set-Requests wird der neue
Wert abgelegt. Für jedes adressierte MO wird ein
Logsatz erzeugt.
noforce
prepared (MTA-Id, MTA-Kid, MTA-Tid) Wird geschrieben, nachdem eine Prepare-Request-





Wird geschrieben, wenn eine Commit-Request-PDU
in der K2-Phase empfangen wird, bevor die offenen





Wird in der K2-Phase geschrieben, wenn alle offenen
Set-Operationen von den beteiligten Objektservern
ausgeführt sind und bevor eine Commit-Response
gesendet wird oder auf einen Prepare-Request, wenn
keine Set-Operationen auszuführen sind.
force
aborted (MTA-Id, MTA-Kid, MTA-Tid) Wird geschrieben, wenn die MTA aufgrund eines
Fehlers oder wegen eines Abort-Traps oder Abort-
Requests zurückgesetzt wird.
force
Tab. 5: Logsätze für MTA-Teilnehmer
34
Die Anwendung der Logsätze soll an einem Beispiel (Abb. 15) dargestellt werden: Eine Manage-
mentanwendung K
1
 führt als MTA-Koordinator über die zuständige MTA-Instanz eine Transaktion
mta
1




 teilnehmen. Innerhalb der Operationsphase von mta
1 
wer-
den zwei Set-Operationen auf MOs des Objektservers T
1 
ausgeführt. Anschließend wird eine Get- und
ein Set-Operation auf ein MO des Objektservers T
2
 abgesetzt. Die MTA wird erfolgreich abgeschlos-
sen. Das Beispiel zeigt die Logs der drei beteiligten Knoten in chronologischer Reihenfolge.
Abb. 15: Log-Beispiel
5.10 Fehlersituationen und Wiederanlauf
Solange keine größeren Probleme auftreten, ist das MTA-Protokoll recht einfach. Bei Fehlern wie
dem Absturz einer MTA-Instanz, einer Managementanwendung oder eines ganzen Knotens sowie bei
Unterbrechung einer Netzverbindung ist eine Fehlerbehandlung erforderlich. Die möglichen Fehlerfäl-
le und die erforderlichen Aktionen beim Wiederanlauf werden im folgenden erläutert.
Grundsätzlich ist der Ausfall eines Managers oder eines Objektservers gleichbedeutend mit dem Aus-
fall einer MTA-Instanz, wenn diese implementierungstechnisch so verknüpft sind, daß ein Ausfall der
einen Instanz auch den Ausfall der anderen impliziert. Dies kann vorkommen, wenn beide in einem
gemeinsamen Betriebssystemprozeß ablaufen. Bei der weiteren Betrachtung soll aber der Ausfall bei-
der Instanzen konzeptionell getrennt behandelt werden, um Annahmen über eine Implementierung zu
vermeiden. Liegt eine Implementierung vor, in der beide Instanzen in einem Adreßraum ablaufen, so
müssen alle Fehlersituationen beim Wiederanlauf der MTA-Instanz bearbeitet werden.
5.10.1 Ausfall eines Managers
Der Ausfall eines Managers, die gerade keine MTA ausführt, ist trivial und hat keine weiteren Aus-
wirkungen. Wenn der Manager in einer beliebigen Phase aktiv durch Aufruf der Primitive roll-
back.request einen Abbruch initiiert, muß die zuständige MTA-Instanz eine Abbruchbehandlung ein-
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• Es sind noch keine Operationen ausgeführt worden. In diesem Fall muß die MTA nur als Aborted
markiert werden, weitere Maßnahmen sind nicht erforderlich.
• Die Transaktion befindet sich in der Operationsphase. In diesem Fall müssen alle MTA-
Teilnehmer vom Abbruch der Transaktion mit einem Abort-Request informiert werden. Die Trans-
aktion wird von der MTA-Instanz und von MTA-Partnerinstanzen zurückgesetzt.
• Ist die Transaktion gerade in der K1-Phase und hat noch nicht alle Prepare-Responses der MTA-
Teilnehmer erhalten, gibt es zwei Möglichkeiten. Entweder die MTA-Instanz führt die MTA selb-
ständig zu Ende oder sie bricht sie ab. Die erste Möglichkeit hat den Nachteil, daß der Benutzer
nach Absturz des Managers nicht weiß, ob seine MTA erfolgreich abgewickelt wurde oder nicht.
Er muß also beim erneuten Start des Managers zunächst das Ergebnis seiner letzten MTA erhalten,
bevor er eine neue MTA beginnen kann. Dieser optimistischen Vorgehensweise wird vor der pes-
simistischen Vorgehensweise der zweiten Möglichkeit der Vorzug gegeben. Es wird allerdings
vorausgesetzt, daß der Manager irgendwann wieder gestartet wird. Der vom ausfallenden Manager
verwendete MTA-SAP wird also von der zuständigen MTA-Instanz noch solange verwendet, bis
die MTA zu Ende geführt und dann selbständig abgebaut ist.
• Wenn sich die Transaktion in der K2-Phase befindet und der MTA-Koordinator auf Commit-
Responses wartet, wird die MTA zu Ende geführt.
In Abb. 16 ist ein Zeitfolgediagramm gegeben, das den Ausfall eines Managers nach commit.request
und vor commit.confirm darstellt. Der Ausfall wird von der MTA-Instanz erkannt, die MTA wird
noch zu Ende geführt und bei erneutem attach.request des Managers wird das Ergebnis der letzten
MTA beim attach.confirm übergeben. Zur Vereinfachung ist nur ein OS als Teilnehmer dargestellt.
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Abb. 16: Ausfall eines Managers während der 2PC-Koordinierung
5.10.2 Ausfall eines Objektservers
Fällt ein OS aus, wird dies von der zuständigen MTA-Instanz bemerkt. Bei Ausfall eines OS sind
mehrere Fehlersituationen möglich:
• Fällt ein OS aus, wenn er gerade nicht an einer MTA beteiligt ist, muß er von der zuständigen
MTA-Instanz lediglich als inaktiv markiert werden. Weitere Aktionen sind nicht erforderlich. Die
MOs, die vom ausgefallenen OS verwaltet werden, können dann innerhalb anderer MTAs nicht
angesprochen werden.
• Befindet sich ein OS gerade innerhalb der Operationsphase iner oder mehrerer Transaktionen,
muß die zuständige MTA-Instanz die temporären Kopien eventueller Set-Operationen verwerfen




























freizugeben und die betroffenen MTA-Koordinatoren und andere MTA-Teilnehmer sind über einen
Abort-Trap vom Abbruch der Transaktion zu informieren.
• Befindet sich eine betroffene Transaktion bei Ausfall des OS in der K1-Phase, wobei ein Prepare-
Request empfangen aber noch nicht votiert wurde, bricht die MTA-Instanz die MTA ab. Es wird
ein Abort-Trap abgesetzt und alle Sperren werden freigegeben. Hat die MTA-Instanz bereits mit
"ready" oder "ready-commit" geantwortet, wird die K2-Phase von der MTA-Instanz selbständig
weitergeführt. Der Objektserver muß dann von der MTA-Instanz bei erneutem Anmelden für noch
nicht dauerhaft ausgeführte Set-Operationen set.indications erhalten, bevor die Sperren freigegeben
werden.
• Wenn sich eine Transaktion bei Ausfall eines OSin der K2-Phase befindet (Commit-Request emp-
fangen und evtl. schon mit Commit-Response beantwortet), ist die MTA aus Sicht des MTA-
Koordinators bereits erfolgreich ausgeführt. Die K2-Phase ist zu Ende zu führen, die Sperren müs-
sen freigegeben werden und der OS muß beim erneuten Anmelden noch offene Set-Operationen
nachholen.


























Wenn der MTA-Teilnehmer eine MTA eigenmächtig erfolgreich zu Ende geführt hat, bleibt die Set-
Operation offen, bis sich der OS wieder anmeldet. Abb. 17 zeigt den Fall, daß ein OS nach einem
positiven Votum ausfällt und sich nachher wieder beim MTA-Provider anmeldet. Meldet sich ein OS
wieder an, noch bevor die K2-Phase begonnen hat, kann wie im fehlerfreien Ablauf weitergearbeitet
werden.
5.10.3 Ausfall einer MTA-Instanz
Eine MTA-Instanz kann bei einem Ausfall sowohl MTA-SAPs von Managern als auch Objektservern
unterhalten. Ein Manager kann zur Ausfallzeit gerade in der Koordinatorrolle, ein Objektserver in der
Teilnehmerrolle sein. Alle der MTA-Instanz zugeordneten Manager und Objektserver können bei
einem Ausfall dieser nicht mehr mit ihren Partnern kommunizieren, da die MTA-SAPs zerstört wer-
den.
Nach einem erneuten Start der MTA-Instanz ist zunächst der Zustand vor dem Ausfall wiederherzu-
stellen, wozu das Log verwendet wird. War eine MTA-Instanz zum Zeitpunkt des Ausfalls an keiner
MTA beteiligt (weder als Koordinator noch als Teilnehmer), ist keine Restart-Aktion erford lich.
Für alle MTAs, in denen die MTA-Instanz zur Ausfallzeit in der Koordinatorrolle war, sind beim
Restart folgende Situationen zu betrachten:
• Alle Transaktionen, die bereits ihren Endzustand erreicht haben (erfolgreiches Ende oder Ab-
bruch), sind nicht weiter zu betrachten. MTAs, die im Zustand „Initiated“ waren, sind zu beenden
und erfordern keine weitere Aktion.
• Transaktionen, die vor Ausfall in der Operations- oder K1-Phase waren, sind zurückzusetzen. Es
muß ein Abort-Request an alle MTA-Teilnehmer abgesetzt werden.
• Transaktionen, die sich in der K2-Phase befanden, die Entscheidung über den Ausgang also bereits
getroffen war, sind gemäß dieser Entscheidung zu Ende zu führen. Es muß also ein Abort- oder ein
Commit-Request an alle MTA-Teilnehmer gesendet werden.
Die Manager müssen bei erneutem Anmelden vom Ergebnis ihrer letzten Transaktion informiert wer-
den. Ein Anmelden eines Managers wird aber erst wieder zugelassen, wenn die noch offene Transak-
tion vollständig abgewickelt ist. Für MTAs, in denen Objektserver der ausgefallenen MTA-Instanz
teilnahmen, müssen bei einem Restart folgende Fehlerfälle behandelt werden:
• Alle Transaktionen, die noch in der Operationsphase waren oder die in der K1-Phase noch nicht
votiert haben, sind zurückzusetzen. Dazu ist ein Abort-Trap zu senden, unabhängig davon, wie
lange der Ausfall her war. Alle Sperren, die durch die abgebrochenen MTAs gesetzt waren, sind
freizugeben. Wurde die Transaktion in der Zwischenzeit vom MTA-Koordinator beendet
(abgebrochen), können die Abort-Traps von den Partnern ignoriert werden.
• Für Transaktionen in der K1-Phase, für die aus Sicht des MTA-Teilnehmers bereits eine Abort-
Entscheidung gefallen war, ist nichts weiter zu unternehmen. Sind noch Sperren gesetzt, so sind
diese freizugeben. Der beteiligte MTA-Koordinator kann zwar aufgrund eines Nachrichtenverlustes
nochmal einen Prepare-Request absetzen, jedoch muß dieser dann nur noch mit Prepare-Response
(„not-ready“) beantwortet werden.
• Für in der K1-Phase befindliche Transaktionen, die aus Sicht des MTA-Teilnehmers bereits erfolg-
reich verlaufen waren ("ready" oder "ready-commit" wurde votiert), liegt eine Unsicherheit über
den Ausgang der Transaktion vor. In diesem Fall muß die MTA-Instanz beim Koordinator und den
anderen Teilnehmern mit einem Result-Request das Ergebnis der Transaktion erfragen. Ist minde-
stens ein anderer Teilnehmer oder der Koordinator der MTA aktiv, antwortet dieser mit einem Re-
sult-Response. Die Transaktion kann entsprechend beendet werden. Antwortet keiner, ist die An-
frage zyklisch zu wiederholen. Wenn mindestens eine MTA-Instanz, die noch an dieser Transakti-
on beteiligt war, irgendwann aktiv wird, kann die MTA beendet werden. In der Zwischenzeit blei-
ben die Sperren gesetzt. Erst nach Abschluß der MTA können die Sperren freigegeben werden.
Hier muß beachtet werden, daß ein MTA-Koordinator eine MTA nach einer Wartezeit auch dann
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erfolgreich abschließt, wenn er von einem MTA-Teilnehmer in der K2-Phase keinen Commit-
Response erhält. Die MTA kann also nach dem Restart bereits erfolgreich zu Ende geführt oder
abgebrochen worden sein.
• Transaktionen, die sich zum Absturzzeitpunkt bereits in der K2-Phase befanden, werden beim Re-
start zu Ende gebracht. Nicht ausgeführte Set-Operationen sind an die beteiligten Objektserver
weiterzureichen. Hier ist ebenfalls zu beachten, daß ein MTA-Koordinator eine MTA auch dann
erfolgreich abschließt, wenn er von einem MTA-Teilnehmer in der K2-Phase keine Commit-
Response erhält.
Abb. 18 zeigt den Ausfall einer teilnehmenden MTA-Instanz, die für eine MTA mit „ready“ votiert
hat. Das Ergebnis der MTA wird hier vom MTA-Koordinator nach einem Result-Request zugestellt
und die MTA wird zu Ende gebracht.
Abb. 18: Ausfall einer MTA-Instanz eines Teilnehmers nach dem Votieren
und vor Beginn der K2-Phase
Ein MTA-Teilnehmer erkennt den Ausfall eines MTA-Koordinators aufgrund seiner weitgehend pas-
siven Rolle zunächst nicht. Damit Transaktionen in endlicher Zeit beendet werden können, ist folgen-
de zeitgesteuerte Überwachung jeder MTA erforderlich:
• Eine MTA-Instanz prüft für jeden aktiven MTA-Teilnehmer von Zeit zu Zeit, ob der zugehörige
MTA-Koordinator noch aktiv ist. Dazu führt sie für jede laufende MTA einen sog. Idle-Timer, der
immer von neuem gestartet wird, wenn eine Nachricht vom MTA-Koordinator empfangen wird.
Nach Ablauf des Timers wird ein Heartbeat-Request an den Koordinator abgesetzt.
...
Ausfall der MTA-Instanz des Teil-
nehmers, alle anderen Teilnehmer
antworten auch mit "ready"
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• Antwortet der MTA-Koordinator auf den Heartbeat-Request nicht nach einer bestimmten Zeit
(Request-Timer) und auch nach wiederholten Anfragen nicht mit einem Heartbeat-Response, so
wird davon ausgegangen, daß er ausgefallen ist. In diesem Fall wird die MTA und auch alle ande-
ren MTAs, in denen die ausgefallene MTA-Instanz beteiligt war, zurückgesetzt, sofern noch kein
Ready-Votum abgesetzt wurde. Alle belegten Sperren der abgebrochenen Transaktionen werden
freigegeben. Wurde bereits in der K1-Phase mit "not-ready" oder "ready-commit" votiert, ist die
MTA aus Sicht des Teilnehmers bereits zu Ende. Für Transaktionen, in denen der MTA-
Teilnehmer bereits mit "ready" oder "ready-commit" votiert hatte, muß er zunächst solange einen
Result-Request wiederholen, bis ein anderer MTA-Teilnehmer oder der MTA-Koordinator den
Zustand der MTA über einen Result-Response meldet oder der MTA-Koordinator wieder aktiv
wird und die MTA zu Ende führt. Dies ist notwendig, da es sein kann, daß dem MTA-Teilnehmer
aufgrund eines Nachrichtenverlustes ein Abort- oder Commit-Request nicht zugestellt wird.
• Die anderen MTA-Teilnehmer werden über den Ausfall mit einem Not-Alive-Trap informiert, wor-
auf alle laufenden Transaktionen, in welche die ausgefallene MTA-Instanz verwickelt war, abge-
brochen werden können.
Über diese Lebendüberwachung wird verhindert, daß in einer MTA gesperrte MOs unnötig lange für
andere Transaktionen blockiert werden. Ein ausgefallener MTA-Koordinator wird schnell erkannt und
die belegten Sperren können freigegeben werden. Wird der MTA-Koordinator erneut aktiv, führt er
seine Restart-Aktivitäten wie oben beschrieben durch, unabhängig davon, ob ein Heartbeat-Request
gesendet wurde oder nicht.
Fällt eine MTA-Instanz während des Recovery-Vorgangs aus, so hat dies aufgrund der Idempotenz
der Redo-Anweisung für die Set-Operationen keine Auswirkungen. Set-Operationen werden mögli-
cherweise mehrfach ausgeführt, was aber nicht zu Inkonsistenzen führt.
5.10.4 Knotenausfall und Kommunikationsunterbrechung
Stürzt ein Knoten ab, kann die Fehlerbehandlung im wesentlichen auf die bere ts erläuterten Fehlerfäl-
le zurückgeführt werden. Alle auf dem Knoten aktiven Manager, Objektserver und MTA-Instanzen
fallen ebenfalls aus. Für die MTA-Partnerinstanzen ist diese Fehlersituation identisch zu einem Aus-
fall der MTA-Instanz, da sie nicht zwischen einem Knotenausfall und einem Ausfall einer MTA-
Instanz unterscheiden können. Werden der ausgefallene Knoten und die MTA-Instanzen wieder ge-
startet, wird ein Wiederanlauf ausgeführt. Die lokalen Objektserver melden sich wieder bei der MTA-
Instanz an und erhalten entsprechende Set-Requests für noch nicht dauerhaft durchgeführte Operatio-
nen. Die Manager melden sich ebenfalls wieder an und erhalten die Ergebnisse der zuletzt aktiven
MTA.
Kann ein Knoten durch einen lokalen Fehler am Netzzugang oder durch einen Netzwerkfehler nicht
mehr mit den Partnern kommunizieren, bemerken dies die betroffenen MTA-Partnerinstanzen über die
Timerüberwachung und reagieren wie bei einem Knotenausfall bzw. dem Ausfall einer MTA-Instanz.
Eine MTA-Instanz, die aufgrund eines lokalen Problems im Transportsystem nicht mehr mit anderen
MTA-Instanzen kommunizieren kann, versucht zunächst, die Kommunikation wieder aufzunehmen.
Darüber hinaus führt sie folgende Aktionen aus:
• Alle laufenden Transaktionen, in denen die MTA-Instanz (bzw. der Objektserver) in der Teilneh-
merolle ist, werden als abgebrochen gekennzeichnet, wenn sich die Transaktion in der Operations-
oder in der K1-Phase vor dem Votieren befindet. Die Sperren der Transaktionen werden freigege-
ben. Hat die MTA-Instanz als Teilnehmer einer MTA bereits „ready“ oder „ready-commit“  (K1-
Phase) votiert, dann ist die MTA in einem unsicheren Zustand. Wenn die Kommunikation wieder
möglich ist, wird ein Result-Request abgesetzt.
• Für alle laufenden Transaktionen, die sich in der K1-Phase befinden, in denen die MTA-Instanz
(bzw. der Manager) aktiv als MTA-Koordinator agiert, teilt die MTA-Instanz den Managern bei
deren nächsten Aufruf einer Primitive den MTA-Abbruch mit.
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• Alle Transaktionen in der K2-Phase, in denen die MTA-Instanz Koordinator ist (Ergebnis ist be-
kannt), werden verzögert, bis wieder eine Kommunikation möglich ist. Ist für diese MTAs vor
Ausfall der Kommunikation noch kein Abort- bzw. Commit-Request abgesetzt worden, sind die
betroffenen MTA-Teilnehmer in einem unsicheren Zustand und blockieren. Sie müssen zyklisch
einen Result-Request absetzen, bis eine MTA-Partnerinstanz antwortet. Wurde noch ein Abort-
bzw. Commit-Request gesendet, ist es möglich, daß zumindest ein MTA-Teilnehmer das Ergebnis
bereits kennt und den anderen über einen Result-Response mitteilen kann. In diesem Fall können
die anderen MTA-Teilnehmer die MTAs aus ihrer Sicht abschließen. Da aber vorausgesetzt wird,
daß die Knoten, auf denen Managementanwendungen laufen, sehr stabil sind und nach einem Aus-
fall irgendwann wieder aktiv werden, ist ein unendlich langes Blockieren nicht möglich.
• MTAs in der K2-Phase (Ergebnis ist bekannt), in denen die MTA-Instanz als Koordinator fungiert,
werden zu Ende geführt und die Sperren werden freigegeben.
• Die MTA-Instanz prüft zyklisch, ob wieder eine Kommunikation möglich ist. Ist dies der Fall,
führt sie zunächst noch offene MTAs zu Ende.
Bemerkt eine MTA-Instanz nicht, daß eine Kommunikation wegen eines Fehlers im Transportsystem
oder aufgrund eines anderen Netzfehlers (z. B. Fehler in einer Netzkomponente) unmöglich ist, wird




Nach dem Start einer MTA-Instanz muß diese zunächst eine Recovery-Behandlung durchlaufen, um
evtl. Fehler, die durch einen vorhergehenden Absturz verursacht wurden, beheben zu können. Alle
oben beschriebenen Fehlersituationen müssen bereinigt werden. Dazu geht die MTA-Instanz bzw.
dessen Recoverymanager wie folgt vor:
1. Zunächst muß er das Log aus dem persistenten Speicher in den flüchtigen Speicher übertragen.
Alle Logsätze der noch nicht abgeschlossenen Transaktionen sind zu lesen, wobei bereits abge-
schlossene MTAs nicht zu berücksichtigen sind. Wichtig ist dabei, daß das Log vom Anfang bis
zum Ende in chronologischer Reihenfolge und satzweise gelesen wird. Zunächst wird davon aus-
gegangen, daß das Log beim Recovery relativ klein ist und hauptsächlich die zuletzt in Bearbei-
tung befindlichen MTAs enthält. Im folgenden Kapitel wird das Thema Log-Komprimierung noch
genauer untersucht.
2. Alle Datenstrukturen zur Verwaltung der Managementanwendungen, Objektserver, MTAs und
Locks sind wieder so aufzubauen, wie sie vor dem Absturz vorlagen.
3. Alle MTAs, für die die MTA-Instanz (bzw. ein Manager) in der Koordinatorrolle war, sind zuerst
zu Ende zu führen. Die Ergebnisse sind festzuhalten, um sie bei erneutem attach dem beteiligten
Manager zu übergeben. Die Behandlung einer offenen MTA hängt vom zuletzt protokollierten
Zustand ab.
4. Alle MTAs, für die die MTA-Instanz (bzw. ein Objektserver) in der Rolle des Teilnehmers war,
werden beendet bzw. es ist deren Beendigung einzuleiten. Bei MTAs im "unsicheren" Zustand ist
das Ergebnis von den anderen Partnern mit einem Result-Request zu erfragen.
Manager, die sich während der Recovery-Phase anmelden, werden solange blockiert, bis ihre letzte
MTA abgeschlossen ist. Danach können sie bereits erneut eine MTA initiieren, auch wenn die Reco-
very-Phase für andere MTAs noch nicht vollständig abgeschlossen ist. Objektserver können sich so-
fort wieder anmelden und stehen für weitere MTAs zur Verfügung. Von offenen MTAs gesperrte
Managementobjekte sind aber nur insofern bearbeitbar, wie neue Sperren kompatibel zu bestehenden
sind. Soweit möglich (wenn neu zu bearbeitende MOs nicht durch noch nachzufahrende MTAs ge-
sperrt sind) kann sich ein Knoten auch schon während der Recovery-Phase (nach Schritt 2) an neuen
MTAs, die von anderen Koordinatoren initiiert wurden, beteilig n.
Fällt eine MTA-Instanz während des Recovery-Vorgangs erneut aus, so werden die Schritte beim
nächsten Start wiederholt. Möglicherweise wird dann eine Set-Operation erneut ausgeführt. Aufgrund
der geforderten Idempotenz der Redo-Operation hat dies keine weiteren Auswirkungen.
Der Algorithmus kann nun wie folgt in vier Schritten beschrieben werden, wobei das Warten auf
Nachrichten (z. B. auf Result-Response) nicht als blockierend zu betrachten ist:
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Recovery-Algorithmus:
1. Schritt: Lies das Log vom Anfang bis zum Ende vom persistenten in den flüchtigen Speicher und
eliminiere dabei alle (vollständig abgeschlossenen) MTAs, für die ein Logsatz commit-
ted(...) oder aborted(...) gefunden wird.
2. Schritt: Erzeuge alle Datenstrukturen aus dem Log, wie sie vor dem Ausfall existierten und setze
alle Locks der offenen MTAs. Baue eine Ergebnisliste für die MTA-Ergebnisse auf.




Trage Ergebnis "aborted" in die Ergebnisliste ein
Schreibe Logsatz aborted(...)
case "active" or "preparing":
Trage Ergebnis "aborted" in die Ergebnisliste ein
Schreibe Logsatz aborted(...)
Sende Abort-Request für MTA und warte Abort-Responses ab
case "committing":
Trage Ergebnis "committed" in die Ergebnisliste ein
Schreibe Logsatz committed(...)
Sende End-Request für MTA und warte End-Responses ab
case "aborting":
Trage Ergebnis "aborted" in die Ergebnisliste ein
Schreibe Logsatz aborted(...)
Sende Abort-Request für MTA und warte Abort-Responses ab
endswitch





Gib von der MTA belegte Locks frei
Sende Abort-Trap für MTA
case "prepared":
Sende Result-Request und warte auf Ergebnis (wiederhole Result-Request zyklisch, 




Führe alle Set-Operationen mit den beteiligten OSs aus
Schreibe Logsatz committed(...)
Gib von der MTA belegte Locks frei
else
Schreibe Logsatz aborted(...)




Führe alle Set-Operationen mit den beteiligten OSs aus (evtl. Redo)




Die Komponenten des MTA-Modells sind in einer SDL-Spezifikation als erweiterte, kommunizieren-
de, endliche Automaten (CEFSM, Communicating Extended Finite State Machine) beschrieben, wo-
für die grafische Beschreibungssprache SDL (Specification and Description Language) verwendet
wurde. Ein Automat der Klasse CEFSM zeichnet sich im Vergleich zu einfachen endlichen Automa-
ten dadurch aus, daß er die Speicherung und Bearbeitung von Variablen erlaubt. Der vollständige
Zustand des Automaten wird also nicht nur durch die ausgezeichneten Zustände, sondern auch durch
die Variablenbelegungen repräsentiert [Röss93]. Darüber hinaus kann ein CEFSM mit seiner Umge-
bung kommunizieren, wobei als Umgebung andere Automaten, das lokale System oder der Bediener
angesehen werden können. Ein CEFSM erhält von seiner Umgebung Eingangssignale wie ankom-
mende Nachrichten von Partnerautomaten oder Dienstanforderungen höherer Schichten, die er in Ak-
tionen bearbeitet. In einer Aktion kann auch ein Ausgangssignal (z. B. eine Nachricht an einen Part-
nerautomaten) erzeugt werden. SDL bietet umfassende Möglichkeiten, einen CEFSM zu beschreiben
[Gerd94a-b] [Hogr91] [Turn93].
Abb. 19: Systemspezifikation
Die Modellierung geht von folgenden Annahmen aus:
• Der MTA-Provider verwaltet für jede MTA einen Koordinatorautomat und einen oder mehrere
Teilnehmerautomaten.
• Eine MTA-Instanz kann MTA-SAPs für eine oder mehrere Manager/Objektserver verwalten.
• Für die Kommunikation mit MTA-Partnerinstanzen bedient sich eine MTA-Instanz der Dienste
einer Transportschicht. Über den verwendeten Dienstzugangspunkt (T-SAP, Transport Service Ac-
cess Point) sendet und empfängt sie Signale in Form von Nachrichten.
• Von einer konkreten Implementierung wird ein Timerbaustein zur Zeitüberwachung vorausgesetzt.
Über diesen Baustein werden Timer angefordert bzw. zurückgesetzt und Signale bei Ablauf von
Timern empfangen.
• Für die Überwachung der Manager/Objektserver wird ein eigener Baustein (Ausfallüberwachung)
verwendet. Dieser Baustein sendet der MTA-Instanz bei einem Ausfall eines Mana-
gers/Objektservers ein Signal.
Die Systemspezifikation wird in Abb. 19 dargestellt. Die Bausteine werden in der SDL-Spezifikation





Austausch der Signale dienen. Jeder Block wird in einer Blockspezifikation weiter verfeinert, wobei
in der untersten Verfeinerungsstufe das dynamische Verhalten der beteiligten Prozeßtypen festgelegt




















Teilnehmerprozeß und OS-Recovery-Prozeß strukturiert (siehe Blockspezifikation in Abb. 20). Eine
entsprechende Blockspezifikation ist auch für die anderen Blöcke erforderlich, was allerdings hier
nicht weiter ausgeführt wird.
Abb. 20: Blockspezifikation MTA-Instanz
Der Monitorprozeß (siehe SDL-Diagramm im Anhang) kreiert als übergeordneter Steuerungsprozeß
die anderen Prozesse bei Eintreffen bestimmter Signale, was mit gestrichelten Pfeilen in Abb. 20 zwi-
schen den Prozeßtypen dargestellt wird. Er führt nach dem Start zunächst Recovery-Maßnahmen
(siehe Recovery-Algorithmus) durch und wartet danach als übergeordneter Prozeß auf Attach-
Requests von Managern und Objektservern. Bei Eintreffen eines attach.request von einem Manager
wird ein MTA-Koordinatorprozeß kreiert. Bei einem attach.request eines Objektservers wird zunächst
ein Prozeß vom Typ OS-Recovery ausgeführt, um noch offene Set-Operationen abzuarbeiten. Nach-
dem der OS-Recovery-Prozeß seine Aufgaben erledigt hat, aktiviert der Monitor einen MTA-
Teilnehmerprozeß und setzt den OS-Status auf aktiv. Der attach.request wird mit dem Senden eines
attach.confirm beantwortet. Der Monitor ist also ein übergeordneter Prozeß, der im wesentlichen die
Aufgabe hat, auf definierte Eingangssignale zu warten und neue MTA-Koordinator- und Teilnehmer-
prozesse zu erzeugen. Eintreffende Heartbeat-Request- und Result-Request-PDUs für alle MTAs be-
antwortet der Monitor direkt mit entsprechenden Respon e-PDUs.
Eine MTA wird durch einen Prozeß vom Typ MTA-Koordinator repräsentiert, der mit einem oder
mehreren Prozessen des Typs MTA-Teilnehmer kommuniziert. Die gesamte Spezifikation der betei-
ligten Prozeßtypen kann hier aus Platzgründen nicht beschrieben werden. Stellvertretend sind im An-
hang SDL-Spezfikationen des Monitor- und des MTA-Koordinatorprozesses. Vereinfachend wird hier
die Bearbeitung von Set- und Get-Requests identisch behandelt, da die Abläufe prinzipiell gleich sind.
Der genaue Prozeßablauf mit den Aktionen, die bei Eintreffen eines Signals angestoßen werden, ist





































Zum Thema "verteilte Transaktionen" gibt es Standards wie die von der ISO genormten Transaktions-
protokolle OSI CCR (Commitment, Concurrency and Recovery) [ISO91] und OSI TP (Transaction
Procession) [ISO92a-b]. Beides sind Schicht-7-Protokolle und für die verteilte, verbindungsorientierte
Transaktionsverarbeitung konzipiert. Sie setzen einen kompletten OSI-Stack einschließlich ACSE
(Accociation Control Service Element) voraus. [Naka93] befaßt sich mit OSI-Management auf Basis
von OSI TP. Die Herstellervereinigung X/Open entwarf das DTP-Modell [DTP93a] zur Entwicklung
von Transaktionsanwendungen. Das Modell verwendet einen Transaktionsmanager auf jedem Knoten
und Ressourcenmanager, die die zu bearbeitenden Objekte (Ressourcen) verwalten. Die Schnittstellen
zwischen den Komponenten sind ebenfalls genormt. Für verteilte Transaktionen wird im DTP-Modell
als Transaktionsprotokoll OSI TP vorgeschlagen. Die Object Management Group (OMG) veröffent-
lichte in [OMG95] den CORBA 2.0 Standard (Common Object Request Broker Architecture). Darin
wird der objektorientierte Transaktionsdienst OTS (Object Transaction Service) für verteilte Anwen-
dungen beschrieben (siehe auch [Orfa95]). Der Dienst verwendet sog. "Recoverable Objects", die
Transactionsobjekte mit ACID-Eigenschaften verwalten. Das verwendete Transaktionsprotokoll ist
ebenfalls ein 2PC-Protokoll. Neben diesen Standards gibt es eine Vielzahl von Transaktionsprotokol-
len, die vorwiegend im Datenbankbereich entwickelt wurden und meist spezielle Ausprägungen von
2PC-Protokollen mit unterschiedlichen Optimierungen sind (siehe z. B. [Roth93] [Stam93]).
Das Thema "Anwendungsmanagement" wird derzeit intensiv untersucht und es existieren auch schon
einige Implementierungen dazu. [Krög95] stellt ein System zum Performance Management verteilter
objektorientierter Anwendungen auf Basis von CORBA vor, das auch auf SNMP-basierte Werkzeuge
übertragbar ist. In [Heß95] wird ein generisches Managementsystem für verteilte Anwendungen erläu-
tert, das sich mit Konfigurationsmanagement und dynamischen Konfigurationsänderungen befaßt.
[Schö95] erläutert, über welche Techniken Anwendungsagenten i  ein SNMP-basiertes Management
integrierbar sind.
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7 Zusammenfassung und Ausblick
Das in diesem Beitrag vorgestellte MTA-Protokoll ist ein einfach zu implementierendes, "leicht-
gewichtiges" Transaktionsprotokoll, das sich insbesondere für das Management verteilter Anwendun-
gen eignet. Das MTA-Protokoll ist eine Erweiterung von SNMP und verwendet zur Beschreibung der
Managementobjekte die im Internet-Informationsmodell definierten Mechanismen. Es eignet sich vor
allem für die Administration kritischer Anwendungen, die voneinander abhängige Managementobjek-
te (wie z. B. komplexe Konfigurationsparameter) benötigen. Das MTA-Protokoll ermöglicht die Ab-
wicklung verteilter, flacher Transaktionen auf die Managementobjekte von Anwendungen, wobei für
eine Transaktion die ACID-Eigenschaften gelten. Zur Verwaltung der Transaktionen, zur Behandlung
nebenläufiger Zugriffe und für Recovery-Maßnahmen wurden stabile Verfahren ausgewählt. Das
Protokoll basiert auf Broadcast-Mechanismen, setzt ein 2PC-Verfahren zur Koordinierung der Trans-
aktionen ein und benutzt zur Synchronisation nebenläufiger Managementtransaktionen ein 2PL-
Verfahren.
Die im Beitrag definierten MTA-Dienste werden den Managementanwendungen u d Anwendungs-
prozessen über einen MTA-Provider zur Verfügung gestellt, der auf den beteiligten Knoten durch
MTA-Instanzen, die miteinander über MTA-PDUs kommunizieren, repräsentiert ist. Eine Manage-
mentanwendung startet und beendet als MTA-Koordinator die Transaktionen. Die Operationen inner-
halb einer Transaktion werden von den Agenten (Objektservern), die für den Zugriff auf die MOs
zuständig sind, ausgeführt.
Die MTA-Instanzen sorgen für die atomare und isolierte Ausführung der Transaktionen, für die persi-
stente Abspeicherung der MOs sind die Anwendungsprozesse (bzw. Objektserver) selbst zuständig.
MTA-Instanz und Objektserver sorgen gemeinsam für die Konsistenz der MOs. Die MTA-Instanz ist
für die Serialisierung der Zugriffe und für Recovery-Maßnahmen zuständig. Zustandsänderungen
protokolliert die MTA-Instanz in einem persistenten Log, das Ausfälle überlebt. Die entwickelten
MTA-Dienste ermöglichen eine einfache Implementierung von Managementanwendungen und Ob-
jektservern ohne tiefergreifende Kenntnisse über die Abwicklung von Transaktionsprotokollen, Sperr-
und Wiederanlaufverfahren.
Eine Prototyp-Implementierung des MTA-Protokolls unter UNIX ist derzeit in Arbeit. Darüber hinaus
werden Erweiterungen und Optimierungen des MTA-Protokolls wie etwa eine dynamische Log-
Komprimierung, die Relokation von Objektservern während einer Transaktion, transaktionsgesicherte
Gruppenoperationen, verschachtelte Managementtransaktionen u d LAN-übergreifende Management-
operationen untersucht. Weiterhin werden Transaktionsmodelle wie das DTP-Modell der X/Open
[DTP93a-b] und CORBA-OTS (Object Transaction Service, [OMG95] [Orfa95]) auf ihre Verwend-
barkeit im Management verteilter Anwendungen untersucht und mit dem MTA-Modell verglichen.
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8.2 SDL-Diagramme für MTA-Koordinatorprozeß
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8.2.7 SDL-Diagramm für Rollback
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Abort- 
Response- 
PDU
Timeout
Responses 
sammeln
Alle Responses 
empfangen?
Reset Timer
 
Log  
"Aborted"
ja
Ausfall Mgr
Mgr.status:= 
inactive
Log  
"Aborting"
Abort-Request-
PDU
Create 
Abort-Request-
PDU
Set Timer
Rollback
 
Log  
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R1
R1
nein
