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Chapter 1 (General introduction): 
Grip on complexity in chemical reaction networks 
 
Chemistry is challenged by the creation of complexity observed in natural systems. The 
development of a modular platform based on synthetic chemistry offers a unique opportunity 
to understand of the physical chemical basis of the cell, and ultimately, life. Complex networks 
of chemical reactions together define how life works, and a synthetic chemical framework holds 
considerable potential to understand of how such chemical reaction networks (CRNs) create 
function. Fulfilling this potential, however, requires a transformation of the classical synthesis 
of molecules to the synthesis of molecular networks that perform their function in out-of-
equilibrium conditions. This thesis urges an approach using a synthetic strategy based on the 
stepwise build-up of complex molecular systems. Here, I propose the development of a 
platform based on synthetic chemistry that allows us to go beyond describing and 
understanding systems to the rational design of function arising from a collection of molecular 
network motifs.  
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Part of this chapter has been submitted as manuscript to Beilstein J. Org. Chem.:  
Wong, A. S. Y.; Huck, W. T. S. 2017 (manuscript accepted for publication) 
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1.1 Introduction 
Natural phenomena such as the earth’s climate, ecosystems, animal group behavior, our 
brain, and living cells, are all systems that display dynamic behavior marked by an apparent 
complexity.1-5 Some of the remarkable properties of complex systems lie in their robustness (i.e. 
error tolerance), resilience (i.e. restoration ability) and adaptive capacity (i.e. to compete, or to 
cooperate for resources) in response to changes in environmental conditions.6-11 Such system-
level functions represent the prerequisite in natural phenomena to prevent abrupt climate shifts, 
or the sudden diminishing of populations in ecosystems, and are, arguably, the key properties 
supporting complex systems to transition from non-living to living.12-14 Understanding the 
principles enabling transitions between dynamically distinct but stable states will unravel the 
predictability, and perhaps the possibility to influence the dynamics of change, but science has 
yet to find answer to this complexity.15 
 
Figure 1: Natural complex networks, exemplified by (a) a swarm of starlings, (b) communication among neuron 
cells, (c) and organization within living cells by the cytoskeletal network.  
At the molecular level, complex networks of chemical reactions together define how life 
works. One of the ultimate aims for systems like a living cell, is to understand how the interplay 
between molecular level events and network topology determine the behaviour that emerges 
from “complex networks” of chemical reactions.16 Complex networks typically consist of a 
large number of constituent components that individually represent relatively simple physical, 
chemical, or biological processes, that are well-known or amenable to detailed study. However, 
when these large numbers of components interact with one another, even when they do so 
according to known rules, complex behaviour emerges that could not be predicted based on the 
properties of the components alone. In the past decades, complexity science has made 
tremendous progress in developing mathematical tools that capture the key properties 
underlying such networks.17-19 Our in-depth knowledge of actual systems, however, is often 
insufficient to precisely predict when, and by how much, systems respond to changes in the 
environment. Especially when those changes induce systems to go beyond a critical value, the 
resulting abrupt shifts, or phase transitions become unpredictable.20-22  
We need new tools that allow us to not only to understand networks, but also to guide and 
control their behavior. Historically, our ‘dis’ability to comprehend an apparent complexity 
pushed science investigate more and more complicated molecules. Natural phenomena are 
enormously complex networks but remain an ensemble of smaller networks of molecules 
reacting with one another. The development of complex systems science will most likely follow 
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a similar pattern, where we will get a grip on systems of increasing complexity. Our current 
toolbox, however, is not equipped with tools either to rationally design chemical reaction 
networks (CRNs) or to study dynamic behaviour in conditions displaced from equilibrium. In 
other words, we don’t know how to apply the design principles of life to create reaction 
networks within a synthetic chemical framework.23-25  
1.2 Minimal Chemical Reaction Networks  
Network motifs assembled from feedback loops  
Networks are daunting in complexity but despite the large number of possible connections, 
structural patterns of interconnections are relatively common.26 Much of our inspiration for 
constructing chemical reaction networks (CRNs) comes from the living cell.27-31 Vast metabolic 
and genetic networks of chemical reactions allow living cells to sense their environment, react 
to stimuli and use nutrients for cell growth and division. The biochemical network that governs 
the dynamic properties of physiological responses is depicted as a wiring diagram in Figure 
1.2a.32  
The reduction of a network into wiring diagrams enables accurate modelling and revealed 
fundamental features that would otherwise be too difficult to comprehend.33 It is generally 
accepted complex molecular networks, like electrical circuits, are constructed from smaller 
modules, so-called network motifs, and control the regulatory functions as well as the system 
level behaviour of larger networks. In fact, motifs with a few positive and negative feedback 
loops create functionality such as bistable switching, adaptation and oscillations.34 Hence, 
underneath the complexity, local regulations are based on minimal systems comprises a fairly 
simple set of basic events (i.e. activation and inhibition).  
 
Figure 1.2: Network motifs. (a) Example of network motifs found in a biochemical signalling network.32 (b) 
Examples of network motifs composed from different feedback loops. Each design can turn a universal signalling cycle 
into a bistable switch and relaxation oscillator.33 
Chapter 1 | 
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Figure 1.3: Minimal network motifs that describe the dynamics of minimal bistable or oscillatory systems using mass-
action kinetics.40 
Minimal network motifs have the advantage of being simple enough (e.g. analytically 
solvable) and are therefore well suited for approaches viewed in the framework of rates of 
chemical reactions. Figure 1.2b shows in more details on how phosphorylation and 
dephosphorylation system can influence the rates of its own formation creating either a 
positive, and/ or a negative, feedback loop.33,34 Through feedback loops, even a systems 
composed from minimal motifs can display dynamic behaviour. A minimum of one positive 
feedback structurally promotes bistability in networks,35 but additional interactions linking of 
the activation and inhibition provide the necessary nonlinearity to stabilize the on/off state.36-39  
Network motifs are dynamic building blocks  
Network motifs form the basic building blocks of dynamic behaviour. Figure 1.3 depicts 
several examples of motifs that are considered responsible for the regulatory functions that 
generate discontinuous bistable dynamics or oscillations.40 A common approach to understand 
the underlying biological phenomena uses a mathematical model that consists of coupled 
nonlinear ordinary differential equations (ODEs).41-44 Feedback loops, in reality, are interactions 
based upon elementary mono- and bimolecular chemical reactions that are subject to the same 
chemical laws as classical reactions. As such, the motifs summarized in Figure 1.3 can be 
translated into stoichiometric reaction schemes. Under the assumption of spatially 
homogeneous conditions, the dynamics can be fully described by the rate equations in the 
subsequent column.40  
The practical realization of dynamic s in such reaction schemes is daunting, in part, because 
it also requires the systems to operate far from equilibrium.45,46 A venture beyond the confines 
of equilibrium, however, doesn’t require deeper understanding of the thermodynamic laws in 
non-equilibrium systems. Open systems allow environmental conditions to influence the 
Grip on complexity in chemical reaction networks 
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accessibility or stability of the final state, marking the key difference between systems in and out 
of equilibrium.47 Although their behavior is only predictable by a full understanding of the exact 
set of rate equations, the steady state solutions satisfy the same algebraic equation that controls 
equilibrium state solutions: 0 = dx/dt = dy/dt (= dz/dt).48 To keep the chemical system from 
reaching equilibrium (i.e. in a thermodynamically open system), the implementation of CRNs 
often suffices with the assumption of an excess of a source (S) combined with a product (P) 
that acts as a sink. In such dissipative conditions, reactions do not necessarily settle for the state 
with the highest entropy but instead are drawn towards a steady state. 
 
1.3 From network motifs to dissipative systems  
Classical example of a chemical dissipative system 
Network motifs can guide the design of CRNs but first, we need to develop an intuition for 
the components that make up a network motif. The Belousov-Zhabotinkskii (BZ) oscillating 
reaction is arguably the best-known chemical network (Figure 1.4a).49 As a prototypical out-of-
equilibrium system, the BZ reaction provided the fundamental and experimental basis for 
nonlinear chemistry.50-53 Studies as diverse as synchronization in coupled systems, oscillatory 
Turing patterns, and spatio-temporal chaos show that the rich dynamics depends solely on how 
energy dissipates from the system, initiated by local instabilities.54-56  
We must learn how to apply retrosynthesis to chemical reaction networks such as the BZ 
reaction. The reaction scheme in Figure 1.4b shows that the BZ network comprises five 
reactions that can be translated into three inorganic processes in acidic conditions: (1) 
autocatalytic production of HOBr2 (X) in presence of Br– (Y), (2) oxidation of the cerium 
catalyst, Ce3+  Ce4+ (Z), and (3) the regeneration of Br– and Ce3+ fuelled by the oxidation of 
the malonic acid (MA).57,58 Translation from the reaction scheme or equations (back) to the 
network motif, however, is far from intuitive. Hence, despite its beauty and obvious potential 
for making exciting discoveries, the BZ reaction and similar classical chemical systems,59-62 lack 
bottom-up design opportunities. Furthermore, the incorporation of a wider range of (organic) 
chemical reactions is challenging due to the aggressive nature of the medium and reactants. 
 
Figure 1.4: Belousov-Zhabotinkskii reaction. (a) Classical example of pattern formation in the BZ reaction when 
perturbed with a silver thread.57 (b) The multitude of reactions in BZ reaction can be reduced to the Oregonator, a 
three-variable scheme (with key species X = HBrO2, Y = Br–, and Z = Ce4+).57,58 
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Figure 1.5: Examples of synthetic dissipative systems. (a) Feedback cycle of a bilayer network composed from the 
mechanical action of a temperature-responsive gel coupled with various exothermic reaction.63 (b) Small dynamic 
combinatorial library made from dithiol building blocks.64,65 (c) Self-assembly fibrous structures fuelled by molecular 
gelators depicted below the reaction network.66,67 (d) Biocatalytic self-assembly in the presence of chymotrypsin (green) 
forming hydrogelators that can be modified by the choice of amino acids depicted in the bottom right side.68  
Chemical dissipative systems based on tunable organic structures 
More recent work builds chemical dissipative networks from organic structures. This has 
resulted in numerous exciting examples, ranging from functional out-of-equilibrium systems 
that can perform logic operations to dissipative self-assembling structures creating new forms 
of smart materials (Figure 1.5a-d).63-68 The underlying principle of compartmentalization, 
dynamic combinatorial chemistry, and hydrogelation also appears in different types of 
networks.69-75 Chemical networks can be readily made from tunable organic structures, holding 
considerable potential chemical sciences to develop a new approach to the construction of out-
of-equilibrium molecular networks.  
The key challenges encountered in the experimental realization of robust steady-state output 
in such systems, however, remains to balance the reaction rates between various feedback loops 
in the network. Despite the advances in studies, the behaviour in reactions while approaching 
equilibrium (Figure 1.5c and 1.5d) are transient and not a reflection of a dynamic steady state. 
Hence, the bottom-up construction of chemical reaction networks requires more than 
convenient chemical components. We need a general methodology based on rational design 
that integrates the structure of (small) molecules with the tuning of the reaction rates for each 
Grip on complexity in chemical reaction networks 
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step in the network. This methodology need to be grounded in the thorough appreciation of 
reaction rates in complex networks, and also take network motifs into account. 
 
Figure 1.6: Design principles applied in synthetic biology. (a) Network topology, mechanism, and the clockwise-
rotating spiral of prey’s in the molecular predator−prey network.76 (b) The gene regulation pathway and of an oscillator 
based on a positive and delayed negative feedback motif, with experimentally observed oscillations showed to be in 
good agreement with the simulations.87 (c) Oscillations in the dual-feedback motif.88 (d) Illustration of the explicit 
intermediate processes required for accurate simulations in the mathematical modelling of genetic reaction networks. 
Learning from the design principles applied in synthetic biology 
Genetic and small DNA-oligonucleotides networks provided an ideal test bed to address the 
basic principles of designing (bio)chemical complex systems. Figure 1.6a show the successful 
translation of an earlier discussed network motif into a molecular predator (P)-prey (N) 
network.76,77 The information concerning the predator and prey growth and degradation is 
stored in single-stranded DNA (ssDNA). Importantly, the reaction scheme and rate equations 
could be approximated based on the predictability in the thermodynamics of DNA binding. In 
presence of an excess of the source ssDNA denoted by G (for “Grass”), traveling waves of a 
predator−prey molecular network, similar to the spatio-temporal patterns in the BZ reaction, 
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were obtained. In stark contrast to the BZ reaction, however, the use of DNA or DNA-enzyme 
based in vitro systems are amenable to rational design. 
Other approaches in synthetic biology use gene regulatory networks. Gene regulations 
provide both conceptual simplicity and modularity to design networks exhibiting oscillatory 
behaviour. Within this framework, Figure 1.6b shows an in vitro implementation of an 
oscillator comprising a positive and a delayed negative feedback loop.78 The canonical gene 
regulation pathway uses the information encoded in DNA templates T1-T3. Similarly, a genetic 
oscillator can be engineered in Escherichia coli.79-81 Figure 1.6c shows the network composed 
of AraC, LacI and yemGFP genes.82 The additional yemGFP gene serves as a read-out 
component and is not depicted in the regulatory network motif.  
Together, the examples in Figure 1.6 demonstrate that complex dynamics could be achieved 
by transcription and translation processes. Dissipation arises from an approximated constant 
supply of nucleotides, amino acids, and enzymes among other cellular machinery (see Figure 
1.6d).83 Arguably, the ability to assemble rationally test-tube CRNs lags behind that for in vivo 
systems due to difficulties faced in mimicking such cellular composition.84 Consequently, in 
molecular ‘circuits’ based on DNA as building block, certain reaction rates are often not known, 
cannot be known, or cannot be tuned easily. 
1.4 Scope of this thesis 
A major challenge for chemistry is to translate the design principles of biological systems 
into a practical ‘chemical programming language’ and learn how to create functionality using 
chemical reactions. Dynamic building blocks can be reconstructed, and early work has resulted 
in numerous exciting examples ranging from functional out-of-equilibrium systems that can 
perform logic operations, to dissipative self-assembling structures creating new forms of smart 
of materials.85-88 Yet, we are severely limited by examples of systems which are both extensive 
enough to exhibit dynamics, and at the same time simple enough to be tunable.89 
Blueprint to the construction of chemical complex systems 
The aim of this research is to establish a chemical approach that could construct a network 
from individual reactions that are well-characterized and where the key kinetic parameters can 
all be experimentally verified. In this thesis, I will attempt to lay out a general strategy for the 
design and implementation of chemical reaction networks (CRNs). I propose the development 
of a bottom-up approach to systematically study the molecular influences on CRNs 
summarized by the following key objectives: 
 
i. Rational design strategy of an oscillating reaction network (Chapter 2-4) 
ii. Molecular influences on the robustness and resilience in networks (Chapter 5-7) 
iii. Control and transitions in network of networks (Chapter 8) 
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i. First, I’ll demonstrate how a chosen network motif could be reduced to a rational designed 
enzymatic reaction network capable of showing oscillations in Chapter 2. This design allows full 
tunability of the exact behaviour in our prototype network. and forms the fundament to exploit 
the key strengths of our approach. By synthesising 4 series of small molecules with finely tuned 
reactivity’s, I will establish the general basis of our approach in Chapter 3. Importantly, methods 
for analysing the dynamic behaviour of a CRN are viewed in the framework of rates of 
chemical reactions. Chapter 4 shows the techniques I have applied to combine the design of 
small molecules with mathematical simulation of the complete network.  
ii. Next, I will investigate how, in a given topology, molecular structure control the dynamic 
properties at both the regulatory and the system level in the second section of my thesis. In 
Chapter 5 & 6, I isolate the influence of the intrinsic (i.e. changing the molecular structures) and 
global parameters (i.e. changing conditions such as the temperature or exchange rate with the 
surrounding) to obtain a deeper understanding in the key parameters that control the network. 
The combined effects reveal the molecular details governing the robustness and resilience in 
CRNs (Chapter 7).  
iii. Finally, I will propose ideas for future perspectives in Chapter 8. I’ll increase the 
complexity by studying the transitions of (mixtures of) networks. The proposed strategy should 
allow us to not only to understand networks, but also to guide and control their behaviour. 
Methodology  
I will use methods that are firmly rooted in (synthetic) chemistry, and enzymology but 
incorporating mathematical modelling and borrowing principles from chemical engineering of 
out-of-equilibrium systems.90 The use of enzymes is highly advantageous as (1) enzymatic 
reactions show sharper nonlinearities than chemical analogues. This is a key requirement for 
creating effective feedback loops. Furthermore, (2) enzymes are specific and thus show less 
‘leakage’ due to side reactions, and (3) they typically have very high turn-over numbers.91,92  
Throughout this thesis, various fluorescence assay reagents were introduced to determine the 
concentrations of active enzymes. Additionally, I tracked the conversion of all small molecule 
components of the networks in time, by analysing samples using high performance liquid 
chromatography (HPLC). Microfluidic methods were developed to determine the 
concentrations in a continuous stirred tank reactor (CSTR); ranging from manual, to automated 
collection, to fully automated detection. I validated the measurements by simulating the 
concentrations and the corresponding network behaviour in computational toolboxes Matlab 
and Copasi. This approach, altogether, will immediately highlight strong deviations and thus 
provide enormous insight into reaction rates in the complex networks.  
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Chapter 2: 
Rational design of functional and tunable oscillating 
enzymatic networks 
 
Life is sustained by complex systems operating far-from-equilibrium and consists of a 
multitude of enzymatic reaction networks. The operating principles of biology’s regulatory 
networks are known, but the in vitro assembly of out-of-equilibrium enzymatic reaction 
networks has proven challenging, limiting the development of synthetic systems showing 
autonomous behavior. Here, we present a strategy for the rational design of programmable 
functional reaction networks that exhibit dynamic behavior. We demonstrate that a network 
built around auto-activation and delayed negative feedback of the enzyme trypsin is capable of 
producing sustained oscillating concentrations of active trypsin for over 65 hours. Other 
functions, such as amplification, analog-to-digital conversion, and periodic control over 
equilibrium systems, are obtained by linking multiple network modules in microfluidic flow 
reactors. The methodology developed here provides a general framework to construct 
dissipative, tunable and robust (bio)chemical reaction networks.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This chapter has been published as:  
Semenov, S. N.; Wong, A. S. Y.; Van der Made, R. M.; Postma, S. G. J.; Groen, J.; Van Roekel, 
H. W. H.; De Greef, T. F. A.; Huck, W. T. S. Nat. Chem. 2015, 7, 160-165. 
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2.1 Introduction 
The response of living cells to physicochemical changes in their environment is regulated by 
complex integrated networks of reactions that control the functioning of biomolecules in space 
and time. Time-keeping, chemical amplification, and signal modulation are examples of essential 
functions in signal transduction, vision, metabolic regulation, and cell division in biological 
systems1,2. These functions are ‘encoded’ in complex networks of biochemical reactions that 
operate far-from-equilibrium3,4. In contrast, the dynamics of responsive synthetic materials are 
governed by reversible processes and are therefore limited by the relaxation towards chemical 
equilibrium5-7. Chemical reaction networks (CRNs) arise out of the myriad interactions between 
the components of the cell, and their characteristics transcend the properties of individual 
molecules and reactions. In recent years it has become possible to design synthetic gene 
networks to control some of the fundamental properties of living systems8,9, but to create 
synthetic dynamic molecular systems that capture the extraordinary richness in behavior 
displayed by living cells remains a major challenge. Significant efforts have been made in 
applying the principal regulatory motifs of biochemical reaction networks to dissipative systems 
based on DNA replication and transcription10-14. Complex spatiotemporal pattern formation 
has been observed in the classic example of Belousov-Zhabotinsky (BZ) oscillations15, and, 
together with related CRNs, these have been harnessed into a rich variety of self-organizing 
systems16-19. Now, we wish to exploit the full power of chemical synthesis to construct CRNs 
tuned by small molecules approaching the tunability and functionality of living systems. 
Although impressive progress in this direction has been made20-25, we lack a general 
methodology based on rational design that integrates the structure of (small) molecules with the 
tuning of the reaction rates for each step in the network. We require a modular approach using 
common building blocks and reaction conditions, and the ability to program a functional output 
of the network. Oscillations are a well-established hallmark of out-of-equilibrium CRNs, and, 
inspired by metabolic networks26,27, we present a methodology for constructing tunable, 
oscillating reaction networks based on enzymatic conversions of small molecules. Importantly, 
the output of these CRNs is a periodically changing concentration of a catalyst, and by coupling 
multiple reactors, this chemical signal can be modulated and processed further28. 
 
Figure 2.1: The enzymatic reaction network. (a) Schematic network layout of the enzymatic oscillator based on 
autocatalytic production and delayed inhibition of an enzyme. (b) Experimental assembly of the enzymatic oscillator.  
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2.2 Results and discussion 
Choosing network topology and key components 
Theoretical analyses have revealed numerous regulatory motifs in biochemical networks that 
give stable oscillations27,29,30. The design of our CRN is based on a time-delayed negative 
feedback topology, combined with a short positive feedback loop (Figure 2.1a). To reduce our 
design to practice, we selected enzymes whose activities can be modulated by small molecules. 
Trypsin (Tr) is the key element in our CRN and positive feedback arises from the autocatalytic 
conversion of the enzymatically inactive trypsinogen (Tg) into Tr (Figure 2.1b)31.  
 
Figure 2.2: Properties of the CRN in batch conditions. Various parts of the network (indicated by the inserts in all 
graphs) are assembled under batch conditions; (a) positive feedback (e.g. Tg autocatalysis catalysed by Tr), (b) negative 
feedback (Tr inhibition by Inh freed through process Pro-Inh  Int-Inh  Inh), (c) Full network with 1, and (d) with 
2. The initial concentrations reported in the graphs were mixed in 100 mM Tris buffer, pH 7.7, containing 20 mM 
CaCl2. Aliquots (15 L) were taken from the reaction mixture and trypsin activity was monitored by a fluorogenic assay 
(see Method Summary). 
To create the negative feedback loop, an active inhibitor must be formed as a result of 
enzymatic activity of Tr. There are various known inhibitors for Tr, and here we use the strong 
and irreversible inhibitor 4-[2-aminoethyl]benzenesulfonyl fluoride (Inh) as the key small 
molecule in our CRN as it can be easily modified. It is essential that the negative feedback 
resulting in Tr inhibition is delayed from Tr production. We therefore split the negative 
feedback loop into two orthogonal steps, each amenable to rate-tuning: first, Tr cleaves the Lys 
residue of the pro-inhibitor (1 or 2), of which the N-terminus was acetylated to yield a well-
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soluble molecule and an endopeptidase substrate. Secondly, aminopeptidase M (Ap) cleaves an 
amino acid residue from the intermediate inhibitor, thereby activating the inhibitor.  
Finding conditions for sustained oscillations 
Before we assemble the network, individual, isolated reactions or small parts of the network 
are studied using kinetic assays. A number of derivatives of the intermediate inhibitor with 
different amino acids conjugated to Inh were synthesized, showing different enzymatic 
conversion rates. A more elaborate discussion on the retrosynthetic design will be described in 
Chapters 3, but experiments proved that the Gln-derivative (H-Gln-Inh) showed lowest 
background inhibition with Tr and fastest activation by Ap, which gives a good decoupling of 
the two cleavage steps.  
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Figure 2.3: Mathematical model of the enzymatic oscillator. (a) The enzymatic reaction network including the 
background reactions (in red). (b) The set of de ODE that describes the reaction scheme including the background 
reactions (solid lines) but omitting proteolytic breakdown of enzymes (dashed lines). We used  to indicate the amino 
acids in the inhibitory species.  
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After this initial screening, pro-inhibitor 1 (Ac-Lys-Gln-Inh, Figure 2.1b) was used for tests 
of the CRN in batch. Figure 2.2 shows how the positive and negative feedback loop function as 
separate elements: autocatalytic Tg activation by Tr shows an exponential increase in [Tr] 
(Figure 2.2a). Conversely, [Tr] drops rapidly in the isolated negative feedback loop containing 1 
and Ap (Figure 2.2b). However, when all elements of the network are combined, there is no 
significant response in the system (Figure 2.2c), and [Tr] remains low, indicating that the 
negative feedback loop either initiates too quickly or is too fast. 
The flexible design now allows us to balance the negative feedback loop by either changing 
the binding constant between the pro-inhibitor and Tr, lowering the sensitivity of the feedback 
loop to [Tr]; or by changing [Ap] or the amino acid conjugated to the inhibitor, increasing the 
delayed inhibition. At this point, it is imperative to combine the design of small molecules with 
mathematical simulation of the complete network. To this end, a set of ordinary differential 
equations (ODEs) was constructed that accurately describes the reactions of the CRN using 
mass-action kinetic (Figure 2.3). 
Kinetic parameters of all known reactions in the CRN, including the background hydrolysis 
of the fluorosulfonyl moiety of the inhibitor, were measured experimentally, and used as input 
for the simulation (Figure 2.3a, full details will follow in Chapters 3 and 4). We note that the 
proteolytic degradation of enzymes is another potential side reaction. We verified that 
digestions of Tr and Ap by Tr as well as autodegradation of Ap do not take place (at least not at 
sufficient rates, i.e. several hours) to impact the kinetics of the network under the conditions we 
use in our experiments (see Supplementary Information 2.5.1). 
 
Figure 2.4: Prediction of single-peak response by the ODE model. (a) Illustration of a simulation of the full 
network in which trypsin concentration exceeds a certain threshold before being fully inhibited. (b) Box plots of 
parameter values obtained by multiple sampling of the full network. The gray bars indicate the sampling ranges for each 
parameter in which the single-peak response of (a) was found. The threshold was arbitrary set at 25 M. The 
experimentally measured enzymatic efficiencies for non-methylated (pro-inhibitor 1) and methylated (pro-inhibitor 2) ε-
NH2 in the lysine residue of the proinhibitor are indicated with a red and a green dot, respectively. The enzymatic 
efficiency is expressed in mM–1 h–1 and [Ap] is expressed in 10-2 U mL-1. 
To guide the design of molecules for which a significant response of the CRN will be 
obtained, the model was used to determine the range in kinetic parameters of the enzymatic 
reactions in the negative feedback that lead to a single peak in [Tr] when the full network is 
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combined under batch conditions. The simulations in Figure 2.4 show that the rate of the Ap-
catalysed step is in a range accessible by choosing suitable [Ap], but the enzymatic efficiency of 
Tr acting on 1 is too high (experimental value of kcat/KM > 3300 mM-1h-1) as a single peak only 
occurs if the enzymatic efficiency of this enzymatic step is significantly reduced (kcat/KM < 
1500 mM-1h-1). It is known that methylation of the ε-NH2 in Lys lowers the affinity between 
substrate and Tr32, providing a route to molecularly engineer a decreased sensitivity of the 
negative feedback loop to Tr. We subsequently study the response of a CRN based on the 
modified pro-inhibitor 2, and although the difference in the rate of inhibition by 1 or 2 (free or 
methylated Lys) in the presence of Ap is small (Figure 2.2b), networks composed of 2 do 
indeed give a single oscillation (Figure 2.2d).  
Similar simulations were performed in flow conditions (by taking into account the 
continuous in- and outflow of species in the network) to support reactions carried out in an 
open reactor. Here, we use a fluidic continuously stirred tank reactor (CSTR) with four inlets 
containing Tg, Ap, 2 and a catalytic amount of Tr (Figure 2.5a). We experimentally determined 
the composition of the reactor by sampling the outflow at regular intervals (14 min); [Tr] was 
established via a standard Tr activity assay (see method summary). Guided by simulations, and 
in combination with scoping experiments33 we found conditions where sustained oscillations in 
[Tr] are observed with a period of 6.5 h and an amplitude of 6.6 μM (Figure 2.5b).  
 
Figure 2.5: Trypsin oscillations observed in a flow reactor. (a) Schematic representation of the flow reactor. The 
concentration of Tr in the outflow is measured using a standard Tr activity assay (see Method Summary)31. (b) 
Concentration of Tr in time measured by assembling the complete network under flow conditions at 23 °C (see Method 
Summary). Error bars representing 95% confidence intervals were calculated from relative experimental errors (see 
Supplementary Information 2.5.2). 
Properties of the enzymatic oscillator  
To determine unambiguously the state of the system, the variation in [Inh] and [H-Gln-Inh] 
in time were followed using HPLC (see Method Summary). Figure 2.6a shows that each of 
these components of the network exhibits oscillating concentrations in time. In here, the 
respective maximum in amplitudes represents the sequence of production one should expect 
from the designed network. The progress of these variables during the reaction are also plotted 
in the phase portrait in figure 2.6b, which shows a trajectory that initially approaches the steady 
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state of the system but never reaches it. Instead, the system performs self-sustained oscillations 
corresponding to a development of a periodic orbit surrounding the steady state in the phase 
portrait. This isolated trajectory is called a limit cycle, and shows the behavior is inherent to the 
non-linear CRN and not caused by an external periodic forcing15.  
Figure 2.6: Characterization of the flow-based enzymatic oscillator. (a) Time traces displaying the concentration 
of Tr, intermediate inhibitor H-Gln-Inh, and inhibitor in the microfluidic reactor using conditions reported in Figure 
2.5. (b) The phase portrait shows that the dynamics of the flow-based enzymatic oscillator display limit cycle 
oscillations.  
Biological systems show robustness and tunability34  
Here, we test our network for robustness, i.e. the persistence of sustained oscillations under 
external perturbations, by changing global parameters such as the overall flow rate or reaction 
temperature. Furthermore, varying local or internal parameters such as [Ap] or other individual 
components of the CRN, allows us to tune the period and amplitude of the oscillations. 
Experiments in figure 2.7a show the behavior of the system as a function of [Ap] and flow rate 
for experiments carried out at 23 °C. The heat map shows the broad range of concentrations 
and flow rates for which sustained oscillations are obtained, whereas outside this range the 
oscillations are damped and the system reaches a steady state. A further exploration of 
robustness was carried out by probing the temperature dependence of the CRN. Figure 2.7b 
shows that the network is capable of performing sustained oscillations at least in the 
temperature range of 18 °C to 37 °C, with periods decreasing from ~7.5 h to ~3.5 h.  
Calibrating the model to the data sets for sustained oscillations allows us to extract kinetic 
parameters for the complete network (with all reactions interacting). Using a genetic algorithm35 
in which the fitness function is extended by implementing additional constraints, we obtain an 
optimized set of constants (see Chapter 4). The mathematical model with the optimized rate 
constants for the CRN allows us to compute the phase diagram as shown in figure 2.7a. The 
computed phase diagram shows the regime in which the sustained oscillations can be found, 
and although the simulations predict a slightly larger sustained regime, they strongly agree with 
experimentally observed amplitudes, periods and the overall shape of the phase diagram. 
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Figure 2.7: Tunability and robustness of the enzymatic oscillator. (a) Time courses in [Tr] corresponding to 
sustained and damped oscillatory behavior for various values of the flow rate and [Ap] (in brackets). Solid lines 
represent model predictions using optimized parameters. Sustained and damped responses are mapped onto the (flow 
rate, [AP]) plane. The computed period of the sustained oscillations obtained using the optimized parameter set is 
displayed as a heat map. (b) CSTR experiments carried out at different temperatures (18, 23 and 37 °C) showing the 
robustness of the enzymatic oscillator. 
Processing of oscillations by coupling multiple CSTRs 
Networks in complex systems are often interlinked, with enzymes playing key roles in 
multiple processes. To avoid unwanted cross-talk between networks, these are typically 
separated in space (via compartmentalization in different organelles) or time (by timing the 
expression of different enzymes). The modular nature of both the network and fluidic reactors 
offers opportunities to assemble more complex functional networks by linking the output of a 
first reactor to the inlet of a second reactor. Importantly, the output of our CRNs is a 
periodically changing concentration of a catalyst, and by coupling multiple reactors, this 
chemical signal can be modulated and processed further.  
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Figure 2.8: Coupling of oscillations in trypsin concentration to a variety of chemical and physical processes in 
systems of two reactors. (a) Amplification of oscillations in trypsin concentration by conversion of chymotrypsinogen 
(ChTg) to chymotrypsin (ChTr) in coupled CSTRs. An outlet of CSTR 1, analogous to the CSTR, is connected to 
CSTR 2 which has a continuous supply of ChTg. (b) Conversion of oscillations in trypsin concentration to modulated 
fluorescent signals. In this case, an outlet of CSTR 1 is connected to CSTR 2 which has a continuous supply of soybean 
trypsin inhibitor (STI) and a rhodamine-based fluorogenic substrate (S). STI inhibits any trypsin activity below the 
threshold level (red line, [STI] = 2.5 µM). See Method Summary and Supplementary Information 2.5.4 and 2.5.5 for full 
details. 
Figure 2.8 shows a feed forward design of amplification and thresholding of the signal 
produced by the first reactor. The oscillator in CSTR 1 produces variations in [Tr] within a very 
narrow band. As discussed elaborately in the previous chapters, we built a delayed negative 
feedback and a positive feedback around the key enzyme trypsin to produce oscillations. This 
‘signal’ can be amplified 50-fold when Tr is used to activate chymotrypsinogen (ChTg) in the 
second reactor (CSTR 2), and the activity of the chymotrypsin (ChTr) formed is measured.  
Alternatively, the output can be ‘filtered’ by introducing 2.5 μM soybean trypsin inhibitor 
(STI), a strong inhibitor for Tr, in the second reactor which buffers all Tr activity below this 
value. Above the threshold concentration, Tr can convert a substrate into a fluorescent product, 
converting the initial oscillation into a switch-like output. 
In another example we show how an out-of-equilibrium enzymatic network can be coupled 
to an equilibrium process, by studying the assembly and disassembly of complex coacervates 
formed between oppositely charged polyelectrolytes36. We formed coacervates from 
polyglutamic acid and a lysine-serine polycation (see Supplementary Information 2.5.6) that can 
be cleaved by Tr. Degradation of the polycation upon rising [Tr] triggers disassembly, and this 
process can be followed both by measuring the turbidity of the solution and by microscopy 
(Figure 2.9). The addition of small amounts of STI again leads to switch-like assembly and 
disassembly of coacervates depending on the phase of the oscillating CRN.  
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Figure 2.9: Conversion of oscillations in trypsin concentration to the disassembly of complex coacervates, 
formed by polycation (Ac-(Lys-Ser)6-Lys-OH) and polyanion (H-Glu(Glu)20-99-OH). Fractions collected from the 
outflow of CSTR 1 were mixed in batch reactors containing a solution of polyelectrolytes (1:1 charge ratio) and STI 
([STI]0-18h = 2.5 µM, [STI]>18h = 5.0 µM). 
2.3 Conclusions 
Our studies not only show the complex responsiveness of an enzymatic reaction network 
exhibiting sustained oscillations, but also provide a new, modular retrosynthetic approach to 
translate a complex network topology into positive and negative feedback loops with rates 
tailored by the chemical structures of small molecules. This approach yields detailed criteria for 
the chemical structure and corresponding reaction rates of each of the components of the 
network and can be used to program a specific, functional output. The CRNs obtained are 
robust and maintain sustained oscillations within a certain range of global parameters as 
temperature and flow rate. Furthermore, the amplitude and period of the oscillator can be tuned 
over a relatively broad range, and this signal can be further processed by coupling multiple 
reactor modules, each with a specific enzymatic reaction network.  
We anticipate that a suite of more complex network topologies (for example allowing for 
homeostasis, adaptation, or biosynthetic pathways) can now be designed and synthesized, 
ultimately creating a broad repertoire of functional CRNs sharing common motifs. The 
production of an oscillatory concentration of an active enzyme holds considerable potential for 
coupling to stimuli-responsive gels and other smart materials, which opens up applications in 
tissue engineering and soft robotics23. Our work forms the basis of a bottom-up synthetic 
biology approach to the development of complex synthetic systems that operate according to 
the principles of life.  
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2.4 Method Summary 
Full details of the synthesis and characterization (both structure and activity) of pro-
inhibitors appear in Chapter 3, which includes all other compounds, screening of (intermediate) 
pro-inhibitors used to optimize the CRN. Full details on our simulations and more advanced 
computational method and build-up thereof appear in Chapter 4. 
CSTR preparation and setup 
 
Figure 2.10: Setup of a typical CSTR experiment. Four syringes (six depicted) mounted on pumps are connected to 
the CSTR via inlet tubing. The outlet tubing is either connected to a fraction collector or placed on a glass slide for 
imaging with a fluorescence microscope (depicted here). The 250 µL volume CSTR made of PDMS, with the outlet 
tubing on the right and the four inlets on the left. A copper tube, which is connected to a thermostatic water bath, 
encircles the CSTR (without making contact with the contents of the CSTR), enables control over the temperature of 
the CSTR. A magnetic stirring bar is present in the CSTR to ensure rapid mixing of the inflowing compounds. 
The setup of a typical continuous stirred tank reactor (CSTR) experiment is depicted in 
Figure 2.10. The CSTR has a volume of 250 µL, is made of polydimethylsiloxane (PDMS), uses 
built-in temperature control, and is fed by four separate inlets to supply for trypsinogen, trypsin, 
aminopeptidase, and pro-inhibitor. 
CSTR experiments 
General. Four glass syringes were loaded with trypsinogen (8 mg/mL, 338 µM in 4 mM 
HCl, 36 mM CaCl2), trypsin (27 µg/mL, 1.16 µM in 500 mM Tris-HCl, 20.5 mM CaCl2, pH 
7.7), pro-inhibitor 2 (4.72 mg/mL, 7.68 mM in 2 mM HCl), and aminopeptidase (ten times the 
desired final concentration in the CSTR, which varies, in 10 mM Tris-HCl, 10 mM MgCl2, pH 
7.7), and connected with tubing to the four inlets of a 250 µL polydimethylsiloxane (PDMS) 
reactor (see Supplementary Information Sxxx for more details). Fractions of the total flow rate 
were 0.5 for trypsinogen (i.e. 27.5 µL/h at a total flow of 55 µL/h), 0.2 for both trypsin and 
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proinhibitor 2, and 0.1 for aminopeptidase. The outlet tubing of the CSTR was pushed through 
the tube holder of a Bio-Rad 2110 fraction collector and a carousel was loaded with Eppendorf 
tubes, each containing 150 µL of 0.1 M KHSO4 to quench the reactions in the CRN by 
lowering the pH to 1. The contents of the Eppendorf tubes were analysed for tryspin activity 
and, or concentration of the inhibitory species. 
Amplification of trypsin signal. In addition to the experimental setup depicted in fig. 2.10, 
a small, 63 µL CSTR was placed in series after the main 250 µL CSTR. The latter was fed with 
trypsinogen, trypsin, aminopeptidase (3.30 U/mL, concentration in syringe), and pro-inhibitor 2 
at a total flow rate of 55 µL/h. In addition to the inflow from the first CSTR, 
chymotrypsinogen (concentration in syringe: 935 µM in 4 mM HCl, flow rate 55 µL/h) was fed 
into the second reactor. Outflowing droplets from the second reactor were diluted with 150 µL 
0.1 M KHSO4 to quench all reactions. Chymotrypsin activity was monitored by a chromogenic 
assay (λAbs = 410 nm) using the substrate N-succinyl-Ala-Ala-Pro-Phe-p-nitroanilide (0.30 M 
in 50 mM Tris, pH 7.7). Increase in absorbance was measured for 60 seconds. The initial slope 
was linear, and was compared to a calibration curve to determine chymotrypsin activity. 
Modulation of trypsin signal. In addition to the experimental setup depicted in fig. 2.10, a 
small, unstirred 35 µL reactor was placed in series after the main 250 µL CSTR. The latter was 
fed with trypsinogen, trypsin, aminopeptidase (3.30 U/mL, concentration in syringe), and 
proinhibitor 2 at a total flow rate of 55 µL/h. One additional inlet was inserted into the second 
reactor through which both soybean trypsin inhibitor (STI, concentration in syringe: 7.7 M in 
0.1 M Tris pH 7.7, flow rate 27.5 µL/h) and the fluorogenic substrate bis-(Cbz-L-Arg)-
Rhodamine (concentration in syringe: 10.1 M in 0.1 M Tris pH 7.7, flow rate 160 µL/h) were 
supplied. The outlet tubing of the second reactor was imaged from below by fluorescence 
microscopy (λex = 488 nm, λem = 520 nm) to probe the conversion of the fluorogenic substrate. 
Control over complex coacervation. A 250 µL CSTR was fed with trypsinogen, trypsin, 
aminopeptidase (3.30 U/mL, concentration in syringe), and proinhibitor 2 at a total flow rate of 
55 µL/h. From every second fraction collected from the outflow of the CSTR, 5 µL was added 
to a batch reactor containing 25 µL of a complex coacervate solution (final concentrations of 
6.25 mM polycation (Ac-(Lys-Ser)6-Lys-OH), 0.535 mM polyanion (H-Glu(Glu)20-99-OH), and 
0.23 M STI). Samples were vortexed and incubated for 10 min at room temperature before 
analysis. After analyzing the contents of the CSTR for 18 hours, the final concentration of STI 
was increased to 0.47 M. The presence of coacervates was determined by optical microscopy 
and turbidity measurements using a NanoDrop spectrophotometer.  
Detection of Tr and inhibitors  
For the measurement of trypsin, disposable cuvettes (path length 1.00 cm) were filled with 
3 mL of the fluorogenic substrate bis-(Cbz-L-Arg)-Rhodamine (5.1 µM in 50 mM Tris buffer, 
pH 7.7). To this solution, 50 µL of the quenched reaction mixture was added. Trypsin activity 
was instantaneously recovered by changing the pH back to 7.7. After mixing, conversion of the 
fluorogenic substrate was monitored at ex=450 nm and em = 520 nm for 40 seconds with a 
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time interval of 0.2 seconds using a Perkin Elmer LS55 fluorescence spectrometer. Trypsin 
concentration was calculated according to change in conversion of the substrate at 25 °C (a.u.  
s-1), compared to a calibration curve (see Figure S2.11a) presented below.  
 
Figure 2.11: (a) Calibration curve for trypsin activity measured by using an assay with a fluorescent substrate, and (b) 
calibration curve for inhibitor concentrations measured using UV detection at 265 nm in a HPLC setup. Each data 
point (square) is a mean of a triplicate experiment, with the thin red line representing the linear fit through the data 
points. The 95% confidence band (upper and lower) are depicted by the green lines. 
For the measurement of the inhibitors, 50 µL of the quenched reaction mixture is diluted 
with 150 L quencher solution, and applied to a 3 kD-filter to filter out proteins. After 
centrifugation (14000 x g, room temperature, 30 minutes), the filtrate (~80 L) was recovered 
and transferred to standard GC vials with cone shaped inserts. The mixture (20 L) was 
injected into the analytical HPLC, and under a flow of 400 L min-1 a gradient was applied of 
sequentially 0.50% acetonitrile min-1 (10 min), 1.75% min-1 (23 min), 10.00% min-1 (5 min) 
starting from 5% acetonitrile in H2O (both with 0.1% TFA), and finally reaching 100% 
acetonitrile. Separation of the contents of the filtered reaction mixture was monitored in time 
with UV detection at 265 nm. 
Reference peaks for H-Gln-Inh (retention time (r.t.) = 5.90 min) and Inh (r.t.= 4.34 min) 
indicated which peaks had to be integrated, and a calibration curve was used to determine the 
concentration of inhibitor species (see Figure S2.11b).  
2.5 Supplementary Information 
Chemicals. All chemicals and reagents were used as received from commercial suppliers (e.g. 
Acros, Sigma Aldrich, Ellsworth, Life Technologies) without any further treatment unless stated 
otherwise. Trypsinogen and trypsin (from bovine pancreas) were purchased from Sigma 
Aldrich, while soybean trypsin inhibitor and aminopeptidase M (EC: 3.4.11.2) were received 
from Novabiochem.  
Instrumentation. Nuclear Magnetic Resonance (NMR) spectra were measured on a Bruker-
AVANCE III 500 spectrometer at 500 MHz for 1H, and 125.8 MHz for 13C(1H). The chemical 
shifts for 1H and 13C are given in parts per million (ppm) relative to TMS and calibrated using a 
residual peak of the solvent; : 4.79 for D2O in 1H NMR. Multiplets are reported as s (singlet), 
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d (doublet), dd (double doublet), t (triplet), q (quartet) and m (multiplet). Coupling constants are 
reported as J as value in Hertz (Hz). The number of protons (n) for a given resonance is 
indicated as nH and is based on the spectral integration values. Fourier transform infrared 
spectroscopy (FT-IR) spectra were recorded on a Bruker TENSOR 27 spectrometer fitted with 
an attenuated total reflectance (ATR) cell. Mass spectra were obtained from Thermo scientific 
advantage LCQ and JEOL Accurate Time of Flight (ToF) instruments, both using linear ion trap 
electrospray ionization (ESI). The masses-to-charge ratio is given in Daltons (Da). Element 
analyses were performed on Carlo Erba Instruments CHNS/O Elemental Analyzer EA1108. 
Cetoni® neMESYS, 14.5 gear high-precision pumps were used for CSTR experiments. The 
outflow of CSTRs was collected with a Bio-Rad 2110 fraction collector. Trypsin activity with 
fluorogenic substrate was performed on a Perkin Elmer LS55 fluorescence spectrometer, and 
measurements with chromogenic substrates were performed on a Jasco V-630 UV-Vis 
spectrometer. A Shimadzu LC-20A Prominence system was used for analytical HPLC in order to 
measure inhibitor concentrations. Temperature is controlled by a Lauda E100 thermostat bath 
and monitored using a Warner Instrument CL-100 temperature monitor. Coacervate samples were 
analyzed with a NanoDrop 1000 spectrophotometer, and imaged on an Olympus IX81 inverted 
microscope. 
2.5.1  Preparation of solutions and stability of enzymes in solution 
Table S2.1: Solutions of compounds loaded into syringes for CSTR experiments and the fraction of the total 
flow rate. The final buffer solution in the reactor is 101 mM Tris, 22 mM CaCl2, 1 mM MgCl2, pH 7.7. 
 
Trypsin, trypsinogen, and pro-inhibitor 2 are weighed and dissolved to obtain the solutions 
as listed in Table S4. Aminopeptidase is stored as a 2.4 mg/mL suspension in ammonium 
sulphate ((NH4)2SO4). (NH4)2SO4 is washed away by filtration, yielding a residue containing 
aminopeptidase. The residue is dissolved in a buffer solution, and centrifuged again to obtain 
the aminopeptidase solution in the flow through. 
The solutions are loaded into syringes, and applied to the CSTR during the experiment at 
different flow rates. The fraction of the total flow rate is listed per solution in Table S2.1 (e.g. 
trypsinogen is applied at 27.5 µL/h at a total flow rate of 55 µL/h). Although the total flow rate 
may vary between CSTR experiments (see Figure 2.7a), the fractions remain constant. 
Throughout the experiment, solutions are kept in syringes at room temperature. Acidic 
conditions in the trypsinogen and pro-inhibitor solutions prevent autoactivation and hydrolysis, 
respectively. In the trypsin solution, 20 mM Ca2+ was present to avoid autolysis. 
Compound Concentration 
in syringe 
Buffer solution
 
Fraction of 
total flow rate 
Tg 8 mg/mL, 338 µM 4 mM HCl, 36 mM CaCl2 0.5 
Tr 0.027 mg/mL, 1.16 µM 500 mM Tris, 20.5 mM CaCl2, pH 7.7 0.2 
Pro-I 4.72 mg/mL, 7.68 mM 2 mM HCl 0.2 
Ap Varies (Figure 2.7) 10 mM Tris, 10 mM MgCl2, pH 7.7 0.1 
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To the best of our knowledge, proteolytic side reactions in our system are: trypsin self-
digestion, trypsin catalysed hydrolysis of aminopeptidase, aminopeptidase self-digestion, 
aminopeptidase catalysed hydrolysis of trypsin and aminopeptidase catalysed hydrolysis of 
trypsinogen. We have tested aminopeptidase (Figure S2.1a), trypsin self-digestion (Figure S2.1b) 
and Tr catalysed hydrolysis of aminopeptidase (Figure S2.1c), by investigating the stability of the 
respective proteases in both isolated and mixed solutions at room temperature over time. At 
several time points, activity was monitored by a chromogenic assay using Leu-p-nitroanilide as a 
substrate for aminopeptidase and Cbz-L-Arg-p-nitroanilide for trypsin. Both activities were 
defined as absorbance change per second.  
Figure S2.1a shows that the activity of aminopeptidase in solution does not decrease to a 
great extent over 80 hours. As can be seen from Figure S2.1b and S2.1c, Tr self-digestion is the 
only process with visible conversion during few hours, but using concentrations that are 4-5 
fold higher than in our flow reactors (0.043 mM trypsin instead of < 0.01 mM). Furthermore, 
considering that the rate of Tr self-digestion drops as square of [Tr], this reaction should not be 
an issue in majority of the experiment, but might be responsible for deviations from model in 
the experiment with flow =13.5 ul/h (about 17 hours retention time). In conclusion, under the 
conditions used in our flow experiments, proteolytic degradation of enzymes does not affect the 
network in a major fashion. 
 
Figure S2.1 Stability control experiments. (a) Stability of aminopeptidase at room temperature over time of CSTR 
experiment. Experimental conditions: 10 mM Tris, 10 mM MgCl2, pH 7.7. Each black square is the average over three 
experiments. (b) Stability of trypsin at room temperature over time. Experimental conditions: 100 mM Tris, 20 mM 
Ca2+, pH 7.7, [Tr]0=43M. (c) Stability of aminopeptidase (Ap) in presence of trypsin (Tr) at room temperature over 
time. Experimental conditions: 100 mM Tris, 20 mM Ca2+, pH 7.7, [Ap]0=0.319 U/mL, [Tr]0=43 M.  
2.5.2  Droplet collection and chemometrics of the droplet analyses  
As reported above, the outlet tubing of the CSTR was pushed through the tube holder of a 
Bio-Rad 2110 fraction collector and a carousel was loaded with 80 Eppendorf tubes, each 
containing 150 µL of 0.1 M KHSO4 to quench the reactions in the CRN by lowering the pH to 
1. During the experiment, droplets were collected at regular time intervals (14 min at a flow rate 
of 55 µL/h). Average droplet sizes were determined for each experiment individually by 
weighing the droplets. The carousel was replaced with a new one each 18-24 hours to avoid 
evaporation of the contents of the tubes to an undesired extent. A calibration curve (see below 
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Figure S2.2) was used to correct for concentration of compounds by evaporation of the 
quenching solution when the contents of the collected fractions were analysed.  
 
Figure S2.2: Evaporation of KHSO4 solution in an Eppendorf tube at room temperature over time. Each black 
square is the average over three experiments.  
After changing the carousel, the contents of the Eppendorf tubes were analysed (see method 
summary). The fluorescent signal was converted to trypsin concentration using the following 
formula: 
ሾܶݎሿ ൌ ௌ∗ிௗ   
In here, S is the slope of the increase in fluorescence, F is the coefficient from the calibration 
curve (see method Figure S2.9), d is the ratio of the average drop size for the particular 
experiment to the sample size used for the calibration curve. 95 % confidence intervals for each 
point of trypsin concentration were calculated according to the formulas: 
ሾ்௥ሿ ൌ ሾܶݎሿ ∗ ்௥, where ்௥ ൌ ௌ ൅ ி ൅ ௗ    
εS, εF, εd, are relative experimental errors for the slope of the increase in fluorescence, coefficient 
from the calibration curve, and the ratio of the average drop size for the particular experiment 
to the sample size used for the calibration curve, respectively. All errors were calculated for 95 
% confidence using student statistics. εS, εF, were calculated by a linear fitting process in Origin 
Lab 9.0. εd was calculated from a population of 10 independently collected and weighed drops 
and was found to be 2.2 %. A calibration curve for the concentration of trypsin (in 100 mM 
Tris, pH 7.7, with 20 mM CaCl2) determined by this method at 24 °C is presented earlier in 
Figure 2.9a. Similar error propagation could be applied for the determination of inhibitor 
species. 
2.5.3  Temperature control 
The temperature within the CSTR was controlled by adjusting the temperature of the 
thermostatic water bath connected to the copper tubing encircling the CSTR (see Figure S2.3a). 
An additional inlet was made to measure the temperature inside of the reactor using 
temperature monitor. The temperature in the reactor was calibrated following Figure S2.3b). 
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Figure S2.3: temperature control in CSTR experiments. (a) The CSTR made of PDMS, with the outlet tubing on 
the right and the four inlets on the left, and a copper tube, which is connected to a thermostatic water bath, encircling 
the CSTR. A magnetic stirring bar is present in the CSTR to ensure rapid mixing of the inflowing compounds. The 
opening at the top allows the reading with a temperature responsive wire connected to the temperature monitor. (b) 
Calibration curve for the temperature of water measured in the reactor. The water flow in the thermostat bath was kept 
at P4, and the temperature reading was done under stirring conditions in the reactor.  
2.5.4 Amplifier module experiment 
The experimental setup for the amplifier module experiment is similar to one of the 
normal phase diagram experiments, with the exception that a small, 63 µL reactor is placed in 
series after the main 250 µL reactor. With identical conditions to the CSTR experiment in 
Figure 2.7, the 250 µL reactor was fed with trypsinogen, trypsin, aminopeptidase, and the pro-
inhibitor, producing oscillations in trypsin activity. The total flow rate and aminopeptidase 
concentration were selected and fixed at respectively 55 µL/h and 0.330 U/mL.  
The outlet (0.36 mm inner diameter Teflon tubing) of the first reactor is inserted into the 
second small reactor. Additionally, chymotrypsinogen (ChTg, concentration in syringe: 935 µM 
in 4 mM HCl, flow rate 55 µL/h) was fed into the second reactor by a second inlet to amplify 
the trypsin signals from the first reactor by rapid conversion of ChTg into ChTr. The outlet of 
the second reactor was led to a fraction collector, and droplets were collected in Eppendorf 
tubes containing 150 µL 0.1 M KHSO4 to quench the reactions (see Method Summary). 
Detection of ChTr. Collected droplets were analyzed for chymotrypsin activity by a 
chromogenic assay using the substrate N-succinyl-Ala-Ala-Pro-Phe p-nitroanilide (0.30 M in 
50 mM Tris, pH 7.7). 1 mL of the substrate solution was placed in a disposable cuvette (path 
length 1.00 cm), and 10 µL of the quenched reaction mixture was added. After mixing, 
chymotrypsin activity was measured on a Jasco V-630 UV-Vis spectrometer (λAbs = 410 nm). 
Increase in absorbance was measured for 60 seconds with a time interval of 0.2 seconds. The 
initial slope was linear, and chymotrypsin activity was defined as a change in absorbance over 
time. The chymotrypsin concentration of the original solution was obtained by comparing the 
initial slope in the kinetic assays of the measured points to a calibration curve (see Figure S2.4). 
Chapter 2 | 
30 
 
Figure S2.4: Calibration curve for chymotrypsin activity. The insert zooms in on points between 0 and 200 µM 
chymotrypsin. Abs is absorbance, s is seconds, and ChTr denotes chymotrypsin. 
2.5.5  Modulation experiment 
The experimental setup for the modulation experiment is similar to the one depicted in 
Figure 2.10, with the exception that a small, 35 µL reactor is placed in series after the main 250 
µL reactor. Similar to 2.5.4, the 250 µL reactor was fed with trypsinogen, trypsin, 
aminopeptidase, and the pro-inhibitor, producing oscillations in trypsin activity. The total flow 
rate and aminopeptidase concentration were selected and fixed at respectively 55 µL/h and 
0.330 U/mL. The outlet of the first reactor served as an inlet to the second reactor. One 
additional inlet was inserted into the second reactor through which both soybean trypsin 
inhibitor (STI, concentration in syringe: 7.7 M in 0.1 M Tris pH7.7, flow rate 27.5 µL/h) and 
the fluorogenic substrate bis-(Cbz-L-Arg)-Rhodamine (concentration in syringe: 10.1 M in 0.1 
M Tris pH7.7, flow rate 160 µL/h) were supplied.  
Determination of conversion of fluorogenic substrate. The outlet tubing (0.36 mm inner 
diameter Teflon tubing) of the second reactor was attached to a microscopic glass slide and was 
imaged from below by fluorescence microscopy (excitation wavelength 488 nm, emission 
wavelength 520 nm). 
2.5.6 Controlling coacervates experiment 
Synthesis of polycation for coacervation. Polycation Ac-[Lys-Ser]6-Lys-OH was 
synthesized using a standard Fmoc solid phase peptide synthesis (SPPS) protocol on a Wang 
resin38,39. As depicted in Scheme S2.1, the synthetic route proceeds via peptide coupling of 
alternating serine and lysine residues using Fmoc-Ser(tBu)-OH and Fmoc-Lys(Boc)-OH. 1.5 g 
Wang resin functionalized with α-Fmoc-ε-Boc-L-lysine (0.75 mmol/g) was swollen in DMF for 
20 minutes prior to use. Fmoc protecting groups were removed by washing the resin with 15 
mL 20% piperidine in DMF, followed by shaking for 20 minutes with another portion of 15 
mL piperidine in DMF. Fmoc-Ser(tBu)-OH (1.30 g, 3 eq.) and Fmoc-Lys(Boc)-OH (1.58 g, 3 
eq.) were alternatingly coupled to the resin with diisopropylcarbodiimide (DIPCDI, 3.3 eq.) and 
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N-hydroxybenzotriazole (HOBt, 3.6 eq.). Peptide couplings were monitored using Kaiser tests 
until completion was reached40.  
 
Scheme S2.1: The synthetic route towards trypsin responsive polycation Ac-[Lys-Ser]6-Lys-OH using solid 
phase peptide synthesis. 
After each coupling, the resin was briefly washed with DMF and subsequently an excess of 
acetic anhydride and pyridine (>10 eq., 1:1 v/v) was added to the resin. After five minutes, the 
resin was washed again with DMF to complete a coupling cycle. After the final coupling the 
remaining Fmoc group was removed and the resin was treated with an excess of acetic 
anhydride and pyridine (>10 eq., 1:1 v/v). Next, the resin was washed with DMF (3x20 mL), 
dichloromethane (3x20 mL), methanol (3x20 mL), and again dichloromethane (3x20 mL) 
before the peptide was cleaved from the resin by applying a mixture of trifluoroacetic acid 
(TFA)/water/thioanisole (90:5:5, 20 mL) for 8 hours. The peptide was precipitated and washed 
in diethyl ether (Et2O, 3x80 mL) and air-dried overnight. The crude peptide was purified by 
preparative HPLC (5%-25% acetonitrile in H2O with 0.1% TFA), affording the final product 
(at retention time 3.65 min) as a white powder after 
lyophilization. Yield: 104.5 mg (6%). FT-IR (cm-1): 3250 
(NH), 1674 (CO), 1652 (NH3+), 1525 (NH3+); 1H NMR: 
(500 MHz, D2O) δ = 4.35 (m, 6H, CH-2), 4.31 (m, 6H, 
CH-7), 4.20 (m, 1H, CH-18), 3.78 (m, 12H, CH2-1), 2.93 
(m, 14H, CH2-13,23), 1.97 (s, 3H, CH3-27), 1.81 (m, 7H, 
CH2-8,19), 1.69 (m, 7H, CH2-8,19), 1.62 (m, 14H, CH2-
14,24), 1.39 (m, 14H, CH2-15,25); 13C NMR: (126 MHz, 
D2O) δ = 174.62 (s, CO C-20), 163.09 (s, CO C-9,16), 61.03 (s, CH2 C-1), 55.57 (s, CH C-7), 
53.52 (s, CH C-2), 39.14 (s, CH2 C-13,23), 30.26 (s, CH2 C-18,19), 26.20 (s, CH2 C-14,24), 21.97 
(s, CH2 C-15,25), 21.65 (s, CH2 C-27); 162.80 (s, CF3COO- CO), 116.31 (q, 1JC-F = 291.73 Hz 
CF3COO- CF3); LCQMS-ESI (Da): m/z observed: 494.1 for C62H121N20O21 [M+3H]3+, 740.5 
for C62H120N20O21 [M+2H]2+, 1480.8 for C62H119N20O21 [M+H] +; m/z calculated 493.97 for 
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[M+3H]3+, 740.49 for [M+2H]2+, 1480.89 for [M+H]+. HRMS-ESI (Da): m/z observed: 
1480.8937 for C62H119N20O21 [M] +; m/z calculated: 1478.8742 for [M]+. 
Determination of coacervate formation. From each fraction collected from the outflow of 
the CSTR, 5 µL was added to a batch reactor containing 25 µL of a diluted complex coacervate 
solution (final concentrations of 6.25 mM polycation, 0.535 mM polyanion and 0.23 M STI) 
prepared as described in S5.7.1. After analyzing the contents of the CSTR for 18 hours, the final 
concentration of STI was increased to 0.47 M. Samples were vortexed and incubated for 10 
min at room temperature. The presence of coacervates was determined by optical microscopy 
and turbidity measurements. 
Mixtures were thoroughly vortexed before triplicate absorbance measurements at 600 nm on 
a NanoDrop 1000 spectrophotometer, using 2 µL of sample per measurement. Turbidity used is 
expressed in absorption units (a.u.). Some coacervate samples were imaged, after incubation, on 
an inverted microscope (Olympus IX81). A control experiment was performed by adding 5 µL 
solutions of known trypsin concentrations (in 100 mM Tris-HCl pH 7.7 and 20 mM CaCl2) to 
15 µL coacervate samples containing STI (final concentration 0.25 µM). Samples were vortexed 
and incubated for 10 minutes at room temperature. The presence of coacervates was 
determined as described above. 
Figure S2.5 shows turbidity measurements of coacervates in the presence of trypsin at 
varying final concentrations. Samples below the STI threshold show high turbidity and the 
presence of complex coacervates, as confirmed by microscopy. With trypsin concentration 
>0.25 µM, the polycation is cleaved by active trypsin and coacervation is reversed, yielding low 
turbidity. 
Experimental setup. Poly-L-glutamic acid (H-Glu(Glu)20-99-OH) stock solutions were 
prepared in a 2.19 mM stock in 20 mM Tris-HCl (pH 7.7). Polycation (Ac-(Lys-Ser)6-Lys-OH, 
see Scheme S2.2) was dissolved to 25 mM stock in 20 mM Tris-HCl pH 7.7, with 0.93 μM 
Soybean Trypsin Inhibitor (STI). The final STI concentration after mixing is 0.35 μM. 
Coacervation was achieved by mixing equal volumes of polyanion and polycation solutions. 
Unless stated otherwise, 7.5 μl of each solution was combined, and vortexed to mix. Similar to 
2.5.4, the 250 µL reactor was fed with trypsinogen, trypsin, aminopeptidase, and the 
proinhibitor, producing oscillations in trypsin activity. The total flow rate and aminopeptidase 
concentration were selected and fixed at respectively 55 µL/h and 0.330 U/mL. Fractions were 
collected from the outlet tubing (0.36 mm inner diameter Teflon tubing) of the reactor. 
Alternatingly, fractions were used to either determine the concentration of trypsin (see S2.5.2) 
or to monitor coacervate formation. 
Rational design of functional and tunable oscillating enzymatic networks 
33 
 
Figure S2.5: Control experiment of coacervate disassembly by trypsin after 10 minutes incubation. A) Triplicate 
turbidity measurement of coacervate samples. The final STI concentration of 0.35 µM theoretically fully inhibits 0.25 
µM of trypsin (red dotted line). Turbidity strongly decreases upon passing the STI threshold. B) The micrograph of the 
sample containing 0.2 µM trypsin (magenta point in A) shows the presence of complex coacervates, while coacervates 
are fully disassembled in the sample containing 0.5 µM trypsin (cyan point in A). Error bars represent standard 
deviations based on three measurements. 
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Chapter 3: 
On the tunability of small molecules in the negative 
feedback loop 
 
Enzymatic chemical reaction networks (CRNs) drive many of the key processes in living 
systems, including circadian clocks, signalling pathways, energy metabolism, and cell division. 
Much of our attention focusses on the creation of similar functions in chemical systems. A 
synthetic chemical framework holds considerable potential to understand of how CRNs create 
function. Fulfilling this potential, however, requires a transformation of the classical synthesis 
of molecules to the synthesis of molecular networks.  
Here, we constructed a range of negative feedback loops in an oscillating reaction network 
by synthesizing small molecules with slightly different reactivities. The work described in this 
chapter provides the general methodology to exploit the tunability of small molecules in our 
design strategy, allowing us to finely tune the activation and inhibition in the negative feedback 
to create a family of closely related networks.  
 
 
 
 
 
 
 
 
Parts of this chapter have been published in:  
Semenov, S. N.; Wong, A. S. Y.; Van der Made, R. M.; Postma, S. G. J.; Groen, J.; Van Roekel, 
H. W. H.; De Greef, T. F. A.; Huck, W. T. S. Nat. Chem. 2015, 7, 160-165. 
Wong, A. S. Y.; Postma, S. G. J.; Vialshin, I. N.; Semenov, S. N.; Huck, W. T. S. J. Am. Chem. 
Soc. 2015, 137, 12415−12420. 
Wong, A. S. Y.; Pogodaev, A. A.; Vialshin, I. N.; Helwig, B.; Huck, W. T. S. J. Am. Chem. Soc. 
2017, 139 (24), 8146 – 8151. 
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3.1 Introduction 
Much of our inspiration for constructing chemical reaction networks (CRNs) comes from 
the living cell.1-5 Vast metabolic and genetic networks of chemical reactions allow living cells to 
sense their environment, react to stimuli and use nutrients for cell growth and division.6 Such 
molecular networks act like electrical circuits that are constructed from smaller modules, so-
called network motifs.7 Network motifs form the basic building blocks of dynamic behaviour. 
Each motif can be further disassembled into feedback loops, but not further since the ‘loop’ 
provides important instructions for local regulations.8-10  
By mimicking and imitating the characteristics of the living cell, chemists aim to construct a 
‘molecular software’ that can create function out of chemical reactions.11-13 Powerful concepts 
such as dynamic combinatorial library (DCL), native chemical ligation (NCL) and self-assembly 
have resulted in elegant discoveries of functional molecular systems based on the exchange of 
components under thermodynamic control.14-18 However, translating a specific biological 
function to the design of a (set of) molecular structure(s) remains elusive.19,20 To truly 
understand the functions encountered in a cell, or any dynamical system, we as chemist must 
break away from the traditional synthesis of molecules, and instead should focus on the 
synthesis of networks.21 To start with, we need to understand the factors contributing to the 
kinetic parameters that make up a feedback loop based on molecules. 
Here, we show how a bottom-up strategy to design a kinetically controlled negative feedback 
loop enables a chemist to exploit the full power of chemical synthesis. The previous chapter 
described the rational design of an enzymatic reaction network that shows self-sustained 
oscillations.22 The strength of our approach is illustrated in Figure 1 that depicts the synthetic 
sites at which the pro-inhibitor can be altered (R1-R4). In general, this creates a ‘Swiss army 
knife’ out of the source molecule and allows us to engineer the molecular program that controls 
the desired network function.23  
Now, to gain insight in the choices of molecular structures, we employ an approach where 
parts of the network can be tuned, while keeping all other rates constant.24 Correlating the 
molecules to the kinetic properties in the network, not allows us to systematically find the 
structural backbone for the Pro-I but to fine-tune its behaviour by synthesizing a small library 
of Pro-I’s. More specifically, the possibility to make small synthetic variations provides the 
controllability to influence the precise rates in the negative feedback. Integrating the structure of 
small molecules with the tuning of each step in the network, potentially creates a whole family 
of oscillators. 
3.2 Results and discussion 
The build-up of a tunable negative feedback 
In the reaction network, trypsin (Tr) catalyzes its own formation from the precursor 
trypsinogen (Tg).25-29 Opposed to this positive feedback, Tr is inhibited by the negative 
feedback that is composed of three sequential steps (see Figure 1). In the activation step, Tr 
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(green) converts a pro-inhibitor (Pro-I, grey) into an intermediate inhibitor (Int-I, red) that 
consists of an amino acid residue attached to a potent inhibitor for Tr. Subsequently, another 
enzyme, aminopeptidase N (Ap), controls the release of the inhibitor moiety by cleaving off this 
amino acid. In the final step, Tr recognition of the active inhibitor (I, blue) closes the negative 
feedback loop.  
By changing the molecular structure of the pro-inhibitor, we can systematically vary the 
balance between activation and inhibition in the negative feedback loop. The Pro-I is composed 
of 3 structural units, with each of them controlling a specific part of the negative feedback. As 
depicted in Figure 1, the Pro-I has four synthetic sites (R1-R4) at which alterations can be made. 
Note that the changes to substituent R2 and R3 correspond to the side chains of amino acid 
residues (1 and 2). Modifying these side chains alters the overall specificity of Tr and Ap 
towards the parts in the Pro-I, respectively changing the rate by which Tr activates the negative 
feedback and Ap delays the release of I in the negative feedback.  
 
Figure 3.1: Influences of molecular structure on the properties in the negative feedback of an enzymatic 
reaction network. The Pro inhibitor (Pro-I) is depicted as a molecular ‘Swiss army knife’ showing the sites at which the 
molecule can be tuned. Changing R1 enables fine-tuning of the negative feedback activation, since the N-terminus of 
the pro-inhibitor will influence binding affinity to Tr. R2 would have a much stronger effect on the negative feedback 
loop, as the lysine side-chain directly fits into the active site of trypsin. R3 can be used to tune the delay, as Ap has 
different affinity for amino acid 2. Finally, position R4 provides us with a range of final inhibitors with increasing 
inhibition rate constants proportional to the number of methylene groups. As explained in the main text, we note that 
the changes to substituent R2 and R3 correspond to the side chains of amino acid residues (1 and 2). 
Tuning the inhibition by changing R4 
We can selectively influence the rate of Tr inhibition, which is the main property of the 
negative feedback.30-32 Figure 2a depicts the scheme that was earlier shown in chapter 1 but 
highlights the specific part that is changed by modifying substituent R4. We selected and tested 
three analogues with increasing length of the alkyl chain (methyl, ethyl and propyl) of the 
inhibitor in position R4 (Figure 2b, I1-I3). All of them should inhibit Tr but we expect the 
inhibition rate constant (݇௜௡௛ூ ) to increase proportionally with the modifications in R4.33  
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The synthesis starts by converting phenyl-R4-amine to N-(3-phenyl-R4-)formamide by 
heating with ethyl formate and then to 4-(3-formamide-R4-) benzene sulfonyl chloride (Figure 
3.2.c).34  
 
Figure 3.2: Influences of modification of R4 on the inhibition of the negative feedback. (a) Enzymatic network 
interactions full details, with the part of network that is influenced depicted in bold. (b) Molecular structures of the 
inhibitor with selected modifications; Methyl (Me), ethyl (Et), and propyl (Pr). (c) Synthesis of R4 modified inhibitors 
(see 3.5.1 for full details and characterization). (d) Time series at different ratio of concentrations ([Tr]0 : [I]0) that were 
used to derive the kinetic constants. Tr (43 µM) was mixed with different concentrations of 1 (86, 172, 256 µM), 2 (86, 
172, 256 µM) or 3 (86, 129, 172 µM) in a 20 mM Tris buffer, pH 7.7 containing 20 mM CaCl2. The respective rate 
constants are determined by the average fit of the three individual experiments: ݇௜௡௛ூ ሺ૚ሻ ൌ 46.5 േ 2.7, ݇௜௡௛ூ ሺ૛ሻ ൌ 52.7 േ
4.7, and ݇௜௡௛ூ ሺ૜ሻ ൌ 148.0 േ 20.1 mM h-1.  
Subsequently, treatment with KF gave the corresponding sulfonyl fluoride which was 
deprotected and converted to its hydrochloride salt by refluxing with ethanoic HCl (Figure 1c). 
We varied the synthetic procedure of the three different inhibitor moieties with substituents R4 
= Me, Et, Pr, depending on the commercially available starting materials. The synthesis of 4-
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amino methyl benzene sulfonyl fluoride (AMBSF, I1) proceeded by chlorosulfonylation of a N-
(phenylmethyl)formamide, whilst an additional protection step (formylation of 3-
aminopropylbenzene) was required for the synthesis of 4-amino propyl benzene sulfonyl fluoride 
(APBSF, I3). 4-amino ethyl benzene sulfonyl fluoride (AEBSF, I2) was commercially available 
(see Supplementary Information 3.5.1 for full details of the preparation). 
The kinetic properties of the inhibitors are studied by following the enzymatic activity of Tr 
in presence of inhibitors I1-I3. The reduced Tr activity in Figure 1d shows that all of them 
inhibit Tr. The time required to reach full inhibition (i.e. [Tr]=0 M) marks the differences in 
their inhibition properties. We determined the trypsin inhibition rate constant for the respective 
modifications in the inhibitors by fitting with COPASI, which also takes background hydrolysis 
of the inhibitors into account (red arrow in Figure 2a). The kinetic studies are performed in 
triplicate (see Supplementary Information 3.5.5) and show that the inhibition rate increases in 
the series of increasing chain length in substituent R4 (Figure 3.2d):  
݇௜௡௛ூ ሺIሻ:		۷૚ ൏ ۷૛ ൏ ۷૜  
Tuning the time delay in the negative feedback by changing R3 
Next, we changed the time delay of the negative feedback using different intermediate 
inhibitors (Int-I’s). Aminopeptidases are non-selective peptidases that cleaves N-terminal amino 
acids from proteins, or oligopeptides.35,36 This allows us to tune the rate of delay (kୢୣ୪ୟ୷), by 
varying the amino acid at position 2.37 Changing 2, however, also influences the unavoidable 
background inhibition to trypsin (k୧୬୦ୠୟୡ୩୥୰୭୳୬ୢ). In the enzymatic reaction network, both the Int-
I and the Pro-I contribute to the total background inhibition (with respective constants k୧୬୦మ୍  and 
k୧୬୦భమ୍, see Figure 3.3a). Hence, since both of them consist of the same amino acid and inhibitor 
residues, the choice for amino acid 2 depends on two parameters; the compatibility with Tr, 
and the activity towards Ap.  
In this screening, six different amino acids glycine, leucine, asparagine, glutamic acid, 
glutamine, and aspartic acid (Gly, Leu, Asn, Glu, Gln, Asp, respectively) were chosen for 2 
(Figure 3.3b).37,38 The synthesis of the Int-I 1-6 proceeds by a standard peptide coupling of 
different Boc-protected amino acids to inhibitor I2 (Figure 3.3c). Deprotection of the Boc 
group results in the Int-I that was either used in the kinetic studies for Ap, or further coupled 
with a “Tr-cleavable moiety” (R=Ac-Lys in grey). 
Influence of 2 on the background inhibition of trypsin was tested for Int-I’s functionalized 
with a Tr-cleavable moiety (1a-5a). Figure 3.3d shows an immediate reduction in Tr activity 
when trypsin was mixed with the different Int-I’s (see Method Summary). In comparison, 
intermediate inhibitors with hydrophilic amino acids such as Asn, Glu, and Gln as 2 react 
slower with trypsin than inhibitors with Gly and Leu (Figure 3.3d):  
݇௜௡௛௕௔௖௞௚௥௢௨௡ௗሺଶIሻ:	૜		૝	 ൏ 	૞	 ൏ 	૚	 ൏ 	૛  
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Figure 3.3: Influences of modification of R3 on the delay in the negative feedback. (a) Enzymatic network 
interactions full details, with the part of network that is influenced depicted in bold. (b) Molecular structures of the 
intermediate inhibitor with modifications indicated by 1-6. (c) Synthesis of R3 modified Int-I’s (see 3.5.2 for full details 
and characterization). (d) The decrease in normalized trypsin activity in time dependent on 12I (1 = AcLys) 
derivatives 1a-5a measured using the fluorescent assay described in Method Summary. The decrease is caused by both 
starting compound as well as the product that is freed in the reaction. Conditions: Tr (43 µM) and 1a-5a (258 µM) in a 
buffered solution (20 mM Tris, 20 mM CaCl2, pH 7.7) at 22 °C. (e) Measured conversion of 3b, 5b, and 6b (2 = Gln, 
Asn, Asp) into I2 by addition of aminopeptidase (0.035 U/mL) monitored by 1H-NMR in a D2O solution containing 10 
mM Tris, pH 7.7 at 24 °C.  
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More specifically, this trend allows us to select the modifications with the least background 
inhibition. Further refinement of 2 was based on the activity in the aminopeptidase-catalyzed 
cleavage reaction with Ap. The reactions of aminopeptidase (Ap) with three derivatives of R3 
(Int-I’s (3b, 5b, 6b) are plotted over time in Figure 2e. In here, we followed the amount of I2 
that is released by Ap to determine the cleavage rate of the intermediate inhibitor. Clearly, the 
Gln-derivative was found to be cleaved fastest by Ap:  
݇ௗ௘௟௔௬ሺଶIሻ:	૟	 ൏ 	૜	 ൏ 	૞  
We measured the increase of inhibition strength upon conversion of Int-I to I. Glutamine 
was chosen as the amino acid for 2 based on the relative fast cleavage rate by Ap combined 
with the low/moderate background inhibition of trypsin. Mixing Tr with the Int-I and with or 
without aminopeptidase, shows that the Tr inhibition increases in presence of Ap. The reaction 
was followed by taking aliquots at different time points (see Method Summary), and essentially 
shows that the negative feedback can be controlled by Ap (Figure 3.4a).  
 
Figure 3.4 Aminopeptidase-catalyzed cleavage of Int-I (5b). (a) negative feedback showing delay function. (b) Ap 
(0.244 U mL-1) was mixed with various concentrations of 5b (0.88, 1.75, 3.5, 7, and 14 mM) in a 50 mM Tris, pH 7.7 
buffer containing 20 mM CaCl2 in D2O and followed by proton NMR. 
The conversion in the Ap-catalyzed cleavage of the Int-I follows standard Michaelis-Menten 
kinetics. Hence, to determine the rate of this cleavage, Ap was mixed with various 
concentrations of 5b from which the initial reaction rates were used to construct the Michaelis-
Menten plot in the Figure 3.4b. The initial rates are calculated by also taking the hydrolysis of 
the Int-I into account (red arrows in Figure 3.3a, see Supplementary Information 3.5.6). The 
corresponding rate constants for the Int-I cleavage by aminopeptidase are obtained in Origin 
9.0 and resulted in the following rate constants:  
K୑ୢୣ୪ୟ୷ ൌ 2.71	 േ 0.52	mM, kୡୟ୲ୢୣ୪ୟ୷ ൌ 11.21 േ 0.74	mMቀh ୙୫୐ቁ
ିଵ
  
Fine-tuning the negative feedback activation by changing R1 and R2 
We can further fine-tune the negative feedback by changing the rate of pro-inhibitor 
cleavage by Tr in the activation step (see Figure 3.5a). We previously reported Pro-I’s 1 and 2 
(Chapter 1) and showed that the methylation of an -lysine (i.e. changing R2) has a major effect 
on the properties of the network. 22 Based on literature values,39 we selected a homo-arginine 
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(hArg, 3) and a methylated arginine (Arg(Me), 4) as the amino acid 1, to further decrease the 
rate of activation.40 Alternatively, substituents on the R1 site are used to modify this rate by 
changing the binding affinity to Tr.41-43 To this end, we selected a neutral  carboxybenzyl-
protected glycine (Z-Gly, 5), an acidic acetylated aspartic acid (Ac-Asp, 6) and a water soluble 
methoxy ethylene glycol (MEG, 7) side-group as substituent.  
 
Figure 3.5: Influences of modification of R1 and R2 on the activation of the negative feedback. (a) Enzymatic 
network interactions full details, with the part of network that is influenced depicted in bold. (b) Molecular structures of 
the pro-inhibitor with modifications indicated by 1-7. (c) Synthesis of R1 and R2 modified Pro-I’s (see 3.5.3 for full 
details and characterization).45-47 (d) Kinetic parameters for the activation rate constant ݇௔௖௧ for 1-7. See Supplementary 
Information 3.5.7 for full details on the approximations that have been used ((e.g. Michaelis-Menten, Lineweaver-Burke 
to pseudo-steady state) to estimate or calculate the rate constants.  
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Kinetic studies were performed to determine the rate constants of pro-inhibitor cleavage by 
trypsin in isolated reactions. Various approximations have been used ((e.g. Michaelis-Menten, 
Lineweaver-Burke or pseudo-steady state) to calculate the activation rate constant ݇௔௖௧ for 1-7 
(see Supplementary Information 3.5.7).44 The rate constants of the activation step (Figure 3.5d) 
is a measure for the specificity of Tr toward the pro-inhibitor that is calculated by the ratio of 
݇௖௔௧௔௖௧ over ܭெ௔௖௧. Overall, the kinetic studies show the following trend in ݇௔௖௧ (in which the 
variation in both ݇௜௡௛భమூ and ݇ௗ௘௚௥భమூ are negligible, see Supplementary Information 3.5.7): 
݇௔௖௧ሺଵଶIሻ: ૜ ≪ ૝ ൏ ૠ ൏ ૞ ൏ ૛ ൏ ૟ ≪ ૚  
We tested the inhibition properties of 1-7 experimentally in the full network composed of 
[Tg], [Tr], and [Ap], under batch conditions. In batch, no oscillations will be observed, but we 
can still obtain a first impression of the balance of the rates in the two feedback loops. In a 
successful design, the batch reaction network must allow an initial rise in [Tr] for each of the 
pro-inhibitors, before decaying to equilibrium in which trypsin is fully inhibited by the inhibitor 
freed in solution. The series of experiments in Figure 3.6 show that the Pro-I’s promote this 
behaviour only with activation rates between 3.5 and 482 mM-1 h-1. Activation rates of 1 and 3 
are far out of this range, and only show a flat line.  
In more detail, Figure 3.6a shows that the modifications at position R2 drastically change the 
activation rate constant. Consequently, tuning of R2 (e.g.. comparing 1-4) only allow 2 and 4 to 
exhibit the programmed behaviour. In contrast, tuning of R1 (e.g. comparing 2, 5-7) result in far 
less dramatic changes to the network behaviour. Instead, the substituents allow tuning of the 
peak characteristics; subtly decreasing the peak height as function of an increasing ݇௔௖௧ value 
(Figure 3.6b). Hence, this result shows that the network behaviour can be ‘finely’ tuned by R1 
combined with a somewhat ‘coarser tuning by R2. 
 
Figure 3.6: Network behaviour in batch conditions. Experimentally obtained time series for CRNs with (a) R2 
modified Pro-I’s 1-4, and (b) R1 modified Pro-I’s 2, 5-7. Experiment conditions, 1-7 (260 μM) were mixed with Tg (130 
μM), Tr (23 μM), and Ap (0.830 U mL-1) in 100 mM Tris buffer, pH 7.7, containing 20 mM CaCl2 at 25oC. Aliquots of 
the reaction mixture were diluted with an aqueous 0.1 M KHSO4 (10 times aliquot volume) solution to quench all 
reactions. Trypsin activity was measured using the fluorescent assay described in Method Summary. Note that the signal 
measured for 2 in (a) and (b) differs slightly due to differences in the Ap batch delivered by the supplier. Lot no. for (a) 
and (b) are D001 54 081 and D001 65 901 respectively. 
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The library of Pro-I’s 
Having established the dipeptidic core (12=Lys(Me)-Gln) as the structural backbone of 
Pro-I we can now combine different substituents of R4 and R1 to further fine-tune the 
behaviour. In fact, the options in R4 and R1 now allows us to create a library of closely related 
Pro-I’s. The combination of three substituents on both sites results in nine pro-inhibitors with 
different reaction rate constants for either the activation or final inhibition step of the negative 
feedback loop (Figure 3.7a). Substituents acetyl (Ac), methoxy ethylene glycol (MEG), and 
acetyl aspartic acid (Ac-Asp) on position R1 influence the rate of activation (݇௔௖௧) of the 
negative feedback loop by changing the affinity of the pro-inhibitor towards Tr. On the other 
end, changing the length of the alkyl chain (methyl, ethyl and propyl) of the inhibitor in position 
R2 allows us to tune the rate of inhibition (݇௜௡௛ூ ) by changing the actual fit of the inhibitor in the 
active pocket of Tr.  When tested in batch conditions, the series of experiments in Figure 3.7b 
demonstrate that the changes in the pro-inhibitor molecules subtly changes the details of the 
response. All in all, the peak amplitude decreases gradually with the increased inhibition 
strength of R4. A trend that is consistent for the three different substituents in R1. 
 
Figure 3.7: Network behaviour of a library of Pro-I’s created from R1  R4 in batch condition. (a) Molecular 
structures of the pro-inhibitor with modifications indicated by 8-13. (b) Experimentally obtained time series for CRNs 
as indicated in the inserts. Experiment conditions, Pro-I’s (260 μM) were mixed with Tg (130 μM), Tr (23 μM), and Ap 
(0.830 U mL-1) in 100 mM Tris buffer, pH 7.7, containing 20 mM CaCl2 at 25oC. Aliquots of the reaction mixture were 
diluted with an aqueous 0.1 M KHSO4 (10 times aliquot volume) solution to quench all reactions. Trypsin activity was 
measured using the fluorescent assay described in Method Summary. 
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3.3 Conclusions 
In this work, we created the key intermediates in the artificial network by synthesizing ranges 
of compounds. We synthesized the negative feedback by successive tuning the inhibition, delay 
and activation rate. Careful tuning was especially important in the delay step, which required the 
intermediate to be compatible with both Tr and Ap, and led to the selection of amino acid Glu 
as preferred 2 in the Pro-I structure. Further fine-tuning established the methylated Lysine 
Lys(Me) as the other amino acid 1.  
In total, we synthesized 13 pro-inhibitor structures to introduce control over the rate 
constants in the different parts of the negative feedback loop. Our kinetic experiments showed 
that such changes can subtly induce changes in the network behavior, as the precise balance 
between positive and negative feedback loops is altered. Undoubtedly, these findings will assist 
in the creation of future designs of tunable complex molecular networks. The next step is to 
employ this method to find structure-property relations in complex networks that perform their 
function in out-of-equilibrium conditions. 
3.4 Method Summary 
Synthesis. Syntheses were performed using procedures described in 3.5.1-3.5.5.  
Kinetic studies. Methods for rate determination appear in sections 3.5.5-3.5.7.  
Experimental time series. Initial conditions of time series are reported in the 
corresponding figures 3.2-3.7. For experiments determined with 1H NMR, we followed the 
resonance peaks of the phenyl region (I resonates at 7.99 ppm, the hydrolysed product at 
resonates at 7.76 ppm and 2I resonates at 7.64 ppm). Trypsin activity was measured by mixing 
100 μL of the quenched reaction mixture with 3 mL of 5 μg/mL bis-(Cbz-L-Arg)-rhodamine 
fluorogenic substrate in 50 mM Tris-HCl, pH 7.7. The increase in fluorescence intensity (λex = 
450 nm, λem = 520 nm) was monitored for 40 seconds, and the initial, linear slope was 
compared to a calibration curve to find the concentration of active trypsin.  
3.5 Supplementary Information 
Chemicals. All chemicals and reagents were used as received from commercial suppliers (e.g. 
Acros, Sigma Aldrich, Ellsworth, Life Technologies) without any further treatment unless stated 
otherwise. Trypsinogen and trypsin (from bovine pancreas) were purchased from Sigma 
Aldrich, while soybean trypsin inhibitor and aminopeptidase M (EC: 3.4.11.2) were received 
from Novabiochem.  
Instrumentation. Nuclear Magnetic Resonance (NMR) spectra were measured on a Varian 
INOVA A-400 spectrometer at 400 MHz for 1H or on a Bruker-AVANCE III 500 
spectrometer at 500 MHz for 1H, 125.8 MHz for 13C(1H) and 470.4 MHz for 19F. The chemical 
shifts for 1H and 13C are given in parts per million (ppm) relative to TMS and calibrated using a 
residual peak of the solvent; : 3.31 for CD3OD and : 4.79 for D2O in 1H NMR and : 46.7 
for CD3OD in 13C NMR. Multiplets are reported as s (singlet), d (doublet), dd (double doublet), 
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t (triplet), q (quartet) and m (multiplet). Coupling constants are reported as J as value in Hertz 
(Hz). The number of protons (n) for a given resonance is indicated as nH and is based on the 
spectral integration values. Fourier transform infrared spectroscopy (FT-IR) spectra were 
recorded on a Bruker TENSOR 27 spectrometer fitted with an attenuated total reflectance 
(ATR) cell. Mass spectra were obtained from Thermo scientific advantage LCQ and JEOL Accurate 
Time of Flight (ToF) instruments, both using linear ion trap electrospray ionization (ESI). The 
masses-to-charge ratio is given in Daltons (Da). Element analyses were performed on Carlo 
Erba Instruments CHNS/O Elemental Analyzer EA1108. Trypsin activity with fluorogenic 
substrate was performed on a Perkin Elmer LS55 fluorescence spectrometer, and measurements 
with chromogenic substrates were performed on a Jasco V-630 UV-Vis spectrometer.  
Synthetic procedures and characterization 
3.5.1  Preparation of R4 functionalized inhibitors 
I1	{4‐(3‐aminomethyl)benzenesulfonyl	fluoride	hydrochloride}		
The synthesis of 4-amino methyl benzene sulfonyl fluoride (AMBSF) 
was reproduced from literature, starting from N-(phenylmethyl) 
formamide43. Yield: 75%, 2.1g. 1H NMR (500 MHz, DMSO-d6) δ 8.74 
(s, 3H, NH3-1), 8.16 (d, J = 8.5 Hz, 2H, Ar CH-5, 7) 7.88 (d, J = 8.3 
Hz, 2H, Ar CH-4,8), 4.17 (s, 2H, CH2-2). 13C NMR (126 MHz, DMSO) δ 143.72 (s, Ar C-3), 
131.74 (d, J = 23.5 Hz, Ar C-6), 131.10 (s, Ar CH-5, 7), 129.10 (s, Ar CH-4,8), 42.00 (s, 2H, 
CH2-2). 19F NMR (471 MHz, DMSO) δ 66.28 (s, F-12). LCQMS-ESI (Da): m/z observed 
189.88 for C9H13FNO2S+ [M+H+]; m/z calculated for [M+H+]:190.03.  
I3	{4‐(3‐aminopropyl)benzenesulfonyl	fluoride	hydrochloride}	
N-(3-phenylpropyl)formamide. 3-Phenylpropylamine (3 ml, 21 
mmol, 1 eq.) was mixed with ethyl formate (8.5ml, 100 mmol, 5eq) and 
refluxed overnight. After reaction residual ethyl formate was 
evaporated, leaving desired product as a pure colorless oil. Yield: 98%, 
3.4g. 1H NMR (500 MHz, Chloroform-d) δ 8.16 (d, J = 2.0 Hz, 1H, CH-11), 7.31 (t, J = 7.6 Hz, 
2H, CH-3,5), 7.27 – 7.16 (m, 3H, CH-2, 4,6), 3.35 (q, J = 6.7 Hz, 2H, CH2-9), 2.69 (m, 2H, 
CH2-7), 1.89 (m, 2H, CH2-8). 13C NMR (126 MHz, Chloroform-d) δ 161.30 (s, CH-11), 141.17 
(s, C-1), 128.50 (s, CH-3, 5), 128.35 (s, CH-2, 6), 126.08(s, CH-4), 41.05 (s, CH2-9), 33.17 (s, 
CH2-7), 31.12 (s, CH2-8). LCQMS-ESI (Da): m/z observed 163.96 for C10H14NO+ [M+H+]; 
m/z calculated for [M+H+]: 164.10. 
4-(3-formamidopropyl)benzenesulfonyl chloride.  
Chlorosulfonic acid (6 ml, in excess) was added dropwise to the 
N-(3-phenylpropyl)formamide (2.5g, 15mmol) under stirring at 0oC. 
Upon completion of addition, the mixture was heated to 50˚C 
for 2 h. The reaction mixture was allowed to cool down to room 
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temperature and then slowly poured into ice. The product precipitates as a white solid and was 
collected on a filter and washed with cold water (3x20 mL). Yield: 82%, 3.3g. 1H NMR (500 
MHz, Chloroform-d) δ 8.21 (t, J = 1.0 Hz, 1H, CH-11), 8.02 – 7.92 (d, J = 8.4 Hz, 2H, CH-3,5), 
7.50 – 7.39 (d, J = 8.0 Hz, 2H, CH-2,6), 5.62 (s, br, 1H, NH-10), 3.34 (q, J = 6.8 Hz, 2H, CH2-
9), 2.79 (t, J = 8.2 Hz, 2H, CH2-7), 1.92 (m, 2H, CH2-8). 13C NMR (126 MHz, Chloroform-d) δ 
161.35 (s, CH-11), 149.81 (s, C-1), 142.27 (s, CH-4), 41.03 (s, CH2-9), 33.17 (s, CH2-7), 30.83 (s, 
CH2-8). FT-IR (cm-1): 1377 (νSO), 1162 (νSCl).  
4-(3-formamidopropyl)benzenesulfonyl fluoride. 4-(3-formamidopropyl)benzenesulfonyl chloride 
(3g, 11.5mmol) was stirred overnight with the suspension of 
Potassium Fluoride (KF) (2.7g, 46 mmol) and 18-crown-6 ether 
(0.7g, 2.6mmol) in 80ml of Acetonitrile (CH3CN). Subsequently, 
20mL of water was added and let reacted for 1 hour. The 
reaction mixture was extracted with ethyl acetate (3x 20 mL). The 
organic layer was washed with brine and dried over Sodium sulfate (Na2SO4) and then 
concentrated on a rotary evaporator to a solid white residue. The product was obtained in pure 
form by repeated recrystallization from a chloroform-hexane system. Yield: 75%, 2.1g. 
1H NMR (500 MHz, Chloroform-d) δ 8.21 (d, J = 1.6 Hz, 1H, CH-11), 7.94 (d, J = 8.7 Hz, 2H, 
CH-3,5), 7.46 (d, J = 8.1 Hz, 2H, CH-2,6), 5.86 (s, br, 1H, NH-10), 3.37 (q, J = 6.8 Hz, 2H, 
CH2-9), 2.81 (t, J = 8.2 Hz, 2H, CH2-7), 1.93 (m, 2H, CH2-8). 13C NMR (126 MHz, CDCl3) δ 
161.38 (s, CH-11) , 150.22(s, C-1), 131.75 (d, J=23.3 Hz, CH-4), 129.64 (s, CH-3, 5), 128.69(s, 
CH-2, 6), 40.99 (s, CH2-9), 33.17 (s, CH2-7), 30.78 (s, CH2-8). 19F NMR (471 MHz, CDCl3) δ 
66.20 (s, 1F, F-16). FT-IR (cm-1): 1411 (νSO), 1212 (νSF). LCQMS-ESI (Da): m/z observed 
245.88 for C10H13FNO3S+ [M+H]+; m/z calculated for [M+H]+: 246.06. 
4-(3-aminopropyl)benzenesulfonyl fluoride hydrochloride. 4-(3-formamidopropyl) benzene 
sulfonyl fluoride (2g, 8.1 mmol) was refluxed for 2 h in 20 mL of 
ethanol (EtOH) saturated with Hydochloric acid (HCl). The 
solution was decolorized with charcoal, filtred through celite and 
concentrated on a rotary evaporator to a solid white residue. The 
product was obtained in pure form by recrystallization from a mixture of EtOH-diethyl ether 
(Et2O). Yield: 70%. 1H NMR (400 MHz, DMSO-d6) δ 8.12 (s, br, 3H, NH3+-10), 8.03 (d, J = 
8.6 Hz, 2H, CH-3,5), 7.61 (d, J = 8.2 Hz, 2H, CH-2,6), 2.80 (t, J = 8.4, 2H, CH2-9), 2.74 (m, 2H, 
CH2-7), 1.87 (m, 2H, CH2-8). 13C NMR (126 MHz, DMSO-d6) δ 151.32 (s, Ar C-1), 130.76 (s, 
Ar CH-3, 5), 129.60 (d, J=23.6 Hz, Ar C-4), 129.08 (s, Ar CH-2,6), 38.65 (s, CH2, C-9), 32.22(s, 
CH2, C-8), 28.55(s, CH2, C-7). 19F NMR (471 MHz, CDCl3) δ 66.69 (s, 1F, F-16). FT-IR (cm-1): 
1415 (νSO), 1216 (νSF). LCQMS-ESI (Da): m/z observed 218.04 for C9H13FNO2S+ 
[M+H+]; m/z calculated for [M+H+]: 218.27.  
3.5.2  Preparation of Int-I’s 
2 C-terminal activation. N,N'-dicyclohexylcarbodiimide (DCC) (1 mmol) was added to a 
stirred solution of Boc protected amino acid (Boc-2-OH) (1 mmol) and N-hydroxysuccinimide 
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(HOSu, 1 mmol) dissolved in 3 mL distilled dimethoxyethane (DME) at 0 °C under an argon 
atmosphere. After allowing the reaction to proceed for one hour at 0 °C, the mixture was stored 
overnight at 4 °C without stirring. Precipitated dicyclohexyl urea (DCU) was removed by 
filtration, and the filtrate was dried in vacuo. Recrystallization in 2-propanol (2 mL) yielded pure 
Boc-2-OSu. 
Coupling to inhibitor. Subsequently, Boc-2-OSu (0.5 mmol, 1 eq.) was dissolved in dry 
dimethylformamide (DMF, 1 mL) and added dropwise to a stirred solution of I2 (0.55 mmol, 
1.1 eq.) and N,N-diisopropylethylamine (DIPEA, 0.6 mmol, 1.1 eq.) in dry DMF (1 mL) which 
was cooled to 0 °C. The reaction was carried out under an argon atmosphere and proceeded for 
2 hours while the mixture was allowed to slowly reach room temperature. DMF was removed in 
vacuo and the residue was then dissolved in 2 mL potassium bisulfate (KHSO4, 0.1M) and 
extracted with ethyl acetate (2 x 2 mL). Hereafter, the combined organic phases were washed 
with water (2 x 2 mL), dried over Na2SO4 and concentrated on the rotary evaporator. . The 
residue was purified by column chromatography (SiO2, CH2Cl2/CH3OH, 15:1, v/v, Rf ~ 0.3) to 
yield the product as a white solid. 
Boc-deprotection. Boc-2-I2 (0.25 mmol) was dissolved in a mixture of distilled 
dichloromethane (CH2Cl2) and trifluoroacetic acid (TFA) (1:1, v/v, 1 mL). The solution was 
stirred at 0 °C for 15 min and for 45 min at room temperature. Solvents were removed in vacuo 
and the residue was dissolved in 2-propanol (0.2 mL). The product was precipitated using 
diethyl ether (Et2O, 2 mL). After removal of Et2O, CH2Cl2 (1 mL) was added to the precipitate, 
and the suspension was stirred for 30 minutes to wash the product. Removal of CH2Cl2 yields a 
glassy product, which could be precipitated using Et2O (2 mL). Removal of Et2O yields the 
TFA salt of the Int-I’s (2-I2) as a white solid. 
3b	{L‐aspartic	acid‐Inh	(H‐Asp‐I2)}	
From Boc-Asp-OSu (24 mg, 0. 07 mmol) and I2 (22 mg, 
0.08 mmol), 25 mg of white solid (81%) could be 
obtained. 1H NMR: (400 MHz, CD3OD) δ = 8.00 (d, 
3JH-H = 8.4 Hz, 2H, Ar CH-7,11), 7.60 (d, 3JH-H = 8.2 
Hz, 2H, Ar CH-8,10), 4.08 (dd, 1H, 3JH-H = 8 Hz, 3JH-H 
= 5 Hz, CH-2), 3.64 (m, 1H, CH2-17), 3.49 (m, 1H, 
CH2-17), 3.00 (m, 2H, CH2-16), 2.88 (m, 2H, CH2-4).  
5b	{L‐glutamine‐Inh	(H‐Gln‐I2)}	
From Boc-Gln-OSu (21 mg, 0.06 mmol) and I2 (20 mg, 
0.07 mmol), 18 mg of white solid (67%) could be 
obtained. 1H NMR: (500 MHz, CD3OD) δ = 8.02 (d, 
3JH-H = 8.4 Hz, 2H, Ar CH-7,11), 7.64 (d, 3JH-H = 8.2 
Hz, 2H, Ar CH-8,10), 3.87 (t, 1H, 3JH-H = 6.2 Hz, CH-
2), 3.59 (m, 2H, CH2-17), 3.04 (m, 2H, CH2-16), 2.36 
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(m, 2H, CH2-19), 2.04 (m, 2H, CH2-4).  
5b	{re‐synthesized	and	fully	characterized	for	kinetic	studies}	
From Boc-Gln-OH (229.6 mg, 0.93 mmol) and I2 (209.5 
mg, 0.76 mmol), 212.0 mg (0.48 mmol, 55%) of white solid 
could be obtained.FT-IR (cm-1): 3306 (NH2), 1672 (CO), 
1416 (SO), 1205 (SO); 1H NMR: (500 MHz, CD3OD) δ = 
8.02 (d, 3JH-H = 8.4 Hz, 2H, Ar CH-11,15), 7.64 (d, 3JH-H = 
8.2 Hz, 2H, Ar CH-12,14), 3.87 (t, 1H, 3JH-H = 6.2 Hz, CH-
2), 3.59 (m, 2H, CH2-20), 3.04 (m, 2H, CH2-21), 2.36 (m, 2H, CH2-5), 2.04 (m, 2H, CH2-4); 13C 
NMR: (126 MHz, CD3OD) δ = 175.42 (s, CO C-6), 168.49 (s, CO C-3), 148.38 (s, Ar C-13), 
130.21 (s, Ar C-11,15), 128.33 (s, Ar C-10,12,14), 52.60 (s, CH C-2), 39.86 (s, CH2 C-20), 34.87 
(s, CH2 C-21), 30.13 (s, CH2 C-5), 26.78 (s, CH2 C-4); 161.26 (s, CF3COO- CO), 116.55 (q, 
116.31 (q, 1JC-F = 290.41 Hz CF3COO- CF3); LCQMS-ESI (Da): m/z observed 332.0 for 
C13H19FN3O4S + [M]+; m/z calculated for [M]+: 332.11; HRMS (ESI): m/z observed 332.1085 
for C13H19FN3O4S + [M]+; m/z calculated for [M]+: 332.1075. 
6b	{L‐asparagine‐Inh	(H‐Asn‐I2)}	
From Boc-Asn-OSu (20 mg, 0. 06 mmol) and I2 (19 mg, 
0.07 mmol), 18 mg of white solid (69%) could be 
obtained. 1H NMR: (400 MHz, CD3OD) δ = 7.99 (d, 
3JH-H = 8.4 Hz, 2H, Ar CH-7,11), 7.59 (d, 3JH-H = 8.2 
Hz, 2H, Ar CH-8,10), 4.08 (dd, 1H, 3JH-H = 8 Hz, 3JH-H 
= 5 Hz, CH-2), 3.60 (m, 1H, CH2-17), 3.49 (m, 1H, 
CH2-17), 3.00 (m, 2H, CH2-16), 2.77 (m, 2H, CH2-4).  
3.5.3 Preparation of Pro-I’s using wet synthesis 
 
Scheme S3.1: Synthetic procedure to Boc-protect -methyllysine.  
α-Acetyl-ε-Boc-methyl-L-lysine (Ac-Lys(Me,Boc)-OH). Boc protection of -
methyl-L-lysine (H-Lys(Me)-OH) was prepared following literature 
procedure.37 In a separate reaction, DCC (139.8 mg, 0.68 mmol) was added 
to a solution containing acetic acid (44.7 mg, 0.75 mmol) and HOSu (80.0 
mg, 0.68 mmol) dissolved in 5 mL distilled DME at 0 °C. After allowing 
the reaction to proceed for one hour at 0 °C, the mixture was stored 
overnight at 4 °C without stirring. Precipitated DCU was removed by 
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filtration, and the filtrate was dried in vacuo. Recrystallization in 2-propanol (2 mL) yielded pure 
acetoxysuccinimide (AcOSu, 92% yield). Subsequently, AcOSu (98.0 mg, 0.62 mmol) was 
dissolved in DMF (1.5 mL) and added to an aqueous solution (1.5 mL) of H-Lys(Me,Boc)-OH 
(163.4 mg, 0.63 mmol) and sodium bicarbonate (52.7 mg, 0.63 mmol). The addition was carried 
out at 22 oC and stirring was continued overnight at room temperature. Solvents were removed 
in vacuo and the residue was redissolved in 2 mL KHSO4 (0.1M) and extracted with EtOAc (2 x 
2 mL). Next, the combined organic phases were washed with water (2 x 4 mL), dried over 
Na2SO4 and concentrated on the rotary evaporator to yield the desired product as a glassy 
compound. Yield: 80 % (153.2 mg, 0.51 mmol). FT-IR (cm-1): 3307 (NH), 1666 (CO); 1H 
NMR: (500 MHz, CD3OD) δ = 4.38 (dd, 3JH-H = 8.5;4.8 Hz, 1H, CH-2), 3.26 (s, 2H, CH-8), 
2.87 (s, 3H, CH3-11), 2.02 (s, 3H, CH3-20), 1.89 (m, 1H, CH2-4), 1.72 (m, 1H, CH2-4), 1.58 (m, 
2H, CH2-7), 1.47 (s, 9H, tBu CH3-16,17,18), 1.40 (m, 2H, CH2-6); 13C NMR: (126 MHz, 
CD3OD) δ = 174.25 (s, CO C-19), 171.87 (s, CO C-3), 156.24 (s, CO C-12), 79.49 (s, tBu C-15), 
60.13 (s, CH C-2), 52.29 (s, CH2 C-8), 31.00 (s, CH3 C-11), 27.31 (s, tBu C-16,17,18), 22.67 (s, 
CH2 C-4), 20.95 (s, CH2 C-7), 19.45 (s, CH2 C-20), 13.05 (s, CH2 C-6); LCQMS-ESI (Da): m/z 
observed: 303.0 for C14H27N2O5+ [M+H]+ and 325.1 C14H26N2O5Na+ [M+Na]+ ; m/z 
calculated 303.18 for [M+H]+ and 325.18 for [M+Na]+; HRMS-ESI (Da): m/z observed: 
225.1218 C9H18N2O3Na+ [(M-Boc)+Na]+, 325.1740 Da for C14H26N2O5Na+ [M+Na]+; m/z 
calculated 225.1215 for [(M-Boc)+Na]+ and 325.1739 for [M+Na]+. 
2	{α‐Acetyl‐‐methyl‐L‐lysine‐L‐glutamine‐Inh	(Ac‐Lys(Me)‐Gln‐I2)}	
Ac-Lys(Me,Boc)-Gln-I2). 1-ethyl-3-(3-
dimethylaminopropyl) carbodiimide 
hydrochloride (EDC·HCl) (84.3 mg, 0.44 
mmol) was added to a stirred solution of 
Ac-Lys(Me,Boc)-OH (120.9 mg, 0.40 mmol) 
and HOSu (48.4 mg, 0.44 mmol) dissolved 
in 3 mL dry DMF at 0 °C under argon 
atmosphere. After allowing the reaction to 
proceed for one hour at 0 °C, the mixture 
was stored overnight at 4 °C without stirring. DMF was removed in vacuo and the residue was 
redissolved in 1 mL of KHSO4 (0.1M) and extracted with EtOAc (2 x 1 mL). The combined 
organic phases were washed with an aqueous solution of 5 wt% NaHCO3 (1 x 1 mL), water (2 x 
1 mL), dried over Na2SO4 and concentrated on the rotary evaporator to give pure Ac-
Lys(Me,Boc)-OSu (60% yield). Subsequently, Ac-Lys(Me,Boc)-OSu (95.6 mg, 0.24 mmol) was 
dissolved in dry DMF (1 mL) and added dropwise to a stirred solution of Int-I 5b (117.6 mg, 
0.26 mmol) and DIPEA (34.1 mg, 0.26 mmol) in dry DMF (2 mL) which was cooled to 0 °C. 
The reaction was carried out under argon atmosphere and was allowed to proceed for 2 hours 
while the mixture slowly reached room temperature. DMF was removed in vacuo and the residue 
was redissolved in 2 mL KHSO4 (0.1M) and extracted with EtOAc (2 x 2 mL). Hereafter, the 
combined organic phases were washed with water (2 x 2 mL), dried over Na2SO4 and 
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concentrated on the rotary evaporator. The residue was purified by column chromatography 
(SiO2, CH2Cl2/CH3OH 10:1, Rf ~ 0.25) to yield the product as a white solid. Yield: 33 % (49.3 
mg, 0.08 mmol). FT-IR (cm-1): 3389 (NH), 1720 (CO), 1450 (SO); 1H NMR: (500 MHz, 
CD3OD) δ = 7.98 (d, 3JH-H = 8.4 Hz, 2H, Ar CH-22,26), 7.60 (d, 3JH-H = 8.2 Hz, 2H, Ar CH-
23,25), 4.24 (dd, 3JH-H = 9.3;4.5 Hz, 1H, CH-13), 4.18 (s, 1H, CH-2), 3.50 (m, 2H, CH2-31), 3.23 
(s, 2H, CH2-8), 2.97 (t, 3JH-H = 6.8 Hz, 2H, CH2-32), 2.84 (s, 3H, CH3-11), 2.25 (t, 3JH-H = 6.5 
Hz, 2H, CH2-16), 1.99 (m, 4H, CH3-42 and CH2-15), 1.89 (m, 1H, CH2-15), 1.78 (m, 1H, CH2-
4), 1.67 (m, 1H, CH2-4), 1.55 (m, 2H, CH2-7), 1.45 (s, 9H, tBu CH3-38,39,40), 1.36 (m, 2H, 
CH2-6); 13C NMR: (126 MHz, CD3OD) δ = 176.36 (s, CO C-17), 172.32 (s, CO C-3,14,34) 
156.23 (s, CO C-10), 148.64 (s, Ar C-24), 130.34 (s, Ar C-22,26) , 128.24(s, Ar C-21,23,25), 
79.49 (s, tBu C-37), 52.92 (s, CH C-2,13), 48.24 (s, CH2 C-8), 39.75(s, CH2 C-32), 34.97 (s, CH2 
C-31), 33.40 (s, CH2 C-11), 30.94 (s, CH2 C-16), 29.99 (s, CH2 C-15), 27.33 (s, tBu C-38,39,40), 
27.13 (s, CH C-7), 24.98 (s, CH C-4), 21.09 (s, CH2 C-6,42); LCQMS-ESI (Da): m/z observed: 
638.2 for C27H42N5O8S+ [M+Na]+; m/z calculated 638.27 for [M+Na]+; HRMS (ESI): m/z 
observed: 638.2611 for C27H42N5O8S+ [M+Na]+ ; m/z calculated 638.2636 for [M+Na]+. 
 
α-Acetyl--methyl-L-lysine-L-glutamine-Inh (Ac-Lys(Me)-Gln-I2). Ac-Lys(Me,Boc)-Gln-
I2 (49.3 mg, 0.08 mmol) was dissolved in a 
mixture of distilled CH2Cl2 and TFA (1:1, v/v, 
2 mL). The solution was stirred at 0 °C for 15 
min and at room temperature for 45 min. 
Solvents were removed in vacuo and the residue 
was dissolved in 2-propanol (0.5 mL). The 
product was precipitated using Et2O (2 mL). 
After removal of Et2O by decanting, CH2Cl2 
(1.5 mL) was added to the precipitate and the suspension was stirred for 30 minutes to wash the 
product. A few drops of 2-propanol were added to dissolve remaining impurities. Removal of 
the mixture 2-propanol/CH2Cl2 yields a glassy product, which could be precipitated using Et2O 
(2 mL). Removal of Et2O yields the product as a white solid. Yield: 82 % (43.4 mg, 0.07 mmol). 
FT-IR (cm-1): 3341 (NH2), 1589 (CO), 1415 (SO); 1H NMR: (500 MHz, CD3OD) δ = 7.96 
(d, 3JH-H = 8.3 Hz, 2H, Ar CH-21,25), 7.58 (d, 3JH-H = 8.1 Hz, 2H, Ar CH-22,24), 4.20 (m, 2H, 
CH-12 and CH-2), 3.49 (m, 2H, CH2-29), 3.01 (m, 4H, CH2-30 and CH2-8), 2.68 (s, 3H, CH3-
10), 2.29 (m, 2H, CH2-15), 2.02 (m, 4H, CH3-35 and CH2-14), 1.91-1.74 (m, 2H, CH2-14 and 
CH2-7), 1.72 (m, 3H, CH2-7 and CH2-4), 1.49 (m, 2H, CH2-6); 13C NMR: (126 MHz, CD3OD) 
δ = 175.36 (s, CO C-16), 172.50 (s, CO C-3,13,33) 153.94 (s, Ar C-23), 130.33 (s, Ar C-21,25), 
128.22 (s, Ar C-20,22,24), 53.22 (s, CH C-2,12), 48.66 (s, CH2 C-8), 39.75 (s, CH2 C-30), 34.93 
(s, CH2 C-29), 32.14 (s, CH2 C-10), 30.94 (s, CH2 C-15), 30.65 (s, CH2 C-14), 30.50 (s, CH2 C-
7), 25.19 (s, CH2 C-4), 22.25 (s, CH2 C-6), 21.07 (s, CH2 C-35); LCQMS-ESI (Da): m/z 
observed: 516.1 for C22H35N5O6S+ [M]+; m/z calculated 516.23 for [M]+; HRMS (ESI): m/z 
observed: 516.2298 for C22H35FN5O6S+ [M]+; m/z calculated 516.2287 for [M]+. Elemental 
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analysis: found C: 44.47%, H: 5.39%, N: 10.55%; calculated C: 44.51%, H: 5.76%, N: 10.81% 
for [C22H35FN5O6S+C2F3O2-]H2O. 
 
Similarly, 1 and other Int-I’s functionalized with a Tr-cleavable part (1a-5a) were prepared 
with commercially available tert-butyloxycarbonyl (Boc) protected amino acids (Boc-2-OH), I2, 
-methyl-L-lysine (H-Lys-OH), acetic acid as the starting materials. 
1a	{Ac‐Lys‐Gly‐I2)}	
From Ac-Lys(Boc)-OH (15 mg, 0.052 mmol), Boc-
Gly-OH (5 mg, 0.067 mmol) and I2 (12.2 mg, 
0.051 mmol), 8 mg (0.015 mmol) of white solid 
could be obtained. Yield based on I2: 29 %. 1H 
NMR: (400 MHz, CD3OD) δ = 7.98 (d, 3JH-H = 
8.3 Hz, 2H, Ar CH-18,22), 7.59 (d, 3JH-H = 8.1 
Hz, 2H, Ar CH-19,21), 4.20 (m, 1H, CH-2), 
3.79 (m, 2H, CH2-14), 3.50 (m, 2H, CH2-28), 2.95 (m, 4H, CH2-27 and CH2-8), 1.99 (s, 3H, 
CH3-11), 1.83 (m, 1H, CH2-4), 1.69 (m, 3H, CH2-4 and CH2-6), 1.48 (m, 2H, CH2-7).  
2a	{Ac‐Lys‐Leu‐I2)}	
From Ac-Lys(Boc)-OH (15 mg, 0. 052 mmol), Boc-
Leu-OH (7.5 mg, 0.057 mmol) and I2 (13.8 mg, 
0.058 mmol), 12 mg (0.02 mmol) of white solid 
could be obtained. Yield based on I2: 35 %. 1H 
NMR: (400 MHz, CD3OD) δ = 7.98 (d, 3JH-H = 
8.3 Hz, 2H, Ar CH-19,23), 7.59 (d, 3JH-H = 8.1 Hz, 
2H, Ar CH-20,22), 4.28 (m, 2H, CH-2 and CH-
14), 3.50 (m, 2H, CH2-29), 2.95 (m, 4H, CH2-28 
and CH2-8), 1.99 (s, 3H, CH3-11), 1.83 – 1.40 (m, 9H, CH2-4, CH2-6, CH2-7, CH-31, CH3-30, 
33).  
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3a	{Ac‐Lys‐Asn‐I2}	
From Ac-Lys(Boc)-OH (15 mg, 0. 052 mmol), Boc-
Asn-OH (9 mg, 0.06 mmol) and I2 (6 mg, 0.025 
mmol), 6 mg (0.01 mmol) of white solid could be 
obtained. Yield based on I2: 40 %. 1H NMR: (400 
MHz, CD3OD) δ = 7.98 (d, 3JH-H = 8.3 Hz, 2H, 
Ar CH-19,23), 7.59 (d, 3JH-H = 8.1 Hz, 2H, Ar 
CH-20,22), 4.58 (m, 1H, CH-14), 4.16 (m, 1H, 
CH-2) 3.50 (m, 2H, CH2-29), 2.95 (m, 4H, CH2-
28 and CH2-8), 2.70 (m, 2H, CH2-14), 2.00 (s, 3H, CH3-11), 1.85 – 1.64 (m, 4H, CH2-4, CH2-7), 
1.47 (m, 2H, CH2-6). 
4a	{Ac‐Lys‐Glu‐I2)}	
From Ac-Lys(Boc)-OH (15 mg, 0. 052 mmol), Boc-
Glu-OH (12 mg, 0.059 mmol) and I2 (12.7 mg, 
0.053 mmol), 11 mg (0.018 mmol) of white solid 
could be obtained. Yield based on I2: 34 %. 1H 
NMR: (400 MHz, CD3OD) δ = 7.98 (d, 3JH-H = 
8.3 Hz, 2H, Ar CH-19,23), 7.59 (d, 3JH-H = 8.1 
Hz, 2H, Ar CH-20,22), 4.26 (m, 2H, CH-14 and 
CH-2), 3.50 (m, 2H, CH2-29), 2.96 (m, 4H, CH2-
28 and CH2-8), 2.32 (m, 2H, CH2-31), 1.99 (m, 4H, CH3-11, CH2-16), 1.85 (m, 2H, CH2-4, 
CH2-16), 1.68 (m, 3H, CH2-4, CH2-7) 1.45 (m, 2H, CH2-6).  
5a	(or	1)	{Ac‐Lys‐Gln‐I2}	
From Ac-Lys(Boc)-OH (54 mg, 0. 188 mmol), Boc-
Gln-OH (30 mg, 0.21 mmol) and I2 (13 mg, 
0.054 mmol), 9 mg (0.015 mmol) of white solid 
could be obtained. Yield based on I2: 27 %. 1H 
NMR: (400 MHz, CD3OD) δ = 7.98 (d, 3JH-H = 
8.3 Hz, 2H, Ar CH-19,23), 7.60 (d, 3JH-H = 8.1 
Hz, 2H, Ar CH-20,22), 4.23 (m, 2H, CH-14 and 
CH-2), 3.50 (m, 2H, CH2-29), 2.96 (m, 4H, CH2-
28 and CH2-8), 2.27 (m, 2H, CH2-31), 2.00 (m, 4H, CH3-11, CH2-16), 1.86 (m, 2H, CH2-4, 
CH2-16), 1.68 (m, 3H, CH2-4, CH2-7) 1.45 (m, 2H, CH2-6). 
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3.5.4 Preparation of Pro-I’s using SPPS 
 
Scheme S3.2: Synthetic procedure to prepare Pro-I’s using a solid phase support.  
 
Coupling A (Pre-treatement of resin). 5 g Barlos resin (loading 1.6-1.8 mmol/g) was 
functionalized with a glutamine residue using a standard SPPS protocol. Fmoc-Gln(Trt)-OH (9 g, 3 
eq.) was dissolved in DCM (5 mL) coupled to the resin in presence of N,N-
diisopropylethylamine (DIPEA, 5 mL). After shaking for 4 hours residual linkers on the resin 
were capped with methanol (MeOH) (1ml for 20 min). The solution was removed after shaking 
it for 4 hours, and the residue was washed with DCM (3 x 50 mL), DMF (2 x 50 ml) and 
MeOH (2 x 50 ml) and dried under reduced pressure overnight. Yield: 9.7 g resin (loading of 0.8 
mmol/g). Barlos resin functionalized with α-Fmoc-ε-Trt-L-Glutamine (1 eq.) was swollen in 
DMF for 20 minutes prior to use. In each of the following steps, Fmoc protecting groups were 
removed by washing the resin for 20 minutes with 10 mL/g resin 20% piperidine in DMF, and 
peptide couplings were monitored using standard Kaiser tests until completion was reached. 
Coupling B. R2 residues (Fmoc-1-OH, 1.5 eq.) were dissolved in DMF, and coupled to 
Gln(Trt)-functionalized resin in presence of diisopropylcarbodiimide (DIPCDI, 3.3 eq.) and N-
hydroxybenzotriazole (HOBt, 3.6 eq.) for 16 hours.  
Coupling C. Coupling of R1 residues differ slightly with respect to each other. For example, 
2 can be successfully reproduced by treating the resin with an excess of acetic anhydride and 
pyridine (>10 eq., 1:1 v/v) directly after the coupling of R2 modified residues. For 5 (R1=MEG) 
and 6 (R1= Z-Gly), 3.0 eq. of methoxy ethoxy glycol acid and Z-Gly-OH were coupled to the peptide 
block on the resin with diisopropylcarbodiimide (DIPCDI, 3.3 eq.) and N-
hydroxybenzotriazole (HOBt, 3.6 eq.). The reaction was shaken for 45 minutes. For 7 (R1=Ac-
Asp), Fmoc-Asp(tBu)-OH (3.0 eq.) was coupled to the peptide block on the resin with 
diisopropylcarbodiimide (DIPCDI, 3.3 eq.) and N-hydroxybenzotriazole (HOBt, 3.6 eq.). The 
reaction mixture was shaken for 45 minutes. Subsequently, an excess of acetic anhydride and 
pyridine (>10 eq., 1:1 v/v) was added to the resin. After the final coupling, the resin was 
washed with DMF (3x20 mL), DCM (3x20 mL), methanol (3x20 mL), and again DCM (3x20 
mL) before the peptide was cleaved from the resin by applying a mixture of trifluoroethanol 
(TFE)/acetic acid/DCM (15:15:70, 10 mL/g resin) for 30 minutes. After the addition of hexane 
(5 x mL), the peptide was concentrated on the rotary evaporator. Lyophilization of the crude 
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product from dioxane yielded the peptide cores (that are functionalized with R1, R2, and R3) as 
white solids, which were used without further purification. Average yield: 85% 
Coupling D. Subsequently, the peptide cores (12OH) were treated in a similar approach 
to couple to the inhibitor followed by a Boc-deproctection (see SI.2).  
3	{Ac‐hArg‐Gln‐I2}	
From Ac-hArg(Boc)2-Gln(Trt)-OH (100 mg, 
0.125 mmol), and I2 (33 mg, 0.140 mmol), 
9.04 mg (0.013 mmol) of white solid could 
be obtained. Yield based on I2: 10 %. 1H-
NMR: (400 MHz, CD3OD)  = 7.95 (d, 3JH-
H = 8.5 Hz, 2H, Ar CH-28,30), 7.57 (d, 3JH-
H = 8.2 Hz, 2H, Ar CH-27,31), 4.24-4.15 
(m, 2H, CH2-3,8), 3.52-3.43 (m, 4H, CH2-
13,25), 2.95 (t, 3JH-H = 6.7 Hz, 2H, CH2-24), 
2.25 (t, 3JH-H = 6.8 Hz, 2H, CH2-17), 1.97 
(s, 3H, CH3-22), 1.90-1.72 (m, 2H, CH2-4), 1.71-1.54 (m, 3H, CH2-13,15), 1.48-1.45 (m, 1H, 
CH2-15), 1.45-1.35 (m, 2H, CH2-15). 
4	{Ac‐Arg(Me)‐Gln‐I2}	
From Ac-Arg(Me,Pbf)-Gln(Trt)-OH (100 
mg, 0.115 mmol), and I2 (33 mg, 0.140 
mmol), 40.9 mg (0.061 mmol) of white 
solid could be obtained. Yield based on 
I2: 44 %. 1H NMR (400 MHz, CD3OD) 
 = 7.99 (d, 3JH-H = 8.26 Hz, 2H, Ar CH-
23,25), 7.61 (d, 3JH-H = 8.17 Hz, 2H, Ar 
CH-22,26), 4.27-4.23 (m, 2H, CH2-3,8), 
3.55-3.47 (m, 2H, CH2-13), 3.20 (t, 3JH-H 
= 6.56 Hz, 2H, CH2-20), 2.98 (t, 3JH-H = 
6.72 Hz, 2H, CH2-19), 2.29-2.25 (m, 2H, CH2-4), 2.01 (m, 4H, CH2-29,9), 1.90-1.81 (m, 2H, 
CH2-15), 1.73-1.67 (m, 1H, CH2-9), 1.69-1.63 (m, 2H, CH2-14), 1.18 (t, 3JH-H = 7.03 Hz, 3H, 
CH2-34). 
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5	{Z‐Gly‐Lys(Me)‐Gln‐I2}	
From Z-Gly-Lys(Me,Boc)-Gln(Trt)-
OH (83 mg, 0.10 mmol), and I2 (25 
mg, 0.10 mmol), 61.0 mg, (0.08 
mmol) of white solid could be 
obtained. Yield based on I2: 75%. 
FT-IR (cm-1): 3293 (NH), 1668 
(CO), 1414 (SO), 1215 (SO); 1H 
NMR (400 MHz, CD3OD) δ 7.97 
(d, 3JH-H = 8.4 Hz, 2H, Ar CH-
28,30), 7.57(d, 3JH-H = 8.3 Hz, 2H, Ar CH-27,31), 7.37-7.26 (m, 4H, Z CH-33-38), 5.08 (s, 2H, 
CH2-40), 4.27-4.19 (m, 2H, CH-3,8), 3.86-3.71 (m, 2H, CH2-22), 3.52-3.40 (m, 2H, CH2-25), 
3.01-2.89 (m, 4H, CH2-13,24), 2.67 (s, 3H, CH3-21), 2.19-2.22 (m, 2H, CH2-17), 2.07-1.97 (m, 
1H, CH2-4), 1.92-1.81 (m, 2H, CH2-9), 1.72-1.63 (m, 3H, CH2-4,14), 1.52-1.38 (m, 2H, CH2-
15); LCQMS-ESI (Da): m/z observed 667.3 for C18H26FN3O6S+ [M+H]+; m/z calculated for 
[M+H]+: 666.3. 
6	{Ac‐Asp‐Lys(Me)‐Gln‐I2}	
From Ac-Asp-Lys(Boc)-Gln(Trt)-OH 
(84.4 mg, 0.10 mmol), and I2 (25 mg, 
0.10 mmol), 66.3 mg, (0.09 mmol) of 
white solid could be obtained. Yield 
based on I2: 89%. FT-IR (cm-1): 3296 
(NH), 1661 (CO), 1404 (SO), 1215 
(SO); 1H NMR (400 MHz, CD3OD) δ 
7.96 (d, 3JH-H = 8.4 Hz, 2H, Ar CH-
25,27), 7.61-7.56 (d, 3JH-H = 8.0 Hz, 2H, Ar CH-24,28), 4.65 (t, 3JH-H = 6.8 Hz, 1H, CH-31), 
4.24-4.17 (m, 2H, CH2-3,8), 3.55-3.41 (m, 2H, CH2-22), 3.09-2.95 (m, 4H, CH-21,13), 2.94-2.85 
(m, 1H, CH2-37), 2.78 (m, 1H, CH2-37), 2.71 (s, 3H, CH3-20), 2.26 (t, 3JH-H = 7.6 Hz, 2H, CH2-
16), 2.10-2.01 (m, 1H, CH2-4), 1.99 (s, 3H, CH3-35), 1.98-1.84 (m, 1H, CH2-4), 1.79-1.60 (m, 
3H, CH2-9,14), 1.59-1.41 (m, 2H, CH2-15); LCQMS-ESI (Da): m/z observed 631.4 for 
C18H27FN3O6S+ [M]+; m/z calculated for [M]+: 631.25. 
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7	{MEG‐Lys(Me)‐Gln‐I2}	 	
From Ac-Lys(Boc)-Gln(Trt)-OH, and 
I2, 43 mg of white solid could be 
obtained. Yield based on I2: 53%. FT-
IR (cm-1): 3293 (NH), 1658 (CO), 1413 
(SO), 1214 (SO); 1H NMR (400 MHz, 
CD3OD) δ 7.98 (d, 3JH-H = 8.4 Hz, Ar 
CH-25,27), 7.60 (d, 3JH-H = 8.3 Hz, Ar 
CH-24,28), 4.37-4.33 (m, 1H, CH-8), 
4.28-4.21 (m, 1H, CH-3), 4.02 (s, 2H, 
CH2-31), 3.76-3.66 (m, 2H, CH2-33), 3.59 (t, 3JH-H = 3.6 Hz, 2H, CH2-34), 3.51(t, 3JH-H = 5.2 
Hz, 2H, CH2-22), 3.40 (s, 3H, CH3-37), 3.05-2.92 (m, 4H, CH2-13,21), 2.99 2.69 (s, 3H, CH3-
20), 2.24 (t, 3JH-H = 5.6 Hz, 2H, CH2-16), 2.05-1.94 (m, 1H, CH2-4 ), 1.91-1.82 (m, 2H, CH2-9), 
1.78-1.66 (m, 3H, CH2-4,14), 1.51-1.41 (m, 2H, CH2-15); LCQMS-ESI (Da): m/z observed 
590.4 for C26H40FN6O9S+ [M]+; m/z calculated for [M]+: 590.27. 
8	{Asp‐Lys(Me)‐Gln‐I1}	
From Ac-Asp-Lys(Me,Boc)-Gln(Trt)-OH 
and AMBSF, 110 mg of white solid could 
be obtained. Yield: 69 %. 1H NMR (500 
MHz, MeOD) δ 8.03 (d, J = 8.4 Hz, 2H, 
Ar, CH 5,7), 7.65 (d, J = 8.2 Hz, 2H, Ar, 
CH 4,8), 4.65 (t, J = 7.0 Hz, 1H, CH-33), 
4.55 (q, J = 16.1 Hz, 2H, CH2-2), 4.35 (m, J 
= 9.5, 4.8 Hz, 1H, CH-14), 4.30 (m, 1H, 
CH-23), 3.00 (t, J = 7.4 Hz, 2H, CH2-29), 
2.88 (m, 1H, CH2-35), 2.77 – 2.72 (m, 1H, CH2-35), 2.71 (s, 3H, CH3-32), 2.37 (t, J = 7.4 Hz, 
2H, CH2-18), 2.24 – 2.13 (m, 1H, CH2-13), 2.11 – 2.03 (m, 1H, CH2-13), 2.00 (s, 3H, CH3-39), 
1.96 (m, J = 13.2, 5.9 Hz, 1H, CH2-22), 1.81 – 1.65 (m, 3H, CH2-22, 28), 1.51 (m, J = 13.9, 7.3 
Hz, 2H, CH2-27). 13C NMR (126 MHz, MeOD) δ 176.36, 173.00, 172.84, 172.82, 172.66, 
172.07 (6s, CO-40, 37, 31, 24, 19, 15), 147.80 (s, Ar-3), 131.28 (d, Ar-6), 128.30 (s, Ar-5,7), 
128.23 (s, Ar-4,8), 53.52,53.49, 50.15, 48.72 (4s CH2 - 2, CH - 14, 23, 33) , 42.08 (s, CH2 - 29), 
34.83 (s, CH2 - 35), 32.18 (s,CH-14), 31.34 (s, CH3 -32), 30.15 (s, CH2 -13), 26.82, 25.01, 22.20, 
21.03 (4s, CH2 - 28,34,22, CH3 -39). LCQMS-ESI (min,Da): r.t. observed: 10.15, m/z observed 
617.56; m/z calculated 617.24 [M+H+]. 
  
Chapter 3 | 
60 
9	{MEG‐Lys(Me)‐Gln‐I1}	 	
From MEG-Lys(Me,Boc)-
Gln(Trt)-OH and AMBSF, 75 mg 
of white solid could be obtained. 
Yield: 73%. 1H NMR (500 MHz, 
Methanol-d4) δ 8.01 (d, J = 8.4 Hz, 
2H, Ar CH-5, 7), 7.68 (d, J = 8.1 
Hz, 2H, Ar CH-4, 8), 4.56 (m, 2H, 
CH2-2), 4.42 (dd, J = 8.1, 6.0 Hz, 
1H, CH-14), 4.38 (dd, J = 9.2, 4.9 
Hz, 1H, CH-23), 4.06 (m, 2H, CH2-33), 3.83 – 3.67 (m, 2H, CH2-37), 3.62 (m, 2H, CH2-36), 
3.43 (s, 3H, CH3-39), 2.98 (m, 2H, CH2-29), 2.69 (s, 3H, CH3-32), 2.38 (t, J = 7.3 Hz, 2H, CH2-
18), 2.15 (m, 1H, CH2-13), 2.05-1.85 (m, 2H, CH2-13, 22 ), 1.83 – 1.66 (m, 3H, CH2-28, 22), 
1.54 – 1.42 (m, 2H, CH2-27). 13C NMR (126 MHz, MeOD) δ 176.18(s, CO C-19), [172.75, 
172.43, 171.65(3s, CO C-15, 24, 31)] , 147.87 (s, Ar C-3), 131.29 (d, J=24.6 Hz, Ar, C-6), 128.30 
(s, Ar, CH-5, 7), 128.23(s, Ar, CH-4, 8), 71.40 (s, CH2 C-36),70.50(s, CH2 C-37), 69.73 (s, CH2 
C-33), 57.78 (s, CH3, C-39), [53.32, 52.59 (2s, CH, C-14, 23)], 48.67 (s, CH2 C-29), 42.13 (s, 
CH2,C-2), 32.15 (s, CH3 C-32), 30.98 (2s, CH2 C-18, 28), 26.95 (s, CH2 C-13), 25.18 (s, CH2 C-
22), 22.09 (s, CH2 C-27 LCQMS-ESI (min,Da): r.t. observed: 10.62, m/z observed 576.56; m/z 
calculated 576.25 [M+H+]. 
10	{Ac‐Lys(Me)‐Gln‐I1}	
From Ac-Lys(Me,Boc)-Gln(Trt)-OH and 
AMBSF, 84 mg of white solid could be obtained. 
Yield: 53%. 1H NMR (500 MHz, Methanol-d4) δ 
8.03 (d, J = 8.5 Hz, 2H, Ar, CH-5,7), 7.67 (d, J = 
8.2 Hz, 2H, Ar, CH-4,8), 4.56 (d, J = 16.2 Hz, 
1H, CH2-2), 4.37 (dd, J = 9.2, 4.7 Hz, 1H, CH-
14), 4.29 (dd, J = 8.0, 6.1 Hz, 1H, CH-23), 2.98 
(t, J = 7.6 Hz, 2H, CH2-29), 2.69 (s, 3H, CH3-
32), 2.38 (m, 2H, CH2-18), 2.15 (m, 1H, CH2-
13), 2.02 (m, 4H, CH3-33, CH2-13 ), 1.85 (m, 1H, CH2-22), 1.74 (m, 3H, CH2-28, CH2-22 ), 1.48 
(q, J = 7.7 Hz, 2H, CH2-27). 13C NMR (126 MHz, Methanol-d4) δ 176.28 (s, CO C-19), [ 173.04, 
172.79, 172.49] (3s, CO, C-15, 24, 31), 147.86 (s, Ar, C-3), 131.20 (d, J=24.4 Hz, Ar, C-6), 
128.29 (s, Ar CH, C-5,7), 128.23 (s, Ar CH, C-4, 8), [53.42, 53.30] (2s, CH, C-14,23), 48.68 (s, 
CH2, C-29), 42.11 (s, CH2,C-2), 32.15 (s, CH3, C-32), 30.98 (s, CH2, C-18), 30.69 (s, CH2,C-28), 
26.86 (s, CH2,C-13), 25.19 (s, CH2,C-22), 22.21 (s, CH2,C-27), 21.09 (s, CH3, C-33). LCQMS-
ESI (min,Da): r.t. observed: 10.03, m/z observed 502.68; m/z calculated 502.58 [M+H+].  
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11	{Asp‐Lys(Me)‐Gln‐I3}	
From Ac-Asp-Lys(Me,Boc)-Gln(Trt)-
OH and APBSF, 148 mg of white solid 
could be obtained. Yield: 78%. 1H 
NMR (500 MHz, MeOD) δ 7.98 (d, J 
= 8.4 Hz, 2H, Ar, CH-5,7), 7.62 (d, J = 
8.2 Hz, 2H, Ar, CH-4,8), 4.67 (t, J = 
6.9 Hz, 1H, CH-33), 4.27 (m, 2H, CH-
14, 23), 3.24 (m, 2H, CH2-2), 3.02 (t, J 
= 7.2 Hz, 2H, CH2-29), 2.93 (m, 1H, 
CH2-35), 2.82 (m, 2H, CH2-44), 2.75 (m, 1H, CH2-35), 2.72 (s, 3H, CH3-32), 2.35 (t, J = 7.4 Hz, 
2H, CH2-18), 2.15 (m, 1H, CH2-13), 2.03 (m, 1H, CH2-13), 2.00 (s, 3H, CH3-39), 1.98 – 1.86 
(m, 3H, CH2-22 , 43), 1.82 – 1.66 (m, 3H, CH2-22, 28), 1.52 (m, 2H, CH2-27). 13C NMR (126 
MHz, MeOD) δ 176.44, 173.07, 172.71, 172.68, 172.30, 172.08 (6s,CO-19,15,24,31,37,40), 
151.33 (s, Ar-3), 130.26(d, Ar-6),129.85 (s, Ar-5,7), 128.22 (s, Ar-4,8), 53.69, 53.46, 50.18, 
48.72(4s, CH2-29,CH-14, 23, 33), 38.28 (s, CH2-44), 34.92 (s, CH2-35), 32.49, 32.19, 31.42, 
30.11 (4s, CH3-32, CH2-18, 2, 22), 27.00 (s, CH2-43), 25.02 (s, CH2-28 ), 22.26 (s, CH3-39), 
21.05 (s, CH2-27). LCQMS-ESI (min,Da): r.t. observed: 10.97, m/z observed 645.64; m/z 
calculated 645.27 [M+H+].  
12	{MEG‐Lys(Me)‐Gln‐I3}	
From MEG-Lys(Me,Boc)-
Gln(Trt)-OH and APBSF, 94 
mg of white solid could be 
obtained. Yield: 85%. 1H 
NMR (500 MHz, Methanol-
d4) δ 7.99 (d, J = 8.4 Hz, 2H, 
Ar CH-5,7), 7.62 (d, J = 8.1 
Hz, 2H, Ar CH-4,8), 4.40 
(dd, J = 8.1, 5.9 Hz, 1H, CH-
23), 4.31 (dd, J = 9.0, 4.8 Hz, 1H, CH-14), 4.06 (m, 2H, CH2-33), 3.80 – 3.66 (m, 2H, CH2-37), 
3.61 (m, 2H, CH2-36), 3.41 (s, 3H, CH3-39), 3.25 (t, J = 6.7 Hz, 2H, CH2-41), 3.01 (t, J = 7.7 
Hz, 2H, CH2-29), 2.84 (m, 2H, CH2-2), 2.71 (s, 3H, CH3-32), 2.35 (t, J = 7.3 Hz, 2H, CH2-18), 
2.10 (m, 1H, CH2-13), 2.03-1.86 (m, 4H, CH2-13, 22, 40), 1.82-1.68 (m, 3H, CH2-28, 22), 1.50 
(m, 2H, CH2-27). 13C NMR (126 MHz, MeOD) δ 176.26 (s, CO C-19), [172.31, 172.26, 171.70 
(3s, CO C-15, 24, 31)], 151.29 (s, Ar C-3), 130.29 (d, J=24.5 Hz, Ar, C-6), 129.85 (s, Ar, CH-5, 
7), 128.24 (s, Ar, CH-4, 8), 71.39 (s, CH2 C-36), 70.49 (s, CH2 C-37), 69.74 (s, CH2 C-33), 57.76 
(s, CH3, C-39), [53.20, 52.73 (2s, CH, C-14, 23)], 48.68 (s, CH2 C-29), 38.27 (s, CH2 C-41), 32.52 
(s, CH2 C-2), 32.17 (s, CH3 C-32), 30.97(2s, CH2 C-18, 28), 30.15 (s, CH2 C-40), 27.19(s, CH2 C-
13), 25.19 (s, CH2 C-22), 22.14 (s, CH2 C-27). LCQMS-ESI (min,Da): r.t. observed: 11.16, m/z 
observed 604.60; m/z calculated 604.28 [M+H+]. 
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13	{Ac‐Lys(Me)‐Gln‐I3}	
From Ac-Lys(Me,Boc)-Gln(Trt)-OH and 
APBSF, 96 mg of white solid could be 
obtained. Yield: 57%. 1H NMR (500 
MHz, Methanol-d4) δ 7.98 (d, J = 8.4 Hz, 
2H, Ar CH-5,7), 7.62 (d, J = 8.2 Hz, 2H, 
Ar CH-4,8), 4.33-4.23 (m, 2H, CH-14, 
CH-23), 3.25 (m, 2H, CH2-36), 3.01 (t, J 
= 7.6 Hz, 2H, CH2-29), 2.83 (m, 2H, 
CH2-2), 2.71 (s, 3H, CH3-32), 2.39 – 2.32 
(m, 2H, CH2-18), 2.10 (m, 1H CH2-13), 2.06 (s, 3H, CH3-33),2.01 – 1.80 (m, 4H, CH2-13, CH2-
22, CH2-40, ) 1.72 (m, 3H, CH2-28, 2 CH2-22), 1.49 (m, 2H, CH2-27). 13C NMR (126 MHz, 
MeOD) δ 176.36 (s, CO C-19), [172.88, 172.54, 172.35] (3s, CO C-15, 24, 31), 151.29 (s, Ar C-
3), 130.25 (d, J=24.5 Hz, Ar, C-6), [29.83 (s, Ar, C-5, 7), 128.22 (s, Ar, C-4, 8), [53.58, 53.18 (2s, 
CH, C-14, 23)], 48.69 (s, CH2 C-29), 38.28 (s, CH2 C-36), 32.52 (s, CH2 C-2), 32.16 (s, CH3 C-
32), 30.97(s, CH2 C-18), 30.65 (s, CH2 C-28), 30.14 (s, CH2 C-35), 27.07(s, CH2 C-13), 25.20(s, 
CH2 C-22), 22.27 (s, CH2 C-27), 21.12 (s, CH3 C-33). LCQMS-ESI (min,Da): r.t. observed: 
11.02, m/z observed 530.52; m/z calculated 530.24 [M+H+].  
 
Kinetic experiments 
3.5.5  Inhibition rate constants determination 
Tr inhibition by I is assumed to follow the mechanism of a bimolecular reaction:  
Tr ൅ I	 ௞೔೙೓
౅
ሱۛሮ 		I‐Tr  
Based on initial inhibitor concentrations, the inhibition of trypsin was fitted by the exponential 
decay in the equation below. Fitting the time series by the exponential decay gives k ([I]0 – [Tr]0) 
from which k is calculated.  
ሾ୘୰ሿ
ሾ୘୰ሿାሾ୍ሿబିሾ୘୰ሿబ ሺtሻ ൌ
ሾ୘୰ሿబ
ሾ୍ሿబ exp൫െ݇௜௡௛
୍ ሺሾIሿ଴ െ ሾTrሿ଴ሻt൯    
3.5.6  Hydrolysis of inhibitor species 
To determine the kinetics of hydrolysis, pro inhibitor (2.44 mM), intermediate inhibitor (12.5 
mM) and active inhibitor (12.5 mM) were dissolved in 50 mM Tris buffer, pH 7.7 in D2O and 
in presence of 20 mM CaCl2. The hydrolysis of the inhibitor species was followed by 1H-NMR 
at 25 °C, and the data depicted below were fitted to first order reaction kinetics. 
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Figure S3.1: Rate constant determination of hydrolyses of inhibitor structures. Ratio of Pro-I, Int-I and I over 
corresponding initial concentrations in a buffered solution followed in time by 1H-NMR. In the inserted boxes, P1 
denotes the initial ratio of [Pro-I]/[ Pro-I]0, [Int-I]/[ Int-I]0, [I2]/[ I2]0 and P2 corresponds to the rate constant of 
hydrolysis in s-1.  
For unknown reasons, hydrolysis of the active inhibitor (Figure S3.1 right graph) does not 
follow first order reaction kinetics. Therefore, to estimate the rate constant, we fitted only the 
second part of the curve (t > 20000 s). The corresponding rate constants for hydrolysis of the 
inhibitor species are as follows:  
 ݇ௗ௘௚௥భమ୍ ൌ 0.180 േ 0.004, ݇ௗ௘௚௥మ୍ ൌ 0.036 േ 0.001, ݇ௗ௘௚௥୍ ൌ 0.034 േ 0.005	݄ିଵ  
We further determined rate of degradation of pro-inhibitors 5, 6, and 8 in Figure S3.2. The 
red lines denote linear fits to the experimental data points from which the kinetic constants are 
derived. The corresponding rate constants for hydrolysis of the inhibitor species are as follows:  
݇ௗ௘௚௥భమ୍ሺ5ሻ ൌ 0.160 േ 0.004, ݇ௗ௘௚௥భమ୍ሺ6ሻ ൌ 0.170 േ 0.004, ݇ௗ௘௚௥భమ୍ሺ8ሻ ൌ 0.160 േ 0.004.  
 
Figure S3.2: Validation on hydrolyses of Pro-I structures. Ratio of (a) Pro-I 5, (b) Pro-I 6, (c) Pro-I 8 
corresponding initial concentrations in a buffered solution followed in time by 1H-NMR.  
3.5.7  Reactions with Tr  
Background inhibition by Int-I and Pro-I species. The inhibition of trypsin can be 
caused by any of the sulfonyl fluorides of pro-inhibitor 2, intermediate inhibitor 5b. The 
reaction mechanisms is similar to the bimolecular reaction discussed in 3.5.3. To measure the 
kinetics of inhibition, trypsin activity over time was measured with a chromogenic assay using 
Cbz-Arg-p-nitroanilide as a substrate. In case of trypsin inhibition by the 2, 5b is also formed 
through cleavage of the Ac-Lys(Me) moiety. Its concentration formed during the assay, 
however, is low. Inhibition of trypsin by 5b freed in solution is therefore not taken into 
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account. Based on initial inhibitor concentrations, the inhibition of trypsin was fitted by the 
exponential decay in the following:  
ሾ୘୰ሿ
ሾ୘୰ሿାሾ୍ሿబିሾ୘୰ሿబ ൌ
ሾ୘୰ሿబ
ሾ୍ሿబ expሺെk୧୬୦ሺሾIሿ଴ െ ሾTrሿ଴ሻtሻ      
 
Figure S3.3: Rate constant determination of Tr inhibition rates as bimolecular reactions. Plotted as the ratio 
[Tr]/([Tr]-[I]0-[Tr]0 in time when trypsin is mixed with the different inhibitory species. In the inserted boxes, P1 denotes 
the ratio [Tr]0/[I]0, while P2 is k୧୬୦([I]0-[Tr]0) in s-1mM-1.  
To determine the kinetics of inhibition, trypsin (43 µM) was mixed with 2 (258 µM), 5b (258 
µM) or I2 (86 µM) in a 20 mM Tris buffer, pH 7.7 containing 20 mM CaCl2. Figure S3.3 shows 
the plotted kinetic data in the coordinates ሾTrሿ/ሺሾTrሿ െ ሾInhሿ଴ െ ሾTrሿ଴ሻ over time and the fitting 
by exponential decay gives k୧୬୦ሺሾInhሿ଴ െ ሾTrሿ଴ሻ from which ݇௜௡௛ is obtained. Figure 3.3 show 
that the corresponding rate constants for trypsin inhibition by the inhibitor species are  
݇௜௡௛భమ୍ ൌ 1.34 േ 0.16, and ݇௜௡௛మ୍ ൌ 1.00 േ 0.02 
Cleavage of Pro-I by trypsin. The activation step (cleavage of pro-inhibitors by Tr) was 
tested by mixing varying concentrations of pro-inhibitor with Tr and measuring the conversion 
by 1H-NMR. 1: Tr (2 µM) was mixed with 1 (1 mg/mL) in a 30 mM Tris buffer pH 7.7 in D2O 
containing 20 mM CaCl2 at 24oC. The conversion of 1 to 5b was monitored by 1H-NMR in 
individual experiments. From the results in Figure S3.4, we can estimate the value ݇௖௔௧/ܭெ for 
1. In the first four minutes, 44% of 1 is converted, which means that the initial slope of 
conversion is 11% min-1, or 0.11 min-1, which equals 6.6 hr-1. From Michaelis-Menten kinetics, 
it follows that: 
ௗሾ૚ሿ
ௗ௧ ≅
௞೎ೌ೟
௄ಾ ሾTrሿ଴ ൌ 6.6	h
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Figure S3.4: Determination of the Tr catalysed activation rate constant of Pro-I 1 and 2, with 1=Ac-Lys (1, 
black squares) or 1=Ac-Lys(Me) (2, green dots). A zoom of the data points with Ac-Lys(Me)-Gln-Inh is depicted in 
the insert.  
2: In case of a steady-state approximation and ܭெ 	൐൐ 	 ሾ૛ሿ଴, ܭெ௔௖௧ ൌ 	 ሺ݇௖௔௧௔௖௧ ൅	݇௥௔௖௧ሻ/݇௙௔௖௧	is 
introduced and the rate of product formation is expressed in the form of:  
ୢ
ୢ୲ ൣH‐Gln‐Inh൧ ൌ
௞೎ೌ೟ೌ೎೟
௄ಾೌ೎೟
ሾTrሿ଴ሾ2ሿ଴. 
Kinetics of this process were measured by mixing 2 (0.61, 1.22, 2.44, or 3.66 mM) with trypsin 
(20 µM) in a 50 mM Tris buffer, pH 7.7 in D2O containing 20 mM CaCl2. Formation of H-Gln-
Inh (5b) and hydrolysed Pro-I (2-OH) were followed by 1H-NMR at 25 °C (see Fig. S3.5). To 
determine the rate constants associated with the cleavage, the concentrations in time of 5b and 
2-OH were fitted by a single set of rate constants using COPASI software. Since the percentage 
of formed 5b is low, neither inhibition of trypsin nor hydrolysis of 5b was taken into 
consideration.  
From the results in Figure S13, we deduced that K୑ୟୡ୲ ൐ 10 mM. Since a K୑ୟୡ୲ higher than 10 
mM fully correlates with ݇௖௔௧௔௖௧, we fixed ܭெ௔௖௧ at 100 mM. Values for k୧୬୦భమ୍ and kୢୣ୥୰భమ୍ determined 
in this experiment (i.e. ݇௜௡௛భమூሺ૛ሻ ൌ 	1.368	 േ 0.025	mMିଵhିଵ, ݇ௗ௘௚௥భమூ ൌ 	0.261 േ 	0.004	hିଵ) do 
not differ to a great extent from the values measured in studies described above. Results of the 
fitting are presented below: ݇௖௔௧௔௖௧ ൌ 6280	 േ 	90	hିଵ at fixed ܭெ௔௖௧ ൌ 100 gives an enzymatic 
efficiency of ݇௖௔௧௔௖௧/ܭெ௔௖௧ ൌ 63 േ 1	mMିଵ	hିଵ.  
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Figure S3.5: Formation of the Int-I (H-Gln-Inh 5b, black squares) and hydrolysed Pro-I (2-OH, red circles) in 
the trypsin-catalyzed cleavage of the pro-inhibitor (2). fitted by a single set of rate constants using COPASI 
software. Various starting concentrations of 2 were used as reported in the inserts.  
3-8: Following the rate determination of Pro-I’s 1 and 2, we conclude that we need to tune 
[Tr]0 to obtain major conversion levels within the first 20-30 minutes of measurement. This 
allows us to minimize the influence of unavoidable background reactions that are insignificant 
at this timescale (see Figures S3.2 and S3.3). To be sure, we measured the unavoidable 
background reactions for all R1 modified Pro-I’s. Table S3.1 shows that this reaction does not 
depend on the variations made to the Pro-I structure.  
Table S3.1: Summary of kinetic studies, concerning the background reactions in R1 modifications. See 
Supplementary Information 3.5.6 and 3.5.7 for full details. 
Pro-
inhibitor 
N-terminal  
R-group 
kcat/kM
(mM-1 h-1) 
kinh 
(mM-1 h-1) 
kdegr 
(h-1) 
2 Acetyl 63 1.76 0.18
5 Z-Gly 482 2.21 0.16
6 Ac-Asp 21 1.49 0.16
8 MEG 28 1.72 0.17
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Figure S3.6 shows the representable plots for Pro-I’s 3-8. Enzymatic reactions for other Pro-
I’s were carried out in 100 mM Tris-HCl, pD 7.7, 20 mM CaCl2 in D2O at 23 °C. Finally, the 
inverse of the initial speed of the reaction is plotted against the inverse of the pro-inhibitor 
concentration in a Lineweaver-Burk plot. A linear fit of this plot yields the slope (KM/Vmax) and 
the y-axis intercept (1/Vmax) from which KM and kcat (Vmax = [Tr]0 × kcat) are calculated. Results 
from the different experiments are shown in main text Figure 3.5.  
 
Figure S3.6 Determination of pro-inhibitor activation rate. (a) Pro-inhibitor 5, [Tr]0 = 86 µM, (b) Pro-inhibitor 6, 
[Tr]0 = 100 µM, (c) Pro-inhibitor 8, [Tr]0 = 5 µM. (d-f) Lineweaver-Burk plots for pro-inhibitors 5, 6, and 8, 
respectively. Solid lines denote linear fits from which the kinetic constants are derived.  
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Chapter 4: 
Mathematical modelling of an out-of-equilibrium enzymatic 
reaction network 
 
Kinetically controlled networks are nonlinear dynamic systems and are often difficult to 
understand without a mathematical model. Here, we describe the mathematical (or 
computational) methods that were developed as part of our design of the enzymatic reaction 
network. We demonstrate how simulated characteristics of our system (such as periodicity and 
amplitudes of oscillations) can be used to understand and predict the parameter ranges in which 
our networks show oscillatory behavior as well as the techniques to increase the accuracy of our 
simulations. The work described in this chapter provides the general methodology to exploit the 
power of computation in our design strategy.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Parts of this chapter have been published in: 
Semenov, S. N.; Wong, A. S. Y.; Van der Made, R. M.; Postma, S. G. J.; Groen, J.; Van Roekel, 
H. W. H.; De Greef, T. F. A.; Huck, W. T. S. Nat. Chem. 2015, 7, 160-165. 
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4.1 Introduction 
Chemical reaction networks (CRNs) are studied across various disciplines but it has to be 
admitted that most significant advances in the analysis of complex networks has been made in 
computational studies.1-6 Biochemical, protein, or gene circuits can be mathematically described 
by differential equations for the concentrations of the species involved.7-9 The dynamic 
properties of networks, however, arise from a sequence of simultaneous reactions, that without 
computation would be impossible to understand.10-15 A computer model allows predictions of 
any quantity of interest, and provides insights into the basic design principles of complex 
networks.16-19  
Our network is inherently nonlinear, and, like most complex systems, analytically 
unsolvable.20 This two-node oscillator integrates the autocatalytic production of the enzyme 
trypsin with a tunable and delayed negative feedback induced by trypsin-activated small 
molecules. As discussed in Chapters 2 and 3, we know all underlying mechanisms and 
determined most of the rate constants from kinetic studies in isolated individual reactions. 
Hence, the mathematical (or computational) model can be based on mass-action or Michaelis-
Menten kinetics to simulate the behaviour of this network.  
Typically, our network is robust to variations in intrinsic or global parameters. We highlight 
the modules in the mathematical model that could be further exploited to compute phase plots 
that allow for testing of the robustness or sensitivity to various parameters. Although the model 
correctly predicts oscillations in our network under out-of-equilibrium conditions, it often 
overestimate the influences of certain parameters.21-24 To improve the parameter region where 
the model is consistent with experimental observations, we designed a genetic algorithm 
specifically for the optimization of kinetic parameters in an oscillating network. This algorithm 
shows exactly how predictions on amplitudes and frequencies of the oscillations could be 
significantly improved.  
The overall purpose of this chapter is to show how the different modules in such a 
mathematical model are build up. In this work, we provide the basic details of how computer 
scripts are developed for our model (see Figure 4.1). We derive the set of rate equations, and 
using numerical integration we simulate key characteristics of our system. The model does an 
excellent job in predicting the right concentration space in which an oscillating output will be 
observed, guiding and validating the experimental studies.  
4.2 Results and discussion 
ODE and kinetic parameters 
Computational (or mathematical) models used for predicting the dynamics of CRNs varies 
from Boolean networks25 to discrete stochastic simulations26,27, but the most common type of 
modelling for chemists consists of coupled nonlinear ordinary differential equations 
(ODEs).9,12,13 Rate equations are constructed according to the elementary reactions in the 
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network.28,29 A ‘straightforward’ analysis of reactions (see Supplementary Information 4.5.1) 
allows us to deduce the set of rate equations to describe the network by ODE1 below.  
ୢ
ୢ୲ Tg ൌ െ൫kଵሾTrሿ ൅ kୟ୳୲୭
୘୥ ሾTgሿ ൅ k୤୪୭୵൯ሾTgሿ ൅ kଶሾTrTgሿ ൅ k୤୪୭୵ሾTgሿ଴  
ୢ
ୢ୲ Tr ൌ െ൫kଵሾTgሿ ൅ ൫kଷ ൅ k୧୬୦
భమ୍൯ሾଵଶIሿ ൅ k୧୬୦మ୍ ሾଶIሿ ൅ k୧୬୦୍ ሾIሿ ൅ k୤୪୭୵൯ሾTrሿ ൅  
   ሺkଶ ൅ 2	kୡୟ୲ୟ୳୲୭ሻሾTrTgሿ ൅ ሺkସ ൅ kୡୟ୲ୟୡ୲ሻሾTrଵଶIሿ ൅ kୟ୳୲୭୘୥ ሾTgሿଶ ൅ k୤୪୭୵ሾTrሿ଴    
ୢ
ୢ୲ଵଶI ൌ െ൬൫kଷ ൅ k୧୬୦
భమ୍൯ሾTrሿ ൅ kୢୣ୥୰భమ୍ ൅ k୤୪୭୵൰ ሾଵଶIሿ ൅ kସሾTrଵଶIሿ ൅ k୤୪୭୵ሾଵଶIሿ଴   
ୢ
ୢ୲ଶI ൌ kୡୟ୲ୟୡ୲ሾTrଵଶIሿ െ ൬
ሾ୅୮ሿబ୩ౙ౗౪ౚ౛ౢ౗౯
୏౉ౚ౛ౢ౗౯ାሾమ୍ሿ
൅ k୧୬୦మ୍ ሾTrሿ ൅ kୢୣ୥୰మ୍ ൅ k୤୪୭୵൰ ሾଶIሿ   
ୢ
ୢ୲ I ൌ ൬
ሾ୅୮ሿబ୩ౙ౗౪ౚ౛ౢ౗౯
୏౉ౚ౛ౢ౗౯ାሾమ୍ሿ
൰ ሾଶIሿ െ ൫k୧୬୦୍ ሾTrሿ ൅ kୢୣ୥୰୍ ൅ k୤୪୭୵൯ሾIሿ  
ୢ
ୢ୲ TrTg ൌ kଵሾTrሿሾTgሿ െ ሺkଶ ൅ kୡୟ୲ୟ୳୲୭ ൅ k୤୪୭୵ሻሾTrTgሿ  
ୢ
ୢ୲ TrଵଶI ൌ kଷ	ሾTrሿሾଵଶIሿ െ ሺkସ ൅ kୡୟ୲ୟୡ୲ ൅ k୤୪୭୵	ሻ	ሾTrଵଶIሿ  
ODE 1: Set of rate equations describing the enzymatic reaction network that based on 7 variables (concentration 
of Tg, Tr, 12I, 2I, I, and the complexes TrTg, and Tr12I). In here, ݇ଵ and ݇ଶ are the respective ݇௙ and ݇௥ of 
trypsin catalysed auto activation. Similarly, ݇ଷ and ݇ସ are the respective ݇௙ and ݇௥ of trypsin catalysed activation.  
In our model, the rates of concentration changes are based on the consumption, the 
production, and the continuous in- and outflow of the species in the network using the 
following assumptions: 
1) Conversion of trypsinogen to trypsin occurs via enzymatic conversion in presence of trypsin 
and additional bimolecular auto-activation. The latter is taken into account even though the 
kinetics of trypsinogen auto-activation could not be determined using standard methods. 
The mechanism was assumed to be bimolecular, and in accordance with literature, its rate 
constant was initially assumed to be 10-5 mM-1h-1 and later optimized using experimental 
data (see Supplementary Information 4.5.2).30,31  
2) The enzymatic conversion of the intermediate inhibitor (Int-I) to the active inhibitor (I) by 
aminopeptidase (Ap) is assumed to follow Michaelis-Menten kinetics. Other enzymatic 
reactions cannot be assumed in a similar way since the concentration of Tr varies in time. 
For these reactions, the forward and backward rate constants in ܭெ have to be estimated 
initially, and are later optimized using experimental data.  
3) Hydrolysis of the fluorosulfonyl moiety as well as the inhibition of trypsin by active 
inhibitor are considered to be irreversible reactions.  
 
Table 4.1 summarizes the reaction mechanisms of the positive feedback, negative feedback 
and the side reactions, and the reaction rate constant(s) thereof. The values for the 
corresponding rate constants are provided here, with the details of the measurements provided 
in Supplementary Information section 4.5.2. Note that we chose to use Pro-I 2 for our studies 
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here. The ODE and rate constants that are related to the different inhibitor species introduced 
in Chapter 3 can be found in the Supplementary Information 4.5.3.  
Table 4.1: Summary of proposed mechanisms, and rate constants of the individual reactions in the CRN.  
Individual reaction Mechanism Rate constant  
Positive feedback  
r1 Trypsin autocatalysis: Tr + Tg
ೖభሱۛሮ
ೖమርሲ
ሾTrTgሿ ௞௖௔௧ሱۛ ሮۛ 2 Tr  K୑ୟ୳୲୭ ൌ 0.5 kୡୟ୲ୟ୳୲୭ሺ୘୰ሻ ൌ 34 
Negative feedback  
r2 Pro inhibitor 2 activation: Tr ൅ ଵଶI
ೖయሱሮ
ೖరርሲ
ሾTrଵଶIሿ ௞௖௔௧ሱۛሮ Tr ൅ ଶI  kୡୟ୲
ୟୡ୲/K୑ୟୡ୲ ൌ 63 
 
r3 Delayed inhibitor activation: Ap ൅ ଶI
ೖఱሱሮ
ೖలርۛሲ
ሾApଶIሿ ௞௖௔௧ሱۛ ሮۛ Ap ൅ I  K୑
ୢୣ୪ୟ୷ ൌ 2.71 
kୡୟ୲ୢୣ୪ୟ୷ ൌ 11.2 
r4 Trypsin inhibition by active inhibitor: Tr + I → Tr-I  k୧୬୦୍ ൌ 50 
Side reactions   
r5 Trypsin inhibition by intermediate 
inhibitor: 
Tr + ଶI → Tr-ଶI  k୧୬୦మ୍ ൌ 1.17 
r6 Trypsin inhibition by pro inhibitor: Tr + ଵଶI → Tr-ଵଶI  k୧୬୦భమ୍ ൌ 1.34 
r7 Hydrolysis of active inhibitor: I → I-OH  kୢୣ୥୰୍ ൌ 0.04 
r8 Hydrolysis of intermediate inhibitor: ଶI → ଶI-OH  kୢୣ୥୰మ୍ ൌ 0.04 
r9 Hydrolysis of pro inhibitor: ଵଶI → ଵଶI-OH  kୢୣ୥୰భమ୍ ൌ 0.76 
r10 Trypsinogen auto-activation: Tg + Tg
௞௖௔௧ሱۛ ሮۛ Tr + Tg  kୡୟ୲ୟ୳୲୭ሺ୘୥ሻ ൌ 10ିହ 
Units for forward rate constants of monomolecular reactions are in h-1. Units for forward rate constants of bimolecular 
reactions and kcat in enzymatic reactions are in mM-1h-1. Michaelis-Menten constant KM for reactions with trypsin are in 
M, whereas for Ap are in U.  
Modular build-up of the mathematical model 
Numerical integrations are carried out using mathematical modelling strategies developed in 
Matlab ®. Among the different available software packages, such as Copasi, Comsol and 
BioNetGen, we chose to perform our simulations in Matlab as it provides a higher degree of 
flexibility in our analysis and automation. 
The simulation workflow is depicted in Figure 4.1. In here, the modelscript serves as a base 
script to simulate the time series of the integrated rate equations. The script uses the set of 
differential equations (ODE1) and the associated rate constants ݇ (Table 4.1). The ODE is 
stored as a data base unit (separated Matlab script), whereas rate constants can be loaded 
directly into Matlab using standard functions. Combined with the wave classifier, the modelscript is 
used to analyse key characteristics (such as periodicity and amplitudes of oscillations) of the 
simulated time series. These two modules can be further used (1) to improve model predictions, 
using a modified genetic algorithm, or (2) to compute various outputs of the simulations (analyses & 
output).  
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Figure 4.1: Process chart of the mathematical modelling strategy, with the modelscript serving as a base module for 
time integration, the wave classifier allowing for analyses of key parameters in time series, and the genetic algorithm for 
finding the optimized rate constants. Advances analyses of results occur in the analyses and output module.   
Time integration using the modelscript 
The modelscript (see Figure 4.2a) can be executed manually, and is the core function to 
perform numerical integrations ODE1. When executed, the modelscript function prepares and 
assembles the data retrieved from the data bases containing information on the rate equations, 
rate constants, and the user defined input values (i.e. the initial concentrations and the global 
parameters such as temperature, flow rate, volume, and reaction time). The script uses a 
moderate stiff solver (ODE23t) for the stepwise numerical integration. Then, just before the 
function terminates, the result of the integration is assembled in a data file containing the time 
traces of all species involved in the network of reactions.  
Figure 4.2 shows the automatically plotted overview of trajectories in the system when the 
modelscript is executed. It appears that all concentrations oscillate continuously in time 
including the key enzyme trypsin (in green, Figure 4.2b). Typically, these concentrations are 
found in the M range. The subsequent graph (Figure 4.3c) shows the time traces of the 
different inhibitors and trypsinogen. Cleary, the phases of the oscillations follows the 
‘programmed’ sequence of reactions in the negative feedback (r2 → r4). That is, intermediate 
inhibitor 2I is produced at expense of 12I (r2), followed by the successive increase (catalysed 
by aminopeptidase, r3) and decrease of the final inhibitor (irreversible reaction with trypsin, r4). 
The time series could also be represented in the phase space that shows the reaction trajectory 
of the reaction. In this case, the sequence of reactions in the negative feedback (r2 → r4) 
develops a loop which shrinks into a limit cycle (see Supplementary Information 4.5.4). 
 Finally, other supplementary graphs (Figure 4.2d and 4.2e) show the formation of waste 
products in the network and the control plot. This latter basically ensures that the principle of 
mass conservation is met (e.g. the total concentration of both enzymes and inhibitors match 
with the initial concentration of Tg and Pro-I): 
ሾTgሿ଴ ൌ ∑ሺሾTgሿ, ሾTgTrሿ, ሾTrሿ, ሾTrଵଶIሿ, ሾଵଶITrሿ, ሾଶITrሿ, ሾITrሿሻ  
ሾଵଶIሿ଴ ൌ ∑ሺሾଵଶIሿ, ሾଶIሿ, ሾIሿ, ሾTrଵଶIሿ, ሾଵଶITrሿ, ሾଶITrሿ, ሾITrሿ, ሾଵଶIOHሿ, ሾଶIOHሿ, ሾIOHሿሻ  
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Figure 4.2: The modelscript module and the simulated time series thereof. (a) Process flow chart of the 
modelscript. Individual design elements are depicted in the legend (upper right). (b) Time traces of Tr, (c) Time traces 
of Tg and inhibitors, (d) Time traces of residual products. (e) Sum series showing that the species consumed and 
produced in the reaction network obeys the principle of mass conservation. The computer script is provided in 
Supplementary Information 4.5.6). 
Analysis of oscillations by the wave classifier 
The time series of interest can be studied in more details using a wave classifier algorithm. This 
part of the model is designed as an optional extension to the modelscript function. As depicted 
in Figure 4.3a, the wave classifier can only be started from the modelscript that passes Data1 
through to the wave classifier module (green box). This script then analyzes the data, and 
returns the summary of the key characteristics of the time series (Data 2, see also Figure 4.3b) 
to the main script. 
Using this procedure, the algorithm assesses time series (e.g. output of modelscript) and 
searches for local maximum-minimum-maximum (mmm) patterns (visualized in the insert of 
Figure 4.3c). The overall response is considered a sustained oscillation (blue) when at least three 
consecutive mmm patterns shown no difference (within defined confidence interval) to their 
left and right neighbors. In here, the mmm pattern is assessed on validity using the criterion 
below. After sorting, the analysis is plotted as a color coded overlay in Figure 4.3c showing the 
different regimes.   
|ሺሾTrሿ୫ୟ୶ଵ െ	ሾTrሿminሻ െ |ሾTrሿmin െ ሾTrሿ୫ୟ୶ଶ|| ൏ pሺሾTrሿ୫ୟ୶ଵ െ	ሾTrሿminሻ, where p ൌ 0.003. 
A mmm pattern that show differences in at least one neighbor is classified as a damped oscillation 
(green). The only exception is made for peaks appearing in the first 5 hours of the simulated 
time series. Here, a maximum that exceeds 1.5 times of its following neighbor is classified as first 
peak, which is characteristic to the designed enzymatic CRN. 
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Figure 4.3: The wave classifier module and the results thereof. (a) Process flow chart of the wave classifier in 
combination with the modelscript. Individual design elements are depicted in the legend (upper right). (b) Table 
representing the key characteristics of the enzymatic CRN. (c) Time series overlaid with color coded regimes. First peak 
(yellow, damped regime (green, and sustained regime (blue). Insert shows a mmm pattern.Time traces of Tg and 
inhibitors, The computer script is provided in Supplementary Information 4.5.7.  
Parameter estimations using the genetic algorithm  
The model description is matched to experimental data by optimizing the rate constants of 
the CRN with a genetic algorithm.32 The genetic algorithm is a global optimization technique 
that simulates a natural evolution process and is a moderate method available in both Copasi 
and Matlab. In more detail, the algorithm uses a population of string-represented candidate 
solutions (in our case, kinetic parameters24) and the selection criterion in the algorithm provides 
self-organization capabilities of finding the best-possible population (of rate constants) to 
represent the ‘true solution’. The full process in the algorithm can be described by five main 
steps: (1) The algorithm starts by using randomly selected population from a parameter space. 
(2) Subsequently, a new population is assembled in the selection procedure, after a measure of 
quality is assigned to every string. This is done to build-up the information content of the 
population. In order to counterbalance depletion of diversity in the population, variations are 
introduced using new strings as improved trial solutions. Through (3) recombination and (4) 
mutations, better performing members in population could be found in the next generation. 
The cycle is repeated until improvements of the strings converge to an optimum result, (5) 
where after the algorithm terminates.  
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Figure 4.4: The fitting after parameter estimation with the genetic algorithm. (a) Process flow chart of the 
parameter estimation. Individual design elements are depicted in the legend (upper right). (b) Overlay of experimental 
data (shown in the phase diagram of Chapter 2) and simulation, with the training set and validation set in the upper and 
lower row respectively. In the upper case, (kf , Ap0) =  55, 0.22; 55, 0.33; 55, 0.50; 46, 0.28; 28, 0.21 In the lower case, (kf 
, Ap0) =  55, 0.07; 55, 0.67; 90, 0.33; 14, 0.33; 37, 0.33. Units are L h-1, U mL-1. The training set before fitting and 
scoring criteria are provided in Supplementary Information 4.5.5. The computer script is provided in Supplementary 
Information 4.5.8.  
We modified the fitness function by implementing additional constraints within the loop of 
the recombination step (see Figure 4.4a):  
(1) Minimize differences in first-peak position; comparison of the time point at which the 
first maximum in trypsin concentration could be found.  
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(2) Minimize differences in amplitudes in the sustained regime; comparison of both maxima 
and minima in consecutive trypsin concentration. Importantly, this comparison was 
carried out by looking at the amplitudes independently from the time point at which 
these characteristics occur.  
(3) Minimize differences in periods in sustained regime; comparison of the time point at 
which peaks occur.  
(4) Minimize sum of squares at the maxima; comparison of the distances between peaks 
based on the least square analysis. 
The wave classifier provides indexation of characteristics in the oscillations. Using the mmm-
pattern in the wave classifier (green box), the genetic algorithm compares the simulated and 
experimentally determined [Tr], and quantifies/ judges the similarities by a score function (see 
Supplementary Information 4.5.5). Accordingly, the decision node determines whether the 
development in successive generations until no further improvements in the fitting is available.  
We instructed the algorithm to search within a 25% interval of the experimentally 
determined values to find the best candidate string of rate constants. The borders of the 
parameter space are set as depicted in Table 4.2 below. Exceptions are the rate constants for 
hydrolyses which we allowed to vary +/- 50%, due to higher uncertainties in the estimates. 
Another exception is the autocatalytic cleavage of trypsinogen which was not determined in our 
kinetic studies. Therefore, we defined a broader border for the latter parameter (10-6 – 100 mM-1 
h-1). The algorithm terminates after 10,000 generations to yield the optimized rate constants in 
the CRN listed in the last column of Table 4.2.  
To obtain the optimized rate constants in the CRN, five experimental data sets showing 
apparent sustained oscillatory behavior were used as training set. Figure 4.4b shows that all 
training set data (but one) are in good agreement (based on both periods and amplitudes) with 
model predictions based on the rate constants that are optimized in this process. Importantly, 
the middle plot ((kf , Ap0) = 55, 0.50) failed. In here, simulations suggest that the apparent 
behaviour is characterized by damped oscillations, whereas sustained oscillations were found 
experimentally. We presently cannot complete explain this difference (and the minor differences 
mentioned below) between experimental results and simulations. A possible reason is the use of 
different batches of enzymes used in the experiments, with slightly different concentrations of 
active enzyme. 
To validate the results of the optimization procedure, we used five other experimental data 
sets which showed both sustained and damped oscillations. In three cases of the validation set 
(kf , Ap0) = 55, 0.67; 14, 0.33; 37, 0.33, the simulations predict similar behavior as was 
experimentally determined. However, when conditions are (kf , Ap0) = 14, 0.33, the simulations 
shows a much weaker damping than observed in the experiments. The simulations of two 
remaining cases (kf , Ap0) = 55, 0.07; 90, 0.33, show similar periods but not the apparent 
damped behavior in the experiments. These results suggest that simulations predict a slightly 
larger sustained regime. Despite a slight overestimation of the influences of [Ap] and kf, the 
simulations yield good agreement between experimentally observed oscillations and simulated 
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behavior. (see Supplementary Information 4.5.5 for the comparison of the training set before 
fitting). 
Table 4.2: Optimized rate constants in CRN using a genetic algorithm. 
Individual reaction Determined
rate constants 
Borders
(+/- …%) 
Optimized 
rate constants 
Positive feedback  
r1 K୑ୟ୳୲୭ 
kୡୟ୲ୟ୳୲୭ሺ୘୰ሻ 
mM 
h-1 
0.5
34 
25
25 
0.5081* 
35.7652 
Negative feedback   
r2 kୡୟ୲ୟୡ୲/K୑ୟୡ୲ mM h-1 63 25 46.8569** 
r3 K୑ୢୣ୪ୟ୷ 
kୡୟ୲ୢୣ୪ୟ୷ 
mM 
h-1 
2.71
11.2 
25
25 
2.3940 
13.58 
r4 k୧୬୦୍  mM h-1 50 50 42.6800 
Side reactions   
r5 k୧୬୦మ୍  mM h-1 1.17 50 0.0542 
r6 k୧୬୦భమ୍ mM h-1 1.34 50 0.0547 
r7 kୢୣ୥୰୍  h-1 0.04 25 0.1759 
r8 kୢୣ୥୰మ୍  h-1 0.04 25 1.4580 
r9 kୢୣ୥୰భమ୍ h-1 0.20 25 1.7621 
r10 kୡୟ୲ୟ୳୲୭ሺ୘୥ሻ mM h-1 - 0.0044 
* K୑ୟ୳୲୭ ൌ ௞౨
౗౫౪౥ା௞౜౗౫౪౥	
௞ౙ౗౪౗౫౪౥
, where ݇୤ୟ୳୲୭ ൌ 73.5525, ݇୰ୟ୳୲୭ ൌ 1.6040  
* K୑ୟୡ୲ ൌ ௞౨
౗ౙ౪ା௞౜౗ౙ౪	
௞ౙ౗౪౗ౙ౪
, where ݇୤ୟୡ୲ ൌ 614.2662, ݇୰ୟୡ୲ ൌ 1.2440	10ସ , ݇ୡୟ୲ୟୡ୲ ൌ 1.0273	10ଷ 
Phase plot generator 
The parameter set obtained by the ‘data-fitting’ algorithm, now allows the mathematical 
model to predict a realistic regime in which oscillations can occur. The phase plot generator can be 
executed manually, and using user defined boundaries data, the simulated time series of Tr is 
analyzed by the wave classifier (see Figure 4.5a). Function per analyses the periodicity of the 
time series calculated based on all possible combinations between the parameters p and q:  
Function: phase	plot	generatorሺ݌, ݍ, … ሻ ൌ amp, per	of	oscillations,  
where parameter ݌ ൌ ቌ
݌ଵ݌ଶ⋮݌௡
ቍ , and parameter ݍ ൌ ሺݍଵ, ݍଶ,⋯ , ݍ௡ሻ 
Output: of the generator heatmap ൌ ൭
perሺ݌ଵ, ݍଵሻ ⋯ perሺ݌ଵ, ݍ௡ሻ⋮ ⋱ ⋮
perሺ݌௡, ݍଵሻ ⋯ perሺ݌௡, ݍ௡ሻ
൱  
Then, simulations (typically ~104) are merged into a temporary file after each one of them has 
passed through the wave classifier. Figure 4.5b depicts the 2D phase plots constructed from [Ap]0 
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(that controls the delay), and kf (that controls the flow in the system). In here, the width of the 
regimes shows the robustness of the system towards changes in the delay and flow rates, with 
the amplitudes and periods are projected on this regime as a heat map.  
The regime that was predicted using this mathematical model shows good agreement with 
our experiments (as was discussed earlier in Chapter 2). Needless to say, the phase plot generator 
allows us to plot a phase plot and heat map of any other type of combinations in parameters. 
 
Figure 4.5: Phase plots created by the phase plot generator. (a) Process flow chart of the phase plot generator. 
Individual design elements are depicted in the legend (upper right). (b) Phase plots showing the changes in amplitudes 
and periodicity of the oscillations. On each point in each diagram, the mathematical model was run for 150 hours. After 
completion a point the model trajectory was analysed by the wave classifier as described earlier in this chapter. [Ap]0 
ranged from 0 till 70 with steps of 0.1, whilst kf ranged from 0 till 0.638 with steps of 0.001 resulting in ~450.000 model 
simulations. The program designed for this task does allow for multiple computational cores to be used, allowing almost 
linear time reduction for phase plot generation. The computer script is provided in Supplementary Information 4.5.9. 
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4.3 Conclusion 
In this work, we detailed the development of a series of MATLAB-based computer scripts 
that allow us to simulate the enzymatic reaction network, and analyse its functional output. In 
addition, we established techniques that could increase the accuracy of our model. The 
optimized rate constants that are found in this study, in particular, provide quantitative 
validation and guidance for future designs of CRNs. Importantly, the scripts are general 
modules in Matlab ® and allow extensions of rate constants or different ODEs. Hence, we fully 
expect that the mathematical methods presented here provide the foundation of future 
implementations such as bifurcation, sensitivity and resilience analysis (see subsequent 
chapters).  
4.4 Method Summary 
At the core of all our simulations, trajectories of the individual species are simulated by 
numerical integration from an initial state of the system. We analysed the key characteristics of 
simulated responses to identify and classify the steady states using a wave-classification 
algorithm written in Matlab. The time series in the algorithm are ran for 300 hours. Typically, 
simulations of plots produced from the modelscript and the wave classifier are produced within 
seconds. 
Depending on the type of analysis the genetic algorithm and the phase plot generator, input 
data is composed of fixed initial conditions, and rate constants. Non-fixed conditions are varied 
within the defined borders of the parameter of interest. We screened 15 rate constants using the 
genetic algorithm screened a population number of 10000 combinations over 500 successive 
generations. The algorithm terminated automatically in ~3 days and saved a top-ten candidates 
of which the best one was used and presented in our results. The phase plots with a grid of 
100x100 takes <1day of computation time. 
Full details on the determination of kinetic parameters, computer scripts used for the various 
algorithms are provided in the Supplementary Information below. 
4.5 Supplementary Information 
4.5.1  Build-up of the ODE 
According to the elementary reactions in table 4.1 by following each individual reaction (with r 
indicative for the reactions listed in Table 4.1 : 
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ୢ
ୢ୲ Tg ൌ െkଵሾTrሿሾTgሿ ൅ kଶሾTrTgሿ  (r1) 
െkୟ୳୲୭୘୥ ሾTgሿଶ    (r10) 
൅k୤୪୭୵	ሺሾTgሿ଴ െ ሾTgሿሻ   (flow) 
 
ୢ
ୢ୲ଵଶI ൌ െkଷ ൅ kସሾTrଵଶIሿ  (r2) 
െk୧୬୦భమ୍ሾTrሿሾଵଶIሿ   (r6) 
െkୢୣ୥୰భమ୍ሾଵଶIሿ	   (r9) 
൅k୤୪୭୵	ሺሾଵଶIሿ଴ െ ሾଵଶIሿሻ   (flow) 
 
ୢ
ୢ୲ଶI ൌ kୡୟ୲ୟୡ୲ሾTrଵଶIሿ   (r2) 
െ ሾ୅୮ሿబ୩ౙ౗౪
ౚ౛ౢ౗౯
୏౉ౚ౛ౢ౗౯ାሾమ୍ሿ
ሾଶIሿ   (r3) 
െk୧୬୦మ୍ ሾTrሿሾଶIሿ    (r5) 
െkୢୣ୥୰మ୍ ሾଶIሿ    (r8) 
െk୤୪୭୵ሾଶIሿ    (flow) 
 
ୢ
ୢ୲ I ൌ
ሾ୅୮ሿబ୩ౙ౗౪ౚ౛ౢ౗౯
୏౉ౚ౛ౢ౗౯ାሾమ୍ሿ
ሾଶIሿ   (r3) 
െk୧୬୦୍ ሾTrሿሾIሿ    (r4) 
െkୢୣ୥୰୍ ሾIሿ    (r7) 
െk୤୪୭୵ሾIሿ    (flow) 
 
ୢ
ୢ୲ TrTg ൌ kଵሾTrሿሾTgሿ…   
െሺkଶ ൅ kୡୟ୲ୟ୳୲୭ሻሾTrTgሿ   (r1) 
െk୤୪୭୵ሾTrTgሿ	    (flow) 
 
ୢ
ୢ୲TrଵଶI ൌ kଷሾTrሿሾଵଶIሿ…   
െሺkସ ൅ kୡୟ୲ୟୡ୲ሻሾTrଵଶIሿ    (r2) 
െk୤୪୭୵	ሾTrଵଶIሿ   (flow) 
 
ୢ
ୢ୲ Tr ൌ െkଵሾTgሿሾTrሿ…	    
൅ሺkଶ ൅ 2	kୡୟ୲ୟ୳୲୭ሻሾTrTgሿ  (r1) 
െkଷሾଵଶIሿሾTrሿ…  
൅ሺkସ ൅ kୡୟ୲ୟୡ୲ሻሾTrଵଶIሿ  (r2) 
െሺk୧୬୦భమ୍ሾଵଶIሿ…   (r4), 
൅k୧୬୦మ୍ ሾଶIሿ…    (r5), 
൅k୧୬୦୍ ሾIሿሻሾTrሿ     (r6) 
൅kୟ୳୲୭୘୥ ሾTgሿଶ    (r10) 
൅k୤୪୭୵ሺሾTrሿ଴ െ ሾTrሿሻ   (flow)  
 
 
4.5.2  Kinetic parameters for the mathematical model 
Kinetic parameters for reactions are characterized in previous chapter (see 3.5) expect for the 
autocatalysis. Autocatalysis is based on activation of trypsinogen by trypsin. The conversion in 
the Tr-catalyzed cleavage of Tg follows a standard Michaelis-Menten kinetics.  
All activation experiments were started by dissolving trypsinogen ([Tg]0 = 2, 4.18, 6, 8 or 12 
mg/mL, corresponding to 83.3, 174, 250, 333, and 500 µM) in an activation solution (100 mM 
Tris, 20 mM CaCl2, pH 7.7) containing a low concentration of trypsin (2.15 µM). The reactions 
were continuously stirred at 24 °C. Aliquots of the solution were taken at different time points 
and trypsin concentrations were determined with a chromogenic assay using Cbz-Arg-p-
nitroanilide as a substrate. 
Plots of trypsin concentration vs. time at different initial trypsinogen concentrations were 
fitted at the initial stage of activation by mono-exponential growth: [Tr] = aebt. Here, a = [Tr]0 
(the initial concentration of trypsin) and b = [Tg]0kcat/(Km + [Tg]0). Hence, the parameter 
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[Tg]0kcat/(Km + [Tg]0) was deduced and used to construct the plot in the figure below, which was 
fitted to Michaelis-Menten kinetics to obtain values for ܭெ௔௨௧௢ and ݇௖௔௧ܽݑݐ݋. From the plot the 
corresponding rate constants for trypsinogen activation by trypsin were deduced. Below, P1 and 
P2 correspond to ݇௖௔௧௔௨௧௢ (in s-1) and ܭெ௔௨௧௢  (in mM), respectively, and are shown in the inserted 
box of Figure S4.1: ܭெ௔௨௧௢ ൌ ܲ2 ൌ 0.51	 േ 0.08	݉ܯ, ݇௖௔௧௔௨௧௢ ൌ ܲ1	ݔ	3600 ൌ 33.5	 േ 3	݄ିଵ. 
 
Figure S4.1: Rate constant determination of autocatalysis. The parameter [Tg]0kcat/(Km + [Tg]0) vs. initial 
trypsinogen concentration fitted to Michaelis-Menten kinetics. The former was deduced from plots of [Tr] vs. time at 
different initial trypsinogen concentrations. In the inserted box, P1 corresponds to ݇௖௔௧௔௨௧௢  in s-1and P2 to ܭெ௔௨௧௢ in mM. 
4.5.3  Rate equations (ODE2) and kinetic parameters for the library of Pro-I’s. 
ୢ
ୢ୲ Tg ൌ െ൫kଵሾTrሿ ൅ kୟ୳୲୭
୘୥ ሾTgሿ ൅ k୤୪୭୵൯ሾTgሿ ൅ kଶሾTrTgሿ ൅ k୤୪୭୵ሾTgሿ଴  
ୢ
ୢ୲ Tr ൌ െ൫kଵሾTgሿ ൅ ൫kଷሺ݅ሻ ൅ k୧୬୦
భమ୍ሺ݅ሻ൯ሾଵଶIሿ ൅ k୧୬୦మ୍ሾଶIሿ ൅ k୧୬୦୍ ሺ݆ሻሾIሿ ൅ k୤୪୭୵൯ሾTrሿ ൅  
   ሺkଶ ൅ 2	kୡୟ୲ୟ୳୲୭ሻሾTrTgሿ ൅ ሺkସሺ݅ሻ ൅ kୡୟ୲ୟୡ୲ሺ݅ሻሻሾTrଵଶIሿ ൅ kୟ୳୲୭୘୥ ሾTgሿଶ ൅ k୤୪୭୵ሾTrሿ଴    
ୢ
ୢ୲ଵଶI ൌ െቀ൫kଷሺ݅ሻ ൅ k୧୬୦
భమ୍ሺ݅ሻ൯ሾTrሿ ൅ kୢୣ୥୰భమ୍ሺ݅ሻ ൅ k୤୪୭୵ቁ ሾଵଶIሿ ൅ kସሺ݅ሻሾTrଵଶIሿ ൅ k୤୪୭୵ሾଵଶIሿ଴   
ୢ
ୢ୲ଶI ൌ kୡୟ୲ୟୡ୲ሺ݅ሻሾTrଵଶIሿ െ ൬
ሾ୅୮ሿబ୩ౙ౗౪ౚ౛ౢ౗౯
୏౉ౚ౛ౢ౗౯ାሾమ୍ሿ
൅ k୧୬୦మ୍ሾTrሿ ൅ kୢୣ୥୰మ୍ ൅ k୤୪୭୵൰ ሾଶIሿ   
ୢ
ୢ୲ I ൌ ൬
ሾ୅୮ሿబ୩ౙ౗౪ౚ౛ౢ౗౯
୏౉ౚ౛ౢ౗౯ାሾమ୍ሿ
൰ ሾଶIሿ െ ൫k୧୬୦୍ ሺ݆ሻሾTrሿ ൅ kୢୣ୥୰୍ ሺ݆ሻ ൅ k୤୪୭୵൯ሾIሿ  
ୢ
ୢ୲ TrTg ൌ kଵሾTrሿሾTgሿ െ ሺkଶ ൅ kୡୟ୲ୟ୳୲୭ ൅ k୤୪୭୵ሻሾTrTgሿ  
ୢ
ୢ୲ TrଵଶI ൌ kଷሺ݅ሻ	ሾTrሿሾଵଶIሿ െ ሺkସሺ݅ሻ ൅ kୡୟ୲ୟୡ୲ሺ݅ሻ ൅ k୤୪୭୵	ሻ	ሾTrଵଶIሿ   
ODE 2: Set of rate equations describing the enzymatic reaction network that based on 7 variables in the (Tg, Tr, 
12I, 2I, I, and the complexes TrTg, and Tr12I). In here, ݇ଵ and ݇ଶ are the respective ݇௙ and ݇௥ of trypsin 
catalysed auto activation. Similarly, ݇ଷ and ݇ସ are the respective ݇௙ and ݇௥ of trypsin catalysed activation. As depicted, 
rate constants related to the inhibitor species depends on the Pro-I structures 1-13 and can be selected by the 
substituent R1 and R4 (indicated by ݅	and ݆). 
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Table 4.3: Summary of measured rate constants for individual substituents / R-groups used in Chapter 3. Rate 
constants that were not determined are indicated by ‘-’.  
R-
group 
Reaction rate constant that 
is influenced 
Modification/Rate constant
1 With fixed R2=Me 
 
kୡୟ୲ୟୡ୲/K୑ୟୡ୲ሺ࢏ሻ in ሺmM	hሻିଵ 
k୧୬୦భమ୍ሺ࢏ሻ in ሺmM	hሻିଵ 
kୢୣ୥୰భమ୍ሺ࢏ሻ in hିଵ 
 
࢏ ൌ ૚ 
R1=Ac
46.9 
1.76	
0.18 
࢏ ൌ ૛ 
R1=Ac-Asp
20.3 
1.49	
0.16 
 
࢏ ൌ ૜ 
R1=MEG
28.0 
1.72	
0.17 
࢏ ൌ ૝ 
R1=Z-Gly	
480.5 
2.21	
0.16 
	
 
2 With fixed R1=Ac 
 
kୡୟ୲ୟୡ୲/K୑ୟୡ୲ሺ࢏ሻ in ሺmM	hሻିଵ 
k୧୬୦భమ୍ሺ࢏ሻ in ሺmM	hሻିଵ 
kୢୣ୥୰భమ୍ሺ࢏ሻ in hିଵ 
 
࢏ ൌ ૞ 
1=Lys
൐ 3300 
െ	
െ 
࢏ ൌ ૟ 
1=Lys(Me)
See ݅ ൌ 1 
࢏ ൌ ૠ 
1=Arg(Me)
~1 
െ	
െ 
࢏ ൌ ૡ 
1=hArg	
≪ 1 
െ	
െ 
	
 
 
3 
 
 
K୑ୢୣ୪ୟ୷ in U	mLିଵ 
kୡୟ୲ୢୣ୪ୟ୷in hିଵ  
k୧୬୦మ୍  in ሺmM	hሻିଵ  
kୢୣ୥୰మ୍  in hିଵ  
 
 
2=Gln
2.71 
11.2 
1.00	
0.036 
2=Leu
െ 
െ 
൐	
െ  
2=Gly
െ 
െ 
൐	
െ 
2=Glu	
െ 
൏ 
≅ 
െ 
 
 
2=Asn	
െ 
൏ 
≅ 
െ 
 
4  
 
k୧୬୦୍ ሺ࢐ሻ in ሺmM	hሻିଵ 
kୢୣ୥୰୍ ሺ࢐ሻ in hିଵ 
 
࢐ ൌ ૚ 
methyl
46 
െ 
࢐ ൌ ૛ 
ethyl
52.7 
0.034 
࢐ ൌ ૜ 
propyl
150 
െ 
 
4.5.4.  Phase portraits 
 
Figure S4.2: Simulated phase portraits of the enzymatic reaction network, in (a) 2 dimensional (Int-I, Tr)-space, 
and in (b) 3 dimensional (Int-I, Tr, I)-space.  
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4.5.5  Data-fitting and scoring criteria 
 
Figure S4.3: Training set before fitting the fitting procedure. Mathematical model predictions using the measured 
parameter set (black dots/line), in comparison to the experimental measurements are plotted as blue dots. (kf , Ap0) =  
55, 0.22; 55, 0.33; 55, 0.50; 46, 0.28; 28, 0.21. Units are L h-1, U mL-1. 
Model trajectories were analysed and indexed automatically using the wave classifier. Table 
4.4 shows the 5 criteria are used to compare model trajectories to experimental [Tr]. Each 
criterion adds a value to the candidate string calculated by the ‘score adder’. In other words, the 
score adder allows the computer to compare the model trajectory to experimental data sets.  
Table 4.4: Fit function defined in the adapted genetic algorithm.  
Criterion Score Adder
1. Fractional difference of FirstPeak 
maximum time-point position  
+ 0.01/<fractional difference> 
2. Average fractional difference of all U-
shape amplitudes 
+ 0.5 / <average fractional difference> 
3. Average fractional difference of all minima + 1 / <average fractional difference> 
4. Average fractional difference of all U-
shape time 
+ 1 / <average fractional difference> 
5. Least squares deviation of all extreme 
values in the dataset (minima and maxima) 
+ 1e-6 / <deviation>
4.5.6  Modelscript 
function  
[t,x] = modelscript_kinetic_20151231(Volume,flowrate,reactiontime,Temp,constanttype,R_1,Tg,Tr,ProI,Ap) 
% Deterministic model of Tg/ProI/Apep system  
  
%% SETTINGS 
  
%% INPUT DATA 
    % Take data from excel and transform it into 1structure containing all 
    % required information to run this script.  
    load input.mat 
  
% GLOBAL PARAMETERS 
    % Total volume reactor (uL): 
    if  isempty(Volume), 
        Volume  = parglobal{1,4}; 
    end 
        kflow       = flowrate/Volume; % in /h 
         
    % Total flow rate in reactor (uL/h): 
    if  isempty(flowrate), 
        flowrate= parglobal{2,4}; 
    end 
    
    % Timespan based on reaction time and forced stepping (this case 0.01) 
    if  isempty(reactiontime), 
        reactiontime=parglobal{3,4}; 
    end  
    timespan    = [0:0.5:reactiontime]; 
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    % Temperature of reactor (Celcius): 
    if  isempty(Temp), 
        Temp    = parglobal{4,4}; 
    end 
  
%% OVERALL RATE CONSTANTS 
    % Constanttype is set of rate constants which are derrived in different 
    % ways, but all of them work.  
    if  isempty(constanttype), 
        kset   = [rateconstants{:,5}]; 
         elseif constanttype == 0;  
                % 0 Measured rate constants  
                % See [Semenov, Wong; nchem 2014] S3.3 Table S1 
                    kset    = [parscreening{:,4}]; 
        elseif constanttype == 1; 
                % 1 for Optimized rate constants by modified genetic algoritmh  
                % See [Semenov, Wong; nchem 2014] S4.3.2 Table S3 
                    kset    = [parscreening{:,6}]; 
        elseif constanttype == 2; 
                % 2 Optimized rate constants by minimalization technique in 
                % COPASI: (Not reported in paper) 
                    kset    = [parscreening{:,5}]; 
        else 
                display('Unvalid value for parameter constanttype'); 
                return 
    end 
  
    % Rate constants assembled for model is based on the choice of 
    % constanttype.   
    k.kf_auto_tr    =   kset(1); 
    k.kr_auto_tr    =   kset(2); 
    k.kc_auto_tr    =   kset(3); 
    k.kc_delay      =   kset(7); 
    k.Km_delay      =   kset(8); 
    k.kf_inh_i      =   kset(9); 
    k.kf_inh_ai     =   kset(10); 
    k.kf_degr_i     =   kset(12); 
    k.kf_degr_ai    =   kset(13); 
    k.kc_auto_tg    =   kset(15); 
    k.kflow         =   kflow; 
  
%% SPECIFIC RATE CONSTANTS 
        if R_1 == 1 
            %Ac 
            k.Km_act        =   parlibraryR1{1,4}; 
            k.kf_act        =   kset(4); 
            k.kc_act        =   parlibraryR1{2,4}; 
            k.kr_act        =   k.Km_act*k.kf_act-k.kc_act; 
            k.kf_inh_aai    =   parlibraryR1{3,4}; 
            k.kf_degr_aai   =   parlibraryR1{4,4};                 
            disp('Ac') 
            kact=k.kc_act/k.Km_act 
        elseif  R_1 == 2 
            % Asp 
            k.Km_act        =   parlibraryR1{1,5}; 
            k.kf_act        =   kset(4); 
            k.kc_act        =   parlibraryR1{2,5}; 
            k.kr_act        =   k.Km_act*k.kf_act-k.kc_act; 
            k.kf_inh_aai    =   parlibraryR1{3,5}; 
            k.kf_degr_aai   =   parlibraryR1{4,5}; 
            disp('AcAsp') 
            kact=k.kc_act/k.Km_act 
        elseif R_1 == 3 
            %MEG 
            k.Km_act        =   parlibraryR1{1,6}; 
            k.kf_act        =   kset(4); 
            k.kc_act        =   parlibraryR1{2,6}; 
            k.kr_act        =   k.Km_act*k.kf_act-k.kc_act; 
            k.kf_inh_aai    =   parlibraryR1{3,6}; 
            k.kf_degr_aai   =   parlibraryR1{4,6};                    
            disp('MEG') 
            kact=k.kc_act/k.Km_act 
        elseif R_1 == 4 
            %Gly 
            k.Km_act        =   parlibraryR1{1,7}; 
            k.kf_act        =   kset(4); 
            k.kc_act        =   parlibraryR1{2,7}; 
            k.kr_act        =   k.Km_act*k.kf_act-k.kc_act; 
            k.kf_inh_aai    =   parlibraryR1{3,7}; 
            k.kf_degr_aai   =   parlibraryR1{4,7}; 
            disp('ZGly') 
            kact=k.kc_act/k.Km_act 
        else 
            display('CHOICE R1 UNKNOWN'); 
        return 
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        end      
  
%% NUMERICAL INTEGRATION BASED ON IRREVERSIBLE INHIBITION: 
  
        % INITIAL CONCENTRATION of the system 
        xo      = zeros(1,13); 
            if isempty(Tg) 
                    xo(1) = species{1,5}; 
            else 
                    xo(1) = Tg; 
            end 
             
            if isempty(Tr) 
                    xo(2) = species{2,5}; 
            else 
                    xo(2) = Tr; 
            end 
             
            if isempty(ProI) 
                    xo(3) = species{3,5}; 
            else 
                    xo(3) = ProI; 
            end 
             
            if isempty(Ap) 
                    Apep  = species{4,5}; 
            else 
                    Apep  = Ap; 
            end 
                    k.Vmax_delay=k.kc_delay*Apep;  
                     
        % INTERGRATION 
        OPTIONS             = ['MaxStep', 1/100, 'InitialStep', 1/100]; 
        [t,x] = ode23t(@dnf_trypsin_kinetic, timespan, xo, OPTIONS, k, kflow, xo); 
  
%% Plot TIME SERIES  
    % Figure 1 is composed of 2 subplots 
    figure 
        converted_uM=x*1000; 
        subplot(2,2,1); hold on; % Time series Tr and complexes 
            plot(t,converted_uM(:,2),'-','Color',[0,0.5,0],'LineWidth',2); 
            plot(t,converted_uM(:,6),'-','Color',[0,0.7,0],'LineWidth',2); 
            plot(t,converted_uM(:,7),'-','Color',[0,0.9,0],'LineWidth',2); 
                title('Time series Tr and complexes',... 
                      'FontWeight','bold','FontSize',16,'FontName','Helvetica') 
                xlabel('time (hours)',... 
                      'FontWeight','bold','FontSize',12,'FontName','Helvetica') 
                ylabel('Concentration (\muM)',... 
                      'FontWeight','bold','FontSize',12,'FontName','Helvetica') 
                legend('[Tr]','[Tr-Tg]','[Tr-aaI]','Location','NorthEast') 
                ylim([0,50]) 
                set(gca,'YTick',0:10:50) 
            hold off                 
        subplot(2,2,2); hold on; % Time series inhibitors&trypsinogen 
            plot(t,x(:,1),'-','Color',[0.4,0,0],'LineWidth',2);  
            plot(t,x(:,3),'-','Color',[0.6,0.6,0.6],'LineWidth',2); 
            plot(t,x(:,4),'-','Color',[0.8,0,0],'LineWidth',2); 
            plot(t,x(:,5),'-','Color',[0,0,0.6],'LineWidth',2); 
                title('Time series inhibitors&trypsinogen',... 
                      'FontWeight','bold','FontSize',16,'FontName','Helvetica') 
                xlabel('time (hours)',... 
                      'FontWeight','bold','FontSize',12,'FontName','Helvetica') 
                ylabel('Concentration (mM)',... 
                      'FontWeight','bold','FontSize',12,'FontName','Helvetica') 
                legend('[Tg]','[aaI]','[aI]','[I]','Location','NorthEast'); 
                ylim([0,1.55]) 
                set(gca,'YTick', 0:0.25:1.55)                 
            hold off                 
        subplot(2,2,3); hold on; % Time series supplementary 
            plot(t,x(:,8),'-','Color',[0.6,0.6,0.6],'LineWidth',2); 
            plot(t,x(:,9),'-','Color',[0.7,0.7,0.7],'LineWidth',2); 
            plot(t,x(:,10),'-','Color',[0.8,0.8,0.8],'LineWidth',2); 
            plot(t,x(:,11),'-','Color',[0.5,0.3,0.5],'LineWidth',2); 
            plot(t,x(:,12),'-','Color',[0.7,0.3,0.7],'LineWidth',2); 
            plot(t,x(:,13),'-','Color',[0.9,0.3,0.9],'LineWidth',2);             
                title('Time series supplementary',... 
                      'FontWeight','bold','FontSize',16,'FontName','Helvetica') 
                xlabel('time (hours)',... 
                      'FontWeight','bold','FontSize',12,'FontName','Helvetica') 
                ylabel('Concentration (mM)',... 
                      'FontWeight','bold','FontSize',12,'FontName','Helvetica') 
                legend('[aaI-Tr]','[aI-Tr]','[I-Tr]',... 
                       '[aaI-OH]','[aI-OH]','[I-OH]','Location','NorthEast'); 
Mathematical modelling of an out-of-equilibrium enzymatic reaction network 
89 
                ylim([0,1.55]) 
                set(gca,'YTick', 0:0.25:1.55)                    
            hold off                    
        subplot(2,2,4); hold on; %Sum series 
                sum_Tg=x(:,1)+x(:,2)+x(:,6)+x(:,7)+x(:,8)+x(:,9)+x(:,10); 
                sum_Inh=x(:,3)+x(:,4)+x(:,5)+x(:,7)+x(:,8)+x(:,9)+x(:,10)+x(:,11)+x(:,12)+x(:,13); 
            plot(t,sum_Inh,'-.','Color',[0,0,0],'LineWidth',2);  
            plot(t,sum_Tg,'-','Color',[0,0,0],'LineWidth',2);  
                title('Sum series',... 
                      'FontWeight','bold','FontSize',16,'FontName','Helvetica') 
                xlabel('time (hours)',... 
                      'FontWeight','bold','FontSize',12,'FontName','Helvetica') 
                ylabel('Concentration (mM)',... 
                      'FontWeight','bold','FontSize',12,'FontName','Helvetica') 
                legend('[Inhibitors]_t_o_t_a_l','[Enzymes]_t_o_t_a_l','Location','NorthEast');    
                ylim([0,1.55]) 
                set(gca,'YTick', 0:0.25:1.55)                 
            hold off 
%% 2 Plot PHASE DIAGRAM (Tr,Inh)   
    %  In Figure 2 (x,y) = ([inh],[tr]) 
     figure  
        subplot(1,2,1) 
            plot(x(:,2),x(:,5),'-','Color',[0,0.545,0.545],'LineWidth',2); 
                title('Phase portrait 2D',... 
                      'FontWeight','bold','FontSize',16,'FontName','Helvetica') 
                xlabel('[Trypsin] (mM)',... 
                      'FontWeight','bold','FontSize',12,'FontName','Helvetica') 
                ylabel('[intermediate Inhibitor] (mM)',... 
                      'FontWeight','bold','FontSize',12,'FontName','Helvetica') 
                legend('Trajectory','Location','NorthEast');    
        subplot(1,2,2) 
            plot3(x(:,2),x(:,4),x(:,5),'-','Color',[0,0.545,0.545],'LineWidth',2); grid on 
                title('Phase portrait 3D',... 
                      'FontWeight','bold','FontSize',16,'FontName','Helvetica') 
                xlabel('[Trypsin] (mM)',... 
                      'FontWeight','bold','FontSize',12,'FontName','Helvetica') 
                ylabel('[intermediate Inhibitor] (mM)',... 
                      'FontWeight','bold','FontSize',12,'FontName','Helvetica') 
                zlabel('[active Inhibitor] (mM)',... 
                      'FontWeight','bold','FontSize',12,'FontName','Helvetica') 
                legend('Trajectory','Location','NorthEast');    
end 
  
%%@dnf_trypsin_kinetic 
    function [f] = dnf_trypsin_kinetic(~,y,k,kflow,xo) 
  
    % Couple vector indices to name 
        dTg      = 1; 
        dTr      = 2; 
        daaI     = 3; 
        daI      = 4; 
        dI       = 5; 
        dTr_Tg   = 6; 
        dTr_aaI  = 7; 
        % checks: 
            daaI_Tr  = 8; 
            daI_Tr   = 9; 
            dI_Tr    = 10; 
            daaIOH   = 11; 
            daIOH    = 12; 
            dIOH     = 13; 
            % combine: 
                Tg       = y(dTg); 
                Tr       = y(dTr); 
                aaI      = y(daaI); 
                aI       = y(daI); 
                I        = y(dI); 
                Tr_Tg    = y(dTr_Tg); 
                Tr_aaI   = y(dTr_aaI); 
                aaI_Tr   = y(daaI_Tr); 
                aI_Tr    = y(daI_Tr);  
                I_Tr     = y(dI_Tr);   
                aaIOH    = y(daaIOH);  
                aIOH     = y(daIOH);   
                IOH      = y(dIOH);    
  
    %% RATE EQNS 
  
    f(dTg)      = -(k.kf_auto_tr*Tr+k.kc_auto_tg*Tg+kflow)*Tg+k.kr_auto_tr*Tr_Tg+kflow*xo(dTg); 
    f(dTr)      = -
(k.kf_auto_tr*Tg+(k.kf_act+k.kf_inh_aai)*aaI+k.kf_inh_ai*aI+k.kf_inh_i*I+kflow)*Tr... 
                  
+(k.kr_auto_tr+2*k.kc_auto_tr)*Tr_Tg+(k.kr_act+k.kc_act)*Tr_aaI+k.kc_auto_tg*Tg*Tg+kflow*xo(dTr);  
    f(daaI)     = -((k.kf_act+k.kf_inh_aai)*Tr+k.kf_degr_aai+kflow)*aaI+k.kr_act*Tr_aaI+kflow*xo(daaI); 
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    f(daI)      = k.kc_act*Tr_aaI-
((k.Vmax_delay/(k.Km_delay+aI))+k.kf_inh_ai*Tr+k.kf_degr_ai+kflow)*aI; 
    f(dI)       = (k.Vmax_delay/(k.Km_delay+aI))*aI-(k.kf_inh_i*Tr+k.kf_degr_i+kflow)*I; 
    f(dTr_Tg)   = k.kf_auto_tr*Tg*Tr-(k.kr_auto_tr+k.kc_auto_tr+kflow)*Tr_Tg; 
    f(dTr_aaI)  = k.kf_act*Tr*aaI-(k.kr_act+k.kc_act+kflow)*Tr_aaI; 
        f(daaI_Tr)  = k.kf_inh_aai*aaI*Tr-kflow*aaI_Tr;   
        f(daI_Tr)   = k.kf_inh_ai*aI*Tr-kflow*aI_Tr; 
        f(dI_Tr)    = k.kf_inh_i*I*Tr-kflow*I_Tr; 
        f(daaIOH)   = k.kf_degr_aai*aaI-kflow*aaIOH;  
        f(daIOH)    = k.kf_degr_ai*aI-kflow*aIOH; 
        f(dIOH)     = k.kf_degr_i*I-kflow*IOH; 
    % Transpose vector is read by modelscript function. 
        f       = f';   
4.5.7  Wave classifier 
function [FP_out,DR_out,SR_out,peaklog] = checksus321(t,datasource,percentrange) 
  
%% INITIAL CLASSIFICATION from data source 
  
% Allows to shift cell starting point (if needed) 
icol = 1; 
  
SR{1,1} = 'Sustained Count'; 
SR{1,icol+1} = 'Offset %'; 
SR{2,icol+1} = percentrange; 
SR{3,icol} = 't1'; 
SR{3,icol+1} = 't2'; 
SR{3,icol+2} = 'Amplitude'; 
SR{3,icol+3} = 'Minimum'; 
SR{3,icol+4} = '\/ Time'; 
SR{3,icol+5} = 'Ratio minmax'; 
  
idcol = 1; 
DR{1,1} = 'Damped Count'; 
DR{1,idcol+1} = 'Offset % Sustained'; 
DR{2,idcol+1} = percentrange; 
DR{3,idcol} = 't1'; 
DR{3,idcol+1} = 't2'; 
DR{3,idcol+2} = 'Amplitude'; 
DR{3,idcol+3} = 'Minimum'; 
DR{3,idcol+4} = '\/ Time'; 
DR{3,idcol+5} = 'Ratio minmax'; 
 
% Remember: detects first peak as U shape. 
FP{1,1} = 'First Peak data'; 
FP{3,icol} = 't1'; 
FP{3,icol+1} = 't2'; 
FP{3,icol+2} = 'Left Shoulder height'; 
FP{3,icol+3} = 'Right Shoulder height'; 
  
% Extrema in u shape (defined by function below) 
    [ymax,imax,ymin,imin] = extrema(datasource); 
    % Merge the found peaks together 
    ydata       = [ymax;ymin]; 
    idata       = [imax;imin]; 
  
    % define size iterations 
    [r,~]       = size(ydata); 
  
    firstflag = 1; % First finding is slightly different 
    countsus=0;    countbig=0;    countdamp=0; 
    c=0; 
    cflag=true; % c needs to be added this loop 
    last_was_eqheight = false; 
    peaklog = []; 
  
    for i = 2:1:r-1            % -1 since we load i+1 in the loop 
        tt1 = t(idata(i-1)); tt2 = t(idata(i)); tt3 = t(idata(i+1)); 
        % mmm pattern 
        a1 = ydata(i-1);  a2 = ydata(i); a3 = ydata(i+1);  
        % \./ Correct pattern ? (Max-Min-Max) + Filter low tings 
        if a1 > a2 && a3 > a2 && a1 > 0.0001 
            t1 = t(idata(i-1)); t2 = t(idata(i)); t3 = t(idata(i+1)); 
            peakdiff = abs(abs(a1 - a2) - abs(a2 - a3)); 
            % compare neighbouring peak height 
            if peakdiff <= percentrange*a1 % Check the difference is smaller than a % of height of a3 
                if cflag; c = c+1; cflag = false; end 
                peaklog(c:c+1,1:2) = [t1,a1;t2,a2]; 
                % Is there a sustained oscillation ? 
                if ~last_was_eqheight 
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                    last_was_eqheight = true; 
                    peakcompari = i; 
                else 
                    if i - peakcompari == 2 
                        % Sustained ? 
  if firstflag == 1 % Create the first entry (otherwise the program does not record  
the first of two compared) 
                            firstflag = 0; 
                            countsus = countsus + 1; 
                            % t of first maximum (a1) 
                            SR{3+countsus,icol} = t(idata(peakcompari-1));  
                            % t2 
                            SR{3+countsus,icol+1} = t(idata(peakcompari+1));  
                            % Amplitude (Average of Two Maxima) 
SR{3+countsus,icol+2} = (ydata(peakcompari-1) + ydata(peakcompari+1) -
2*ydata(peakcompari) )/2; 
                            % Minimum value (sits on a2, or i) 
                            SR{3+countsus,icol+3} = ydata(peakcompari); 
                            % Period    (Distance between Two Maxima) 
                            SR{3+countsus,icol+4} = t(idata(peakcompari+1))-t(idata(peakcompari-1));  
                            % Ratio    (Ratio between max-min) 
SR{3+countsus,icol+5} = (ydata(peakcompari-1)/ydata(peakcompari) + 
ydata(peakcompari+1)/ydata(peakcompari))/2; 
                        end 
                        countsus = countsus + 1; 
                        % t of first maximum (a1) 
                        SR{3+countsus,icol} = t1;  
                        % t2 
                        SR{3+countsus,icol+1} = t3;  
                        % Amplitude (Average of Two Maxima) 
                        SR{3+countsus,icol+2} = (a1 + a3 - 2*a2 )/2; 
                        % Minimum value (sits on a2, or i) 
                        SR{3+countsus,icol+3} = a2; 
                        % Period    (Distance between Two Maxima) 
                        SR{3+countsus,icol+4} = t3-t1;  
                        % Ratio    (Ratio between max-min) 
                        SR{3+countsus,icol+5} = (a1/a2 + a3/a2)/2; 
                        peakcompari = i; 
                    else 
                        last_was_eqheight = false; 
                    end 
                end 
            end 
         
        if peakdiff > 0.5*a3 && t2 < 5 % Maybe first peak that we see ?. 
             
            if cflag;  
            c = c+1; cflag = false;  
            end 
            peaklog(c:c+1,1:2) = [t1,a1;t2,a2]; 
            countbig = countbig + 1; 
             
FP{3+countbig,icol} = t1; FP{3+countbig,icol+1} = t3; FP{3+countbig,icol+2} = a1; 
FP{3+countbig,icol+3} = a3;         
        elseif countsus == 0 && countbig ~= 0 
            if cflag;  
            c = c+1; cflag = false; 
            end 
            peaklog(c:c+1,1:2) = [t1,a1;t2,a2]; 
            countdamp = countdamp + 1; 
             
            % t of first maximum (a1) 
            DR{3+countdamp,idcol} = t1;  
            % t2 
            DR{3+countdamp,idcol+1} = t3;  
            % Amplitude (Average of Two Maxima) 
            DR{3+countdamp,idcol+2} = (a1 + a3 - 2*a2 )/2; 
            % Minimum value (sits on a2, or i) 
            DR{3+countdamp,idcol+3} = a2; 
            % Period    (Distance between Two Maxima) 
            DR{3+countdamp,idcol+4} = t3-t1;  
            % Ratio    (Ratio between max-min) 
            DR{3+countdamp,idcol+5} = (a1/a2 + a3/a2)/2; 
             
        end 
    end 
    if ~cflag 
    c = c+1; 
     end 
    cflag=true; 
end 
  
%% ASSEMBLE DATA  
FP_out= false; DR_out= false; SR_out= false; outstr=[];  
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ampratio = mean([SR{4:end,6}]); 
    if countsus == 0 || ampratio < 1.5 % Are we sure that the oscillation is sustained ? (cutoff) 
        outstr = [outstr,13,'No sustained region, sorry (iz-vee-NEE-tye)']; 
    else % 1. Sustained found 
  
        SR{2,icol} = countsus; 
        % Plot overlay 
            % Return values 
            amp = mean([SR{4:end,icol+2}]); % defined before if aswell 
            minim = mean([SR{4:end,icol+3}]); 
            per = mean([SR{4:end,icol+4}]); 
            ampratio = mean([SR{4:end,icol+5}]); 
  
            % Gather plot data 
            tmin = SR{4,icol}; 
            tmax = SR{3+countsus,icol+1}; 
            indexmin = find(tmin == t); 
            indexmax = find(tmax == t); 
             
            % Color sustained region 
            outstr = [outstr,13,num2str(countsus),' Sustained! (max ',num2str(percentrange),'x 
diff)',13,'Amplitude (mM) : ',num2str(amp),'',13,'Minimum   (mM) : ',num2str(minim),'',13,'Period    
(~)  : ',num2str(per),'',13,'Ratio    (~)  : ',num2str(ampratio),'']; 
        SR_out = SR; 
    end 
  
    if countbig == 0 % 3. Did we spot any first peaks? 
    outstr = [outstr,13,'No First peak sorry (iz-vee-NEE-tye)']; 
    else % 3. First Peak detected 
    % Plot overlay 
        % Gather plot data 
        tmin = FP{4,icol}; 
        tmax = FP{4,icol+1}; 
        indexmin = find(tmin == t); 
        indexmax = find(tmax == t); 
         
        outstr = [outstr,13,'First peak detected @ t=',num2str(tmin),'']; 
     
    FP_out = FP; 
    end 
  
    if countdamp == 0 
         outstr = [outstr,13,'No Damped regime sorry (iz-vee-NEE-tye)']; 
    else % 2. Damped regime 
     
    % Creating answer sheet 
    DR{2,idcol} = countdamp; 
        % Identifying tmin tmax 
        % tmax of first peak 
        tmin = DR{4,idcol}; 
        % tmin of sustained region 
        tmax = DR{3+countdamp,idcol+1}; 
        indexmin = find(tmin == t); 
        indexmax = find(tmax == t); 
        outstr = [outstr,13,'Damped Region from t=',num2str(tmin),' to ',num2str(tmax),'']; 
    DR_out = DR; 
   
  end  
 end 
  
%% 
function [xmax,imax,xmin,imin] = extrema(x) 
%   [XMAX,IMAX,XMIN,IMIN] = EXTREMA(X) returns the global minima and maxima points of the vector X 
ignoring NaN's 
%       XMAX - maxima points in descending order 
%       IMAX - indexes of the XMAX 
%       XMIN - minima points in descending order 
%       IMIN - indexes of the XMIN 
% REF [Carlos AdriÃ¡n Vargas Aguilera. nubeobscura@hotmail.com] 
 xmax = []; imax = []; xmin = []; imin = []; 
  
    % Vector input 
    Nt = numel(x); 
    if Nt ~= length(x) 
     error('Entry must be a vector.') 
    end 
     % NaN's: 
    inan = find(isnan(x)); 
    indx = 1:Nt; 
    if ~isempty(inan) 
     indx(inan) = []; 
     x(inan) = []; 
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     Nt = length(x); 
    end 
  
    % Difference between subsequent elements: 
    dx = diff(x); 
  
    % Is an horizontal line? 
    if ~any(dx) 
     return 
    end 
  
    % Flat peaks? Put the middle element: 
    a = find(dx~=0);              % Indexes where x changes 
    lm = find(diff(a)~=1) + 1;    % Indexes where a do not changes 
    d = a(lm) - a(lm-1);          % Number of elements in the flat peak 
    a(lm) = a(lm) - floor(d/2);   % Save middle elements 
    a(end+1) = Nt; 
  
    % Peaks? 
    xa  = x(a);             % Serie without flat peaks 
    b = (diff(xa) > 0);     % 1  =>  positive slopes (minima begin)   
                            % 0  =>  negative slopes (maxima begin) 
    xb  = diff(b);          % -1 =>  maxima indexes (but one)  
                            % +1 =>  minima indexes (but one) 
    imax = find(xb == -1) + 1; % maxima indexes 
    imin = find(xb == +1) + 1; % minima indexes 
    imax = a(imax); 
    imin = a(imin); 
  
    nmaxi = length(imax); 
    nmini = length(imin);                 
  
    % Maximum or minumim on a flat peak at the ends? 
    if (nmaxi==0) && (nmini==0) 
     if x(1) > x(Nt) 
      xmax = x(1); 
      imax = indx(1); 
      xmin = x(Nt); 
      imin = indx(Nt); 
     elseif x(1) < x(Nt) 
      xmax = x(Nt); 
      imax = indx(Nt); 
      xmin = x(1); 
      imin = indx(1); 
     end 
     return 
    end 
  
    % Maximum or minumim at the ends? 
    if (nmaxi==0)  
     imax(1:2) = [1 Nt]; 
    elseif (nmini==0) 
     imin(1:2) = [1 Nt]; 
    else 
     if imax(1) < imin(1) 
      imin(2:nmini+1) = imin; 
      imin(1) = 1; 
     else 
      imax(2:nmaxi+1) = imax; 
      imax(1) = 1; 
     end 
     if imax(end) > imin(end) 
      imin(end+1) = Nt; 
     else 
      imax(end+1) = Nt; 
     end 
    end 
    xmax = x(imax); 
    xmin = x(imin); 
  
    % NaN's: 
    if ~isempty(inan) 
     imax = indx(imax); 
     imin = indx(imin); 
    end 
  
    % Same size as x: 
    imax = reshape(imax,size(xmax)); 
    imin = reshape(imin,size(xmin)); 
  
    % Descending order: 
    [temp,inmax] = sort(-xmax); clear temp 
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    xmax = xmax(inmax); 
    imax = imax(inmax); 
    [xmin,inmin] = sort(xmin); 
    imin = imin(inmin); 
end 
4.5.8  Genetic algorithm 
% [REF] http://www.mathworks.nl/help/gads/examples/constrained-minimization-using-the-genetic-
algorithm.html 
...  
% Custom mutation algorithm: Possible 
% Visualization: Overview    
    % ID    NAME                            VALUE    LB     UB      CONSTR? 
    % 
    % 111   kf_auto (Tg)                =   0,0028  -10%    10%     LB UB 
    % 112   kf_auto (Tr)                =   82       []     1000%   Fcn && UB 
    % 122   kf_activation (Tr)          =   448      []     1000%   Fcn && UB 
    % 143   kf_inhibition (aaI)         =   2,4927  -10%    10%     LB UB 
    % 144   kf_inhibition (I)           =   43      -10%    10%     LB UB 
    % 145   kf_inhibition (aI)          =   1,95    -10%    10%     LB UB 
    % 153   kf_degradation (aaI)        =   0,17    -10%    10%     LB UB 
    % 154   kf_degradation (I)          =   0,027   -10%    10%     LB UB 
    % 155   kf_degradation (aI)         =   0,025   -10%    10%     LB UB 
    % 216   kr_auto (Tr_Tg)             =   2,04     []     1000%   Fcn && UB 
    % 227   kr_activation (Tr_aaI)      =   14742,7  []     1000%   Fcn && UB  
    % 316   kcat_auto (Tr_Tg)           =   34,7987 -10%    10%     Fcn && UB LB 
    % 327   kcat_activation (Tr_aaI)    =   1120,7  -10%    10%     Fcn && UB LB 
    % 338   kcat_delay (Apep)           =   0,077   -10%    10%     LB UB 
    % 438   km_delay (Apep)             =   2,7     -10%    10%     LB UB 
  
%% prep genetic algoritmh 
addpath('ode23eff') % for more efficient and faster runs in C++. 
load modvar.mat 
  
    % Initial conditions of the system (vector from modvar) 
    xo                  = [modvar.Reactant{:,3}]; 
    k0                  = [modvar.Parameters{:,2}]; 
    LBUB = [90 110 
            90 110 
            90 110 
            90 110 
            90 110 
            90 110 
            90 110 
            90 110 
            90 110 
            90 110 
            90 110 
            90 110 
            90 110 
            90 110 
            90 110]; 
         
    LBUB = LBUB / 100; 
  
nvars = length(k0); 
  
LB = k0'.*LBUB(:,1); 
UB = k0'.*LBUB(:,2); 
  
%% Add option to GA in Matlab. 
options = gaoptimset('MutationFcn',@mutationadaptfeasible, 'InitialPopulation',k0); 
  
close all 
  
while true 
    [x,fval] = ga(@fitness_experiments,nvars,[],[],[],[],LB,UB,@constraint,options); 
end 
  
%% @experiments 
    function y = fitness_experiments(k) 
    %% Training set (example) 
        %apep = 34.1 fvsv=0.234 
        %characteristics measured data: 
        xo{1,1}          = [0.1667 2.15e-4 1.5 0 0 0 0 31.4]; % Extract from modvar.Reactant{:,3} 
        kflow{1,1}       = 0.234; 
        FP_t1_a1{1,1}    = 1; 
        FP_a2{1,1}       = 0.0003; % to force wave down 
        damp_avg_amp{1,1}= 0.00739864966666700; 
        damp_avg_per{1,1}= 6.4; 
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        sus_avg_amp{1,1} = 0.0051217115; 
        sus_avg_per{1,1} = 5.985; 
        fit_exp_AB{1,1}  = [0.0072,-0.1089]; 
  
        % D13 
        % apep = 20.9 fvsv=0.234 
        xo{2,1}         = [0.1667 2.15e-4 1.5 0 0 0 0 20.9]; % Extract from modvar.Reactant{:,3} 
        kflow{2,1}        = 0.234; 
        FP_t1_a1{2,1}     = 0.775; 
        FP_a2{2,1}        = 0.0003; % to force wave down 
        damp_avg_amp{2,1} = 0.00739864966666700; 
        damp_avg_per{2,1} = 6.4; 
        sus_avg_amp{2,1}  = 0.00739864966666700; 
        sus_avg_per{2,1}  = 6.4; 
        fit_exp_AB{2,1} = [0.0096,-0.1437]; 
         
        ... 
         
        y = []; 
        success = {}; 
  
        for i = 1:10 
            % k is identical, rest is unique between fits 
            [yscore,successmat] = 
ScoreDataSet(k,xo{i,1},kflow{i,1},FP_t1_a1{i,1},FP_a2{i,1},sus_avg_amp{i,1},sus_avg_per{i,1},damp_avg_a
mp{i,1},damp_avg_per{i,1},fit_exp_AB{i,1}); 
            y(i) = yscore; 
            success{i,1} = successmat; 
  
        y = sum(y); 
  
            if mean([success{:,1}]) < 0.3 
                beep 
                disp(['***SEARCH TERMINATED***',13,'Awesome! you can get coffee now']) 
                disp('saving and stuff <put here>');         
                global count 
                global kvalues 
                count = count + 1; 
                kvalues = [kvalues;k]; 
                beep 
            end 
        %disp(y); 
        end 
  
    end 
  
%% @constraints 
    function [c, ceq] = constraint(k) 
  
        %% Rate constants in condidate string.  
        k111=k(1); 
        k112=k(2); 
        k122=k(3); 
        k143=k(4); 
        k144=k(5); 
  
        k145=k(6); 
        k153=k(7); 
        k154=k(8); 
        k155=k(9); 
        k216=k(10); 
  
        k227=k(11); 
        k316=k(12); 
        k338=k(14); 
        k327=k(13); 
        k438=k(15); 
  
    %% Additional constraints 
       ceq = [(k216+k316)/k112 > 0.55; 
            (k216+k316)/k112 < 0.45; 
            k327/((k227+k327)/k122) > 65; 
            k327/((k227+k327)/k122) < 55; 
            ]; % must be equal to 0 
  
       c = []; % larger or equal 
        
    end     
  
%% Score sheet (used by experiments_fitness) 
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    function [ y, success, t, xtr ] = 
ScoreDataSet(k,xo,kflow,FP_t1_a1,FP_a2,sus_avg_amp,sus_avg_per,damp_avg_amp,damp_avg_per,fit_exp_AB) 
    success = 10; % Satisfied or not 
    timespan            = [0:0.01:100]; 
    [t,x]               = ode23t(@dXdT, timespan, xo, [], k, kflow,xo); 
  
    xtr = x(:,2); 
    [FP,DR,SR,outstr] = checksus321(t, xtr, 0.003); 
    %% score sheet 
    y=0; % Starting point 
    if ~islogical(FP)  
        y = y+1; 
        if FP{4,4} < FP_a2 
            y = y+1; 
         
            if abs(FP{4,1}-FP_t1_a1) < 1*FP_t1_a1  
                y=y+1; 
  
                if ~islogical(DR) % checksus out is cell (type output) anders niet locigal. 
                    y = y + 1; 
                    % Periode and amplitude 
                    frac_diff_per_damp=abs(DR{2,6}-damp_avg_per)/damp_avg_per; 
                    frac_diff_amp_damp=abs(DR{2,3}-damp_avg_amp)/damp_avg_amp; 
                     
                    if frac_diff_per_damp < 0.1 && frac_diff_amp_damp < 0.4 
                        y = y + 1/frac_diff_per_damp + 1/frac_diff_amp_damp; 
                        y=y+1;  
  
                        if ~islogical(SR) % table is not filled? 
                            y=y+1;  
  
                            % Periode and amplitude  
                            frac_diff_per_sus=abs(SR{2,5}-sus_avg_per)/sus_avg_per; 
                            frac_diff_amp_sus=abs(SR{2,3}-sus_avg_amp)/sus_avg_amp; 
                             
                             y = y + 1/frac_diff_per_sus + 1/frac_diff_amp_sus; 
  
                            if frac_diff_per_sus < 0.05 && frac_diff_amp_sus < 0.2 
  
                                data_x=[DR{4:end,3}]'; 
                                data_x=data_x-min(data_x); 
                                data_t=[DR{4:end,1}]';  
                                data_fit=coeffvalues(fit(data_t,data_x,'exp1')); 
                                deviate_fit = abs(abs(fit_exp_AB)-abs(data_fit))./abs(fit_exp_AB); 
                                disp(deviate_fit); 
  
                                y=y + 1/deviate_fit(1) + 1/deviate_fit(2); 
                                if deviate_fit(1) < 0.3 && deviate_fit(2) < 0.3 
                                     
                                    y=y + 1/deviate_fit(1) + 1/deviate_fit(2); 
                                    success= deviate_fit; 
                                    disp(deviate_fit); 
                                    disp(outstr); 
                                     
                                end 
                            end 
                        end 
                    end 
  
                end   
            end 
        end 
    end 
    end 
4.5.9  Phase plots in general 
function [t,x]=Phaseplot_FAp(constanttype,R_1,stepsize) 
...  
  
%% DIMENSIONS for analysis 
  
    % Variable space  
        flow_min=10; flow_max=150; 
        Apep_min=0;  Apep_max=150; 
    % Sampling size 
        if isempty(stepsize) 
            stepsize=1; 
        end 
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    % Spaces for 3d volume are defined: 
        flow_space  = flow_min:stepsize*(flow_max/10):flow_max; 
        Apep_space  = Apep_min:stepsize*(Apep_max/10):Apep_max; 
  
        % Create save space 
            result1 = zeros(length(flow_space),length(Apep_space)); 
            result2 = zeros(length(flow_space),length(Apep_space)); 
                 
        % Define lengths of spaces:     
            l_i= length(flow_space); 
            l_j= length(Apep_space); 
  
            % Ground phase (f,T) 
            for i = 1:l_i;  disp(i); 
                    flow_spacei = flow_space; 
                    kflow       = flow_spacei(i)/250;  
                    k.kflow     = kflow;                         
                    xoi         = xo; 
                     
                    for j = 1:l_j;                
                        Apep_spacej = Apep_space; 
                        xoi(4)      = Apep_spacej(j); 
                     
                % MODEL run  
                    % within each looped m,i,j. (thus every grid) 
                    [t,x] = ode23t(@dnf_trypsin_irrev, timespan, xoi, [], k, kflow, xoi); 
  
                % CHECKSUS ANALYSIS 
                    % detect Tr on every grid to report heatmap nr: 
                    [amp,per] = checksusphase(t,x(:,2),0.003,1); 
                        result1(i,j) = amp; result2(i,j) = per; 
                    end 
            end 
  
            % Save dimensions 
            Apep_space=Apep_space*0.010637; flow_space=flow_space'; 
            Save('Php-x.mat','Apep_space','flow_space', 'result1','result2');     
%% Plot 
    figure 
    subplot (1,2,1) 
            colormap('jet') 
            imagesc(flow_space,Apep_space,result1',[0 0.06]) 
            colorbar('FontSize',12,'FontName','Calibri'); 
  
            set(gca,'YDir','normal')    
  
            xlabel('Flow rate (\muL h^-^1)','FontSize',10, 'FontName','Calibri'); 
            ylabel('Apep (U mL^-^1)','FontSize',10, 'FontName','Calibri'); 
        title(  'Amplitudes',... 
                'FontWeight','bold','FontSize',12,'FontName','Helvetica'); 
  
    subplot(1,2,2) 
            colormap('jet') 
            imagesc(flow_space,Apep_space,result2',[0 15]) 
            colorbar('FontSize',12,'FontName','Calibri'); 
  
            set(gca,'YDir','normal')    
  
            xlabel('Flow rate (\muL h^-^1)','FontSize',10, 'FontName','Calibri'); 
            ylabel('Apep (U mL^-^1)','FontSize',10, 'FontName','Calibri'); 
        title(  'Periods',... 
                'FontWeight','bold','FontSize',12,'FontName','Helvetica');  
end 
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Chapter 5:  
The influence of molecular structure on the properties of 
out-of-equilibrium oscillating enzymatic reaction networks 
 
Our knowledge of the properties and dynamics of complex molecular reaction networks, for 
example those found in living systems, considerably lags behind the understanding of 
elementary chemical reactions. In part, this is because chemical reactions networks are non-
linear systems that operate under conditions far from equilibrium. Of particular interest is the 
role of individual reaction rates on the stability of the network output. In this research we use a 
rational approach combined with computational methods, to produce complex behavior (in our 
case oscillations) and show that small changes in molecular structure are sufficient to impart 
large changes in network behavior. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This chapter has been published as:  
Wong, A. S. Y.; Postma, S. G. J.; Vialshin, I. N.; Semenov, S. N.; Huck, W. T. S. J. Am. Chem. 
Soc. 2015, 137, 12415−12420. 
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5.1 Introduction 
Enzymatic chemical reaction networks (CRNs) drive many of the key processes in living 
systems, including circadian clocks, signaling pathways, energy metabolism, and cell division.1,2 
Interactions and feedback loops within CRNs give rise to dynamic, and complex behavior.3 A 
classic example of complex behavior in out-of-equilibrium conditions are oscillations.4,5 The 
general design principles behind the oscillatory behavior are well-understood and the network 
topologies required to produce a certain behavior are known.6-9 Inspired by examples in 
synthetic biology,10,11 recent studies in dynamic self-assembly systems12-14 and cell-free gene 
circuits15,16 have highlighted the potential for constructing reaction networks with designed 
outputs. However, they also show that subtle changes in substituents in key components have a 
pro-found influence on the observed behavior of a system. The key challenges encountered in 
the experimental realization of a robust steady-state output, are often associated with balancing 
of reaction rates between various feedback loops in the network. Sometimes, these rates are not 
known, or cannot be tuned easily, as is often the case in for example synthetic gene networks. 
Nevertheless, even for oscillators with equal topologies, differences in their regulatory 
components result in different network properties. These difference can lead to changes in the 
characteristic periods of the oscillators from minutes to hours, but could also shift the regime in 
which sustained oscillations can be found.1,7 
Now, to gain insight in how the molecular structure influences the behavior of out-of-
equilibrium complex systems, we employ a bottom-up approach where parts of the network can 
be tuned, while keeping all other rates constant. This work is based on our recently described 
strategy to design enzymatic CRNs capable of producing limit cycle oscillations (see Chapter 
2).17 In our network, autocatalytic production of the enzyme trypsin is coupled to a delayed 
negative feedback loop regulated by small organic molecules. In contrast to other oscillators 
such as those based on DNA circuits,18-20 reconstituted cellular networks,21,22 or inorganic 
compounds,23-26 the enzymatic oscillator can be disassembled to study elementary reactions, and 
the use of small molecules allows tunability and control over individual components of the 
system by organic synthesis. 
Here, we exploit the flexibility introduced by using small synthetic peptides as key 
intermediates in the enzymatic network, by synthesizing a range of compounds (see Chapter 3) 
that change one reaction rate, and one rate only, in a specific part of the network by an order of 
magnitude. Due to the nonlinear nature of the CRN, this change in reaction rate in one part of 
the network will not lead to a corresponding linear change in output of the network (i.e. 
amplitude or periodicity). Instead, it will change the very nature of the steady state behavior. In 
this work, we combine experiments with computational methods to follow these changes in the 
network upon the introduction of different small molecules. 
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5.2 Results and discussion 
Enzymatic reaction network 
Our oscillatory network consists of four main enzymatic reactions: autocatalysis, activation, 
delay, and inhibition (Figure 1). The central enzyme trypsin (Tr), a mammalian endopeptidase, 
cleaves amide bonds on the carboxylic side of lysine residues.27,28 In the short positive feedback 
loop, Tr converts its own inactive precursor trypsinogen (Tg) in an autocatalytic way. The 
delayed negative feedback loop ultimately results in inhibition of Tr, but the recognition of the 
potent, active inhibitor (4-(2-aminoethyl)benzenesulfonyl fluoride, AEBSF)29 is initially 
hampered by amino acid residues. In the activation step, Tr converts a pro-inhibitor into an 
intermediate inhibitor, which consists of a glutamine (Gln) residue attached to the inhibitor 
moiety. Please note that we use methylated lysine residues in the pro-inhibitor to slow down the 
rate of activation.15,30 Cleavage of Gln in the delay step is controlled by aminopeptidase N (Ap), 
and yields the active inhibitor that closes the negative feedback loop. 
As discussed in Chapter 3, we can selectively influence the rate of pro-inhibitor cleavage by 
Tr in the activation step by modifying the N-termini of the pro-inhibitors (see Figure 5.1). In 
addition to the earlier reported acetyl derivative (Ac, 1), we synthesized three more analogues 
with different R-groups: acetylated aspartic acid (Ac-Asp, 2), methoxy ethylene glycol (MEG, 3), 
and carboxybenzyl-protected glycine (Z-Gly, 4). Since trypsin preferably hydrolyses peptide 
bonds at non-terminal sites, we expect the neutral Z-Gly residue to enhance the trypsin affinity 
towards the pro-inhibitor. Conversely, the acidic Ac-Asp residue is expected to slow down the 
rate of trypsin hydrolysis.31 MEG was selected as a neutral side-group of increased size 
compared to the acetyl group.  
 
Figure 5.1: Enzymatic reaction network with R-modified pro-inhibitors: acetyl (Ac, 1), acetylated aspartic acid 
(Ac-Asp, 2), methoxy ethylene glycol (MEG, 3), and carboxybenzyl-protected glycine (Z-Gly, 4). The structures 1-4 are 
synthesized by a combination of conventional solid-phase and solution phase peptide chemistry (see Chapter 3). 
Enzymatic conversions of all compounds were investigated using kinetic studies, in which 
unavoidable background reactions (hydrolysis of the sulfonyl fluorides and background 
inhibition of trypsin by pro-inhibitor) were all taken into account (see Chapter 3). The rate 
constants of the activation step are shown in Figure 5.2a, in which kact is a measure for the 
specificity of Tr towards the pro-inhibitor. Notably, the background reactions are similar for all 
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compounds (see Supplementary Information 5.5.1). The kinetic studies show that the values of 
kact differ significantly between compounds 1-4, ranging from 21 to 482 mM-1 h-1, and that the 
activation rate increases in the series: 2 < 3 < 1 < 4.  
Structure-network property relations  
Subsequently, we used a computational bifurcation analysis (Figure 5.2b) to screen the effect 
of changes in kact values on the properties of the CRN. This analysis is based on the set of 
ordinary differential equations (ODEs) we used previously to describe our network (see 
Chapter 4).15 Here, we are interested in finding a range of kact values for which the method 
predicts two possible solutions for [Tr], indicative of an oscillatory regime.32 Indeed, the analysis 
shows that the kact values of pro-inhibitors 1-4 all fall within the calculated oscillatory regime 
(Figure 5.2b, dotted lines). Furthermore, the diagram indicates that the amplitudes of the 
predicted sustained oscillations associated with each of the four molecules (Figure 2a, arrows) 
follow the reverse trend found in the activation rates of 1-4: 4 > 1 > 3 > 2. 
Next, we tested the properties of 1-4 experimentally in the full network under batch 
conditions (in which case an equilibrium state is inevitably reached). Figure 5.3a shows that the 
reaction network gives an initial rise in [Tr] for each of the pro-inhibitors, before decaying to 
equilibrium in which trypsin is fully inhibited by the inhibitor freed in solution. The observed 
single oscillations in [Tr] differ in period and amplitude, which decrease both upon increasing 
kact values. A slower activation of the negative feedback loop allows a longer build-up of trypsin, 
leading to higher amplitudes. Consequently, these oscillations die out with longer periods 
compared to the CRN with 4, where much less trypsin is activated in the first place. However, 
there appears to be no clear linear relationship between kact and the period or the amplitude of 
the single oscillations. The batch experiments provide early evidence that subtly changing the 
molecular structure of the pro-inhibitor significantly alters the quantitative behavior of the full 
network, consistent with the trend found in the bifurcation analysis. 
 
Figure 5.2: Structure-property relations. (a) Experimentally determined activation rates. *activation rate, ݇௔௖௧ ൌ
	݇௖௔௧/ܭெ. See Supplementary Information 5.5.1 for details. (b) Bifurcation diagram of the CRN. The phase diagram is 
constructed from 300 simulated time series in which kact was varied from 0-500 mM-1h-1 (see Supplementary 
Information 5.5.3 for full details). The diagram describes the dynamical behavior of the CRN, by summarizing the state 
(steady state or oscillatory) of each simulated time series. According to Figure 2a, 1-4 should all oscillate with the peak-
to-peak amplitudes of [Tr] marked by the corresponding colored arrows. 
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Figure 5.3: Network behaviour in equilibrium and non-equilibrium conditions. (a) Experimentally obtained time 
series under batch conditions for CRNs with 1-4. (b) Experimentally obtained time series obtained in out-of-
equilibrium conditions for CRNs with 1-4, with end states marked as either being a steady state (colored stars) or 
oscillatory state (dashed line). 
Then, to allow the system to oscillate continuously, we implemented flow using a 
polydimethylsiloxane (PDMS)-based continuous stirred tank reactor (CSTR) to create out-of-
equilibrium conditions. We performed the reaction in flow conditions that is based on previous 
work should result in so-called limit cycle oscillations (see Chapter 2).15,33 As shown in Figure 
5.3b, these oscillations are characterized by a sustained behavior when the CRN contains pro-
inhibitor 1. After an initial period of stabilization, [Tr] oscillates between 1.0-8.3 M. 
To our surprise, the flow experiments conducted under similar conditions resulted in 
qualitatively different behavior for CRNs with 2-4. Even though the first peaks in flow 
conditions follow the same trend as in batch experiments, it appears that when 1 was 
substituted by 2, 3, or 4, neither a decrease nor an increase in activation rate resulted in 
sustained oscillations. the [Tr] oscillations for 2-4 were damped and ended in different steady 
states ([Tr]SS = 9.7 M for 2, 4.8 M for 3, and 0.2 M for 4). In contrast to the predicted range 
of activation rates in the bifurcation diagram, the experiments in Figure 5.3b suggest that in 
reality the oscillating range is smaller. 
 
Figure 5.4: Conditions for sustained oscillations for pro-inhibitors 2-4 predicted by mathematical modelling. 
The colored areas, orange in (a) for 2, cyan in (b) for 3, green in (c) for 4, represent the oscillatory regime above a 
threshold of 2.5 M which is based on varying conditions of flow rate, [Ap]0, and [x]0 (with x = 2,3,4)  from 0-150 L 
h-1, 0-0.5 U mL-1, and 0-5 mM respectively. The increasing color intensities indicate increasing peak-to-peak amplitudes 
of the oscillations. 
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Figure 5.5: Optimal condition screening procedure (a) show by dividing 3D phase plot of 1 into multiple 
(flow,Ap)-phase planes. At each grid of [x]0, slices of (flow,Ap)-phase planes were analyzed for the presence of an 
oscillating regime (non-blue area, x L h-1  y U mL-1), within the screened space (blue area, 150 L h-1  0.5 U mL-1). 
This procedure is repeated for each pro-inhibitor and (b) the analysis is summarized by plotting the relative area of 
oscillatory regimes in (flow,Ap)-phase against [x]0, showing the apparent optimal [x]0 for each pro-inhibitor. In contrast 
to the 3D phase plots, the thresholds are removed to show full domain of [x]0 under which sustained oscillations can be 
found. 
Enzymatic reaction network characteristics 
The precise correlation between molecular structure and balance of reaction rates in the 
network that causes this discrepancy between calculated and experimental bifurcation remains 
unclear. The flow experiments do, however, highlight that changes in molecular structure and 
corresponding reaction rates do not translate to the network properties in a linear fashion.  
To investigate which parameters in our network need to be tuned in order to obtain the 
desired sustained oscillations for CRNs containing pro-inhibitors 2-4, we screened a range of 
initial pro-inhibitor concentrations, [x]0 (x = 2, 3, or 4), initial aminopeptidase concentrations 
[Ap]0, and flow rates by computational simulations. The mathematical model, with the specific 
rate constants for 2-4, was used to construct three-dimensional (3D) phase plots shown in 
Figure 5.4. Essentially, the 3D phase plots predict the experimental conditions under which 
oscillations are expected to be found, in a similar way as the bifurcation diagram in Figure 5.2b. 
Figure 3 shows that sustained oscillations are predicted for pro-inhibitors 2-4, with especially 
large regimes for pro-inhibitors 2 (Figure 5.4a) and 3 (Figure 5.4b). Although the predicted 
phase plots in Figure 5.4 could be smaller in reality (like the bifurcation diagram in Figure 5.2b), 
the shapes of the oscillatory regimes and positions in the 3D space are substantially different. 
This indicates that minor changes in molecular structure alter the characteristics of the whole 
network, as sustained oscillations will be found at different conditions.  
Re-establishing sustained oscillating behavior 
The results in Figure 5.4 provide a route to find new sets of conditions for each pro-inhibitor 
to re-establish sustained oscillating behavior. Figure 5.5a depicts an example of the procedure 
followed to select new conditions using the 3D phase plot for pro-inhibitor 1. Slices of the 3D 
plot in the (flow,[Ap])-plane are taken, and the relative area of the oscillatory regime is 
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calculated by a computer script. Figure 5.5b shows the dependency of the size of (flow,Ap)-
parameter space giving oscillatory regimes plotted against [x]0. Instead of looking for the highest 
amplitude, these calculations rather yield the largest regime (equivalent to the highest probability 
of finding the desired behavior). Clearly, each pro-inhibitor has a different profile, and crucially, 
the apparent optimal [x]0 (i.e. the concentration pro-inhibitor giving the largest parameter space 
with sustain oscillations) differs for each pro-inhibitor. Additional graphs are reported in 
Supplementary Information 5.5.4 to show improvements of the phase plots in (flow,Ap)-plane 
at optima for 2-4. 
To test our model predictions, we performed experiments with [x]0 (x = 2, 3 or 4), [Ap]0, and 
flow conditions retrieved from the screening procedure in Figure 5.5. The time series for 2 and 
3 (orange and cyan squares in Figure 5.6a and 5.6b, respectively) show clear improvement in the 
oscillations when compared to the corresponding initial flow experiments from Figure 5.3b 
(grey squares). Under new conditions, the CRN containing 2 shows sustained oscillations 
between 5-11 M, while the one containing pro-inhibitor 3 oscillates between 1-3 M. 
Although the resulting oscillations can be categorized as similar behavior, the actual oscillations 
are different, judged by the peak-to-peak amplitude, and periods. The predicted oscillatory 
regime in case of pro-inhibitor 4 is very small and reaches peak-to-peak amplitudes barely above 
the baseline of 2.5 M (green trace, Figure 5.4c). Perhaps not unexpectedly, we were unable to 
find limit cycle oscillations within the predicted parameter range (Figure 5.6c). 
 
Figure 5.6: Experimental time series conducted under predicted conditions. Predicted conditions found by the 
analysis shown in Figure 4 (colored squares) compared with time series under initial conditions from Figure 5.3b (grey 
squares) for (a) 2, (b) 3, and (c) 4. The oscillatory states in (a) and (b) are indicated with dashed lines. 
5.3 Conclusions 
In this work, we studied the properties of an oscillating enzymatic reaction network 
composed of one positive and one negative feedback loop. Of particular interest was the 
change in network properties upon changes in one of the reaction rates in the negative feedback 
loop. We synthesized a range of four pro-inhibitors, each with slightly different affinities for the 
key enzyme in our CRN. These four molecules gave a distinct trend in activation rates of the 
negative feedback loop. Our experiments showed that changing reaction rates in one part of the 
network did not lead to corresponding changes in network characteristics such as period or 
amplitude. 
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Instead, each pro-inhibitor required a different set of conditions (flow, [Ap]0, [x]0) in order to 
re-establish the ‘programmed’ network behavior of sustained oscillations. For compound 4, the 
Z-Gly modified pro-inhibitor, the predicted regime for sustained oscillations was very small and 
amplitudes very low. For this pro-inhibitor, no sustained oscillatory behavior was found. It is 
important to note that by changing the set of conditions (flow, [Ap]0, [x]0) means that the limit 
cycles become different, and at every time point, the combination of concentrations for all the 
small molecules (pro-inhibitor, intermediate inhibitor, and AEBSF) as well as trypsin are 
different for each network. Effectively, our results show that networks with the same topology, 
and the same components, but slightly different molecular structures, will have different 
regimes where sustained oscillations will be found. These findings have important implications 
for the future design of complex molecular networks, as they imply that the desired output of a 
network under certain conditions can be found by choosing the appropriate small molecules 
and associated reaction rates. We envision that these studies contribute to the forward 
engineering of out-of-equilibrium networks with robust and tunable outputs. 
5.4 Method Summary 
Synthesis. Pro-inhibitors were synthesized by coupling commercially available 4-(2-
aminoethyl)benzenesulfonyl fluoride (AEBSF, active inhibitor) to peptide cores functionalized 
with different R groups. The strategy combines standard peptide coupling in both solution-
phase and Fmoc solid-phase peptide protocol on a trytil resin.34 Full details of the synthesis and 
characterization of all compounds appear in Chapter 3.  
Kinetic studies. Isolated reactions for the activation step were studied by mixing varying 
concentrations of pro-inhibitor with Tr. Under standardized conditions (100 mM Tris-HCl, pD 
7.7, 20 mM CaCl2 in D2O at 23 °C), conversion of different pro-inhibitors into intermediate 
inhibitor were followed in time by 1H-NMR. Initial speed of the reaction at different 
concentration levels were used to construct Lineweaver-Burk plots, from which the kinetic 
parameters kcat and KM (and thus kact) could be obtained. Full details on the determination of 
kinetic parameters, including those for background reactions, appear in Supplementary 
Information of Chapter 3.  
Batch experiments. For experiment in batch conditions, 1-4 (260 μM) were mixed with Tg 
(130 μM), Tr (23 μM), and Ap (0.830 U mL-1) in 100 mM Tris buffer, pH 7.7, containing 20 
mM CaCl2 at 25oC. Aliquots of the reaction mixture were diluted with an aqueous 0.1 M 
KHSO4 (10 times aliquot volume) solution to quench all reactions.  
Flow experiments. A typical continuous stirred tank reactor (CSTR) experiment is fed by 
four separate inlets to supply Tg (333 μM in HCl, CaCl2 4:36 mM), Tr (27 μg/mL, 1.16 μM in 
Tris-HCl, CaCl2 500:20 mM, pH 7.7), Ap (1.7-3.3 U mL-1 in Tris-HCl, MgCl2 10:10 mM, pH 
7.7), and 1-4 (6-11 mM in HCl 2 mM). The 250 L polydimethylsiloxane (PDMS) reactor is 
kept at 24oC. The different reagents were flown in with fractions of the total flow rate (0.5, 0.2, 
0.2, and 0.1 for Tg, Tr, Ap, 1-4 respectively), leading to initial concentrations in the reactor of: 
Tg (0.167 mM), Tr (0.00023 mM), Ap (0.17-0.33 U mL-1), 1-4 (1.2-2.2 mM) with 100 mM Tris-
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HCl, pH 7.7, 20 mM CaCl2, 1 mM MgCl2 as the final buffer solution. Aliquots of the reaction 
mixture were diluted with 150 μL of an aqueous 0.1 M KHSO4 solution to quench all reactions. 
Trypsin activity assay. Trypsin activity was measured by mixing 150 μL of the quenched 
reaction mixture with 3 mL of 5 μg/mL bis-(Cbz-L-Arg)-rhodamine fluorogenic substrate in 50 
mM Tris-HCl, pH 7.7. The increase in fluorescence intensity (λex = 450 nm, λem = 520 nm) was 
monitored for 40 seconds, and the initial, linear slope was compared to a calibration curve to 
find the concentration of active trypsin.  
Computational screening analyses. Bifurcation diagram and computational screening 
process for initial conditions in our flow experiments are both based on a so-called end-state 
analysis (see 5.4.2). The methods use a previously reported mathematical model based on mass 
action kinetics (see Chapter 4).17  
Depending on the type of analysis, input data is composed of fixed initial conditions, and 
rate constants. Non-fixed conditions are varied within the defined borders of the parameter of 
interest. Core simulations are based on integrations of differential equations describing the 
dynamics of the enzymatic CRN at each of the varied parameter. Using the previously reported 
wave classifier algorithm (see Chapter 4), we analyze the end-state of the system. The output of 
both methods is shown in main text, with the borders of used parameter spaces defined in the 
captions of corresponding figures. For further details, and computer scripts used for the 
analyses, see Supplementary Information 5.4.3 and 5.4.4. 
5.5 Supplementary Information  
Chemicals. All chemicals and reagents were used as received from commercial suppliers (e.g. 
Acros, Sigma Aldrich, Ellsworth, Life Technologies) without any further treatment unless stated 
otherwise. Trypsinogen and trypsin (from bovine pancreas) were purchased from Sigma 
Aldrich, while soybean trypsin inhibitor and aminopeptidase M (EC: 3.4.11.2) were received 
from Novabiochem.  
Instrumentation. Nuclear Magnetic Resonance (NMR) spectra were measured on a Varian 
INOVA A-400 spectrometer at 400 MHz for 1H or on a Bruker-AVANCE III 500 
spectrometer at 500 MHz for 1H, 125.8 MHz for 13C(1H) and 470.4 MHz for 19F. The chemical 
shifts for 1H and 13C are given in parts per million (ppm) relative to tetramethylsilane (TMS) 
and calibrated using a residual peak of the solvent; : 3.31 for CD3OD and : 4.79 for D2O in 
1H NMR and : 46.7 for CD3OD in 13C NMR. Multiplets are reported as s (singlet), d (doublet), 
dd (double doublet), t (triplet), q (quartet) and m (multiplet). Coupling constants are reported as 
J as value in Hertz (Hz). The number of protons (n) for a given resonance is indicated as nH 
and is based on the spectral integration values. Fourier transform infrared spectroscopy (FT-IR) 
spectra were recorded on a Bruker TENSOR 27 spectrometer fitted with an attenuated total 
reflectance (ATR) cell. Mass spectra were obtained from Thermo scientific advantage LCQ, JEOL 
Accurate Time of Flight (ToF) and Thermo Finnigan LCQ Fleet instruments, linear ion trap electrospray 
ionization (ESI). The masses-to-charge ratio is given in Daltons (Da). Cetoni® neMESYS, 14.5 
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gear high-precision pumps were used for flow experiments. Kinetic measurements with 
fluorogenic substrates were performed on a Perkin Elmer LS55 fluorescence spectrometer. 
5.5.1  Kinetic parameters 
Kinetic studies were performed to determine the rate constants of pro-inhibitor cleavage by 
trypsin, degradation, and background inhibition of pro-inhibitor 1-4 in isolated reactions. A 
summary of the determined rate constants for involving 1-4 is presented below. Rate constants 
for all other reactions not involving pro-inhibitors have been reported before (see Chapter 3).  
Table S5.1: Summary of kinetic studies. (see Chapter 3 for full details). 
Pro-
inhibitor 
N-terminal  
R-group 
kcat 
(h-1) 
KM
(mM) 
kcat/kM
(mM-1 h-1) 
kinh 
(mM-1 h-1) 
kdegr 
(h-1) 
1 Acetyl 1027 21.9 47 1.76 0.18 
2 Ac-Asp 71 3.5 21 1.49 0.16 
3 MEG 487 17.4 28 1.72 0.17 
4 Z-Gly 3844 8.0 482 2.21 0.16 
5.5.2  End-state analysis 
The dynamical behavior of the CRN can be characterized by an end-state analysis. In typical 
screenings for oscillatory regimes, we use this strategy to assess in which regime of the screened 
parameter [Tr] oscillates. As depicted in Figure S5.1, the mathematical model is used to simulate 
time series at different conditions.  
 
Figure S5.1: Simulated time series with different identical initial conditions while varying  one parameter, in this case 
activation rate. The end-points in (a-d) are recorded at t=1000 h, and represent the final state of the system.  
The separated figures show how the network responds when changing activation rates, ݇௔௖௧. 
Noteworthy, the behaviors are very different for the different conditions. However, in the end-
state analysis we solely pay attention to the concentration changes of trypsin after 1000 hours, 
representing [Tr](t=), and classify the end-states as either being; steady state or oscillatory.  
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5.5.3 Bifurcation diagram 
 
Figure S5.2: Bifurcation diagrams of activation rate. Under fixed kcat, variations in activation rate are achieved by 
either changing (a) ݇௙	or (b) ݇௥. Fixed initial conditions are: Tg (0.167 mM), Tr (0.00023 mM), Ap (0.11 U mL-1), pro-
inhibitor (1.5 mM), flow/Volume (0.2 h-1), and optimized rate constants (as reported in Chapter 4). Used expressions 
are ݇௙ ൌ 	݇௔௖௧ ∗ ௞ೝା௞೎ೌ೟௞೑ , ݇௥ ൌ 	݇௖௔௧ ∗ ቀ
௞೑
௞ೌ೎೟ െ 1ቁ based on ܭெ ൌ	
௞೎ೌ೟	ା	௞ೝ
௞೑ . 
Here, we validate the reported bifurcation diagram that was constructed in the main text. 
The kinetic studies allow experimental determination of kinetic parameters kcat and KM. 
However, the mass-action based mathematical model, requires to be written in the form of 
isolated reactions including kf and kr, which are experimentally inaccessible. Based on physical-
chemical considerations of how the substituents influence the chemical binding and catalytic 
efficiency of the pro-inhibitor cleavage, we fixed kcat in our bifurcation analysis. We use 300 
simulated time series in which kact (i.e. kcat/KM) was varied from 0-500 mM-1h-1, using either a 
fixed kf or a fixed kr. Figure S5.2 shows that the differences in varying either of them are 
insignificant. 
We adapted the phase plot generator from Chapter 4 to compute the bifurcation diagrams. 
The script is changed in order to (a) adjust the range of kact (b) fix kf or kr in the analysis (c) 
obtain the end-states as a steady state or oscillatory state with the maximum and minum value , 
and (d) plot the bifurcation diagrams. The changes are highlighted in Figure S5.3 with the 
source lines of codes (SLOCs) provided below. 
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Figure 5.3: Bifurcation diagram script. Adapted from the phase plot generator script reported in Chapter 4. 
(a) Additional SLOCs in Loop info: 
1 % Variable space  
2 if isempty(act_min) 
3 act_min=0.1; 
4 end 
5 if isempty(act_max) 
6 act_max=500; 
7 end 
(b) Additional SLOCs in Start loop: 
1 if rate_type == 'r'; disp('kr varied') % Change Km based on kr 
2   kr_space = ((1./act_space)*k.kf_act-1)*k.kc_act; 
3     for j = 1:l_j; 
4     disp(j); 
5     k.kr_act = kr_space(j); 
6       
7 elseif rate_type == 'f'; disp('kf varied') % Change Km based on kf 
8   kf_space = (act_space*(k.kr_act+k.kc_act)./k.kf_act);  
9    for j = 1:l_j; 
10              disp(j); 
11              k.kf_act = kf_space(j); 
12               
… modelscript and wave classifier … 
13    end 
14   end 
15 end 
(c) Modified SLOCs in Temp data: 
1 if ~islogical(SR) 
2   if SR{4,3} > 0.0001 % define threshold under which we assume no regime.  
3     result_Up(j) = double(SR{end,3});  
4     result_Low(j) = double(SR{end,4}); 
5     end   
6     else result_Up(j) = x(end,2); % ss 
7          result_Low(j) = x(end,2); % ss 
8     end   
9 %% FINAL SAVES with 1=ss if exist, 2=low, 3=high 
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10 save(['result_bifurcation_activation_Ap'num2str(Ap) 
kf.mat'],'act_space','result_Up','result_Low')  
11 end   
(d) Modified SLOCs in Phase plot: 
1 figure  
2     plot (act_space, result_Low, '-k',... 
3          'LineWidth',2, ...  
4          'LineSmoothing','on',...  
5          'MarkerEdgeColor','g',... 
6          'MarkerFaceColor',[1 1 1],... 
7          'MarkerSize',5);  hold on;  
8     plot (act_space, result_Up, '-k',... 
9          'LineWidth',2, ...  
10          'LineSmoothing','on',...  
11          'MarkerEdgeColor','g',... 
12          'MarkerFaceColor',[1 1 1],... 
13          'MarkerSize',5); hold on;    
5.5.4 Optimal condition screening 
 
Figure S5.4: (flow,Ap)-phase plots at different conditions for pro-inhibitors 2-4, with conditions used in experimental 
flow experiments indicated with squares (a) 2 in Figures 5.3b and 5.6a of the main text, (b) 3 in Figures 5.3b and 5.6b, 
(c) 4 in Figures 5.3b and 5.6c, (d-f) 2-4 in Figure 5.6. 
The screening procedure for optimal conditions was described in detail in the main text. 
Here, we want to add details on the simulations required for the output shown the main text. 
Simulations were performed for each combination of parameters in the varied 3D space and the 
end-state of each grid is analyzed for a sustained regime at different amplitude thresholds (see 
Figure captions in main text). Experiments performed in Figure 5.6 of main text are based on 
conditions reported below. Figure S5.4 shows two, (flow,Ap)-phase plots for pro-inhibitor 2-4 
at initial and newly found [x]0. In all plots, we have assigned the initial conditions used in the 
experiments under flow conditions. 
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We adapted the phase plot generator from Chapter 4 to save the analyzed grids as data-
cubes, that could be plotted using the isosurface function in Matlab®. We changed the script in 
order to (a) used the kinetic constants reported in S5.1 for each pro-inhibitor, (b) define 
parameter boundaries (c) obtain the end-states as a steady state or oscillatory state with the 
amplitude defined by the maximum minus the minum value, (d) normalize the end-states by 
dividing the obtained temporary results over the size of each (flow,Ap) plane, and (e) plot the 
results in the 3D space. The changes are highlighted in Figure S5.4 with the source lines of 
codes (SLOCs) provided below.  
 
Figure 5.5: Optimal condition screening script. Adapted from the phase plot generator script reported in Chapter 4. 
(a) Additional SLOCs in rate constants data base k: 
1 % Variable rate constants (R1) 
2 if  proinhibitor == 1 % Ac 
3   k.Km_act        =   21.9; 
4   k.kf_act        =   k.kf_act; 
5   k.kc_act        =   1027; 
6   k.kr_act        =   k.Km_act*k.kf_act-k.kc_act; 
7   disp('Ac') 
8 elseif proinhibitor == 2 %ZGly 
9   k.Km_act        =   8.0; 
10   k.kf_act        =   k.kf_act;                     
11   k.kc_act        =   3844; 
12   k.kr_act        =   k.Km_act*k.kf_act-k.kc_act;   
13   disp('ZGly') 
14 elseif proinhibitor == 3 %Asp 
15   k.Km_act        =   3.5; 
16   k.kf_act        =   k.kf_act; 
17   k.kc_act        =   71; 
18   k.kr_act        =   k.Km_act*k.kf_act-k.kc_act;     
19   disp('AcAsp') 
20 elseif proinhibitor == 4 %DEG 
21   k.Km_act        =   17.4; 
22   k.kf_act        =   k.kf_act; 
23   k.kc_act        =   487; 
24   k.kr_act        =   k.Km_act*k.kf_act-k.kc_act; 
25   disp('MEG') 
26 end 
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(b) Additional SLOCs in Start loop: 
1 if isempty(stepsizePI) 
2    stepsizePI=1; 
3 end 
4 PI_space=linspace(0,5,stepsizePI); 
5 Tg_space=Tg_0; 
6   % 1-A: Define lengths of spaces:     
7   l_g= length(Tg_space); 
8   l_h= length(PI_space); 
9   for g = 1:l_g;                                           
10   xog         = xo; 
11   Tg_spaceg = Tg_space; 
12   xog(1)      = Tg_spaceg(g); 
13    for h = 1:l_h;       
14    PI_spaceh = PI_space; 
15    xog(3)      = PI_spaceh(h); 
16   
17   %% 1-B CORE DIMENSIONS for analysis Phps 
18   if isempty(stepsizeA) 
19      stepsizeA=1; 
20   end 
21   % Spaces for 3d volume are defined: 
22   flow_space  = linspace(0,150,stepsizeA); 
23   Apep_space  = linspace(0,75,stepsizeA);             
… modelscript and wave classifier … 
24    end 
25   End 
(c) Modified SLOCs in Temp data: 
1 % Create save space 
2 result1 = zeros(length(flow_space),length(Apep_space)); 
3 result2 = zeros(length(flow_space),length(Apep_space)); 
4 result3 = zeros(length(flow_space),length(Apep_space)); 
5 result4 = zeros(length(flow_space),length(Apep_space)); 
6  
7 if ~islogical(SR)  
8   if SR{4,3} > 0.0025 
9   [amp,per] = checksusphase(t,x(:,2),0.003,1); 
10   result1(i,j) = amp; 
11   end  
… other thresholds … 
20 if SR{4,3} > 0.010 
21   [amp,per] = checksusphase(t,x(:,2),0.003,1); 
22   result4(i,j) = amp; 
23   end                                         
… modelscript and wave classifier … 
24 save(['php' num2str(g) num2str(h) '.mat'], 'result1', 'result2', 'result3', 
'result4', 'flow_space', 'Apep_space')  
 
(d) Modified SLOCs in Analyzed data to detect optimum: 
1 %% 1-C DETECT OPTIMUM in each g  h loop 
2 P=size(result1); % size of matrix 
3 W_1=sum(sum(nnz(result1))); % #filled above set threshold 
4 resultA(g,h)=100*W_1/(P(1)*P(2)); % Percentage of coverage  
5 Q=size(result2); % size of matrix 
6 W_2=sum(sum(nnz(result2))); % #filled above set threshold 
7 resultB(g,h)=100*W_2/(Q(1)*Q(2)); % Percentage of coverage  
8 R=size(result3); % size of matrix 
9 W_3=sum(sum(nnz(result3))); % #filled above set threshold 
10 resultC(g,h)=100*W_3/(R(1)*R(2)); % Percentage of coverage  
11 S=size(result4); % size of matrix 
12 W_4=sum(sum(nnz(result4))); % #filled above set threshold 
13 resultD(g,h)=100*W_4/(S(1)*S(2)); % Percentage of coverage  
… Optional  plot 
14 plot(PI_space,resultA,'-','Color', [0.9 0.9 0.9], 'LineWidth',2); hold on; 
15 plot(PI_space,resultB,'-','Color', [0.6 0.6 0.6], 'LineWidth',2);  
16 plot(PI_space,resultC,'-','Color', [0.3 0.3 0.3], 'LineWidth',2);  
17 plot(PI_space,resultD,'-','Color', [0.1 0.1 0.1], 'LineWidth',2);  
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18     xlabel(['[Pro inh' num2str(proinhibitor) ']'],'FontSize',10, ...  
19     'FontName', 'Calibri'); 
20     ylabel('%','FontSize',10, 'FontName','Calibri'); 
21     title(  'screening',... 
22     'FontWeight','bold','FontSize',12,'FontName','Helvetica'); 
23     save(['Screening' num2str(proinhibitor) '.mat'],'resultA','resultB', 
'resultC','resultD', 'Tg_space','PI_space',);  
 (e) Modified SLOCs in Phase plot: 
1 if  proinhibitor == 1 % Ac 
2     load Screening1.mat;  
3     disp('Ac') 
… … other pro-inhibitors …  
10 elseif proinhibitor == 4 %DEG 
11      load Screening4.mat;  
12      disp('MEG') 
13 end    
14  
15 % %% Build volume of data 3D 
16 load php11.mat; threshold_003(:,:,1)=result1';  threshold_005(:,:,1)=result2';  
threshold_008(:,:,1)=result3';  threshold_010(:,:,1)=result4';  
… other phps … 
56 load php140.mat; threshold_003(:,:,40)=result1'; threshold_005(:,:,40)=result2'; 
threshold_008(:,:,40)=result3'; threshold_010(:,:,40)=result4';  
57 %% Plot 3D: transparent plus inside  
58 figure  % apep x, flow y, activation z 
59      fv_3 = isosurface(flow_space,Apep_space,PI_space,threshold_003); 
60      fv_5 = isosurface(flow_space,Apep_space,PI_space,threshold_005); 
61      fv_8 = isosurface(flow_space,Apep_space,PI_space,threshold_008); 
62      fv_10 = isosurface(flow_space,Apep_space,PI_space,threshold_010); 
63    
64 if  proinhibitor == 1 % Ac 
65      p1 = patch(fv_3,'FaceColor',[0.9 0.9 0.9],'EdgeColor','none'); alpha(0.2) 
66      p1 = patch(fv_8,'FaceColor',[0.7 0.7 0.7],'EdgeColor','none'); alpha(0.2) 
67      p3 = patch(fv_10,'FaceColor',[0 0 0],'EdgeColor','none'); % black 
68 elseif proinhibitor == 2 %ZGly 
69      p1 = patch(fv_3,'FaceColor',[1  1 0.4],'EdgeColor','none'); alpha(0.2) 
70      p1 = patch(fv_8,'FaceColor',[1  1 0.4],'EdgeColor','none'); alpha(0.2) 
71      p3 = patch(fv_10,'FaceColor',[0.55 0.4 0],'EdgeColor','none'); )% yellow 
72 elseif proinhibitor == 3 %Asp 
73      p1 = patch(fv_3,'FaceColor',[1 .6 0],'EdgeColor','none'); alpha(0.2) 
74      p1 = patch(fv_8,'FaceColor',[1 .6 0],'EdgeColor','none'); alpha(0.2)% 
75      p3 = patch(fv_10,'FaceColor',[1 0.5 0],'EdgeColor','none'); % orange 
76 elseif proinhibitor == 4 %DEG 
77      p1 = patch(fv_3,'FaceColor',[0 .65 .65],'EdgeColor','none'); alpha(0.1) 
78      p1 = patch(fv_8,'FaceColor',[0 .65 .65],'EdgeColor','none'); alpha(0.1)%  
79      p3 = patch(fv_10,'FaceColor',[0 .65 .65],'EdgeColor','none'); % cyan 
80 end    
81 view(3); grid on;  
82      % Settings labels 
83      title(  ['Oscillating regime' num2str(proinh) '.mat'], 'FontWeight',...  
84      'bold','FontSize',16,'FontName','Calibri','FontAngle','italic'); 
85      xlabel('flow rate (\muL h^-^1)','FontWeight','bold','FontSize',16, ...    
86      'FontName','Calibri');         
87      ylabel('Apep rate (U mL^-^1)','FontWeight','bold','FontSize',16, ...  
88      'FontName','Calibri'); 
89      zlabel(['[' num2str(proinhibitor) ']_0 (mM)'],'FontWeight','bold', ... 
90      'FontSize',16,'FontName','Calibri');  
91      axis([0 150 0 0.5 0 4]); 
92      view([30,90,15]) 
93 % Settings camera 
94 camlight 
95 camlight(-80,10) 
96 lighting gouraud 
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Chapter 6:  
Periodicity in oscillating enzymatic reaction networks is 
more sensitive to changes in flow than temperature 
 
The out-of-equilibrium behaviour of chemical reaction networks cannot be studied in 
isolation of the environmental parameters in which the system operates. Here, we demonstrate 
how the response of an oscillating out-of-equilibrium network to changes in flow is 
fundamentally different from its response to changes in temperature. Our simulations and 
experiments provide the molecular details of how the balance between the positive and negative 
feedback loops in the network is distorted in response to changes in the environment. 
Counterintuitively, the periodicity of the sustained oscillations is more sensitive to changes in 
flow than temperature. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
This chapter is in preparation for publication:  
Wong, A. S. Y.; Pogodaev, A. A.; Maguire, O. R.; Huck, W. T. S. 2017 (manuscript in 
preparation) 
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6.1 Introduction 
Natural phenomena such as the earth’s climate, ecosystems, animal group behavior, our 
brain, and living cells, are all systems that display dynamic behavior marked by an apparent 
complexity1-5. Some of the remarkable properties of complex systems lie in their robustness (i.e. 
error tolerance), resilience (i.e. restoration ability) and adaptive capacity (i.e. to compete, or to 
cooperate for resources) in response to changes in environmental conditions6-11. At the 
molecular level, complex networks of chemical reactions together define how life works12. 
Inspired by the functionality that is created by these networks in nature, chemists are 
developing a systems chemistry approach to study out-of-equilibrium reaction networks13. 
Recent work has shown progress in creating synthetic networks that show, a.o., homeostasis14, 
self-replication15, dissipative self-assembly16,17, oscillations18-20, and logic operation21. However, 
all of these systems only show their functional output within a certain range of environmental 
conditions, and they are highly sensitive to small variations in external parameters. Our 
understanding of how these parameters impact on the robustness of the functional behavior is 
limited22. 
We are interested in how complex chemical reaction networks (CRNs) respond to changes in 
their environment. As a model system, we use our recently developed oscillating network that is 
designed around a minimal network motif18. In this network, an enzyme, trypsin, forms from 
trypsinogen in short positive feedback loop, and is inhibited by small molecules in a delayed 
negative feedback in a continuous stirred tank reactor (CSTR). We demonstrated how the 
tuning of molecular structures allows one to not only design a CRN, but also to explore the 
system level properties of networks23. However, the functional output of CRNs in flow reactors 
is always intricately linked to the reaction environment, in this case temperature and flow rate24-
30. To maintain the desired out-of-equilibrium function, networks have the natural tendency to 
alter their periodicity31,32. Thus, although the system might show robust oscillations, the actual 
period (and amplitude) of the oscillations will change. The interesting question now, is how this 
‘adaptation’ to changes in the environment will be different, when the parameters that change 
are different. 
Here, we demonstrate that changes in flow and temperature impact on our CRN in 
fundamentally different ways. Intuitively, we can expect this to be the case, as in rate equations 
describing the progress of chemical reactions, the rate is determined by the product of the 
reaction rate constant k and the concentrations of the reactants. Changes in flow rate lead to 
changes in the concentrations of reactants and moves the overall position of the steady state 
behavior in the phase space. In contrast, changes in temperature lead to changes in rate 
constants ki for each reaction, as given by the Arrhenius equation.  How these effects combine 
in an out-of-equilibrium reaction network is not at all trivial, and will be studied here. 
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6.2 Results and discussion 
Network characteristics determined by flow and temperature 
Our enzymatic reaction network is based on a previously reported design. As depicted in 
Scheme 6.1, a positive and a delayed negative feedback loop are built around the key enzyme 
trypsin (Tr). Together with the intermediate inhibitor (Int-I) and the active inhibitor (I), the  
functional output of the network (i.e. oscillations) arises spontaneously in a CSTR that is driven 
by the constant supply of source molecules pro-inhibitor (Pro-I), trypsinogen (Tg) and 
aminopeptidase (Ap). The network consists of four main processes; (1) Tg autocatalysis and (2) 
pro-inhibitor activation, both catalyzed by Tr, (3) delayed inhibitor activation catalyzed by Ap, 
and (4) Tr inhibition by I. This motif is known to produce limit cycle oscillations in a CSTR, of 
which the period can be tuned by flow and temperature18. An increase in flow rates affects the 
residence time of the species in the CSTR, whereas an increase in temperature affects the 
reactivity of individual reactions. 
 
Scheme 6.1: Schematic representation of the enzymatic reaction network in a CSTR. The network is composed 
of trypsin Tr, intermediate inhibitor Int-I and the active inhibitor I, and requires a constant supply of source reagents 
pro inhibitor Pro-I, trypsinogen Tg and aminopeptidase Ap. An increase in flow rates affects the residual time of the 
species in the CSTR, whereas an increase in temperature affects the reactivity. The four main processes: (1) Tg 
autocatalysis, (2) negative feedback activation, (3) time delay and (4) trypsin inhibition. 
The dynamics of such a system can be fully described within the framework of chemical 
kinetics. First, we deduce the set of rate equations for the key species in our network depicted in 
Scheme 1 (Pro-I, Tg, Tr, Int-I, and I). Ap was omitted as the concentration remains constant 
over time (see Supplementary Information 6.5.1). In this set, each rate equation is non-linear 
due to multiple contributions of production and consumption (indicated below by ), and the 
influences of extrinsic parameters (e.g. flow and temperature): 
 ௗௗ௧ ݔ ൌ ∑ሺݎܽݐ݁	ܿ݋݊ݏݐܽ݊ݐሻሺݎ݁ܽܿݐܽ݊ݐݏሻ 	൅ ሺ݁ݔݐݎ. ݌ܽݎܽ݉݁ݐ݁ݎݏሻ 
Flow can be readily implemented by including a flow term (highlighted in blue) in the 
equation: 
 ௗௗ௧ 	ݔ ൌ ∑ሺሺݎܽݐ݁	ܿ݋݊ݏݐܽ݊ݐሻሺݎ݁ܽܿݐܽ݊ݐݏሻሻ 	൅ ࢑ࢌ	ሺ࢞૙ െ ࢞ሻ 
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Figure 6.1: Arrhenius relations in the rate constants deduced from experiments in isolated reactions. Each 
graph shows the rate constants determined at various temperatures (solid squares). The line through the data points was 
fitted in the linear range of the individual Arrhenius plots in Supplementary Information 6.5.2. 
In here, the flow parameter kf is defined as the ratio of the total flow rate and the volume of the 
reactor33,34. In our network, the system is continuously fed by x0 (e.g. Pro-I, Tg, and Ap) but the 
outflux (kf x) is determined by all species including the species (Tr, Int-I and I).  
To implement the influences of temperature on each reaction we established individual 
Arrhenius relations. Figure 6.1 depicts the 4 main reactions in our network. We previously 
determined the rate constants for each reaction18. Here, we determined the temperature 
dependence of the rate constants by studying reactions (1-4) at various temperatures (see 
Supplementary information 6.5.2). A fit through the temperature specific rate constants, within 
the range of 10-40 oC, results in the Arrhenius parameters (highlighted in red below): 
 ௗௗ௧ ݔ ൌ ∑൬࡭࢏݁ି൫ࡱ࡭
೔ /ோ்൯	ሺݎ݁ܽܿݐܽ݊ݐݏሻ൰ ൅ ݇௙ሺݔ଴ െ ݔሻ, where A is the pre-exponential factor 
A and EA the activation energy of reactions: 1) autocatalysis, 2) activation, 3) delay, and 4) 
inhibition as depicted in Figure 1 (see Supplementary Information 6.5.2 for the individual 
Arrhenius plots). 
Response of the individual reaction rates to changes in temperature and flow 
We first studied the mechanisms by which flow and temperature induce changes to each step 
of the network: autocatalysis, activation of the negative feedback loop upon reaction between 
trypsin and Pro-I, time delay during reaction of the intermediate inhibitor Int-I with Ap, and 
finally inhibition of trypsin during closure of the negative feedback loop. Each rate is the 
product of the rate constants and the concentrations of the relevant species. 
Figure 6.2 shows how the different processes of autocatalysis, activation of the negative 
feedback loop, time-delay, and final inhibition of Tr all respond relative to one another, as a 
function of temperature and flow. Specifically, we consider changes in rates after two equal 
changes in temperature of flow (Δ1 and Δ2), staying within the regime in which sustained 
oscillations are observed (for a wider regime and more details see Supplementary Figure S6.7). 
The calculated values of changes are summarized in Table 1. As expected, the rate constants 
show an increase as a function of temperature (Δk/ΔT), and this increase is almost the same 
for the two temperature intervals studied here (Δ1 or Δ2). However, the changes in associated 
reaction rates are much larger and vary considerably between the different reactions. For 
example, the change in the time delay (reaction 3) is 160% going from 25°C to 30°C, whereas 
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the activation rate remains virtually unchanged (-1%). Importantly, the relative changes between 
the different reactions vary between (Δ1 and Δ2). In other words, the response of the various 
parts of the network depends on the applied temperature. 
 
Figure 6.2: Reaction rates development in the oscillatory regime, scaled (a) as function of temperature, and (b) as 
function of flow rates. Reaction rates were normalized. Simulations are performed using fixed conditions: kf =0.5 h-1 for 
(a), and T=25oC for (b). For each variation the reaction rate i is calculated as stated in the main text and normalized at 
15oC for (a), and 0.25 h-1 for (b). Relative changes in reaction rates are indicated by 1 and 2 and discussed in more 
details in Table 1. 
Flow induces a different response. Obviously, rate constants are unchanged upon changes in 
the flow parameter (Table 1), but in contrast to changes in temperature, Figure 6.2 and Table 
6.1 show that the net effect of changes in flow is a gradual, fairly even, change in all reaction 
rates, independent of the initial flow rate (Δ1 Δ2). 
Table 6.1: Relative changes in rate constants and reactions. Influence of temperature is calculated based on the 
Arrhenius parameters in Figure 1, and the influence of flow is calculated arbitrary from kf = 0.4 and 0.5. We report the 
ratio of rate constants by dividing k(T2) over k(T1) and the difference of the normalized reaction rates by subtracting 
(T2) from (T1). 
* Units U are used in of mM; Aminopeptidase activity was measured and 1 U was defined as 1 µmol of L-leucine-p-
nitroanilide being converted within 1 minute at pH 7.7 at 24 °C. 
Influences of temperature and flow on the feedback loops  
Having established the changes in the individual reactions in the network, we study a group 
of reactions: the negative feedback loop as a whole. Figure 6.3 shows the reaction trajectories of 
the negative feedback loop as a function of changes in temperature and flow. Clearly, the 
feedback loop shows much broader excursions in concentration range upon changes in 
Reac
-tion 
1 
T1 = 25, T2 = 30 oC 
2 
T1 = 30, T2 = 35 oC 
1  
kf 1 = 0.4, kf 2 = 0.5 h-1 
2  
kf 1 = 0.5, kf 2 = 0.6 h-1 
 
k(T2)/ 
k(T1) 
 (T2)  -   
 (T1) 
k(T2)/ 
k(T1) 
 (T2) -  
 (T1) 
k(kf2)/ 
k(kf 1) 
 (kf2) -  
 (kf 1) 
k(kf2)/ 
k(kf 1) 
 (kf2) -   
 (kf 1) 
(1) 1.41 + 81% 1.42 + 111% 1 + 89% 1 + 89% 
(2) 1.71 -  1% 1.75 -  11% 1 + 28% 1 + 29% 
(3) 1.50 + 160% 1.52 + 164% 1* - 1% 1* - 1% 
(4) 1.40 + 2% 1.41 + 13% 1 + 83% 1 + 92% 
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temperature than in flow. At low temperature (T= 10oC), the activation rate constant of the 
negative feedback loop dominates, with the concentration of I reaching [Pro-I]0, indicating that 
almost all Pro-I can be converted to I before Tr becomes fully inhibited. In contrast, at higher 
temperatures the inhibition rate constant increases more (compared to the activation rate) and 
the negative feedback loop closes at much lower concentrations of I. The response to changes 
in flow (Figure 6.3b) is much more gradual, with the main effect a change in the final [Tr] in the 
steady state, simply because flow effectively removes a certain fraction of activated Tr from the 
reactor. Similar analysis has been carried out for the positive feedback (see Supplementary 
Information 6.5.3). 
Figure 6.3: Reaction trajectories in the negative feedback. The direction, as well as the end states, of the reaction 
trajectories is indicated by the small arrows. The blue arrow indicates the change induced by the increased flow whereas 
the red arrow indicates the change induced by temperature. We take background reactions into account in our 
simulations (see Supplementary Information 6.5.2) but for illustrative purposes here we only present the main reactions 
in the reaction scheme. Initial conditions of the simulations (grey squares) are provided in the inserts. 
Response in periodicity of oscillations to changes in temperature and flow 
Having established the responses of the negative and positive feedback loops, we will now 
study the influences of extrinsic parameters flow and temperature on the dynamic behaviour of 
the network as a whole. The phase plot in Figure 6.4a predicts the regime in which sustained 
oscillations will be found, as well as the period of these oscillations (given as a heat map). The 
width of the oscillatory regime shows that our CRN is inherently robust to changes in global 
parameters (in other words, changes in flow and/or temperature will, within bounds, produce 
the same overall dynamic behaviour of sustained oscillations). However, the phase plot also 
clearly shows that both changes in temperature and in flow will alter the periodicity of the 
oscillations. 
We experimentally studied the dynamics of the network at four different temperatures, and 
calculated the periods by analysing the time differences between the peaks of sustained 
oscillations (see insert Figure 6.4b). Figure 6.4b shows how the periodicity decreases as a 
function of temperature between 15-38 oC. Our model (shown by dashed lines) successfully 
captures the influences of temperature, but the thermal robustness in our experiments exceeds 
the domain that was predicted by simulations. Similarly, we changed flow rates in five separate 
experiments and note that the periodicity of the oscillations also decreases by changing the flow 
Periodicity in oscillating enzymatic reaction networks  
is more sensitive to changes in flow than temperature 
123 
between 0.05-0.4 h-1. Surprisingly, the response of the network to changes in flow and 
temperature differs significantly, with the periodicity much more sensitive to changes in flow. 
This is somewhat counter-intuitive, as we are used to pronounced changes in reaction rates 
as a function of temperature, and we have seen in Figures 6.2 and 6.3 as well as Table 6.1 that 
the balance between the reactions in the network changes much more significantly in response 
to changes in temperature than to flow. These results show that the response of complex 
reaction networks to changes in their environment are very difficult to predict based on 
knowledge of the individual reactions alone. 
 
Figure 6.4: Characterization of the global parameters determining the CRN. (a) Phase plot as function of 
temperature and flow, with the periods of the oscillations indicated by a heat map. In each grid of the phase plot we 
varied the conditions of the simulations within the following constraints: 10< T <40 oC and 0< kf <1.2 h-1. (b) 
Periodicity of the oscillations plotted as function of flow (blue) and temperature (red). Simulations are shown as dotted 
lines, and experiments are shown as squares with error bars calculated from a minimum of 3 experimental peaks as 
illustrated by the insert. We report the experiments with all other conditions in Supplementary Information Figure 
S6.10. Note that the period of experiment carried out at kf=0.4 is calculated from damped oscillations (grey square). 
6.3 Conclusions 
For any reaction (be it in a network or in isolation), reaction rates can be influenced by 
changing the concentrations of the reactants or by changing the reaction rate constant. Changes 
in flow rate remove a certain percentage of all molecules. The result is a similar change in 
concentrations and thus changes in reaction rates across all reactions. In contrast, temperature 
leads to different changes for each reaction. Our work has shown that although our network 
displays a similar robustness with respect to changes in flow and temperature as far as sus-
tained oscillations are concerned, the details of the functional output, i.e. the periodicity of the 
oscillations, varies more in response to changes in flow. Figure 6.4a also illustrates that 
combined changes in flow and temperature could balance each other and lead to oscillations 
with fixed periodicity. These results are important as systems chemistry hopes to develop 
‘molecular software’ based on out-of-equilibrium chemical reaction networks. If we are to 
exploit this software to create new functional materials that will have to operate in a range of 
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experimental conditions, we will need to develop a complete understanding how such networks 
could maintain their precise functionality. 
6.4 Method Summary 
Synthesis. All pro-inhibitors were synthesized as described by Chapter 3.  
Kinetic studies. Key reactions that were screened for temperature dependence are reported 
in Supplementary Table S1. We first studied the rate constants of trypsin inhibition (4) and 
inhibitor degradation at various temperatures. The derived functions were also used for 
background reactions with the Pro-I and Int-I. Then, we tested the enzymatic conversions of 
the Tr catalyzed autocatalysis (1) and the Ap catalyzed time-delay (3) to determine the 
enzymatic efficiencies as well as the temperature range for our model. Finally, we fitted batch 
reactions that were carried out at various temperatures to find the enzymatic efficiency for the 
activation of the negative feedback (2). Full details on the determination of kinetic parameters, 
including those for background reactions, appear in Supplementary Information S1.2.  
Flow experiments. A typical continuous stirred tank reactor (CSTR, see Supplementary 
Figure S11) experiment is fed by four separate inlets to supply Tg (333 μM in HCl, CaCl2 4:36 
mM), Tr (27 μg/mL, 1.16 μM in Tris-HCl, CaCl2 500:20 mM, pH 7.7), Ap (1.7-3.3 U mL-1 in 
Tris-HCl, MgCl2 10: 10 mM, pH 7.7), and Pro-I (7.5 mM in HCl 2 mM). The different reagents 
were flown in with fractions of the total flow rate (0.5, 0.2, 0.2, and 0.1 for Tg, Tr, Ap, Pro-I 
respectively), leading to initial concentrations in the reactor of: Tg (167 M), Tr (0.23 M), Ap 
(0.17-0.33 U mL-1), Pro-I (1.2-2.2 mM) with 100 mM Tris-HCl, pH 7.7, 20 mM CaCl2, 1 mM 
MgCl2 as the final buffer solution. Aliquots of the reaction mixture were diluted with 150 μL 
of an aqueous 0.1 M KHSO4 solution to quench all reactions. 
Trypsin activity assay. Trypsin activity was measured by mixing 150 μL of the quenched 
reaction mixture with 3 mL of 5 μg/mL bis-(Cbz-L-Arg)-rhodamine fluorogenic substrate in 50 
mM Tris-HCl, pH 7.7. The increase in fluorescence intensity (λex = 450 nm, λem = 520 nm) was 
monitored for 40 seconds, and the initial, linear slope was compared to a calibration curve to 
find the concentration of active trypsin.  
Computational screening analyses. Full details on the derivation of the ODE, the build-
up and validation of the model are provided in Supplementary Information S1. Computer 
scripts used for the analyses are modified based on methods reported in Chapter 4. 
6.5 Supplementary Information  
Chemicals. All chemicals and reagents were used as received from commercial suppliers (e.g. 
Acros, Sigma Aldrich, Ellsworth, Life Technologies) without any further treatment unless stated 
otherwise. Trypsinogen and trypsin (from bovine pancreas) were purchased from Sigma 
Aldrich, while soybean trypsin inhibitor and aminopeptidase M (EC: 3.4.11.2) were received 
from Novabiochem.  
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Instrumentation. Nuclear Magnetic Resonance (NMR) spectra were measured on a Varian 
INOVA A-400 spectrometer at 400 MHz for 1H or on a Bruker-AVANCE III 500 
spectrometer at 500 MHz for 1H. The chemical shifts for 1H and given in parts per million 
(ppm) relative to TMS and calibrated using a residual peak of the solvent; : : 3.31 for CD3OD 
and : 4.79 for D2O in 1H NMR. Multiplets are reported as s (singlet), d (doublet), dd (double 
doublet), t (triplet), q (quartet) and m (multiplet). Coupling constants are reported as J as value 
in Hertz (Hz). The number of protons (n) for a given resonance is indicated as nH and is based 
on the spectral integration values. Kinetic measurements for rate constant determination or 
analyses on the collected outflow were performed on a Perkin Elmer LS55 fluorescence 
spectrometer. Cetoni® neMESYS, 14.5 gear high-precision pumps were used for CSTR 
experiments. The outflow of CSTRs was collected with a Bio-Rad 2110 fraction collector. For 
CSTR experiments, temperature is controlled by a Lauda E100 thermostat bath and monitored 
using a Warner Instrument CL-100 temperature monitor. For, kinetic experiments, temperature is 
controlled by a Grant Bio PCMT Thermo Shaker. 
6.5.1  Build-up of the temperature dependent mathematical model 
The reactions in our CRN, their mechanisms, and the kinetic parameters determined were 
studied extensively in our previous work and resulted in the proposed mechanisms of the 
network. We deduced rate constants for every individual reaction in the network and identified 
7 variables in our CRN (Tg, Tr, Pro-I, Int-I, I, and the complexes TgTr and TrPro-I).18. Here, 
we first reduced the previously reported 7-variable ODE (Eq.1) to 5-variables (Eq.6) in 6.4.1. 
This set of equations was further optimized it by implementing the equations for the 
temperature dependence in 6.4.2. 
The rate equations of Eq.1 were implemented in Matlab and solved numerically in time using 
available integrators. In the mathematical model, the rates of concentration changes are based 
on the consumption, the production, and the continuous in- and outflow of the species in the 
network. 
ௗ
ௗ௧ Tg ൌ െ൫݇ଵሾTrሿ ൅ ݇௔௨௧௢
୘୥ ሾTgሿ൯ሾTgሿ ൅ ݇ଶሾTrTgሿ ൅ ௙݇ሺሾTgሿ଴ െ ሾTgሿሻ  
ௗ
ௗ௧ Tr ൌ െ൫݇ଵሾTgሿ ൅ ൫݇ଷ ൅ ݇௜௡௛
భమ୍൯ሾଵଶIሿ ൅ ݇௜௡௛మ୍ሾଶIሿ ൅ ݇௜௡௛ூ ሾIሿ൯ሾTrሿ ൅ ሺ݇ଶ ൅ 2	݇௖௔௧௔௨௧௢ሻ	ሾTrTgሿ ൅  
														ሺ݇ସ ൅ ݇௖௔௧௔௖௧ሻሾTrଵଶIሿ ൅ ݇௔௨௧௢୘୥ ሾTgሿଶ ൅ ௙݇ሺሾTrሿ଴ െ ሾTrሿሻ  
ௗ
ௗ௧ଵଶI ൌ െቀ൫݇ଷ ൅ ݇௜௡௛
భమ୍൯ሾܶݎሿ ൅ ݇ௗ௘௚௥భమ୍ቁ ሾଵଶIሿ ൅ ݇ସሾTrଵଶIሿ ൅ ௙݇ሺሾଵଶIሿ଴ െ ሾଵଶIሿሻ  
ௗ
ௗ௧ଶI ൌ ݇௖௔௧௔௖௧ሾTrଵଶIሿ െ ൬
ሾ୅୮ሿబ௞೎ೌ೟೏೐೗ೌ೤
௄ಾ೏೐೗ೌ೤ାሾమ୍ሿ
൅ ݇௜௡௛మ୍ሾTrሿ ൅ ݇ௗ௘௚௥మ୍ ൰ ሾଶIሿ െ ௙݇ሾଶIሿ   (Eq.1)  
ௗ
ௗ௧ I ൌ ൬
ሾ୅୮ሿబ௞೎ೌ೟೏೐೗ೌ೤
௄ಾ೏೐೗ೌ೤ାሾమ୍ሿ
൰ ሾଶIሿ െ ൫݇௜௡௛୍ ሾTrሿ ൅ ݇ௗ௘௚௥୍ ൯ሾIሿ െ ௙݇ሾIሿ  
ௗ
ௗ௧ TrTg ൌ ݇ଵሾTrሿሾTgሿ െ ሺ݇ଶ ൅ ݇௖௔௧௔௨௧௢ሻሾTrTgሿ െ ௙݇ሾTrTgሿ  
ௗ
ௗ௧ TrଵଶI ൌ ݇ଷሾTrሿሾଵଶIሿ െ ሺ݇ସ ൅ ݇௖௔௧௔௖௧ሻ	ሾTrଵଶIሿ െ ௙݇ሾTrଵଶIሿ  
In here, the enzymatic conversion of Int-I to I by aminopeptidase was assumed to follow 
Michaelis-Menten kinetics. We now apply the same steady state approximation to the 
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complexes TgTr and TrPro-I. Under such conditions (e.g. d[TgTr]/dt = d[TrPro-I]/dt = 0), 
complexes could be expressed by the equations in Eq.2. 
ሾTrTgሿ ൌ ݇ଵሾܶݎሿሾܶ݃ሿ/݇ଶ ൅ ݇௖௔௧௔௨௧௢ ൅ ݇௙ , and  
ሾTrଵଶIሿ ൌ ݇ଷሾTrሿሾଵଶIሿ/݇ସ ൅ ݇௖௔௧௔௖௧ ൅ ௙݇	      (Eq.2) 
Substitution of Eq.2 in the set of differential equations in Eq.1 reduces the model from 7-
variables to 5-variables: 
ௗ
ௗ௧ Tg ൌ െ൫݇ଵሾTrሿ ൅ ݇௔௨௧௢
୘୥ ሾTgሿ൯	ሾTgሿ ൅ ݇ଶ ൬ ௞భሾ୘୰ሿሾ୘୥ሿ௞మା௞೎ೌ೟ೌೠ೟೚ା௞೑൰ ൅ ௙݇ሺሾTgሿ଴ െ ሾTgሿሻ  
ௗ
ௗ௧ Tr ൌ െ൫݇ଵሾTgሿ ൅ ൫݇ଷ ൅ ݇௜௡௛
భమ୍൯ሾଵଶIሿ ൅ ݇௜௡௛మ୍ሾଶIሿ ൅ ݇௜௡௛ூ ሾIሿ൯ሾTrሿ ൅ ሺ݇ଶ ൅ 2	݇௖௔௧௔௨௧௢ሻ ൬ ௞భሾ୘୰ሿሾ୘୥ሿ௞మା௞೎ೌ೟ೌೠ೟೚ା௞೑൰  
														൅ሺ݇ସ ൅ ݇௖௔௧௔௖௧ሻ ൬௞యሾ୘୰ሿሾభమ୍ሿ௞రା௞೎ೌ೟ೌ೎೟ା௞೑		൰ ൅ ݇௔௨௧௢
୘୥ ሾTgሿଶ ൅ ௙݇ሺሾTrሿ଴ െ ሾTrሿሻ   
ௗ
ௗ௧ଵଶI ൌ െቀ൫݇ଷ ൅ ݇௜௡௛
భమ୍൯ሾܶݎሿ ൅ ݇ௗ௘௚௥భమ୍ቁ ሾଵଶIሿ ൅ ݇ସ ൬௞యሾ୘୰ሿሾభమ୍ሿ௞రା௞೎ೌ೟ೌ೎೟ା௞೑		൰ ൅ ௙݇ሺሾଵଶIሿ଴ െ ሾଵଶIሿሻ  
ௗ
ௗ௧ଶI ൌ ݇௖௔௧௔௖௧ ൬
௞యሾ୘୰ሿሾభమ୍ሿ
௞రା௞೎ೌ೟ೌ೎೟ା௞೑		
൰ െ ൬ ሾ୅୮ሿబ௞೎ೌ೟೏೐೗ೌ೤௄ಾ೏೐೗ೌ೤ାሾమ୍ሿ ൅ ݇௜௡௛
మ୍ሾTrሿ ൅ ݇ௗ௘௚௥మ୍ ൰ ሾଶIሿ െ ௙݇ሾଶIሿ   (Eq.3) 
ௗ
ௗ௧ I ൌ ൬
ሾ୅୮ሿబ௞೎ೌ೟೏೐೗ೌ೤
௄ಾ೏೐೗ೌ೤ାሾమ୍ሿ
൰ ሾଶIሿ െ ൫݇௜௡௛୍ ሾTrሿ ൅ ݇ௗ௘௚௥୍ ൯ሾIሿ െ ௙݇ሾIሿ  
ௗ
ௗ௧ TrTg ൌ 0  
ௗ
ௗ௧ TrଵଶI ൌ 0  
In here, we highlighted the change from Eq.1 to Eq.3 in cyan. We further assumed that the sum 
of the reverse (k2, k4) and catalytic reaction rates (kcat) are much faster that depletion of 
complexes by flow rate (kf) since typical flow rates are in the range of 0.2-1 h-1. Omitting kf in 
the complexation and rewriting the Eq.3 results in the following set: 
ௗ
ௗ௧ Tg ൌ ቀ݇ଵ ቀ
௞మ
௞మା௞೎ೌ೟ೌೠ೟೚
െ 1ቁ ሾTrሿ െ ݇௔௨௧௢୘୥ ሾTgሿቁ ሾTgሿ ൅ ௙݇ሺሾTgሿ଴ െ ሾTgሿሻ  
ௗ
ௗ௧ Tr ൌ ቀ݇ଵ ቀ
௞మାଶ	௞೎ೌ೟ೌೠ೟೚
௞మା௞೎ೌ೟ೌೠ೟೚
െ 1ቁ ሾTgሿ ൅ ቀ݇ଷ ቀ ௞రା௞೎ೌ೟
ೌ೎೟
௞రା௞೎ೌ೟ೌ೎೟		
െ 1ቁ െ ݇௜௡௛భమ୍ቁ ሾଵଶIሿ െ ݇௜௡௛మ୍ሾଶIሿ െ ݇௜௡௛୍ ሾIሿቁ ሾTrሿ ൅  
              ݇௔௨௧௢୘୥ ሾTgሿ૛ ൅ ௙݇ሺሾTrሿ଴ െ ሾTrሿሻ  
ௗ
ௗ௧ଵଶI ൌ ቆቀ݇ଷ ቀ
௞ర
௞రା௞೎ೌ೟ೌ೎೟	
െ 1ቁെ	݇௜௡௛భమ୍ቁ ሾܶݎሿ െ ݇ௗ௘௚௥భమ୍ቇ ሾଵଶIሿ ൅ ௙݇ሺሾଵଶIሿ଴ െ ሾଵଶIሿሻ  (Eq.4) 
ௗ
ௗ௧ଶI ൌ 	
௞య௞೎ೌ೟ೌ೎೟
௞రା௞೎ೌ೟ೌ೎೟		
ሾTrሿሾଵଶIሿ െ ൬ ሾ஺௣ሿబ௞೎ೌ೟
೏೐೗ೌ೤
௄ಾ೏೐೗ೌ೤ାሾమ୍ሿ
൅ ݇௜௡௛మ୍ሾTrሿ ൅ ݇ௗ௘௚௥మ୍ ൰ ሾଶIሿ െ ௙݇ሾଶIሿ  
ௗ
ௗ௧ I ൌ ൬
ሾ୅୮ሿబ௞೎ೌ೟೏೐೗ೌ೤
௄ಾ೏೐೗ೌ೤ାሾమ୍ሿ
൰ ሾଶIሿ െ ൫݇௜௡௛୍ ሾTrሿ ൅ ݇ௗ௘௚௥୍ ൯ሾIሿ െ ௙݇ሾIሿ  
Next, we implement theMichaelis-Menten constants ܭெ, using ܭெ௔௨௧௢ ൌ ௞మା௞೎ೌ೟
ೌೠ೟೚	
௞భ , and  ܭெ
௔௖௧ ൌ
௞రା௞೎ೌ೟ೌ೎೟	
௞య . 
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ௗ
ௗ௧ Tg ൌ ቀ݇ଵ ቀ
௞మ
௞భ௄ಾೌೠ೟೚
െ 1ቁ ሾTrሿ െ ݇௔௨௧௢୘୥ ሾTgሿቁ ሾTgሿ ൅ ௙݇ሺሾTgሿ଴ െ ሾTgሿሻ  
ௗ
ௗ௧ Tr ൌ ቀ݇ଵ ቀ
௞మାଶ	௞೎ೌ೟ೌೠ೟೚
௞భ௄ಾೌೠ೟೚
െ 1ቁ ሾTgሿ ൅ ൫0 െ ݇௜௡௛భమ୍൯ሾଵଶIሿ െ ݇௜௡௛మ୍ሾଶIሿ െ ݇௜௡௛୍ ሾIሿቁ ሾTrሿ ൅ ݇௔௨௧௢୘୥ ሾTgሿଶ ൅
																						݇௙ሺሾTrሿ଴ െ ሾTrሿሻ  
ௗ
ௗ௧ଵଶI ൌ ቆቀ݇ଷ ቀ
௞ర
௞య௄ಾೌ೎೟	
െ 1ቁെ	݇௜௡௛భమ୍ቁ ሾܶݎሿ െ ݇ௗ௘௚௥భమ୍ቇ ሾଵଶIሿ ൅ ௙݇ሺሾଵଶIሿ૙ െ ሾଵଶIሿሻ  (Eq.5) 
ௗ
ௗ௧ଶI ൌ 	
௞య௞೎ೌ೟ೌ೎೟
௞య௄ಾೌ೎೟		
ሾTrሿሾଵଶIሿ െ ൬ ሾ஺௣ሿబ௞೎ೌ೟
೏೐೗ೌ೤
௄ಾ೏೐೗ೌ೤ାሾమ୍ሿ
൅ ݇௜௡௛మ୍ሾTrሿ ൅ ݇ௗ௘௚௥మ୍ ൰ ሾଶIሿ െ ௙݇ሾଶIሿ  
ௗ
ௗ௧ I ൌ ൬
ሾ୅୮ሿబ௞೎ೌ೟೏೐೗ೌ೤
௄ಾ೏೐೗ೌ೤ାሾమ୍ሿ
൰ ሾଶIሿ െ ൫݇௜௡௛୍ ሾTrሿ ൅ ݇ௗ௘௚௥୍ ൯ሾIሿ െ ௙݇ሾIሿ  
The rate of Tr is no longer dependent of the reaction k3 and disappears as should be 
expected. Furthermore, we recognize that ௞ೝ௄ಾ െ ݇௙ ൌ
௞ೝି௞೑௄ಾ
௄ಾ ൌ
௞ೝିሺ௞ೝା௞೎ೌ೟ሻ
௄ಾ ൌ െ
௞೎ೌ೟
௄ಾ . Implementing 
the enzymatic efficiency results in the final set of differential equations (Eq.6). 
ௗ
ௗ௧ Tg ൌ ቀെ
௞೎ೌ೟ೌೠ೟೚
௄ಾೌೠ೟೚
ሾTrሿ െ ݇௔௨௧௢୘୥ ሾTgሿቁ ሾTgሿ ൅ ௙݇ሺሾTgሿ଴ െ ሾTgሿሻ  
ௗ
ௗ௧ Tr ൌ ቆ൅
௞೎ೌ೟ೌೠ೟೚
௄ಾೌೠ೟೚
ሾTgሿ െ ൫݇௜௡௛భమ୍ሾଵଶIሿ ൅ ݇௜௡௛మ୍ሾଶIሿ ൅ ݇௜௡௛୍ ሾIሿ൯ቇ ሾTrሿ ൅ ݇௔௨௧௢୘୥ ሾTgሿଶ ൅ ௙݇ሺሾTrሿ଴ െ ሾTrሿሻ  
ௗ
ௗ௧ଵଶI ൌ െቆቀ
௞೎ೌ೟ೌ೎೟
௄ಾೌ೎೟
൅ ݇௜௡௛భమ୍ቁ ሾܶݎሿ ൅ ݇ௗ௘௚௥భమ୍ቇ ሾଵଶIሿ ൅ ௙݇ሺሾଵଶIሿ଴ െ ሾଵଶIሿሻ   (Eq.6) 
ௗ
ௗ௧ଶI ൌ 	
௞೎ೌ೟ೌ೎೟
௄ಾೌ೎೟
ሾTrሿሾଵଶIሿ െ ൬ ሾ஺௣ሿబ௞೎ೌ೟
೏೐೗ೌ೤
௄ಾ೏೐೗ೌ೤ାሾమ୍ሿ
൅ ݇௜௡௛మ୍ሾTrሿ ൅ ݇ௗ௘௚௥మ୍ ൰ ሾଶIሿ െ ௙݇ሾଶIሿ  
ௗ
ௗ௧ I ൌ ൬
ሾ୅୮ሿబ௞೎ೌ೟೏೐೗ೌ೤
௄ಾ೏೐೗ೌ೤ାሾమ୍ሿ
൰ ሾଶIሿ െ ൫݇௜௡௛୍ ሾTrሿ ൅ ݇ௗ௘௚௥୍ ൯ሾIሿ െ ௙݇ሾIሿ  
Note that we replace the enzymatic efficiencies and Michaelis-Menten expressions with k1, 
k2, k3, k4, and omitted the background reactions in main text Figure 2 only for illustrative 
purposes. We validated the qualitative behaviour of both sets of ODEs (Eq.1 and Eq.6) in 
Figure S6.1. A comparison between the simulations based on Eq.1 and Eq.6 shows that the 
reduction does affect the dynamics (e.g. periodicity) of the system but not the final state. Hence, 
Eq.6 allows us to implement the temperature dependence with an Arrhenius relation in the 
enzymatic efficiencies. 
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Figure S6.1: Comparison of time series simulated by the mathematical model based on Eq.1 (solid green) and 
Eq.6 (dashed yellow). Simulation conditions: {[Tg]0, [Tr]0, [Ap]0, [Pro-I]0, kf, T}=167M, 0.2M, 0.26 U mL-1, 1.5mM, 
0.25 h-1, 25oC. 
6.5.2  Determination of Arrhenius parameters 
We depict the key reactions that were screened for temperature dependence in Table S6.1. 
We first studied the rate constants of trypsin inhibition (4, ݇௜௡௛୍ ) and inhibitor degradation (5, 
݇ௗ௘௚௥୍ ) at various temperatures. The derived functions were also used for background reactions 
with the Pro-I (݇௜௡௛భమ୍, ݇ௗ௘௚௥భమ୍) and Int-I (݇௜௡௛మ୍ , ݇ௗ௘௚௥మ୍ ). Then, we tested the enzymatic conversions 
of the Tr catalysed autocatalysis (1) and the Ap catalysed time-delay (3) to determine the 
enzymatic efficiencies as well as the temperature range for our model. Finally, we fitted batch 
reactions that were carried out at various temperatures to find the enzymatic efficiency for the 
activation of the negative feedback (2, ݇௖௔௧௔௖௧/ܭெ௔௖௧).  
Table S6.1. Summary of key reactions in the determination of the Arrhenius parameters. Initially rate constants 
were determined at 25oC.18 Methods that were used to determine the temperature dependence are depicted in final 
column. 
Reaction in network Rate constant(s) at 25oC         Method 
1 Autocatalysis ݇௖௔௧௔௨௧௢/ܭெ௔௨௧௢ ൌ 70  h-1 Fluorescent assay 
2 Negative feeedback activation ݇௖௔௧௔௖௧/ܭெ௔௖௧ ൌ 47  mM-1h-1 1H NMR 
3 Time delay ݇௖௔௧ௗ௘௟௔௬ ൌ 11.2  h-1 (mL/U) 1H NMR 
    ܭௌ௘௟௔௬ ൌ 2.71  mM
4 Trypsin inhibition ݇௜௡௛ூ ൌ 52.7  mM-1h-1 Fluorescent assay 
5 Inhibitor degredation ݇ௗ௘௚௥ூ ൌ 0.034  h-1 1H NMR 
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Temperature	dependency	of	(5)	inhibitor	hydrolysis	
Figure S6.2: Determination of the Arrhenius parameters in hydrolysis. (a) Experimental time series carried out at 
various temperatures (see insert). Initial conditions: [I]0 = 200 mM. (b) Arrhenius parameters plot showing temperature 
dependence of inhibitor degradation. 
Degradation of I is based on the hydrolysis of the sulfonyl fluoride group by water:  
I ൅ ܪଶܱ
௞೏೐೒ೝ౅ሱۛ ሮۛ 		I‐OH. Figure S6.2a shows various time series of this reaction carried out at 
different temperatures. To measure the kinetics of the hydrolysis active inhibitor I (200 mM) 
was dissolved in Tris buffer (100 mM, pH 7.7 in D2O). The solution with a total of volume 0.5 
mL was continuously stirred, and the temperature was fixed using a Grant Bio PCMT Thermo 
Shaker. The reaction was followed by taken aliquots (70 L) in time and dissolving them in 
NMR tubes, each containing KHSO4 (100 mM, 630 µL) to quench the reaction. [I-OH] in 
diluted aliquots was determined with 1H NMR that show a reduction of I (resonance peak at 
7.99 ppm) and an increase of its hydrolysed product at (resonance peak at 7.76 ppm). Since 
water is in excess, hydrolysis of the sulfonyl fluoride of I follows first-order kinetics: 
ௗ
ௗ௧ I ൌ െ݇௥ሾHଶOሿሾIሿ ൌ െ݇ௗ௘௚௥ሾIሿ      (Eq.7) 
Based on initial inhibitor concentration, the relative decrease of I could be fitted by the 
exponential decay from which ݇ௗ௘௚௥୍  could be calculated: ሾIሿሺtሻ ൌ ሾIሿ଴ exp൫െ݇ௗ௘௚௥୍ t൯. (Eq.8) 
Subsequently, we plot the natural logarithms of the determined rate constants (ln k) over the 
reciprocal temperature in Figure S6.2b. We include the rate constant earlier determined at 25oC, 
and used a linear fit through the data points within to deduce the Arrhenius parameters shown 
below. 
࢑ࢊࢋࢍ࢘۷ ሺࢀሻ ൌ ࡭܍ܠܘ ቀെ ࡱࢇࡾࢀቁ ൌ ܍ܠܘሺૢ. ૢૠሻ ܍ܠܘ ቀെ૜. ૢૡ	૚૙૜
૚
ࢀ	ቁ  
The degradation of other inhibitory species follows identical mechanism. Hence, we used the 
Arrhenius parameters determined here to extrapolate onto the rate constants of background 
degradation of Int-I and Pro-I: 
 
Chapter 6 | 
 
130 
݇ௗ௘௚௥మ୍ ሺܶሻ ൌ ݂మ୍݇ௗ௘௚௥୍ ሺܶሻ, with ݂మ୍ ൌ ଴.଴ହସ଻଴.଴ହସଵ ൌ 1.01 
݇ௗ௘௚௥భమ୍ሺܶሻ ൌ ݂భమ୍݇ௗ௘௚௥୍ ሺܶሻ, with ݂భమ୍ ൌ ଴.ଵ଼଴଴.଴ହସଵ ൌ 3.32  
In here, functions (݂) are determined by the ratio of corresponding rate constants at T=25oC (see Chapter 3). 
Temperature	dependency	of	(4)	Tr	inhibition	
Figure S6.3: Determination of the Arrhenius parameters in inhibition. (a) Experimental time series carried out at 
various temperatures (see insert). Initial conditions: [Tr]0 = 100 M, [I] = 200 M. (b) Arrhenius parameters plot 
showing temperature dependence of Tr inhibition. 
Tr inhibition by I is assumed to follow the mechanism of a bimolecular reaction:  
Tr ൅ I	 ௞೔೙೓
౅
ሱۛሮ 		I-Tr. Figure S6.3a shows various time series of this reaction carried out at different temperatures. To 
measure the kinetics of inhibition, Tr (100 µM) was mixed with I (200 µM) in a 50 mM Tris buffer, pH 7.7 containing 
20 mM CaCl2. The solutions with a total of volume 400 L was continuously stirred, and the temperature was fixed 
using a Grant Bio PCMT Thermo Shaker. The reaction was followed by taken aliquots (20 L) in time and dissolving 
them in eppendorfs, each containing KHSO4 (0.1 M, 180 µL) to quench the reaction. Trypsin concentration in diluted 
aliquots were determined with a fluorogenic assay using bis-(Cbz-L-Arg) Rhodamine (5.1 M, pH=7.7, T=25oC) as 
substrate (see Method Summary in main text). Based on initial inhibitor concentrations, the inhibition of trypsin was 
fitted by the exponential decay in Eq. 9. Fitting the time series by the exponential decay gives k ([I]0 – [Tr]0) from which 
k is calculated.  
ሾ୘୰ሿ
ሾ୘୰ሿାሾ୍ሿబିሾ୘୰ሿబ ሺtሻ ൌ
ሾ୘୰ሿబ
ሾ୍ሿబ expሺെ݇௜௡௛
୍ ሺሾIሿ଴ െ ሾTrሿ଴ሻtሻ     (Eq. 9) 
Subsequently, we plot the natural logarithms of the determined rate constants (ln k) over the 
reciprocal temperature in Figure S6.3b. We include the rate constant earlier determined at 25oC, 
and used a linear fit through the data points within to deduce the Arrhenius parameters shown 
below. 
࢑࢏࢔ࢎ۷ ሺࢀሻ ൌ ࡭܍ܠܘ ቀെ ࡱࢇࡾࢀቁ ൌ ܍ܠܘሺ૛૝. ૡ૛ሻ ܍ܠܘ ቀെ૟. ૛૛	૚૙૜
૚
ࢀቁ  
In reality, the inhibition of trypsin can be caused by any of the sulfonyl fluorides of Pro-I, 
Int-I, I. Hence, we extrapolated the Arrhenius parameters to the rate constants of background 
inhibition of Int-I and Pro-I: 
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݇௜௡௛మ୍ሺܶሻ ൌ ݃మ୍݇௜௡௛୍ ሺܶሻ, with ݃మ୍ ൌ ଵ.ସ଺ସଶ.଻ ൌ 0.034  
݇௜௡௛భమ୍ሺܶሻ ൌ ݃భమ୍݇௜௡௛୍ ሺܶሻ, with ݃భమ୍ ൌ ଵ.ଷସସଶ.଻ ൌ 0.031  
In here, functions ݃ are determined by the ratio of corresponding rate constants at T=25oC (see Chapter 3). 
Temperature	dependence	of	(1)	Tr	catalyzed	autoactivation.	
Autocatalysis is based on activation of trypsinogen by trypsin: Tr ൅ Tg ௞೎ೌ೟
ೌೠ೟೚/௄ಾೌೠ೟೚	ሱۛ ۛۛ ۛۛ ۛۛ ሮۛ 		2	Tr. Figure 
S6.4a shows various time series of this reaction carried out at different temperatures. To 
measure the kinetics of the trypsin catalysed autocatalysis Tr (0.5 M) and Tg (60 M) were 
mixed in Tris buffer (100 mM, pH 7.7). The solutions with a total of volume 400 L was 
continuously stirred, and the temperature was fixed using a Grant Bio PCMT Thermo Shaker. 
The reaction was followed by taken aliquots (20 L) in time and dissolving them in eppendorfs, 
each containing KHSO4 (0.1 M, 180 µL) to quench the reaction. Trypsin concentration in 
diluted aliquots were determined with a fluorogenic assay using bis-(Cbz-L-Arg) Rhodamine 
(5.1 M, pH=7.7, T=25oC) as substrate (see Method Summary in main text). Plots of trypsin 
concentration vs. time were fitted at the initial stage of activation by mono-exponential growth 
at a fixed [Tg]0 and KM (see Table S1): 
ሾTrሿሺtሻ ൌ Tr଴ exp ቀെ ሾ୘୥ሿబ௞೎ೌ೟
ೌೠ೟೚
ሾ୘୥ሿబା௄ಾೌೠ೟೚
tቁ     (Eq.10) 
Figure S6.4: Determination of the Arrhenius parameters in autocatalysis. (a) Experimental time series carried out 
at various temperatures (see insert). Initial conditions: [Tg]0 = 60 M, [Tr] = 0.5 M. (b) Arrhenius parameters plot 
showing temperature dependence of autoactivation. Data points outside of linear regime were omitted from the fit. 
Subsequently, we plot the natural logarithms of the determined rate constants (ln k) over the 
reciprocal temperature in Figure S6.4b. Note that the total numbers of experiments exceed the 
number of plotted time series. Additional experiments were carried out to determine the 
temperature range in which autocatalysis shows a linear response to temperature. A linear fit 
through the data points within the range of 10-40 oC yields the Arrhenius parameters shown 
below. 
Chapter 6 | 
 
132 
࢑ࢉࢇ࢚ࢇ࢛࢚࢕
ࡷࡹࢇ࢛࢚࢕
ሺࢀሻ ൌ ࡭܍ܠܘ ቀെ ࡱࢇࡾࢀቁ ൌ ܍ܠܘሺ૛૞. ૞ૢሻ ܍ܠܘ ቀെ૟. ૜ૠ	૚૙૜
૚
ࢀቁ  
Temperature	dependency	of	(3)	time‐delay	in	the	negative	feedback	
The time-delay in the negative feedback is based on the conversion of Int-I into I, in 
presence of enzyme Ap: ଶI ൅ Ap ௞೎ೌ೟
೏೐೗ೌ೤/௄ಾ೏೐೗ೌ೤	ሱۛ ۛۛ ۛۛ ۛۛ ۛۛ ሮ 	I. To prevent background hydrolyses (e.g. influence 
of ݇௜௡௛మ୍ , and ݇௜௡௛୍ ), a reversible Int-I have been synthesized. The synthesis proceeds by adding 
N,N'-dicyclohexylcarbodiimide (DCC) (1 eq.) to a stirred solution of Boc-Glu-OH (2 g, 8.1 
mmol, 1 eq.) and N-hydroxysuccinimide (HOSu, 1.1 eq.) dissolved in distilled dimethoxyethane 
(DME) at 0 °C (under an argon atmosphere). After allowing the reaction to proceed for one 
hour at 0 °C, the mixture was stored overnight at 4 °C without stirring. Precipitated 
dicyclohexyl urea (DCU) was removed by filtration, and the filtrate was dried in vacuo. 
Recrystallization in 2-propanol (2 mL) yielded pure Boc-Glu-OSu. 
Subsequently, Boc-Glu-OSu (2.47 g, 7.2 mmol, 1 eq.) was dissolved in dry 
dimethylformamide (DMF, 1 mL) and added dropwise to a stirred solution of Phenethylamine 
(1.13, 7.2 mmol, 1.0 eq.) and N,N-diisopropylethylamine (DIPEA, 1.1 eq.) in dry DMF (10 mL) 
which was cooled to 0 °C. The reaction was carried out under an argon atmosphere and 
proceeded for 2 hours while the mixture was allowed to slowly reach room temperature. DMF 
was removed in vacuo and the residue was then dissolved in 2 mL potassium bisulfate (KHSO4, 
0.1M) and extracted with ethyl acetate (2 x 2 mL). Hereafter, the combined organic phases were 
washed with water (2 x 2 mL), dried over Na2SO4 and concentrated on the rotary evaporator.  
Boc-Gln-Phenylethylamine, obtained after column purification using a CHCl3-MeOH 
mixture (99:1), was dissolved in a mixture of distilled dichloromethane (CH2Cl2) and 
trifluoroacetic acid (TFA) (1:1, v/v, 1 mL). The solution was stirred at 0 °C for 15 min and for 
45 min at room temperature. Solvents were removed in vacuo and the residue was dissolved in 2-
propanol (0.5 mL). The product was precipitated using diethyl ether (Et2O, 4 mL). After 
removal of Et2O, CH2Cl2 (2 mL) was added to the precipitate, and the suspension was stirred 
for 30 minutes to wash the product. Removal of CH2Cl2 yields a glassy product, which could be 
precipitated using Et2O (4 mL). Removal of  Et2O yields the reversible Int-I (TFA salt of H-
Gln-Phenylethylamine) as a white solid (yield: 30%, 896.9 mg, 2.5 mmol). 1H NMR (400 MHz, 
MeOD) δ = 7.28-7.15 (m, 5H, Ar CH-10-15), 3.84-3.81 (t, 3JH-
H = 6.2, 1H, CH-2), 3.60-3.51 (m, 1H, CH2-16), 3.45-3.38 (m, 
1H, CH2-16), 2.88-2.76 (m, 2H, CH2-17), 2.33-2.21 (m, 2H, 
CH2-5), 2.05-1.93 (m, 2H, CH2-4). 
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Figure S6.5: Determination of the Arrhenius parameters in time-delay. (a) Experimental time series carried out at 
various temperatures (see insert). Initial conditions: [Int-I]0 = 200 mM, [Ap]0 = 1.3 U mL-1. (b) Arrhenius parameters 
plot showing temperature dependence of time-delay. Data points outside of linear regime were omitted from the fit. 
Figure S6.5a shows various time series of the Ap catalysed time-delay carried out at different 
temperatures. To measure the kinetics of this reaction, Ap (1.3 U mL-1) and reversible Int-I (200 
mM) were mixed in Tris buffer (100 mM, pH 7.7 in D2O). In contrast to the autocatalysis, here 
we kept ሾଶIሿ଴ ≫ ܭௌ௘௟௔௬ in our experiments. This allows us to study the enzymatic efficiency as 
a pseudo-first order reaction:  
ୢ
ୢ୲ I ൌ ݇௖௔௧
ௗ௘௟௔௬ሾApሿ        (Eq.11)  
The solution with a total of volume 0.5 mL was continuously stirred, and the temperature was 
fixed using a Grant Bio PCMT Thermo Shaker. The reaction was followed by taken aliquots (70 
L) in time and dissolving them in NMR tubes, each containing KHSO4 (0.1 M, 630 µL) to 
quench the reaction. Concentration of product formation (H-Gln-OH and 2-Phenylethylamine) 
was determined with 1H NMR that show an increase of resonance peaks according to the table 
S6.2. The average of three peaks (HA-HC) was taken to produce the time series in Figure S6.5a 
from which ݇௖௔௧ௗ௘௟௔௬ was calculated after fitting each time series with a linear function. 
Table S6.2: Residual peaks characterizing the products formed in time-delay experiments. 
Products formed in reaction Chemical shift 
(ppm) 
#H
HA  
2.44 1 
HB  
4.02 2 
HC  
3.20 2 
Subsequently, we plot the natural logarithms of the determined rate constants (ln k) over the 
reciprocal temperature in Figure S6.5b. Similar to the activation of trypsinogen by trypsin, here 
H3N
H H
H
HH
H
H
H3N
NH2O
O
OH
H
H
H
H
H
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we again observe that the linearity in temperature dependence  is limited to 40-C. A linear fit 
through the data points within the range of 10-40 oC yields the Arrhenius parameters shown 
below. 
࢑ࢉࢇ࢚ࢇ࢛࢚࢕
ࡷࡹࢇ࢛࢚࢕
ሺࢀሻ ൌ ࡭܍ܠܘ ቀെ ࡱࢇࡾࢀቁ ൌ ܍ܠܘሺ૛૟. ૟૝ሻ ܍ܠܘ ቀെૠ. ૞૝	૚૙૜
૚
ࢀቁ  
Temperature	dependency	of	(5)	negative	feedback	activation	
Figure S6.6: Determination of the kinetic parameters in the time-delay. (a) Experimental time series carried out 
at various temperatures (see insert). Initial conditions: Tg (130M), Tr (0.2M), Ap (0.83 U mL-1) and Pro-I (260M). 
(b) Arrhenius parameters plot showing temperature dependence of negativefeedback activation deduced from batch 
experiments. 
The negative feedback is activated by converting Pro-I into Int-I, in presence of Tr:  
ଵଶI ൅ Tr ௞೎ೌ೟
ೌ೎೟/௄ಾೌ೎೟	ሱۛ ۛۛ ۛۛ ሮ ଶI. Figure S6.6a shows various time series carried out at different 
temperatures. To measure the kinetics of the Tr catalysed activation of Pro-I we studied the full 
reaction network in batch conditions. Tg (130M), Tr (0.2M), Ap (0.83 UmL-1) and Pro-I 
(260M) were mixed in Tris buffer (100 mM, pH 7.7 containing 20 mM Ca2+). The solution 
with a total of volume 400 L was continuously stirred, and the temperature was fixed using a 
Grant Bio PCMT Thermo Shaker. The reaction was followed by taken aliquots (20 L) in time 
and dissolving them in NMR tubes, each containing KHSO4 (0.1 M, 180 µL) to quench the 
reaction. Trypsin concentration in diluted aliquots were determined with a fluorogenic assay 
using bis-(Cbz-L-Arg) Rhodamine (5.1 M, pH=7.7, T=25oC) as substrate (see Method 
Summary in main text). Based on the initial concentrations, and the rate constants derived from 
previous experiments, we used COPASI to fit the time series to Eq.6 from which ݇௖௔௧௔௖௧/ܭெ௔௖௧ 
was calculated.  
Subsequently, we plot the natural logarithms of the determined rate constants (ln k) over the 
reciprocal temperature in Figure S6.6b. A linear fit through the data points yields the Arrhenius 
parameters shown below. 
࢑ࢉࢇ࢚ࢇ࢛࢚࢕
ࡷࡹࢇ࢛࢚࢕
ሺࢀሻ ൌ ࡭܍ܠܘ ቀെ ࡱࢇࡾࢀቁ ൌ ܍ܠܘሺ૜ૡ. ૝ሻ ܍ܠܘ ቀെ૚૙. ૜	૚૙૜
૚
ࢀቁ  
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Summary	of	the	kinetic	studies	
From above measurements, dependencies of temperature in our reaction network could be 
summarized as follows (with the changes compared to Eq.6 highlighted in cyan): 
ௗ
ௗ௧ Tg ൌ ቆെA௔௨௧௢ exp ቀെ
ாಲೌೠ೟೚
ோ் ቁ ൫ሾTrሿ ൅ ൫்݂ ௚൯ሾTgሿ൯ቇ ሾTgሿ ൅ ௙݇ሺሾTgሿ଴ െ ሾTgሿሻ  
ௗ
ௗ௧ Tr ൌ ቆ൅A௔௨௧௢ exp ቀെ
ாಲೌೠ೟೚
ோ் ቁ ሾTgሿ െ A௜௡௛ exp ቀെ
ாಲ೔೙೓
ோ் ቁ ቀ൫ ݂భమ୍൯ሾଵଶIሿ ൅ ൫ ݂మ୍൯ሾଶIሿ ൅ ሾIሿቁቇ ሾTrሿ ൅  
             ൫்݂ ௚൯A௔௨௧௢ exp ቀെ ாಲೌ
ೠ೟೚
ோ் ቁ ሾTgሿଶ ൅ ௙݇ሺሾTrሿ଴ െ ሾTrሿሻ   
ௗ
ௗ௧ଵଶI ൌ െቆቀA௔௖௧ exp ቀെ
ாಲೌ೎೟
ோ் ቁ ൅ ൫ ݂భమ୍൯A௜௡௛ exp ቀെ
ாಲ೔೙೓
ோ் ቁቁ ሾܶݎሿ ൅ ൫݃భమ୍൯Aௗ௘௚௥ exp ൬െ
ாಲ೏೐೒ೝ
ோ் ൰ቇ ሾଵଶIሿ ൅  
                   ௙݇ሺሾଵଶIሿ଴ െ ሾଵଶIሿሻ       (Eq.12) 
ௗ
ௗ௧ଶI ൌ 	A௔௖௧ exp ቀെ
ாಲೌ೎೟
ோ் ቁ ሾTrሿሾଵଶIሿ െ  
              ൮
ሾ஺௣ሿబ୅೏೐೗ೌ೤ ୣ୶୮൭ିಶಲ
೏೐೗ೌ೤
ೃ೅ ൱
௄ಾ೏೐೗ೌ೤ାሾమ୍ሿ
൅ ൫ ݂మ୍൯A௜௡௛ exp ቀെ ாಲ
೔೙೓
ோ் ቁ ሾTrሿ ൅ ൫݃మ୍൯Aௗ௘௚௥ exp ൬െ
ாಲ೏೐೒ೝ
ோ் ൰൲ ሾଶIሿ െ ௙݇ሾଶIሿ  
ௗ
ௗ௧ I ൌ ൮
ሾ୅୮ሿబ୅೏೐೗ೌ೤ ୣ୶୮൭ିಶಲ
೏೐೗ೌ೤
ೃ೅ ൱
௄ಾ೏೐೗ೌ೤ାሾమ୍ሿ
൲ ሾଶIሿ െ ൬A௜௡௛ exp ቀെ ாಲ
೔೙೓
ோ் ቁ ሾTrሿ ൅ Aௗ௘௚௥ exp ൬െ
ாಲ೏೐೒ೝ
ோ் ൰൰ ሾIሿ െ ௙݇ሾIሿ  
Table S6.3: Summary of temperature dependent functions and Arrhenius parameters in the mathematical model. 
Reaction in network ࢒࢔ሺ࡭࢏ሻ ࡱ࡭࢏  (J mol-1)         ࢌ 
(1)   Autocatalysis by Tr 25.594 52934.75
(2)   Negative feeedback activation 38.420 83618.96
(3)   Time delay 26.639 62736.06
(4)   Tr inhibition by I 24.823 51709.04
(5)   Inhibitor degradation 9.965 33061.78
(6)   Tr inhibition by Int-I 0.034 
(7)   Tr inhibition by Pro-I 0.031 
(8)   Pro-I degredation 3.32 
(9)   Int-I degredation 1.01 
(10) Autocatalysis by Tg 0.00012* 
* ்݂ ௚ is determined by the ratio of corresponding rate constants at T=25o. (see Chapter 3). 
6.5.3 Rate changes determined by flow and temperature 
After establishing Eq.12, we explored the impact of changing temperature and flow using the 
mathematical model. Below we varied the flow and temperature to illustrate show how the 
steady states changes as function of these parameters. As depicted, the steady state 
concentration [Tr]SS scales gradually as function of flow (Figure S6.7a). A trend that is 
consistent for various temperatures. In contrast, [Tr]SS decays exponentially as function of 
temperature (Figure S6.7b). 
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Figure S6.7: Flow and temperature dependent steady states. (a) Steady state concentration of Tr as function of 
flow rate at various temperatures. Simulation conditions: {[Tg]0, [Tr]0, [Ap]0, [Pro-I]0, kf, T}=167M, 0.2M, 0.26 U 
mL-1, 1.5mM, varied, 20-30oC. (b) Steady state concentration of Tr as function of temperature at various flow rates. 
Simulation conditions: {[Tg]0, [Tr]0, [Ap]0, [Pro-I]0, kf, T}=167M, 0.2M, 0.26 U mL-1, 1.5mM, 0.2-0.6 h-1, varied. In 
both (a) and (b), solid lines represent stable steady states, whereas the dashed lines represent the area in which steady 
states give rise to oscillations. 
The model also provides information on the changes in the reaction rates  as the network 
functions. We isolate the individual reactions based on the following rate equations: 
௔௨௧௢൫ ௙݇, ܶ൯ ൌ ௞೎ೌ೟
ೌೠ೟೚
௄ಾೌೠ೟೚
൫ ௙݇, ܶ൯ ∗ ሾTgሿ ∗ ሾTrሿ, ௔௖௧൫ ௙݇, ܶ൯ ൌ ௞೎ೌ೟
ೌ೎೟
௄ಾೌ೎೟
൫ ௙݇, ܶ൯ ∗ ሾTrሿ ∗ ሾଵଶIሿ, 	
ௗ௘௟௔௬൫ ௙݇, ܶ൯ ൌ ௞೎ೌ೟
೏೐೗ೌ೤൫௞೑,்൯ሾ୅୮ሿబሾమ୍ሿ
௄ಾ೏೐೗ೌ೤ሾమ୍ሿ
, ௜௡௛൫ ௙݇, ܶ൯ ൌ ݇௜௡௛୍ ൫ ௙݇, ܶ൯ ∗ ሾTrሿ ∗ ሾIሿ  
Figure S6.8 shows the relative changes in a continuum (d/dkf, d/dT) as discussed in the 
main text. 
Figure S6.8: Gradient of reaction rates in the oscillatory regime (a) as function of flow, and (b) as function of 
temperature. Gradients of the reaction rate development in Figure 3 were evaluated in smaller stepsizes (dkf or dT). 
Simulations use fixed conditions: T=25oC for (a), and kf =0.5 h-1 for (b). 
Figure S6.9 depicts the positive and the negative feedback as simplified sets of rate equations 
and shows the reaction trajectories thereof in the representative phase spaces. The reaction 
trajectory of the positive feedback moves towards a final state in which the initially available Tg 
(grey square) is converted into Tr (red square, Figure 6.2a). Increasing the temperature, 
increases the reaction rate constant of autocatalysis k1 (in red), thereby changing the path of the 
reaction trajectory (indicated by the red arrow). In contrast, kf (in blue) functions as a depletion 
rate that competes with the Tr production rate by autocatalysis. Consequently, kf changes the 
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end state but leaves the path of the reaction trajectory unchanged (indicated by the arrows). The 
influences on the negative feedback is discussed in the main text. 
 
Figure S6.9: Reaction trajectories in feedback loops as function of temperature and flow (a) in an isolated 
positive feedback, and (b) negative feedback loop in a CSTR. The direction, as well as the end states, of the reaction 
trajectories is indicated by the small arrows. The end state is given as a red square; in case the end states converge into a 
single concentration. Initial conditions of the simulations (grey squares) are provided in the inserts. The blue arrows 
indicate the change induced by the increased flow whereas the red arrows indicated the change induced by temperature. 
We take background reactions into account in our simulations (see Supplementary Information S1.2.6) but for 
illustrative purposes here we only show the main reactions in the schemes. 
6.5.4 CSTR Experiments under different flow and temperatures  
Figure S6.10 shows the results of nine experiments carried out under varying flow and 
temperatures (see insert). Experiments were carried using four glass syringes loaded with Tg, Tr, 
Ap and Pro-I (with the concentrations given in Figure caption), and connected with tubing to 
the four inlets of a 250 µL polydimethylsiloxane (PDMS) reactor. Fractions of the total flow 
rate were 0.5 for trypsinogen (i.e. 27.5 µL/h at a total flow of 55 µL/h), 0.2 for both trypsin and 
Pro-I, and 0.1 for aminopeptidase. The outlet tubing of the CSTR was pushed through the tube 
holder of a Bio-Rad 2110 fraction collector and a carousel was loaded with 80 Eppendorf tubes, 
each containing 150 µL of 0.1 M KHSO4 to quench the reactions in the CRN by lowering the 
pH to 1. During the experiment, droplets were collected at regular time intervals and analysed 
afterwards. Trypsin concentration in diluted aliquots were determined with a fluorogenic assay 
using bis-(Cbz-L-Arg) Rhodamine (5.1 M, pH=7.7, T=25oC) as substrate (see Method 
Summary in main text).  
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Figure S6.10: Time series of CSTR experiments showing oscillations, with the period determined by calculating 
the distances between the amplitudes in each experiment (arrows). The reaction temperatures are calculated according 
the temperature calibration in Supplementary Information 2.5.3.   
As depicted in Figure S6.10, periods are determined by calculating the distances between the 
amplitudes of three consecutive peaks in each experiment. We further increased the 
temperature and flow. Surprisingly, the network continuous to produce oscillations at a 
temperature as high as 38 oC (bottom right graph), whereas increasing flow above 0.4 (kf > 0.4) 
the oscillations became damped. The phase plot generator was adapted from Chapter 4 simply 
by using the ODE described by Eq.12 instead of Eq.1. 
6.6 Acknowledgement 
Mr. Pogodaev is acknowledged for his support in the flow experiments. Dr. Maguire is 
acknowledged for his support on the simulations. I wish to thank both of them for their 
contributions in the preparation of this chapter.  
6.7 References 
1. Strogatz, S. H. Nature 2001, 410, 268–277. 
2. Scheffer, M.; Carpenter, S.; Foley, J. A.; Folke, C.; Walker, B. Nature 2001, 413, 891-896.  
3. Nagy, M.; Ákos, Z.; Biro, D.; Vicsek, T. Nature 2010, 46, 890-894.  
Periodicity in oscillating enzymatic reaction networks  
is more sensitive to changes in flow than temperature 
139 
4. Bullmore, E.; Sporns, O. Nat. Rev. Neurosci. 2010, 10, 186-198.  
5. Dehmelt, L.; Bastiaens, P. I. H. Nat. Rev. Mol. Cell Biol. 2010, 11, 440-452.  
6. Stelling, J.; Sauer, U.; Szallasi, Z.; Doyle, F. J.; Doyle, J. Cell 2004, 118, 675−685. 
7. Veraart, A. J.; Faassen, E. J.; Dakos, V.; van Nes, E. H.; Lürling, M.; Scheffer, M. Nature 2012, 481, 357-360. 
8. Kitano, H. Nat. Rev. Genetics 2004, 5, 826-837.  
9. Carpenter, S.R. Nature 2003, 496, 308-309. 
10. Mumby, P. M.; Chollett, I.; Bozec, Y.- M.; Wolff, N. H. Current Opinion in Environmental Sustainability 2014, 7, 22–27.  
11. Vandermeer, J.; Yodzis, P. Ecology 1999, 80, 1817-1827. 
12. Grzybowski, B. A.; Huck., W. T. S., Nature Nanotech. 2016, 11, 585−592.  
13. Mattia, E.; Otto. S. Nature Nanotech 2015, 10, 111–119. 
14. He, X.; Aizenberg, M.; Kuksenok, O.; Zarzar, L. D.; Shastri, A.; Balazs, A. C.; Aizenberg, J.; Nature 2012, 214−218. 
15. Sadownik, J. W.; Mattia, E.; Nowak, P.; Otto, S. Nat. Chem. 2016, 8, 264–269. 
16. Boekhoven, J.; Brizard, A. M.; Kowlgi, K. N. K.; Koper, G. J. M.; Eelkema, R.; van Esch, J. H. Angew. Chem. Int. Ed. 
2010, 49, 4825–4828.  
17. Pappas, C. G.; Sasselli, I. R.; Ulijn, R.V. Angew. Chem. Int. Ed. 2015, 54, 8119 –8123. 
18. Semenov, S. N.; Wong, A. S. Y.; Van der Made, R. M.; Postma, S. G. J.; Groen, J.; Van Roekel, H. W. H.; De Greef, 
T. F. A.; Huck, W. T. S. Nat. Chem. 2015, 7, 160-165. 
19. Semenov, S. N.; Kraft, L. J.; Ainla, A.; Zhao, M.; Baghbanzadeh, M.; Campbell, V. E.; Kang, K.; Fox, J. M. & 
Whitesides, G. M.; Nature 2016, 537, 656–660. 
20. Fujii, T.; Rondelez, Y. ACS Nano 2013, 7, 27–34. 
21. Chen, Y-J.; Dalchau, N.; Srinivas, N.; Phillips, A.; Cardelli, L.; Soloveichik, D.; Seelig, G. Nature Nanotech. 2013, 8, 
755−762. 
22. Samaniego, C. C.; Giordano, G.; Kim, J.; Blanchini, F.; Franco, E. ACS Synth. Biol. 2016, 5, 321−333. 
23. Wong, A. S. Y.; Postma, S. G. J.; Vialshin, I. N.; Semenov, S. N.; Huck, W. T. S. J. Am. Chem. Soc. 2015, 137, 
12415−12420. 
24. Muzika, F.; Bánsági, T.; Schreiber, I.; Schreiberová, L.; Taylor, A. F. Chem. Commun. 2014, 50, 11107-11109. 
25. Tompkins, N.; Li, N.; Girabawe, C.; Heymann, M.; Ermentrout, G. B.; Epstein, I. R.; Fraden, S. Proc. Natl Acad. Sci. 
USA 2014, 111, 4397–4402. 
26. Keller, M.A.; Zylstra, A.; Castro, C.; Turchyn, A. V.; Griffin, J. L.; Ralser1, M; Sci. Adv. 2016, 2, 1-11.  
27. Hong, C. I.; Conrad, E. D.; Tyson, J. T. Proc. Nati Acad. Sci. USA 2007, 104(4), 1195-1200. 
28. Hussain, F.; Gupta, C.; Hirning, A. J.; Ott, W.; Matthews, K. S.; Josić, K.; Benneett, M. R. Proc. Nati Acad. Sci. USA 
2013, 111(3), 972-977. 
29. Nogueira, P. A.; Batsta, B. C.; Faria, R. B.; Varela, H. RSC Adv. 2014, 4, 30412-30421. 
30. Pullela, S. R.; Cristancho, D.; He, P.; Luo, D.; Hall, K. R.; Phys. Chem. Chem. Phys. 2009, 11, 4236-4243. 
31. Kondo, T.; Strayer, C. A.; Kulkarni, R. D.; Taylor, W.; Ishiura, M.; Golden, S. S.; Johnson, C. H. Proc. Nati Acad. Sci. 
USA 1993, 901(2), 5672-5676. 
32. Pfeuty,	B.;	Thommen, Q.; Lefranc, M. Biophys J. 2011,  1001(1), 2557–2565. 
33. Epstein, I. R. J. Chem. Educ. 1989, 66, 191-195.  
34. Epstein, I. R.; Pojman, J. A. An Introduction to Nonlinear Chemical Dynamics Oxford University Press, Oxford, 1998. 
  
Chapter 6 | 
 
140 
 
 
 
141 
Chapter 7:  
Molecular engineering of robustness and resilience in 
enzymatic reaction networks 
 
Living systems rely on complex networks of chemical reactions to control the concentrations 
of molecules in space and time. Despite the enormous complexity in biological networks it is 
possible to identify network motifs that lead to functional outputs such as bistability or 
oscillations. One of the greatest challenges in chemistry is the creation of such functionality 
from chemical reactions. A key limitation is our lack of understanding of how molecular 
structure impacts on the dynamics of chemical reaction networks (CRNs), preventing the design 
of networks that are robust (i.e. function in a large parameter space) and resilient (i.e. reach their 
out-of-equilibrium function rapidly). Here we demonstrate that reaction rates of individual 
reactions in the network can control the dynamics by which the system reaches limit cycle 
oscillations, thereby gaining information on the key parameters that govern the dynamics of 
these networks. We envision that these principles will be incorporated into the design of 
network motifs, enabling chemists to develop ‘molecular software’ to create functional behavior 
in chemical systems. 
 
 
 
 
 
 
 
 
 
 
 
 
 
This chapter has been published as:  
Wong, A. S. Y.; Pogodaev, A. A.; Vialshin, I. N.; Helwig, B.; Huck, W. T. S. J. Am. Chem. Soc. 
2017, 139 (24), 8146 – 8151. 
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7.1  Introduction 
Vast metabolic and genetic networks of chemical reactions allow living cells to sense their 
environment, react to stimuli and use nutrients for cell growth and division1. Although these 
networks are daunting in complexity, recurring patterns, so-called network motifs, have been 
identified that create functional behavior on a smaller scale2,3. Simple motifs with a few positive 
and negative feedback loops create functionality such as bistable switching, adaptation and 
oscillations4-6. The key challenge for chemistry is to translate the design principles of living 
systems into robustly engineered artificial systems7-9. Chemical reaction networks organized into 
different motifs give rise to rich dynamic behavior, but programming their precise output has 
proven very delicate. Early work has resulted in a number of exciting examples ranging from 
functional out-of-equilibrium systems that can perform logic operations10,11, to dissipative self-
assembling structures creating new forms of smart materials12-17. However, it is clear that we do 
not fully understand how to engineer robustness and resilience in molecular reaction 
networks18-21. 
Strategies to obtain robustness and resilience usually rely on modifying, or increasing the 
networks connectivity22-27, but this approach fails to take into account the nature of chemical 
reactions within the networks. A bottom-up construction of complex molecular systems offers a 
novel route to directly probe the influence of molecular reactivity on the dynamics of reaction 
networks28-30. We recently reported a rationally designed, fully characterized enzymatic reaction 
network showing limit cycle oscillations(Figure 7.1a)31. This two-node oscillator integrates the 
autocatalytic production of the enzyme trypsin with a tunable and delayed negative feedback 
induced by trypsin-activated small molecules. Unlike most biological systems, all rates in our 
network are known and can be individually addressed32. Here, we synthesized a small library of 
pro-inhibitor molecules (Figure 7.1a) to finely tune rate constants for nodes controlling the 
activation and the termination of the negative feedback in topologically equivalent CRNs. 
We show how the steepness of the response of our negative feedback can be controlled by 
the substituents in the pro-inhibitor molecule, and how this approach leads to more robust 
networks that reach their stable limit cycle more quickly. It is exactly this understanding of the 
dynamics of the networks that allows us to identify the chemical principles that govern how 
complex systems reach their out-of-equilibrium function. 
7.2  Results and discussion 
Tuning the strength of the negative feedback 
Our network combines a positive and a delayed negative feedback loop. In the reaction 
network, trypsin (Tr) catalyzes its own formation from the precursor trypsinogen (Tg). 
Opposed to this positive feedback, Tr is inhibited by the negative feedback that is composed of 
three sequential steps (Figure 7.1a). In the activation step, Tr converts a pro-inhibitor into an 
intermediate inhibitor (Int-I), which consists of a glutamine (Gln) residue attached to a potent 
inhibitor for Tr. Another enzyme, aminopeptidase N (Ap), controls the release of the inhibitor  
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moiety by cleaving off Gln in the delay step. In the final step, Tr recognition of the active 
inhibitor closes the negative feedback loop. 
We tune the rates in the activation and inhibition steps by modifying the pro-inhibitor 
structure. The combination of three substituents on R1 and R2 sites results in nine pro-
inhibitors with different reaction rate constants for either the activation or final inhibition step 
of the negative feedback loop (Figure 1b). Substituents acetyl (Ac), methoxy ethylene glycol 
(MEG), and acetyl aspartic acid  (Ac-Asp) on position R1 influence the rate constant of 
activation (kact) of the negative feedback loop by changing the affinity of the pro-inhibitor 
towards Tr32,33. On the other end of the molecule, changing the length of the alkyl chain 
(methyl, ethyl and propyl) of the inhibitor in position R2 allows us to tune the rate constant of 
inhibition (kinh) by changing the actual fit of the inhibitor in the active pocket of Tr34,35. Overall, 
we obtained a small family of networks (CRN 1-9) with the same topology, but with different 
kinetics, as indicated by the different lengths of arrows in Figure 1b (the shorter the arrow, the 
stronger the interaction and the higher the reaction rate constant). 
 
Figure 7.1: Enzymatic reaction network with modified pro-inhibitors leading to a library of CRNs. (a) 
Topology of the enzymatic reaction network composed of enzymes trypsinogen (Tg), trypsin (Tr) and aminopeptidase 
(Ap) and a synthetic pro-inhibitor. Modifications to the pro-inhibitor were achieved by conventional synthetic 
procedures (see Supplementary Information S1). Substituents acetyl (Ac), methoxy ethelene glycol (MEG), and acetyl 
aspartic acid (Ac-Asp), and amino - methyl (Me), ethyl (Et) or propyl (Pr) - benzene sulfonyl fluoride, were used for R1 
and R2 respectively. (b) Illustration of CRN matrix composed of nine different pro-inhibitors combined from R1 x R2. 
The rate constants for activation, kact and inhibition, kinh, were determined in isolated reactions (see Chapter 3 & 4). 
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Figure 7.2: Network properties in equilibrium conditions. (a) Experiments with CRN 1-9 carried out in identical 
batch conditions (i.e. with initial conditions; [Tg]0=130 M, [Pro-I]0=260 M, [Tr]0=0.2 M, [Ap]0=0.8 U mL-1). 
Trypsin concentration is determined by a fluorescent assay (see methods summary). (b) The inhibition time (purple 
domain in (a)) is defined as t(Tr,max)- t (Tr=0.2), and plotted as function of kinh. 
The pro-inhibitor (Pro-I) is the source of the negative feedback, and is therefore responsible 
for carrying the reaction back to its original state. As evidence for the fine-tuning of the 
negative feedback, we first confirm in batch experiments that each CRN containing a different 
pro-inhibitor can exhibit the desired function. The response of the reaction network in batch 
conditions gives an initial rise in [Tr] before decaying to equilibrium in which the active 
inhibitor is bound irreversibly to Tr. The series of experiments in Figure 7.2a show that all 
networks exhibit similar behavior, but also demonstrate that the subtle changes in the pro-
inhibitor molecules have changed the details of the response (see Supplementary Information 
7.5.1 for more details). There are clear trends of gradual changes in peak position, area under 
the peak, and maximum [Tr] obtained. We analyzed the peak characteristics of individual 
responses in detail, but here we wish to highlight (in purple) how the modifications on Pro-I 
influence the time required to bring the maximum [Tr] from the peak back to zero. This 
‘inhibition time’ gives information on the ‘strength’ of negative feedback. We find that the 
inhibition time correlates negatively to the inhibition rate constant kinh, and this trend is 
consistent for the three different substituents in R1 (Figure 7.2b). 
The library of CRNs also provides deeper insights into the nature of the negative feedback. 
Choosing two series of CRNs allows us to experimentally isolate the influences of the various 
rate constants in our enzymatic reaction network on the negative feedback loop. We used CRN 
4, 5 and 6 (with various substituents for R2) to investigate the impact of changes in the 
inhibition rate constant (kinh), and CRN 3, 6 and 9 (with various substituents for R1) for changes 
in the activation rate constant (kact). Figure 7.3a shows the various responses of the negative 
feedback all starting with initial trypsin concentrations [Tr]0 = 100 M. In absence of Tg, the 
negative feedback initiates immediately as can be seen in the decay in [Tr], and the simultaneous 
increase observed in [Act-I]. Figure 7.3a shows Tr is inhibited faster in the series 6 > 5 > 4 
(requiring less time to reach [Tr] = 0). Furthermore, the Act-I production during the reaction is  
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Figure 7.3 Properties of the negative feedback in equilibrium conditions. (a) Experiments with CRN series 4, 5, 6 
and 3, 6, 9 carried out in identical batch conditions in absence of Tg ([Pro-I]0=200 M [Tr]0=100 M, [Ap]0=0.8 U mL-
1).  The concentrations of methyl- to ethyl- to propylamine inhibitors (4, 5, 6) are depicted in grey, light blue, and dark 
blue squares respectively. Inhibitor concentrations are determined by UV detection after being separated by HPLC (see 
methods summary).  (b) The response of the negative feedback determined the gradient (d[Tr]/d[Act-I]) in which [Tr] 
decreases from 80 M to 20 M (see Supplementary Information S2)36. 
significantly slower in the same series. In contrast, changes in the kact (CRN 3, 6 and 9) do not 
influence the time to fully inhibit Tr, nor the amount of Act-I that is produced in the reaction. 
The effect of kinh and kact on the negative feedback reaction is studied in more detail by 
following how [Tr] changes as a function of [Act-I]. To evaluate the kinetic interplay between 
the key enzyme Tr and the active inhibitor that is eventually produced in the solution, we 
determined the gradient (d[Tr]/d[Act-I], Figure 7.3b). We note that this gradient changes from 
a gradual (dTr/dAct-I = -0.99) to a much steeper, so-called ultrasensitive36, response 
(dTr/dAct-I = -4.41) when changing from methyl- to ethyl- to propylamine inhibitor (4, 5, 6) 
(e.g. higher rate constant kinh) in the network. This is important as proper balancing of the 
timescales of opposing chemical reactions is necessary in order to obtain sustained oscillatory 
behavior under out-of-equilibrium conditions.6 Consequently, a gradual decay in [Tr] as 
function of [Act-I] is expected to lead to a negative feedback loop that would be less to 
counteract the autocatalytic production of Tr in a timely fashion. Importantly, Figure 7.3b 
demonstrates that the steepness of the gradient only responds to changes in R2 (kinh) as the 
CRNs with changes in R1 (Ac, MEG, or Ac-Asp groups on R1) all show the same response. 
Thus, the kinetics of the feedback loop are dominated by the structure of the active inhibitor. 
 
Next, we used simulations to investigate the effect of increasing the strength of the negative 
feedback on the robustness of the networks under out-of-equilibrium conditions19,20. Figure 
7.4a illustrates how we use flow (with flow rate constant kf)37 to maintain the network out-of-
equilibrium. In flow, our system exhibits sustained oscillations only in a limited parameter 
space. Hence, we first determined (using our previously published numerical search method)32 
the range of feed concentrations, as well as flow rates, that will lead to sustained oscillations for 
each of the CRNs. 
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Figure 7.4: Robustness in out-of-equilibrium enzymatic reaction networks. (a) Network motif with a continuous 
influx of reactants ([Tg]0, [Ap]0, [Pro-I]0). (b) Phase plot showing the predicted conditions for sustained oscillations. We 
identified a value of [Pro-I]0 for which the region of (kf,[Ap]0)-space  (in which sustained oscillationsare observed) is 
largest (indicated by [Pro-I]0opt). (c) The phase plots at the optimal conditions for [Pro-I]0 as function of the parameters 
[Ap]0 and kf. The flow rate constant kf (in h-1) is obtained by dividing the applied flow rate (in µL h-1) over the volume 
of the reactor (in µL) in the simulations. (d) The normalized areas, in which the simulations predict oscillations, as 
function of both kinh (differences along dashed lines) and kact (differences among colored squares). 
Figure 7.4b shows the parameter window (composed from the feed concentrations [Ap]0, 
[Pro-I]0 and flow rate) as a ‘volume’ of the oscillatory regime.38 Using a computer script, we 
took slices of the 3D plot in the (kf, [Ap])-planes to determine the apparent optimal [Pro-I]0opt 
(i.e. the feed concentration of the pro-inhibitor giving the largest parameter space with 
sustained oscillations, see Supplementary Information S7.5.3). If we repeat this procedure for all 
CRNs we find that there are significant differences in the size of parameter space in which 
sustained oscillations can be found (Figure 7.4c). We compared the areas of the parameter space 
that leads to sustained oscillations for each CRN in Figure 7.4d. In contrast to the results in 
batch conditions, the robustness of the oscillatory regime increases to similar degrees as 
function of both kinh (differences along dashed lines) and kact (differences among colored 
squares). Nonetheless, we find that the network is most robust with the propyl-derivative of the 
active inhibitor.  
Of particular interest is not the size of the oscillatory regime but how fast our system reaches 
the stable limit cycle.39,40 Figure 7.5a illustrates in a phase portrait how the network approaches 
the limit cycle from various points. The number of orbits that is required to reach the limit cycle 
is a first indication of the resilience of the network, as the systems attempts to ‘recover’ the 
‘perturbed’ states.41 The system’s recovery from a perturbation determines how sustained 
oscillations in Figure 7.5b are established after a certain period in which the higher amplitudes 
in the beginning of the experiments relax to their limit cycle values. Hence, this decay essentially 
provides information on the attractor strength of the network that ‘pulls’ the network into 
oscillations.  
The decay towards sustained oscillations can be quantified using a mathematical model that 
we have adapted from our previous studies. We implemented an additional algorithm that 
locates the local maxima of the oscillations in the simulations. Subsequently, we fit the local 
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maxima in the relaxation period with an exponential function (f(t) = a0+a1exp(bt)) as depicted 
 
Figure 7.5: Resilience in enzymatic reaction networks. (a) Illustration of a system approaching a limit cycle as the 
programmed behavior of our network. (b) Illustration of the fitting-algorithm applied to a time trace showing 
oscillations in [Tr](t). The computer algorithm recognizes the sustained oscillations when at least three peaks have 
identical amplitudes (indicated by purple background). If such case exists, the script identifies identifies the local 
maxima of the response (and fits them with an exponential function of the form f(t) = a0+a1exp(bt). (c) Comparison of 
attractor landscapes of CRN 1-3 at their respective [Pro-I]0opt, based on calculated exponential decays in the relaxation 
period explained in 4b (see Supplementary Information S4 for more details). The [Pro-I]0opt used in these landscapes are 
[1]0opt = 1.70 mM, [2]0opt = 1.50 mM, and [3]0opt = 0.80 mM. Each grid in the phase plots represents a simulation of 150 
h with the steepness of the decay (e.g. the magnitude of the exponent) indicated by the color bar. (d-f) Experiments 
with CRN 1-3 in flow conditions were carried out in a continuous stirred tank reactor with internal volume of 118.2 L. 
Six glass syringes were loaded; 4 containing [Tg]0, [Tr]0, [Ap]0, [Pro-I]0, and 2 containing a buffer solution, and a 
fluorogenic substrate respectively (see Supplementary Information S4). The experiments are carried out with [Tg]0=167 
µM, [Tr]0=0.2 µM and  [Ap]0, [Pro-I]0 and kf as reported in the graphs. See Methods Summary for experimental details. 
in Figure 7.5b. The magnitude of the exponent that results from the fitting-algorithm, can then 
be plotted as a function of [Ap]0 and flow (see Supplementary Information S7.5.3), creating 
‘attractor landscapes’ in the previously found [Pro-I]0opt as shown for networks 1-3 (Figure 
7.5c). 
We selected the network series 1-3 to elucidate the correlation between the relaxation 
dynamics and the modifications on R2 in the Pro-I. The landscapes in Figure 7.4c characterize 
how fast the limit cycle of the networks is approached, and clearly show the considerable 
enlargement and deepening of the regions with steep decays within the series Me, Et, Pr. The 
broader basin of attraction in combination with the larger exponents, indicates that networks 
consisting of the propyl inhibitors are more resilient. We experimentally validated the trend 
found by numerical simulations, by studying the CRNs in flow, using  feed concentrations [Ap]0 
and the flow rate predicted by the simulations in Figure 7.5c. Our previous work on CRN 231 
(Figure 7.5e) showed that this network reached sustained oscillations after approximately 4 
oscillations. In comparison, Figure 7.5d-f shows that CRNs 1-3 all exhibit oscillatory behavior 
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but the transition time required to reach the desired oscillations is significantly reduced within 
the series. Remarkably, CRN 3, containing a propyl inhibitor, establishes sustained oscillations 
almost immediately (after the first oscillation). In contrast, CRN 1, containing a methyl 
inhibitor, requires at least seven oscillations to reach the sustained oscillations. 
To verify that an enhanced resilience can be attributed to the propyl inhibitor, we performed 
a similar experiment using CRN 9. This control experiment shows that sustained oscillations are 
also reached significantly faster (requiring only 2 oscillations) indicating that more resilient 
networks can be engineered by tuning of R2 on the Pro-I (Supplementary Information S7.5.4). 
Notably, the trend of increasing resilience with larger kinh coincides with the same trend 
observed for the increase in robustness with larger kinh, and can all be traced back by the 
changes in kinetics of the negative feedback loop as shown in Figure 7.3b.  
7.3  Conclusions 
We have shown how careful tuning of the reactivity of different parts of small molecules 
allows us to systematically engineer the responsiveness of enzymatic reaction networks. Using 
oscillating networks as a paradigm, we show that molecular engineering can be used to change 
the steepness of the response in the negative feedback loop, thus creating networks that not 
only show sustained oscillations over a larger parameter space, but also reach these oscillations 
much more rapidly. Our experimental observations are supported by a detailed computational 
analysis of the networks and identify the principles that govern how molecular structure impacts 
on the dynamics of out-of-equilibrium systems. These studies pave the way for the future 
forward engineering of robust and resilient functional out-of-equilibrium systems using 
‘molecular software’. Creative application of synthetic chemistry can be used to create a range 
of new chemical reaction networks with desired functional outputs. We believe that a focus on 
the strength of the individual, local interactions between components in a network will also lead 
to a further understanding of the functioning of biological networks8,24,42. 
7.4  Method Summary 
Full details of the synthesis and characterization of all compounds, kinetic studies appear in 
Chapter 3 of this thesis. Computational simulations, and flow experiments appear in the 
Supplementary Information 7.5.  
Batch experiments. For the batch experiments of the full networks, various pro-inhibitors 
(260 µM) were mixed independently with trypsinogen (130 µM), trypsin (0.2 µM), and 
aminopeptidase (0.830 U/mL) in 100 mM Tris buffer, pH 7.7, containing 20 mM CaCl2. For 
the batch experiments with the isolated negative feedback, various pro-inhibitors (200 µM) were 
mixed independently with Tr (100 µM), and aminopeptidase (0.830 U/mL) in 100 mM Tris 
buffer, pH 7.7, containing 20 mM CaCl2. Aliquots were taken from the reaction mixture to 
monitor trypsin activity by a fluorogenic assay (vide infra) and inhibitor concentration by a HPLC 
analysis (vide infra). 
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Trypsin activity assay. Trypsin activity was measured by mixing 150 μL of the quenched 
reaction mixture with 3 mL of 5 μg/mL bis-(Cbz-L-Arg)-rhodamine fluorogenic substrate in 50 
mM Tris-HCl, pH 7.7. The increase in fluorescence intensity (λex = 450 nm, λem = 520 nm) was 
monitored for 40 seconds, and the initial, linear slope was compared to a calibration curve to 
find the concentration of active trypsin.  
Determination of inhibitor species concentration. 140 µL of the quenched reaction 
mixture was filtered to remove all enzymes. The organic compounds in the filtrate were 
separated by analytical HPLC, and were monitored in time with UV detection at 265 nm. 
Appropriate peaks were integrated, and a calibration curve was used to determine the 
concentration of inhibitor species. 
Flow experiments. Four glass syringes were loaded with trypsinogen (8 mg/mL, 338 µM in 
4 mM HCl, 36 mM CaCl2), trypsin (27 µg/mL, 1.16 µM in 500 mM Tris-HCl, 20.5 mM CaCl2, 
pH 7.7), pro-inhibitor (five times the desired final concentration in the CSTR, which varies, in 2 
mM HCl), and aminopeptidase (ten times the desired final concentration in the CSTR, which 
varies, in 10 mM Tris-HCl, 10 mM MgCl2, pH 7.7), and connected with tubing to the four inlets 
of a 118.2 µL polydimethylsiloxane (PDMS) reactor. Typical reactor flow rates lie in the range 
of 20-35 L h-1. Fractions of the total flow rate were 0.5 for trypsinogen, 0.2 for both trypsin 
and pro-inhibitor, and 0.1 for aminopeptidase. 
Flow experiment with online determination. Two additional glass syringes were loaded 
with a buffer solution (50 mM Tris-HCl, pH 7.7) and a fluorogenic substrate solution (25 M 
bis-(Cbz-L-Arg)-rhodamine in 500 M HCl). First, the outflow of the reactor was coupled to a 
mixing chamber of 10 L, in which the content was diluted with the buffer solution. 
Subsequently, the diluted reaction content was connected to a dolomite T-Junction Chip, and 
mixed with in the fluorogenic substrate solution, to monitoring trypsin activity online. Fractions 
of the buffer and fluorogenic solution flow rates depend on the out-flow rate of the reactor, 
that varies for each experiments. Subsequently, these fractions multiplied by the syringe 
concentrations determines the feed concentrations of the reactor as reported in Figure 7.5. 
Fluorescence intensity (at λex = 470 nm, λem = 525 nm) was monitored on an Olympus IX81 
inverted microscope. 
The monitoring occurs in channels 4-6 as depicted in Figure 7.6a. Figure 7.6b shows the 
range of [Tr] detected in the channel (0-4 M) that grows linearly depending on the distance of 
the total path length in the chip. A range of 0-4 M in the detection chip corresponds to 0-15 
M for typical CSTR experiments. We screened for different exposure times, concentrations of 
fluorogenic substrate solution, mixing ratios of outflow, buffer, and fluorogenic solution, and 
concluded that the calibration in Figure 7.6c was optimal for our purposes. In all experiments 
reported in the main text, as well as for the ones in this section we used: 25 M bis-(Cbz-L-
Arg)-rhodamine in 500 M HCl with a constant flow of 150 L h-1, and the produced 
fluorescence was monitored in channel 4 (objective 40x), with exposure time of 30s. The 
applied flow conditions are set differently because of the various CSTR outflows, but the ratio 
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between the total flow of the mixing chamber and the detection chip was kept constant 
(100:150 L h-1). Hence, the flow rate of the buffer solution changes according 100 – flowrate 
(CSTR) L h-1, diluting the [Tr] experiments  around 7-8 times. 
 
 
Figure 7.6: Method and calibration: (a) Dolomite chip with arrow indicating region for measurements. (b) Example 
of calibration curves to screen for conditions that could be used for optimal detection of a wide range of [Tr]. (c) 
Monitoring was performed in channel 4 (objective 40x), with exposure time of 30s. Calibration curve for trypsin activity 
measured by using an assay with a fluorescent substrate. Exact conditions: 25 M bis-(Cbz-L-Arg)-rhodamine in 500 
M HCl, with a flow rate of 150 L h-1. 
Computational analyses. At the core of all our simulations, trajectories of the individual 
species are simulated by numerical integration from an initial state of the system. We analyzed 
the key characteristics of simulated responses to identify and classify the steady states using a 
classification algorithm written in Matlab. The overall response is considered a sustained 
oscillation when at least three consecutive peaks show no difference (within defined confidence 
interval of 97%) to their neighbors. The time series in the algorithm are ran for 300 hours. 
To identify the optimal feed concentrations [Pro-I]0opt, we calculated the probability (i.e. size 
of oscillatory regime in the (kf, [Ap])-planes) to maintain the desired behavior of the network 
(i.e. oscillations) as normalized volumes for each network.32 For the construction of attractor 
plots, we wrote an algorithm that identifies and fits the local maxima in the relaxation period. 
The resulting exponents were summarized, and plotted using a surf function in Matlab to obtain 
Figure 4c. See Supplementary Information for more details. 
7.5  Supplementary Information  
Chemicals. All chemicals and reagents were used as received from commercial suppliers (e.g. 
Acros, Sigma Aldrich, Ellsworth, Life Technologies) without any further treatment unless stated 
otherwise. Trypsinogen and trypsin (from bovine pancreas) were purchased from Sigma 
Aldrich, while soybean trypsin inhibitor and aminopeptidase M (EC: 3.4.11.2) were received 
from Novabiochem.  
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Instrumentation. Nuclear Magnetic Resonance (NMR) spectra were measured on a Varian 
INOVA A-400 spectrometer at 400 MHz for 1H or on a Bruker-AVANCE III 500 
spectrometer at 500 MHz for 1H, 125.8 MHz for 13C(1H) and 470.4 MHz for 19F. The chemical 
shifts for 1H and 13C are given in parts per million (ppm) relative to TMS and calibrated using a 
residual peak of the solvent; : 2.50 for (CD3)2SO, : 3.31 for CD3OD and : 4.79 for D2O in 
1H NMR and : 46.7 for CD3OD in 13C NMR. Multiplets are reported as s (singlet), d (doublet), 
dd (double doublet), t (triplet), q (quartet) and m (multiplet). Additionally, signals that appear as 
broad peaks are indicated by br, and for propyl inhibitor precursors in CDCl3 mixture of 
observed rotamers (ratio 4:1), the major rotamer is given. Coupling constants are reported as J 
as value in Hertz (Hz). The number of protons (n) for a given resonance is indicated as nH and 
is based on the spectral integration values. Fourier transform infrared spectroscopy (FT-IR) 
spectra were recorded on a Bruker TENSOR 27 spectrometer fitted with an attenuated total 
reflectance (ATR) cell. Mass spectra were obtained from Thermo Scientific™ LCQ Fleet™ ion 
trap mass spectrometer with Gemini-NX C18 110A 150 x 2.0 mm column and JEOL Accurate 
Time of Flight (ToF) instruments, both using linear ion trap electrospray ionization (ESI). The 
masses-to-charge ratio is given in Daltons (Da). LCQ Fleet was performed with 5-100% 
acetonitrile in water (both with 0.1% TFA) using a 18 min gradient, and the retention time of 
separation is given in minutes (min). Cetoni® neMESYS, 14.5 gear high-precision pumps were 
used for CSTR experiments, of which the outflow was collected either collected with a Bio-Rad 
2110 fraction collector or imaged on an Olympus IX81 inverted microscope. Kinetic 
measurements for rate constant determination or analyses on the collected outflow were 
performed on a Perkin Elmer LS55 fluorescence spectrometer. An Agilent  LC-1120 Compact LC 
system was used for analytical HPLC to analyse inhibitor concentrations. Aminopeptidase 
activity was measured and 1 U was defined as 1 µmol of L-leucine-p-nitroanilide being 
converted within 1 minute at pH 7.7 at 24 °C. 
7.5.1  Batch experiments 
We followed the reactions by quenching aliquots (15 L) of the reaction mixture in a 
solution of KHSO4 (0.2 M, 135 L). The batch studies of the full network (main text Figure 
7.3) require 50 L of the quenched reaction mixture to determine [Tr]. For the batch studies of 
the negative feedback loop, 10 L of the quenched reaction mixture was used to determine [Tr], 
and the rest was used to determine [Act-I].  
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Figure S7.1: Analyses of the experimental results in batch conditions. The analyses are based on various 
characteristics: (a) inhibition time (purple domain), defined as t(Tr,max)- t (Tr=0.2), (b) peak position, defined by the 
maximum [Tr] observed in the reaction, and (c) peak area, defined by the area beneath the signal (i.e. the integral of the 
batch response). (d) Batch characteristics are plotted against inhibition rate constant kinh for the various characteristics. 
The legends in the graphs indicate series in substituent R1 with the corresponding kact”. 
Analysis	of	peak	characteristics		
Figure S7.1. summarizes the analyses and comparison of the peak characteristics that are 
based on the peak position, the peak area, and the inhibition time (as reported in the main text). 
The peak position determines the starting point for the inhibition time that is defined as t(Tr,max)- 
t(Tr=0.2). For comparison, we have plotted the data obtained in batch experiments against the 
inhibition rate constants kinh in Figure S7.2a-c. The inhibition time is defined as t(Tr,max)- t(Tr=0.2), 
representing the strength of the negative feedback as discussed in main text. The peak position 
is defined as the time at which maximum in Tr is reached. The amount of [Tr]that is produced 
in the batch experiments is defined by the area  under Tr. The analyses were performed using 
standard analysis tools in Origin 9.0. 
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Analysis	of	gradients	and	time	series		
 
Figure S7.2: Determination of gradients in reaction trajectories. (a) Reaction trajectories of CRN 3,4-6,9 in batch 
experiment. The steepness of the trajectories of CRNs 4 and 5 were determined in the yellow area. (b) Zoom of the 
analysed region and first derivatives representing the steepness of the responses.(c) Reaction trajectories of CRN 3,4-
6,9 in batch experiment. (c) The steepness of the trajectories of CRNs 3, 6, and 9 were determined in the grey area. (d) 
Zoom of the analysed region and first derivatives representing the steepness of the responses. 
For the negative feedback we followed both Tr and Act-I concentrations to determine the 
reaction trajectory. The gradients were determined using standard analysis tools in Origin 9.0 
that allows for locating the 1st derivatives in Tr of the individual responses. We selected the 
regions in which [Tr] was changed from 80 M to 20 M, highlighted in Figure S7.2.a and c. 
Figure S7.2b and d show that within those boundaries Tr decreases linearly. As result we found 
gradients for the following CRNs: dTr/dAct-I (CRN 3) =  -4.41; dTr/dAct-I (CRN 4) =  -0.99; 
dTr/dAct-I (CRN 5) =  -1.54; dTr/dAct-I (CRN 6) =  -5.00; dTr/dAct-I (CRN 9) =  -3.78. 
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Figure S7.3: Time series of batch experiments. (a) Time series of CRN 4-6 in batch experiment representing 
variation of kinh by changing R2 (b) Time series of CRN 3,6, and 9 in batch experiment representing variation of kact by 
changing R1. [Tr] is measured by using an assay with a fluorescent substrate, and inhibitor concentrations measured 
using UV detection at 265 nm in HPLC. 
For the individual responses we followed the time series of the different networks using the 
methods described in Chapter 2.4. Figure S7.3b show the full time series we have obtained 
again, in which we also followed the transient behavior of the intermediate inhibitor (Int-I) for 
CRNs 3 and 6. Figure S2.4b confirms that the rate of production of active inhibitor is identical 
despite the networks 3 and 6 produces the Int-I at different rates. 
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7.5.2  Mathematical model 
ODE2	
The differential equations of the full model are previously described in Chapter 4.5.3. The 
full network in presence of the continuous in- and outflow of the species in the network is: 
ୢ
ୢ୲ Tg ൌ െ൫kଵሾTrሿ ൅ kୟ୳୲୭
୘୥ ሾTgሿ ൅ ܓ܎ܔܗܟ൯ሾTgሿ ൅ kଶሾTrTgሿ ൅ k୤୪୭୵ሾTgሿ଴  
ୢ
ୢ୲ Tr ൌ െ൫kଵሾTgሿ ൅ ൫kଷሺࡾ૚ሻ ൅ k୧୬୦
భమ୍൯ሾଵଶIሿ ൅ k୧୬୦మ୍ሾଶIሿ ൅ k୧୬୦୍ ሺࡾ૛ሻሾIሿ ൅ k୤୪୭୵൯ሾTrሿ ൅  
   ሺkଶ ൅ 2	kୡୟ୲ୟ୳୲୭ሻሾTrTgሿ ൅ ൫kସ ൅ kୡୟ୲ୟୡ୲ሺࡾ૚ሻ൯ሾTrଵଶIሿ ൅ kୟ୳୲୭୘୥ ሾTgሿଶ ൅ k୤୪୭୵ሾTrሿ଴    
ୢ
ୢ୲ଵଶI ൌ െ൬ቀkଷሺࡾ૚ሻ ൅ k୧୬୦
భమ୍ሺ݅ሻቁ ሾTrሿ ൅ kୢୣ୥୰భమ୍ሺ݅ሻ ൅ ܓ܎ܔܗܟ൰ ሾଵଶIሿ ൅ kସሺࡾ૚ሻሾTrଵଶIሿ ൅ k୤୪୭୵ሾଵଶIሿ଴   
ୢ
ୢ୲ଶI ൌ kୡୟ୲ୟୡ୲ሺࡾ૚ሻሾTrଵଶIሿ െ ൬
ሾ୅୮ሿబ୩ౙ౗౪ౚ౛ౢ౗౯
୏౉ౚ౛ౢ౗౯ାሾమ୍ሿ
൅ k୧୬୦మ୍ሾTrሿ ൅ kୢୣ୥୰మ୍ ൅ k୤୪୭୵൰ ሾଶIሿ   
ୢ
ୢ୲ I ൌ ൬
ሾ୅୮ሿబ୩ౙ౗౪ౚ౛ౢ౗౯
୏౉ౚ౛ౢ౗౯ାሾమ୍ሿ
൰ ሾଶIሿ െ ൫k୧୬୦୍ ሺࡾ૛ሻሾTrሿ ൅ kୢୣ୥୰୍ ൅ k୤୪୭୵൯ሾIሿ  
ୢ
ୢ୲ TrTg ൌ kଵሾTrሿሾTgሿ െ ሺkଶ ൅ kୡୟ୲ୟ୳୲୭ ൅ k୤୪୭୵ሻሾTrTgሿ  
ୢ
ୢ୲TrଵଶI ൌ kଷሺࡾ૚ሻሾTrሿሾଵଶIሿ െ ሺkସ ൅ kୡୟ୲ୟୡ୲ሺࡾ૚ሻ ൅ k୤୪୭୵ሻ	ሾTrଵଶIሿ  
ODE 2: Set of rate equations describing the enzymatic reaction network that based on 7 variables in the (Tg, Tr, 
12I, 2I, I, and the complexes TrTg, and Tr12I). In here, ݇ଵ and ݇ଶ are the respective ݇௙ and ݇௥ of trypsin 
catalysed auto activation. Similarly, ݇ଷ and ݇ସ are the respective ݇௙ and ݇௥ of trypsin catalysed activation. As depicted, 
rate constants related to the inhibitor species depends on the substituents substituent R1 and R2. 
Kinetic	parameters	
The kinetic parameters that are required for our model of the reaction network were 
obtained from previous studies in Chapter 3 and 4 and are summarized in Table S3.1 and S3.2.  
Table S7.1: Summary of substituent dependent reactions rate constants of the individual reactions in the 
CRN. The amino acid moieties in the inhibitor structures are depicted by the symbol , with 1 representing the 
Lys(Me) moiety and 2 representing the Gln moiety. 
R-group Rate constant  Modification/Rate constant
1  
kୡୟ୲ୟୡ୲	  
Ac
1027 
Ac-Asp
71 
MEG
487 
	
h-1 
 K୑ୟୡ୲  21.9 3.5 17.4 mM h-1 
 k୧୬୦భమ୍	   
kୢୣ୥୰భమ୍  
1.76
0.18 
1.49
0.16 
1.72
0.17 
mM h-1	
h-1 
2  
k୧୬୦୍   
Me
46.5 
Et
52.7 
Pr
148.0 
	
mM h-1 
 kୢୣ୥୰୍   െ 0.034     െ    h-1 
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Table S7.2: Summary of optimized reactions rate constants of the individual reactions in the CRN. The amino 
acid moieties in the inhibitor structures are depicted by the symbol , with 1 representing the Lys(Me) moiety and 2 
representing the Gln moiety. *note: the mass-action based mathematical model requires the activation step to be written 
in the form of isolated reactions including ௙݇ and ݇௥ , which are experimentally inaccessible. We chose to fix the value 
for ݇௥ , based on our work in previous study. 
Reactions Rate constants
 
Trypsin autocatalysis: kଵ  73.5525 mM h-1
 kଶ  1.6040 h-1
 kୡୟ୲ୟ୳୲୭ሺ୘୰ሻ  35.7652 h-1
Pro inhibitor activation:* kଷሺࡾ૚ሻ  See Table S3.2
 kସ  1.2440 104 h-1 
 kୡୟ୲ୟୡ୲ሺࡾ૚ሻ  See Table S3.2
Delayed inhibitor activation: K୑ୢୣ୪ୟ୷  2.3940 mM
 kୡୟ୲ୢୣ୪ୟ୷  13.5800 mL U-1
Trypsin inhibition by active inhibitor: k୧୬୦୍ ሺࡾ૛ሻ  See Table S3.2 
 
Trypsin inhibition by intermediate 
inhibitor: 
k୧୬୦మ୍   0.0542 mM h-1
Trypsin inhibition by pro inhibitor: k୧୬୦భమ୍    0.0547 mM h-1
Hydrolysis of active inhibitor: kୢୣ୥୰୍   0.1759 h-1
Hydrolysis of intermediate inhibitor: kୢୣ୥୰మ୍   1.4580 h-1
Hydrolysis of pro inhibitor: kୢୣ୥୰భమ୍  1.7621 h-1
Trypsinogen auto autocatalysis: kୡୟ୲ୟ୳୲୭ሺ୘୥ሻ  0.0044 mM-1 h-1
 
7.5.3 Computational Analysis 
Initial	screening	and	Optimization	of	[Pro‐I]0	
In our preliminary search for conditions in which the networks 1-9 exhibit oscillations, we 
scanned the full parametric space defined by the initial concentration of pro-inhibitor ([Pro-I]0), 
initial concentration of Aminopeptidase ([Ap]0) and the applied flow conditions (kf). Other 
parameters are either determined rate constants (see tables above), controlled (e.g. pH, 
temperature, [Ca]2+), or fixed ([Tg]0, and [Tr]0). For each CRN, we located the optimum [Pro-I]0 
by calculating the relative amount of initial conditions that show sustained oscillations. Figure 
S7.4 shows that each pro-inhibitor has a different profile. The areas of oscillatory regimes at 
each optimal [Pro-I]0 are plotted and discussed in Main text Figure 7.3. 
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Figure S7.4: Initial screening and optimization: Simulations revealing the size of the oscillatory regime as function 
of Pro-I0. The size of oscillatory regime is given in percentage of the number of conditions that result in oscillations. 
The largest regime (equivalent to the highest probability of finding the desired behaviour is used for further analysis in 
b, and differs for each pro-inhibitor. 
Fitting	the	decay	into	limit	cycle	oscillations	
We analysed the simulated relaxation dynamics in more details using a fitting-algorithm. 
Figure S7.5 illustrates a matrix of responses that have different starting conditions. The 
algorithm identifies the value of first peak as well as the peaks in the both damped and 
sustained regimes (blue crosses). For each condition, the script attempts to exponentially fit  the 
peaks with the function y ൌ a଴ ൅ aଵ	expሺbtሻ. In here, A is an addition factor defined by the 
steady state concentration in case the response is located in the damped regime and a peak of 
the oscillations in case the response is classified as sustained oscillations. Note that at for values 
(݇௙ ≪ 1), the simulations result in batch oscillations, and no fitting will be applied. This fitting 
technique was applied to construct the attractor plots in Main text figure 7.5, in which each grid 
is composed from the value found in the exponent.  
In more detail, we adapted the phase plot generator from Chapter 4 by adding an additional 
fitting loop, that saves the exponential decays of each simulated time series in the Temp data. 
The results are plotted as an attractor plot using a standard surf function in Matlab ®. The 
respective changes are highlighted indicated by (a), (b), and (c) in Figure S7.5a with the source 
lines of codes (SLOCs) provided below. 
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Figure S7.5: Fitting-algorithm. (a) Process chart adapted from the phase plot generator script reported in Chapter 4. 
(b) Illustration of the fitting-algorithm (SLOCs in a,b), under varying conditions of Ap0 and kf. The inserts show the 
fitted exponent. 
… … start analyzing data of modelscript… 
1 if kflow == 0 
2    area=trapz(t(1:150),x(1:150,2)); 
3    result1(i,j) = 3; 
4    result2(i,j) = area; 
5    if i==1 
6      subplot(4,4,j) 
7   elseif i==2 
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8      subplot(4,4,j+4) 
9    elseif i==3 
10      subplot(4,4,j+8) 
11          elseif i==4 
12      subplot(4,4,j+12) 
13   end 
14   plot(t,x(:,2),'-','Color',[0.3,0.8,0.3], 'LineWidth', 2); hold on                        
15   xlabel('time (hours)'); xlim([0,20])  
16   ylabel('[Tr] (mM)'); ylim([0,.030]) 
17   legend('no fit') 
 … … start analyzing data of modelscript… 
18 else  
19    [FP,DR,SR] = checksus321(t,x(:,2),0.005); 
20    if ~islogical(DR) 
21      if DR{4,1} <=20  
22      timespan_DR = [0:0.05:60]; % run for only DR<50h 
23    clear t; clear x;  
24    [t,x] = ode23t(@dnf_trypsin_kinetic, timespan_DR, xo, OPTIONS, 
25     k, kflow, xo); 
26     clear convert_FP; convert_FP(1,1:3)=cell2mat(FP(end,1:3));  
27     clear convert_DR; convert_DR=[cell2mat(DR(4:end,1:3))]; 
28     clear convert_total; convert_total=[convert_FP; convert_DR]; 
29     clear Relaxation; Relaxation(:,1)=convert_total(:,1);  
30    Relaxation(:,2)=convert_total(:,3)-convert_DR(end,3); 
31    %substract end DR for fitting 
32    optionsf = fitoptions('exp1','Lower', [0.001 -0.8],'Upper',[Inf 0.001]); 
33    [fitobj,er,~,~]=fit(Relaxation(:,1),Relaxation(:,2),'exp1',optionsf); 
34   Exp_strengthSR(i,j)=fitobj.b; Exp_coef=fitobj.a; 
35   Exp_errorSR(i,j)=er.rsquare; 
36   Relaxation(:,3)=Relaxation(:,2)+convert_DR(end,3);  
37    if i==1 
38      subplot(4,4,j) 
39   elseif i==2 
40      subplot(4,4,j+4) 
41    elseif i==3 
42      subplot(4,4,j+8) 
43          elseif i==4 
44      subplot(4,4,j+12) 
45  end 
46    plot(t,x(:,2),'-','Color',[0.3,0.8,0.3], 'LineWidth', 2); hold on 
47    plot(Relaxation(:,1),Relaxation(:,3), 'xb', 'LineWidth', 2);  
48    clear yfit;  
49 yfit=convert_DR(end,3)+Exp_coef*exp(Exp_strengthSR(i,j)*Relaxation(:,1));  
50 tfit=linspace(0,50,50); 
51 yfit=convert_DR(end,3)+Exp_coef*exp(Exp_strengthSR(i,j)*tfit);  
52    plot(tfit,yfit, '--r', 'LineWidth', 1); 
53    xlabel('time (hours)'); xlim([0,50])  
54    ylabel('[Tr] (mM)'); ylim([0,.030]) 
55    legend('Tr(t)', 'Tops', ['fit: y = a*exp' num2str(Exp_strengthSR(i,j)) 
'*t']) 
56   else  
57      area=trapz(t(1:150),x(1:150,2)); 
58      result1(i,j) = 3; 
59      result2(i,j) = area; 
60   end 
61 end  
62  
63 if ~islogical(SR) % look at contributions in sustained regime 
64   if DR{4,1} <=20 && FP{5,4} <= 0.0005 % period must be realistic 
65                                     % pattern in experiments after FP 
66                                     if SR{end,3} >= 0.001 
67                                     amp = double(SR{end,3}); 
68                                     per = double(SR{end,5}); 
69                                     result1(i,j) = 1; 
70                                     result2(i,j) = per; 
71                                     else 
72 timespan = [0:0.01:300]; 
73 [t,x] = ode23t(@dnf_trypsin_kinetic, timespan, xo, OPTIONS, k, kflow, xo); 
74                                         DR_end = x(end,2); 
75                                         result2(i,j) = DR_end; 
76                                         result1(i,j) = 2; 
77                                     end 
78   if ~islogical(DR) 
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79   clear convert_FP; convert_FP(1,1:3)=cell2mat(FP(end,1:3)); 
80   clear convert_DR; convert_DR=[cell2mat(DR(4:end,1:3))]; 
81   clear convert_SR; convert_SR=[cell2mat(SR(4:6,1:3))]; 
82   clear convert_total; convert_total=[convert_FP; convert_DR;  
83  convert_SR]; 
84   clear Relaxation; Relaxation(:,1)=convert_total(:,1); 
85 Relaxation(:,2)=convert_total(:,3)-mean(convert_SR(:,3));  
86 %substracr SR for fitting 
87    optionsf = fitoptions('exp1','Lower', [0.001 -0.8],'Upper',[Inf 0.001]); 
88    [fitobj,er,~,~]=fit(Relaxation(:,1),Relaxation(:,2),'exp1',optionsf); 
89    Exp_strengthSR(i,j)=fitobj.b; Exp_coef=fitobj.a; 
90    Exp_errorSR(i,j)=er.rsquare; 
91 Relaxation(:,3)=Relaxation(:,2)+mean(convert_SR(:,3));                                         
 if i==1 
92      subplot(4,4,j) 
93   elseif i==2 
94      subplot(4,4,j+4) 
95    elseif i==3 
96      subplot(4,4,j+8) 
97          elseif i==4 
98      subplot(4,4,j+12) 
99   end 
100 plot(t,x(:,2),'-','Color',[0.3,0.8,0.3], 'LineWidth', 2); hold on 
101 plot(Relaxation(:,1),Relaxation(:,3), 'xb', 'LineWidth', 2);  
102    tfit=linspace(0,50,50); 
103    yfit=mean(convert_SR(:,3))+Exp_coef*exp(Exp_strengthSR(i,j)*tfit);  
104 plot(tfit,yfit, '--r', 'LineWidth', 1); 
105    xlabel('time (hours)'); xlim([0,50])  
106    ylabel('[Tr] (mM)'); ylim([0,.030]) 
107    legend('Tr(t)', 'Tops', ['fit: y = a*exp' num2str(Exp_strengthSR(i,j)) 
'*t']) 
108    end 
109 End 
110  
(c) Modified SLOCs in Phase plot: 
1 figure  
2 colormap('parula') 
3    exp_plot=surf(rfl,apU,Exp_strengthSR); 
4    xlabel('Rel. Flow rate k_f_l_o_w (h^-^1)','FontWeight','bold','FontSize',10,  
5   'FontName','Helvetica');         
6    ylabel('[Ap]_0 (U mL^-^1)','FontWeight','bold','FontSize',10,  
7   'FontName','Helvetica');                
8    zlabel('Exponent (a.u.)','FontWeight','bold','FontSize',10,   
9   'FontName','Helvetica'); 
10     xlim([0,1.0]); ylim([0,1.0]); zlim([-5 0]); caxis([-4 0.00]); 
11   colorbar('FontSize',12,'FontName','Helvetica'); 
12   set(gca,'YDir','normal')     
 
7.5.4  Control experiments 
We validated the method to online detect the outcome of our reactor using a standardized 
off-line measurement of our lab. The outlet tubing of the CSTR was pushed through the tube 
holder of a Bio-Rad 2110 fraction collector and a carousel was loaded with 80 Eppendorf tubes, 
each containing 150 µL of 0.1 M KHSO4 to quench the reactions in the CRN by lowering the 
pH to 1. We reproduced one of the experiment reported in Figure 7.5f. During the experiment, 
droplets were collected at regular time intervals (10 min at a flow rate of 60 µL/h). We used a 
bigger reactor (volume 231.2 L) for this offline experiment than reported in the main text to 
enhance the droplet production speed. Figure S7.6 show that the oscillations are established 
almost immediately, and confirms the results of our online method. The online method deviates 
only in the upper limit of the range that could be measured, as can observed in the first peak 
(signal at t 1h). 
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Figure S7.6.: Method validation by performing an identical experiment using CRN 3. 
We quantified the transition times by dividing the amount of oscillations occurring in the 
relaxation period over the total amount of oscillations in 40 hours (Figure S7.7a). The trend in 
Figure 7.7a shows that the relaxation period is inversely proportional to the inhibition rate 
constant, indicating that a shorter transition time is a consequence of a more resilient network. 
To confirm that an enhanced resilience can be attributed to the tuning of R2 on the Pro-I, we 
performed a similar experiment using another network that has a propyl modified inhibitor. 
Figure S7.7b shows that also CRN 9 reaches the oscillatory state in a relatively short relaxation 
period. 
Figure S7.7: Control experiment with CRN 9. (a) The relaxation period plotted against the inhibition rate constant 
is derived by the ratio of oscillations in transition over the total oscillations in 40 hours. (b) Flow experiment performed 
with CRN 9.  
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Chapter 8 (Perspectives): 
Control and transitions in a network of networks  
 
The ultimate proof of understanding chemical reaction networks (CRNs) is reflected in our 
ability to design and control them. In the previous chapters I have focused on how a network 
motif can be designed. I have also established which individual parts can be tuned to engineer a 
specific out-of-equilibrium function. Yet, we are limited by our understanding of how molecular 
level events and network topology together determine the emergence of complex behaviour in 
chemical reactions networks.  
Our enzymatic network does share characteristics with natural complex systems, but remains 
a network with a relatively low number of connectivity. In this perspective, I wish to establish 
the first steps to the systematic build-up of increasing complexity in our design by studying 
network of networks. Using mixtures of pro-inhibitors, I demonstrate that our bottom-up 
approach is scalable and allows other types of behaviour (e.g. synchronization, emergence, or 
selective cooperativity) to be achieved. I expect that the proposed ideas here allow us to not 
only to build future chemical networks, but also to guide and control their behaviour. 
 
  
Chapter 8 | 
 
166 
8.1 Introduction 
Historically, our disability to comprehend the apparent complexity pushes science to develop 
theories to solve problems that were thought to be analytically unsolvable (e.g. classical vs. 
quantum mechanics). The developments in chemistry will most likely follow a similar pattern, 
where we will get a grip on systems of increasing complexity. The rapid progress of 
computational methods will allow us to tackle ever larger complex systems and assist in the 
planning of the synthesis of function in complex molecular systems.1 However, as the inter-
connectivity changes over time, and space,2-5 regulatory functions that emerge are dynamic and 
have limited predictability.6  
This perspective urges an approach using a synthetic strategy based on the stepwise build-up 
of complex molecular systems. I envision the development of a toolbox that allows us to go 
beyond a top down description of complex systems, to the rational design of function arising 
from a collection of molecular network motifs. In this respect, I believe that the complexity of 
future functional molecular systems is by no means restricted to the network motifs and the 
organic chemistry I have introduced in the aforementioned chapters. We conveniently made use 
of the specificity as well as the high turnover numbers in enzymatic reactions as a starting point 
to test the implementation of our design strategy (Figure 8.1).7,8 A more recent example of 
chemical network capable of auto-amplification using thiols and thioesters (Figure 8.1) provides 
proof that complex molecular systems can be designed from ‘scratch’,9 making this bottom-up 
approach an ideal platform to build complex out-of-equilibrium molecular reaction networks of 
ever increasing complexity. 
Figure 8.1: Network motifs as building blocks for the step-wise build-up of complexity. Chemical reaction 
network are central to the synthesis of ‘function’  in systems chemistry.1,7,8 
In a way, the growing interest of chemists in complexity science does not only move our 
focus to challenge ever larger systems but also throws us back to the primordial questions 
concerning the origin of life.10-13 Properties such as multi stability, adaptivity, and selection form 
the basic principles of (current) life but the emergence of such properties is far from intuitive.14-
17 Despite the progress in concepts of self-organization, chemical insights on how molecules 
can suddenly organize themselves in dynamic patterns remains elusive.18-20 This leads me to the 
questions that I have not been able to answer in my work; (1) how does function emerge in a 
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network without a designed topology?, (2) how does selection work at the molecular level?, and 
(3) what trajectories do these systems take when they transition from one state to another? 
I expect that the methods developed in this thesis allow researchers, and especially chemists, 
to address these important features of self-organization in complex systems. Therefore, in this 
final chapter, I wish to propose a study of mixtures of networks as a first step to increase the 
complexity in our system. By studying various mixtures (either in separated or in one reactor), I 
hope to find the structure-property relations of the network behaviour in presence of other 
networks. My ultimately hope is that such findings could move our emphasis from “how to 
build a complex system?” to “how can complex systems emerge in a competitive or a 
fluctuating environment?”, and ultimately to “how can we achieve control over complex 
networks?”. 
8.2 Network of networks 
In living systems, different modules are connected to one another to generate far more 
complex properties; yet, the individual motifs still have to produce the desired functional 
outputs.21-24 Changes in the concentration of properties of shared components ‘travel’ through 
the chain of connected modules making the final output.25 By coupling multiple reactor 
modules, each with a specific enzymatic reaction network, future investigations should include 
the study of how networks interact with one another.  
 
Figure 8.2: Linking multiple network modules in microfluidic flow reactors. The primary oscillations arisen from 
respective networks with pro-inhibitor A and B are combined in a third reactor, of which the outcome could potentially 
be predictably unpredictable. 
Chaos, synchronization or entrainment by mixed networks  
For example, identical network motifs could be employed with different small molecules. 
Figure 8.2 shows a potential setup of linking multiple network modules (differing in small 
molecule A and B) in microfluidic flow reactors. Inspired by experiments in BZ systems,26-28 we 
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can then systematically alter relative flow rates, and thus the composition of the mixed reactor, 
to probe different oscillatory regimes, including mixed mode oscillations, period doublings, and 
chaotic regimes. The latter might be possible to engineer, in case the overall behaviour of the 
system is constructed from oscillations that are out-of-phase in the initial reactors. Depending 
on the relative robustness, however, one oscillator could dominate over the other causing either 
entrainment or synchronization. 
Double negative feedback motifs by mixtures of pro-inhibitors 
Constructing a complex output in coupled reactors is a challenging problem when processes 
are not compartmentalized, as coupling multiple networks more often than not disrupts the 
carefully designed behaviours.29,30 In other words, although the networks and molecular circuits 
resemble electronic circuitry, the underlying functioning of molecular networks is very different 
as it is all about changes in concentrations of molecules and changes in reaction rates (see 
Chapter 6). In this respect, chemists need to develop an understanding of how networks can 
function in the presence of multiple parallel networks that have common components.  
I propose to create network motifs by placing mixtures of small molecules in the same 
reactor. In my preliminary experiments (see Figure 8.3), I explored a mixture of pro-inhibitors 
that are functionalized with a ‘fast’ and a relatively ‘slow’ activation of the negative feedback 
(respectively Pro-I 1 and 2). The Pro-I’s are structurally identical except for the substituent R1 
(highlighted in orange). When tested in batch conditions, the functional output of the double 
negative feedback shows a single oscillation that adjusts to the ratio in which 1 and 2 are mixed 
(Figure 8.3b). The network in batch conditions shows a linear response in both area and 
inhibition strength that decreases as function of the molfraction of 1. This experiment indicates 
that mixtures of pro-inhibitors provide a range of combined activation rates that we were 
unable to achieve in pure and isolated networks. 
More importantly, mixing Pro-I’s allows us to create additional connectivity’s in the network 
to act as a ‘buffer’ that would aid in the establishment of a desired out-of-equilibrium behavior. 
In other words; as the mixing provides a scaling of the single oscillation in batch, I 
hypothesized that the mixture (from 1 and 2) could show sustained oscillations, even if the 
individual networks cannot show it when they were isolated. We tested this hypothesis in Figure 
8.3c. Based on the previous studies (see Chapter 5), 1 shows only a single oscillation, whereas 2 
shows a few oscillations before the steady state concentration is reached. Figure 8.3c further 
shows that the system based on mixtures initially is dominated by the pro-inhibitor that was 
most abundant; as the mixtures (with mole fraction of either 0.4 or 0.9 of the ‘fast’ molecule 1) 
show an almost identical initial peak in comparison to the ‘pure’ network. 
The response of 2 is characterized as damped oscillations and, intuitively, this response is 
closer to the desired sustained oscillatory behavior. However, when the mixture with mole 
fraction 0.4 of the ‘fast’ molecule 1 was explored (orange squares in middle graph), the response 
became even more damped than the ‘pure’ network (e.g. mixture with mole fraction 1 = 0, open 
squares in middle graph). Surprisingly, the response of the mixture with mole fraction 1 = 0.9 is 
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a significant improvement compared to any of the other mole fractions (e.g. mole fraction 1 = 
0, 1, and 0.4). 
 
Figure 8.3: Mixtures of pro-inhibitors, (a) resulting in a double negative feedback motif. (b) Time series under 
various mixing conditions in batch conditions. The area and inhibition strength are analysed using standard functions 
origin 9.0 (e.g. peak analyzer) and Matlab ® (e.g. trapz function). (c) Time series under various mixing conditions in 
flow conditions. Experiments in both (b) and (c) are carried out under identical initial conditions. 
Cooperativity in double negative feedback 
Despite rather counter-intuitive observations in Figure 8.3c, I fully expect that the desired 
output could be obtained in similar ways as presented in the previous chapters. However, here I 
am more interested in how the initial cooperative network (a double negative feedback) can 
become competitive (domination of only one negative feedback). I have tested the network 
with 1, and 2 at various temperatures in another set of preliminary batch experiments. As 
expected, the area of single oscillations in Figure 8.4a decreases as function of the reaction 
temperature. I’ve further compared 1 and 2 to a reference Pro-I which is capable of showing 
sustained oscillations in this temperature domain (Chapter 2, and 6).  
Based on this reference molecule, one could expect sustained oscillations when the area 
under the curve of the single peak is within approximately 20-100 M  h. In this comparison, 
Figure 8.4b shows that the network with 2 creates too much Tr (with area >100 M  h) in the 
system at lower temperatures. The larger area is a consequence of weaker inhibition strength 
influenced by the low activation rate but can change into an area with similar size as the 
reference data at higher temperatures. The inverse is true for 1 that in comparison to the 
reference, should work ‘better’ at lower temperature. In other words, at fixed conditions, the 
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environment could be the decisive factor for the network to create the desired function. Hence, 
perhaps we never observed sustained oscillatory behavior for 1 and 2 under identical initial 
concentrations (as discussed in Figure 8.3c) because the environmental conditions weren’t right. 
I propose to study networks in which Pro-I’s compete upon changes in the reaction 
temperature. Figure 8.4c depicts the proposed idea as a cooperative mixture. Following the 
discussion above, I expect that one part of the network would have more advantage to ‘survive’ 
than the other. Whether correct ratios would be found or not in the initial state, future studies 
should allow us to find the principles underlying the adaptivity of networks based mixtures in 
fluctuating temperatures. My hope is that such studies could elucidate the role of kinetics in 
how mixed components compete (at the expense of the initial possible cooperativity). 
 
Figure 8.4: Temperature adaptation in a network build from networks. (a) Time series of pure networks under 
various temperatures (15-35 oC) in batch conditions. The orange, yellow and green boxes indicate the CRNs with 1, 2 
and the reference pro-inhibitor. (b) The area analysed using standard functions in Matlab ® (e.g. trapz function) 
showing the temperature dependence of the CRNs compared to the reference data. Experiments are carried out under 
identical initial conditions. The potential regime (indicated in green) shows the area that show be achieved in batch 
conditions. (c) Illustration of the temperature adaptation in a network build from CRNs with 1 and 2. 
From cooperativety to a selection  
Literature suggest that selection can be based on the rates of (1) formation and (2) 
decomposition and (3) a quality factor related to the possible branching between the reactions 
in a network or network motif.15-17, 31-33 These ‘phenomenological’ parameters characterize the 
threshold determining the robustness and resilience of an emergent behaviour. In other words, 
the stability of the emerged state could be seen as a product between an apparent speed of 
production and a quality factor (  q).  
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Figure 8.5: Heterogeneous networks. (a) Pro-inhibitor structure showing two synthetic sites to alter the speed and 
quality of the network behavior. (b) Mixtures of pro-inhibitors 1 and 3 resulting in a double negative feedback motif. 
(c) Time series of CRNs with 1, 3 and a mixture of both under identical batch conditions. The subsequent graph shows 
the concentrations for the ethyl and propyl modified inhibitors for the CRN with containing the mixture. (d) Reaction 
trajectory in the 3d-phase portrait, with the the direction which the trajectory takes indicated by the arrows (1) and (2). 
(e) Illustration of the temperature adaptation in a network build from CRNs with 1 and 3, with the potential limit cycle 
transitions depicted below. (f) The current library of networks available for mixtures.  
Upon mixing, we could also study the trade-off between the quality and the speed of the 
desired oscillations (see Chapter 7). I have highlighted the substituents on the pro-inhibitor that 
effectively influence the speed in the activation of the negative feedback as well as the quality of 
the functional output in Figure 8.5a. Similar to the previously discussed mixture, I have 
conducted preliminary experiments for the mixture depicted in Figure 8.5b. In here, the Pro-Is 
use a combination between R1 substituents (ZGly and Ac-Asp) and inhibitors that are 
functionalized with Et or Pr at position R2. Figure 8.5c shows that the mixed network with a 
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mole fraction of 0.5 produced an averaged behavior of the two pure networks (judged from the 
overlap in initial slope and intermediate decay). This observation can be validated by the 
subsequent graph that shows the concentrations for the ethyl and propyl modified inhibitors for 
the mixed condition. Clearly, the Et-inhibitor (IEt) is produced very fast, whereas the Pr-
inhibitor (IPr) is produced only when Tr was approaching its maximum. 
The importance of using different inhibitors should become more apparent in the phase 
portrait. Figure 8.5d shows the reaction trajectory in the three-coordinate phase (composed 
from IEt, IPr and Tr) that follows two stages (indicated by the vectors). First, the trajectory takes 
the direction along the IEt–axis. Later, when IPr is also produced, the trajectory changes its 
direction into the vector composed of a linear combination of IEt and IPr.  
Simulations reveal that the direction of this vector indeed depends on the ratio in which 1 
and 3 are mixed. As illustrated in Figure 8.5e, the limit cycle produced by the mixture first 
combines contributions from both IEt and IPr. This system can jump from one limit cycle onto 
different limit cycles. By changing the temperature, the limit cycle could develop solely on the 
IEt–axis or the IPr–axis in extreme cases. Now, it would be interesting to test whether the 
network has become more resilient (than ‘pure’ or isolated networks) by restoring the 
temperature to its original value. According to my previous chapter on the resilience and 
robustness of CRNs, 3 should provide more stability to the network at higher temperature. If 
this difference is significant, the limit cycle should establish on a different vector than the 
original vector. This work could demonstrate the selective advantage of heterogeneity in 
complex networks, a fundamental feature of evolvable complex systems.  
8.3 Conclusion 
The preliminary work here indicates that more complex behaviour can be achieved by 
mixing networks. I have demonstrated that the mixing of two pro-inhibitor molecules 
effectively results in double negative feedback loops. Although the oscillations of this (type of) 
motif were not yet established, the preliminary results clearly show that they will depend on the 
ratio by which the mixture is assembled. These results can be further exploited with the library 
presented in Chapters 3 and 7 to find the structure-property relations of mixtures of networks 
(Figure 8.5f), or by mixing studies using coupled flow reactors.  
Perhaps more interestingly, the examples in Figures 8.4 and 8.5 show that the cooperativity 
(or competition) can be powered, as well as controlled, by external conditions such as 
temperature. Such network behaviour shares characteristic with natural systems that provide 
selection among networks or network’s resilience to withstand transitions that are induced by 
environmental fluctuations. To this end, I hope that such implication can spark other intriguing 
studies in the context of chemical complexity that; for example, ones that uses temperature as a 
probe to study the dynamics of critical transitions in chemical reaction networks.34-36  
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8.4 Method Summary 
All methods used to conduct experiments in this Chapter have been extensively discussed in 
previous chapters: See Chapter 2 & 7 for details on the general setup and detection of batch 
experiments, and Chapter 3 for details on and overview of the synthesis of the pro-inhibitors.   
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Summary 
 
Natural phenomena displayed by living cells are marked by an apparent complexity. At the 
molecular level, vast amount of highly integrated components together regulate processes with 
spatial and temporal precision that define life. The complexity of the cell inspires chemists to 
create ‘life’ functions using chemical reactions. Despite the significant theoretical advances that 
analyse the operating principles of biology’s regulatory networks, the in vitro assembly of out-of-
equilibrium chemical reaction networks (CRNs) has proven very challenging (see Chapter 1). 
Synthetic chemistry beyond the confines of equilibrium is still poorly explored, and we believe 
that this one of the major reasons limiting the design of molecular systems that shows 
autonomous behaviour. Hence, in order to translate the design principles of biological systems 
into a practical ‘chemical programming language’ we must first develop a strategy that moves 
the focus from a classical way of chemical synthesis to the synthesis of out-of-equilibrium networks. 
 
Rational design of the first enzymatic oscillating reaction network. The central aim of 
this thesis was to establish a chemical approach that could construct a network from individual 
reactions that are well-characterized and where the key kinetic parameters can all be 
experimentally verified. We chose a topology capable of showing oscillatory behaviour as a well-
established hallmark of out-of-equilibrium systems, and designed the CRN using enzymatic and 
chemical reactions (Chapter 2). We demonstrated that a network built around auto-activation 
and delayed negative feedback of the enzyme trypsin is capable of producing sustained 
oscillating concentrations of active trypsin for over 65 hours.  
In more detail, our strategy for the rational design of programmable functional reaction 
networks is based on combination of mathematical modelling and organic synthesis. We finely 
tune individual parts in the negative feedback loop by synthesizing 13 ‘pro-inhibitors’ with 
slightly different reactivity’s (Chapter 3). All pro-inhibitors, and their intermediates, are 
characterized by both structure (using NMR, IR, MS) and kinetics. The molecules are used in 
our experiments, whilst their kinetics provide the crucial information for our mathematical 
methods that was developed in parallel. Chapter 4, in particular, demonstrates how the 
simulated characteristics of our system (such as periodicity and amplitudes of oscillations) can 
be used to understand and predict the parameter ranges in which our networks show oscillatory 
behaviour as well as the techniques to increase the accuracy of our simulations.  
 
From regulatory to system-level behaviour in the enzymatic reaction network. We 
further demonstrated the controllability over the oscillatory behaviour of this network by 
extensive studies in both experiments and simulations. We showed that sustained oscillations 
with variable amplitudes (1-11 µM) and frequencies (3.5-10 h) could be found by changing the 
extrinsic parameters flow rates and temperature (Chapter 6). These characteristics could be 
further tuned by changing the intrinsic parameters of the network (e.g. the individual rate 
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constants, Chapter 5, or the catalyst aminopeptidase (Ap) of the delay step, Chapter 2). Most 
importantly, the simulations show to be in good agreement with our experiments, providing 
evidence that the mechanisms in the network are well-described by the differential equations 
introduced in Chapter 2 and 6. Hence, this allowed us to use methods that are firmly rooted in 
(synthetic) chemistry but incorporate mathematical modelling to predict the behaviour under 
out-of-equilibrium conditions. 
We combined 9 (out of 13) pro-inhibitors to demonstrate that reaction rates associated with 
the small molecules essentially control the steepness of the response in the negative feedback 
loop of the network. Knowingly, we used the small library of pro-inhibitors to show how the 
correct selection of the molecular structure can lead to a more robust (i.e. function in a larger 
parameter space) or a more resilient (i.e. reach their out-of-equilibrium function more rapidly, 
Chapter 7) network. In addition, we used mixtures of pro-inhibitors, to demonstrate how 
important connectivity’s in the overall network that could be obtained in cooperative or 
competitive environments (Chapter 8). I hope that this work shows how a systematic build-up 
using chemical building blocks can be used to aid in the understanding of collective phenomena 
in complex networks. 
 
Finally, I would like to stress that our enzymatic network share characteristics with natural 
complex systems, but remains a network with a relatively low number of connectivity’s. 
Nonetheless, I believe that the research presented in this thesis provides a molecular level, as 
well as an intuitive, approach to tackle even larger systems. My hope is that this thesis could 
serve as a platform either to direct the future research in chemistry to systems that functions 
under out-of-equilibrium conditions, or on which we can build a new framework to translate 
the abstract knowledge of networks into how the molecular structures and chemical interactions 
together contribute to the structure and function of a living cell. 
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Samenvatting 
Deze samenvatting van de inhoud van de dissertatie is bestemd voor de niet-chemici. Voor de 
wetenschappenlijke samenvatting verwijs ik u naar de bovenstaande Engelse versie. 
 
De rol van de verschillende disciplines in de natuurwetenschappen is zeer succesvol vertaald 
in een documentaire genaamd Powers of Ten. Hierin wordt de complexiteit van de natuur 
bekeken op verschillende lengteschalen, variërend in machten van tien. Een chemicus kan zich 
richten op alles van de atomaire (10-10 m) tot aan de kosmische lengteschaal (1019 m). Daarmee 
is de natuur een oneindige bron van inspiratie. Er is echter één schaal in het bijzonder die mijn 
aandacht trekt: de schaal van de cel. 
De cel is de bouwsteen van elk levend organisme op Aarde, en is bijzonder in vele opzichten. 
Als scheikundige probeer ik de cel vooral te beschouwen als een chemische systeem. Dit houdt 
in dat ik mij concentreer op welke moleculen waar en wanneer in de cel een reactie ondergaan. 
Hoe meer we op dit niveau nadenken over de dagelijkse processen (zoals celdeling,  
differentiatie, metabolisme, endocytose, etc.), hoe lastiger het is om te begrijpen dat ze 
überhaupt werken. De processen gaan automatisch en volbrengen elke functie met nagenoeg 
een slagingskans van 100%. Als scheikundigen ontkomen we dus niet aan het beeld dat deze 
hele ‘normale processen’ eigenlijk juist abnormaal zijn.  
Eén van de centrale concepten in de chemie is systemen te leren begrijpen door de 
moleculen die daarin voorkomen te maken (m.a.w. synthetiseren). In de cel doen veel 
verschillende moleculen mee in processen die tegelijk naast, en met elkaar werken. Deze uiterst 
complexe verwevenheid maakt het bestuderen van een reacties in een dergelijke omgeving 
daarom praktisch onmogelijk. Daarbij wil ik benadrukken dat de chemische reacties in de cel 
fundamenteel anders zijn dan de gebruikelijke chemische reacties. Reacties in de cel worden 
permanent buiten het zogenaamde thermodynamisch evenwicht gehouden. Waarom juist dit 
evenwicht (en het vermijden ervan) belangrijk is beschrijf ik verder in Hoofdstuk 1, maar het is 
evident dat we onze begrip van reacties moeten aanpassen. Ik richt mijn onderzoek daarom niet 
zozeer op het ontwerpen van de moleculen die voorkomen in de cel, maar op het ontwerpen 
van een netwerk waarbinnen moleculen gezamenlijk buiten het evenwicht verblijven. 
In Hoofdstuk 2 beschrijf ik een nieuwe strategie voor het maken van een moleculair netwerk. 
Mijn collega’s en ik hebben gebruik gemaakt van een enzym trypsine, waaromheen we 
verschillende reacties hebben ‘gebouwd’. In totaal werken 3 enzymen (trypsinogen, trypsine en 
aminopeptidase) en 3 moleculen (pro-, intermediate, en active inhibitor) samen om te oscilleren. 
We laten verder zien dat dat dergelijke oscillaties gebruikt kunnen worden om andere reacties 
periodiek aan en uit te zetten, equivalent aan processen in de cel die bijvoorbeeld zorgen voor 
een dag-en-nacht ritme.  
Een systeem dat oscilleert is belangrijk omdat dit gedrag typerend is voor een netwerk dat 
werkt buiten het evenwicht. Het is een gedrag dat alleen bereikt kan worden als de moleculen en 
enzymen precies op de juiste moment met de juiste snelheden met elkaar werken. Om dit voor 
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elkaar te krijgen waren er twee stappen cruciaal: organische synthese, en computationeel 
modelleren. Hoofdstuk 3 laat zien hoe alle moleculen in dit proefschrift zijn gesynthetiseerd en 
gekarakteriseerd. Vervolgens werden de moleculaire structuren vertaald naar reactieschema’s en 
reactiesnelheden die we met differentiaalvergelijkingen verder kunnen bestuderen in simulaties 
(zie Hoofdstuk 4).  
Dat deze combinatie van synthese en simulaties succesvol is blijkt uit de hoofdstukken die 
daarop volgen. Door systematische veranderingen in moleculen aan te brengen, weten we nu 
hoe het oscillerende karakter kunnen verfijnen, verbeteren, of herstellen (Hoofdstuk 5). Verder 
hebben we de systematiek doorgevoerd naar veranderingen in de omgeving door het netwerk te 
bestuderen met verschillende externe condities om het netwerk buiten het evenwicht te houden 
(Hoofdstuk 6). Dat de keuze in het molecuul belangrijk is wordt nogmaals benadrukt in 
Hoofdstuk 7. Uit dit hoofdstuk blijkt namelijk dat hele kleine veranderingen in de moleculaire 
structuur bepalend is voor zowel de robuustheid als het herstelvermogen van een netwerk.  
 
Kortom, in dit proefschrift probeerde ik de cel vanuit een ander perspectief te begrijpen. Ik 
trachtte met de onderzoeken beschreven in dit proefschrift een moleculair netwerk te 
ontwerpen, te bestuderen, en te karakteriseren. Ik hoop dat dit werk dient als een methode om 
ook grotere netwerken te maken (zie voorbeelden in Hoofdstuk 8). We zullen daarmee niet 
zover kunnen gaan tot het namaken van de cel, maar wat we wel kunnen doen is leren welke 
basis principes ten grondslag liggen aan de synthetisch cel. Mijn hoop is dat die principes in het 
uiterste geval ook zullen gelden voor het ontstaan, of bestaan, van een levende cel. 
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