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Complexity measures for sequences of elements of a finite field play an important
role in cryptology. We focus first on the linear complexity of periodic sequences. By
means of the discrete Fourier transform, we determine the number of periodic
sequences S with given prime period length N and linear complexity LN, 0(S)=c as
well as the expected value of the linear complexity of N-periodic sequences. Crypto-
graphically strong sequences should not only have a large linear complexity, but
also the change of a few terms should not cause a significant decrease of the linear
complexity. This requirement leads to the concept of the k-error linear complexity
LN, k(S) of sequences S with period length N. For some k and c we determine the
number of periodic sequences S with given period length N and LN, k(S)=c. For
prime N we establish a lower bound on the expected value of the k-error linear
complexity. © 2002 Elsevier Science (USA)
Key Words: periodic sequences; linear complexity; k-error linear complexity;
discrete Fourier transform.
1. INTRODUCTION
Throughout this paper, Fq denotes the finite field of order q. The linear
complexity L(S) of an ultimately periodic sequence S=s0, s1, s2, ... with
terms in Fq is the smallest nonnegative integer c for which there exist
coefficients d1, d2, ..., dc ¥ Fq such that
sj+d1sj−1+·· ·+dcsj−c=0 for all j \ c.
Equivalently, L(S) is the degree of the monic polynomial
m(x)=xc+d1xc−1+·· ·+dc−1x+dc ¥ Fq[x].
The polynomial m(x) is called the minimal polynomial of the ultimately
periodic sequence S. In engineering terms, L(S) is the length of the shortest
linear feedback shift register that can generate S, with the convention
that L(S)=0 if S is the zero sequence (cf. [4, 9, 10, 12]). Note that for
sequences with terms in Fq, the family of ultimately periodic sequences
coincides with the family of sequences generated by linear feedback shift
registers.
The concept of linear complexity is very useful in the study of the
security of stream ciphers for cryptographic applications. A necessary
condition for the security of a keystream generator is that it produces a
sequence with large linear complexity.
We will be particularly interested in N-periodic sequences S, where S is
called N-periodic if N is a positive integer such that si=si+N for all i \ 0.
Since an N-periodic sequence S is determined by the terms of one period,
we can completely describe S by the notation S=(s0, s1, ..., sN−1). The set
of all N-periodic sequences with terms in Fq will be denoted by (F
N
q )
..
Since an N-periodic sequence S satisfies sj−sj−N=0 for all j \N, the
linear complexity of S can be at most N.
Rueppel (1986, Chap. 4) determined the expected value EN, 0 of the linear
complexity of a random N-periodic binary sequence for N=2n. Further-
more, again in the binary case he presented a lower bound for EN, 0 for
N=2n−1, n prime. We summarize these results as follows.
Proposition 1.1. If N=2n, then the expected linear complexity EN, 0 of
a random N-periodic binary sequence is given by
EN, 0=N−1+2−N.
If N=2n−1, n prime, then the expected linear complexity EN, 0 of a random
N-periodic binary sequence satisfies
EN, 0 \ e−1/n (N− 12 ).
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In both cases we see that the linear complexity can be expected to be
close to the period length of S.
A cryptographically strong sequence should not only have a large linear
complexity, but also altering a few terms should not cause a significant
decrease of the linear complexity. According to this requirement, a new
measure of the complexity of periodic sequences was proposed by Stamp
and Martin in [11].
Definition 1.1. For integers N \ 1 and 0 [ k [N, the k-error linear
complexity LN, k(S) of the N-periodic sequence S=(s0, s1, ..., sN−1) with
terms in Fq is the smallest linear complexity that can be obtained by altering
k or fewer of the si, 0 [ i [N−1.
In [11] an efficient algorithm for computing the k-error linear complex-
ity of 2n-periodic binary sequences was designed, and it was generalized
to arbitrary finite fields in [3].
In this article we will exploit a close relationship between the discrete
Fourier transform in a finite field Fq and the linear complexity of
N-periodic sequences to gain further information about the linear and the
k-error linear complexity of N-periodic sequences.
2. LINEAR COMPLEXITY AND THE DISCRETE FOURIER
TRANSFORM (DFT)
Let S=(s0, s1, ..., sN−1) be an N-periodic sequence with terms in the
finite field Fq. We associate the corresponding N-tuple
SN=[s0, s1, ..., sN−1] ¥ FNq
with the polynomial
SN(x)=s0+s1x+· · ·+sN−1xN−1 ¥ Fq[x]
and the sequence with its generating function
S(x)=s0+s1x+· · ·+six i+·· ·=C
.
i=0
six i.
Then we have
S(x)=
SN(x)
1−xN
=
SN(x)/gcd(SN(x), 1−xN)
(1−xN)/gcd(SN(x), 1−xN)
.
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Hence, by the well-known connection between the generating function and
the minimal polynomial (cf. [4, Chap. 6]), the linear complexity of S is
given by
L(S)=N−deg(gcd(SN(x), xN−1)).
Suppose that there exists a primitive Nth root of unity a in some finite
extension of Fq. This condition is equivalent to gcd(N, q)=1. Let C1=
{0}, C2, ..., Ch be the different cyclotomic cosets modulo N, where
throughout this article cyclotomic cosets will always be considered relative
to powers of q. Then the canonical factorization of xN−1 in Fq[x] is given
by (cf. [8, Sect. 4.4])
xN−1=D
h
t=1
ft(x) with ft(x)=D
j ¥ Ct
(x−a j).
Thus, the degree of gcd(SN(x), xN−1) can be written as a sum of cardi-
nalities of cyclotomic cosets modulo N, and the linear complexity of any
N-periodic sequence with terms in Fq is of the form
L(S)=C
h
t=1
wtlt, wt ¥ {0, 1}, (1)
where lt denotes the cardinality of the cyclotomic coset Ct.
By the use of the discrete Fourier transform we get an interesting alter-
native to express these relations between the Nth roots of unity and the
linear complexity of an N-periodic sequence with terms in Fq.
Let N be a positive integer with gcd(N, q)=1 and a a primitive Nth root
of unity in some finite extension of Fq. Then the discrete Fourier transform
(DFT) of a given N-tuple SN=[s0, s1, ..., sN−1] ¥ FNq , which will be called
the time-domain N-tuple, is defined to be the frequency-domain N-tuple
AN=[a0, a1, ..., aN−1], where the components of AN are given by
aj= C
N−1
i=0
sia ij for j=0, 1, ..., N−1.
In general, the aj are elements of the extension field Fq(a). If SN and AN are
written as column vectors, then we can describe the DFT in matrix form by
AN=T·SN,
90 MEIDL AND NIEDERREITER
where T is the Vandermonde matrix
T=R 1 1 1 ... 11 a a2 ... aN−1
x x x x
1 aN−1 a2(N−1) ... a (N−1)(N−1)
S .
Evidently, the matrix T is regular. The inverse DFT is given by
sj=
1
N*
C
N−1
i=0
aia−ij for j=0, 1, ..., N−1,
where N* —N mod char(Fq) (cf. [2, 6, 10]).
Remark 2.1. Note that the frequency-domain N-tuple of the time-
domain N-tuple SN=[s0, s1, ..., sN−1] is equal to
AN=[SN(1), SN(a), ..., SN(aN−1)],
which uniquely determines the minimal polynomial of S.
Since we find it more convenient and transparent to work with the
method based on the discrete Fourier transform, we summarize in the
following proposition the relationship between the DFT and the linear
complexity of N-periodic sequences which, as has been pointed out in [5],
was implicitly used by Blahut in [1]. We refer the reader to Jungnickel [2,
Sect. 6.8] for a detailed proof of this result and for further historical
remarks.
Proposition 2.1 (Blahut’s Theorem). Let gcd(N, q)=1. Then the
linear complexity of the N-periodic sequence S=(s0, s1, ..., sN−1) is equal to
the Hamming weight of AN, where AN is the DFT of [s0, s1, ..., sN−1].
The Hamming weight of any frequency-domain N-tuple satisfies Eq. (1).
This is due to the fact that if k — jq s modN, i.e., if k is an element of the
cyclotomic coset of j modulo N, then SN(ak)=(SN(a j))q
s
. Consequently, a
frequency-domain N-tuple has a special form and is uniquely determined
by h values, where h is the number of different cyclotomic cosets modulo
N. This special form will be called an fdt form (for frequency-domain
N-tuple form). The DFT possesses various other interesting properties. We
refer the reader to [1, 2, 6].
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3. THE LINEAR COMPLEXITY OF PERIODIC SEQUENCES
WITH PRIME PERIOD LENGTH N
In all further considerations let N be a prime different from the charac-
teristic of the given finite field Fq. In this case the cyclotomic cosets modulo
N are given by C1={0} and the cosets of the subgroup generated by q in
the multiplicative group of the finite prime field FN. If l is the multiplicative
order of q in FN, then we have (N−1)/l different cosets of cardinality l
besides C1. Equation (1) yields that for the linear complexity of an
arbitrary N-periodic sequence S we have
L(S)=rl or L(S)=rl+1, with r ¥ Z, 0 [ r [
N−1
l
.
For the DFT we need a primitive Nth root of unity. By the definition of l,
the field Fql is the smallest extension field of Fq containing a primitive Nth
root of unity. Consequently, the entries of the DFT matrix T are elements
of Fql. Thus, any frequency-domain N-tuple is an element of F
N
ql . Note that
in the first row of T all entries are 1. Hence a0, the element in the frequency-
domain N-tuple which corresponds to the coset C1, is an element of Fq.
Since the value of aj determines the values of ak for all k which are in the
cyclotomic coset of j modulo N, we can identify each N-tuple of fdt form
with an (N−1l +1)-tuple of Fq×F
(N−1)/l
ql . Hence the number W of different
N-tuples of fdt form is given by
W=q(q l) (N−1)/l=qN,
which exactly agrees with the number of different N-periodic sequences
with terms in Fq. Since the DFT matrix T is regular, the DFT is a bijection
from FNq onto the set of N-tuples in F
N
ql of fdt form. In other words, the
DFT yields a bijection from FNq onto Fq×F
(N−1)/l
ql . This relationship
enables us to count the number of N-periodic sequences with terms in Fq
and a given linear complexity c, which will be denoted byNN, 0(c).
Theorem 3.1. Let N be a prime with gcd(N, q)=1 and let l be the mul-
tiplicative order of q in the finite field FN. Then for l \ 2 the numberNN, 0(c)
of N-periodic sequences with terms in Fq and linear complexity c is given by
NN, 0(rl)=R (N−1)/lr S (q l−1) r, 0 [ r [N−1l ,
NN, 0(rl+1)=(q−1) R (N−1)/lr S (q l−1) r, 0 [ r [N−1l .
In all other cases we haveNN, 0(c)=0.
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Proof. We have already noticed the last statement in the theorem. Since
there is a bijective correspondence between the N-periodic sequences and
the N-tuples of fdt form, we just have to count the number of N-tuples of
fdt form and Hamming weight rl, respectively rl+1. Therefore we consider
the corresponding (N−1l +1)-tuples [A0, A1, ..., A(N−1)/l] ¥ Fq×F
(N−1)/l
ql . As
any element Ai, i ] 0, which is not equal to 0 causes l elements not equal to
0 in the corresponding N-tuple of fdt form, the number NN, 0(rl) equals
the number of elements [A0, A1, ..., A(N−1)/l] ¥ Fq×F
(N−1)/l
ql with A0=0
and Hamming weight r, andNN, 0(rl+1) is the number of elements [A0, A1, ...,
A(N−1)/l] ¥ Fq×F
(N−1)/l
ql with A0 ] 0 and Hamming weight r+1. Note that
A0 must be an element of Fq, whereas for i ] 0 we have Ai ¥ Fql. Simple
combinatorial arguments yield the assertion of the theorem. L
Remark 3.1. For l=1 and 1 [ c [N−1, we can view c as being either
of the form rl or rl+1 in Theorem 3.1, and the formula for NN, 0(c) is
obtained by adding up these two contributions. Thus, for l=1, i.e., for
q — 1 modN, we get
NN, 0(c)=RNc S (q−1)c for 0 [ c [N.
We always have one N-periodic sequence with linear complexity 0, which
is of course the zero sequence. The N-periodic sequences with linear com-
plexity 1 are all the sequences S of the form S=(d, ud, ..., uN−1d)
with d, u ¥ Fgq and uN=1. If the prime N does not divide q−1, which
is equivalent to l \ 2, then 1 is the only Nth root of unity in Fq. Thus, the
N-periodic sequences S with linear complexity c=1 are exactly the q−1
constant sequences S=(d, d, ..., d), d ] 0. If l=1, evidently there are
N(q−1) sequences S of the form S=(d, ud, ..., uN−1d) with d, u ¥ Fgq and
uN=1, which agrees with the formula in Remark 3.1 for c=1.
If q is a primitive element of FN, N\ 3, and hence l=N−1, all the non-
constant N-periodic sequences have linear complexity either N−1 or N. The
qN−1−1, respectively (q−1)(qN−1−1), N-periodic sequences with linear com-
plexity N−1, respectively N, are exactly those nonconstant sequences of the
form S=(s0, s1, ..., sN−1) with ;N−1i=0 si=0, respectively ;N−1i=0 si ] 0. In the
binary case, provided that 2 generates FgN, a nonconstant N-periodic sequence
has linear complexity N−1 if the Hamming weight of the corresponding
N-tuple is even and linear complexityN if that Hamming weight is odd.
Knowing the counting function NN, 0(c), we can determine the expected
value EN, 0 of the linear complexity of a random N-periodic sequence with
terms in Fq, that is,
EN, 0=
1
qN
C
S ¥ (FNq )
.
L(S).
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Theorem 3.2. Let N be a prime with gcd(N, q)=1. Then the expected
value EN, 0 of the linear complexity of a random N-periodic sequence with
terms in Fq is given by
EN, 0=(N−1) 11− 1q l2+q−1q ,
where l is the multiplicative order of q in the finite field FN.
Proof. By Theorem 3.1 and Remark 3.1 we obtain
qNEN, 0=C
N−1
l
r=0
RN−1l
r
S (q l−1) r rl+CN−1l
r=0
RN−1l
r
S (q−1)(q l−1) r (rl+1)
=l C
N−1
l
r=0
RN−1l
r
S (q l−1) r r+(q−1) l CN−1l
r=0
RN−1l
r
S (q l−1) r r
+(q−1) C
N−1
l
r=0
RN−1l
r
S (q l−1) r
=ql C
N−1
l
r=0
RN−1l
r
S (q l−1) r r+(q−1) qN−1.
Hence, using the identity ;mj=0 (mj )(q l−1) j j=m(q l−1)(q l)m−1, we get
EN, 0=
l
qN−1
C
N−1
l
r=0
RN−1l
r
S (q l−1) r r+q−1
q
=
l
qN−1
·
N−1
l
(q l−1) qN−1q−l+
q−1
q
=(N−1) 11− 1
q l
2+q−1
q
. L
As in the two cases of binary sequences investigated by Rueppel in [9],
the expected value EN, 0 is close to the period length N.
Suppose that q is a primitive element in FN. Then Theorem 3.2 yields
EN, 0=(N−1) 11− 1qN−12+q−1q .
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In the binary case this yields
EN, 0=(N−1) 11− 12N−12+12,
which for large N is approximately N−1/2. Note that in this case the
expected value has the minimal possible deviation from N.
Now suppose that N=2n−1 is a Mersenne prime. Since n is the order of
2 in FN, by Theorem 3.2 we get for the binary case
EN, 0=(2n−2) 11− 12n2+12=2n−1+ 12n−1−32,
which for large N is approximately N−3/2. It is clear that this specifies the
expected value with the maximal possible deviation from N. For arbitrary
q we have the following immediate consequence of Theorem 3.2.
Corollary 3.1. Let N be a prime with gcd(N, q)=1. Then the
expected value EN, 0 of the linear complexity of a random N-periodic sequence
with terms in Fq is bonded by
N−1−
1
q
< EN, 0 <N−
1
q
.
4. THE k-ERROR LINEAR COMPLEXITY OF PERIODIC
SEQUENCES WITH PRIME PERIOD LENGTH N
The k-error linear complexity of N-periodic sequences was defined in
Definition 1.1. Evidently LN, 0(S)=L(S). In a way analogous to that in
Section 3, we define NN, k(c) to be the number of N-periodic sequences S
with terms in Fq and LN, k(S)=c. In various cases, for k \ 1 the counting
functionNN, k(c) can be explicitly determined. We collect these cases in the
following theorem.
Theorem 4.1. Let N be a prime with gcd(N, q)=1. Then the following
formulas forNN, k(c) are valid:
(i) NN, k(0)=;kt=0 (Nt )(q−1) t, 1 [ k [N.
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(ii) If N does not divide q−1, then
NN, k(1)=(q−1) C
k
t=0
RN
t
S (q−1) t, 1 [ k [N−1
2
,
and if q=2, then
NN, k(1)= C
N
t=k+1
RN
t
S , N−1
2
[ k [N.
(iii) NN, k(N)=0, 1 [ k [N.
(iv) For q=2 we have
NN, k(c)=0,
N−1
2
[ k [N and 2 [ c [N.
Proof. (i) This follows immediately from the fact that NN, k(0)=
|B(Z, k)|, where B(Z, k) denotes the Hamming ball with radius k and
center Z=[0, 0, ..., 0].
(ii) The q−1 sequences with linear complexity c=1 are exactly
the constant sequences D=(d, d, ..., d), d ] 0. If k [ (N−1)/2, then the
Hamming balls with radius k around two different constant strings of
length N do not intersect. Note that there is only the constant sequence
Z=(0, 0, ..., 0) with linear complexity c=0. Hence NN, k(1) is the cardi-
nality of the union of the Hamming balls B(D, k) with radius k and center
D, where D is constant and D ] Z, which is given by (q−1) |B(D, k)|. If
q=2, then only the sequence (1, 1, ..., 1) has linear complexity c=1. If
k \ (N−1)/2, then for any N-tuple [s0, s1, ..., sN−1] with Hamming weight
at least k+1 the corresponding N-periodic sequence S=(s0, s1, ..., sN−1)
has k-error linear complexity c=1. For all other N-periodic sequences S
we have LN, k(S)=0.
(iii) Suppose S=(s0, s1, ..., sN−1) and let [a0, a1, ..., aN−1] be the
corresponding frequency-domain N-tuple. If a0=;N−1i=0 si=0, then L(S)
< N. This follows either from Proposition 2.1 or from the fact that the
sequence S satisfies then ;N−1i=0 sj− i=0 for all j \N−1. But it is always
possible to obtain a0=;N−1i=0 si=0 by changing only one term sj.
(iv) This follows from the proof of (ii). L
Remark 4.1. It is obvious from the proofs that the parts (i) and (iii) of
Theorem 4.1 are valid also for arbitrary positive integers N.
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Remark 4.2. In Theorem 4.1(ii) we have to assume that N does not
divide q−1; i.e., l ] 1. Otherwise, there are N(q−1) N-periodic sequences
with linear complexity c=1, and it is no longer true that the intersection of
the Hamming balls B(S1, k) and B(S2, k) around two different strings cor-
responding to the N-periodic sequences S1 and S2 with linear complexity
c=1 is empty for all k [ (N−1)/2. But it can be shown that for k [
N(n−1)/4M this property still holds. Hence in the case l=1 we have
NN, k(1)=N(q−1);kt=0 (Nt )(q−1) t for all k with 1 [ k [ N(N−1)/4M.
If q is a primitive element of FN, N \ 3, then Theorem 4.1 yields the
counting functionNN, k(c) for all c \ 0 and 1 [ k [ (N−1)/2. Recall from
Section 3 that in this case any N-periodic sequence has linear complexity 0,
1, N−1, or N. From Theorem 4.1(i)–(iii), we know the counting functions
NN, k(c) for c=0, 1, N. The remaining qN−(NN, k(0)+NN, k(1)) sequences
have linear complexity N−1, which leads to the following result.
Corollary 4.1. If N \ 3 is a prime and q is a primitive element of FN,
then for 1 [ k [ (N−1)/2 we have
NN, k(N−1)=qN−q C
k
t=0
RN
t
S (q−1) t.
In two special cases we can determine the expected value EN, k of the
k-error linear complexity of a random N-periodic sequence with terms in
Fq exactly.
First suppose that q=2 and (N−1)/2 [ k [N. Then Theorem 4.1(ii, iv)
immediately yield
EN, k=
1
2N
C
N
t=k+1
RN
t
S . (2)
In particular, in this case we have 0 [ EN, k [ 1/2.
If N \ 3 is prime and q is a primitive element of FN, then we also know
the counting function NN, k(c) for 0 [ c [N and 1 [ k [ (N−1)/2, which
again enables us to determine an exact formula for the expected value EN, k
of the k-error linear complexity of a random N-periodic sequence with
terms in Fq.
Corollary 4.2. If N \ 3 is a prime and q is a primitive element of FN,
then for 1 [ k [ (N−1)/2 the expected value EN, k of the k-error linear
complexity of a random N-periodic sequence with terms in Fq is given by
EN, k=N−1−
1
qN
(qN−2q+1) C
k
t=0
RN
t
S (q−1) t.
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Proof. By the above considerations as well as Theorem 4.1(ii, iii) and
Corollary 4.1 we obtain
qNEN, k=(q−1) C
k
t=0
RN
t
S (q−1) t+(N−1) 1qN−q Ck
t=0
RN
t
S (q−1) t2
=(2q−qN−1) C
k
t=0
RN
t
S (q−1) t+(N−1) qN.
Hence
EN, k=N−1−
1
qN
(qN−2q+1) C
k
t=0
RN
t
S (q−1) t. L
5. LOWER BOUNDS FOR EN, k
In this section, we establish lower bounds for EN, k in more general cases.
For this purpose, we will need another counting function,MN, k(c), which is
defined to be the number of N-periodic sequences S with terms in Fq and
LN, k(S) [ c. Evidently, we have
MN, k(c)=C
c
t=0
NN, k(t).
If N is a prime with gcd(N, q)=1, k=0, 0 [ r [ (N−1)/l, and l \ 2, then
we immediately get from Theorem 3.1 that
MN, 0(rl)=q C
r−1
i=0
R (N−1)/l
i
S (q l−1) i+R (N−1)/l
r
S (q l−1) r, (3)
MN, 0(rl+1)=q C
r
i=0
R (N−1)/l
i
S (q l−1) i. (4)
If N is a prime dividing q−1 (i.e., if l=1), then Remark 3.1 yields
MN, 0(c)=C
c
t=0
RN
t
S (q−1) t for 0 [ c [N.
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The fact that MN, k(c) is the cardinality of the union of the Hamming
balls with radius k around all strings SN such that the corresponding
N-periodic sequence has linear complexity at most c yields the following
obvious upper bound (cf. also [7]).
Proposition 5.1. For all integers N \ 1 and 0 [ k, c [N we have
MN, k(c) [min 1qN,MN, 0(c) Ck
t=0
RN
t
S (q−1) t2 .
The next lemma (cf. [7]) enables us to express the expected value EN, k
by means of the counting functionMN, k.
Lemma 5.1. For all integers N \ 1 and 0 [ k [N the expected value
EN, k of the k-error linear complexity of a random N-periodic sequence with
terms in Fq satisfies
EN, k=N−
1
qN
C
N−1
c=0
MN, k(c).
Proof. We have
qNEN, k=C
N
c=0
cNN, k(c)=C
N
c=1
c(MN, k(c)−MN, k(c−1))
=C
N
c=0
cMN, k(c)− C
N−1
c=0
(c+1)MN, k(c)=NMN, k(N)− C
N−1
c=0
MN, k(c)
=NqN− C
N−1
c=0
MN, k(c). L
If N is prime and l is the multiplicative order of q in the finite field FN,
then due to Eq. (1) any N-periodic sequence with terms in Fq has a linear
complexity c of the form c=rl or c=rl+1 with 0 [ r [ (N−1)/l. Thus,
if c=rl+s such that 0 [ r [ (N−1)/l and 1 < s < l, then we have
NN, k(c)=0 andMN, k(c)=MN, k(rl+1). Using this for the considered case,
we get a formula which is equivalent to that in Lemma 5.1.
Corollary 5.1. Let N be a prime with gcd(N, q)=1 and let l be the
multiplicative order of q in the finite field FN. Then for 0 [ k [N we have
EN, k=N−
1
qN
1 (l−1) CN−1l −1
r=0
MN, k(rl+1)+C
N−1
l
r=0
MN, k(rl)2 .
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Now we can establish a lower bound for EN, k, where N prime,
gcd(N, q)=1, and 1 [ k [N, by determining an upper bound for
W :=(l−1) C
N−1
l
−1
r=0
MN, k(rl+1)+C
N−1
l
r=0
MN, k(rl).
Proposition 5.1 yields
W [ (l−1) C
N−1
l
−1
r=0
min 1qN,MN, 0(rl+1) Ck
t=0
RN
t
S (q−1) t2
+C
N−1
l
r=0
min 1qN,MN, 0(rl) Ck
t=0
RN
t
S (q−1) t2 .
Let b be the largest nonnegative integer such that
MN, 0(bl+1) C
k
t=0
RN
t
S (q−1) t [ qN, (5)
where we put b=−1 if there is no such nonnegative integer. Then with
empty sums being 0 as usual, we obtain
W [ (l−1) 1 Cb
r=0
MN, 0(rl+1) C
k
t=0
RN
t
S (q−1) t+ CN−1l −1
r=b+1
qN2 (6)
+C
b
r=0
MN, 0(rl) C
k
t=0
RN
t
S (q−1) t+ CN−1l
r=b+1
qN.
Inserting the formulas (3) and (4) we get for l \ 2,
W [ (N−l(b+1)) qN+C
k
t=0
RN
t
S (q−1) t
·3(l−1) q Cb
r=0
C
r
i=0
R (N−1)/l
i
S (q l−1) i
+C
b
r=0
1q Cr−1
i=0
R (N−1)/l
i
S (q l−1) i+R (N−1)/l
r
S (q l−1) r24
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=(N−l(b+1)) qN+C
k
t=0
RN
t
S (q−1) t
·3 lq Cb
r=0
C
r
i=0
R (N−1)/l
i
S (q l−1) i−(q−1) Cb
r=0
R (N−1)/l
r
S (q l−1) r4
=(N−l(b+1)) qN+C
k
t=0
RN
t
S (q−1) t
· C
b
i=0
R (N−1)/l
i
S (lqb−lqi+lq−q+1)(q l−1) i.
With the formula in Corollary 5.1 we obtain the following lower bound
for EN, k.
Theorem 5.1. Let N be a prime with gcd(N, q)=1, let l be the multi-
plicative order of q in the finite field FN, and suppose that l \ 2. For a given k
with 1 [ k [N, let b be the largest nonnegative integer such that
MN, 0(bl+1) C
k
t=0
RN
t
S (q−1) t [ qN,
where we put b=−1 if there is no such nonnegative integer. Then for the
expected value EN, k of the k-error linear complexity of a random N-periodic
sequence with terms in Fq we have
EN, k \ l(b+1)−
1
qN
C
k
t=0
RN
t
S (q−1) t
· C
b
i=0
R (N−1)/l
i
S (lqb−lqi+lq−q+1)(q l−1) i. (7)
Remark 5.1. Note that inequality (7) is fulfilled for any nonnegative
integer b satisfying (5).
Remark 5.2. If b=−1, then (6) reduces to NqN and the lower bound
in Theorem 5.1 vanishes. For b \ 0 the expression (6) is less than NqN.
Hence the lower bound is nontrivial if and only if b \ 0.
For q=2, 1 [ k [ (N−1)/2, and b=0 the inequality (5) is always
satisfied. Thus, the following corollary is an immediate consequence of
Theorem 5.1.
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Corollary 5.2. Let N be an odd prime, k an integer with 1 [ k [
(N−1)/2, and l the multiplicative order of 2 in the finite field FN. Then the
expected value EN, k of the k-error linear complexity of a random
N-periodic binary sequence fulfills
EN, k \ l−
2l−1
2N
C
k
t=0
RN
t
S .
Obviously, this bound is significantly large if 2 has a large multiplicative
order in the finite field FN and k is not almost (N−1)/2. If k=(N−1)/2,
then the bound in Corollary 5.2 is just 1/2, which agrees with the exact
value given in Eq. (2).
If N \ 3 and q is a primitive element of FN (i.e., l=N−1), then for
1 [ k [ (N−1)/2 the counting functionMN, 0(c) satisfies
MN, 0(1) C
k
t=0
RN
t
S (q−1) t
=q C
k
t=0
RN
t
S (q−1) t [ qN <MN, 0(N) Ck
t=0
RN
t
S (q−1) t.
Consequently, in this case we have b=0, and then the lower bound for
EN, k given in Theorem 5.1 reduces to the exact formula in Corollary 4.2.
Thus, there are cases in which the lower bound in Theorem 5.1 is actually
attained.
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