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Abstract 
After transcription, RNAs are tightly regulated through many post-transcriptional processing steps to 
allow for proper gene expression in a context-specific manner and have a multitude of functions both in 
their abilities to encode for proteins or function as non-coding RNAs. The coordination of the myriad of 
post-transcriptional gene regulatory steps in a stress-dependent manner is poorly understood. 
Specifically, while the role of RNA secondary structure, covalent RNA modifications and RNA-RNA binding 
protein interactions on regulating RNA fate has been linked to a plant’s response to stress, their 
coordination has yet to be studied. Additionally, RNAs can function in a non-protein-coding capacity. 
These non-coding RNAs function in a developmental- and stress-dependent manner to affect essential 
organismal processes but are still poorly understood and merit additional analyses.This dissertation 
examines the role of several post-transcriptional regulatory processes during stress response in 
Arabidopsis and examines the function and biogenesis of two classes of non-protein-coding RNAs. I first 
demonstrate large rearrangements of RNA secondary structure during an agriculturally relevant salt 
stress and describe a link between the role of RNA modifications in regulating RNA secondary structure 
and ultimately the stability and translation of proteins required for proper stress response. I then examine 
a group of non-protein-coding RNAs (long non-coding RNAs (lncRNAs)), focusing on a previously 
unstudied lncRNA termed COBRA1 and characterize its essential function during plant development. 
Finally, I explore a mechanism to generate a class of non-canonical non-coding RNAs that are linked at 
their 5’ and 3’ ends, forming a circular RNA (circRNA), and generate a molecular tool to permit further 
study of these obscure molecules. Overall, I use a combination of molecular, biochemical, and 
bioinformatic approaches to better understand the regulation of gene expression at the RNA level and 
examine the formation and function of non-protein-coding RNAs. Together, these studies have raised 
many questions for future studies to address that will ultimately explore novel mechanisms that mediate 
plant resistance to stress as well as lead to a better understanding of the biogenesis and the roles of non-
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CHAPTER 1: INTRODUCTION TO POST-TRANSCRIPTIONAL GENE 
REGULATION AND NON-CODING RNAS 
This section refers to work from: 
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1.1 INTRODUCTION 
The central dogma of biology explains that DNA is the genetic material in nearly all cells 
in an organism, that is transcribed into RNA which is subsequently translated into proteins. It is 
then these proteins that carry out most biological processes. This model has expanded rapidly 
and dramatically since its inception and now we know that there are numerous steps of regulation 
that control each process. For decades, researchers have focused on the process of transcription 
of DNA into RNA and revealed complex networks for transcription factors that coordinate with 
internal and external stimuli to regulate gene expression in a developmental- and stress-
dependent manner. The complexity of organismal growth and development, however, demands 
additional methods of regulating gene expression. As such, more recently post-transcriptional 
gene regulation has been revealed to be a major contributor to regulation of gene expression and 
the fate of RNA. Moreover, while it was initially hypothesized that the main function of cellular 
RNA was to encode for proteins, it is now known that the majority of cellular RNA in fact does not 
encode for proteins. These so-called non-coding RNAs (ncRNAs) function in nearly every stage 
of growth, development and response to internal and external stimuli, but the full repertoire of 





Post-transcriptional gene regulation is the control of gene expression at the RNA level. All 
eukaryotic messenger RNAs (mRNAs) undergo many steps of processing before reaching their 
ultimate fate of translation or degradation. After transcription, 5’ m7G cap is added, non-coding 
intronic sequences are removed and protein-coding exons joined together, a polyadenine (polyA) 
tail is added and ribonucleotides can be chemically modified or edited before eventual nuclear 
export. Once in the cytoplasm, mRNAs are further subcellularly localized, and translated and/or 
degraded.  
Each described step in post-transcriptional regulation is highly regulated by RNA binding 
proteins (RBPs). After transcription, RNA molecules are constantly bound by an everchanging 
cohort of RBPs that regulate nearly every step of the RNA lifecycle. The identity, location and 
timing of the proteins bound to an RNA molecule defines its fate. RBPs are a heterogeneous 
population of proteins found in all organisms that are defined by their ability to bind RNA. The 
binding of these proteins is regulated by both the primary RNA sequence, as well as the 
intramolecular RNA folding or secondary structure of the transcript.  
As RNA is a single-stranded molecule, it can form intramolecular base pairs, folding into 
complex secondary and tertiary structures. mRNA secondary structure is thought to form co-
transcriptionally and undergo conformational changes throughout the lifecycle of a mRNA as it 
gets modified and processed in the nucleus. Ultimately, most mRNAs are exported into the 
cytoplasm, where secondary structure can help regulate ribosomal recruitment by allowing 
specific regions of a mRNA to be accessible to various proteins to initiate translation. The 
mechanisms of RNA secondary structure formation are complex and involve several post-
transcriptional regulatory steps. One of the primary determinants of RNA folding is the primary 
sequence of the transcript, as base pairing is limited by the location of potential pairs of 
nucleotides that are complementary to one another. Other determinants of RNA folding include 





2008), and temperature (Johnsson et al., 2014; Kortmann and Narberhaus, 2012), as well as by 
interactions with RBPs and the modification and editing of RNA nucleotides. 
While the sequence for each transcript is determined in the genome, by the time an RNA 
reaches its final fate, the sequence may have been edited, where one nucleotide is converted to 
another, or modified, where a chemical group, or sometimes others moieties, are covalently 
linked to a nucleotide base. One RNA modification in particular, N6-methyladensine (m6A), is the 
most prevalent internal mRNA modification identified in eukaryotes and has been shown to affect 
RNA secondary structure by weakening intramolecular base pairing by conformational switching 
(Liu et al., 2015; Spitale et al., 2015; Sun et al., 2019). m6A and the RBPs that bind m6A can 
influence many aspects of RNA fate such as splicing (Haussmann et al., 2016; Xiao et al., 2016), 
translation (Meyer et al., 2015; Wang et al., 2015), and stability (Zhao et al., 2017a; Wang et al., 
2014c, 2014e; Geula et al., 2015) in a variety of organisms. In general, there are three classes of 
RBPs that interact with m6A, termed ‘writers’, ‘readers’, and ‘erasers’ that add, recognize and 
remove the modification, respectively (Meyer and Jaffrey, 2017). Improper regulation of these 
proteins in Arabidopsis influences a diverse array of transcript regulation, which results in 
inappropriate organ development and viral response. 
Overall, post-transcriptional regulation is a highly complex set of governing steps to 
ultimately permit gene expression to be tightly controlled in a cell-, developmental- and stress-
dependent manner. Mis-regulation of these post-transcriptional steps can have detrimental 
physiological effects and are thus essential to study further. 
While the central dogma explains that the main role of RNA is to encode protein, this is 
often not the case. In fact, the majority of cellular RNAs do not encode protein and instead 
function as non-coding RNAs (ncRNAs). NcRNAs range in function from those known to be 
required for all cellular process, such as ribosomal RNAs (rRNAs) and transfer RNAs (tRNAs), 





ncRNAs are required in a more condition-specific manner that is just beginning to be studied and 
understood within the past ~30 years, including microRNAs (miRNAs) and long non-coding RNAs 
(lncRNAs). Several different classes of lncRNAs have been described and profiled for their 
functions in development and stress, including those transcribed from intergenic regions and 
those formed from splicing reactions, generating long intergenic ncRNAs (lincRNAs) containing 
small nucleolar RNAs (snoRNAs) within them (sno-lincRNAs) as well as circular RNAs 
(circRNAs), respectively. 
Here, I introduce the identification and function of RBPs, the function and methods to 
study RNA secondary structure, the function of RNA modifications in post-transcriptional 
regulation, and the biogenesis and function of ncRNAs, with an emphasis on lncRNAs and 
unconventionally processed circRNAs and sno-lncRNAs. 
1.2 RNA BINDING PROTEINS 
1.2.1 Introduction 
From transcription to degradation, RNA molecules are bound by varying cohorts of RNA 
binding proteins (RBPs). These proteins regulate pre-mRNA splicing (Dreyfuss, 1986; Dreyfuss et 
al., 1993; Fu and Ares, 2014), and 3’ polyadenylation (Darnell et al., 1971; Jelinek et al., 1973; 
Nakazato et al., 1973; Zheng and Tian, 2014), RNA stability (Garneau et al., 2007; Kiledjian et al., 
1997; Rajagopalan et al., 1998) and covalent modification (Alarcón et al., 2015; Fu et al., 2014; 
Jia et al., 2011), as well as RNA transport (Izaurralde et al., 1997; Köhler and Hurt, 2007; Lee et 
al., 1996b). RBPs are a diverse class of proteins found in all organisms and are defined by their 
ability to interact with RNA, often containing one or more RNA binding domains (RBD). These 
RBDs can interact with single or double-stranded RNA, as well as additional proteins in the cell 
through secondary domains to regulate RNA fate. 
Gene expression is tightly regulated transcriptionally and post-transcriptionally in both a 





widely accepted that RBPs are critical for nearly every aspect of post-transcriptional regulation in 
eukaryotes. Thus, mis-regulation of RBPs directly results in aberrant expression of their target 
mRNAs, subsequently leading to altered protein levels being produced from these transcripts with 
sometimes detrimental results (Cooper et al., 2009; Reynolds and Cooke, 2005).  
In plants, RBPs have key roles in development, response to abiotic stresses (e.g. salt 
stress and cold exposure), and roles as RNA chaperones (Fedoroff, 2002; Lorković, 2009). As 
plants are sessile organisms, they must adapt rapidly and efficiently to abiotic stresses to survive. 
In fact, several known RBPs (e.g. GRP2 and GRP7) have essential roles in response to cold, 
both promoting seed germination and conferring freezing tolerance, as well as roles in resistance 
to salt stress (Kim et al., 2005; Kwak et al., 2005). In fact, plants overexpressing GRP2 germinate 
substantially better compared to wild type when exposed to decreased temperatures or increased 
salt stress (Kim et al., 2007). While RBPs have many implicated roles in many processes in 
plants, their molecular functions in plant cells are still widely unknown.  
1.2.2 Initial biochemical studies to identify RBPs 
RBPs were first characterized biochemically by identifying proteins that associated with 
mRNAs. Researchers crosslinked in vivo RNA-protein interactions using UV light, and purified 
polyadenylated RNA by incubating lysates with membranes coated with oligo(dT) sequences. 
The co-purified proteins were then eluted and used in a two-dimensional polyacrylamide gel 
electrophoresis (PAGE) to separate the proteins based on molecular weight and charge. These 
initial analyses revealed dozens of different RBPs bound to mRNAs in nuclei, which were termed 
heteronuclear ribonucleoproteins (hnRNPs) (van Eekelen et al., 1981; Mayrand et al., 1981). The 
RNA binding proteome was expanded by additional studies performed using RNA affinity 
purification of RNA-protein complexes coupled with mass spectrometry (Piñol-Roma et al., 1988). 





and mass spectrometry, provided further insights into the targets of specific RBPs as well as the 
composition of protein complexes (McHugh et al., 2014; Tenenbaum et al., 2000).  
The growing collection of RBP biochemical and structural evidence allowed for the first 
identification of RNA binding domains (RBDs) through searches for homologous regions in other 
collections of identified proteins. Some of the most common RBDs identified include the RNA 
recognition motif (RRM, the first RBD identified), the K homology (KH) domain, zinc finger motifs, 
the cold-shock domain, arginine-rich motifs, and double-stranded RNA binding motifs (Lunde et 
al., 2007). Interestingly, RBPs may have a single binding domain, multiple of the same class, or a 
mix of several different types of RBDs.  
More recently, RBPs lacking any notable RBDs have been uncovered, indicating that 
while the presence of an RBD likely indicated its RNA binding ability, it is not always required for 
RNA binding. Initial studies focused on identifying RBPs bioinformatically based on sequence 
homology to known RBDs (Murzin et al., 1995; Wilson et al., 2009). Through this straightforward 
analysis, the first studies identified around 500 RBPs encoded in the mouse genome (McKee et 
al., 2005) and ~700 in the human genome (Anantharaman et al., 2002). As RBDs are highly 
conserved throughout all species, this permitted identification of RBPs in many organisms based 
on homology, including Arabidopsis thaliana (hereafter Arabidopsis). These initial studies in 
Arabidopsis revealed over 200 RBPs encoded in the genome, with the two most commonly 
occurring RBDs being the RRM and KH domains. Interestingly, over half of annotated RRM 
containing RBPs in Arabidopsis do not have obvious homologs in other metazoans, indicating a 
possible plant-specific function of these RBPs (Lorković and Barta, 2002). Additionally, there are 
more than a dozen known plant specific RBDs present in Arabidopsis, including cold-shock 
domain, Pumilio, dsRNA binding domains, several types of zinc finger domains, as well as 
pentatricopeptide repeat (PPR) domains (Lorković and Barta, 2002). While these initial 





identify proteins bound to RNA that do not contain a known RBD. In order to further identify 
additional RBPs, researchers have developed techniques that allow for a more proteome-wide 
identification of RBPs. 
1.2.3 Proteome-wide discovery of RBPs 
While many RBPs contain defined RBDs, several decades ago it was found that certain 
metabolic proteins can moonlight as RNA-binding proteins in the absence of any canonical RBD. 
With increasing evidence and identification of non-canonical RBPs it has become apparent that 
the number and diverse nature of RBPs was initially vastly underestimated by informatic-based 
approaches. More recently, researchers have developed a technique to experimentally identify 
novel mRNA binding proteins based on their interactions with RNA and not solely based on the 
presence of an RBD, thus providing a more unbiased technique to globally profile RBPs. Through 
the use of UV crosslinking, and polyA-selection followed by quantitative mass spectrometry, the 
RNA binding proteome had been profiled in several species, including human and mouse cell 
lines, budding yeast, flies, worms, fish and plants. Since the first studies of this nature in human 
cell culture (Baltz et al., 2012; Castello et al., 2012), a compendium of RBP supersets has been 
compiled of nearly 2,000 RBPs in humans, ~1400 in mice, ~1200 in yeast and ~700 in flies 
(Hentze et al., 2018). 
In Arabidopsis, this RNA binding proteome capture method was performed in several 
different samples including cell suspension cultures and whole leaf tissue, leaf mesophyll 
protoplasts, and etiolated seedlings (Marondedze et al., 2016; Reichel et al., 2016; Zhang et al., 
2016; Bach-Pages et al., 2017). In total, this revealed a combined ~700 Arabidopsis RBPs, with 
only 20 common among the different samples, revealing the cell, tissue and developmental stage 
specificity of RBPs (Marondedze et al., 2016; Reichel et al., 2016; Zhang et al., 2016). Many 
RBPs identified had no orthologs in other organisms, lacked known RBDs and were unique to 





2016). RBPs were also classified as being involved in response to abiotic stresses, such as 
response to salt and cold, a classification that matches known functions of several RBPs 
(Fedoroff, 2002; Lorković, 2009; Kim et al., 2005; Kwak et al., 2005). In agreement with several 
other species, including humans, C. elegans, and yeast, non-canonical RBPs were classified as 
being involved in carbohydrate, energy, and nucleotide metabolism (summarized in Hentze et al., 
2018). Overall, these studies revealed that the RNA binding proteome is much larger than 
informatically predicted and that many important metabolic proteins have dual function in their 
respective metabolic processes and RNA binding. 
1.2.4 Function of RNA binding proteins during salt stress 
 As plants are sessile organisms, they are strongly affected by changes in the 
environment and must be able to rapidly respond to these changes in order to survive and 
successfully reproduce. Large changes in light and temperature as well as changes in the soil 
content (water/salt concentrations), termed abiotic stressors, greatly affect plant performance. 
Therefore, it is not surprising that exposure to these abiotic stressors leads to major 
transcriptional and post-transcriptional changes that are regulated in part by RBPs (Jung et al., 
2013).  
Upon exposure to external stress, plants must respond rapidly to adapt and survive. 
Regulation of existing RNA through post-transcriptional processes is one of the swiftest 
mechanisms to respond quickly to external stressors. One major abiotic stressor encountered by 
plants is increased salt concentration in the soil, and the response to this stress has been found 
to require the function of multiple RBPs. A recent proteome-wide survey of Arabidopsis RBPs 
demonstrated that the identified non-canonical RBPs are enriched in Gene Ontology (GO) terms 
involved in response to salt and osmotic stress, further supporting that RBPs play vital functions 
in these processes (Marondedze et al., 2016). One RBP in particular, ARGININE GLYCINE 
GLYCINE (RGG) BOX-CONTAINING RBP (RGGA) directly regulates response to salt stress. 





responding to salt stress, such as roots and stomata. Plants lacking RGGA are hypersensitive to 
increased salt concentrations, while plants overexpressing RGGA are more resistant to salt 
stress. Overexpression of RGGA resulted in an increase in abundance of gene encoding proteins 
involved in response to salt stress (Ambrosone et al., 2015). Overall, these results provide an 
example of a RBP with essential functions during abiotic stress and demonstrate that RGGA is an 
essential regulator of response to salt stress, possibly through a mechanism involving maintaining 
abundance of genes encoding proteins required for response. 
1.2.5 Techniques to study RNA-protein interactions: in vitro 
Understanding the role of RBPs in post-transcriptional regulation is dependent on 
identifying their RNA binding partners. By understanding which RNAs are bound by RBPs, 
researchers can determine specific binding sites as well as predict binding preferences based on 
the interacting RNA sequences. One of the earliest techniques developed to interrogate binding 
preferences of RBPs were electrophoretic mobility shift assays (EMSAs). EMSAs are performed 
by incubating an RBP of interest with total cellular RNA together, followed by non-denaturing gel 
electrophoresis. Along with proper controls of protein only and RNA only, RNA-protein 
interactions are demonstrated by a shift in size in the RNA-protein sample (Figure 1.1A). While 
EMSAs demonstrate whether an RNA and protein interact, it has several drawbacks, including 
that it is entirely in vitro, may not detect weak or transient interactions and false positive 
interactions are a significant concern. UV crosslinking solves part of this problem by first 
covalently linking RNA-protein interactions after incubation of a specific 32P-labeled RNA target 
with a protein lysate of interest, thus capturing transient or weak interactions. The sample can 
then be run using SDS-PAGE and detection of an RNA signal (by autoradiography of 32P-labeled 
RNA target) represents a binding of the RNA and protein from the lysate (Figure 1.1A). While this 
likely enhances identification of weak or transient interactions, UV crosslinking introduces the 





Systematic evolution of ligands by exponential enrichment (SELEX) takes a more  
  
Figure 1.1: Overview of in vitro and in vivo techniques to study RBP-RNA interactions  
(A-B) In vitro techniques. (A) Electrophoretic mobility shift assays (EMSAs). (B) Systematic evolution of ligands by 
exponential enrichment (SELEX).  
(C-E) Target-specific in vivo techniques. (C) RNA immunoprecipitation (RIP). RIP can be followed by RT-qPCR (RIP-
qPCR), microarray (RIP-chip), or RNA sequencing (RIP-seq). (D) Crosslinking followed by Immunoprecipitation (CLIP). 
CLIP can be followed by RT-qPCR (CLIP-qPCR), microarray (CLIP-chip), or RNA sequencing (CLIP-seq). (E) 
Photoactivatable ribonucleoside enhanced crosslinking and immunoprecipitation (PAR-CLIP). 
 
 
system-wide approach by allowing for identification of RNA sequences that preferentially bind to a 
protein of interest. This technique first attaches a protein of interest to beads and incubates it with 
a pool of randomly generated RNA sequences, usually of a fixed length. Sequences bound by the 
protein are eluted, PCR amplified and then incubated again with the bead-bound protein of 
interest. This continues for several cycles to obtain a high-confidence binding motif (Figure 1.1B) 
(Ellington and Szostak, 1990; Tuerk and Gold, 1990). SELEX can be very informative but is 





affinity RNA targets. While these techniques can demonstrate RNA-protein interactions, they are 
all performed in vitro and thus may not represent the true nature interactions by an RBP in the 
cell or organism. 
1.2.6 Techniques to study RNA-protein interactions: in vivo 
More recently, in vivo techniques have been developed and applied to improve resolution 
and specificity for RNA-protein interactions that occur in the cell or organism. RNA 
immunoprecipitation (RIP) uses an antibody targeting the protein of interest to pull-down the 
protein as well as any RNAs with which it interacts. RIP can be followed by RT-qPCR to 
determine if specific RNAs of interest are bound by the RBP or, more recently, RIP has been 
performed in conjunction with microarray analysis and high-throughput RNA sequencing (RIP-
chip and RIP-seq, respectively) (Keene et al., 2006). This provides an unbiased way to identify 
RNA molecules bound by a specific RBP (Figure 1.1C). This technique has been widely applied 
in Arabidopsis and has been essential in identifying RNA targets of many plant RBPs (Asakura 
and Barkan, 2007; Schmitz-Linneweber et al., 2005; Streitner et al., 2012). Despite identifying 
which transcripts are bound by a protein, RIP does not reveal the location along the transcript that 
the protein is binding. This feature of RIP can be limiting, especially in regard to the fact that 
numerous splicing factors are known to function in a position dependent manner. Binding of a 
splicing factor upstream or downstream of an intron will promote splicing or intron retention, 
respectively. Therefore, there was an interest in determining where exactly RBPs of interest may 
be binding within their target transcripts. 
To that end, crosslinking followed by immunoprecipitation (CLIP) first crosslinks RNA-
protein interactions with either UV light or by chemical methods such as formaldehyde. Similar to 
RIP, CLIP uses a protein specific antibody to pull down the protein of interest and any bound 
RNA targets followed by mild digestion with RNases. RNases degrade any RNA not bound by the 





(Figure 1.1D). The major advantage of CLIP is that it can be used to identify specific protein 
binding sites. The mild RNase treatment of the RNA samples allows for ~30-60 nucleotide 
resolution of the region of RNA bound by the protein. These regions identified by CLIP-seq can 
be inputted into motif finding algorithms such as MEME (Bailey et al., 2009), HOMER (Heinz et 
al., 2010), as well as others, to identify RNA binding motifs, which can be subsequently used to 
predict more RNA targets of the protein of interest.  
Recently, CLIP-seq was performed in Arabidopsis by two independent groups 
investigating the collections of RNA bound by HLP1 (Zhang et al., 2015) as well as SR45 (Xing et 
al., 2015). SR45 is a serine/arginine rich (SR)-like RBP, and orthologues in other organisms can 
function in splicing (Mayeda et al., 1999; Michelle et al., 2012; Sakashita et al., 2004), and 
regulate many processes such as nonsense mediated decay (Lykke-Andersen et al., 2001), 
subcellular localization, nuclear export (Gatfield and Izaurralde, 2002; Li et al., 2003; Miyagawa et 
al., 2012), and 3’ end formation of specific RNA molecules (McCracken et al., 2003; Wiegand et 
al., 2003), but the total collection of in vivo RNA targets had not been previously interrogated. 
After crosslinking with formaldehyde, CLIP-seq was utilized to identify over 4,000 RNAs that were 
either directly or indirectly bound to SR45 in nuclei from plants expressing SR45 fused with GFP 
(SR45-GFP). Among these 4,000 targets are genes that are spliced and unspliced, contain 
introns and are intronless, and are enriched in many different gene ontology terms, highlighting 
the various functions SR45 performs in plant cells (Xing et al., 2015).  
A variant protocol to CLIP is the photoactivatable ribonucleoside enhanced crosslinking 
and immunoprecipitation (PAR-CLIP) approach (Hafner et al., 2010). This methodology makes 
use of specialized ribonucleosides that are readily taken up by cells in culture and are 
incorporated into nascent RNA molecules. When exposed to 365 nm UV light which only 
activates these non-natural nucleotides, resulting in the formation of covalent bonds with 





Further, the use of the photoactivatable nucleosides and UV light results in conversion of uridine 
to cytosine at crosslinked nucleotides, thereby revealing with single nucleotide resolution where 
proteins are interacting with their target RNAs (Figure 1.1E) (Hafner et al., 2010). While PAR-
CLIP is an extremely powerful technique to examine RNA-protein interactions, it relies on the 
ability of cells to uptake the photoactivatable nucleosides and thus can only be performed in cell 
culture. Because of this, application of PAR-CLIP in Arabidopsis or any other plant has not been 
reported to my knowledge.  
 Although powerful, immunoprecipitation-based approaches are candidate protein driven 
techniques and provide only information regarding a single protein of interest. Of late, two 
genome-wide techniques have been developed to provide a more global picture of RBP-binding 
across a transcriptome of interest. 
1.2.7 Genome-wide methods for identifying RNA-RBP interactions 
In order to understand global RBP-RNA interactions, two techniques have been 
developed. Global PAR-CLIP (gPAR-CLIP) is a variant technique to PAR-CLIP (discussed above) 
and exploits the uridine to cytosine (U-C) transitions that occur when 365 nm UV light hits the 
non-natural nucleotides incorporated into total RNA populations during the PAR-CLIP procedure. 
Rather than isolating RNA bound by a single protein, this technique identifies any sites 
throughout the entire transcriptome that have experienced a U-to-C transition. As with PAR-CLIP, 
cells of interest are incubated with the photoactivateable nucleotide 4SU, which is taken up by the 
cell and incorporated into the RNA population of the cells. Rather than using an antibody to 
immunoprecipitated a single protein, polyadenylated RNAs are isolated via oligo(dT) selection 
following UV exposure. The resulting RNA is then treated with light RNase digestion and RNA 
sequencing which allows for identification of regions of RNA bound by RBPs on a global scale 
(Figure 1.2A) (Baltz et al., 2012; Freeberg et al., 2013). Using this approach in yeast, over 





regions bound by RBPs are highly conserved, suggesting the functional significance of the 
regions of mRNAs that interact with RBPs (Freeberg et al., 2013). The main drawback of this 
technique is that it relies on the incorporation of photoactivatable nucleosides, and thus cannot be 
used to study RBP-RNA interactions globally in whole tissues or organisms. 
 
Figure 1.2: Overview of genome-wide techniques to study RBP-RNA interactions  
(A) Global photoactivatable ribonucleoside enhanced crosslinking and immunoprecipitation (gPAR-CLIP). (B) Protein 
interaction profile sequencing (PIP-seq). 
 
 
An additional technique to globally profile RNA-RBP interactions is protein interaction 
profile sequencing (PIP-seq), which does not rely on incorporation of photoactivatable 
nucleosides and thus can be performed in whole tissues and organisms. PIP-seq is able to 
identify RNA-protein interaction sites within unprocessed and mature RNAs in an unbiased 
manner by using formaldehyde as a crosslinking reagent, to circumvent the need for 
photoactivatable nucleosides. To perform PIP-seq, lysates from cells or tissues are either first 
treated with structure-specific ribonucleases (RNases) that either target single-stranded RNA 
(ssRNases) or double-stranded RNA (dsRNases) in the footprinting sample. Any regions that is 





sequencing (Figure 1.2B). Each RNA molecule has distinct secondary structure and thus some 
regions are naturally resistant to digestion by the RNases. To prevent false-positive identification 
of RBP-binding events, PIP-seq also creates a background sample that is first treated with 
Proteinase K prior to digestion with the structure-specific RNases (Figure 1.2B). Thus, any 
regions remaining are resistant to digestion due to their structural properties and not an 
interaction with an RBP and can be used in the final analyses to identify the regions in the 
footprinting samples that are the result of an RBP interaction (Gosai et al., 2015; Silverman et al., 
2014; Foley et al., 2017; Kramer et al., 2020). The first PIP-seq study performed in two human 
cell lines (HeLa and HEK293T) revealed that the majority of RBP binding in these transcriptomes 
occurs in introns and coding sequences (CDSs) (Silverman et al., 2014), and similar to what was 
found with gPAR-CLIP, the protein-bound regions of human RNAs were significantly more 
conserved compared to adjacent flanking regions. Motif analyses of regions of RNA bound by 
proteins identified known RNA bound motifs (such as those that are recognized by RRM 
domains), as well as novel RBP-interacting motifs. These analyses further revealed that protein-
bound regions of RNA were enriched in human disease-associated SNPs, indicating a possibly 
important role of RBPs in the manifestation of human diseases (Silverman et al., 2014). 
Several studies have been performed on global RNA-protein interactions in Arabidopsis 
(Gosai et al., 2015; Foley et al., 2017; Kramer et al., 2020). A major function of RBPs in post-
transcriptional regulation occurs in the nucleus, where RBPs act in splicing, and alternative 
polyadenylation, yet very little is known about RBP-RNA interactions in the nucleus on a 
transcriptome-wide basis. To investigate RNA-protein interactions in the Arabidopsis nucleus, 
researchers performed PIP-seq in nuclei purified from 10-day-old whole seedlings (Gosai et al., 
2015), root hair and non-hair cells (Foley et al., 2017) and rosette tissue treated under control- or 
salt-treated conditions (Kramer et al., 2020). These analyses revealed that nuclear mRNAs are 
primarily bound by proteins in the coding sequences (CDSs) of these transcripts, as well as in 





can be queried for RBP-bound sequence motifs using motif finding algorithms. The identified 
motifs can be subsequently used to identify the interacting protein(s) through RNA affinity 
chromatography followed by mass spectrometry. This technique has been used to identify 
CHLOROPLAST RBP 29 (CP29A) as a novel nuclear RBP in 10-day-old seedlings (Gosai et al., 
2015) and elucidated novel roles of two previously characterized RBPs, SERRATE and 
GLYCINE-RICH PROTEIN 8 (GRP8) as novel regulators of hair cell fate (Foley et al., 2017). 
These findings demonstrate that PIP-seq is a strong technique to examine not only global 
patterns of RBP binding in Arabidopsis, but also uncovers candidate motifs for protein binding 
that can identify reveal novel RBPs and assign novel roles to known RBPs (Gosai et al., 2015; 
Foley et al., 2017). 
1.3 RNA SECONDARY STRUCTURE 
1.3.1 Introduction 
As single-stranded molecules, RNA transcripts are capable of intramolecular base 
pairing, thereby forming complex secondary and tertiary structures. These three-dimensional 
structures, in addition to the primary sequence of the transcript, regulate the formation of RNA-
protein interactions and RNA processing (Buratti et al., 2004; Cooper et al., 2009; Cruz and 
Westhof, 2009; Sharp, 2009). Furthermore, RNA folding is essential for the proper function of 
numerous classes of ncRNA, such as ribosomal RNAs (rRNA) (Nissen et al., 2000; 
Ramakrishnan, 2014; Steitz and Moore, 2003; Yusupova and Yusupov, 2014), transfer RNAs 
(tRNAs) (Bhaskaran et al., 2012; Demeshkina et al., 2010), long noncoding RNAs (lncRNAs) 
(Novikova et al., 2012; Ponting et al., 2009; Ulitsky et al., 2011; Wang and Chang, 2011), as well 
as transcripts from which microRNAs (miRNAs) (Carthew and Sontheimer, 2009; Chapman and 
Carrington, 2007; Kurihara and Watanabe, 2004; Park et al., 2002; Reinhart et al., 2002) and 
small interfering RNAs (siRNAs) are processed (Carthew and Sontheimer, 2009; Chapman and 
Carrington, 2007). The secondary structure of mRNAs has also been found to be a regulator of 





2018; Tack et al., 2020; Sun et al., 2019). As secondary structure is necessary for proper RNA 
regulation and function, several techniques have been developed to determine the folding of 
various transcripts. These techniques have revealed universal patterns of RNA folding across the 
transcriptomes of numerous organisms, providing new insights into the role of secondary 
structure in post-transcriptional regulation. 
The earliest studies of RNA folding utilized X-ray crystallography to identify the three-
dimensional structure of several tRNAs (Kim and Rich, 1968; Kim et al., 1974; Robertus et al., 
1974). X-ray crystallography requires stable tertiary structures for the formation of crystals and as 
tRNAs are known to be short transcripts with highly stable secondary and tertiary structures, 
these are ideal candidates for these studies. However, RNA secondary structure is generally a 
dynamic feature, which can be altered by factors such as temperature or osmolarity (Draper, 
2004; Kilburn et al., 2010; Lambert and Draper, 2007). Therefore, many classes of RNAs cannot 
be crystallized, limiting those transcripts that crystallography can be used to analyze. 
Compounding this limitation is the fact that crystallography is a labor-intensive technique, which 
can require years to analyze a single structure. Therefore, despite providing angstrom level 
resolution of both secondary and tertiary structure, this technique is intractable and cannot be 
utilized for large-scale studies. To address the issue of tractability, researchers have developed 
other methods to probe RNA secondary structure, and subsequently inferring its tertiary folding 
pattern. 
1.3.2 Methods for probing RNA secondary structure: nuclease-based techniques 
 One method for probing RNA secondary structure is through the use of structure-specific 
RNases. RNases bind to RNA in a secondary structure specific manner before catalyzing 
cleavage. Numerous RNases, such as RNase I, A, T1, and U2, as well as nuclease P1, and S1, 
preferentially bind and cleave ssRNA (Desai and Shankar, 2003; Knapp, 1989; Loverix and 





examined the secondary structure of tRNAs (Chang and RajBhandary, 1968). To assay structure, 
the tRNAs were transcribed in vitro, then subjected to light RNase digestion, followed by 
radiolabeling of the 5’ phosphates of the resulting molecules. These cleavage products were then 
separated via PAGE and visualized, revealing where along the transcript these ssRNases 
cleaved (Chang and RajBhandary, 1968).  
These nuclease-based techniques revolutionized the field of RNA structure analysis, 
allowing researchers to analyze transcripts in weeks rather than years. The drawback to these 
early studies was the reliance on negative data to define the base-paired dsRNA regions across 
the transcripts being probed. Specifically, the absence of ssRNase cleavage was used to infer 
dsRNA stretches, producing a need to identify a dsRNase. One of the first dsRNases discovered 
was RNase V1 (Favorova et al., 1981; Lockard and Kumar, 1981). This enzyme was purified from 
the venom of Naja oxiana (Caspian cobra) and recognizes and cleaves dsRNA. RNase V1 
allowed for direct probing of paired regions of RNA molecules by producing cuts specifically in the 
double-stranded regions of the molecule, rather than infer from negative data. Together, ss- and 
dsRNases were used to probe and best define the secondary structure of several tRNAs and 
rRNAs (Andersen et al., 1984; Favorova et al., 1981; Lockard and Kumar, 1981). These data, in 
conjunction with the crystallization of these tRNAs (Kim and Rich, 1968; Kim et al., 1974; 
Robertus et al., 1974), provided a clear view of the intricate interplay between primary, 
secondary, and tertiary structures of an RNA transcript. 
1.3.3 Methods for probing RNA secondary structure: chemical-based techniques 
 In addition to RNases, chemical modifiers have been found to chemically alter ssRNA, 
allowing direct identification of unpaired nucleotides. One of the earliest modifiers discovered was 
dimethyl sulfate (DMS), which modifies unpaired adenines and cytosines along the Watson:Crick 
base pairing edge of the nucleotides (Peattie, 1979; Peattie and Gilbert, 1980). Much like the 





ssRNA, respectively, prior to 5’ radiolabeling and PAGE (Peattie, 1979; Peattie and Gilbert, 
1980). Subsequently, two key advantages to utilizing chemical modifiers in structure probing 
studies were identified: (1) reverse transcription (RT) is unable to process these modified 
nucleotides, resulting in RT termination immediately upstream of modified accessible nucleotides 
(Inoue and Cech, 1985; Lempereur et al., 1985) which allowed the use of primer extension to 
specifically probe the structure of a region of interest, and (2) numerous modifiers including DMS 
are able to penetrate the cell membrane, thereby entering the cell and labeling RNA in vivo (Antal 
et al., 2002; Ares and Igel, 1990; Harris et al., 1995; Lawley and Brookes, 1963; Wells et al., 
2000; Zaug and Cech, 1995).  
Although powerful reagents, most chemical modifiers have nucleotide biases, only 
labeling one or two of the four nucleotides. To overcome this bias, 2-methylnicotinic acid 
imidazolide (NAI) was synthesized to modify the 2’ hydroxyl of the ribose of all unpaired 
nucleotides. As NAI is able to penetrate the plasma membrane, this allows an unbiased assay of 
in vivo ssRNA via the selective 2’-hydroxyl acylation analyzed by primer extension sequencing 
(SHAPE) technique (Merino et al., 2005; Wilkinson et al., 2006). Although able to label ssRNA in 
vivo, to date there are no chemical modifiers capable of specifically labeling dsRNA, requiring 
folded regions to be inferred by negative data. This is a major drawback of chemical modifier-
based techniques, as previous studies have shown that many modifiers are inhibited not only by 
intramolecular, base-pairing but also by RNA-protein interactions (Flynn et al., 2016; Talkish et 
al., 2014). 
1.3.4 Methods for probing RNA secondary structure: high-throughput nuclease-based 
methods 
 The advent of high-throughput sequencing technologies has allowed for the development 
of innovative techniques to probe RNA folding across the transcriptome. One of the earliest high 





concentrations to induce a single cleavage event at each transcript (Figure 1.3A) (Underwood et 
al., 2010). This cleavage event resulted in an accessible 5’ phosphate group on the cleaved 
transcript, which could be ligated to a sequencing adapter (Kuninaka et al., 1961). Therefore, the 
5’ most nucleotide of each sequencing read corresponded to a cleaved transcript (Figure 1.3A). 
The parallel analysis of RNA structure (PARS) technique built upon this idea by utilizing both an 
ssRNase (nuclease S1) and a dsRNase (RNase V1) in order to probe for both ds- and ssRNA 
(Figure 1.3B) (Kertesz et al., 2010; Wan et al., 2014). By comparing these libraries researchers 
could identify the single- or double-stranded regions of the transcriptome at single nucleotide 
resolution (Figure 1.3B). The downside to this technique is that each read only produced a single 
informative nucleotide. Therefore, incredible sequencing depth was necessary to produce a 
transcriptome-wide view of RNA secondary structure. 
 
Figure 1.3: An overview of nuclease-based, high-throughput sequencing-based RNA 
secondary structure probing techniques. 
(A-C) A representative hairpin loop is shown with double-stranded (green) and single-stranded (blue) regions. The 
nuclease-based techniques cause cleavage between two adjacent nucleotides (triangles), which results in the sequencing 
reads shown below the hairpin loop for (A) FragSeq, (B) PARS, or (C) ds/ssRNA-seq and PIP-seq. Black arrows indicate 
cleavage by ssRNases, while red triangles represent cleavage by dsRNases. Plots signify the build-up of reads ending in 
the respective nucleotide in each given RNase treatment. 
 
 
Another nuclease-based approach is the ss/dsRNase-seq methodology (Figure 1.3C). 
This approach does not rely on single-hit kinetics but allows total digestion of ssRNA or dsRNA 
from a sample (Li et al., 2012a, 2012b; Zheng et al., 2010). These long digests result in 





digestion results in a tradeoff between resolution and information content. Although this technique 
will not reveal small loops or bulges in a highly structured region, every nucleotide of the 
sequencing read is informative, producing a fuller picture of the RNA structural landscape with far 
less sequencing depth required.  
In order to probe the native structure of the entire transcriptome (both ssRNA and dsRNA 
regions), while simultaneously revealing the RBP-RNA interaction landscape, PIP-seq was 
developed (Gosai et al., 2015; Silverman et al., 2014). Unlike in vitro structure probing 
techniques, in which RNA is allowed to denature and then refold prior to probing, PIP-seq assays 
the native RNA structure, without denaturing and refolding steps. Although PIP-seq does not 
allow direct labeling of in vivo RNA secondary structure, as do the chemical modifier-based 
sequencing methods, PIP-seq does not rely on negative data to influence the structure scores 
across the transcriptome. Specifically, the use of both an ss- and dsRNases in the structure only 
samples allows probing of both ds- and ssRNA (Figure 1.2B and 1.4B). Thus, PIP-seq provides 
the additional advantage of simultaneously probing native RNA secondary structure and RNA-
protein interactions, thereby revealing a fuller picture of the effects of these RNA features on 
post-transcriptional regulation. 
1.3.5 Methods for probing RNA secondary structure: high-throughput chemical-based 
methods 
 As mentioned, the primary advantage to chemical modifiers over nuclease-mediated 
digestion is their ability to modify transcripts in vivo. In DMS-seq, researchers treat a sample (i.e. 
yeast, cells in culture) with DMS in order to modify accessible adenine and cytosine residues 
(Rouskin et al., 2014; Umeyama and Ito, 2017). After RNA extraction, RT is performed, and the 
modified nucleotide results in termination of RT. This results in a sequencing library in which 
there is a buildup of reads at DMS-accessible adenines and cytosines indicates a region of 





naturally occurring covalent modification of nucleotides often result in RT termination in a similar 
manner (Ryvkin et al., 2013; Vandivier et al., 2015). To overcome this limitation, a second group 
developed Structure-seq, which also utilizes DMS to label accessible ssRNA adenines and 
cytosines (Figure 1.4A) but includes an untreated control (Ding et al., 2014). They then disregard 
read buildups that are present in both libraries, as these are likely due to naturally occurring 
covalent modifications, and would be seen as false positives in DMS-seq.  
 
Figure 1.4: An overview of chemical modifier-based, high-throughput sequencing-based 
RNA secondary structure probing techniques. 
A representative hairpin loop is shown with double-stranded (green) and single-stranded (blue) regions. The chemical 
modifier-based techniques cause reverse transcriptase to stall, which results in the sequencing reads shown below the 
representative hairpin loop for (A) DMS/structure-seq or (B) icSHAPE. 
 
 
To provide a fuller picture of the structure of all four nucleotides, NAI was utilized in the 
modified in vivo click selected SHAPE (icSHAPE) technique (Figure 1.4B) (Spitale et al., 2015). 
Traditional SHAPE labels too few RNA molecules in vivo to generate meaningful sequencing 
libraries. Therefore, researchers utilized an azide modified NAI (NAI-N3) molecule, which can 
have biotin “clicked” onto the azide group and be purified with streptavidin coated beads. This 
allows an enrichment of modified RNA transcripts, thereby producing many more informative 





chemical modifier-accessible occurrences of all four nucleotides (Figure 1.4B). The drawback is 
that both dsRNA and protein-bound ssRNA nucleotides are inaccessible to the icSHAPE 
reagents (Flynn et al., 2016), therefore, unreactive nucleotides that are in fact protein-bound will 
have erroneously low reactivity scores and predicted to be double-stranded. 
1.3.6 Secondary structure in Arabidopsis 
 Of the various structure probing techniques, several studies have been performed in 
Arabidopsis (Zheng et al., 2010; Li et al., 2012b; Ding et al., 2014; Gosai et al., 2015; Foley et al., 
2017; Tack et al., 2020; Kramer et al., 2020). The first studies were performed using dsRNA-seq 
(only digesting ssRNA) and later ds/ssRNA-seq (digesting ss- or dsRNA). The first study aimed at 
identifying RNA DEPENDENT RNA POLYMERASE 6 (RDR6; AT3G49500) substrates (Zheng et 
al., 2010). RDRs are a class of RNA polymerases that have been highly conserved since the last 
common ancestor of plants, animals, and fungi (Zong et al., 2009). Taking an RNA template, 
these enzymes transcribe the reverse complement, thereby generating an intramolecular dsRNA 
(Moissiard et al., 2007; Tang et al., 2003). This dsRNA is then used as a substrate by DICER 
LIKE (DCL) endonucleases to generate small interfering RNAs (siRNAs), which are loaded into 
ARGONAUTE (AGO) proteins and used to regulate RNA transcription, stability, or translation 
(Voinnet, 2008). All RDR substrates undergo a dsRNA phase between transcription and siRNA 
production, thus, both RDR6-dependent dsRNA intermediates and the resulting processed 
siRNAs would be reduced in an RDR6 null mutant. 
To identify putative RDR6 targets, both dsRNA-seq and small RNA sequencing (smRNA-
seq) were performed in unopened flower buds of wild type and rdr6-11 plants, and putative RDR6 
targets were identified as differentially expressed in dsRNA- and smRNA-sequencing libraries. 
Using this approach, > 7,500 putative RDR6 substrates were identified, including >85% of known 
RDR6 substrates. Researchers confirmed these substrates by measuring the total levels of these 





degraded by DCL, in the absence of RDR6, the total levels of RNA are expected to be higher in 
the mutant as compared to wild type plants (Zheng et al., 2010). To date, this is the only high-
throughput structure sequencing analysis to compare two different genotypes. This early study is 
also unique in that its primary focus is the discovery of long stretches of dsRNA, rather than the 
detailed analysis of RNA folding that is the hallmark of future studies. 
A subsequent study utilized the combination of dsRNA-seq and ssRNA-seq to 
characterize in vitro folding of Arabidopsis RNA. From these analyses, a dip in secondary 
structure over the start codon when compared to its flanking region was identified (Li et al., 
2012b). This is noteworthy as this feature has been noted in virtually every high-throughput 
structure probing paper published, regardless of technique used or organism probed (Ding et al., 
2014; Gosai et al., 2015; Li et al., 2012a, 2012b; Rouskin et al., 2014; Spitale et al., 2015; Foley 
et al., 2017; Kramer et al., 2020). It is believed that this dip likely increases start codon 
accessibility to the scanning ribosome, thereby promoting proper translation initiation (Kertesz et 
al., 2010; Li et al., 2012b). Additionally, this study identified a significant dip in secondary 
structure over miRNA target sites in mRNAs, indicating that these regions are more accessible to 
the RNA-induced silencing complex (RISC) than flanking regions, allowing proper targeting of 
miRNAs. Conversely, it was found that transcriptome regions that are processed into smRNAs 
are significantly more highly structured than comparable regions across the transcriptome. As 
both miRNAs and siRNAs, two major populations of smRNAs, are processed from dsRNA 
substrates this finding is expected. This early study reveals that although these transcripts are 
refolded in vitro, there are many biologically informative patterns encoded in the primary 
sequences of RNA molecules.  
In order to probe the folding of RNA transcripts in vivo, Structure-seq was performed on 
14-day-old Arabidopsis seedlings. Researchers validated their structure scores (reactivity scores) 





coefficient of 0.78 (Ding et al., 2014). They observed high DMS reactivity (low secondary 
structure) at the start codon, supporting their claims that these were biologically relevant data. 
Interestingly, researchers also analyzed correlations between secondary structure and both 
alternative polyadenylation (APA) and alternative splicing. When probing non-canonical 
polyadenylation sites, the authors found a significant increase and then decrease in secondary 
structure immediately up- and downstream of the polyadenylation site, respectively. 
Unfortunately, this study did not provide the proper controls by also analyzing constitutive 
polyadenylation sites, to determine if this feature is unique to APA sites. Additionally, the authors 
reported increased secondary structure near intron retention and/or exon skipping events, thus 
concluding that this increased secondary structure inhibits canonical splicing. It is surprising that 
two very different classes of alternative splicing events were pooled together in this analysis, as 
one would expect distinct structural motifs to regulate the absence of splicing (retained intron) 
and exon skipping (splicing out two introns and the intermediate exon) (Zhao and Zhang, 2015). 
Additionally, it is impossible to differentiate between highly structured regions and increased 
protein binding using Structure-seq, as both dsRNA and protein-bound ssRNA are DMS 
inaccessible (Talkish et al., 2014). Therefore, although indicating RNA secondary structure as a 
potential regulator of post-transcriptional processing, many of these analyses remain 
inconclusive.  
In order to further examine the role of RNA secondary structure and RNA-protein 
interactions in post-transcriptional regulation, PIP-seq was performed on the nuclei of 10-day-old 
Arabidopsis seedlings. This provided the first simultaneous genome-wide analysis of the native 
RNA secondary structure and RNA-protein interactions in an organism (Gosai et al., 2015). As 
researchers were particularly interested in how RNA secondary structure influences both 
alternative splicing and APA, they used the isolation of nuclei in specific tagged cell types 
(INTACT) method (Deal and Henikoff, 2010, 2011) to purify a population of nuclei free of 





structure in the nucleus, revealing RNA folding during processing, rather than the structure of fully 
processed transcripts. These nuclear transcripts revealed no significant differences between the 
secondary structure of APA and constitutive polyadenylation sites. However, this study identified 
a dramatic difference in protein binding between these two populations of polyadenylation sites.  
These data indicated that RNA secondary structure plays a minimal role in regulating 
cleavage and polyadenylation, whereas differential protein binding is the major regulator, 
providing an explanation for the observed difference in DMS reactivity. Additionally, this study 
revealed distinct secondary structure and protein binding profiles between constitutive introns, 
intron retention events, and cassette exons. As these are nuclear transcripts, this provides a 
potential mechanism for regulation of alternative splicing, whereby a combination of RNA 
secondary structure and protein binding recognize and regulate different classes of alternatively 
spliced exons. Furthermore, the combination of secondary structure and protein binding 
information from PIP-seq revealed a general anti-correlation between RNA secondary structure 
and RBP binding in the Arabidopsis nuclear transcriptome, indicating an important interplay 
between these two features in transcript regulation (Gosai et al., 2015). 
Interestingly, the study of nuclear transcripts also revealed distinct structural patterns 
from previous whole tissue (mostly cytoplasmic) studies. Specifically, this study revealed 
increased RNA secondary structure in the 5’ and 3’ UTRs when compared to the CDS in nuclear 
mRNAs (Gosai et al., 2015; Foley et al., 2017), which is the opposite pattern of what has been 
reported previously in whole tissue studies (Ding et al., 2014; Li et al., 2012b). In fact, both 
ds/ssRNA-seq and structure-seq studies observed increased secondary structure in the UTRs as 
compared to the CDS (Ding et al., 2014; Li et al., 2012b). One possible explanation for this 
discrepancy is that there is a distinct RNA structural landscape between the nuclear and 
cytoplasmic transcriptomes, a possibility that must be further investigated. PIP-seq has also been 





observed, with higher RNA secondary structure in the 5’ UTR and 3’ UTR compared to the CDS 
(Foley et al., 2017). This study also demonstrated significant changes in RNA secondary 
structure in the two cell types, suggesting that RNA secondary structure may have a role in 
regulating root cell-fate (Foley et al., 2017). 
1.4 N6-METHYLADENOSINE (M6A) 
1.4.1 Introduction 
While the sequence for each transcript is determined in the genome, ribonucleotides can 
be edited, where one nucleotide is converted to another, or modified, where a chemical group, or 
sometimes other moieties, are covalently linked to a nucleotide base. There are over 160 
identified RNA modifications ubiquitously identified in all organisms. Most of these modifications 
are located in the ncRNAs ribosomal RNA (rRNA) and transfer RNAs (tRNAs) (Boccaletto et al., 
2018). While internal mRNA modifications were observed several decades ago (Desrosiers et al., 
1974; Wei et al., 1975; Kennedy and Lane, 1979; Nichols, 1979), recent technological advances 
resulted in increased identification and study of internal mRNA modifications. In eukaryotes, 
dozens of modifications have been identified and studied including N7-methylguanosine (m7G) 
(Malbec et al., 2019), N6-methyladenosine (m6A) (Dominissini et al., 2012; Meyer et al., 2012), 
N-6-,2’-O-dimethyladenosine (m6Am) (Mauer et al., 2017), N1-methyladenosine (m1A) 
(Dominissini et al., 2016; Li et al., 2016b), 5-methylcytosine (m5C) (Squires et al., 2012), 5-
hydroxymethylcytosine (hm5C) (Delatte et al., 2016), and pseudouridine (y) (Carlile et al., 2014). 
Studies of these modifications has demonstrated their essential roles in development and gene 
expression. Unlike RNA editing events, covalent modifications generally do not change the 
coding potential of mRNAs when it is deposited in their coding sequences (CDSs), thus the 
function of modifications is nearly entirely at the post-transcriptional level. 
m6A is the most prevalent internal RNA modification identified in nearly all organisms 





cellular transcripts contain one or more m6A modification (Luo et al., 2014). In eukaryotes, m6A 
sites are widespread and deposited at the dominant m6A consensus sequence RRACH (R = A/G; 
H= A/C/U) and are highly concentrated near the stop codon and in the 3’ UTR of protein-coding 
transcripts (Bodi et al., 2012; Luo et al., 2014). m6A affects all aspects of RNA metabolism 
including splicing (Haussmann et al., 2016; Xiao et al., 2016), translation (Meyer et al., 2015; 
Wang et al., 2015), mRNA decay (Zhao et al., 2017a; Wang et al., 2014c, 2014e; Geula et al., 
2015), 3’ end processing (Kasowitz et al., 2018), nuclear retention (Wen et al., 2018; Ok et al., 
2005; Edens et al., 2019; Li et al., 2020), and RNA secondary structure (Liu et al., 2015; Spitale 
et al., 2015; Sun et al., 2019) in a variety of organisms.  
1.4.2 m6A-interacting RBPs: writers, readers and erasers 
Regulation of and response to m6A are accomplished through a diverse set of RBPs. 
There are three classes of RBPs important for m6A regulation: (1) ‘readers’, which recognize and 
bind m6A to and influence transcript fate; (2) ‘writers’, which transfer a methyl group from S-
adenosyl methionine (SAM) to adenosine nucleotides, converting the adenosine to m6A; and (3) 
‘erasers’, which remove the methyl group, reverting m6A back to adenosine (Figure 1.5). 
Improper regulation of these proteins in Arabidopsis influences a diverse array of transcript 
regulation, which results in inappropriate organ development (Bodi et al., 2012) and viral 






Figure 1.5: RBPs govern the m6A life cycle that influences transcript fate 
A schematic of the interactions between m6A and its writers, readers, and erasers. Known Arabidopsis writers, readers, 
and erasers are indicated in the table along with their mammalian ortholog, their interaction with m6A and phenotypes of 
Arabidopsis plants deficient in these RBPs. Plants containing null alleles for the genes encoding four of the five ‘writer’ 
complex proteins display embryonic lethality as specified. However, available hypomorphic alleles and/or knockdown lines 
for these four components have visible developmental phenotypes but are viable. 
 
 
1.4.2.1 m6A writers 
 Several RBPs that function as m6A writers are known in Arabidopsis. The first 
demonstrated writer in Arabidopsis was methyltransferase A (MTA) (Figure 1.5) (Bodi et al., 
2012; Zhong et al., 2008). MTA is an ortholog of the mammalian methyltransferase METTL3 
(Wang et al., 2016), and contains the catalytic domain responsible for m6A deposition. 
Homologous to MTA is methyltransferase B (MTB) (Figure 1.5), which forms a heterodimer with 
MTA (Růžička et al., 2017). MTB is an ortholog of mammalian METTL14, which is putatively 
involved in RNA recognition and binding, rather than catalysis of modification (Wang et al., 2016). 
FKBP-interacting protein 37 (FIP37) is an additional protein that acts as part of the m6A writer 





tumour associated protein (WTAP) (Zhong et al., 2008; Shen et al., 2016) and is important for 
modifying transcripts involved in proper shoot apical meristem development (Shen et al., 2016). 
Plants deficient in FIP37 demonstrate a severe reduction in the m6A deposition on a variety of 
transcripts including SHOOTMERISTEMLESS (STM) and WUSCHEL (WUS), which encode 
proteins responsible for promoting shoot apical meristem proliferation. Lack of FIP37, and thus 
lack of m6A in STM and WUS transcripts, results in increased stability of these transcripts, which 
in turn leads to over proliferation of the shoot apical meristem. In addition, two other proteins, 
HAKAI and VIRILIZER, neither of which contains an identifiable RNA-binding domain, have 
recently been shown to function as part of the m6A writer complex in Arabidopsis (Figure 1.5). 
The mammalian orthologs of HAKAI and VIRILIZER are HAKAI and VIRMA, respectively. While 
plants lacking VIRILIZER demonstrated root vascular defects, HAKAI mutants were similar to 
wild-type plants and had only modestly reduced m6A levels (Růžička et al., 2017).  
These m6A writers, and likely others, operate in concert to ensure proper spatiotemporal 
m6A methylation, although whether these previously mentioned writers form a constitutive or 
modular complex remains an important and unaddressed question. Furthermore, while all of 
these writers are indispensable for proper m6A methylation and are found in the same 
methyltransferase complex, deficiency in various subunits of this complex result in varying levels 
of m6A depletion (Růžička et al., 2017), suggesting a potentially complex network of cooperating 
writers. 
1.4.2.2 m6A erasers 
 m6A erasers in plants function in several important regulatory processes, including 
response to viral infection (Figure 1.5). Many viral transcriptomes contain m6A at some point 
throughout their life cycle, and presence of m6A in the viral transcriptome appears important to 
successful viral life cycles (Brocard et al., 2017). Recently, Arabidopsis homologs of mammalian 





ALKBH9B was shown to be crucial for moderating the proliferation of alfalfa mosaic virus (AMV) 
(Brocard et al., 2017), functioning by interacting with the AMV coat protein and demethylating 
viral RNA in vitro. Furthermore, ALKBH9B protein levels were anti-correlated with viral m6A 
levels, demonstrating a likely in vivo demethylation function for this protein. Finally, plants 
deficient in ALKBH9B accumulated much higher levels of AMV RNA compared to wild-type 
(Brocard et al., 2017). Taken together, these results revealed that RBPs regulating the levels of 
m6A are essential for not only proper regulation of endogenous plant RNA, but also for providing 
immune responsiveness that can moderate viral RNA levels through an as of yet unclear 
mechanism. 
 Recently, an additional m6A demethylase, ALKBH10B was characterized and found to 
regulate several aspects of Arabidopsis development by regulating transcript stability (Figure 1.5) 
(Duan et al., 2017). Similar to ALKBH9B, ALKBH10B levels are anti-correlated with m6A 
abundance, indicating its function in the removal of m6A. Plants deficient in this protein were 
significantly delayed in flowering time, while overexpression of ALKBH10B resulted in early 
flowering. This change appears to be accomplished in part through the direct binding of 
ALKBH10B to FLOWERING LOCUS T (FT) and SQUAMOUSA PROMOTER BINDING LIKE 3 
and 7 (SPL3, SPL7) transcripts and subsequent demethylation of these transcripts. This 
demethylation results in increased transcript stability, leading to earlier flowering time. ALKBH10B 
deficiency was also shown to increase global m6A levels across the Arabidopsis transcriptome 
(Duan et al., 2017). 
1.4.2.3 m6A readers 
 m6A affects almost every aspect of RNA metabolism through its interactions with RBPs. 
While great strides have been made recently in understanding the plant epitranscriptome, the 
identification and profiling of m6A ‘reader’ proteins has lagged compared to ‘writers’ and ‘erasers.’ 





with an YTH domain act as reader proteins and robustly bind m6A and impact diverse regulatory 
processes (Du et al., 2016). Several mammalian reader proteins have been uncovered, including 
YTHDF1 which interacts with translation initiation factors to promote translation of m6A containing 
mRNAs (Wang et al., 2015), YTHDF2 which localizes bound mRNAs to mRNA decay sites to 
facilitate mRNA turnover (Wang et al., 2014c, 2014e), and YTHDF3 which promotes translation 
through its interaction with YTHDF1 and affects mRNA decay through YTHDF2 (Shi et al., 2017). 
All three YTHDF proteins act cooperatively to impact biological processes related to m6A 
methylated transcripts. The first nuclear m6A reader described was YTHDC1 which can regulate 
alternative splicing by targeting splicing factors to m6A-containing transcripts (Xiao et al., 2016), 
and regulate pre-mRNA processing in the oocyte nucleus by interactions with 3’ end processing 
factors (Kasowitz et al., 2018). Additional, non-YTH-domain-containing proteins have also been 
demonstrated to bind RNA in an m6A-dependent manner. HNRNPC does not directly bind m6A 
but binds specifically when m6A is deposited on a transcript and interferes with intramolecular 
base pairing (RNA secondary structure) and allows HNRNPC to recognize and bind to its 
interaction motif (Liu et al., 2015). Several other non-YTH-domain-containing m6A binding 
proteins have also been described for roles in alternative splicing, miRNA processing and mRNA 
stability (Liu et al., 2017; Alarcón et al., 2015; Baquero-Perez et al., 2019,). 
 Despite the evident importance of m6A reader proteins in mammals, research on them 
has lagged in plants. The YTH-domain is a highly conserved domain and proteins containing this 
motif are widespread in eukaryotes, particularly in plants (Zhang et al., 2010). In fact, 13 different 
YTH-domain containing orthologs have been identified in Arabidopsis (Figure 1.5) (Li et al., 
2014), 11 of which were first characterized by their highly conserved C terminal regions, thus 
termed EVOLUTIONARILY CONSERVED C TERMINAL REGIONS (ECT) proteins. Only a few 
studies have been published on these ECT proteins so far. ECT2 can bind m6A and is required 
for proper trichrome branching (Wei et al., 2018a; Scutenaire et al., 2018) and enhances stability 





redundantly with ECT3 and ECT4 to control timing of leaf formation and normal leaf morphology 
(Arribas-Hernández et al., 2018). Thus, evidence in mammals and plants has demonstrated the 
importance of m6A reader proteins in mRNA metabolism and development. Despite this, there are 
13 identified YTH-domain containing proteins in Arabidopsis and numerous non-YTH-domain-
containing proteins that have the potential to bind m6A that have yet to be studied.  
1.5 NON-CODING RNAS 
1.5.1 Introduction 
Within the past two decades, the view of the central dogma of molecular biology has 
changed dramatically with the discovery that the majority of eukaryotic genomes does not encode 
proteins (Venter et al., 2001). In fact, only ~1.4% and ~30% of the human and Arabidopsis 
genome, respectively, encodes protein-coding genes, leading to a major question in the field: 
what is the purpose for the rest of the genome? (Sana et al., 2012). For many years, it was 
speculated that these non-coding regions were simply ‘junk DNA’ that conveyed little or no 
function to the organism (Orgel and Crick, 1980). About a decade after this discovery, the 
ENCODE project revealed that despite the non-protein-coding nature of the majority of eukaryotic 
genomes, ~93% of the human genome was transcribed into RNA yet only a minute fraction of 
transcribed RNA actually encoded proteins (An Integrated Encyclopedia of DNA Elements in the 
Human Genome). The rest of the transcriptome belonged to either (1) non-coding regulatory 
regions within mRNAs, such as untranslated regions and introns, which are essential for post-
transcriptional regulation but do not actually code for amino acids and (2) non-protein-coding 
genes (Derrien et al., 2012). In fact, over half of the transcribed RNA represented in the cell is 
from non-protein-coding genes, which can be broken down into two subgroups based on their 






Housekeeping ncRNAs are expressed ubiquitously in all cell types in an organism and 
are required for maintenance of normal cell functions. This includes ribosomal RNAs (rRNAs), 
and transfer RNAs (tRNAs), which are essential in protein translation, as well as small nucleolar 
RNAs (snoRNAs) and small nuclear RNAs (snRNAs) which are involved in co- and post-
transcriptional processing of rRNAs and mRNAs, respectively. In contrast, regulatory ncRNAs 
function in transcriptional control of cellular events and are further divided into two classes based 
on their length. Small non-coding RNAs (smRNAs) are defined as RNAs less than 200 nt long 
and include microRNAs (miRNAs), piwiRNAs (piRNAs), tRNA-derived small RNAs (tsRNA; 
TRFs), and small interfering RNAs (siRNAs) which regulate mRNA stability and translation (La 
Ferlita et al., 2018). Long non-coding RNAs (lncRNAs) are greater than 200 nt long and are 
defined as transcripts that lack or have an open reading frame of 100 amino acids or fewer (Liu et 
al., 2012). 
In recent years, lncRNAs have been gaining attention for their multitude of biological 
functions and demonstrated importance in the regulation of gene expression, splicing, and 
translation. They are expressed in a cell-type, developmental, and stress-specific manner and are 
characterized by their wide-ranging types and origins (Quinn and Chang, 2016). Most lncRNAs 
are “conventionally” processed with the addition of a 5’ cap and polyA tail, resulting in molecules 
that look highly similar to mRNAs but lack protein-coding capacity. More recently, studies have 
uncovered several other types of lncRNAs that are unconventionally processed from Pol II 
transcripts and are stabilized by other mechanisms (Xing and Chen, 2018). This includes circular 
RNAs (circRNAs) which are covalently linked at their 5’ and 3’ ends, forming an covalently bound 
loop and thereby preventing degradation by exonucleases that need a free 5’ or 3’ end to 
function, and sno-lncRNAs, which are lncRNAs generated from introns of protein-coding genes 
that contain snoRNA sequences at their 5’ and 3’ end (Yao et al., 2019). LncRNAs and these 





overall mode of function, but are similar in that their functions are generally derived from their 
inability to encode for proteins. 
1.5.2 Long non-coding RNAs (lncRNAs) 
1.5.2.1 Regulatory features  
LncRNAs are transcribed throughout the genome and are further broken down into 
subgroups based on the location in the genome from which they are transcribed. This includes 
lncRNAs transcribed from intergenic regions (long intergenic non-coding RNA; lincRNA), introns 
of protein-coding genes (intronic non-coding RNA; incRNA), and in the antisense orientation to 
protein-coding genes (natural antisense transcripts; NATs) (Figure 1.6A) (Mattick and Rinn, 
2015). Comparative analyses have revealed that lncRNAs are generally poorly conserved in 
related species. Since lncRNAs do not encode for proteins, single nucleotide changes in the 
sequence are less detrimental and thus are not evolutionarily acted against to the same level as 
for protein-coding genes (Necsulea et al., 2014; Hezroni et al., 2015). While most lncRNAs are 
species specific and poorly conserved, a subset displays conservation of synteny, sequence, 
structure, and/or gene organization due to their functional importance (Nelson et al., 2016). For 
example, the NAT COOLAIR regulates flowering in response to temperature and is conserved 
syntenically in the Brassicaceae family (Castaings et al., 2014).  
Eukaryotic lincRNAs are generally nuclear localized, transcribed by RNA polymerase II, 
and closely resemble protein-coding transcripts, as they contain the typical features of mRNAs 
including a 5’ m7G cap and polyA tail, but differ in that they either lack or contain an open reading 
frame of less than 100 amino acids, have lower conservation, lower abundance and more tissue-
specific expression patterns (Wang and Chang, 2011). LincRNAs are the most studied class of 
lncRNAs with verified examples in humans (e.g. NEAT1 (Clemson et al., 2009), MALAT1 (Lin et 
al., 2007), GAS5 (Kino et al., 2010), CYRANO (Ulitsky et al., 2011)) and plants (e.g. HID1 (Wang 





have shown that lncRNAs are involved in the regulation of various cellular processes by acting as 
sponges to bind and sequester miRNAs and RBPs, as scaffolding molecules to bring proteins of 
a similar molecular pathways together, and as guides for regulatory factors such as chromatin 
remodelers and transcription factors (Wang and Chang, 2011). 
 
Figure 1.6: Classification and biogenesis of lncRNAs 
(A) Classification of long non-coding RNAs based on their relationship to a protein-coding gene 
(B) Non-canonical lncRNA biogenesis. (i) ‘Backsplicing’ where in the 5’ splice site is covalently linked to an upstream 3’ 
splice site, forming a circular RNA. (ii) After canonical splicing, introns are removed, and protein-coding exons are joined 
to generate a linear mRNA. The intron lariat is usually debranched and degraded. When two snoRNA sequences (purple 
boxes) are present, the exonucleases cannot remove the entire lariat, resulting in sno-lncRNAs with box C/D (left) or box 
H/ACA snoRNPs at each end. 
(C) Biogenesis of circular RNAs can be directed through flanking intronic repeats (left) or dimerization of RBPs. In both 
cases, the 5’ and 3’ splice sites of the same exon are brought into close proximity, allowing for the backsplicing reaction. 
 
 
LncRNA function is highly dependent on their subcellular localization. Nuclear lncRNAs 





(distant genes). NATs and incRNAs characteristically regulate gene expression in cis by 
mediating histone modification and subsequent expression of their cognate sense protein-coding 
gene. In contrast, lincRNA expression is not correlated with neighboring genes and thus they 
generally regulate gene expression in trans (Geisler and Coller, 2013). Trans-acting lincRNAs 
bind and recruit protein complexes, including transcription machinery and chromatin modifying 
enzymes to promote or repress gene expression at targeted loci (Chu et al., 2011). LncRNAs can 
also bind and sequester proteins such as proteins involved in chromatin stability and splicing 
factors from their target chromosomal regions, thereby affecting gene expression (Lee et al., 
2016; Yin et al., 2012). Cytoplasmic lncRNAs similarly form complexes with RBPs but are less 
well understood. LncRNAs found in the cytoplasm can affect protein localization, sequester 
cytoplasmic proteins away from their proper targets, regulate mRNA translation and stability, and 
act as a scaffold for proteins in a shared pathway (reviewed in Noh et al., 2018). In addition to 
their described functions related to their interactions with RBPs, cytoplasmic lncRNAs can also 
bind and sequester miRNAs. In this manner, they act as a decoy by preventing miRNA 
association with its proper target pathway (reviewed in Noh et al., 2018).  
1.5.2.2 Biological functions of lncRNAs in plants 
LncRNAs are implicated in numerous eukaryotic biological contexts with demonstrated 
functions in many human diseases and development as well as in flowering timing, 
organogenesis, photomorphogenesis, reproduction, and abiotic and biotic stress response in 
plants (reviewed in Wang and Chekanova, 2017). Most research has focused on lincRNAs, 
leading to the identification of several lincRNAs with characterized functions. APOLO is an auxin-
responsive, Pol II transcribed lincRNA that regulates the chromatin looping of its neighboring 
protein-coding gene PINOID (PID), a key regulator of polar auxin transport, to ultimately regulate 
auxin signaling outputs (Ariel et al., 2014). DRIR and ELENA regulate response to drought/salt 
stress and resistance to pathogens, respectively, through regulation of expression of protein-





IPS1 regulates phosphate balance and phosphate starvation response by competing with the 
PHO2 mRNA for interaction with miR399, thus acting as a non-cleavable miRNA sponge (Franco-
Zorrilla et al., 2007). Thus, lincRNAs have a multitude of biological functions in Arabidopsis 
through regulation of gene expression by interacting with transcriptional machinery, through 
regulation of chromatin looping, or by acting as a miRNA sponge. 
Though incRNAs and NATs are less studied, there are still several examples 
demonstrating their importance. Flowering in Arabidopsis is a tightly regulated process that is 
critical for maximum reproductive success of the plant (Bäurle and Dean, 2006; Terzi and 
Simpson, 2008) and is in part controlled by the Flowering Locus C (FLC), a repressor of floral 
development. FLC expression is tightly controlled by several lncRNAs that function to represses 
FLC during the spring in order to promote proper flowering time (Michaels and Amasino, 1999; 
Sheldon et al., 2000). COOLAIR and COLDAIR are a NAT and incRNA, respectively, that are 
transcribed from the FLC locus and mediate flowering timing by regulating FLC expression. Both 
lncRNAs interact with chromatin modifying enzymes and direct these enzymes to the FLC locus 
to deposit repressive histone marks, thereby effectively repressing FLC expression and allowing 
flowering to occur (Swiezewski et al., 2009; Heo and Sung, 2011). MAF4 ANTISENSE RNA 
(MAS) is a NAT produced from the MADS AFFECTING FLOWERING 4 (MAF4) locus that 
activates MAF4 transcription by interacting with WDR5a and enhancing histone 3 lysine 4 
trimethylation (H3K4me3) at the MAF4 gene locus (Zhao et al., 2018).Thus lincRNAs, incRNAs, 
and NATs have proven roles in plant growth, development, and stress response.  
1.5.3 Circular RNAs (circRNAs) 
 Circular RNAs (circRNAs) are highly conserved ncRNAs that are covalently linked at their 
5’ and 3’ ends. They were first discovered in eukaryotes in the 1970s by electron microscopy but 
were thought to be products of aberrant splicing and were classified as ‘junk’ (Cocquerelle et al., 





thousands of circRNAs in nearly 30 species, from protists to plants and animals (Wang et al., 
2014b; Jeck et al., 2013; Ivanov et al., 2015; Salzman et al., 2013; Westholm et al., 2014). 
circRNAs are derived from protein-coding genes as a result of an alternative splicing event and 
accumulate in a cell type-specific manner (Figure 1.6Bi) (Salzman et al., 2013; Maass et al., 
2017; Xia et al., 2017). As the name suggests, circRNAs lack 5’ and 3’ ends, and thus they 
cannot be degraded by 5’ to 3’ or 3’ to 5’ exonucleases, which are the major RNA degradation 
machinery found in eukaryotic cells (Jeck et al., 2013). Thus, despite the fact that circRNAs are 
produced less efficiently, and are therefore less abundant than their linear counterpart, they build 
up to substantial levels due to their high stability. They are particularly abundant in cell types that 
have low proliferation rates, such as neurons, and are depleted in cancers and other diseases 
with high cell proliferation rates (Bachmayr-Heyda et al., 2015).  
1.5.3.1 Biogenesis and properties 
 In canonical splicing, introns are excised and the 5’ splice site of one exon is covalently 
attached to the 3’ splice site of a downstream exon, producing a mature linear mRNA. In contrast, 
circRNAs are a product of an alternative splicing reaction termed ‘backsplicing’ in which the 5’ 
splice site of one exon is covalently attached to the 3’ splice site of an upstream exon (Figure 
1.6Bi) (Kristensen et al., 2019). CircRNAs can be composed of one or more exons within the 
same protein-coding gene, and range in size from < 200 nt to > 100 kilobase, with the majority 
being ~ 1000 nt and 200-600 nt long in mammals and plants, respectively (Ye et al., 2017). In 
animals, circRNAs are generated from canonical splice sites and are dependent on traditional 
splicing machinery. Interestingly, depletion of certain splicing factors (i.e. U2 snRNP) results in an 
increase of the ratio of circRNAs to linear mRNAs, suggesting that slowing down pre-mRNA 
processing can lead to alternative pathways that facilitate backsplicing (Kramer et al., 2015). 
 Most studies on circRNAs have been conducted in animals where the predominant 





be circularized, which brings the 5’ and 3’ splice sites in close proximity to facilitate the 
backsplicing reaction. This looping has been shown to be facilitated by both inverted repeats in 
the bordering introns that can base pair with each other (Liang and Wilusz, 2014; Ivanov et al., 
2015; Zhang et al., 2014a; Kelly et al., 2015; Kramer et al., 2015), and dimerization of RBPs 
bound to both the 5’ and 3’ intron (Conn et al., 2015; Errichelli et al., 2017) (Figure 1.6C). As 
such, abundant circRNAs tend to be derived from exons that are flanked by long intronic 
sequences (Jeck et al., 2013).  
 In plants, circRNAs are transcribed from all chromosomes, including mitochondrial and 
chloroplastic, and are highly conserved in different plant species (Ye et al., 2019). Similar to 
animal circRNAs, they are less abundant than their linear mRNA counterpart and exhibit specific 
cell-type-, tissue-, and developmental-stage-specific expression (Ye et al., 2015a). However, 
unlike animal circRNAs, few plant circRNAs contain reverse and repetitive sequences in their 
neighboring introns, suggesting a different mechanism of biogenesis (Lu et al., 2015; Ye et al., 
2017; Zhao et al., 2017b). There has been speculation about the role of canonical GT/AG and 
noncanonical non-GT/AG splicing signals in regulating plant circRNAs biogenesis, but the 
percentage of circRNAs derived from canonical and noncanonical splicing signals varies among 
plant species (Sun et al., 2016; Zhao et al., 2017b; Ye et al., 2017). Thus, there is evidence that 
plant circRNAs are generated by a different mechanism than animal circRNAs, but additional 
studies need to be performed to elucidate this differing mechanism of biogenesis. 
1.5.3.2 Function  
While thousands of circRNAs have been identified, very few have described biological or 
molecular functions. Following biogenesis, most circRNAs are exported into the cytoplasm in a 
manner that is partly regulated by the size of the circRNA (Huang et al., 2018). The predominant 
described function of circRNAs is as a miRNA sponge, wherein the circRNA contains many 





et al., 2013; Hansen et al., 2013; Piwecka et al., 2017; Zheng et al., 2016). One example is 
ciRS7, which contains over 70 conserved miR-7 binding sites and is stably expressed in many 
tissues, particularly in the brain, where it is predicted to regulate miR-7 targets (Hansen et al., 
2013) by sequestering miR-7 away from these targets and thereby preventing miR-7 function. 
Similarly, circBIRC6 and circCORO1C acts as sponges for the miRNA-mediated suppression of 
pluripotency genes NANOG, OCT4, and SOX2 to promote pluripotency of human embryonic 
stem cells (Yu et al., 2017). 
CircRNAs can also act through interactions with RBPs. Similar to acting as a miRNA 
sponge, circRNAs can bind and sequester RBPs. The first circRNA functioning as a protein 
sponge was produced from the muscleblind (mbl) gene (Ashwal-Fluss et al., 2014). circMbl 
contains many binding sites for the mbl protein. The intronic sequences flanking circMbl also 
have many mbl binding sites that are required for circularization (Ashwal-Fluss et al., 2014). 
Thus, there is an autoregulatory mechanism at this locus where binding of mbl to the circRNA 
prevents its interaction at the gene locus and prevents further circRNA biogenesis, thus 
promoting linear splicing of mbl (Ashwal-Fluss et al., 2014). Additional examples are circPABPN1, 
which suppresses translation of poly(A) binding protein 1 (PABPN1) by sequestering Hu-antigen 
R (HuR) in humans (Abdelmohsen et al., 2017), and circANRIL, which impairs pre-rRNA 
processing and ribosome biogenesis by binding an essential 60S pre-ribosomal assembly factor 
(Holdt et al., 2016). 
Aside from acting as a sponge to sequester miRNAs or proteins, circRNAs can also have 
cooperative effects. A few circRNAs have been shown to function as scaffolds to bring enzymes 
and their substrates in close proximity to influence reaction kinetics (Li et al., 2015; Zhang et al., 
2013). Additionally, circRNAs can interact with and enhance the function of certain proteins as 
well as direct proteins to certain subcellular locations or gene loci when in the nucleus (Chen et 





poly(A) tail that are essential for cap-dependent translation, circRNAs have been shown to be 
translated into short peptides (Legnini et al., 2017; Pamudurti et al., 2017; Yang et al., 2017). 
Cap-independent translation of circRNAs can occur in the presence of an internal ribosome entry 
sites (IRES) (Abe et al., 2015; Kramer et al., 2015) or following the incorporation of m6A (Yang et 
al., 2017). Though thousands of circRNAs are predicted to have an ORF, only a few endogenous 
circRNAs have been shown to act as protein templates. The functional relevance of the resulting 
short peptides remains unknown. As these short peptides often represent truncated versions of 
the canonical proteins, some are predicted to act as dominant-negative protein variants, decoys, 
or modulators of alternative protein complexes (Legnini et al., 2017). 
While the function of circRNAs in animals is poorly understood, even less is known about 
the functions of plant circRNAs. Less than 5% of identified circRNAs contain putative miRNA 
binding sites, suggesting they do not likely function as miRNA sponges (Ye et al., 2015a). Plant 
circRNAs can be induced under various environmental stresses including drought, chilling, heat, 
nutrient deficiency, and pathogen invasion, suggesting molecular functions in these processes. 
(reviewed in Zhang et al., 2020) Despite circRNAs being poorly studies in plants, the first 
example of an organismal-level phenotype mediated by circRNA manipulation was demonstrated 
in Arabidopsis. A circRNA derived from exon 6 in the SEPALLATA3 (SEP3) gene increased the 
abundance of the cognate linear alternative spliceoform that lacked exon 6 (Conn et al., 2017). 
circSEP3 forms an R-loop with its cognate DNA locus, resulting in transcriptional pausing which 
coincides with splicing factor recruitment and alternative splicing, ultimately promoting exon 6 
skipping. Remarkably, overexpression of the circRNA generated from the 6th exon of SEP3 
resulted in flowers with altered floral organ number, having fewer stamen and additional petals, 
demonstrating the biological significance and importance of circSEP3 in floral development (Conn 
et al., 2017). 





 While most Pol II transcribed lncRNAs are 5’ capped and 3’ polyadenylated, recently a 
previously uncharacterized group of lncRNAs that lack one or both of these features has been 
described (reviewed in Xing and Chen, 2018). Instead of these features, an additional lncRNA 
class has snoRNA sequences at their 5’ and 3’ end and were thus termed sno-lncRNAs (Figure 
1.6Bii). snoRNAs are 70 – 200 nt highly structured, nuclear localized, protein-bound ncRNAs that 
are usually concentrated in the Cajal bodies or nucleolus (Reichow et al., 2007). There are two 
classes of snoRNAs, box C/D and box H/ACA snoRNAs, which are classified by their conserved 
motifs (Kiss, 2001; Boisvert et al., 2007). Both classes of snoRNAs co-transcriptionally form 
snoRNA-ribonucleoprotein complexes (snoRNPs) (Kiss, 2001) and function through 
complementarity with rRNA sequences to guide rRNA modification to ultimately participate in 
ribosome subunit maturation. Box C/D snoRNAs function to guide rRNA methylation and contain 
two consensus motifs that form a stem-box structure: ‘box C’ is RUGAUGA (R is purine) and ‘box 
D’ is CUGA. Box H/ACA guide pseudouridylation and forms two hairpin structures through a 
conserved ‘box H’ sequence (ANANNA; where N is any nucleotide) that connects two stem loops 
and a single-stranded segment with the ‘ACA’ trinucleotide at the end of the second stem loop 
(Reichow et al., 2007). Sno-lncRNAs have been identified that contain either or both classes of 
snoRNA sequences. 
Unlike other lncRNAs which are transcribed from their own promoters, sno-lncRNAs are 
generated from excised introns and have been identified in humans, rhesus monkeys, and mice 
(Yin et al., 2012; Zhang et al., 2014b; Xing et al., 2017). After splicing, introns are rapidly 
degraded by exonucleases. When snoRNA sequences are found within the intron, however, the 
formation of snoRNPs at the ends protects the intronic sequence from exonuclease trimming, 
forming a sno-lncRNA (Figure 1.6Bii). The snoRNPs within the sno-lncRNAs infers stability and 
results in longer half-lives than mRNAs expressed at similar levels (Yin et al., 2012). Box C/D 
containing sno-lncRNAs have been identified as transcribed from the imprinted region implicated 





localize to the nucleolus like their snoRNA counterparts, but instead accumulate at their site of 
transcription where they associate with the Fox family of splicing regulators to alter patterns of 
splicing (Yin et al., 2012). 
Another sno-lncRNA contains two box H/ACA snoRNAs at each end has also been 
identified in humans, which was named SLERT (snoRNA-ended lncRNA enhances pre-ribosomal 
RNA transcription) (Xing et al., 2017). Similar to box C/D sno-lncRNAs, SLERT is encoded within 
an intron of a protein-coding gene (TBRG4 (transforming factor beta regulator 4)) and is formed in 
a similar mechanism dependent on box snoRNP machinery (Figure 1.6Bii). Unlike box C/D sno-
lncRNAs, SLERT localizes to the nucleolus in a manner dependent of the two snoRNPs at its 
ends and functions to promote transcription of rRNAs. Knockdown of SLERT results a decrease 
in rRNA transcription and impaired ribosome biogenesis, ultimately resulting in abnormal cell 
growth (Xing et al., 2017).  
 In addition to sno-lncRNAs, there is another class of lncRNAs with snoRNA caps at their 
5’ ends and a polyA tail at their 3’ end, referred to as SPA (5’ end snoRNP-capped, 3’ 
polyadenylated) lncRNAs (Wu et al., 2016). SPA lncRNAs have only been described in humans 
and both examples of SPA lncRNAs, SPA1 and SPA2, are encoded within in the protein-coding 
transcript SNURF-SNRPN located in the imprinting region implicated in Prader-Willi syndrome 
(Wu et al., 2016). The SNURF-SNRPN gene locus produces a polycistronic transcript with a 
weak poly(A) signal, which permits transcriptional read through of the entire SPA locus. This 
weak poly(A) signal is then subject to endonucleolytic cleavage of the pre-mRNA (Wu et al., 
2016) and the region upstream of the cleavage site is then polyadenylated, forming a mature 
mRNA. The downstream product is subject to degradation by the exonuclease XRN2 which 
degrades the transcript in the 5’ to 3’ direction until it reaches a snoRNP. The snoRNP blocks 
further XRN2 degradation, thus stabilizing the 5’ end of this transcript. RNA Pol II continues until it 





polyadenylation, ultimately resulting in a lncRNA with a snoRNP at its 5’ end which acts as 
protection from further degradation in place of a 5’ cap and a polyA tail (Wu et al., 2016). These 
SPA transcripts associate with and sequester numerous RBPs, leading to mis localization of 
these RBPs and alternate patterns of alternative splicing in Prader-Willi syndrome (Wu et al., 
2016). Overall, lncRNAs are a diverse class of transcripts with observed roles in regulation of 
development and stress response.  
1.6 OUTLINE OF DISSERTATION 
 In Chapter 2, we utilized PIP-seq to simultaneously examine RNA-protein interactions 
and RNA secondary structure across the transcriptome in nuclei from 4-week-old rosette leaves 
treated with or without systemic salt treatment. These data revealed large rearrangements of 
RNA secondary structure around the start codon and in the 3’ UTR upon exposure to systemic 
salt stress. We additionally found a strong and significant anti-correlation between salt-specific 
m6A deposition and RNA secondary structure, suggesting m6A may function to alleviate RNA 
secondary structure in a salt stress-dependent manner. Lastly, we demonstrated that m6A-
associated transcript stabilization upon salt stress resulted in large rearrangements in RNA 
secondary structure and ultimately increased abundance of proteins encoded by those 
transcripts.  
In Chapter 3, we identified and profiled a previously uncharacterized, nuclear, highly 
conserved, protein-bound, long intergenic non-coding RNA (lincRNA) called CONSERVED IN 
BRASSICA RAPA 1 (COBRA1). We demonstrated that COBRA1 is expressed in a germination- 
and developmental-dependent manner and contained two snoRNA sequences within it and 
transcribed as a longer transcript before processing at its 3’ end to a final length of ~500-600 nt. 
We then show that COBRA1 levels affect plant germination and growth, as plants lacking 
COBRA1 germinate later and are smaller than wild type plants. We further found that transcripts 





suggesting a direct or indirect role of COBRA1 in regulating their abundance. Lastly, we identified 
COBRA1-interacting proteins, including the scaffold protein RACK1A, and several of its known 
interactors and hypothesized that COBRA1 functions with RACK1A to affect ribosome 
biogenesis.  
In Chapter 4, we found that intronic repeats collaborate with trans-acting splicing factors 
to regulate circular RNA (circRNA) biogenesis in flies. We demonstrated that these intronic 
repeats must base pair with one another for circRNA biogenesis to occur and that the strength of 
the base pairing dictates whether the backsplicing reaction occurs co- or post-transcriptionally. 
We further show that unique combinations of hnRNP and SR proteins regulate circRNA in 
combination with the intronic repeats. Lastly, we defined a set of elements that are sufficient for 
promoting efficient circRNA production in flies and human cell culture with minimal linear RNA 
production which can ultimately be used as a tool to study circRNA function by introducing 
exogenous circRNAs into a system of interest. 
In Chapter 5, I discuss the implications of these findings and their impact on the field of 
post-transcriptional regulation and non-coding RNAs as well as future directions and remaining 





CHAPTER 2: N6-METHYLADENOSINE AND RNA SECONDARY STRUCTURE 
AFFECT TRANSCRIPT STABILITY AND PROTEIN ABUNDANCE DURING 
SYSTEMIC SALT STRESS IN ARABIDOPSIS 
This work refers to work from: 
• Kramer MC, Janssen KA, Palos K, Nelson ADL, Vandivier LE, Garcia BA, Lyons E & 
Gregory BD. (2020) N6-methyladenosine and RNA secondary structure affect transcript 
stability and protein abundance during systemic salt stress in Arabidopsis. Plant 
Direct,4(7), e00239. 
2.1 INTRODUCTION 
Similar to proteins, RNAs must fold into specific intramolecular conformations to function 
properly. This notion is emphasized by the known importance of RNA folding, also known as RNA 
secondary structure, on the function of several classes of non-coding RNAs (ncRNAs) (reviewed. 
in Vandivier et al., 2016). Traditional examples include housekeeping ncRNAs such as ribosomal 
RNAs (rRNAs) and transfer RNAs (tRNAs), where the specific conformations that they fold into 
allow for proper interaction with proteins and formation of functional ribonucleoprotein complexes 
(e.g. ribosomes) (Brimacombe and Stiege, 1985; Petrov et al., 2014), and enable amino acid 
addition to growing polypeptide chains, respectively (Kim et al., 1974; Robertus et al., 1974). 
Likewise, long non-coding RNAs (lncRNAs) adopt specific structural patterns to interact with 
regulatory proteins and affect their ultimate function (Tsai et al., 2010; Guttman and Rinn, 2012). 
LncRNAs are generally not well conserved at the sequence level, thus it is hypothesized that their 
secondary structure is crucial for function and that it may be the conserved feature of this class of 
RNAs (Zampetaki et al., 2018). 
Recent studies have demonstrated that secondary structure is equally important for 





Tack et al., 2020). mRNA secondary structure is thought to form co-transcriptionally and undergo 
conformational changes throughout the lifecycle of a mRNA as it gets modified and processed in 
the nucleus. Ultimately, most mRNAs are exported into the cytoplasm, where secondary structure 
can help regulate ribosomal recruitment by allowing specific regions of a mRNA to be accessible 
to various proteins to initiate translation. It can also affect translation efficiency and mRNA 
stability, as higher intramolecular base pairing can slow down ribosome progress along the 
transcript (Svitkin et al., 2001; Kozak, 1988) or increase transcript stability (Mauger et al., 2019; 
Beaudoin et al., 2018; Suay et al., 2005), respectively. Thus, RNA secondary structure can 
regulate many steps in the lifecycle of a mRNA molecule from transcription to translation and 
ultimately degradation (Beaudoin et al., 2018; Goodarzi et al., 2012). In particular, the initial 
secondary structures formed in the nucleus are of great importance as these structures help 
dictate further mRNA processing and export, and ultimately its fate. 
The mechanisms of RNA secondary structure formation are complex and involve several 
post-transcriptional regulatory steps. An important force driving RNA secondary structure is the 
modification and editing of RNA nucleotides. One RNA modification in particular, N6-
methyladensine (m6A), is the most prevalent internal mRNA modification identified in eukaryotes 
(reviewed in Kramer et al., 2018) and has been shown to affect RNA secondary structure by 
weakening intramolecular base pairing by conformational switching (Liu et al., 2015; Spitale et al., 
2015; Sun et al., 2019). Moreover, m6A can regulate nearly every stage of post-transcriptional 
gene regulation, including mRNA stability (Anderson et al., 2018; Wang et al., 2014c, 2014e, 
2014b), localization (Wang et al., 2014c), and translation (Mao et al., 2019; Wang et al., 2015; 
Meyer et al., 2015). While the effect of m6A on RNA secondary structure is well-characterized, 
this relationship is unstudied in plants. Though the independent roles of m6A and RNA secondary 
structure during mRNA processing is being increasingly studied, the direct role of m6A-mediated 





In addition to the effect of m6A on secondary structure, an important driving force dictating 
RNA secondary structure is the interaction between RNA and RNA binding proteins (RBPs) 
(Vandivier et al., 2016). All RNAs are constantly bound by a varying cohort of RBPs that regulate 
every step in the life of an RNA and can function as chaperones to guide RNA folding (Foley et 
al., 2017). RBP-RNA interactions occur in highly sequence- and structure-specific contexts, 
leading to two non-mutually exclusive ideas that (1) the identity of RBPs bound to a specific RNA 
can dictate whether a region is single- or double-stranded or (2) that the single- or double-
stranded inherent nature of a RNA permits certain RBPs to bind. In fact, previous machine 
learning studies found that RNA secondary structure is an important predictor of RBP binding 
sites (Sun et al., 2019). 
Recently, researchers identified the RNA binding proteome in the model plant Arabidopsis 
thaliana (hereafter Arabidopsis) by isolating polyadenylated RNAs and performing mass 
spectrometry to identify all proteins bound to polyadenylated RNAs (Marondedze et al., 2016; 
Reichel et al., 2016). Proteins that were previously unidentified as RNA binding were enriched for 
the gene ontology (GO) term “response to stress”, in particular “response to osmotic stress” and 
“response to salt stress (Marondedze et al., 2016). Additionally, a class of non-specific RBPs 
known as RNA chaperones function to provide assistance in the correct folding of RNA molecules 
during post-transcriptional regulation. Several of these RNA chaperone proteins are known to 
function in abiotic stress response as well, including response to cold and salt stress (Kang et al., 
2013; Kim et al., 2013). While there is evidence that RBPs are important regulators of salt stress 
response in Arabidopsis, where RBPs bind to RNAs on a transcriptome-wide scale during salt 
stress response has not been studied.  
Salt stress is a major factor limiting crop yield worldwide. Modern agricultural practices, poor 
irrigation, and lack of drainage increase soil salinity globally. In fact, it is predicted that one-third 





suitable land will be affected (Jamil et al., 2011). Excess salt in the soil makes it more difficult for 
the plant to absorb water from its surroundings, causing plants to not only experience stress in 
response to the added NaCl but also drought/osmotic stress (Munns and Tester, 2008). Over 
time, increases in soil salinity leads to decreased plant growth and development (Yamaguchi and 
Blumwald, 2005). During exposure to salt stress, plants undergo major transcriptomic 
reprogramming to respond properly (Kreps et al., 2002; Anderson et al., 2018; Ding et al., 2014). 
Given the role of RBPs and RNA chaperone proteins in regulating response to salt stress, 
understanding the role of RBPs and post-transcriptional regulation in systemic salt stress in 
hopes to better engineer crops to withstand the imminent increasing soil salinization should be a 
major focus of future research efforts. 
To begin to address this knowledge gap, we used protein interaction profile sequencing (PIP-
seq) to simultaneously identify protein-bound regions on a transcriptome-wide scale and examine 
global patterns of RNA secondary structure during systemic salt stress response in Arabidopsis. 
This analysis shows that mRNA secondary structure significantly changes during salt stress 
response. Additionally, we show that the presence of m6A is anti-correlated with mRNA 
secondary structure, suggesting that the presence of this modification alleviates intra-molecular 
base pairing during salt stress response through direct or indirect mechanisms. We further 
demonstrate that transcripts that gain m6A in a salt-dependent manner and are stabilized during 
salt stress are transcripts encoding proteins involved in stress response. These transcripts show 
major changes in RNA secondary structure and increased protein abundance during salt stress. 
Taken together, these data suggest a mechanism for engineering a system wherein m6A is 
deposited on transcripts encoding stress response proteins only when exposed to salt stress, 
resulting in increased mRNA stability. The m6A-mediated increase in mRNA stability is associated 
with a subsequent decrease in mRNA secondary structure and ultimately results in increased 





2.2 RESULTS AND DISCUSSION 
2.2.1 PIP-seq identifies thousands of stress-specific protein-bound sites 
Given the importance of RNA secondary structure on post-transcriptional regulation and 
the role of RBPs during salt stress, we aimed to obtain a global view of RBP-RNA interactions 
and RNA secondary structure in the nucleus during salt stress. To this end, we used the isolation 
of nuclei tagged in specific cell types (INTACT) (Deal and Henikoff, 2010) system to isolate 
nuclear samples after a long-term salt treatment that mimicked agriculturally relevant salt stress 
conditions. Briefly, we planted seeds of the Arabidopsis ecotype Columbia-0 (Col-0) that 
ubiquitously express a biotin ligase receptor peptide fusion protein that is targeted to the nuclear 
envelope (UBQ10:NTF/ACT2p:BirA Col-0) (Deal and Henikoff, 2010) and allowed the seeds to 
germinate and grow under standard conditions until the first true leaves were established, 
approximately ten days post germination. At this time, we either continued with normal watering 
conditions or introduced the long-term salt treatment, as previously described (Anderson et al., 
2018). For systemic salt stress treatment, we slowly increased the concentration of NaCl in the 
watering solution, beginning with 50 mM NaCl and increasing to a final concentration of 150 mM 
NaCl in 50 mM increments every three days. We continued to water at 150 mM NaCl for 10 days 
before collecting the rosettes leaves and crosslinking RNA-protein interactions with 1% 
formaldehyde (Figure 2.1A). After exposure to long-term salt stress, the salt-treated plants were 
smaller and darker in color as a result of the production of the stress pigment anthocyanin in salt 
stress compared to control, indicating they are being stressed by the introduction of NaCl into the 
water (Figure 2.1B). 
Using the INTACT system, we isolated nuclei enriched in the nuclear marker H3 but 
devoid of the cytoplasmic marker PEPC (Figure 2.1C). It was also noticed that there were 
detectable levels of the endoplasmic reticulum (ER) marker, CNX1/2, in the isolated nuclei, 





with the ER. However, the isolated nuclei were free from cytoplasmic and cellular debris, as 
visualized by microscopy and DAPI staining (Figure 2.1D).  
 
Figure 2.1: INTACT to isolate nuclei from plants under systemic salt stress 
(A) Timeline of salt stress experiment. 
(B) Representative photos of Arabidopsis rosette leaves after control- or salt-treatment. 
(C) Western blot in whole tissue and nuclear samples in control- and salt-treated tissue isolated by INTACT for 
cytoplasmic, endoplasmic reticulum, and nuclear markers (PEPC, CNX1/2, H3, respectively). 
(D) Representative images of bead-bound nuclei from INTACT. 
 
 
With ~1.7-2 million nuclei per biological replicate (from a total of 3 grams of rosette 
tissue), we performed protein interaction profile sequencing (PIP-seq), a technique developed to 
study RNA-protein interactions and RNA secondary structure on a transcriptome-wide scale 
(Gosai et al., 2015; Silverman et al., 2014; Foley et al., 2017). In PIP-seq, the nuclei were lysed 
and divided into two groups termed the structure-only and footprinting samples. The structure-
only samples were treated first with proteinase K to obtain a pool of RNA devoid of RBPs before 
being divided again and treated with structure specific ribonucleases (RNases) that digest single-
stranded RNA (ssRNA; ssRNase) or double-stranded RNA (dsRNA; dsRNase). After RNA-seq 
library preparation and sequencing, nuclear RNA secondary structure is predicted in control- and 
salt-treated tissue by comparing the structure-only samples treated with ssRNase to those treated 






In parallel, the footprinting samples were used to identify RBP bound regions of RNA. 
The footprinting samples were first divided in half and treated with the structure-specific RNases 
in the presence of proteins. This permits digestion of all accessible ssRNA or dsRNA, while 
regions that are bound by protein will be protected from digestion. Thus, after subsequent protein 
digestion, RNA-seq library preparation, and sequencing, regions bound by protein are identified 
as sequences that are enriched in the footprinting sample compared to the structure-only sample, 
which are defined as protein protected sites (PPSs) (Figure A.1C-D and Figure 1.2B) (Foley and 
Gregory, 2016; Kramer and Gregory, 2019). The resulting PIP-seq libraries (4 per sample; 2 
structure-only, 2 footprinting libraries) produced between 58-200 million raw reads per library. To 
determine reproducibility, we used a 100 nucleotide (nt) sliding window to generate 1000 nt bins 
to calculate the correlation of non-redundant sequence read abundance between biological 
replicates of the footprinting and structure-only libraries in control- and salt-treated tissue. This 
revealed high correlations between biological replicates for all libraries (Pearson correlation R > 
0.86), indicating the high reproducibility of these PIP-seq libraries (Figures 2.2A-H). Similarly, a 
principle component analysis of non-redundant sequence read abundance in 1000 nt tiled bins 
using DESeq2 (Love et al., 2014) revealed that libraries produced from the distinct RNase 
treatments cluster together. Within each RNase treatment, the conditions also primarily cluster 
together, further indicating the high-quality and specificity of these nuclear PIP-seq libraries 






Figure 2.2: High reproducibility and quality of PIP-seq libraries in control- and salt-treated 
tissue  
(A-H) Correlation plots between biological replicates of PIP-seq libraries from control- (A-D) and salt-treated (E-H) tissue. 
Pearson correlation. 






Figure 2.3: Overlaps between PPSs identified in nuclear PIP-seq in control- and salt-
treated tissue  
(A-B) Overlap between biological replicates of control-treated (A) and salt-treated (B) tissue for all PPSs. PPSs must 
overlap by at least 1 nucleotide to be classified as common between the replicates. 
(C-D) RBP binding density plots for all PPSs identified in each biological replicate from control- (C) and salt-treated (D) 
tissue. Solid line represents average RBP binding densities at each nucleotide and shading represents SEM. mRNA 
diagrams above plots are not to scale. 
 
 
To identify PPSs in control- and salt-treated tissue, a Poisson distribution model was used to 
identify enriched regions in the footprinting sample compared to the structure-only libraries with a 
false discovery rate of 5%, as described previously (Silverman et al., 2014; Gosai et al., 2015; 
Foley et al., 2017; Shan et al., 2019). In total, we identified 45,826 and 52,384 PPSs in both 
biological replicates of control- and salt-treated tissue, respectively, with 17,669 (~63%) and 
5,883 (~23%) PPSs identified in both biological replicates in control- and salt-treated tissue, 
respectively (Figures 2.3A-B). The low overlap between salt-treated biological replicates is likely 
due to biological differences during the stress response. To ensure reproducibility of PPSs in 
control- and salt-treated tissue, we calculated RBP binding density of all PPSs identified in each 
biological replicate by assigning each nucleotide a score of 1 or 0 based on whether or not a PPS 





nucleotide is not within a PPS. RBP binding was then plotted such that the highest region of 
occupancy is normalized to a density of 1.0. RBP binding for both biological replicates of both 
control- and salt-treated tissue shared similar patterns of RBP binding and overall RBP binding 
densities, confirming the reproducibility of the identified PPSs (Figures 2.3C-D).  
 To guard against artifacts in our subsequent analyses, we focused on PPSs identified in both 
biological replicates, hereafter referred to as high-confidence PPSs. Comparison of high-
confidence PPSs from control- and salt-treated tissues found that 28.8% (1,696; shared PPSs) of 
high-confidence PPSs identified in salt-treated tissue were also identified in control-treated tissue, 
suggesting these PPSs represent regions in the transcriptome that are constitutively bound by 
RBPs in 4-week-old plants (Figure 2.4A). Additionally, there were 15,973 PPSs exclusively found 
in control-treated (high-confidence control-specific) and 4,187 PPSs exclusively found in salt-
treated tissue (high-confidence salt-specific) (Figure 2.4A), indicating that regions of the 






Figure 2.4: RNA secondary structure and RBP binding are correlated in 4-week-old rosette 
leaves 
(A) Overlap between high-confidence PPSs identified in both replicates of either control- (blue) or salt-treated (red) tissue. 
The intersection indicates PPSs that overlap by at least one nucleotide.  
(B) Distribution of high-confidence control-specific, salt-specific, and shared PPSs identified in each genic region within 
protein-coding mRNAs. 
(C) Distribution of high-confidence control-specific, salt-specific, and shared PPSs identified in various types of non-
coding RNAs.  
(D-E) Average RBP binding (green line) and structure score (orange line) at each nucleotide +/- 100 nt of the annotated 
start and stop codon in nuclear mRNAs in control-treated (D) or salt-treated (E) tissue. The tables represent Spearman’s 
rho correlations between RBP binding and structure score across the entire upstream window (+/- 100nt of the start 





transcripts. Shading around the line indicates the SEM across all plotted transcripts. High-confidence PPSs identified in 
both replicates of control-treated (N =17,669) or salt-treated (N = 5,883) tissue was used to calculate RBP binding. N = 
14,461 mRNAs. *, **, and *** denote p-value < 0.05, 0.01, and 0.001, respectively, Spearman’s asymptotic t 
approximation. mRNA diagrams above plots are not to scale. 
(F-G) Average RBP binding (green line) and structure score (orange line) across all binned, spliced lncRNAs (lncRNA, 
antisense lncRNAs, antisense RNA, ncRNA) in control-treated (F) or salt-treated (G) tissue. The tables represent 
Spearman’s rho correlations between RBP binding and structure score across the entire binned window of the lncRNAs. 
Dashed lines indicate the average RBP binding (green) or structure score (orange) across the entire binned transcript. 
Shading around the line indicates the SEM across all plotted lncRNAs. High-confidence PPSs identified in both replicates 
of control-treated (N =17,669) or salt-treated (N = 5,883) tissue was used to calculate RBP binding. N = 906 lncRNAs. P-
values are as denoted; Spearman’s asymptotic t approximation. 
 
 
Figure 2.5: Functional validation of PPSs identified in nuclear PIP-seq in control- and salt-
treated tissue 
(A) Average PhastCons scores for control-specific, salt-specific, and shared high-confidence PPSs (green bars) and equal 
sized flanking regions (peach bars). Error bars indicate SEM. *** denotes p-value < 1x10-10, Kolmogorov-Smirnov test. 
 (B) Percentage of control-specific, salt-specific, and shared high-confidence PPSs identified in protein-coding mRNAs 
and ncRNAs. 
(C) PPS enrichment in 5’ UTR, CDS, 3’ UTR, and intron for control-specific (blue), salt-specific (red), and shared high-
confidence PPSs (yellow). 
 
 
To examine the functional importance of the identified high-confidence PPSs, we compared 
average PhastCons conservation scores from flowering plants (Li et al., 2012b) for control-
specific, salt-specific, and shared high-confidence PPSs to average scores of equal sized regions 





evolutionary pressure to retain the sequences of these sites. In accordance with this and as 
observed previously (Silverman et al., 2014; Gosai et al., 2015; Foley et al., 2017), PPSs in all 
three classes were significantly (p-value < 1x10-10, Kolmogorov-Smirnov test) more conserved 
than regions within the same genomic regions flanking the PPS (Figure 2.5A). The majority 
(>96%) of high-confidence PPSs identified were located within protein-coding mRNAs (Figure 
2.5B), particularly in the coding region (CDS; ~61-70%) and introns (~19-27%) of protein-coding 
transcripts for all three classes of PPSs (Figure 2.4B).  
To determine if the enrichment we observed was simply due to the fact that the CDS and 
introns constitute the majority of the transcriptome, we compared the number of bases bound by 
RBPs compared to the number of bases annotated as each feature (5’ UTR, CDS, 3’ UTR, intron) 
in the TAIR10 genome (Figure 2.5C). Similar to our previous studies (Gosai et al., 2015; Foley et 
al., 2017), all high-confidence PPSs were enriched in the CDS and under-represented in the 
untranslated regions (UTRs). Thus, the high protein binding in the CDS appears to be an inherent 
quality of nuclear mRNAs in Arabidopsis. This high protein binding in the CDS may be indicative 
of the importance to maintain and protect the CDS from external factors, aid in co-transcriptional 
processes such as mRNA splicing, and ultimately help direct export into the cytoplasm, but 
additional studies are needed to test this hypothesis.  
While the majority of PPSs were localized in protein-coding genes, there was a distinct 
fraction that are located in non-coding RNAs (ncRNAs) (Figure 2.5B). NcRNAs consist of several 
classes of RNAs that are broadly defined as RNAs that do not encode proteins. Using the 
Araport11 annotation of ncRNAs, the majority of PPSs found in ncRNAs were in long non-coding 
RNAs (lncRNAs), specifically “antisense lncRNAs” (Figure 2.4C). LncRNAs closely resemble 
protein-coding transcripts, as they are similar in length (>200 nt), are usually polyadenylated, can 
be spliced, and have a 5’ cap, but differ in that they either lack or have an open reading frame of 





Araport11 annotation, we combined transcripts annotated as “lncRNAs”, “antisense lncRNAs”, 
“antisense RNA”, and “ncRNA” into a single group for all future analyses. Aside from PPSs 
localized in lncRNAs, the next largest subset of PPSs was found to be in small nucleolar RNAs 
(snoRNAs) (Figure 2.4C), which are known to be highly protein-bound, nuclear-retained small 
RNAs (60-200 nt long) that guide modification of nucleotides in rRNAs (Reichow et al., 2007). 
Thus, PIP-seq can identify RBP binding sites within ncRNAs known to be highly protein-bound as 
well as identify condition-specific, global RBP-RNA interaction sites throughout the plant 
transcriptome. Identifying what proteins bind in a condition-specific manner will be a subject for 
future studies. 
2.2.2 Secondary structure and RBP binding show complex patterns in mRNAs and are 
positively correlated in 4-week-old rosette leaves 
To examine the relationship between nuclear RBP binding and RNA secondary structure 
during salt stress, we calculated the density of high-confidence PPSs and structure scores at 
each nucleotide (termed RBP binding and RNA secondary structure, respectively). Using the 
structure-only samples, structure scores were calculated as a generalized log ratio of the reads in 
the dsRNA-seq library (produced by the ssRNase) compared to the ssRNA-seq library (produced 
by the dsRNase) at each nucleotide (Figure A.1A-B) (Shan et al., 2019). The raw structure 
scores were then normalized to the average structure score of the entire spliced transcript, 
resulting in structure scores in which the positive or negative values indicate the likelihood of a 
nucleotide being double-stranded (more structured) or single-stranded (less structured), 
respectively. To ensure reproducibility of the calculated structure scores, structure scores for 
each biological replicate of control- and salt-treated tissue were calculated separately. This 
revealed that the overall structure patterns and scores were significantly (Spearman’s rho > 
0.735; p-value < 2.2 x 10-16; asymptotic t approximation) similar between biological replicates in 
control- and salt-treated tissue in the 200 nt surrounding the start and stop codon of nuclear 





(Figures 2.6A-B).Thus, all further analyses were performed using structure scores calculated 
from merged biological replicates. 
 
Figure 2.6: RNA secondary structure is highly reproducible and changes significantly 
upon salt stress. 
(A-B) RNA secondary structure scores at the +/- 100 nt the start and stop codon for each biological replicate from control- 
(A) and salt-treated (B) tissue. Solid line represents average structure scores at each nucleotide and shading represents 
SEM. mRNA diagrams above plots are not to scale. 
(C) Average structure scores plotted over the 5’ UTR, CDS and 3’ UTR of all detectable protein-coding mRNAs in control-
treated (blue) and salt-treated (red) tissue. The overall average structure score for each region is plotted as a dotted line. 




To compare the patterns of RNA secondary structure and RBP binding, we focused on the 
region 100 nt up- and downstream of the start and stop codon of nuclear mRNAs expressed in 
both control- and salt-treated tissue, as these regions have important regulatory functions in 
mRNA fate. The highest RBP binding density of high-confidence PPSs identified in control- and 





the start and stop codons, respectively (Figures 2.4D-E; green lines). This distribution is 
consistent with the observed PPS localization (Figure 2.4B) and enrichment (Figure 2.5C) as 
well as previous studies in the nuclei from 10-day-old whole seedlings and roots (Gosai et al., 
2015; Foley et al., 2017), ultimately suggesting that nuclear mRNAs are bound predominantly in 
the CDS in Arabidopsis.  
Similar to protein binding, RNA secondary structure scores were higher in the CDS compared 
to the 5’ UTR and 3’ UTR. This is contrary to previous findings in the nuclei from 10-day-old 
whole seedlings and roots (Gosai et al., 2015; Foley et al., 2017), suggesting that RNA secondary 
structure may be regulated in a tissue- and/or developmental time-specific manner. These 
structural signatures of 4-week-old leaves as compared to young seedlings may represent an 
added layer of post-transcriptional regulation to help dictate mRNA fate in a developmental time-
specific manner. In agreement with numerous studies of RNA secondary structure across multiple 
organisms (Ding et al., 2014; Gosai et al., 2015; Foley et al., 2017; Li et al., 2012b, 2012a), there 
was a dip in RNA secondary structure directly over the start codon in both control- and salt-
treated tissue (Figures 2.4D-E; orange lines). Thus, the structural features surrounding the start 
codon is a consistent feature of the Arabidopsis nuclear and, more broadly, eukaryotic mRNA 
transcriptomes, but the patterns of secondary structure across mRNAs is regulated in a 
developmental and/or tissue-specific manner. 
Since RBP-RNA interactions are highly dependent on RNA secondary structure and/or RBPs 
determine RNA secondary structure, we directly compared RBP binding and structure scores. 
Opposite to what was previously observed in nuclei from 10-day-old whole seedlings and roots 
(Gosai et al., 2015; Foley et al., 2017), there was an overall positive correlation around the start 
(upstream window; Spearman’s rho = ~0.5-0.6; p-value < 2.2 x 10-16; asymptotic t approximation) 
and stop codon (downstream window; Spearman’s rho = 0.4-0.8; p-value < 2.2 x 10-16; asymptotic 





This further supports a model in which interactions between RBPs and RNA secondary structure 
are developmental and/or stress-dependent. While there was an overall positive correlation in the 
200 nt around the start and stop codons, a look closer at the 5’ UTR, and CDS identified a 
different trend, with significant anti-correlation in the 5’ UTR (Spearman’s rho < -0.775; p-value < 
2.2 x 10-16; asymptotic t approximation) and within the 100 nt upstream of the stop codon (3’ 
CDS) (Spearman’s rho < -0.275; p-value < 0.01; asymptotic t approximation). Overall, the 
relationship between RNA secondary structure and RBP binding was highly dependent on the 
transcript region of inquiry and is regulated in a condition dependent manner. 
As lncRNAs closely resemble protein-coding mRNAs but lack protein-coding capacity, we 
asked whether the relationship observed between RNA secondary structure and RBP binding is a 
specific feature of protein-coding mRNAs. To do so, we took the entire length of annotated 
lncRNAs and divided each transcript into 100 equal sized bins and graphed the average structure 
score and RBP binding of each bin. Similar to mRNAs, there was a positive correlation between 
structure scores and RBP binding in control- (Spearman’s rho = 0.095; p-value > 0.05; asymptotic 
t approximation) and salt-treated plants (Spearman’s rho = 0.342; p-value < 0.001; asymptotic t 
approximation) (Figures 2.4F-G). Whereas there were distinct patterns of RNA structure and 
RBP binding at the start and stop codon of protein-coding transcripts, lncRNAs lacked any 
notable pattern, suggesting that RNA secondary structure is a feature that can be used for 
categorization of protein-coding transcripts and lncRNAs. The preservation of the positive 
correlation between protein-coding and non-coding transcripts suggests that this relationship is a 
feature of nuclear RNAs and not a result of the protein-coding capacity of mRNAs. Overall, while 
RNA secondary structure and protein binding are positively correlated in lncRNAs and larger 
regions of mRNAs, this is highly dependent on the specific regions that are interrogated. 
2.2.3 RNA secondary structure of protein-coding transcripts shows large-scale changes in 





RNA secondary structure was previously shown to fluctuate in a developmental- (Foley et al., 
2017; Beaudoin et al., 2018) and stress-dependent manner (Tack et al., 2020), where it played a 
role in regulating mRNA fate. To determine if RNA secondary structure fluctuated upon salt 
stress, we directly compared RNA secondary structure in control- and salt-treated tissue across 
the entire mRNA transcript. There were large rearrangements of RNA secondary structure upon 
exposure to salt stress (Figure 2.6C), particularly an increase in structure scores (more double-
stranded) in the 5’ UTR and CDS in salt-treated tissue compared to control-treated tissue (p-
value = 0.089 and p-value < 2.2 x 10-16, respectively; Wilcoxon t-test) (Figure 2.6C). In contrast, 
RNA secondary structure in the 3’ UTR was significantly lower (more single-stranded) in salt-
treated tissue compared to control (p-value < 2.2 x 10-16; Wilcoxon t-test) (Figure 2.6C). A 
previous study by Tack and colleagues examining RNA secondary structure in the total cellular 
RNA of shoots from 24-day-old Col-0 plants treated with short-term salt stress using a chemical-
based structure probing assay to modify ssRNA found a similar trend of structural changes (Tack 
et al., 2020).  
To examine if RNA secondary structure is decided in the nucleus and maintained in the 
cytoplasm during salt stress response, we compared structure inferred by nucleotide reactivity to 
the chemical DMS by Tack and colleagues from whole shoot tissue treated with short-term salt 
stress (Tack et al., 2020) to our nuclear structure scores calculated by PIP-seq. While not overly 
striking, there was a significant correlation between average structure score calculated by PIP-
seq (where lower scores indicated lower structure/more single-stranded) and reactivity (where 
higher reactivity indicated lower structure/more single-stranded) in both control- and salt-treated 
tissue, especially in the CDS but also in the 5’ UTR, 3’ UTR, and when the whole transcript was 
analyzed (Figures 2.7A-H). These findings suggest that RNA secondary structure formed in the 






Figure 2.7: Correlations between PIP-seq derived, nuclear RNA secondary structure 
scores and reactivity scores from Tack et al. 
(A-H) Comparisons between average structure scores in control- (A,C,E,G) and salt-treated (B,D,F,H) tissue in the 5’ UTR 





correlation. Plots generated using geom_hex from ggplot2 R package with 50 bins specified. Colors indicate the number 
of transcripts within each bin. Grey lines indicate linear regression. 
 
To get a more detailed view of the structure changes observed upon salt stress (Figure 
2.6C), we specifically compared RNA secondary structure scores from control- and salt-treated 
tissue in the 100 nt up- and downstream of the start and stop codon. As noted previously 
(Figures 2.4D-E), there was an increase in structure score from the 5’ UTR to the CDS and a dip 
in secondary structure (more single-stranded) directly over the start codon in both control- and 
salt-treated tissue (Figure 2.8A). While patterns of structure scores were overall similar in 
control- and salt-treated tissue, the dip in structure around the start codon in salt-treated tissue 
was broader and less pronounced than that found in control-treated tissue (grey highlight; p-value 
< 1.86 x 10-9; Wilcoxon t-test). This indicates that, during salt stress, a larger region upstream of 
the start codon is alleviated of secondary structure, possibly allowing for increased ribosome 
recognition of this transcript region during salt stress response, though further experiments are 
needed to directly test this hypothesis. At the stop codon, while the trend of decreased RNA 
secondary structure from the CDS to 3’ UTR was shared in control- and salt-treated tissue, RNA 
secondary structure in the 3’ UTR was significantly lower in salt-treated tissues compared to 
control-treated, indicating a loss of structure during salt stress in this region (p-value < 2.2 x 10-16; 
Wilcoxon t-test) (Figure 2.8A). Overall, RNA secondary structure significantly changes during salt 
stress response. 
The changes observed in RNA secondary structure during salt stress indicate regulation by 
external factors since, if primary sequence was the sole factor driving RNA structure formation, 
the structures would look the same in control- and salt-treated tissue. Given the positive 
correlation between RBP binding and RNA secondary structure (Figures 2.4D-G), we 
hypothesized that the changes in secondary structure observed during salt stress response may 
be due to changes in RBP binding density. To test this, we directly compared RBP binding of 





downstream of the start and stop codon of mRNAs present in both control- and salt-treated 
tissue. As was seen previously for all high-confidence PPSs identified in control- and salt-treated 
tissue (Figures 2.4D-E), the density of control-specific, salt-specific and shared high-confidence 
PPSs increased over the start codon and decreased over the stop codon, with high protein 
binding throughout the CDS (Figure 2.8B). While there are few changes in RBP binding density 
between control- and salt-treated tissue around the start codon, there was an increase in binding 
of control-specific PPSs in the ~50 nt upstream of the stop codon compared to PPSs identified in 
either condition on its own, suggesting that RBPs that bind in this region may be important to 
regulate processes occurring specifically in control conditions (Figure 2.8B). Altogether, while the 
similarity of RBP binding densities for control- and salt-specific PPSs indicates that it is unlikely 
that changes in global protein binding are the major cause of the changes in RNA secondary 
structure that were observed, the identity of the proteins bound may change and affect the 
structure, a subject for future studies. 
 






(A-B) Average structure score (A) and RBP binding (B) in the +/- 100 nt of the annotated start and stop codon in nuclear 
protein-coding mRNAs expressed in both control-treated (blue line) and salt-treated (red line) tissue. High-confidence 
PPSs were divided into those that were expressed exclusively in control-treated tissue (blue line), salt-treated tissue (red 
line) or common to both treatments (yellow line). Shading around the line indicates the SEM across all plotted transcripts. 
N = 14,461 mRNAs. *** denotes p-value < 0.001, Wilcoxon t-test. mRNA diagrams above plots are not to scale. Grey 
shading is to highlight the 50 nt upstream of the start codon. 
(C-D) Average structure score (C) and RBP binding (D) across binned, spliced all lncRNAs (lncRNA, antisense lncRNAs, 
antisense RNA, ncRNA) expressed in both control-treated (blue line) or salt-treated (red line) tissue. High-confidence 
PPSs were divided into those that were expressed exclusively in control-treated tissue (blue line), salt-treated tissue (red 
line) or common to both treatments (yellow line). Shading around the line indicates the SEM across all plotted transcripts. 
N = 906 lncRNAs. 
 
 
To determine if the large changes in secondary structure observed during salt stress was 
specific to protein-coding transcripts, we also examined RNA secondary structure across nuclear 
lncRNAs expressed in both control- and salt-treated tissue. When comparing RNA secondary 
structure between control- and salt-treated tissue along spliced lncRNAs, there were no 
substantial changes observed (Figure 2.8C). In fact, in both control- and salt-treated tissue, 
lncRNAs had an average structure score of ~0.0 (dashed lines), indicating that there was enough 
coverage across the length of the lncRNA to calculate a structure score, but that there was an 
equal number of reads in the dsRNA-seq and ssRNA-seq libraries, resulting in a value of 0. This 
suggests that the RNA secondary structure of lncRNAs is dynamic, rapidly pairing and unpairing 
throughout their lifecycle.  
We also directly compared binding of control-specific, salt-specific, and shared high-
confidence RBP binding densities across the length of lncRNAs expressed in both treatments. On 
average, there was an increase in RBP binding for control-specific PPSs compared to salt-
specific PPSs or those shared between conditions (Figure 2.8D). On the whole, nuclear lncRNAs 
do not have distinguishable profiles of RNA secondary structure or RBP binding. Similar to the 
case with mRNAs, while the presence of RBPs along the lncRNAs (RBP binding) is consistent 
between control- and salt-treated tissue, the identity of the proteins bound likely helps define the 
function of these nuclear lncRNAs during salt stress response. In total, while mRNA secondary 
structure significantly changes during salt stress, this is a unique feature to protein-coding 





suggests that RBP binding is not the sole cause of the changes in RNA secondary structure 
observed. 
2.2.4 m6A density is anti-correlated with mRNA secondary structure 
While RNA secondary structure and RBP binding were positively correlated, RBP binding 
doesn’t appear to be the primary cause of RNA secondary structure changes observed upstream 
of the start codon and in the 3’ UTR (Figure 2.6C and Figure 2.8A), leading to the question of 
what other mRNA features aid in these structural rearrangements. In recent years, m6A has been 
shown to function in nearly every step of post-transcriptional gene regulation, including RNA 
secondary structure, nuclear export, mRNA stability, and translation (reviewed in Kramer et al., 
2018). In plants, m6A has roles in development, leaf morphology, fruit ripening, and stress 
response, in particular response to salt stress (Liang et al., 2020). Since m6A is primarily located 
in the 3’ UTR of protein-coding mRNAs (Meyer et al., 2012; Shen et al., 2016; Anderson et al., 
2018) and can affect RNA secondary structure (Liu et al., 2015; Sun et al., 2019), we 
hypothesized that m6A may cause the large structural changes in the 3’ UTR observed in mRNAs 
between control- and salt-treated plants (Figure 2.6C and Figure 2.8A). 
We previously performed m6A RNA immunoprecipitation and sequencing (m6A-seq) on 
polyA+ RNA from control- and salt-treated rosette leaves and identified ~15,000 and ~17,000 m6A 
peaks present in both biological replicates from control- and salt-treated tissue, respectively 
(Figure B.8A) (Anderson et al., 2018). Agreeing with previously published literature (Liu et al., 
2015; Sun et al., 2019), these identified m6A peaks were localized primarily in the 3’ UTR and the 
stop codon of mRNAs (Figure B.8B-C) (Anderson et al., 2018). While nearly 90% of high-
confidence m6A peaks identified in control-treated tissue were also identified in salt-treated tissue 
(shared; N=13,375), distinct classes of m6A peaks were identified exclusively in control-treated 
tissue (control-specific; N=1,731), or in salt-treated tissue (salt-specific; N = 4,473) (Figure B.9A) 





mRNAs that encode proteins involved in salt and osmotic stress response, indicating a potential 
mechanism of regulation in response to salt stress (Figure B.9B) (Anderson et al., 2018). 
 While m6A is primarily located in the 3’ UTR and stop codon (Liu et al., 2015; Anderson et 
al., 2018; Sun et al., 2019), previous research showed that m6A localization can be dynamic 
during stress response (Zhou et al., 2018), where exposure to stress conditions causes a global 
shift in m6A location, ultimately affecting the fate of the mRNAs. Given these findings, we asked 
whether there was a shift in m6A location in a condition-specific manner of high-confidence 
control-specific, salt-specific, or shared m6A peaks. While m6A peaks common to both conditions 
and specific to salt-treated tissue remained primarily located in the 3’ UTR, the majority of control-
specific m6A peaks were located in the CDS (Figures 2.9A-B), indicating that m6A deposition is 
indeed dynamic during systemic salt stress. In fact, while nearly 50% of salt-specific m6A peaks 







Figure 2.9: m6A is highly dynamic during exposure to long-term salt stress response and 
is anti-correlated with RNA secondary structure 
(A) Classification for m6A peaks within protein-coding genes found only in control-treated tissue (N = 1,732 peaks), only in 
salt-treated tissue (N = 4,473 peaks), or common to both (N = 13,375 peaks). 
(B) m6A density distribution in the +/- 200 nt of the start and stop codon for control-specific (blue), salt-specific (red) and 
share m6A peaks (yellow). Dashed vertical lines near the start codon represent the apex of the peak in m6A density at the 
start codon for control-treated (blue) and salt-treated (red) tissue. N = 6,515 mRNAs. NS p-value > 0.05; *, **, and *** 
denote p-value < 0.05, 0.01, and 0.001, respectively, Spearman’s asymptotic t approximation. mRNA diagrams above 
plots are not to scale. 
(C-D) Average m6A density (light blue line) and structure score (orange line) at each nucleotide +/- 200 nt of the annotated 
start and stop codon in nuclear mRNAs in control-treated (C) or salt-treated (D) tissue. The tables represent Spearman’s 
rho correlations between m6A density and structure score in the 5’ UTR, 5’ CDS, 3’ CDS, and 3’ UTR across all plotted 
transcripts. Shading around the line indicates the SEM across all plotted transcripts. N = 4,260 mRNAs. Dashed vertical 
light blue lines indicate the apex of the peak in m6A density at the start codon. Dashed orange lines indicate the dip in 
secondary structure at the start codon. Orange shading at the start codon represents the broad dip in salt stress (D). 
mRNA diagrams above plots are not to scale. 
(E-F) RNA secondary structure scores in control-treated (blue) and salt-treated (red) tissues across binned salt-specific 





lines represent the average structure scores in each bin. Shading around the line indicates the SEM across all plotted 
transcripts. 
 
We then took a closer look at this phenomenon by extracting transcripts that (1) contained 
m6A in control-treated tissue, but lost all m6A in during salt treatment, (2) did not contain m6A in 
control-treated tissue but gained m6A during stress, and (3) contained m6A in both conditions, but 
in independent locations (Figure 2.10A). m6A located on transcripts that were m6A modified in 
both conditions (Group 3) were located in the CDS and 3’ UTR in close to equal frequencies in 
control- and salt-treated tissues (Figure 2.10B), suggesting that if a transcript is modified in both 
conditions, the new m6A added during salt stress occurs in a similar transcript location (i.e. loss in 
3’ UTR in control and gain in this same region in salt) (Figures 2.10A-B). However, the m6A 
events in transcripts that completely lose this mark upon salt stress remains primarily in the CDS, 
while upon salt stress, previously unmodified transcripts mostly gain m6A in the 3’ UTR (Figure 
2.10B). Overall, this suggests that specific classes of transcripts are marked differentially in a 
condition-specific manner and that the location of m6A within a transcript may be important for 







Figure 2.10: RNA secondary structure and RBP binding across shuffled control-specific 
and salt-specific m6A peaks 
(A) Representative figure demonstrating three classes of m6A modified transcripts. (1) Control-only transcripts that contain 
a high-confidence m6A peak(s) in control-treated tissue, but no high-confidence m6A peaks in salt-treated tissue, (2) Salt-
only transcripts that contain a high-confidence m6A peak(s) in salt-treated tissue, but no high-confidence m6A peaks in 
control-treated tissue, and (3) Transcripts that contain a high-confidence m6A peak in both conditions, but the peaks are 
independent and do no overlap. 
(B) Classification of the location of m6A peaks within mRNAs for genes that only have high-confidence m6A peak(s) in 
control-treated tissue, only in salt conditions, or contain non-overlapping high-confidence m6A peaks in both control- and 
salt-treated tissue. 
(C-D) RNA secondary structure scores in control-treated (blue) and salt-treated (red) tissues across shuffled binned salt-
specific (C) or control-specific (D) m6A peaks as well as equal sized flanking regions. Dashed lines represent the average 
structure for each region. Shading around the line indicates the SEM across all detectable transcripts.  
(E-F) RBP binding in control-treated (blue) and salt-treated (red) tissues across binned salt-specific (E) or control-specific 
(F) m6A peaks located in the 3’ UTR as well as equal sized flanking regions. Dashed lines represent the average structure 






To examine the pattern of m6A deposition on mRNAs in control- and salt-treated tissue, we 
calculated m6A density using a similar calculation as for RBP binding. Each nucleotide was 
assigned a score of 1 or 0 based on whether or not a m6A peak was identified at that nucleotide, 
with 1 indicating that nucleotide is within a m6A peak and 0 indicating that nucleotide is not within 
a m6A peak. m6A density is then graphed such that the highest region of occupancy is normalized 
to a density of 1.0. We focused on the 200 nt up- and downstream of the start and stop codon to 
incorporate more of the CDS and 3’ UTR to better visualize m6A dynamics. In agreement with 
m6A classification (Figure 2.9A), there was a large shift visible between control- and salt-specific 
m6A density (Figure 2.9B), particularly in the 3’ CDS and UTR.  
As this shift in m6A density in the 3’ UTR occurred in the same region as the large decrease 
in RNA secondary structure during salt stress (Figure 2.8A), we next directly compared RNA 
secondary structure and m6A density. To do so, we again focused on the 200 nt up- and 
downstream of the start and stop codon and found that m6A density was strongly anti-correlated 
with RNA secondary structure. Specifically, an increase in m6A density was accompanied by a 
decrease in RNA secondary structure and vice versa (Figures 2.9C-D). This was particularly 
evident for salt-specific m6A sites, as the increase in m6A density in the 3’ UTR in salt-treated 
tissue was accompanied by a significant decrease in RNA secondary structure (Spearman’s rho 
< -0.711; p-value < 2.2 x 10-16; asymptotic t approximation) (Figure 2.9D). Similarly, the increase 
of m6A density in the 3' CDS of control-treated tissue was accompanied by a decrease in RNA 
secondary structure in the same region (Figure 2.9C). Interestingly, the regions with the highest 
changes in m6A density for control-treated (3’ CDS) and salt-treated (3’ UTR) tissue demonstrate 
the largest anti-correlations, suggesting that the high density of m6A in these regions resulted in 





Additionally, towards the 5’ end of transcripts, the strong dip in RNA secondary structure 
observed at the start codon previously (Figure 2.8A) was concurrent with a peak in m6A density 
at the same position (Figures 2.9C-D). There was a shift in the m6A density distribution upstream 
of the start codon between control- and salt-specific m6A peaks, where salt-specific m6A density 
tended to peak ~20 nt upstream of control-specific m6A density (Figure 2.9B; vertical dashed red 
and blue lines). This shift may result in the decrease in RNA secondary structure in salt-treated 
tissue observed upstream of the start codon (Figures 2.8A and 2.9D). Previous studies 
demonstrated that m6A deposition in the 5’ UTR results in increased translation (Meyer et al., 
2015) and as mentioned earlier, the characteristic dip in mRNA secondary structure at the start 
codon in eukaryotes is hypothesized to permit recognition of the start codon by translation 
machinery. While future studies are required to confirm this, we hypothesize that this shift in m6A 
density and associated widening of the dip in RNA secondary structure at the start codon in salt-
treated tissue may lead to increased translation when exported into the cytoplasm. Overall, our 
findings reveal that m6A density and mRNA secondary structure are highly anti-correlated.  
To interrogate if m6A was directly responsible for the changes in structure observed, we 
examined RNA secondary structure scores directly at control- and salt-specific m6A peaks 
located in the 3’ UTR, as the largest changes in both m6A density and mRNA secondary structure 
are in this region. To do this, we took the entire length of the control- and salt-specific high-
confidence m6A peaks, divided each peak into equal sized bins and graphed the average 
structure score along the length of these peaks as well as equal sized regions flanking the m6A 
peaks. At salt-specific m6A peaks located in the 3’ UTR, there was a significant decrease in RNA 
secondary structure in salt-treated tissue compared to control (Figure 2.9E; p-value < 2.2 x 10-16; 
Wilcoxon t-test). There was also a significant loss of RNA secondary structure in salt-treated 
tissue in the region upstream of the m6A peak, suggesting that salt-dependent m6A deposition 
causes loss of structure not only at the m6A peak, but can also affect structure of a wider distance 





shuffled, equal-sized control regions did not show this structural pattern (Figures 2.10C-D). 
Additionally, this change in structure results in an overall decrease in RBP binding as compared 
to control conditions likely from a decrease in control-specific RBP binding events. Overall, these 
results suggest that an increase in RBP binding events is not the main driver of these structural 
changes (Figures 2.10E-F).  
To determine if this local change in structure was a feature common to all m6A sites, we 
examined RNA secondary structure at control-specific m6A sites located in the 3’ UTR as well. 
While one might expect that there would be lower structure during control conditions compared to 
salt stress conditions at control-specific m6A sites, we did not see this trend (Figure 2.9F). This 
may be due to the major shift in localization of m6A in control conditions, resulting in significantly 
fewer m6A peaks located in the 3’ UTR in control conditions compared to salt (Figures 2.9A-B 
and Figure 2.10B). Overall, our results suggest that salt-dependent m6A located in the 3’ UTR 
can cause significant local changes in RNA secondary structure in the Arabidopsis transcriptome. 
2.2.5 Changes in mRNA secondary structure alone are not sufficient to alter the 
abundance of mRNAs during plant salt stress  
 RNA secondary structure was previously demonstrated to regulate many post-
transcriptional processes including mRNA translation and stability (Goodarzi et al., 2012; 
Beaudoin et al., 2018; Sun et al., 2019). In fact, a recent study examining mRNA secondary 
structure during short term salt stress in found a negative correlation between mRNA abundance 
and secondary structure in the 5’ UTR, CDS, and 3’UTR, suggesting that transcripts that have 
lower structure in the context of salt stress response are less abundant (Tack et al., 2020). To 
determine if this was also true in our study of long-term salt stress, we calculated the fold change 
of structure score (FCstructure = log2[salt/control]) in the 5’ UTR, CDS, and 3’ UTR for transcripts 
expressed in both control- and salt-treated tissue, where values higher than 0 are more structured 





region to changes in mRNA abundance from our previously published mRNA-seq experiment 
performed in control- and salt-treated tissues from these same treatment conditions 
(log2[RPMsalt/RPMcontrol]) (Anderson et al., 2018) (Figures 2.11A-C). In contrast to Tack and 
colleagues, there was no substantial relationship between changes in mRNA secondary structure 
in any region and mRNA abundance (Figures 2.11A-C; 5’ UTR: R = -0.0017; CDS: R = -0.044; 3’ 






Figure 2.11: RNA secondary structure alone does not substantially affect mRNA 
abundance, stability, or translation output 
(A-C) mRNA abundance fold change (y-axis; log2[RPMSalt/RPMControl]) compared to RNA secondary structure fold change 
(x-axis; log2[avg. structure scoreSalt/avg. structure scoreControl]) in the 5’ UTR (A), CDS (B), and 3’ UTR (C). Plots were 
made using geom_hex in the ggplot2 package in 50 bins. Color of each bin indicates the number of transcripts that fall 
within that range. R and p-value calculated from Pearson coefficient. Solid black line represents the linear regression of 
each plot. N = 14,313. 
(D-F) Proportion uncapped fold change (log2[proportion uncappedSalt/proportion uncappedControl]) for transcripts that lose 
(light blue; log2[avg. structure scoreSalt/avg. structure scoreControl] < 0) or gain (light red; log2[avg. structure scoreSalt/avg. 
structure scoreControl] > 0) RNA secondary structure in the 5’ UTR (D), CDS (E), or 3’ UTR (F). * denotes p-value < 0.05; ** 





(G-I) Protein abundance fold change (log2[salt/control]) for transcripts that lose (light blue; log2[avg. structure scoreSalt/avg. 
structure scoreControl] < 0) or gain (light red; log2[avg. structure scoreSalt/avg. structure scoreControl] > 0) RNA secondary 
structure in the 5’ UTR (G), CDS (H), or 3’ UTR (I). NS denotes p-value > 0.05, Wilcoxon t-test. 
 
 
Direct comparison of average structure score and mRNA abundance in control- or salt 
treated tissue found similar trends (Figures 2.12A-F). Of note, while average structure score in 
the CDS was anti-correlated in control-treated tissue, with lower abundant genes being more 
structured (Figure 2.12B; R = -0.06; p-value = 9.0 x 10-13; Pearson correlation), the opposite was 
observed in salt-treated tissue with lower abundant genes being less structured (Figure 2.12E; R 
= 0.049; p-value = 3.9 x 10-9; Pearson correlation). Overall, this suggests that changes in mRNA 
secondary structure alone are insufficient to affect transcript abundance during long-term salt 








Figure 2.12: Correlations between RNA secondary structure and mRNA abundance in 
control- and salt-treated tissue 
(A-C) Relationship between average RNA secondary structure in the 5’ UTR (A), CDS (B), and 3’ UTR (C) and mRNA 
abundance in control-treated tissue. Pearson correlation 
(D-F) Relationship between average RNA secondary structure in the 5’ UTR (D), CDS (E), and 3’ UTR (F) and mRNA 
abundance in salt-treated tissue. Pearson correlation.  
 
 
Since mRNA secondary structure also contributes to regulation of mRNA stability and 
translation (Goodarzi et al., 2012; Beaudoin et al., 2018; Sun et al., 2019), we next asked if 
changes in mRNA secondary structure in the 5’ UTR, CDS, or 3’ UTR affected these two 
processes. To examine mRNA stability, we used our previously published global mapping of 
uncapped and cleaved transcripts (GMUCT) data from control- and salt-treated tissue (Anderson 
et al., 2018) to calculate the proportion uncapped metric, which is the log2 ratio of RPM from 





(log2[RPMGMUCT/RPMmRNA-seq]) (Vandivier et al., 2015; Anderson et al., 2018; Willmann et al., 
2014). This metric was previously shown to be a good measure of mRNA stability, with higher 
proportion uncapped values indicating transcript instability and vice versa (Vandivier et al., 2015; 
Anderson et al., 2018). We then calculated the fold change in proportion uncapped between salt- 
and control-treated tissue (log2[proportion uncappedSalt/proportion uncappedControl]), where a fold 
change greater than 0 indicates that a transcript is destabilized in salt-treated tissue and vice 
versa. To determine if changes in mRNA secondary structure regulated mRNA stability, we 
compared proportion uncapped fold change for transcripts that lost (FC < 0; light blue) or gained 
(FC > 0; light red) mRNA secondary structure in the 5’ UTR, CDS, or 3’ UTR during salt stress 
(Figures 2.11D-F). While changes in RNA secondary structure in the 3’ UTR during salt stress 
did not significantly change (p-value > 0.05; Wilcoxon t-test) mRNA stability (Figure 2.11F), 
transcripts that had greater structure in salt conditions in the 5’ UTR and CDS were significantly 
(5’ UTR: p-value < 0.05; CDS: p-value < 0.001; Wilcoxon t-test) destabilized during salt stress. 
Thus, the role of mRNA secondary structure in regulation of mRNA stability may be dependent on 
the region of the transcript that alters in structure. 
 Lastly, to determine if mRNA structure contributes to protein abundance, we performed 
mass spectrometry on protein lysates isolated from control- and salt-treated tissue. We then 
calculated protein abundance fold change as the ratio of average iBAQ intensities in salt-treated 
tissue compared to those in control-treated tissue (log2[salt/control]). Similar to the results 
observed for mRNA abundance and stability, there were no effects of changes in 5’ UTR, CDS, or 
3’ UTR mRNA secondary structure on protein production (Figures 2.11G-I). It is of note that due 
to the lower sensitivity of mass spectrometry compared to RNA-seq technologies, we are 
restricted in the number of proteins identified, thus the N of our proteomics data is substantially 
lower than that of mRNA-seq and GMUCT. Overall, in our system, mRNA structure by itself does 
not substantially regulate mRNA abundance, stability, or protein levels. Given the low correlation 





structure calculated by Tack and colleagues (Figure 2.7), it is possible that the differences in 
secondary structure that occur after export from the nucleus are primarily the cause of the 
relationship between RNA secondary structure and mRNA abundance they observed. 
Additionally, prior studies found that the association between lower structure and increased 
translation is a result of unzipping of RNA secondary structure by the ribosome, rather than the 
lower structure promoting increased translation (Beaudoin et al., 2018). Thus, it is possible that 
the changes in RNA secondary structure is linked to another process/signal and this 
process/signal affects mRNA fate. 
2.2.6 m6A deposition and stabilization is concurrent with changes in mRNA secondary 
structure and increases in protein abundance for transcripts encoding stress related 
proteins 
 We previously found that, upon salt stress, m6A was specifically deposited on transcripts 
encoding proteins involved in osmotic and salt stress response and these transcripts were 
significantly more stable in salt-treated tissue than those that lacked m6A (Figure B.9D) 
(Anderson et al., 2018). While this is generally the case, there is still a subset of transcripts that 
are destabilized, even with the addition of m6A, thus we speculated that the large changes in 
RNA secondary structure might help determine whether a transcript that gains m6A is stabilized 
or destabilized during salt stress. To test this, we first extracted transcripts that gained m6A 
specifically during salt stress and were either destabilized (N = 436) or stabilized (N = 1,981) 
(Anderson et al., 2018) during salt stress and examined secondary structure scores in the 100 nt 
+/- the start and stop codon. While transcripts that gained m6A and were stabilized during salt 
stress maintained the salt-dependent structural rearrangements observed previously in the 50 nt 
upstream of the start codon and in 3’ UTR (Figure 2.8A), those that gained m6A but were 
destabilized did not maintain these structural rearrangements (Figures 2.13A-B). Importantly, the 
location of salt-specific m6A sites is similar for transcripts that were stabilized or destabilized 





results suggest that the combination of m6A deposition and the corresponding loss in secondary 
structure in response to long-term salt stress plays a role in transcript stabilization through an 
unknown direct or indirect mechanism.  
 
Figure 2.13: Transcripts that gain m6A and are stabilized upon systemic salt stress 
response lose RNA secondary structure at the start codon and 3’ UTR and produce more 
protein 
(A-B) Average structure score in control-treated (blue line) and salt-treated (red line) tissue in the +/- 100 nt of the 
annotated start and stop codon of nuclear protein-coding transcripts that gain m6A and are stabilized (A) or destabilized 
(B) during long-term salt stress response. Shading around the line indicates the SEM across all plotted transcripts. P-
values were calculated using a Wilcoxon t-test and are denoted over the specific regions. mRNA diagrams above plots 
are not to scale. 
(C) Protein abundance fold change (log2[salt/control]) for transcripts that contain salt-specific m6A peaks (darker colors) or 
lack salt-specific m6A peaks (lighter colors) and are stabilized (orange) or destabilized (green) during salt stress response. 
NS and * denote p-value > 0.05 or < 0.05, respectively, Wilcoxon t-test.  
 
 
Though lower RNA structure tends to be correlated with increased degradation by 
exonucleases (Beaudoin et al., 2018), and we previously saw no relationship between changes in 
3’ UTR structure and mRNA stability (Figure 2.11F), transcripts that gain m6A and are stabilized 
have lower structure in their 3’ UTR. Thus, it is possible that the combination of m6A deposition 
and a decrease in secondary structure could permit certain RBPs to bind, resulting in the 





specific, salt-specific, or shared PPSs for transcripts that gain m6A and are stabilized or 
destabilized (Figures 2.14B-C), the identity of the proteins binding likely changes. Additionally, 
the identity of the RBPs bound to stabilized or destabilized transcripts may also contribute the 
structural changes observed. Thus, the loss of structure for transcripts that demonstrate m6A-
associated stabilization may allow for salt-specific proteins to bind and contribute to the increased 
mRNA stability of these transcripts in a salt-dependent manner. Future studies will be focused on 
identifying RBP motifs in the regions that are more single-stranded in the 3’ UTR upon salt stress 
and contain salt-dependent m6A. These motifs can then be used to identify RBPs that bind to that 
specific sequence in a salt-dependent manner, as this methodology has been successfully used 
to identify novel nuclear RBPs and regulators of root hair cell fate previously (Gosai et al., 2015; 






Figure 2.14: Transcripts encoding proteins involved in osmotic stress response gain m6A and are stabilized 
during systemic salt stress response 
(A) Classification for salt-specific m6A peaks within protein-coding mRNAs that are destabilized or stabilized during 
systemic salt stress response. 
(B-C) RBP binding in the +/- 100 nt of the annotated start and stop codon in nuclear protein- coding mRNAs that gain m6A 
and are stabilized (C) or destabilized (D) during salt stress response. PPSs were divided into those that were expressed 
exclusively in control-treated tissue (blue line), salt-treated tissue (red line) or common to both treatments (yellow line). 
mRNA diagrams above plots are not to scale. 
(D) Gene ontology (GO) analysis using DAVID (Huang et al., 2009) for transcripts that gain m6A and are destabilized or 
stabilized during salt stress response. Color within each cell represents the calculated -log10(p-value), while the values 
denoted within each cell is the fold enrichment provided by the DAVID analysis package. 
 
 
As noted above, we previously observed that transcripts that gain m6A upon salt stress 
were transcripts involved in stress response, most notably response to salt and osmotic stress, 





acid, and oxidative stress (Figure B.9B) (Anderson et al., 2018). To determine what transcripts 
gained m6A and were stabilized or destabilized during salt stress, we performed a gene ontology 
(GO) analysis using DAVID (Huang et al., 2009) on these subsets of transcripts. Transcripts that 
were stabilized by m6A during salt stress were enriched for genes involved in osmotic stress 
response while those that were destabilized were enriched for genes involved in other abiotic 
stresses, such as cold and abscisic acid (Figure 2.14D). Since the plants were exposed to a 
long-term salt stress experiment, at the time of tissue collection, the plants were mostly affected 
by the lack of available water due to the high concentrations of NaCl, thus the m6A deposition and 
stabilization of transcripts encoding osmotic response proteins fits with the model of salt and 
osmotic adaptation as expected. We posit a model in which m6A is initially deposited on 
transcripts involved in several different abiotic stresses as an initial response to the stress. 
However, over time the plant better recognizes the specific stress as salt/osmotic stress, and thus 
degrades those transcripts involved in other abiotic stresses, as they are not needed for that 
specific stress response, resulting in the destabilization of transcripts involved in cold and 
abscisic acid stress during salt stress, despite the presence of m6A. Future studies are required 
to measure the direct role of m6A on mRNA stability during salt stress. 
We previously hypothesized that the m6A deposition and subsequent stabilization during 
salt stress functioned to allow for increased protein levels of osmotic and salt stress related 
proteins and proper salt stress response (Figure B.12B) (Anderson et al., 2018). To test this 
hypothesis, we measured total protein abundance by mass spectrometry in control- and salt-
treated tissue and calculated protein abundance fold change (log2[salt/control]) for transcripts that 
contained (darker colors) or lacked m6A (lighter color) and were stabilized (orange) or 
destabilized (green) upon salt stress. Transcripts that gained m6A and were stabilized were found 
to produce significantly (p-value < 0.05; Wilcoxon t-test) more protein than those that were 
stabilized but lacked m6A (Figure 2.13C). Moreover, transcripts that gained m6A but were 





though this difference does not reach statistical significance (p-value > 0.05; Wilcoxon t-test). 
While we hypothesize that the increase in protein abundance is due to an increase in translation 
of transcripts required for salt stress response, we cannot rule out that decreases in protein 
degradation causes the increase in protein abundance observed. Future ribosome profiling 
studies in control- and salt-treated tissue to track ribosome progress along transcripts that gain 
m6A and are stabilized during salt stress will help distinguish between these two possibilities. 
As a control, we also examined genes with or without control-specific m6A peaks that are 
stabilized or destabilized during salt stress response (Figure 2.15). Transcripts that have control-
specific m6A maintain the loss of RNA secondary structure in the 3’ UTR during salt stress 
regardless of whether they are stabilized or destabilized (Figures 2.15A-B). The presence of 
control-specific m6A also does not appear to regulate protein abundance (Figure 2.15C) and is 
still enriched in the CDS regardless of stability (Figure 2.15D), suggesting that the location of 
m6A within a transcript is essential for affecting mRNA abundance, stability, and secondary 







Figure 2.15: mRNA stability of transcripts that have control-specific m6A doesn’t affect RNA secondary structure, 
protein abundance or m6A location  
(A-B) Average structure score in control-treated (blue line) and salt-treated (red line) tissue in the +/- 100 nt of the 
annotated start and stop codon of nuclear protein-coding transcripts that have control-specific m6A and are stabilized (A) 
or destabilized (B) during long-term salt stress response. Shading around the line indicates the SEM across all plotted 
transcripts. P-values were calculated using a Wilcoxon t-test and are denoted over the specific regions. 
(C) Protein abundance fold change (log2[salt/control]) for transcripts that contain control-specific m6A peaks (darker 
colors) or lack control-specific m6A peaks (lighter colors) and are stabilized (orange) or destabilized (green) during salt 
stress response. NS denote p-value > 0.05, Wilcoxon t-test.  
(D) Classification for control-specific m6A peaks within protein-coding mRNAs that are destabilized or stabilized during 
systemic salt stress response. 
 
 
To test the model that transcripts that have m6A and are stabilized during salt stress 
indeed produce more protein, we focused on the salt stress related transcript AT2G39800 
(DELTA 1-PYRROLINE-5-CARBOXYLATE SYNTHASE; P5CS1). P5CS1 encodes an enzyme 
that catalyzes the rate-limiting step in the biosynthesis of proline (Yoshiba et al., 1995) and is 





2016; Székely et al., 2008). In fact, plants lacking P5CS1 are highly sensitive to water stress 
(Chen et al., 2018b). Our results revealed that P5CS1 contains two salt-specific m6A peaks in its 
3’ UTR (Figure 2.16A; denoted peak A and B), increases in RNA abundance, is stabilized upon 
salt stress (Figure 2.16B), and loses RNA secondary structure in the area surrounding its two 
m6A peaks (Figures 2.16C-D and Figures 2.17A-B). In western blots of protein lysates from two 
biological replicates, P5CS1 indeed increased ~5-fold in protein abundance in salt-treated tissue 
compared to control (Figure 2.16E), further supporting the hypothesized model that that 
deposition of m6A, and the associated mRNA stabilization and loss of RNA secondary structure in 






Figure 2.16: m6A modified, salt stress related gene P5CS1 loses structure, is stabilized and 
its protein abundance increases during salt stress 
(A) Representative image of the location of two salt-specific m6A sites (denoted in the salt m6A peaks track) found in 
AT2G39800 (P5CS1) and read coverage from m6A-seq in control-treated (blue) and salt-treated (red) tissue. 
(B) Normalized RNA abundance calculated by DESeq2 and proportion uncapped in control- and salt-treated tissue for 
AT2G39800. 
(C) RNAfold model for m6A peak A in AT2G39800 in control- (left) and salt-treated (right) tissue constrained with PIP-seq 
determined structure scores. Color of each nucleotide indicates structure score, with darker colors indicating higher 
structure score. 
(D) RNA structure score scores from PIP-seq for peak A within AT2G39800 and equal sized regions flanking to the 5’ and 
3’ end. 







Figure 2.17: RNA secondary structure surrounding m6A peak B in AT2G39800 
(A) RNAfold model for m6A peak B in AT2G39800 in control- (left) and salt-treated (right) tissue constrained with PIP-seq 
determined structure scores. Color of each nucleotide indicates structure score, with darker colors indicating higher 
structure score. 




In conclusion, using PIP-seq, we identified RBP-RNA interactions transcriptome-wide and 
globally profiled nuclear RNA secondary structure during systemic salt stress in Arabidopsis 
(Figure 2.4). While the patterns of RBP-RNA interactions are generally unchanged during 
systemic salt stress, whether there is binding of control- or salt-specific RBPs during stress 
response remains an avenue for future research. Furthermore, these analyses reveal that RNA 
secondary structure significantly changes during systemic salt stress, in agreement with prior 





observed salt-dependent changes in secondary structure are due to salt-dependent m6A 
deposition that helps alleviate RNA secondary structure (Figures 2.9). Moreover, during our 
systemic salt stress treatment, changes in RNA secondary structure alone are generally 
insufficient to regulate mRNA fate as measured by mRNA abundance, stability, and protein 
output, though this is in part reliant on the genic region examined (Figure 2.11). While this is the 
case, it appears that the combination of salt-specific deposition of m6A on transcripts encoding 
proteins involved in osmotic stress response and associated decreases in RNA secondary 
structure results in increases in transcript stability and protein abundance. In total, our findings 
suggest a model wherein m6A is deposited on and stabilizes transcripts encoding proteins 
involved in osmotic stress response, and these transcripts experience an associated decrease in 
RNA secondary structure and ultimately an increase in protein abundance (Figure 2.18). This 
increase in protein abundance may be due to an increase in translation or a decrease in protein 
degradation. Given the increase in stability for these transcripts, we favor the hypothesis that m6A 
deposition and stabilization leads to increased translation of proteins required for response to salt 
stress. Overall, our findings uncover evidence of an epitranscriptome, secondary structure-
mediated post-transcriptional regulatory mechanism involved in plant long-term salt stress 
response and adaptation. 
 
Figure 2.18: Hypothesized model of the role of m6A and mRNA secondary structure in 
transcript stabilization and translation during salt stress response  
m6A is specifically deposited on transcripts encoding proteins involved in osmotic stress response in salt-treated tissue 
where it relieves RNA secondary structure in the 3’ UTR and protects from degradation. This allows for translation of 






2.4 MATERIALS AND METHODS 
2.4.1 Plant materials 
All plants were grown in controlled chambers with a cycle of 16 hours light and 8 hours of 
dark at 22°C. All experiments were performed using UBQ10:NTF/ACT2p:BirA Columbia-0 
ecotype of Arabidopsis thaliana (Deal and Henikoff, 2010). Salt-stress experiments for PIP-seq, 
mRNA-seq, GMUCT, m6A-seq, and mass spectrometry were carried out as previously described 
(Anderson et al., 2018). Salt concentrations were optimized based on the decrease in fresh weigh 
determined previously (Monihan et al., 2019, 2020).  
2.4.2 Crosslinking and INTACT 
Before nuclei purification, control- and salt-treated rosette leaves of 
UBQ10:NTF/ACT2p:BirA Columbia-0 ecotype were crosslinked in a 1% (vol/vol) formaldehyde 
solution in 1X PBS under vacuum for 10 minutes followed by a 5-minute quench in 125 mM 
glycine under vacuum. Crosslinked tissue was then frozen in liquid nitrogen until INTACT 
purification, as previously described (Deal and Henikoff, 2010; Gosai et al., 2015). 
 Briefly, 3 grams of rosette leaves from control- and salt-treated conditions were 
pulverized in liquid nitrogen then resuspended in 30 mL ice-cold nuclei purification buffer (NPB; 
20 mM MOPS (pH = 7), 40 mM NaCl, 90 mM KCl, 2 mM EDTA, 0.5 mM EGTA, 0.5mM 
spermidine, 0.2 mM spermine) with RNase and protease inhibitors (0.5 µL/mL RNase OUT; 
Invitrogen; Carlsbad, CA, USA;, cOmplete protease inhibitor; Roche, Basel, Switzerland). The 
solution was then passed over a 70 µM Nylon mesh filter and incubated on ice for at least 10 
minutes. Samples were then centrifuged at 1,200 rcf for 10 minutes at 4°C and pelleted nuclei 
were gently resuspended in 3 mL (1 mL per gram of tissue) NPB plus inhibitors and separated 
into 3-1.7 mL tubes containing 1 mL each. Following resuspension, 25 µL streptavidin coated M-
280 Dynabeads (Invitrogen; Carlsbad, CA, USA) per gram of tissue were washed twice with NPB 





at least 30 minutes at 4°C with end-over-end rotation, after which they were transferred to 15 mL 
conical tubes containing 12 mL NPB supplemented with 0.1% (vol/vol) Tween-20 (NPBt). 
Samples were washed four times for 2 minutes each at 4°C with end-over-end rotation. After the 
last wash, the beads were resuspended in 1 mL NPBt and transferred to 1.7 mL tubes and 
washed two additional times with 1 mL NPBt for 2 minutes at 4°C. 1/10th of the final sample was 
removed, stained with DAPI, and visualized by fluorescence microscopy to ensure purity of 
nuclear samples and count the number of nuclei extracted. The final samples were resuspended 
in 20 µL NPB and samples from the same tissue were recombined before being frozen in liquid 
nitrogen and stored at -80°C until processing. 
2.4.3 Western Blotting 
 To validate nuclear purity, western blots from control- and salt-treated INTACT purified 
nuclei or whole leaf lysate was performed using anti-PEPC (1:1000; AS09 458; Agrisera; Vännäs, 
Sweden), anti-CNX1/2 (1:500; AS12 2365; Agrisera; Vännäs, Sweden) and anti-H3 (1:1000; 
ab1791; Abcam; Cambridge, MA, USA) antibodies. Briefly, nuclear lysates were separated on a 
4-12% SDS NuPAGE gel (Invitrogen; Carlsbad, CA, USA) in 1X MES for 90 minutes at 100V. 
Samples were then transferred to PVDF at 200 mA for 2 hours at 4°C. The membrane was then 
blocked in 5% milk in TBS with 0.1% (vol/vol) Tween-20 (TBST) at room temperature for 2 hours, 
before blotted with the primary antibodies in 5% milk in TBST overnight at 4°C. Excess primary 
antibody was washed by three 10-minute washes in TBST. The secondary antibody (goat anti-
rabbit IgG H&L; PhytoAB; San Jose, CA, USA) was diluted 1:5,000 (CNX1/2) or 1:10,000 (PEPC, 
H3) in TBST and blotted for 1 hour at room temperature. Excess antibody was washed by three 
10-minute washes with TBST. The membrane was then removed from liquid and ECL Prime 
Western Blotting Detection Reagent (GE Healthcare; Little Chalfont, UK) was applied to the 





 To examine abundance of P5CS1, a western blot of control- and salt-treated rosette 
leaves was performed using anti-P5CS1 (1:1000; PhytoAB; San Jose, CA, USA) and anti-ACTIN 
(1:1000; PhytoAB; San Jose, CA, USA). ~2 grams of rosettes from control- and salt-treated tissue 
were crushed in liquid nitrogen before being added to 5 mL RIP buffer (150 mM NaCl, 20 mM 
Tris-HCl (pH = 8), 1mM EDTA, 5mM MgCl2, 0.5% NP-40 with cOmplete protease inhibitor; 
Roche, Basel, Switzerland) in a 50 mL conical tube, mixed well and incubated on ice for at least 
30 minutes. Tissue was further broken up using an Omni Tissue Homogenizer (Omni 
International Inc.; TH115; Kennesaw, GA, USA) twice for 30 seconds each on medium speed 
using Omni Soft Tissue probes (Omni International Inc., 30750; Kennesaw, GA, USA). Samples 
were then centrifuged for 15 minutes at 8,000 rcf at 4°C. The supernatant was transferred to a 
new 15 mL conical and centrifuged for 15 minutes at 8,000 rcf at 4°C. Supernatant was 
transferred again and the concentration of protein quantified by Bradford assay. A western blot 
with 20 µg of protein from two biological replicates of control- and salt-treated samples was then 
conducted as mentioned above. Secondary antibody (goat anti-rabbit IgG H&L; PhytoAB; San 
Jose, CA, USA) diluted 1:10,000 in TBST. Quantification of bands was done as previously 
described (Davarinejad). 
2.4.4 PIP-seq library preparation 
 PIP-seq libraries were constructed as previously described (Foley and Gregory, 2016; 
Kramer and Gregory, 2019). To summarize briefly, INTACT purified nuclei from 3 grams of tissue 
per replicate were lysed and separated into footprinting and structure-only samples. The 
footprinting samples were then treated with either dsRNase (RNaseV1; purified, tested, and 
validated in the Gregory lab with Protein Labs (San Diego, CA, USA) ds-P) or ssRNase 
(RNaseONE; Promega; Madison, WI, USA; ss-P) before protein digestion by proteinase K and 
reversal of crosslinks. In the structure-only samples, proteins were first digested with proteinase K 
before treatment with either dsRNase (P-ds) or ssRNase (P-ss). Each sample resulted in 4 





were sequenced on an Illumina HiSeq2000 using the standard protocol for 50 base pair single 
read sequencing. 
2.4.5 Read processing, and alignment 
Read processing and alignment was done as previously described (Silverman et al., 
2014; Gosai et al., 2015; Foley et al., 2017; Shan et al., 2019). To accurately identify PPSs 
without sequencing depth biases between the structure-only control samples and the footprinting 
samples, the fastq files from the Illumina sequencing for each replicate of footprinting and 
structure-only libraries from the same condition (control or salt) and RNase treatment (dsRNase 
or ssRNA) were paired (i.e. control rep1 dsRNase in the presence of protein (P-ds) or absence of 
protein (ds-P)) and the larger of the libraries was then randomly reduced to contain the same 
amount of reads as the smaller library. After sequencing, all PIP-seq libraries were trimmed to 
remove 3’ sequencing adapters using cutadapt (version 1.9.1 with parameters -e 0.06 -O 6 -
m14). The resulting trimmed and untrimmed reads were collapsed to unique reads and first 
mapped to rRNA, tRNA and repetitive regions of the Arabidopsis thaliana TAIR10 genome using 
TopHat (version 2.0.10 with parameters --library-type fr-secondstrand --read-mismatches 2 --
read-edit-dist 2 --max-multihits 10 --b2-very-sensitive --transcriptome-max-hits 10 --no-coverage-
search --no-novel-juncs). The remaining reads are then mapped to the TAIR10 genome. PCR 
duplicates were collapsed to single reads for all subsequent analyses. 
2.4.6 PIP-seq library reproducibility 
 Read coverage for all PIP-seq libraries was calculated in 1000 nt bins with a 100 nt 
sliding window (i.e. 0-1000, 100-1100…) using coverageBed with -s to define strandedness. The 
number of reads in each bin were than normalized by the total number of reads in each library per 
million and replicates were plotted against each other. Pearson’s correlation was performed to 





Additionally, read coverage for all PIP-seq libraries was calculated in 1000 nt tiled bins 
(0-1000, 1000-2000…) using coverageBed with -s to define strandedness. DESeq2 (Love et al., 
2014) was then used to cluster libraries together by coverage in 1000 nt tiled bins across the 
genome. 
2.4.7 Identification of PPSs 
PPSs were identified using a modified version of the CSAR software package, as 
previously described (Silverman et al., 2014; Gosai et al., 2015; Foley et al., 2017; Shan et al., 
2019). Briefly, read coverage was calculated at each nucleotide in the genome and a Poisson test 
was used to determine an enrichment score for footprint compared to structure-only samples. 
PPSs were then called with a false discovery rate of 5% as previously described (Silverman et al., 
2014; Gosai et al., 2015; Foley et al., 2017; Shan et al., 2019). PPSs within each biological 
replicate that overlapped by at least 1 nucleotide were merged to generate a single PPS. High-
confidence PPSs were identified by intersectBed, with PPSs sharing at least 1 nucleotide in both 
biological replicates counted as high-confidence. Control-specific and salt-specific high-
confidence PPSs were identified as PPSs that are found in both replicates of either control- or 
salt-treated tissue and absent from both biological replicates of salt- or control-treated tissue, 
respectively. 
2.4.8 Functional analysis of PPSs 
Annotation of PPS location in mRNAs was done ‘greedily’ using the TAIR10 genome 
annotations, such that all functional annotations that overlapped with a given PPS were counted 
equally. Annotation of PPS location in ncRNAs was done similarly but with the Araport11 ncRNA 
annotation. Conservation was scored using PhastCons scored from six flowering plants 
generated previously (Li et al., 2012b) and average PhastCons scores across a PPS was 





calculated by comparing the average number of nucleotides in each PPS to the number of 
nucleotides in each genic region across the Arabidopsis transcriptome. 
2.4.9 RBP density profiles  
2.4.9.1 mRNAs 
RBP density was calculated by assigning a value of 1 or 0 at each nucleotide with a value 
of 1 indicating a PPS is found at that nucleotide and a 0 indicating no PPS is found. Only mRNAs 
with a minimum of 50 reads in all libraries across the entire transcript in both conditions, a ≥ 45 nt 
5’ UTR, and ≥ 140 nt 3’ UTR were considered. RBP density was calculated for (1) all PPSs 
identified in each replicate separately (Figures 2.3C-D), (2) high-confidence PPSs identified in 
both biological replicates (Figures 2.4D-G and Figures 2.10E-F), and (3) high-confidence 
control-specific, salt-specific, and shared PPSs (Figures 2.8B and 2.8D and Figures 2.14B-C). 
To generate profiles, introns were removed and the RBP density at each nucleotide was 
averaged for all transcripts that passed the above criteria and was plotted such that the highest 
bound region was normalized to a density of 1.0 in each window examined (i.e. the 100 nt 
window around the start codon are normalized together). Shading around the line represents the 
SEM at each nucleotide. 
2.4.9.2 lncRNAs 
The Araport11 annotation of “lncRNAs”, “antisense lncRNAs”, “antisense RNA”, and 
“ncRNA” were merged together for all lncRNA analyses. Only lncRNAs with a minimum coverage 
of 5 reads across the entire transcript in both conditions were considered. To generate profiles, 
introns were spliced out and each lncRNA was divided into 100 equal sized bins. RBP density 
was plotted such that the highest bound region within the binned lncRNA was normalized to a 





2.4.9.3 m6A peaks 
RBP binding for each m6A peak as well as equal sized regions flanking were extracted 
before being divided into equal sized bins. Average RBP binding was plotted for each bin with 
shading around the line representing the SEM at each nucleotide and normalized such that the 
highest bound regions across the flanks and m6A peaks were normalized to a score of 1.0. 
2.4.10 m6A density profile analysis 
m6A peaks were converted to a score at each nucleotide, with 1 indicating a m6A peak is 
found at that nucleotide and a 0 indicating no m6A peak found. The average m6A density was 
then averaged for all genes that passed the above expression criteria. m6A density was plotted 
such that the highest bound region was normalized to a density of 1.0 in each window examined 
(i.e. the 100 nt window around the start codon are normalized together). Shading around the line 
represents the SEM at each nucleotide. 
2.4.11 Calculating structure score – normalizing by total structure 
Structure score was calculated using the structure-only samples as previously described 
(Silverman et al., 2014; Gosai et al., 2015; Foley et al., 2017; Shan et al., 2019). Briefly, for every 
base in our set of detectable transcripts, we calculated the ratio of the amount of coverage in the 
dsRNA-seq and ssRNA-seq libraries. For every value of dsRNA-seq (nds) and ssRNA-seq (nss) of 
a given base I, the structure score is calculated as follows:  
 
 ,  
Where Si is the structure score, dsi and ssi are the normalized read coverages and Lds and Lss are 
the total covered length by mapped dsRNA-seq and ssRNA-seq libraries, respectively. We then 





calculated for each replicate individually as well as each sample with the replicates merged 
together. 
 Average structure score was calculated by averaging all standardized scores within the 5’ 
UTR, CDS, 3’ UTR, or the whole spliced transcripts in control- and salt-treated tissue. Fold 
change was calculated by subtracting the log-transformed standardized structure scores 
(described above) in control from salt. Transcripts with a fold-change > 0 were termed ‘greater 
structure in salt’, and transcripts with fold-change < 0 were termed ‘lower structure in salt.’ 
2.4.12 Structure score profiles  
2.4.12.1 mRNAs 
The structure score for every nucleotide of detected mRNAs was calculated using all 
mapped and spliced reads. We only considered mRNAs with a minimum of 50 reads in all 
libraries across the entire transcript in both conditions, a ≥ 45 nt 5’ UTR, and ≥ 140 nt 3’ UTR. To 
generate profiles, introns were spliced out and each nucleotide in the spliced transcript was 
normalized by the average structure score across the entire spliced transcript. At the start and 
stop codons, the average structure score at each nucleotide was plotted with shading around the 
line representing the SEM at each nucleotide. 
For plotting secondary structure across the entire transcript, the 5’ UTR, CDS, and 3’ 
UTR were each divided into 100 equally sized bins. We then plotted the Z-score of the structure 
score for each nucleotide with respect to the graphed bin as previously described (Berkowitz et 
al., 2016), with shading around the line representing the SEM at each nucleotide. The Z-score of 
the structure score for each replicate separately was calculated for each nucleotide with respect 






The Araport11 annotation of “lncRNAs”, “antisense lncRNAs”, “antisense RNA”, and 
“ncRNA” were merged together for all lncRNA analyses. Only lncRNAs with a minimum coverage 
of 5 reads across the entire transcript in both conditions were considered. The structure score for 
every nucleotide of detected lncRNAs was calculated using all mapped and spliced reads. To 
generate profiles, each nucleotide in the spliced transcript was normalized by the average 
structure score across the entire unspliced transcript and introns were spliced out. Each lncRNA 
was divided into 100 equal sized bins and the Z-score of the structure score for each nucleotide 
with respect to the graphed bin as previously described (Berkowitz et al., 2016), with shading 
around the line representing the SEM at each nucleotide. 
2.4.12.3 m6A peaks 
Structure scores for each m6A peak as well as equal sized regions flanking were 
extracted before being divided into equal sized bins. Average structure score was plotted for each 
bin with shading around the line representing the SEM at each nucleotide. We generated shuffled 
m6A sites by using the bedtools function shuffleBed. Parameter -i was used to shuffle m6A peaks 
into random sites, parameter -incl was used to constrain shuffling to regions within annotated 
genes, -chrom to keep shuffled peaks on the same chromosome as the m6A peak, and -
noOverlapping does not allow shuffled peaks to overlap at all. 
2.4.13 Comparison to Tack et al. 
 Reactivity scores were downloaded from Tack et al. for control- and salt-treated tissue. 
Only transcripts with reactivities in both control and salt in Tack et al. and both control- and salt-
treated tissue from PIP-seq were used for comparison. Pearson correlation was calculated to 
examine correlation and significance. Plots were made using geom_hex in the ggplot2 package 






2.4.14 AT2G39800 (P5CS1) structure 
Structure score for the m6A peaks identified in the 3’ UTR of AT2G39800 were extracted 
along with equal sized regions flanking. RNAfold (http://rna.tbi.univie.ac.at/cgi-
bin/RNAWebSuite/RNAfold.cgi) was used for constrained RNA folding using PIP-seq structure 
score data. Nucleotides with structure scores greater than 2.0 were constrained to be double-
stranded and nucleotides with structure score < -0.5 were constrained to be single-stranded. All 
other nucleotides had no constraint enforced. The resulting dot-bracket notation was transferred 
to the forna RNA secondary structure visualization tool (http://rna.tbi.univie.ac.at/forna/) and 
secondary structure model was generated without ‘circularize exterior loop’ enforced and the 
colors set to represent the structure scores for each nucleotide, with darker colors indicating 
higher structure score, thus higher probability of being double-stranded. Structure score plots 
were generated by plotting the structure score for each nucleotide as well as the equal sized 
flanking regions. 
2.4.15 Differential abundance analysis  
Gene counts for each transcript were called using HTseq-count on aligned mRNA-seq 
reads using the parameters–format = bam–stranded = reverse–mode = intersection-strict. 
Differentially abundant transcripts were called using the R package DESeq2 and the fold change 
and normalized read counts provided by this package were used for subsequent analyses, as 
previously described (Anderson et al., 2018).  
2.4.16 mRNA stability 
 Proportion uncapped was calculated as described previously (Anderson et al., 2018). 
Transcripts that had a higher proportion uncapped in salt compared to control were termed 
‘destabilized in salt’ while transcripts with lower proportion uncapped were termed ‘stabilized in 
salt’. 





 Three biological replicates of control- and salt-treated rosette leaves were crushed in 
liquid nitrogen and transferred to 2 mL of 8 M urea and 100 mM ammonium bicarbonate with 
cOmplete protease inhibitor (Roche; Basel, Switzerland) for further grinding. Lysate was then 
transferred to six 1.7 mL tubes with 300 µL each and sonicated for 30 minutes at 4°C 30 seconds 
on/2 minutes off. Samples were then spun at > 20,000 rcf for 5 minutes at 4°C. The supernatant 
was transferred to a new tube and flash frozen in liquid nitrogen until used for mass spectrometry 
analysis. 
2.4.18 Mass spectrometry 
Samples were reduced by incubating 100 µL aliquots of 3 µg/µL protein in 10 mM 
dithiothreitol at 56°C for 30 minutes. Samples were cooled to room temperature and alkylated by 
adding 11 µL of 0.5 M iodoacetamide and incubating at room temperature in the dark for 40 
minutes. The solutions were diluted to 500 µL in 50 mM Tris-HCl (pH 8.3) and treated with 6 µL of 
1 µg/µL trypsin. Tubes were placed on a rotator at 37°C and incubated overnight to digest 
proteins. To prepare peptides for mass spectrometry analysis, Stop and Go Extraction tip 
(Stagetip) were used on 10 µg aliquots as previously described (Rappsilber et al., 2003). In brief, 
samples were loaded onto C18 resin in 0.1% trifluoroacetic acid (TFA), washed with 0.1% TFA, 
and eluted in 0.1% TFA in 60% acetonitrile (ACN). Samples were dried in a Savant SpeedVac 
and resuspended in 0.1% formic acid (FA) at 1 µg/µL. 
 A Thermo Easy NanoLC 1000 was used to inject 1 µg of sample onto a column (75 µm x 
15 cm) packed in-house with C18 resin (Dr. Maisch, GMBH, Brückle, Germany). Samples were 
loaded in buffer A (0.1% FA) and separated using a gradient of 2% buffer B (0.1% FA in ACN) to 
30% buffer B over 90 minutes. Data dependent acquisition was performed on a Thermo Orbitrap 
Fusion mass spectrometer and data were processed in MaxQuant. iBAQ values were normalized 
to each run and only proteins with peptides identified in at least 2 biological replicates in control- 





2.4.19 GO Enrichment 
GO enrichment analyses of transcripts that contain salt-specific m6A and were either 
stabilized or destabilized during salt stress were performed using the DAVID online tool (Huang et 
al., 2009). All detectable transcripts with greater than 1 RPM in control- and salt-treated tissue 
were used as a background. 
2.5 DATA AND SOFTWARE AVAILABILITY 
2.5.1 Accession numbers 
The raw and processed data for m6A-seq, RNA-seq, and GMUCT from our analyses of control- 
and salt-treated Arabidopsis tissue were previously deposited into the NCBI Gene Expression 
Omnibus (GEO) database under the accession number GSE108852. The raw and processed 
data for PIP-seq from our control- and salt-stressed tissue produced for this study have been 
deposited into the NCBI GEO database under accession number GSE147812. 
2.5.2 Genome browser availability 















CHAPTER 3: COBRA1, A CONSERVED LONG INTERGENIC NON-CODING 
RNA WITH SNORNA ENDS AFFECTS ARABIDOPSIS GERMINATION AND 
DEVELOPMENT  
3.1 INTRODUCTION  
Long non-coding RNAs (lncRNAs) are transcripts defined as greater than 200 nucleotide 
(nt) long that lack or have an open reading frame of 100 amino acids or fewer (Liu et al., 2012). In 
recent years, lncRNAs have been gaining attention for their multitude of biological functions and 
demonstrated importance in the regulation of gene expression, splicing and translation (Quinn 
and Chang, 2016). They are expressed in a cell-type-, developmental- and stress-specific 
manner and are characterized by their wide-ranging types and origins (Quinn and Chang, 2016).  
LncRNAs are transcribed throughout the genome and are further broken down into 
subgroups based on the location in the genome from which they are transcribed. This includes 
lncRNAs transcribed from intergenic regions (long intergenic non-coding RNA; lincRNA), introns 
of protein-coding genes (intronic non-coding RNA; incRNA) and in the antisense orientation to 
protein-coding genes (natural antisense transcripts; NATs) (Mattick and Rinn, 2015). The function 
of lncRNAs is highly dependent on their subcellular location. Nuclear lncRNAs often serve key 
roles in regulating gene expression, either in cis (neighboring genes) or in trans (distant genes). 
LncRNAs can also bind and sequester proteins, such as proteins involved in chromatin stability 
and splicing factors, from their target chromosomal regions, thereby affecting gene expression 
(Lee et al., 2016; Yin et al., 2012). 
LncRNAs are implicated in numerous biological contexts with demonstrated functions in 
many human diseases and development as well as in flowering timing, organogenesis, 
photomorphogenesis, reproduction and abiotic and biotic stress response in plants (reviewed in 





identification of several lincRNAs with characterized functions in regulation of auxin signaling 
outputs (Ariel et al., 2014), response to drought/salt stress and resistance to pathogens (Seo et 
al., 2017; Qin et al., 2017) and response to phosphate starvation (Franco-Zorrilla et al., 2007).  
While most Pol II transcribed lincRNAs are 5’ capped and 3’ polyadenylated, recently a 
previously uncharacterized group of lncRNAs that lacks one or both of these features has been 
described (reviewed in Xing and Chen, 2018). Instead, these lincRNAs have snoRNA sequences 
at their 5’ and 3’ end and were thus termed sno-lncRNAs. snoRNAs are 70 – 200 nt highly 
structured, nuclear-localized, protein-bound ncRNAs that are usually concentrated in the Cajal 
bodies or nucleolus (Reichow et al., 2007). There are two classes of snoRNAs, box C/D and box 
H/ACA snoRNAs, which are classified by their conserved motifs (Kiss, 2001; Boisvert et al., 
2007). Both classes snoRNAs co-transcriptionally form snoRNA-ribonucleoprotein complexes 
(snoRNPs) (Kiss, 2001) and function through complementarity with rRNA sequences to guide 
rRNA modification to ultimately participate in ribosome subunit maturation. The formation of 
snoRNPs at the ends of sno-lncRNAs protects the intronic sequence from exonuclease trimming 
(Yin et al., 2012). 
sno-lncRNAs have been identified in humans, rhesus monkeys and mice and are 
generated from excised introns (Yin et al., 2012; Zhang et al., 2014b; Xing et al., 2017) but no 
sno-lncRNAs have been described in plants. One sno-lncRNA containing two box H/ACA 
snoRNAs at each end was identified in humans, termed SLERT (snoRNA-ended lncRNA 
enhances pre-ribosomal RNA transcription) (Xing et al., 2017). SLERT localizes to the nucleolus 
in a manner dependent of the two snoRNPs at its ends and functions to promote transcription of 
rRNAs (Xing et al., 2017). Thus, sno-lncRNAs represent an interesting class of lncRNAs with 
evident functions in humans. 
Due to their lack of protein-coding capacity, lincRNAs display poor sequence 





by its evolution, thus the degree of sequence conservation at a lincRNA locus between two or 
more species is a strong method to identify functionally important lincRNAs (Nelson et al., 2016, 
2017). Additionally, since lincRNAs do not encode proteins, their function is derived from its 
primary sequence, and its interactions with cellular proteins. Thus, both high sequence 
conservation and evidence of RNA-protein interactions are strong indicators that a lincRNA will 
be functional. We previously identified lincRNAs in the nuclei from 10-day-old seedlings and 
found that lincRNAs with RBP binding sites were significantly more likely to be conserved in 
Brassica rapa than those that lacked protein binding sites (Gosai et al., 2015), suggesting these 
protein-bound, conserved lincRNAs may be of functional importance in Arabidopsis. 
 Here, we identify a previously uncharacterized group of nuclear lincRNAs that are 
protein-bound and conserved in the crop species Brassica rapa that we have termed 
CONSERVED IN BRASSICA RAPA (COBRA) transcripts. We find COBRA transcripts are 
expressed in a germination- and developmental-dependent manner and, in particular, we focus 
on COBRA1 which contains two snoRNA sequences within it, indicating the first evidence of a 
sno-lncRNA in Arabidopsis. Unlike sno-lncRNAs identified in humans, COBRA1 is transcribed 
from an intergenic region, and is transcribed as a longer transcript before processing at its 3’ end 
to a final length of ~500-600 nt. We further show that COBRA1 levels affect plant germination and 
growth, as plants lacking COBRA1 germinate later and are smaller than wild type plants. We 
demonstrate that transcripts encoding cell wall-related proteins are differentially abundant in 
plants lacking COBRA1, suggesting a direct or indirect role of COBRA1 in regulating their 
abundance. Lastly, we identify COBRA1-interacting proteins, including the scaffold protein 
RACK1A, and several of its known interactors and hypothesized that COBRA1 functions with 






3.2.1 Identification of conserved, nuclear, protein-bound long intergenic non-coding RNAs 
(lincRNAs) 
We previously identified RNA binding protein (RBP)-RNA interactions (protein protected 
sites; PPSs) in the nuclei from 10-day-old seedlings on a transcriptome-wide scale (Gosai et al., 
2015). While the majority of RBP binding sites were found in protein-coding mRNAs (Gosai et al., 
2015), a small subset of sites was found in long intergenic non-coding RNAs (lincRNAs) (Liu et 
al., 2012). Of the 236 nuclear lincRNAs identified in the nuclei of 10-day-old seedlings, 38 
contained up to four RBP binding sites. These protein-bound lincRNAs were significantly more 
conserved within the related crop species Brassica rapa compared to unbound nuclear lincRNAs, 
with 37% of protein-bound lincRNAs conserved and only ~9% of unbound lincRNAs conserved 
(Figure 3.1A and Table 3.1) (Gosai et al., 2015). Since lincRNAs do not encode proteins, small 
polymorphisms within the sequence generally have little functional consequence, and thus 
lincRNAs are generally not well conserved at the sequence level (Hezroni et al., 2015; Necsulea 
et al., 2014; Ponjavic et al., 2007). Thus, the combination of conservation in Brassica rapa and 
nuclear protein binding suggested that these RBP-bound nuclear lincRNAs may have important 
functions in plant systems and were named CONSERVED IN BRASSICA RAPA 1-14 (COBRA1-







Figure 3.1: Identification of highly conserved, protein-bound lincRNAs in the nuclei from 
10-day-old seedlings 
(A) Flowchart diagram of identification of COBRA transcripts from protein interaction profile sequencing (PIP-seq) in the 
nuclei from 10-day-old seedlings (Gosai et al., 2015). 
(B) Abundance of all COBRA transcripts during germination. Abundance is relative to dry seed after harvest. Data was 
provided in (Narsai et al., 2017). Asterisk denotes lincRNAs with snoRNAs annotated within them. 
(C) eFP browser views of abundance of COBRA1, 3, and 5 during germination (Klepikova et al., 2016). 
(D) Abundance of COBRA1 early seedling development using primer set 2. Abundance is relative to 7-day-old seedlings. 
*** denotes p-value < 0.001, Wilcoxon t-test. 
(E) Abundance of COBRA1 using primer set 2. Abundance is relative to siliques seedlings.  
(F) Diagram of COBRA1 representing the location of the two sets of primers used for qPCR. 
 
 
To determine if these nuclear, RBP-bound lincRNAs had important functions in plant 





several eukaryotic species are essential during development (e.g. HOTAIR, COOLAIR) (Liu et al., 
2012; Swiezewski et al., 2009; Rinn et al., 2007; Sarropoulos et al., 2019). Using a previously 
published dataset (Narsai et al., 2017), we found that the majority (N = 9; 64%) of COBRA 
transcripts were expressed in a germination-dependent manner, with peaks in abundance at 
various points during seed germination (Figure 3.1B). Going forward, we focused on COBRA1, 
COBRA3, and COBRA5 due to their highly specific patterns of abundance during seed 
germination and the availability of insertional mutant lines in these transcripts. COBRA1 and 
COBRA3 were most abundant after 48 hours of stratification at 4°C in the dark followed by one 
hour in light, while COBRA5 abundance was highest slightly later, with a peak in abundance six 
hours after transfer into light conditions (Figure 3.2A and Figure 3.1B). Abundance of the three 
COBRA transcripts decreased rapidly as the seeds progressed through germination and 
transitioned into seedlings (Figure 3.2A and Figure 3.1B). Supporting this, the Arabidopsis 
expression atlas in the eFP Browser (Klepikova et al., 2016) revealed that all three COBRA 
transcripts were expressed early during seed germination, with the highest expression at one 
hour after imbibition (Figure 3.1C). The abundance of COBRA1, COBRA3, and COBRA5 was 
also dynamic throughout seedling development, as they had the highest abundance in 2-day-old 







Figure 3.2: Identification and expression of highly conserved, protein-bound lincRNA, 
COBRA1 
(A) Abundance of COBRA1, 3, and 5 during germination. Abundance is relative to dry seed after harvest. Data was 
provided in (Narsai et al., 2017). 
(B) Abundance of COBRA1, 3, and 5 during early seedling development. Abundance is relative to 7-day-old seedlings. *** 
denotes p-value < 0.001, Wilcoxon t-test. 
(C) Abundance of COBRA1, 3, and 5 in various tissues. Abundance is relative to siliques seedlings. *** denotes p-value < 





(D) Abundance of COBRA1, 3, and 5 in nuclear and cytoplasmic fractions. Abundance is relative to cytoplasmic fraction. 
18S rRNA and 5.8S rRNA are cytoplasmic positive controls and U6 is a nuclear positive control. *, *** denotes p-value < 
0.05, < 0.001, Wilcoxon t-test. 
(E) Conservation COBRA1 in Brassica rapa, Camelina sativa, Capsella rubella, and Eutrema salsugineum. Conservation 
was examined using Geneious Prime (Geneious | Bioinformatics Solutions for the Analysis of Molecular Sequence Data, 
2019). Protein-binding sites were identified in the nuclei from 10-day-old seedlings in (Gosai et al., 2015). Colors in 
identity: Green = 100%, green-brown = 30-100%, red < 30% identity. 
(F) Diagram of COBRA1 (AT1G05913) locus. Gray arrows represent the two snoRNAs annotated within COBRA1. Red 
arrows represent the two primers used for 5’ RACE and red triangle represents the 5’ end identified by 5’ RACE PCR in 
Figure 1G. Blue arrow represents the primer used for 3’ RACE. Blue triangles represent the 3’ most end identified through 
Sanger sequencing 14 colonies. 
(G) Three biological replicates of 5’ RACE with primers indicated in Figure 1F. Red triangles represent the two major 
bands of PCR product. Ladder is 1 kb+. 
(H) PCR results from 3’ RACE in Col-0 5-day-old seedlings. -/+ T4 RNA ligase, -/+ SuperScript II. Ladder is 1 kb+. 
 
 
We then asked whether these COBRA transcripts had any tissue specific patterns of 
accumulation. This revealed that while there was little tissue specificity for COBRA3, both 
COBRA1 and COBRA5 indeed displayed tissue-specific accumulation profiles (Figure 3.2C). 
Specifically, both COBRA1 and COBRA5 were found in low abundance in reproductive tissues, 
and varying patterns of abundance in other vegetative tissues. For instance, COBRA5 abundance 
was highest in leaf tissue, increasing in abundance as the age of the leaf progressed from 
embryonic cotyledons to juvenile leaves and adult leaves (Figure 3.2C). In contrast, COBRA1 
had the highest abundance in 5-day-old seedlings, specifically in the cotyledons, and decreased 
as the leaves increased in age, with a significant (p-value < 0.001; Wilcoxon t-test) decrease in 
abundance between 5-day-old cotyledons and true leaves (both juvenile and adult leaves) 
(Figure 3.2C and Figure 3.1E). Thus, all three COBRA transcripts examined were highly 
abundant early in germination and decreased as development progressed. In particular, COBRA1 
is highly expressed in embryonic cotyledons and decreases in abundance as true leaves emerge, 
suggesting COBRA1 may function during germination and/or early in plant development. 
LincRNAs have a variety of functions across eukaryotes, with distinct molecular functions 
depending on their subcellular localization, with nuclear lincRNAs generally functioning in gene 
regulation and cytoplasmic lincRNAs functioning to regulate translation (reviewed in Wang and 
Chekanova, 2017). To validate that COBRA1, 3, and 5 were nuclear retained, we isolated pure 





(INTACT) technique (Deal and Henikoff, 2010, 2011) and performed RT-qPCR for COBRA1, 
COBRA3, and COBRA5 as well as nuclear (U6) and cytoplasmic (5.8S and 18S rRNA) positive 
controls. All three COBRA transcripts were significantly (p-value < 0.001; Wilcoxon t-test) 
enriched in the nuclear fraction like U6 but not in the cytoplasmic fraction where the two rRNAs 
were enriched, confirming these transcripts were indeed primarily nuclear localized (Figure 
3.2D).  
3.2.2 COBRA1 contains two highly-conserved snoRNA domains and is processed at its 3’ 
end after transcription 
Both COBRA1 and COBRA3 contain small nucleolar RNA (snoRNA) sequences 
annotated within their transcripts. snoRNAs are highly structured small (70-200 nucleotide (nt)) 
non-coding RNAs that primarily function to regulate ribosomal RNA (rRNA) modification and 
processing (Rodor et al., 2010). Dozens of lncRNAs containing snoRNA domains (sno-lncRNAs) 
have been identified in mammals and in humans. These sno-lncRNAs are implicated in the 
pathogenesis of the imprinting disorder Prader-Willi syndrome, suggesting sno-lncRNAs may be 
an important class of regulatory molecules (Xing and Chen, 2018; Yin et al., 2012). Given the 
distinct patterns of abundance during seed germination and development and evident importance 
of sno-lncRNAs in humans, we decided to focus on COBRA1. COBRA1 was annotated to be a 
318 nt lincRNA in the Araport11 genome annotation and contained two box C/D snoRNA 
sequence domains within it. The two annotated snoRNA domains overlapped with the two RBP 
binding sites identified in a previous study of RBP binding in nuclei of 10-day-old seedlings 
(Figure 3.2E) (Gosai et al., 2015). Since the COBRA transcripts were identified for their high 
sequence conservation in Brassica rapa, we more closely examined sequence conservation in 
several other species in the Brassicaceae family, including Camelina sativa, Capsella rubella, and 
Eutrema salsugineum (Figure 3.2E). COBRA1 was highly conserved in all species profiled, with 





(AT1G05917) (Figure 3.2E and Figure 3.3A) (Geneious | Bioinformatics Solutions for the 
Analysis of Molecular Sequence Data, 2019).  
 
Figure 3.3: COBRA1 is highly conserved 
(A) Percent nucleotide identity in Brassica rapa, Camelina sativa, Capsella rubella, and Eutrema salsugineum in the 500 
nt up- and downstream of AT1G05917 (sno-COBRA1A). Calculated by Geneious Prime (Geneious | Bioinformatics 
Solutions for the Analysis of Molecular Sequence Data, 2019). 
(B) Comparison between the sequence of sno-COBRA1A and sno-COBRA1B and their human homologs. Performed 
using blastn suite from the NCBI aligning two of more sequences (Zhang et al., 2000). 
 
 
In particular, the snoRNA domains, AT1G05917 (sno-COBRA1A) and AT1G05907 (sno-
COBRA1B), shared ~79% and 56% pairwise identity among the profiled species, respectively. 
sno-COBRA1A and sno-COBRA1B were first identified for their homology to yeast and animal 
snoRNAs with significant sequence homology to human SNORD59A and 59B (Liang-Hu et al., 
2001), which are found in an intron of the protein-coding transcript encoding ATP synthase 
subunit d (ATP5PD), but are poorly studied (Figure 3.3A) (Kiss-László et al., 1996). Ultimately, 
this indicates that these snoRNA domains are highly conserved within the Brassicaceae family, 
as well as share sequence homology to human snoRNAs, suggesting they are of significant 





have some sequence homology to 18S and 25S rRNA and predicted both snoRNAs to direct 
methylation of the same residues (Liang-Hu et al., 2001). However, one of these predicted sites 
of rRNA methylation was found to not actually be methylated, indicating that not all sites predicted 
to be methylated in rRNA are acted upon (Liang-Hu et al., 2001). This further suggests that sno-
COBRA1A and 1B do not function to direct rRNA methylation. In fact, there is no evidence that 
they are processed into functional snoRNAs or that they function in a manner similar to other 
functional snoRNAs. To ensure we are examining the COBRA1 lincRNA rather than a functional 
sect of snoRNAs, two primer sets were used for all RT-qPCR analyses, one set within sno-
COBRA1A and the other set (set 2) amplifying the region between the two snoRNAs (Figure 
3.1D-F; blue and red primers).  
In humans, sno-lncRNAs are derived from introns excised from protein-coding mRNAs that 
contain two snoRNA sequences (reviewed in Xing and Chen, 2018). Instead of being degraded 
like normal, these introns are debranched and trimmed at the 5’ and 3’ ends by exonucleases 
until the enzyme reaches the snoRNA domain (Figure 1.6Bii). The highly structured and protein-
bound nature of the snoRNA sequences acts as protection from further degradation, resulting in 
lncRNAs flanked by snoRNA sequences at each end, but that lack 5’ caps and poly(A) tails (Xing 
and Chen, 2018). To determine if a similar mechanism was used during COBRA1 biogenesis, we 
first performed 5’ Rapid Amplification of cDNA Ends (5’ RACE) to determine the 5’ end of the 
transcript. In 5’ RACE, any present 5’ caps are removed, and an adapter is directly ligated to the 
5’ end of RNA. Following reverse transcription with a gene specific primer and two rounds of 
PCR, the precise 5’ end of the transcript can be determined (Figure 3.2F). If the 5’ end of 
COBRA1 was as annotated, we would expect PCR bands of 250 and 319 bp produced with a 
primer within the 5’ adapter and two reverse primers, A and B, respectively (Figures 3.2F-G). 
Indeed, the 5’ RACE PCR reactions produced bands as expected, indicating that the annotated 5’ 
end of COBRA1 is where the transcript begins (Figures 3.2F-G; 5’ RACE results indicated by red 





We next asked if there was 3’ end processing and sought to determine the full length of 
COBRA1. To begin, we performed RT-PCR with a forward primer at the 5’ most end of the 
transcribed RNA as confirmed by 5’ RACE and five tiled reverse primers (Figure 3.4A, green 
arrows). This revealed that COBRA1 was substantially longer than originally annotated, with 
amplification of COBRA1 with all reverse primers, indicating that COBRA1 is transcribed as a 
much longer transcript, possibly over 1000 nt long (Figure 3.4B). Given the tissue specificity of 
COBRA1 abundance (Figure 3.2), we performed the RT-PCR in 2-, 3-, 4-, and 5-day-old 
seedlings as well as seeds 1- and 2-days-after-imbibition to determine if there were different 
isoforms in a developmental manner. This revealed amplification with all reverse primers in all 
developmental time points, revealing that COBRA1 was over 1000 nt at these stages as well 
(Figure 3.4B). Overall, this suggests that COBRA1 is a much longer lincRNA than initially 
hypothesized. 
 
Figure 3.4: COBRA1 is transcribed as a longer transcript with conserved promoter 
elements 
(A) Diagram of COBRA1 representing the location of the RT-PCR primers. 
(B) RT-PCR in cDNA from seeds 1- and 2-day-after soaking in water, and 2-, 3-, 4-, and 5-day-old seedlings. Water is a 
negative control and genomic Col-0 DNA was used as a positive control. Ladder is 1kb plus. 







To determine the precise 3’ end of COBRA1, we performed 3’ RACE. Similar to 5’ RACE, an 
adapter is ligated to the 3’ end followed by reverse transcription with a gene specific primer and 
two rounds of PCR (Figure 3.2F). The final PCR reaction produced a diffuse band around 500-
650 bp in length, which would suggest a 742-892 nt long transcript based on the site of the 3’ 
RACE primer (Figure 3.2F, blue arrow; Figure 3.2H). Since the resulting 3’ RACE PCR band 
was diffuse, we extracted the PCR product, cloned it into a sequencing vector and performed 
Sanger sequencing to identify the precise 3’ end of COBRA1. After sequencing 14 independent 
colonies, several 3’ ends of COBRA1 were revealed, with the majority of 3’ ends centering ~250 
and ~350 nt downstream of the 3’ RACE primer (Figure 3.2F; blue triangles). This suggested that 
there may be two predominant 3’ ends of COBRA1 which would result in a ~500 and ~600 nt 
lincRNA (Figure 3.2F, asterisk). The various 3’ ends detected by 3’ RACE, the diffuse 3’ RACE 
PCR band (Figure 3.2H), and the RT-PCR results (Figure 3.4B) indicate that COBRA1 is 
transcribed as a longer transcript, possibly over 1000 nt in length (Figure 3.4B), and is trimmed 
from its 3’ end to reach a final transcript ~500-600 nt long, possibly with several stable 3’ ends. 
Importantly, in all of the 14 colonies sequenced, no polyA tail was identified. This, along with our 
inability to detect COBRA1 in any published polyA-selected RNA-seq datasets (data not shown) 
suggests that COBRA1 is not polyadenylated in its final processed form.  
In plants, polycistronic snoRNAs are encoded in intergenic regions, transcribed by RNA Pol II 
and generally contain two conserved promoter elements, a Telo- box and a Site II element 
(combined referred to as TeloSII) (Gaspin et al., 2010). Notably, in Arabidopsis nearly all 
ribosomal protein genes and other genes involved in ribosome biogenesis and translation contain 
TeloSII elements in their promoters (Gaspin et al., 2010). This combined TeloSII element is found 
upstream of the TATA box and acts to coordinate expression of snoRNAs and protein-coding 
genes implicated in ribosome biogenesis (Qu et al., 2015). Interestingly, the COBRA1 promoter 





regulated in a similar manner to canonical snoRNAs and may be coordinated with genes related 
to ribosome biogenesis (Figure 3.4C). In addition, it contained a conserved non-coding sequence 
(CNS), which are shown to be highly associated with genes encoding transcription factors and 
developmental genes and are enriched for transcription factor binding sites (Velde et al., 2014; 
Burgess and Freeling, 2014). The presence of a CNS further emphasizes the conservation of the 
COBRA1 gene locus (Figure 3.4C). Overall, COBRA1 is a highly conserved lincRNA that is 
trimmed at its 3’ end post-transcriptionally to generate a ~500-600 nt lincRNA.  
3.2.3 Loss of COBRA1 results in delayed germination and smaller plants 
To examine the function of COBRA1, we obtained a T-DNA insertion line (cobra1-1; 
SALK_086689) from the Arabidopsis Biological Resource Center with an insertion upstream of 
sno-COBRA1A and generated a CRISPR deletion mutant (cobra1-2) using two guide RNAs that 
targeted upstream of the annotated transcription start site and within sno-COBRA1A (Figure 
3.5A). PCR and Sanger sequence analysis confirmed that the CRISPR guide RNAs caused a 
large deletion of 1325 bp (Figure 3.6A). This deletion was much larger than expected, as the 
guide RNAs are only 200 bp apart (Figure 3.5A). An unexpected large deletion using the double-
strand nuclease Cas9 was previously reported in mice (Korablev et al., 2020), in which they 
determined the unplanned large deletion they identified was likely a product of double-strand 







Figure 3.5: Loss of COBRA1 results in delayed germination and smaller plants 
(A) Diagram of COBRA1 (AT1G05913) locus. Gray arrows represent the two snoRNAs annotated within COBRA1. 
Triangles represent the location of the T-DNA insertion in SALK_086689 and location of the two guide RNAs used to 
generate a CRISPR deletion. 
(B) Relative abundance of COBRA1 in Col-0, cobra1-1, cobra1-2, and COBRA1pro::COBRA1/cobra1-1. Abundance is 
relative to Col-0. *** denotes p-value < 0.001; Wilcoxon t-test. N = 3. Error bars represent SEM. 
(C) Percent of seeds germinated 48 hr after sowing. Over 600 seedlings were measured per genotype on over 37 
independent plates. *** denotes p-value < 0.001; Wilcoxon t-test. 
(D) Number of leaf primordia > 0.5 mm in 3-week-old plants. N > 27 plants per genotype. ns,*, and ** denotes p-value > 
0.05, < 0.05, and < 0.01, respectively; Wilcoxon t-test. Black diamond represents the mean +/- SD. 
(E) Leaf initiation rate. The date was recorded for the first day each leaf primordia was visible by eye, ~0.5 mm. N > 27 
plants per genotype. Error bars represent SEM. 
(F) Representative images of 5-week-old Col-0, cobra1-1, cobra1-2, and COBRA1pro::COBRA1/cobra1-1. Plants were 
grown in a 16/8 hr light/dark photoperiod at 22°C. All photos were taken the same day. 
(G) Plant perimeter analysis using ImageJ (see Methods). N > 11 per genotype. * denotes p-value < 0.05; Wilcoxon t-test. 
Black diamond represents the mean +/- SD. 
(H) Fresh weight of aerial tissue from 3-week-old plants. N > 27 plants per genotype. * and** denote p-value < 0.05 and < 
0.01, respectively; Wilcoxon t-test. 
 
 
Both cobra1-1 and cobra1-2 plants had significantly (p-value < 0.001; Wilcoxon t-test) 





were minimally affected (Figure 3.6C-D). Furthermore, the T-DNA insertion and CRISPR deletion 
were specific for decreasing COBRA1 as levels of the downstream protein-coding gene THO2 
were mostly unaffected in either mutant line (Figure 3.6C). We did identify a slight but significant 
increase in 5.8S, 18S, and 25S rRNA levels, but no visible changes in rRNA processing in the 
mutants compared to Col-0 (Figure 3.6D). Thus, COBRA1 likely does not rRNA processing even 
though it contains two well-conserved snoRNA domains. 
We also generated a transgenic line by introducing the entire genomic region between the 
two neighboring genes into the cobra1-1 mutant background (COBRA1pro::COBRA1/cobra1-1; 
COBRA1/cobra1-1). Reintroduction of COBRA1 into the cobra1-1 background resulted in a 
significant increase in COBRA1 levels (Figure 3.5B and Figure 3.6B). This overexpression of 
COBRA1 eliminated the slight but significant increase in 5.8S, 18S, and 25S rRNA levels 
observed in the mutant alleles (p-value > 0.05; Wilcoxon t-test), suggesting that the slight 
increase in abundance of these mature rRNAs may in fact be due to the loss of COBRA1 (Figure 
3.6C). We also found a slight but significant increase in the levels of THO2 in both cobra1-2 and 
COBRA1/cobra1-1 (p-value = 0.046 and p-value < 0.001, respectively; Wilcoxon t-test) plants 
compared to Col-0, indicating that it is unlikely that COBRA1 is directly causing the changes in 






Figure 3.6: Loss of COBRA1 slightly affects rRNA abundance 
 (A) Gel image confirming large deletion caused by two guide RNAs targeted to the 5’ end of COBRA1. GAPDH is a 
positive control. 
(B) Relative abundance of COBRA1 in Col-0, cobra1-1, cobra1-2, and COBRA1pro::COBRA1/cobra1-1 using primer set 
2. Abundance is relative to Col-0. *** denotes p-value < 0.001; Wilcoxon t-test. N = 3. Error bars represent SEM. 
(C) Relative abundance of COBRA1 (set 1), 5.8S, 18S, and 25S rRNA in Col-0, cobra1-1, cobra1-2, and 
COBRA1pro::COBRA1/cobra1-1. Abundance is relative to Col-0. *** denotes p-value < 0.001; Wilcoxon t-test. N = 3. Error 
bars represent SEM. 




Given the high abundance of COBRA1 after 48 hours of stratification at 4°C in the dark 
followed by one hour in light, and the pattern of abundance during development (Figure 3.2), we 
hypothesized that COBRA1 may play a role in the regulation of seed germination and/or early 
development. To test this, we measured cotyledon emergence of Col-0, cobra1-1, cobra1-2 and 
COBRA1/cobra1-1 seeds 48 hours after sowing. This revealed that significantly (p-value < 0.001; 
Wilcoxon t-test) fewer cobra1-1 and cobra1-2 seeds germinated than Col-0, while significantly (p-
value < 0.01; Wilcoxon t-test) more COBRA1/cobra1-1 seeds germinated at 48 hours (Figure 





The effects of COBRA1 on germination persisted throughout vegetative growth, as 3-week-
old cobra1-1 plants were slightly but significantly (~0.5 leaves; p-value < 0.01; Wilcoxon t-test) 
delayed in leaf production compared to same aged Col-0 plants. This same trend was also 
observed in cobra1-2 plants, but not to a level of statistical significance (p-value > 0.05; Wilcoxon 
t-test) (Figure 3.5D). Increased levels of COBRA1 in COBRA1/cobra1-1 plants led to significantly 
(~0.5 leaves, p-value < 0.05; Wilcoxon t-test) more leaves than Col-0 (Figure 3.5D), suggesting 
COBRA1 is responsible for this phenotype. This change in number of leaves at 3-weeks after 
planting was not due to a change in the overall growth rate of the plants, as there is no change in 
rate of leaf initiation in cobra1-1, cobra1-2, or COBRA1/cobra1-1 compared to Col-0 (Figure 
3.5E). cobra1-1 and cobra1-2 plants were also substantially smaller than Col-0 plants, while the 
plants overexpressing COBRA1 (COBRA1/cobra1-1) rescued this phenotype and resulted in 
plants that were slightly larger in both 5- and 3-week-old plants (Figures 3.5F-H and Figure 
3.7A). Aside from overall size of the plants, the individual rosette leaves were also smaller in the 
mutant plant lines (Figure 3.7B). Since altered COBRA1 levels did not affect the rate of growth 
(Figure 3.5E), we hypothesize that the smaller nature of cobra1-1 and cobra1-2 may be due to a 
change in either the number or size of leaf cells, though this needs to be probed further. Overall, 
levels of COBRA1 effect seed germination, and these germination effects persist through 
vegetative growth, resulting in plants that are smaller or larger than Col-0 with decreased or 







Figure 3.7: Loss of COBRA1 results in smaller plants 
(A) Representative images generated from ImageJ to measure perimeter of 3-week-old plants. 
(B) Leaf area of leaf 3 measured by ImageJ. * denotes p-value < 0.05; Wilcoxon t-test. 
 
 
3.2.4 Loss of COBRA1 causes an increase in abundance of a small set of genes 
 Since nuclear lincRNAs often function to regulate gene expression by acting as a guide 
for transcription factors or as a scaffold for assembly of transcription machinery (Rinn and Chang, 
2012; Wang and Chekanova, 2017), we asked what transcripts were affected when COBRA1 
levels were decreased. To this end, we performed polyA-selected RNA sequencing (mRNA-seq) 
in Col-0, cobra1-1, and cobra1-2 5-day-old seedlings, as we observed high abundance of 
COBRA1 in 5-day-old seedlings relative to older tissues (Figure 3.2C). The resulting mRNA-seq 
libraries produced 78-108 million reads per library. A principle component analysis (PCA) of read 
coverage using HTseq accompanied with DESeq2 (Love et al., 2014) revealed that biological 
replicates from each genotype clustered together and that the two mutant alleles (cobra1-1 and 
cobra1-2) clustered closer to each other than to Col-0, indicating the high quality and 
reproducibility of our samples (Figure 3.8A). COBRA1 was not detected in any of the mRNA-seq 
libraries, further supporting our 3’ RACE results indicating that COBRA1 is not polyadenylated in 
its final mature form (Figure 3.2). As such, prior to mRNA-seq we confirmed our mutants by RT-





 To identify differentially abundant transcripts in the mutants, we used DESeq2 (Love et 
al., 2014) to calculate RNA abundance fold change in the mutants relative to Col-0. Notably, there 
was a significant correlation between RNA abundance fold change relative to Col-0 in cobra1-1 
and cobra1-2 seedlings, confirming the relatedness of the two mutant alleles (Figure 3.8B). Only 
7 and 33 transcripts were more abundant, and 25 and 99 transcripts were less abundant in 
cobra1-1 and cobra1-2 5-day-old seedlings compared to Col-0, respectively (FDR < 0.05; Figure 
3.8C-D). These numbers were substantially lower than expected if COBRA1 directly regulated 
transcription. For comparison, microarray analysis in plants lacking the transcription factor 6B-
INTERACTING PROTEIN 1-LIKE (ASIL1) resulted in identification of over 1300 differentially 
abundant transcripts (Gao et al., 2009), therefore we do not think that the main function of 
COBRA1 is in transcription regulation.  
 
Figure 3.8: mRNA-seq in Col-0, cobra1-1, and cobra1-2. 
(A) Principle component analysis generated using DESeq2 of mRNA-seq libraries generated using RNA from Col-0, 





(B) Correlation between mRNA abundance fold change in cobra1-1 relative to Col-0 and mRNA abundance fold change in 
cobra1-2 relative to Col-0. Pearson’s correlation. 
(C-D) Differentially abundant transcripts identified in cobra1-1 (C) and cobra1-2 (D) calculated by DESeq2. Red dots 
indicate significance FDR < 0.05. 
 
 
Nearly all transcripts less abundant in cobra1-1 seedlings were also less abundant in 
cobra1-2 seedlings (Figure 3.9A), with 72% (N = 18) of transcripts that were significantly 
decreased in cobra1-1 acting similarly in cobra1-2 seedlings (Figure 3.9B). Those that were only 
classified as significantly differentially abundant in one allele were still less abundant in the other 
allele but did not reach statistical significance (Figure 3.9A). Gene ontology analysis revealed 
that transcripts that were downregulated with an FDR < 0.05 in at least one allele (N = 107; 
Figure 3.9A-B) encoded proteins involved in translation and photosynthesis (Figure 3.9C) (Ran 
et al., 2020), suggesting COBRA1 may directly or indirectly affect these processes.  
 
Figure 3.9: Transcripts decreased in cobra1 encoding proteins involved in translation. 
(A) mRNA abundance fold change in cobra1-1 vs cobra1-2 for genes significantly downregulated in at least one allele. 
(B) Overlap between genes significantly (FDR < 0.05) downregulated in cobra1-1 and cobra1-2. 
(C) Gene ontology enrichment analysis for biological processes using Plant Regulomics (Ran et al., 2020) for transcripts 







 Over 50% (N = 4) of transcripts significantly increased in cobra1-1 showed the same 
trend in cobra1-2 seedlings (Figure 3.10A). Even so, the majority of transcripts that were 
significantly (FDR < 0.05) upregulated in one allele were also upregulated in the other allele but 
did not reach statistical significance (Figure 3.10B). Interestingly, 3 of 4 transcripts that were 
significantly more abundant in both alleles encoded proteins in the proline-rich extensin-like family 
(EXTENSIN3 (EXT3), EXTENSIN15 (EXT15), and EXTENSIN16 (EXT16)) (Figure 3.10B, lime 
green dots). Extensin proteins are a subfamily of the hydroxyproline-rich glycoprotein (HRGP) 
superfamily, which are essential structural components of the cell wall (Marzol et al., 2018). The 
protein encoded by the fourth transcript significantly upregulated in both alleles, LOW-
MOLECULAR-WEIGHT CYSTEINE-RICH 68 (LCR68), is similarly located in the cell wall (O’Brien 
et al., 2012) and is predicted to encode a pathogenesis-related protein with functions in defense 
response (Sels et al., 2008). Thus, depletion of COBRA1 resulted in a significant increase of 






Figure 3.10: Loss of COBRA1 results in the increase of a small set of transcripts encoding 
cell wall proteins 
(A) Overlap between genes significantly (FDR < 0.05) increased in cobra1-1 and cobra1-2 as compared to Col-0. 





(C) Gene ontology enrichment analysis for biological processes using Plant Regulomics (Ran et al., 2020) for transcripts 
significantly increased in at least one allele. Size of circles represents -log10(p-value).  
(D) Abundance of extensin transcripts identified as increased in mRNA-seq in Col-0, cobra1-1, cobra1-2, and 
COBRA1/cobra1-1 5-day-old seedlings. Abundance is relative to Col-0. Error bars represent SEM. N = 4. ns,*, **, and *** 
denote p-value > 0.05, < 0.05, < 0.01, and < 0.001, respectively; Wilcoxon t-test. 
 
 
We then expanded our analysis to include all transcripts that were increased in both 
cobra1-1 and cobra1-2 and to a significant degree in at least one allele (N = 32; Figure 3.10A-B). 
Gene ontology enrichment analysis showed that transcripts that increased in abundance similarly 
encoded proteins involved in ‘structural constituent of the cell wall’ and ‘plant-type cell wall 
organization’ (Figure 3.10C) (Ran et al., 2020). In fact, three additional members of the proline-
rich extensin-like family were also more abundant in both cobra1 mutant alleles (EXTENSIN21 
(EXT21), EXTENSIN1/4 (EXT1/4), and EXTENSIN17 (EXT17), as well as a transcript encoding a 
protein in another subfamily of HRGPs, ARABINOGALACTAN PROTEIN 30 (AGP30) (Figure 
3.10B). RT-qPCR validated that EXT3, 15-17, and 21 were significantly (p-value < 0.05; Wilcoxon 
t-test) upregulated in both cobra1-1 and cobra1-2 5-day-old seedlings (Figure 3.10D). EXT1/4 
was also upregulated in both alleles, but only reached significance (p-value < 0.05; Wilcoxon t-
test) in cobra1-1 (Figure 3.10D). Levels of all extensin transcripts were returned to Col-0 levels in 
plants overexpressing COBRA1 in the cobra1-1 background (COBRA1/cobra1-1), indicating that 
COBRA1 levels are likely the cause of the change in abundance of these extensin RNAs (Figure 
3.10D). RT-qPCR did not validate other genes called as differentially abundant in the mutant 
alleles, including the HRGP AGP21 which was initially called as significantly downregulated in 
cobra1-1 and cobra1-2 (Figure 3.11), thus the changes in abundance for the extensin genes is 







Figure 3.11: qRT-PCR of differentially abundant transcripts identified in cobra1-1 and 
cobra1-2. 
Abundance of transcript identified as increased or decreased in mRNA-seq in Col-0, cobra1-1, cobra1-2 and 
COBRA1pro::COBRA1/cobra1-1 5-day-old seedlings. Abundance is relative to Col-0. Error bars represent SEM. N = 4. *, 
**, denotes p-value < 0.05, < 0.01; Wilcoxon t-test. 
 
 
3.2.5 COBRA1 interacts with a wide variety of proteins 
While a few transcription factors have been linked to extensin expression in 
transcriptomic studies, little is known about the transcriptional regulation of extensin genes (Yi et 
al., 2010). In particular, little is known about the regulation of the extensin genes identified in this 
study (Figure 3.10). To examine how COBRA1 affects abundance of the subset of transcripts 
identified (Figure 3.10 and Figures 3.8-3.9) and to begin to understand its molecular function, we 
set out to identify what proteins bind COBRA1, as COBRA1 was initially identified for having sites 
of RBP binding (Figure 3.1A) (Gosai et al., 2015). To do so, we performed chromatin isolation by 
RNA purification followed by mass spectrometry (ChIRP-MS) (Chu et al., 2015). In this technique, 
we incubated lysates from 5-day-old Col-0 and cobra1-2 seedlings with biotinylated probes 
antisense to COBRA1 (Figure 3.12A) or a scrambled sequence as a negative control. We then 
used streptavidin coated beads to pull down COBRA1, isolated proteins bound and performed 
mass spectrometry. We confirmed the efficacy of the pulldown by RT-qPCR and found COBRA1 
was significantly (p-value < 0.001; Wilcoxon t-test) enriched with probes antisense to COBRA1 





highly specific (Figure 3.12A). Importantly, enrichment of COBRA1 with the experimental probes 
was significantly (p-value < 0.001; Wilcoxon t-test) depleted when ChIRP was performed in 
cobra1-2 seedlings, further confirming the high specificity of this assay (Figure 3.12A). As 
COBRA1 contains two snoRNA domains, we also asked whether COBRA1 directly interacted 
with rRNAs and found that COBRA1 probes did not enrich for 5.8S, 18S, or 25S rRNA relative to 
scrambled sequence control probes. This indicated that COBRA1 does not interact with rRNA, 
further confirming that the snoRNA domains within COBRA1 do not function like canonical 
snoRNAs (Figure 3.13A). 
 
Figure 3.12: ChIRP enriches for COBRA1 and identifies 113 COBRA1-interacting proteins 
(A) Relative abundance of COBRA1 in ChIRP-MS experiments. Abundance is relative to Col-0 input. Error bars represent 
SEM. ns,*,**, and *** denotes p-value > 0.05, < 0.05, < 0.01, and < 0.001, respectively; Wilcoxon t-test. N = 3. 
(B) Proteins identified from ChIRP followed by MS. X-axis is the average protein abundance in Col-0 and cobra1-2 inputs. 
Y-axis is fold enrichment in Col-0 relative to cobra1-1 with COBRA1 probes. All dots were enriched with COBRA1 probes 





enriched at least 1-fold change in Col-0 compared to cobra1-2. Green dot represents RACK1A. Yellow dots represent 
COBRA1-interacting proteins that were experimentally shown to interact with RACK1A. Yellow box contains COBRA1-
interacting proteins that were experimentally shown to interact with RACK1A but were not identified in Col-0 with 
scrambled probes. N = 3. 
(C-D) Gene ontology enrichment analysis for molecular function (C) and cellular compartment (D) using Plant Regulomics 
(Ran et al., 2020) for COBRA1-interacting proteins. Size of circles represents -log10(p-value).  
 
 
After mass spectrometry, we filtered the ~2200 proteins identified to define high-confidence 
COBRA1-interacting proteins as those that were (1) identified in at least 2 biological replicates of 
the COBRA1 pulldown in Col-0 plants (N = 469), (2) enriched with the COBRA1 probes 
compared to scrambled sequence control probes (N = 206), and (3) enriched > 1-fold in Col-0 
compared to cobra1-2 seedlings (N = 74; Figure 3.12B, red dots, and Figure 3.13B). An 
additional 39 proteins were identified in at least 2 biological replicates in the COBRA1 pulldown 
but absent from all replicates of pulldown with scrambled sequence probes in Col-0 seedlings, 
and only detected in 0 or 1 replicate of pulldown with COBRA1 probes in cobra1-2 seedlings 
(Table 3.2). In total, 113 proteins were identified as high-confidence COBRA1-interacting 






Figure 3.13: COBRA1 does not interact with rRNAs 
(A) Relative abundance of 5.8S, 18S, and 25S rRNA in ChIRP-MS experiments. Abundance is relative to Col-0 input. 
Error bars represent SEM. ns and **, denotes p-value > 0.05 and < 0.01, respectively; Wilcoxon t-test. N = 3. 
(B) Overlap between COBRA1-interacting proteins and proteins classified as RBPs in an RNA binding proteome capture 
experiment in Arabidopsis leaves. *** denotes p-value < 0.001; Hypergeometric test. 
(C) Gene ontology enrichment analysis for biological function using Plant Regulomics (Ran et al., 2020) for COBRA1-







COBRA1-interacting proteins were significantly enriched for proteins with molecular function 
of RNA binding, and ~38% (p-value < 5.21 x 10-40; hypergeometric test) were demonstrated to 
bind to RNA in a recent study identifying the RNA binding proteome of Arabidopsis leaves (Bach-
Pages et al., 2020), supporting the claim that these proteins interact with COBRA1 (Figure 3.12C 
and Figure 3.13C). COBRA1-interacting proteins were involved in a wide-range of biological 
functions, including response to cytokinin and abscisic acid (ABA), gluconeogenesis and 
photorespiration (Figure 3.13D) (Ran et al., 2020). Additionally, COBRA1-interacting proteins 
were enriched for proteins functioning in ‘structural constituents of the ribosome’ and located in 
the cytoplasmic ribosome, chloroplasts, and the nucleolus (Figure 3.12D). In fact, twelve of the 
COBRA1-interacting proteins (10.6%; p-value < 2.7 x 10-13; hypergeometric test; Table 3.3) were 
identified in a previous study identifying the nucleolar proteome (Pendle et al., 2005). The 
nucleolus is a non-membrane bound nuclear structure that is the site for ribosome assembly and 
maturation. Given the snoRNA domains in COBRA1 and the identification of cytoplasmic 
ribosomal constituents bound to the nuclear localized COBRA1, we hypothesize that COBRA1 






3.2.6 COBRA1-interacting proteins are highly interconnected  
 As proteins tend to act in complexes and COBRA1-interacting proteins were enriched for 
proteins involved in protein binding (Figure 3.12C), we next asked if there were known 
interactions among the 113 COBRA1-interacting proteins (Figure 3.12B; Table 3.2). Using 
STRING, we generated a protein-protein interaction (PPI) network which formed significantly (p-
value < 1.0 x 10-16; STRING) more interactions than expected, indicating that COBRA1-
interacting proteins had more interactions among themselves than what would be expected for a 
random set of proteins of a similar size from the Arabidopsis proteome (Figure 3.14A) 
(Szklarczyk et al., 2019). Using k-means clustering, the proteins within the network were further 
grouped into 5 clusters (green, cyan, blue, red, and yellow) (Figures 3.14A-B). Each cluster 
represented distinct groups of proteins with cytokinin response-related and photosynthetic 
proteins, glycolytic proteins, and mRNA splicing-related proteins clustering together to form the 
green, cyan and blue clusters, respectively (Huang et al., 2009). Of the five clusters, blue, green, 
and cyan were interlaced throughout the network, and hard to distinguish between each other. 
The red cluster was the most spread out, lying on the periphery of the network with very little 
significant enrichment for biological processes or cellular compartments, indicating this cluster 






Figure 3.14: COBRA1-interactome 
(A) Protein-protein interaction (PPI) network for COBRA1-interacting proteins. Proteins were clustered into five clusters by 
k-means clustering. Thickness of lines connecting notes indicates the confidence of that protein-protein interaction. Dotted 





(B) Gene ontology enrichment for proteins in each cluster (Huang et al., 2009) 
 
 
Within the red cluster lies the trihelix DNA binding transcription factor 6B-INTERACTING 
PROTEIN 1-LIKE (ASIL1) (Figure 3.14A), which was previously shown to be involved in 
repressing seed maturation genes during seed germination and seedling development (Gao et 
al., 2009) and was also previously identified in the nucleolus (Table 3.2). Since numerous nuclear 
lincRNAs function in gene regulation by binding and directing transcription factors to the correct 
genomic loci, and ASIL1 regulated germination which is mis-regulated in cobra1 plants, we 
initially hypothesized that COBRA1 interacts with ASIL1 to affect seed maturation genes during 
seed germination and seedling development but comparison of abundance fold change in the 
asil1 mutants to abundance fold change in cobra1-1 or cobra1-2 revealed no significant 
relationship (Figure 3.15A-B). Overall, this indicates that although COBRA1 may interact with 
ASIL1 directly or indirectly, COBRA1 likely does not contribute to the role of ASIL1 in regulating 
expression of genes involved in seed germination. This further suggests that the primary function 
of COBRA1 is not in transcription regulation. 
 
Figure 3.15: COBRA1-dependent transcripts are not regulated by ASIL1  
(A-B) Correlation between mRNA abundance fold change in asil1-1 plants calculated previously by microarray (Gao et al., 







A closer examination of the yellow cluster, which was the most compact group (Figure 
3.16A), revealed that this close network was enriched for proteins involved in ribosome 
biogenesis, rRNA processing, response to cytokinin, RNA binding, and constituents of the 
ribosome (Figures 3.16B-D; Figure 3.14B). This cluster was also enriched for proteins localized 
in the nucleolus and ribosome (Figures 3.16B-D and Figure 3.14B). A major node within the 
yellow cluster was RECEPTOR FOR ACTIVATED C KINASE 1A (RACK1A; encoded by 
ATARCA) (Figure 3.16A). RACK1A is a major subunit of RACK1, which is a highly conserved 
scaffold protein present in all eukaryotic organisms studied, from Chlamydomonas to plants and 
humans (Adams et al., 2011). Several proteomics studies have identified a total of 293 proteins 
that interact with RACK1A (Stark et al., 2006; Cheng et al., 2015; Kundu et al., 2013; Guo et al., 
2019; Olejnik et al., 2011; Speth et al., 2013), 40 of which (13.7%; p-value < 2.1 x 10-28; 
hypergeometric test) were identified in at least 2 biological replicates of COBRA1 pulldown in Col-
0 (Figure 3.16E). This included RACK1B, another major subunit of RACK1 (Guo and Chen, 
2008). Nearly 25% of the identified RACK1A-interacting proteins that were identified in ChIRP 
were specifically bound to COBRA1 in Col-0 compared to cobra1-2 (N = 9; Figure 3.16B, yellow 






Figure 3.16: COBRA1 interacts with RACK1A and a tight network of proteins related to 
ribosome biogenesis. 
(A) Yellow protein-protein interaction k-means cluster generated from STRING (Szklarczyk et al., 2019). Thickness of 
lines connecting notes indicates the confidence of that protein-protein interaction. Dotted line indicates interaction with a 
different cluster (See Supplemental Figure 10 for full network). 
(B-D) Gene ontology enrichment analysis for biological process (B), molecular function (C), and cellular compartment (D) 
using Plant Regulomics (Ran et al., 2020) for COBRA1-interacting proteins in the yellow cluster. Size of circles represents 
-log10(p-value).  
(E) Overlap between proteins identified in at least two biological replicates of Col-0 ChIRP with the COBRA1 probes and 
proteins identified as RACK1A binding. *** denotes p-value < 0.001; Hypergeometric test. 
 
 
RACK1 is a versatile scaffold protein that can bind to numerous signaling molecules from 
diverse signal transduction pathways (Guo et al., 2007). In Arabidopsis, RACK1 plays an 
important role in maintaining 60S ribosome biogenesis and 80S monosome assembly, as rack1a 
rack1b double mutants have a decrease in abundance of the 60S ribosomal subunit and 80S 
monosomes, but no differences in polysomes, suggesting a role for RACK1 in ribosome 





translation and responds to several hormones, this suggests that RACK1 has a dual role in 
signaling and translation, as observed previously for the RACK1 homolog in mammals (Guo et 
al., 2011).  
Additionally, mutants in RACK1A had smaller rosette leaf size and delayed flowering and 
leaf development under short day conditions (8/16 hr photoperiod) (Chen et al., 2006). When 
grown under long day conditions (16/8 hr photoperiod), many of the strong phenotypes observed 
under short day were alleviated and rack1a plants grew at similar rates to wild type, but had 
slightly smaller rosette leaf size, a phenotype that was exacerbated when additional subunits of 
RACK1 were deleted (Wang et al., 2019). Overall, rack1a plants grown under long day conditions 
appear to phenocopy cobra1 mutants, suggesting a functional link between RACK1A and 
COBRA1. Moreover, rack1a mutants were hypersensitive to ABA, suggesting a role of RACK1A 
in negatively regulating ABA-mediated seed germination and development (Chen et al., 2006; 
Guo et al., 2009, 2011).  
Given the evidence of RACK1-COBRA1 interaction (Figures 3.12 and 3.16) along with 
similarities in the phenotype of null mutants (Chen et al., 2006; Guo et al., 2019) and protein 
binding partners (Figures 3.12 and 3.16), this provides further evidence of a functional link 
between RACK1A and COBRA1, suggesting the possibility that COBRA1 functions with RACK1A 
as a scaffold to regulate plant germination and development. 
3.3 DISCUSSION 
 In this study, we use genetic, biochemical, and bioinformatic analyses to describe a 
highly conserved, previously uncharacterized sno-lincRNA with functions in seed germination and 
development. We explain that COBRA1 is a ~500-600 nt lincRNA expressed in a germination-, 
developmental-, and tissue-specific manner, with high abundance early during seed germination 
and decreases as development progresses. Further, we demonstrate that loss of COBRA1 





COBRA1 likely indirectly affects the abundance of transcripts encoding major cell wall constituent 
extensin proteins and we posit that the change in levels of these mRNAs may contribute to the 
phenotypes observed. We further demonstrate that COBRA1 interacts with a wide variety of 
proteins, including several nucleolar proteins and scaffold proteins, including the highly conserved 
RACK1 subunit RACK1A, leading to an overall hypothesis that COBRA1 acts as a scaffold to 
bring together proteins involved in several different processes to ultimately regulate plant 
germination and development.  
3.3.1 Identification of highly conserved, protein-bound nuclear lincRNAs from 
transcriptome-wide analyses 
 Here, we describe a set of lincRNAs named CONSERVED IN BRASSICA RAPA 1-14 
(COBRA1-14) that were identified for their interactions with nuclear RBPs and high sequence 
conservation in Brassica rapa (Figure 3.1A) (Gosai et al., 2015). Of the 14 COBRA transcripts 
profiled, 9 contained one or more snoRNAs annotated within it, revealing a previously unidentified 
class of lincRNAs containing snoRNAs (sno-lincRNAs) in Arabidopsis (Table 3.1). SnoRNAs are 
a family of conserved nuclear small RNAs (70 - 200 nt) that are usually concentrated in the Cajal 
bodies or nucleolus. They traditionally function to modify rRNA or participate in the processing 
and maturation of ribosomal subunits, where binding of core nucleolar proteins protects the 
mature snoRNAs and aids in proper function (Rodor et al., 2010).  
We predict that the presence of snoRNA sequences in these lincRNAs likely results in 
their interaction with RBPs, as the protein-bound sites identified previously overlapped with the 
snoRNA domains, and snoRNA sequences are known to be highly protein-bound. Additionally, 
since snoRNAs are nuclear retained (Figure 3.2), we predict that the snoRNA sequences 
contained in these COBRA lincRNAs permit their nuclear retention, though future experiments 
are needed to test these hypotheses. Most COBRA transcripts demonstrated specific patterns of 





sequences demonstrated the least specificity in abundance patterns during germination 
(COBRA8, 9, 13, and 14) (Figure 3.1B). Ultimately, this suggest that sno-lincRNAs may be 
important for germination in Arabidopsis, while conserved, protein-bound lincRNAs that lack 
snoRNAs may function in different biological processes.  
In mammals, the majority of functional snoRNAs are encoded within introns and 
processed from excised and debranched introns by exonucleolytic trimming. Similarly, all 
identified mammalian sno-lncRNAs are generated from excised introns as well (Xing and Chen, 
2018). In Arabidopsis, while identified snoRNAs in Arabidopsis appear to be homologs of yeast 
and animal counterparts, they are not encoded within introns but are instead primarily transcribed 
from intergenic regions as polycistronic gene clusters. As such, the COBRA sno-lincRNAs 
described here are also transcribed from intergenic regions throughout the genome. Thus, 
COBRA sno-lincRNAs represent a previously uncharacterized class of lincRNAs with potential 
important biological functions that warrant future studies. 
3.3.2 Regulation of COBRA1 transcription 
COBRA1 contains several conserved elements within its promoter known to be present in 
the promoters of genes involved in ribosome biogenesis and translation. This includes Telo-box 
and Site II elements (TeloSII) (Figure 3.4D). Interestingly, the Telo-box is known to be bound by 
the COBRA1-interacting transcription factor PUR ALPHA-1 (PURa) (Table 3.2) (Tremousaygue 
et al., 1999). PURa is a homolog of the animal nuclear protein PUR ALPHA (PURA) which is a 
member of the sequence-specific single-stranded nucleic acid-binding Pur family of proteins. The 
amino acid sequence of Pura is extraordinarily conserved in sequence from bacteria through 
humans, where it functions as a transcriptional activator, and as an RNA transport protein. While 
less is known about PURa in Arabidopsis, it was identified to be an RBP (Bach-Pages et al., 
2020) and was previously demonstrated to interact with TEOSINTE BRANCHED 1, CYCLOIDEA, 





binds TeloSII elements and regulates expression of ribosomal protein genes (Trémousaygue et 
al., 2003). In Arabidopsis, nearly all ribosomal protein genes and other genes involved in 
ribosome biogenesis and translation contain TeloSII elements in their promoters (Gaspin et al., 
2010). This combined TeloSII element is found upstream of the TATA box and acts to coordinate 
expression of snoRNAs and ribosome biogenesis (Qu et al., 2015). Interestingly, many ribosomal 
protein genes and proteins involved in translation are differentially abundant in cobra1 mutants 
(Figure 3.10 and Figure 3.9C). Thus, the interaction between PURa and COBRA1 could suggest 
the COBRA1 binds to PURa to regulate its own expression or that of ribosomal protein genes. 
Additionally, the presence of the TeloSII elements in the COBRA1 promoter suggests that 
COBRA1 may be expressed in a coordinated manner with ribosomal proteins, implicating it in 
ribosome biogenesis. 
3.3.3 Direct or indirect upregulation of extensin genes in COBRA1 mutants may contribute 
to the observed phenotypes 
Of the 59 genes encoding EXT-related glycoproteins in Arabidopsis, 20 are categorized 
as classical extensin genes due to their close homology (Cannon et al., 2008). Extensins have 
been implicated in nearly all stages of plant growth and development, including pollen recognition 
and fertilization (Wu et al., 2001), cell division and differentiation (Ito et al., 1998; Keller and 
Lamb, 1989), cessation and cell elongation (Cleland and Karlsnes, 1967; Ito et al., 1998), 
abscission and senescence (Merkouropoulos and Shirsat, 2003), and responses to abiotic and 
biotic stresses (Wei and Shirsat, 2006; Showalter, 1993). Of the six extensin transcripts more 
abundant in cobra1 seedlings, three were in the same subgroup (subgroup IIc) (EXT15-17) 
(Cannon et al., 2008). Subgroup IIc contained only one additional member, EXT2, which was 
similarly increased in abundance in cobra1-1 and cobra1-2 (FC = 1.89 and 0.84 in cobra1-1 and 
cobra1-2, respectively), but DESeq2 was unable to calculate a corrected FDR value for EXT2 
because it did not meet the internal threshold of average abundance across all libraries 





transcriptional network (Saha et al., 2013), therefore it is possible that this subgroup is also part 
of a transcriptional network, and that loss of COBRA1 results in upregulation of this network.  
The cell wall regulates cell-cell adhesion, abscission, apoplastic transport, maintenance 
of turgor pressure, timing of seed germination, and defense against pathogens (Gómez-Maqueo 
and Gamboa-deBuen, 2016). In the seed, cells walls are modified to be hard for protection from 
the environment and stores energy needed to feed embryo growth and development (Gómez-
Maqueo and Gamboa-deBuen, 2016). The importance of the cell wall dictates a high level of 
control and redundancy in regulation of gene expression and cell wall proteins to ensure proper 
cell wall formation, thus transcriptional networks of extensins are a potential method to maintain a 
proper cell wall.  
Despite their evident importance, only a handful have been characterized to date and 
only mutants lacking EXT3 (ROOT-SHOOT-HYPOCOTYL-DEFECTIVE (RSH)) show a near 
lethal phenotype with defective cytokinesis and abnormal cell shapes (Hall and Cannon, 2002; 
Cannon et al., 2008). Interestingly, plants can use different combinations of EXTs and other 
HRGPs, which are regulated by alternative expression networks, to build apparently normal cell 
walls in the absence of EXT3, suggesting a high degree of functional redundancy among the cell 
wall related and extensin proteins (Saha et al., 2013). Thus, of the transcripts encoding cell wall 
related proteins increased in cobra1 plants, some may be an indirect result of increases is 
different cell wall related proteins, causing a chain response to compensate and form functional 
cell walls. 
Of those examined, several EXT mutants had short root hair phenotypes (EXT6, 7, 12-
14, and 18) (Velasquez et al., 2011), and were shown to be within the same transcriptional 
network (Mangano et al., 2017). In contrast, EXT33 mutants had no observable root growth 
phenotypes but had longer hypocotyls in fully mature, etiolated, dark-grown 8-day-old seedlings 





increased levels of extensin transcripts in plants lacking COBRA1 could result in restricted cell 
growth and overall smaller plants. In fact, EXT1/4 has been demonstrated to restrict cell 
elongation and overexpression of EXT1/4 resulted in stem thickening and subsequent reduced 
height (Roberts and Shirsat, 2006). EXT1/4 is slightly more abundant in cobra1-1 and cobra1-2 
(Figure 3.10) and could contribute to the smaller nature of these plants. Furthermore, many 
extensins are completely unstudied, including many of those increased in cobra1 plants, and 
given the range of functions of those profiled, it is possible that these unstudied extensins could 
function in growth and development to contribute to the phenotypes observed in cobra1 mutants. 
In total, loss of COBRA1 results in an increase in abundance of a small subset of transcripts, 
several of which encode structural components of cell walls, particularly mRNAs encoding 
extensin proteins. 
Several transcription factors have been indirectly associated to expression of several 
extensin genes through transcriptomic studies, including basic helix-loop-helix (bHLH) 
transcription factor ROOT HAIR DEFECTIVE 6 LIKE-4 (RSL4) (Yi et al., 2010) which is predicted 
to regulate EXT12, 14, and 18. Several other transcription factors have been shown to regulate 
extensins in an RSL4-dependent or RSL4-independent manner, including the tri-helix 
transcription factor GT-2-LIKE1 (GTL1) (Shibata et al., 2018), and the ETHYLENE INSENSITIVE 
3-RHD6 (Feng et al., 2017) complex which both regulate RSL4 levels, and EIN3/EIL1 and 
RHD6/RSL1 which are predicted to function independent of RSL4 (Feng et al., 2017). Also, the 
transcription factor OBF-binding protein 3 (OBP3) was demonstrated to regulate EXT1/4 
abundance (Kang et al., 2003). Additional transcription factors have been associated with 
extensin expression, but no direct relationships have been shown and the regulation of most 
extensin genes is nearly completely unstudied. 
COBRA1 ChIRP-MS identified over 100 COBRA1-interacting proteins. While many were 





regulation, including ASIL1, PURa, several HISTONE proteins, and EARLY BOLTING IN SHORT 
DAYS (EBS) (Table 5.1). It is possible that COBRA1 acts as a scaffold for many different 
processes, both interacting with RACK1A and associated proteins to affect ribosome biogenesis 
and seed germination, but also with transcriptional machinery to affect gene expression. More 
studies are required to examine if COBRA1 has a direct role in gene expression regulation 
observed in the cobra1 mutants, possibly through transcription regulatory proteins identified as 
COBRA1-interacting. Additionally, the changes in gene expression could be indirectly caused by 
loss of COBRA1. Future studies will be focused on examining how COBRA1 affects gene 
expression. 
3.3.4 COBRA1-interacting proteins may mediate germination phenotype observed in 
mutants 
RACK1 is a versatile scaffold protein that can bind to numerous signaling molecules from 
diverse signaling transduction pathways (Guo et al., 2007). In Arabidopsis, RACK1 has been 
implicated in 60S ribosome biogenesis and 80S monosome assembly (Guo et al., 2011), as well 
as response to several different phytohormones (Chen et al., 2006). In fact, rack1a mutants have 
a decreased sensitivity to gibberellic acid, brassinolides, and auxin, but enhanced sensitivity to 
abscisic acid, as measured by a decrease in germination on media supplemented with ABA 
(Chen et al., 2006). Ultimately, the hypersensitivity of rack1a to ABA suggests that RACK1A 
negatively regulates ABA-mediated seed germination and development. The phenotypes 
observed in rack1a mutant plants under long-day conditions are highly similar to those observed 
in cobra1 plants, with smaller rosette leave despite similar growth rates to wild type (Wang et al., 
2019). Given the germination and plant size phenotypes of cobra1 mutants, this provides further 
evidence of a possible functional link between RACK1A and COBRA1. Though future studies are 
required, we propose a hypothesis that COBRA1 is localized to the nucleolus, where it functions 
as a scaffold to interact with RACK1A and associated ribosomal proteins to affect ribosome 





association with ribosomal proteins, resulting in decreased ribosome biogenesis and the 
phenotypes observed. 
3.3.5 RNase J is the highest enriched protein-bound to COBRA1 
 The protein with the highest enrichment for COBRA1 binding in Col-0 relative to cobra1-2 
was RIBONUCLEASE J (RNASE J; RNJ) (Figure 3.12B). RNJ encodes a metallo-beta-
lactamase protein that possesses endo- and 5’-3’ exonuclease activities in bacteria and 
chloroplasts within plants and is required for embryo and chloroplast development (Halpert et al., 
2019). While RNase J plays important roles in rRNA maturation and 5’ stability of mRNAs in 
bacteria (Mathy et al., 2007), it does not function in the cleavage of polycistronic rRNAs or mRNA 
precursors in Arabidopsis (Sharwood et al., 2011). Instead, loss of RNase J resulted in a massive 
accumulation of antisense RNAs, suggesting that RNase J is responsible for degradation of these 
RNAs generated by the inability of chloroplast RNA polymerase to terminate transcript effectively. 
The antisense RNAs would otherwise form duplexes with sense strand transcripts and prevent 
translation (Sharwood et al., 2011). While RNase J is described to be chloroplast localized, it is 
also predicted to be located in the nucleus by computational predictions (Kaundal et al., 2010). 
Further, previously, we previously identified a protein thought to be solely chloroplast localized in 
the nucleus (Gosai et al., 2015). Thus, it is possible that RNase J is in the nucleus, though this 
needs to be directly experimentally validated. 
RNases are essential for non-coding RNA processing and each RNase can have a 
multitude of targets. For example, RNase P is an endoribonuclease canonically functions to 
process the 5’ termini of pre-tRNAs but can also cleave other tRNA like structures in the 3’ end of 
lncRNAs to form mature 3’ ends (Wilusz et al., 2008; Sunwoo et al., 2009; Wilusz et al., 2011). 
Additionally, RNase mitochondrial RNA processing (MRP) was originally identified as an RNA-
protein endoribonuclease that processes RNA primers of DNA replication in the mitochondria but 





et al., 1996a). Thus, it is possible that RNase J possesses additional functions than previously 
described, possibly mediated by its interaction with COBRA1. Given its function in ribosome 
maturation in bacteria and the multiple functions of RNases on ncRNAs described previously, we 
posit that RNase J may have additional function in sno-lincRNA processing in Arabidopsis, 
specifically the 3’ end processing we observe for COBRA1, but future studies will be required to 
support this hypothesis. 
In total, using transcriptome-wide analyses we identified functional candidate lncRNAs 
based on sequence conservation and the presence of RBP binding sites. We further show the 
loss of COBRA1 results growth phenotypes. While future studies are required, we provide 
evidence that loss of COBRA1 affects the abundance of transcripts encoding key cell wall 
proteins and demonstrate that COBRA1 interacts with a plethora of proteins involved in many 
different processes. Overall, we hypothesize that COBRA1 acts as a scaffold to bring together 
many different proteins to regulate normal biological processes, including ribosome biogenesis. 
3.4 MATERIALS AND METHODS 
3.4.1 Plant materials and growth conditions 
All plants were of the Columbia-0 ecotype and were grown in controlled chambers with a 
cycle of 16 hours light and 8 hours dark at 22°C. All seeds used for plate growth were sterilized in 
100% ethanol for one-minute followed by a 10-minute wash with 30% Clorox and 0.01% Tween-
20 solution and rinsed 5 times with sterilized water. Seeds were then plated and grown on ½ MS 
agar plates with 1% sucrose and 0.8% Phytoblend and stratified by cold treating at 4°C for 48 hrs 
then placed in growth chambers with the parameters noted above. 
COBRA1 was previously referred to as AT1NC031460 in Liu et al. and AT1G05913 in the 
Araport11 genome annotation. cobra1-1 (SALK_086689) was purchased from the Arabidopsis 





mutants obtained and validated by PCR. RT-qPCR was used to validate significant depletion in 
the abundance of COBRA1. 
3.4.2 CRISPR/Cas9 plasmid construction and mutation identification 
To generate cobra1-2, the suite of plasmids designed for multiplexed CRISPR genome 
editing by Lowder et al. (2015) were acquired from Addgene (https://www.addgene.org) and used 
to generate Arabidopsis CRISPR-Cas9 transformation vectors (Lowder et al., 2015). Two 
different guide RNAs were designed using the CRISPRdirect website (https://crispr.dbcls.jp) 
targeting AT1G05913. Because Cas9 was chosen to perform genome editing, 5’ -NGG- 3’ was 
used as the protospacer adjacent motif (PAM) sequence requirement. The Arabidopsis thaliana 
TAIR10 genome was used to ensure the specificity of chosen guide RNAs. The first guide RNA 
(protospacer sequence: 5’ -TATGATTTGATCATCATCGG- 3’) is located approximately 50 base 
pairs upstream of the AT1G05913 transcription start site, and the second guide RNA 
(protospacer sequence: 5’ -TATATGGCTCTGGAAGAGGG- 3’) is located approximately 121 
base pairs downstream of the AT1G05913 transcription start site. Complimentary oligos were 
designed for each protospacer that contained overhangs compatible with the Arabidopsis U6 
promoter driven guide RNA vectors designed by Lowder et al. (2015) (vectors pYPQ131-
pYPQ134) (Lowder et al., 2015).  
To generate a CRISPR-Cas9 transformation vector containing two guide RNAs targeting 
AT1G05913, the cloning procedures provided by Lowder et al. (2015) were followed (Lowder et 
al., 2015). Briefly, each protospacer sequence described above was annealed using 
complimentary oligos to create a double stranded DNA fragment and then ligated into the vectors 
pYPQ131 and pYPQ132, respectively. pYPQ131 and pYPQ132 with correctly inserted 
protospacer sequences were used in a Golden Gate assembly reaction with pYPQ142 to 
generate a Gateway-compatible entry vector. The pYPQ142 vector with both guide RNAs 





pUBQ10:GW (Stock CD3-1947 from the Arabidopsis Biological Resource Center) were used in a 
Gateway LR reaction (Thermo Fisher Scientific; Carlsblad, CA, USA) to generate the final 
transformation vector. The final vector was transformed into wild type Arabidopsis thaliana (Col-0) 
using the floral dip method (Clough and Bent, 1998). 
Successful transformants were selected using Glufosinate-ammonium and allowed to set 
seed to acquire second generation transformants (T2). T2 plants were genotyped to test for a 
deletion in AT1G05913 using the PCR primers 5’ – CGCTTGTTCAACTCCAAAAAG- 3’ and 5’ - 
TTTTGGTATATAAGCTGA TGGC- 3’. A large band shift was detected in one T2 plant (wild type 
product size: 1,600 bp, observed product size: approximately 200 bp) (Figure 3.6A), and Sanger 
sequencing confirmed the deletion to be 1,325 bp. 
3.4.3 Plasmid construction and generation of COBRA1/cobra1-1 
 To generate COBRA1 promoter::COBRA1/cobra1-1, the entire 1509 bp between the two 
neighboring genes was amplified from Col-0 genomic DNA and cloned into BspEI and BstEII 
restriction enzyme sites of pCAMBIA3301. Transgenic plants were obtained and selected as 
previously described (Zhang et al., 2006). 
3.4.4 RNA extraction 
RNA was extracted from the tissues denoted using a liquid nitrogen cooled mortar and 
pestle. Ground, frozen tissue was transferred to Qiazol lysis reagent (Qiagen; Valencia, CA, USA) 
and further homogenized using QIAshredders (Qiagen; Valencia, CA, USA). RNA was then 
isolated using the miRNeasy mini columns as described by the manufacturers’ protocol (Qiagen; 
Valencia, CA, USA). Following elution from the miRNeasy column, RNA was treated with RNase-
free DNase (Qiagen, Valencia, CA, USA) for 25 minutes at room temperature, ethanol 
precipitated and resuspended in nuclease-free water supplemented with 1.25% RNaseOUT (Life 






All reverse transcription (RT) reactions were performed using SuperScript II following the 
manufacturers’ instructions with 2.5 mM Random Hexamers (Qiagen; Valencia, CA, USA), 100 
units SuperScript II and 30 units RNaseOUT (Invitrogen; Carlsbad, CA, USA) for 2 minutes at 
25°C, 90 minutes 42°C, 5 minutes 95°C, hold at 4°C. Before qPCR, cDNA was diluted 1:10 for all 
RT-qPCR reactions except for ChIRP in which the RT reaction was diluted 1:5. 
 qPCR was performed with 2X SYBR Green qPCR Master Mix with Rox #2 (Bimake; 
Houston, TX, USA), as follows per well: 10 µL 2X SYBR Green Master Mix, 1.5 µL cDNA (diluted 
1:10), 0.4 µL Rox #2. 2.1 µL water, 6 µL combined 1.5 µM forward and reverse primers. All qPCR 
reactions were performed in 3 technical replicates and all primers tested using water to detect 
background signal and melt curves were analyzed for a single peak. All qPCRs were run using 
the following program: 95°C for 10 minutes; 40 cycles of 95°C 30 sec, 55°C 30 sec, 72°C 30 sec. 
Melt curves were generated by heating the final PCR 1.6°C/s to 95°C for 15 sec, decreasing the 
temperature to 60°C at 1.6°C/s and slowly increasing back to 95°C at 0.1°C/s. 
3.4.6 INTACT 
 To examine RNA abundance in nuclei and cytoplasmic fractions, seeds ubiquitously 
expressing a biotin ligase receptor peptide fusion protein that is targeted to the nuclear envelope 
(UBQ10:NTF/ACT2p:BirA Columbia-0 ecotype) were used (Deal and Henikoff, 2010, 2011). After 
7 days, seedlings were collected, and flash frozen in liquid nitrogen and stored at -80°C for 
further processing. The isolation of nuclei tagged in specific cell types (INTACT) (Deal and 
Henikoff, 2010, 2011) technique was used to isolate pure nuclear and cytoplasmic fractions and 
RNA extracted before RT and qPCR as described above. 





 For the germination time course, seedlings were collected 2, 3, 4, 5, 7, and 10 days after 
stratification and flash frozen in liquid nitrogen and stored in -80°C for further processing. Tissues 
from 5-week-old Col-0 plants were collected, flash frozen in liquid nitrogen, and stored in -80°C 
until processing for examining the tissue specificity of COBRA1 abundance. The sample of adult 
leaves included a mix of rosette leaves older than leaves 1-4 which were denoted juvenile leaves. 
3.4.8 Brassicaceae COBRA1 sequence alignments  
To identify putative sequence homologs of the AT1G05913 gene, the entire Arabidopsis 
cDNA sequence was used as query for BLAST using CoGeBlast 
(https://genomevolution.org/CoGe/CoGeBlast.pl) using default parameters (E-value: 1e-5, Word 
size: 8, Gap Costs: Existence-5 Extension-2, Match/Mismatch Scores: 1,-2) against 
representative Brassicaceae species. The top hits for each species were selected based on e-
value and quality score and used for subsequent sequence alignments. Selected sequences 
were aligned using Geneious Prime (Geneious | Bioinformatics Solutions for the Analysis of 
Molecular Sequence Data, 2019) with the Multiple Alignment tool, utilizing the Geneious 
Alignment default parameters (Alignment type: Global alignment with free end gaps, Cost Matrix: 
70% similarity, Gap open penalty: 12, Gap extension penalty: 3, Refinement iterations: 2). 
3.4.9 Rapid Amplification of cDNA Ends (RACE) 
3.4.9.1 5’ RACE  
5 µg of RNA from 5-day-old seedlings was first treated with 1 unit of Shrimp Alkaline 
Phosphatase (SAP; USB Products, Affymetrix, Inc.; Cleveland, OH, USA) in 1X SAP buffer 
provided and supplemented with 1 mM DTT and 60 units RNaseOUT (Invitrogen; Carlsbad, CA, 
USA) for 1 hr at 37°C. The SAP reaction was inactivated for 15 minutes at 65°C and the RNA 
ethanol precipitated overnight. To remove any 5’ m7G caps, 500 ng of the SAP-treated RNA was 





MA, USA) in 1X T4 RNA Ligase Buffer (New England BioLabs; Ipswitch, MA, USA) supplemented 
with 20 units RNaseOUT (Invitrogen; Carlsbad, CA, USA) in a total reaction volume of 10 µL for 1 
hr at 37°C and stored at -20°C overnight.  
On the following day, the 5’ adapter was added. To the 10 µL RppH reaction, we added 1 
µL of 5’ RNA adapter (25 µM; RA5; 5’- GUUCAGAGUUCUACAGUCCGACGAUC -3’) that was 
first heated to 70°C for 2 minutes followed by 2 minutes on ice to relieve secondary structures, 1 
µL 10 mM ATP (New England BioLabs; Ipswitch, MA, USA), 10 units T4 RNA Ligase 1 (New 
England BioLabs; Ipswitch, MA, USA), 1 µL T4 RNA Ligase Buffer (New England BioLabs; 
Ipswitch, MA, USA), and 40 units RNaseOUT (Invitrogen; Carlsbad, CA, USA) and incubated for 
3 hrs at 20°C followed by an overnight ethanol precipitated. For cDNA synthesis, 1 µL of gene 
specific primer (10 µM; qPCR Reverse 2) was added to the ligase reaction and heat treated at 
80°C for 3 minutes followed by 2 minutes on ice. Reverse transcription was performed with 100 
units SuperScript II in 1X First Strand Buffer, 2 mM dNTPs, 10 mM DTT, and 10 units RNaseOUT 
(Invitrogen; Carlsbad, CA, USA) for 1 hr at 42°C, 10 minutes 50°C, 15 minutes 70°C, hold at 4°C 
and store at -20°C overnight. 
The first round of PCR was performed using 1X Phusion High-Fidelity PCR Master Mix 
with HF Buffer (New England BioLabs; Ipswitch, MA, USA) with forward primer “reverse 
transcription primer (RTP)”, and reverse primer “antisense 1” with cDNA diluted 1:5 with the 
following program: 95°C for 5 minutes; 30 cycles of 95°C for 30 sec, 55°C for 30 sec, 72°C for 1 
minute; 72°C 5 minutes, hold at 4°C. PCR 2 was performed similarly, but with PCR reaction 1 
diluted 1:20 as the template and “RA5 internal” forward primer and either (A) “qPCR 1 Reverse” 
or (B) “antisense 3” as the reverse primer. The PCR reaction was then run on a 1% agarose TAE 





3.4.9.2 3’ RACE 
To ligate the 3’ adapter, the 3’ RNA adapter (RA3; 5’- TGGAATTCTCGGGTGCCAAGG -
3) was first heated to 70°C for 3 minutes and snapped cool on ice for 2 minutes. 8 µL heat-
treated 5 µM RA3 was added to 1 µg RNA isolated from 5-day-old Col-0 seedlings and incubated 
with 200 units T4 RNA Ligase 2, truncated (New England BioLabs; Ipswitch, MA, USA) in 1X T4 
RNA Ligase Buffer (New England BioLabs; Ipswitch, MA, USA) for 1 hr 15 minutes at 28°C. As a 
control, this reaction was also performed in the absence of T4 RNA Ligase 2, truncated (-Lig). 
The reaction was then ethanol precipitated overnight. 
The following day, the precipitated RNA was split in half for reverse transcription +/- RT. 
To 8 µL RNA, 1 µL 10 mM dNTPs and 1 µL RTP was added and incubated for 5 minutes at 65°C 
then transferred to ice for 2 minutes. Reverse transcription was performed with 100 units 
SuperScriptII (SSII) in 1X First Strand Buffer, 10 mM DTT, 20 units RNaseOUT (Invitrogen; 
Carlsbad, CA, USA) for 2 minutes at 25°C, 90 minutes 42°C, 5 minutes 95°C, hold at 4°C and 
store at -20°C overnight. The reaction was also performed without SSII as a control. 
The first round of PCR was performed using 1X Phusion High-Fidelity PCR Master Mix 
with HF Buffer (New England BioLabs; Ipswitch, MA, USA) with cDNA diluted 1:10 in water, and 
forward primer RTP and reverse primer RNA index primer 35 with the following program: 95°C for 
5 minutes; 30 cycles of 95°C for 30 sec, 55°C for 30 sec, 72°C for 1 minute; 72°C 5 minutes, hold 
at 4°C. PCR 2 was performed similarly, but with PCR reaction 1 diluted 1:20 as the template and 
“Sense 3” forward primer and “RNA universal index primer” as the reverse primer. The PCR 
reaction was then run on a 1% agarose TAE gel with a 1 kb plus DNA ladder (Invitrogen; 
Carlsbad, CA, USA), excised and gel extracted using the Monarch DNA Gel Extraction Kit 





The purified PCR reaction was then A-tailed with 15 units Klenow Fragment (3’ – 5’ exo-) 
(New England BioLabs; Ipswitch, MA, USA) in 1X NEB Buffer 2 (New England BioLabs; Ipswitch, 
MA, USA), and 0.1 mM dATP for 30 minutes at 37°C. The reaction was then cleaned up using 
Zymo ChIP DNA Clean & Concentrator following the manufacturers’ instructions (Zymo 
Research; Irvine, CA, USA). The resulting PCR reaction was then cloned into pGEM T-Vector 
system and selected for using the XGal/IPTG system (Promega, Madison, WI, USA). Sanger 
sequencing was performed at the University of Pennsylvania Genomic Analysis Core with the 
SP6 promoter/primer. 
3.4.10 Germination 
 For germination experiments, seeds of Col-0, cobra1-1, cobra1-2, and COBRA1/cobra1-1 
were sterilized in 100% ethanol for one-minute followed by a 10-minute wash with 30% Clorox 
and 0.01% Tween-20 and washed 5X with sterilized water. Seeds were then plated on ½ MS 
agar plates with 1% sucrose and 0.8% Phytoblend and stratified by cold treating at 4°C for 48 hrs 
and placed in growth chambers. Two days after transfer to growth chambers, the number of 
seeds that that displayed cotyledons entirely emerged from the seed coat were counted. Plates 
were then allowed to grow for 3 more days and 5-day-old seedlings were collected to measure 
COBRA1 abundance. 
3.4.11 Leaf initiation rate  
Col-0, cobra1-1, cobra1-2, and COBRA1/cobra1-1 were grown in soil as described 
above. Every day at ~11 AM the presence of leaf primordia was examined. Leaf initiation was 
measured when the leaf primordia was visible to the eye (~0.5 mm). After 3 weeks, plants were 
weighed for fresh weight measurements. To measure plant size, 3-week-old plants were taped 
flat on paper, scanned, and analyzed using ImageJ as follows. Scanned images were first 
converted to 8-bit and processed into a binary image such that any plant tissue was converted to 





‘particles’ (plants) perimeter and area measured. Area of leaf 3 was selected by hard and 
measured. 
3.4.12 mRNA-seq 
3.4.12.1 Library preparation 
RNA from 5-day-old Col-0, cobra1-1, and cobra1-2 seedlings was extracted as 
mentioned above before library preparation using the NEB Ultra RNA Library Prep Kit for Illumina 
(New England BioLabs, Ipswitch, MA, USA) with AMPure XP Beads (Beckman Coulter Life 
Sciencesl; Brea, CA, USA) for clean-up steps. Quality of RNA was assayed using the Agilent 
2100 Bioanalyzer system and only RNA with a RIN > 7 were used. All libraries were sequenced 
on the Illumina NovaSeq SP Flow cell using the standard protocol with 2x50 base pair 
sequencing over one lane. 
3.4.12.2 Read processing and alignment 
 Adapter sequences were trimmed using cutadapt (version 1.9.1 with parameters -e 0.01 -
O 10 -m 15). The resulting trimmed and untrimmed sequences were then mapped to the TAIR10 
Arabidopsis genome using STAR (version 2.4.2a with parameters –bamRemoveDuplicatesType 
UniqueIdentical).  
3.4.12.3 Differential abundance analysis 
Gene counts for each transcript were called using HTseq-count on aligned reads using 
default parameters for all protein-coding and long non-coding RNAs from the Araport11 
annotation. The R package DESeq2 was used to identify differentially abundant transcripts using 
default parameters. To compare RNA abundances in cobra1-1 and cobra1-2 samples, fold 
change calculated by DESeq2 was compared between the two alleles. Pearson’s correlation was 





3.4.13 Chromatin Isolation by RNA Purification (ChIRP) 
3.4.13.1 Probe design, crosslinking and chromatin isolation  
ChIRP probes were designed using the Stellaris probe website 
(https://www.biosearchtech.com/support/tools/design-software/chirp-probe-designer) with a 3’ 
Biotin TEG.  
5-day-old Col-0 and cobra1-2 seedlings were crosslinked in PBS with 1% formaldehyde 
(v/v) (Sigma-Aldrich; St. Louis, MO, USA) added and placed under vacuum for 10 minutes, 
followed by a 5-minute quench with 125 mM Glycine under vacuum. Crosslinked tissue was then 
washed 5 times in distilled, deionized water, patted dry with paper towels, flash frozen in liquid 
nitrogen, and stored at -80°C until further processing. Chromatin from 6 g of 5-day-old Col-0 and 
cobra1-2 crosslinked seedlings (3 g scrambled probes and 3 g COBRA1 probes) was isolated as 
previously described (Do et al., 2019).    
3.4.13.2 Bead preparation 
 Pierce High Capacity Streptavadin Agarose beads (Thermo Fisher Scientific; Carlsblad, 
CA, USA) were first chemically treated to protect the streptavidin from tryptic proteolysis in 
preparation for mass spectrometry to reduce streptavidin signal as previously described (Barshop 
et al., 2019). 
3.4.13.3 ChIRP 
 ChIRP was performed as previously described (Chu et al., 2015, 2011, 2012), with 
several modifications. Modified Pierce High Capacity Streptavadin Agarose beads (Thermo 
Fisher Scientific; Carlsbad, CA, USA) were first washed twice and resuspended in nuclei lysis 
buffer (50 mM Tris-HCl pH = 8.0, 10 mM EDTA, 1% SDS) supplemented with cOmplete Protease 
Inhibitor Cocktail (Sigma, St Louis, MO, USA) and RNaseOUT (Invitrogen, Carlsblad, CA, USA). 





a 37°C hybridization oven with rotation. After pre-clearing, samples were centrifuged twice at 
3000 RPM for 5 minutes at room temperature (RT) to thoroughly remove any beads, and 10% of 
the sample was removed for both RNA input and protein input. The lysates were then split into a 
scrambled and COBRA1 probe sample and 2X Hybridization buffer was added (750 mM NaCl, 
1% SDS, 50 mM Tris-HCl pH = 7.5, 1 mM EDTA, 15% Formamide) supplemented with PMSF 
(100 µL/10 mL), RNaseOUT (5 µL/10 mL; Invitrogen, Carlsblad, CA, USA), and cOmplete 
Protease Inhibitor Cocktail (Sigma, St Louis, MO, USA). 100 pmol of probes were then added per 
1 mL chromatin (i.e. 1.67 µL for each of the 6 probes used for COBRA1) and the samples 
incubated in a 37°C hybridization oven with rotation.  
 After 5 hours, 100 µL of modified beads were added to each tube and incubated in a 
37°C hybridization oven with rotation for another 2 hrs. Samples were then centrifuged for 5 
minutes at 3000 RPM, supernatant removed, and resuspended in 1 mL wash buffer (2S SSC, 
0.5% SDS) pre-warmed to 37°C and incubated in a 37°C hybridization oven with rotation for 
another 30 minutes. Samples were washed for a total of 4 washes. After the last spin, samples 
are resuspended in 1 mL wash buffer and 150 µL removed for RNA isolation and the remaining 
850 µL used for mass spectrometry.  
3.4.13.4 RNA Isolation 
 RNA isolation was performed using a modified version of a previously published protocol 
(Desvoyes et al., 2018). RNA samples were centrifuged at 3000 RPM for 5 minutes and 
resuspended in 400 µL RNA proteinase K buffer (PK Buffer; 100 mM NaCl, 10 mM Tris-HCl pH = 
7.5, 1mM EDTA, 0.5% SDS) and 390 µL PK buffer was added to RNA input samples. To reverse 
crosslinks, NaCl was added to a final concentration of 200 mM (add 8 µL 5M NaCl) and 
incubated at 65°C overnight. The following day 16 µL 1M Tris-HCl pH = 6.8, 8 µL 0.5 M EDTA 





37°C for 2 hr with rotation to remove proteins. Samples were then added to 700 µL Qiazol 
(Qiagen; Valencia, CA, USA), and RNA isolated as described above. 
3.4.13.5 Mass spectrometry sample preparation and acquisition 
Protein samples were centrifuged at 3000 RPM for 5 minutes, supernatant removed, and 
the beads were wash 3 times with 100 mM NH4HCO3, and ultimately resuspended in 400 µL 100 
mM NH4HCO3 supplemented with 200 mM NaCl and incubated overnight at 65°C to reverse 
crosslinks. The next day the samples were flash frozen in liquid nitrogen and stored at -80°C until 
processing. Samples were thawed on ice and resuspended in an appropriate volume of the 
resuspension buffer (50 mM SDS and 50 mM triethylammonium bicarbonate (TEAB) final 
concentrations) and reduced with final 10 mM DTT (US Biological, Salem, MA, USA) for 30 min at 
30 °C, followed by alkylation with final 50 mM iodoacetamide (Sigma, St Louis, MO, USA) for 
30 min at 30 °C. The samples were processed using an S-TrapTM column according to the 
protocol recommended by the supplier (Protifi; Farmingdale, NY,USA; C02-mini): loaded onto the 
column and digested with trypsin (Thermo Fisher Scientific; Carlsblad, CA, USA) in 1:10 (w/w) 
enzyme/protein ratio for 1 h at 47 °C.  
Peptides eluted from this column were vacuum-dried and resuspended with LC-MS grade 
water containing 0.1% (v/v) TFA for mass spectrometry analysis. Each sample was analyzed by a 
Q-Exactive HF mass spectrometer (Thermo Fisher Scientific; Carlsblad, CA, USA) coupled to a 
Dionex Ultimate 3000 UHPLC system (Thermo Fisher Scientific; Carlsblad, CA, USA) equipped 
with an in-house made 15 cm long fused silica capillary column (75 μm ID), packed with 
reversed-phase Repro-Sil Pur C18-AQ 2.4 μm resin (Dr. Maisch; GmbH, Ammerbuch, Germany) 
column. Elution was performed using a gradient from 5% to 35% B (50 min), followed by 90% B 
(10 min), and re-equilibration from 90% to 5% B (5 min) with a flow rate of 400 nL/min (mobile 
phase A: water with 0.1% formic acid; mobile phase B: 80% acetonitrile with 0.1% formic acid). 





200−1500 m/z, resolution 120,000; MS1 AGC target 1E6; MS1 Maximum IT 100. MS/MS settings 
were: resolution 30,000; AGC target 5E4; MS2 Maximum IT 200 ms; fragmentation was enforced 
by higher-energy collisional dissociation with stepped collision energy of 25, 27, 30; loop count 
top 15; isolation window 1.4; fixed first mass 120; MS2 Minimum AGC target 2E3; charge 
exclusion: unassigned, 1, 7, 8 and >8; peptide match preferred; exclude isotope on; dynamic 
exclusion 45 sec. 
3.4.13.6 Mass spectrometry data analysis 
The acquired data were processed via Proteome Discoverer 2.4 with the default 
QExactive Precursor Quant and LFQ MPS with SequestHT and Percolator processing template 
and Comprehensive Enhanced Annotation LFQ and Precursor Quant consensus template with 
the following parameters. The spectra match with peptide sequence was performed with 
SequestHT with contaminants.fasta from MaxQuant and Arabidopsis thaliana fasta 2019.04 
release, full tryptic digestion, maximum missed cleavage 3, peptide length between 6 to 144, MS1 
mass tolerance 10ppm, MS2 mass tolerance 0.02 Da, dynamic modification with oxidation on 
methionine, acetylation and methionine loss on protein N-terminal, static modification with 
carbamidomethyl on cysteine. The protein inference and identification validation was performed 
with Percolator with a 1% false discovery rate (FDR) cut off. Normalization was performed by total 
peptide amount and scaling mode was set to on all average. Protein Abundance was peptide 
summed with the top 3 most abundant peptides for each protein. 
Proteins were first filtered such that only proteins with abundance scores in at least two 
biological replicates of the pulldown with the COBRA1 probes in Col-0 background were 
considered. Protein abundance in COBRA1 pulldown was then normalized by the average protein 
abundance identified using the scrambled probes (COBRA1/scrambled) and only proteins that 
were enriched with the COBRA1 probes compared to the scrambled sequence probes were 





then calculated as the log2[Col-0/cobra1-2] and proteins enriched over 1-fold were classified as 
COBRA1-interacting and used for future analyses. We also examined proteins that were present 
in at least 2 biological replicates of the COBRA1 pulldown in Col-0 tissue, but absent from 
scrambled and in 0 or 1 biological replicate of the COBRA1 pulldown in the cobra1-2 background. 
Since no protein abundances were found in the scrambled, a fold enrichment could not be 
calculated.  
3.4.14 Protein-protein interaction (PPI) network 
STRING (https://string-
db.org/cgi/input.pl?sessionId=QFOfEIHPOaYj&input_page_show_search=on) was used to 
generate the protein-protein interaction network with medium stringency and clustered into 5 








CHAPTER 4: COMBINATORIAL CONTROL OF DROSOPHILA CIRCULAR 
RNA EXPRESSION BY INTRONIC REPEATS, HNRNPS, AND SR PROTEINS 
This work refers to work from: 
• Kramer MC*, Liang D*, Tatomer DC, Gold B, March ZM, Cherry S & Wilusz JE. (2015). 
Combinatorial control of Drosophila circular RNA expression by intronic repeats, 
hnRNPs, and SR proteins. Genes Dev. 29, 2168-2182. 
*Indicates co-first author 
4.1 INTRODUCTION 
 It was long assumed that eukaryotic pre-mRNAs are always canonically spliced to 
generate a linear mRNA that is subsequently translated to produce a protein. However, it is now 
becoming increasingly clear that many genes can be non-canonically spliced to produce circular 
RNAs with covalently linked ends (reviewed in Wilusz and Sharp, 2013; Jeck and Sharpless, 
2014; Lasda and Parker, 2014; Chen and Yang, 2015; Ebbesen et al., 2016; Wilusz, 2015). 
These transcripts are almost exclusively derived from exons, accumulate in the cytoplasm, and 
are thought to be products of alternative splicing events known as “backsplicing.” In contrast to 
canonical splicing, which joins the exons in a linear order (joining exon 1 to exon 2 to exon 3, 
etc.), backsplicing joins a splice donor to an upstream splice acceptor (e.g., joining the 3’ end of 
exon 2 to the 5’ end of exon 2). A handful of RNAs generated in this manner were identified in the 
1990s (Nigro et al., 1991; Cocquerelle et al., 1993; Zaphiropoulos, 1997) and recent deep 
sequencing studies have expanded this observation to thousands of circular RNAs expressed 
across eukaryotes, including humans (Salzman et al., 2012; Jeck et al., 2013; Memczak et al., 
2013; Guo et al., 2014; Conn et al., 2015; Kelly et al., 2015), mice (Memczak et al., 2013; Rybak-
Wolf et al., 2015; You et al., 2015), C. elegans (Memczak et al., 2013; Ivanov et al., 2015), 
Drosophila (Salzman et al., 2013; Ashwal-Fluss et al., 2014; Westholm et al., 2014), S. pombe 





some genes, the abundance of the circular RNA exceeds that of the associated linear mRNA by a 
factor of 10 (Salzman et al., 2012; Jeck et al., 2013), suggesting that the major function of some 
protein-coding genes may be to generate circular RNAs.  
 Most exons in eukaryotic genomes have splicing signals at both ends and theoretically 
can circularize. However, only certain exons are observed in circular RNAs, and these 
backsplicing events often occur in a tissue-specific manner (Salzman et al., 2013; Guo et al., 
2014; Westholm et al., 2014). This suggests that circular RNA biogenesis is tightly regulated. As 
splicing generally occurs co-transcriptionally (reviewed in Brugiolo et al., 2013), most introns, 
along with their upstream splice acceptors (which are needed for backsplicing), are rapidly 
removed. Therefore, for circular RNAs to be produced, canonical splicing likely must occur more 
slowly around these exons (Ashwal-Fluss et al., 2014) and/or exon skipping events may be 
coupled to circular RNA biogenesis (Zaphiropoulos, 1997; Surono et al., 1999; Barrett et al., 
2015; Kelly et al., 2015). In the latter, the circular RNA is derived from an exon-containing lariat, 
allowing a pre-mRNA to yield both a linear mRNA as well as a circular RNA comprised of the 
skipped exon(s).  
There is little known about the splicing factors that regulate these events. In some cases, 
the Muscleblind and Quaking proteins appear to facilitate backsplicing by bridging between two 
introns and causing the splice sites from the intervening exon(s) to be brought into close proximity 
(Ashwal-Fluss et al., 2014; Conn et al., 2015). For example, circular RNA production from the 
Drosophila muscleblind (Mbl) gene is triggered when the Mbl splicing factor binds to its own 
introns (Ashwal-Fluss et al., 2014). However, in humans, mice, and C. elegans, the predominant 
determinants of whether a pre-mRNA is subjected to backsplicing are intronic repetitive elements, 
such as sequences derived from transposons (reviewed in Wilusz, 2015). Almost 90% of human 
circular RNAs have complementary Alu elements in their flanking introns (Ivanov et al., 2015) 





sequences allows the intervening splice sites to be brought close together (Dubin et al., 1995; 
Jeck et al., 2013; Liang and Wilusz, 2014; Zhang et al., 2014a; Ivanov et al., 2015; Li et al., 
2015). Interestingly, repeats <40-nt can drive circular RNA production in human cells (Liang and 
Wilusz, 2014), but it is clear that more than simple thermodynamics regulates circularization. For 
example, base-pairing interactions can be disrupted by ADAR (Adenosine Deaminase Acting on 
RNA), which converts adenosines in double-stranded regions to inosines (Ivanov et al., 2015; 
Rybak-Wolf et al., 2015). In addition, most mammalian pre-mRNAs contain multiple intronic 
repeats, allowing distinct circular (or linear) RNAs to be produced depending on which repeats 
base pair to one another (Zhang et al., 2014a). Therefore, other factors likely help dictate splicing 
outcomes by regulating these exon circularization events. 
 Despite key regulatory roles for intronic repeats in multiple eukaryotes, it has been 
suggested that circular RNA biogenesis in Drosophila melanogaster is not driven by base pairing 
interactions (Westholm et al., 2014). Instead, a positive correlation between the length of the 
flanking introns and circular RNA abundance was identified in Drosophila (Westholm et al., 
2014).. However, the effect of modulating intron lengths on backsplicing has not yet been directly 
addressed. It is also completely unknown how Drosophila circular RNAs besides Mbl, of which 
there are >2,500 annotated circular RNAs derived from other genomic loci (Salzman et al., 2013; 
Ashwal-Fluss et al., 2014; Westholm et al., 2014), are generated or post-transcriptionally 
regulated. Therefore, it is still unclear whether circular RNA biogenesis strategies are conserved 
across eukaryotes or if species such as Drosophila use unique mechanisms to determine which 
exons should be backspliced. 
 Once produced, circular RNAs are stable transcripts that are naturally resistant to 
degradation by exonucleases. Two circular RNAs (ciRS7/CDR1as and Sry) modulate the activity 
of specific microRNAs (Hansen et al., 2013; Memczak et al., 2013), but most other RNA circles 





and likely function differently (Guo et al., 2014). It has, for example, been proposed that many 
circular RNAs may regulate neuronal functions (Westholm et al., 2014; Rybak-Wolf et al., 2015; 
You et al., 2015) and artificial circular RNAs containing an IRES (internal ribosome entry site) can 
be translated (Chen and Sarnow, 1995; Wang and Wang, 2015). However, the lack of efficient 
methods for modulating circular RNA levels or ectopically expressing circular RNAs (reviewed in 
Petkovic and Müller, 2015) has limited our ability to define functions for these transcripts.  
 Here, we focused on the Drosophila laccase2 gene as it produces an abundant circular 
RNA in vitro and in vivo. We provide evidence that intronic repeats collaborate with trans-acting 
splicing factors to regulate circularization in flies. Mechanistically, we found that miniature introns 
(<150-nt) containing the splice sites and inverted repeats were sufficient to support laccase2 
circular RNA production. The intronic repeats must base pair to one another for circularization to 
occur, as has been observed in other eukaryotes. Furthermore, we found that the strength of 
these base pairing interactions dictates whether backsplicing occurs co- or post-transcriptionally: 
long flanking repeats appear to allow co-transcriptional processing. Screening a panel of genes, 
we found that multiple hnRNP (heterogeneous nuclear ribonucleoprotein) and SR (serine-
arginine) family proteins regulate laccase2 circular RNA levels in a combinatorial manner. 
Comparisons with the Mbl locus suggest that the circularization mechanisms are distinct as the 
laccase2 circular RNA was not regulated by the Mbl or laccase2 gene products. We then 
identified additional circular RNAs that are regulated by unique combinations of hnRNP and SR 
proteins, suggesting that combinatorial control may be a common regulatory strategy that 
modulates circular RNA levels. This led us to test whether this biogenesis mechanism is active in 
human cells, and we found that the laccase2 introns can indeed robustly generate circular RNAs. 
It is thus now possible to efficiently generate “designer” circular RNAs in cells with minimal linear 
RNA production. In total, our results reveal new insights into how trans-acting factors and intronic 
repeats collaborate to regulate circular RNA biogenesis across eukaryotes as well as provide new 






4.2.1 The Drosophila laccase2 gene produces an abundant circular RNA 
To characterize the mechanisms by which circular RNAs are generated in flies, we first 
determined whether Drosophila S2 and DL1 cell culture lines express a panel of previously 
identified circular RNAs (Ashwal-Fluss et al., 2014; Westholm et al., 2014). Northern blots 
detected the muscleblind (Mbl) circular RNA (652-nt) only in S2 cells (Figure 4.1A, left), whereas 
the PlexA circular RNA (1437-nt) (Figure 4.2A) and a 490-nt transcript derived from the laccase2 
gene were detected in S2 and DL1 cells (Figure 4.1A, right). Notably, unlike the PlexA locus, the 
490-nt laccase2 transcript was more abundant (~5- and ~2.5-fold in DL1 and S2 cells, 
respectively) than the linear laccase2 mRNA, which encodes an enzyme implicated in cuticle 
formation and pigmentation (Futahashi et al., 2011; Jacobs et al., 2015). Using RT-PCR (Figure 
4.2B) and additional Northern blot probes, including one (Probe 3) that spans the backspliced 
junction (Figure 4.1B and Figure 4.2C), we confirmed that the transcript is a circular RNA that is 
generated when the 5’ splice site at the end of exon 2 is joined to the 3’ splice site at the 
beginning of exon 2 (Figure 4.1E). Furthermore, the laccase2 circular RNA was resistant to 
digestion by the 3’-5’ exonuclease RNase R, unlike the linear laccase2 or b-actin mRNAs (Figure 
4.1C). Upon examining laccase2 expression in adult flies, we determined that the circular RNA is 
predominately expressed in D. melanogaster heads (Figure 4.1D), which is consistent with the 








Figure 4.1: The D. melanogaster laccase2 gene generates a circular RNA  
(A) 20 micrograms of total RNA from DL1 and S2 cells was subjected to Northern blot analysis and probed for Mbl and 
laccase2 expression. b-actin was used as a loading control.  
(B) The laccase2 circular RNA was detected with multiple oligonucleotide probes, including one complementary to the 
backspliced junction (Probe 3).  
(C) The laccase2 circular RNA is resistant to RNase R digestion.  
(D) 11 micrograms of total RNA from adult D. melanogaster tissues was probed for laccase2 expression. 18S ribosomal 
RNA was used as a loading control.  
(E) Exon/intron structure of the D. melanogaster laccase2 locus, highlighting a 1945-nt region that includes exon 2. A 
circular RNA is formed when the 5’ splice site at the end of exon 2 is joined to the 3’ splice site at the beginning of exon 2 
(purple). Repetitive elements in the designated orientations are shown.  
(F) The 1945-nt region of the laccase2 pre-mRNA was cloned downstream of the metallothionein promoter to generate 
the Laccase2 Sense plasmid. The regions targeted by Northern oligonucleotide probes are denoted in red.  
(G) Plasmids containing the laccase2 region in the sense or antisense orientations were transfected into DL1 (left) or S2 
cells (right), and Northern blots were performed. Endogenous laccase2 circular RNA expression was observed in the 








Figure 4.2: D. melanogaster cell lines express circular RNAs from the PlexA and laccase2 
loci 
(A) 20 micrograms of total RNA from DL1 and S2 cells was subjected to Northern blot analysis and probed for PlexA 
expression. The locations of the probes are noted to the right, with Probe 3 spanning the backsplicing junction. 
(B) RNA from DL1 cells was reverse transcribed using random hexamers. PCR amplification was then performed using 
forward (5’-CCTGCGCTATCTGCTCCTGA) and reverse (5’- GCTAGGATTGAGGATGGAGCTCC) primers with genomic 
DNA (gDNA) or cDNA as a template. Products were then subjected to Sanger sequencing. The backsplicing junction is 
denoted by the change in color from orange to blue. 
(C) 20 micrograms of total RNA from DL1 and S2 cells was subjected to Northern blot analysis and probed for Laccase2 
expression. The locations of the Laccase2 Probe 1 and Probe 3 sequences are noted in Figure 4.1F. Probes to exon 3 
and exon 4 confirmed the identity of the Laccase2 mRNA transcript. b-actin was used as a loading control. 
 
 
4.2.2 Base pairing between complementary intronic repeats is sufficient for laccase2 
circular RNA production 
 Although most introns in Drosophila are <150-nt in length (Lim and Burge, 2001), circular 
RNAs are usually generated from exons that are flanked by long introns (Westholm et al., 2014). 
Indeed, >9-kb introns are present upstream and downstream of exon 2 of the Drosophila 
laccase2 gene (Figure 4.1E). Within these intronic sequences, we identified a pair of inverted 
DNAREP1_DM family transposons that are located very close to the circularizing exon (Figure 
4.1E). These repeats are highly complementary to each other (75% identical over a 106-nt 





not conserved in most Drosophila species, including D. yakuba, that encode the laccase2 gene. 
As Northern blots failed to detect the laccase2 circular RNA in the heads of D. yakuba (Figure 
4.3B), we hypothesized that base pairing between the intronic repeats promotes laccase2 circular 
RNA production in D. melanogaster. 
 To test this model, we first asked whether relatively short introns are, in fact, sufficient to 
support laccase2 circularization. A 1945-nt region of the D. melanogaster laccase2 pre-mRNA, 
spanning from 607-nt upstream of exon 2 to 848-nt downstream of exon 2, was cloned in the 
sense or antisense orientation downstream of the metallothionein promoter (pMT) (Figure 4.1F). 
Following transient transfection of DL1 or S2 cells with the plasmids, CuSO4 was added to induce 
pMT transcription and total RNA isolated 14 hr later. Only after CuSO4 induction was circular 
RNA expression from the laccase2 sense plasmid observed by Northern blots (~9- and >100-fold 
over endogenous levels in DL1 and S2 cells, respectively) (Figure 4.1G). The transcript was 
further detected using multiple oligonucleotide probes, including one that spans the spliced 
junction (Figure 4.3C), confirming that the RNA generated from our plasmid is backspliced. As 
the 490-nt circular RNA was the predominant transcript that accumulates in cells (Figure 4.1G), 
we conclude that RNAs from these plasmids backsplice at a high efficiency. In addition to the 
490-nt transcript, we also observed some concatenated and/or intertwined (~1 kb in length) 






Figure 4.3: Intronic repeats facilitate Laccase2 circular RNA production in D. melanogaster  
(A) Sequence alignment of the upstream and downstream DNAREP1_DM repeats, demonstrating that three distinct 
regions of the repeats are highly complementary to one another. Numbering scheme is the same as that used in Figure 
4.4A.  
(B) 8 micrograms of total RNA from D. melanogaster (w1118 strain) and D. yakuba was subjected to Northern blot analysis 
and probed for Laccase2 expression. 18S rRNA was used as a loading control.  
(C) As in Figure 4.1G, plasmids containing the laccase2 region in the sense or antisense orientations were transfected 
into DL1 (left) or S2 cells (right). Northern blots were then performed using a probe that spans the backsplicing junction. 
 
 
Having shown that the intronic regions immediately flanking exon 2 are sufficient for 
laccase2 circular RNA production, we next identified the minimal sequence elements required 
(Figure 4.4A). By progressively deleting nucleotides from the 5’ (Figure 4.4B) or 3’ (Figure 4.4C) 
ends, we determined that most of the upstream and downstream DNAREP1_DM repeats are 
dispensable for circularization. However, completely deleting either of the repeats largely 
eliminated circular RNA production from the plasmids. Further analysis revealed that ~100 
nucleotides of each repeat (beginning at nt 450 for the upstream repeat and ending around nt 
1245 for the downstream repeat) are sufficient for efficient circularization (Figures 4.4A-C). As 





(Figure 4.4 and Figure 4.3), we tested the effect of disrupting base pairing between the two 
introns. Circularization was not observed when six of the base pairs were disrupted (Mut 5’ 
Repeat and Mut 3’ Repeat) (Figure 4.4D-E). When base pairing was re-established by 
introduction of mutations in both repeats (Mut 5’+3’ Repeat), efficient laccase2 circular RNA 
production was again observed (Figure 4.4E). As co-transfection of an EGFP expression plasmid 
confirmed equal transfection efficiency across samples (Figure 4.4E), we conclude that base 
pairing between the intronic DNAREP1_DM repeats is necessary for laccase2 circularization. In 
addition, these results parallel our prior findings in human cells that short complementary regions 







Figure 4.4: Base pairing between intronic repeats facilitates laccase2 circular RNA 
production 
(A) Numbering scheme for the Laccase2 Sense expression plasmid. The minimal sufficient introns that support 
circularization (450-1245 plasmid) are shown at the bottom.  
(B-C) Laccase2 expression plasmids containing deletions at their 5’ ends (B) or 3’ ends (C) were transfected into DL1 
cells, and CuSO4 was added for 14 hr where indicated. Northern blots were subsequently performed.  
(D) Mutations in the repeats (denoted in red) were introduced into the Laccase2 nt 450-1245 expression plasmid. mFold 
was used to calculate hairpin stabilities, assuming a 7-nt linker (AGAAUUA) between the repeats.  
(E) An EGFP expression plasmid and laccase2 expression plasmids containing wild-type (WT) or mutant repeats were 
transfected into DL1 cells. CuSO4 was then added for 14 hr, and Northern blots were performed.  
 
 
4.2.3 Multiple hnRNP and SR proteins regulate laccase2 circular RNA levels 
Recent work has begun to identify trans-acting factors that regulate exon circularization, 
including the RNA editing enzyme ADAR1 (Ivanov et al., 2015; Rybak-Wolf et al., 2015), the 





2014). Production of the fly Mbl circular RNA is tightly controlled in cis by the Mbl protein via an 
elegant feedback loop, and over-expression of this splicing factor results in increased Mbl circular 
RNA production (Ashwal-Fluss et al., 2014). However, it is unclear if other circular RNAs are 
controlled via Mbl or analogous cis-acting feedback loops. We first validated that knockdown of 
Mbl using double-stranded RNA (dsRNA) targeting the first exon of Mbl (which is not included in 
the Mbl circular RNA) significantly reduces Mbl circular RNA levels in SL2 cells (Figure 4.5A, 
top). In contrast, expression of the laccase2 mRNA and laccase2 circular RNA were unaffected 
by Mbl knockdown in either SL2 (Figure 4.5A, bottom) or DL1 cells (Figure 4.6A). This suggests 
that laccase2 circularization is regulated in a manner distinct from the Mbl locus. Indeed, no direct 
feedback mechanism exists at the laccase2 locus, as knockdown of the laccase2 mRNA (using 
double-stranded RNA that targets exon 3) had no effect on laccase2 circular RNA levels (Figure 
4.5A, bottom).  
To identify regulators of laccase2 circularization, we screened a panel of proteins with 
well-established roles in transcriptional elongation (e.g. 7SK and NELF-B), RNA splicing (e.g. 
hnRNP and SR proteins), and other RNA processing events (e.g. helicases or 3’ end cleavage 
factors). Each protein was individually knocked down in DL1 cells for three days using dsRNAs, 
and expression of the endogenous laccase2 circular RNA was measured using Northern blots 
(Figures 4.5 B-C). Although only minor changes were observed when most proteins were 
knocked down, depletion of three SR proteins (SF2 [SRSF1], SRp54 [SRSF11], and B52 
[SRSF6]) each caused laccase2 circular RNA levels to reproducibly increase by greater than 2-
fold (t-test: p<0.01). This indicates that these factors may act to repress the laccase2 circular 
RNA. The hnRNP protein Hrb27C likewise acts to inhibit laccase2 circular RNA accumulation, 
whereas Hrb87F acts to enhance circularization (t-test: p<0.01). qPCR was used to validate that 
each dsRNA depleted its target gene by >80% (Figure 4.6B), and we confirmed that an 
independent, non-overlapping dsRNA against each factor caused similar effects on laccase2 





largely unaffected by modulating the expression of these hnRNP and SR proteins (Figure 4.5D, 
top and Figure 4.6C). This indicates that distinct sets of factors regulate circularization from the 
Mbl and laccase2 loci.  
 
Figure 4.5: Multiple hnRNPs and SR proteins regulate laccase2 circular RNA expression  
(A) Drosophila SL2 cells were treated with the indicated dsRNAs for 4 days, and Northern blots performed to analyze 
expression of the endogenous Mbl and Laccase2 loci. Knockdown of the linear Mbl transcript caused depletion of the Mbl 
circular RNA, but had no effect on Laccase2 circular RNA levels.  
(B) Northern blots were used to examine Laccase2 expression in DL1 cells that had been treated with 4 µg of the 
indicated dsRNAs for 3 days. Representative blots are shown.  
(C) Laccase2 circular RNA levels were quantified using ImageQuant from three independent experiments and normalized 
to the No dsRNA samples. Data are shown as mean±SD. 









Figure 4.6: Multiple hnRNPs and SR proteins regulate the expression of the Laccase2 
circular RNA 
(A) Drosophila DL1 cells were bathed in the indicated dsRNAs for 3 days, and Northern blots performed to analyze the 
expression of the endogenous laccase2 locus. For each gene, two independent, non-overlapping dsRNAs were tested (3 
dsRNAs were used for Mbl). Representative blots are shown. Circular RNA levels were quantified using ImageQuant from 
three independent experiments and normalized to the No dsRNA samples. Data at the bottom are shown as mean±SD. 
(B) qPCR confirmed that the key dsRNAs used in Figure 4.5B each efficiently depleted their target gene, whereas b-gal 
dsRNA had no significant effect. Data from three independent experiments were normalized to b-actin (Act42a) and are 
shown as mean±SD. 
(C) Quantification of Northern blots from Figure 4.5D that examined Mbl circular RNA expression in SL2 cells that had 
been treated with the indicated dsRNAs for 4 days. Circular RNA levels were quantified using ImageQuant from three 
independent experiments and normalized to the No dsRNA samples. Data are shown as mean±SD. 
 
 
4.2.4 Combinatorial control of circular RNA levels by hnRNP and SR proteins 
In their well-characterized roles, hnRNPs and SR proteins direct pre-mRNA splicing 
patterns through site-specific binding to target RNAs (reviewed in Busch and Hertel, 2012; 





hnRNP and SR protein binding sites, which each aid or block spliceosome assembly. There is, 
therefore, combinatorial control over pre-mRNA splicing patterns, which helps ensure that only 
the desired RNA isoforms are ultimately produced (reviewed in Smith and Valcárcel, 2000). We 
were thus interested if laccase2 circular RNA levels were similarly controlled in a combinatorial 
manner (Figure 4.7A). Simultaneous depletion of Hrb27C with SF2, SRp54, or B52 resulted in 
additive increases in laccase2 circular RNA expression (Figure 4.7A, Lanes 10-12), suggesting 
that each of these factors plays a non-redundant role. In contrast, simultaneous depletion of 
SRp54 and B52 did not result in any further increase in laccase2 circle levels (Figure 4.7A, Lane 
15) compared to depletion of either factor alone (Figure 4.7A, Lanes 8 and 9). 
Since we demonstrated that the biogenesis of the laccase2 circular RNA was dependent 
on base pairing between the introns (Figure 4.4), we set out to test whether other circular RNAs 
flanked by such intronic structures are regulated by similar proteins. Complementary 
DNAREP1_DM repeats flank the PlexA circular RNA, which is expressed in DL1 and S2 cells 
(Figure 4.2A). Whereas depletion of Hrb27C or Hrb87F did not alter PlexA circular RNA levels 
(Figure 4.7B, Lanes 5-6), knockdown of SF2, SRp54, or B52 each caused PlexA circular RNA 
levels to significantly increase (Figure 4.7B, Lanes 7-9). PlexA expression is also regulated in a 
combinatorial manner, as simultaneous depletion of B52 with SF2 or SRp54 resulted in additive 
increases in PlexA circular RNA levels (Figure 4.7B, Lanes 14-15). This suggests that 
backsplicing and circular RNA levels may generally be regulated in a combinatorial manner via 






Figure 4.7: Combinatorial control of circular RNA levels by hnRNPs and SR proteins 
DL1 cells were treated with the indicated pairs of dsRNAs (2 µg of each) for 3 days. Northern blots were then used to 
examine the expression of the endogenous Laccase2 (A) and PlexA (B) circular RNAs. Representative blots are shown. 
Circular RNA levels were quantified using ImageQuant from three independent experiments and normalized to the No 
dsRNA samples. Data are shown as mean±SD. 
 
 
Using qPCR, we found six other circular RNAs that are regulated by Hrb27C, Hrb87F, 
SF2, SRp54, and/or B52 (Figure 4.8). The Uex and Dbp80 (exon 5/6) circular RNAs appear to be 
regulated similarly to the laccase2 circular RNA, whereas other circular RNAs are only regulated 
by a subset of these factors. This is consistent with each gene containing a unique set of SR and 
hnRNP protein binding sites that dictate splicing outcomes. Interestingly, none of the 9 circular 
RNAs examined were significantly regulated by Mbl (Figure 4.8), which suggests the Mbl locus 






Figure 4.8: hnRNP and SR proteins regulate the expression of other Drosophila circular 
RNAs 
Drosophila DL1 cells were bathed in the indicated dsRNAs for 3 days, and qPCR was used to examine the expression of 
nine endogenous circular RNAs. Primers that span the backsplicing junction (and thus only detect the circular RNA, not 
the linear mRNA) were used. Although the Pan circular RNA was largely unaffected by any of the dsRNAs, the expression 
of the other circular RNAs was significantly affected by one or more of the tested factors. 
 
 
4.2.5 The flanking introns likely dictate whether circular RNA production occurs co- or 
post-transcriptionally 
 Introns are generally removed as a gene is being transcribed (reviewed in Brugiolo et al., 
2013), but the introns that flank exons that circularize appear to be spliced more slowly (Ashwal-
Fluss et al., 2014). Nevertheless, conflicting data have been reported on whether backsplicing 
occurs co- or post-transcriptionally. In Drosophila, circular RNAs can be detected in the 
chromatin-bound nascent RNA fraction, suggesting they are generated co-transcriptionally 
(Ashwal-Fluss et al., 2014). However, human expression plasmids lacking a downstream 3’ end 
processing signal (e.g. poly(A) signal) failed to generate the ZKSCAN1 circular RNA, suggesting 
that circularization may at least in part occur post-transcriptionally (Liang and Wilusz, 2014).  
To clarify the mechanism of circular RNA biogenesis, we took advantage of our 
Drosophila expression plasmids and replaced the downstream SV40 poly(A) signal with other 
sequences that are uniquely regulated (Figure 4.9A). In particular, we inserted (i) the histone 3’ 





stem-loop structure (reviewed in Marzluff et al., 2008), (ii) the histone 3’ end processing signals 
(dH3) in the antisense orientation, which are not cleaved, (iii) the MALAT1 triple helix without the 
downstream tRNA-like structure (denoted mMALAT1_3’ DmascRNA), which fails to be cleaved 
(Wilusz et al., 2012; Brown et al., 2014), or (iv) the self-cleaving hammerhead ribozyme (HhRz) 
(Haseloff and Gerlach, 1988) (Figure 4.9A). When each of these sequences was placed 
downstream of the EGFP ORF, we confirmed that only the SV40 poly(A), dH3 sense, and HhRz 
sequences supported EGFP mRNA 3’ end formation and stability (Figure 4.9B, right). No EGFP 
mRNA was observed with the dH3 antisense or mMALAT1_3’ DmascRNA sequences. This 
indicates that there are likely no functional cryptic polyadenylation signals or other 3’ processing 
signals present in our plasmids.  
When we then analyzed how these various 3’ terminal sequences affect processing of 
the laccase2 pre-mRNA (Figure 4.9A), we surprisingly observed that all of the plasmids 
generated high levels of laccase2 circular RNA (Figure 4.9B, left). Therefore, 3’ end processing 
is not required for circularization in Drosophila cells, which is distinct from what was observed 
with human ZKSCAN1 expression plasmids (Liang and Wilusz, 2014). We thus asked if these 
conflicting results were due to species-specific regulation or differences in the transcripts tested. 
The fly laccase2 pre-mRNA was inserted into a mammalian expression plasmid upstream of (i) 
the SV40 poly(A) signal or (ii) the MALAT1 triple helix along with the downstream tRNA-like 
structure (which is cleaved by RNase P) (Figure 4.9C). When either of these 3’ terminal 
sequences is placed in the antisense orientation, they are not cleaved (Wilusz et al., 2012). As 
was observed in DL1 cells (Figure 4.9B), significant amounts of the laccase2 circular RNA were 
generated in HeLa cells regardless if 3’ end processing occurred (Figure 4.9C). While the 
antisense plasmids did generate less circular RNA, these results are consistent with exon 
circularization occurring co-transcriptionally in human cells. Furthermore, it is clear that the 





below) and thus the circular RNA biogenesis machinery recognizes similar features in both 
human and fly cells. 
Why then is 3’ end processing required for circular RNA production in certain contexts? 
One key difference between the laccase2 transcript and the previously examined ZKSCAN1 
transcript is that the laccase2 transcript contains ~500-nt of inverted intronic repeats (Figure 
4.4A), while the ZKSCAN1 nt 400-1782 transcript has only ~40-nt of repeats (Figure 4.9D and 
4.9E, left) (Liang and Wilusz 2014). We thus hypothesized that extending the length of the 
ZKSCAN1 flanking introns may alter the timing of biogenesis. Indeed, including an additional 
~260-nt of intronic repeats allowed the ZKSCAN1 nt 1-2232 transcript to produce circular RNAs 
independent of a 3’ end processing signal (Figure 4.9E, right). Therefore, the length of the 
flanking intronic repeats dictates the timing of circularization, with long repeats (~300-nt or longer) 






Figure 4.9: The flanking introns dictate whether 3’ end processing is required for exon 
circularization 
(A) Schematics of Drosophila Laccase2 expression plasmids. The complete SV40 polyadenylation (pA) signals, which 
include the AAUAAA sequence, were replaced with Drosophila histone H3 (dH3) 3’ end processing signals, the MALAT1 
triple helix, or the hammerhead ribozyme (HhRz). Whereas the dH3 sense sequence is cleaved by CPSF73 and HhRz 
self-cleaves, the mMALAT1_3’ DmascRNA sequence (nt 6581-6690 of mouse MALAT1) lacks the tRNA-like structure and 
is unable to be cleaved by RNase P (Wilusz et al., 2012).  
(B) Laccase2 (left) or EGFP (right) expression plasmids ending in the designated sequences were transfected into DL1 
cells. CuSO4 was added and Northern blots were then performed.  
(C) HeLa cells were transfected with mammalian expression plasmids containing Laccase2 nt 100-1945 followed by 
differing 3’-terminal sequences. Unlike in A, the mMALAT1_3’ region (nt 6581-6754 of mouse MALAT1) was inserted, 
which includes the tRNA-like structure. When present in the sense orientation, the mMALAT1_3’ region is recognized and 
cleaved by RNase P (Wilusz et al., 2012). * represents a non-specific band that is also present in Mock treated cells.  
(D) Schematics of human ZKSCAN1 expression plasmids (Liang and Wilusz, 2014).  
(E) Plasmids containing ZKSCAN1 nt 400-1782 (left) or ZKSCAN1 nt 1-2232 (right) followed by differing 3’ terminal 






4.2.6 The laccase2 intronic repeats support circularization of many long exons in fly cells 
 It is still largely unclear how much of a role exonic sequences play in circular RNA 
formation. Therefore, we tested if the laccase2 exon 2 sequence impacts laccase2 circular RNA 
production. First, we tested length requirements. For these studies, we inserted an artificial 57-nt 
exon composed of a multiple cloning site (MCS) between the laccase2 introns (Figure 4.10A). 
This “Laccase2 MCS Exon” vector failed to generate a circular RNA when transfected into DL1 
cells, but re-insertion of exon 2 of laccase2 (nt 608-1097) between the KpnI and XmaI sites 
restored efficient circular RNA production (Figures 4.10B-C). Inserting smaller regions of the 
laccase2 exon revealed that only sequences ≥300-nt circularized efficiently (e.g., nt 608-907 in 
Figure 4.10B and nt 808-1097 in Figure 4.10C). This is consistent with previous computational 
analyses (Jeck et al., 2013; Zhang et al., 2014a) as well as experiments in humans (Liang and 
Wilusz, 2014) and S. pombe (Barrett et al., 2015) that revealed a positive correlation between 






Figure 4.10: The laccase2 introns facilitate circularization of diverse exons in fly cells  
(A) To facilitate the identification of exon sequences that can be circularized in Drosophila, exon 2 of the Laccase2 Sense 
expression plasmid was replaced with an artificial 57-nt exon composed of restriction enzyme sites. 
(B-C) Segments of Laccase2 exon 2 (numbering scheme as in A) were inserted between the KpnI and XmaI sites. DL1 
cells were then transfected, CuSO4 added, and Northern blots performed. To avoid detection of the endogenous laccase2 
circular RNA, a probe complementary to the MCS backspliced junction was used. 
(D) The Laccase2 MCS vector was able to circularize segments of human ZKSCAN1 exons 2 and 3 (numbering scheme 
from (Liang and Wilusz 2014)). The ZKSCAN1 nt 627-646 probe (top) detects linear and circular RNAs derived from the 
plasmid, whereas the Circle Junction probe (bottom) only detects properly backspliced RNAs. 
(E-F) Exon 2 of human HIPK3 (E) the ciRS7 (CDR1as) exon and (F) were likewise circularized in DL1 cells when placed 
between the laccase2 introns.  
 
  
Next, we tested whether other exons ≥300-nt could be circularized with the laccase2 
flanking introns. Exons of different lengths from human ZKSCAN1 (300, 500, and 650-nt; Figure 





4.10F) (which all naturally circularize from their endogenous loci) were inserted into the Laccase2 
MCS Exon vector. Upon addition of CuSO4, all of the exons efficiently circularized in both DL1 
(Figures 4.10D-F) and S2 cells (Figure 4.11A). Furthermore, the laccase2 introns also promoted 
circularization of an exon consisting of the GFP ORF (Figure 4.11B), indicating that the flanking 
introns play a dominant role in circular RNA formation and can drive the intervening exon(s) to be 
backspliced. Importantly, minimal linear RNA was generated in all cases (Figures 4.10D-F), 
although some concatenated and/or intertwined circular RNAs were detected with the ZKSCAN1 
transcripts (Figure 4.10D). 
 
Figure 4.11: The laccase2 introns support circularization of diverse exons in S2 cells 
(A) The plasmids used in Figures 4.10D-F were transfected into S2 cells and Northern blots performed. As in DL1 cells, 
circular RNAs composed of the ZKSCAN1, HIPK3, or ciRS7 exons were all efficiently generated.  
(B) Portions of the cGFP ORF were sequentially cloned into the multicloning site of the Laccase2 MCS Vector, such that 
the complete ORF is present in a split orientation (Top). The regions targeted by Northern oligonucleotide probes are 
denoted in red. Plasmids were then transfected into DL1 cells and Northern blots performed (Bottom). A properly 
backspliced split GFP circular RNA was efficiently produced. 
 
 






 As the laccase2 DNAREP1_DM repeats can also promote efficient exon circularization in 
human cells (Figure 4.9C) while generating only a minimal amount of linear RNA (Figure 4.12A 
and Figure 4.13A), we reasoned that the laccase2 introns could be used to improve mammalian 
circular RNA expression methods. Current plasmids, such as our previously described “CircRNA 
Mini Vector” (Liang and Wilusz 2014) (Figure 4.12B), have limited utility as they generate 
significantly greater amounts of linear RNA than circular RNA (Figure 4.12C). In addition, the 
CircRNA Mini Vector (which contains ~40-nt intronic repeats from the human ZKSCAN1 gene) is 
unable to circularize long exons, such as human HIPK3 exon 2 (1098-nt) (Figure 4.13B). We 
thus generated two new mammalian expression plasmids: (i) the Laccase2 MCS Exon vector, in 
which the laccase2 exon was replaced with a multicloning site (Figure 4.12A), and (ii) the 
ZKSCAN1 MCS Vector, which contains the full ZKSCAN1 intronic repeats (Figure 4.12B). 
 To determine the efficiencies at which each of these plasmids generate circular RNAs in 
human cells, ZKSCAN1 exons of different lengths (300, 500, and 650-nt) (Figure 4.12C) or the 
HIPK3 exon (Figure 4.13B) were inserted into each vector. The plasmids were then transfected 
into HeLa cells and analyzed by Northern blots (Figure 4.12C and Figure 4.13B-F). As observed 
previously (Liang and Wilusz 2014), the CircRNA Mini Vector backbone predominately generated 
linear transcripts (Figure 4.12C, Lanes 5, 8, 11). In contrast, the ZKSCAN1 MCS (Lanes 6, 9, 12) 
and Laccase2 MCS-based vectors (Lanes 7, 10, 13) produced significantly greater amounts of 
the ZKSCAN1 and HIPK3 circular RNAs with a concomitant decrease in linear RNA production 
(Figure 4.12C and Figure 4.13B). As expected, the circular RNAs were resistant to degradation 






Figure 4.12: Plasmids for efficient circular RNA expression in mammalian cells 
(A) To test the ability of the laccase2 exon to circularize in mammalian cells, the 1945-nt region of the laccase2 pre-mRNA 
was cloned into pcDNA3.1(+). In the Laccase2 MCS Exon vector (bottom), exon 2 was replaced with a 63-nt artificial 
exon.  
(B) These plasmids were then compared to analogous pcDNA3.1(+) expression plasmids that are based on the human 
ZKSCAN1 gene. The CircRNA Mini Vector has short AluSz repeats flanking the MCS exon, whereas the ZKSCAN1 MCS 
Vector includes intronic sequences from nt 100-2232 of the previously described ZKSCAN1 Sense expression plasmid 
(Liang and Wilusz 2014).  
(C) Segments of human ZKSCAN1 exons 2 and 3 (numbering scheme from (Liang and Wilusz 2014)) were inserted into 
the multicloning sites of the designated plasmids. Plasmids were then transfected into HeLa cells and Northern blots 
performed. The presence of long flanking repeats (in either the ZKSCAN1 MCS or Laccase2 MCS vectors) greatly 
improved circularization efficiency.  
(D) The ZKSCAN1 and Laccase2 introns generated significantly more ciRS7 circular RNA than the previously described 








Figure 4.13: Efficient circular RNA production from plasmids in human cell lines 
(A) The 1945-nt region of the Laccase2 pre-mRNA was inserted in the sense or antisense orientation into pcDNA3.1(+) 
and transfected into HeLa cells. Consistent with the results in Drosophila DL1 and S2 cells, the Laccase2 sense plasmid 
efficiently generated a circular RNA in HeLa cells. * represents a non-specific band that is also present in Mock treated 
cells. 
(B) Exon 2 of human HIPK3 was inserted into the multicloning sites of the designated plasmids. Plasmids were then 
transfected into HeLa cells (which naturally express the HIPK3 circular RNA from the endogenous loci) and Northern blots 
performed. Whereas the CircRNA Mini vector was unable to generate this circle, the presence of long flanking repeats (in 
either the ZKSCAN1 MCS or Laccase2 MCS vectors) greatly improved circularization efficiency. Of particular note, the 
Laccase2 MCS backbone generated only a minimal amount of linear RNA.  
(C) Segments of human ZKSCAN1 exons 2 and 3 (numbering scheme from (Liang and Wilusz 2014)) were inserted into 
the multicloning site of the ZKSCAN1 MCS Vector. Plasmids were then transfected into HeLa cells and Northern blots 
performed. Exons ≥500-nt circularized most efficiently (e.g., 548-1047), although some circularization was detected using 
a 300-nt exon (548-847).  
(D) The ZKSCAN1 MCS plasmids described in Figure 4.12C were transfected into HeLa cells. Total RNA was then 
isolated and treated with RNase R. Whereas the linear MALAT1 transcript was efficiently degraded by RNase R (bottom), 
the ZKSCAN1 circular RNAs derived from the plasmids were all resistant to degradation (top).  
(E) The ZKSCAN1 circular RNAs derived from the ZKSCAN1 MCS plasmids localized to the cytoplasm. A probe to 





(F) The indicated regions of ZKSCAN1 were inserted into the ZKSCAN1 MCS vector (Figure 4.12B, bottom) between the 
EcoRV-SacII or EcoRV-PacI restriction sites. Plasmids were then transfected into HeLa cells and Northern blots 
performed. As expected, the EcoRV-PacI circular RNAs were 27-nt longer than the EcoRV-SacII transcripts due to the 
extra restriction sites present at the 3’ end of the exon. Nevertheless, each exon circularized at a similar efficiency 
regardless of the cloning strategy. 
 
 
To further examine if these vectors are able to generate translatable circular RNAs, we 
inserted portions of GFP into the ZKSCAN1 MCS vector (Figure 4.14A). Exons containing a 
portion of the GFP ORF or the full-length ORF (split across the backsplicing junction) were 
efficiently circularized in HeLa cells (Figure 4.14B). Upon inserting the encephalomyocarditis 
virus (EMCV) IRES upstream of the start codon, GFP protein production was observed (Figure 
4.14C). This strongly suggests that circular RNAs can be translated in vivo, as has been 
suggested previously (Wang and Wang 2015).  
Finally, we tested whether perfect intronic repeats promote greater circular RNA 
production than imperfect repeats. We took advantage of a previously described ciRS7 circular 
expression plasmid (Hansen et al., 2013) in which >800-nt of perfectly complementary sequences 
had been inserted into the introns flanking the ciRS7 exon. After cloning the ciRS7 exon into our 
vectors, we compared the circularization efficiency obtained from the Hansen et al., ZKSCAN1 
MCS, and Laccase2 MCS vectors (Figure 4.12D). With all three vectors, we observed that an 
optional intron within the ciRS7 exon was spliced out ~25% of the time. Nevertheless, the overall 
ciRS7 expression levels were ~10-fold greater with the imperfect repeat-based vectors (Figure 
4.12D). In total, these results indicate that long (~300-500 nt), imperfect repeats from the human 
ZKSCAN1 and fly laccase2 introns allow robust circular RNA production from mammalian 
expression plasmids. As these plasmids generate circular RNAs at a high efficiency, they should 






Figure 4.14: Circular RNAs consisting of an ORF and IRES likely can be translated 
(A) Portions of the cGFP ORF were sequentially cloned into the multicloning site of the ZKSCAN1 MCS Vector. The 5’ 
end of the ORF (amino acids 1-173) was first inserted to generate the “GFP 5’ Half Only” Vector (top). The 3’ end of the 
ORF (amino acids 174 to the stop codon) was then inserted and Quikchange used to change the restriction sites to the 
wildtype GFP sequence. As the 5’ and 3’ halves of the ORF were inserted in a split orientation, backsplicing is required to 
generate the full-length ORF. The EMCV IRES was then inserted in the sense or antisense orientation upstream of the 
cGFP start codon (bottom). 
(B) The indicated plasmids were transfected into HeLa cells and Northern blots performed. Although some linear RNAs 
were generated, the predominant transcripts produced from the plasmids were the circular RNAs. 
(C) cGFP expression was detected by fluorescence microscopy. Few GFP positive cells were observed when no IRES 
was present (WT Split GFP construct) or when the IRES was present in the antisense orientation. In contrast, the WT 
Split GFP + Sense IRES plasmid yielded many GFP positive cells. pIRES2-EGFP served as a control for IRES activity. 







Recent deep sequencing studies have identified thousands of circular RNAs that are 
generated from eukaryotic protein-coding genes. However, we are only beginning to understand 
the mechanisms by which the pre-mRNA splicing machinery selects certain exons to circularize. 
In the present study, we demonstrated that intronic repeats and trans-acting hnRNP and SR 
proteins combinatorially regulate circularization of the Drosophila laccase2 gene. Base pairing 
between transposable elements in the flanking introns facilitates circularization, and the strength 
of these interactions likely dictates whether backsplicing occurs co- or post-transcriptionally. This 
mechanism is distinct from the one that regulates Drosophila Mbl circular RNA production 
(Ashwal-Fluss et al., 2014), but is similar to that used to generate many circles in humans, mice, 
and C. elegans (Dubin et al., 1995; Jeck et al., 2013; Liang and Wilusz, 2014; Zhang et al., 
2014a; Ivanov et al., 2015; Li et al., 2015) This suggests that base pairing between intronic 
repeats may be a major mechanism promoting exon circularization across eukaryotes. Moreover, 
we found that the laccase2 exon is dispensable, allowing the laccase2 introns to be used to 
efficiently generate “designer” circular RNAs from plasmids in diverse organisms. Altogether, our 
results suggest that circular RNA biogenesis strategies are conserved across eukaryotes and 
provide new tools for exploring the functions of circular RNAs. 
4.3.1 Inverted repeat sequences facilitate circularization in Drosophila and other 
eukaryotes 
 Over 2,500 circular RNAs have so far been described in Drosophila, many of which are 
expressed in fly heads and increase with aging (Ashwal-Fluss et al., 2014; Westholm et al., 
2014). The pre-mRNA splicing machinery plays a key role in their biogenesis as exons that 
circularize are almost always flanked by canonical 5’ and 3’ splice sites. Nevertheless, our current 
understanding of why only certain exons are circularized in Drosophila is rather limited. A recent 
computational analysis found that the introns flanking exons that circularize are longer than 





et al., 2014). There was instead a positive correlation between circular RNA abundance and 
intron length (Westholm et al., 2014)., which suggested that long flanking introns somehow serve 
as intrinsic determinants for circularization. 
 Long introns also generally flank mammalian circular RNAs, but the length of the introns 
does not reliably determine which mammalian exons are backspliced (Jeck et al., 2013; Salzman 
et al., 2013; Zhang et al., 2014a). Instead, complementary sequences, such as Alu elements in 
humans, are statistically enriched in the introns flanking exons that circularize, and backsplicing is 
triggered when these sequences base pair to one another (Jeck et al., 2013; Liang and Wilusz, 
2014; Zhang et al., 2014a). In fact, one can accurately predict many circular RNAs in humans, 
mice, and C. elegans by searching for pairs of complementary regions in the flanking introns 
(Ivanov et al., 2015). As no similar enrichment of complementary regions was found in the 500-nt 
that flank Drosophila circular RNAs, it was suggested that circularization mechanisms are distinct 
in Drosophila compared to other eukaryotes (Westholm et al., 2014). 
However, there was little experimental evidence for this assertion. Indeed, our results on 
the laccase2 locus indicate that base pairing between complementary intronic sequences 
efficiently promotes RNA circularization in flies. As the DNAREP1_DM repeats closely flank exon 
2 of the laccase2 gene (Figure 4.1E), we propose a model in which the repeats base pair to one 
another, bringing the intervening splice sites into close proximity and facilitating catalysis. The 
laccase2 circular RNA then accumulates as one of the most abundant circular RNAs in 
Drosophila (5th most abundant across >100 Drosophila RNA-seq libraries (Westholm et al., 
2014)). At the endogenous laccase2 gene locus, the long introns that flank this exon likely slow 
the overall speed of co-transcriptional splicing, thereby allowing the backsplicing reaction to 
effectively compete with canonical splicing. Indeed, we find that the strength of the base pairing 
interactions between the flanking introns dictates how quickly backsplicing can occur (Figure 





allowing the rapid and co-transcriptional generation of a circular RNA. Nevertheless, further 
studies are still required to clarify the exact role that long flanking introns may play in regulating 
circularization. 
Upon examining the introns that flank other abundant Drosophila circular RNAs, we 
identified other examples where complementary regions >60-nt in length flank circularizing 
exon(s), including CaMKI, CG11155, CG2052, Parp, and PlexA (which are among the top 25 
most abundant Drosophila circular RNAs (Westholm et al., 2014). Interestingly, the semaphorin-
2b (CG33960) circular RNA (39th most abundant circular RNA) is flanked by introns containing 
short (CA)n simple repeats that are complementary to each other over a <30-nt region (Figure 
4.15A). Upon cloning a 980-nt region of the semaphorin-2b pre-mRNA downstream of the 
metallothionein promoter, we observed circular RNA production from the plasmid in DL1 cells 
(Figures 4.15B-C). Removal of either of the (CA)n simple repeats, however, strongly reduced 
circularization (Figure 4.15D). This suggests that diverse inverted repeat sequences, including 







Figure 4.15. Simple repeats facilitate circular RNA production from the Drosophila Sema-
2b gene 
(A) Exon/intron structure of the D. melanogaster Semaphorin-2b (Sema-2b) locus, highlighting a 980-nt region that 
includes exons 8 and 9. A circular RNA is formed when the 5’ splice site at the end of exon 9 is joined to the 3’ splice site 
at the beginning of exon 8 (purple). Repetitive elements in the designated orientations are shown (along with their 
positions in the 980-nt cloned insert). The regions targeted by Northern oligonucleotide probes are denoted in red.  
(B) The 980-nt region of the Sema-2b pre-mRNA was cloned downstream of the metallothionein promoter to generate the 
“Sema-2b nt 1-980” plasmid. The plasmid was then transfected into DL1 cells, and CuSO4 was added for 14 hr where 
indicated. Northern blots were subsequently performed with three different oligonucleotide probes, confirming that the 
Sema-2b circular RNA is produced. b-actin was used as a loading control.  
(C) The plasmid-derived Sema-2b circular RNA was resistant to RNase R digestion.  
(D) Sema-2b expression plasmids containing deletions at their 5’ or 3’ ends were transfected into DL1 cells, and Northern 
blots performed. Whereas the 1-930 plasmid contains both flanking repeat elements and generated the circular RNA, 
efficient circularization was lost when either of the flanking simple repeat sequences were deleted. 
 
 
4.3.2 Trans-acting splicing factors act to combinatorially regulate circular RNA levels 
Complementary repeats, however, are not observed at all Drosophila loci that generate 





repeats (Westholm et al., 2014), so there must be other mechanisms that regulate circularization. 
This has been most notably demonstrated at the Drosophila Mbl locus, which requires the Mbl 
splicing factor for its circularization (Ashwal-Fluss et al., 2014). When Mbl protein is in excess, an 
intricate feedback mechanism is induced: the Mbl protein decreases the production of its own 
mRNA by binding its pre-mRNA. This blocks canonical splicing and promotes the biogenesis of 
the Mbl circular RNA, which further functions as a sponge that binds and sequesters the excess 
Mbl protein. However, this Mbl-driven mechanism appears to be specific for the Mbl locus, as we 
found that knockdown of the Mbl linear mRNA had no effect on laccase2, PlexA, or a panel of 
other circular RNAs (Figures 4.5, 4.7 and Figure 4.8). Knockdown of the laccase2 linear mRNA 
likewise did not affect laccase2 circular RNA levels, indicating that the laccase2 locus is not 
subjected to a similar direct cis-acting feedback mechanism. Instead, we found that other splicing 
factors, including hnRNPs and SR proteins, regulate laccase2 RNA levels (Figures 4.5, and 4.7).  
At the laccase2 locus, we propose that hnRNPs (e.g. Hrb27C and Hrb87F) and SR 
proteins (e.g. SF2 [SRSF1], SRp54 [SRSF11] and B52 [SRSF6]) add an additional layer of 
control on top of the DNAREP1_DM intronic repeats. Base pairing between the intronic repeats 
promotes circularization, but protein binding likely helps ensure that the appropriate ratio of linear 
to circular laccase2 RNA is produced. Depletion of any one of these splicing factors alters 
laccase2 circle levels and additive effects were observed when multiple factors were depleted 
(Figure 4.7). This suggests combinatorial control with each protein playing a non-redundant role. 
Furthermore, laccase2 circular RNA production does not appear to be linked to exon skipping, 
and thus these proteins may specifically modulate spliceosome assembly, the speed of splicing, 
and/or the stability of the mature circular RNA. Notably, it does not seem that Hrb27F, SF2, 
SRp54, or B52 affect laccase2 circular RNA stability, as depletion of these factors did not cause 
the expression of a plasmid-derived laccase2 circular RNA (Laccase2 MCS-Laccase2 608-1097; 
Figure 4.10B) to increase (Figure 4.16). We thus instead propose that these hnRNPs and SR 





understand exactly how the intronic repeats and trans-acting factors collaboratively dictate the 
splicing outcome. Nevertheless, we found that the same SR proteins that regulate the laccase2 
locus also regulate the PlexA circular RNA (Figure 4.7B), but not the Mbl circular RNA (Figure 
4.5D). Since the laccase2 and PlexA exons are both flanked by inverted repeats, we hypothesize 
that intronic repeats may generally provide the opportunity for circularization to occur. This is then 
further regulated by trans-acting factors that combinatorially fine-tune the amount of each circular 
RNA that the cell ultimately produces. 
 
Figure 4.16: The biogenesis of the endogenous Laccase2 circular RNA and a plasmid-
derived Laccase2 circular RNA are regulated differently 
To determine whether the various hnRNP and SR proteins may regulate Laccase2 circular RNA biogenesis or the stability 
of the mature circular RNA, we generated a stable DL1 cell line expressing the Hy_pMT Laccase2 MCS-Laccase2 608-
1097 plasmid (Figures 4.10A-B) using selection with Hygromycin. As described in the main text, this plasmid lacks the 
flanking laccase2 exons as well as most of the flanking introns. Compared to the endogenous Laccase2 circular RNA 
(490-nt), the mature plasmid-derived Laccase2 circular RNA is 24-nt longer due to the presence of the KpnI and 
XmaI/SacI sites at the ends of the exon (Top). The DL1 stable cell line was then treated with the indicated dsRNAs for 3 
days, and CuSO4 was added for the last 14 hr to induce transcription from the plasmid’s metallothionein promoter. By 
using Northern probes against the unique backspliced junctions, we were able to distinguish between the endogenous 
and plasmid-derived Laccase2 circular RNAs. Whereas expression of the endogenous Laccase2 circular RNA increased 
upon depletion of Hrb27C, SF2, SRp54, or B52, expression of the plasmid-derived circular RNA either did not change 
(Hrb27C, SF2) or decreased (SRp54, B52). This is consistent with a model in which these factors regulate Laccase2 
backsplicing rather than the stability of the mature circular RNA. Depletion of Hrb87F caused the expression of both the 
endogenous and plasmid-derived circular RNAs to decrease, suggesting Hrb87F may regulate backsplicing and/or 







4.3.3 Improved methods for expressing circular RNAs in cells 
 Catalogs of circular RNAs expressed in various species and cell types have been 
reported (Glažar et al., 2014), but the functions for nearly all of these transcripts, including 
laccase2, are currently unknown. This is, in part, due to the current lack of methods for efficiently 
generating circular RNAs in cells. For example, the circular RNA expression plasmids that have 
been described (Hansen et al., 2013; Ashwal-Fluss et al., 2014; Liang and Wilusz, 2014; Zhang 
et al., 2014a; Starke et al., 2015; Wang and Wang, 2015) all generally produce circular transcripts 
at a low efficiency (often 20% or less). These plasmids instead generate abundant amounts of 
linear RNA, which limits their utility for defining circular RNA functions. Here, using the Drosophila 
laccase2 and human ZKSCAN1 introns, we have largely overcome this hurdle and generated 
circular RNAs (ranging in size from 300-1500 nt) at a high efficiency in human and fly cells 
(Figures 4.10 and 4.12). We verified that these transcripts accumulate in the cytoplasm (Figure 
4.13E), are resistant to RNase R treatment (Figure 4.13D) and are likely translated when an 
IRES is present (Figure 4.14). Furthermore, easy-to-use restriction sites are present in the 
plasmids, allowing any desired sequence to be queried. Beyond allowing ectopic expression of 
circular RNAs, these plasmids can be designed to sponge microRNAs or proteins, as well as to 
identify novel IRES sequences. 
 In summary, our findings provide key insights into how trans-acting factors and intronic 
repeats regulate circular RNA biogenesis as well as provide new tools for exploring the functions 
of circular RNAs across eukaryotes. From humans to flies, repetitive elements in introns can act 
to facilitate backsplicing, but it is still largely unclear why circular RNAs only accumulate in certain 
tissues. We hypothesize that base pairing between repeats is only one part of the “splicing code” 
(Barash et al., 2010), and it is ultimately a combination of cis-acting elements and trans-acting 
splicing factors, including hnRNPs and SR proteins, that dictate whether canonical splicing or 





sufficient for promoting efficient exon circularization, which should facilitate the prediction of 
circular RNAs as well as enable the functions of many circular RNAs to be revealed. Considering 
that a surprisingly large number of protein-coding genes generate circular RNAs, these previously 
overlooked transcripts likely represent keyways that gene functions are expanded and modulated. 
4.4 MATERIALS AND METHODS 
4.4.1 Expression plasmid construction 
 To generate the laccase2 expression plasmids for transfection into fly cells, the indicated 
sequences were inserted into a pMK33/pMtHy-based plasmid between the metallothionein 
promoter (pMT) and the SV40 polyadenylation signal. Genomic coordinates for the full-length 
laccase2 insert are chr2R: 5,423,143-5,425,087 of the D. melanogaster genome (version dm6). 
For the Laccase2 MCS Exon Vector depicted in Figure 4.10A, exonic sequences were inserted 
between the KpnI and XmaI sites. To generate laccase2 plasmids terminating in various 3’ end 
sequences in Figure 4.9A, the SV40 polyadenylation signal was replaced with the histone stem-
loop (dH3), the mouse MALAT1 triple helix (Wilusz et al., 2012), or the hammerhead ribozyme 
(HhRz) (Haseloff and Gerlach 1988). To construct a corresponding set of EGFP expression 
plasmids ending in different 3’ ends, the laccase2 insert was replaced with the EGFP ORF.  
 To generate laccase2 expression plasmids for transfection into human cells, the indicated 
sequences were inserted into pcDNA3.1(+) downstream of the CMV promoter. The CircRNA Mini 
Vector was previously described (Liang and Wilusz, 2014). The ZKSCAN1 MCS Vector was 
constructed from the pcDNA3.1(+) ZKSCAN1 nt 100-2232 plasmid (Liang and Wilusz 2014) by 
replacing the endogenous ZKSCAN1 exons with an artificial exon. Except where noted, exonic 
sequences were inserted between the PacI and SacII sites of the Laccase2 MCS Exon vector 
(Figure 4.12A) and between the EcoRV and SacII sites of the CircRNA Mini and ZKSCAN1 MCS 
vectors (Figure 4.12B). Mammalian expression plasmids ending in different 3’ ends were 





4.4.2 Transfections, RNAi, and RNA isolation 
 Drosophila cells (DL1, S2, and SL2 cells) were grown at 25°C in Schneider’s Drosophila 
medium (Life Technologies), supplemented with penicillin-streptomycin, L-glutamine, and 10% 
fetal bovine serum. 2 x 106 cells were plated in complete media and 2 µg of each expression 
plasmid was transfected using Effectene (Qiagen; 16 µL Enhancer and 8 µL Effectene Reagent). 
On the following day, a final concentration of 500 µM copper sulfate was added for 14 hr (where 
indicated) to induce transcription from the metallothionein promoter. Total RNA was then isolated 
using Trizol (Life Technologies) as per the manufacturer’s instructions. Adult wild type D. 
melanogaster or D. yakuba were dissected and processed for total RNA using Trizol.  
Double-stranded RNAs from the DRSC (Drosophila RNAi Screening Center) were 
generated by in vitro transcription (MEGAscript kit, Life Technologies) of PCR templates 
containing the T7 promoter sequence on both ends. Knockdown experiments were then 
performed by bathing 3 x 106 cells with 4 µg of dsRNA. DL1 cells were incubated for 3 days, 
whereas SL2 cells were incubated for 4 days. Total RNA was then isolated using Trizol (Life 
Technologies).  
HeLa cells were grown at 37°C, 5% CO2 in Dulbecco’s modified Eagle’s medium (DMEM) 
containing high glucose (Life Technologies), supplemented with penicillin-streptomycin and 10% 
fetal bovine serum. 1 µg of each expression plasmid was transfected using Lipofectamine 2000 
(Life Technologies) and total RNA was isolated after 24 hr using Trizol (Life Technologies) as per 
the manufacturer’s instructions. Nuclear and cytoplasmic fractionation was performed as 
previously described (Wilusz et al., 2008). 
4.4.3 Northern blotting 
Northern blots using NorthernMax reagents (Life Technologies) and oligonucleotide 
probes were performed as previously described (Wilusz et al., 2008). Blots were viewed and 





RNase R treatments, 20 µg of total RNA was treated with 10 U RNase R (Epicentre) at room 
temperature for 10 min. mFold was used to calculate hairpin stabilities, assuming a 7-nt linker 
(AGAAUUA) between the two repeat sequences. 
4.4.4 qPCR 
 For real-time quantitative PCR (qPCR), 1 µg of total RNA was reverse transcribed using 
random hexamers and Superscript III (Life Technologies). qPCR was then carried out in triplicate 









CHAPTER 5: DISCUSSION AND FUTURE DIRECTIONS 
In this dissertation, I have examined the role of several cis and trans post-transcriptional 
regulatory processes during stress response in Arabidopsis and examined the function and 
biogenesis of two classes of long non-coding RNAs. In Chapter 2, we used protein interaction 
profile sequencing (PIP-seq) to globally identify patterns of RNA secondary structure and protein 
binding during stress response in Arabidopsis and examined the role of the RNA modification N6-
methyladenosine (m6A) on RNA secondary structure, mRNA stability, and translation. In Chapter 
3, we identified a previously uncharacterized nuclear long intergenic non-coding RNA and 
examined its function during Arabidopsis development. Lastly, in Chapter 4, we examined the 
relationship between intronic repeats, hnRNPs, and SR proteins on circular RNA biogenesis and 
defined a minimal set of elements that are sufficient for promoting efficient exon circularization, 
which can be used as a tool to further study the biogenesis and functions of many circular RNAs. 
In this section, I will discuss the impacts of these findings in a broader biological context and 
expand on the future studies to build upon this work. 
5.1 NOVEL INSIGHTS INTO POST-TRANSCRIPTIONAL REGULATION AND RNA BINDING 
PROTEINS DURING SALT STRESS RESPONSE 
 In Chapter 2, we applied PIP-seq to examine RNA secondary structure and RNA-protein 
interactions in nuclei during systemic salt stress in Arabidopsis. We discovered global 
rearrangements of RNA secondary structure in response to salt treatment and found that the 
RNA modification N6-methyladenosine (m6A) was anticorrelated with RNA secondary structure. 
We further demonstrated a relationship between salt-dependent, m6A-mediated transcript 
stabilization and a loss of RNA secondary structure and increase in protein abundance. This was 
the first study in Arabidopsis to directly compare m6A and RNA secondary structure on a 
transcriptome-wide scale. The work described in Chapter 2 proposes a mechanism for 
engineering a system wherein m6A is specifically deposited on transcripts encoding salt and 





stabilizes the transcripts. This allows for translation of the osmotic stress related proteins and 
proper stress response. This work has led to many additional questions and future directions to 
validate this model and expand these findings for crop improvement: 
5.1.1 What proteins bind to and regulate the increased stability of m6A-containing 
transcripts during salt stress?  
 In Chapter 2, using PIP-seq we identified over 4000 RBP-RNA interaction sites that were 
specific to salt stress (Figure 2.4A). We further showed that during salt stress, m6A is deposited 
on transcripts encoding salt stress related proteins, which is associated with a decrease in RNA 
secondary structure in the 3’ UTR, an increase in mRNA stability, and ultimately an increase in 
the abundance of the encoded protein (Figure 2.13). Though lower RNA structure tends to be 
correlated with increased degradation by exonucleases (Beaudoin et al., 2018), we hypothesized 
that the combination of m6A deposition and a decrease in RNA secondary structure could permit 
certain RBPs to bind, resulting in the stabilization we observed.  
 To examine this, we identified three enriched sequence motifs in salt-specific high-
confidence PPSs that all shared a similar sequence (Figure 5.1A). Using a technique in which we 
incubated a synthesized probe containing the motif sequence in lysates from control- and salt-
treated tissue (Figure 5.1B), we identified TUDOR-SN1 (TSN1) bound specifically in salt-treated 
tissue relative to control-treated tissue (Figure 5.1C). TSN1 and its functionally redundant 
homolog TSN2 are known RBPs that have been shown to stabilize transcripts during salt-stress 
response in Arabidopsis (Frey et al., 2010). More recently, the human homolog of TSN1, SND1 
(Staphylococcal nuclease domain-containing protein 1), was demonstrated to bind m6A and 
similarly stabilize transcripts (Baquero-Perez et al., 2019). Remarkably, SND1 was shown to 
interact with a highly similar sequence to the motif used to identify TSN1 (Figure 5.1D), 





Given the known role of TSN1 as a stabilizing protein during salt stress response and the 
m6A-binding ability of its human homolog, TSN1 represents an excellent candidate to mediate the 
salt-dependent, m6A-mediated increase in stability during salt stress response. Future studies 
should focus on (1) examining if Arabidopsis TSN1 is an m6A reader protein, (2) identifying what 
transcripts are bound by TSN1 in a salt-dependent manner, (3) determining if TSN1 affects 
mRNA stability and translation during salt stress, and (4) investigating if TSN1 can be utilized as 
a tool for crop improvement to selectively stabilize transcripts in an m6A- and TSN1 motif-
dependent manner. 
 
Figure 5.1: Examining the role of TSN1 in m6A-mediated stabilization during salt stress 
(A) Three motifs identified from salt-specific, high-confidence PPSs (Figure 2.4A) using MEME (Bailey et al., 2009). All 
three motifs share the same general sequence. 
(B) Schematic of RNA affinity chromatography. A synthesized RNA oligo of the consensus sequence from (A) is 
covalently attached to agarose beads, incubated with control- and salt-treated lysates, stringently washed, and pulled 
down to identify what proteins interact with the RNA motif. 
(C) Proteins identified as bound to the consensus sequence from (A) represented in the top left corner, in salt-treated 
relative to control-treated tissue (log2[salt/control]). Green and red dashed lines indicate the top and bottom 2.5% of 
identified proteins, respectively. Dots highlighted in green or red indicate proteins that were significantly more or less 
bound in salt-treated compared to control-treated tissue, respectively. 
(D) Sequence comparison of the probe used in our experiment to identify TSN1 (top) and the probe used in Baquero-
Perez et al. to identify the human homolog of TSN1, SND1, in a similar technique to RNA affinity chromatography. Green 
nucleotides indicate those that are shared between the two probes and the underlined A is the site of m6A methylation in 
Baquero-Perez et al.  
 
 
5.1.2 What causes the increase in protein abundance observed for transcripts that were 





In Chapter 2, we observed an increase in protein output from transcripts that gained m6A 
and had an associated increase in transcript stability and loss of 3’ UTR RNA secondary structure 
upon salt stress. We were unable to definitively prove a causative relationship, however. 
Furthermore, since we used mass spectrometry to measure protein abundance, we were unable 
to definitively conclude that m6A-mediated stabilization and loss of structure led to increased 
translation rather than a decrease in protein degradation (Figure 2.18). Future studies should 
focus on (1) directly testing the role of m6A in mediating RNA secondary structure and increased 
mRNA stability during salt stress and (2) examining if the increase in protein levels for m6A-
modified and stabilized transcripts is a result of increase association with ribosomes and an 
overall increase in translation. 
To accomplish the former, I would generate plants expressing a reporter construct of 
GFP attached to the 3’ UTR from P5CS1 (Figure 2.16). We demonstrated that P5CS1 contained 
two m6A sites, lost RNA secondary structure in its 3’ UTR, was stabilized, and increased in 
protein abundance upon salt stress (Figure 2.16 and 2.17). Using this construct, mutations in the 
3’ UTR sequence to affect the ability of m6A deposition and RNA secondary structure formation 
can be made and GFP transcript abundance and protein levels measured (Figure 5.2). 
Additionally, the RNA secondary structure of the P5CS1 3’ UTR can be probed and validated in 
control and salt-treated plants. The m6A sites can then be mutated to prevent m6A deposition, 
and RNA secondary structure probed again in control- and salt-treated tissue. This would allow 
for direct measurement of the role of m6A in regulating RNA secondary structure. 
To test that the increase in protein abundance was due to increased translation, 
ribosome profiling should be performed to measure the ribosome occupancy on m6A-modified 
and stabilized transcripts that produce more protein in the context of salt stress. Overall, these 
proposed studies would provide strong evidence of direct roles of m6A and RNA secondary 






Figure 5.2: Constructs to determine the effect of m6A and RNA secondary structure on 
mRNA stability and translation 
 
5.1.3 Are the patterns of RNA secondary structure changes during salt stress conserved 
among other species within the Brassicaceae family? 
 In Chapter 2, we observed major changes in nuclear RNA secondary structure near the 
start codon and in the 3’ UTR upon exposure to systemic salt stress (Figure 2.8A). The question 
remains, however, if these changes in structure are limited to Arabidopsis or if this is a global 
mechanism to regulate response to external abiotic stresses in plants. As the world population is 
set to overtake current food production capabilities within the next 30 years, it is important to 
expand on these basic science discoveries in crop species. Additional work in the Gregory lab 
demonstrated massive rearrangements of secondary structure upon treatment of Physcomitrella 
patens, a bryophyte moss that is evolutionarily ancient, with the phytohormone ABA (unpublished 
work). Thus, it stands to reason that rearrangement of RNA secondary structure is a conserved 
mechanism to respond to external stresses in plants.  
 Arabidopsis is within the Brassicaceae family, which also contains several species that 
are exceptionally tolerant to increased salt concentrations, such as Camelina sativa and Eutrema 
salsugineum. If RNA secondary structure is indeed a mechanism to respond to external stress, 





secondary structure under normal conditions similar to those observed under salt conditions in 
Arabidopsis. Thus, these species would be preemptively poised to respond to external stresses. 
To this end, future studies should examine the RNA secondary structurome in these salt tolerant 
species using PIP-seq. Additionally, studies of RNA secondary structure should be performed in 
Brassica rapa, the closest related crop species to Arabidopsis, to determine if RNA secondary 
structure is similarly important in crop species.  
5.1.4 Can we utilize the m6A-mediated stabilization of salt-responsive transcripts to 
monitor and improve crop stress resistance? 
 The m6A-mediated stabilization of transcripts in a salt-dependent manner presents a 
potential mechanism to selectively stabilize selected transcripts in a condition specific manner. To 
take advantage of this, a reporter construct should be made from a consensus 3’ UTR based on 
3’ UTR sequences from mRNAs that were (1) stabilized, (2) encoded proteins that increased in 
protein abundance, and (3) were m6A modified only during salt stress (Figure 2.10A). This 
construct could be used for two mechanisms. First, the 3’ UTR could be attached to a fluorescent 
reporter, such that only upon salt stress does the reporter gain m6A and is subsequently 
stabilized and translated more. This would result in crops that report when they are experiencing 
stress to inform farmers of unideal growth conditions (Figure 5.3). Upon action by farmers to fix 
the issue, plants will return to a normal state. Additionally, this 3’ UTR construct could be attached 
to genes encoding proteins known to confer resistance to salt stress response. Using this 
mechanism, these transcripts are only modified, stabilized and translated more when exposed to 
increased salt concentrations, thus, under normal conditions, this construct is degraded, and the 






Figure 5.3: Proposed model for crops to report stress to farmers in an m6A and RNA 
secondary structure dependent manner 
 
5.2 FURTHER INVESTIGATING THE MOLECULAR AND BIOLOGICAL FUNCTION OF 
COBRA1 IN ARABIDOPSIS 
In Chapter 3, we identified and characterized a conserved class of long intergenic non-
coding RNAs (lincRNAs) which we called CONSERVED IN BRASSICA RAPA (COBRA) 
lincRNAs. Many COBRA lincRNAs contained snoRNA sequences annotated within them and 
were expressed in a germination- and developmental-dependent manner (Figure 3.1B). We 
focused on one lincRNA in particular, COBRA1, and showed that COBRA1 is a ~600 nt lincRNA 
that contains two snoRNA domains and several 3’ ends. We further demonstrated that 
modulation of COBRA1 levels affected Arabidopsis germination and development. Ultimately, we 
revealed that loss of COBRA1 resulted in an increase in abundance of transcripts that encode 
cell wall related proteins (Figure 3.10) and that COBRA1 interacted with a wide variety of 
proteins, including the scaffold protein RACK1A (Figure 3.12, 3.14, 3.16). This was the first study 
to identify and examine sno-lincRNAs in Arabidopsis and to propose of biological and molecular 
function of COBRA1. This study was the initial characterization of COBRA1 and has opened up 
many further questions that should be studied. 





 COBRA1 was identified for its nuclear localization, high sequence conservation, and 
protein-bound nature, which we hypothesize are due to the presence of snoRNAs sequences 
within COBRA1. In humans, the snoRNA sequences within sno-lncRNAs are essential for their 
stability, localization, and function. Thus, future studies should aim to determine the role of the 
snoRNA sequences in COBRA1. To test this, cobra1 plants should be transformed with a 
transgene expression COBRA1 with deletions in each snoRNA separately and simultaneously 
and determine if these COBRA1 constructs rescue the germination and growth phenotypes that 
occurs when cobra1 mutant plants are rescued with full length wild-type COBRA1 (Figure 5.4). 
With these same constructs, the subcellular localization of COBRA1 should be assayed to 
determine if the snoRNA sequences are required for nuclear retention. Information derived from 
these experiments could lead to a better understanding of COBRA1 function and more globally 
the functionality of sno-lincRNA in Arabidopsis. 
 
Figure 5.4: Schematic of genetic experiments to determine the role of sno-COBRA1A and 
sno-COBRA1B in COBRA1 function. 
 
5.2.2 Is the upregulation of extensin genes responsible for the cobra1 mutant phenotypes 





 We found that knockdown of COBRA1 resulted in an increase in abundance of many 
transcripts that encoded cell wall related proteins, including several extensin genes. Extensins 
are hydroxyproline-rich glycoproteins and have been implicated in nearly all stages of plant 
growth and development, including cell division, differentiation, cell cessation and elongation in 
Arabidopsis (Cleland and Karlsnes, 1967; Ito et al., 1998; Keller and Lamb, 1989). Thus, we have 
hypothesized that the increase in abundance of the extensin transcripts may result in the delay in 
germination and smaller overall stature of cobra1 plants. First, the hydroxyproline content in 
cobra1 leaf tissue should be measured (Kivirikko and Liesmaa, 1959; Fry, 1988) to determine if 
the increase in abundance of the extensin mRNAs results in increased abundance of the 
respective proteins at the cell wall. This would support a hypothesis that increasing the levels of 
the extensin transcripts affects cell wall structure. The number and size of leaf cells in cobra1 
plants should also be examined to determine if increased abundance of extensins in the cobra1 
plants affects cell size or cell division. We demonstrated that cobra1 plants produce leaves at the 
same rate but are still smaller that wild type plants. Thus, whether there are smaller or fewer cells 
in the cobra1 plants needs to be determined in order to fully understand why the plants are 
smaller. 
Additionally, T-DNA insertion lines in the extensin genes whose mRNA levels were 
increased in abundance in cobra1 plants should be obtained from the Arabidopsis Biological 
Resource Center and crossed to the cobra1 mutants, generating double mutants. If the extensins 
are in fact causing the phenotypes in the cobra1 mutants, one would expect a rescue of the 
phenotype in the cobra1 ext double mutant plants. Given the known functional redundancy of 
extensins, several extensins may need to be knocked out in order to see a rescue of the 
phenotype. 
The other major question remaining is how loss of COBRA1 results in the increased 





of transcription machinery from their target loci or decreased function, resulting in the changes in 
transcript abundance observed. ChIRP-MS identified a handful of transcription related proteins 
that interact with COBRA1 which represent good candidates for transcription regulation in a 
COBRA1-dependent manner (Table 5.1). Levels of the extensin mRNAs should be measured in 
mutants lacking these transcription-related COBRA1-interacting proteins to determine if they 
regulate extension mRNA abundance. Furthermore, mutants in these COBRA1-interacting 
proteins should be obtained or generated and screened for germination and developmental 
phenotypes.  
 
5.2.3 Does COBRA1 interact with the RACK1 scaffold protein to affect ribosome 
biogenesis? 
 We identified RACK1A as well as several known RACK1A-interacting proteins bound to 
COBRA1 (Figure 3.12B). RACK1 has been demonstrated to interact with ribosomal proteins in 
Arabidopsis where it regulates ribosome biogenesis and assembly (Guo et al., 2011). Since (1) 





those observed in cobra1, (2) COBRA1 contains two snoRNA sequences that are canonically 
known to regulate ribosome biogenesis, and (3) lincRNAs can function as scaffolds for proteins in 
the same pathway, we predict that COBRA1 interacts with RACK1 and other associated proteins 
to contribute to ribosome biogenesis and assembly. Ultimately, we hypothesize that that the 
germination and growth phenotypes may be a result of defective ribosome biogenesis. Future 
studies should focus on performing ribosome profiling assays to examine the abundance of the 
40S, 60S, and 80S ribosomes as well as polysomes in cobra1 mutants as well as double mutants 
lacking COBRA1 and RACK1A, RACK1B, and/or RACK1C. Additionally, germination and 
developmental phenotypes of these double mutants should be examined to determine the effect 
of loss of COBRA1 on RACK1 function.  
Since COBRA1 is nuclear, and contains two snoRNA sequences, it begs the question if 
COBRA1 is localized in the nucleolus, where it contributes to ribosome biogenesis. To examine 
this, RNA fluorescence in situ hybridization (RNA FISH) should be performed to examine 
COBRA1 subcellular and subnuclear localization. In tandem, immunofluorescence should be 
performed on the RACK1 subunits to determine if they are similarly located in the nucleolus. 
5.2.4 What are the functions of the other COBRA transcripts identified and, more globally, 
sno-lincRNAs in Arabidopsis? 
 While we focused on one sno-lincRNA in particular in Chapter 3, we identified 8 
additional sno-lincRNAs, many of which have germination-dependent patterns of abundance 
(Figure 3.1B). To understand the role of sno-lincRNAs in Arabidopsis, mutants should be 
obtained or generated in these COBRA transcripts and screened for germination and 
developmental defects. It is possible that sno-lincRNAs are an important class of molecules that 
regulate germination in Arabidopsis. In addition, the biogenesis of these sno-lincRNAs should be 
examined to determine if the 3’ end processing we observed in COBRA1 (Figure 3.2F and 3.2H) 





informatics analysis should be performed to identify common elements in the promoters of these 
COBRA sno-lincRNAs to determine if they are regulated in a similar manner. 
5.3 CONCLUDING REMARKS 
 After transcription, RNAs are tightly regulated to allow for proper gene expression in a 
cell-type specific manner and have a multitude of functions both in their abilities to encode for 
proteins or function as non-coding RNAs. In Chapter 2, we demonstrated large rearrangements of 
RNA secondary structure during an agriculturally relevant salt stress and implicate the RNA 
modification m6A and secondary structure in modulating mRNA stability and translation. In 
Chapter 3, we identified a previously uncharacterized long intergenic non-coding RNA and 
examined its biological and molecular function during Arabidopsis development. Finally, in 
Chapter 4, we expanded the molecular toolkit to study circular RNA biogenesis by determining a 
minimal set of elements required to promote exon circularization and generated a tool to allow for 
further study of function and biogenesis of circular RNAs. Together, this dissertation has 
expanded our knowledge of post-transcriptional gene regulation in Arabidopsis and provided 
novel mechanisms of response to salt stress and uncovered the biogenesis and function of an 
increasingly studied and essential class of non-coding RNAs (sno-lincRNAs). These studies have 
provided the foundation necessary for follow up work to better understand the fate of protein-






APPENDIX A: USING PROTEIN INTERACTION PROFILE SEQUENCING (PIP-
SEQ) TO IDENTIFY RNA SECONDARY STRUCTURE AND RNA-PROTEIN 
INTERACTION SITES OF LONG NON-CODING RNA IN PLANTS 
This section refers to work from: 
• Kramer MC & Gregory, BD. (2019) Using protein interaction profile sequencing (PIP-seq) 
to identify RNA secondary structure and RNA-protein interaction sites of long non-coding 
RNAs in plants. Methods in Mol. Bio. 1933, 343-361. 
A.1 INTRODUCTION 
From transcription to degradation, RNA molecules undergo many post-transcriptional 
processes that control RNA transport, localization, and stability (Izaurralde et al., 1997; Garneau 
et al., 2007; Lunde et al., 2007). These post-transcriptional processes are largely controlled by 
RNA binding proteins (RBPs) and intramolecular base pairing within RNA molecules, their so-
called RNA secondary structure. Most previous research has focused on how RBPs regulate 
post-transcriptional processes of messenger RNAs (mRNAs), but this class of RNAs only 
represents a very small fraction of the total cellular RNA population. In fact, the majority of cellular 
RNAs do not code for proteins, and are thus termed non-coding RNAs (ncRNAs), yet have 
essential functions at every step of an organism’s life cycle (Mattick, 2004). Two well-studied 
examples are ribosomal RNAs (rRNAs) and transfer RNAs (tRNAs), which are vital for proper 
translation. In the past 30 years, however, it has become increasingly clear that there are many 
additional classes of ncRNAs such as small RNAs (smRNAs), which include microRNAs 
(miRNAs), small interfering RNAs (siRNAs), small nucleolar RNAs (snoRNAs), and others, as 
well as long non-coding RNAs (lncRNAs) (Borges and Martienssen, 2015; Jones-Rhoades et al., 





LncRNAs are defined as having little to no protein-coding capacity and are longer than 
200 nucleotides (nt) in length (Kapranov et al., 2007; Wang et al., 2014a). Like mRNAs, RBPs 
and RNA secondary structure control the processing and function of ncRNAs. For instance, the 
secondary structure of rRNAs, tRNAs, and miRNA precursors is essential for proper processing, 
function, and binding to the correct cohort of RBPs (Noller et al., 1981; Sprinzl et al., 1998). 
Furthermore, several examples of the function of lncRNAs interacting with RBPs have been 
identified in the model plant Arabidopsis thaliana. For example, the lncRNA ASCO has been 
found to bind and sequester the nuclear speckle RNA binding protein NSR away from its proper 
splicing targets, ultimately leading to a disruption in lateral root formation (Bardou et al., 2014). 
Furthermore, the lncRNA HIDDEN TREASURE 1 (HID1) binds and reduces the expression of 
PHYTOCHROME INTERACTING FACTOR 3 (PIF3), leading to elongated hypocotyls under 
shade conditions (Wang et al., 2014d). 
While the function and relationship of several lncRNA-RBP interactions has been 
elucidated, few studies have looked globally at RBP binding to lncRNAs. Using genome-wide 
techniques can lead to information for all expressed lncRNAs and provide many good targets for 
subsequent functional analyses. Furthermore, given that the function of several classes of 
ncRNAs is dependent on RNA secondary structure (such as rRNAs and tRNAs), the function of 
many lncRNAs may also be driven by their RNA secondary structure (Li et al., 2016a; Wan et al., 
2011). Thus, it is also very important to globally examine RNA secondary structure of lncRNAs to 
examine folding patterns throughout these transcripts, and if their structure varies under different 
conditions and between different cell types. 
Protein interaction profile sequencing (PIP-seq) is a method to globally examine RNA-
protein interaction sites as well as RNA secondary structure (Silverman et al., 2014; Gosai et al., 
2015; Foley et al., 2017). Beginning with formaldehyde crosslinked tissue, PIP-seq can be 





cytoplasm. PIP-seq begins by splitting the crosslinked lysates into two separate groups termed 
the structure-only samples and the footprinting samples (Figure A.1). In the structure-only 
samples, the lysates are first treated with proteinase K to remove all proteins, ultimately resulting 
in deproteinated RNA. These samples are then digested by structure specific ribonucleases 
(RNases) that will either digest all double-stranded RNA (dsRNase) or single-stranded RNA 
(ssRNase) (Figures A.1A-B). In the footprinting sample, the samples are first exposed to the 
structure specific nucleases to digest all accessible ssRNA or dsRNA, also leaving regions of 
RNAs that are bound by RBPs. The proteins are then removed by protease treatment and all 
samples undergo sequencing library preparation and RNA sequencing (Figures A.1C-D) 
(Silverman et al., 2014; Gosai et al., 2015; Foley et al., 2017).  
Through bioinformatics approaches discussed in the next chapter, this technique can 
allow the calculation of a structure score for each detectable nucleotide, as well as identify protein 
protected sites (PPS) that are enriched in the footprinting sample compared to the structure only 
sample. Using this data, the RNA secondary structure and RNA-protein interactions of lncRNAs 
can be observed globally. Recently, this technique was used in the nuclei of root hair and non-
hair cells (Foley et al., 2017). In this study, it was observed that there was significantly different 
RNA secondary structure along the entire length of lncRNAs between cell types. More 
specifically, there was higher structure within the 5’ region of these transcripts in hair cells 
compared to non-hair cells, while this trend reverses at the 3’ of these transcripts, where there is 
lower structure in hair cells compared to non-hair cells. Of note, however, is that while the 
structure varies between cell-types, there was no global change in the density of protein binding, 
indicating that while overall these transcripts are bound by the same number of proteins in each 
cell type, the differences in secondary structure indicate that they are likely different cohorts of 
proteins that interact with these collections of molecules. Thus, confirming that PIP-seq is a useful 





et al., 2017). In this chapter, we will describe the step-by-step methods for constructing PIP-seq 
libraries using plant tissue or subcellular compartments. 
 
Figure A.1: Overview of protein interaction profile sequencing (PIP-seq) 
PIP-seq can be performed on total cell lysate or purified nuclei. The tissue is first crosslinked with 1% formaldehyde 
(Section A.3.1) before being lysed and subject to PIP.  
(A-B) The structure only samples are first digested with proteinase K to remove all proteins bound. The sample is then 





(C-D) The footprinting samples are first subjected to either digestion with (C) ssRNase or (D) dsRNase to digest all 
accessible RNA in the correct structural confirmation. Following RNase digestion, the samples are removed of protein and 
all crosslinks reversed (Section A.3.2.2). 
 
A.2 MATERIALS 
A.2.1 Plant material  
This technique was optimized on lysate from whole 10-day-old (10D) seedlings but has 
since been used on nuclei isolated from 10D seedlings as well as 4-week and 5-week-old 
Arabidopsis leaves. Additionally, PIP-seq has been performed in human cell culture cells, 
allowing it to be used in a wide variety of systems (Silverman et al., 2014). 
A.2.2 PIP buffers 
1. Crosslinking buffer: 1% Formaldehyde, 0.02% SilWet L-77. Add 810 μL 37% 
Formaldehyde and 6 μL SilWet L-77 (Lehle Seeds) to 30 mL PBS. Prepare freshly before 
each use. 
2. 1 M glycine solution in nuclease-free water. 
3. RIP buffer: 25 mM Tris-HCl pH=8.6 (Note 1), 150 mM KCl, 5 mM EDTA pH=8.0, 0.5% 
Igepal CA-630 in distilled, deionized water. Filter sterilized through 22 μm membrane. 
Store at 4°C up to one year.  
Before use, to 10 mL RIP buffer, add 1 tablet Protease Inhibitor Mini Cocktail (1 tablet 
per 10 mL of RIP buffer) (Roche), 5 μL RNase OUT (Fisher Scientific) and 50 μL 
0.1M DTT. Keep on ice throughout experiment. 
4. 10X structure buffer: 10 mM Tris-HCl pH = 7.0, 100 mM KCl , and 10 mM MgCl2 in 
nuclease-free water. Aliquot and store at -20°C. 
5. 16X RNase Stop Buffer: 10% SDS, 5mM EDTA pH = 8.0, and 20 μg Proteinase K (1 μL 





6. 1X DNase solution: Make resuspension solution with 550 μL DEPC-treated water and 
3.85 mL RDD buffer (Qiagen). Resuspend lyophilized RNase-free DNase (Qiagen) with 
resuspension solution. Prepare aliquots and store at -20°C. 
A.2.3 PIP materials: 
1. Bell-shaped vacuum container 
2. Liquid nitrogen 
3. Mortar and pestle 
4. Plastic pestles 
5. 1.7 mL tubes 
6. 2.0 mL tubes 
7. Centrifuge 
8. Heat blocks set to 65°C and 37°C 
9. 3 M NaOAc  
10. RNase ONE (10 U/μL) (Promega) 
11. RNase ONE Buffer (Promega) 
12. RNase V1 (Protein Labs) 
13. Qiazol (Qiagen) 
14. 100% Ethanol 
15. 70% Ethanol 
A.2.4 Library preparation buffers: 
1. DSN hybridization buffer: 200 mM HEPES buffer (Fisher Scientific), 2 M NaCl (Fisher 
Scientific) in nuclease-free water. 
2. DSN stop buffer: 10 mM EDTA in nuclease-free water. 
A.2.5 Library preparation materials: 
1. 1.7 mL tubes 





3. 200 μL PCR tubes 
4. Thermocycler 
5. Heat blocks at 70°C and 37°C 
6. Gel box for running pre-poured gels 
7. 18-gauge needles 
8. Razor blades 
9. Chloroform: isoamyl alcohol (24:1) 
10. RNeasy columns (Qiagen) 
11. Buffer RWT (Qiagen) 
12. Buffer RPE (Qiagen) 
13. Nuclease-free water  
14. 5 mg/mL Glycogen, ultrapure (Ambion) 
15. 100% ethanol 
16. 80% ethanol 
17. 70% ethanol 
18. RNA fragmentation reagents (Ambion) 
19. T4 polynucleotide kinase (NEB) 
20. T4 DNA ligase buffer (NEB) 
21. 10mM ATP  
22. 15% Novex TBE-Urea gels (ThermoFisher Scientific) 
23. 10X TBE Buffer (Bio-Rad) 
24. Gel loading buffer II (ThermoFisher Scientific) 
25. 10 base pair (bp) ladder (ThermoFisher Scientific) 
26. 10 mg/mL Ethidium bromide (ThermoFisher Scientific) 
27. Spin-X columns (ThermoFisher Scientific) 





29. 0.3 M NaCl  
30. 5 μM 3’ Adapter (5’- TGGAATTCTCGGGTGCCAAGG -3’) (RA3) 
31. 25 μM 5’ Adapter (5’- GUUCAGAGUUCUACAGUCCGACGAUC -3’) (RA5) 
32. RNA ligase buffer (NEB) 
33. RNaseOUT (ThermoFisher Scientific) 
34. RNA ligase 2, truncated (NEB) 
35. T4 RNA ligase 1 (NEB) 
36. 100 μM reverse transcription primer (5’- GCCTTGGCACCCGAGAATTCCA -‘3) (RTP) 
37. 5x First Strand Buffer (ThermoFisher Scientific) 
38. 50 mM dNTPs (ThermoFisher Scientific) 
39. 100 mM DTT  
40. Superscript II reverse transcriptase (ThermoFisher Scientific) 
41. 2x Phusion high-fidelity PCR master mix with HF buffer (NEB) 
42. 5 mM Betaine (MP Biomedical) 
43. RNA PCR primer 1 (5’- 
AATGATACGGCGACCACCGAGATCTACACGTTCAGAGTTCTACAGTCCGA -3’) (RP1) 
44. RNA PCR Primer indices (Illumina) 
45. 6% Novex TBE gels (ThermoFisher Scientific) 
46. 25 bp ladder (ThermoFisher Scientific) 
47. 1X NEB Buffer 2 (NEB) 
48. 10X DSN master buffer (Evrogen) 
49. Duplex specific nuclease (DSN) enzyme (Evrogen) 
A.3 Methods 
Described below are the methods for crosslinking RNA-protein interactions with formaldehyde, 





A.3.1 Preparing the Arabidopsis tissue for PIP 
In order to identify protein-bound RNA sequences, RNA-protein interactions must be 
preserved through cell lysis. To do so, the tissue is crosslinked in 1% formaldehyde solution 
under vacuum filtration. The reaction is then quenched by vacuum infiltrating 125 mM glycine 
followed by several washing steps with distilled, deionized water to remove any excess buffer.  
A.3.1.1 Preservation of RNA-protein interactions (crosslinking) 
1. Prepare crosslinking buffer fresh, 30 mL per sample. 
2. Weigh out 1-3 grams of 10D seedlings and add directly a 50 mL conical containing 30 mL 
of crosslinking solution. 
3. Rotate end-over-end for 1 minute to ensure all seedlings are submerged in the buffer. 
4. Remove the lid and place the 50 mL conical under the bell-shaped vacuum container 
connected to a vacuum line and turn on the vacuum for 10 minutes. 
5. Detach the vacuum and add 4.25 mL 1M glycine (125 mM final concentration) to quench 
the crosslinking reaction.  
6. Close the tube and turn end-over-end to mix well. Place in the bell-shaped vacuum 
container for another 5 minutes (Note 3). 
7. Remove crosslinking buffer and dispose appropriately. Wash the seedlings 5 times with 
distilled, deionized water. 
8. Pat the seedlings dry on a paper towel and flash freeze in liquid nitrogen. 
9. Tissue can be stored at -80°C. 
A.3.1.2 To examine the RNA secondary structure and protein binding in the total cells: 
1. Crush tissue with a mortar and pestle in liquid nitrogen. 
2. Resuspend tissue in 850 μL RIP buffer and transfer tissue to 1.7 mL tube. 
3. Spin briefly and grind well with a plastic pestle then pass through 1000 μL and 200 μL 





4. Proceed to PIP protocol (3.2). 
A.3.1.3 To examine the RNA secondary structure and protein binding in cell nuclei: 
1. Nuclei can be isolated using the isolation of nuclei in specific cell types (INTACT) 
procedure (Deal and Henikoff, 2010, 2011). If using this method, it is important to note 
that the Arabidopsis tissue to be crosslinked and used in the PIP-seq protocol should 
express the INTACT construct. Additionally, 2 million nuclei are needed for each 
replicate to ensure enough RNA for proper PIP-seq library construction. 
2. After 2 million nuclei per replicate have been isolated using INTACT, resuspend the 
nuclei in 850 μL RIP buffer.  
3. Pass through 1000 μL and 200 μL pipette tips about 20 times each. 
4. Proceed to PIP protocol (3.2). 
A.3.2 Protein interaction profiling (PIP) 
Protein interaction profiling begins by digesting any DNA present, to ensure there will be no 
contaminating genomic DNA in the sequencing libraries, and thus all reads will be from RNA. 
A.3.2.1 DNA digestion prior to protein interaction profiling 
1. Prepare RIP buffer (5 mL per replicate) and 16X RNase Stop Buffer (450 μL per 
replicate) freshly before each experiment.  
2. Add 160 μL DNase solution to the whole tissue or nuclei sample from 3.1. Mix well and 
incubate at room temperature for 30 minutes. 
3. Split the sample into 4 aliquots by pipetting 250 μL of lysate into two 2.0 mL tubes 
(structure only samples; Figures A.1A-B) and two 1.7 mL tubes (footprinting samples; 
Figures A.1C-D) (Note 4).  





A.3.2.2 Structure-only samples 
Refer to Figures A.1A-B 
For these samples, all proteins are first removed using proteinase K, resulting in RNA that is 
absent of bound proteins. Following a brief precipitation, the samples are digested with structure 
specific ribonucleases (RNases) that will either digest all single-stranded RNA (ssRNase) or all 
double-stranded RNA (dsRNase). Following library preparation and sequencing, these libraries 
can be compared to calculate RNA secondary structure throughout the transcriptome by looking 
at read coverage in the ssRNase libraries (representing dsRNA) and the dsRNase libraries 
(representing ssRNA) (Figure A.2A). 
A.3.2.2.1 Proteinase K treatment followed by RNA precipitation 
1. To the samples in the 2 mL tubes, add 75 μL 16X RNase Stop Buffer. Incubate at room 
temperature for 15 minutes. 
2. Precipitate RNA by adding 90 μL 3M NaOAc and 1 mL 100% ethanol. Mix well and store 
at -80°C for at least 1 hour. 
3. After the 1-hour incubation, spin samples for 45 minutes at 20,000 g (max speed) at 4°C. 
4. Remove the supernatant and wash the pellet with 700 μL 70% ethanol by spinning for 5 
minutes at 20,000 g at 4°C. 
5. Remove the supernatant and any excess ethanol and allow the pellet to dry for 10 
minutes. Resuspend the pellet in 850 μL RIP buffer (Note 5). 
A.3.2.2.2 Digestion with ssRNase 
To one of the tubes, digest with the ssRNase (Figure A.1A): 
1. Add 100 μL RNase ONE buffer and 10 μL RNase ONE. 






3. Add 75 μL 16X RNase Stop Buffer and incubate at room temperature for 10 minutes. 
4. To reverse the crosslinks, transfer tubes to 65°C for 2 hours, mixing every 30 minutes.  
5. Split the sample in half by pipetting ~500 μL to two new 2 mL tubes. 
6. Add 700 μL Qiazol to each tube and store at -20°C. Samples can be stored until the 
library preparation. 
A.3.2.2.3 Digestion with dsRNase 
To the other 2 mL tube, digest with the dsRNase (Figure A.1B): 
1. Add 100 μL 10X RNA structure buffer and 25 μL RNase V1.  
2. Mix well and incubate at room temperature for 1 hour and 15 minutes, mixing the 
samples every 15 minutes. 
3. Add 75 μL 16X RNase Stop Buffer and incubate at room temperature for 10 minutes 
(Note 6). 
4. To reverse the crosslinks, transfer tubes to 65°C for 2 hours, mixing every 30 minutes.  
5. Split the sample in half by pipetting ~500 μL to two new 2mL tubes. 
6. Add 700 μL Qiazol to each tube and store at -20°C. Samples can be stored until the 
library preparation. 
A.3.2.3 Footprinting samples 
Refer to Figures A.1C-D 
For these samples, the samples are first digested with the structure specific nucleases that 
will digest all single-stranded RNA (ssRNase) or double-stranded RNA (dsRNase). These 
RNases will digest any accessible RNA in the correct structural configuration that is not protected 
by proteins. Following RNase digestion, proteins are removed using proteinase K and crosslinks 
are reversed. Following library preparation and sequencing, these libraries along with the 





proteins, so called protein protected sites (PPSs). A PPS is called as enrichment in reads in the 
footprinting sample compared to the structure only sample (Figure A2B). 
A.3.2.3.1 Digestion with ssRNase  
To one of the 1.7 mL tubes, first digest with the ssRNase (Figure A.1C): 
1. Add 100 μL RNase ONE buffer and 10 μL RNase ONE. 
2. Mix well and incubate at 37°C for 1 hour, mixing the samples every 15 minutes. 
A.3.2.3.2 Digestion with dsRNase  
To the other 1.7 mL tube, digest with the dsRNase (Figure A.1D): 
1. Add 100 μL 10X RNA structure buffer and 25 μL RNase V1 
2. Mix well and incubate at room temperature for 1 hour, mixing the samples every 15 
minutes. 
A.3.2.3.3 Proteinase K treatment and reversing of the crosslinking  
1. Add 75 μL 16X RNase Stop Buffer and incubate at room temperature for 10 minutes 
(Note 6). 
2. To reverse the crosslinks, transfer tubes to 65°C for 2 hours, mixing every 30 minutes.  
3. Split the sample in half by pipetting ~500 μL to two new 2 mL tubes. 







Figure A.2: PIP-seq libraries can be used to bioinformatically predict RNA secondary 
structure and RNA-protein interactions on a transcriptome-wide scale 
(A) The structure only PIP-seq libraries can be compared along the length of the transcript to determine regions which are 
more double-stranded or more single-stranded based on the amount of reads in the libraries digested with ssRNase or 
dsRNase, respectively.  
(B) Protein protected sites (PPSs) can be identified by examining reads that build up in the footprinting samples compared 
to the structure only samples. 
 
 
A3.3 Sequencing library preparation 
All precipitations during the library prep are done by adding 3 μL glycogen, 1/10th the 
volume of 3 M NaOAc (final concentration 0.3 M), and 3 times the volume of 100% ethanol.  
For all precipitations before the reverse transcription step (3.3.7), samples are stored at -
80°C for at least two hours, followed by centrifugation at 20,000 g for at least 80 minutes at 4°C. 
Pellets are then washed with 700 μL 80% ethanol for 5 minutes and allowed to dry for 10 minutes 
before resuspension. Samples are kept on ice for 25 minutes before proceeding to the next step. 
Following and including step 3.3.7, samples are stored at -80°C for at least two hours, 
followed by centrifugation at 20,000 g for at least 45 minutes at 4°C. Pellets are then washed with 
700 μL 70% ethanol for 5 minutes and allowed to dry for 10 minutes before resuspension. 
Samples are kept on ice for 25 minutes before proceeding to the next step. 
A.3.3.1 RNA isolation 
For each sample, there will be 8 tubes; 2 tubes for the ssRNase structure-only samples, 2 tubes 
for the dsRNase structure-only samples, 2 tubes for the ssRNase footprinting samples and 2 
tubes for the dsRNase footprinting samples. 
1. Remove structure only and footprinting samples from -20°C and let thaw at room 
temperature. 
2. Add 280 μL chloroform: isoamyl alcohol (24:1). 
3. Vortex thoroughly and allow to sit at room temperature for 5 minutes. 





5. Transfer aqueous layer to new 2 mL tube and fill the tube to capacity with 100% ethanol. 
Mix well. 
6. Transfer 700 μL to a miRNeasy column. Spin at 20,000 g for 30 seconds at 4°C. 
7. Remove the flow through and repeat step 6 until the entire sample has been applied to 
the column. Both tubes for each sample can be put over the same column. 
8. Wash with 700 μL Buffer RWT. Spin at 20,000 g for 30 seconds at 4°C and remove the 
flow through. 
9. Wash with 500 μL Buffer RPE. Spin at 20,000 g for 30 seconds at 4°C and remove the 
flow through. 
10. Wash once more with 500 μL Buffer RPE. Spin at 20,000 g for 2 minutes at 4°C and 
remove the flow through. 
11. Transfer tubes to new 1.7 mL tubes for elution. 
12. Add 100 μL nuclease-free water to the center of the column. Allow the samples to sit at 
room temperature for 5 minutes. Spin 1 minute at 20,000 g at 4°C. 
13. Repeat step 12 once more. 
14. Precipitate samples and resuspend in 9 μL nuclease-free water. 
A.3.3.2 RNA fragmentation  
1. To each 9 μL sample, add 1 μL 10X Fragmentation reagent and immediately incubate 
samples at 70°C for 3 minutes. 
2. Immediately add 1 μL of 10X Stop solution. 
3. Raise volume to 100 μL and precipitate RNA. 
4. Resuspend in 16 μL nuclease-free water. 
A.3.3.3 T4 Polynucleotide kinase (T4 PNK) treatment 
1. To 16 μL of sample, add 2 μL NEB DNA ligase buffer (Note 7), 1 μL T4 PNK and 1 μL 





2. Incubate at 37°C for 1 hour 
3. Raise volume to 100 μL and precipitate. 
4. Resuspend in 10 μL 
A.3.3.4 Size Selection 1 
Refer to Figure A.3A 
The purpose of this size selection is to eliminate sizes that are too small or too large to 
represent protein-bound sites. 
Assemble 15% Novex TBE-Urea gel in a gel box with ample amounts of 1X TBE (~500 mL).  
1. Pre-clear each well using a syringe with 18-gauge needle. 
2. Pre-run the gel at 155 V for 25 minutes. 
3. To the 10 μL sample, add 10 μL Gel Loading Buffer II. 
4. Mix well and incubate at 70°C for 5 minutes to denature any secondary structure, then 
immediately place on ice for 3 minutes. 
5. Prepare 1.5 μg 10 bp ladder in 10 μL nuclease-free water and 10 μL Gel Loading Buffer 
II. 
6. Pre-clear each well again using a syringe with 18-gauge needle. 
7. Load samples onto gel, keeping one lane in between each sample to avoid sample to 
sample contamination, and run at 155 V for ~90 minutes or until the bromophenol blue 
band has traveled 80% of the gel. 
8. Stain gel in 100 mL 1X TBE with 140 μg ethidium bromide (14 μL of 10 mg/mL ethidium 
bromide) for 10 minutes. 
9. Using ethanol cleaned razor blades, excise gel regions 15-150 nt for each sample. 






11. Add 300 μL 0.3 M NaCl and rotate end-over-end for 4 hours at room temperature (Note 
9). 
12. Transfer entire sample to Spin-X column (Note 10). Spin 3 minutes, 20,000 g, at 4°C. 
13. Transfer the flow-through to a new tube and precipitate.  
14.  Resuspend in 5 μL nuclease-free water. 
A.3.3.5 Adapter ligation  
See Note 11 
1. Transfer 5 μL sample to PCR tube and add 1 μL 3’ RNA adapter (RA3). 
2. Mix well and incubate at 70°C for 2 minutes, then 4°C for 2 minutes. 
3. To each sample add 2 μL RNA ligase buffer, 1 μL RNase OUT, and 1 μL T4 RNA ligase 
2, truncated. 
4. Incubate at 28°C for 1 hour. 
5. Near the end of the hour incubation, add 5’ RNA adapter (RA5) into a new tube. Heat at 
70°C for 2 minutes then on ice for 2 minutes. RA5 for all samples can be denatured in a 
single tube. 
6. Add 1 μL 10mM ATP, and 1 μL T4 RNA ligase 2 to the denatured 5’ RNA adapter. 
7. Add 3 μL of the 5’ RNA adapter mix to each sample. Mix well and incubate for 1 hour 15 
minutes at 28°C. 
8. Store at -20°C until size selection 2 (Section A.3.3.6) 
A.3.3.6 Size selection 2 
Refer to Figure A.3B 






1. Run samples on 15% TBE-Urea gel as was done in Section A.3.3.4, excising the gel 
between 65 to 225 nt (Note 12). 
2. Resuspend pellet in 6 μL nuclease-free water. 
A.3.3.7 Reverse transcription and PCR 
1. Transfer the 6 μL sample into a new PCR tube.  
2. To each tube, add 1 μL reverse transcription primer (RTP) and mix well. 
3. Incubate at 70°C for 2 minutes, then 4°C for 2 minutes. 
4. To each sample, add 2 μL 5X First Strand Buffer, 0.5 μL 50mM dNTPs, 1 μL 0.1M DTT, 1 
μL RNaseOUT, and 1 μL Superscript II reverse transcriptase. 
5. Incubate at 50°C for 1 hour. 
6. Make a PCR master mix of 50 μL Phusion high-fidelity PCR master mix with HF buffer, 
33.5 μL 5mM Betaine and 2 μL RNA PCR primer 1 (RP1). 
7. Add 85.5 μL master mix to each RT reaction. 
8. Add 2 μL RNA PCR Primer Index to each sample (Note 13). 
9. Divide each 100 μL PCR reaction into 4 tubes, each with 25 μL each.  
10. Incubate samples on a thermocycler using the following setting: 1 cycle of 30 seconds at 
95°C; 12 cycles of 10 seconds 95°C, 30 seconds 60°C, 15 seconds 72°C; 1 cycle of 10 
minutes at 72°C; Hold at 4°C. 
11. Combine all 4 PCR tubes and precipitate.  
12. Resuspend pellet in 10 μL nuclease free water. 
A.3.3.8 Size selection 3  
Refer to Figure A.3C 
This size selection step is to remove any adapter-adapter ligation products amplified by PCR 





1. Assemble 6% TBE gel in gel box in ample amounts of 1X TBE (~500 mL). 
2. Pre-clear each well using a syringe with 18-gauge needle. 
3. Add 10 μL Gel loading buffer II to each sample. 
4. Prepare 1.5 μg 25 bp ladder in 10 μL water and 10 μL gel loading buffer II. 
5. Mix well and load gel, leaving a blank well in between each sample to avoid sample-to-
sample contamination. 
6. Run the gel at 155 V for 30 minutes or until bromophenol blue has traveled ~80% of the 
gel. 
7. Stain gel in 100 mL 1X TBE with 140 μg ethidium bromide (14 μL of 10 mg/mL ethidium 
bromide) for 10 minutes. 
8. Using ethanol cleaned razor blades, excise gel regions 135 bp and above for each 
sample. Avoid band at 120 bp, which represents adapter-adapter artifacts. 
9. Place gel slices in gel breaker tubes in new 2 mL tubes. Spin 20,000 g for 2 minutes. 
10. Add 300 μL 1X NEB Buffer 2 and rotate end-over-end for 2 hours at room temperature. 
11. Transfer entire sample to Spin-X column (Note 10). Spin 3 minutes, 20,000 g, at 4°C. 
12. Transfer the flow-through to a new tube and precipitate.  
13.  Resuspend in 15.5 μL nuclease-free water. 
A.3.3.9 Treatment with duplex specific nuclease (DSN):  
The treatment with duplex specific nuclease (DSN) is to remove the highly abundant fraction 
of our sample that may represent ribosomal RNA reads. Here, we first denature the DNA at a 
high temperature and slowly allow it to renature. After 5 hours, we add the DSN enzyme, to digest 
double-stranded DNA that has already renatured, representing the most abundant fraction in the 
sample, thus removing ribosomal RNA contamination. 
1. Transfer a total of 100 ng of library product from 3.3.8 into 13.5 μL nuclease-free water in 





2. Add 4.5 μL DSN hybridization buffer to each tube. Mix thoroughly and incubate at 98°C 
for 2 minutes, then 65°C for 5 hours (Note 15). 
3. With about 4.5 hours remaining in the incubation, dilute 4 μL 10X DSN master buffer in 
16 μL nuclease-free water per sample to make 2X DSN master buffer. 
4. Incubate the 2X DSN master buffer at 68°C for the remainder of the incubation. 
5. Add 20 μL 2X DSN to each sample and mix thoroughly by pipette. Do not allow the 
samples to cool down. 
6. Incubate at 68°C for 10 minutes. 
7. Add 2 μL DSN enzyme to each sample. Mix by pipetting and spin down briefly. Do not 
allow the samples to cool down. 
8. Incubate at 68°C for 25 minutes. 
9. Add 40 μL DSN Stop solution. Mix thoroughly. 
10. Transfer samples to new 1.7 mL tubes and raise volume to 100 μL and precipitate.  
11. Resuspend pellet in 6 μL. 
A.3.3.10 PCR reaction 2 
1. Make a PCR master mix of 50 μL Phusion high-fidelity PCR master mix with HF buffer, 
40 μL 5mM Betaine and 2 μL RNA PCR primer 1 (RP1). 
2. Add 85.5 μL master mix to each RT reaction. 
3. Add 2 μL RNA PCR Primer Index to each sample (Note 16). 
4. Divide each 100 μL PCR reaction into 4 tubes, each with 25 μL each.  
5. Incubate samples on a thermocycler using the following setting: 1 cycle of 30 seconds at 
95°C; 12 cycles of 10 seconds 95°C, 30 seconds 60°C, 30 seconds 72°C; 1 cycle of 5 
minutes at 72°C 
6. Combine all 4 PCR tubes and precipitate.  





A.3.3.11 Size selection 4 
Refer to Figure A.3D 
This size selection step is to remove excess primer dimer and adapter-adapter products. 
1. Run samples on 6% TBE-Urea gel as was done in Section A.3.3.8, excising the gel from 
135 bp to the end of the signal nucleotides. 
2. Resuspend pellet in 30 μL nuclease-free water. This is the final library. 
 
Figure A.3: Examples of gels for each size selection 
(A) Size Selection 1: Samples are run on a 15% TBE-Urea gel for ~90 minutes and RNA from 15 nt to 150 nt are selected 
from the gel (Section A.3.3.4).  
(B) Size Selection 2: Samples are run on a 15% TBE-Urea gel for ~90 minutes and RNA from 65 nt to 225 nt are selected 
from the gel (Section A.3.3.6).  
(C) Size Selection 3: Samples are run on a 6% TBE gel for ~30 minutes and DNA from 135 nt to the end of the signal are 





(D) Size Selection 4: Samples are run on a 6% TBE gel for ~30 minutes and DNA from 135 nt to the end of the signal are 
selected from the gel (Section A.3.3.11); 
 
 
A.3.4 PIP library quantitation and quality control 
1. To determine the concentration in the final PIP libraries, 1.5μL of the library can be read 
by NanoDrop. The 260/280nm ration should be within 1.5-2.5. 
2. Additionally, 1μL of the library can be run on an Agilent Technologies 2100 Bioanalyzer 
to determine a more accurate concentration and size distribution (Figure A.4).   
3. PIP libraries generally range in size from 200 bp to 700 bp. 
4. Strong bands around 170 bp are likely a result of adapter contamination. 
  
 
Figure A.4: Example of bioanalyzer results for a PIP-seq library 
PIP libraries generally range in size from 200 bp to 700 bp. No adapter band around 170 bp representing adapter 
contamination is present, indicating the library is free of contamination (Section A.3.4). 
 
A.4 Notes:  
1. This pH has been optimized for plant tissue due to the presence of the vacuole. The pH of 
Tris-HCl can be modified for mammalian samples. In the past, pH of 7.4 has been used for 
mammalian cell culture. 
2. We find it best to prepare the RNase Stop Buffer freshly before each experiment. Do not 





3. After crosslinking and quenching, the Arabidopsis seedling cotyledons and leaves will be 
slightly translucent, indicating that the crosslinking has worked. 
4. To avoid pipetting errors and ensure equal amounts of lysate in each tube, aliquot slightly 
less than 250 μL to each tube. If there is extra, try to split evenly among the 4 tubes. 
5. It is essential that the pellet doesn’t fully dry. Allowing the pellet to fully dry can affect the 
RNA secondary structure. The pellet will also be very hard to resuspend; pipette and vortex 
thoroughly to ensure the entire pellet is fully resuspended. The resulting solution may be 
somewhat soapy looking due to the presence of SDS. 
6. When 10X RNase Stop Buffer is added to samples containing structure buffer, a precipitate 
will form. This is normal and will not affect the enzyme activity. 
7. 10X NEB DNA ligase buffer is not provided with T4 PNK enzyme and must be purchased 
separately. This buffer is used because it contains ATP. 
8. For the high percentage gels (15% TBE-Urea), we recommend widening the holes of the 
gel breaker tubes with a 21-gauge needle. 
9. The goal is to have the resuspended gel pieces easily turn end-over-end. If the gel piece is 
too large and the sample is not moving fluidly, more 0.3 M NaCl should be added. 
10. It may be difficult to pipette all of the gel slurry into the Spin-X column. Pipette as much of 
the liquid as possible. The liquid contains the RNA samples; thus the gel pieces can be left 
behind. 
11. Here we use two different RNA ligases to obtain a strand-specific library. T4 RNA ligase 2, 
truncated will ligate the 3’ RNA adapter in the absence of ATP, while T4 RNA ligase 1 
requires ATP to ligate the 5’ RNA adapter. 
12. The goal is to purify the RNA molecules that were successfully ligated to 5’ and 3’ adapters. 
Each adapter is 25 nt at this point in the protocol, therefore the size selection is 50 nt larger 





13. Each sample should have a different RNA PCR Primer index. The index is used after 
pooling and sequencing to pull out reads mapping to each sample. If more than one sample 
has the same index, they will not be able to be differentiated after sequencing. Take note of 
the index for each sample. 
14. 100 ng is the ideal amount of DNA to use in DSN reactions, but if one or more sample does 
not have enough, this amount can vary so that all samples have the same amount of 
starting DNA input into the reactions. 
15. This time has been optimized for Arabidopsis tissue. For mammalian samples, we have 
found 7 hours to be the best length of time. 










APPENDIX B: N6-METHYLADENOSINE INHIBITS LOCAL 
RIBONUCLEOLYTIC CLEAVAGE TO STABILIZE MESSENGER RNAS IN 
ARABIDOPSIS 
This section refers to work from: 
• Anderson SJ, Kramer MC, Gosai SJ, Yu X, Vandivier LE, Nelson ADL, Anderson ZD, 
Beilstein MA, Fray RG, Lyons E, & Gregory BD. (2018) N6-methyladenosine inhibits local 
ribonucleolytic cleavage to stabilize mRNAs in Arabidopsis. Cell Rep. 25, 1146-1157. 
B.1 INTRODUCTION 
N6-methyladenosine (m6A) is the most prevalent internal covalent messenger RNA 
(mRNA) modification, and has been described in many organisms including mammals, plants, 
Drosophila melanogaster, and zebrafish (Dominissini et al., 2012; Lence et al., 2016; Luo et al., 
2014; Meyer et al., 2012; Zhao et al., 2017a). m6A is indispensable for proper development of 
many multicellular organisms as deficiency in enzymes that catalyze and bind m6A methylation 
leads to improper development. In zebrafish embryos, m6A presence results in the destabilization 
and timely clearance of maternal transcripts from the embryo (Zhao et al., 2017a), while in 
Drosophila m6A is required for proper sex determination (Lence et al., 2016). In mammalian 
systems, where m6A is best characterized, m6A modulates transcript localization and stability 
(Wang et al., 2014c, 2014e). 
In Arabidopsis thaliana (hereafter Arabidopsis), m6A primarily localizes near the stop 
codon and throughout the 3’ untranslated region (UTR) (Shen et al., 2016), similar to 
observations in metazoans (Lence et al., 2016; Meyer et al., 2012; Niu et al., 2013). m6A in 
Arabidopsis occurs nearly exclusively in an RRACH sequence context (Niu et al., 2013) (where 
R=A/G, A is the modified m6A site, and H=A/C/U). It is estimated that 0.1% of all adenosines 
present in mRNAs are m6A (Luo et al., 2014). The primary m6A methylation writer complex in 
plants consists of METHYLTRANSFERASE A (MTA) (Zhong et al., 2008), 





(FIP37) (Shen et al., 2016), which all have highly conserved mammalian orthologs; METTL3, 
METTL14, and Wilm’s tumor 1 associated protein, respectively (Kramer et al., 2018). m6A sites 
are conserved between evolutionarily divergent Arabidopsis ecotypes (Luo et al., 2014), 
suggesting m6A localization within the transcriptome plays important roles. The importance of 
m6A is further emphasized by its necessity in early plant development, as plants deficient for 
members of the core m6A methylation complex are embryonic lethal (Růžička et al., 2017; Shen 
et al., 2016; Zhong et al., 2008). m6A has also been implicated in regulating plant response to 
viral pathogens, where increased levels of m6A in viral RNAs of the cucumber mosaic virus 
inhibited systemic invasion (Martínez-Pérez et al., 2017). However, the effects of m6A on other 
plant responses, including abiotic stress responses, are not well understood. 
 While these studies have clearly demonstrated the importance of m6A in plants, the 
mechanisms of m6A-mediated transcriptome regulation are not currently well understood. For 
instance, a previous study demonstrated m6A destabilizes a handful of transcripts in 
undifferentiated tissue (Shen et al., 2016). However, other studies in a whole organismal context 
found many transcripts are destabilized when ‘reader’ proteins that bind m6A are absent (Wei et 
al., 2018), indicating that m6A stabilizes mRNAs as well. Thus, whether this epitransciptome mark 
stabilizes, destabilizes, or both remains unclear. Furthermore, the mechanisms by which m6A 
regulates transcript stability are still not completely clear in any organism. 
Here, we use a combination of high-throughput sequencing approaches to reveal that in 
plant somatic tissue m6A stabilizes transcripts by inhibiting ribonucleolytic cleavage directly 5’ of 
these modification sites. Furthermore, we show m6A is dynamically added to salt stress related 
transcripts to protect them from degradation upon stressed conditions. 
B.2 RESULTS 
B.2.1 m6A sites are biased towards the 3’ end of mRNAs and conserved between distinct 





To identify m6A sites in the Arabidopsis adult leaf transcriptome, we performed m6A RNA 
immunoprecipitation and sequencing (m6A-seq) (Meyer et al., 2012) on polyA+ RNA from leaves 
5-9 of 4-week-old Arabidopsis ecotype Columbia-0 (hereafter Col-0) as well as plants deficient in 
m6A by virtue of a post-embryonic knockout of the major m6A methyltransferase, MTA (mta 
ABI3:MTA; hereafter referred to as mta) (Bodi et al., 2012). Using the peak caller MACS2 (Zhang 
et al., 2008), we identified a total of 9,385 m6A peaks in Col-0 plants, with 5,496 peaks common 
to both replicates (~87% of peaks in the lower sequencing depth replicate) indicating high 
reproducibility (Figure B.1A). Only 2,687 total m6A peaks were identified in mta plants, with 831 
common to both replicates (Figure B.1B), suggesting that mRNA m6A modifications are greatly 
diminished by decreased MTA abundance. Based on the large number of overlapping m6A peaks 
identified in Col-0 plants, our analyses focused on only these high-confidence peaks from Col-0 
and mta.  
We found that m6A sites from Col-0 and mta plants demonstrated the previously reported 
bias towards the stop codon and 3’ UTR (Meyer et al., 2012; Shen et al., 2016). In fact, over 95% 
of the identified Col-0 m6A peaks occur in the 3’ UTR or overlap the stop codon (Figures B.2A-
C), and this bias was also observed for the mta peaks (Figure B.2A), of which only ~40% (335) 
overlap with Col-0 peaks (Figure B.2D). We observed a significant (p value < 0.001, chi-squared 
test) enrichment for the canonical m6A motif (RRACH) (Niu et al., 2013) in both Col-0 and mta 
leaf m6A peaks compared to randomly scrambled peak sequences using compareMotifs.pl (Heinz 
et al., 2010) (Figure B.1C). These findings indicate that we identified high-confidence m6A-
containing regions of the Arabidopsis mature leaf transcriptome. Additionally, our results revealed 
that mta plants provide an m6A deficient background to probe the effects of this mark on the plant 
transcriptome. To characterize what processes may be regulated by m6A in adult leaves, we 
performed a Gene Ontology (GO) analysis using DAVID on transcripts containing Col-0 m6A 





metabolism and growth. These results support the importance of m6A as a regulator of the plant 
development and metabolism. 
 
Figure B.1: m6A-seq identifies bona fide m6A peaks in the Arabidopsis adult leaf 
transcriptome 
(A-B) Overlap between m6A peaks identified in two biological replicate experiments using leaves 5-9 from 4-week-old Col-
0 (A) and mta (B) plants. Only peaks found in both replicates for each genotype were used for subsequent analyses. 
(C) Enrichment of the canonical m6A motif (RRACH) in Col-0 and mta m6A peaks as compared to scrambled controls. *** 
denotes p value < 0.001, chi-squared test. 
 
 
m6A is critical for proper eukaryotic development (Lence et al., 2016; Wang et al., 2014e; 
Zhao et al., 2017a; Zhong et al., 2008), but whether m6A sites are maintained across plant 
development is not known. Therefore, we compared our Col-0 4-week-old leaf m6A sites to those 
from a m6A-seq experiment that used 5-day-old Col-0 whole seedlings (Shen et al., 2016). We 
found a significant (p value < 0.001, chi-squared test) overlap of m6A peaks between both 





that m6A is essential for both regulating development (Shen et al., 2016) and general 
transcriptome maintenance during plant development. This is further supported by the GO 
analysis that revealed many transcripts containing m6A encode proteins involved in general 
processes. 
 
Figure B.2: Arabidopsis m6A sites are biased towards the 3’ end of mRNAs and conserved 
between distinct stages of development 
(A) The localization of m6A peaks in Col-0 (green line) and mta (purple line) in 4-week-old leaf mRNAs. 
(B) Percentage of total Col-0 m6A peaks located throughout regions of mRNA transcripts. Peaks that overlapped a start or 
stop codon were designated as start or stop codon peaks. 
(C) Browser views for two example transcripts containing Col-0 m6A peaks. Top tracks show m6A-seq data for 
supernatant (top) and m6A+ IP (bottom) samples using leaf RNA sample from mta plants (purple). Bottom two tracks show 
m6A-seq data for supernatant (top) and m6A+ IP (bottom) samples using leaf RNA sample from Col-0 plants (green). 
(D) Overlap between high-confidence m6A peaks identified for Col-0 compared to those from mta plants. 
(E) Overlap between our 4-week-old Col-0 leaf m6A peaks with peaks from a previous study using 5-day-old whole Col-0 






B.2.2 m6A-modified protein-coding mRNAs are significantly less abundant and stable in 
the absence of this epitranscriptome mark  
Multiple studies in mammalian stem cells suggested that m6A acts largely as a 
destabilizing mark (Wang et al., 2014c, 2014e). In plants, the effects of m6A are less clear (Duan 
et al., 2017; Shen et al., 2016). In order to more comprehensively investigate the effects of m6A 
on the abundance of modified transcripts in adult leaf tissue, we performed polyA+-selected RNA 
sequencing (mRNA-seq) using RNA from leaves 5-9 of 4-week-old Col-0 and mta plants. The 
resulting mRNA-seq libraries were sequenced and provided ~27-40 million mapped reads per 
library. A principle component analysis (PCA) (Anders et al., 2015) of read coverage using HTseq 
accompanied with DESeq2 (Love et al., 2014) revealed the high quality and reproducibility of our 
mRNA-seq libraries (Figure B.3A).  
We then calculated the relative abundance (RPM) in the absence compared to the 
presence of m6A (RPMmta/RPMCol-0) for transcripts with one or more high confidence m6A peaks, 
transcripts without any high confidence Col-0 m6A peaks, and transcripts without any Col-0 m6A 
peaks in either m6A-seq replicate. We observed a significant (p value < 0.001, chi-squared test) 
decrease in overall transcript abundance when m6A is absent (mta) compared to present (Col-0) 
in transcripts containing m6A peaks as compared to the other two classes of transcripts (Figure 
B.4A). In fact, m6A peak-containing transcripts decrease in abundance in the absence of this 
mark (median < 0), whereas the other two classes of transcripts slightly increase in abundance 






Figure B.3: Comprehensive RNA-seq and genome-wide mapping of uncapped and cleaved 
transcripts (GMUCT) analyses of the Col-0 and mta transcriptomes reveal that 3’ localized 
m6A is a stabilizing mark in the Arabidopsis adult leaf transcriptome. 
(A) Clustering analysis of the 4 mRNA-seq biological replicates for 4-week-old Col-0 and mta leaves (8 total libraries). 
HTSeq was used to count the number of reads mapping to each gene in the TAIR10 transcriptome. Based on these 
HTSeq read counts from Col-0 and mta mRNA-seq replicates, the libraries were clustered based on a correlation analysis 
via DESeq2 (Love et al., 2014). This analysis revealed high levels of similarity within libraries corresponding to the 
biological replicates, as each genotype clustered together. 
(B) The mRNA abundance fold change values for mta relative to Col-0 leaf transcriptomes as calculated by DESeq2 
analysis (x-axis) and qPCR (y-axis) for a number of transcripts selected for validation. The strong correlation (R2 > 0.94) 
between these values demonstrates the validity of the DESeq2 findings. 
(C) The overall abundance of transcripts in Col-0 (x-axis) and the relative abundance of transcripts in mta as compared to 
Col-0 (y-axis) calculated using DESeq2 (Love et al., 2014). Red dots denote high-confidence m6A modified transcripts, 
while gray dots denote transcripts that do not contain a high-confidence m6A peak. Vertical blue dotted lines represent the 
expression bounds for m6A transcripts used in calculating the proportion uncapped metric. 
(D-E) The overlap between high-confidence mta m6A peaks and transcripts significantly less (D) and more (E) abundant in 
mta plants.  
(F) Clustering analysis of all four genome-wide mapping of uncapped and cleaved transcripts (GMUCT) libraries. HTSeq 
was used to count the number of reads mapping to each gene in the TAIR10 transcriptome. Based on these HTSeq read 
counts from Col-0 and mta GMUCT replicates, the libraries were clustered based on a correlation analysis via DESeq2 
(Love et al., 2014). This analysis revealed high levels of similarity within libraries corresponding to the biological 





(G-J) Venn diagrams showing overlap between various groups of transcripts as specified in each figure. *** denotes a 
significant (p value < 0.001) overlap between the specified transcript populations, log-linear analysis. *** denotes p value 




Figure B.4: m6A modified protein-coding mRNAs are significantly less abundant in m6A 
deficient plants  
(A) Relative abundance of transcripts containing high-confidence Col-0 m6A peaks (blue box) (n=4510), no high 
confidence Col-0 m6A peaks (red box) (n=11627), and no detectable m6A peaks in any replicate (yellow box) (n=7825). 
Transcript abundance is shown as the log2 fold change in mta reads per million (RPM) divided by Col-0 RPM. *** denotes 
p value < 0.001, chi-squared test. 
(B) Overlap between Col-0 m6A peak containing protein-coding mRNAs with those that are significantly less abundant in 
mta as compared to Col-0 leaves. *** denotes p value < 0.001 for enrichment in the overlap, chi-squared test. 
(C) Overlap between Col-0 m6A peak containing protein-coding mRNAs with those that are significantly more abundant in 
mta as compared to Col-0 leaves. *** denotes p value < 0.001 for less than expected in the overlap, chi-squared test. 
 
 
  We next identified transcripts that demonstrated significant changes in abundance 
between mta and Col-0 plants using the differential expression analysis suite DEseq2 (Love et 
al., 2014). ~4,522 mRNAs were identified as differentially abundant in mta plants as compared to 
Col-0. Nearly half of the significantly (FDR £ 0.05) differentially abundant genes showed higher 
levels (2,206) in mta compared to Col-0, while the other half (2,316) were decreased. We 
validated the DESeq2 results using reverse transcription (RT) quantitative PCR (RT-qPCR) on 12 
randomly selected significantly differentially abundant transcripts. These RT-qPCR results were 





determined by DESeq2 (Figure B.3B), validating our differential expression analysis. We next 
assessed the level of association between mRNAs with significant changes in abundance and 
those that contain m6A peaks. Of the 2,316 transcripts less abundant in mta plants, 910 (39%) 
contained at least one m6A site in Col-0, which is significantly (p value < 0.001, hypergeometric 
test) more than expected (Figures B.4B and B.3C). Conversely, only 224 (10%) of the transcripts 
more abundant in mta compared to Col-0 plants (2,206 total) contained at least one m6A peak, 
which is significantly (p value < 0.001, hypergeometric test) less than expected (Figures B.4C 
and B.3C). No association was observed for differential abundance and transcripts containing 
mta m6A peaks (Figures B.3D-E). These data reveal that m6A is predominately found in mRNAs 
that are downregulated upon its loss, suggesting that it is primarily a stabilizing mark in plant 
transcriptomes.  
To assess what biological processes may be affected in the absence of m6A, we 
performed a GO analysis using DAVID (Huang et al., 2009) on transcripts that were significantly 
differentially abundant in mta compared to Col-0. Interestingly, defense response and a variety of 
stress terms were pervasive in both over- and underrepresented transcripts. These GO terms 
spanned diverse biotic and abiotic stresses including response to bacterial, fungal, insect, heat, 
and salt stress. These GO terms suggest that m6A regulates a wide range of stress response 
pathways by ensuring the appropriate abundance of necessary mRNAs. 
To further investigate whether m6A is a stabilizing mark in plants, we performed global 
mapping of uncapped and cleaved transcripts (GMUCT) (Gregory et al., 2008; Willmann et al., 
2014) to quantify the degradation and cleaved intermediates of polyA+ transcripts in leaves 5-9 of 
4-week-old Col-0 and mta plants. The resulting GMUCT libraries were sequenced and provided 
~79-82 million mapped reads per library. We then performed a PCA using HTseq and DESeq2 
(Love et al., 2014), which revealed high reproducibility of our GMUCT libraries (Figure B.3F). 
 These GMUCT results were used to characterize the relative stability of transcripts using 





transcript normalized by the RPM for that same transcript in our mRNA-seq data 
(log2[RPMGMUCT/RPMmRNAseq]). This proportion uncapped metric was previously shown to be a 
good measure of mRNA stability (Vandivier et al., 2015), where a higher proportion uncapped 
value correlates with a less stable transcript and vice versa. Using this metric, we compared the 
influence of m6A on transcript stability by comparing proportion uncapped in Col-0 and mta plants 
for transcripts that contain m6A (m6A modified) or do not (unmodified). To avoid confounding 
proportion uncapped values found at the extreme ends of abundance, we excluded the top and 
bottom 12.5% most expressed m6A containing transcripts (Figure B.3C). We found a significant 
(p value < 0.001, Wilcoxon rank sum test) increase in proportion uncapped for m6A modified 
transcripts in mta compared to Col-0 plants, indicating that these transcripts are less stable when 
m6A is absent (Figure B.5A). Conversely, we observed no significant change in proportion 
uncapped between Col-0 and mta for similarly expressed and non-significantly differentially 






Figure B.5: m6A modified protein-coding mRNAs are significantly less stable in m6A 
deficient plants  
(A) Proportion uncapped (GMUCT RPM normalized to RNA-seq RPM for each mRNA) for transcripts that contain (left) no 
detectable Col-0 m6A peaks and (right) Col-0 m6A peaks in Col-0 (green boxes) compared to mta (purple boxes) leaves. 
*** denotes p value < 0.001, Wilcoxon ranked sum test. 
(B) Percent of transcripts remaining 24 hours post treatment with transcription inhibitors in Col-0 (green bars) and mta 
(purple bars). The indicated classes of m6A-modified transcripts were chosen from our proportion uncapped data and 
assayed. * denotes p value < 0.05, ** denotes p value < 0.01, and N.S. denotes not significant; Student’s t-test, two-tailed. 
(C) Overlap between transcripts containing Col-0 m6A peaks (red circle), transcripts which have an increase in proportion 
uncapped in mta compared to Col-0 (green circle), and transcripts which are significantly less abundant in Col-0 (blue 
circle). *** denotes a significant (p value < 0.001) overlap between the specified transcript populations, log-linear analysis. 
(D) Overlap between randomly chosen transcripts (a number equal to m6A containing transcripts) that do not contain 
detectable Col-0 m6A peaks (yellow circle), transcripts which have an increase in proportion uncapped in mta compared to 
Col-0 (green circle), and transcripts which are significantly less abundant in Col-0 (blue circle). *** denotes a significant (p 
value < 0.001) overlap between the specified transcript populations, log-linear analysis. *** denotes p value < 0.001 for 
less than expected in the overlap, log-linear analysis. 
 
 
 To validate our proportion uncapped stability results, we treated Col-0 and mta plants 
with the transcription inhibitors cordycepin and Actinomycin D for 0 and 24 hours. Because these 
inhibitors cannot penetrate the thick epidermal layer of 4-week-old leaves, we performed this 





B.2E). Using transcripts with m6A peaks shared between these two tissues, we tested the stability 
of several mRNAs which exhibited higher levels of proportion uncapped in mta compared to Col-
0. We then calculated the percentage of initial transcripts remaining 24 hours after treatment 
using RT-qPCR and found that these mRNAs were significantly more stable in Col-0 compared to 
mta (Figure B.5B). Our stability assay was also able to validate two mRNAs exhibiting <10% fold 
change in proportion uncapped between mta and Col-0 and one transcript which demonstrated a 
substantial increase in proportion uncapped in mta relative to Col-0 (Figure B.5B). These results 
indicate m6A is generally a stabilizing mark in plant transcriptomes.  
 We hypothesized that m6A-associated transcript stability was driving the abundance 
changes between Col-0 and mta plants. To test this, we determined the overlap between 
transcripts with an m6A site, differentially abundant transcripts, and transcripts which were either 
stabilized or destabilized in mta as compared to Col-0 plants. We found a striking and significant 
(p value < 0.001, log-linear analysis) association between transcripts significantly less abundant 
in m6A deficient plants, transcripts destabilized in m6A deficient plants, and transcripts m6A 
modified in Col-0 but not mta plants (Figure B.5C). Conversely, a randomly-selected equally-
sized subset of transcripts unmodified in Col-0 were significantly (p value < 0.001, log-linear 
analysis) under-enriched in the population of mRNAs that are less abundant and stable in m6A 
deficient plants (Figure B.5C). Relatedly, the populations of m6A modified mRNAs are 
significantly (p value < 0.001, log-linear analysis) disassociated from mRNAs that are more 
abundant and/or more stable in mta as compared to Col-0 plants, whereas unmodified transcripts 
show no such dissociation (Figures B.3G-J). Overall, our results indicate that the decrease in 
abundance of mRNAs that lose methylation in m6A deficient plants is often due to the loss of 
m6A’s stabilizing effect. 
B.2.3 m6A modification on mRNAs inhibits local ribonucleolytic cleavage 
Since m6A is added directly onto the primary sequence of mRNAs, we investigated 





GMUCT data. To do this, we quantified only the reads mapping within m6A peaks in GMUCT 
compared to mRNA-seq for mta compared to Col-0 plants and looked for significant increases 
and decreases in local cleavage levels. 1,539 m6A peaks demonstrated a significant (FDR < 0.05, 
chi-squared test) increase in cleavage (increase in GMUCT compared to mRNA-seq) in m6A 
deficient relative to Col-0 plants (Figure B.6A). Conversely, only 198 peaks demonstrated a 
significant (FDR < 0.05, chi-squared test) increase in cleavage level in Col-0 relative to mta plants 
(Figure B.6A). 
To test the generality of this phenomenon, we assessed cleavage levels within all m6A 
peaks in Col-0 compared to mta plants. In GMUCT, the 5’ adapter is directly added to the 
nucleotide immediately downstream of cleavage, thus the 5’ end of each sequencing read 
represents the cleavage site (Willmann et al., 2014). Therefore, we defined a cleavage score as 
the RPM coverage values for the 5’ most nucleotide of all GMUCT reads. We observed a 
significant (p value < 0.001, Wilcoxon ranked sum test) increase in ribonucleolytic cleavage within 
50 nt of m6A peak centers in mta compared to Col-0 plants (Figure B.6B), indicating that sites 
with m6A in Col-0 but not in mta are more cleaved when the modification is absent. These results 
revealed that m6A generally prevents local ribonucleolytic cleavage of Arabidopsis adult leaf 
mRNAs. To determine if this cleavage was specific to m6A sites and not higher throughout 
transcripts that lose m6A in mta plants, we calculated the log2 ratio of cleavage between m6A 
deficient and Col-0 plants in m6A peaks compared to same sized windows 300 nt upstream of 
these peaks and to randomly selected sites towards the 3’ end of unmodified transcripts. We 
found a significant (p value < 0.001, Wilcoxon ranked sum test) increase in the log2 mta/Col-0 
cleavage score ratio for m6A peaks as compared to both sets of control regions (Figure B.7A). 








Figure B.6: m6A modification on protein-coding mRNAs inhibits local ribonucleolytic 
cleavage 4-5 nt upstream of m6A sites 
(A) Number of Col-0 m6A peaks that are significantly less cleaved in mta relative to Col-0 (green bar) compared to the 
opposite cleavage pattern (purple bar). 
(B) Number of normalized cleavage events occurring in Col-0 m6A peaks as determined using GMUCT 5’ read ends from 
Col-0 (green box) as compared to mta (purple box) adult leaf libraries. *** denotes p value < 0.001, Wilcoxon ranked sum 
test. 
(C) Three motifs discovered within 15 nt of the highest cleaved nucleotide within m6A peaks. The motif on the top left 
represents the canonical m6A motif, the motif on the bottom left is a U-rich motif that represent sites of protein binding, 
and the motif on the top right appears to be a non- canonical m6A motif. 
(D) Enrichment of the specified motifs (x-axis) within 25 nt up- (blue bars) and downstream (red bars) of the most cleaved 
nucleotide in Col-0 m6A peaks. *** denotes p value < 0.001, chi-squared test. 
(E) The number of A’s that occur in the RRACH context in the immediate vicinity of the most cleaved nucleotide within 
Col-0 m6A peaks. The scissors denote the most cleaved nucleotide. Circles to the left of the scissors represent nt 5’ of the 
cleavage site, while those to the right are nt 3’ of these sites. Only the first A found in this sequence context in both 
directions is counted on this graph. *** denotes nt with p values < 0.001, chi-squared test.  
 
 
B.2.4 XRN4 is responsible for degrading the downstream products of m6A-regulated 
cleavage 
 We observed an accumulation of mono-phosphorylated 5’ ends occurring specifically 
within m6A peaks (Figure B.6B). Therefore, we asked if EXORIBONUCLEASE4 (XRN4), a 5’-to-





target mRNAs (Souret et al., 2004), is also involved in degrading 3’ cleavage products at m6A 
sites. To do this, we took the cleavage scores within 25 nt of the most cleaved nt in mta plants 
found in Col-0 m6A peaks and compared them to an arbitrary region 300 nt closer to the 5’ end of 
the transcript for xrn4 and Col-0 plants. If XRN4 degrades downstream cleavage products, we 
expected more GMUCT reads around m6A-regulated cleavage sites in xrn4 compared to Col-0 
(Figure B.7B). We observed a significant (p value < 0.001, Wilcoxon ranked sum test) 
accumulation of 5’ GMUCT read ends near m6A cleavage sites as compared to the upstream 
sites in xrn4 mutant plants, whereas no significant difference was observed in Col-0 (Figure 
B.7C). To control for the possibility that 3’ ends of transcripts are generally overrepresented in 
xrn4 GMUCT libraries, we performed the same analysis on random 50 nt windows in the 3’ UTR 
of transcripts that contained no detectable m6A. We observed little difference between 
accumulation of read ends at or upstream of these random sites in both xrn4 and Col-0 plants 
(Figure B.7C). In total, these results reveal that XRN4 degrades the 3’ cleavage fragments 






Figure B.7: m6A modification on canonical and non-canonical motifs in protein-coding 
mRNAs inhibits local ribonucleolytic cleavage  
(A) The log2 mta/Col-0 cleavage score ratio for m6A peaks as compared to same sized windows 300 nt upstream of these 
peaks as well as compared to randomly selected sites towards the 3’ end of unmodified transcripts. *** denotes p value < 
0.001, Wilcoxon ranked sum test. 
(B) Hypothesis of XRN4-mediated degradation of downstream (3’) cleavage products. 
(C) Change in accumulation of GMUCT 5’ read ends +/- 25 nt up- and downstream of m6A-regulated cleavage sites 
compared to +/- 25 nt up- and downstream of the nucleotide 300 nt upstream of those sites (cleaved site/upstream site) 
for m6A-regulated cleavage sites (darker colored boxes) as compared to randomly-selected unmodified control 3’ UTR 
sites (lighter colored boxes) using data from Col-0 (green boxes) or xrn4 mutant (orange boxes) plants. *** denotes p 
value < 0.001, Wilcoxon ranked sum test. 
(D) Analysis of cross-linking induced mutation sites (CIMS) (Linder et al., 2015) +/- 150 nt of highly cleaved sites in Col-0 
m6A peaks. The highly cleaved site is centered at 0 in this plot. This analysis suggests we are identifying bona fide m6A 
sites that inhibit local ribonucleolytic cleavage in the 3’ UTRs of specific m6A-modified Arabidopsis adult leaf protein-
coding mRNAs. 
(E) A motif discovered within a 15 nt window (7 nt up- and downstream) around the highest cleaved nucleotide within Col-
0 m6A peaks using MEME, which appears to be a new m6A motif. 
(F) The number of A’s that occur in the GGAU context in the immediate vicinity of the most cleaved nucleotide within Col-





represent nucleotides (nt) upstream (5’) of the cleavage site, while those to the right are nt downstream (3’) of these sites. 
Only the first A found in this sequence context in both directions is counted on this graph. *** denotes nt with p values < 
0.001, chi-squared test. 
 
 
B.2.5 Cleavage in the absence of m6A occurs 4-5 nt upstream of unmodified A’s  
We looked for enriched sequences that might explain this m6A-regulated cleavage. To do 
this, we calculated the nucleotide with the most coverage of mta 5’ GMUCT read ends within 
each m6A peak found in Col-0 but not mta plants, revealing the m6A-regulated cleavage site. 
Nearly all Col-0 m6A peaks (5,456/5,496; 99%) had at least one highly cleaved nucleotide in m6A 
deficient (mta) plants. We then took the 7 nt up and downstream (15 nt total) of these sites and 
ran the motif discovery algorithm MEME (Bailey et al., 2009) to characterize sequences 
associated with m6A-regulated cleavage. Strikingly, this motif search returned the canonical m6A 
motif RRACH and a GGAU motif (Figure B.6C), indicating these cleavage events occur locally 
near Arabidopsis adult leaf m6A sites. We also found a U-rich motif in this 15 nt window around 
cleavage sites (Figure B.6C). Of note, none of these motifs were found when MEME was run 
using 15 nt regions around m6A peak centers or randomly selected peak regions, so these 
findings are likely not the result of general RRACH enrichment in our m6A peaks (Figure B.1C). 
We also found that these sites were cleaved in Col-0 plants, but to a much lower extent (Figure 
B.6B). 
 To assess positional preference for these enriched motifs with respect to m6A-regulated 
cleavage sites, we investigated sequences 25 nt 5’ and 3’ of each of these highly cleaved 
positions. We used “homer2 known” (Heinz et al., 2010) to compare the relative enrichment of 
GGAU, U-rich (UUUUU), and RRACH motifs in these regions. We observed a significant 
enrichment (p value < 0.001, chi-squared test) for the RRACH and GGAU sequence motifs 3’ of 
m6A-regulated cleavage sites, whereas the U-rich motif was significantly (p value < 0.001, chi-
squared test) enriched 5’ of these sites (Figure B.6D), indicating significant sequence 





  To elucidate if there was an optimal distance from an RRACH sequence for these 
cleavage sites, we calculated the number of ‘modifiable’ adenosines (the A in an RRACH context) 
occurring at each position up- and downstream of m6A-regulated cleavage sites. We found a 
clear bias for cleavage at positions four and five nt 5’ of a modifiable A (Figure B.6E), and this 
bias was significant (p value < 0.001, chi-squared test) relative to all other nucleotides flanking 
these highly cleaved sites. Furthermore, a cross-linking induced mutation sites (CIMS)-based 
analysis (Linder et al., 2015) of these regions suggests these modifiable As are methylated in 
Col-0 and not in mta plants (Figure B.7D). We also found a bias for As occurring within the 
GGAU motif (Figures B.7E-F), suggesting GGAU may be a non-canonical Arabidopsis m6A 
motif. The polyA+ selection step of the GMUCT protocol may bias our findings of ribonucleolytic 
cleavage near m6A sites that are mostly 3’ UTR localized. However, this is unlikely due to the 
nucleotide specificity of our findings and strong GMUCT coverage substantially 5’ of these 
regions. In total, our findings reveal that m6A generally stabilizes Arabidopsis leaf mRNAs by 
directly inhibiting local ribonucleolytic cleavage, providing insight into a pervasive mechanism 
regulating mRNA stability in Arabidopsis.  
B.2.6 Dynamic m6A addition stabilizes transcripts encoding salt response proteins during 
response to this abiotic stress 
We found that differentially abundant transcripts in mta compared to Col-0 are enriched 
for those encoding proteins involved in salt stress response. Therefore, we tested if m6A 
regulated these mRNAs during agriculturally-relevant salt stress treatments. To do this, we grew 
wild-type Arabidopsis plants for 2 weeks on soil under normal watering conditions. Subsequently, 
we continued watering them with normal water (control conditions) or by watering Arabidopsis 
plants with 50 mM NaCl followed by 100 mM NaCl three days later (salt conditions). For salt 
conditions, we then watered with 150 mM NaCl every three days for a total of four treatments 
(Figure B.8A). At the conclusion of treatments, we collected the ~4-week-old rosette leaves for 





To determine the effects of these treatments on m6A deposition, we performed m6A-seq 
using polyA+ RNA from both control and salt treated 4-week-old leaves. Using the peak caller 
MACS2 (Zhang et al., 2008), we identified a total of 23,009 and 25,448 m6A peaks in control and 
salt treated samples respectively. Of these, 15,106 (79.4%) and 17,848 (84.8%) peaks were 
identified in both biological replicates of control and salt, respectively (high-confidence peaks) 
(Figure B.9A). While 88.5% of these high-confidence m6A peaks overlap for both treatment 
conditions, we also identified 1,731 and 4,473 m6A peaks that are unique to control (control-
specific) and salt treatments (salt-specific), respectively (Figure B.9A). As expected, m6A peaks 







Figure B.8: m6A-seq identifies bona fide m6A peaks in control- and salt-treated 
Arabidopsis plants, which display similar localization patterns to those observed in the 4-
week-old Col-0 leaf transcriptome 
(A) Overview of long-term, agriculturally-relevant salt stress treatments. After two weeks of growth on soil with normal 
watering conditions, salt-treated plants were watered every three days with increasing concentrations of NaCl in 50 mM 
increments until the final salt concentration of 150 mM was reached. The salt-treated plants were watered a total of four 
times with 150 mM NaCl. The control plants were grown and watered on the same schedule without the addition of NaCl 
to the wetting solution. Upon completion of treatments, the rosette leaves of salt-treated plants were much smaller and 
darker green when compared to control plants. These phenotypes were a result of decreased growth and increased 
stress pigment production in the salt-treated plants. 
(B) The localization pattern of control- (blue) and salt-specific (red) m6A peaks in Arabidopsis mRNAs. 
(C) Percentage of total control and salt high-confidence m6A peaks located in the specified regions of mRNA transcripts. 





(D-E) Clustering analysis of the mRNA-seq (D) and GMUCT (E) libraries for control and salt treated plants. HTSeq was 
used to count the number of sequencing reads mapping to each gene in the TAIR10 transcriptome. Based on these 
HTSeq read counts from control- and salt-treated plants, the libraries were clustered based on a correlation analysis via 
DESeq2 (Love et al., 2014). This analysis revealed high levels of similarity within libraries corresponding to the biological 
replicates, as each genotype clustered together. 
 
 
To characterize the transcripts with control- or salt-specific m6A peaks, we performed a 
GO analysis using DAVID (Huang et al., 2009) on mRNAs with m6A peaks only in control or salt 
conditions (989 and 3,691 respectively). We found that genes encoding proteins involved in water 
deprivation, response to osmotic and salt stress, and response to karrikin display salt-specific 
m6A peaks (Figure B.9B). Conversely, genes with control-specific m6A peaks were enriched for 
more general terms such as photosynthesis, photorespiration, and response to cytokinin (Figure 
B.9B). These results reveal that upon salt stress, transcripts encoding salt and osmotic stress 
response proteins gain m6A. 
Since m6A stabilizes transcripts by decreasing ribonucleolytic cleavage, we hypothesized 
that m6A protects salt responsive transcripts via this mechanism upon salt stress. To test this, we 
performed GMUCT and mRNA-seq using RNA samples from control- and salt-treated 4-week-old 
leaves. The resulting GMUCT and mRNA-seq libraries provided ~68-95 million single-end reads 
and ~28-31 million paired-end mapped reads per library, respectively. To determine 
reproducibility, we used a PCA using HTseq accompanied with DESeq2 (Love et al., 2014) that 








Figure B.9: Salt stress induces changes in transcriptome-wide m6A deposition, resulting in 
stabilization of the newly methylated transcripts  
(A) Top: Overlap of m6A peaks called by MACS2 between biological replicates of control (blue circles) and salt (red 
circles) treated Arabidopsis plants. Intersection of replicates indicates high-confidence m6A peaks. Bottom: Overlap 
between control (blue) and salt (red) treatment high-confidence m6A peaks. 
(B) Heat map of Gene Ontology (GO) enrichment terms for transcripts that contain control- (left) or salt-specific (right) m6A 
peaks. Heat map colors correspond to p-values associated with each GO term. 
(C) Relative abundance of transcripts in salt compared to control treated plants (salt/control) that contain control- (blue 
box) or salt-specific (red box) m6A peaks or all others (grey box). 
(D) Relative levels of proportion uncapped for transcripts in salt compared to control treated plants (salt/control) for 
transcripts that contain a control-specific m6A site (dark blue box) compared to those that do not (light blue box) as well as 
in transcripts that contain a salt-specific m6A site (dark red box) compared to transcripts that do not (light red box). *** 
denotes p value < 0.001, Wilcoxon ranked sum test.  
 
 
We then compared transcript abundance during salt and control conditions (salt mRNA-
seq RPM/control mRNA-seq RPM) for mRNAs that have control- or salt-specific m6A peaks as 
compared to all other genes as a control. We found that transcripts containing salt-specific m6A 
peaks are significantly (p value < 0.001, Wilcoxon t-test) more abundant than those with control-
specific m6A peaks as well as all other mRNAs detected by our mRNA-seq experiments (log2[salt 





control-specific m6A peaks are less abundant than the general population of mRNAs in salt 
compared to control conditions (Figure B.9C). In total, these results demonstrate that m6A 
deposition on transcripts encoding salt response proteins increases their abundance specifically 
during salt stress response. 
To determine if this increase in abundance of transcripts containing salt-specific m6A 
peaks was due to increased stability, we again calculated the proportion uncapped metric for 
each transcript in both control and salt treatment. We then took the log2 ratio of proportion 
uncapped in salt compared to control conditions to examine the stability of transcripts with 
control- or salt-specific m6A peaks. We found that transcripts with control-specific m6A peaks are 
significantly (p value < 0.001, Wilcoxon t-test) more degraded/cleaved (higher proportion 
uncapped) than transcripts without these sites in salt as compared to control treatments (Figure 
B.9D). Conversely, transcripts with salt-specific m6A peaks display significantly (p value < 0.001, 
Wilcoxon t-test) lower proportion uncapped, and thus are more stable than transcripts without 
these sites (Figure B.9D). In total, our findings reveal that m6A is dynamically and specifically 
deposited on transcripts encoding salt and osmotic stress response proteins upon agriculturally 
relevant salt treatment, where its presence promotes abundance and stability of these mRNAs. 
B.3 DISCUSSION 
Despite the prevalence of m6A throughout the transcriptomes of many model organisms, 
few high-throughput studies have elucidated the mechanisms by which m6A regulates mRNA, 
and low-throughput mechanistic studies thus far rarely show the scope of that mechanism. Our 
study establishes a molecular mechanism by which m6A regulates plant mRNA stability in the 4-
week-old leaf transcriptome. Specifically, our study revealed that m6A generally acts as a 
stabilizing factor in Arabidopsis leaf mRNAs through the widespread prevention of local 
ribonucleolytic cleavage, especially during salt stress response, where m6A is specifically 





Our m6A-seq experiments demonstrated, as was previously suggested (Bodi et al., 
2012), that MTA has a major role in adding m6A to Arabidopsis mRNAs (Figures B.2A-D). We 
also showed consistent maintenance of m6A modifications between 5-day-old whole seedlings 
(Shen et al., 2016) and 4-week-old leaves (Figure B.2E). This finding, along with the GO analysis 
of transcripts that contain m6A in the leaf transcriptome, suggests that m6A regulates 
development and differentiation as well as basic metabolism during the plant life cycle. 
Previous Arabidopsis m6A studies demonstrated an association between m6A loss and 
an increase in mRNA abundance through stabilization of specific transcripts, but this does not 
appear to be the transcriptome-wide trend (Duan et al., 2017; Shen et al., 2016). Furthermore, 
more recent studies in somatic transcripts demonstrate an association between m6A and the 
stabilization of most modified transcripts (Wei et al., 2018). This destabilization occurs in the 
absence of ECT2, a member of the YTH protein family which directly bind m6A modifications. 
Here, we clearly demonstrate that when 4-week-old leaf transcripts containing m6A peaks lose 
this mark, the result is commonly a decrease in transcript abundance via destabilization (Figure 
B.5). Thus, this destabilization may be accomplished by a decrease in m6A binding by YTH 
proteins (e.g. ECT2) or other RBPs that normally provide occlusion of the nearby cleavage site. 
Interestingly, the enrichment of U-rich sequences around m6A-regulated cleavage sites suggests 
a potential regulatory role for heterogenous nuclear ribonucleoproteins (HNRNPs), since they are 
known to bind U-rich tracts on mRNA near m6A modifications (Liu et al., 2015). Future work will 
be directed at addressing these questions. 
We also found a number of transcripts whose abundance and stability increases in the 
absence (mta) as compared to presence of m6A (Col-0) in mature leaves, many of which were 
also less cleaved in mta (Figures B.5A-B and B.3I-J). Thus, the previous studies as well as ours 
suggest that m6A is a mostly stabilizing mark on plant mRNAs, but also destabilizes a handful of 
specific target RNAs to effect different biological processes. Uncovering the mechanisms 





Although previous studies have demonstrated the widespread effects of m6A on the 
transcriptome, most lack a clear mechanism for any regulatory outcomes (Batista et al., 2014; 
Bodi et al., 2012; Shen et al., 2016; Wang et al., 2014c). Here, we clearly demonstrate that m6A 
generally stabilizes transcripts (Figures B.2 and B.5). This stabilization is due to an inhibition of 
ribonucleolytic cleavage 4 and 5 nt directly upstream of m6A sites that we found occur in RRACH 
and GGAU sequence contexts (Figures B.6, B.9, B.10, and B.7). While we cannot be entirely 
sure that this is endonucleolytic as compared to the processive 5 - 3’ exonucleolytic cleavage by 
an enzyme such as XRN4 that has been blocked by factors associating around m6A sites, the 
specificity of the signal occurring precisely 4 and 5 nt upstream of m6A sites suggest this is highly 
specific endonucleolytic cleavage performed by some unknown endoribonuclease (Figures B.10-
12). In total, our results provide a clear mechanism of local cleavage inhibition by m6A resulting in 
mRNA stabilization in the Arabidopsis adult leaf transcriptome. Future work will be focused on 
directly demonstrating that m6A sites of specific loci inhibit ribonucleolytic cleavage when 
methylated while a non-methylatable mutant version of the transcript cannot be stabilized due to 
the absence of methylation. Additionally, identifying the ribonuclease cleaving these mRNA 







Figure B.10: Browser views and model of m6A-regulated ribonucleolytic mRNA cleavage 
and subsequent turnover 
(A) Browser views of two example transcripts demonstrating increased proportion uncapped and cleavage 4 and 5 nt 
upstream of RRACH motifs (red asterisks) and reduced expression. Both of these examples were validated as being less 








Figure B.11: Additional browser views of m6A-mediated regulation of ribonucleolytic 
mRNA cleavage and subsequent turnover 
(A) Additional browser views of example transcripts (AT1G56423, AT1G07420, AT1G12250, and AT1G08680 (from top to 
bottom, respectively)) demonstrating increased proportion uncapping and cleavage 4 and 5 nt upstream of RRACH motifs 





(B) Browser views of example transcripts (AT5G07790, AT5G61360, and AT2G01120 (from top to bottom, respectively)) 
demonstrating increased cleavage 4 and 5 nt upstream of RRACH motifs (red asterisks) and reduced expression in 
control- (blue tracks) as compared to salt-treated (red tracks) plants. 
 
 
Due to increasing global population, the agriculture industry must dramatically increase 
food production over the next 25 years. A major challenge to this problem is overcoming abiotic 
stresses, which limit crop survival and yield. Thus, it is essential to study plant response to abiotic 
stress to allow engineering of crop plants to withstand and produce normal yields under these 
adverse conditions. Here, we demonstrate that m6A is dynamically deposited on transcripts 
encoding proteins required for proper plant salt and osmotic responses upon exposure to salt 
treatment in Arabidopsis. The addition of m6A onto these populations of mRNAs during response 
to salt stress results in overall increases in stability and thereby abundance by decreasing their 
normally higher cleavage levels (Figures B.9 and B.11B). While further studies are needed, we 
hypothesize that this stabilization allows the transcripts to be translated into proteins that function 
in salt stress response to promote adaptation to high salt levels (Figure B.12). Studies are also 
needed to examine if this mechanism is shared among important crop species. In conclusion, the 
m6A-mediated regulatory process we describe provides a powerful post-transcriptional 
mechanism for regulating transcript abundance under normal and stress conditions in eukaryotic 
transcriptomes, and provides a means to dynamically shift stability onto populations of transcripts 






Figure B.12: Hypothesized model of the function of m6A in mRNA stability and during 
systemic salt stress 
(A) Our results suggest a model in which the absence of m6A induces endonucleolytic cleavage 4 and 5 nt upstream of 
the now unmodified adenosine, by a currently unidentified endoribonuclease. This cleavage results in transcript 
intermediates that can be degraded by the normal 5’ – 3’ and 3’ – 5’ degradation machineries (XRN4 and the exosome, 
respectively). 
(B) Upon salt stress, m6A is dynamically added to transcripts encoding salt stress response proteins, preventing their 
degradation (bottom). Conversely, the lack of methylation on these transcripts during control treatment allows cleavage-
mediated destabilization (top). The m6A-mediated transcript stabilization likely results in increased translation so the 
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