The discrete cosine transform (DCT) is a widely-used and important signal processing tool employed in a plethora of applications. Typical fast algorithms for nearly-exact computation of DCT require floating point arithmetic, are multiplier intensive, and accumulate round-off errors. Recently proposed fast algorithm arithmetic cosine transform (ACT) calculates the DCT exactly using only additions and integer constant multiplications, with very low area complexity, for null mean input sequences. The ACT can also be computed non-exactly for any input sequence, with low area complexity and low power consumption, utilizing the novel architecture described. However, as a trade-off, the ACT algorithm requires 10 non-uniformly sampled data points to calculate the 8-point DCT. This requirement can easily be satisfied for applications dealing with spatial signals such as image sensors and biomedical sensor arrays, by placing sensor elements in a non-uniform grid. In this work, a hardware architecture for the computation of the null mean ACT is proposed, followed by a novel architectures that extend the ACT for non-null mean signals. All circuits are physically implemented and tested using the Xilinx XC6VLX240T FPGA device and synthesized for 45 nm TSMC standard-cell library for performance assessment.
Introduction
The discrete cosine transform (DCT) was first proposed by Ahmed et al. in 1974 and published in IEEE Transactions on Computers [1] . It has since attracted much attention in the computer engineering community [2, 3, 4, 5] . In particular, the 8-point DCT and its variants, in the form of fast algorithms, has been widely adopted in several image and video coding standards [6] such as JPEG, MPEG-1/2, and H.261-5 [7] . Some applications which use image and video compression include automatic surveillance [8] , geospatial remote sensing [9] , traffic cameras [10] , homeland security [11] , satellite based imaging [12] , unmanned aerial vehicles [13] , automotive [14] , multimedia wireless sensor networks [15] , the solution of partial differential equations [16] etc.
A particular class of fast algorithms is constituted by the arithmetic transforms. An arithmetic transform is an algorithm for low-complexity computation of a given trigonometric transform, based on number-theoretical re-sults. A prominent example is the arithmetic Fourier transform (AFT) proposed by Reed et al. [17, 18] . The AFT allows multiplication-free calculation of Fourier coefficients using number-theoretic methods and non-uniformly sampled inputs. A feature of the AFT is its suitability for parallel implementation [17, 18] .
Recently, an arithmetic transform method for the computation of the DCT, called the arithmetic cosine transform (ACT) was proposed in [19] . The ACT can provide a multiplication-free framework and leads to the exact computation of the DCT-provided that the input signal has null-mean and is non-uniformly sampled [19] . The computational gains of the ACT are only possible when its prescribed non-uniformly sampled data is available.
Classically the required non-uniform samples are derived by means of interpolation over uniformly sampled data [19] . Such interpolation implies a computational overhead. Another aspect of the ACT is that, for arbitrary input signal, it requires the computation of the input signal mean value [19] . Usually, the mean value is computed from uniformly sampled data [19] . In fact, this dependence on uniformly sampled data has been precluding the implementation of the ACT based exclusively on non-uniformly sampled data.
On the other hand, the requirement for non-uniform samples can be satisfied when spatial input signals are considered. In spatial signal processing, non-uniformly sampled signals can be directly obtained, without interpolation using a non-uniform placement of sensors [20, 7] . This moti-vates the search for architectures which could solely rely on non-uniformly sampled inputs.
In this paper we address two main problems: (i) the proposition of a method to obtain the mean value of a given input signal from its non-uniform samples as prescribed by the ACT and (ii) the introduction of efficient architectures for calculation of the 8-point DCT based on the ACT, operating on non-uniformly sampled data only. This leads to designs with low computational complexity. Having ACT architectures that compute 1-D DCT can be utilized as a building block to implement such 2-D DCT architectures that take inputs from sensors placed on a non uniform grid.
Two architectures based on the ACT are sought, being referred as Architectures I and II. Architecture I provides the hardware implementation of the ACT algorithm proposed in [19] , and calculates the DCT with exact precision for null mean 8-point sequences. The proposed Architecture I is designed to require only additions and multiplications by integers. Thus, no source of intrinsic computation error is present, such as rounding-off and truncation. Therefore, area consuming hardware multipliers are not necessary. We propose Architecture II that implements the novel modified ACT algorithm for DCT calculation of arbitrary, nonnull-mean input signals, using 11 hardware multiplications. Both architectures require only non-uniformly sampled inputs.
This paper unfolds as follows. In Section 2, the fundamental mathematical operations of the ACT are briefly described. Section 3 details how to compute the mean value from non-uniformly sampled data and provides a matrix formalism for the 8-point ACT. In Section 4 the proposed architectures are detailed. Section 5 brings the implementation results as well as comparisons with competing structures. Conclusions and final remarks are furnished in Section 6.
The arithmetic cosine transform
The usual input sequence to the DCT can be considered as uniform samples of a continuous input signal v(t). This results in an N -point column vector v = {v n } N −1 n=0 which has its DCT denoted by the N -point column vec-
k=0 . To calculate V, the ACT algorithm requires non-uniformly sampled points of the continuous input signal v(t) [19] . These points are given by
where k = 1, 2, . . . , N − 1, and m = 0, 1, . . . , k − 1 [19] . We can define the set R as:
It is important to notice that the values of r are not necessarily integer. In fact, they are expected to be fractional. If the signal of interest has zero mean, then the ACT algorithm can be used to calculate the DCT coefficients as follows. First, let the ACT averages S k , k = 1, 2, . . . , N − 1, of the non-uniform sampled inputs be defined as [19] :
The ACT averages can be employed to computed DCT coefficients according to [19] :
where µ(·) is the Möbius function [17, 18, 19] . The derivation of the ACT [19] utilizes the Möbius inversion formula. Because the Möbius function values are limited to {−1, 0, +1}, (3) results in no additional multiplicative complexity.
In practice, input sequences are not always null mean, therefore a correction term is necessary to (3). In [19] an expression suitable for the non-null mean signals is given as:
where M(n) n m=1 µ(m) is the Mertens function [19] andv is the mean value of the uniformly sampled input sequence.
Proposed Algorithm with Only
Non-uniformly Sampled Inputs
Mean Value Calculation
Although (4) leads to the DCT coefficients of non-null mean input signals, it requires the knowledge of quantityv, which could be calculated straightforwardly from the N uniform samples in v. Since uniform samples are not available,v should be directly calculated from non-uniform samples.
The non-uniform samples are related to the uniform samples according to the interpolation scheme given by [19] :
where w n (r) is the interpolation weight function expressed by
and
denotes the Dirichlet kernel [21, p. 312] . Here, the set R is defined in (1). More compactly, (5) can be put in matrix form. Indeed, we can write
is a column vector containing the required non-uniform samples, and W = {w n (r)}, n = 0, 1, . . . , N − 1, r ∈ R, is the implied interpolation matrix. For the particular case of the 8-point ACT, the following 10 non-uniform sampling instants are required [19] : 
Consequently, the mean value of v can be determined exclusively from the non-uniform samples, according to:
where w is the 8-point vector of the sums of each column of W + . Scaled vector w/8 has constant elements given by:
were the superscript ⊤ denotes the transposition operation.
Matrix Factorization of ACT
In view of (2) and (7), (4) can be interpreted as the sought relation between V and v r . Thus, we can consider a transformation matrix T relating these two vectors. Notice that T is not a square matrix. Since k = 1, 2, . . . , N − 1, the size of T is (N − 1) × |R|, where |R| is the number of elements of R. This transformation matrix returns all the DCT components, except the zeroth one, according to:
Notice that V 0 = √ N ·v. For N = 8, matrix T has size 7×10 and admits the following matrix factorization:
where (4) and (7).
VLSI Architectures
In this section, above discussed methods are employed to furnish two novel low complexity architectures, which take only non-uniformly sampled inputs. Integer multiplications, which are exact in nature, are realized using simple shift-add structures. The designs are fully pipelined by judicious insertion of registers at internal nodes, leading to low critical path delay at the cost of latency.
Architecture I
The ACT expressions for null mean signals in (2) and (3) can be implemented for N = 8 as shown in Fig. 1(a) . We refer to this design as Architecture I. The 8-point null mean ACT block admits the 10 non-uniformly sampled inputs corresponding to (6) . Constant multiplications by two are implemented as left-shift operations; and the fractional constant multipliers 1/2, 1/3, 1/4, . . . are converted to integers by scaling them by the least common multiple of their denominators: 420. The integer constant multipliers can be implemented as Booth encoded shift-and-add structures making the architecture multiplier free, and the outputs of the block are scaled by 420 · 2/N = 210. This architecture is useful in applications that have null mean input sequences, and can be implemented with very low computational and area complexity.
Architecture II
The proposed method in Section 3 for the computation ofv from the non-uniformly sampled 10-point signal can be implemented as shown in Fig. 1(b) . We will refer to it as the mean calculation block, which computes (7). The correction term associated to the Mertens function required in (4) is shown in Fig. 2(a) . A combination of (i) this particular block, (ii) the Architecture I block, and (iii) the mean calculation block yields the proposed Architecture II as shown in Fig. 2(b) . Note that calculation of the DCT coefficients using the null mean ACT block can also be achieved by subtracting the meanv from its inputs. However, Architecture II has a lower computational complexity when compared to such alternative. Computation complexity of both Architecture I and Architecture II are listed in Table 1 in terms of constant multipliers and two-input adders. Integer constant multiplications are implemented as shift-and-add structures, therefore are not counted as multipliers. Note that the adder count also include the adders required for the Booth encoded structures.
Implementation and Results

FPGA Implementation
We implemented both architectures described in the previous section. These architectures were tested on Xilinx Virtex-6 XC6VLX240T FPGA using the stepped hardware co-simulation feature in ML605 evaluation platform. They were also fully pipelined to achieve the maximum throughput. Word-length is L at the inputs, which are assumed to be in the range [−1, 1] . Throughout the fixed point implementation the word-length increases to avoid overflow. Depending on the particular quantization point, the actual allocated word-length is given by L + ∆L, where the values of ∆L are listed in Table 2 for both proposed architectures. The referred quantization points are shown in Fig. 1 and Fig. 2 . The number of fractional bits are maintained constant throughout the design and is equal to L − 1. Accuracy of the results from Architectures I and II were tested with varying values of L by using average percentage error and peak signal to noise ratio (PSNR) as figures of merit. Adopted figures of merit employed the DCT coefficients calculated from the floating point implementation of the DCT available in Matlab as reference. Results given in Table 3 are taken from the simulation of Architectures I and II using 10
4 random input signals. The reduction of the input word-length L degrades the results furnished by the considered figures of merit. However, for small wordlengths, the errors incurred are tolerable for most applications. Table 4 shows the resource utilization, power consumption and operational frequency on the Xilinx Virtex-6 XC6VLX240T FPGA device for input fixed point wordlengths (L) 8 and 12. Information about the Xilinx FPGA resources that are listed in Table 4 including slices, slice FFs and 4-input look-up tables (LUTs) can be found in the device datasheet. Architecture I is multiplier-free and possesses the lower complexity, but it is only suitable for null mean signals. To remove the dependence of power consumption to operating frequency the normalized power metric (dynamic power normalized to operating frequency) is given in Table 4 . The total power consumption in the FPGA is dominated by the static power since both architectures only occupied roughly 1% of the available area.
ASIC Synthesis Results
The proposed architecture Architecture I and II are synthesized for application specific integrated circuits (ASIC) using the Cadence RTL Compiler for 45 nm technology. The freePDK45 standard-cell library is used in synthesis with optimization goal set to maximize the speed. Our synthesis was performed at operating voltage of 1.1 V. The area, power, operational frequency, and normalized power metric (dynamic power normalized to operating frequency and square of the supply voltage) for the ASIC synthesis are 183.4 presented in Table 5 . Table 6 shows the comparison of results between proposed ACT Architectures I and II and other published 8-point DCT implementations. Ideally, a fair comparison requires all implementations to be of the same process, operating frequency, and supply voltage. However, the published literature contains varying technology and operational conditions. Hence in Table 6 a normalized power consumption value is given, where the power consumption is normalized to the corresponding operational frequency and square of supply voltage. From the normalized power consumption given in Table 6 it's apparent that the proposed architectures consume lower power than architectures in [23] , [24] and [25] . We emphasize that the proposed Architecture I has the distinct advantage of having exact computation. Thus approximate DCT methods as suggested in [26, 27] were not taken into consideration for comparison purposes.
Conclusions
The ACT algorithm is suitable for calculating the 8-point DCT coefficients exactly using only adders and integer constant multiplications, also with low computational complexity. ACT architectures for null mean inputs as well as for non-null mean inputs are proposed, implemented and tested on Xilinx Virtex-6 XC6VLX240T FPGA. The average percentage error and PSNR were adopted as figures of merit to assess the measured results. Results show that even for lower fixed point word-lengths, the implementations lead to acceptable margins of error. The resource utilization for various fixed point implementations indicate a trade-off between accuracy and device resources (chip area, speed, and power). It is the first step towards new research on low power and low complexity computation of the DCT by means of the recently proposed ACT. 
