In this paper we study the Hölder regularity of the landscape function introduced by Santambrogio in [S]. We introduce a new tecnique which improves and simplifies the result of Santambrogio extending it to lower Ahlfors measures in general dimension h.
Introduction
In the last decade, a huge attention has been given to optimal transportation problems.
Monge-Kantorovich transportation problem.
This is the original formulation of transportation problems. Given a macroscopic displacement (µ + , µ − ) ∈ P(R N ) × P(R N ), the problem consists (in the Monge version) to find the best transport map t, i.e. a measurable map t : R N → R N such that for all Borel sets B we have µ − (B) = µ + (t −1 (B)), which minimizes the cost functional
Usually c is the p-th power of the Euclidean distance. In the Kantorovich version of the problem, transport maps are replaced by transport plans, i.e. probability measures π ∈ P(R N As it is pointed out in [MS-DIST] , both the transport maps and the transport plans represent a microscopic displacement, that is a transport map or plan tells only the initial and final position of a single particle.
Irrigation models
In order to introduce the concept of macroscopic/microscopic motion and of ramified transportation several attempts have been done. The first two attempts are the papers by Maddalena, Morel and Solimini ([MMS] ) and by Xia ([X] ). The model proposed by Xia is the relaxation on vector measures of an appropriate functional defined on weighted directed graphs. The approach of Maddalena, Morel and Solimini is different. They consider paths starting from the source and representing the trajectory in R N of a fluid particle or the fiber of a tree. All the paths start from a common source S and the irrigated measure is defined counting how many fibers stop in a given volume.
In the original formulation, given a probability space (Ω, B(Ω), µ Ω ), a set of fibers with source point S ∈ R N is a mapping χ : Ω × R + → R N satisfying the following assumptions:
• for µ Ω -a.e. p ∈ Ω, the map χ p (·) := χ(p, ·) is 1-Lipschitz;
• for µ Ω -a.e. p ∈ Ω, χ p (0) = S.
In this model the irrigating measure is the Dirac mass in the point S, i.e. δ S , while the irrigated measure is the the image of µ Ω via the map p → i χ (p) := χ(p, σ χ (p)), where σ χ (p) is the stopping time, i.e. the infimum of t such that χ p (·) is constant on [t, +∞] . Then, they consider the functional where they define |[x] χ | as the measure of the set [x] χ = {p ∈ Ω : x ∈ χ(p, R + )}. In this setting (as in the extended one which will be introduced in the next section), the irrigating and irrigated measure can be chosen arbitrarly among probability measures.
Extended setting
In this paper we will consider the general framework introduced by Maddalena and Solimini in [MS-DIST] and further developed in [MS-SYNCH] which includes and extends all the formulations from [MMS, BCM] .
Definition 1.1 (Irrigation pattern). Let I ⊆ R be a generic interval. By irrigation pattern we will mean a measurable function χ : Ω × I → R N such that χ p ∈ AC(I) for almost all p. The patternχ will be equivalent to χ if the images of µ Ω through the maps p → χ p , p →χ p are the same.
In the whole paper we will always denote by a (respectively, b) the infimum (respectively, supremum) of I. Definition 1.2 (Solidarity classes). For every (p, t) ∈ Ω × I we consider the sets [p] 0 t := {q ∈ Ω : χ(q, s) = χ(p, s), ∀s ∈ [0, t]}, (1.5) [p] 1 t := {q ∈ Ω : χ(q, t) = χ(p, t)}, (1.6) [p] 2 t := {q ∈ Ω : χ(p, t) ∈ χ({q} × I)}.
(1.7)
For every i ∈ {0, 1} and every t ∈ I, {[p] (1.8) Definition 1.3 (Cost densities, cost functionals). For i ∈ {0, 1, 2} we consider the following cost densities:
The cost functionals we are interested in will be:
(1.10)
The variational problem considered in this paper will then be the minimization of J i α , given the irrigating and irrigated measure. The irrigating measure will always be the Dirac mass δ S , while the (given) irrigated measure will be denoted by µ (with eventually a subscript to refer to a given pattern). Finally, we will denote by d α (δ S , µ) the least irrigation cost (which is the same for all the functionals as proved in [MS-SYNCH] ).
For i = 0, 1 the functional is syncronous, i.e. if the trajectories of two particles given by an optimal pattern are the same, then they will move together. For i = 2, the functional is asyncronous, since each particle can move indipendently on its trajectory, i.e. for every p the function χ p can be reparametrized (independently) without losing the optimality of the reparameterized pattern.
α are respectively the functionals originally introduced in [MMS] , [MS-DIST] and [BCM] . We refer to [MS-SYNCH] for proof of the next theorem, which is the fundamental tool to present the unified theory of the irrigation functionals. Theorem 1.4 (Syncronization Theorem). The following statements hold:
• J 0 α , J 1 α share the same minima, if the initial mass is a Dirac mass;
• every optimal pattern for J 2 α can be reparametrized to be a minimum for J 1 α , i.e. every optimal pattern for J 2 α is syncronizable (see also [BF] );
• every optimal pattern for J 1 α is optimal for J 2 α . The statement that χ is optimal will always mean that χ is a minimum for J 1 α (hence, a minimum of J 0 α , too). Notice that by Theorem 1.4 if a result which involves quantities which are invariant under scaling (as, for instance, Santambrogio landscape function introduced in next section) holds for optimal patterns must also hold for minima of J 2 α .
The landscape function
The proper subject of this paper is the landscape function introduced by Santambrogio in [S] . The landscape function is, actually, a natural mathematical object to be introduced in the context of the branched transportaion models. Also, it is connected to the shaping of river basins as many works of geophysicists pointed out (we refer to the introduction of [S] for a detailed discussion).
Suppose χ is a optimal pattern for the functional J 2 α irrigating a measure µ from a Dirac mass. In a point x = χ(p, t), the landscape function, as introduced by Santambrogio, is defined by
It is the cost transportation of the mass from the initial source S to the point x. The main result contained in [S] is the Hölder regularity of the landscape function of exponent 1 + N(1 − α) if the irrigated measure µ has a density (w.r.t. the Lebesgue measure) bounded from below by a positive constant and its support is of type A, i.e. for every x 0 ∈ spt µ and every
As a consequence, the irrigated measure is Ahlfors from below in dimension N. Clearly, in this case α > 1 − 1/N.
In this paper we provide a more general definition for the landscape function which will work for a generic pattern and agrees with Santambrogio's definition for optimal ones. Then, we extend the result by Santambrogio to all Ahlfors regular from below measures in a general dimension h ≥ 0. Even though our main result is a generalizion of the previous one, the proof is completely different and a bit more elementary.
Finally, we provide several examples and counter-examples to show that our hypoteses are in a certain sense as sharp as possible.
Landscape function
In view of Theorem 1.4, in this section and in the followings we will consider only the functional J 0 α . We will then drop the superscript and if we write J α we will always mean J 0 α . Consider the J α cost in the extended setting. By Fubini Theorem, it is the integral on Ω of
(2.1) c(p) is finite µ Ω -a.e. p ∈ Ω whenever J α (χ) < +∞. We are then driven to consider the following definition.
In analogy with the former setting of the problem, we define i χ (p) := χ(p, b).
Definition 2.1 (Domain of a pattern). Let χ be a pattern. The domain of the pattern χ denoted by D χ is the set defined by
We now define the landscape function. We remark that in the following we are not supposing that χ is an optimal pattern, but only a finite cost one, i.e. J α (χ) < +∞. We will implicitly assume that the pattern χ has finite cost, whenever its landscape function will be considered.
Definition 2.2 (Landscape function). For µ Ω -a.e. p and all t ∈ I, we define the function
A lower semicontinuous function ϕ is admissible for χ if
holds for µ Ω -a.e. p and for all t ∈ I. The landscape function Z χ of the pattern χ is then defined by:
Remark 2.3. Some remarks:
• Z χ is lower semicontinuous;
• it is equivalent to require equation (2.2) for µ Ω -a.e. p and all t ∈ I or (µ Ω ⊗ L 1 )-a.e. (p, t) by the continuity of the fibers. Indeed, for any given p ∈ Ω consider set • Z χ is the maximal l.s.c. extension on D χ of its restriction to D χ ;
• if there is no misunderstanding, we will simply write Z instead of Z χ .
The next proposition showing that Z is the "right" relaxation of Z follows directly from the definition.
Proposition 2.4. Z satisfies the inequality
for a.e. p ∈ Ω and for all t ∈ I.
Proof. The key point to note is that for a.e. p the quantity m χ (p, ·) is monotone decreasing, so it is sufficient to prove the inequality for a fiber p such that m χ (p, t) > 0 for all t in the interior of I. Given ϕ admissible, there
Taking the supremum, we finally get:
Proposition 2.5 (Alternative definition of the landscape function). The landscape function Z can be characterized as
Proof. The map
is lower semicontinuous. Indeed, ifZ(x) > a, then for some r > 0
SinceZ is clearly admissible for χ, we must then haveZ ≤ Z. Let ϕ any admissible function. Then, by the lower semicontinuity of ϕ,
Then, ϕ ≤Z, which implies Z ≤Z.
We end this section showing (Theorem 2.7) that Z • χ = Z almost everywhere w.r.t. the product measure on Ω × I. To this aim, we shall need to employ some estimates which are going to be proved in next section, obviously without the use of such a property. Lemma 2.6. Let χ : Ω × I → X be an optimal pattern. For a.e. p ∈ Ω we have
Proof. First of all, note that by Remark 2.3 for a.e.
Suppose moreover that the set
has strictly positive measure. This means that there exist r, s ∈ Q such that the set
has strictly positive measure. Let X 
The set {χ(p, b) : p ∈ Ω n j } (the points of X n j where the inequality in formula (2.4) holds) is moved on x n j . For such a pattern, using the estimates developed in the next section (see Theorem 3.13 below), which is not possible because of the minimality of χ.
The next theorem shows the equivalence between Z and z (defined in the Introduction). The theorem provides it for a minimum of J 0 and, consequently, for a minimum of J 1 . Since every mimimum of J 2 can be syncronized in a minimum of J 0 without changing z, the proof of the equivalence is complete.
Theorem 2.7. Let χ : Ω × I → X be an optimal pattern. For a.e. p ∈ Ω and all t ∈ I we have Z(χ(p, t)) = Z(p, t).
Proof. By Proposition 2.4 we need to prove only that Z(χ(p, t)) ≥ Z(p, t).
Given T ≥ 0, consider the pattern stopped at time T < b given bŷ
We have for every p ∈ Ω and t ≤ T ,
By Lemma 2.6, for a.e. p ∈ Ω,
(2.5) Equation (2.5) is not sufficient to conclude the proof, since the full measure set Ω T provided by Lemma 2.6 depends on T . Suppose that c(p) < +∞. We can fix t > T such that [p] t has positive measure. If we had
t is a set of positive measure, equation (2.6) contradicts Lemma 2.6.
We recall the following definition from [DS-ELE].
Definition 2.8 (Simple patterns). We say that a pattern χ is simple if all the fibers which share a common point coincide as functions of the time parameter. In other words, if
Recall that any optimal pattern χ is simple. If χ is a simple pattern, the function Z(p, t) does not actually depend on (p, t), meaning that if x = χ(p, t) then Z depends actually on x (and not on the particular couple (p, t) which realizes x). This is the content of the following proposition.
Proposition 2.9. Suppose that χ is a simple pattern (see Definition 2.8). Then, given x ∈ D χ , the function Z is constant on the set χ −1 (x).
Proof. In the hypoteses of the proposition, for every given x ∈ D χ and a.e.
Notation. In view of Proposition 2.9, if x = χ(p, t), we will write
Under this last notation, Theorem 2.7 implies the following corollary.
Corollary 2.10. Suppose that χ is an optimal pattern. Then Z = Z on D χ .
Proof. Let x ∈ D χ , then x = χ(p, t) for p in a set of positive measure. For a.e. p we then have:
3 Gain formula 3.1 Moving a mass m from a point x to a point y.
Recall (see [DS-ELE] ) that if χ is a simple pattern, then the following formula holds:
where
As far as the validity of (3.1) and the good definition of P χ (x) we refer to Theorem 9.2 of [DS-ELE] . Consider the following modification of an irrigation pattern χ. In the next part of the section, we will always suppose that χ is a simple pattern.
Definition 3.1 (Mass function). Suppose χ is a simple pattern. The mass function is defined as
We now come to a key definition. We will refer to Figure 1 . Suppose that χ is a simple pattern. Let x and y be points on distinct fibers. These two fibers concide up to a certain bifurcation point. Let C 1 (respectively, C 2 ) be the curve between the bifurcation of the fibers containing x and y and x (respectively, y). First we remove a mass m ≤ m χ (x) from the branch passing through x, add it to the branch passing through y up to y (on C 2 ) through a deviation of the fibers in a set M ⊂ Ω, such that µ Ω (M) = m. This pattern will be named "mass deviation" of the pattern χ and denoted by χ x,y,M (see Figure 1 ).
Definition 3.2 (Mass deviation of a pattern χ).
Suppose that χ is a simple pattern. Let x and y be points on distinct fibers. Let x = χ(p 1 , t 1 ) and
We call this new pattern a mass deviation of χ. If there is not ambiguity on x, y, M we will simply write χ. Suppose that χ is a simple pattern. Consider the pattern χ of Definition 3.2. If we move the mass deviated in y from y to x with on a straight line and recovering the irrigated measure we get a new pattern which we call a "mass by-pass" of the pattern χ and denote byχ x,y,M . In this way, the original irrigated measure is recovered, i.e. µχ = µ χ . The way described here, nevertheless, is not the only way of recovering the original irrigated measure.
Definition 3.4 (Mass by-pass of a pattern χ). Suppose that χ is a simple pattern. Let x and y be points on distinct fibers. Let x = χ(p 1 , t 1 ) and
Consider the pattern χ of Definition 3.2 and consider the composition the χ with a pattern between mδ y and ν x,y,M = µ χ − µ χ + mδ y = µ χ|M . We call the new pattern a mass by-pass of χ. If there is not ambiguity on x, y, M we will simply writeχ.
Remark 3.5. The pattern involved in the composition may be the optimal one between mδ y and ν x,y,M or, as it is sometimes useful, the pattern built from a straight line between x and y and the optimal one between mδ x and ν x,y,M .
Remark 3.6. The patternχ x,y,M irrigates the same measure as χ.
Theorem 3.7 (First order gain formula, deviation case). Suppose that χ is a simple pattern. Then, the pattern χ satisfies
Proof. Recall that by Proposition 2.9 the function Z can be regarded as a function of x instead of (p, t) so that we will write Z(x) meaning Z(χ −1 (x)) without confusion.
Let C 1 and C 2 be the curves in Definition 3.2. We have:
The concavity of u → u α gives
Indeed, we have:
Corollary 3.8 (First order gain formula, mass by-pass case). Suppose that χ is a simple pattern. Then, the patternχ satisfies
Corollary 3.9. Suppose that χ is optimal for J α . Then,
Proof. Since χ is optimal andχ irrigates the same measure, we must obviously have:
The conclusion then follows by Corollary 3.8 and Theorem 2.7.
Corollary 3.10. Suppose that χ is optimal for J α . Then,
Proof. Use as recovery pattern the second one of Remark 3.5.
From a set X to a point y
In this part we want to generalize Corollary 3.8 where we replace the point x by a set X.
Let us begin with a generalization of Definition 3.2.
Definition 3.11 (Mass deviation in the discrete case). Suppose that χ is a simple pattern. Let x 1 , x 2 , . . . , x n points with masses m χ (x i ) ≥ m i for i = 1, 2, . . . , n. A mass deviation of χ from the set X = {x 1 , x 2 , . . . , x n } to the point y is a pattern given by Definition 3.2 applied iteratively on each point of X.
The following lemma is a close generalization of the main theorem of the preceding section.
Lemma 3.12 (Discrete first order gain formula). Suppose that χ is a simple pattern. Let x 1 , x 2 , . . . , x n points with masses m χ (x i ) ≥ m i for i = 1, 2, . . . , n. Suppose that for i = 1, 2, . . . , n we move the masses m i from x i on a given point y. The new pattern χ satisfies
The proof is by induction on n. The case n = 1 is true by Corollary 3.8. Suppose that the statement is true at step n − 1. Let χ n−1 the pattern where the masses x 1 , x 2 , . . . , x n−1 have been moved on y. χ n−1 satisfies
Let Z n−1 be the landscape function of χ n−1 . Moving the mass in x n , by Corollary 3.8 we get a new pattern χ such that
Clearly, we have ∆ n−1 ≤ ∆ n . We just need to prove that
The proof of inequality (3.5) follows from the fact that moving some mass from the branch containing x n to the branch containg y augments the value of the landscape function in x n since the mass appears with power α − 1 and reduces the value of the landscape in y for the same reason.
We now go on with the last generalization of Theorem 3.7, which can be deduced by a pruning argument from the previous statement or can independently be proved by a continuous version of the previous proof, using the following disintegration argument. Given a measurable subset X, consider the set of fibers which transit on X, i.e. the set
Recall that we can always suppose that Ω = [0, 1]. Given a subset S ⊆ T (X), by the same reason we assume that S = [0, m]. Set
Given a pattern χ, let χ s the pattern obtained moving the mass carried by the set of fibers given by [0, s] on y. Let Z s the landscape function associated to χ s . Set
The same argument as in Lemma 3.12 proves that
6) whenever 0 ≤ s 1 ≤ s 2 ≤ m. We have then the following theorem.
Theorem 3.13 (Continuous first order gain formula). Let χ be a simple pattern. Given a measurable subset X and a subset S = [0, m] of the fibers passing through X. We then have:
Proof. The proof is based on a disintegration argument. In this case, we have that
Remark 3.14. Equation (3.7) in Theorem 3.13 can be restated in differential form as:
Corollary 3.15. Suppose that χ is a simple pattern. Let X ⊆ R N be measurable and y ∈ R N . Suppose that
Let m as in Theorem 3.13. Then, we have
Corollary 3.16. In the hypoteses of Corollary 3.15, if χ is optimal we have:
Proof. The proof is the same as that of Corollary 3.9.
4 Decay of the multiplicity on a fiber Definition 4.1 (Fiber distance). Suppose that χ is a simple pattern and let p be a fiber. Given two points x 1 = χ p (t 1 ), x 2 = χ p (t 2 ) with t 1 < t 2 , their fiber distance d(x 1 , x 2 ) is given by:
Since χ is a simple pattern, there is a unique fiber between x and y and the integral defining d(x 1 , x 2 ) does not depend on p. So d(x 1 , x 2 ) is well-defined.
Definition 4.2. Let p be a fiber of the pattern χ : Ω × I → R N . The function Z : R N → R is Hölder continuous with exponent β w.r.t. the fiber distance if, for some constant C,
Theorem 4.3. Let χ be a simple pattern, Z be as in Definition 2.2, and let p ∈ Ω be given. Then, the following conditions are equivalent:
1. Z is Hölder continuous with exponent β on the fiber p (formula (4.2));
2. the Hölder continuity condition holds when one of the points is a terminal point, i.e. if x = χ(p, t), we have
for some constant C > 0;
for some constant C > 0.
Proof. The proof is divided in three steps.
• 1. ⇒ 2. Obvious;
• 2. ⇒ 3. Recall that the function s → m(χ(p, s)) is non-increasing.
• 3. ⇒ 1. Consider the reparameterized fiber, so that |χ p (t)| = 1. Let l be its length. From equation (4.4)
Integrating between t 1 < t 2 , we get
Theorem 4.4. Let χ be an optimal pattern. Then, the uniform Hölder continuity on the fibers of the landscape function (Definition 4.2) implies its Hölder continuity w.r.t. the Euclidean distance on D χ .
Proof. Fix x 1 , x 2 , let d = |x 1 − x 2 |. Suppose first you can take backward x ′ 1 on the fiber of x 1 at a fiber distance d (see Figure 2) . Thanks to the decay inequality By Corollary 3.10
Finally, since Z(
) and each of the two terms is bounded by some constant times d β (the first thanks to the Hölder continuity on the fiber and to the equality Z = Z • χ implied by the minimality of χ), the first part of the proof is complete on D χ and, by a continuity argument, on D χ (see item 3 of Remark 2.3).
Suppose finally that x ′ 1 cannot be taken at a fiber distance d. Then, we can take x Remark 4.5. Note that if the Hölder continuity constant w.r.t. fibers is given by C, then the constant w.r.t. the Euclidean distance is at most C(1 + 2/α).
Irrigation cost of a measure µ with a given Ahlfors dimension
Before entering in the last part of the proof of the main result, we prove an estimate from above of the irrigation cost between a Dirac mass and an Ahlfors regular from below measure. The irrigation cost is bounded by the α-power of the mass of the irrigated measure times the diameter of its support times a universal constant. We recall that the definition and a complete treatment of the main tool used here, the hierarchy of collectors, can be found in [DS-DIM] (see, in particular, Definition 3.1 and Corollary 3.1).
Definition 5.1 (Lower Ahlfors regular measure). A measure µ is Ahlfors regular from below in dimension h, if there exists C A > 0 such that
for all r ∈ [0, 1] and for all x ∈ spt µ.
Lemma 5.2. Let B be a ball of unitary radius and let µ ∈ M + (B) such that µ(B) = 1. Suppose also that µ is Ahlfors regular from below of dimension h. Let P n ⊂ B be a 2 −n -net. Then,
Proof. Choose a positive ε and consider the balls whose center is in P n and whose radius is r = 2 −(n+1+ε) . Their mass is at least (by the Ahlfors regularity of µ) C A 2 −h(n+1+ε) and they do not meet. Since the total mass is unitary, the number of dyadic squares must not exceed C A 2 h(n+1+ε) . Letting ε → 0 + , we finally get
Theorem 5.3. Let B be a ball of unitary radius and let µ ∈ M + (B) such that µ(B) = 1. Suppose also that µ is Ahlfors regular from below of dimension h. Then, given α > 1 − 1/h and S ∈ B,
Proof. Without loss of generality, we can suppose that S is the center of B.
A different source can be managed using a pattern which initially moves the mass from the source to the center of B. C(C A , h, N, α) will be increased at most by 1, the cost of transportation of a Dirac mass from the boundary of B to its center. Since spt µ is compact, for every n we can find a 2 −n -net (denoted by P n ). Set P 0 = {S}. Consider any dependence map γ n : P n → P n−1 which maps a point in P n to a point in P n−1 whose distance does not exceed 2 −n+1 and the correspondent hierarchy of collectors (P n , γ n ) 0≤n≤Nmax .
The cost of the pattern connecting δ S to µ is then estimated by (we refer to Corollary 3.3 of [DS-DIM] and to Lemma 5.2):
So C(C A , h, N, α) can be choosen as
Suppose that spt µ is contained in a ball of radius d. Suppose also that µ is Ahlfors regular from below in dimension h. Then, given α > 1 − 1/h and S ∈ R N ,
Proof. The proof is the same as of Theorem 5.3. Note that scaling the length by a factor d, the cost is multiplied by a factor d. A mass scaling of a factor m implies that the cost is multiplied by a factor m α .
Hölder continuity of the landscape function
In this section we are going to prove that inequality (4.3) holds for a.e. p ∈ Ω with
under the hypotesis that the irrigated measure is Ahlfors regular from below in dimension h.
Lemma 6.1. Let µ be the irrigated measure, which is supposed to be Ahlfors regular from below in dimension h. Let Z be the landscape function associated to the optimal pattern χ. Let β := 1 + h(α − 1). Then, for some c > 0
for x 0 in the support of the irrigated measure µ and x ∈ R N .
Proof. By contradiction, fix x, x 0 with x 0 ∈ spt µ such that, for a suitably large constant c (see Figure 3) ,
Since we are assuming, spt µ bounded, we can suppose that r ≤ 1. Indeed, if (6.1) would hold for all couples with r ≤ 1, it would also hold for all the remaining couples with r > 1.
Let
Then, given ε > 0 we must have Z(x 0 ) − ε < inf B k Z for every k ≥ k 0 for a suitable integer k 0 . Since x ∈ B 0 , we clearly have inf B 0 Z ≤ Z(x). For ε = cr β /2, we get inf
Figure 3: Proof of Lemma 6.1
For a certain value of k = k 1 we must then have:
Let x k 1 −1 a point which realizes the infimum of Z on B k 1 −1 . We now apply Corollary 3.16 with X = B k 1 ,y = x k 1 −1 , and the moved mass is that carried by fibers stopping on X = B k 1 . The difference of the values of the landscape function between X = B k 1 and y = x k 1 −1 is then given by c ′ r
. Taking into account Corollary 5.4, since the irrigated measure is Ahlfors from below and x 0 ∈ spt µ, inequality (3.8) becomes:
Here C is the constant of Corollary 5.4. This means that if we choose c, and therefore c ′ , sufficiently large we get in a contradiction. Now, we reach the main theorem of the paper.
Theorem 6.2. Let µ be the irrigated measure, which is supposed to be Ahlfors regular from below in dimension h. Let Z be the landscape function associated to the optimal pattern χ. Let β := 1 + h(α − 1). Then,
Proof. The result simply follows from Lemma 6.1 and the equivalence stated in Theorem 4.4.
Necessary conditions for the Hölder continuity of the landscape function
The main result of this section is the following theorem.
Theorem 7.1. Let µ ∈ P(Ω). Let χ be an optimal pattern between δ S and µ.
Suppose that the landscape function is Hölder continuous of exponent β ≤ α (i.e. the decay exponent h = (1 − β)/(1 − α) satisfies h ≥ 1). Then, we have
As a consequence of Theorem 7.1, we deduce a corollary which matches Theorem 6.2.
Definition 7.2 (Upper Ahlfors regular measure). A measure µ is Ahlfors regular from above in dimension h, if there exists C
Corollary 7.3. In the same hypoteses of Theorem 7.1, suppose also that µ is upper Ahlfors regular in dimension h ′ . Then, the following inequality must hold:
Proof of Corollary 7.3. Recall the following results from [DS-DIM]:
• Theorem 1.1:
is the least Hausdorff dimension of a set on which µ is concentrated;
• Corollary 1.4: if µ is upper Ahlfors regular in dimension h ′ , then
We then have:
which completes the proof of the corollary.
Corollary 7.4. If the irrigated measure is Ahlfors regular in dimension h ≥ 1, the exponent given by Theorem 6.2 is the highest one and is independent on the source of irrigation.
Proof. Suppose that µ is Ahlfors regular from below in dimension h 1 and from above in dimensione h 2 . The exponents must satisfy h 2 ≤ h 1 . By Theorem 6.2 the landscape function is Hölder with exponent β 1 = 1 + h 1 (α − 1) (or less). If we add the hypotesis that h 2 ≥ 1, and apply Corollary 7.3 we find that the Hölder continuity exponent must not exceed β 2 = 1+h 2 (α−1) ≥ β 1 . This shows that the µ is Alhfors regular in dimension h ≥ 1, the the Hölder regularity given by Theorem 6.2 is the best possible and the regularity does not depend on the position of the source.
To be able to prove Theorem 7.1 we have to show some preliminary results and notation.
Remark 7.5. If the landscape function is Hölder continuous of exponent β, then the length of the fibers is bounded by
Indeed, If p is a fiber, then its length is given by I |χ(p, t)|dt. Thanks to the Hölder continuity of the landscape function we can estimate the length as:
Given p ∈ Ω and a point x define t p (x) as
Coherently, t p (x) = b := sup I if the fiber p does not pass through x. Consider the function l defined on the image of an optimal pattern χ which associates to every x the supremum of the distance along the fiber χ p from x to the terminal point of the fiber, given by
(if Z is Hölder continuous l p (x) < +∞ for a.e. p ∈ Ω by Remark 7.5), and the essential supremum is taken among the particles p such that its equivalence class at the time instant where it passes through x are of positive measure,
With this notation, the implication between item 1 and 3 in Theorem 4.3 can be restated as: if Z is Hölder continuous of exponent β, then
for some constant C and h = (1 − β)/(1 − α).
Let us recall a definition from Paragraph 4.4 in [MS-SYNCH].
Definition 7.6 (Flow ordering). Consider an optimal pattern χ. Let x, y ∈ R N . We say that x precedes y in the flow order if there exists A ⊆ Ω, with µ Ω (A) > 0, such that for all p ∈ A we have that c(p) < +∞ and t x ≤ t y , where χ p (t x ) = x, χ p (t y ) = y. In this case we write x ≤ y. Note this is a partial ordering.
Lemma 7.7. Consider an optimal pattern χ. Suppose that x ≤ y. For a.e. p ∈ Ω:
As a consequence, l is decreasing w.r.t. ≤.
Proof. If x, y ∈ χ p (I), we must have by definition:
Formula 7.1 implies that for every ε > 0, there exists a set S of fibers with a positive measure passing through y such that if q ε ∈ S then
Since χ is a simple pattern, x ∈ χ qε . We have then for some q ε :
Since ε > 0 can be chosen arbitrarily small, the lemma is proved.
Lemma 7.8. Suppose that the landscape function is Hölder continuous of exponent β. Then, l • χ p is upper semi-continuous for a.e. p ∈ Ω.
Proof. l • χ p is decreasing by Lemma 7.7, then we just need to prove the left-continuity. Given t 0 ∈ I and any increasing sequence t n → t 0 we will prove that c < lim
This will imply lim n l(χ p (t n )) = l(χ p (t 0 )). Note that, in principle, we could have c > l(χ p (t 0 )), if the fibers passing through χ p (t n ) and almost realizing the value of l(χ p (t n )) would not also pass through χ p (t 0 ). In the following we will rule out this occurrence, showing that there must be a set of fibers of positive measure passing through χ p (t 0 ) and of "residual length" at least c. Let
. Let c ′ any number such that:
Therefore, from inequality (7.3),
Obviously, [p n ] τn ⊆ A n , so, by inequality (7.3),
Every fiber q ∈ A passes through χ p (t 0 ) (thanks to the continuity of χ p ) and from l q (χ p (t n )) ≥ c it follows that l q (χ p (t 0 )) ≥ c. Consequently l(χ p (t 0 )) ≥ c.
We now go on with a key proposition in the proof of Theorem 7.1. This theorem is a kind of "intermediate values theorem" for l (in spite of the fact it is not continuous).
Proposition 7.9. Let l 1 ≤ l(x 1 ). Then, there exists x 2 ≥ x 1 , such that l(x 2 ) = l 1 .
Proof. Let l 1 > 0, otherwise we just choose a terminal point). Consider the following minimization problem:
Let y n be a minimizing sequence and suppose l(
Because of our hypoteses on the Hölder continuity of the landscape function, we deduce from inequality (7.3),
By definition of P , if p ∈ P for some increasing sequences n k and t k we must have χ(p, t k ) = y n k . Finally, l(y n k ) ≥ l 1 and t k → t min . Let y min = χ(p, t min ). Then, y n k → y min and by Lemma 7.8
y min then solves (7.4), since for all k we have that l(y) ≤ l(y n k ) by the monotonicity of l stated in Lemma 7.7. If now we set x 2 = y min , we just need to prove that l(y min ) = l 1 . Suppose, on the contrary, that l(y min ) > l 1 . Then, for some fiber p 1 , l p 1 (y min ) > l 1 . Then for some ε 1 we would find a point y = χ(p 1 , t min + ε 1 ) ≥ x 1 , l p (y) > l 1 and, by Lemma 7.7, l(y) < l(y min ).
Proof of Theorem 7.1. Consider the following construction. We start from a terminal point x 0 and go back along its fiber p by a lenght equal to δ. We reach a point x 1 where l(x 1 ) ≥ l p (x 1 ) = δ. Let x 2 ≥ x 1 be the point in Proposition 7.9 such that l(x 2 ) = kδ for the maximum positive integer k possible. Since k is maximum, the euclidean distance between x 0 , x 2 is at most 2δ by Lemma 7.7. Note that the maximum integer k(δ) obtained in this way does not exceed δ −1 C 1−α d β (where C is the Hölder constant of the landscape function and d = diam({S} ∪ spt µ)). Indeed, by Remark 7.5 we have
Let S(δ) the set of points obtained like x 2 from a terminal point x 0 and the ν the measure which realizes the minimum of the ∞-Wasserstein distance between the irrigated measure µ and the set of probability measures supported on S(δ). The distance of each of the selected points to the support of the final measure is at most 2δ, so that w ∞ (µ, ν) ≤ 2δ.
Given k, the number of points of S(δ) such that l(x) = kδ can be estimated by C 1/(1−α) δ −h k −h : indeed, these points cannot be on a flow line by the way they are chosen, then their number N k must satisfy
since by (7.3) each point carries a mass at least given by C 1/(α−1) (kδ) h and their total mass must be less than 1.
Hence, for the total number of points N(δ) we have the following estimate:
In the case h > 1,
The last inequality follows from the convexity of the exponential function.
In the case h = 1,
In any case, we can do the estimate
where f (δ) grows as − log δ as δ → 0 + . Now, given N choose the unique δ (the uniqueness is true only for δ small) such that N = δ −h f (δ). For such a choice of δ,
We then easily have:
The statement of the theorem then follows from the following results of
Remark 7.10. Note that in the previous proof, in the case h > 1, N(δ) can be estimated by
Since it does not depend on k(δ) and, consequently, on the size d of the diameter of the convex hull of the supports of the initial and final measure (so that the irrigated measure has not to be compactly supported). Of course, this is not the case when h = 1.
Counter-examples
We now provide some counter-examples which show the opportunity of the hypothesis assumed in this paper. Consider a probability measure µ ∈ P(R). Its distribution function is F (x) = µ((−∞, x)) (this definition is slightly different from the usual one). Recall that F is a non-decreasing, left-continuous (hence, lower semicontinuous) function. Moreover, 0 ≤ F (x) ≤ 1 and
Given y ∈ [0, 1], the set
is a closed interval of the form ] − ∞, α]. We then set for y ∈ [0, 1[, taking advantage of the lower semicontinuity of F ,
G is the so-called quantile function of F . Since
we have by construction
G is a non-decreasing and right-continuous (hence, upper semicontinuous) function. Of course, if F is one-to-one, then G is just F −1 . Note also that in general this may not happen because µ can be null on some interval.
Suppose now that we are given a measure µ such that spt µ ⊆ [0, 1] and consider the problem of the irrigation of µ from the S = 0 (in the following we will always consider the irrigation from S = 0, unless differently stated). The optimal pattern is given on Ω = [0, 1] by
since the support must be convex and the no-loop condition must hold, and the multiplicity is given by
The landscape function is then given by
We have seen in Corollary 7.4 that when µ is Ahlfors regular in dimension h, the best Hölder of exponent of the landscape function is 1 + h(α − 1) and it does not depend on how we choose the source S. The same fact is not true if the irrigated measure is only Ahlfors regular from below, as the following example shows.
Example 8.1. When the measure is Ahlfors regular from below in dimension h, the regularity of the landscape function may depend on the location of the source S and may assume both the lowest best possible value 1 + h(α − 1) (given by Theorem 6.2) and the highest best possible value 1. Consider the measure µ ∈ P([0, 1]) given by
where f (x) = h(1 − x) h−1 with h > 1. It is easy to check that µ is Ahlfors regular from below in dimension h (but not from above). The distribution function of µ is given by
Suppose now that α > 1 − 1/h. By formula (8.1) we have
where β = 1 + h(α − 1). Z is then Hölder continuous with the exponent given by Theorem 6.2. Note that in this case x = 1 is a terminal point. The same regularity holds for S < 1. On the other side, if we irrigate the same measure from a point S ≥ 1, the mass function in 0 ≤ x ≤ 1 is given by
while m(x) = 0 if x ≥ 1. The landscape function is given by
which is Lipschitz continuous, the best possible regularity of the landscape function.
An analogous construction leads to the following remark.
Example 8.2. A counterexample to the thesis of Corollary 7.3 if we drop the hypotesis h ≥ 1. An estimate analogous to inequality (7.5) in the case h < 1 actually provides only Since the multiplicity is bounded from below, the landscape function is Lipschitz continuous (h = 0), but the measure has Minkowski dimension h ′ = 1.
In general, without assumptions on the irrigated measure, the landscape function may be no more than lower semicontinuous. This may happen in dimension greater than one (as the next example shows). In the 1-dimensional case, the continuity is guaranteed by the following proposition.
Proposition 8.3. In the 1-dimensional case, the landscape function is continuous. Moreover, it is locally Lipschitz continuous in the subset of the set where it is finite.
Proof. Let [a, b] be the convex hull of the support of the irrigated measure and the source of irrigation. Without any restriction, let S = 0 be the source of irrigation. The landscape function is then defined on [a, b] . Suppose that a ≥ 0. Since the function (1 − F (x)) α−1 is non-decreasing, it is bounded in any interval of the type [0, b − ε], so that Z ∈ Lip loc ([0, b − ε] ) and the proposition is proved.
If a < 0, the optimal pattern is built up merging the optimal pattern irrigating µ | [0,b] and µ | [a,0] . This proves the continuity and Lipschitz continuity separately, which ultimately given continuity of the landscape function on 1 + h(α − 1) , while Z(1) = +∞. Nevertheless, µ is irrigable since in the 1-dimensional case every measure is irrigable for 0 < α ≤ 1.
Example 8.5. The landscape function is, in general, not continuous in dimension N ≥ 2. Let α ∈ [0, 1[ and let the source S = (0, 0). Consider any sequence {x n } n≥1 of points in R 2 such that:
• x n → S as n → +∞;
• for every n ≥ 1, the point x n+1 is a positive distance apart from the (closed) convex envelope C n of S, x 1 , x 2 , . . . , x n .
For example, the sequence given, for n ≥ 1, by
would fit these first requirements.
Consider now the following construction given by recurrence. Suppose that, given n ≥ 1, we have defined a measure µ n of this type:
Note that this conditions determine µ 1 . µ a n = aν + (a n − a)δ xn + n−1 k=1 a k δ x k , where ν is any probability measure supported in the closure of the set {x k : k > n}. Since µ a n ⇀ µ n as a → 0 + , χ a n (p, ·) → χ n (p, ·) uniformly for a.e. p ∈ Ω (by the Skorohod Theorem). Fix a radius r n+1 such that the B r n+1 (y n+1 ) is a positive distance apart from C n . We now prove that for every ε > 0 there exists δ > 0 such that, whenever a < δ, the measure of the set P a n = {p ∈ Ω : χ n (p, I) ∩ B r n+1 (x n+1 ) = ∅} is less that ε. Indeed, suppose on the contrary that for some ε > 0 there exists a sequence a k → 0 such that µ Ω (P a k ) ≥ ε. Then,
which is in contradiction to the a.e. uniform convergence given by the Skorohod Theorem.
Fix now ε n+1 such that ε α−1 n+1 r n+1 > n + 1 and set a n+1 such that P a n+1 has measure less that ε.
Consider now an optimal pattern χ irrigating the measure µ built in this way. This pattern is irrigable if α > 1/2 (note that we could also require n a α n |x n | < +∞, so that the measure would be also irrigable for α ≤ 1/2). By construction, Z(x n ) ≥ ε α−1 n r n > n since a mass at most given by ε n has to cover a distance at least given by r n to reach x n . Then, lim n→+∞ Z(x n ) = +∞ > 0 = Z(S).
The landscape function is then lower semicontinuous, but now continuous in S.
