We study the uniformity of two-and three-level U-type designs based on the centered and wrap-around L 2 -discrepancies. By analyzing the known formulae, we find it possible to reexpress them as functions of column balance, and also as functions of Hamming distances of the rows. These new representations allow to obtain two kinds of lower bounds, which can be used as bench marks in searching uniform U-type designs. An efficient updating procedure for the local search heuristic threshold accepting is developed based on these novel formulations of the centered and wrap-around L 2 -discrepancies. Our implementation of this heuristic for the two-and three-level case efficiently generates low discrepancy U-type designs. Their quality is assessed using the available lower bounds. r
Introduction
Uniformity is a central concept playing a crucial role in the evaluation and construction of ''space filling'' designs for computer experiments (Bates et al., 1996 [1] ) in the study of model robustness and also in efficient numerical analysis (see [6, Chapter 5] for details). When used in experimental design it is also an important concept, comparable with orthogonality.
In measuring the uniformity of a design, one needs to define a quantity of discrepancy from uniformity. There are several different discrepancies defined, such as the ''star discrepancy'', the ''L p -discrepancy'', and the ''symmetric L pdiscrepancy'', etc., among which the ''centered L 2 -discrepancy'' and the ''wraparound L 2 -discrepancy'' were introduced recently, and have been regarded more reasonable and practicable [8, 9] . No matter which of the discrepancies is used for measuring uniformity, all of them are originally defined for sets of k-dimensional points called designs in a super-rectangle O: After a linear transformation, we may assume O ¼ ½0; 1Þ k : To find a design achieving the minimum of a preassigned discrepancy in O is an NP hard problem, however, and there was little known about the lower bounds of the discrepancies. Only for the one-dimensional case, the optimal solution is easy to obtain [3] . If only q different numbers are permitted for a set of n ¼ qt points on ½0; 1Þ; then a point set assumes the minimum for the centered L 2 -discrepancy if and only if the points take each of the equidistant numbers 2lÀ1 2q ; l ¼ 1; y; q equally often, i.e., t times. Thus a natural and practical consideration is to restrict the search for low discrepancy designs on a lattice on O: This consideration results in the analysis of U-type designs.
A q-level U-type design Uðn; q k Þ is a matrix of size n Â k; with each column having an equal number of entries 2lÀ1 2q ; l ¼ 1; y; k: By the linear transformation 2lÀ1 2q -l; a Uðn; q k Þ can also be presented as a matrix of size n Â k; with each column having equal number of 1; 2; y; q: In the former case, a Uðn; q k Þ can be regarded as a design involving k continuous variables, each taking equally often each of q equidistant points on the interval ½0; 1Þ; while in the latter case, it can be regarded as a design involving k categorical factors, each assuming the q different levels the same number of times. In this paper, we will consider U-type designs used in the former case without further specification. A Uðn; q k Þ can be viewed as a design with onedimensional uniformity, that is, in each dimension, the distribution of the n points is uniform.
Obviously, to construct a uniform U-type design is relatively easier than to construct a general uniform design under some specified discrepancy because the optimization is constrained on a lattice instead of the whole O: However, it is still quite difficult since, in general, we do not have much knowledge about the lower bounds of the discrepancies introduced above. In the past several years, efforts have been undertaken to obtain low discrepancy U-type designs and to derive lower bounds for different measures of discrepancy. Winker and Fang [15] used the global search heuristic threshold accepting (TA) to obtain low discrepancy U-type designs for the star-discrepancy, while a similar approach is followed in Fang et al. [2] for several types of L 2 -discrepancies. To assess the quality of the U-type designs generated by these methods, good lower bounds for the discrepancies are required. In order to find such lower bounds, it appears to be a fruitful approach to find different characterizations of low discrepancy sets. For example, Fang and Mukerjee [4] found a connection between the criteria of minimum aberration (MA) and the centered L 2 -discrepancy for 2 kÀj fractional factorials. They provide a lower bound for the centered L 2 -discrepancy. This lower bound can be achieved if and only if the 2 kÀj fractional factorials form orthogonal arrays of strength k À j: However, this condition is very demanding, i.e., it can seldom be achieved in practice.
In this paper, we study further the uniformity of two-or three-level U-type designs under the criteria of centered L 2 -discrepancy and wrap-around L 2 -discrepancy, respectively. Based on the formulae of these two discrepancy measures introduced by Hickernell [8, 9] , we re-express each of them into two kinds of formulations based on, respectively, the column balance and the row distance. Consequently, two kinds of lower bounds for each of these two discrepancies are obtained. Using the new formulation based on row distance of these two discrepancy measures and the maximum of the two lower bounds as the bench mark, we can implement a new version of the fast local search heuristic threshold accepting [13] using an efficient local updating procedure. By this efficient search heuristic, we can obtain rapidly two-and three-level U-type designs with low discrepancy.
The rest of this paper is organized as follows. In Section 2, we review briefly the definitions and known formulae of the centered and wrap-around L 2 -discrepancies. Following this, we present the two kinds of new formulations and lower bounds for the two discrepancy measures in Sections 3 and 4, referring to the two-and threelevel case, respectively. The fast threshold accepting heuristic using local updating is introduced in Section 5 which also summarizes the results obtained for two-and three-level U-type designs. Section 6 summarizes the basic findings and provides an outlook on the next steps of our research.
The centered and wrap-around L 2 -discrepancies
In this section we review the definitions and known formulae of the centered L 2 -discrepancy and wrap-around L 2 -discrepancy. A design (a set of n points) on O ¼ ½0; 1Þ k can be expressed by a matrix X of n rows and k columns with each row representing a point and each column representing a dimension or variable. Let M be a nonempty subset of f1; 2; y; kg with cardinality #½M ¼ m; and H M ¼ ½0; 1Þ M be an m-dimensional hypercube involving the coordinates in M: For a point x ¼ ðx 1 ; y; x k Þ in O ¼ ½0; 1Þ k ; let x M be the projection of x into H M and Rðx M Þ be the hyper-rectangle in H M ; containing the points between x M and the nearest vertex of H M : Then, the centered L 2 -discrepancy for X ; CD 2 ðX Þ; is defined as
where the sum extends over all nonempty subsets M of f1; 2; y; kg; X M is the projection of X on H M and ''Vol'' stands for volume in R m :
For the same point set X ; the wrap-around L 2 -discrepancy, WD 2 ðX Þ; is defined as
where Rðx M ; y M Þ is the m-dimensional super-rectangle # m j¼1 Jðx l j ; y l j Þ; for M ¼ fl 1 ; y; l m g; Jðx; yÞ ¼ ½x; yÞ; when xoy; and Jðx; yÞ ¼ ½x; 1Þ S ½0; yÞ; when xXy: Intuitively, the comparison of the volume of super-rectangles with the relative frequency of points in X extends to super-rectangles, which wrap around the ends of the interval ½0; 1Þ; resulting in a more uniform treatment of O: The reasons of using CD 2 or WD 2 as discrepancy measures are discussed in [8, 9] .
Although the definitions of the two discrepancy measures are intuitively reasonable, the evaluation of the given formulae is computationally complex. Therefore, a numerical minimization procedure requiring frequent function evaluations will be extremely slow. Hickernell [8, 9] provided more efficient computation formulae for these two discrepancy measures. Let x i ¼ ðx i1 ; y; x ik Þ denote the ith row of X ; i ¼ 1; y; n: Then, the square of CD 2 can be calculated as
and the square of WD 2 can be calculated as
These two formulations of the CD 2 and WD 2 already reduce the computational complexity of function evaluations and, consequently, of any minimization algorithm requiring frequent function evaluations. A further problem is that we did not know lower bounds for the two discrepancies, which can be very helpful as bench marks in optimizing procedures. Hence, a novel contribution of this paper is that we provide lower bounds for the two discrepancy measures for two-and threelevel U-type designs, which are presented in the next two sections.
3. Characterization of CD 2 and WD 2 for two-level U-type designs
For two-level U-type designs, we derive two new formulations for CD 2 and WD 2 which depend on the column balance and the row distance, respectively. The column balance is defined as a vector called balance pattern, while the row distance is defined as the set of Hamming distances of the rows. Based on these two formulations, two kinds of lower bounds for each of these two discrepancy measures are obtained. 
When BðmÞ ¼ 0; the design X is an orthogonal array of strength m: Consequently, BðmÞ measures the closeness to orthogonality of strength m of the design X : The balance pattern of the design X is defined as the vector B ¼ ðBð1Þ; Bð2Þ; y; BðkÞÞ; ð7Þ which characterizes the column balance of X : For two-level U-type designs, we can prove that CD 2 and WD 2 can be expressed as functions of B; stated in the following theorem.
Theorem 3.1. For a Uðn; 2 k Þ with the design matrix X ; we have
and
To prove 
Proof. By expanding the sum of squares in (5), we have
Thus 
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By simplifying (3), we obtain
Using (10) in Lemma 3.1, and noting that q ¼ 2; (8) results from (13) . In the same way, we can also prove (9) . The theorem is proved. &
The new expressions (8) and (9) for ½CD 2 ðX Þ 2 and ½WD 2 ðX Þ 2 allow us to obtain quite accurate lower bounds for these discrepancies.
Theorem 3.2. Let X be the design matrix of a Uðn; 2 k Þ: We have
ð2; n; kÞ; where
ð2; n; kÞ ¼ 13 12
and s n;m;2 is the remainder at division of n by 2 m (n mod 2 m ). ð2; n; kÞ ¼ 11 8
Proof. For every m-tuple of columns in X ; there are in total 2 m level combinations (since it is a two-level design). Let n ¼ t2 m þ s n;m;2 ; where t is a nonnegative integer and 0ps n;m;2 o2 m : For every m-tuple of columns ðx l 1 ; y; x l m Þ in X ; according to the definition of B l 1 ;y;l m ; we can see that B l 1 ;y;l m is minimized if there are s n;m;2 level combinations that occur t þ 1 times, while the other 2 m À s n;m;2 level combinations occur t times in the n rows. The minimum is s n;m;2 1 À s n;m;2 2 m 2 þð2 m À s n;m;2 Þ À s n;m;2 2 m 2 ¼ s n;m;2 1 À s n;m;2 2 m :
Thus BðmÞ; according to its definition, has a lower bound s n;m;2 ð1 À s n;m;2 2 m Þ: Using (8), we obtain the lower bound L c CD 2 ð2; n; kÞ for CD 2 : In a similar way, we can obtain the lower bound L c WD 2 ð2; n; kÞ for WD 2 : The theorem is proved. &
The lower bound L c CD 2 ð2; n; kÞ for CD 2 is sharper than the lower bound D derived by Fang and Mukerjee [4] since a two-level U-type design achieving this bound does not have to satisfy the condition that the 2 kÀj fractional factorials form orthogonal arrays of strength k À j: 3.2. New formulations and lower bounds for CD 2 and WD 2 based on the row distance
In the previous subsection, we have obtained new formulations and lower bounds for CD 2 and WD 2 respectively, based on the column balance. In this subsection, we present other new formulations and lower bounds for CD 2 and WD 2 respectively, based on the row distance. First, we introduce the concept of Hamming distance and its complementary meeting number for the rows of a design. Let X ¼ ðx 0 1 ; y; x 0 n Þ 0 be the design matrix of a Uðn; q k Þ; where x i is its ith row, i ¼ 1; y; n: Define d ij as the Hamming distance between x i and x j ; where d ij is the number of columns for which x i and x j take different values. The notion of Hamming distance originates from coding theory [7] . We define l ij ¼ k À d ij as the meeting number between x i and x j ; which is the number of columns for which x i and x j take the same value. Noting that
it is easy to see that its meeting numbers are subject to the following constraints:
The set fl ij ; 1piajpng characterizes the relation between the rows of the design X :
The following theorem shows that CD 2 ðX Þ and WD 2 ðX Þ can be expressed as functions of the meeting numbers l ij 's.
Theorem 3.3. For a Uðn; 2 k Þ with the design matrix X ; we have
Proof. From (13), we can see that to prove (17) we need only prove X
which is obvious according to definition (11) 
and l ¼ kðn À 2Þ=½2ðn À 1Þ:
Proof. ð2; n; kÞ provided in Theorem 3.2. Roughly speaking, the former two are more accurate than the latter two, respectively, when npk; i.e. the design is a supersaturated design (cf. [10] ); while the ordering is reversed when n4k: The intuition behind this heuristic finding is that when n4k; i.e., the number of rows is larger than the number of columns, L c is easier to be reached since with larger column size and less columns, the column balance is easier to be realized and vice versa. Hence, the two kinds of lower bounds can be used in different situations. In a searching process, the maximum of L r CD 2 ð2; n; kÞ and L c CD 2 ð2; n; kÞ; or their counterparts for WD 2 can be used as a bench mark.
Characterization of WD 2 for three-level U-type designs
In the previous section we obtained two kinds of formulations and lower bounds for CD 2 and WD 2 of two-level U-type designs, respectively. We will demonstrate that similar results can be obtained for WD 2 of three-level U-type designs. For CD 2 ; however, the situation becomes more complicated for the three-level case, and will not be discussed in this paper.
Let X be the design matrix of a Uðn; 3 k Þ with the ith row x i ¼ ðx i1 ; y; x ik Þ;
i ¼ 1; y; n; where x il takes values among f is only a function of jx il À x jl jð1 À jx il À x jl jÞ; where
when x il ax jl ; 0 otherwise:
Following similar arguments in the proofs of Theorems 3.1 and 3.2 in Section 2, we obtain the following result.
Theorem 4.1. Let X be the design matrix of a Uðn; 3 k Þ; then
27 23
Again, we provide two kinds of lower bounds for ½WD 2 ðX Þ 2 stated in the following theorem. ð3; n; kÞ; otherwise, the accuracy is reversed. The maximum of these two lower bounds can be used as a bench mark in searching process.
A fast threshold accepting heuristic using local updating
The results on the centered and wrap-around L 2 -discrepancy presented in the previous sections have a double impact on the formulation of design optimization algorithms. First, the lower bounds provide an absolute measure of the quality of any design obtained throughout a run of the optimization algorithm. Second, the formulae derived for the calculation of CD 2 for two-level designs and WD 2 for threelevel designs, respectively, allow for a local updating of the objective function during a local search procedure. This local updating is presented in the following subsection and leads to a significant speed up of the algorithm as compared to previous approaches based on a complete evaluation of the discrepancy for any new design generated during the search process.
The algorithm
For the generation of low discrepancy U-type designs many procedures have been proposed. They might be categorized into constructive and optimization approaches. The first class comprises, e.g., the good-lattice-point method [6] or the Latin square method [5] . In contrast to these constructive methods, the optimization based approaches target explicitly the optimization problem
where Uðn; q k Þ is the set of all Uðn; q k Þ; and CD 2 might be replaced by any other measure of discrepancy such as the wrap-around discrepancy WD 2 : Since the cardinality of Uðn; q k Þ precludes a deterministic enumeration approach, local search heuristics might be employed. 1 Winker and Fang [15] use the global search heuristic threshold accepting to obtain low discrepancy U-type designs for the stardiscrepancy. Unfortunately, the simple calculation of the star-discrepancy for a given design already results in a high computational burden [14] . Therefore, the number of local search steps which could be employed for this problem was limited. Fang et al. [2] apply a similar threshold accepting implementation for several types of L 2 -discrepancies including the CD 2 : The calculation of these L 2 -discrepancies, based on the formulae provided by Hickernell [9, (3) ], is of much lower complexity. Nevertheless, given that this evaluation has to be repeated a very large number of times during a local search algorithm like threshold accepting, the total number of ARTICLE IN PRESS 1 The scope of use of standard optimization tools like the Simplex method also appears to be limited to very small problem instances [3] . search steps was still limited by available computing resources and the size of the designs under study.
In this contribution, we present a new threshold accepting implementation for the optimum design problem which reduces the computational load for a given number of local search steps drastically as compared to previous approaches. The central new ingredient is the new representation of CD 2 and WD 2 in terms of the Hamming distances of row pairs. The neighborhood structure used by the threshold accepting heuristic to generate search steps is also based on the Hamming distances of row pairs. Consequently, while moving from one design to a neighboring one, the objective function can be updated at low computational cost. The speed up resulting from this new implementation of the search heuristic as compared to previous versions allows to increase the number of local search steps significantly, and, as a further consequence, to tackle larger design problems. The extent of the speed up effect depends on the problem size. After introducing the algorithm in some more detail, we provide some measures of the speed up effect for the problem sizes considered in this paper.
As the general framework of the threshold accepting heuristic and its application to optimum design problems has been discussed extensively elsewhere, 2 we can be short in describing its general features as a background for introducing the new faster local updating procedure. Algorithm 1 provides the pseudo-code for our threshold accepting implementation. Initialize n R ; n S r and the sequence of thresholds t r ; r ¼ 1; 2; y; n R 2:
Generate starting design U 0 AUðn; q k Þ 3:
for r ¼ 1 to n R do 4:
for i ¼ 1 to n S r do 5:
Generate
end for 10: end for Essentially, the threshold accepting heuristic is a refined local search algorithm operating on the set of U-type designs Uðn; q k Þ for given n; q and k: The algorithm starts with a randomly generated U-type design U 0 (2:) and proceeds by iterating local search steps. Each search step consists in choosing a U-type design U 1 in the neighborhood of the current design (5:) and to compare the discrepancy of both designs (6:). In contrast to a simple local search algorithm, the new design is not only
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2 See for example [13] and the specific applications to design problems in [3, 15] . accepted if its discrepancy is lower than the one of the current design, but also if it is not too much higher. The extent to which such a worsening is accepted is defined by the threshold sequence (t r ), which typically decreases to zero with the number of iterations reaching a preset maximum, i.e., at the beginning of a run of the algorithm comparatively large increases of the discrepancy are accepted when moving from U 0 to U 1 ; while towards the end of a run, only local improvements are accepted.
In order to render this general idea of the threshold accepting algorithm operational for the optimal design problem, we have to define neighborhoods on the search space, i.e., a subset of Uðn; q k Þ for each U-type design, and the threshold sequence.
The key aspect for the present implementation is the definition of neighborhoods based on the Hamming distance already introduced in Section 3.2 to derive the new formulae based on the row distance for CD 2 and WD 2 : For the definition of neighborhoods it is applied to the whole U-type designs. For a given U-type design U 0 ; a neighborhood NðU 0 Þ is defined as a e-sphere centered in U 0 using the metric derived from the Hamming distance, i.e., a U-type design is considered as being a neighbor of U 0 if and only if it differs in not more than e entries from U 0 : Obviously, by simply switching entries of U 0 at random, it cannot be expected to obtain again a U-type design. In fact, in order to stay in Uðn; q k Þ changes have to be restricted to exchanging elements within columns. We impose a further slight restriction on these exchanges (of two or three pairs of entries) by requiring that their row position is not too different. Although this last restriction is not crucial for the performance of the algorithm it seems to increase efficiency slightly.
For a given U-type design U 0 and an element U 1 of its neighborhood NðU 0 Þ; the difference of the objective values D ¼ CD 2 ðU 1 Þ À CD 2 ðU 0 Þ has to be calculated. While in previous approaches, CD 2 ðU 1 Þ has been calculated from scratch, the new formulations of CD 2 (and WD 2 ) introduced in this paper allow to exploit the fact that U 0 and U 1 differ only in a few entries. Consequently, we have only to update the Hamming distances for those row pairs where a change has taken place. Making use of Eq. (17) for the two-level case and (21) for the three-level case, D can be calculated based on the resulting changes for the few row pairs affected by the local change. Thereby, only the columns affected by the exchange have to be considered. In Fig. 1 , an example for n ¼ 8 and k ¼ 6 is provided for the two-level case. While the upper panel shows the change of some U-type design U 0 to a neighbor U 1 ; the lower panel reflects the effect on the meeting numbers. The changes are indicated by bold figures.
For a single exchange of two elements within a column (corresponding to e ¼ 2), this update requires 2ðn À 2Þ comparisons, 3 while the complete evaluation of 
higher values for e; a tremendous speed up results which is proportional to 1 nk ; i.e., the larger the design under consideration, the higher the efficiency gain. It should be noted, however, that the choice of e might be made dependent on k:
For our computer implementation of the algorithm for the two-level case, we observe a speed up for calculating D of around 50% for n ¼ 8 and k ¼ 10; increasing to 80% for n ¼ 18 and k ¼ 30 and well above 90% for n ¼ 100 and k ¼ 8: The speed up for the three-level case reaches similar orders of magnitude.
Besides this novel key ingredient to the algorithm, i.e., neighborhood definition allowing for a fast updating of the objective function, the algorithm requires to define a threshold sequence t r ; r ¼ 1; y; n R and the number of iterations to be performed for each t r (n S r ). While the number of iterations depends on the available computing time, the threshold sequence is based on a data driven procedure described in more detail in [13, pp. 171ff ]. Basically, generating at random a number of designs and choosing randomly a neighbor to each of these designs, an empirical distribution of local changes of the objective function can be generated. Using some lower quantile of the ordered absolute values of these changes as threshold sequence seems to work well for this application as for several others. Finally, the increased performance of the algorithm due to the new updating rule allows to employ a much higher number of iterations as compared to previous implementations. Consequently, the algorithm was run on the different design problems with numbers of iterations ranging from 100 000 to 50 million. Given the high complexity of the problem, i.e., the number of U-type designs, even a number of 50 million appears rather small. Therefore, it cannot be expected to obtain exact optima all the time using this search heuristic.
Although the local updating rule introduced in this subsection, in principle, can be applied to any number of levels, we start with implementations for two-and ARTICLE IN PRESS three-level designs. 4 First results of these implementations are presented in the following subsections.
Results for two-level designs
In contrast to previous implementations of optimization heuristics for design problems, the maximum of the lower bounds provided in Eqs. (14) and (19) delivers a quantitative measure of the quality of the designs obtained through optimization. Consequently, in Tables 1 and 2 , we do not exhibit the value of the discrepancy function for the optimized designs itself, but express the quality of the best designs in terms of the percentage deviation of their discrepancy from the maximum lower bound. (r) is the binding lower bound. The entry 'yes' in the column 'DO' indicates that the best design found by the algorithm is orthogonal.
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For example, the first entry of 0.000 for n ¼ 8 and k ¼ 4 in Table 1 indicates that the design found by the threshold accepting implementation has the lowest possible discrepancy, i.e., it is a globally optimum design for CD 2 : For n ¼ 8 and k ¼ 5; the best design obtained by threshold accepting results in a discrepancy value 2.368% above the best known lower bound. Nevertheless, this does not necessarily imply that the design is not optimal. In fact, the design for n ¼ 8 and k ¼ 5 is design orthogonal (as indicated by ''yes'' in the DO column), and even if increasing the number of iterations of the threshold accepting algorithm to very high numbers, we did not obtain a better design in terms of CD 2 : Consequently, only an incidence of best value obtained by the threshold accepting implementation and the lower bound provides a proof of global optimality. In all other cases, either the lower bound might not be binding or the optimization heuristic might fail to provide the global optimum. However, we know that the optimum falls in the range between lower bound and best value found by the heuristic. The novel contributions in this paper to the construction of lower bounds and the improvement of the search heuristic due to the local updating procedure render these intervals rather small.
Results for three-level designs
For the three-level case, we use WD 2 as discrepancy measure for the reasons discussed in Section 4, i.e., as a characterization based on the row distance is not (r) is the binding lower bound. The entry 'yes' in the column 'DO' indicates that the best design found by the algorithm is orthogonal. available for CD 2 for the three-level case. Again, the new threshold accepting implementation was run with 100 000 up to 50 000 000 iterations. Tables 3 and 4 summarize the results.
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The results indicate that the intervals for WD 2 spanned by the lower bounds provided in Section 4 and the best designs obtained by the threshold accepting implementation tend to be even smaller than in the two-level case. For very small instances, upper and lower bounds coincide proving global optimality. For larger instances ðn420Þ; an increase of the dimension k tends to reduce the interval size. Typically, the span between lower and upper bounds does not exceed 5 percent of the lower bound value. Consequently, our results provide good estimates of the minimum values of WD 2 for the instances considered. (r) is the binding lower bound. The entry 'CO' in the column 'DO' indicates that the best design found by the algorithm is column orthogonal.

Summary remarks
Uniform designs are very useful in many branches of scientific research. Much effort has been spent on the measurement of design uniformity and the construction of uniform designs. While there exist several discrepancy measures, which can be used in evaluating the uniformity of designs, the problem of finding designs with minimum discrepancy on a super-rectangle is still very difficult due to the computational intractability of finding a globally optimal solution, and also due to the lack of good bench marks. It is found that, if restricted on a lattice, the problem becomes relatively easier. This consideration leads to the construction of Utype designs. In this paper, we discuss the problem of two-and three-level uniform U-type designs under the centered L 2 -discrepancy CD 2 and the wrap-around L 2 -discrepancy WD 2 : Some explicit main contributions of this work along the line of uniform design are listed as follows.
1. For the two-level case, we derive two new formulations of CD 2 and WD 2 ; based on ''column balance'' and ''row distance'' respectively. For the three-level case, we derive similar results for WD 2 : 2. From the two new formulations we derive two new lower bounds for CD 2 and WD 2 ; respectively, in the two-level case, and for WD 2 in the three-level case. The (r) is the binding lower bound. The entry 'CO' in the column 'DO' indicates that the best design found by the algorithm is column orthogonal.
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ordering of the accuracy of these lower bounds depends on the circumstances. Our heuristic evidence indicates that the lower bound based on the balance pattern becomes relevant for n4k: In general, the maximum of these lower bounds can be used as a bench mark in a procedure for searching uniform U-type designs. Liu and Hickernell [10] provide lower bounds for the criteria Eðs 2 Þ and D 2 ðX; K d Þ: We believe that there are some connections between their lower bounds and our lower bounds.
3. An efficient local search heuristic, threshold accepting with fast local updating, is developed, using the new formulations of the discrepancies based on row distance. The speed up is quite significant. Moreover, having the bench mark, the quality of the designs obtained can be evaluated explicitly. As a result, many two-and threelevel U-type designs of high quality have been obtained.
Moreover, we should mention some implicit contributions of this work. The balance pattern defined in Section 3.1 is, in fact, a measure of closeness to orthogonality. The mth component, BðmÞ; of B can be regarded as a measure of closeness to orthogonality of strength m: The second component, Bð2Þ; has already been used as a criterion in the construction of supersaturated designs by many authors, where it is named and denoted differently (see, e.g., [11, 12] ). In Theorems 3.1 and 4.1, the CD 2 (in two-level case only) and the WD 2 (in two-and three-level cases) can be expressed as weighted sums of the components of B: These new expressions imply that the concept of uniformity is closely related to the concept of orthogonality.
Finally, we mention some problems worth to study further.
* The CD 2 for three-level U-type designs has no parallel expressions and lower bounds as for the two-level case. It seems, however, that some other interesting structural characteristics can be disclosed. * For U-type designs with level higher than three, the CD 2 and WD 2 cannot be expressed as weighted sums of components of the balance pattern, but we assume that some other discrepancy measure(s) might be. If this conjecture is true, then the powerful approach used in this paper can be used for those discrepancy measure(s) in searching U-type designs with nice properties. * The balance pattern itself, which is a measure of closeness to orthogonality, is an interesting subject to study in more detail.
