FINITE DIMENSIONAL TRANSLATION INVARIANT SUBSPACES MARTIN ENGERT
It is known that every finite dimensional translation invariant subspace of the continuous functions on the real line consists of exponential polynomials. The purpose of this paper is to prove an analogous result under the hypotheses that the functions involved are measurable instead of continuous (and two functions are considered identical if they are equal almost everywhere) and that the functions are defined on a cr-compact locally compact abelian group. There is an application of this theorem to the characterization of differential operators at the end of the paper.
Proofs of the result for continuous functions can be found in Anselone and Korevaar [1] and Loewner [5] along with generalizations to the case of distributions in [1] and some applications in [5] Also, a theorem of this type has been proved by Stone [6] for continuous functions on semi-groups. In this paper, G will always refer to a cr-compaet locally compact abelian group with Haar measure μ. Two measurable functions will be considered to be equal if they are equal almost everywhere.
A multi-index p -(p u , p n ) is an π-tuple of nonnegativeintegers, and if ό = (δ x , , δ J is a complex n-tuple, then b p is defined to be b^bζ 2 &;». (For more details on the notation, see Hormander [2] , particularly pages 9-10).
The symbol T x denotes the operator of translation by x, that is, (T x f)(y) = f(x + y). 
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Then b is equal almost everywhere to a continuous linear function b\
Proof. We can assume that b is real, for if not we can apply the lemma to Re (6) and Im (b) separately. We shall first show that 6 is essentially bounded on every compact subset of G. It is enough to show that b is essentially bounded on every symmetric neighborhood of the identity with compact closure. Let A be such a neighborhood and let B = A + A. Suppose b is not bounded on A. Then the measure of the set A Π {x: b(x) > n) is positive for each positive integer n. Let {x n } be a sequence of points in the set A Π {x: Since 6 is measurable and B has finite measure, the right side goes to zero as n increases, so the left side must also, that is, for any ε > 0 there exists an n so that for any a in A, μ{x: b(x + a) > n and x e A} < ε. But by choosing a = x n we know that δ(ίcj Proof. We first show that b is linear. We have T x+y f = T x ( TJ) = T x (f + %)1) = / + δ(«)l + δ(y)l. But T x+y f is also equal to / + b(x + y)l. Thus 6 is linear.
Let g be an integrable function such that the integral of g is 1 and fg is integrable. Let f n be the function defined by
Since f n is bounded and g is integrable, δ w is continuous. By the Lebesgue dominated convergence theorem, b n converges to b, so b is the limit of continuous functions and thus measurable. By Lemma 1, b is equal almost everywhere to a continuous linear function δ\ Then for each x in G, b(x + y) = b'{x + y) a.e. in y which in turn implies that b(x) = V(x). Thus 6 = 6' everywhere or 6 is a continuous linear function. LEMMA 
J/ 6 = (δ x , •••,&") is cm n-tuple of linear functions on G and p is a multi-index, then
Proof. The proof of this is straightforward computation of b p (x + y) using the binomial theorem repeatedly, so it will be omitted here. LEMMA 
Let f be a measurable function on G such that the complex linear space spanned by {TJ -fixe G} is a finite dimensional space V of polynomials. Then f is equal almost everywhere to a polynomial on G.
Proof. It might be helpful to outline the proof first. We will first construct a polynomial /' so that {T x {f -/') -(/ -f'):xeG} spans a finite dimensional space of polynomials of degree less than or equal to one. We then show that if /" is a function such that
spans a finite dimensional space of polynomials of degree less than or equal to one then we can construct a polynomial /'" so that for each x, T x (f" -f'") -(/" -/"') is equal almost everywhere to a constant. We then use the previous lemmas to conclude that /" -/'" is equal almost everywhere to a polynomial.
First choose a finite set of continuous linear functions so that all polynomials in V are built up from these linear functions. We can then choose a set {b ly •••, 6J of linear combinations of these functions and a set of points {y ly , y n } in G so that b^y^ = δ id and V is contained in the linear space spanned by b p for p contained in a finite set of multi-indices:.
There are thus functions c p , defined everywhere on G, so that Γ*/ -/ = Σ c p (x)b p . We compute
with these equations holding almost everywhere on G. Since the functions b r are linearly independent, the coefficient of b r is equal to
This expression has to be symmetric in x and y, giving for each r the set of equations
Now change notation, on the right hand side let q = p -r. We get 
By letting y = x lf
, x m successively in equation (1) above we get for each r a set of m equations which we can solve for [(q 4-r) We want to show that k(p, q) depends only on p + q. We shall first show this in the case where | p + q\ ^ 3. Then we shall consider the case where (p + q | = 2. Since both p and q in the above equation are always > 0, the case | p + q \ = 1 does not arise.
Suppose we have q -q r + r and p -p f -r. Then we want to show that jfc(p, ζf) = k(p', q'). But using equation (2) -k(p 21 q 2 ) .
Thus, for I s I ^ 3 we can define k(s) -k(p, q) for any p and g with p + g -s.
Let /' -Σ.« fe(s)δ 8 . Then
By comparing this equation (3) we can see that there are numbers 
Using the same trick as before:
This has to be symmetric in x and y, so we get Pich y = y lf "*,y n in succession, where these are the numbers chosen at the beginning of the proof so that b k (yi) = δ ki . We get 
a.e., and thus by Lemma 2 /" -/'" -
is a constant almost everywhere. Since f" = f + a polynomial, we conclude that / is equal to a polynomial almost everywhere. LEMMA 
Let p be a measurable function on G such that for all x and y, p(x + y) = p(%)p(y) Then p is continuous.
Proof. Since In \ p(x) \ is a measurable linear function, p is locally bounded, by Lemma 1. Let E be an open set with compact closure. Then I p(x ~ V)p(y)dy = p(x)μ(E) , μ(E)[p(x + ε) -p(x)] = \ [p(x + ε -y) -p(x -y)]p(y)dy ,
JE μ(E) \p(x + ε) -p(x)\ ^ sup \p(y)\ \ \p(-t + ε) -p(-t)\dt . yeE JE+x
SO
and
Since p is locally bounded, the right side goes to zero as ε goes to zero. Thus p is continuous. 3 = Pj(x) f To simplify notation, we shall assume that V itself is invariant and indecomposable so that we may omit the subscripts. Let V = {p^fi f^V). An easy computation shows that multiplication by an exponential takes translation invariant spaces into translation invariant spaces, so that V-is also invariant and indecomposable. Then in a suitable basis the matrix of translation has the form *. We can determine the diagonal elements by looking at a one dimensional subspace. Since the translates of p~ιf span a one dimensional subspace if and only if the translates of / do also, we have
LEMMA 7. If f is a measurable function on G and if for all x in
This implies that in a suitable basis, the matrix of translation by any x on V is zero above the diagonal and identically equal to one on the diagonal. Applying Lemma 5 to the basis elements of V in succession, first to the element f such that the translates of f span a one dimensional space, then to the element / 2 such that translates of f 2 and f span a two dimensional space, and so on, we see that V consists of polynomials, and that V consists of polynomials multiplied by the exponential p. (b) Suppose there is a nonzero function / with these properties. Then apply part (a) with / replaced by /*/ and p replaced by p 2 . We conclude that /*/= 0 which implies that / 2 = 0 or /= 0, which is a contradiction. Proof. It is trivial that condition (1) is necessary. Condition (2) is necessary since we can take / to be any infinitely differentiate function with compact support; and a direct calculation shows that condition (3) is necessary.
Lemma 9 and condition (1) imply that D is of the form F~ιbF. Condition (3) implies that {(T x b)f: x e R n ) spans a finite dimensional space Since / is analytic, it is different from zero almost everywhere, so we can divide by it and conclude that {T x b: x e R n ) spans a finite dimensional space T(b) of measurable functions and thus, by Theorem 1, b is an exponential polynomial. Also, if g is in T(b), then gf is square integrable by condition (2) . We have to show that 6 contains only bounded exponentials. By the proof of Theorem 1, every exponential p that appears in b is also in the space Γ(δ), and thus pf is square integrable. But if p is unbounded, then Lemma 8 gives a contradiction. The Supporting Institutions listed above contribute to the cost of publication of this Journal, but they are not owners or publishers and have no responsibility for its content or policies.
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