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I. INTRODUCTION 
This dissertation is the outgrowth of some problems which arose in 
connection with a research study sponsored by the College of Agricul­
ture at Iowa State College. The basic instrument of this study was 
what is known as the "benchmark survey". The object of the study was 
to test the effectiveness of a new type of agricultural extension program 
known as "farm and home development". The overall research plan 
was to select a group of farm families to participate in this study, part 
of them to be known as the "treatment" group and the rest the "control" 
group. All farm families were to be interviewed in the benchmark 
survey. Then those who were designated as the treatment group were to 
receive the farm and home development program and the control group 
was to receive the traditional type of extension service. After four 
years of treatment, all of the families are to be reinterviewed and the 
differences between the changes of the treatment group and the control 
group are to be measured. 
A. Discussion of the Study 
1. Description of farm and home development 
"Farm and home development11 is a term used by extension people to 
describe and identify a particular approach in extension work. It is not 
a new idea; the program has been conducted in several states to a limited 
extent for several years. The major difference between farm and home 
development and the traditional extension approach lies in the scope and 
intensity of administration. In farm and home development one extension 
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person is assigned, to a small number of farm families. The number 
varies but probably 50 to 60 would be a maximum. This person acts as 
a leader for this group of families in planning for the future, both in 
their farming enterprise and their family life. He works with these 
families in group meetings and also in individual visits. From time to 
time, the farm and home development person may call in other county 
or state extension people to help present a program or discuss a problem. 
It is quite desirable for the home economist to work with these families 
on problems and plans where her training and experience would be of 
value. 
It is desired to make some measure of the effectiveness of the farm 
and home development program. Several states, including Iowa, were 
asked to perform an experiment, of the state's own design, to measure 
the farm family's progress which could be attributed to farm and home 
development. All states are guided by the same outline which points out 
certain areas of study. This assures a similarity of the project in all 
states. From time to time, the leaders of the project in the various 
states meet to report progress and compare notes. 
The organizational structure of the research in Iowa is within the 
Division of Agriculture at Iowa State College. This project is being 
conducted jointly by the Cooperative Extension Service in Agriculture 
and Home Economics and the Agricultural Experiment Station. 
2. Construction of the questionnaire 
It was planned to make a fairly detailed study of the following topics 
on the benchmark survey: 
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(1) economic status of the farm family 
(2) farm and homemaking practices used 
(3) efficiency of the farm operation including net income 
(4) sources of information 
(5) family goals 
(6) consideration of alternatives 
(7) decision making in the family 
• (8) social participation 
(9) use of extension 
(10) use of credit 
(11) satisfaction with farm, community, goals, etc. 
(12) level of living. 
In order to cover all of these topics in sufficient detail to warrant 
covering them at all, the questionnaire had to be quite long. It was de­
cided that one topic, use of credit, could better be covered in a separate 
study, so it was omitted. The construction of the final questionnaire 
went through five complete stages. After each form of the instrument 
was completed, it was tested and then carefully reviewed to correct 
ambiguous wording and awkward questions. Also, the initial drafts 
were so long it was necessary to. make deletions where it was possible. 
Even after all possible cuts'had been made, the field tests indicated that 
it would take an average of about four to five hours with each farm family 
during the interview. In this length of time, a respondent might tire and 
either refuse to complete the interview or give inaccurate responses. In 
view of this fact, the questionnaire was divided into two parts, each part 
to be taken in separate visits, and each part taking about 2 to 2 1/2 
hours per farm. This increased the field costs but the increased pre­
cision and completeness of interviews warranted the. extra cost. The 
two interviews were taken approximately two months apart. 
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3. Design of the survey 
a. Overall experimental plan Since the principle purpose of the 
project was to measure the effect of farm and home development, there 
had to be some standard for comparison. In addition to measuring the 
progress of the people who received the farm and home development, the 
progress of the second group of farm families, the control group, was 
measured. These two groups were to be asked a series of questions on 
the subjects outlined in Section 2 of this chapter. 
b. Designation of the counties In order to choose who would belong 
to the "treatment" group and who to the "control" group, all counties in 
Iowa were studied. These counties were classified into four groups as 
follows: 
(1) those counties which have a farm and home development 
program underway 
(2) those counties which have no farm and home development 
program but are ready to start one 
(3) those counties which will start farm and home development 
within four years but not immediately 
(4) those counties which will not start an extensive farm and 
home development within the next four years. 
It is obvious that farmers in counties (1) could not be included in the 
program. Those in counties (3) cannot be used for either "treatment" 
or "control" farmers because they would not receive the full benefit of 
the program as "treatment" farmers and would probably receive some 
benefit if they were "control". The farmers in counties (2) then were 
designated as likely "treatment" farmers and those in counties (4) as 
"control" farmers. We are concerned with an analytic study and not 
getting estimates for the state. Our counties are not chosen as a 
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probability sample'. 
Each of the possible treatment countie s was then paired with a pos­
sible control county so that the two counties in a pair were contiguous 
and as nearly alike as possible with respect to soil fertility, type of farm 
operations, and other farm characteristics. Those counties with large 
urban populations such, as Polk (Des Moines and JLinn (Cedar Rapids) 
were not considered as possible sur ye y counties. Of course, not all 
possible counties were paired with another because of the lack of a 
county of the opposite classification which could serve as its mate. 
One county pair was chosen purposively from each of Iowa's five 
major farming areas. This plan differs, from an experiment in one im­
portant aspect. That is that the treatments were not assigned to the two 
counties in a county pair at random. This decision was agreed to re­
luctantly by the statistical member s of the planning panel. The main 
reasons which made a random allocation of treatment and control 
virtually impossible were the following: a. prerequisite for a treatment 
county was that the farm and home development program had not been 
commenced in that county; that extension staff was. available and willing 
to commence with this program; and that this program was likely to be 
acceptable to the farmers of this county. A condition of the control 
county was that it would be, as far as possible,, comparable in all es­
sential farm characteristics to the paired treatment county but it would 
be unlikely that its farmers, in the near future would insist upon being 
given the farm and home development program. 
Such a departure from a strictly random allocation of "treatments" 
to a pair of counties has. au important bearing on the conclusions which 
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may be drawn from this study. It must be remembered that the treat­
ment effect from this study will not measure the effectiveness of the 
farm and home development program when a randomly selected county 
is exposed to it but rather the effectiveness of the program when it is 
applied to a county deemed "suitable" by the extension staff in accordance 
with the above prerequisites. The possibility that the above non-random 
selection may well have introduced a bias into the comparison of treat­
ment and control counties was not lost sight of. It was therefore decided 
to at least test for the possibility of such a bias by making a comparison 
of treatment and control connties with regard to their initial levels in 
certain important farm economic items. This study is reported on in 
Chapter 4 and it is gratifying to note that no serious biases were formed. 
The five chosen pairs are given in the table below: 
Table 1. Designation of benchmark counties 
Area Treatment county Control county 
Central cash, grain Hamilton Webster 
Northeastern dairy Chickasaw Howard 
Eastern livestock Clinton Jackson 
Southern pasture Marion Lucas 
Western livestock Cherokee Ida 
It may be possible to draw inferences from the results which apply 
to the state as a whole with a certain amount of care. The difficulties 
of drawing such inferences are similar to those that one is faced with 
when trying to make "statewide" recommendations on fertilizer appli­
cations based on results of experiments carried out at "suitably selected 
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sites" of a few experimental centers. 
c. Sample size In determining the sample size, several things 
were considered; the desired precision of the survey results, the cost 
of conducting the survey, the size group with which it is convenient to 
work in the treatment counties, and the expected degree of cooperation 
with the farm and home development in the treatment counties. It was 
originally estimated that about 500 interviews could be taken with the 
existing budget. About 11/2 times as many should be interviewed in 
the treatment counties as in the control counties. This was because 
only about 2/ 3 of those interviewed in the treatment counties could be 
expected to cooperate with the farm and home development. This 
leaves an equal number of cooperating treatment farmers and control 
farmers. The group of non-cooperating treatment farmers would form 
a third group fox comparison. There were then 60 interviews to be 
taken in each treatment county and 40 in each control. During the 
interviewing period it was discovered that the field costs had been 
underestimated so the sample size was reduced to 55 in the treatment 
and 35 in the control counties. 
d. Definition of the population Having decided in which counties 
the study was to be conducted, it was then necessary to define the 
population within these counties and to formulate a sampling plan within 
the counties. The population was defined as follows: 
All farm families 
(1) which consisted of an operator and a homemaker who were 
man and wife 
(2) in which the operator was under 38 years of age 
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(3) in which the operator worked less than 100 days off the farm 
(4) whose gross income from sale of agricultural products totaled 
more than 01200 
(5) in which the operator was not in partnership with a person 
over 38 years of age 
(6) who intended to operate a farm in the sample area the next 
season. 
In item 5 an operation was a partnership if each member of the partner­
ship (1) owns a portion of all livestock (except possibly a small enter­
prise such as chickens), (2) works more than 90 days on the farm, 
(3) shares in crop and livestock decisions. 
The population was designed to exclude all father and son partner­
ships because it was felt that in such an operation the father was the 
real decision maker so the farm and home development program would 
largely be lost if presented to the son only. Also, only young farm 
families were included because they are the group who are more in 
need of help and the program might be better received by this group. 
Also it was felt that the benefits would extend over a longer period of 
time since the younger families have more working years ahead of 
them. Unmarried farmers were not included because the farm and home 
development program is for the farm family and without a homemaker, 
no family exists from the standpoint of the study. The restriction of 
less than 100 days off farm Work was imposed to eliminate those people 
who live on the farm and have a farm operation but whose major inter­
est is in some occupation other than farming. All restrictions were 
considered necessary for the successful progress of the farm and home 
development. 
e. Delineating the primaries We turn now to the procedure for 
drawing the sample of farm families within the counties. The farm 
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and Home ^development people who will carry the program to the farm 
families stated that a group of about 15 families would be an ideal size 
to work with. Three such groups would constitute a full time work load 
for this person. With this in mind, it was decided that those inter­
viewed in a treatment county should be clustered in three groups of 
about 20 each. 
The average Iowa county has about 2000 farmers in it and about 20% 
of these fall into the eligible class (are in the population defined above). 
If the approximately 400 eligible farmers were grouped into 16 equal 
sized groups (hereafter called communities), then each community 
would contain about 25 eligible farm families. The average Iowa 
county also contains 16 townships of 36 square miles each so that each, 
of the communities should be about one township in area. This latter 
way of designating the size of a community would take care of counties 
of different size. For example Ida has only 12 townships while Webster 
has 20 so there would be more communities in Webster than in Ida. 
The defining of primaries was carried out with the help of the 
County Extension Director and such other people as knew the social 
patterns in that county. With the aid of a county highway map, the 
Extension Director was asked to outline those areas, about a township 
in size, whose inhabitants formed a natural social community. That is, 
the farmers in this community in general shopped at the same town or 
village, attended church and school at the same place, and knew one 
another. This appears to"be a very arbitrary way of defining pri­
maries but it is surprising that very little difficulty was encountered 
\ 
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in drawing the boundaries. The farm families in Iowa tend to identify 
themselves with a certain community, and fortunately, this community 
is usually about the size of a township. 
The reason for the grouping as outlined above is that the farm and 
home development person will probably have more success in con­
ducting a group meeting if the people who attend this meeting are from 
the same social group. 
Having completed this grouping the Extension Director was asked to 
name which of those communities he had just outlined tended to have 
the highest degree of cooperation with the extension service in the past. 
He was asked to put 1/3 of the communities in this group. He was 
then asked to put 1/3 of the communities in the group which had had 
the lowest degree of cooperation with the extension service. The re­
maining 1/3 were designated as having an average degree of cooperation 
with extension. 
The stratification into high, average, and low degree of coopera­
tion with, the extension was for the purpose of assuring that neither a 
very cooperative, nor a very uncooperative sample would be formed 
in any given county. In short, it gave an opportunity to arrive at a 
more representative sample of farm families. 
f. Selection of sample communities There are two commonly 
used plans for employing two-stage sampling. One is to sample with 
probability proportional to size and then take an equal number of inter­
views in each sampled primary. This plan is most often used because 
it leads to very simple variance formulae. In the present case, however, 
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such a plan was not feasible because we did not know the size of the 
primaries in the counties (size being measured by the number of eligible 
respondents in it), and it would be very expensive to obtain a valid 
measure of size. 
It was, then, the second plan which was chosen for this survey: the 
choosing of primaries with equal probability and sampling within the 
sample primaries with a fixed rate. In other words, the number of 
interviews taken in a given community would depend on the size of this 
community relative to the size of the other communities in that county. 
Three communities (primaries) were drawn in each of the 10 
counties; one community being drawn at random from each of the three 
"cooperation groups" (strata). Each of these communities was given 
a name; for example, Homer community, Hamilton County. In the two 
southern counties, Marion and Lucas, the total eligible respondents in 
the selected communities did not equal the desired 55 and 35, so a 
fourth community was drawn in each county to produce the remainder. 
g. Sampling within the communities Inmost of the counties, the 
selected communities contained more than the desired number of eli­
gible respondents. It was necessary to select, at random, from these 
communities those to be interviewed. The first step in this procedure 
was to go to a long time resident (called an informant) in the community 
and ask him to give the names and locations of all of the farmers he 
knew in his area who were married and who could possibly be under 38 
years of age. Each interviewer was furnished a copy of the "Rural 
Operators Map" which listed the name and location of every farm 
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operator in the county. This made the task of questioning the informant 
simple since all the interviewer had to do was ask him the approximate 
age and marital status of the names on the map. In some cases the 
person whose name was listed on the map had moved away so the in­
formant was asked about the person who had moved onto this place. 
Usually, more than one informant was needed to complete the enumera­
tion of possible eligibles in a community, and if none of the informants 
knew anything about a given farm family the family itself was visited. 
The completeness of the lists compiled by this method was checked 
in Chickasaw County. During the interviewing period, nearly! every 
family in the sample communities was visited and only one family was 
found in these communities whose name should have been on the list but 
was not. No further check was made on the listing scheme. 
As described before, we wished to take the same percentage of eligible 
respondents from each of the three communities. The first step in this 
procedure was. to randomize the order of the names on the lists of 
possible eligibles. If we let N^ = the number on the list in the com­
munity 1; N%, = the number on the list in community 2; and Nt = the 
number on the list in community 3; then our first estimate of the number 
of interviews to take in community 1 was 
N* N* 
55 x n* (say); in community 2 was 55 x = nt; 
N*+N^+N^ N*+N*+N* 
N% 
and in community 3 it was 55 x = n%. Then the first n4j 
N^+N^+N* 
names on the randomized list 1 were visited, the first n^ on list 2, 
and the first n5^ on list 3. Interviews were taken from all those visited 
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who were eligible. 
Many of those visited were not eligible for reasons of age, partner­
ship, off farm work, etc. In fact, it was found that our possible eligible 
lists varied greatly in accuracy. It seemed to depend largely on how 
well informed our informant was. 
After having visited all n^fn^-t n* people, we had a measure of the 
accuracy of our three lists. We then recomputed the expected number 
of eligible respondents on each list, using this measure of accuracy. 
New n^, n* , and n^ were then computed; let us call them m^, m^ and 
m^. Then the interviewers continued on down the randomized lists until 
m^, m^j and m^ families had been interviewed in communities I, 
2, and 3 respectively. The proportion of names on the list who were 
called on was quite high inmost cases. Inmost counties between 75% 
and 90% of those listed were visited, 
4. Hiring and training of interviewers 
A file of the names and addresses of available interviewer s is kept 
by the Statistical Laboratory. Those who were selected for this survey 
were all women between the ages of 34 and 50. They were all house­
wives and all except three were free to travel away from home a week 
at a time. Those three lived in or near a sample county pair. 
It was felt that the same interviewer who worked in a given treat­
ment county should also work in the control county of that pair. If 
there was any interviewer bias present for this interviewer, then the 
bias would appear in both.the treatment and control county. The com­
parison between these two counties could then be expected to be valid. 
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It was decided that the interviewer s should work in pairs in a county. 
There were ten interviewers hired so that there could be two inter­
viewers for each county pair. They were to complete the treatment 
county first and then both move to the control county in their pair and 
do the interviewing there. 
F'or the first half of the survey these ten interviewers were called 
to Ames for an interviewer school to acquaint them with the nature of 
the survey. The school lasted two days and during this time the over­
all purpose of the survey was discussed; the questionnaire was studied 
question by question; an example was worked; the drawing of the sample 
was discussed; and the assignments were given. 
During the first two weeks of the interviewing period, the super­
visor of the field work visited the interviewer in the field and checked 
the interviews with her. 
The training school for the second survey was only one day in length. 
The interview was of a less technical nature and there was no sampling 
to do on the second survey. The purpose of the second school was mere­
ly to go over the new questionnaire. 
5. Time of the field work 
The field work was originally planned for the months of January 
and February of 1956. After the decision to do the interviewing in two 
surveys, the plains were to do the survey on economic data such as 
assets, income, and expenses as soon after the first of the year as pos­
sible. Then the second survey would start early in March. 
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The training school for the first survey was held on January 18-19, 
1956. The interviewing began in all counties on January 20. By March 
3, 1956 the first survey was essentially complete. 
The training school for the second survey was held on March 6, 
1956. The interviewing was essentially complete in all counties on 
March 24. 
6. Description of the field work 
The first thing the interviewer was to do when she went into the 
field was to compile the list of possible eligible respondents with the 
help of informants. If it should happen that an informant should be 
an eligible farm operator, he and his wife were to be interviewed at 
that time. They were to make no visits for the express purpose of 
taking an interview until the listing was complete and had been ran­
domized. The cooperation of the two interviewers working in a county 
was required in order to determine the number of interviews to be taken 
in each community. 
After the randomization of the list, the interviewer called on those 
people whose names appeared at the top of the list. Upon introducing 
herself and obtaining their cooperation, she made an eligibility inter­
view; an interview of one page which took about two minutes. During 
this interview she asked those questions necessary to determine whether 
or not he was an eligible respondent. This interview could be taken 
from either the man or the woman. If they were not eligible, the inter­
viewer thanked them and departed. If they were eligible, she began 
the main part of the interview. Either the husband or the wife could be 
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interviewed first. If only one of the two was available for interview at 
the first call, this interview was taken and an appointment made to 
interview the spouse. 
The interviewers were instructed not to use too much pressure on 
a reluctant individual. She should, however, try to persuade the shy 
or skeptical respondent to cooperate. 
In the second survey, the respondents had been interviewed once, 
so there was no question as to their eligibility. In most cases they 
had been told to expect a second visit so the introduction was short. 
For those not at home, at least three visits were made to the farm 
and if still no contact was made, the person was classed as a "not at 
home. " It is quite likely that these "not at homes" were working off 
the farm so were not eligible anyway. 
On the first survey, a total of 963 farms were visited. Of this total 
456 (47. 3%) were interviewed, 438 (45. 5%) were ineligible, 45 (4. 7%) 
refused, and 24 (2. 5%) were not at home. The refusal rate is very 
small but the figure, 4. 7%, is misleading because most of these were 
eligible and refused the complete interview after having responded to 
the eligibility interview. In some cases it is impossible to tell from 
the records at what time the refusal occurred. Complete eligibility 
interviews were taken from 38 of the refusals so of the total known 
eligible respondents, 7.7% refused to be interviewed. 
On the second survey, 450 of the 456 interviewed on the first 
survey were visited again. Six were dropped at random because we 
had over sampled before the total interviews were reduced from 60 to 
55 in a treatment county. Of the 450 contacted the second survey, 442 
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(98. 2%) were interviewed, 7 (1. 6%)refused, and one (0. 2%) was not 
at home. This refusal rate is understandably low since these 450 
respondents had already cooperated once. 
7. Checking questionnaires 
During the period of the field work, the interviewers sent their 
completed schedules to Ames every two or three days. When they 
were received, they were reviewed to discover omissions, misunder­
standings or inconsistencies. When a given type of error appeared 
frequently on one interviewer's schedules, she was contacted by mail, 
phone, or personal visit in order to correct this error. Each inter­
viewer was furnished a set of interviewer instructions to which she 
could refer anytime she had a question. It was impossible to antici­
pate all situations during the writing of the instructions so the inter­
viewer was requested to contact the office when she had a question 
not covered in the instructions. 
A cumulative count on the number of interviews which had been 
taken was kept. Also the cost per interview for each interviewer was 
kept as well as a total cost of the field work and anticipated cost 
necessary to complete the work. The cost per interview included all 
meals, lodging, travel expense, and salary costs. This figure varied 
considerably from interviewer to interviewer due to variable living 
costs (some interviewers lived at home), variable travel costs, and 
speed of the interviewer. The fastest interviewer may not be the most 
desirable due to work of poor quality. On the first survey, the cost 
per interview ranged from $10. 43 to $22. 38. In the first case, the 
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interviewer lived at home and interviewed only in her home county and 
the adjoining one. In the latter case, the interviewer lived some dis­
tance from the sample counties so stayed overnight away from home. 
The cost per interview of one other interviewer was $21. 34 and all of 
the remainder were between $16 and 19 per interview. In the second 
survey, the cost per interview ranged from $6. 07 to $11. 39. 
The refusal rate for each interviewer was kept. Two had no 
refusals at all and the others had about the same refusal rate of 
7 to 9% of the total eligibles. 
8. Editing procedures 
After the schedules were returned and after the preliminary check, 
they were thoroughly edited. The editing procedure consisted of going 
through each questionnaire and checking all of the arithmetic, checking 
omissions and editing in a response where this could be done, and 
checking the internal consistency of the facts. A work sheet was con­
structed for the purpose of summarizing some of the data. On this 
work sheet were sub-totals and grand totals of expenses, receipts, 
assets, and liabilities. The operator's share of these items was 
written separately from the farm total. From this we could get the 
net income and the net worth of the operator and the net income and 
capital assets of the farm as a whole. 
On another part of the work sheet were data necessary to compute 
the input and output of both the crop part and the livestock part of the 
farm operation. 
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The principal problem connected with the editing was correcting in­
consistencies and improbable figures. In many places throughout the 
questionnaire there were figures which should agree. For example, 
the total bushels of corn raised is listed on the crop activities page and 
also on the feed inventory page. Certain limits were set up as maxima 
and minima for the price received for agricultural products sold. For 
example, the price per hundred pounds received for hogs must be 
somewhere between $9. 50 and 017. If the price did not fall within 
these limits, a possible explanation for the unusual price was sought. 
In most cases a logical explanation could be found. In a few cases 
this was impossible so the respondent was contacted either personally 
or by mail and the difficulty was resolved. 
On the "expenses for the farm operation" page, certain limits were 
also placed on the figures. For example, the building expense could 
not exceed a certain percent of the total value of the buildings. This 
was because in many cases, a capital improvement which is depreciated 
over several years was included in this figure. In computing a total 
farm input, a depreciation on the buildings was figured as an expense 
and if the original cost of the building was added as a building expense, 
there would be an incorrect duplication. 
9. Coding 
The process of coding consists of assigning a numerical value to 
each possible response to a question and then listing the responses of 
each individual in terms of this code. Numerical data are coded 
directly except that the figures placed on-the code sheet may be in tens 
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or hundreds of dollars. For example 26, 859 may be coded 2686 if in tens 
of dollars or 269 if in hundreds of dollars. All income and expense 
data were coded in tens of dollars and all assets and liabilities data 
were coded in hundreds of dollars. 
The coding was thoroughly checked after the data were first put 
on code sheets. After this, the sheets were sent to the IBM computing 
office where all of the data were put on punch cards. There were 
twenty-nine punch cards made up for each questionnaire. 
A signature card was then made up with the data grouped so that 
for a given item, a single column on a card would be sufficient for the 
code. For example, on net farm income, if the farm 
lost money - code 1 
0 - #999 - code 2 
made 1000 - 1999 - code 3 
" 2000 - 2999 - code 4 
" 3000 - 3999 - code 5 
" 4000 - 4999 - code 6 
" 6000 or over - code 7. 
The purpose of the signature card is so cross runs such as education 
vs. net farm income can be made. 
B. Problems Chosen for Investigation 
The first problem considered here is the estimation of the sample 
size required in each of the three chosen communities in a county. 
In the derivation of the variance of this estimator, the variance of the 
estimator of the size of each primary is obtained. 
The second problem considered is. that of measuring the differences 
between the treatment and the control counties. All that can be done at 
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this writing is to compare the pairs of counties on the basis of the bench­
mark data but the same general plan can be used in the final estimation 
of differences of changes in the two counties. 
The cooperation actually exhibited by the families in the benchmark 
survey to date has been recorded. It is of interest to compare the farm 
families who have exhibited good cooperation with the farm and home 
development program with those who have not exhibited such good 
cooperation. Using post-stratification methods, these groups are com­
pared using several benchmark criteria. 
The next problem chosen for study was that of sampling from a popu­
lation until a predetermined fixed number of elements with particular 
characteristics are in the sample. This problem arises in the sampling 
of farms from the communities until a fixed number of eligibles are in 
the sample.. In this thesis there is reviewed some of the work which 
has been done on this topic. Also some variations of the problems are 
considered such as sampling from a population until a minimum of a 
pre-assigned fixed number of one kind and another fixed number 
Mg of the other kind from a binomial population are in the sample. 
Finally, we consider the case of sampling from a trinomial population 
until at least one of each of the three classes is in the sample. 
The final problem considered is one which originally presented 
itself in a discussion of the accuracy of interviewers in classifying a 
farm family as eligible or not eligible. If each of two interviewers 
classify a sample of respondents as eligible or not eligible, there are 
four possible cases which may occur. A study of possible errors from 
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these four observations is made. An unforeseen application of this work 
was. discovered and an example using this application is given. 
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II. REVIEW OF LITERATURE 
In one problem considered in this thesis, the theory is based pri­
marily on work done by Hartley (9). In this paper he uses a rather well 
known technique for estimating parameters of post-strata. In post-
stratification after a sample is drawn, using some basic sample de­
sign, the elements in the sample are then classified into one of 
several post-strata or domains. The problem of interest is to esti­
mate the properties of these domains. Hartley assigns to each 
element in the sample a value defined by 
f y .  if the i^2 element is in the domain 
j7i = I  
otherwise 
If the value 1 is assigned to the y^, then the variable ^y^ becomes a 
count of the number of elements in the domain. Using this technique, 
Hartley derives estimators and variance formulae and estimates of 
these variances for each of three basic types of sampling; simple ran­
dom sampling, stratified sampling, and two stage sampling with 
probability proportional to size in the first stage and a fixed take in the 
second stage. He works out the estimators for domain totals, domain 
means adjusted for concomitant variables, and unbiased ratio esti­
mators for domain means. These formulae will not be stated here but 
will be stated in the text of the thesis as they are needed. 
Another problem considered in this thesis is that of sampling from 
a population until the sample includes a preassigned fixed number of 
elements with a given attribute. This problem is also considered from 
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the standpoint of sampling until each of more than one kind of element 
occurs a fixed number of times. The earliest reference known to the 
author on a problem of this type is by Haldane (8) in which he suggests 
the problem from the standpoint of sampling from an infinite popula­
tion until a fixed number of '"rare" elements are in the sample. At 
this time he suggests as an estimator of the population proportion P: 
where m is the fixed number of rare elements in the sample and n 
is the variable sample size. He also states that the very approximate 
estimator of the variance of P is 
In further discussion of this problem, Tweedie ( 16) discusses the 
semi-invariant generating function of the binomial case and states 
that the semi-invariant generating function of n in the inverse 
binomial sampling case is 
where R is the fixed number of elements with the desired attribute 
and ir is the probability such an element is drawn on any trial. 
Haldane (7) follows his note in Nature by a mathematical deriva­
tion of the estimators he suggests earlier. He finds the variance of 
the above estimator of P to be 
(2)  
R ( 3 )  
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and derive s the following approximate estimator of this variance: 
, ,  g m ( n - m )  _  ( 5 )  
n 
A more general version of this problem was considered by Girshick, 
et al. (6). They approached the problem from the standpoint of path 
count statistics. They state and prove some fundamental theorems 
concerning the problem and show that Haldane1 s results are special 
cases of these general theorems. 
David and Olkin (4) have extended the work of Girschick, et al. from 
the standpoint of sequential sampling inspection on parts to determine 
whether to accept or reject a lot. 
Sandelius (14) considered the problem of inverse hyper geometric 
sampling which is the same as Haldane's inverse binomial sampling 
except that the population is considered finite and sampling is without 
replacement. Sandelius. shows that the same estimator 
is an unbiased estimator of P and he derives a variance formula for 
this estimator which is : 
/•p\ _ M(M-1)(N-M) f, 21 (N-M-l) 
\ ' N(N-l)(N-2)m V (m+')(N-3) 
+ 
3l(N-M-l)(N-M-2) 
(m+,)(m+2)(N-3)(N-4) 
and its unbiased estimator as 
M(N-M) ^ (?) 
N2(N-1) ' 
s a ( - ,  =  N ^ t l .  ( 8 ,  
Finney (5) works out an unbiased, estimator of Haldane1 s variance 
formula. He shows that 
*• 
2 _ P(1 - P) 
S 
" n - 2 
• %i4'p (9, 
is an unbiased estimate of Haldane1 s <r2. He then states that Haldane1 s 
estimator is slightly biased. 
McCarthy (13) looked at the general problem of sampling from a 
multinomial population until a sample containing preassigned numbers 
of a sub-set of the classes of elements occurs. He was primarily 
interested in deriving the factorial generating functions of these dis­
tributions and developing an approximate computational procedure for 
the estimates of the sample sizes. He exhibits curves which aid in 
these approximations. 
None of these papers exhibit proofs that the density functions sum 
to unity. This seems to the author to be a natural approach to these 
problems. As is demonstrated in this thesis, this proof in many cases 
leads directly to the desired estimators and their variance with little 
further algebraic manipulation. Furthermore, none of the works con­
sider the distribution of n and its variance except the paper by 
McCarthy. He only discusses one or two special cases which are easily 
derived from his factorial generating function approach. 
Another problem considered here is that of establishing bounds 
for the bias of the estimator of the proportions in a. given class when 
the only data available are the classifications given by each of two 
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interviewers. The only known work on this problem was done by Hart­
ley (10) in which he assumed the probability that one interviewer mis-
classify an item as B when it is in fact A is the same as the probability 
that the other interviewer makes the same type of error. He also 
assumed that the reverse type of error was equally probable for the 
two interviewers. 
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HI. ESTIMATION OF SAMPLE SIZE 
As described in the introduction, each of the ten counties was strati­
fied into three cooperation groups and a single primary from each of 
these cooperation groups was. drawn with equal probability. The follow­
ing notation will be used in this chapter: 
N^ = Number of primaries in the i^ stratum 
M. = Number of eligible farms in the selected primary in the i^1 
stratum 
M. = The estimator of M. i l 
m. = Number of farms in the selected primary in the i**1 stratum 
which come into the final sample 
th y. = Sample total in the i primary 
N. = Number of names on the list of possible eligible s in the 
primary drawn in the ith stratum 
n. = Number of families visited in the i^1 primary on the first 
phase of the sampling 
n^ = Number of the n^ who were eligible 
M^ = Expected value of m. 
P^ = Proportion of listed farm families in the i^1 primary who 
were eligible 
Q. = X - Pj 
C = Number to be interviewed in the county. (55 or 35) 
Within th.e three selected primaries within a county, we sample the 
names on the list of possible eligible s until the total eligible s interviewed 
is equal to our preassigned fixed number, 55 or 35, in the treatment 
and control counties respectively. We will call this constant C. In order 
to reach this number, we do the sampling in two phases. The purpose 
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of the first phase, aside from getting some interviews, is to get an esti 
mate of the IvL, the population of eligible in the i^ primary. In order 
to estimate M^, we must get an estimate of the accuracy of our lists 
of names. Once we have the estimate of M.,, we can then determine 
the. sample sizes necessary in the three primaries. 
In order to estimate we first get an estimate of P^, the propor­
tion of the names on our list who are eligible. To do this, we set up 
the primary sample sizes in the first phase, n^, so that 
Ni 
ni ~ ~N C (1) 
where N = 2N^; Sn^ = C. It will be noted that n^ is not variable but 
a fixed quantity determined by the 1NL, which were constants. 
Now of these n^ families, chosen at random from the N^ names, let 
us say that n=v of them were eligible. This then gives us. an unbiased 
estimate of P., the proportion of the names on the list who are eligible. 
It is 
p! = it • <2> 
l 
That it is unbiased can be shown as follows 
A En* Pn. 
E<pi> = —1 = —1 = p • <3> 
l l 
From this we get immediately an estimate of IvL 
M = P.N. (4) 
or M. = •— N. i n^ i 
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nS N 
(5) 
and 
E(M.) = % Enf = 
= PN. 
= M. . (6) 
With these estimates of M., we can now assign the final sample, size 
to the primaries as 
M 
M. = -fr- C (7) 
1 M 
A. 
where M = 2 M. . 
This final sample size is realized by randomizing the order of the 
names on the list which were not included in the first phase and inter­
viewing in this order until the sample size ML is attained. Those IvL 
who were eligible in the first phase are used and the second phase 
merely augments this list. 
It can be shown as follows that rru — n^ , that is, that we have not 
already interviewed too many eligibles in any one primary: 
M. ~N C 
m. = ci C = C 
1 M 5 2 n* 
nS • (8) 
2 n=| 1 
Now the maximum value 2nx can have is C, and only this if all of the 
original C chosen wer e eligible so 
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2 n* i 
- 1 (9) 
> 
and m. — nx . î î 
From this sampling scheme we will derive an estimator for the 
primary total and hence an estimator for the county total. Since we 
drew a single primary within each stratum, we cannot estimate the 
between primary component of the variance. One method of getting 
around this problem is to ignore the stratification and assume our 
three primaries are a random sample from the county. This would 
tend to give us an overestimate of the variance. Other methods of 
investigating the variance are discussed in later chapter s. 
The primary total of the i^ primary is estimated by 
M, 
m. yi 110) 1 
where y^ is the sample total of the i^ primary. An estimate of the i^1 
stratum total is 
M. 
T. = N* —1 y. (11) i i mu 'i 
The estimator of Y^, given in Equation 11, has the technical bias 
of the ratio estimator but this is not considered serious in this case. 
The estima ted size of the entire stratum is 
N* M . (12) 1 1 
From the above two estimates we can also immediately write down 
the estimators of the county total of the y variate and the number of 
elements in the population in the county. They are 
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M. 
? = IE.?! (1^) 
and 
**" *«*• 
N = S N7M. = S N* —- m. . (14) 
. i l  ^ i  m u  î  x  ' 
From Equations 13 and 14 we can write the estimator of the overall 
county mean of the y variate as 
* 2N. —- y l rru ' i 
y = K (15) 
*  
M
-
s Nf zr % 
M. 
and since — is a constant over all primaries it can be 
m. l 
factored out and cancelled leaving 
2 my. 2 N*m.y. 
—  V I  1  V I  i - ,  z x  
y 
" 2 Ntrm. 2NStn.' ' * * il il 
This is. the ratio of two variables which again has the slight technical 
bias of the ratio estimator. This bias term is 
( 2N*m.y. \ 
\ 2 Nïm. ' 2 ^ mi) Gov V z, jLNim  • 11/ 
(17) 
E(2N*m.) ii 
There is no reason to believe that the ratio is highly correlated with its 
denominator. 
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A. Variance of m. l 
Since the sample size in any one primary is a variable, it is of inter­
est to estimate the variance of this sample size. Also the covariance 
of the sizes of the samples in two primaries of the same county will be 
computed. This will be done conditionally, that is, we shall assume 
that the primaries are given. One reason such a variance is of interest 
is to determine the desirability of this type of two phase sampling as 
opposed to taking the m_ fixed and equal to C N^,/N. This latter sugges­
tion obviously does not take into account any differences in the accuracy 
of the name lists. 
First, let us look at the expected value of mu, where iru is defined as 
A 
M. 
m. = -%— C. (18) 
1 M 
«S 
«S M. - M. A , r 
Let ô M. = —i-; 1 and 5 M = —^— î M 
so 
M. M. + M. - M. M. /1 + ô M. 
=  î i i  _  i _  /  _ j  
M M + M - M M V 1 + ô M 
«S «S «S A O 
= "2J-(1 + M.)(l - ô M+ (Ô M)2(Ô Mr + . . • ) 
= •— (1 + ô M - ô M + (ô M)2 - (ô M ).(« M) + 0(5)3 ). (19) 
From their definitions we can see that .2 
E (ô M.) = 0, E(ô M) = 0 E (6 M)2 = 
and . E £( ô M)( 5M.) 1 
°MM. 
(20) MM. 
1 
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M. or. or. 
so E(m.j) — C ( 1 + M 
M2 
MM. 
MM. 
= M. (21) 
Turning now to the variance of ixu we get 
Var(m^) 
= E ' ™ i \
2  L  A )  
M /  -  [ E  [ u  J  
(22) 
Now 
M.\ 2 
M 
Mi 
M 
1 + (ÔM.)2 + 3(ÔM)2+ 2ÔM. - 2ÔM- 4ÔM.6M + 0(ô) i i i i 
and 
so 
and 
E (§) Mf , ... i L + 2 M tr A - 2 M M ~mr. M 
M^\2 
M / 
cri 
M' i, 
-
MM Î1(i + ^jL+3IM . 4 
M2 \ M2 M2 i 
M? tri 
Mi + 1 „ 
2trM.M 
Mi M
2 M.M 
(23) 
(24) 
(25) 
(26) 
Now we evaluate these variance terms. 
/m.i 
<H?) 
but n. is a fixed quantity and m./n. is an unbiased estimate of P so 1 i 1 i 
o-i = N; 
M 1 
(27) 
<r2 = N? Var P. . 
M 1 1 
(28) 
Now P^ is estimated from a simple random sample of n. elements 
from the N. in that primary so from simple random sampling theory we 
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get the following as the variance of 
„  / N i - M  P A  
i ~  [ N . -  I J  n. ' Var P. =  
We shall, however, make the finite population correction 
N.-n. n. 
— = 1 - -rp- since in this form it is constant over all primarie 
i i 
We shall let 
We get then that 
KN 2 P Q 
Var M = —— i n. i 
and assuming uncorrelated with Mj for all i and j we get 
KN? P.O. 
Var M = S 1 1 1 
i ni 
Turning now to <r A * , we use the identity 
M.M 
Gov (uv) = Y jVar (u + v) - Var u - Var vj 
to get 
°*M.M 
i 
= ijVar (2M. + S M.) - Var M. - Var ( S M.)î 
2 t- " 1 i^j J 1 all j J J 
= I 4 Var M + S Var M. - Var M. - S M.I 
2 L 1 i^j J 1 all j JJ 
Var M. . i 
So finally 
C%KM? jN^P.Q. . NfP.Q. 2-N?P.Q., 
Var m. = 1  — - i -  S -i-lJ. - —2UL11 
1 M2 [Mi ni M2 j nj i i 
and using the identities 
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and. 
the formula becomes 
M. i 
N. 
n. N P. i i 
n. N i 
Var m. = 
C K*n?P. i' i 
(=n.Pj)* 
Qi 
n.P. i i 
? VA 
(fnjpj,z 
Q. 
S n.P. 
j J J 
(36) 
Replacing theP- and. Q- by their estimates we get an estimator for the 
variance formula. 
Let us look at an example drawn from benchmark data. In Cherokee 
County we have the following quantities: 
c = 55 
K = .675 
n. = 16 i 
n2 :  = 22 
n3 : = 17 #S iS 
P1 = = .5 = = .5 
«S fS 
P2 = = .  636 Q2 " = .  364 
«S 
P3 = = .412 Q3 = = .588 
so 
Var m. = 
i 
/(3025)(. 675)(256)(. 25) 
\ (8 + 14 + 7)2 
130680 
')( 5 , 4 + 5. 10 + 4. 12 8 + 2 (29)' " é") 
841 
= 155. 4 (.0437) 
= 6. 79. 
(. 0625 + . 0157 - . 0345) 
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B. Co variance of m. and. m. i J 
We also need the term cov (iru, in.). Using the delta notation again 
the following can be easily shown 
r A A \ 
M.M. \ M.M. j  J j :   i J 
I M2 / M2 
but 
M.\ / M. 
E U 
M/ \ M , 
M.M. i J (I + 2tr i M M 2 M2 
MJvL 
M2 
/o-2. 
M 
\ M2 
<r2 
M. i 
M.M 
2 2 ' 
<rA 
M. M. i . J 
M.M M.M i J V 
^ - 2<ri 2a-5. 3tri 
Â ^ ' (37> 
tr A A =0 
M.M. i J 
and ( . \ I \ ( I 
-r, "" 
S O  /  _ 2  _ 2  2  U A 
cov (rn., mj) = C2 | —^ 
M  \  1  1  J  J  k p l . J  K .  
(39) 
Employing the identities as before this reduces to 
C^n.n.P.P. / \ 
cov (m m ) = J V P\PkQk' (Qi + Qi) SnkPk * (4°) 
1 J (2 nkPk) ^k K k k 1 J k k ky 
Using the figures of Cherokee County as before we get 
cov (m.,m2) = (ËËlîiiZ^lÊEli) (13. 22 - (. 864)(29) ) 
(29r 
= -mfn- (-11-84' 
= .323(-lI. 84) 
= -3.82 . 
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Similarly we can work out the other variances and covariances. They 
are: 
var m^ = 7. 90 
var m^ = 7.03 
cov m^m^ = -2. 96 
cov m^m^ = -4. 07 
Since m^ +• m^ •+ m^ = C, the variance of m^ + should be zero. 
Var (m^ + m^ + m^) = Var + Var m^ + Var m^ + 2 cov (m^,m-
+ 2 cov (m^, m^) + 2 cov (m^,m^) 
and summing up as indicated we do, in fact, get zero. 
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IV. COMPARISON OF BENCHMARK COUNTIES 
Since the treatment and control counties, in each county pair were 
selected so as to be as nearly alike as possible, it is desirable, following 
the benchmark survey to compare these using benchmark data. The 
major difficulty in such an analysis is that we have no exact method of 
estimating variance from the stated design. This is because we have 
used two-stage stratified sampling with a single primary drawn in each 
stratum. The formula for the variance of the estimated population total 
given by Hartley and Williams (11) is 
Var <5> = 5 f stH T- O 
N 
2 Y 
where Y* = 1 . (2) 
N 
In stratified sampling, formula 1 need be modified only slightly by adding 
h subscripts and summing over the strata to get the variance formula 
for the estimated total. Hartley and Williams also give as an estimator 
of the above variance formula: 
var (?) = | 5 (1 . s» + î£ (1 - S) X< (M^,7 ' . (3) 
In the above formulae the notation is as follows: 
N = no. of primaries in the population 
n = no. of primaries in the sample 
M^ = no. of secondaries in the t^1 primary 
m.£ = no. of secondaries in the sample drawn from the t**1 primary 
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Y t primary total of an attribute in the t^
1 primary 
sample mean of an attribute in the t^1 primary 
Y 
sum over the n sampled primaries . 
The only deviation of the benchmark sampling scheme from the one 
for which these formulae apply is that the are variable in the bench­
mark case. Their variance is shown in the preceding chapter to be 
quite small so very little error is made if they are assumed fixed. 
The real difficulty appears when we attempt to calculate the second 
term of the variance estimator. In-order for this term to be deter­
minate , there must be more than one primary per stratum, which is not 
the case here. Nor is this term negligible, since, in fact, it estimates 
all of the second term of the variance formula and much of the first. 
Because of this, other methods of getting the variance estimate must 
be employed. One method of averting this difficulty is to artificially 
divide the primary drawn into two primaries and analyze the results. 
A second method is to. ignore stratification and analyze the results as 
if there were three primaries drawn from the same county at random. 
The usual method of dealing with this situation is to collapse strata, 
that is, to combine two or more strata into a single stratum and com­
pute the between primary within stratum component of variance from 
the strata thus formed. In the present situation, this is not feasible 
since there are only three strata in the population. In this case we are 
considering the county as the universe. The suggestion of ignoring 
stratification serves the same purpose as collapsing strata. 
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Illustrations of estimating the variance by each of the two suggested 
methods, follow. In Cherokee County, if farm size is the attribute we 
wish to measure, and we divide each primary into two primaries on the 
basis of age of operator we have the following data: 
Community 1 Community 2 Community 3 
N 10 10 10 
n 2 2 2 
Mi 16 11 14 
M2 14 11 5 
ml 12 8 11 
m2 11 9 4 
4 7410 1688 2771 
S2 3628 6391 7867 
220. 8 157. 0 176. 
y z ^ 227. 3 317. 6 230. 
var(Y i) 499,000 8, 471, 000 281,600 
adding these three variance components we will get the variance of the 
estimate of the county total. It is 
var (Y) = 9,251,000 . 
We estimate N to be 355 so 
* 
var Y = 73. 4 
apart from the technical bias of the ratio estimator. 
Now using the second suggested method of computing the variance of 
a county total, we have the following figures, this time ignoring strati­
fication: 
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N : = 15 
n : = 3 
M1 = = 30 
M2 = = 22 
M3 : = 19 
ml : = 23 
m2 : = 17 
m^ : = 15 
•Ï • = 5365 *1 : = 223.9 
4 = = 10,939 
^2 : = 241.6 
s| = = 4264 
^3 : = 190.8 
Y = 17,750,000 
Y = 141. 
It is seen that the two estimates of Var Y are sufficiently close as 
to not be significantly different. 
That the variance estimate by the second method of computation was 
larger than that by the first method is to be expected. The first method 
does not contain any component for the between strata variance since 
the between primary component is computed from within stratum 
primaries. The second method, on the other hand, ignores stratifica­
tion so the between primary component also includes a between strata 
component of variance. 
As. stated earlier, the strata were made with the help of the extension 
director who gave those communities in which he would expect good 
cooperation, those in which he would expect fair cooperation, and those 
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in which he would expect poor cooperation. At this writing, the farm and 
home development has been in operation for two and one-half years. 
During this period of time the families in the benchmark Survey have had 
an opportunity to cooperate with the extension service in this program. 
At the end of the second year, each extension worker involved in farm 
and home development was asked what was the actual degree of coopera­
tion of each individual family with the program. Table 2 gives the 
stratum into which these families were placed at the beginning of the 
program and the cooperation class into which they now fall. 
Table 2. Degree of participation by stratum 
Number of families whose participation has been 
County Stratum Very good Good Not very good Total 
Cherokee Good 4 2 11 17 
Fair 10 5 8 23 
Poor 5 2 8 15 
Chickasaw Good 3 7 5 15 
Fair 8 4 6 18 
Poor 4 14 4 22 
Clinton Good 2 11 12 25 
Fair 2 6 4 12 
Poor 2 7 8 17 
Hamilton Good 6 8 6 20 
Fair 5 5 8 17 
Poor 3 4 10 17 
Marion Good (1) 3 5 5 13 
Good (2) 8 6 5 19 
Fair 4 4 4 12 
Poor 2 2 5 9 
Total 71 92 108 271 
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The Chi-square test for independence fails to indicate even the slight­
est relationship between the cooperation group (stratum) into which 
they originally fell and the cooperation the families gave with the farm 
and home development program. This is a surprising result, indeed! 
It does, however, cause one to believe that the analysis where stratifi­
cation is ignored is quite valid unless, indeed, the stratification into 
cooperation groups, although clearly not related to degree of coopera­
tion actually encountered, is related to another characteristic under 
study. 
In examination of possible causes for this result the following ex­
planation come s to mind. If in the judging of the farm family's partici­
pation in the farm and home development program, the extension person 
has in fact adopted a stricter standard for classification into very good, 
good, and not very good with those farmers he originally placed in a good 
stratum, and likewise a laxer standard with those in the poor stratum, 
this would explain the results of Table 2. However, for all counties 
except Clinton, the subsequent classification was done by personnel to 
whom the original grading was unknown. It will be observed that as far 
as the good stratum is concerned, the grading of the families was lowest 
in Clinton. This lends some credence to the above explanation. 
A third method of analysis is one where we get an interaction mean 
square in a two way analysis by treatment vs. control counties and 
cooperation groups. If there is no true interaction between these two, 
this interaction is an estimate of the basic <r2. Since we have seen that 
the classification into cooperation groups has not resulted in a signifi­
cant difference with respect to cooperation, it is very likely that no 
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interaction exists. The method of computation of the estimate of the basic 
<r2 follows. 
Let n^i = number in stratum i of treatment county 
n^ = number in stratum i of control county 
y^2 = attribute mean of stratum i of treatment county 
y^2 = attribute mean of stratum i of control county 
di = nx - nz 
Now 
If we let 
then 
w. 
nil ni2 
1 nil + ni2 
d. is distributed with variance cr2 ( —— + —— ) 
1 nil ni2 
o-2 
Wi ' 
2widi 
2w. i 
(4) 
(5) 
(2 w.d.)2 
S w.(d. - d)a = 2 wAI - (6) 
1 
and 2 
2 w2 (— ) 
.2 1 X W. '  [7 rr 1 W* S w.(d. -d)=j = S w. (7) 
1 1 
since E(d^) = 0. This gives 
E [2 w.(d. - d)2J = K <r2 - <r2 = tr2 (K - 1) (8) 
where K is the number of cooperation groups (strata). We have finally 
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E 
S w.(d. - d)< i i • 
K - 1 
.2 
= <r2 . (9) 
Using this method, a basic c was estimated for each of twenty bench­
mark criteria. Also a between farms within communities mean square 
can be calculated for each community where it is shown that there is 
homogeneity of variance. These mean squares can be pooled within 
each county pair by the formula 
S(n. - 1) s? 
<  *  S f c , - ! ) "  *  < 1 0 >  
In Tables 3-7 are listed the estimates for five chosen criteria. 
In Table 5 , the social participation score is computed by assigning 
a value to their participation in each organization to which they belong 
depending upon whether they attend regularly, are a committee member, 
or are an officer. The scores for the husband and wife are added together 
for all organizations to which one or both belong. 
In Table 6,their participation in extension activities is measured. 
They are given a score depending upon how often they visit the extension 
office, have an extension person visit their farm, and attendance at 
extension meetings. 
In Table 7, each farmer is given a score for his use of each of 
several modern farm practices, such as feeding feeds which contain 
Stilbestrol. The scores for all practices are added to give each farmer 
a practice adoption score. 
A detailed explanation of all scores and codes are given by Bryson 
(2). 
Table 3. Net farm income 
Treatment Coop­ Estimate County pair 
or eration of Cherokee Chickasaw Clinton Hamilton Marion 
control group Ida Howard Jackson Webster Lucas 
Treatment good mean 3, 170 3,410 3, 310 4, 340 2,730 
S2 70,600 63, 900 53, 700 151,000 35,500 
Control good mean 3, 980 2, 160 1,740 2, 320 2, 640 
S2 68,100 28,400 44,100 13,500 13, 900 
Treatment fair mean 1, 660 1,980 5,130 3, 950 2, 900 
S2 65, 700 50,700 108,300 67,900 23,600 
Control fair mean 4,970 2,260 3, 370 1, 010 1,940 
S2 124,800 51,400 43, 300 7, 300 7, 300 
Treatment poor mean 2,440 1,900 2,450 3,460 1, 960 
S2 64,000 35,900 45,500 70,000 14,100 
Control poor mean 1,570 2, 010 3, 290 2,490 3, 140 
S2 156,300 35, 300 128,200 42, 600 18,600 
Overall basic <r2 263,300 36, 200 136, 300 50, 300 67,500 
Table 4. Grades of education of operator 
Treatment 
or 
control 
Cooperation 
group 
Estimate County pair 
of Cherokee Chickasaw Clinton Hamilton Marion 
Ida Howard Jackson Webster Lucas 
Treatment 
Control 
good 
good 
mean 
S2 
mean 
S2 
12. 06 
1. 184 
11. 44 
2. 278 
10. 20 
3. 886 
7. 83 
0. 967 
11.04 
2.540 
9.45 
3.473 
11. 80 
3. 537 
11. 74 
1. 205 
II. 15 
3. 808 
11. 50 
5. 364 
Treatment 
Control 
fair 
fair 
mean 
S2 
mean 
S2 
10. 74 
3. 656 
11.50 
1.500 
10. 22 
4. 183 
10. 12 
5.983 
11. 50 
1. 000 
11. 64 
2. 093 
11. 82 
3. 029 
11. 88 
1. 839 
10.47 
3. 374 
10.29 
6. 238 
Treatment 
Control 
poor 
poor 
mean 
S2 
mean 
S2 
10. 67 
3. 810 
9.72 
3.977 
9.43 
3. 757 
9. 08 
2. 811 
10.53 
3. 118 
11. 10 
2. 767 
11. 88 
0. 360 
10. 14 
3. 476 
II. 25 
2. 386 
10. 97 
2. 951 
Overall basic <r 4. 58 7. 950 10. 45 5. 573 1.07 
Table 5. Social participation score 
Treatraent Cooperation 
of 
control 
group 
Estimate County pair 
of Cherokee Chickasaw Clinton Hamilton Marion 
Ida Howard Jackson Webster Lucas 
Treatment 
Control 
good 
good 
mean 
S2 
mean 
S2 
25. 65 
144. 1 
31. 33 
280. 0 
29. 33 
196. 7 
25. 17 
302. 6 
22. 72 
150. 9 
22. 91 
40. 1 
29.45 
152.4 
22.79 
152. 7 
19.  08 
75. 9 
26. 25 
52. 2 
Treatment 
Control 
fair 
fair 
mean 
S2 
mean 
S2 
24. 61 
112. 6 
27. 00 
206. 8 
18. 39 
51. 1 
24. 06 
93. 0 
25. 67 
217. 0 
29. 36 
311.9 
26. 35 
226. 6 
34. 75 
444. 2 
19. 63 
44. 1 
21. 72 
206. 9 
Treatment 
Control 
poor 
poor 
mean 
S2 
mean 
S2 
19.40 
104. 3 
17. 06 
76. 53 
12. 95 
42. 8 
23. 08 
36. 5 
24. 24 
149. 8 
23.40 
199. 6 
24. 12 
105. 0 
23. 29 
134. 6 
18. 00 
102. 9 
22. 14 
214. 9 
Overall basic <r' 113. 4 208. 6 36. 5 396. 2 37.4 
Table 6. Use of Extension Service score 
Treatment Cooperation Estimate County pair 
or group of Cherokee Chickasaw Clinton Hamilton Marion 
control Ida Howard Jackson Webster Lucas 
Treatment good mean 1. 824 2. 533 2. 240 3. 250 1. 923 
S2 3. 904 4. 981 3. 190 4.934 2. 910 
Control good mean 2. 556 4. 000 2. 182 1.842 2. 750 
S2 6. 528 5. 200 3. 364 2.918 4. 750 
Treatment fair mean 1. 826 3, 000 2. 750 2. 647 2.263 
s2 2. 787 4. 941 4. 568 3. 868 3. 871 
Control fair mean 2. 000 2. 688 2. 857 2.500 2. 286 
S2 1. 600 3. 029 3. 978 3.714 7. 238 
Treatment poor mean 2. 933 1. 545 1. 118 1.765 2. 000 
S2 4. 924 2. 831 2. 485 1.816 3.818 
Control poor mean 2. 333* 1. 750 1. 100 1.857 2. 643 
S2 5. 176 3„ 477 1. 878 3. 810 3. 786 
Overall basic cr2 3. 120 4. 519 0. 050 4. 829 0. 974 
Table 7. Practice adoption score 
Treatment Cooperation Estimate County pair " 
or group of Cherokee Chickasaw Clinton Hamilton Marion 
control Ida Howard Jackson Webster Lucas 
Treatment good mean 29.94 30. 67 28. 28 29. 00 27. 39 
S2 46.43 76.24 61. 04 28. 11 25.42 
Control good mean 29. 33 25. 17 26. 18 26. 84 29. 75 
S2 42.00 41. 37 58.96 29. 92 42. 93 
Treatment fair mean 30. 13 26. 17 24. 58 30. 57 29.79 
S2 30. 57 37. 56 43. 72 24. 38 33.40 
Control fair mean 28. 00 26. 88 27. 64 19. 38 26.71 
S2 68.40 42. 12 74. 40 17. 12 81.90 
Treatment poor mean 27.00 31.18 26.82 29. 53 24.75 
S2 31. 00 63. 68 45. 90 20. 39 41. 84 
Control poor mean 25.78 26. 25 26. 10 24. 86 30. 50 
S2 58. 42 54.93 29. 66 47.48 61. 19 
Overall basic <r2 3. 05 85. 35 48. 71 143. 96 11.18 
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If this problem is considered from the standpoint of analysis, of 
variance it becomes clearer that there are certain difficulties in this 
design. The analysis of variance from the original design is: 
Table 8. Analysis, of variance of original design 
Source of variation Degrees of 
freedom 
Control vs. treatment 1 
Between community groups 2 
Interaction 2 
Within good - treatment nll 
fair - treatment n21 - 1 
poor - treatment n3I - 1 
good - control n12 
fair - control n22 - 1 
poor - control n32 - 1 
Each one of the six within community sources of variation has an 
expected mean square of cr? . It may be assumed that the six estimates 
are all estimates of the same variance. The homogeneity of these 
variances can be tested by Bartlett's Test given by Kempthorne (12) 
and others. One drawback of this test is that it is not only sensitive 
to heterogeneity of variance but also to non-normality. There are some 
cases met in the benchmark data where the test does indicate hetero-
geniety of variance. In these cases, this is another difficulty one meets 
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in an. attempted analysis. 
It can be seen from the given analysis, of variance that there is no 
term for between communities, within counties. This variation exists 
as a term in the expected mean squares of the three top sources of 
variation. It is apparent from the table that this variance cannot be 
estimated. 
This analysis assumes, an infinite population of some kind. The 
defining of the super -population from which this sample was drawn is 
again a rather difficult thing to do. One can assume that the population 
is all of the farm families in Iowa who would be eligible. This defini­
tion of the population is unsatisfactory in that the county pairs were not 
drawn at random but rather purposively because they met certain 
criteria. 
The model assumed in this analysis of variance is 
yijkl = M- + Ci + Gij + Pjj + Pijk + eijkl (11) 
where y„^ = yield 
|i = overall mean present in all elements 
Cj. = an effect due to the county 
G„ = an effect due to the cooperation group within a county 
= the group-county interaction 
P . =  a n  e f f e c t  d u e  t o  t h e  p r i m a r y  i n  w h i c h  t h e  e l e m e n t  f a l l s  
ljk 
e„^ = an error of the individual element. 
Within any county pair all of these effects can be estimated except 
that effect due to the primary. 
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Now if one employs the preliminary test of significance of the effect 
due to the cooperation groups and decides beforehand a course of 
action to take for each possible outcome of this preliminary test, then 
he would probably ignore these cooperation groupings if they turned out 
to be not significant. Judging by the Chi square tests used on Table 4, 
it appears that this assumption is founded and one can proceed then on 
the basis of complete random sampling of primaries from the counties. 
The model for this case would be 
?ijk = f+ ci+ py+ eijk (12) 
where the symbols have the same meaning as they did in the previous 
model. 
The analysis of variance in this case would be 
Table 9. Analysis of variance assuming 
random primaries 
Source of variation Degrees of freedom 
Between counties 1 
Between communities/control 2 
Betwe en c ommunitie s / tr eatment 2 
Between farms within Pj treatment nll " I 
P^ treatment 
n12 ' 1 
Pg treatment nI2 * 1 
Pj control n21 " 1 
control n22 " 1 
Pg control n23 " 1 
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All of these components can now be estimated. 
Let us analyze the data outlined in Tables 3-7 using the analysis of 
variance shown in Table 8. The method of computations, of the figures 
which are in. the following analyses, is given by Snedecor and Cox (15) 
under the heading of "the method of fitting constants. 11 In this method, 
a preliminary analysis is made ignoring the. fact that disproportionate 
sub-class numbers exist. Then a correction for di spr op or tionality is 
made for the corrected least squares analysis. In order to do the 
analysis, in addition to the data given in Tables 3-7, it is also necessary 
to record the cell frequencies for each county. These are given in 
Table 10. 
Table 10. Cell frequencies for 10 benchmark 
counties 
Cooperation group 
County good fair poor total 
Cherokee 17 23 15 55 
Ida 9 6 18 33 
Chichasaw 15 18 22 . 55 
Howard 6 16 12 34 
Clinton 25 12 17 54 
Jackson 11 14 10 35 
Hamilton 20 17 17 54 
Webster 19 8 7 34 
Marion 13 19 12 44 
Lucas 12 7 14 33 
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The fourth community in Marion. County and also in Lucas County was 
omitted from this analysis. 
Using education of the operator as a criterion and the data in Table 4, 
the following preliminary analysis of variance results. 
Table 11. Preliminary analysis of variance on 
education of operator 
County pair Source of variation Degrees of Sum of 
freedom squares 
Che rokee -Ida sub-class means 5 54. 05 
between counties I 7. 73 
between groups 2 41. 57 
within groups 82 246. 04 
Chickas aw-Howard sub-class means 5 38. 57 
between counties 1 6. 42 
between groups 2 13. 57 
within groups 82 326. 15 
Clinton-Jackson sub-class means 5 40. 96 
between counties 1 0. 34 
between groups 2 18. 10 
within groups 83 208. 69 
Hamilton- Webster sub-class means 5 18. 25 
between counties 1 3. 21 
between groups 2 3. 19 
within groups 82 176. 85 
Marion-Lucas sub-class means 5 12. 89 
between counties 1 0. 05 
between groups 2 10. 57 
within groups 71 267. 47 
Making the correction for di sp r op or tinality, the following table of the 
completed analysis of variance results (Table 12). 
The principal purpose of this analysis is to compare the two co untie s 
in each pair. The test which one makes is the F test using the between 
counties source of variation as the numerator with one degree of freedom 
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Table 12. Completed analysis of variance on 
education of operator 
County pair Source Degrees of Sum of Mean 
freedom squares square 
Cherokee-Ida between counties 1 3. 24 3. 24 
between groups 2 37. 08 18.54 
interaction 2 9. 16 4.58 
within groups 82 246. 04 3.00 
Chickasaw-Howard between counties 1 9. II 9.11 
between groups 2 16. 26 8. 13 
interaction 2 15. 90 7. 95 
within groups 82 326. 15 3.98 
Clinton-Jackson between counties 1 2. 08 2. 08 
between groups 2 19. 84 9. 92 
interaction 2 20. 90 10.45 
within groups 83 208. 69 2.51 
Hamilton-Webster between counties 1 3. 92 3.92 
between groups 2 3. 90 1.95 
interaction 2 11. 14 5.57 
within groups 82 176. 85 2. 16 
Mar ion-Luc a s between counties 1 0. 16 0. 16 
between groups 2 10. 68 5. 34 
interaction 2 2. 13 1. 07 
within groups 71 267. 47 3.77 
and the within groups mean square as the denominator. This test is 
not very sensitive since there is only one degree of freedom in the 
numerator. Also one can see from this analysis that the interaction 
mean square is in general a rather good estimate of the basic <r2. The 
F test using interaction against the within groups mean square fails to 
show significance in Table 12 except in the case of Clinton and Jackson 
counties. 
One may be sceptical about the extremely small F ratio which exists 
when testing the between counties source of variation in Marion and Lucas 
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county. To determine whether this is a significantly small ratio, the 
reciprocal of the F ratio can be calculated and this is also an F ratio 
"with 71 and I degrees of freedom. With a single degree of freedom in 
the denominator it requires an extremely large F value to be signifi­
cant and it is seen that the value one gets here, 23. 6, is not significant. 
The between groups source of variation is significant in Table 12 
only for the Cherokee-Ida county pair. This is somewhat surprising 
except for the fact that we have already seen that the original coopera­
tion groups were not different even in their degree of cooperation. The 
between groups source of variation is not of particular interest, how­
ever, since we would expect a difference here and are not interested in 
testing for such. 
The between counties source of variation is seen to be not significant 
in any county pair so it appears that from the standpoint of education, 
the counties were well paired. If a difference did occur, an estimate 
of the magnitude of this difference would be 
Sw.d. 
• (13) 
1 
The principal purpose of the preliminary analysis oi variance is to 
obtain the disproportionality correction factor for correcting the between 
groups sum of squares. Since we are not particularly interested in this 
source of variation, we shall omit this, preliminary analysis and also 
the between groups source in the remaining tables. The analyses of 
variance for the data given in Tables 3, 5, 6 and. 7 are given in Tables 
13-16. Three other criteria which are of particular interest are 
analyzed in Tables 17-19. 
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Table 13. Analysis of variance of net farm income 
County pair Source d. f. s. sq. m. sq. 
Cherokee-Ida counties 1 95,000 95, 000 
interaction 2 527,000 263, 000 
error 82 7, 297,000 89, 000 
Chickasaw-Howar d counties 1 2,200 2, 200 
interaction 2 72,000 36, 000 
error 83 3, 812,000 46, 000 
Clinton-Jackson counties I 160,000 160, 000 
interaction 2 273, 000 136, 000 
error 83 5, 497,000 66, 000 
Hamilton-Webster counties 1 814,000 814, 000 
interaction 2 101,000 50, 000 
error 82 5, 627,000 69, 000 
Marion- Lucas counties 1 2, 600 2, 600 
interaction 2 135,000 67, 000 
error 71 1, 444,000 20, 000 
Table 14. Analysis of variance of social participation score 
County pair Source d. f. s. sq-.:. m. sq, 
Cherokee-Ida counties 1 34. 9 34.9 
interaction 2 226. 9 113.4 
error 82 10, 818. 0 131. 9 
Chickasaw-Howar d counties 1 672. 0 672. 0 
interaction 2 417. 1 208. 6 
error 83 7, 830. 0 94. 3 
C linton- Jack s on counties I 19. 7 19. 7 
• interaction 2 73. 1 36.5 
error 83 14, 657. 0 176. 6 
Hamilton- W ebster counties 1 27.0 27. 0 
interaction 2 792.5 396. 2 
error 82 16, 055. 0 195.8 
Marion-Lucas counties 1 379. 1 379. 1 
interaction 2 74.8 37.4 
error 71 7, 446. 6 104. 9 
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Table 15. Analysis of variance of use of extension service 
County pair Source d. f. s. sq. m. sq. 
Cherokee-Ida counties 1 0. 003 0. 003 
interaction 2 6. 24 3. 12 
error 82 340. 93 4.16 
Chickasaw-Howard counties 1 1. 34 1. 34 
interaction 2 9. 04 4.52 
error 83 322. 86 3.89 
Clinton- J acks on counties 1 0. 001 0. 001 
interaction 2 0. 10 0. 05 
error 83 268.83 3.24 
Hamilton- Webster counties I 9. 82 9.82 
interaction 2 9. 66 4.83 
error 82 286. 07 3.49 
Marion-Lucas countie s 1 4. 99 4.99 
interaction 2 1. 95 0.97 
error 71 291.49 4.11 
Table 16. Analysis of variance of practice adoption score 
County pair Source d. f. s. sq. m. sq. 
Cherokee-Ida counties ' 1 29.86 29. 86 
interaction 2 6.10 3. 05 
error 82 3, 520.50 42. 93 
Chickasaw-Howard counties 1 151.93 151.93 
interaction 2 170. 70 85. 35 
error 83 4, 486. 00 54. 05 
Clinton-Jackson counties 1 0. 03 0. 03 
interaction 2 97,42 48. 71 
error 83 4, 504. 02 54. 27 
Hamilton-Webster counties 1 549.28 549.28 
interaction 2 287.92 143. 96 
error 82 2, 293. 05 27. 96 
Mar ion-Lucas counties 1 73. 24 73. 24 
interaction 2 223. 67 111.80 
error 71 2, 207.48 31. 09 
60 
Table 17. Analysis of variance of acres in place 
County pair Source d. f. s. sq. m. sq. 
Cherokee-Ida countie s 1 14,900 14, 900 
interaction 2 7, 100 3, 500 
error 82 734,900 8, 900 
Chi cka s aw- Ho war d counties 1 600 600 
interaction 2 50,700 25, 400 
error 83 428,800 5, 200 
Clinton- Jacks on counties 1 59, 700 59,700 
interaction 2 65, 100 32, 500 
error 83 629,500 7, 600 
Hamilton-Webster counties 1 11,400 11,400 
interaction 2 15,700 7, 800 
error 82 331,600 4, 000 
Marion-Lucas counties 1 14,300 14, 300 
interaction 2 12,500 6, 300 
error 71 2, 274,600 32, 000 
Table 18. Analysis of variance of net worth of farm family 
County pair Source d.f. s. sq. m. sq. 
Cherokee-Ida counties I 26,000 26, 000 
interaction 2 159,000 80,000 
error 80 2, 746, 000 34,000 
Chickasaw-Howar d counties 1 100,000 100,000 
interaction 2 3, 000 1,400 
error 83 2, 196,000 26,000 
Clinton-Jackson counties 1 3, 000 3, 000 
interaction 2 482,000 241,000 
error 82 3, 762, 000 46,000 
Hamilton-Webster counties I 49,000 48, 000 
interaction 2 8, 000 4, 000 
error 82 1,787,000 22,000 
Marion-Lucas counties 1 18,000 18,000 
interaction 2 7, 000 3,500 
error 71 816, 000 11,500 
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Table 19. Analysis of variance of value of all farm assets 
County pair Source d. f. s. sq. m. sq. 
Cherokee-Ida countie s 1 4 ,  000 4, 000 
interaction 2 366,000 183,000 
error 82 13,975,000 170,000 
Chickasaw-Howar d counties 1 57, 000 57,000 
interaction 2 371,000 185,000 
error 83 4,179,000 50,000 
C linton- Jack s on counties 1 209,000 209,000 
interaction 2 288,000 144,000 
error 83 10,435, 000 126, 000 
Hamilton-Webster counties 1 248,000 248, 000 
interaction 2 73, 000 37,000 
error 82 6,782, 000 83, 000 
Marion-Lucas counties 1 1, 300 1, 300 
interaction 2 70,000 38,000 
error 70 9, 183, 000 131,000 
In each of these analyses of variance the counties sum of squares 
is computed by the formula 
(2 w.d.)2 
counties sum of squares = —^ . (14) 
i 
The interaction is computed as shown earlier for the basic <r2 and the 
error sum of squares is the simple within primary between farm sum 
of squares of deviations from the primary mean. 
The only criteria on which any two of a county pair differ significant­
ly are: 
(1) Hamilton-Webster on practice adoption 
«S 
d : = 5.2 
(2) Hamilton-Webster on net income d = = 552010 
(3) Chickasaw-Howard on social participation 
A 
d : = -5.7 
(4) Chickasaw-Howard on net worth 
«N 
d = = $7000 . 
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In the Clinton-Jackson pair the acres in place seem to differ signifi­
cantly for the two counties, however the interaction is also significant 
so the test of county against error is not a valid test. 
The above analysis as well as the following suggested one is quite 
acceptable. The one which follows is somewhat easier to compute for a 
single test on a single county pair. 
The following analysis to determine the significance of differences 
between the two counties within a single pair can also be used. 
1. ignore cooperation groups (stratification) 
2. assume a simple random sample of primaries chosen 
from each county 
3. do not attempt to estimate county totals 
4. estimate a county mean by the formula 
y  =  •  < 1 5 >  
S M. 
t=I 1 
Formula 15 as well as its variance is due to Hartley and Williams 
(11). The approximate variance of this estimator of y is 
Yar (y) = * 
M2 
N „  N=„ SM^-Y) 2  
S (1 - T7 ) — (1 - Tvr) n t m^ M^z t n N' N 
(16)  
This formula can be estimated by 
1 ™t \ 2 . N2 n 
varM = zr™n—cr i ï . ' ,  s~  1 1  -  mt> st +  — 1 1  -  s>  
t 
rZt~ —\Z n- M^(y - y)' 
= -^-7 • UT. 
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The similarity of this formula and the estimator of the variance of Y 
given in Equation 2 will be noted. The quantity inside the brace s in 
Equation 17 is the same as the right hand side of Equation 2 except for 
the numerator of the last sum. Rather than subtracting from the 
estimated primary total, M^y^, a constant quantity y*, we subtract a 
variable quantity M^y , which is positively correlated with M^y^. This 
has the effect of reducing the magnitude of the estimate of the variance 
somewhat. 
Using the figures given in the example in the first part of this chap­
ter and the value 220. 3 for y, the estimate given in formula 17 gives 
var i = 126025 [5 (122'128)+ 30(545> 410)j 
16, 973,000 
126, 025 
= 134.7. 
We see, in comparison, that this estimate is slightly less than the esti­
mate given by formula 2. 
Using the above procedure one can produce an estimate of the county 
mean on a given attribute and an estimate of the variance of this mean. 
The variance of the difference between the two county means then is just 
the sum of the variances of the two means. From these data one can 
either make an ordinary "t" test on the significance of the difference or 
one can construct a confidence interval about the difference of the means. 
After the follow-up survey, the population of values to be studied 
will not be the attributes themselves but the differences between the 1956 
value of this attribute and the I960 value. This gives a single number 
for each farm family and it is these numbers which will be analyzed. 
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There is 110 sampling error present in a number of this type. The error 
of measurement, which can seldom be evaluated, is compounded in this 
difference value, so the tests one makes on such data will necessarily 
be less sensitive than if the test were made on data derived from a 
single measurement. 
It is suggested that no attempt be made to combine the five treat­
ment counties and the five control counties and thereby come up with a 
single overall analysis. There are two reasons for this suggestion. 
First, the five county pairs differ greatly in many respects so that it 
would be almost certain that the variances would not be homogeneous 
from county pair to county pair. Second, this would confound the effect 
of the intensity of the farm and home development program in a county 
with the county differences. In the follow up study, it is expected that 
data will be available as to the time and money spent on the program in 
each county. By analyzing the differences by county pair one can 
measure the differences attributable to the farm and home development 
program against the intensity of the program in that particular treat­
ment county. 
It is suggested that a combine d analysis of variance be done on the 
data to test the significance of the interaction of county pairs and treat­
ments. In certain cases, other tests based on the pooling of the 
information, from the five pairs may be possible. 
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V. COMPARISON OF GROUPS BY PROGRAM COOPERATION 
As was brought out in Chapter 4, after two years of work in farm and 
home development, we have a measure of the cooperation exhibited by 
each family in the treatment counties. It is of importance now to com­
pare these families according to their cooperation. The farmers have 
all been placed in one of three groups: very good cooperator s, good 
cooperators, or not very good cooperators. In addition to this they were 
originally placed in one of the three strata of the population. We have 
then nine cells in each county into which a family could fall. The cell 
frequencies are exhibited in Table 2 of Chapter 4. 
The population about which inferences can be drawn in a comparison 
of this sort is all eligible farmers in the county under study. The popula­
tion of all very good cooperators is that group of farm families who 
would cooperate very well with the extension staff as it now exists in that 
county if they were invited to participate in a farm and home development 
program. The good and not very good classes can also be defined similar­
ly. No attempt will be made, as well it should not, to combine the five 
treatment counties into a single population. If this were attempted, then 
the cooperation group into which a family fell would depend upon the 
county in which they reside, since the extension staff is different for 
each county and a family which cooperates very well with one extension 
worker may not have cooperated with another. 
This is on the order of post-stratifying a sample drawn from a strati­
fied population. We are interested in making three comparisons in each 
county, namely each of the post strata with each other post-stratum". Again 
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we are plagued by the fact that we have a single primary in each of the 
original strata, however, one can make the assumption that we have a 
simple random sample of elements within each stratum rather than a 
two-stage sample. As an alternative, one could again ignore original 
strata and assume a two-stage sample from each county with three 
primaries drawn in each. 
The notation which will be used for stratified sampling is as follows: 
j .Y = Estimate of the attribute total in the j**1 group (post-stratum) 
y = estimate of the attribute mean in the j**1 group J 
jUi 11 if the i 0 otherwise th .th unit is m the j group 
U = estimate of the size of the j**1 group J 
= size of the stratum h 
n^ = sample size in stratum h 
= mean of the i**1 group in the h**1 stratum 
_ % - V 
\ 
.n^ = sample size of the j^1 group in the h^ stratum 
a • 4 
iqh = 1 " jPh 
A 
j Sh - (jyhi " jyh} * 
The above notation as well as the following formulae are due to 
Hartley (9). The estimator for the group mean is 
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- ^ 
47 - (1) 
J ju 
r* #S 
where .Y and .U are calculated in the usual way. J J 3 
Hartley gives the following approximate estimator of the variance of 
the difference between two group means in stratified sampling: 
™ ( i ; + 4 -  +  
J h I {U2 jU2 i j 
, \ iph , "h A jV/h - F'2] M 
+ Tt uy . (2) 
i J J 
For the case of two-stage sampling the variance estimator is much 
simpler. It is 
•»» •*» 1 I • ^ 4^. *** «S 
var(.y - .y) = ^ ^2 j— (,yt - .y) - — (.yt - .y) J (3) 
where the notation is the same as in stratified sampling except that 
n = number of primaries in the sample 
^m^ = number of elements in the i**1 group of the t^ primary 
/m = number of elements in the i^1 group. 
However, this formula is worked out from the assumption that the 
primaries were sampled with probability proportional to size and within 
each sampled primary an equal number of secondaries was taken. This 
is so different from the case here that it is felt advisable to spell out 
the parallel formula for the case of equal probabilities in each stage 
writh an unequal number of secondaries taken in the sampled primaries. 
As a basic estimation formula for this case, we use formula 2 given 
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in Chapter 4: 
n  "  M t  „  m t ,  ( y « .  -  n ' 2  
s f i ' - n ; 1 , ; ,  T Ç T T -
' ? » - 5' I, <-1inrT— 
1 n -
where y' = — S y M, . 
n t=l t r 
Now the first term of this expression is negligible in relation to the 
second term so we shall use the approximation 
w r ô  -  | i  ( i -  § )  £  l\y! ;Y'' • (5) 
t=l 
iS 
We use the following scheme for deriving the estimated variance of ^y , 
the estimator of the mean of the j^1 group. 
y. if the i^1 unit belongs to this j**1 group 
Let iYi = i 
J I 0 otherwise 
' 1 if the unit belongs to the j^1 group 
and .u. J-
0 otherwise; 
applying the formula 
•*> <> _ 2 *** 
var (jy) = 'var(.y. - jy^) (6) 
also due to Hartley, we will get the formula for the estimated variance 
of /y as follows 
var^y) = (1 - ™) S jut (primary me an of ^ -
j " 
group mean of group x primary mean of ^u^) -
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1 n 
— S M.(primary mean of .y. - group mean of the j 
t=I T J 1 
group x primary mean of yu^) J 2 
- f n - 1 2 t=I a n N ^ 7 n-1 
- 11 m ( ilf .£H±) 
n t=i mt mt 
Mt ) 
( 7 )  
Now 
ju = Y(j"i> 
AT n .m. 
" n k Mt W 
M* M M and using the relation m. = , m or = 
" t M* mt m 
this becomes 
NM* n 
jU n™. t=x Jmt (9) 
NM* .m 
nm 
and 
- n2 N2 t1 " ^) n F _ i j _ I ^  
var(jy) = h ' jyim' " =• ' 
3 (10) 
We have 
and it can easily be shown that the second term in the brackets is zero so 
- SESr t= (fy^ j 2 • <12> 
Employing now the formula 
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var^y - ^y) = var 
^  < i n  -  I V V  -  ' z ^ i  -  z V i H  (13) 
we easily spell out the following formula: 
- 2% = ^ i
yt - iyimt 2yt " 2y2^t 
,m .m 
(14) 
Formula 14 is seen to be the same as that given by Hartley for the 
case of sampling with probability proportional to size except for the coef­
ficient of the summation. The quantities inside the bracket of the summa­
tion sign have the same definition, but they will not have the same values 
from the two sampling schemes. For example in the case of fixed take 
within the communities, S .m = m, a constant, but this is not true in 
j 3 
the equal probability scheme. 
If the assumptions are carried one step further, and both the stratifica­
tion and the primary sampling are ignored, then the case is as if there 
had been simple random sampling within each county. The formula given 
by Hartley for the estimate of the variance of the difference between two 
group sample means is just the stratified sampling estimator with a 
single stratum. It is 
var(lY - _,y) = (1 - g)(^- ) 
where n = sample size 
N = population size 
,n-l 
,n 
,n-l 
,n >n 
(15) 
.th 
,n = sample size of the j group. 
Computationally, this form is very simple. 
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Let us look at the computation of the estimate of the variance of the 
difference between two group sample means from the three standpoints; 
stratified sampling, two-stage equal probability sampling, and simple 
random sampling. 
We have the following figures from Cherokee County using farm 
size as the attribute. The notation is that for stratified sampling. 
%
 
N
 II 150 n2 5 
= 23 l*i . 235 1*1 = .765 
N1 = 110 nl = = 17 lP2 
= 
.435 lq2 
= .565 
N3 = 90 n2 = = 15 lP3 
= 
. 333 lq3 = . 667 
rS 
1U = 120 2Pl = . 118 2qI = . 882 
25 = 58 2P2 
= 
.217 2q2 = .783 
3* = 172 2P3 
= 
. 133 2q3 = . 867 
I* = 29,730 3Pl = . 647 3ql = . 353 
•S 
2Y = 14,390 3P2 
= 
. 348 3q2 = . 652 
3? = 33, 000 3P3 
= 
.534 3q3 = . 466 
* 
11 = 245. 8 
21 = 251. 1 lnl 
= 4 1SI = 4000 
3y = 192. 1 ln2 
= 10 122 = 35690 
1*1 = 340 ln3 
= 5 1S3 = 35267 
ly2 = 229 2nl 
= 2 2SI = 12980 
1*3 = 204 2n2 
= 5 2S2 = 35305 
2yl = 240 2n3 
= 2 2S3 = 12980 
2y 2 = 260 3nl 
= 11 3S1 = 105690 
2y3 = 240 3n2 
= 8 3S2 = 33393 
3yl = 206 3n3 
= 8 3S3 = 2400 
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2?2 = 195 
3y3 = 170 M* = 70 
= 37.6 
a^ = 37.2 
a^ = 32. 1 
The above figures yield as an estimate of the variance of the difference 
between the means of group I and group 2, considering the case of a 
stratified sample, using formula 2: 
var(2y - 2y) = 930. 
Computing the same variance, ignoring stratification and considering 
this as two stage sampling with equal probability selection we have, 
using formula 14 
«*» fS 
var ( xy - 2y) = 912 
and finally from the standpoint of a simple random sample we get the 
estimate using formula 15 to be 
•*» * 
var (]y - 2y) = 1119. 
These three variance estimates do not differ greatly. One would 
expect the simple random sampling case to produce the largest value 
for the estimate. 
Because of its computational ease, it is suggested that the simple 
random sampling estimator be used to indicate areas where the groups 
seem to differ. Then when there seems to be sufficient interest, the 
two stage sampling estimator as worked out in this chapter should be 
used. It must be pointed out here that even in this case, two rather 
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general assumptions have been made. One is that stratification can be 
ignored. This appears to be justified in light of the two way cooperation 
table given in Chapter 4. The second assumption made here is that M* 
is a known constant, while actually it is estimated by the formula 
3 * 
M* = 2 M 
t=l t 
ivhere the estimates of and its variance is given in Chapter 3. This 
too seems to be a justified as sumption since was estimated using a 
rather large sample from the primary. This will cause the variance 
of to be very small. A further word of caution from the simple 
random sample standpoint is that N is also estimated in this formula, 
and as opposed to the two stage sampling case, the estimate of N has a 
rather large variance. Because of this, it should be emphasized that 
the simple random sample assumption should be used only to indicate 
areas of further study. 
The author feels that the stratified sampling case discussed in 
this chapter should not be used at all. The reasons for this recommenda­
tion are that the assumptions made in this case are more difficult to 
defend than those in the two-stage sampling case and also the computa­
tion of the variance estimator is more tedious. 
In future surveys of this kind the author would recommend two major 
changes in the sample design from that used in the Benchmark survey. 
The first would be: do not attempt to stratify the population by such 
a subjective criterion as expected degree of cooperation with the exten­
sion service. The second would be that sampling with equal probability 
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in both stages should be replaced by sampling with probability propor­
tional to estimated size at the first stage and an equal probability fixed 
take sample within each selected primary. This makes the variance 
formulae simpler and their estimates more easily computed. 
Some examples of group differences, along with the estimates of 
the variances using the simple random sample assumptions are given 
in Tables 20-25. 
Table 20. Group differences for grades of 
education of operator 
Diff. of a S. d. of Sign, level 
County groups Diff." diff. d. f. of diff. 
Cherokee 1 - 2  . 37 . 66 26 none 
1 - 3  . 15 . 47 44 none 
2 - 3  -. 22 . 66 34 none 
Chickasaw 1 - 2  . 89 . 5 4  38 . 9 0  
1 - 3  . 04 . 66 27 none 
2 - 3  -. 85 . 61 37 none 
Clinton 1 - 2  . 5 4  . 51 28 none 
1 - 3  . 7 5  . 53 28 . 9 0  
2 - 3  . 21 . 42 46 none 
Hamilton I - 2 . 5 9  . 40 29 none 
1 - 3  1. 62 . 4 9  35 . 9 9 5  
2 - 3  1. 03 . 31 38 • 995 
Marion 1 - 2  . 37 . 53 31 none 
1 - 3  . 5 7  . 53 35 none 
2 - 3  . 2 0  . 54 34 none 
aGroup 1 is composed of the very good cooperators, group 2Jof,good 
cooperators, and group 3 of the poor cooperators. 
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Table 21. Group differences for social participation score 
County 
Diff. ofa 
groups Diff. 
S. d. of 
diff. d . f .  
Sign, level 
of diff. 
Cherokee 1 - 2  . 8 0  1 . 9 4  26 none 
1 - 3  1. 36 1. 61 44 none 
2 - 3  . 5 6  1 . 9 0  34 none 
Chickasaw 1 - 2  5 . 4 4  2 . 1 6  38 . 9 4  
1 - 3  6. 67 2. 07 28 . 9 9 5  
2 - 3  1. 23 1. 27 38 none 
Clinton 1 - 2  6. 75 2. 64 28 . 9 9  
1 - 3 8 . 7 5  2. 69 28 . 9 9 5  
2 - 3  2. 00 1 . 4 8  46 . 9 0  
Hamilton 1 - 2  8. 65 2. 49 29 . 9 9 5  
1 - 3  8. 36 2 . 4 3  35 . 9 9 5  
2 - 3  -  . 2 9  1. 70 38 none 
Marion 1 - 2  1 . 9 4  1. 55 31 none 
1 - 3  2. 34 1. 58 35 . 9 0  
2 - 3 .. 40 1. 27 34 none 
aGroup 1 is composed of the very good cooperators, group 2 of good 
cooperators, and group 3 of the poor cooperators. 
Table 22. Group differences for adoption of good 
prattices score 
Diff. ofa ' S. d. of Sign, level 
County groups Diff. diff. d. f. of diff. 
Cherokee 1 - 2  - . 36 3. 12 26 none 
1 - 3  2. 79 1 . 4 9  44 . 9 5  
2 - 3  3. 15 3. 18 34 none 
Chickasaw 1 - 2  1. 60 2 . 0 5  38 none 
1 - 3  7. 60 2. 11 28 . 9 9 5  
2 - 3  6. 00 2. 09 38 . 9 9 5  
Clinton 1 - 2  1 . 1 6  3. 67 28 none 
1 - 3  4. 08 3 . 5 4  28 none 
2 - 3  2. 92 I. 80 46 . 9 0  
aGroup 1 is composed of the very good cooperators, group 2 of good 
cooperators, and group 3 of the poor cooperators. 
Table 22 (continued) 
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Diff. ofa S. d. of Sign, level 
County groups Diff. diff. d. f. of diff. 
Hamilton 1 - 2  1. 88 1. 57 29 none 
1 - 3  1. 74 1. 42 35 none 
2 - 3  -  . 1 4  1. 42 38 none 
Marion 1 - 2  1. 26 1. 70 31 none 
1 - 3  3. 88 1. 66 35 . 9 7 5  
2 - 3  2. 62 1. 76 34 . 9 0  
Table 23. Group differences for personality score 
Diff. ofa S. d. of Sign, level 
County groups Diff. diff. d. f. of diff. 
Cherokee 1 - 2  —. 24 . 5 7  24 none 
1 - 3  . 0 5  . 4 3  40 none 
2 - 3  . 2 9  . 5 1  32 none 
Chickasaw 1 - 2  . 08 . 4 6  36 none 
1 - 3  . 68 . 4 2  26 . 9 0  
2 - 3  . 60 . 2 9  38 . 9 7 5  
Clinton 1 - 2  . 37 . 4 7  27 none 
1 - 3  . 37 . 5 2  27 none 
2 - 3  . 00 . 4 7  46 none 
Hamilton 1 - 2  -. 24 . 4 7  29 none 
1 - 3  . 5 2  . 4 3  35 none 
2 - 3  . 7 6  . 5 1  38 . 9 0  
Marion 1 - 2  . 6 9  . 4 5  31 . 9 0  
1 - 3  . 7 2  . 4 7  35 .  . 9 0  
2 - 3  . 03 . 4 2  32 none 
aGroup 1 is composed of the very good cooperators, group 2 of good 
cooperators , and group 3 of the poor cooperators. 
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Table 24. Group differences for socio-economic score 
Diff. ofa S. d. of Sign, level 
County groups Diff. diff. d. f. of diff. 
Cherokee 2 . 36 . 4 6  26 none 
3 . 2 1  . 29 44 none 
2 - 3 -. 15 . 4 6  34 none 
Chickasaw 2 1 . 0 3  . 28 38 . 9 9 9  
3 1. 20 . 37 28 . 995 
2 - 3 . 1 7  . 35 38 none 
Clinton 2 . 2 5  . 3 5  28 none 
3 . 7 0  . 34 28 . 975 
2 - 3 . 4 5  . 32 46 . 90 
Hamilton 2 . 37 . 39 29 none 
3 1. 62 . 36 35 . 999 
2 - 3 1. 25 . 32 38 . 9 9 9  
Marion 2 . 2 2  . 4 3  31 none 
3 . 4 1  : 41 35 none 
2 - 3 . 1 9  . 41 34 none 
aGroup I is composed of the very good cooperators, group 2 of good 
cooperators, and group 3 of the poor cooperators. 
Table 25. Group differences for pre-survey 
contact with extension 
Diff. of a S. d. of Sign, level 
County groups ' Diff. diff. d. f. of diff. 
Cherokee 1 - 2  . 03 . 71 26 none 
1 - 3  . 696 . 5 4  44 none 
2 - 3  . 6 6  . 6 6  34 none 
Chickasaw 1 - 2  1. 36 . 64 38 . 975 
1 - 3  2. 53 . 5 8  28 . 9 9 9  
2 - 3  1. 17 . 4 1  38 . 9 9 5  
Clinton 1 - 2  .  . 7 9  . 9 2  28 none 
1 - 3  2. 20 . 85 28 . 9 9  
2 - 3  1 . 4 1  . 4 3  46 . 9 9 5  
aGroup 1 is composed of the very good cooperators, group 2 of good 
cooperators, and group 3 of the poor cooperators. 
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Table 25 (continued) 
County 
Diff. ofa 
groups Diff. 
S. d. of 
diff. d. f. 
Sign, level 
of diff. 
Hamilton 1 - 2  1. 378 . 5 5 7  29 . 9 9  
1 - 3  2. 62 . 4 6  35 . 9995 
2 - 3  1 . 2 5  . 5 1  38 . 99 
Marion 1 - 2  I. 60 . 5 5  31 . 9 9 5  
1 - 3  2. 31 . 4 2  35 . 9 9 9 5  
2 - 3  . 7 1  . 4 8  34 . 9 0  
Each one of these tables indicates that there is a difference between 
the degree of cooperation shown by these people in the item cross-
classified. It is of interest to note the very high significance level 
between the contact with the extension service before the benchmark 
survey and their cooperation with farm and home development in all 
counties except Cherokee. This indicates that if one wishes to have 
success in obtaining cooperation with farm and home development he 
should contact those who have worked with extension previously. 
One can compare the variances obtained in this analysis with those 
obtained in the analysis in Chapter IV. For example, the estimated 
variance of the difference between the groups 1 and 2 in Cherokee 
County as shown in Table 20 is (. 66)2 = . 44. For the same criterion, 
grades of education of operator, given in the analysis of variance in 
Table 12, the between individuals mean square is shown to be 3. 00. 
Using this figure as the population or2 we derive the estimated variance 
of the difference between two means of sample sizes 9 and 19 to be 
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o-| = 3.00 ( j+ ~) 
= .49 
which differs little from the . 44 found by this analysis. 
A rather insensitive test, though nonparametric and exact, one might 
make on these data is the sign test. If we set up the null hypothesis that 
there is no differences between the measurements indicated over the 
cooperation exhibited, and the alternative hypothesis that there is a 
positive difference, then we could observe the plus and minus signs of 
the differences 
V l i - V i i  '  
Under the null hypothesis, these signs are binomially distributed with 
P = . 5 and the probability that we get all five plus signs is -i— = 
2 
. 03125. Any other configuration of plus and minus signs gives a prob­
ability level less than . 90, which one could argue is not significant. 
Again observing Tables 20-25 one sees that y- y^ is positive for 
all five counties on each of the six measurements tabulated. This means 
that we reject the null hypothesis at approximately the 97 % level in 
each case and conclude that there is a difference between the measure­
ments of the two cooperation groups. 
A second non-par ametric test which is more sensitive could be 
made with the following null hypothesis: 
H : The low cooperation group has the same mean for the 
attribute as either of the other two groups. 
H^: The low cooperation group has a smaller mean than 
the other groups. 
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This gives us a ten degree of freedom sign test rather than a five 
degree of freedom one. The probability we get ten pluses is —i; 
2 10 1 
. 00098 and the probability we get at least nine pluses is = 
2 2 U 
.0107 and the probability we get at least eight pluses is about = . 055. 
This makes the first configuration significant at the 99. 9% level, the 
second at about the 99% level and the third at about the 95% level. In 
the six tables this test gives significance at the 99. 9% level two times, 
at the 99% level three times and at the 95% level once. This test is 
not exact however since the ten observations are not independent. 
Finally, one may make an orthogonal comparison, using five degrees 
of freedom to test the linear effect and five to test the quadratic effect. 
The linear effect is tested just as it was before using the difference 
y2^ - y2^ • The quadratic effect is tested using the sign test on the 
function 
ni - y3t • 
For the six tables, only the social participation score gives a signifi­
cant quadratic effect. 
It is recommended that the sign test be used only if there are a 
large number of comparisons to be made and a quick method is desired 
to determine which of these to study further. Though, it does not depend 
upon any parameters, it is not sensitive enough to indicate significance 
unless there is a rather large difference in the sample elements. 
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VI. INVERSE BINOMIAL AND HYPERGEOMETRIC SAMPLING 
A. Infinite Case 
As explained in the introduction, it was desired to sample from the 
list of possible eligible s made up with the help of the informant until 
a preas signed fixed number of eligible s was found in the sample. 
Haldane (7) found that in an infinite population in which-the proportions 
of eligible was P and the proportion of not eligible s was Q, that the dis­
tribution of the sample size, n, necessary to get a preas signed number, 
m, of eligible s was 
rw = (n&vln). pmen-m . U) 
This is also given in Cochran (3) as a problem. This is easily shown 
to sum to unity if one uses the infinite series 
P"m = (I - Qfm = 1 + '(") ! Q + (°) Qa 
Then P"m = 2 Qn~m 
m-i 
and 
n=m 
2 P(n) = (P™m) Pm = I 
n=m 
Haldane also shows that —is an unbiased estimator for P. 
n-1 
Employing some rather complicated transformations along with 
integration Haldane finds the variance of to be 
o-2 = x2 - P2 = & 
m 
r 
T 4. 210. . 31 Q2 , 
m+1 (m+l)(m+2) (2) 
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or 
O W-t Z •« W> \ / •« \ / -M Q I (3) g2 = m(n-m) 
n2(n- X ) 
1 + 2fr-n)fa-3m) + „ (m-3,] 
m2 n2 J   
Haldane also uses cr2 as the symbol for the estimate given in formula 3, 
denoted here by s2. It can be easily seen that for reasonable size m 
and n that 
„2 2 m{n-m) 
is a good approximation which differs little from the usual formula of 
s2 ; m(n-m) (5) 
n 
The variance of the estimate of P, formula 2, converges very rapidly 
for small Q and reasonable sized m. In the most extreme case where 
Q —1 and m is small, the series even diverges, however it is non­
sensical to assume Q = 1 and m 4 0 since if Q = 1 there are no units 
with the characteristic in the population and hence m must be zero. 
It will also be noted that if m = 1 the formula reduces to 
P2Q fl + Q + Q2+ ... J = PQ . (6) 
•N 
The following derivation of the exact variance of P is much simpler 
than that presented by Haldane, but the series in the one to follow 
does not converge as fast as does the one given in formula 2. 
This derivation uses the basic definition of variance, namely, 
Var (P ) = E(P)2 - (EP)2 . (7) 
Now 
(EP)2 = P2 as before and 
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E<P>2 = E<^T)2 = = <gT-)'(m-?il(n-m); 
"n —"m » * 1 « n=m 
- v (p.-2)1 _mnn-m 
n=m n-1 (m-2)!(n-m)! 
_ T-.ni , (m-1) (m-I) m-1 (m-l)m^m^2 
- 
p + î ^ + x^n • (Thzt - "+• 
_ T-jn |\ , m-I m-1 ^  , (m-l)m (m-l)m^2 , 1 
"  L  ~  ^  x m r m ( m + i ) Q  +  • • • j .  
(8) 
Now Equation 8 can be easily seen to be in the form of a hyper geometric 
series. So we get 
E(^y)2 = Pm F(m-l,m-l, m; Q) . (9) 
This series can be shown to converge since the argument, Q, is less 
than one. Employing Equation 7 we get finally 
Var ( ~p) = PmF(m-l,m-l, m, Q) - P2 . (10) 
Let us look at what happens to this series in the case of m = 1. We get 
immediately 
Yar (^j-1) = P- P2= PQ (11) 
asû we did in the case of Haldane's result. 
It is interesting to note the form these two variance formulae take 
when m = 2. Equation 2 reduces to 
^  [ l t »  +  « ! + ^ L + . . . ]  
= P» [ o + 0 î  +  | i  +  . . . ]  
cr2 = 
OO nl 
= ^ & (12) 
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and Equation 10 gives 
p 2[ i +  § + f  + - j  -p ?  
co ni 
= p2 s, ÊR (l3> 
i=I 
as we had in Equation 12. From these examples, it can be seen that 
Equation 10 is a more convenient formula with which to work. However, 
for larger m, Equation 10 converges much too slowly to be of great value. 
We turn now to the estimation of the sample size. The expected value 
of n is readily found to be , and the variance of n is found from 
the formula 
E(n2) = E(n)(n + 1) - E(n) . 
Employing this in much the same manner as when we found E(n) the 
following results 
Var (n) = En2 - (En)2 = 2^9. . (14) 
p2 
Since E( ™3^) = P and E( ^y1) = Q we may attempt to estimate 
Var n by 
m ( ^B ) 
var(n) = 
~7s3T* (15) 
\ n-1 
however, this is only an approximately unbiased estimate. That is, 
when we write this equation we are assuming that 
n
"
m \ Ff n"m.\ 
S I •&-.) - • (16) 
I  m ~ 1  \ 2  
n-1 ' [ e  ( sn >] 
It can be seen that we are ignoring a variance term in the denominators 
since 
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e  ( )2  = ^(sr->]2 + v i r  <^r- ) • 
This approximation can be made better if we insert this term in it. We 
would then get 
m ( ) 
var (n) = — . (17) 
. m-I,2 m(n-m) 
t s = r l  
Now all we are ignoring is. the term 
/( n"m .  \ 
c o v  tfc • (^r'2  
V  n - 1 '  . (18) 
e < ^ l ) 2  
Let us return to the case of m = I. The Haldane estimator of P is 
the correct answer if we define 
f l if n = 1, m = 1 0 if n > 1, m = I . 
The probabilities follow from Equation 1 and the definition is required 
for -J— to have expectation P. With the above definition, this esti­
mator has been discussed by David and Olkin (4) who show that it is 
the minimum variance unbiased estimate. Since this is so, we need 
look no further for a better unbiased estimator. However, if we are 
willing to "buy" a small bias, the following estimator may be used: 
P = _J . (19) 
2n - 1 
This estimator arose in an attempt to estimate a function of P rather 
than P itself. The estimator l/2n seemed to be a rather logical one so 
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let us see what is the expected value of l/2n: 
n=i 
= = TTP™ • (20) 
The variance of this estimator is 
E >2 - <E ^>2 
= b<&> = isp <2 1> 
so Var ( ) = P p2 
2n 3+P (1+P)2 
= P + 2P2+ P3 - 3P2 - P3 
(3+P)(l+P)2 
PQ 
(3+P) (1+P)2 
This is an éstimator of a function of P which has rather low variance. 
From this estimator we derive the biased estimator by 
•*» 
1 P 
(22) 
TV 
2 
or 
n 1 + p 
«S T • (23) 
•S 
The expected value of P is computed as follows: 
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E pjl? m!!1  
\2n-I/ n=l 2n-I 
( -  P I I  +  f  +7-  +  %-
Q i-1 
21-! ] (24) 
and the bias then can be expressed as 
\ Z  
PQ (25) 
This series converges rapidly. In fact, the remainder after the ri 
term is less than the n^ term itself, so we can write 
Bias < PQ 
th 
[&+ 4} • (26) 
Now let us look at the variance of this estimator: 
E(-^- ) 2 
2n-l 
s 
n=l (2n-l)2 
and 
[• = p 11 + f  + % +  2% 
Var 
W • ' I 
1  + +& 
j (27) 
2Q-
15 
(28) 
In order to compare this estimator with the minimum variance unbiased 
estimator, one should look at the mean square error which is defined as 
Mean square error = (Bias)2 + Variance. (29) 
Table 26 gives the mean square errors for the two estimators for 
various values of P. 
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Table 26. Relative mean square errors 
p Q 
Approx. (Bias)2 
1 " 
2n-l 
M. S.E. of 
1 
2n-l 
Var. of 
path count 
e stimator 
0. 0 1. 0 0. 000 0. 000 0. 000 0. 000 
0. 1 0. 9 0. 089 0. 003 0.092 0. 090 
0. 2 0. 8 0.140 0. 007 0. 147 0. 160 
0. 3 0. 7 0. 163 0. 011 0. 174 0. 210 
0. 4 0. 6 0.168 0. 012 0. 180 0. 240 
0. 5 0.5 0.159 0. 012 0. 161 0.250 
0. 6 0.4 0.139 0. 009 0. 148 0. 240 
0. 7 0. 3 0.113 0. 007 0. 120 0. 210 
0. 8 0. 2 0. 080 0. 003 0. 083 0.160 
0.9 0. 1 0.044 0. 001 0. 045 0.090 
1. 0 0. 0 0. 000 0. 000 0. 000 0. 000 
It can be seen from Table 26 that the biased estimator has 
2n-i 
smaller mean square error than the unbiased estimator for all tabulated 
values except P = . 1. It is very probable that the mean square error 
here, too, is less than the variance since we have an approximation 
for the mean square error for the biased estimator which is larger than 
the true value. It will be noted that the biased estimator gains relative 
to the unbiased one from this point on until at P = . 9 the biased esti­
mator has just one-half the mean square error of the unbiased esti­
mator. This estimator is unbiased at both P = 0 and P = 1. It was 
chosen this way, which caused it to have a positive bias for all values 
of P between zero and one. Suggestions for improving this estimator 
still further are: 
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1. Correct approximately for the bias. This would not decrease 
the mean square error appreciably but may make such an estimator more 
acceptable to some people. 
1 2. Choose an estimator of the form . where "a" say is in the 
a11-1 
neighborhood of 3/2. This estimator would be negatively biased for 
P = 1 but would be unbiased at P = 0 and also at some other point between 
zero and 1. The variance of such an estimator would probably be less 
than the suggested biased estimator above but would be more difficult 
to compute. 
Another biased estimator which immediately comes to mind is the 
* l 
simple random sampling estimator P = — . It is rather badly biased 
as can be seen from its expected value: 
E ( ! )  =  s  £ 0 ^ !  
n n=l n 
=  P ( 1  +  6  +  | ~ + £ L +  . . .  )  ( 3 0 )  
and bias 
The variance is 
=  F  (  |  +  • • •  )  •  ( 3 1 )  
s 59^ 
n=I n2 
(32) 
These series do not converge nearly as fast as in the case of the —— 
2n-l 
estimator. Table 27 compares this estimator of P with the unbiased 
estimator and the biased one discussed before. 
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Table 27. Comparison, of estimators 
p 
Var . of 
unbiased 
estimator 
Bias of 
1 
M. S. E. of 
1 
2n-I 
Bias of 
1_ 
n 
M. S. E. of 
n 
. 1 .09 .051 .092 .135 . 103 
. 2 . 16 .084 . 147 . 194 .149 
. 3 . 21 . 107 .174 .214 . 160 
.4 . 24 . 110 .180 . 210 . 156 
. 5 . 25 . 107 . 171 . 192 . 141 
. 6 . 24 .097 . 148 . 166 . 115 
.7 .21 .081 . 120 . 132 . 086 
.8 . 16 .059 . 083 .  092 .055 
.9 .09 .031 .045 . 048 .026 
The bias of — is approximately twice that of —-— but the mean 
n 2n-l 
square is less. It is interesting to note that in the case of small P 
the mean square errors seem to reverse and not only is the unbiased 
estimator unbiased but it also compares favorably in terms of error. 
B. Finite Case 
This case is similar to that presented in Section A in that we wish 
to sample from a population until a pre as signed fixed number of 
elements with a given attribute appear in the sample. This time, 
however, we assume a finite population in which there are N elements 
total and M elements with the desired attribute. We pre as sign a 
number m - M and sample n elements until these m desired events 
occur. The quantity analogous to P in the infinite case is M/N here 
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and that quantity corresponding to Q is (N-M)/N. 
The probability that a sample of size n-1 has. m-1 of the desired 
elements is the hypergeometric term 
(n-1)! (N)(M-1 )—(M-m+2) (N-M)(N-M-1)(N-M-n+m+1) 
(m.-l)!(n-m)! N(N-I) --- (N—m+2) (N-n+2) 
and the probability that the n^1 element has the desired attribute is 
(33) 
(M-m+I) . . 
(N-n+1) ^ ' 
so taking the product of expressions 33 and 34 we get 
„,_x _ (n-1)! M(M-l) —- (M-m+l)(N-M)(N-M-l)...(N-M-n+m+1) ,OEX 
An) (m-1)! (n-m)! K(N-l) (N-n+1) ^ ' 
(n-1)! M! (N-M)! (N-n)! , 
(m-1)1 (n-m)! (M-m)! (N-M-n+m)! JM! ' 
Let us see what happens to this probability density function as N —co, 
M 
N M • œ, and r P. Looking at it in the form of expression 35 
we get 
_ (n-1)! M M-1 (M-m+1) (N-M) (N-M-1) 
Vn' ~ (m-1 ) ! (n-m)! * N ' N-1 ' " (N-m+1) * (N-m) ' (N-m-1) * ' ' 
(N-M-n+m+1 ) 
M J_ M M fN-n-+1) M 
_ (n-1)! • M N " N N " N N N 
(m-l)i(n-m)! N , 1 ' ' ' ' . n 1 . m 
1 
" N 1 * N • N 1 " n 
i Ml -, M n , m l 
1 
" N" N 1 - N ~ N + N~ N 
7 m, 1 * • . n , 1 
1 
• N ' N 1 " N + N 
So 
_ (n-1)! ^ P P I - P I - P I - P 
(n) ~ (m-l)!(n-m)! ' 1 "" 1 '1 ' 1 " " 1 
M —» oo 
N —*• oo 
f- ? 
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• = (m'îii'in-n,)! d-Pf™ ' - (»> 
This is the function we get in the infinite case, as it should be. 
Let us look at an example. Say that N = 8, M = 3, m = 2. Then 
F lu )  -  S  3 1 5 1  ( 8 -n ) I  
{ 
'• ~ n^2 (n-2)l 8! (7-n)! .1 
From this we get the following probabilities 
n P(n) 
2 3/28 
3 5/28 
4 6/28 
5 6/28 
6 5/28 
7 . 3/28 
F(n) = 1 
Now let us show that in the general case that this distribution sums to 
unity. The method of proof will be mathematical induction. 
N-M+m (n-1)r M!(N-M)! (N-n)! 
ntm (m-1)! (n-m)! (M-m)!(N-M-n+m)! B! 
, N-M+m T ,T 
- ,TTT S < m-l> < M-m' * <»). 
M n=m 
In order to further simplify the above expression we make the following 
change of variable: 
n = a + m . 
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The expression 38 then becomes 
» N-M . _T I v .a+m-lv ,N-a-m, ,,Q» 
,N", S ( m-1 * ( M-m 1 ' <39) 
M a=° 
Now if it can be proven that expression 39 is equal to 1 or that 
N
"SM ( a+m-ï, {N-a-m , = (N , (40) 
a=o 
we shall have the desired result. We shall proceed with induction on 
N, letting M and m be any quantity except that M ^ N and m - M. The 
first step is to show Equation 40 true for N = M, the smallest possible 
value of N. If N = M then 
Z  ( ITi1  )(MMÎmm I  •  t  S l i  "M-m) " 1 = < M> <«> 
a=o 
as expected. Also if N = M + 1 
i, ,a+m-l, ,M-a-m+l . 
S ( m-1 % M-m ' a=o 
• _ ,m-l v,M-m+I. , , m . .M-m « 
" >m-ln M-mK m-lnM-m' 
=  . M - m + l + m = M .  +  1  =  (  *  ) •  ( 4 2 )  
Before making the induction hypothesis, a re suit which will be needed 
will be proven; namely that 
%m ) " ("'M-m'1) + teVi1 > • («} 
The right hand side of this equation is 
(N-m-a-1)! . (N-m-a-I)î 
(M-m):(N-M-a-l)J (M-m-l)î(N-M-a)! 
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_ (N-M-a- l)!(N-M-a+M-m) 
(M-m)! (N-M-a)!. 
.N-m-a . 
= ( M-m 1 ' 
From this proof we get the following identity: 
N-M . , N-M , . -T . N-M , - -, i 
„ .ai-m-L ,iN-m-a, x-, ,a+m- 1..N-I -m-.a. , -, ,a+m-L .N-l-m-a, 
( m-I *( M-m ' = S • m-1 % M-m î+ S ( m-1 )( M-m-1 > a=o a=o a=o 
(N-l)-M 
= 2 ,a+m-l ,,(N-l)-m-a. v -a-fm-1, ,(N-l)-m-a , .... 
a=o K m-1 n M-m ' + * K m-1 M M-m-1 } >44' a=o 
since the last term of the first summation is zero. 
Making the substitution M' = M-1 in the second summation of the right 
hand side of Equation 44, it becomes 
(N-1)-M m-i (N-!)-M-a. (^-1)-M a+m_x 
S m-1 H M-m )+ S m-1 }{ M'-m > 1 (45) a=o a=o 
We now make the induction hypothesis on this expression and we get 
'^'^n za+m-l wN-m-a, _ /N-1. ,N-1 . 
m-1 n M-m • ~ M *M-1 • a=o 
_ (N-1)! (N-1)! 
~M! (N-M-l)! (M-1)!(N-M)! 
(N-1)! (N-M+M) 
M! (N-M)! 
N! _ / N ^ 
~ M!(N-M)! ^ M ^ (46* 
as was to be proven. This completes the proof of the proposition that 
the density function sums to unity. 
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We now turn to the expected value of the number of elements which 
must be observed to get the preas signed number, m, of elements with 
the desired property, and its variance 
n=m <M' 
mtN+uN'-M'-toV CwHgg,) 
= lM+ITn,=m, (47) 
where 
i1 = n + 1 
= m + 1 
N' = N + I 
M1 = M + 1 
so ew = t^ r1 • («) 
If, as before, we let N —y oo, M —roo, M/N —rP we get 
m(i + &) 
E(n) = WRR-
N N 
and 
m(l+ y 
m 
M i ~ P 
N N 
Tlim A, i = % (49) 
N —roo 
M —woo 
S -irP 
which is our result in the infinite case. 
Now let us look at the variance of n. Again we shall derive this by 
the formula 
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Var(n) = En3 - (En)2 . (50) 
Now 
N-M+m (*+* )(^;n ) 
E(n)(n+1) = m(m+l) S Wl M-m 
'm) 
m(m+l)(N+l}(NJ-2)N''^Il+m' M'-m1' 
where n1 • = n + 2 
m1 = m + 2 
N' = N + 2 
M1 = M + 2 . 
Then since E(n2) = E(n)(n+I) - E(n) 
2\ _ m(m+l)(N+l)(N+2) m(N+I) 
•••' (M+l)(M+2) ~ M+l 
(51) 
t / -2  un+ijU-N-t-lA-iN ^J ^JN+l . 
' J fTuT+1 ~ -t-1 (52) 
and 
(53) 
(54 
- m(m+l)(N+l)(N+2) m(N+l) m2(N+l)2 
r ) (M+l)(M+2) " M+l " (m+i)2 
which after some algebraic simplification becomes 
m(N+1 ) (M -m+1 ) (N -M) 
(M+lf (M+2X 
Again let us as sume that N —w oo and M —*• oo in such a way that 
M/N-v P 
^ w = " *' (5s, 
(N + N) (N + N} 
97 
lim Var (n) = MUMl'V) = S» (56) 
N —*00 P2 (P) P2 
M —oo 
which is what was found in the infinite case (see Equation 14). 
M The estimation of ^ in this case 
<tsr> ='ipt • ("> 
has been found by Sandelius (14), as well as its variance: 
Tr ,m-l t M(M-1)(N-M) j\ , 2!(N-M-1) 
Var 1 
= N(N-i)(N-Z)n I1 + (m+t)(N-3) 
, 3I(N-M-l)(N-M-2) , ) M(N-M) /cot 
+ (in+l)(m+2)(N-3)(N-4) + • • • f " • (5S) 
He also gives an unbiased estimator of the variance as 
• (=9. 
C. Double Inverse Sampling 
The problem here is to sample from an infinite binomial population 
until at least a preas signed fixed number, say a, of the elements of one 
class are in the sample and at least a preassigned number, say b, of 
the other class are in the sample. First, let us consider the case of 
a = 1 and b = I. The following are the probabilities of the first few 
value s of n: 
P (n = 2) = 2 PQ 
P (n = 2} = P^Q + PQ2 
P (n= 4) = P3Q + PQ3 
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and in general 
P(n) = Pn-1 Q + Qn_1 P . 
To show this sums to unity, one can write 
0 0 , 0 0 ,  
F(n) = Q S P + P S Q 
n=l n=l 
PQ , PQ 
- a  + - p  
= 1 . 
Let us now find the expected value of n: 
oo , co 
E(n) = S nPn Q + S nQn-i P 
n=2 n=2 
oo , _ 
2 n P Q = 2PQ + 3P^Q + 4P'3Q + 
n=2 
>2 
= 2 PQ(1 + P + P*-+ . . 
+ PQ(+ P + P2 + ... 
+ P2 + ... ) 
= 2 p + pq <§ + $£+.. 
p2 
= 2P + ^  . 
Similarly 
so 
S nQ P = 2 Q + -§-
n=2 
E(n) = 2Q + ^  + 2P + ^  
=  2 + . Q 3 + p 3  PQ 
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, ±Q + 2PQ + P2 - 3PQ 
PQ 
= -pQ- - 1 • (64) 
oo , oo , 
E(n2) = 2 n2Pn~ Q + 2 n2Qn-IP (65) 
n=2 n=2 
oo 
2 n2Pn"1Q = 4 PQ + 9P^Q + 16 P Q + ... 
n=2 
= 4 PQ +4P2Q + 4P3Q +... 
+ ,5P^Q. + 5P3Q + .. . 
+ 7P3Q + . . . 
_ 4PQ , 5P=Q , 7P3Q 
" Q Q Q 
= 4 P + 4 P2 + 4 P3 + 4 P4 + . . . 
+ P2 + P3 + P4 + ... 
+ 2 P3 + 2 P4 + .. . 
+ 2 P4 + .. . 
4P. P2 , 2P3 . 2P4 . 
= _^+ _ + + . . . 
f-15 (66) 
Similarly 2 n^Qn-1P = ?§ - ^  + M (67) 
n=2 P P P2 
= (68) 
which reduces after some algebra to 
E(n2) = L±_2 + 1±9 _ i (69) 
Q2 P2 
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so Var (n) = i-i-? + Lj_9 .. i _ /-L _ A 
q2 p2 \pq / 
P2 Q2 " (pq 
+ *) " " *) ' (70) 
In the finite case when there are with the attribute A and with 
the attribute B, (M^ + = N), and we wish to draw until we get at 
least one of each into the sample we get: 
M M ,  
P(n=2) = 2 
M (M.-1)M„ M.(M?)(M--1) 
P(n=3) = — i 2 + _± —— 
N(N-l)(N-2) N(N-I)(N-2) 
and in general 
Mjl M2(N-n)î M2V Mx(N-n)I 
(M1-n+l).t Ni, + (M2-n+l)!Ni 
Now 
MI+1 M1!Mz(N-n)i M2+1 MgiM^N-n)! 
f(n) = n=2 (m^n+llw! + j2 (M2-n+l)! n! 
mi-m2{m2-1)! ^ l+1,n.n m2!m1(m1-d! 
= —w j2  (m2-l) +  n! 
M-+1 
M1!M2! ,N-1 x , M2*M1" ,N-I t 
~N! 1 M2; N! 1 M^ 
M1ÎM2! (N-I)i M1»M2! (N_i)» 
Ni, M2i(M^-l)i + N! Mji(M2~l)i 
M. M-
- tt+TT • !• 
(71) 
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The expected value of the sample size can be written as 
Mx+1 M2+1 
ew = 42) -2 n<*£1> ' 
Now 
,N ( m >  n = 2  
M.+I 
s 
M.+l 
2 t. ,N-n . , _I_ 
<* ) n« S-1' C, M 1 L 
M.+l 
M1+I 
+  s 4  & +  •  •  • +  1  1=4 2 
M.+l M.+l 
_ 2 i, ,N-n . , _1_ t. 
2M.!M_! 1 2 ,n-1 .  m i:m2 !  
V \/t ' + i 
,N-1 
(MJ+M2) M2; (M1+M2)i VM2+1 
2M, m1(m1-i)  
Mx+M2 (M]L+M2)(M2+1) 
and similarly for the second sum so 
2m, M1(M1-1) 2M2 M2(M2-1) 
E(n) =M~fM"2 + (M1+M2)(M2+1) +M1+M2 + (M1+M2)(M1+1) 
= 2 + N 
m^mj-l) m2(m2-1) 
M2+i Mj+1 
If we let Mj, and M2 become infinite in such a way that M^/M^+M2 
we have 
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M1 ( M1 " 1 ^ 
= 2 + 
m1+M2 IMl+M2 m^MJ 
M2+! 
Ml+M, 
M, M, 
M^+M^ \M1+M2 M 
M x + 1  
1+mz) 
and 
(76) 
lim 
M], ""** 
M2 * 
Mx 
M~fM2" 
oo 
oo 
, , p2 o2 
E(n) = 2 + -q- + -pr 
1 - 3PQ 
PQ = 2 + 
1 
" PQ 
as in the infinite case (see Equation 64). 
Let us turn now to the estimation of P from the infinite case where 
M = 1. The unbiased estimator which is given in the single sampling 
case, namely 
A 
P = 1 if an element from the P population is drawn first, 
«•» 
and P = 0 if an element from the Q population is drawn first, 
is unbiased in this case also. This is easily shown as follows: 
E(estimator) = S(0)PQn-1 + S(l)Pn"XQ 
=  t? =  p  '  
This is not the best, however. An estimator with smaller variance than 
this one is the following: 
* 
P = . 5 if n = 2 
A 
P = 1 if n> 2 and a Q is drawn last 
A 
P = 0 if n > 2 and a P is drawn last. 
(77) 
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That this is unbiased can be shown as follows: 
A CO . CO . 
E(P) = . 5(2PQ) + S (l)Pn Q + 2 (0)PQ 
n=3 n=3 
= PQ + ^  
= P(Q + P) 
= P. 
The variance of the first estimator is 
*  o o  , 0 0  ,  
E(P-P)2 = 2 (I-P)2Pn-iQ + 2J P^Q 
n=2 n=2 
= Q2P+P^Q = PQ (78) 
as in the single sampling case. However in the case of the "better" 
unbiased estimator the variance is 
co -j co . 
(P-. 5)2(2PQ) + 2 (l-P)^P Q + S P^Q11"1 
n=3 n=3 
= (P-. 5)2(2PQ) + Q2P2 + P^Q2 
= 2P3Q - 2P^Q + . 5PQ + 2P2Q2 
= 2P^Q - 2P%Q + . 5 PQ 
= . 5PQ . (79) 
It will be noted that when sampling is done only until one element 
with the desired attribute occurs, the minimum variance unbiased 
estimator derived by David and Olkin can be made after the first draw. 
In fact, no further draws need be made since if the first element 
drawn belongs to the "P Population", that is, the population of units 
having the characteristic, we estimate P to be 1 and if not we esti­
mate P to be zero. Now if we do the double sampling scheme using the 
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better estimator, we can compute our estimate of P after just two draws. 
This estimate is . 5 if the two elements come one from P and one from 
Q; 1 if titC-y both belong to P; and 0 if they both belong to Q. In this 
case, however, we have halved the variance by drawing just one more 
element. As a matter of fact, the variance in this case is less, than 
the mean square error of either of the biased estimators in the single 
sampling case for most values of P. It would seem that unless the 
observations were very expensive, we should take the second observa­
tion to gain this increased precision. 
Let us now turn to the general case for the infinite population. In 
this case we want a of the elements whose probability of being drawn 
is P and b of the elements whose probability of being drawn is Q. 
The smallest possible sample size, is a + b. The probability of the 
first few samples sizes is: 
P(n = a + b) = PaQb (a*b ) 
P(n = a+b+1) = Pa+1Qb (J+b ) + PaQb+1 ( a*b ) 
and in general 
P(n) = PaQn"a ) + Pn~b Qb (£~* } . (80) 
First we will show that this density sums to unity. That is, we wish 
to show 
2 PaQn"a Ç'h + 2 Pn"bQb(£"J) = 1. (81) 
n=a+b a"A a+b D"i 
This can be written in the following form which is more easily ma­
nipulated: 
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S fpaQHb (a+b+i-1 ) + pi+a^a+b+i-1 ) j (82) 
where i = n-a-b. 
First, we differentiate this function with respect to P and this yields 
2 [ar-V 
i=0 L 
i+b (a+^11_1) - (i+b)PaQ1+b"1(a+^"1) 
+ (i+a)Pi+a-1Qb(a+bb.+1i-I)-bPi+aQb-1(a^i-1)] • (S3) 
The first two terms inside the bracket can be written as 
S (a+^"1)Pa"1Q1+b"1 £aQ-(i+b)(i-Q)] 
= 2 (a+b+l_1) pa-lQ-i+b-l ]" (a+b+i)Q - (i+b)"] 
i=0 a" L J 
% (a+b-K)! ^a-l^i+b " (a+b+i-l)l ^a-l^i+b-l 
= ,f0 (a-l)!(b+l)! P Q " (a-l)Hb+i-l)i P Q 
® (a+b+i-l)l „a-l^i+b-l " (a+b+i-l)_ pa-lQi+b-l 
" (a-l)i,(b-l+i)! (a-l)J(b+i-l)i 
(a+b-l)î ^a-l^b-1 
" (a-l)J(b-l)! F " 
• - gm&fi pa"lQb"1 • <84> 
Similarly it can be shown that the second term in the brackets of expres­
sion 83 can be written as 
+ (a-l)t(b-l)i pa"lQb"1 ' <85> 
so that F(n) = 0. This shows that F(n) = Constant. Now we must 
evaluate F(n) for some value of P and see what this constant is. 
Let us first expand P a . 
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P"a = (1-Q)~a = 2 C3-^™1) Qj 
j=0 J 
b-I .. , . co 
(86) 
1 , T 
= 2 (a+V ) Q + 2 (at3"X) QJ . 
j=0 j=b J 
Multiplying through Equation 86 by Pa we get 
1 = 2  ( a + P - 1  )  Q j P a  - h  2  ( a + P " 1 ) Q J P a .  ( 8 7 )  
j=0 3 j=b 3 
Letting i = j-b in the second term of Equation 87 we get 
1 - 2  ( a + j ~ L )  Q 3 P a  =  2  ( a + b + 1 _ 1 )  Q 1 + t l p a  
j=0 J i=0 a-i 
and the right hand side of Equation 88 is the first term inF(n). 
Similarly we can show the following identity concerning the second 
(88) 
term of F(n); 
a-1 , .. , . , oo 
i - s^i-ypw' = s )p*+ v 
j=0 J i=0 b~1 (89) 
so we are now able to express F(n) in the finite sum 
F(n) = 2-2 (b+1-1 )P^Qb - 2 (ati-1) QXPa . (90) 
i=0 1 i=0 1 
Let us now evaluate F(n) as P —w 0. The first term of the sum is: 
and 
and 
(h"1) P°Qb 
lim P° = 1 
Q b  — l b  =  1  
and all other term s in the first sum are 0. 
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Similarly all terms of the second sum are zero since Pa is a 0 con­
stant in all terms. We then have 
F(n) = 2-1 = 1. 
This shows that for all a and b and for some P, F(n) = 1, and we have 
shown earlier that F(n) = Constant for all P so this constant must be 1. 
This completes the proof of the identity 81. 
One will note that incidentally in the proof that F(n) = 1 we evaluated 
the derivatives of the two terms of the expression. If we now integrate 
these two results back over the range of the variables, we will have an 
expression for the two terms of F(n). Since 
d 
dp 
S p'o-y? )L+ (a+b-l) ! pa-IQb-l (9t) 
n=a+b a" J (a-l)î(b-l)! 
Q 
then 
oo 
2 
n=a+b 
Faûn"X:î> • j 
PQ(a, b) 
~ P(a, b) 
= IQ(a, b). (92) 
The second term of F(n) can be written: 
= Ip(a, b). (93) 
The purpose of this was to get the expected value ofn=i + a + b 
00 f a i+b (a+b+i)! pi+aQb (a+b+i)i 1 
E(i+b+a) = 2 IP Q (a-l)!(b+i)i + * " (a+i)!(b-l)! 
i=0 L J 
_ a ? pa+lQi+b I 
" 
p Jo [(a+l)-l] !(b+i>! 
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j.b % ^i+a^b+1 [a+(b+I)+i-l]l 
Q'5oP Q (a+i)!, [<b+l)-lj ! 
= | IQ(b,a+l) + | Ip(a,b+1) . (94) 
This can be written 
(95) 
" ± [l - Ipt'a+1 ,b)j + ^ Ip(a, b+1) 
= p^- jaP Ip(a+I, b) + bP Ip(a,b+1) + a-aP-aIp(a+l, b)j 
and using a recurrence formula for the incomplete beta function given 
by Bancroft (1), this can be written as 
Q [(a+b) Ip(a, b)j + ^ |aQ + bIp(a,b+I)-(a+b)Ip(a,b)] . (96) 
If we set a = 1 and b = I we get 
Ip(a,b) = P 
and 
so 
Ip(a, b+1) = 2P-P2 
E(n) = &S +0+ 2P-P2-2P Q PQ 
- e1± QL 
PQ 
1 •» 
= "PQ" 1 
as shown in Equation 64. 
Turning now to the variance of n, let us use the following identity to 
evaluate the expected value of n2: 
E(a+b+i)2 = E(a+b+i)(a+b+i+I) - E(a+b+i) (97) 
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so 
Var (a+b+i) = E(a+b+i)(a+b+i+l) - E(a+b+i) |e (a+b+i) + l] . (98) 
Now 
E.(a+b+i)(a+b+i+l) = J [p*Qi+b $$$$, 
_ a(a+l) 
p2 
^ -cji+a^b (a+b+i+1)! 1 
,A Q (a+i)!(b-l)!j 
% ^a+Z^i+b (a+2+b+i-l)! , b(b+l) " ^ i+a^b+2 (a+b+i-1)! 
ito (a+2-l)î(b+i)! + .J, P Q (a+i)!(b+2-l)! 
= 
a^~} In(b, a+2) + Mktl) i_(a, b+2) p2- —/ (99) 
and finally 
Var (a+b+i) = â£s±U I (b, a+2)+b(b+1) I (a, b+2) 
p2 W q2 f 
- [| lQ(b,a+I)+ ^ Ip(a,b+l)j ||lQ(b,a+l)+ | Ip(a, b+1) + l] . (100) 
In the case of a = b = 1, we get 
IQ(b,a+2) = 1-P3 
Ip(a,b+2)^ = 1-Q3 
IQ(b,a+l) = 2Q-Q* 
Ip(a, b+1) = 2P-P2 
and 
Var (2+i) = i2 (l-P3) + |2(1-Q3) -( - IK i-Q - I)2 
=  | 2 +  j f - ( i  +  -  (  p s  - 1 , 2  
as was true in the case worked out before (see Equation 70). 
By direct application of expected values one can also derive this 
formula for the expected value of n: 
110 
E<=> = (,-iU(b-i). pa"1Qb"1 + ts.-|)ipU,b).+ I . (101) 
McCarthy (13) derived the results given in Equations 95 and 100 
using the factorial moments of the density function. 
Turning now to the estimator of P in this type of sampling we have: 
P = if an element from the P population occurs last; 
a xi"*"b p _ an element from the Q population occurs last. 
That this is an unbiased estimator of P can be shown as follows: 
co __ , , , /. ,,, oo 
E(p) =
n=a+b^ p""bqb + a^b-sr paqn"a (ém£:iL)i 
- lpa"b°b(Er^fct). + • <102> 
a+b /-v a+b 
Now let 
nl = n-1 
a1 = a-1 
and we have 
n,Lpn'"t+lQb +L e(p) :,fat+bpn,"b+lQ   ^^
X+lQnt
~
3
'U-sûn'Ugî 
[.?a'+bpn b°b(b-%'-b)! + °n a (a'S')«i:.-a>)i] = P 
= P. (103) 
The variance formula is derived along the same pattern as that 
derivation given for Var (~~j ) in. the single sampling case. 
The estimator in the case of finite double Haldane sampling can be 
A 
easily shown to be the same as P in the infinite case. 
Ill 
D. Trinomial Population 
The only case to be considered here is the case of sampling from an 
infinite trinomial population until at least one element from each of 
the three segments of the population falls in the sample. The case of 
sampling until a prescribed number of elements from one of the three 
segments are in the sample is exactly the same as in the binomial case 
since the other two segments can be considered as the Q population of 
that case. The case of sampling until a prescribed fixed number of 
each of two of the three segments are in the sample is of little interest 
since this situation would rarely arise. Looking now at the case of one 
from each of the three segments, the probability of the first few possible 
sample sizes is: 
P(n = 3) = 6 P1P2P3 
P(n = 4) = 6 P*P2P3 + 6 P1P|P3 + 6 PlP2P| 
P(n = 5) = 6 PjP|P3 + 6 P=P2P| + 6 P1P|P| 
+ 8 P!P2P3 + 8 P1P2P3 + » P1P2PI 
where P. is the probability that an element from the i segment of the 
population falls in the sample on any one draw. In general, the probabil­
ity density of the sample size is 
P(n) = 2 t11:1) P1 pn'1-1p + 2 {n:1) P1 P Pn'l_1 
i=I 1 I 2 * i-i 1 
+ 2 (n"1)P PJP^'1"1 (104) 
i=l 1 123 
and F(n) = 2 P(n) 
n=3 
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To show in. general that this distribution sums to unity let us note that 
(pi+P2)-i = p-i+(=-i, P-2 P2+... + ç:') P1P°-2+p--1 
("j1) (105) 
pr 
i ( n ï  )P?'2 
pr 1 +  P 2 _ I  
n-2 
+ 2 
i=l 
so that 
1 | 2 ( t 1 > ^ p r i"Ip3 = p3 [ ( p i + p 2 ' n " i - p r i - p r i ]  (106) 
and 
n-2 
[(pi+p3)1"1 -pt1-11""1] S (n"X )l?i = P2 |(P1 P,)""'L - p"_i - P^_i I (107) 
and 
v .<*-1 ) PjP» p*-1-1 = Pj [(P2+P3)11-1 - p^-1 - p"-1] 
so Equation 104 can be written as 
P(n) = P1(P2+P3)n'1 + P2(P1+P3)11'1 + P3(P1+P2)n"1 - P*"1 (P2+P3) 
- P2"1 <P1+P3) - PTL (pi+p2> ' (109) 
Now let us sum Equation 109 from 3 to co: 
co . 7 
S P (P +P f"L = P. S .(P-IP/"1 
n= 3 1 n=3 L 5 
= P^(P2+P3)2. ^ (110) 
and 
J3 PTI(P2+P3> = <P2+P3>PÎ ' Ppp3 * <nl) 
Similarly 
00 1 
2 P2(P1+P3)n'1 = (P1+P3)2 (112) 
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?3 P3<PI+P2>n"1 = <P1+P2)2 U13) 
and 
oo 
S P*-1 (P +P } = P2 (114) 
n=3 ° 1 13 ù 
oo 
2 
n=3 
so 
S P^-1(P1+P2) =P| (115) 
F.(n) = (P1+P2)2 + (Pj+P3)2 + (P2+P3)2 - P2 - P2 - P2 
= (i - P3)2 + (I - P2)2 + (1 - Px)2 - P2 - P2 - P2 
= 1 - 2P3 + P2 + 1 - 2P2 + P2 + 1 - 2P1 + P2 - P2 - P2 - P2 
= 3-2 (P1+P2+P3) 
= 1 . (116) 
The expected value of the sample size is as follows 
E(n) = 2 n P1(P2+P3)n™1 + 2 n P^P^P^11-1 + 2 n P^P^P^11""1 
- 2 n p^'1 (P2+P3) - 23nP^"1(P1+P3) - 2 n P*"1 (P^P^ . (117) 
Now 
Z
_„. nPl<P2+P3>n"1 = P1[3(P2+P3)2+4(P2+P3)3 + 5(P2+P/+...] 
n=3 
P1 [3(P2+P3)2+ 3(P2+P3)3 + 3(P2+P3)4 + ... 
+ (p2+p3)3 + (p2+p3)4 + ... 
+ (P2+P3^4 + • • • J 
114 
= P, 
3(P2+P3)2 (P2+P3)3 (P2+P3)4 , 
— T  ^ T —\ ' T 
1 1 
2 
1 
(P,+P,) 
= 
2<P2+P3>" + (118) 
similarly 
2, <P2+P3> =2P1 + ÏÇÏP, 
n=3 2 3 
and similarly for the other four terms. This gives us then 
(1-P^2 (I-P2)2 (1-PJ2 
(119) 
E(n) = 2(1-P1)2 + 2(1-P2)2 + 2(1-P^)2+ — -
p2 p2 p2 
- 
2PÎ -2P! -2PI -ï4F, -r&-
= 6-4(P1+P2+P3) + 2(P2+P2+P2) + A. + I + i -2-2-2+P,+P,+P, 1' 2" 3' p2 p3 12 3 
P3 
:-P3 2 
- 2(P2 + P2 + P2) 
1 P1 P2 P3 
P3 1 - P1 ^P2 1T"P3 P1 + P2 
We now look at the expected value of n 
co 
E(n2) = S n2P(n) . 
(120) 
(121) 
n=3 
Now 
S n2P1n"1(P2+P3) = (P2+P3) [9P2 + 16P3 + 25P4 + 36P® + . .. ] 
n= 3 
= (P2+P3) £ 9P^ +• 9P3 + :9P4 + 9'P5L + ... 
3 4 5 
+ 7P^ + 7 P| + 7 PJ f . . . 
+  9 P j  +  9 P ^  +  . . .  
+ 11P^ + • • •] 
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C2+P3) 
9P2 79? 9P4 
-L J. . 1 
[P2+P3 P2+P3 P2+P 
+ 5pi + 5P
4 + 5P® + . . . 
+ 2P3 + 2P4 + 2P5l + . . 
+ 2P4 + 2P5x + .. 
I I P  
+ PvfPo + 
4 -  2 P  ^  +  . . .  
=4P? + + +... 
P2+P3 P2+P3 P2+P3 
3P, 2P, 
= 
4P! + ppp/(ppF^ (122) 
The other five terms of E(n2) can be evaluated similarly, so that 
^ - t2 - '2 
2\ E{n*) = 4(1-P1)- + 
3(1-Pt) 2(1-P )" 3(1-P_) 
-TT-" + -S1 + 4(1-P2>2+ -PT1-
1 
2(1-P )2 3(1-P )2 2(1-P )s 
+ — + 4(1-P,)2 + =-1— + — 
t-,2 3' P- T-,2 4P? -
3p, 
1 1-P, 
2Pt 
(l-pl)' 
- 4P: -
3P2 2P; 3P2 2 a-q2 3 
2 " 1-P2 " (1-P2)2 " 3 ' 1-P3 
2Pt 
which reduces after some algebra to 
E(n2) = 2 
i=l 
which makes 
f2-Pi 
l pf 
Pf(5-2P.) 1 v 
(1
-
Pi)2 
- 5 
(123) 
(124) 
Var (n) = S 
j=l 
2-P. P2(5-2P.) 
_1 r i-
ti-Pj)?. 
5 - p. i-p. j j 
- 3 
[125) 
Evaluating these for P^ = P2 - P^ = ~ , we get 
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E(n) = 5. 5 
Var (n) = 6. 75 . 
The estimation of from this type of sample can be accomplished 
as follows: 
«S 
P. = 1 if the first three elements drawn are from the P. l l 
segment of the population. 
«*» 2 
P. = •=• if two of the first three elements are from the P. i 3 l 
population. 
«*» 1 
P^ = -j if one of the first three is from the P. segment. 
«S 
P^ = 0 if none of the first three are from the P^ segment. 
A 
That the expected value of P is P can be shown as follows: 
E(P.) = T?\ + §(3P?P. + 3P2Pk) + §<3P.P? + 3P.Pj + 6P.P.Pk) 
= p3 + 2PÎU-P4 + p (1-P42 1 1 1 1 1 " *  
- 
pi [pi + J2 
= p. . (i2y 
A _ 
The expected value of (P^) is 
E(P.)2 = P3 + |<3P2P. + 3P2Pk) + ^3P.P2 + 3P.P2 + 6P.P.Pk) 
= y [3P3 + 4(P2)(1-P.) + P.(I-P.)2j (127) 
Var (P.) = 1 [3(P3 -P2) + 4P2(1-P.) + P.(I-P.)2] 
[-3P? + 4P? + P. - P? 1 
1 1 1 J 
so 
1-P. 
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p ( l - p )  
= 3 • (128) 
Apart from the applications of this chapter to quality control and 
acceptance sampling, there also seems to be a very direct application 
to quota sampling. It is felt that the section on double inverse sampling 
is particularly useful in this connection. If one knows the proportion 
of each of two binomial variates in the population and sets a quota of a 
certain number of each, then it would be useful to know the expected 
value of the number of random visits an interviewer would make in 
order to fill his quota. In connection with the benchmark survey, for 
example, we could make up the first list of names to be visited using, 
say, the expected value of n minus 2s and be 95 % sure we would not 
exceed the quota for this county. 
A summary of the results of this chapter is given in Table 28. 
Table 28. Summary of results on inverse sampling 
Results (by whom; where reported) 
E(n) Yar(n) Problem Proof density 
sums to unity 
Inverse binomial sampling 
Inverse hypergeometric 
sampling 
Double inverse binomial 
sampling (a = 1, b = 1) 
Double inverse hyper­
geometric sampling 
(a = 1, b = 1) 
Double inverse binomial 
sampling (general) 
new 
page 81 
new 
pages 92-94 
new 
page 98 
new 
page 100 
new 
pages 104-107 
new 
page 84 
new 
equation 48 
new 
equation 64 
new 
equation 75 
McCarthy 
new method 
equation 95 
new 
equation 14 
new 
equation 54 
new 
equation 70 
McCarthy 
new method 
equation 100 
Inverse trinomial sampling 
(a = 1, b = 1, c = 1) 
new 
pages 112-113 
new 
equation 120 
new 
equation 125 
Table 28 (continued.) 
Problem 
Results (by whom; where reported) 
Estimator of Por ^  Variance of estimator Estimation of variance 
Inverse binomial sampling 
Inverse binomial sampling (m = 1) 
Inverse hyper geometric 
sampling 
Double inver se binomial 
sampling (a = 1, b = 1) 
Double inverse binomial 
sampling, general case 
Haldane 
page 81 
David and Olkin 
page 93 
new, equation 19 
Sandelius. 
equation 57 
new 
page 102 
new 
page 110 
Haldane, equation 2 
new, equation 10 
Girschick, et al. 
equation 6 
new, equation 28 
Sandelius 
equation 58 
new 
equation 79 
new, indicated 
page 110 
Haldane, e quation 4 
Finney, page 25 
Sandelius 
equation 59 
Inverse trinomial sampling 
(a = 1, b = 1, c = 1) 
new 
page 116 
new 
equation 128 
120 
vil interview classification errors 
In the benchmark survey each time an interviewer visited a farm 
family her first task was to determine whether or not this was an eligible 
farm family. Even though there were definite rules set down to deter­
mine this eligibility, there was still a possibility of error in borderline 
cases. The question then came up as to the effect of this misclassifica-
tion on the estimated percentages in each of the two classes, eligible 
and not eligible. This chapter deals with the measurement of these 
errors by a re check by a second interviewer to the same farms. The 
problem will be discussed in general, then this application will be 
discussed along with an incidental, though more interesting application. 
The general problem is that two persons each independently classify 
each of n objects, ideas, or people (which we will call "items") into 
one of two classes, say "A" and "not A". The result of such a classi­
fication may be as shown in Table 29. 
Table 29. Cell frequencies for types of interviewer error 
Person 1 
classed in 
A 
classed not 
in A 
classed in 
A a b a + b 
Person 2 
classed not 
in A c d c + d 
Total a+c b+d n 
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Of course, each of the two persons has a certain probability of mis-
classifying the items. We shall assume that each of these four prob­
abilities of mis classification are unknown and unequal. Hartley (10) 
has dealt with the case where each interviewer has the same probabilities 
of mis classification. 
We shall attempt here to suggest measures of the degree of mis-
classification and the effect of mis classification on the reliability of 
the estimate of the percent of items in A. 
We will assume that we have drawn a simple random sample of n 
items from a large population. The proportion of items in the popula­
tion which fall in A is P. 
In the sample, let A and A' respectively denote the items in A and 
not in A in the sample so that A + A1 = n, and 
E(A) = Pn E(A') = Qn (Q = 1-P) . 
Let the probabilities of classification be: 
For an item in A 
p^2 = probability that person 1 correctly classifie d as in A 
= u II II 2 n II II II II 
q^^ = 11 " 11 1 incorrectly 11 " not in A 
a = *' n n ? II II II ll II II 
q21 L 
and for items in A' 
Pj2 = probability that person 1 correctly classifies as not in A 
-r, — M II It p II II II H. II. II 
p22 "  Z  
q^2 = " 11 " 1 incorrectly " " in A 
„ — n n n. ? n n n n m 
^22 " ù 
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We see at once that 
Pli + qIl = Pzi * q21 = Pl2 + q12 = P22 + q22 = L- (1) 
We get the following expectations of the frequencies in the table: 
E(a/n) = P P11P21 + Q ^12^22 ^ 
E(b/n) = P qnp21 + Q p^q^g (3) 
E(c/n) = P PHq21 + Q P22(ll2 (4) 
E(d/n) = P qnq21 + Q P22P12 - (5) 
If we let w = a/n, x = b/n, y = c/n, z = d/n, we have the following equa-
flS 1S 
tions for the estimators Q, q^^,, q12' q21 anc^ q22" The P and p„ 
are functions of the ones given. 
w = PPllP21 +^q12q22 (6) 
X= Pqllp21 +^Pl2q22 (7) 
y = PPllq21 +^q12p22 t8) 
Z= Pqllq21 +^Pl2P22 * (9) 
This appears to be four equations in five unknowns but because of 
the relation (6) + (7) + (8) + (9) = 1, on both the right and left we have 
only 3 independent equations. 
We shall introduce two new symbols q^ and q2 which are the probabil­
ities of person 1 and person 2 mi s classifying an item. By equation 
they are: 
ql = Pqll+Qq12 (10) 
q2 = Pq21 + ^q22 ' (H) 
The probability that an item is mi s classified, say q , under the 
assumption that either of the two persons has an equal chance of being 
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the "classifier" is 
ql + q2 q - 2 • (12) 
As can be seen from Equation. 17 which follows, an approximation to 
—  ,  . . .  —  x  +  y . b  +  c  q can be written as q = 2 = 2^ • 
The probability an item is classified as "in A", say the probability 
is denoted by u, again assuming each of tlie persons has equal probabil­
ity of being the "classifier", is 
u = + *^q12' + 2 ^Pp21 + ^q22^ * t13) 
The probability the item is A = p. So 
Bias = E(u) - P = ~ p(P11+P2I) + ^ Q^12+q22^ " P 
2 [tQq12+Qq22 + Pqll + Pq21* " Pqll " Pq21 
+ Ppu + Pp21 - 2P] 
2 [ql + q2 + P^pll"qll+p2l"q2l"20 
= 1 + 2 (pll-qll+p2l"q2l"2) 
= q> ^(-2qu-2q21) 
= q - P(qn+q21) • (14) 
The next thing of interest is to find approximately what the two "dis­
agreement" boxes in the table mean, that is the x and y. 
x + y = P(q11p21 + P11q2l^ + Q^p12q22 + p22q12 
= 
P<lllp21 + Pqllq21 + Qq12p22 + Qq12q22 
* Pq21pll * Pq21qll + Qq22p12 + Qq22q12 
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- 2 Pq11q21 - 2 Q^iz^zz 
= 
+ ^2 ™ 2^Ptll 1^-21 + ®q12q22^ ' 
The last term is quite small since it represents the product of two q- , 
however an improvement can be made as follows: 
* + y = ïj + q2 - + 2 Qs^^zz + % +% 
- 11 (p<lI1 + Qliz) - 12 'Pq21 + Qq2z'] 
= 
ql + q2 - ^  • *1 - [^ll'lzr'l' + Pq21<qirq2> (16> 
+ °1l2'<122"ql' + ^q22^q12~qz'l ' 
And now the term in the bracket is smaller yet. However, in this form 
we cannot express x + y approximately in terms of q since q2 = 
q^ + q2 + 2q^q^ and the extra term is no longer smaller than it was 
in the Equation 15. We can write 
x + y = ^ + q2 = 2q (17) 
to the first approximation. 
We now turn to an estimator of P. We shall look at w + 
as an estimator. 
2E( w +^+Z) =2Pp1IP21 + 2Qq12q22 + P(q11p21+p11q21 
+ Q(P12q22 + q12p22^ 
= PP21(pll+qll) + Ppll(p21 + q21} 
+ Q(2<li2q22 + p12q22 + qI2p22^ 
= Pp21 + Pq2i + Ppu + pqn 
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+ Q(2<ll2q22 + p12q22 + q12p22^ " P^q2I+qH^ 
= 2P + Bias. (18) 
Bias = Q(q12 + q^1 - Pfc^+q^) 
= qj + q2 - 2p(qn + q2i) 
= 
2? - 2P(qL1 + q21) (19) 
E ( w  +  2 + Z )  =  P  +  . q -  P ( q 1 ] t  +  q 2 I )  ( 2 0 )  
E (w + ) - q 
P  =  (2X> 
and B = E(w + «I , - ^ ? 
SO 
qll " q21 
q-(q1 1  +  q 2 1 )  e ( w + - ~ ï )  
(22) 
1 
- 
qll " q21 
and 
g q - (q-ii + q21) E(w + ) 
% Bias = p = ii Si L_ . (23) 
e(w + "~y^ ~ ) - q 
In general the % bias will depend upon the ratio 
S11 + q2l 
2q • 
The smallest value this ratio can have is 0 when q^ = q^ = 0 and the 
largest value it can have is 1/P when q^2 = q22 = 0, so that 
0< Î 4 . (24) 
2q 
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q 
Now % bias = — 
1 - 2 f11 _^21-) E(w + ^ )] 
2q ^ J 
e(w + - q 
(25) 
2 
so the upper bound for % bias is 
* biaS = Etw+V) - Ï  '  < 2 6 i  2 
Now using the approximation that E(x + y) = 2 q we get 
% bias = —S— or % bias = ^ c (27) 
E(w) 2w 2a 
replacing expected values by observed values. 
Similarly: 
ï [ I .  2 g % ;  ^  ' ]  
% bias = ; = -
E ( w  +  ^ y > - 5  ® i w T  2 w  
b+c 
2a ' (28) 
We can see from the above that though the estimation for P may be 
biased, very little can be done to correct this bias since the approximate 
upper and lower bounds for this bias are the negatives of one another. 
The approximation for the upper bound is a little better than that for 
the lower because 
= 3(w + V, - Ï 
while 
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_[ B(w + ïtt) 1 
% bias = q ^  " 2 £ i 4 . A- . 
E(w + ^ tX) -q . E(w + x-î-ir) - q 
It can be seen that there is one more approximation in the lower bound 
than in the upper. 
Applications: 
As discussed at the beginning of the chapter, an immediate applica­
tion of this procedure is in the interviewers of the benchmark classify­
ing eligible s. In only one county was this checked, but the figures 
reveal little classification error. The figures for the county are shown 
in Table 30. 
Table 30. Benchmark interviewer classification error 
Interviewer A classified as 
eligible not eligible 
Interviewer B eligible 59 1 
classified as not eligible •2 28 
We see immediately that 
— b + c 3 I 
q 
" 2S~ - 2(90) - UÔ 
A , , x + yv 59 , I 122 
p = (W+ 2 L= go + SÔ = Ï8Ô 
and 
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ai , . _ b + C 3 
%bias_ - - 2a- 718 ' 
We can then see that p is equal to . 6778 — . 0254 . 
We turn now to a more interesting problem where the numbers in 
the disagreement boxes are larger relative to the agreement boxes. 
In one section of the questionnaire the husband was asked whether or 
not he and his wife discussed each of eight types of questions before a: 
decision was made on them. Then, independently, his wife was asked 
the same questions. Now the problem is to estimate in the population 
the percentage of couples who discuss each of these problems before 
a decision is made. Obviously, in each case the couple either does or 
does not discuss a proposition before a decision is made but the two 
members of the couple did not always give the same answer, Where 
their answers differ one of the pair made a mistake. Now if we think 
of all wive s as person 1 of this chapter and all husbands as person 2, 
we have this problem exactly. 
Assuming that we have a random sample we can use the methods 
of this chapter to solve this problem. To the question "Do you and 
your spouse discuss the question of whether or not to buy a cultivator 
before you make a decision? 11 we get the responses shown in Table 31. 
Table 31. Disagreement of husband and wife on 
discussion of a problem 
Wives say 
they discuss they do not discuss 
Husband say 
they do 
discuss 
they do not 
discus s 
209 75 
82 72 
129 
From this we get the following approximations: 
q = 2(438) = m = *179 
- 209 + zlts 5?5 
P = 438 = 87ÏÏ = *656 
% bias in P = ^ = . 376 
A 1 K7 
% bias in P = - 376 
so that our estimate of P is . 656 - . 376. In this case we see that the 
estimator of P may be pretty badly biased. This is expected because 
of the large numbers in the disagreement cells. The Chi square value 
for this table is 18. 5 with one degree of freedom so there is definitely 
a relation between the responses of husband and wife. 
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