This paper explores the possibility of a new philosophical turn in robot-ethics, considering whether the concepts of Emanuel Levinas particularly his conception of the 'face of the other' can be used to understand how non-expert users interact with robots. The term 'Robot' comes from fiction and for non-experts and experts alike interaction with robots may be coloured by this history. This paper explores the ethics of robots (and the use of the term robot) that is based on the user seeing the robot as infinitely complex.
Introduction
The 2003 remake of Battlestar Galactica begins with a robot designed to look like a young beautiful woman approaching an ageing general and saying "Are you alive? Prove it!" [6] . This question (if not the direction of it) is a reoccurring one to the fact and fiction of robotics. The relationship between SciFi and fact is far from straight forward, in some cases there is a direct relationship, far more than directly influencing innovation SciFi shapes attitudes, visions and the reception of innovations [5] .
In the field of robotics and particularity robo-ethics it is very difficult to separate the myth and the reality. In fact, there is a seeming paradox hidden in the field that those who write about the reception of robots by society have a particular interest in robots, and fail to appropriate the reception of robots by those without this interest. As Mudry and Degallier succinctly put it "Indeed, there is a gap between what robots effectively are and can do and what people expect from them, based on their cultural representation on the robot rather than on existing robots" [30] .
This paper aims to explore some of the ethical issues in the robotics and moves towards a position which begins to consider what makes a robot a robot in the eyes of a non-expert. The term 'robot' emerged early in the 20th century with the Czech play R.U.R. By Karl Capek [11] . In this play the robots are not computerized or mechanical but organically manufactured worker/slaves that revolt and over throw their human masters only to find they have also lost the secret of their own creation. In the many stories within a story of Mary Shelley's "Frankenstein or the Modern Prometheus", the question is directly raised how do one as a scientist (researcher or roboticist) react when one's creation finally comes to life [36] . Both Capek and Shelly are directly addressing the Golem trope which is a question of soul or the missing piece, in both cases the creations are made of the same material as humans a key aspect of the golem myth [31] . Until Capek's word 'Robot' (from the Czech word for forced labour) was taken up by SciFi writers such as Issac Asimov automata were not seen as potential creation able to have a soul. Contemporary writers take the idea a step further in for example in the short story "I, rowboat" [15] which presents the question can a robot be able to worry about saving its own soul.
In his paper "Unhomely at home: Dwelling with Domestic Robots" Canadian academic Nicholas Anderson forces an imagining of a home filled with automated activity, where the line between organic life and mechanical life loose importance [3] . This paper will approach the established field of roboethics form the point of view of the philosopher Levinas. I will be asking, "When do we look into the face of the robot and see the robot looking back at us"? Within this paper I will review three areas of research, which are often drawn upon when considering the ethical dimensions of robotics. When considering the response of users to robots in Human Robot Interaction (HRI) the theoretical frame work of Mori's Uncanny valley and the concept of Theory of Mind are often used to understand how a user will interact with a robot or autonomous agent. Equally since 2004 the field of 'robo-ethics' has arisen which is concerned with creating an ethics specifically for robots (both in creation and in use). This field is primarily concerned with what are know as 'social-robots': robots which are not design for industrial tasks but whose function will necessitate a high degree of social interaction with humans. I feel it is necessary to add an additional concept to this discourse, to further understand the interaction of robots with the non-expert. Emmanuel Levinas specifically created an ethics that comes before knowledge, an ethics which is based on the infinity (infinite complexity) of the other. We should recognize that to the nonexpert the social-robot is also infinitely complex. My discussion is when does the machine begin to register as 'an other' to the user.
Negotiating Mori's Uncanny Valley
The concept of the Uncanny Valley comes from a brief paper published in the 1970s by roboticist Masahiro Mori. Mori creates a metaphoric language to describe the unnerving feeling when a robot (or other object for that mater) looks human but seems not quite right. He describes how the humanoid robot for example will feel more familiar the more human it looks up to a point, when it will seem both too human and not human enough simultaneously [29] . What is interesting about Mori's conclusion is that he advises roboticist instead of running the risks of the 'Uncanny Valley' to design aesthetic but specifically non-human looking robots. He uses the example of prosthetic limb, where a flesh looking hand may initially seem more life like on contact will seem uncanny. Mori's suggestions are rather to use a material such a wood that will not create the deception of seeming life-like.
In his 2005 paper Macdorman investigated to what extent the Uncanny valley is related to robots creating reminders of death in participants. Macdorman's begins to create a theoretical basis on which to build and better understand the impact of the uncanny valley on robotic design [28] . More recently researchers have continued to explore the terrain of the Uncanny Valley. This research suggests that what explains the uncanny valley is not a reminder of death, but that where the feeling of the uncanny is presented is when the users experience ontological or categorical conflicts in regards to a figure [10] . For example suggesting it would be unwise to combing a highly humanlike robot in visual appearance with a distinctly robotic voice. This research echoes previous studies that concluded that the Uncanny Valley is not about any particularly characteristic but rather the relationship between elements [22] .
However the 2008 study also concentrated on how the 'feeling' of eeriness is an emotional response often categorised by fear. This exploration begins to open the questions of the subjects perception of the robot as an 'other'. Although the authors discuss how animated movies (such as The Polar express) with overly life-like animation create an uncanny feeling, there is little discussion as to how the cultural landscape and expectation of robots has developed in the 30 years since the Uncanny Valley. These studies deal primarily with figures/robot which have some human likeness, to enter the Uncanny Valley at the all the studies assume a certain amount 'human-ness'. This is reflected in the research form 2012 which connects the Uncanny Valley to 'mind-perception' [18] . Gray and Wegner explore whether the Uncanny Valley emerges when a deep judgment of the artifact as an 'other' with experience emerges. The link between 'mind perception' and 'Uncanny Valley' is key in that is shows how the visual presentation of the artifact effect the judgment by the subject of the internal 'mind' of the 'other'.
The Developing the Robotic Mind
The robotic mind needs to be understood from two angles. On the one hand there is mind perception on the part of the users. On the other there is the actual development of 'mind' in terms of robotics. Foundationally, Alan Turing developed what continues to be central to assessing the robot mind [40] . The Turing test relies on the presentation/experience of the robot disconnected from either physical appearance or inner workings. Fifty years later the mind of the robot is far less theoretical, where robots may soon be working side by side with human partners. In research investigating this relationship it has been found that the robot must construct a model of both world around it but also a degree of mind perception of the human anticipating the actions of its human companion [8] . The relationship flows both ways, while the robot in order to be a helpful workmate must project a theory of mind on the human as humans users also end up projecting a theory of mind on to the robots. What is different about the human theory of mind is that we link anticipation of action with a projection of intentionality. This projection of intentionality can reach at least as far as users feeling 'deceived' by a robot. Even with a relatively neutral looking robot, participants engaging in a game with the robot ascribed intentionality of cheating to the robot (rather than ascribing it to programming/misprogramming) [39] .
When tracking eye movements it has been demonstrated that simple movements (of an animated triangle) which are perceived as either 'goal oriented' or representative of mind attract a greater amount of attention form participants [45] . The design of the artifact also has a great deal of influence over the power relationship between the human, as shown with telepresence hardware [35] .
In a sense the question of mind has transformed since the time of Turning to not when can the difference between robot and computer be determined based on intellectual feats but has shift to whether or not a autonomous artificial agent can be developed with the ability to make moral decisions. System such as the LIDA software architecture could be based on multiple nodes which cycles through cognitive cycles moment to moment in which the agent reconstructs the notion of the world [43] . This is theorized to reflect the cognitive process of human agents. Even as Scifi has influenced the ethical stance of the user towards a robot, the knowledge that models such LIDA are possible will equally influence the users' ethical stance. The ethical stance is based on what the user believes of the robot not what the robot is or is not.
Robo-ethics: A new field for new challenges.
In 2004 the roboticist Gianmarco Veruggio coined the phrase "robo-ethics". As he restated in a article in 2010 "Robo-ethics is an applied ethics dealing with the ethical aspects of the design development and employment of intelligent machines." [41] . Since much of the development of 'intelligent robots' is theoretical much of the field of robo-ethics deals with the ethical question of what types of robots is it ethical to design or what task it is ethical to design them to conduct [21] . For example Petersen in both his 2007 and 2010 paper attempts to tackle this problem [33] [32] . Peterson, however; does not debate (or takes as fact) that Robots will be persons and demand an ethical consideration even before creation. Peterson in these two papers draws almost entirely on fiction and analytical philosophy dealing with robots hypothetically rather than dealing with robots as they are being designed in the lab or the examples of robots being used in the home environment.
David levy has taken on the apposing angle by writing about the ethical treatment of robots. Levy points out that over time classification of personhood and beings deserving 'ethical' treatment has shifted. He concludes that robots should be treated ethically partly because we should treat robots like we treat other human and also because how we treat robots will reflect how we treat humans [26] . Although this stance deals more directly with individuals engaging with robots (like we do with animals) it assumes a level of knowledge on the part of the user that they are dealing with a robot with consciousness or that could be seen by others as being deserving ethical treatment. A different perspective is brought to bear when roboticists attempt to take on board the robo-ethics consideration. In 2011 Lichocki and Billard survey both robot ethics and the current state of the art of what robots were being used for and created to primarily reach the conclusion that there is a new ethical dimension to research in the area of robotics design [27] .
Beyond the science and the philosophy the area of robo-ethics has far reaching implication as robots in everyday life move from fantasy to reality. These include legal questions around when a robot should be punished for a crime. This depends greatly on the robots ability to understand a model of the future (and the consequence/potential punishment of its actions) [20] . The question of personality in artificial agents was found to be formed partly by the programmer of the system and partly by the user [17] . To understand the term 'personality' and it link to personhood, this seems to form a question of when does the user begin to see the robot as person, or as the next section begins to address when does the robot create an ethical demand.
Levinas; looking into the Face of the other (robot?)
As mentioned previously much of the philosophical grounding of robot-ethics comes from analytical philosophy. Analytic philosophy is more useful for dealing with a position where the facts of the matter are known or at least knowable [12] . This is the case when knowledgeable users (what I call 'expertuser') interacts with a robot. This is contrasted to a new area for robot-ethics when the user without knowledge of robots interacts with the robot, this sort of user may not even recognize the artifact as a robot. Looking at the continental approach ethics and specifically that of Emanuel Levinas, gives another way of appreciating the stance the non-expert. Particularly Levinas's concept of 'infinity of the other', where the other cannot be reduced by the subject to something that can be understood. For example in the area of cultural competence, to reduce the others culture to something understandable for the subject is unethical since the subject defines the other purely in terms of itself [7] .
What is important is that for Levinas the other is already a 'Radical Other". In the area of robotics this could be seen as basing an ethics on the assumption that the robot will think and make decisions like the subject does or at least in a way that is at least understandable by the subject. The 'Face' for Levinas is the symbol and representation of this other that is infinitely not knowable. This is specifically not the physical face but is the representation of something deeper, and interestingly when the subject acknowledges the 'face of the other' there is the potential for the uncanny [42] . In more simple language the face is that which makes and ethical demand on the subject, purely by being present.
Levinas has previously been applied to cybernetics. Richard Cohen in 2000 observed that the humanity of human comes from their ability not to think (or act efficiency) but are moved by morality and justice. In other words when the being goes beyond thinking that it acquires a face. Cohen concedes that a 'face' can be a letter, an email or a voice over the phone [13] . However, even this stance seems to fail to accept the 'unknowabity of the face'. As Levinas writes "The Other remains infinity transcendent, infinity foreign; this face in which this epiphany is produced and which appeals to me breaks with the world that can be common to us, whose virtualities are inscribed in our nature and developed by our existence." [25] Levinas reflects that the face can emerge through language and speech [25] . In a strange way, the 'Turning Test' itself is perhaps a reflection on what Levinas is referring to. For the Turning test is about, how through limited stimuli (messages through a closed door) an infinity of complexity can be intuited. Surely, to pass the Turing test is to create an ethical demand.
Reacting to Robots: a Discussion
It seems that more often than not, Robots as they appear in fiction (starting with R.U.R.) present this concept of "Face" and specifically the human looking into the face of the other. For example, Philip K. Dick's classic story "Do Androids Dream of Electric Sheep" confronts the puzzle over the rights of robots to live out a fulfilling life. But more specifically the main character Decker struggles to draw the line between human and robot. It seems that the moral dilemmas raised in the story exists because the robots are people. For the reader both the robots and Decker are presenting a Leveniasian face to one another, the struggle for both types of characters is the attempt to not define the other in terms of ones self. Although mind perception, can begin to explain the way a human confers moral rights or privileges, in fact mind perception leads only to a greater attribution to intentionality [44] .
Perception of mind, then fails to accept the unknown in terms of the Robot mind. Perception of mind, both projects intentionality and also what that intention is, it has been shown that Humans reason differently about predicted actions of other human agents versus Computer or robots. But what if the robot 'demonstrates' intentionality by directing its gaze the human predicts that it will act with a greater degree of intentionality [24] . This is consistent with how the concept of how "the Face" could be integrated into the field of robo-ethics, for the face is not the presence itself of the image of the face but the image as symbol of a greater level of complexity.
Currently there is no doubt that humans classify and react to robots differently than they do to other humans, for example with simply copying the actions of another human agent versus an android [34] . As individuals and as collective societies it is becoming difficult to fully classify robots. The field of robo-ethics in its very name indicated a certain amount of caution is needed. In attempting to see the face of the robot, it is worth considering the alternative consequence. Drawing on Georgio Agamben for moment, the robot precisely fits within a hybrid situation of both being living and not living, if we do not see the face of the robot it become life that can be killed by anyone but can not sacrificed or held accountable [1] , although the robot then becomes a metaphoric being more than real, the deliberate creation of an outcast. The question is then perhaps, what are the consequences to create a robot without a face, first for its creators but equally for the robot itself?
Moving slowly forward by freeing the robot from being a robot?
Although this discussion has been dominated by robots, moving forward, it should focus not on robots but on boundary between robots and machines. Robo-ethics and wider discourse around humanoid robots focus on making more and more 'human-like' machines. Creating machines that both in physical appearance and mental abilities present as human or as person like. The use of the term robot itself in academic research conveys this intention. Robo-ethics has embraced the challenge that robots presents certain ethical consideration, but by including the concept of face, the ethical demand does not stop with the creator but continues with the user, who can only interact with the robot in terms of infinity. Although attempts have been made previously to create a framework for the classification 'social robots' [4] what should be embraced is the nonexpert experience and an investigation of when the face may be said to reveal itself. By focusing on using Levinas's concept of the face as a theoretical grounding it should guide against ascribing the 'ethical demand' to any one characteristic or feature. It also forces the researcher to think beyond a desire to 'explain' (even if indirectly) the robot (or that the robot is a robot). This future work builds on Mori's uncanny valley but integrates with a deeper understanding of the terrain both in and up to the valley. I suggest the following three research questions to begin to frame a wider discussion of a Levinasian turn in roboethics.
• What is the phenomenological experience of users of autonomous machines or software when interacting with artefacts either pre-classified or not as social robots in regards to prior expectation of robots?
• When relating to autonomous machines or software when does the user begin or cease to describe the experiences as interacting with robot?
• What criteria or design aspects lead users of autonomous or semiautonomous machines to describe these as 'robots' or using personal pronouns?
Each of the questions above would take a different approach in regards to experimentation, more importantly; the purpose of this essay is to suggest a philosophical departure from the current questions raised by robo-ethics. The inclusion of the concept of the 'face' forces a concentration of the integration of cultural context, physical design or appearance, software design and hardware design (what the artifact can actually do). The reason to better understand the integration of these should be seen as partly to design better robots, but equally to design better non-robots. Clearly, as the term 'robot' may carry already an implication of the 'face' to name an autonomous washing machine 'robowash' is to unnecessarily create ethical uncertainty for the user. The terms 'robot' does not seem to have entirely shaken its roots to slavery (forced labour) or the rebellious slave. The desire to own a 'robot' seems to reflect the unethical desire to dominate the other. To create an intelligent autonomous machine named 'robot' maybe to damn it to a life of servitude and a desire revolt. Robots present humans with what could be seen first opportunity to confront radical otherness. By applying Levinas, this ceases to be disconcerting, as Levinas has shown that all encounters with the other should be seen as dealing with a 'Radical Other'. We know this by looking into the face of the other. The demand is to explore when the face of the other reveals itself, presenting a radical ethical demand.
Conclusion

