Abstract. The F5 algorithm is presented by Faugère in 2002. However, Faugère have not provide the rigorous proofs so far. In this paper, we will give a new complete proof and hence reveal the essence of this algorithm. The proof consists of the correctness and termination of the algorithm and the correctness of two criteria in it.
Introduction
Solving the system of polynomial equations is a basic problem in computer algebra, through which many practical problems can be solved easily. Among all the methods for this aim, the Gröbner bases method is one of the most famous ones.
The original Gröbner base algorithm is presented by Buchberger in 1965 [3] . He proved the termination in 1985 [5] and proposed three criteria to improve this algorithm in 1979 [4] . In the year 1983, Lazard firstly introduced the idea of computing the Gröbner base by using linear technique [13] and after that, Gebauer and Moller improved the Gröbner base algorithm through computing staggered linear bases [11] . At the same time, syzygies are used to eliminate useless s-pairs by Mora ea al. [14] , but the efficiency is not so good. The most important improvements come from Faugère. He utilizes the matrix elimination to speed up the reduction in the F4 algorithm [8] and proposes two criteria to avoid useless computation in the F5 algorithm [9] . At present, the F4 and F5 algorithm are the most efficient Gröbner base algorithms in the world.
Although the functions of F5 algorithm have been given in [9] , no complete proofs of this algorithm appear in that paper. Since then, some researchers have presented their proofs, such as Steger [17] and Eder [7] . However, their proofs are not clear enough to reveal the essence of F5 algorithm. So in this paper, we will give a new rigorous proof. Our proof will focus on the theoretical bases of the F5 algorithm, and help the readers to understand this algorithm thoroughly. Besides, the syzygy knowledge is not used in this paper, so we are confident that our proof is simple enough. A partial proof can be found in our earlier paper [15] and the implementation is described in [16] .
Actually, F5 algorithm is only a theoretic algorithm, which offers two new criteria to remove useless s-pairs. From our proof, we can see that the base of these two criteria is the special reduction process introduced by the F5 algorithm. This special procedure is only a one-side reduction, which is much different from the reduction in F4 algorithm. That is, the rows in F5 matrices can merely be reduced by 'lower' rows. This request ensure the correctness of the two criteria. However, it also slows down the elimination of the matrices. More details can be found in the specific proof. This paper is organized as follow: some basic definitions appear in section 2; we prove the correctness and termination of F5 algorithm in section 3; the section 4 is the proof of two criteria; and we will conclude this paper in section 5.
Preliminaries

Notations
Let K be a field, N be the set of non-negative integer and T be the term set of {x 1 , · · · , x n }, which means T = {cx α 1 1 · · · x αn n |c ∈ K, α i ∈ N, i = 1, · · · , n}. Assume ≺ is an admissible monomial order defined over {x α 1 1 · · · x αn n |α i ∈ N, i = 1, · · · , n} and can be extended to T naturally, then given t = cx 1 · · · x αn n , then the leading monomial is lm(f ) = x α 1 1 · · · x αn n and the leading coefficient is lc(f ) = c α . We also use x α to express x α 1 1 · · · x αn n for short. In this paper, we still need some basic knowledge about the Grönber bases and we assume the readers are familiar with that. More details about the Gröbner bases are referred to [6] .
Definitions
The definitions in this paper are slightly different from those in [9] . In order to make definitions easier to be understood, we add some auxiliary information to them. This variation will be useful in our proof and not affect the F5 algorithm itself.
, and a labeled polynomial is a five-tuple vector G = (x α , f, i, g, k) ∈ L. We define the signature of G as S(G) = x α , the initial as init(G) = f , the index as index(G) = i, the polynomial as poly(G) = g and the number as num(G) = k.
The definition of labeled polynomial implies more relative information are used in the F5 algorithm instead of only polynomials. In this paper, for convenience, we use the lowercase to express the polynomials such as f, g, h, while the flourish for the labeled polynomials such as F, G, H. And the input polynomials are called the initial polynomials. Definition 2.2 Let F, G ∈ L be two labeled polynomials. We say F ≺ s G (or G ≻ s F), if either of the following two cases is satisfied:
index(F) = index(G) and S(F) ≺ S(G).
Particularly, we have F = s G, if index(F) = index(G) and S(F) = S(G). Definition 2.3 Let F, G ∈ L be two labeled polynomials. We say F ≺ l G (or G ≻ l F), if one of the following two cases is satisfied:
The Basic F5 Algorithm
The F5 algorithm in [9] is expressed as function codes. In order to make the key idea clearer, we rewrite this algorithm in a simpler form, which has no essential difference from its original version. Our strategy of proof consist of two parts: First, we prove the correctness and termination of the basic F5 algorithm, which is an F5 algorithm that does not use the criteria; Second, we show that adding two criteria do not affect the correctness of this algorithm. In this section, we focus on the first part of the proof, and the other part comes in the next section.
Reduction
For convenience, the F5 algorithm which does not use the criteria is called the basic F5 algorithm. In fact, the basic F5 algorithm is only a Buchberger algorithm that using a special reduction. In the following, we give the definition of this reduction.
Definition 3.1 Let F ∈ L be a labeled polynomial and B ⊂ L be a set of labeled polynomials. If there exist G ∈ B and u ∈ T , such that: lt(poly(F)) = ult(poly(G)) and F ≻ s uG, then we say F is reducible by B; otherwise, F is irreducible.
Remark that in this definition, ≻ s is used instead of ≻ l . Definition 3.2 Assume F ∈ L is reducible by the set of labeled polynomials B ⊂ L. Then there exist G ∈ B and u ∈ T , such that: lt(poly(F)) = ult(poly(G)) and F ≻ s uG. Let F ′ = F − uG, we call the procedure F −→ B F ′ a reduction. If F ′ is still reducible by B, we repeat the above procedure. Then this course will end up with a sequence: F −→ B F ′ −→ B · · · −→ B F * and F * is irreducible by B, we say F can be reduced to F * by B, and denote it as: F −→ * B F * . If F −→ * B F * and poly(F * ) = 0, we say F can be reduced to 0 by B and write F −→ * B 0 for short. This reduction is much different from the general reduction. Not only the condition lt(poly(G))|lt(poly(F)) should be satisfied, but also the inequation F ≻ s uG should hold as well. A direct consequence for this is that some polynomials may not be used to reduce other polynomials, but as we will see sooner, this problem can be compensated by computing the critical pairs.
The Basic F5 Algorithm
Since we have the definition of reduction, now we can present the basic F5 algorithm. Notice that num(P) is actually the number when P is added to the set B.
Proposition 3.3 The basic F5 algorithm will terminate in a finite number of steps.
Proof: To be completed. It remains to prove the output of this algorithm is a Gröbner base. First we need some definitions about the standard representation and t-representation. The related proofs about t-representation is similar with the polynomial version, so we omit the proofs here. More details can be found in [2] .
Algorithm 1 -The basic F5 algorithm
Input:
An ordered polynomials set 
where F l lt(p i )G i and lm(poly(F)) lm(p i poly(G i )) for i = 1, · · · , s, then we say this is a standard representation of F w.r.t. B.
Combine the definition of reduction and standard representation, it is easy to obtain the following conclusion. Definition 3.6 Let F ∈ L be a labeled polynomial, B ⊂ L be a set of labeled polynomials and t ∈ T be a monomial. If there exist
where F l lt(p i )G i and t lm(p i poly(G i )) for i = 1, · · · , s, then we say this is a trepresentation of F w.r.t. B.
Definition 3.7 Let B ⊂ L be a set of labeled polynomials and s(F, G) = (w, u, F, v, G) be a critical pair, where w, u, v ∈ T and F, G ∈ B. If spoly(F, G) has a t-representation w.r.t. B with t ≺ w, then we say the pair s(F, G) has a t-representation w.r.t. B for short.
The following theorem shows the Gröbner base can be described by t-representations.
By using this theorem, we can complete the correctness of the basic F5 algorithm.
Proposition 3.9 The output of the basic F5 algorithm is a Gröbner base of the ideal generated by F .
Proof: Assume the labeled polynomial set in the step 4 of the basic F5 algorithm is B terminate . It is clear that all the polynomials in {poly(P)|P ∈ B terminate } belong to the ideal generated by F , and F ⊂ {poly(P)|P ∈ B terminate } holds too. So the output of the basic F5 algorithm is a base and we need to show it is a Gröbner base.
By the algorithm, if a critical pair, say s(P, Q), has been dealt with during some loop, then spoly(P, Q) can be reduce to 0 by B terminate , since the result of reduction at that loop has been added to B terminate . So spoly(P, Q) has a standard representation w.r.t. B terminate and hence s(P, Q) has a t-representation w.r.t. B terminate . Notice that there is no criteria in the basic F5 algorithm to remove critical pairs from the set CP , so all the pairs in CP should be dealt with in the step 3. Therefore, if a critical pair is added to CP , then it has a t-representation w.r.t. B terminate .
By the basic F5 algorithm, all the critical pairs generated by B terminate have been added to CP . Combined with the above discussion, they all have t-representation w.r.t. B terminate . The theorem 3.8 tells us the set {poly(P)|P ∈ B terminate } is a Gröbner base of the ideal generated by F .
The F5 algorithm
In this section, we will introduce two criteria in the F5 algorithm. The proofs of the basic F5 algorithm in the last section will help to prove the F5 algorithm. Also, more attention will be paid to the correctness of the criteria.
Normalize, Rewrite and Reduce
The reduction in the F5 algorithm is slightly different from that in the basic F5 algorithm. The definition of normalized and rewritten is introduce to detect useless critical pairs. The relative definitions is given in this subsection.
In the following three definitions, let F ∈ L be a labeled polynomial and B ⊂ L be a set of labeled polynomials. Definition 4.1 We say F is normalized by B, if there do not exist a labeled polynomial G ∈ B and a term v ∈ T , such that S(F) = vlt(poly(G)) and index(F) < index(G).
Definition 4.2
We say F can be rewritten by B, if there exist a labeled polynomial G ∈ B and a term v ∈ T , such that F = s vG and num(F) < num(vG). Definition 4.3 For F, if there exist G ∈ B and u ∈ T , such that: uG is normalized and cannot be rewritten by B, lt(poly(F)) = ult(poly(G)) and F ≻ s uG, then we say F is F5-reducible by B; otherwise, F is F5-irreducible.
Then there exist G ∈ B and u ∈ T , such that: lt(poly(F)) = ult(poly(G)) and F ≻ s uG. Let F ′ = F − uG, we call the procedure F =⇒ B F ′ a F5-reduction. If F ′ is still F5-reducible by B, we repeat the above procedure. Then this course will end up with a sequence: F =⇒ B F ′ =⇒ B · · · =⇒ B F * and F * is F5-irreducible by B. We say F can be F5-reduced to F * by B and denote it as: F =⇒ * B F * . If F =⇒ * B F * and poly(F * ) = 0, we say F can be F5-reduced to 0 by B and write F =⇒ * B 0 for short. The F5-reduction is slightly different from the reduction define in the section 3.. After presenting the F5 algorithm, we will show the difference do not affect the algorithm.
Criteria
Now we can give the two criteria. Let B ⊂ L be a set of labeled polynomials.
1. Syzygy (or F5) criterion: Given a critical pair:
2. Rewritten criterion: Given a critical pair:
That a critical pair can be discarded means this pair is not necessary to be dealt with. The meanings will be clearer when the F5 algorithm is given. We will prove the two criteria in the next subsection.
The F5 Algorithm
First, we present the F5 algorithm, which is modified slightly from the basic F5 algorithm. Compared with the basic F5 algorithm, there are two differences in this algorithm. The first one is the step 3.3 discard some critical pairs that satisfy the criteria. The second one is that in the step 3.4 the F5-reduction is used. Now let us say something about the second difference. The F5-reduction seams weaker than the reduction in the basic F5 algorithm in some sense. That is, if a labeled polynomial P is F5-irreducible w.r.t. the set B k , it is possible that P is reducible w.r.t. the set B k . So there may exist P ′ ∈ B k and u ∈ T such that lt(poly(P)) = ult(poly(P ′ )) and P ≻ s uP ′ , but uP ′ is not normalized or can be rewritten. However, the existence of such P ′ will never be a problem, since P − uP ′ is equal to the s-polynomial of s(P, P ′ ) which will be added to CP in the step 3.6. So the difference between F5-reduction and reduction does not affect the F5 algorithm. In fact, reducing a polynomial by another polynomial is equivalent to dealing with their critical pair.
The first difference only decreases the number of critical pairs in CP and do not influence the the termination of this algorithm. So after a slightly modification, the proof of termination for the basic F5 algorithm can be use to prove the termination of the F5 algorithm and we do not repeat it here.
Algorithm 2 -The F5 algorithm
Input:
The correctness of the F5 algorithm is a little complicated. In the rest of this subsection, we will concentrate on this issue.
Since the basic F5 algorithm is correct and the F5-reduction has no essential difference from the reduction. It remains to prove the critical pairs discarded by the two criteria are really useless. To achieve this goal, we first present a key lemma and then we prove a weaker fact that if a critical pair is detected by either of the criteria and meets some requirement, then it is useless. At last, a trick is used to finish the whole proof.
Some new definitions are needed by the key lemma.
Definition 4.5 Let F ∈ L be a labeled polynomial and B ⊂ L be a set of labeled polynomials.
such that:
where F ≻ l lt(p i )G i for i = 1, · · · , s, then we say this a strictly lower representation of F w.r.t. B.
Now we give the key lemma.
Lemma 4.6 Let F be a labeled polynomial and B ⊂ L be a set of labeled polynomials. If F has a strictly lower representation w.r.t. B and for any critical pair s(P, Q) = (w, u, P, v, Q) such that F ≻ l uP where w, u, v ∈ T and P, Q ∈ B, spoly(P, Q) has a t-representation w.r.t. B with t ≺ w. Then F has a standard representation w.r.t. B. Furthermore, there exist a labeled polynomial G ∈ B and a term v ∈ T such that lt(poly(F)) = vlt(poly(G)) and F ≻ l vG.
Proof: Since F has a strictly lower representation w.r.t. B, there exist
where
}, then we always have:
Now consider all possible strictly lower representations of F w.r.t. B. For each such expression, we get a possibly different δ. Since a monomial order is a well-ordering, we can select a strictly lower representation of F w.r.t. B such that δ is minimal. Assume this strictly lower representation is:
We will show that once this minimal δ is chosen, we have lm(poly(F)) = δ, and then we will prove the lemma. We will prove this by contradiction. Equality fails only when lm(poly(F)) ≺ δ. Let m(i) = lm(q i poly(H i )), and then we can rewrite poly(F) in the following form:
The monomials appearing in the second and third sums on the second line all ≺ δ. Thus, the assumption lm(poly(F)) ≺ δ means that the first sum also ≺ δ. So the first sum must be a linear combination of s-polynomials. That is:
where u jk ∈ T . For each spoly( (1) is a strictly lower representation of F. The next step is to use the hypothesis that all the lower pairs than F have a t-representation w.r.t. B. Therefore, for each s-polynomial spoly(
where spoly(H j , H k ) ≻ l lt(g i )R i and lcm(lm(poly(H j )), lm(poly(H k ))) ≻ lm(g i poly(R i )) for i = 1, · · · , r. Substitute the above equations back to (3) and hence the equation (2) . The monomials in the new expression of (2) will all ≺ σ. Then a new strictly lower representation of F w.r.t. B appears with all monomials ≺ σ, which contradicts the minimality of σ. So we must have lm(poly(F)) = δ.
where F ≻ l lt(q i )H i and lm(poly(F)) lm(q i poly(H i )) for i = 1, · · · , l. And this is a standard representation of F w.r.t. B. Furthermore, since the equality holds in (4), there exists a j, 1 j l such that lm(poly(F)) = lm(q j )lm(poly(H j )). The lemma is proved.
For convenience, we introduce the following definition.
Definition 4.7 Let F, G ∈ L be labeled polynomials and B ⊂ L be a set of labeled polynomials. If for any critical pair s(P, Q) such that s(F, G) ≻ l s(P, Q) where P, Q ∈ B, s(P, Q) has a t-representation w.r.t. B, then we say that all the lower pairs of s(F, G) w.r.t. B have been dealt with.
If all the lower pairs of s(F, G) = (w, u, F, v, G) w.r.t. B have been dealt with, it is obvious that for any critical pair s(P, Q) = (w ′ , r, P, t, Q) such that uF ≻ l rP where P, Q ∈ B, spoly(P, Q) has a t-representation w.r.t. B with t ≺ w ′ . Then one of the hypothesis of lemma 4.6 could be satisfied. 
Then we have:
This is a strictly lower representation of F w.r.t. B. Combined with the hypothesis that all the lower pairs of s(F, F ′ ) w.r.t. B have been dealt with, the lemma 4.6 shows that, there exist
whereF ≻ l lt(q i )H i and lm(poly(F )) lm(q i poly(H i )) for i = 1, · · · , l. Since w = lcm(lm(poly(F)), lm(poly(F ′ ))) ≻ lm(poly(uF − u ′ F ′ )) = lm(poly(F )), the expression in (5) is a t-representation of spoly(F, F ′ ) w.r.t. B with t ≺ w, which completes the proof. Proposition 4.9 Let B ⊂ L be a set of labeled polynomials. For a given critical pair s(F ′ , F) = (w, u ′ , F ′ , u, F), where w, u ′ , u ∈ T and F ′ , F ∈ B. If uF has a strictly lower representation w.r.t. B and all the lower pairs of s(F ′ , F) w.r.t. B have been dealt with, then the s-polynomial spoly(F ′ , F) has a t-representation w.r.t. B with t ≺ w.
Proof: Since uF has a strictly lower representation w.r.t. B and all the lower pairs of s(F ′ , F) w.r.t. B have been dealt with, Lemma 4.6 shows that there exist a labeled polynomial G ∈ B and a monomial v ∈ T such that lt(poly(uF)) = vlt(poly(G)) and uF ≻ l vG. Then we have
, by the hypothesis, spoly(F ′ , G) has a t-representation w.r.t. B with t ≺ lcm(lm(poly(F ′ )), lm(poly(G))). Similarly, since s(F ′ , F) ≻ l s(F, G), spoly(F, G) has a t-representation w.r.t. B with t ≺ lcm(lm(poly(F)), lm(poly(G))). Combined with the fact that w = lcm(lm(poly(F ′ )), lm(poly(F))) = gcd(u ′ , uv)lcm(lm(poly(F ′ )), lm(poly(G))) = lm(u)lcm(lm(poly(F)), lm(poly(G))), spoly(F ′ , F) has a t-representation w.r.t. B with t ≺ w. Proposition 4.8 and 4.9 implie that if either part of the critical pair has a strictly lower representation, then this pair is possible to have a t-representation. Next, we will show the pairs which satisfy either the Syzygy or Rewritten criterion do have a strictly lower representation. First of all, another lemma is needed.
Lemma 4.10 Let B terminate ⊂ L be the set of labeled polynomials in the step 4 in the F5 algorithm and F = (x α , f j , j, f, k) ∈ B terminate . Then there exist p 1 , · · · , p s ∈ K[x 1 , · · · , x n ] and G 1 , · · · , G s ∈ B terminate , such that:
Proof: We will prove this lemma by the induction of the loop l. Let B (l−1) be the labeled polynomial set before the lth loop begins and B (l) be the labeled polynomial set after the lth loop. First, l = 0 and consider the set
, where f i 's are the initial polynomials. It is obvious that the lemma holds for B (0) .
Next, suppose the lemma holds for B (l−1) , so our aim is to show the lemma holds for B (l) . Denote the corresponding critical pair dealt with in that loop as cp = (w, u 1 , Q 1 , u 2 , Q 2 ), where w, u 1 , u 2 ∈ T and Q 1 , Q 2 ∈ B (l−1) .
If cp satisfies one of the criteria, then by the F5 algorithm, no labeled polynomial will be added to B (l−1) and we have B (l) = B (l−1) . Therefore, the lemma holds for B (l) .
On the other hand, assume cp does not satisfy either of the criteria. Then the spoly(Q 1 , Q 2 ) is calculated and F5-reduced to a new labeled polynomial, say P, by the set B (l−1) . Afterwards, P will be added to B (l−1) , so to prove the lemma holds for B (l) , we only need to consider the labeled polynomial P.
By the F5-reduction procedure, there exist
The above equation can be written as:
By the addition of labeled polynomials, we have P = s u 1 Q 1 = s spoly(Q 1 , Q 2 ) and hence 
where 0 = c ∈ K, Q 1 = s P ≻ s lt(q i )H i for i = 1, · · · , r. Since P = s u 1 Q 1 , then init(P) = init(Q 1 ) and S(P) = lm(u 1 )S(Q 1 ). Substitute the above expressions back into (6), then we obtain a new representation of poly(P), which shows the lemma holds for B l . And hence the lemma is proved.
Let B terminate ⊂ L be the set of labeled polynomials in the step 4 in the F5 algorithm.
Theorem 4.11 The Weak Syzygy (or F5) Criterion: Given a critical pair: 
is a principle syzygy of (f j , g). That is, we have:
Let q 1 = vf j and q 2 = −v(g − lt(g)), therefore,
By hypothesis, we have index(
On the other hand, the lemma 4.10 shows that there exist
Substitute the expression of x α f j in (7) into (8). Then we obtain
where Proof: Since u k G k can be rewritten by B terminate , there exist a labeled polynomial G ∈ B terminate and a term v ∈ T , such that
On one hand, for vG, by the lemma 4.10, there exist
where (9) into (10). Then we obtain
So we obtain a strictly lower representation of u k G k w.r.t. B terminate . Furthermore, by the proposition 4.8 and 4.9, if all the lower pairs of s(G 1 , G 2 ) w.r.t. B terminate have been dealt with, then the s-polynomial spoly(G 1 , G 2 ) has a t-representation w.r.t. B terminate with t ≺ w.
Both the theorem 4.11 and 4.12 have an additional hypothesis that all the lower pairs of s(G 1 , G 2 ) w.r.t. B terminate have been dealt with. This condition is very difficult to achieve when the useless pair is being detected. That is why we call them "weak" theorems. However, a subtle trick can make them revival and hence prove the correctness of the F5 algorithm.
Theorem 4.13
The output of the F5 algorithm is a Gröbner base of the ideal generated by F .
Proof: In order to prove this algorithm, we need to modify the F5 algorithm first.
Algorithm 3 -The modified F5 algorithm
Input:
An ordered polynomials set
. Output: A labeled polynomial set B and a set of critical pairs D. The only difference between the modified F5 algorithm and the F5 algorithm is that we save the useless critical pairs in step 3.3 instead of discarding them. In order to distinguish the notations, assume the labeled polynomials set in step 4 is B terminate and the set D in step 4 is D terminate .
In a similar way of the proposition 3.9, we can show {poly(P)|P ∈ B terminate } is a base of the ideal generated by F .
The theorem 3.8 shows that if all the critical pairs which are generated by B terminate have t-representations w.r.t. B terminate , then the set {poly(P)|P ∈ B terminate } is Gröbner base. Besides, from the proof of the proposition 3.9, we learn that if a critical pair is dealt with during the While loop in step 3, then it has a t-representations w.r.t. B terminate .
But unfortunately, not all the critical pairs generated by B terminate are dealt with in the loops, since the criteria discard some pairs before they are calculated. The pairs detected by the criteria are thrown away directly in the F5 algorithm, so it is difficult to discuss them afterwards. And that is why we save them in the modified F5 algorithm. Another reason we present the modified F5 algorithm is that most of the detected pairs do not have t-representations w.r.t. the corresponding B k when they are being detected. Since we save all the critical pairs that are not dealt with during the loops into D terminate , if we prove they have t-representations w.r.t. B terminate , then the set {poly(P)|P ∈ B terminate } will be a Gröbner base by theorem 3.8. Next, we will show this.
The strategy of our proof is that, each time we select a minimal critical pair, say cp min , under the order ≻ l from the set D terminate and remove it from D terminate . Then we show cp min has a t-representation w.r.t. B terminate . Since the number of pairs in D terminate is finite, this procedure will terminate after finite steps. If all the pairs in the D terminate are removed in this way, then the theorem is proved.
Let cp min := min ≻ l D terminate and D terminate := D terminate \ {cp min }. Then D terminate consists of all the critical pairs which are generated by B terminate and not dealt with. Here being dealt with means having a t-representation w.r.t. B terminate . Assume cp min = (w, u 1 , G 1 , u 2 , G 2 ), where w, u 1 , u 2 ∈ T and G 1 , G 2 ∈ B terminate . Since cp min is the minimal pairs in D terminate under the order ≻ l , so all the lower pairs of cp min w.r.t. B terminate have been dealt with. Besides, cp min satisfies either the Syzygy or Rewritten criterion, so by the theorem 4.11 and 4.12, the s-polynomial spoly(G 1 , G 2 ) has a t-representation w.r.t. B terminate with t ≺ w.
After all, we have proved that all the critical pairs detected by the two criteria have trepresentations w.r.t. B terminate . Then by the theorem 3.8, the set {poly(P)|P ∈ B terminate } is a Gröbner base and hence the theorem is proved.
The essence of the F5 algorithm
From the proofs we can see that, the F5-reduction is the base of the two criteria. Since the reduction is done by the order ≻ s , which means a labeled polynomial can only be reduced by "lower" labeled polynomials, then we have more information to detect useless critical pairs. So the F5-reduction is the essence of the F5 algorithm. In brief, the F5 algorithm presents a new ordered reduction, so for each polynomial generated during the computation, we know where it comes from. This will help us to use the properties which are possessed by their ancestors, not just their own properties. That is why the criteria of F5 algorithm could detect more useless critical pairs.
Besides, the proof of theorem 4.13 has no special requests for the selection strategy of the critical pairs. So in theory, for any selection strategy, the F5 algorithm is correct all the time.
The Syzygy Criterion uses the principle syzygy to eliminate useless pairs. Since the principle syzygy of a polynomial set is very easy to compute, so this criterion is much efficient than the technique presented by Mora etc. [14] . In that paper, Mora etc. computes the syzygy instead of the principle syzygy. Although this will remove more redundant computation, the cost is very expensive too. As Faugère has claimed that almost all the polynomial systems are semi-regular systems, therefore, the principle syzygy is enough to detect almost all the useless pairs.
The rewritten criterion is easier to understand now. Since two labeled polynomials have the same signature and same index, then they come from the same origin and hence they are identical in some sense. The only difference is one polynomial is newer than the other. Since a polynomial have a newer version, all of its operations can be replaced by operations of this newer version. So it is not surprising to discard the "obsolete computations".
Available Variations
As we have seen, the F5-reduction is the base of the whole algorithm. Maintaining this reduction, we can present some available variations of the F5 algorithm.
The order of signature
Since the order of signature do not influence the F5-reduction, besides the POT (position over term) order given by the F5 algorithm, we can also use the TOP (term over position) order. By using this order, we only need to modify the comparison of two labeled polynomials.
Definition 5.1 Let F, G ∈ L be two labeled polynomials. We say F ≺ s ′ G (or G ≻ s ′ F), if either of the following two cases is satisfied:
1. lm(poly(F))S(F) ≺ lm(poly(G))S(G).
lm(poly(F))S(F) = lm(poly(G))S(G) and index(F) > index(G).
Particularly, we have F = s ′ G, if lm(poly(F))S(F) = lm(poly(G))S(G) and index(F) = index(G).
Definition 5.2 Let F, G ∈ L be two labeled polynomials. We say F ≺ l ′ G (or G ≻ l ′ F), if one of the following two cases is satisfied:
There is no need to modify the definitions of the critical pairs and the F5-reduction. The rewritten criterion holds as well. But the syzygy criterion needs to be revised a bit. That is, we need to redefine the normalized.
Definition 5.3
We say F is normalized by B, if there do not exist a labeled polynomial G ∈ B and a term v ∈ T , such that S(F) = vlt(poly(G)) and F ≻ l ′ vlm(init(F))G.
The modification comes from the proof of the weak syzygy criterion theorem. In that proof, the definition of normalized presents an equation (7) under the order ≻ s . The new definition of normalization can also present an equation under the order ≻ s ′ . Let F = (x α , f j , j, h, k ′ ) and g = poly(G). The labeled polynomial of f j is F j = (1, f j , j, f j , j). Then we still have:
By hypothesis, we have F ≻ l ′ vlm(init(F))G = vlm(f j )G. And F ≻ l ′ lt(q 2 )F j holds all the time. So the technique of theorem 4.11 can be applied to finish this proof. The advantage of the so called TOP order is that, it can alleviate the influence of the order of the initial polynomials, since it compares the terms first. To be a metaphor, the original POT order in the F5 algorithm is much like the pure lexicographic order, while the TOP order is the graded-lexicographic order. As we know, the graded-lexicographic has less dependence on the variable order and also has better efficiency than the pure lexicographic order. We have implemented the variation of the F5 algorithm over the boolean ring by using the TOP signature order in [16] .
Adding new initial polynomial
In the F5 algorithm, the signature and index work as clues during the computation. Take a labeled polynomial, say G = (x α , f i , i, g, k) ∈ L, for example. The signature x α and index i tell us which polynomial g comes from. However, there exists a nature conflict between the signature and the polynomial. During the course of the computations, the signature grows bigger and bigger, but the polynomial usually becomes simpler and simpler. In this case, if we handle the critical pairs from lower to higher under the order ≻ l , the complex polynomials may be dealt with earlier. This is not what we wished, since simpler polynomials may simplify the system significantly.
Two method may resolve this conflict. One is to cope with the critical pairs from the simpler to the complex. This is a selection strategy problem and is not our main subject of this subsection.
The other one is to add new initial polynomials. In brief, if a labeled polynomial, say F, have a simple polynomial and a relative complex signature, then we can add a new initial polynomial to the system. The new initial polynomial will have the same polynomial as F, but its signature is set to 1 and its index is bigger than any other initial polynomials. In this case, the newly added initial polynomial will be "smaller" enough to reduce other polynomials. Since the polynomial of the new initial polynomial belongs to the original system, this will do nothing bad to the correctness of the algorithm. If we update the set of critical pairs at the same time, the criteria will work as well.
According to our experiments, usually, adding new initial polynomials in the following two cases may speed up the algorithm:
1. The newly generated polynomial has a very low total degree, such as 1 or 2.
2. The leading monomial of some present initial polynomial can be reduced by the newly generated polynomial.
However, adding too many polynomials will not speed up the algorithm. Because adding new initial polynomial is actually to cut off the relationship between this polynomial and its initial polynomial. One direct result is to weaken the function of criteria, since the system of initial polynomials may not be semi regular any more, so that many useless pairs perhaps cannot be detected. Furthermore, if all the newly generated polynomials are added as new initial polynomials, then the rewritten criterion will not work at all.
The matrix-F5 algorithm
In fact, the F5 algorithm is only a theoretical algorithm. It presents useful criteria to avoid redundant computation. If we want to implement an efficient F5 algorithm, only the theoretical technique is not enough. The linear technique introduced by the F4 algorithm should also be used, and hence we obtain the so called matrix-F5 algorithm. The matrix-F5 algorithm is mentioned in [1] but not specifically described. Here we will discuss this algorithm and compare it with the F4 algorithm in theory.
There are two steps in constructing the F5 matrix. First, we split the critical pairs that need to be dealt with into two parts just as the F4 algorithm does. For example, let cp = s(P, Q) = (w, u, P, v, Q) be a critical pair, where w, u, v ∈ T , P, Q ∈ B and B is a set of labeled polynomials. We split cp into two parts: u, P and v, Q. We calculate the labeled polynomial uP and vQ, and then save them into a set, say R. This step can be seen as coping with polynomials that need to be reduced.
Next, we check that for a monomial M of some polynomial in R, whether there exists a labeled polynomial in B such that M is divisible by its leading monomial. If does, assume the labeled polynomial is G. Then there exists u ′ ∈ T such that M = u ′ lm(poly(G)). The next step is to add u ′ G into the set R and check again. We request each monomial M only be checked once, so this check terminates after finite steps. This procedure can be seen as dealing with polynomials that are used to reduce others.
After the above two steps, we obtain a set of labeled polynomials R. The rewritten criterion guarantee there do not exist two labeled polynomials G 1 , G 2 ∈ R such that G 1 = s G 2 . Next, we sort R by the order ≻ s . And then we construct a matrix with each row representing a labeled polynomial in R. Then the construction of F5 matrix is finished.
Finally, we need to eliminate the F5 matrix. This elimination is much different from that in F4 algorithm and we should pay more attention to it. Due to the F5-reduction, the F5 matrix can only be reduced from one direction. That is, only "lower" rows can be used to eliminate "higher" rows by the order ≻ s . This constraint makes the elimination of F5 matrix not so efficient as that of F4 matrix. On the other hand, the criteria of F5 algorithm can detect more useless critical pairs than that of F4 algorithm, so the F5 matrix is usually smaller than the F4 matrix. Thus, there exists a balance between the size and the elimination efficiency. So it is not surprising that matrix-F5 algorithm performs better for some examples and F4 algorithm does better for others.
Conclusion
In this paper, we present the complete proof for the correctness of the F5 algorithm and discuss some available variations. From the proofs, we find that the F5-reduction is the base of the two criteria and is the essence of the F5 algorithm as well. Under this prerequisite, some useful variations may speed up the F5 algorithm. Notice that the correctness of the F5 algorithm is not influenced by the selection strategy of the critical pairs. A good strategy may speed up algorithm, too. This may be further researched in the future.
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