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Spherically symmetric vacuum solutions arising from trace dynamics modifications to
gravitation
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We derive the equations governing static, spherically symmetric vacuum solutions to the
Einstein equations, as modified by the frame-dependent effective action (derived from trace
dynamics) that gives an alternative explanation of the origin of “dark energy”. We give
analytic and numerical results for the solutions of these equations, first in polar coordinates,
and then in isotropic coordinates. General features of the static case are that (i) there is no
horizon, since g00 is non-vanishing for finite values of the polar radius, and only vanishes (in
isotropic coordinates) at the internal singularity, (ii) the Ricci scalar R vanishes identically,
and (iii) there is a physical singularity at cosmological distances. The large distance singu-
larity may be an artifact of the static restriction, since we find that the behavior at large
distances is altered in a time-dependent solution using the McVittie Ansatz.
I. INTRODUCTION
A. Background and aims
In a recent paper [1], one of us (SLA) analyzed the consequences of introducing gravitation into the framework
of trace dynamics pre-quantum mechanics [2], assuming the metric to be described as usual by a classical field.
The focus of [1] was on deriving an induced effective action describing trace dynamics modifications to gravitation,
applying it to the cosmological Robertson-Walker metric, and beginning an application to the spherically symmetric
case. The purpose of the present paper is to continue the latter, with a detailed investigation of modifications to
spherically symmetric vacuum solutions.
Before proceeding with this, however, we give a brief introduction to the basic ideas of trace dynamics pre-
quantum mechanics. A book-length exposition of trace dynamics is given in [2], with a synopsis as section 2 of [1];
readers wanting more detail than given here can refer to these references. The fundamental idea of trace dynamics
is to set up a pre-quantum theory, based on non-commuting matrix- or operator- valued dynamical variables which
have no a priori commutation relations; for example, canonical coordinates qr at different spatial points are not
assumed to commute. The Lagrangian for this system is taken as the trace of an operator Lagrangian constructed
as a polynomial in the qr and their time derivatives, and using just cyclic permutation under the trace, one finds
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2that the Euler Lagrange equations for the trace Lagrangian are operator equations of motion, without invoking
canonical quantization. This system is more general than the usual quantum field theory, and the rest of the trace
dynamics program shows that with certain approximations (basically a decoupling of high energy from low energy
degrees of freedom), quantum field theory with unitary state evolution emerges as the thermodynamics of the
underlying trace dynamics system. In trace dynamics, state vector reduction in measurement is a physical process,
and is the only low energy non-local and non-unitary remnant of the underlying operator dynamics.
Taking thermodynamics averages requires a canonical ensemble, which in trace dynamics is constructed as
usual as the exponential of a sum of generic conserved quantities with Lagrange multiplier coefficients. Thus, the
canonical ensemble has the form
dµρ =
dµ exp[−τH+ ...]∫
dµ exp[−τH+ ...] . (1)
Here dµ is the integration measure over the underlying phase space of pre-quantum operator variables, which is
conserved by the dynamics, H is the trace Hamiltonian, which is also conserved, τ is the Lagrange multiplier for
the trace Hamiltonian, and the elipsis ... denotes further conserved quantities that are Lorentz invariant when the
trace Lagrangian is assumed Lorentz invariant. The main point that concerns us here is that H is not Lorentz
invariant; it is rotationally invariant, but picks out a preferred frame specified by a time-like unit four vector
η = (1, 0, 0, 0). Thus before decoupling of terms proportional to τ , averages over the canonical ensemble will have
a frame dependence. This can be interpreted as a reflection of the rest frame of the “fluid” consisting of the
pre-quantum degrees of freedom. Since the trace Hamiltonian, and the entire formalism, are rotationally invariant,
and more generally are invariant under three-space general coordinate transformations, any preferred frame effects
arising from the canonical ensemble share these invariances.
In the discussion of the book [2], gravity was not included. In the paper [1] , gravity was included in the
form of a classical background metric gµν , and a trace dynamics-induced correction to the usual Einstein action
was defined as the average of the trace dynamics pre-quantum variable action over the canonical ensemble. The
structure of this correction was analyzed under the assumption that the pre-quantum matter fields are massless,
and so admit a Weyl scaling invariance when the metric is rescaled. This, together with three space rotational and
general coordinate invariance, implies that the induced correction to the Einstein action for has the following form
for non-rotating metrics, to zeroth order in the derivatives of the metric,
∆Sg = A0
∫
d4x((4)g)1/2(g00)
−2 , (2)
with A0 a constant and with
(4)g = −detgµν .
A salient feature of this effective action is that it picks a preferred frame, and thus violates Lorentz invariance.
The traditional statement of the principle of relativity is that all inertial frames are physically equivalent, and
that there is no way to measure the absolute velocity of an inertial observer. We now know, since the discovery of
the cosmic microwave background (CMB) radiation, that this statement needs modification. The CMB provides a
reference inertial frame, and by measuring the dipole component of the angular variation of the CMB, an observer
with a radiometer can infer her absolute velocity with respect to this frame. Such measurements [3] show that the
3solar system is moving with a velocity of 369 km/s relative to the CMB. Empirically, we know that the CMB is
highly isotropic, to an accuracy of one part in 105. Thus, it is natural to identify the preferred frame picked out by
the trace dynamics canonical ensemble, and by the action of Eq. (2), with the CMB rest frame, since identification
with any frame moving with a finite velocity with respect to the CMB rest frame would violate rotational symmetry
and spatial isotropy. Calculations using the effective action of Eq. (2) must be carried out in the CMB rest frame,
with predictions for frames moving with a finite velocity with respect to the CMB frame obtained by applying an
appropriate boost to the results of the CMB rest frame calculations. None of this implies that the physical laws
underlying trace dynamics are Lorentz violating – they are not – but only reflects the rest frame of the underlying
pre-quantum “fluid”, the dynamics of which is averaged over by the trace dynamics canonical ensemble. Our
assertion, motivated by rotational invariance, is that this rest frame is the same as the rest frame of the CMB, as
well as the rest frame of the background galaxies.
There has been an extended discussion in the literature of possible Lorentz violating effects, and experimental
bounds on them, but to our knowledge these do not take the form of a Lorentz violating effective action of the form
of Eq. (2). Thus, one motivation of this paper is to study further implications of a new form of preferred frame
effect, based on the two assumptions which are used in [1] but which are more general than the trace dynamics
program: (1) the preferred frame effective action, as a function of the metric, is three space general coordinate
invariant (but not four space general coordinate invariant), and (2) the preferred frame effective action is invariant
under Weyl rescalings of the metric and matter fields.
The simplest place to begin studying the implications of adding the action of Eq. (2) to the usual Einstein–
Hilbert action is the Robertson-Walker (RW) cosmological line element,
ds2 = dt2 − a(t)2
[
dr2
1− kr2 + r
2(dθ2 + sin2 θdφ2)
]
, (3)
corresponding to the metric components
g00 = 1 , grr = −a(t)2/(1− kr2) , gθθ = −a(t)2r2 , gφφ = −a(t)2r2 sin2 θ . (4)
Since g00 is exactly one for the RW line element, the effective action of Eq. (2) reduces in this case to
∆Sg = A0
∫
d4x((4)g)1/2 , (5)
and so has exactly the form of a cosmological constant action. This offers the possibility of explaining the “dark
energy” that contributes the largest fraction of the closure density of the universe, not as reflecting a “bare”
cosmological constant Λ0 (see Appendix A for notation) associated with Lorentz invariant quantum fluctuations, but
rather as a manifestation of a frame-dependent effective action produced by pre-quantum matter field fluctuations.
In this spirit, we shall assume that Λ0 = 0, and we shall choose A0 in Eq. (2) to reproduce the observed cosmological
constant Λ for a RW cosmology, which requires [1]
Λ = −8πGA0 , (6)
with G the gravitational constant (which will be set equal to unity in perturbation expansions and the presentation
of numerical results).
4We can then rewrite ∆S of Eq. (2) as
∆Sg = − Λ
8πG
∫
d4x((4)g)1/2(g00)
−2 , (7)
which is to be added to the standard Einstein-Hilbert action
Sg =
1
16πG
∫
d4x((4)g)1/2R (8)
to give the total gravitational action
Stotal = Sg +∆Sg . (9)
Varying this action with respect to the spatial metric components gij gives the modified equations of motion for
the spatial components Gij of the Einstein tensor; as discussed in [1] and as elaborated on below, the equations
of motion of the remaining components of the Einstein tensor can be inferred by conserving extension using the
Bianchi identities.
By construction, for the RW metric the modified action of Eq. (9) gives the usual equations of the standard
cosmological model. But for other metrics, it implies different physics than is implied by the usual interpretation
of “dark energy” as a consequence of a “bare” cosmological term, and this offers the possibility of distinguishing
between the two interpretations of “dark energy”. In particular, for the Schwarzschild metric solution of the Einstein
equations obtained from the usual Einstein-Hilbert action, the effective action ∆Sg diverges as (1 − 2MG/r)−2
near the Schwarzschild radius rS = 2MG, suggesting that including this term and solving the resulting modified
Einstein equations may substantially affect the horizon structure. Thus, a second motivation of this paper is to
study places where the two interpretations of dark energy, either as a “bare” cosmological constant arising from
Lorentz invariant vacuum physics, or as a frame-dependent effect of pre-quantum matter fluctuations, give different
results. The natural place to start such a study is in the well-defined arena of spherically symmetric metrics, which
was initiated in [1]. Our aim in the present paper is to continue the analysis of the spherically symmetric case,
both for static and time dependent metrics, by deriving and solving the differential equations governing spherically
symmetric Schwarzschild-like solutions in the preferred rest frame for the effective action.
B. Outline and brief summary
We proceed now to give an outline of the paper, and a brief summary of the principal results. In Sec. II we
analyze the equations in standard polar coordinates, marshalling both analytic and numerical results. In Sec. III
we study the related equations that describe the Schwarzschild-like solutions in isotropic coordinates. In Sec. IV
we extend our results to the time-dependent case, focussing on the McVittie Ansatz which, as in the static case, can
be analyzed by solving ordinary differential equations in a radius-like variable. In Sec. V we discuss the relevance
of our results to outstanding issues in black hole physics. Notational conventions and extensions of our discussion
are given in Appendices.
Our results show that, as anticipated, the effective action of Eq. (7) substantially changes the horizon structure.
At macroscopic distances >> 10−17M cm from the nominal horizon (with M the black hole mass in solar mass
5units) the solutions closely approximate the standard Schwarzschild form until cosmological distances are reached.
Hence we do not expect significant consequences for the astrophysics of stellar and galactic structure. Within
10−17M cm from the nominal horizon, the behavior of g00 changes, with g00 remaining non-vanishing until the
internal singularity is reached; this could have consequences, still to be explored, for discussions of the black hole
“information paradox”. We can conclude little from the internal singularity itself, since here the approximation of
neglecting metric derivatives in the effective action of Eq. (2) breaks down. At cosmological distances, the static
solutions have a physical (not a coordinate) singularity, which may be a consequence of using the static metric
assumption in a cosmological regime where it does not apply. Introducing time dependence significantly alters the
form of the spherically symmetric solutions. Time-dependent solutions in the McVittie Ansatz are very sensitive to
initial values and integration details, but subject to uncertainties which we discuss, there may be solutions which
have similar horizon behavior to the static case, but in which the large distance physical singularity is pushed out
to super-cosmological distances for black hole masses of astrophysical interest.
II. SCHWARZSCHILD-LIKE SOLUTIONS IN STANDARD POLAR COORDINATES
A. Modified Einstein equations for the static, spherically symmetric metric
The standard form for the static, spherically symmetric line element is
(ds)2 = B(r)(dt)2 −A(r)(dr)2 − r2((dθ)2 + sin2 θ(dφ)2) , (10)
corresponding to the metric components
gtt ≡ g00 = B(r) , grr = −A(r) , gθθ = −r2 , gφφ = −r2 sin2 θ . (11)
Since we have g0i = gi0 = 0 , D
i = 0, we can use the simplified form of the induced action given in Eqs. (2)–(7).
Substituting g00 = B(r), we get
∆Sg = − Λ
8πG
∫
d4x((4)g)1/2B(r)−2 . (12)
Varying the spatial components gij of the metric, while taking δg00 = δg0i = 0, and writing
δ∆Sg = −1
2
∫
d4x((4)g)1/2∆T ijδgij . (13)
we find from Eq. (12) that the spatial components ∆T ij are given by
∆T ij =
Λ
8πG
gij/B(r)2 , ∆Tij =
Λ
8πG
gij/B(r)
2 . (14)
Adding this to the variation of the Einstein action Sg of Eqs. (8) and (9), and equating the total variation to zero,
we get the modified Einstein equations for Grr and Gθθ,
Grr − ΛA(r)
B(r)2
= 0 ,
Gθθ − Λr
2
B(r)2
= 0 ,
6(15)
with the equation for Gφφ proportional to that for Gθθ.
From the expressions for Gtt, Grr, and Gθθ, with
′ denoting d/dr, and with A ≡ A(r) and B ≡ B(r) in Eqs.
(16) – (17),
Gtt =
B
rA
[
−A
′
A
+
1
r
(1−A)
]
,
Grr =− B
′
rB
+
1
r2
(A− 1) ,
Gθθ = − r
2
2A
[
B′′
B
− B
′
2B
(
A′
A
+
B′
B
)
+
1
r
(
−A
′
A
+
B′
B
)]
,
(16)
we find the linear relation (the Bianchi identity)
G′rr −
2A
r3
Gθθ +
(
B′
2B
+
2
r
− A
′
A
)
Grr +
AB′
2B2
Gtt = 0 . (17)
When Gµν is replaced in this equation by the covariantly conserved ∆Tµν it must also be satisfied, so for the
conserving extension ∆Ttt of ∆Trr and ∆Tθθ defined in [1] we find (see also Appendix B)
∆Ttt = − 3Λ
8πGB
, (18)
giving as the modified equation for Gtt
Gtt − 3Λ
B
= 0 . (19)
The differential equations derived in the subsequent analysis proceed from the equations for Grr and Gθθ, but we
will use the Gtt equation in deriving the value of the curvature scalar R.
Proceeding in an analogous way, one can derive the modified equations for a general axially symmetric metric.
These are given (but not solved) in Appendix D of the arXiv version of this paper (arXiv:1308.1448v3).
B. Comparison with the Schwarzschild-de-Sitter equations and metric
Before proceeding to study Eqs. (15), we first examine the analogous equations that would be obtained from
an ordinary cosmological constant
(
that is, Eq. (A2) with Λ0 interpreted as the observed cosmological constant
Λ
)
, which correspond to replacing B(r)2 by unity in Eqs. (12) – (15). This gives the Einstein equations
Grr − ΛA(r) = 0 ,
Gθθ − Λr2 = 0 .
(20)
As is well known, this system of equations can be solved by making the Ansatz A(r) = C/B(r), with C a constant,
which implies that A′/A+B′/B = 0. Substituting this, the Gθθ equation reduces to
B′′ +
2
r
B′ + 2Λ = 0 , (21)
7and the Grr equation takes the form
B′ +
1
r
B + rΛ− C
r
= 0 . (22)
Differentiating Eq. (22) once we get
B′′ +
1
r
B′ − 1
r2
B + Λ +
C
r2
= 0 , (23)
which when subtracted from Eq. (21) just gives 1/r times Eq. (22). Hence the Ansatz is self-consistent, and
it suffices to solve the first order linear equation Eq. (22). Making the conventional choice C = 1, and setting
the gravitational constant G to unity so that the Schwarzschild radius becomes 2M , this has its solution the
Schwarzschild-de-Sitter metric,
B(r) =1− 2M
r
− 1
3
Λr2 ,
A(r) =1/B(r) .
(24)
When MΛ1/2 << 1, the Schwarzschild horizon for this metric is at r ≃ 2M . There is also a de Sitter horizon at
r ≃ (3/Λ)1/2, which is a coordinate singularity (but not a physical singularity, since curvature invariants remain
finite there). For a detailed discussion of the Schwarzschild-de-Sitter metric, see Gibbons and Hawking [4], and for
an extensive list of references, organized by category, see Podolsky´ [5].
C. Reducing the effective action equations to a second order differential equation for B(r)
We now return to Eqs. (15), for which we cannot use the simplifying Ansatz A(r) ∝ 1/B(r). We proceed by
first solving the Grr equation for A,
A =
B2 + rBB′
B2 − Λr2 , (25)
from which we find
A′
A
=
3BB′ + r[(B′)2 +BB′′]
B2 + rBB′
− 2(BB
′ − Λr)
B2 − Λr2 . (26)
Substituting these equations into the Gθθ equation, and doing some algebraic simplification, we get the second
order, nonlinear differential “master equation” for B,
B′′ +
2
r
B′ +
2Λ(B′r +B)(B′r + 3B)
B(B2 − Λr2) = 0 . (27)
We will employ various different forms of this exact master equation in the ensuing discussion.
Often in the literature, the A and B functions for the static spherically symmetric metric are rewritten in
exponential form as
B ≡ exp(2F ) , A ≡ exp(2H) , (28)
8where F and H are not restricted to be real-valued (allowing A and B to be negative when 2F and 2G develop
logarithmic branch cuts, as within the horizon of the standard Schwarzschild solution). In terms of the functions
F, H, the equation relating A to B is
exp(2H) =
exp(4F )(1 + 2rF ′)
exp(4F ) − Λr2 , (29)
and the differential equation for F is
F ′′ + 2(F ′)2 +
2
r
F ′ +
Λ(2rF ′ + 1)(2rF ′ + 3)
exp(4F ) − Λr2 = 0 . (30)
D. Exact particular solutions of the master equation
We have not succeeded in finding an analytic general solution to the master equation, but it is easy to find two
exact particular solutions. The first is obtained by noting that B′′+(2/r)B′ and B′r+B both vanish for B = K/r
with any value of the constant of integration K. Hence
B = K/r (31)
is an exact particular solution of the master equation, and corresponds to the leading term of the small r behavior
exhibited below in Eq. (58). The second is obtained by trying the Ansatz B = CΛ1/2r. The Λ and r dependence
then cancel out of the master equation, leaving an algebraic equation
2C +
2(2C)(4C)
C(C2 − 1) = 0 , (32)
which simplifies to C2 + 7 = 0. Thus
B = ±(7Λ)1/2ir (33)
is a purely imaginary-valued particular solution of the master equation. Equation (33) does not play a role in our
subsequent analysis, which focuses on physically relevant solutions that are real-valued outside a finite radius. To
study such physical general solutions, we resort in the following sections to analytic approximation and numerical
methods.
E. Leading perturbative correction to the Schwarzschild metric
Since the observed cosmological constant Λ is very small, it is useful to develop Eqs. (27) and (30) in a
perturbation expansion in Λ. To do this we write (again setting the gravitational constant G to unity)
B =B(0) + ΛB(1) + ...,
F =F (0) + ΛF (1) + ....,
B(0) =1− 2M/r , F (0) = 1
2
log(1− 2M/r) ,
B(1) =2(1− 2M/r)F (1) ,
(34)
9with B(1) and F (1) coefficients of the terms of first order in Λ. Substituting these expansions into Eqs. (27) and
(30) we find the following equations governing the first order perturbations. For B(1) we have
rB(1)′′ + 2B(1)′ +
2r3(3r − 4M)
(r − 2M)3 = 0 , (35)
and for F (1) we have
(1− 2M/r)F (1)′′ + (2/r)F (1)′ + (3− 4M/r)
(1− 2M/r)3 = 0 . (36)
These equations are readily integrated; the F (1) equation is easier to integrate “by hand”, but we have also solved
both using Mathematica and cross-checked the results. For F (1) we find
F (1) =−
{
1
2
(r − 2M)2 + 8M
4
(r − 2M)2 + 10M(r − 2M)−
48M3
r − 2M
+48M2log[(r − 2M)/M1]− 48M
3log[(r − 2M)/M2]
r − 2M
}
,
(37)
where we have introduced the constants of integration as scale factorsM1, M2 in the logarithms. (These correspond
to small renormalizations of the 1 and 2M/r terms in the zeroth order solution, and could be omitted.) The
corresponding expression for B(1) follows from the final line of Eq. (34). Writing
H =H(0) + ΛH(1) + ....,
H(0) =− 1
2
log(1− 2M/r) ,
(38)
expanding Eq. (29) to get
H(1) = (r − 2M)F (1)′ + r
4
2
1
(r − 2M)2 , (39)
and using Eq. (37), we get the corresponding expression for H(1),
H(1) = −
{
(r − 2M)2 − (1/2)r
4 + 16M4
(r − 2M)2 + 10M(r − 2M) + 48M
2 +
48M3 log[(r − 2M)/M2]
r − 2M
}
. (40)
Near the Schwarzschild metric horizon at r = 2M , the leading corrections to A and B are
B =(1− 2M/r)
(
1− Λ 16M
4
(r − 2M)2 +O(Λ
2)
)
,
A =(1− 2M/r)−1
(
1 + Λ
48M4
(r − 2M)2 +O(Λ
2)
)
,
(41)
while for large r, the corresponding leading corrections are
B =(1− 2M/r) (1− Λr2 +O(Λ2)) ,
A =(1− 2M/r)−1 (1− Λr2 +O(Λ2)) .
(42)
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F. Dimensionless forms of the master equation
To further analyze the master equation, it is convenient to put it in dimensionless form by scaling out the
dimensional constant Λ. Defining
x =Λ1/2r ,
B(r) =B(x/Λ1/2) ≡ b(x) , (43)
we find that b(x) satisfies the differential equation, with ′ denoting now d/dx,
b′′ +
2
x
b′ +
2(xb′ + b)(xb′ + 3b)
b(b2 − x2) = 0 . (44)
This equation can be rewritten in the form
b′′ =L(b, x)(b′)2 +M(b, x)b′ +N(b, x) ,
L(b, x) =
2
b
− 1
b− x −
1
b+ x
,
M(b, x) =− 2
x
+ 4
(
1
b+ x
− 1
b− x
)
,
N(b, x) =− 3
(
1
b− x +
1
b+ x
)
,
(45)
which exhibits the pole structure of the coefficients. An examination of the numerators in Eq. (45) shows that
they do not have Painleve´ equation form [6]; this will be confirmed below when we show that the solution has a
movable square root branch point.
Alternative forms of the master equation can be obtained by various changes of dependent variable. If we write
w = xb′ + b, then the equation takes the form
w′ +
2xw(w + 2b)
b(b2 − x2) = 0 , (46)
which expresses the master equation as a system of two first order equations. If we write b(x) = xf(x), the equation
takes the form
x2f ′′ + 4xf ′ + 2f +
2(xf ′ + 2f)(xf ′ + 4f)
f(f2 − 1) = 0 , (47)
while writing c(x) = xb(x) the equation becomes
c′′ +
2x3c′(xc′ + 2c)
c(c2 − x4) = 0 . (48)
Returning to Eq. (44), the master equation simplifies in two limiting regimes. In the large x regime, where
x2 >> b2, the equation simplifies to
b′′ +
2
x
b′ − 2(xb
′ + b)(xb′ + 3b)
bx2
= 0 , (49)
11
which can be rewritten as
b′′ =
2
b
(b′)2 +
6
x
b′ +
6
x2
b . (50)
In the small x regime, where x2 << b2, it simplifies to
b′′ +
2
x
b′ +
2(xb′ + b)(xb′ + 3b)
b3
= 0 , (51)
which can be rewritten as
b′′ = −2x
2
b3
(b′)2 − 2
(
1
x
+
4x
b2
)
b′ − 6
b
. (52)
In between the large x and small x regimes, there is a regime where b ≃ x. To study the behavior here, we
write b = x+ d(x), and substitute into Eq. (44), giving
d′′ +
2
x
(1 + d′) +
2(2x + xd′ + d)(4x + xd′ + 3d)
d(x+ d)(2x + d)
= 0 . (53)
G. Large and small x behavior
We proceed now to examine the large and small x behavior. By making the change of dependent variable [6]
b = 1/W , Eq. (50) is transformed to the linear equation
W ′′ =
6
x
W ′ − 6
x2
W , (54)
which has the general solution
W = C1x+ C2x
6 , (55)
corresponding to
b = (C1x+ C2x
6)−1 large x . (56)
Since this shows that b→ 0 as x→∞, the condition x2 >> b2 used to simplify the master equation in the large x
regime is obeyed.
We have not been able to find an exact integral for Eq. (52) (or for the general master equation), so we look
for the leading power behavior. Substituting the Ansatz b = Cxλ into Eq. (51), we find
(λ+ 1)[Cλxλ−2 + 2C−1(λ+ 3)x−λ] = 0 . (57)
Hence λ = −1 gives one possible small x behavior. If λ − 2 < −λ, that is, λ < 1. the first term in brackets
dominates at x = 0, and gives the condition λ = 0, which is consistent with the condition λ < 1, giving a second
possible small x behavior. If λ > 1, the second term in brackets dominates at x = 0, and gives the condition
λ = −3, which is not consistent with λ > 1, and so does not give an additional small x behavior, which is expected
since a second order equation should have only two undetermined constants of integration. So the leading small x
behavior is
b = C3/x+ C4 small x , (58)
which is consistent with the condition b2 >> x2 used to simplify the master equation in the small x regime.
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H. Behavior of b in 0 < x <∞
We next examine the behavior of the solution for finite, nonzero values of x. Starting from the general form
of the master equation given in Eq. (44), we shall demonstrate several things: (i) b cannot vanish in the interval
0 < x < ∞, (ii) b cannot become infinite in the interval 0 < x < ∞, (iv) b develops a square root branch point
where b ≃ x, and (iv) b can have minima or maxima in the interval 0 < x < ∞, and must have negative slope at
points of inflection.
To study the possible presence of zeros of b, we note that in the vicinity of a zero of b at x = a we must have
x2 >> b2, and so we can use the large x approximation to the master equation given in Eq. (50). Substituting the
Ansatz b = C(x− a)λ, with λ > 0, we find
λ(λ− 1)(x− a)λ−2 = 2λ2(x− a)λ−2 + (6/a)λ(x − a)λ−1 + (6/a2)(x− a)λ , (59)
in other words
−λ(λ+ 1)(x− a)λ−2 = (6/a)λ(x − a)λ−1 + (6/a2)(x− a)λ . (60)
Vanishing of the leading term requires λ(λ+1) = 0, so that either λ = 0 or λ = −1, both of which are inconsistent
with the condition λ > 0 needed for a zero of b at x = a. Hence b cannot vanish in the interval 0 < x < ∞. This
conclusion also follows from the exact solution to Eq. (50) given in Eq. (56), which cannot develop a zero for finite
values of x.
To study the possible presence of infinities of b, we note that in the vicinity of an infinity of b at x = a, we
must have b2 >> x2, and so we can use the small x approximation to the master equation given in Eq. (52).
Substituting the Ansatz b = C(x− a)λ, with λ < 0, we find
C[λ(λ− 1)(x− a)λ−2 + (2/a)(x − a)λ−1]
+
2
C(x− a)3λ [aλ(x− a)
λ−1 + (x− a)λ][aλ(x − a)λ−1 + 3(x− a)λ] = 0 ,
(61)
in other words
C[λ(λ− 1)(x− a)λ−2 + (2/a)(x − a)λ−1]
+
2
C
[a2λ2(x− a)−λ−2 + 4aλ(x− a)−λ−1 + 3(x− a)−λ] .
(62)
Since by assumption λ < 0, the dominant term is the one with exponent λ− 2, giving the condition λ(λ− 1) = 0.
This requires either λ = 0 or λ = 1, both of which are inconsistent with the condition λ < 0 needed for an infinity
of b at x− a. Hence b cannot become infinite in the interval 0 < x <∞.
Next, we study the behavior of b near where b(x) crosses x, using Eq. (53). Substituting the Ansatz d =
C(x− a)λ, with λ ≥ 0 (since b cannot be infinite at x = a), we find
C[λ(λ− 1) + λ2](x− a)λ−2 +O((x− a)λ−1)+O((x− a)λ)+O((x− a)−1)+O((x− a)−λ)+O(1) = 0 . (63)
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Equating the coefficient of the leading term (x − a)λ−2 term to 0, we find the condition λ(2λ − 1) = 0. The root
λ = 0 corresponds to b(x) = x + C, which does not cross x, while the root λ = 1/2 corresponds to a crossing
behavior of
b(x) = x+ C(x− a)1/2 , (64)
which has a square root branch cut starting at x = a. So for x < a, the solution b becomes complex, with a two-
sheeted Riemann sheet structure. As a check, we note that for λ = 1/2, all of the terms indicated as subdominant
in Eq. (63) have exponents greater than λ− 2 = −3/2, and so are indeed subdominant. An alternative way to get
the same results is to make the Ansatz that at x = a, d is finite but d′ and d′′ are infinite. Then Eq. (53) simplifies
to the differential equation
d′′ +
(d′)2
d
= 0 , (65)
that is (dd′)′ = 0, which has the general solution d = (C2 + C1x)1/2, again showing that there is a square root
branch cut starting where b(x) crosses x.
We note, however, from Eq. (44), that if b(x) crosses x at a point where the slope b′(x) = −1, then the vanishing
numerator factor xb′ + b cancels the vanishing denominator factor b(x)− x, and the solution can be regular. This
behavior is in fact realized in the large x portion of the solution, where b(x) is decreasing from its peak value.
Next, we show that b can have local minima or maxima in the interval 0 < x < ∞. At a generic point x = a
where b has zero slope, the power series expansion for b takes the form
b = c+ d(x− a)2 + e(x− a)3 + f(x− a)4 + g(x− a)5 + ... . (66)
Multiplying Eq. (44) through by xb(b2 − x2), which turns it into a polynomial equation, substituting Eq. (66) for
b and using Mathematica to expand in powers of x− a, we get the conditions
d =3c/(a2 − c2) ,
e =[c+ d(a2 + c2)]/[a(a2 − c2)] ,
f =[a3d2 + 5acd + ac2d2 + 2c2e]/[2ac(a2 − c2)] ,
........... .
(67)
So a and c function as the two expected constants of integration, and the rest of the coefficients are determined
by them. Note that if c = 0, all subsequent coefficients vanish, in agreement with the fact that b cannot vanish
at a finite point x = a. This conclusion still follows if a linear term ℓ(x − a) is added to the series expansion: if
a 6= 0, vanishing of c implies vanishing of the power series solution. Note, however, that if a = 0, a zero crossing is
allowed, as shown explicitly by the exact, complex-valued solution of Eq. (33).
Finally, we use the same series expansions to show that at points of inflection where b′′ = 0, the slope b′ < 0.
To see this, substitute b = c+ ℓ(x− a)a into Eq. (44), giving at x = a the quadratic equation for ℓ
ℓ2 + [(c/a)3 + 3(c/a)]ℓ + 3(c/a)2 = 0 . (68)
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Since all coefficients in this equation are positive, it cannot have roots with positive or zero ℓ, so the roots must
have ℓ negative (or complex). This is a clue to what we found above, that where the small x regime merges into
the solution for larger x, b′′ must have a singularity, since a point of inflection with b′′ = 0 and b′ > 0 is not allowed.
I. Qualitative form of B and b, and discussion
Drawing on the results of the previous subsections, we can give a qualitative sketch of the form of the solution
to the master equation. We assume that the two constants of integration are chosen so that when Λ → 0, the
solution approaches the Schwarzschild solution B = C − 2M/r with the conventional choice of the first constant of
integration C = 1, leaving only the second constant of integration 2M as a parameter. We first give our sketch in
terms of g00(r) = B and r, and then restate it in terms of g00(x) = b and the rescaled radius variable x. Because B
can have no zeros at finite radius, B is always positive, and we assume that are no “extra wiggles” resulting in more
maxima/minima than required by our above analysis. In particular, we assume (as is verified by the numerical
solution) that when b(x) crosses x at large x, the slope is b′(x) = −1, allowing the soution to be regular.
There are four distinct regimes, moving inward from r =∞:
(I) The region of large r, where Λr2 = O(1), that is, r ∼ Λ−1/2. Moving out from the Schwarzschild-like region
(II), B starts to fall off as 1 − Λr2, faster than the Schwarzschild-de-Sitter behavior 1 − Λr3/3. However, the
vanishing of B is pushed out to r =∞, and asymptotically B falls off as a positive constant times r−6.
(II) The Schwarzschild-like, or Newtonian regime Λ−1/2 >> r >> 2M . Here B ≃ 1− 2M/r, with perturbative
corrections as derived in Sec. IIE. Going from region (II), where B is increasing with increasing radius, to region
(I), where B decreases with increasing radius, there must be a local maximum of B.
(III) The immediate vicinity of the Schwarzschild horizon, which according to the most singular term of the
perturbative expansion is ΛM4/(r − 2M)2 = O(1), that is |r − 2M | = O(Λ1/2M2) (∼ 10−17 cm for a solar mass
black hole, and ∼ 10−7 cm for a 1010 solar mass black hole). Here B becomes complex, with a square root branch
point, and |B| is repelled from the B = 0 axis, since B cannot be zero, and turns upward, so in region (III) or in
the transition to region (IV), there must be a local minimum of |B|.
(IV) The regime of small r, where r << 2M . Here B is complex and |B| approaches +∞ as a constant times
r−1 as r→ 0.
In terms of the dimensionless radius variable x, the four regimes are:
(I) The large x regime x = O(1).
(II) The Schwarzschild-like regime 1 >> x >> Λ1/2M .
(III) The horizon regime |x− 2Λ1/2M | = O(ΛM2).
(IV) The small x regime, x << Λ1/2M .
These are sketched qualitatively in Fig. 1
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FIG. 1: Qualitative sketch (not to scale) of b and |b| versus x (these are the dimensionless polar coordinate variables of Eq.
(43)
)
.
J. Numerical results for b
Numerical results for b obtained for x > a by solving the master equation using Mathematica are given in Fig.
2 (linear plot) and Fig. 3 (log log plot), for a mass parameter MΛ1/2 = 10−2. The mass was input through initial
conditions imposed in region II,
x0 =(MΛ
1/2)1/3 ,
b(x0) =1− 2MΛ1/2/x0 − x20 ,
b′(x0) =0 ,
(69)
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FIG. 2: Numerical result for b versus x
(
these are the dimensionless polar coordinate variables of Eq. (43)
)
withMΛ1/2 = 10−2,
on a linear plot.
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FIG. 3: Numerical result for b versus x
(
these are the dimensionless polar coordinate variables of Eq. (43)
)
withMΛ1/2 = 10−2,
on a log log plot.
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FIG. 4: Numerical result for b versus x
(
these are the dimensionless polar coordinate variables of Eq. (43)
)
with MΛ1/2 = 0.
with x0 corresponding to the point at which the the rescaled large r solution of Eq. (42),
b(x) = 1− 2MΛ1/2/x− x2 (70)
is a maximum. We found the structure of the solution to be insensitive to the point at which the initial conditions
on b and b′ were applied. One can clearly see the cusp at the point x = a ≃ 0.0301315, where the solution is
approximated by
b(x) ≃ a+ 1.2761(x − a)1/2 . (71)
Where the descending solution b crosses the line b = x, the slope b′(x) = −1, which is what allows the solution to
be regular. The log log plot clearly shows the x−6 behavior at large x. As the rescaled mass MΛ1/2 approaches
zero, the solution approaches a universal mass-independent curve, given in Fig. 4, which has large x behavior
b(x) ≃ 0.777x−6.
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K. Vanishing of the curvature scalar R
From the numerical work, we found strong evidence that the curvature scalar R for the master equation solution
is identically zero. We give here two algebraic proofs of this interesting result.
The first starts from the expression for −R in terms of the Einstein tensor
−R = gµνGµν = gttGtt + grrGrr + 2gθθGθθ , (72)
where we have used the fact that gφφGφφ = g
θθGθθ. Substituting
gtt = 1/B(r) , grr = −1/A(r) , gθθ = −1/r2 , (73)
together with Eqs. (15) and (19), we get
−R = 3Λ/B2 − Λ/B2 − 2Λ/B2 = 0 . (74)
A second way to see that R = 0 is to calculate R in terms of the function c(x) = xb(x) introduced in Eq. (48),
R/Λ =
3c(x) − xc′(x)
2x2c(x)3c′(x)2
[2x3c′(x)(2c(x) + xc′(x)) + c(x)(−x4 + c(x)2)c′′(x)] . (75)
Rewriting the Eq. (48) as
c(c2 − x4)c′′ + 2x3c′(xc′ + 2c) = 0 , (76)
we see that this equation is just a factor of Eq. (75), and so R vanishes.
L. The cusp is a coordinate singularity, but not a physical singularity
To study the nature of the cusp at x = a, we solve the master equation in a power series expansion around
x = a,
b = a+ c(x− a)1/2 + d(x− a) + e(x− a)3/2 + ... . (77)
The first two coefficients a and c are the two constants of integration, and the remaining coefficients are determined
in terms of them, for example
d =
c2
2a
− 3 . (78)
From these expansions we have calculated RµνR
µν and RµνλσR
µνλσ in expansions around the cusp,
RµνR
µν =12
Λ2
a4
− 48Λ
2
a5
c(x− a)1/2 + ... ,
RµνλσR
µνλσ =72
Λ2
a4
− 192Λ
2
a5
c(x− a)1/2 + ... .
(79)
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The first of these follows from the Einstein equations by a calculation similar to that used above to show that
R = 0,
RµνR
µν =GµνG
µν
=(gttGtt)
2 + (grrGrr)
2 + 2(gθθGθθ)
2 = 12
Λ2
B4
=12
Λ2
a4
− 48Λ
2
a5
c(x− a)1/2 + ... ; (80)
the second requires a lengthier calculation. We similarly find that the orthonormal frame curvature tensor com-
ponents have non-vanishing terms (x − a)1/2 in their expansions near the cusp. Hence these quantities all have
coordinate singularities at the cusp, since (d/dx)(x − a)1/2 = (1/2)(x − a)−1/2 is infinite at the cusp.
However, letting D denote the proper distance, we have
(dD)2 =− (ds)2 = A(dr)2 = A
Λ
(dx)2 ,
d/dD =
Λ1/2
A1/2
d/dx .
(81)
From the series expansion for b, we find from Eq. (25) that
A =
a
4(x− a) [1 +
c
a
(x− a)1/2 +O(x− a)] ,
A1/2 =
a1/2
2(x− a)1/2 [1 +
c
2a
(x− a)1/2 +O(x− a)] .
(82)
Hence
d/dD =
2Λ1/2
a1/2
[(x− a)1/2 +O(x− a)]d/dx , (83)
and so d(RµνR
µν)/dD is finite at x = a, and similarly for other physical curvature quantities. This argument is
easily extended, by induction, to show that for all n, (d/dD)n of all physical quantities is finite at x = a, and so
the coordinate singularity at x = a is not a physical singularity.
M. Physical singularity at x =∞
From Eq. (80), together with the x−6 behavior of b(x) at infinity, we see that the curvature scalar RµνRµν
becomes infinite at x =∞,
RµνR
µν =
12Λ2
B4
≃ 12Λ
2
(0.78)4
x24 ≃ 33Λ2x24 , (84)
where we have used the asymptotic form of the MΛ1/2 → 0 limiting solution of Fig. 4. This physical singularity
is only a finite proper distance D from the origin, as seen by using Eq. (81) which gives D = Λ−1/2
∫
dxA(x)1/2.
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Using the limiting solution to evaluate the integral, we get
∫ ∞
0
dxA(x)1/2 =0.927371 ,
D =0.927371Λ−1/2 .
(85)
So recalling that Λ = 3H20ΩΛ ≃ 2H20 , with H0 the Hubble constant and ΩΛ ≃ 0.7 the dark energy fraction, we see
that
D ≃ 0.66H−10 , (86)
indicating that the physical singularity lies at a cosmological proper distance from the origin.
III. SCHWARZSCHILD-LIKE SOLUTIONS IN ISOTROPIC COORDINATES
We turn next to an examination of static, Schwarzschild-like solutions in isotropic coordinates. These coordinates
are of intrinsic interest in their own right, and are also needed below in formulating the McVittie Ansatz used to
discuss the time-dependent case. We write the isotropic coordinate line element in the form
(ds)2 =
B[r]2
A[r]2
(dt)2 − A[r]
4
r4
[(dr)2 + r2(dθ)2 + sin2(θ)(dφ)2)] , (87)
where the use of square brackets indicates that these are different functions A,B of a different radial
variable from those appearing in Eq. (10). The effective action Einstein equations for Grr and Gθθ now read
Grr =2
BA′ +AB′ − 2rA′B′
rAB
= −Λgrr
g200
= Λ
A8
r4B4
,
Gθθ =− rBA
′ +AB′ − 2rA′B′ + r(BA′′ +AB′′)
AB
= −Λgθθ
g200
= Λ
A8
r2B4
,
(88)
with the equation for Gφφ proportional to that for Gθθ. Using the Bianchi identity for this metric, or a simpler
covariant conservation argument that applies for static, diagonal metrics given in Appendix B, we find the Einstein
equation for Gtt to be
Gtt = 4r
4B
2A′′
A7
= Λ
3
g00
= 3Λ
A2
B2
. (89)
From the previous two equations we find that the curvature scalar R is
R = −2r4 3BA
′′ +AB′′
A5B
= g00Gtt + g
rrGrr + 2g
θθGθθ = 0 , (90)
which implies that
A′′ = − A
3B
B′′ . (91)
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Combining Eqs. (88) and (91), we get the following system of second order differential equations for A and B,
A′′ =
3
4
Λ
A9
r4B4
,
B′′ =− 9
4
Λ
A8
r4B3
.
(92)
Before solving these numerically, we first determine the leading order perturbation corrections in Λ. Taking the
zeroth order solution to have the standard isotropic Schwarzschild form
A(0) = r +M/2 , B(0) = r −M/2 , (93)
adding order Λ corrections by writing
A =A(0) + ΛA(1) + ... ,
B =B(0) + ΛB(1) + ... ,
(94)
substituting into the right hand side of Eq. (92) and integrating twice using Mathematica, we find
A(1)′ =
3
128
[
− M
5
3r3
+
4096M5
3(M − 2r)3 −
13M4
r2
− 1024M
4
(M − 2r)2 +
4096M3
M − 2r −
328M3
r
+ 2704M2 log(r)
−2048M2 log(2r −M) + 208Mr + 16r2
]
,
B(1)′ =− 9
128
[M5
3r3
+
11M4
r2
− 1024M
4
(2r −M)2 +
232M3
r
− 1584M2 log(r) + 2048M2 log(2r −M)
+176Mr + 16r2
]
,
A(1) =
M5
256r2
+
8M5
(M − 2r)2 −
12M4
M − 2r +
39M4
128r
− 48M3 log(M − 2r)− 123
16
M3 log(r)
−24M2(M − 2r)− 507M
2r
8
+
507
8
M2r log(r)− 24M2(2r −M) log(2r −M) + 39Mr
2
16
+
r3
8
,
B(1) =− 9
128
[
− M
5
6r2
− 512M
4
M − 2r −
11M4
r
+ 232M3 log(r) + 1024M2(M − 2r) + 1584M2r
−1584M2r log(r) + 1024M2(2r −M) log(2r −M) + 88Mr2 + 16r
3
3
]
.
(95)
We have omitted constant of integration terms in the logarithms, since these are renormalizations of the r and M
terms in the zeroth order solution. For the leading large r terms of A and B, these give
A =r +
M
2
+
Λ
8
r3 +O(ΛM) ,
B =r − M
2
− 3Λ
8
r3 +O(ΛM) ; (96)
however, we found that this approximation to Eq. (95) was not sufficiently accurate to use to provide initial data
for solving the differential equations.
21
At this point it is convenient to introduce dimensionless variables by rescaling A, B, r, and M by a factor of
Λ1/2, or equivalently, making the replacements Λ → 1, r → x = Λ1/2r, M → Mˆ = Λ1/2M . This gives as the set
of equations to be solved Eq. (92), with the primes now denoting differentiation with respect to x, and with the
leading order solution given by the rescaled zeroth plus first order solution of Eqs. (93) –(95). We use this leading
order solution to impose initial conditions for the Mathematica differential equation integrator at a point x0, which
we took for convenience as (Mˆ)1/2. We found that the results were insensitive to changing this value of x0 by a
factor of 10 in either direction (this was not the case when we tried to use the large r approximation of Eq. (96)
to set the initial conditions).
We give sample results for a rescaled mass Mˆ = 10−6 in Fig. 5 and Fig. 6. For this parameter value, the
integrator indicated presence of singularities at xlower = 5.000061×10−7 and at xupper = 0.8276970. (In the figures,
xlower is denoted by xmin.) As we changed Mˆ , xlower varied as approximately Mˆ/2 and xupper was approximately
constant to three decimal places. We interpret the singularity at xupper as the singularity at ∞ found in polar
coordinates, and the singularity at xlower as the singularity within the black hole. This interpretation is supported
by two pieces of evidence. First, when we use isotropic coordinates to compute the proper distance between the
singularities,
D = Λ−1/2
∫ xupper
xlower
dxA[x]2/x2 = 0.927374Λ−1/2 , (97)
it is in excellent agreement with the value D = 0.927371Λ−1/2 found in Eq. (85) for the proper distance from
r(polar) = 0 to r(polar) = ∞, computed using the zero mass limit of the b equation. Second, when we plot
x(polar) = Λ1/2r(polar) = A[x]2/x, we see that for x − xlower > 10−10 it is a monotone increasing function of x,
rising from a very small value near xlower to a very large value at xupper. Numerically, we found the flat minimum
of x(polar) to be approximately 2Mˆ , that is, it is 2×10−6 for the plot of Fig. 6. This nonzero minimum value, and
the rise in x(polar) below x − xlower = 10−10, may be reflections of residual inaccuracies in the initial conditions
supplied to the differential equation solver and/or in the numerical integration itself, but this needs further study.
The plots of Figs 5 and 6 show that there is no horizon between xlower and xupper, in agreement with our polar
coordinate results that g00 never vanishes, and that the cusp found in polar coordinates is a coordinate, not a
physical singularity. Thus the modified effective action static, spherically symmetric Schwarzschild-like solution
has very different properties, near the putative black hole horizon, from the Schwarzschild metric.
IV. TIME DEPENDENCE
In the rest of this paper, we will explore whether the bad large distance behavior of the solution of the effective
action equations is a reflection of the restriction to a static solution. The reason for suspecting this is that
when the effective action is used with the standard Roberston-Walker line element [1], it gives the usual time
dependent cosmological solution. Since the effective action is invariant only under time-independent coordinate
transformations, one cannot proceed by applying a time-dependent coordinate transformation to the static solution.
Instead, one must study ab initio time dependent solutions to the effective action equations.
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FIG. 5: Numerical result for g00(x) in isotropic coordinates, versus x − xmin, with Mˆ = MΛ1/2 = 10−6. Here x is the
dimensionless variable defined by x = Λ1/2r, with r the radius in isotropic coordinates, and xmin ≡ xlower ≃ 5 × 10−7 is
defined in the paragraph containing Eq. (97).
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FIG. 6: Numerical result for x(polar) ≡ Λ1/2r(polar) versus x−xmin, with Mˆ =MΛ1/2 = 10−6. Here x is the dimensionless
variable defined by x = Λ1/2r, with r the radius in isotropic coordinates; x(polar) and r(polar) are the corresponding polar
coordinate variables defined in Eq. (43), and xmin ≡ xlower ≃ 5× 10−7 is defined in the paragraph containing Eq. (97).
A. Time-dependent generalization of the effective action
In turning to time-dependent solutions of the effective action equations, a complication arises, in that when
time-dependent metrics are allowed, the form of the effective action changes. When g0i = 0, the general form of
the effective action that is invariant under three space general coordinate transformations and the corresponding
spatially dependent Weyl transformations employed in the analysis of [1], is
∆Sg = − Λ
8πG
∫
d4x
((4)g)1/2
g200
F (∂0g00/g00) , (98)
with F (u) a general function of its argument subject only to the restriction F (0) = 1. It is easy to construct
examples
(
such as a Gaussian F (u) = exp(−Ku2), with g00(z) = log(z/a)/ log(z/b), a < b, z = r exp(Ht),
∂0g00/g00 = H(log a/b)/(log z/a log z/b)
)
, to see that the presence of F can make a substantial difference in the
nature of the solutions to the effective action equations. However, since F is not known, we will not pursue this
route, and instead will look at time-dependent solutions to the effective action equations with F ≡ 1. Moreover,
we will not study solutions that involve partial differential equations in r and t, but instead focus on a class of
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time-dependent solutions, first studied by McVittie [7], that reduce to a system of ordinary differential equations
in a variable z = r exp(Ht) that contains both r and t dependence.
B. Generalized McVittie solution for a de Sitter universe
We turn now to an examination of time dependent, spherically symmetric solutions to the effective action
equations, focusing on the Ansatz introduced by McVittie [7] which leads to a set of ordinary (rather than partial)
differential equations. In this section we assume an exponentially expanding de Sitter cosmology; equations (but
not numerics) for the general Roberston-Walker cosmology are given in Appendix C. The line element for the
McVittie Ansatz is based on isotropic coordinates with an exponential expansion factor included, in the form
(ds)2 =
B[r exp (Ht)]2
A[r exp (Ht)]2
(dt)2 − A[r exp (Ht)]
4 exp (−2Ht)
r4
[(dr)2 + r2(dθ)2 + sin2(θ)(dφ)2)] , (99)
with H related to the cosmological constant by
3H2 = Λ . (100)
We define a composite variable z by
z ≡ r exp (Ht) , (101)
so that A and B are functions of the argument z. We work with only the Grr and Gθθ equations, since as discussed
in Appendix B, finding the conserving extension of ∆T ij in this case requires solving differential, rather than
algebraic, equations. After some algebraic rearrangement, the Grr and Gθθ equations can be put in the form
AB′ +BA′ − 2zA′B′ = ΛA
9f
2z3B3
− H
2X
2z3B2
,
BA′′ +AB′′ = − 3 ΛA
9f
2z4B3
+ 3
H2X
2z4B2
,
X = 12z2A5B(A′)2 + 3A7B + 2zA7B′ − 4z2A6A′B′ − 10zA6BA′ + 4z2A6BA′′ .
(102)
The factor f takes the value f = 1 for the modified effective action of interest here, and the value f = g200 = B
4/A4
for a standard cosmological constant action (the case solved by McVittie with H2 = Λ/3). From 3 times the first
of Eqs. (102) added to z times the second, we get the simpler equation
0 = z(BA′′ +AB′′) + 3(AB′ +BA′ − 2zA′B′) . (103)
The first equation of Eqs. (102) can be solved for A′′ in terms of A, B, A′, B′, and Eq. (103) can then be used to
get a similar equation for B′′, which can be used as input to a differential equation solver.
Before turning to numerical solutions, we first calculate analytic approximations to the equation system in the
small z and large z regimes. For small z we make a perturbation expansion in the parameters Λ and H2. Writing
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H2 = ξΛ, the perturbation parameter is Λ. Taking as the zeroth order solution A(0) = z+M/2 , B(0) = z−M/2,
we write
A =z +M/2 + ΛA(1) , B = z −M/2 + ΛB(1) ,
A′ =1 + ΛA(1)′ , B′ = 1 + ΛB(1)′ ,
A′′ =ΛA(1)′′ , B′′ = ΛB(1)′′ .
(104)
The left hand sides of Eqs. (102) become, to first order in Λ,
AB′ +BA′ − 2zA′B′ ≃ Λ[A(1) +B(1) − (AA(1)′ +BB(1)′] ,
BA′′ +AB′′ ≃ Λ[BA(1)′′ +AB(1)′′] .
(105)
Diffentiating the right hand side of the first line of this equation with respect to z, it becomes
(d/dz)Λ[A(1) +B(1) − (AA(1)′ +BB(1)′)] ≃ −Λ(AA(1)′′ +BB(1)′′) , (106)
giving an independent linear combination of A(1)′′ and B(1)′′ from that appearing in the second line. Combining
Eqs. (105) and (106) with Eq. (102), factoring away Λ, and solving for A(1)′′ and B(1)′′, we get as the perturbation
equations
A(1)′′ =
3
4
A9
z4B4
+
ξ
B2 −A2
[
3
2
X
z4B
−A d
dz
(
X
2z3B2
)]
,
B(1)′′ =− 9
4
A8
z4B3
+
ξ
B2 −A2
[
B
d
dz
(
X
2z3B2
)
− 3
2
AX
z4B2
]
,
(107)
with A and B on the right the leading order solutions A(0) and B(0) given above, and with X on the right the
leading order part X(0) = 3(A(0))5(B(0))3. Carrying out the differentiation in the ξ term and simplifying, we get
as the equations to be integrated
A(1)′′ =
3
4
A9
z4B4
+
3ξA5
4z4
,
B(1)′′ =− 9
4
A8
z4B3
+
15ξA4B
4z4
,
(108)
again with A and B on the right the leading order solutions. The terms on the right that do not have a factor
ξ are just the perturbations of the static isotropic equations of Eq. (92), while the terms proportional to ξ are
the additional terms resulting from the time dependence of the generalized McVittie Ansatz of Eq. (99). Setting
ξ = 1/3, the value which makes A = B = z an exact solution of Eqs. (102), and integrating Eqs. (107) using
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Mathematica, we find (again omitting constant of integration terms in the logarithms)
A(1)′ =
1
128
(
− 4M
5
3z3
+
4096M5
(M − 2z)3 −
44M4
z2
− 3072M
4
(M − 2z)2 +
12288M3
M − 2z −
1024M3
z
+ 8192M2 log(z)
−6144M2 log(2z −M) + 704Mz + 64z2
)
,
A(1) =
M5
192z2
+
8M5
(M − 2z)2 −
12M4
M − 2z +
11M4
32z
− 48M3 log(M − 2z) − 8M3 log(z)− 24M2(M − 2z)
−64M2z + 64M2z log(z)− 24M2(2z −M) log(2z −M) + 11Mz
2
4
+
z3
6
,
B(1)′ =
1
128
(
− 4M
5
3z3
− 84M
4
z2
+
9216M4
(2z −M)2 −
2048M3
z
+ 14336M2 log(z)− 18432M2 log(2z −M)
−1344Mz − 64z2
)
,
B(1) =
M5
192z2
+
36M4
M − 2z +
21M4
32z
− 16M3 log(z)− 72M2(M − 2z)− 112M2z + 112M2z log(z)
−72M2(2z −M) log(2z −M)− 21Mz
2
4
− z
3
6
.
(109)
We note for future reference that the leading terms at large z of A(1) and B(1) are respectively z3/6 and −z3/6.
We next give a second way of approximating Eqs. (102), which we now rewrite as Eq. (103), together with a
second independent linear combination, where we have set H2 = Λ/3,
(AB′ +BA′)− 2zA′B′ = −ΛS
2z3B3
,
S =2/3)z2A6B(BA′′ −AB′′)−A9 +A7B2 + 4z2A5B2(A′)2
−(4/3)zA7BB′ + (8/3)z2A6BA′B′ − (16/3)zA6B2A′ .
(110)
As in our handling of the static isotropic case, we again introduce dimensionless variables by rescaling A, B, r, and
M by a factor of Λ1/2, or equivalently, making the replacements Λ→ 1, r → x = Λ1/2r, M → Mˆ = Λ1/2M . This
leaves Mˆ as the small parameter in the problem, so we look for a perturbation solution around the Roberston-
Walker cosmological solution A = B = x as modified by the presence of a point mass. Thus we now make a
perturbation expansion in the form
A =x+ MˆfA , B = x+ MˆfB ,
A′ =1 + Mˆf ′A , B
′ = 1 + Mˆf ′B ,
A′′ =Mˆf ′′A , B
′′ = Mˆf ′′B .
(111)
It will be convenient to define sum and difference perturbations
σ = fA + fB , δ = fA − fB . (112)
From Eq. (103) we find
0 = x2σ′′ + 3(σ − xσ′) , (113)
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which has the general solution
σ = c1x+ c2x
3 , (114)
and from Eq. (110) we find
(1/3)x4δ′′ + x2(−2δ + xδ′) = (−σ + xσ′)[1− (5/3)x2] , (115)
which has the general solution
δ =c3x
λ+ + c4x
λ− − c2[2x+ (10/9)x3] ,
λ+ =− 1 +
√
7 , λ− = −1−
√
7 ,
(116)
with c1 through c4 numerical constants that can depend on Mˆ through matching to the solution for x << 1.
From these solutions we learn two interesting facts. First, neglecting the term Mˆc1x (which is a renormalization
of the leading solution x), for large x the metric component g00 behaves as
g00 =
B2
A2
=
[
x+ Mˆ [(19/18)c2x
3 − (1/2)c3xλ+ ]
x+ Mˆ [−(1/18)c2x3 + (1/2)c3xλ+ ]
]2
. (117)
Depending on the magnitudes and signs of c2 and c3, either B vanishes or A vanishes for large enough x, that is,
either g00 vanishes or g00 becomes singular. If the x
3 term dominates, this will occur at
xcutoff ∼
(
1/(Mˆc2)
)1/2
, (118)
while if the xλ+ term dominates, this will occur at
xcutoff ∼
(
1/(Mˆc3)
)1/(√7−2)
. (119)
Thus in either case, as Mˆ approaches zero, provided Mˆc2 and Mˆc3 also approach zero, the large-x singularity found
in the static case runs off to infinity, when time dependence is allowed through the McVittie Ansatz. Since values of
Mˆ of astrophysical interest are very small, the problem found in the static case can move off to super-cosmological
distances x >> 1.
Second, we note that the leading terms of the Λ perturbations, which we saw were ±Λz3/6, after rescaling by
Λ1/2 become ±Λ3/2z3/6 = ±x3/6, which do not match the leading x3 terms Mˆc2x3 in Eqs. (114) and (116). Hence
if there is a continuous solution linking the small-x and large x regions, in between them there must be a transitional
region, where the x3 term strongly decreases in magnitude. Since we do not have an analytic approximation to
the behavior in this region, in using the Λ perturbation to furnish initial data at a point x0, we must take care
to choose x0 << 1. We must also take x0 >> Mˆ since the perturbation expansion becomes singular at x = 2Mˆ .
In sum, the point x0 at which perturbative initial data is imposed must lie in the range Mˆ << x0 << 1. (An
alternative possibility to having a continuous solution linking the small-x and large x regions, which we will discuss
further in the next section, is that all solutions starting in the small-x region become singular before the large x
region is reached.)
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C. Numerical results for the McVittie Ansatz
We turn now to numerical results for the generalized McVittie solution for the de Sitter universe. We find the
numerical solution to the McVittie equations to be very sensitive to truncation errors, and beyond this, to the
choice of initial conditions and integration parameters. To minimize the effect of truncation errors, we rewrite the
equations for A and B in terms of new dependent variables f and g (which up to a factor of Mˆ are the same as
the variables σ and δ used in the analysis of Eqs. (111) – (116)),
A =z + (f + g)/2 ,
B =z + (f − g)/2 . (120)
Scaling Λ out of the equations by setting Λ = 1 and setting H2/Λ = 1/3, we then algebraically cancel out the
numerator terms that contain only z; this is possible because as noted above, for H2 = Λ/3, we know that
A = B = z is an exact solution of the equations. When the first line of Eq. (102) is solved for A′′, the term most
sensitive to truncation errors is
3zB
2A6
[AB′ +BA′ − 2zA′B′] . (121)
In terms of the f and g variables, the square bracket in this equation becomes
f − zf ′ + [ff ′ − gg′ + z((g′)2 − (f ′)2)]/2 , (122)
which is second order in small quantities except for the first order terms f−zf ′. However, the order (0) contribution
to f is zero, and in the order (1) contributions the Mˆ -independent terms ±z3/3 and ±z2/2 cancel. As a result
the first order terms f − zf ′ are also very small, and so the change of variables of Eq. (120) succeeds in reducing
truncation errors. The algebraic rearrangement of the rest of Eq. (102) is complicated enough that it had to be
done by Mathematica, so we won’t write down the explicit formulas.
Even with minimization of truncation errors, the solution of the generalized McVittie equations is very sensitive
to the point at which the initial values are imposed, and to integration parameters that control the distribution
of integration points. We do not know whether this is because the system of equations exhibits chaotic behavior,
or because the Mathematica integrator is giving deceptive results. We find two general classes of solutions: (i)
solutions that become singular at values 0.001 < xcutoff < 0.1 of the rescaled variable x, which lie in the transitional
region between the small x and large x regions discussed in the previous section, and (ii) solutions that are well-
behaved all the way from the small x region, through the transitional region, out to values xcutoff > 10 which lie in
the large x region. Even though we cannot establish that the latter solutions are true solutions of the differential
equations, and not an artifact of the Mathematica integrator, for completeness we give results from a typical
solution of type (ii).
For this solution, we choose the same mass parameter as in the static isotropic case, Mˆ = 10−6, and apply
the zeroth plus first order Λ perturbation series as initial conditions at x0 = 0.55 × 10−3 (a point of somewhat
greater stability than x0 = 10
−3). We use the Mathematica integrator NIntegrate with Precision and Accuracy
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goals 6, and with the maximum of the integration range xmax = 90. With these choices, the qualitative results
are stable for x0 in the range from x0 = 0.50 × 10−3 to x0 = 0.60 × 10−3, but the location xcutoff of the large x
singularity is highly sensitive to the choice of x0 (varying from ∼ 26 to ∼ 89 over this range). The results are
also sensitive to variation of xmax, which affects the distribution of integration points. The qualitative results are
stable for xmax in the range 85 to 95, again with the location xcutoff of the large x singularity highly sensitive to
the choice of xmax (varying from ∼ 11 to ∼ 89 over this range). As long as the integration minimum is smaller
than x0, the results for x > x0 are not sensitive to where the minimum is placed. So effectively, the solutions
are governed by two continuum parameters xmax and x0, and it would be interesting to find a way to map out
the distribution of type-(i) and type-(ii) solutions in the xmax–x0 plane. For the particular solution shown in the
graphs, xcutoff ≃ 89.3, and the proper distance integral ie
∫ xcutoff
Mˆ/2
dxA[x]2/x2 ≃ 92.2.
In Figs. 7 and 8 we plot comparisons of the numerical solution with fits to the large x analysis of Eqs. (111)
–(116). The fits were done by least squares over the interval (0.1,10) with a 1/x weighting, that is, an integration
measure
∫ 10
0.1 dlogx =
∫ 10
0.1 dx/x, corresponding to use of a logarithmic x axis in the figures. One gets for the
coefficients in Eqs. (111) – (116),
c1 =− 4.85557 × 10−6 ,
c2 =− 0.000094006 ,
c3 =− 0.00153208 ,
c4 =− 1.09393 × 10−10 .
(123)
In Fig. 7 we plot d(A + B) ≡ 2x − (A[x] + B[x]) from the numerical solution (solid line) as compared with
−(c1x+ c2x3) (dashed line). In Fig. 8 we plot d(A−B) ≡ −(A[x]−B[x]+ c2(2x+(10/9)x3)) from the numerical
solution (solid line) as compared with −(c3xλ+ + c4xλ−) (dashed line). (In these, and subsequent plots, the
absicssa is x−xmin, with xmin = 5× 10−7 = Mˆ/2, corresponding to the choice made in the static istropic plots.)
The good agreement of the large x computational results with the analytic large x prediction indicates that the
differential equation solver is giving reliable results for x > 0.1, but this does not rule out the possibility that the
integrator is jumping over a singularity lying below x = 0.1.
In Figs. 9, 10, and 11 we give plots that can be compared with Figs. 5 and 6 of the static isotropic case. In Fig.
9 we plot g00 out to large x, showing that the singularity has moved from ∼ 0.83 of the static isotropic case to ∼ 89
when time dependence is included. In Fig. 10 we plot g00 out to x = 1, for comparison with the static isotropic
case shown in Fig. 5, and in Fig. 11 we plot the polar coordinate radius x(polar) = A[x]2/x for comparison with
Fig. 6 of the static isotropic case. The resemblance is striking, indicating that at small x the generalized McVittie
solution, if not an integrator artifact, has a similar structure to the Schwarzschild-like solution studied in the static
case.
We conclude that (i) introducing time-dependence significantly changes the static solutions studied earlier, and
(ii) subject to the caveats discussed above, there may be smooth solutions that interpolate between a Schwarzschild-
like solution at short distances, and a solution that has g00 = 1 out to super-cosmological distances.
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FIG. 7: Plot of d(A+B) (defined in text) for the numerical solution of the McVittie Ansatz equation (solid line) compared to
a fit to the large x analytic approximation (dashed line), versus x−xmin, with x the dimensionless variable defined following
Eq. (110), and xmin = 5× 10−7.
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FIG. 8: Plot of d(A−B) (defined in text) for the numerical solution of the McVittie Ansatz equation (solid line) compared to
a fit to the large x analytic approximation (dashed line), versus x−xmin, with x the dimensionless variable defined following
Eq. (110), and xmin = 5× 10−7.
V. CONCLUSION AND DISCUSSION
We have studied in detail the modifications to the Schwarzschild black hole solution of general relativity resulting
from adding the effective action of Eq. (7) to the usual Einstein-Hilbert action. Our results can be summarized as
follows:
(1) For radii that are more than 10−17M cm from the Schwarschild radius for a black hole with mass M in
solar mass units, but are much less than cosmological distances of order H−10 (with H0 the Hubble constant), the
solution is very similar to the usual Schwarzschild solution. Hence the astrophysics of black holes at the core of
galaxies and their accretion disks is basically unchanged.
(2) Within 10−17M cm of the Schwarzschild radius, the solution is radically altered. There is no horizon where
g00 vanishes, and the solution in isotropic coordinates is smooth until the central singularity is reached. Thus
the black hole structure near the Schwarzschild radius, when the cosmological constant is introduced through the
Lorentz noninvariant action of Eq. (7), is in marked contrast to the black hole horizon found when the cosmological
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FIG. 9: Numerical result for g00(x) for the numerical solution of the McVittie Ansatz equation versus x − xmin, with
Mˆ =MΛ1/2 = 10−6. Here x is the dimensionless variable defined following Eq. (110), and xmin = 5× 10−7.
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FIG. 10: Numerical result for g00(x) for the numerical solution of the McVittie Ansatz equation versus x − xmin, with
Mˆ =MΛ1/2 = 10−6. Here x is the dimensionless variable defined following Eq. (110), and xmin = 5× 10−7.
constant is introduced in the usual way through a Lorentz invariant action term. As we have seen, the latter leads
to the Schwarzschild-de-Sitter solution discussed in Sec. IIB, which has a black hole horizon essentially the same
as when the cosmological constant is zero.
(3) At cosmological proper distances of order H−10 there is another singularity. Like the central singularity, this
is a physical singularity, not a coordinate singularity, since curvature invariants become infinite there. But it may
be an artifact of the assumption of a static, time-independent solution, since the form of the solutions is greatly
altered when time dependence is allowed.
The absence of a horizon implies that our solution does not obey the “cosmic censorship” hypothesis [8] which
states that singularities should be screened by horizons, that is, there are no “naked singularities”. However,
whether the central singularity of our solution should be called a “naked singularity” is a matter of debate, since
this term is usually applied to solutions of the classical Einstein equations without quantum or pre-quantum
corrections. Moreover, when the solutions of the modified Einstein equations studied in this paper become singular
or even rapidly varying, use of the effective action of Eqs. (2)–(7), in which derivatives of the metric are neglected,
is no longer justified. Hence our analysis leads to no firm predictions about the nature of the central singularity,
or indeed, whether there is one in the exact theory.
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FIG. 11: Numerical result for x(polar) = A[x]2/x for the numerical solution of the McVittie Ansatz equation versus x−xmin,
with Mˆ =MΛ1/2 = 10−6. Here x is the dimensionless variable defined following Eq. (110), and xmin = 5× 10−7.
The most important implication of the absence of a horizon in our modified solution is that the ongoing debate
about black holes and quantum information loss [9], black hole firewalls [10], and whether there is or is not a
true horizon in quantum black holes [11, 12], will be altered. But at the current stage it would be premature to
attempt to say more, since this will require a further detailed investigation, to which the studies of this paper are
a necessary preliminary.
VI. ACKNOWLEDGEMENTS
This work was supported in part by the National Science Foundation under Grant No. PHYS-1066293 and the
hospitality of the Aspen Center for Physics.
Appendix A: Notational conventions
Since many different notational conventions are in use for gravitation and cosmology, we summarize here the
notational conventions used in this paper and in [1] .
(1) The Lagrangian in flat spacetime is L = T −V , with T the kinetic energy and V the potential energy, and
the flat spacetime Hamiltonian is H = T + V .
(2) We use a (1,−1,−1,−1) metric convention, so that in flat spacetime, where the metric is denoted by ηµν ,
the various 00 components of the stress energy tensor Tµν are equal, T00 = T
0
0 = T
00.
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(3) The affine connection, curvature tensor, contracted curvatures, and the Einstein tensor, are given by
Γλµν =
1
2
gλσ(gσν, µ + gσµ, ν − gµν, σ) ,
Rλτµν =Γ
λ
τµ, ν − Γλτν, µ + quadratic terms in Γ ,
Rµν =R
λ
µλν = −Γλµν, λ + other terms ,
R =gµνRµν ,
Gµν =Rµν − 1
2
gµνR .
(A1)
(4) The gravitational action, with bare cosmological constant Λ0, and its variation with respect to the metric
gµν are
Sg =
1
16πG
∫
d4x((4)g)1/2(R− 2Λ0) ,
δSg =− 1
16πG
∫
d4x((4)g)1/2(Gµν + Λ0g
µν)δgµν .
(A2)
(5) The matter action and its variation with respect to the metric gµν are
Sm =
∫
dtL =
∫
d4x((4)g)1/2L(x) ,
δSm =− 1
2
∫
d4x((4)g)1/2T µνδgµν .
(A3)
(6) The Einstein equations are
Gµν +Λ0g
µν + 8πGT µν = 0 . (A4)
Throughout this paper (except in Sec. IIB) , we take the bare cosmological constant Λ0 to be zero, and instead
include an induced cosmological constant through the frame dependent effective action of Eqs. (2) and (7). For a
Robertson-Walker cosmological metric, this effective action term behaves like a bare cosmological constant term,
but for other metrics it has very different implications.
Appendix B: Conserving extension calculations
We first give a quick way of finding the conserving extension extension for ∆T ij of Eq. (14). The problem is to
find a factor F such that ∆T 00 = (Λ/(8πG))Fg00 obeys the covariant conservation equation
∇µ∆T µi = 0 . (B1)
Writing F = F − 1/g200 + 1/g200, and using the fact that ∇µgµi = 0, for a diagonal metric this becomes
∂i(1/g
2
00)g
ii + Γi00g
00(F − 1/g200) = 0 , (B2)
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with Γλµν the affine connection and no sum on i, giving an algebraic equation for F . Since for a diagonal, static
metric Γi00 = −(1/2)gii∂ig00, again with no sum on i, Eq. (B2) becomes
∂ig00g
ii[−2g−300 − (1/2)g00(F − 1/g200)] = 0 . (B3)
This equation has two branches. When ∂ig00 6= 0, it requires
F = −3/g200 , ∆T00 = (Λ/(8πG))Fg00 = (Λ/(8πG))(−3/g00) , (B4)
as used in the text. There is also a solution with ∂ig00 = 0, corresponding to the cosmological Robertson-Walker
case of g00 = 1 , ∆T
µν = (Λ/(8πG))gµν discussed in [1].
We turn next to the conserving extension for the generalized McVittie solution studied in Sec. IVB. Although
the metric in this case is still diagonal (gtr = 0), calculating the Einstein tensor shows that the component Gtr 6= 0.
Hence the conserving extension of ∆Trr(z) and ∆Tθθ(z) will have components ∆Ttt(z) and ∆Ttr(z) = ∆Trt(z),
with z = r exp (Ht). Working out the covariant conservation equations, one finds two linear differential equations
in the unknowns ∆Ttt(z) and ∆Ttr(z) and their first derivatives with respect to z, with coefficients constructed
from z and from A(z) and B(z) and their derivatives. These equations can in principle be integrated once A(z)
and B(z) are known, but one can no longer solve for the conserving extension algebraically. Hence in Sec. IVB
we work exclusively with the Grr and Gθθ equations, which suffice to determine A(z) and B(z). Once these are
known, calculating the corresponding Einstein tensor components (which automatically obey the Bianchi identities)
gives directly the conserving extensions ∆Ttt(z) and ∆Ttr(z) that obey the covariant conservation equations. Since
the covariant conservation equations do not factorize into two disjoint branches, the McVittie solution can allow a
crossover from a static-like solution at small z to a cosmological-like solution at large (but still finite) z, as discussed
in Secs. IVB and IVC.
Appendix C: Generalized McVittie equations for a general expansion factor
The Ansatz of Eq. (99) can be extended to the case when the expansion factor exp (Ht) is replaced by by a
general R(t). The composite variable z is now defined by
z ≡ rR(t) , (C1)
and the differential equations are changed as follows. In Eq. (102), H2X is replaced by
H2X →
(
R˙
R
)2
X +

(R˙
R
)2
− R¨
R

Y ,
Y =2A7B − 4zA6BA′ = 2A6B(A− 2zA′) ,
(C2)
with the dot denoting differentiation of R(t) with respect to t, while Eq. (103) is unchanged. From the Friedmann
equations for a spatially flat (k = 0) matter dominated universe, the expressions involving R(t) after scaling out Λ
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can be evaluated as
ξ ≡Λ−1
(
R˙
R
)2
=
1
3ΩΛ
,
η ≡Λ−1

(R˙
R
)2
− R¨
R

 = 1
2
(
1
ΩΛ
− 1
)
,
(C3)
with ΩΛ the dark energy fraction. The perturbation equations of Eq. (108) now become
A(1)′′ =
3
4
A9
z4B4
+
3ξA5
4z4
,
B(1)′′ =− 9
4
A8
z4B3
+
15ξA4B
4z4
− 3ηA
5
z4
,
(C4)
which can be integrated to give corrections to the zeroth order solutions for use as initial values in solving the A
and B differential equations.
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