Difference Systems of Sets (DSS) are combinatorial configurations that arise in connection with code synchronization. This paper gives new constructions of DSS obtained from partitions of hyperplanes in a finite projective space, as well as DSS obtained from balanced generalized weighing matrices and partitions of the complement of a hyperplane in a finite projective space.
Introduction
A Difference System of Sets (DSS) with parameters (n, τ 0 , . . . , τ q−1 , ρ) is a collection of q disjoint subsets B i ⊆ {0, 1, . . . , n − 1}, |B i | = τ i , 0 ≤ i ≤ q − 1, such that the multiset
contains every number i, 1 ≤ i ≤ n − 1 at least ρ times. A DSS is perfect if every number i, 1 ≤ i ≤ n − 1 is contained exactly ρ times in the multiset (1) . A DSS is regular if all subsets B i are of the same size: τ 0 = τ 1 = . . . = τ q−1 = m. Difference systems of sets were introduced by V. Levenshtein [8] (see also [9] ) and were used for the construction of codes that allow for synchronization in the presence of errors. A q-ary code of length n is a subset of the set F n q of all vectors of length n over a set F q of q elements. If q is a prime power, we often identify F q with a finite field GF(q) of order q. A linear q-ary code (q a prime power), is a linear subspace of the vector space GF(q) n . If x = x 1 · · · x n , y = y 1 · · · y n ∈ F n q , and 0 ≤ i ≤ n − 1, the ith concatenation of x and y is defined as T i (x, y)=x i+1 · · · x n y 1 · · · y i . The comma-free index ρ = ρ(C) of a code C ⊆ F n q is defined as
where the minimum is taken over all x, y, z ∈ C and all i = 1, ..., n−1, and d is the Hamming distance between vectors in F n q . The comma-free index ρ(C) allows one to distinguish a codeword from any concatenation of two codewords (and hence provides for synchronization of codewords) provided that at most ⌊ρ(C)/2⌋ errors have occurred in the given codeword. Levenshtein [8] gave a construction of a q-ary comma-free code of index ρ > 0 obtained as a coset of a linear code of length n with redundancy r = ∑ q−1 j=0 |B i | that utilizes a DSS with parameters (n, τ 0 , . . . , τ q−1 , ρ).
The singletons B 0 = {x 0 },
cyclic difference set yield a DSS with parameters q = k and ρ = λ. The following lemma gives a simple generalization of this observation that can be used for the construction of DSS as partitions of cyclic difference sets (for undefined terms concerning designs see [1] , [2] ). Applying this lemma to a difference set of Singer type, where the difference set D is a hyperplane in a projective geometry PG(2s, p e ), (p prime), leads to the problem of finding a partition of a hyperplane in PG(2s, p e ) into disjoint projective lines that belong to different orbits under the Singer cyclic group acting regularly on the points of PG(2s, p e ) [10] . Any such partition is a special case of a more general type of partition of the hyperplanes of PG(2s, p e ) into lines studied by Fuji-Hara, Jimbo and Vanstone [3] in connection with packings of lines in PG(2s + 1, p). Fuji-Hara, Jimbo and Vanstone [3] proved the existence of such partitions invariant under the Singer cyclic group in PG(2s, 2) for s ≤ 5, and in PG(2s, 3) for s ≤ 3, thus establishing the existence of perfect regular DSS obtainable from a Singer difference set in these particular projective spaces.
In this paper, we investigate further the problem of partitioning a hyperplane into a DSS.
In Section 2, we show that partitions of a hyperplane into regular and perfect (hence optimal) DSS, where the parts are projective lines, exist in PG (4, 5) , PG (4, 8) , and PG (4, 9) . We also show that the Singer (341, 85, 21) difference set cannot be partitioned into a regular and perfect DSS with q = 17 and ρ = 20, or in geometric language, a hyperplane in PG(4, 4) cannot be partitioned into disjoint lines that belong to different orbits under the Singer group of order 341. This is the first and only known example of a projective space PG(2s, p e ) such that every line spread of a hyperplane contains a pair of lines belonging to the same Singer cycle of length (p e(2s+1) − 1)/(p e − 1). This example shows that line spreads of hyperplanes in PG(2s, p e ) that are perfect and regular DSS do not exist in every dimension and for every prime power p e . In Section 3, we describe a construction of irregular DSS obtained by partitioning a hyperplane of PG(2t + 1, p e ) into a projective (t + 1)-subspace and parallel affine subspaces. Such partitions exist for any t ≥ 2.
The last Section 4 gives a construction of perfect DSS that uses balanced generalized weighing matrices. Applied to a special class of such matrices obtained from finite projective spaces, this construction yields perfect DSS obtained as partitions of the complement of a hyperplane in PG(d, p e ) for any d ≥ 1 and any prime power p e such that p e − 1 and
are relatively prime. The same construction yields perfect DSS obtained from balanced generalized weighing matrices related to difference sets of GMW type studied by Jungnickel and the third author in [4, 7] .
DSS from hyperplane line spreads
In this section, we show that a difference set of Singer type in PG(4, p e ) admits a line spread whose members belong to different orbits under the Singer group, for p e = 5, 8 and 9. As a result, we obtain perfect regular DSS's with parameters When p e = 8, we let a be an element satisfying
When p e = 9, we let a be an element satisfying We now give the DSS found by computer search. In Table 1 , we give a list of lines whose images under 〈f 〉 form a spread of H and also a perfect DSS. The second column of Table 1 gives the length of the orbit under 〈f 〉, hence we obtain a total of 26 lines. We note that, according to our exhaustive search, the two spreads in Table 1 are the only DSS formed by an 〈f 〉-invariant spread of H. Similarly, each of Table 2 , 3 gives the unique DSS formed by an 〈f 〉-invariant spread of H, for p e = 8, 9, respectively. We remark that, when p e = 4, an exhaustive search found no DSS formed by a spread of H, even after we dropped the 〈f 〉-invariance assumption. 
DSS from partitions into subspaces
Consider the projective space PG(n, p e ), where n = 2t + 1 is odd. In this section, we describe two infinite classes of irregular DSS obtained from hyperplane partitions defined by t-flats in PG(n, p e ). To avoid cumbersome formulas, we use q to denote an arbitrary prime power p e throughout this section. For subsets D, A, B of an additive group, let ∆D and ∆(A, B) be multisets defined by
respectively. Note that ∆A = λB, where λ is an positive integer, means that every element of B appears λ times in ∆A. We also denote by A + B their union as multisets, or more formally, the sum in the group algebra of the underlying additive group. By taking a primitive element of GF(q n+1 ), we may identify the points of PG(n, q) with the additive group Z v of integers modulo v, where v = (q n+1 − 1)/(q − 1). The t-flat corresponding to the subfield GF(q t+1 ) is then given by
The set of differences of S is ∆S = kS * .
Let W be the set of all (t + 1)-flats that contain S, and pick F 0 ∈ W . There is an automorphism σ of PG(n, q) such that σ : x → x+m. This automorphism fixes S. Therefore, the (t + 1)-flats
It is easy to see that It is not difficult to generalize this lemma to any cyclic 2-design with v points and block size k, ∑ l∈Lc ∆l = kZ * v even if it has a short orbit.
Lemma 3.2. Let A i be the affine part of F i , i.e., A i = F i \ S. Then we have
Proof. For two distinct points x, y / ∈ S, there exists i such that x, y ∈ A i if and only if the line through x, y meets S. Thus,
Since ∆A i is independent of i, the result follows.
Lemma 3.3.
Proof. Observe that ∆(S, A i ) is independent of i, and
Lemma 3.2 and Lemma 3.3 imply the following lemma.
Lemma 3.4. 
Proof. It is well known that H 0 is a difference set, that is, ∆H 0 = (q 2t − 1)/(q − 1)Z * v . From the above lemmata,
This proves the assertion (i). The proof of (ii) is similar. 
Perfect DSS from the complement of a hyperplane
Let B 0 , B 1 , . . ., B q−1 be disjoint subsets of Z n = {0, 1, . . . , n − 1}. We define a circulant n × n array A (see (2)), having all entries in its first row that are indexed by elements of B i equal to i (0 ≤ i ≤ q − 1), and entries that are not indexed by any α ∈ B i for some i are left empty.
Proof. Consider the circulant array A obtained from W by deleting all zeros. By the property of W , every pair of rows of A differ in exactly
columns that contain elements from G in both rows.
It is known that for every prime power p e and every integer d ≥ 1 there exists a BGW (n, k, µ) with parameters
over a group of order p e −1 being the multiplicative group of of GF(p e ), such that the related symmetric 2-(n, k, µ) design is isomorphic to the design having as blocks the complements of hyperplanes in PG(d, p e ) [6] . In addition, this BGW (n, k, µ) can be put in circulant form whenever p e − 1 and (p e(d+1) − 1)/(p e − 1) are relatively prime [5] . Thus, by Theorem 4.5, we obtain the following. Note 4.9. Balanced generalized weighing matrices with parameters (4) are obtainable also from difference sets of GMW type, as well as by some algebraic and combinatorial constructions described in [4] and [7] .
