In the case of incomplete data we give general relationships between the first and second derivatives of the loglikelihood relative to the full and the incomplete observation set-ups. In the case where these quantities are easy to compute for the full observation set-up we propose to compute their analogue for the incomplete observation set-up using the above mentioned relationships: this involves numerical integrations. Once we are able to compute these quantities, Newton-Raphson type algorithms can be applied to find the maximum likelihood estimators, together with estimates of their variances. We detail the application of this approach to parametric multiplicative frailty models and we show that the method works well in practice using both a real data and a simulated example. The proposed algorithm outperforms a Newton-Raphson type algorithm using numerical derivatives.
Introduction
In most complex problems we are faced with incomplete data. Even if it is assumed that the mechanism leading to incomplete data is ignorable (Gill et al., 1997 ) the observed likelihood generally involves integration which can not be solved analytically; this is often the case when observations are intervalcensored or when the model includes random effects or frailties. It follows that the first derivative (the score) and the second derivative (the Hessian) of the log likelihood themselves do not have a simple analytical form so that Newton-Raphson algorithm, which is the algorithm of choice when these quantities can be computed, does not seem feasible. This is the main reason of the attractiveness of the EM algorithm (Dempster, Laird and Rubin, 1977) and of the Bayesian approach using the MCMC algorithm (Gilks et al., 1995) . However both EM and MCMC algorithms may be time-consuming.
Another reason of the disaffection with the Newton-Raphson algorithm is its lack of robustness when the quadratic approximation is not valid over a large region or when the Hessian is not everywhere positive-definite. This is indeed a problem with the naive version of the Newton-Raphson algorithm; however there exist variants such as the trust region method (see Dennis and Schnabel, 1983) or the Marquardt algorithm (Marquardt, 1963) which are very robust. Also, the score and Hessian can be computed numerically using finite differences (see Overton, 2001, Ch. 11) ; this possibility has been used successfully in several complex models involving incomplete data. For instance Jacqmin-Gadda et al. (2000) used this technique for a longitudinal analysis with left-censored data and showed that it was more reliable than an EM algorithm. However in complex models there are two problems: computation time and possible loss of accuracy. When the likelihood is computationally demanding and there are many parameters the computation of the Hessian using numerical derivatives is time-consuming. Also, there is a loss of accuracy in the computation of the finite differences due to the cancellation errors (Overton, 2001) ; when the likelihood itself can not be computed with very high accuracy because it involves numerical integration this loss of accuracy may lead to unacceptable errors in the score and the Hessian and failure of convergence of the algorithm.
The aim of this paper is to use relationships between full and observed scores and Hessians to obtain a faster and more accurate computation of observed score and Hessian which may be used in a Newton-Raphson type algorithm. Such relationships have been given by Louis (1982) for estimating the variances of the estimators when using the EM algorithm; see also Oakes (1999) ; Hedeker and Gibbons (1994) implicitly used the relationship for the scores to propose an algorithm using only the scores. In a large part of the statistical literature the observed data are supposed to come from a distribution with probability density function f θ X and the likelihood for the observed data x is L(θ; x) = f θ X (x). While it is possible to go a long way with such a representation it becomes awkward in complex problems. The limitation of this representation are the following: i) it is not obvious whether the likelihood is a random variable; ii) when speaking of a usual probability density function there is a reference probability which is Lebesgue measure on d for some d, but it often remains implicit and is given once for all; iii) it is not so easy to represent different amounts of information (this can be done by considering different random variables but this is less flexible than 2 The International Journal of Biostatistics, Vol. 2 [2006] , Iss. 1, Art. 4 DOI: 10.2202 /1557 -4679.1010 considering σ-fields); iv) it is not clear what is the density when dealing with stochastic processes (even the rather simple case of right-censored survival data can not be treated rigorously in this way).
In this paper we give relationships which are essentially the same as those given by Louis (1982) but we treat the problem in a general framework and using the full power of basic probability theory in which the likelihood is rigorously defined as a Radon-Nikodym derivative, in which we can choose the reference probability and in which information is represented by σ-fields; one particular benefit of this approach is that the likelihood may be relative to the observation of stochastic processes such as in Andersen et al. (1993) or Barndorff-Nielsen and Sorensen (1994) ; however we restrict to parametric models.
In section 2 we first exhibit two martingales related to the score and the Hessian processes from which we deduce the relationships between observed and full scores and Hessians. In section 3 we show how these relationships can be exploited to improve Newton-Raphson-type algorithms in the case of incomplete observations: two main situations are considered, the coarsening situation and the random effect situation. The algorithm is applied in section 4 to parametric proportional hazards frailty models. In section 5 it is illustrated on a Weibull model with normal frailties; the proposed algorithm is compared to a Marquardt algorithm using numerical derivatives on simulated data sets and applied to a real data example. We conclude in section 6.
2 Relationship between derivatives of the observed and full log likelihoods 2.1 Martingales related to the derivatives of the log likelihood Consider a measurable space (Ω, F) and a family of measures {P θ } θ∈Θ , where Θ is a "nice" subset of m so that this defines a regular parametric model (Bickel et al, 1993) ; we assume that the P θ 's are absolutely continuous relatively to a dominant measure P θ 0 (this means that P θ 0 ∈ {P θ } θ∈Θ but the results would be unchanged if we took a reference probability P 0 outside of the model). The likelihood ratio on F is defined by:
where dP θ dP θ 0 |F is the Radon-Nikodym derivative of P θ relatively to P θ 0 . Recall that
If the space is equipped with a filtration (
The following results apply in continuous time where the filtration is rightcontinuous, or in discrete time. The process (L Barndorff-Nielsen and Sorensen, 1994) with expectation equal to 1. We further assume as in Barndorff-Nielsen and Sorensen (1994) that for all t ≥ 0: 
Relationship between derivatives of the observed and full log likelihoods
Consider the general statistical model depicted by a measurable space (Ω, F) and a family of measures {P θ } θ∈Θ absolutely continuous relatively to a dominant measure P θ 0 . F will be interpreted as the full σ-field, in that it contains all the interesting events in the problem we wish to model. We now consider the problem of incomplete observation, that is, the case where all the events of interest are not observed. In that case we represent the observation by the σ-field O such that O ⊂ F (in a strict sense). Thus our model can be depicted by the 4-uplet (Ω, F, O, {P θ }) . Note that if the mechanism leading to incomplete data is random, F must also include the events which this mechanism generates (see Commenges and Gégout-Petit, 2005a) . In this framework we can consider both the full likelihood L 
If we take θ 0 = θ we have the simpler equalities:
The general formulae of the corollary may seem unnecessarily complicated; however they preserve the choice of the reference probability under which the expectations must be taken: particular choices may render the computations much simpler. 
and
In the case where we have:
is the conditional law of η given O under the probability P θ 0 . It may be more or less difficult to compute this integral, and to begin with, the conditional law ν θ 0 η|O (.). We shall consider two main situations, the coarsening situation and the random effect situation.
In the typical coarsening situation we are interested in the law of a random element T but we do not observe completely T ; that is, the σ-field of all the events generated by T , σ(T ), is not included in the observed σ-field, O. The following discussion applies to the case where the mechanism is random but ignorable, in which case we can treat the likelihood as if the mechanism was fixed at the observed value. So, considering the mechanism as deterministic, atoms or pseudo-atoms (Commenges and Gégout-Petit, 2005b ). Here we give the likelihood on the event (T ∈ (v l−1 , v l ]). Using the fact that ν(ds) =
ds gives the law of T given (T ∈ (v l−1 , v l ]) for l ≤ m, we obtain that on this event the likelihood is:
This can be seen to be proportional to F (v l )−F (v l−1 ), a result that could have been obtained in a simpler way. We can compute
Hence applying formula (1) we obtain:
The observed Hessian can be computed similarly by applying formula (2). Such a computation is useful only if F (s) does not have an analytical form, which happens in some parametric models or when the distribution is approached on a basis of spline in a semi-parametric approach. In that case this computation may be faster and more accurate than using numerical derivatives. Numerical derivatives still work well in this rather simple problem (Joly et al., 2001 ) so this approach may be more interesting in more complex problems involving multivariate counting processes such as in Commenges and Joly (2004) and Commenges and Gégout-Petit (2005b) . We do not develop more this application in this paper in which we will rather focus on the second main situation, the random effect one.
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In the typical random effect situation we are interested in the conditional distribution of T given a random effect η. Most often random effects are introduced to model dependence within a group of random variables T j (for modeling clusters or repeated measurements for instance). Most often the best choice of the reference probability will be such that η and the T j 's are independent, so that the T j 's will themselves be mutually independent and we have ν η|O = ν η . This choice meets what is done in a conventional approach where the reference measure remains implicit; however since in the conventional approach the implicit reference measure is Lebesgue measure which is not a probability measure the term "independence" is generally not used. A particular application within the random effect situation is presented in section 4; in this application the likelihood has the particular structure depicted in section 3.2 which allows savings in computation burden.
The numerical integration can be done by Gaussian quadrature or by simulation. For instance it can be approximated by M
, where g j are realizations from the conditional distribution of η given O in the probability P θ 0 . As discussed above if P θ 0 is chosen in order to make η and O independent, the g j 's are taken from the marginal distribution of η. For low dimensional integrals Gaussian quadrature is more efficient.
In practice the above formulae are applied to a sample which most often can be divided into independent parts: for instance the sample is formed of n independent random variables or of G independent groups (each group may represents clusters or repeated measurements) indexed by i. In that case the observed σ-field can be written O = ∨ i O i and similarly we may consider a full σ-field which can be written F = ∨ i F i .
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Consider the case where the log likelihood takes the form:
where the A k 's are O-measurable and the B k 's depend on a small number q k of parameters. By Corollary 1 we have:
The number of numerical integrals for computing the score is thus K(1 + K k=1 q k ), which may be less than m. This special structure also allows savings for the computation of the Hessian. In the next section we study in detail the multiplicative frailty models which present such a structure.
Score and Hessian for parametric proportional hazards shared frailty models
Consider the case where we have right-censored observations of failure times for n subjects scattered in G groups of size n i , i = 1, . . . , G, with i n i = n. For subject j in group i we observe˜T ij = min(T ij , C ij ) and
where T ij is the failure time, C ij is a censoring time which will be treated as fixed (if it is random, the mechanism leading to incomplete data is assumed to be ignorable). We assume a parametric frailty model:
where α ij (t) is the risk function for the distribution of T ij , α γ 0 (t) is the baseline risk function, z ij is a vector of explanatory variables, β a vector of regression coefficients and the η i 's are independently identically distributed random variables (the shared frailties) with E θ 0 (η i ) = 0 and var θ 0 η i = 1. We assume a parametric model for α γ 0 (t) indexed by γ and we denote by θ = (γ, β, ω) the set of all the parameters of the model; the distribution of the η i does not depend on θ.
We now define observed and "full" σ-fields. The observed σ-field for
. . , n i ) and the total observed σ-field is
We may define a "full" σ-fields F i for group i which includes in addition to the observations the events generated by η i : that is we will denote F i = σ(˜T ij , δ ij , j = 1, . . . , n i ; η i ); the total full σ-field will be F = ∨ i F i . The full likelihood ratio can be written using Jacod formula (Jacod, 1975) and, following and idea of Aalen (1978) , we shall choose a particularly simple reference probability: we choose P θ 0 such that the T ij are independent random variables with exponential distributions with parameter κ. With this choice we obtain:
is a function of the unobserved η i and we can make this explicit by writing L
With the choice of the reference probability which makes η i independent from O i we have ν η i |O i (ds) = φ η i (s)ds where φ η i (s) is the probability density function of η i (under P θ 0 ); the observed likelihood can then be written In view of the complexity of L
have in general an analytical form; this happens if the frailty has a gamma distribution (Nielsen et al., 1992) and this fact explains to a large extent the success of the gamma-frailty model. The present approach is not useful for the gamma-frailty model but may be useful for any other choice.
We proceed by computing the log likelihood:
In order to obtain more synthetic results we rewrite this log-likelihood in separating what is observed and what is not as:
. With these notations the full score and Hessian are:
We can now compute the observed score and Hessian by applying Corollary
(1). We note that the desired quantities essentially depend on the conditional 
So for computing these terms only five integrals for each group are required, whatever the number of parameters in the model, and it is not necessary to compute them with a very high accuracy because only simple computations lead to the final results used by the Newton-Raphson (or Marquardt) algorithm. This is in contrast to computing the log likelighood for computing numerical first and second derivatives: then the cancellation errors produce an important loss of significant digits, so the initial computations must be very accurate. The five integrals are:
may appear difficult to compute these conditional expectations but as already discussed our choice of a simple reference probability pays off: because on P θ 0 , η i is independent from the observations, the conditioning for computing for computing them. The final formulae for the score are:
As for the Hessian, we have from Corollary 1:
. (9) The second term in the brackets can be computed numerically after having computed the observed scores from formulae (7) and (8); the blocks of the first matrix are given by formulae (4, 5, 6). It remains for us to compute the
We find that getting rid of the conditioning by the same argument as above, these quantities involve in addition to I 0 ,
). The formulae are:
Thus we have determined formulae for computing observed score and Hessian in the proportional hazards shared frailty models; these formulae depend on nine integrals which must in general be computed numerically. We call this approach semi-analytical.
5 Application to a normal frailty Weibull model
The normal frailty Weibull model; formulae
There are two reasons for considering normal frailties here. The first is for illustrative purpose: in contrast with the gamma-frailty model (Rondeau and Commenges, 2003) , there is no analytical formula for the likelihood. The second is that many models have used normal random effects; the normality assumption is appealing when considering several random effects (although here we will restrict to one), see Ripatti and Palmgren (2000) .
In the framework of the proportional hazard model with shared frailty, we will consider a Weibull model for the baseline, α γ 0 (t) = γ 0 γ 1 (t)
, and normal frailties η i . Here we have:
The first and second derivatives of these quantities relative to the parameters are given in Appendix. Using these formulae and the more general formulae of section 4 we obtain the semi-analytical score and Hessian for the normal Weibull model. The nine integrals for each group can be computed by gaussian quadrature.
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Simulation
A simulation study was performed in order to compare a Marquardt algorithm using the semi-analytical score and Hessian with the same Marquardt algorithm using numerical derivatives. In order to investigate the effect of increased sample size we considered three values for the number of groups : G = 50, 500, 5000 with 2 subjects in each group. The random variables were generated as follows. We generated normal frailties: ..., G, i.i.d. ∼ N(0, 1) . We took ω = 0.5.
Given the η i , the independent survival times T ij , j = 1, . . . , 2 were generated from a simple Weibull (α 0 (t) = 0.04×2×(0.04×t)
, where X ijk were binary covariates generated randomly as independent Bernoulli variables with P (X ijk = 1) = 0.5. We generated right-censored data as follows. Right-censoring variable C ij were generated from a uniform distribution on [1, 71] In the two simulations the two algorithms gave identical results with at least five significant digits. The algorithm using numerical derivatives behaves surprisingly well in term of accuracy; much more complicated models would be necessary to enlighten the possible benefit of the new method in term of accuracy over the numerical derivatives. In the tables we give only the common values of the computed estimates. The results are consistent for the two simulations (Tables 1 and 2) , with increasing precision as sample size increases. The most interesting result is in term of CPU time for large data sets. In the second simulation (K = 10) in the case G = 5000 the proposed method took 408 seconds (Table 2) ; it took 7398 seconds when using numerical derivative, a really different order of magnitude. Note that the increase of time for the proposed algorithm is not very important when going from two (239 seconds) to ten (408 seconds) explanatory variables,
Application to the catheter example
As an example we fitted the data presented by McGilchrist and Aisbett (1991) on infections in catheters for patients on dialysis. Each observation is the time to infection, at the point of insertion of the catheter for kidney patients using portable dialysis equipment. There are 38 patients each with exactly two observations. Variables retained for illustration are age (in years) and sex (female vs male). The variance of the frailties is a measure of the heterogeneity of the patients. Results are illustrated in Table 3 . The program using semi-analytical derivatives took 2.53 seconds of CPU time while using numerical derivatives it took 18.01 seconds. This illustrates once again the difference in speed of the two methods, although in this case this is not practically significant.
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Conclusion
We have given general formulae linking full and observed scores and Hessians and have suggested that these formulae could be applied for obtaining efficient Newton-Raphson type algorithms. We have exhibited a particular domain of application which is the inference for parametric proportional hazards shared-frailty models: we have shown that nine numerical integrals had to be computed for each group whatever the number of parameters in the baseline hazard or representing effect of covariates, and we have illustrated this approach using a Weibull model with normal frailty. On a large data set with 5000 groups and ten explanatory variables the proposed algorithm was nearly 20 times faster than using numerical derivatives. We may hope that this approach can be used to treat complex models involving several frailties or hazard represented on a basis of splines such as in Rondeau and Commenges (2003) . 
