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Abstract
In this paper, we show that the G-normality of X and Y can be characterized according to
the form of f such that the distribution of λX + f(λ)Y does not depend on λ, where Y is an
independent copy of X and λ is in the domain of f . Without the condition that Y is identically
distributed with X, we still have a similar argument.
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1 Introduction
In the classical framework, let X and Y be two independent random vectors and f be a function
defined on an interval of R. Nguyen and Sampson ([2]) obtained that the distribution of X and Y can
be characterized according to the form of f such that the distribution of the random vector λX+f(λ)Y
does not depend on λ, where λ takes on values in the domain of f . These results complement previously
obtained characterizations where X and Y are required to be identically distributed and for one value
λ∗, λ∗ + f(λ∗)Y has the same distribution as X which are discussed in Kagan et al. ([1]). All these
results are related to the Marcinkiewicz theorem (see [1]), which simply says that under suitable
conditions if X and Y are independent and identically distributed, and λ1X + τ1Y and λ2X + τ2Y
have the same distribution, then X and Y have a normal distribution. Note that, in fact, τi, i = 1, 2,
can not be arbitrary constants, but must satisfy τi =
√
1− λ2i , i = 1, 2.
Recently, Peng systemically established a time-consistent fully nonlinear expectation theory (see
[3], [4] and [5]).
As a typical and important case, Peng (2006) introduced the G-expectation theory(see [6] and
the references therein). In the G-expectation framework (G-framework for short), the notion of
independence, identically distributed and G-normal distribution were established.
Motivated by their works, we obtain several characterizations of G-normal distribution. The paper
is organized as follow: In section 2, we recall some notations and results that we will use in this paper.
In section 3, we obtain our main results.
2 Preliminaries
We present some preliminaries in the theory of sublinear expectation, G-normal distribution under
G-framework. More details can be found in Peng [6].
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Definition 2.1 Let Ω be a given set and let H be a vector lattice of real valued functions defined
on Ω, namely c ∈ H for each constant c and |X | ∈ H if X ∈ H. H is considered as the space of
random variables. A sublinear expectation Eˆ on H is a functional Eˆ : H → R satisfying the following
properties: for all X,Y ∈ H, we have
(a) Monotonicity: If X ≥ Y then Eˆ[X ] ≥ Eˆ[Y ];
(b) Constant preservation: Eˆ[c] = c;
(c) Sub-additivity: Eˆ[X + Y ] ≤ Eˆ[X ] + Eˆ[Y ];
(d) Positive homogeneity: Eˆ[λX ] = λEˆ[X ] for each λ ≥ 0.(
Ω,H, Eˆ
)
is called a sublinear expectation space.
Definition 2.2 Let X1 and X2 be two n-dimensional random vectors defined respectively in sublinear
expectation spaces
(
Ω1,H1, Eˆ1
)
and
(
Ω2,H2, Eˆ2
)
. They are called identically distributed, denoted by
X1
d
= X2, if Eˆ1 [ϕ(X1)] = Eˆ2 [ϕ(X2)], for all ϕ ∈ Cb.Lip(Rn), where Cb.Lip(Rn) denotes the space of
bounded and Lipschitz functions on Rn.
Definition 2.3 In a sublinear expectation space
(
Ω,H, Eˆ
)
, a random vector Y = (Y1, ···, Yn), Yi ∈ H,
is said to be independent of another random vector X = (X1, · · ·, Xm), Xi ∈ H under Eˆ[·], denoted by
Y⊥X, if for every test function ϕ ∈ Cb.Lip(Rm × Rn) we have Eˆ[ϕ(X,Y )] = Eˆ
[
Eˆ[ϕ(x, Y )]x=X
]
.
Definition 2.4 (G-normal distribution) A d-dimensional random vector X = (X1, · · ·, Xd) in a sub-
linear expectation space
(
Ω,H, Eˆ
)
is called G-normally distributed if for each a, b ≥ 0 we have
aX + bX¯
d
=
√
a2 + b2X,
where X¯ is an independent copy of X, i.e., X¯
d
= X and X¯⊥X. Here the letter G denotes the function
G(A) :=
1
2
Eˆ[〈AX,X〉] : Sd → R,
where Sd denotes the collection of d× d symmetric matrices.
Peng [6] showed that X = (X1, · · ·, Xd) is G-normally distributed if and only if for each ϕ ∈
Cb.Lip(R
d), u(t, x) := Eˆ[ϕ(x +
√
tX)], (t, x) ∈ [0,∞) × Rd, is the solution of the following G-heat
equation:
∂tu−G(D2xu) = 0, u(0, x) = ϕ(x).
The function G(·) : Sd → R is a monotonic, sublinear mapping on Sd and G(A) = 12 Eˆ[〈AX,X〉] ≤
1
2
|A|Eˆ[|X |2] implies that there exists a bounded, convex and closed subset Γ ⊂ S+d such that
G(A) =
1
2
sup
γ∈Γ
tr[γA],
where S+d denotes the collection of nonnegative elements in Sd.
2
3 Characterizations of G-normal distribution
We only consider non-degenerate random variable X on a sublinear expectation space
(
Ω,H, Eˆ
)
, i.e.
Eˆ[X2] >
(
Eˆ[|X |]
)2
. From the definition of G-normal distribution, an equivalent characterization of
G-normal distribution is that,for any a, b > 0
a√
a2 + b2
X +
b√
a2 + b2
Y
d
= X,
where Y is an independent copy of X . Denote λ = a√
a2+b2
, then
λX +
√
1− λ2Y d= X.
We are interested in the case that
√
1− λ2 is replaced by f(λ) which is a nonnegative function of λ.
Actually we have the following theorem
Theorem 3.1 Let f be a nonnegative function defined on some interval of R, which contains 0 as an
interior point and X be a non-degenerate random variable on a sublinear expectation space
(
Ω,H, Eˆ
)
,
for all λ such that f(λ) is non-negative,
λX + f(λ)Y
d
= X
where Y is an independent copy of X, then:
(i) X is G-normal distributed;
(ii) f(λ) =
√
1− λ2.
Proof. Denote Eˆ[X ] = µ, −Eˆ[−X ] = µ, Eˆ[X2] = σ2 and −Eˆ[−X2] = σ2, then
Eˆ [λX + f(λ)Y ] = f(λ)µ + λ+µ− λ−µ = µ. (1)
−Eˆ [−λX − f(λ)Y ] = f(λ)µ− λ−µ+ λ+µ = µ. (2)
Without loss of generality, we assume that α and −α are in the domain of f and α > 0. From (1)
and (2), we have
f(−α)µ− αµ = µ, (3)
f(−α)µ− αµ = µ. (4)
Hence,
f(−α)(µ− µ) + α(µ− µ) = (µ− µ).
We shall prove µ = µ. Otherwise we suppose µ 6= µ. Thus f(−α) = 1− α. Plugging into (3) and (4)
yields µ = −µ. Hence for β ∈ R,
Eˆ[βX ] = β+Eˆ[X ] + β−Eˆ[−X ] = |β|Eˆ[X ].
3
Therefore
σ2 = Eˆ
[
(−αX + f(−α)Y )2
]
≤ Eˆ [α2X2 + f(−α)2Y 2]+ 2Eˆ [−αf(−α)XY ]
= α2σ2 + f(−α)2σ2 + 2αf(−α)µEˆ [|X |]
≤ α2σ2 + f(−α)2σ2 + 2αf(−α)
(
Eˆ [|X |]
)2
.
Hence
2α(1− α)σ2 ≤ 2α(1− α)
(
Eˆ [|X |]
)2
,
this contradiction yields that µ = µ. We now prove that µ = µ = 0. Otherwise, from (1), we have
f(α) = 1− α. Thus
σ2 = Eˆ
[
(αX + f(α)Y )
2
]
= Eˆ
[
α2X2 + f(α)2Y 2
]
+ 2Eˆ [αf(α)XY ]
= α2σ2 + f(α)2σ2 + 2αf(α)µ2.
Hence
2α(1− α)σ2 ≤ 2α(1− α)µ2,
this contradiction yields that µ = µ = 0. Therefore
Eˆ
[
(λX + f(λ)Y )
2
]
= λ2σ2 + f(λ)2σ2 = σ2
−Eˆ
[
− (λX + f(λ)Y )2
]
= λ2σ2 + f(λ)2σ2 = σ2.
Hence, f(λ) =
√
1− λ2. Thus X is G-normal distributed. 
Moreover we can still have the following theorem without the condition that Y andX are identically
distributed.
Theorem 3.2 Let X,Y be two non-degenerate random variables on a sublinear expectation space(
Ω,H, Eˆ
)
and f be a given non-negative function defined on some interval of R, which contains 0 as
an interior point. Assuming that Y is independent with X, and λX + f(λ)Y is a non-degenerate
random variable whose distribution does not depend on λ for all λ such that f(λ) is non-negative,
then:
(i) f(λ) =
√
a− bλ2 for some a, b > 0.
(ii) X and Y are G-normal distributed with σ2X = bσ
2
Y , σ
2
X = bσ
2
Y .
Proof. Denote Eˆ[X ] = µX , −Eˆ[−X ] = µX , Eˆ[X2] = σ2X and −Eˆ[−X2] = σ2X , Eˆ[Y ] = µY , −Eˆ[−Y ] =
µ
Y
, Eˆ[Y 2] = σ2Y and −Eˆ[−Y 2] = σ2Y , we have
Eˆ [λX + f(λ)Y ] = f(λ)µY + λ
+µX − λ−µX = h. (5)
−Eˆ [− (λX + f(λ)Y )] = f(λ)µ
Y
+ λ+µ
X
− λ−µX = h. (6)
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Without loss of generality, we assume that α and −α are in the domain of f and α > 0. From (5)
and (6), we have
f(−α)µY − αµX = h, (7)
f(−α)µ
Y
− αµX = h, (8)
f(α)µY + αµX = h, (9)
f(α)µ
Y
+ αµ
X
= h. (10)
Hence,
f(α)(µY − µY ) + α(µX − µX) = (h− h)
f(−α)(µY − µY ) + α(µX − µX) = (h− h).
Step 1. We now prove that µX = µX if and only if µY = µY . Since h, h are constants, we have
µX = µX if µY = µY . We suppose that µY 6= µY if µX = µX . Thus f(α) = f(−α). From (7) and
(9), we obtain µX = µX = 0. Therefore f is given by
f(λ) =
h− h
µY − µY
,
and the domain of f is R. Moreover, we have
σ2 = Eˆ
[
(λX + f(λ)Y )2
]
≥ λ2σ2X +
(
h− h
µY − µY
)2
σ2Y − 2λ
h− h
µY − µY
Eˆ[−XY ]
λ2σ2X +
(
h− h
µY − µY
)2
σ2Y − 2λ
h− h
µY − µY
(
Eˆ[X2]
) 1
2
(
Eˆ[Y 2]
) 1
2
=
(
λ
√
σ2X −
h− h
µY − µY
√
σ2Y
)2
λ→∞−→ ∞.
Since σ2 is a constant, this contradiction implies that µY = µY .
Step 2. We shall prove µY = µY , µX = µX . Otherwise we suppose µY 6= µY (hence µX 6= µX). Thus
f(α) = f(−α) = h− h
µY − µY
− αµX − µX
µY − µY
.
Plugging into (7) and (8) yields
h− h
µY − µY
µY − α
(
µX − µX
µY − µY
µY + µX
)
= h,
h− h
µY − µY
µ
Y
− α
(
µX − µX
µY − µY
µ
Y
+ µX
)
= h.
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Hence
µ
X
= −µX − µX
µY − µY
µY ,
µX = −
µX − µX
µY − µY
µ
Y
.
Since f(α) = f(−α), from (7) and (9), we obtain µX = −µX . Thus µY = −µY , h = −h. Therefore
for β ∈ R,
Eˆ[βX ] = β+Eˆ[X ] + β−Eˆ[−X ] = |β|Eˆ[X ],
Eˆ[βY ] = β+Eˆ[Y ] + β−Eˆ[−Y ] = |β|Eˆ[Y ].
If µY = 0, we have µY = µY = µX = µX = h = h = 0. Now we suppose that µY = −µY 6= 0. Hence
µX = −µX 6= 0. Therefore with hµY > 0, f is given by
f(λ) =
h
µY
− |λ|µX
µY
.
If µX
µ
Y
< 0, the domain of f is R. Therefore,
σ2 = Eˆ
[
(λX + f(λ)Y )2
]
≥ λ2σ2X +
(
h
µY
− |λ|µX
µY
)2
σ2Y − 2λ
(
h
µY
− |λ|µX
µY
)
Eˆ[−XY ]
≥ λ2σ2X +
(
h
µY
− |λ|µX
µY
)2
σ2Y − 2λ
(
h
µY
− |λ|µX
µY
)(
Eˆ[X2]
) 1
2
(
Eˆ[Y 2]
) 1
2
=
(
λ
√
σ2X −
(
h
µY
− |λ|µX
µY
)√
σ2Y
)2
λ→−∞−→ ∞.
This contradiction implies that µY = µY , µX = µX .
If µX
µ
Y
> 0, the domain of f is [− h
µ
X
, h
µ
X
]. Hence h 6= 0. Therefore
σ2 = Eˆ
[(
h
µX
X
)2]
= Eˆ
[(
h
µY
Y
)2]
,
from which we obtain σ2X =
µ2
X
h
2 σ
2 and σ2Y =
µ2
Y
h
2 σ
2. Thus
Eˆ
[
(αX + f(α)Y )2
]
≤ Eˆ [α2X2 + f(α)2Y 2]+ 2αf(α)E[XY ]
= α2σ2X + f(α)
2σ2Y + 2αf(α)µY Eˆ [|X |]
< α2σ2X + f(α)
2σ2Y + 2αf(α)
(
Eˆ
[|Y |2]) 12 (Eˆ [|X |2]) 12
=
(
α
√
σ2X + f(α)
√
σ2Y
)2
=
(
α
µX
h
+ 1− αµX
h
)2
σ2 = σ2.
6
This contradiction implies that µY = µY , µX = µX .
Step 3. We shall prove µY = µY = 0, hence µX = µX = 0. Otherwise suppose µY 6= 0. Thus
f(λ) =
h
µY
− λµX
µY
.
Hence,
σ2 = Eˆ
[
(λX + f(λ)Y )2
]
= λ2σ2X + f(λ)
2σ2X + 2λf(λ)µXµY
= λ2
(
σ2X +
µ2X
µ2Y
σ2Y − 2µ2X
)
− 2λhµX
(
σ2Y
µ2Y
− 1
)
+
h
2
µ2Y
σ2Y .
depends on λ. This contraction yields that µY = 0. Therefore
σ2 = λ2σ2X + f(λ)σ
2
Y ,
σ2 = λ2σ2X + f(λ)σ
2
Y .
We have f(λ) =
√
σ2
σ2
Y
− σ2X
σ2
Y
λ2 =
√
a− bλ2 where a = σ2
σ2
Y
, b =
σ2
X
σ2
Y
and σ2 = aσ2Y , σ
2
X = bσ
2
Y .
The domain of f(λ) is the interval
[−√a
b
,
√
a
b
]
.
For λ = 0 or λ =
√
a
b
, the two random variables
√
aY and
√
a
b
X are identically distributed according
to
λX +
√
a− bλ2Y d=
(√
1− b
a
λ2
)(√
a
b
X
)
+
(
λ
√
b
a
)(√
aY
)
By Theorem (3.1),
√
a
b
X and
√
aY are G-normal distributed. Hence X and Y are G-normal dis-
tributed. 
Remark 3.3 Note that the distribution uncertainty of a G-normal distribution is not just the param-
eter of the classical normal distributions, it is difficult to obtain characterization results of G-normal
distribution. Let gλ(u, v) = λu + f(λ)v be a family of functions from R × R → R. With the nonde-
pendence of the distribution of gλ(X,Y ) upon λ, our results concern which possible forms of gλ(u, v)
provide G-normality of X and Y . In conclusion , our results complement the characterizations of
G-normal distribution.
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