Abstract-In addition to Spectrum Sensing (SS) capability required by a Cognitive Radio (CR), Signal to Noise Ratio (SNR) estimation of the primary signals at the CR receiver is crucial in order to adapt its coverage area dynamically using underlay techniques. In practical scenarios, channel and noise may be correlated due to various reasons and SNR estimation techniques with the assumption of white noise and uncorrelated channel may not be suitable for estimating the primary SNR. In this paper, firstly, we study the performance of different eigenvaluebased SS techniques in the presence of channel or/and noise correlation. Secondly, we carry out detailed theoretical analysis of the signal plus noise hypothesis to derive the asymptotic eigenvalue probability distribution function (a.e.p.d.f.) of the received signal's covariance matrix under the following two cases: (i) correlated channel and white noise, and (ii) correlated channel and correlated noise, which is the main contribution of this paper. Finally, an SNR estimation technique based on the derived a.e.p.d.f is proposed in the presence of channel/noise correlation and its performance is evaluated in terms of normalized Mean Square Error (MSE). It is shown that the PU SNR can be reliably estimated when the CR sensing module is aware of the channel/noise correlation.
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D
URING the last decade, the demand for high speed wireless connections has constantly been increasing due to the proliferation of multimedia services. However, the available frequency resources are becoming scarce due to spectrum segmentation and dedicated frequency allocation of standardized wireless systems. In this context, Cognitive Radio (CR) is considered a promising candidate for enhancing the spectrum efficiency of communication systems because it is aware of its operating environments and can adjust its parameters dynamically [1, 2] . For practical implementation of a CR, it is extremely important to explore efficient Spectrum Sensing (SS) techniques which can detect the presence of signals reliably. In addition to SS capability required by the CR, estimating the Signal to Noise Ratio (SNR) of the PU signals accurately is crucial in order to allow the spectral coexistence of primary and secondary systems using underlay techniques.
Several SS techniques have been proposed in the literature for CR based systems [3] [4] [5] and they have different operational requirements, advantages and disadvantages. The three main SS techniques for sensing the presence of a Primary User (PU) that appear in the literature are matched filter detection, Energy Detection (ED) and cyclostationary feature detection [1] . Matched filter and cyclostationary methods require the prior knowledge about the PU signal to decide about the presence or absence of on-going primary transmissions. The ED technique does not require any knowledge of PU signals but the performance of this method relies on the accurate knowledge of the noise power [6] . Furthermore, several diversity enhancing techniques such as multi-antenna, cooperative and oversampled techniques have been introduced in the literature to enhance SS efficiency in wireless fading channels [7] [8] [9] . Most of aforementioned methods involve decision statistics calculated based on the eigenvalue distribution of the received signal's covariance matrix and use recent results from Random Matrix Theory (RMT) [10, 11] . The eigenvaluebased SS technique does not require any prior information of the PU's signal and it outperforms ED techniques, especially in the presence of noise covariance uncertainty [7] .
A. Motivation and Contributions
In the context of eigenvalue-based SS techniques, the following three practical scenarios have been considered in the literature with respect to the receive dimensions of the CR node: (i) Cooperative SS scenario [9] , (ii) Multiantenna SS scenario [7, 12] , and (iii) Oversampled SS scenario [7] . In this paper, we consider a multi-dimensional framework which can be applicable to all these scenarios. The main problems that may arise in these practical scenarios are that the channel may be correlated across the receive dimensions due to insufficient scattering in the propagation path [13] and mutual coupling between antennas [14] and the noise may also be correlated due to imperfections in filtering and oversampling in the receiver [7] . Due to physical constraints of antenna spacing in Multiple Input Multiple Output (MIMO) systems and lack of rich scattering, it is not always feasible to consider independent MIMO channels in practice. In this context, it has been shown in [15] that spatial correlation may degrade the 1536-1276/13$31.00 c 2013 IEEE performance of wireless systems. Under these conditions, the channel matrix may become ill-conditioned and the maximum to the minimum eigenvalue ratio, called Standard Condition Number (SCN), can be used to describe the ill-conditioning of a wireless channel [16] . Since the performance of eigenvaluebased techniques is affected by the SCN of the channel covariance matrix, we investigate the behavior of RMT based techniques in the presence of channel correlation as well as in the presence of both channel/noise correlation. In this context, we use a SCN-based approach to model the correlation level and study the effect of channel/noise correlation on multidimensional SS techniques.
Furthermore, most SS related works focus on a dual hypothesis test to decide the presence or absence of primary on-going transmissions. If the CR is able to estimate the SNR of the primary signals, defined as the ratio of the received primary power to the noise power at the CR receiver, it can dynamically adapt its coverage area using underlay techniques. In order to implement underlay techniques such as power control at the CR, we need to know the SNR threshold required for the power control algorithm. Furthermore, to calculate the SNR threshold, we need to calculate the distance between the Primary Receiver (PR) and the CR. We consider Effective Isotropic Radiated Power (EIRP) of the Primary Transmitter (PT) as the cognition information at the CR and assume a Line of Sight (LoS) reciprocal channel. Based on EIRP limits of the PT and estimated received SNR of the primary signals, the spatial distance between the PT and the CR can be estimated and subsequently, based on this estimated distance, the secondary network can apply distancebased adaptive power control mechanism to adjust its coverage area. To clarify the above scheme, the following two scenarios can be considered. The first scenario assumes duplex mode of transmission for the PUs i.e., each user interchangeably transmits and receives over time. If we fix the SNR threshold based on the estimated SNR over multiple time slots, we can also protect the weakest one assuming they have the same interference threshold [17] . The second scenario considers the simplex mode of transmission for the PUs and a short range wireless communication for both primary and secondary systems provided that interference levels from one system to another are at a similar level. In practice, it may be the case that a spectrum resource is completely left unused within a sufficiently large network coverage area. In this context, the optimal exploitation of spectrum holes depends on the maximally acceptable coverage area of secondary transmission while protecting the primary rate [11] . In such type of systems, it can be assumed that setting SNR threshold for the PT is a reasonable strategy for protecting the PR as well. In this context, based on the estimated PU SNR, suitable underlay techniques such as exclusion zone [18] can be applied.
In the context of CR networks, SNR estimation can be very useful in switching between underlay and interweave (SS) modes adaptively. In the SS only technique, the SUs are not allowed to access a particular PU channel when the channel is found to be occupied. In this scheme, the secondary network may have very low throughput specifically in heavily occupied spectrum regions. If the CR node has the capability of estimating the PU SNR along with its sensing ability, the SU can access the channel with full power in case of an idle channel and access the channel with controlled power in case of the occupied channel. Based on the link budget analysis and the interference constraint, proper SNR threshold can be determined to guarantee the protection of the PU rate. Subsequently, by comparing the estimated SNR with the SNR threshold, power control mechanism can be implemented at the CR to adjust its coverage area. More specifically, in the SS only techniques, the noise only hypothesis is decided if SNR ≤ λ 1 , λ 1 being the decision threshold and the signal plus noise hypothesis is decided if SNR > λ 1 . When we combine SS with the SNR estimation, we can introduce another threshold λ 2 under the signal plus noise hypothesis in the following way. If SNR ≤ λ 2 , then the CR can transmit in the same channel using the power control algorithm based on the interference threshold of the PU and the CR must stop its transmission when SNR > λ 2 . Furthermore, the PU SNR knowledge provides channel quality information for the secondary system, which can be further used for implementing adaptive techniques such as adaptive bit loading, handoff algorithms and optimal soft value calculation for improving the performance of channel decoders [19] . Despite its important applications, only a few contributions in the literature address the SNR estimation problem in the context of a CR [20] [21] [22] [23] . Furthermore, the SNR estimation techniques proposed under the assumption of the white noise and uncorrelated channel scenario may not perform well in the presence of channel/noise correlation. Taking the above into account, exploring efficient SNR estimation techniques in the presence of channel/noise correlation is an important research challenge.
In contrast to the application of the eigenvalue-based analysis for SS in most of the contributions [7] [8] [9] , the focus of this paper is not on SS. The theoretical analysis carried out in this paper has been inspired by the multi-dimensional eigenvalue-based SS model [24] and it has been applied for SNR estimation application by carrying out analysis under signal plus noise hypothesis 1 . In our previous work [24] , the effect of noise correlation on eigenvalue-based SS techniques has been studied and the asymptotic eigenvalue probability distribution function (a.e.p.d.f.) of the received signal's covariance matrix has been derived in the presence of correlated noise. In this paper, we focus on studying the SNR estimation problem in the presence of channel correlation and in the presence of both channel/noise correlation. For this purpose, we need the expressions for a.e.p.d.f. of the received signal's covariance matrix under above mentioned scenarios. However, these expressions are not available in the current literature including [24] . In this context, we derive the expressions for the a.e.p.d.f. of the received signal's covariance matrix in the presence of channel correlation and in the presence of both channel/noise correlation using RMT. This is the main contribution of this paper. Furthermore, we use these a.e.p.d.f. expressions in order to estimate the PU SNR in the presence of channel correlation and in the presence of both channel/noise correlation based on the maximum eigenvalue. Moreover, the performance of the proposed technique is evaluated in terms of normalized Mean Square Error (MSE).
B. Structure and Notation
This paper is structured as follows: Section II reviews in detail prior work related to SS and SNR estimation techniques in the presence of noise/channel correlation. Section III describes the considered signal models and further presents the causes of channel and noise correlation in practical scenarios. Section IV reviews different eigenvalue-based blind SS techniques. Section V presents channel correlation analysis under signal plus noise hypothesis using RMT. Section VI provides the main analytical results for signal plus noise case in the presence of noise and/or channel correlation and further presents the PU SNR estimation method using the derived a.e.p.d.f. expressions. Section VII studies the performance of eigenvalue-based SS techniques in the presence of correlation and evaluates the performance of the proposed SNR estimation technique with numerical simulations. Section VIII concludes the paper. The appendix includes some preliminaries on random matrix transforms and proofs of the theorems.
Throughout this paper, boldface upper and lower case letters are used to denote matrices and vectors respectively, E[·] denotes expectation, C denotes complex numbers, (·) T and (·) H denote the transpose and the conjugate transpose respectively, (·) * represents the complex conjugate, I denotes the identity matrix, (z) + denotes max(0, z), R X represents the covariance matrix of X,R X represents the sample covariance of X, S X represents the Stieltjes transform of X, R X represents the R transform 2 , Σ X represents the Σ transform and η X represents the η transform [10] .
II. RELATED WORK
RMT has been used in the literature in various applications such as modeling transmit/receive correlation in MIMO channels and multiuser MIMO fading [25, 26] . It has also received considerable attention in the CR research community, specifically in the eigenvalue-based SS literature [7, 8, 15, 27] . The Maximum to Minimum Eigenvalue (MME) and Energy with Minimum Eigenvalue (EME) algorithms for SS have been proposed in [7] and approximate expressions for probability of a false alarm (P f ) and probability of detection (P d ) have been derived using RMT. The SS techniques based on MarchenkoPastur (MP) deterministic bounds, Tracy-Widom (TW) distribution and Tracy-Widom Curtiss (TWC) distribution have been proposed in [27] , [7] and [28] respectively. Moreover, the approximate and exact distributions of the SCN of the received signal's covariance matrix have been used for SS purpose [8, 29] .
Recently, the distribution of the SCN of Wishart matrices has been considered in signal detection for a CR [16] . In this context, two types of condition numbers i.e., SCN and Demmel Condition Number (DCN) (the ratio of the matrix trace to the minimum eigenvalue) have been considered. In [16] , a general framework for the Cumulative Distribution Function (CDF) of the SCN of different classes of Wishart matrices has been presented. In [30] , the exact distribution of the DCN for random matrices with arbitrary dimensions has been presented. In [31] , analytical expressions for the Probability Density Function (PDF) and Cumulative Distribution Function (CDF) of the ratio of the largest eigenvalue to the trace of complex Wishart matrices with arbitrary dimensions have been derived and the derived analytical results have been used to find the decision threshold for a blind Generalized Likelihood Ratio Test (GLRT) detector.
In [20] , an SNR estimation method has been proposed for ultra-wideband CR systems using computer simulations and this method is specific only for multiband orthogonal frequency division multiplexing-based systems. In [21] , a pseudo bit error rate based SNR estimation has been proposed for the ED scheme. The contribution in [22] utilizes the priori knowledge of SNR, which can be obtained using estimation techniques, for realizing the adaptive SS techniques. Similarly in [23] , a cooperative SS scheme has been proposed based on the SNR estimation and the energy combining method, where the combining weights for the received energies of cooperative sensors are determined at the fusion center for making the final decision.
Moreover, most of the multi-dimensional SS techniques proposed in the literature do not consider the effect of channel correlation. Some contributions in the literature have analyzed the performance of the ED technique with correlated multiple antennas. In [32] , the authors analyzed the sensing performance of an energy detector when multiple antennas are correlated and it was verified that the sensing performance of the energy detector is degraded when the channels are spatially correlated and the performance degradation is proportional to the level of correlation. In [33] , the detection performance of an ED based SS in a CR with multi-antenna correlated channels has been investigated in Nakagami-m fading channel.
In [34] , a weighted ED technique and a correlated GLRT detector have been proposed for SS with multi-antenna correlated channels. In the context of eigenvalue-based SS, the effect of spatial correlation in the performance of predicted eigenvalue threshold based SS is analyzed in [15] and it is shown that the detection performance improves in the presence of spatial correlation at the multi-antenna secondary user. However, the theoretical analysis of the effect of channel correlation in the performance of the proposed technique is not presented in [15] . In [35] , a new decision threshold for the purpose of SS has been proposed in the presence of noise correlation and in [24] the a.e.p.d.f. of the received signal's covariance matrix has been derived under signal plus noise case. Furthermore, in [36] , asymptotic analysis of eigenvaluebased blind SS techniques such as Scaled Largest Eigenvalue (SLE), signal condition number, John's detection, spherical test based detection has been carried out and the performance of these techniques has been evaluated in the presence of noise correlation numerically. Moreover, the contribution in [17] uses the RMT in order to estimate the transmit power of multiple signal sources blindly in multiantenna fading channels.
III. SIGNAL MODEL
We consider a single PU for simplicity of analysis. Let N be the number of samples analyzed by the cognitive user for the decision process and τ the sensing duration. Let M be the number of receive dimensions in the cognitive receiver. From a system-model point of view, this factor can be considered to be the number of antennas in a multiantenna based CR receiver, number of cooperative users with single antenna RF chain in a cooperative sensing CR system 3 and the number of oversampled branches in an oversampling based sensing model as considered in [7, 28] . The M × N received signal matrix Y in the considered multi-dimensional framework can be written as:
. . .
The signal model presented in this paper is generic and can be applicable to all the considered multi-dimensional scenarios. The PU transmitted signal may suffer from slow or fast fading depending on the nature of wireless fading channel. Furthermore, the channel effect on the transmitted symbol may remain constant or vary depending on the transmit data rate and the sampling rate applied at the CR receiver. Moreover, a constant symbol or random symbols may appear in the receiver depending on the relation between sensing duration τ and transmitted symbol duration T s . Depending on the appearance of constant or random symbol and the nature of wireless channels, the following cases can be considered for modeling the received PU signal at a cognitive terminal. Case 1: τ ≤ T s and channel coefficients vary across receive (i.e., spatial) dimensions but remain constant across temporal dimension: 3 In this context, we consider the PU signal detection phase of the cooperative system assuming perfect reporting channels as in [28] .
We are interested in analyzing cases 2 and 4 in this paper 4 . For our analysis, we assume that transmitted symbols are independent and identically distributed (i.i.d.) complex circularly symmetric (c.c.s.) Gaussian symbols. For case 2, the covariance of the transmitted signal can be written as: 
Assuming that the source signal is independent from the noise, the covariance matrix of received signal R Y can be calculated as [7] :
where
Let us define the sample covariance matrices of the received signal and noise as:
A. Causes of Correlation
In practical implementation of a CR, noise and channel may be correlated due to various reasons. Depending on the considered multi-dimensional scenario, the causes of channel and noise correlation may be different. Table I summarizes the types and causes of noise and channel correlation.
1) Causes of Channel correlation:
The channel correlation in MIMO/Single Input Multiple Output (SIMO) systems depends on the following two components. a) Spatial Correlation: In wireless multipath environments, the channels are not always independent from each other but can be correlated due to poor scattering in the propagation path. This type of correlation can be referred as spatial correlation. In such environments, multipath signals tend to leave the transmit antenna array in a range of angular directions and tend to arrive at the receive antenna array from a range of angular directions rather than a single angular direction. The rich scattering in the propagation path decreases the spatial correlation by spreading the signal such that multipath components are received from many different spatial directions [13] . The smaller spacing between antennas in the transmit and receive sides increases the spatial correlation since adjacent antennas receive similar signal components. b) Antenna Mutual Coupling: Channel correlation also arises due to mutual coupling between the transmit and/or receive antenna elements [14, 37] . In the transmitter antenna array, antenna mutual coupling causes the input signals to be coupled with the neighbouring antennas. Similarly, the channel correlation may arise due to antenna mutual coupling effect in the receiving antenna arrays. 
2) Causes of Noise correlation:
The noise correlation in the receiver may arise due to the following reasons. a) Filtering: In practice, the received signal is passed through a pulse shaping filter before further processing in the CR receiver. In this case, the noise which is added to the signal before the filter is also filtered out and it becomes affected by the autocorrelation function of the filter. For example, when a white noise input process with power spectral density N 0 /2 is the input to a RC filter with time constant RC, the noise is affected by the autocorrelation function of the RC filter and it becomes colored. The RC filter transforms the input autocorrelation function of white noise into the output autocorrelation function given by [38] ; R y (ν) = N0 4RC e − |ν| RC . b) Oversampling: Let the pulse shaping filter has a bandwidth of W Hz, which is usually equal to the bandwidth of the signal. If we sample at a rate higher than the Nyquist rate i.e., 2W Hz, the noise process in the output becomes correlated even if the input noise process is white.
3) Causes of both channel/noise correlation: The filtering and oversampling operations may also cause channel correlation in addition to noise correlation since the received signal passes through the same filter and the same oversampling operation. If we want to include the effect of filtering and oversampling operations in the performance of the SS and SNR estimation techniques, both channel and noise correlation need to be considered in the analysis.
B. Noise Correlation Modeling
To analyze the noise correlation, we consider noise correlation across the receive dimensions and not across the temporal dimension. To model this scenario, we consider the one-sided noise correlation model as in [24] . We model the correlated noise as: N) .
To ensure that Θ does not affect the noise power, the normalization (1/M )trace{Θ} = 1 is considered.
Since the output autocorrelation function of the RC filter resembles an exponential function, we define the components of Θ using an exponential covariance model, which is given by [25] ;
where θ ij is the (i, j)th element of Θ and ς ∈ C is the correlation coefficient with | ς |≤ 1.
C. Channel Correlation Modeling
As in [26] , we use the one-sided correlation model to model channel correlation. In this paper, we focus on the correlation across channel receive dimensions and not on the temporal correlation 5 . We model the channel as: N) . To ensure that Φ does not affect the channel power, we consider the following normalization: (1/M )trace{Φ} = 1, where each component of Φ is modeled with the exponential covariance model given by (4).
IV. EIGENVALUE-BASED SS TECHNIQUES
In the following subsections, we briefly review the asymptotic MP-based approach [27] , semi-asymptotic MME and EME approaches [7] for their use in our context.
A. Maximum to Minimum Eigenvalue (MME)
The decision statistic for the MME method is the ratio of the maximum eigenvalue to the minimum eigenvalue i.e., SCN. Based on the distribution used for analyzing the bounds for the maximum and the minimum eigenvalues, this technique can be categorized into the following sub-techniques.
1) Asymptotic MME: In this approach, both the maximum and the minimium eigenvalues are calculated based on the asymptotical properties of Wishart matrices. The minimum and the maximum eigenvalues ofR Y (N ) asymptotically converge almost surely to a = (1 − √ β) 2 and b = (1 + √ β) 2 respectively, in the limit M, N → ∞ with ratio index β = N/M [10] . The parameters a and b can be regarded as the bounds of the MP distribution and based on these MP bounds, the absence or presence of a PU signal can be decided under the white noise scenario [27] . Under white noise scenarios, the decision statistic can be calculated using the MP law as [24] :
where λ max (R Y (N )) and λ min (R Y (N )) denote the maximum and minimum eigenvalues ofR Y (N ) respectively. This asymptotic approach does not have Constant False Alarm Rate (CFAR) property since the threshold is not a function of the false alarm rate.
2) Semi-asymptotic MME: This MME approach is semiasymptotic in nature since the bound for the maximum eigenvalue is calculated based on the TW distribution instead of the asymptotic distribution while the minimum eigenvalue is evaluated based on asymptotic analysis [28] . The difference between MP-based asymptotic approach and the TW approach is that the MP-based approach uses deterministic asymptotic bounds for the a.e.p.d.f. support while the TW approach uses the pdf of the maximum/minimum eigenvalue for finite dimensions. The binary hypothesis testing problem for this technique can be written as:
where γ 1 is the decision threshold for MME method, which can be written as [28] :
where F
−1
T W 2 is the inverse Tracy-Widom CDF of order 2.
B. Energy with Minimum Eigenvalue (EME)
The average power of the received signal is nearly same as the average eigenvalue (λ avg ) of the received signal's covariance matrix [7] . The binary hypothesis testing problem based on EME technique can be written as:
where γ 2 is the decision threshold for the EME method, which is given by [7] ;
where Q −1 represents the inverse Q-function with
Remark 4.1: It can be noted that GLRT like algorithms such as SLE (i.e., maximum eigenvalue/average eigenvalue) have been investigated in [39, 40] . Furthermore, the effect of noise correlation on different eigenvalue-based blind techniques including the SLE detector has been analyzed in [36] , where it is shown that the SLE technique performs better than other eigenvalue-based techniques for a variety of scenarios and even in the presence of noise correlation. Therefore, we simply provide an overview of MME/EME techniques and evaluate their performances in the presence of channel/noise correlation numerically in Section VII.
V. CHANNEL CORRELATION ANALYSIS USING RMT
For the purpose of completeness, we state the following RMT theorem which is going to be used in our analysis.
Theorem 5.1: [26] Let Θ be a positive definite matrix which is normalized as: (1/M )trace{Θ} = 1, and whose asymptotic spectrum has the p.d.f.
with σ 1 ≤ λ ≤ σ 2 and μ =
. If F is an M × N standard complex Gaussian matrix and has the following p.d.f. Proof: For detailed proof, see [26] . The above theorem is applicable for noise covariance matrix Θ in case of noise correlation and for channel covariance matrix Φ in case of channel correlation. The eigenvalue spread of Θ or Φ is related to the degree of noise or channel covariance i.e., a zero eigenvalue spread corresponds to a zero-covariance model and higher spreads are associated with higher covariance models. In (11), the parameter μ controls the degree of covariance and varies the support of the distribution i.e., for μ = 0,ã = a andb = b, where a = (1 − √ β) 2 and b = (1 + √ β) 2 are the supports of the MP distribution [10] . For the exponential covariance model as stated in [26] , the parameter μ is related to the correlation coefficient ς with the following relation: μ = ς 2 1−ς 2 . Furthermore, the SCN is related to ς with the relation SCN = 1+ς 1−ς . To calculate μ in a practical cognitive receiver, the value of ς for noise correlation case can be determined based on some empirical model constructed from measurements such as [24] and its value for channel correlation case can be determined using channel estimation techniques like [41] . The received signal matrix under correlated channel and white noise case can be written as:
Assuming that signal and noise are independent, for very large value of N , the sample covariance matrix of received signal under considered scenario in the presence of channel correlation can be approximated as [7] :
A. Methodology
The a.e.p.d.f. of the received signal's covariance matrix under the H 1 hypothesis can be used to estimate the PU SNR by a CR. To calculate the a.e.p.d.f. ofR Y (N ), we need to know the Stieltjes transform of its asymptotic density function. In this subsection, we provide a generalized methodology to derive the a.e.p.d.f. forR Y (N ) in the presence of channel correlation referring to the case considered in (13) .
Due to noncommutative nature of random matrices, it's not straightforward to calculate the eigenvalue distributions of the received signal Y by knowing the eigenvalue distribution of covariance matrices of Φ, H and Z in (13) . Using free probability analysis, the asymptotic spectrum of the sum or product can be obtained from the individual asymptotic spectra without involving the structure of the eigenvectors of the matrices [10] under a asymptotic freeness condition. The asymptotic eigenvalue distribution of Y 6 in our context can be obtained by applying Σ transform and R transform [10] . In (13), since Φ is a deterministic matrix and HH H is a Wishart random matrix, they are asymptotically free (see Example 2.34, [10] ). As a result, the combined a.e.p.d.f. of the term pΦ (13) can be obtained by applying multiplicative free convolution property of Σ transform in the following way [43] .
where Σ Φ and Σ pRH are the Σ transforms of the densities of eigenvalues of Φ and pR H respectively. Since Φ is a square matrix, Φ are asymptotically free due to unitarily invariance [11] . Then the combined R transform ofR Y can be found from the R transforms ofR Z and pRĤ using additive free convolution property of R transform in the following way [44] .
6 The analysis carried out in this paper is based on the assumption that both dimensions M and N go to infinity with some finite ratio β = N/M . However, as noted in [27] and [42] , the asymptotic analysis provide valid approximations even for finite dimensions while providing more tractable solutions.
SinceR Z follows MP law, its R transform can be written as the R transform of the MP law and is given by (24 
VI. MAIN ANALYTICAL RESULTS
In this section, firstly, we mention two theorems (Theorems 6.1 and 6.2) for the white and correlated noise cases from [24] . These results will be used in our numerical analysis in order to compare the performance of the considered cases in this paper. Then we present the main results of our analysis (Theorems 6.3 and 6.4). The proofs of these theorems are postponed to the Appendix to improve the continuity of this manuscript. 
where c n is the nth order coefficient of the polymonial, β = N M and p is the SNR of the transmitted PU signal. Proof: The proof of this theorem can be found in [24] . 
where μ = ς 2 1−ς 2 , defines the degree of covariance of the noise covariance matrix Θ.
Proof: The proof of this theorem can be found in [24] . 
where the parameter μ defines the degree of covariance of the channel covariance matrix Φ.
Proof: See Appendix B. 
where the parameter μ defines the degree of covariance of the noise covariance matrix Θ and the channel covariance matrix Φ.
Proof: See Appendix C. Remark 6.1: The polymonial for calculating the Stieltjes transform considering different values of μ for noise and channel covariance matrices can be obtained using similar procedure. We do not include this polymonial in this paper due to lack of space.
Remark 6.2:
We can find the roots of the above polymonials (18), (19) and (20) in closed forms. The closed form is not specifically written in this paper because it includes many terms which provide no further insight. In practice, we can just solve these polymonials with a mathematical software for finding the Stieltjes transforms under considered scenarios.
A. SNR Estimation Method
Based on the analysis presented in the above section, firstly, we present the SNR estimation method for estimating the PU SNR in the presence of channel correlation and in the presence of both channel/noise correlation. Then for evaluating the SNR estimation performance, we consider the following four cases: (i) uncorrelated channel plus white noise, (ii) uncorrelated channel plus correlated noise, (iii) correlated channel plus white noise, and (iv) correlated channel plus correlated noise. For comparison purpose, we consider both uncorrelated (Case I) and noise correlated (Case II) cases from [24] .
Based on the polymonials of the Stieltjes transforms specified in the above section, the supports for the corresponding a.e.p.d.f. are obtained using (16) 7 . The support for the a.e.p.d.f. ofR Y under uncorrelated channel plus correlated noise case is calculated based on (18) . Similarly, for correlated channel plus white noise case is obtained using polymonial (19) and for both correlated case is obtained using polymonial (20) . It can be noted that the value of ς for correlated channel can be found with channel estimation methods such as [41] and its value for correlated noise can be found by carrying out measurements in the sensing module like [24] . Since we know the value of β and we can measure the value of ς, we can estimate the value 7 We select the imaginary root which complies with the definition and properties of Stieltjes transform (See Appendix A).
of p by sensing the maximum eigenvalue ofR Y . Furthermore, it can be noted that the parameters M, N and ς are assumed as operating parameters of the CR sensing module.
For convenience, a lookup table (Table II) is provided in order to estimate the PU SNR (see Section VII). In the lookup table, we present the maximum eigenvalues of the received signal's covariance matrix for the above four cases for different values of SNR and β. With the help of this table, we can estimate PU SNR based on the maximum eigenvalue of received signal's covariance matrix. Based on this estimated SNR, we could potentially design suitable underlay transmission strategy for secondary transmission as described in Section I. In Section VII, we provide the normalized MSE versus SNR plot to evaluate the performance of this estimation technique. To clarify the above process, we include algorithms for lookup table formation and for PU SNR estimation below. 
1) Discussion on Complexity:
In the proposed SNR estimation technique, we need to create a look up table only once and the remaining procedure is based on comparing the instantaneous value of λ max with the values stored in the look up table and applying a suitable interpolation method if needed. Therefore, the complexity of the proposed SNR estimation technique mainly depends on the computation of the sample covariance matrix and the decomposition of the covariance matrix, as in the case of an eigenvalue based detection technique considered in the literature [7] .
VII. NUMERICAL RESULTS
A. Performance Metrics
In this section, firstly, we study the performance of eigenvalue-based SS techniques in the presence of noise and/or channel correlation. The performance metrics used are (i) probability of correct decision, (ii) probability of correct detection and (iii) probability of a false alarm. These metrics can be defined in the following way. Let P (H i ; H j ) indicate the probability of deciding hypothesis H i when hypothesis H j is true with {i, j} ∈ {0, 1}. The probability of detection (P d ) can be defined as: P d = P (H 1 ; H 1 ) and the P f can be defined as: P f = P (H 1 ; H 0 ) [45] . Then the probability of correct decision is defined as: (P (H 1 ; H 1 ) + P (H 0 ; H 0 ))/2 i.e., P d + (1 − P f )/2. In other words, it depicts how many correct decisions are made out of the total considered realizations under both hypotheses 8 . In the presented simulation results, 10 3 realizations were considered. We consider Rayleigh fading channel in our simulation model and the coefficients of uncorrelated channel H are generated from random complex numbers whose real and imaginary components are i.i.d. Gaussian variables. Furthermore, the correlated channelĤ is generated by applying the covariance matrix Φ.
To evaluate the performance of the proposed SNR estimation method in the presence of noise or/and channel correlation, normalized MSE is used and it is defined as:
wherep is the estimated SNR with the proposed method and p is the actual SNR. Figure 1 shows the performance of MME and EME techniques for correlated channel and white noise case in terms of P d versus SNR (SCN = 3). For the comparison of MME and EME techniques in the presence of channel correlation, a fixed false alarm rate of 0.07 was considered and the detection threshold was calculated using (7) and (9) respectively. Then the value of P d was calculated numerically based on the calculated thresholds for different SNR values in the considered range (from −15 dB to 5 dB). From the figure, it can be noted that the detection performance improves in the presence of channel correlation as concluded in [15] . It was noted in [24] that the sensing performance of the MME/EME techniques and the MP-based asymptotic technique degrades in the presence of noise correlation. Figure  2 shows the performance of the asymptotic MME technique for different cases with the MP bounds i.e., [a,b] and new bounds proposed in [24] i.e., [ã,b] in terms of probability of correct decision. The decision for the MME technique using the MP bounds was calculated based on (5) . Similarly, the decision for the MME technique using new bounds was calculated usingb/ã, obtained from the supports of (11), as the decision threshold instead of b/a in (5). The detailed analysis for this decision process can be found in [24] . From the figure, it can be noted that the MP bounds do not perform well in presence of noise correlation and new bounds provide better sensing performance in this scenario. In the presence of spatial correlation, the sensing performance improves with the MP bounds and the performance becomes slightly worse with new bounds. Furthermore, it can be noted that the sensing with new bounds increases sensing performance in the presence of both channel/noise correlation. Similar to the performance results obtained in [15] , we note that the performance of the considered eigenvalue-based techniques improve in the presence of spatial correlation. This is due to the reason that the presence of spatial correlation strengthens the eigenvalues 8 Since threshold is fixed in our scenario and noise correlation affects the value of P f , we consider number of correct decisions under both hypotheses. MME channel correlated MME channel uncorrelated EME channel correlated EME channel uncorrelated of the received signal's matrix under the H 1 hypothesis compared to the uncorrelated case. Since the contribution of the signal eigenvalues is improved in comparison to the noise eigenvalues in the presence of spatial correlation, the probability of detection improves in the presence of spatial correlation in eigenvalue-based techniques.
B. Results
Remark 7.1: As noted in [32, 34] , the performance of the ED technique degrades in the presence of spatial correlation. The different effects in the performances of the ED and the MME/EME techniques due to the presence of spatial correlation come from the fact that in the ED, noise power is determined completely by the H 0 hypothesis while the denominator term in MME/EME techniques (i.e., the minimum eigenvalue) is determined from the received signal's covariance matrix under the H 1 hypothesis. More specifically, in the EME/MME techniques, both the numerator and denominator terms vary in the presence of spatial correlation while the noise power does not depend on the spatial correlation for the case of ED. Figure 3 shows the maximum eigenvalue of the received signal's covariance matrix versus SCN of the covariance matrix for different cases (β = 1, N = 100, SNR = 3 dB). From the figure, it can be noted that the maximum eigenvalue increases with the SCN for all correlated cases and the rate of increase for both channel/noise correlated case is higher than other two individually correlated cases. Furthermore, the rate of increase of the maximum eigenvalue is higher for the channel correlated case than the noise correlated case at SNR value of 3 dB. Figure 4 shows the maximum eigenvalue versus SNR for different cases (β = 1, SCN = 4, N =100). From the figure, it can be noted that the maximum eigenvalue increases with the SNR for all considered cases with the higher rate in the high SNR region. Furthermore, the rate of increase is higher for both correlated case than other cases. From the curves for correlated channel plus white noise case and uncorrelated channel plus correlated noise case, it can be noted that the effect of noise correlation is dominant at lower values of SNR and the channel correlation effect becomes more than that of noise correlation at high SNR values (after 0 dB in Fig. 4) . Furthermore, it can be noted that at the value of SNR= 0 dB i.e., p = 1, effects of channel correlation and noise correlation are equivalent for identical ς. Figure 5 shows the normalized MSE versus SNR with and without the knowledge of noise or/and channel correlation (β = 1, SCN = 4, N = 100). In this case, we consider the correlated case with the presence of both channel/noise correlation. In this simulation setting, we generate the instances of Y according to case IV shown in Table II and we evaluate the knowledge of correlation on the PU SNR estimation performance using (21) . To evaluate the knowledge of noise correlation only, we use case II of the table and to evaluate the knowledge of channel correlation only, we use case III. Similarly, to evaluate performance without knowledge of both channel/noise correlation, we use case I and to evaluate the knowledge of both channel/noise correlation, we use case IV of the table. From the figure, it can be noted that the performance is optimal assuming the knowledge of both channel/noise correlation. Moreover, the MSE performance with knowledge of noise correlation becomes better than with the knowledge of channel correlation at lower SNR values and the phenomenon reverses for higher SNR values (> −1 dB SNR in the figure). Therefore, it can be concluded that the PU SNR can be reliably estimated if we have the perfect knowledge of both channel/noise correlation at the CR sensing module.
Furthermore, to evaluate the performance of the proposed technique in case of the imperfect correlation model, we consider 10% static deviation in the considered value of the correlation coefficient for both the channel and noise correlation. Subsequently, we carry out SNR estimation based on the procedure mentioned in Section VI and evaluate the performance using (21) in terms of the normalized MSE versus SNR plot shown in Fig. 5 . From the figure, it can be noted that the PU SNR can be estimated with less than 2.5% normalized MSE error up to the SNR value of 0 dB while considering 10 % imperfect correlation knowledge. At the same value of SNR i.e., 0 dB, the normalized MSE error is about 2.5 % while considering perfect knowledge of both channel/noise correlation. Thus the normalized MSE performance degradation in case of 10 % imperfect correlation knowledge is about 1.7 % at the SNR value of 0 dB. Moreover, it can be noted that this performance degradation increases for lower SNR values and decreases for higher SNR values following performance of the perfect correlation knowledge case beyond the SNR value of 3 dB. Figure 6 shows the normalized MSE versus SNR for considered cases with the simulation parameters (β = 1, SCN = 4 and N = 100). In this simulation setting, we generate instances of Y according to the considered case and we evaluate the MSE performance with (21) by considering the same case from the table. From the figure, it can be noted that the value of normalized MSE decreases with the increase in the SNR for all the cases. It can be noted that the SNR for all the cases can be reliably estimated with almost 0.1 % normalized MSE after 3 dB. Furthermore, SNR for both channel uncorrelated and correlated cases can be estimated with 0.2 % normalized MSE after SNR value of 0 dB at SCN value of 4. For the case of presence of both channel/noise correlation, SNR can be estimated with 0.9 % normalized MSE at −2 dB and with 0.5 % normalized MSE at −1 dB. Moreover, it can be noted that at lower SNR values, noise correlated case has higher normalized MSE than other cases and at higher values of SNR, noise correlated case provides better MSE performance than channel correlated case and both correlated case.
VIII. CONCLUSION
In this paper, spectrum sensing and SNR estimation problems in the presence of channel/noise correlation have been considered in the context of a CR. The performance of eigenvalue-based SS techniques has been studied in the presence of noise/channel correlation. It has been noted that noise correlation degrades the performance and channel correlation enhances the performance of the SCN-based SS techniques. Furthermore, theoretical expressions for a.e.p.d.f of the received signal's covariance matrix have been derived under signal plus noise hypothesis in the presence of channel correlation and in the presence of both channel/noise correlation. Moreover, an SNR estimation technique based on the maximum eigenvalue of the received signal's covariance matrix has been presented in order to estimate the PU SNR in the presence of both channel/noise correlation. The performance of the proposed technique has been evaluated in terms of normalized MSE. It can be concluded that the PU SNR can be reliably estimated using the proposed technique when the CR sensing module is aware of the channel/noise correlation.
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Appendix A Random Matrix Theory Preliminaries
Let F X (x) be the eigenvalue probability density function of a matrix X.
Theorem 8.1:
The Stieltjes transform S X (z) of a positive semidefinite matrix X is defined by [10] : -M'89-SM'99-F'04) 
