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SUMMARY 
The control of machining is critical to the quality of final product, while the 
evaluation of advanced manufacturing process including laser-assisted and ultrasonic 
vibration-assisted milling becomes more challenging. The performance of machining can 
be evaluated through several aspects. In situ parameters including force, temperature, and 
tool wear indicate if the machining is conducted within allowable range of equipment. 
Force and temperature in shear zone is the results of both mechanical and thermal loads 
during milling. Moreover, tool wear describes the gradual failure of cutting tools due to 
regular operation. Residual stress and surface roughness reflect the machining process and 
are directly related to fatigue performance and surface quality of the product. Surface 
roughness characterizes the surface texture in terms of deviations. Residual stress is created 
under mechanical load, thermal gradient, and phase change, which significantly affects the 
damage tolerance and fatigue performance of product. All these quantities are selected due 
to their importance in the evaluation of laser-assisted and ultrasonic vibration-assisted 
milling process.  
On one hand, people are interested in knowing the performance under designed 
process parameters such as tool geometry, laser power, vibration amplitude, feed rate, and 
cutting depth. For this study, the analytical models are built to predict the milling forces, 
temperature field, residual stress profile of machined surface, surface roughness, and tool 
wear in laser-assisted and ultrasonic vibration-assisted milling. The milling configuration 
is treated as orthogonal cutting at each instance. All process parameters including cutting 
depth, cutting speed, and tool geometry are therefore transferred. The oblique cutting forces 
 xix 
are transferred to equivalent orthogonal cutting forces through the chip flow model. Then 
the forces are calculated using classic Oxley’s contact mechanics theory. The shearing heat 
source and secondary rubbing heat source are included for machining temperature 
prediction. The heat source is calculated from the cutting or ploughing forces, and a mirror 
heat source method is applied to predict temperature rise through integration. The residual 
stress is predicted through the calculation of elastic stress distribution in loading process, 
actual stress with kinematic hardening, and the stress change during relaxation. For surface 
roughness, the actual tool trajectory is first predicted with the consideration of overall tool 
movement, elastic deformation of tool, and the tool tip profile. The tool movements include 
the translation in feed direction and the rotation along its axis. The elastic deformation is 
calculated based on the previously established milling force prediction model. The tool tip 
profile is predicted based on the tool tip radius and angle. The machined surface profile is 
simulated based on the tool trajectory with elastic recovery, which is considered through 
the comparison between the minimum thickness and actual cutting thickness. For tool 
wear, the effective force due to flank wear is calculated by integrating the stress component 
along the chip cross section and wear land, and the average stress on tool-workpiece 
interface due to flank wear is calculated based on the effective force and contact area. The 
average temperature along the interface is derived through imaginary heat source method 
with secondary and rubbing heat sources considered. The flank wear rate is then predicted 
considering abrasion, adhesion, and diffusion. 
On the other hand, people want to know the possible combination of process 
parameters to achieve required target performance. Therefore, inverse analysis is proposed 
on milling forces, residual stress, surface roughness, and tool life, in laser-assisted milling. 
 xx 
The method uses the analytical model to solve the direct problem and applies a variance-
based recursive method to guide the inverse analysis. For the force, the inverse analysis 
identifies five process parameters including feed rate, axial depth of milling, laser 
preheating temperature, spindle speed, and rake angle, and finds the optimal solution for 
target performance. For mean residual stress, three cutting parameters including depth of 
cut, feed per tooth, and cutting speed, and two laser parameters including laser-tool 
distance and laser power, are updated with respected to the minimization of resulting 
residual stress and measurement in each iteration. For surface roughness, the inverse 
analysis identifies four process parameters of feed per tooth, tool tip radius, minimum 
cutting thickness, and tool tip angle, and finds the optimal solution for target performance. 
Lastly, the iterative gradient search or variance-based recursive method is applied to solve 
inverse problem and update process parameters to match the tool life. Three cutting 
parameters including depth of cut, feed per tooth, and cutting speed, and two laser 
parameters including laser-tool distance and laser power, are updated in each iteration. 
To accommodate the effects of laser and ultrasonic vibration, additionl factors are 
considered in the performance analysis including laser preheating temperature field, 
microstructure evolution, and tool-workpiece separation under vibration. In laser-assisted 
milling, the preheating temperature at top surface is predicted first by considering the heat 
generation from laser and convection. The heat generation rate is described by Gaussian 
equation. Within the material, heat conduction is considered with isothermal boundary 
conditions at side and bottom surfaces. The recrystallization effect and thus the grain 
growth are considered through calibrated models describing the dependency of strain rate, 
strain, and temperature on dynamic recrystallization process for specific alloys using 
 xxi 
exponent functions. For ultrasonic vibration-assisted milling, one benefit is the frequent 
separation between tool and workpiece as the cutting time is reduced. In order to account 
for this effect, three types of tool-workpiece separation criteria are checked based on the 
tool center instantaneous position and velocity. Type I criterion examines the instantaneous 
velocity of tool center under feed movement and vibration. If the tool is moving away from 
workpiece, there is no contact. Type II criterion examines the position of tool center. If the 
tool center is far from the uncut workpiece surface, there is no contact even though the tool 
is getting closer. Type III criterion describes the smaller chip size due to the overlaps 
between current and previous tool paths as a result of vibration. If any criterion is satisfied, 
both mechanical and thermal stress are zero. 
 
 1 
CHAPTER 1. INTRODUCTION 
In this chapter, the motivation, objective, and overview structure of the thesis are 
presented. 
1.1 Motivation 
People have been developing advanced manufacturing technologies for years in 
order to obtain higher material removal rate, better surface finish, and better fatigue 
resistance, while keeping tool wear rate, cutting force, and temperature at a low level. In 
addition, the use of these technologies could enhance the machinability of some difficult-
to-machine materials such as Inconel 718 and Ti-6Al-4V, which typically have high 
strength and cause large cutting forces, high cutting temperature, severe tool wear, and bad 
surface finish in conventional machining process. However, with the use of advanced 
technologies such as laser and ultrasonic vibration, more challenges appear for the process 
control. For example, under high cutting speed, the use of laser could lead to higher flank 
wear or even tool breakage [1] comparing with conventional milling, when inappropriate 
combination of cutting and laser parameters are used. The ultrasonic vibration could also 
speed up the tool wear rate and further lead to larger surface roughness than conventional 
milling [2]. Therefore, it is important to have performance analysis in laser-assisted and 
ultrasonic vibration-assisted milling process, including the prediction of target 
performances, force, temperature, residual stress, surface roughness, and tool wear, under 
desired process parameters, and the prediction of process parameters based on required 
performance. Up to now, most of the related works are done using numerical analysis or 
experimental investigation. The analytical approach is able to reveal the physics nature in 
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the process within short computation time. Therefore, analytical performance analysis in 
laser-assisted and ultrasonic vibration-assisted milling is presented in current study. 
1.2 Research goal and objectives 
In current study, performance analysis is conducted through analytical prediction. 
The procedure of predicting target performances under desired process parameters is 
defined as forward problem methodology. The procedure of predicting process parameters 
based on required performance is defined as inverse problem methodology. The flow chart 
of the proposed forward problem methodology is shown in Figure 1. Asterisk indicates 
step only in laser-assisted milling, while double asterisk indicates step only in ultrasonic 
vibration-assisted milling. At each rotation angle of milling tool, the cutting parameters 
and tool geometry parameters are recalculated as in equivalent orthogonal cutting. Then, 
the milling forces are calculated through flow stress based on mechanics of machining. The 
forces also result in heat sources in machining temperature prediction. And the residual 
stress is predicted based on mechanical stress from force and thermal stress from 
temperature field, followed by relaxation process. The surface roughness is calculated 
considering the tool deformation under forces, tool path, and the elastic recovery of 
machined surface. Lastly, the tool flank wear rate is decided by abrasive, adhesive, and 
diffusive wear based on the stress and temperature on tool-workpiece interface. For laser-
assisted milling, the laser preheating temperature field is predicted which affects the flow 
stress and overall temperature field. In addition, the high temperature could trigger the 
microstructure evolution, which leads to grain growth and change of flow stress. For 
ultrasonic vibration-assisted milling, tool-workpiece separation criteria are examined first, 
and the prediction is only continued when there is contact between tool and workpiece at 
 3 
the moment. For inverse problem methodology, an iterative gradient search and variance-
based recursive method is applied to solve inverse problem and update process parameters 
to match the target performance. 
 
1.3 Overview of thesis  
In CHAPTER 2, literature review is presented giving a comprehensive review work 
on the state of art research on the performance analysis in laser-assisted and ultrasonic 
vibration-assisted milling. In CHAPTER 3, the forward problem methodology is 
Figure 1 The flow chart of the proposed forward problem methodology 
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introduced in laser-assisted milling including milling force, temperature, residual stress, 
surface roughness, and tool flank wear. In CHAPTER 4, the inverse problem methodology 
is introduced in laser-assisted milling including milling force, residual stress, surface 
roughness, and tool flank wear. In CHAPTER 5, the forward problem methodology is 
introduced in ultrasonic vibration-assisted milling including milling force, temperature, 
residual stress, surface roughness, and tool flank wear. 
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CHAPTER 2. LITERATURE REVIEW 
In this chapter, literature review is presented giving a comprehensive review work 
on the state of art research on the performance analysis in laser-assisted and ultrasonic 
vibration-assisted milling. 
2.1 Forward problem methodology in laser-assisted milling 
2.1.1 Milling force and recrystallization 
Superalloy like Inconel 718 is widely used in various fields of engineering due to its 
superior mechanical properties [3, 4]. However, it typically has poor machinability since 
the precipitated secondary phases within the material act as abrasive particles, which causes 
rapid tool wear and high machining forces [5, 6]. To improve the machinability, people 
have developed the technique to heat a material to make it deform more easily for a long 
time. Among all thermally enhanced machining methods, laser-assisted machining stands 
out because the temperature field is easier to control through the highly concentrated heat 
source [5]. With the single beam coaxial laser-assisted milling spindle used in this paper, 
the laser power can reach 1000W with pre-heated temperature higher than 850℃. Since 
one of the hot deformation behavior, dynamic recrystallization (DRX), will occur at high 
temperature [7], it is valuable to study the recrystallization effect in laser-assisted end 
milling. 
For Inconel 718, several phases have been observed, and γ" phase is believed to be 
the main reason of high temperature strength [7]. Since the solvus temperature of γ" phase 
is 915 ºC [5], and the pre-heated temperature in this paper is between 850℃ and 900℃, the 
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recrystallization effect will basically perform as the change of grain size without phase 
change. Marty et al. [8] first presented a recrystallization model of Inconel 718 in 1997. 
The spherical grains were assumed and the grain size was described as 1/30 (1 )D X− , with 
D0 the initial grain size and X the recrystallized fraction. This model works most time but 
has less accuracy on large workpiece and partially recrystallized miocorstructure. Medeiros 
et al. [7] made a summary of hot deformation studies done on Inconel 718 in 2000 and 
proposed a model to descried the grain size d in the metadynamic recrystallization (MDRX) 
as exp( )p actQd c
RT
ε − −=  , where 105.98 10c = ×  and 0.028p =  are constants, and Qact is the 
activation energy of 240 kJ/mole. ε  is strain rate, T is temperature and R is gas constant. 
However, in 2005, Guest et al. [9] did experiments and pointed out that this equation didn’t 
consider the influence of time and DRX should be investigated first before the description 
of MDRX. At the same year, Guest et al. [10] described a new Inconel 718 microstructural 
evolution model containing both the normal grain growth and recrystallization. Since this 
model is based on the thermomechanical history produced by the finite element software 
package, it is then not purely analytical. More experiments were done by Thakur et al. [4] 
and the microstructure was described in a new way in terms of grain orientation and shape 
change. Wang et al. [11] used electron backscatter diffraction (EBSD) technique to analyze 
more details on the orientations of grains and subgrains. And they pointed out that the 
discontinuous dynamic recrystallization (DDRX) is the dominant deformation mechanism. 
Similar conclusion was made by Azarbarmas [3] several years later. Zhao et al. [12] 
developed state variables model to describe the flow stress behavior during DRX. The 
dynamically recrystallized grain size dDRX is given by 10 0.41 0.028 2400004.85 10 exp( )DRXd RTε ε
− − −= ×   
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with ε  as strain. With the similar format as Medeiros et al. ’s model [7], this model still 
has limitation when the time is taken into consideration. The modeling of laser-assisted 
machining has been started in recent years [6], but the models so far do not include 
recrystallization effect. So it is valuable to present an analytical model of milling forces 
prediction in laser-assisted end milling including recrystallization. 
2.1.2 Preheating temperature and machining temperature 
In order to improve the machinability of certain materials with high strength or 
hardness, people have been developing thermally enhanced machining methods for 
decades, among which laser-assisted machining is preferred because a highly concentrated 
heat source is able to control the preheating temperature field in an easier manner. Shi et 
al. [13] conducted numerical simulation on laser-assisted machining of Inconel 718, which 
indicated that the additional temperature increase in primary deformation zone due to laser 
effect would decrease the effective stress, and the reduced cutting force was mainly 
resulted from the thermal softening effect on the flow stress. Therefore, the study of 
temperature in laser-assisted machining is critical for the guidance of process. Milling 
process is more complex than most other machining processes in nature, and the preheating 
temperature of laser assisted milling process on various materials has been later 
investigated by different researchers. Tian et al. [14] proposed thermal modeling of laser-
assisted milling to predict temperature field by determining spatial distribution of the laser 
energy and heat transfer equations including conduction, convection, and radiation. 
Although good agreement was found, the validation heating tests were conducted without 
material removal. Therefore, only the laser preheating temperature was predicted without 
machining induced temperature rise. Bermingham et al. [1] measured temperature at laser 
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focus and cutting tool in order to study the tool life and wear mechanisms in laser-assisted 
milling Ti-6Al-4V. Temperature signals were collected under different laser power and 
table speed, but only the laser traversed the surface of workpiece, and the temperature 
measured was preheating temperature instead of overall cutting temperature. Similarly, 
Woo and Lee [15] performed thermal analysis for the study of the machining characteristics 
of AISI 1045 steel and Inconel 718 in laser-assisted milling. The analysis addressed the 
conduction and heat generation rate due to laser, but the heat generated through machining 
was ignored, and only the preheating temperature was measured and studied. Up to now, a 
comprehensive predictive model of temperature in laser-assisted milling process 
addressing both laser preheating temperature and machining induced temperature rise has 
not been proposed. 
The temperature rise due to machining cannot be ignored in temperature prediction 
of laser-assisted milling process, especially when the laser-cutter allowance is large enough 
so that there is a significant drop of temperature from laser center to shear zone. According 
to the study of Navas et al. [16], the heat generated by plastic deformation in the primary 
shear zone would raise the local temperature of the material already preheated by the laser 
by another 100-150℃ for Inconel 718, where the laser preheating temperature measured 
at the point nearest to the cutting zone was around 500℃. Therefore, the prediction of 
machining induced temperature rise needs to be considered since it could account for more 
than 30% of overall temperature. The study of predictive model of machining temperature 
in milling process can be tracked back to the year of 2000. Özel and Altan [17] predicted 
the temperatures in high-speed flat end milling using finite element analysis. The milling 
process was simplified to an orthogonal turning process assuming plane strain deformation. 
 9 
The trochoidal path traveled by the tip of cutting edge was assumed to be circular under 
small maximum undeformed chip thickness. Then, the flow stress was calculated by a 
constitutional model as a function of state variables. Abukhshim et al. [18] summarized 
the analytical models in temperature predictions of metal cutting in 2006. They concluded 
that purely analytical approaches were severely restrictive at that time including the 
absence of heat source consideration and assumption of constant percentage of heat flow 
into chip and workpiece. Recently, Lu et al. [19] presented coupled thermal and mechanical 
analyses of micro-milling Inconel 718, where an iterative algorithm was proposed 
combining cutting force and temperature predictions. The cutting temperature significantly 
affects the shear stress which determines the cutting forces and ploughing forces, while 
these forces are treated as two heat sources in temperature prediction.  
2.1.3 Residual stress 
Residual stress is created under mechanical load, thermal gradient, and 
microstructure evolution, which significantly affects the damage tolerance and fatigue 
performance of product. Besides experimental studies [20-23] and numerical simulation 
[24, 25], people have been developing analytical models for residual stress prediction  for 
decades. Ulutan et al. [26] proposed an analytical model for residual stress, in which the 
thermal and mechanical loading were computed through elastic-plastic model and 
relaxation process. Fergani et al. [27] predicted the residual stress induced thin plate 
deflection through the force prediction, loading, and relaxation models. Peng et al. [28] 
proposed residual stress model in micro-end-milling considering tool edge radius, material 
strengthening effects, and initial stress. Zhou et al. [29] followed a similar procedure to 
predict residual stress in helical end milling of nickel-aluminum bronze. Later, Huang et 
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al. [30] applied inclusion theory to consider residual stress as the misfit in elastic solid for 
peripheral milling. All these analytical models have reached reasonable accuracy and 
efficiency in the conventional milling process. However, with the development of laser-
assisted milling, the effect of laser preheating temperature needs to be addressed, and the 
microstructure evolution triggered under high temperature in shear zone should also be 
considered. Both these effects are ignored in the references up to now, and a comprehensive 
residual stress prediction model in laser-assisted milling with laser preheating and 
recrystallization effects has not been proposed. 
For the laser effect in laser-assisted milling, several studies have been conducted to 
characterize the temperature field. Tian et al. [14] described spatial distribution of the laser 
energy and applied heat transfer equations considering conduction, convection, and 
radiation to predict laser preheating temperature field. Bermingham et al. [1] collected 
temperature signals in laser-assisted milling of Ti-6Al-4V under different laser power and 
table speed. Similarly, Woo and Lee [15] performed thermal analysis addressing the 
conduction and heat generation rate due to laser, for the study of laser-assisted milling of 
AISI 1045 steel and Inconel 718. Although good agreements are found in these studies, the 
predictions are limited to pure thermal analysis without machining effect. Therefore, the 
laser preheating temperature field is combined with machining induced temperature rise in 
current study to calculate the thermal loads for residual stress prediction. 
On the other hand, the limited availability of analytical model in laser-assisted 
milling is largely due to the knowledge gap on recrystallization in manufacturing under 
thermal-mechanical stresses. Among all recrystallization effects, DRX is reported to be 
most significant in flow stress and residual stress prediction [31-33]. The calibrated 
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Johnson, Mehl, Avrami and Kolomogorov-type (JMAK) model is applied to predict grain 
growth through exponent functions of strain rate, strain, and temperature during DRX 
process. The proposed predictive model then describes the observed interaction of grain 
size on flow stress so that recrystallization effect is accounted for through the prediction of 
residual stress. 
2.1.4 Surface roughness 
People have been studying the surface roughness after different machining processes 
for years, mainly in experimental investigation or by setting up mathematical model. 
Arunachalam et al. [34] measured surface roughness when facing Inconel 718 under 
different cutting speeds, depths of cut, and tools, and found that the geometry of insert had 
significant effect on surface roughness while round inserts combined with slow cutting 
speed as well as small depth of cut resulted in good surface finish. Ning et al. [35] analyzed 
surface roughness in high-speed milling of Inconel 718 under different cutting speed and 
found that the minimum surface roughness was reached when the smallest chip burrs was 
formed. D'Addona et al. [36] studied the pattern of surface roughness over time in turning 
of Inconel 718. The pattern was uniform throughout the process at lower speeds, and the 
surface roughness increased with every cut at higher cutting speed due to rapid tool wear. 
These experimental investigations reflected the variation of surface roughness by 
qualitative descriptions but failed to reveal the physics of these processes.  
In addition to experiments, mathematical or statistical models are applied to the 
prediction or optimization of surface roughness. Response surface methodology (RSM) 
chooses several independent factors which determine the surface roughness by a nonlinear 
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equation. The equation is then transferred to different orders of polynomial functions, and 
all constant coefficients are determined by levels of independent variables as well as coding 
identification and evaluated by the analysis of variance (ANOVA). Alauddin et al. [37] 
chose cutting speed and feed as independent variables and fitted the data by both first and 
second order models in end milling of Inconel 718. The second-order model had adequacy 
in wider range of speed and feed, and the feed effect was very significant and dominant in 
both models. Lu et al. [38] followed similar steps in micro-milling of Inconel 718. Axial 
depth of cut was selected as an additional variable and second order model was suggested 
for prediction. Kasim et al. [39] added radial depth of cut as the fourth independent variable 
and found that interaction between radial depth of cut and feed rate from second order 
model was the most dominant factor determining surface roughness. Similar to RSM and 
ANOVA, Taguchi method [40-42] and neural network [43-45] are also widely used for 
prediction and optimization of surface roughness. Taguchi method is a design model for 
the selection of independent varialbles, response variables, and their interactions, which 
guides the orthogonal test in experiments, while neural network model builds input layer, 
output layer, and several hidden layers to minimize the mean square error between 
prediction and measurements. All these models have achieved relatively high accuracy in 
surface roughness prediction, but they require a large number of experiments for each 
certain case and again fail in revealing the physics process of surface roughness prediction. 
To better reflect the physics in surface finish, people have been developing analytical 
model of surface roughness in recent years. Mu𝑛𝑛�oz-Escalona et al. [46] proposed a 
geometrical model for surface roughness prediction when face milling with square insert 
tools. The model was based on the geometrical analysis of tool that treated the tool profile 
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as the surface roughness profile, which ignored the elastic recovery of workpiece. Later, 
Hao et al. [47] developed surface roughness prediction model of ball end milling cutter. 
The geometrical model of the tool was built by considering tool path, cutting edge, and 
tool axis. The model was then corrected under the deformation caused by milling force. 
But the response of workpiece was still not included. Lu et al. [48] proposed analytical 
model for the prediction of surface roughness on sidewall surface in micro-milling of 
Inconel 718. The tool profile was predicted through a simplified two degree of freedom 
dynamic model, and the response of workpiece was calculated considering the minimum 
cutting thickness, multiple regenerative effect, and elastic recovery. In addition, Lu et al. 
[49] predicted the elastic recovery of Inconel 718 workpiece in micro-milling through the 
concept of minimum cutting thickness. Minimum cutting thickness is same as the smallest 
uncut chip thickness which indicates that only elastic deformation or plowing effect occurs 
when the cutting thickness is small enough so that no chip will form. The region with pure 
elastic deformation will recover afterwards which explains the difference between tool 
profile and surface profile. People have been studying minimum cutting thickness in micro-
cutting for decades. Yuan et al. [50] studied the relationship between the cutting tool 
sharpness and the minimum cutting thickness and found empirical equation between 
minimum cutting thickness and the cutting edge radius based on measurements. The 
friction angle based on the force ratio also decided the minimum cutting thickness 
according to the model of Son et al. [51]. Wu et al. [52] calculated the minimum cutting 
thickness based on plastic strain gradient which was related to ductile fracture mechanics. 
In addition, other models [53] [54] have been proposed to calculate minimum cutting 
thickness with the consideration of cutting edge geometry and material properties of 
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workpiece. Up to now, minimum cutting thickness has been proved to be an effective way 
to explain the elastic recovery in micro-milling. Although this effect is not that dominant 
in macro-machining process like laser-assisted milling, the consideration of elastic 
recovery will significantly improve the accuracy of surface roughness prediction since the 
cutting depth is always changing with rotation angle in milling process. 
2.1.5 Tool flank wear 
Flank tool wear describes the gradual failure of cutting tools on tool-workpiece 
interface under regular operation. It occurs primarily due to the rubbing between tool and 
spring-backed workpiece along the flank face [55]. When this happens, some hard particles 
could remove tool material which causes abrasive wear or abrasion. For laser-assisted 
milling, high local stress and temperature on the flank face could also result in the local 
welded junctions between contacting surfaces, and further relative movements on tool-
workpiece interface will break the junctions which may cause the transfer of material from 
the tool, leading to adhesive wear or adhesion. In addition, the tool materials may not be 
chemically stable under high temperature, and atoms could move from the tool to the 
workpiece, which is described as diffusion. All these wear mechanisms combined with 
other factors decide the process of flank tool wear. Because of the complexity of tool wear 
mechanisms, most of studies on flank tool wear are purely experimental [14, 56-59], based 
on statistical analysis [60-63] or simulation [64]. All these methods are time-consuming 
and do not reveal the physics in flank tool wear mechanisms. Predictive analytical model 
is physics-based method which normally provides fast and credible results. Zhang et al. 
[65] proposed a flank wear model based on the prediction of the cutting force and the 
energy consumption. The wear volume of the tool edge was directly related to the 
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accumulated energy intensity, which was basically calculated by cutting force and 
travelling distance. The model successfully described the flank tool wear due to mechanical 
loads or abrasion, but ignored the adhesion and diffusion. Therefore, it cannot be directly 
applied in laser-assisted milling. Huang et al. [55, 66, 67] proposed the tool wear prediction 
model in hard turning of Cubic Boron Nitride cutters, which considered abrasion, adhesion, 
and diffusion. This model is applied as the fundamental algorithm of the current predictive 
model, while the effects of rake angle and microstructure evolution that are ignored in 
Huang’s model, and the laser effect as well as milling configuration required by laser-
assisted milling, are added based on several previous established models. Up to now, this 
is the first comprehensive analytical predictive model of flank tool wear in laser-assisted 
milling process. 
2.2 Inverse problem methodology in laser-assisted milling 
The inverse analysis so far has been focusing on determining model coefficients that 
are hard to be defined in analytical model or material properties that are hard to be 
measured in experiments. Edouard et al. [68] used inverse analysis to determine nine 
cutting coefficients for two different cutting forces models. Their results were validated 
under different combinations of axial depth of cut, radial depth of cut, feed per tooth, and 
spindle speed, but these process parameters were not involved in the inverse analysis. 
Solidônio et al. [69] predicted the heat flux in a thermal model of the assembly tool-tool 
holder under four different inverse analysis methods. The direct problem was solved by an 
irregular finite volume mesh. Marcelo et al. [70] estimated the heat flux and the 
temperature field at the cutting interface of the tool in turning process. The direct problem 
was solved by algorithm implemented in C++. In addition, there are several other 
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researchers applying inverse analysis on coefficients of constitutive equations. Pujana et 
al. [71] identified the constitutive equations of flow stress in orthogonal cutting and used 
finite element method to evaluate the results. Cutting force, feed force, average 
temperature, and chip thickness were compared to experiments with an average error of 
30%. Agmell et al. [72] determined five coefficients in the Johnson-Cook constitutive 
model in orthogonal cutting. The inverse analysis was performed using a Kalman filter. 
The primary cutting force and chip compression ratio were chosen to be the target 
performances and less than 2% errors were gained in all cases. Rodolfo et al. [73] identified 
five material parameters in Johnson-Cook jaw and Coulomb friction coefficient at the tool-
chip interface in orthogonal cutting. The direct analysis was conducted by finite element 
simulation and the inverse analysis was done by a Multi Island Genetic Algorithm. The 
target performances were cutting force, thrust force, and temperature. The direct problem 
was solved 140 times in batch mode and huge errors of more than 50% were found in 
several cases. Sampsa et al. [74] also used the finite element method and inverse analysis 
to predict seven Johnson-Cook model parameters with four target performances including 
cutting force, tangential force, resultant force, and cutting temperature. Five different 
inverse analysis methods were compared and discussed. Denkena et al. [75] used Oxley’s 
predictive machining theory to solve the direct problem in orthogonal milling and applied 
a particle swarm optimization algorithm to identify the ideal process parameters. The 
position and velocity of each particle of the swarm is updated within the problem space 
until the best position is found or the preset step limit is reached. The constitutive 
parameters of the Johnson-Cook’s flow stress model were determined with a good 
agreement of cutting force. Martin [76] proposed a new method to identify five parameters 
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of the Johnson-Cook law with a small number of finite element simulations. Chen et al. 
[77] chose cutting force and chip thickness as targets and optimized the inverse analysis of 
determining Al6063 constitutive model coefficients. Cui et al. [78] proposed a new 
gradient-based inversion method with the relaxation factor updated in each loop to 
guarantee both efficiency and convergence. Xie et al. [79] applied Levenberg-Marquardt 
method for inverse analysis. The core of the algorithm is sensitivity coefficient matrix 
which takes the derivative of target performance with respect to each process parameter. 
Other inverse analysis techniques [80] [81] have also been developed for material 
properties or plasticity constants.  
In current study, iterative gradient search method is used on force, residual stress, 
surface roughness, and tool life in laser-assisted milling. This method guesses the process 
parameters based on the difference between predicted target performance and experimental 
measurement. Ning et al. [82] determined the Johnson-Cook model constants by searching 
cutting force and thrust force in orthogonal machining of ultra-fine-grained titanium. 
Mirkoohi et al. [83] determined optimal combination of depth of cut and cutting velocity 
to match desirable forces in the machining of Ti-6Al-4V. This procedure has also been 
widely applied in inverse analysis of hydraulic parameters [84], material properties [79, 
85], and torque [86].  
2.3 Forward problem methodology in ultrasonic vibration-assisted milling 
Non-conventional milling has been developed for years in order to reach high 
precision, extend tool life while keep the material removal rate. Ultrasonic vibration-
assisted milling is a newly developed non-conventional milling process to achieve these 
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targets in a more ecofriendly manner comparing to laser-assisted or electrical discharge 
milling. Micro-scale high frequency vibration with small amplitude is applied on the tool 
or workpiece to realize the tool-workpiece separation during the milling process. Several 
research studies have concluded that the tool-workpiece separation in ultrasonic vibration-
assisted milling is the main reason for several benefits including improved surface quality 
[49], lower machining forces, and extended tool life [87]. This tool-workpiece interaction 
is microscopically non-monotonic which facilitates chip separation and therefore reduces 
machining forces. In addition, the frequent separation reduces the deformation zone of 
workpiece during milling which is the main reason for improved surface finish. 
2.3.1 Milling force  
Several experimental investigations and statistical analysis have been conducted on 
milling force during ultrasonic vibration-assisted milling. Hsu et al. [88] analyzed the 
effects of milling parameters on cutting forces in ultrasonic vibration-assisted milling of 
Inconel 718 and found that depth of cut was the dominant factor. Ibrahim et al. [89] studied 
the cutting force reduction on Aluminium Al6061, and a 32% reduction was recorded on 
mean forces while peak forces were at same level for conventional and ultrasonic vibration-
assisted milling. Similarly, Halim et al. [2] recorded a 10% reduction on maximum 
machining force in feed direction for ultrasonic vibration-assisted milling of carbon fiber 
reinforced plastic. These studies reflect the benefits of ultrasonic vibration-assisted milling, 
but the quantitative conclusions are limited to specific material and process parameter 
combinations, and are unable to reveal the physics nature analytically. 
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Up to now, there are few analytical models proposed for force prediction in ultrasonic 
vibration-assisted milling. Verma et al. [90] predicted static machining force in axial 
ultrasonic vibration-assisted milling. The instantaneous chip thickness is calculated based 
on the frequency and maximum velocity of vibration, and the mean cutting force for the 
specific tool angular position is derived from contact ratio and shear flow stress based on 
Johnson–Cook model. This method is able to calculate mean oblique cutting forces 
accurately through mechanics of machining. However, the tool-workpiece separation 
criterion in axial direction is relatively easy to decide, and the dynamics of moving tool or 
workpiece is simplified as a contact ratio. In current study, an analytical force predictive 
model is proposed which is able to characterize vibration in three directions and decide 
three types of tool-workpiece separation criterions. 
2.3.2 Temperature 
Machining temperature is one of the key factors for process control as it can 
significantly influence tool wear rate and residual thermal stresses. Therefore, several 
investigations have been conducted to characterize temperature during ultrasonic 
vibration-assisted machining. Halim et al. [2] recorded maximum machining temperature 
during ultrasonic vibration-assisted and conventional milling of carbon fiber reinforced 
plastic. The machining temperature recorded in ultrasonic vibration-assisted milling was 
15% lower when compared with conventional milling mainly due to reduction of cutting 
forces. Abbasi et al. [91] conducted ultrasonic vibration-assisted turning of AISI 4140 
hardened steel. The maximum cutting temperature dropped over 30% when the vibration 
was applied, and the increase in vibration amplitude would further decrease cutting 
temperature, since the increase of amplitude would increase the separation time and 
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decrease total cutting time in each cycle. These experimental studies show the effects of 
ultrasonic vibration on machining temperature, but have limited application as the 
quantitative conclusions are only applicable to specific workpiece material and tool 
studied. 
In order to reveal the physics behind machining temperature during ultrasonic 
vibration-assisted milling. The tool-workpiece separation needs to be first described 
analytically. Overcash et al. [92] modeled dynamic tool tip temperature during ultrasonic 
vibration-assisted turning. The vibrated tool movement is described as a triangular function 
with different velocity in extension and retraction processes. The tool will separate from 
workpiece due to a higher linear velocity in retraction. In addition, contact is not reinitiated 
until some finite time after the beginning of the next vibration cycle when the tool is 
extending and chasing the workpiece. The model is able to describe these two separation 
criteria accurately. However, the tool trajectory is more complex in milling situation, and 
the thermal loads are considered through numerical simulation. Therefore, the prediction 
of temperature in their work is not purely analytical. Later, Khajehzadeh et al. [93] 
proposed theoretical model of tool temperature in ultrasonic vibration-assisted turning. The 
tool position is the superposition of linear feed movement and sinusoid vibration 
movement. The primary heat source in shear zone and secondary heat source at tool-chip 
interface are considered. However, the rubbing heat source on tool-workpiece interface is 
ignored. Up to now, there are few analytical model proposed for temperature prediction in 
milling with ultrasonic vibration assistance in any direction. 
2.3.3 Residual stress 
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Residual stress is another key factor that can significantly influence fatigue 
performance of the product. Therefore, several investigations have been conducted to 
characterize residual stress during ultrasonic vibration-assisted machining. Nestler and 
Schubert [94] measured residual stress in surface layer after ultrasonic vibration-assisted 
turning of aluminium matrix composite with vibration in different direction and amplitude. 
All values are compressive with higher amplitude leading to more compressive residual 
stress as temperature is reduced in the chip formation zone. In addition, much higher 
compressive residual stresses are recorded when the vibration is applied in depth direction 
as it has a similar effect like shot peening. Sharma and Pandey [95] later summarized 
studies on ultrasonic vibration-assisted turning and concluded that it is an effective method 
to enhance the fatigue life by inducing compressive residual stress through vibro-impacts. 
This finding is further confirmed by Zhang et al. [96] as in their turning experiments on 
Ti-6Al-4V alloy. The original tensile residual stress in conventional machining becomes 
compressive with the vibration applied. And the magnitude of the compressive residual 
stress increases as the vibration amplitude increases. For ultrasonic vibration-assisted 
milling process, Lu et al. [97] and Hu et al. [98] summarized the effects of different cutting 
and vibration parameters on residual stress using numerical simulation. With the increase 
of spindle speed, more compressive residual stress is predicted. With higher vibration 
frequency, both the milling force and temperature decrease, which lead to residual stress 
with smaller magnitude. Ren et al. [99] measured residual stress after ultrasonic vibration-
assisted milling on Ti-6Al-4V Alloy and found that the residual stress would move to 
tensile direction under higher feed rate. These experimental studies show the effects of 
ultrasonic vibration on residual stress, but have limited application as the quantitative 
 22 
conclusions are only applicable to specific workpiece material and tool studied. Up to now, 
residual stress after ultrasonic vibration-assisted milling has not been predicted through 
analytical model thus not revealing the physics nature. 
2.3.4 Surface roughness 
Surface roughness is an important indicator of machined surface quality. With the 
development of vibration-assisted machining and milling, people have been investigating 
the effects of vibration on surface roughness for years. Abdur-Rasheed [100] summarized 
the measurements on machined surface after vibration-assisted machining for various 
workpiece and tool combinations. The surface roughness drops for all cases when 
comparing with conventional orthogonal cutting with a decrease percentage varying from 
40 to 70%. Razfar et al. [101] measured surface roughness of AISI 1020 steel after 
conventional and ultrasonic vibration-assisted milling when the vibration was applied in 
feed direction. Again, the surface roughness is improved in all vibration cases by 12.9% in 
average. In addition, the cutting parameters have similar effects on surface roughness, as 
increasing feed or spindle speed will result in higher surface roughness after both 
conventional and ultrasonic vibration-assisted milling. The depth of milling has 
insignificant effect on surface roughness. Besides cutting parameters, tool geometry 
including tool radius and tool edge radius has a more dominant effect as confirmed by Xiao 
et al. [102] and Hsu et al. [88]. In order to maximize the benefit of ultrasonic vibration-
assisted milling in turns of reduced surface roughness, the direction of ultrasonic vibration 
being applied with respect to the workpiece needs to be correctly chosen as it will also 
influence the resultant surface roughness. According to the measurements obtained by 
Halim et al. [2], the surface roughness was higher in ultrasonic vibration-assisted milling 
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when the vibration was applied in axial direction. In addition, Ko et al. [103, 104] and 
Chen et al. [49] compared machined surface quality after feed directional and cross-feed 
directional vibration-assisted milling with conventional milling. A better surface quality 
was reached in feed directional ultrasonic vibration-assisted milling, while the surface 
roughness became higher in some cases after cross-feed directional vibration-assisted 
milling. As shown in Figure 2, with the vibration in the same direction as feed movement, 
the uncut material area due to gap between tool edges is smaller. Gao and Sun [105] did 
analytical predictive modeling of surface roughness for two-dimensional vibration-assisted 
machining based on kinematics and tool geometry analysis, but the effects of forces and 
workpiece recovery are ignored. In current study, an analytical model of surface roughness 
on side wall in feed directional ultrasonic vibration-assisted milling is proposed. 
 
Figure 2 Feed directional ultrasonic vibration-assisted milling [104] 
2.3.5 Tool flank wear 
Tool wear is one of the most important factor that needs to be considered during a 
manufacturing process. People have been developing advanced machining process for a 
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long time in order to limit the tool wear rate and extend the tool life. Ultrasonic vibration 
machining is one of the newly developed technique that generates discontinuous and 
smaller chips than conventional machining by applying micro-scale high frequency 
vibration with small amplitude on either workpiece or tool. Many studies so far have 
revealed the effect of ultrasonic vibration on tool wear through experimental investigation 
or numerical simulation. Nath et al. [106] measured tool flank wear during ultrasonic 
vibration turning on low alloy steel with CBN tools. Both flank wear and flank wear rate 
are much lower for ultrasonic vibration turning under various combinations of cutting 
parameters. Hsu et al. [88] recorded tool wear in ultrasonic vibration milling of Inconel 
718 with tungsten carbide tools. Through the analysis of variance, the type of cutting tool 
is found to have the most significant effect on flank wear followed by vibration frequency, 
feed rate, and depth of cut. Li et al. [107] also examined the tool wear on tungsten carbide 
tool and concluded that the ultrasonic vibration enhances the abrasive resistance of the tool 
due to accelerated heat transfer. Similar conclusion is later made by Ibrahim et al. [108]. 
In addition, they pointed out that the reduced contact time in vibration-assisted milling also 
contributes to less tool wear due to more available time for stress release on tool and less 
available time for wear reactions such as graphitization. Several other review studies [49, 
87, 109-111] have concluded that ultrasonic vibration machining is able to extend tool life 
and limit tool wear rate in general. However, exception is also observed by Halim et al. [2] 
during ultrasonic vibration-assisted milling using polycrystalline diamond tool. The tool 
for ultrasonic vibration-assisted milling worn out faster than conventional milling. The z-
direction oscillation of the cutting tool creates more interaction and contact length between 
the tool and the workpiece thus increase the tool wear of the cutting tool. Therefore, the 
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usage of vibration is not always leading to low tool flank wear, and an optimal combination 
of vibration frequency and amplitude is desirable for different material and cutting 
parameters. However, the experimental studies and numerical simulations have limited 
application as the quantitative conclusions are only applicable to specific workpiece 
material and tool studied. And a comprehensive analytical predictive model has not been 
proposed for tool wear rate in ultrasonic vibration-assisted milling. In current study, an 
analytical tool wear rate predictive model is proposed which is applicable for vibration in 
three directions based on three types of tool-workpiece separation criteria. 
  
 26 
CHAPTER 3. FORWARD PROBLEM METHODOLOGY IN 
LASER-ASSISTED MILLING 
3.1 Milling force 
The 3D oblique cutting is transferred to equivalent 2D orthogonal cutting at each 
rotation angle. Then based on modified Oxley’s model, the equivalent 2D cutting forces 
can be calculated. These two forces are in cutting and radial directions in 3D. The axial 
force is calculated according to 3D geometry. And three milling forces are transferred into 
Cartesian coordinates to match up with experiment measurements. In the modified Oxley’s 
model, the flow stress in the chip is given by the Johnson-Cook flow stress model. Instead 
of assuming all Johnson-Cook parameters to be constants, one Johnson-Cook parameter 
becomes grain size dependent through Hall-Petch equation so that the recrystallization 
effect is taken into consideration. The Johnson-Mehl-Avrami-Kolmogorov (JMAK) model 
calculates the recrystallized volume fraction as a function of strain, strain rate, and 
temperature.    
3.1.1 Milling force modeling and its equivalent orthogonal cutting model 
Due to the geometry of milling tool, the chips created during cutting do not remain 
the same thickness. So for the equivalent orthogonal cutting model, the chip thickness will 








=  (1) 
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where ct  is the average chip thickness, Vf is feed rate, and RPM is the spindle speed. Then 
the instantaneous equivalent chip thickness is 
 ( ) 2 sin( )c r c rt tφ φ= × ×  (2) 
where 2r RPM tφ π= × ×  is the rotation angle at given time t. As shown in Figure 3, the 
equivalent chip thickness is  
 ( ) cosc c r st t Cφ
∗ ∗= ×  (3) 
 
(a)                                                                      (b)                                                     (c)      
Figure 3 Transformation from milling to equivalent orthogonal cutting (a) Milling 
configuration with instantaneous axial depth of milling da and tool edge radius rcorner 
(b) Equivalent orthogonal cutting with equivalent side cutting edge angle Cs* and 
equivalent cutting width w*, the tangential cutting force is perpendicular to cutting 
edge instead of machined surface (c) Transformation of cutting depth [112] 









∗=  (4) 
The equivalent cutting speed is a function of rotation angle as 
 2 2( ) 2 cosf r f r rV V V V Vφ φ= + +  (5) 
where 2rV R RPMπ= × is the rotation speed, Rt is the tool radius. Based on the results of 
Equations (3)-(5), the cutting force cF  and thrust force tF  are calculated in modified 
Oxley’s model [113]. Then the resultant force in third direction can be calculated as 
 ( )sin cos sin tan cos tan
sin sin tan cos
c r c t r c
r
r c
F i i F
F
i i
α η α η
α η
∗ ∗ ∗ ∗ ∗ ∗





Since the side cutting edge angle is not zero, Ft and Fr will no longer act in the feed 
and axial directions. So these three forces are redefined as P1, P2 and P3 where they act in 
the cutting, feed, and axial direction. 
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The positive directions P1, P2 and P3 are defined as the cutting, positive feed, and 
facing workpiece directions. Since the tool used in experiments has single flute, the forces 
transferred into Cartesian coordinates are 
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The forces calculated in three directions from Equation (8) when 0 180o orφ≤ ≤  are 
compared with experiment measurements.  
3.1.2 Recrystallization effect 
In the modified Oxley’s model, the flow stress in the chip is given by the Johnson-
Cook flow stress model. The traditional model assumes all Johnson-Cook parameters to be 
constants, which does not take the recrystallization effect into consideration. However at 
higher temperature, the augmented grain size will reduce the flow stress. For simplification, 
only the initial yield stress term is considered varying with grain size. The relationship is 
described by the Hall-Petch equation 
 0.5
hp hpA A K d
−= +  (9) 
where d is the average grain size. Ahp and Khp are material constants. Then the modified 




( )(1 ln ){1 ( ) }n mhp hp
m









where B, C, m and n are still material constants, ε is the plastic strain, ε is the plastic strain 
rate, 0ε is the reference strain rate, selected to be 1 s-1 for this paper. Tm is the melting 
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temperature of Inconel 718. T0 is the environment temperature, which is the laser preheated 
temperature. T is the temperature of chip or shear plane based on which flow stress is 
calculated. 
To decide the grain size, the JMAK model [114] is used to describe the dynamic 
recrystallization process of crystalline material. Based on the assumption that nucleation 
and grain growth are randomly distributed, the average grain size d could then be expressed 
as 
 0 (1 )drex drex drexd d X d X= + −  (11) 
where d0 is the initial average grain size, ddrex is the dynamically recrystallized average 
grain size and Xdrex is the recrystallized volume fraction. 
Whenε is larger than 2 pa ε , the dynamic recrystallization will occur. pε is the peak 
strain as 
 1 1
1 0 1 1exp( / )
h m
p o acta d Q m RT cε ε= +  (12) 
where R is the gas constant, actQ is the activation energy,a1,h1,m1 and c1 are material 














 = − −  
   
 (13) 
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where dβ , 10a and dk are material constants, 0.5ε is the strain that gives drexX =0.5, which is 
calculated by 
 5 5 50.5 5 0 5 5exp( / )
h n m
acta d Q m RT cε ε ε= +  (14) 
where a5, h5, n5, m5 and c5 are material constants, the dynamically recrystallized average 
grain size ddrex is given by 
 8 8 88 0 8 8exp( / )
h n m
drex actd a d Q m RT cε ε= +  (15) 
where a8, h8, n8, m8 and c8 are material constants, the results from Equations (13) and (15) 
provide the average grain size in Equation (11). Then the modified Johnson-Cook flow 
stress model in Equation (10) is applied in modified Oxley’s model to calculate equivalent 
orthogonal forces. Experiments are conducted on Inconel 718. The modified Johnson-Cook 
flow stress model parameters of Inconel 718 are obtained from Jafarian et al. [115] and 
listed in Table 1. The JMAK model parameters are obtained from Huang et al. [116], Reyes 
et al. [117] and Loyda [118] and listed in Table 2. The initial grain size d0 is assumed to be 
10 μm.        
Table 1 Modified Johnson-Cook model parameters for Inconel 718 [115] 
Ahp(MPa) Khp(MPa�𝜇𝜇𝜇𝜇) B(MPa) C m n Tm(℃) 0ε (s-1) 
378 298.4 1370 0.02 1.03 0.164 1300 1 
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Table 2 Inconel 718 material constants of JMAK model [116-118] 
Peak 
strain 
a1d0h1 m1 Qactm1(J/mol) c1   





βd kd a10 a2   
0.693 2 0.8 0.8   
Required 
strain 
a5 h5 n5 m5 Qactm5(J/mol) c5 
5.043× 10−9 0 -1.42 -0.408 196000 0 
DRx grain 
size 
a8 h8 n8 m8 Qactm8(J/mol) c8 
4.85× 1010 0 -0.4 -0.028 -240000 0 
3.1.3 Experimental validation 
The single beam coaxial laser-assisted milling spindle used is shown in Figure 4. A 
1000W laser source as well as a water-cooling system was connected to the milling spindle. 
A TiSiN coated tungsten carbide milling tool with single flute was installed. The milling 
tool has a rake angle of 35°, 6mm diameter with 0.1mm nose radius. The measurement 
system includes 4-component dynamometer (Kistler: Type-9272), dynamometer amplifier 
(Kistler: Type-5019A), triaxial accelerometer (Kistler: Type-8763-BB), accelerometer 
amplifier (Kistler: Type -5070) and data acquisition module (National Instrument: USB 
DAQ-6212). The half slot climb milling was conducted under five different sets of cutting 
parameters as listed in Table 3. The spindle speed was set to be 3000 rpm. 30 periods were 
evenly selected among 10 seconds data and averaged to calculate the forces. The forces 
measured within ±40% of the biggest peak were averaged as shown in Figure 5. 
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Figure 4 The single beam coaxial laser-assisted milling spindle 
Table 3 Cutting parameters of experiments 
Experiment number Feed rate (mm/min) Axial depth of 
milling(mm) 
1 200 0.1 
2 200 0.15 
3 200 0.2 
4 300 0.1 
5 300 0.15 
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Figure 5 The forces measured within ±40% of the biggest peak 
3.1.4 Results 
The force signals predicted from analytical model are shown in Figure 6. Because it 
is the half slot milling with single flute tool, the force is constant zero between 0° and 90°. 
Fy and Fz will sharply increase to the peak value then gradually return. Fx will slowly 
increase and back to zero on the second half of the period. When the feed rate is fixed (200 
mm/min), the forces are increasing with an increased axial depth of milling from 0.1mm in 
case 1 to 0.2mm in case 3. And an increased feed rate from 200 mm/min to 300 mm/min 
can also lead to larger cutting forces with constant axial cutting depth of 0.1mm in case 1 
and case 4, 0.15mm in case 2 and case 5. The average forces in three directions were 
calculated in models with and without recrystallization effect consideration, based on the 
method in Figure 5. Due to the grain growth, the flow stress will decrease and the 




Figure 6 The force signals predicted from analytical model 
Figure 7 shows the comparison of Fx between experiment measurements and 
analytical predictions. Both models could predict the trend of Fx with varying feed rate or 
axial depth of milling. But it is obvious that the original model fails in the prediction since 
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the values are about twice of the measurements in each case. For the new analytical model 
including recrystallization, the predicted forces are much more accurate. The analytical 
results are still larger than experiment measurements except case 3, but the maximum error 
has been much improved. The maximum error for new model is 19.8% in case 5, 137% in 
case 1 for old model. 
 
Figure 7 Comparison of Fx 
Figure 8 shows the comparison of Fy between experiment measurements and 
analytical predictions. The new analytical model does not provide a better prediction in y 
direction since the actual measurements are much larger in most cases. However, the error 
introduced in Fy is more on the experiment side. The most chatter occurred during milling 
















1 2 3 4 5
Fx(N) prediction
Experiment Model without grain growth
Model with grain growth Conventional milling
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measurements in y direction are still larger than expected. The analytical model prediction 
matches with theory, but the experiment measurements get much larger forces in case 2 
and case 5. Therefore, it is hard to quantify the improvement of new model in Fy prediction 
before better experiment measurements are obtained.  
 
Figure 8 Comparison of Fy 
Figure 9 shows the comparison of Fz between experiment measurements and 
analytical predictions. Again, the force measured in case 3 is smaller than expected since 
an increased axial cutting depth from case 2 to case 3 gives a decreased force from 11.71N 
to 9.71N. But similar to Fx, the new model with grain growth provides results much more 
closer to the experiment measurements. The maximum error for new model is 19.2% in 
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Fy(N) prediction
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Model with grain growth Conventional milling
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Figure 9 Comparison of Fz 
Overall, this analytical model of milling forces prediction in laser-assisted end 
milling of Inconel 718 including recrystallization could provide better results in x and z 
directions, compared with original model without grain growth consideration. In addition, 
the predicted forces under conventional milling are also included to show the reduction of 
force in laser-assisted milling. 
3.2 Temperature 
The laser-assisted milling is a complex machining process including the preheating 
of material ahead of tool tip by laser followed by the chip removal through the contact 
between tool tip and workpiece. Since the milling process is treated as equivalent 
orthogonal cutting process at each instance, plain strain condition is assumed, and heat 
transfer only occurs in cutting direction indicated by X and depth direction indicated by Z. 
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Fz(N) prediction
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Figure 10 Coordinate system and heat sources of the predictive model 
3.2.1 Temperature rise due to laser preheating  
The laser preheating temperature field is calculated considering heat generation by 
laser power at top surface of workpiece, convection between workpiece and environment 
at top surface, conduction within workpiece, and isothermal boundary conditions at both 
sides and bottom. The temperature increase rate at top surface is described by 
  (16) 
where Tlaser is the laser preheating temperature, ρ is the material density, cp is specific heat, 
h is the heat transfer coefficient, T0 is the environment temperature, q(x) is the heat 
generation rate due to laser power described by the Gaussian equation as 
 2
2 2
2 2( ) exp( )Q xq x
r rπ
= −  (17) 
where Q is the total input power of laser, r is the radius of laser spot. Within the workpiece, 












( , )( , ) ( , ) T x zT x z T x z V
x
α ∂∆ = ∇ −
∂
 (18) 
where α is thermal diffusivity and Vf is the moving speed of laser spot or the feed speed. 
The first term on the right describes the two dimensional heat conduction, while the second 
term considers the effect of moving laser beam in cutting direction [119]. At side or bottom 
boundaries, isothermal condition is assumed in cutting direction. Therefore, heat 









The workpiece is assumed to have same temperature as the environment as intial 
condition, which is 25℃ in current study. 
3.2.2 Machining induced temperature increase 
As shown in Figure 10, three main heat sources contribute to the machining induced 
temperature rise. The plastic deformation in shear zone leads to the shearing heat source, 
while the friction on tool-chip interface and tool-workpiece interface induces two rubbing 
heat sources. The primary rubbing heat source is ignored because it mainly contributes to 
the temperature rise in chip instead of workpiece. Shearing heat source denoted by shear 
plane heat density qshear is calculated from Fc and Ft by 
 ( ) ( )( )* *c t
shear * *
c
cos sin ( ) cos / cos
csc
r r rF F V
q
t w







where 𝜙𝜙 is the shear angle, αr* is the equivalent rake angle. A mirror heat source method is 
applied as shown in Figure 11, when the moving heat sources and adiabatic uncut 
workpiece surface are assumed. In Figure 11(a), a point on workpiece M(X, Z) is under a 
temperature rise from shearing heat source as well as its mirror heat source. The 
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=  is the length of shear plane, wkk is the thermal conductivity of 
workpiece, and K0 is the modified Bessel function of the second kind or Neumann function. 









where CA is the contact length, Pcut is the plowing force in cutting direction which is also 
calculated from force predictive model. As shown in Figure 11(b), the secondary heat on 
tool-workpiece interface from rubbing is treated as a moving heat source along X direction. 
The temperature rise due to the rubbing is calculated as 
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  
∫  (23) 
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where γ is a heat distribution coefficient defined as 
 
wk p
wk p t t t
k C







where kt, ρt, and Ct are the thermal conductivity, density, and specific heat of cutting tool. 
Therefore, the temperature rise of any point on the workpiece M(X, Z) is calculated as the 
summation of two machining induced temperature rise sources in addition to laser 
preheating temperature rise 




                                               (a)                                                                                            (b) 
Figure 11 Schematic of (a) shearing heat source and (b) rubbing heat source for 
machining temperature prediction [120]  
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In order to validate the proposed predictive model, experimental measurements are 
collected during laser-assisted milling of Si3N4 [121] and Ti-6Al-4V [122]. 
3.2.3.1 Silicon nitride ceramics (Si3N4) 
The laser-assisted milling is conducted on a CNC machine (Haas Automation Inc.). 
A diode laser (Visotek Inc., DFL500) in continuous wave mode is used to generate a high-
power laser beam. The surface temperature of the workpiece is measured through an 
infrared pyrometer (Williamson Inc., Model 91-20-C-23D) with a range from 475 to 
1,750℃. The dimensions of Si3N4 specimens are 4.3×5.3×48mm. The axial depth of cut is 
1mm, the feed speed is 6mm/min, and the laser-cutter allowance or the distance between 
laser beam spot and tool tip is about 3mm. The pyrometer measures the temperature at 
about 0.2mm below the machined surface corresponding to the laser beam spot. 
Measurements from five experiments are compared with two variables including diameter 
of laser spot and laser power. For the first three experiments, the diameter of laser spot is 
a constant of 3.3mm with three levels of laser power 300, 340, and 410W. The other two 
experiments have a constant laser power of 340W with different diameters of laser spots of 
1.8 and 2.6mm. The predictive model introduces a constitutive model for flow stress [123] 












where σ0 is the yield stress measured at 8 11 10 sε − −= × , Qact is the activation energy, and R 
is the universal gas constant. All the material constants are listed in Table 4. 
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Table 4 Constitutive model parameters for Si3N4 and Ti-6Al-4V 
Si3N4 σ0(MPa) Q(KJ/mol) R(J/mol·K) 0ε  m n T(℃) 0ε (s-1) 
25 800 8.31447 0.3 0.061 0.4 1400 1 
Ti-6Al-
4V 
A(MPa) B(MPa) C m n Tm(℃) 0ε (s-1)  
997.9 653.1 0.0198 0.7 0.45 1668 1 
 
As shown in Figure 12, the temperature distribution from the predictive model is able 
to show both the machining induced temperature rise and overall temperature including 
laser effect, when the laser power is 340W and laser spot dimeter is 3.3mm. The machining 
induced temperature rise is negligible for Si3N4, because the maximum temperature rise at 
tool tip is only 10.04℃ at machined surface as shown in Figure 12(a). The overall 
maximum temperature occurs at 3mm ahead of tool tip due to laser-cutter allowance as 
shown in Figure 12(b). The temperature distribution at depth of 0.2mm below machined 
surface is compared with experimental measurements as listed in Table 5. The temperature 
below laser spot increases with a larger laser power or a smaller laser spot diameter, which 
matches the prediction of proposed model. Good agreements are found for the maximum 
temperature prediction between experimental measurements and the predictive model with 
average difference of 3.25% and maximum difference of 7.08%. The prediction process is 
done within 3.1s for all cases. 
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                                          (a)                                                                                 (b) 
Figure 12 Temperature field prediction of Si3N4 with laser power of 340W and laser 
spot diameter 3.3mm (a) Machining induced temperature rise and (b) Overall 
temperature distribution 
Table 5 Temperature comparison for Si3N4 at 0.2mm below machined surface under 
laser beam spot 
Laser 
power (W) 
Diameter of laser 
spot (mm) 
Temperature measured from 
experiment (℃) 
Temperature from the 





300 3.3 About 1,000 1,031.00 3.10 3.09 
340 3.3 About 1,130 1,165.13 3.11 2.94 
410 3.3 About 1,230 1,246.37 1.33 2.91 
340 1.8 About 1,600 1,713.27 7.08 2.92 
340 2.6 About 1,320 1,341.21 1.61 2.91 
3.2.3.2 Ti-6Al-4V 
The experiments are conducted on a 5hp Hafco Metal Master mill with model BM-
62VE under dry conditions. The cutter is 490-040C40-0M type with a diameter of 40mm 
and four carbide inserts. The tool has a primary rake angle of 30° and clearance angle of 
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6°. A continuous-wave Nd:YAG laser with wavelength 1.064µm and maximum power 
2.5kW is used. The diameter of laser spot is 5mm, and the feed rate is 0.1mm/tooth. A 
Maurer model QKTR 1075 two-colour optical pyrometer and an infrared thermal camera 
of ThermoVision® model A40 are applied to measure the surface temperature at the laser 
spot. The measurement range for the pyrometer is between 800 and 2,500℃ and for the 
infrared thermal camera is up to 2,000℃. The flow stress constitutive model for Ti-6Al-














where Tm is the melting temperature and T0 is the environment temperature. All the material 
constants are listed in Table 4. 
The first measurement is collected at laser spot at cutting speed of 190m/min, axial 
depth of cut of 1.5mm, feed speed of 600mm/min, laser-cutter allowance of 28.5mm, and 
laser power of 1,250W. The temperature distribution from the predictive model is shown 
in Figure 13. At the center of the laser spot at machined surface, a constant value of 1,550℃ 
is recorded after the laser beam fully interacting with the workpiece. The maximum 
temperature at surface from the predictive model is 1,633.39℃. The difference is 5.38% 
and the computation time is 6.73s. 
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Figure 13 Temperature field prediction of Ti-6Al-4V with laser power of 1250W, 
cutting speed of 190m/min, axial depth of cut of 1.5mm, and laser-cutter allowance 
of 28.5mm. The highest point in red curve corresponding to workpiece surface is 
compared with experimental measurement at the center of the laser spot at 
machined surface 
In order to check the variation of surface temperature near the cutting zone, infrared 
thermal camera with different set up range from 0℃ to about 500℃ is applied to record the 
temperature in the middle of the radial depth of cut going through both the laser spot and 
the cutting zone. The cutting speed is 130m/min, axial depth of cut is 1mm, feed speed is 
400mm/min, laser-cutter allowance is 43.5mm, and laser power is 510W. The profile of 
temperature distribution by connecting measured points from experiments is shown in 
Figure 14. The temperature at the laser spot is cut off because the upper limit of 
measurement range is reached. Since the laser-cutter allowance is larger and the laser 
power is lower, the machining induced temperature rise cannot be ignored at the cutting 
zone. The temperature in front of the cutting zone is 250℃, while the temperature at the 
cutting zone is about 300℃, which indicates that the contribution of the machining process 
to the temperature increase at the cutting zone is about 50℃. Under same conditions, the 
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predicted temperature profiles from proposed analytical model at different depths are 
shown in Figure 15. From Figure 15(a), the maximum temperature rise at surface is 
274.89℃, while the corresponding laser preheating temperature is 173.65℃ from Figure 
15(b). Therefore, the machining induced temperature rise has a more significant effect at 
the cutting zone than laser. By comparing overall temperature distribution from Figure 
15(c) to Figure 14, as shown in Figure 16, the temperature in front of the cutting zone from 
the predictive model is 237.18℃ with 5.13% difference from experiments. The predicted 
temperature at the cutting zone is 448.54℃, which is much higher than the experimental 
measurement. The main reason is the lack of measurement points at the cutting zone. As 
seen in Figure 14, there are only two data points connected by a smooth curve. However, 
in the profile from the predictive model, there is a rapid rise of temperature over 200℃ 
followed by a sudden drop within 0.2mm at the cutting zone. The density of measurement 
points at the cutting zone is unable to capture this trend. Overall, the predictive model 
catches the temperature distribution measured by experiments except for extreme points at 




Figure 14 Variation of surface temperature on the line L101 which goes through the 








Figure 15 Temperature field prediction of Ti-6Al-4V with laser power of 510W, 
cutting speed of 130m/min, axial depth of cut of 1mm, and laser-cutter allowance of 
43.5mm (a) Machining induced temperature rise (b) Laser preheating temperature 




Figure 16 Comparison between experimental measurements and predictive model. 
The predicted temperature profile is from the red curve in Figure 15(c), while 
experimental measurements are from the line L101 shown in Figure 14 
3.3 Residual stress 
The overall process of the residual stress predictive model is summarized in Figure 
17. The laser preheating temperature field is calculated based on the heat source 
distribution prediction through the laser total power input and the temperature rise 
considering conduction and convection [119] as introduced in 3.2.1. The oblique milling 
process is transferred to equivalent orthogonal cutting process at each rotation angle to 
predict the flow stress dependent on DRX process [124, 125] as introduced in 3.1.1 and 
3.1.2. The flow stress is used to predict the cutting forces [126, 127], and the laser 
preheating temperature is embedded in machining temperature predictive model [120] as 
introduced in 3.2.2. The residual stress is then predicted through loading and relaxation 
























experimental studies of laser-assisted milling of silicon nitride ceramics (Si3N4) [121, 123] 
and Ti-6Al-4V alloy [129, 130].  
 
Figure 17 Overall flow chart of residual stress predictive model 
3.3.1 Elastic loading process considering mechanical and thermal stresses 
The loading process is first predicted by assuming only elastic deformation. A rolling 
contact between a cylinder and a semi-infinite plane is assumed between tool and 
workpiece. The mechanical loads are the shear stress on shear plane based on two cutting 
forces and the friction between tool nose and machined surface based on two plowing 
forces as shown in Figure 18. Thermal loads include thermal stresses in cutting and depth 
directions, surface tension and hydrostatic pressure according to the overall temperature 
field considering both machining and laser preheating effects. The area of interest is 
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defined within -a<x<a, where Hertzian rolling contact is assumed, and normal stress p(s) 
and tangential stress q(s) are calculated at x=s shown in Figure 19. The mechanical stresses 
are then calculated by integration as 
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Figure 18 Stress sources for mechanical load 
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Figure 19 Schematic of stress distribution 
The same integration process is repeated twice for two stress sources. At tool-







=  (29) 
where thrustP is the normal plowing force, w is the cutting width, a is the half contact width 
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 (30) 
where cutP is the cutting plowing force, µ is the friction coefficient, CA is the contact width. 
At the shear zone, normal stress p(s) from shear strain is Ps given by  
  

















=  (31) 
where Fc and Ft are chip formation forces in cutting and axial directions, ϕ is shear angle, 
ABL is shear length. Tangential stress q(s) from shear strain is qs given by  
 s ABq k=  (32) 
where ABk is the flow stress on shear plane. Then the overall mechanical stress are the 




shear X Z tooledge X Zσ σ σ− −     = +      (33) 
where _tooledge X Zσ −    is calculated by directly substituting Equations (29) and (30) into 
(28), _shear X Zσ −   is calculated after transformation as 
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 is calculated by substituting Equations (31) and (32) into (28),[ ]Q  is 
coordinate transformation matrix defined as 
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Besides mechanical loads, stresses induced from thermal loads are calculated based 
on the overall temperature field. Thermal loads include thermal stress in cutting direction 
( )( )( )/ 1 2 /X E T xα υ δ δ= − − and depth direction ( )( )( )/ 1 2 /Z E T zα υ δ δ= − − , surface tension 
( ) ( ), 0 / 1 2ET x zα υ= − , and hydrostatic pressure ( )/ 1 2ETα υ− , where E is the Young’s 






=  in which K , ρ , and pC are thermal conductivity, density, and specific heat. During 
the heating and machining, these material constants are assumed unchanged. The overall 
thermal stress at any point (x,z) is the superposition of three individual stress sources as  
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where xhG , xvG , zhG , zvG , xzhG , and xzvG are the plane strain Green’s functions. The overall 
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3.3.2 Kinematic hardening and relaxation process 
In real laser-assisted milling process, the shear strain and stress always surpass the 
yielding point together with plastic deformation. The actual loading process is predicted 
based on elastic stresses, by checking von Mises yield criterion at each position to decide 
whether the yielding happens. The effective strain and strain rate in von Mises yield 
criterion are defined as 
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(38) 
The yielding criterion based on kinematic hardening is denoted as 
 ( )( ) 23 0
2 ij ij ij ij s
F S S Rα α= − − − =  (39) 
where ( )/ 3ij ij kk ijS σ σ δ= −  is the deviatoric stress, Rs is the shear yield strength, 
ij kl kl ijS n nα = is the back stress, where  is MacCauley symbol defined as 








= , where k is the average flow stress. After the yielding 
 58 
occurs, the strain rate in feed direction is zero due to plane strain condition, and the strain 
rate in cutting direction is represented by real stresses, or elastic stresses through mixed 
function as 
 ( ) ( )
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(40) 
where *xxσ  ,
*
yyσ , *zzσ and *xzτ are stress calculated under elastic loading from Equation (37). 







Ψ = − − 
 
 (41) 
where κ =0.15 is an algorithm constant [128], hp is plastic modulus, G is elastic shear 
modulus. When Ψ  equals to one, no yielding happens, and real stresses are just elastic 
stresses. When Ψ  equals to zero, it indicates perfect plasticity, and strain rate is also zero. 
Ψ is always between one and zero. When unloading process starts, the stress release is 
assumed to be fully elastic. When F ≤0 and dSijnij ≥ 0, the relaxation process is described 
by the general Hook’s law as 
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When F > 0, the released stress is calculated as 
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(43) 
The residual stresses in cutting and feed directions are then calculated as the 
remaining stresses after relaxation. 
3.3.3 Experimental validation and results 
In order to validate the proposed predictive model, experimental measurements are 
collected during laser-assisted milling of Si3N4 [121] and Ti-6Al-4V [129, 130]. 
3.3.3.1 Silicon nitride ceramics (Si3N4) 
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Experiments are conducted under same conditions as in 3.2.3.1. Surface residual 
stresses in two directions are measured under three levels of laser power as shown in Figure 
20. 
 
Figure 20 Surface residual stress under different operating temperatures (D=3.6mm, 
Vf=6.0mm/min, Vr=1.0m/s, da=0.2mm; case (a), P=300W; case (b), P=410W; case (c), 
P=470W) [121] 
The predicted surface residual stresses are compared with experimental 
measurements from Figure 20 as listed in Table 6. Good agreements are found in all cases 
except the residual stress in feed direction in case (b), where the experiment measurement 
is much smaller than expected. The prediction catches the trend of more tensile residual 
stress under higher temperature or larger laser power, and the average error is 13.30% after 
eliminating the Y direction measurement in case (b). Table 6 also includes the prediction 
under conventional milling, which confirms that more tensile residual stresses are present 
when laser power is high (410 or 470W). In addition, when the temperature is above the 
softening point of Si3N4 glassy phase under laser preheating, larger micro-plastic 
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deformation is produced by the mechanical loading in cutting or transverse direction than 
feed or longitudinal direction. Therefore, higher compressive residual stresses are observed 
in cutting direction for all cases, but the difference of surface residual stresses between two 
directions is smaller for conventional milling due to lower temperature. 
Table 6 Surface residual stress prediction for Si3N4 under three levels of laser power 
 
Predictive model Experiments 
σyy (Mpa) 
Longitudinal  




σxx  (Mpa) 
Transverse 
Case (a) 
P=300 W  391.49 497.51 470 490 
Case (b) 
P=410 W 180.91 237.82 45 240 
Case (c) 
P=470 W 88.85 180.63 70 150 
Convention
al milling 296.94 335.37  
3.3.3.2 Ti-6Al-4V 
The experiments are conducted on a vertical milling center with a controller. The 
spindle rotation speed is 1253RPM. A laser system is used with a power of 185W. The laser 
spot size is 2.5mm x 3.6mm in an elliptical shape with a Gaussian power distribution and 
the tool laser allowance is 3.5mm. Young’s modulus of E=110GPa and Poisson’s ratio 
ν=0.36 are used to calculate the residual stress. Depth profiles for the residual stresses were 
measured by chemically etching successive layers of the material by electro-polishing. The 
tool has a diameter of 19.05mm, rake angle of 15°, and nose radius of 0.8mm. The cutting 
speed is 75m/min, the feed per tooth is 0.1mm/tooth, the depth of cut is 1mm, and the width 
of cut is 3mm. Two types of Ti-6Al-4V, grade 5 and ELI (Grade 23) are milled under same 
conditions. The flow stress constitutive model for both types of Ti-6Al-4V applied in 
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predictive model follows Equation (10). All the material constants are listed in Table 7. d0 
is decided to be 10µm. 
Table 7 Constitutive model parameters for two types of Ti-6Al-4V 
 Ahp(MPa) Khp(MPa�𝜇𝜇𝜇𝜇) B(MPa) C m n Tm(℃) 0ε (s-1) 
Grade 5 803.22 401.61 653.1 0.015 0.6 0.45 1668 1 
ELI 803.22 401.61 653.1 0.025 0.8 0.45 1630 1 
The predictions as well as experimental measurements of residual stress in laser 
assisted milling of Ti-6Al-4V grade 5 are shown in Figure 21. Measurements are collected 
up to 200µm depth with even distribution for every 50µm. As shown in Figure 21(a), in 
cutting direction, a close match is found for the first four measurements with an average 
error of 24.72%. The relative percentage error is large for residual stress at 200µm, because 
the actual measurement is close to zero. In feed direction, the prediction is close to 
experimental measurements with an average error of 11.21% in first four points as shown 
in Figure 21(b). The residual stress profiles are also predicted under conventional milling 






Figure 21 Residual stress comparison for Ti-64 grade 5 in (a) Cutting direction and 





















































The predictions as well as experimental measurements of residual stress in laser 
assisted milling of Ti-6Al-4V ELI are shown in Figure 22. The predictive model is able to 
show the trend of measured residual stress profile during laser-assisted milling. The 
average error is 23.88%, and the maximum error is 36.49% at 50µm due to an extreme 
compressive measurement as shown in Figure 22(a). In Figure 22(b), the experiments show 
minimal residual stress below 150µm, which bring huge relative errors comparing to 
predictions, even though the absolute differences are small. For measurements above 
100µm, the average error is 27.29%. Again, residual stress profiles under same other 
cutting conditions but conventional milling are predicted, and all 10 data points have shifts 

































Figure 22 Residual stress comparison for Ti-64 ELI in (a) Cutting direction and (b) 
Feed direction 
3.4 Tool flank wear 
Several researches have been reported related to the analysis of tool wear in laser-
assisted milling. Bermingham et al. [1] found that the effectiveness of laser-assisted milling 
in terms of extending tool life compared to conventional machining processes depended 
strongly on the cutting conditions. At lower cutting speed, the effect of laser is 
insignificant, while at higher cutting speed, the laser preheating temperature will harm the 
tool life by overheating. Therefore, an optimal range of parameters need to be selected. 
Brecher et al. [57] also concluded that, relative to conventional machining processes, laser-
assisted milling was found to increase tool life at some cutting speeds and decrease tool 
life at other speeds. These experimental investigations provide a general idea about the 


























workpiece. With the sensitivity analysis conducted in current study, the proposed analytical 
approach is able to guide the selection of parameters quantitatively for wider range of tool 
and workpiece material. As shown in Figure 23, for the flank tool wear predictive model, 
the initial temperature is decided by the laser preheating temperature field, which is first 
calculated according to the heat source distribution and the temperature rise considering 
conduction and convection [119], and then averaged along the tool-workpiece interface. 
Then, the oblique milling process is transferred to equivalent orthogonal cutting process at 
each rotation angle to predict the flow stress dependent on DRX process [124, 125]. The 
flow stress is used to predict the cutting forces [126, 127] and the average stress on tool-
workpiece interface due to flank wear [131]. The average temperature is calculated on 
cutting tool along the tool-workpiece interface, by considering rubbing and secondary heat 
sources based on cutting forces, following a similar procedure of workpiece machining 
temperature predictive model [120]. The flank wear rate is then predicted considering 
abrasion, adhesion, and diffusion, which are dependent on average stress and temperature 
on flank wear land (VB). The proposed model is validated through experimental 
measurements on the laser-assisted milling of K24 nickel-based superalloy [132]. In 
addition, the effects of feed rate, axial depth of milling, cutting speed, laser power, and 
laser-tool distance on tool life are studied through sensitivity analysis. 
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Figure 23 Overall flow chart of tool wear predictive model 
3.4.1 Average stress on tool-workpiece interface due to flank wear 
After the preheating temperature being predicted, the cutting forces are calculated 
through the transformation of milling process parameters and flow stress model [133] 
controlled by DRX and grain growth. The geometry parameters of milling tool are 
transferred as well [126], and the preheating temperature is utilized to predict the flow 
stress that gives cutting force Fc, tangential force Ft and plowing force cutP  [133]. As shown 
in Figure 23, the flow stress calculated based on laser preheating temperature field and 
recrystallization effect is used to calculate the average stress on tool-workpiece interface 
due to flank wear. Forces predicted from previous established cutting force predictive 
model [126] are used to derive heat sources in temperature prediction of cutting tool on 
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tool-workpiece interface, following a similar procedure as in previous established 
machining temperature field predictive model [120] in addition to laser preheating 
temperature field. The transformation of milling parameters, the flow stress model, and the 
cutting forces prediction have already been introduced [126, 133] and therefore not 
repeated. The prediction of stress and temperature on tool-workpiece interface as well as 
flank tool wear rate is based on the procedure proposed by Huang [55] and adjusted for 
laser-assisted milling. 
The proposed model assumes that the flank tool wear is at steady state region, and 
the flank wear land length (VB) after break-in period is known. The average stress on tool-




σ =  (44) 
where w is the cutting width and Fwcutting is the effective force in cutting direction due to 
flank wear. As shown in Figure 24, Fwcutting is calculated through the summation of wear 
force components in each segment along the machined surface profile ABD, when AC is 
the profile in last revolution and AD is for current revolution. The area ABDC is basically 
the cross-section shape of the chip if d is the cutting depth and r is the tool tip radius.  
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Figure 24 Cutting geometric model under equivalent orthogonal cutting 
The integration is made between two angles 𝜃𝜃1and 𝜃𝜃2corresponding to ends of arc 
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τ θ= ∆ =∑ ∫ ∫  (45) 
where 𝜏𝜏𝑤𝑤(𝑥𝑥) is flank shear stress component computed from Waldorf’s worn tool force 
model. The distribution of 𝜏𝜏𝑤𝑤(𝑥𝑥) is separated by a critical wear land width VB*. Purely 
elastic contact is assumed within the distance of VB* from the back of the wear land as 
shown in Figure 25. Plastic flow is present at the front edge of the wear land beyond VB*. 
When VB<VB*, the flank normal stress 𝜎𝜎𝑤𝑤(𝑥𝑥) is described by a parabolic function as 
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= + . Shear flow stress k and shear 
angle φ  are calculated from the shear flow stress model. 
 
Figure 25 Heat sources and associated coordinate systems in temperature prediction 
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3.4.2 Temperature prediction of cutting tool on tool-workpiece interface 
Besides laser effect, the temperature of the tool increases under the friction between 
tool and chip, and rubbing between tool and machined surface, which are considered as 
secondary heat source and rubbing heat source respectively as shown in Figure 25. The 
coordinate systems are built along the interface for both heat sources, with X direction 
toward tool tip and Z direction perpendicular to the interface toward tool. Without tool 
wear, the tool-chip and tool-workpiece interfaces are considered insulated boundary 
condition, where the imaginary heat source method is applied to predict the temperature 
[120]. When the tool wear is present, the material transfers from the tool as the wear land 
expands, but the temperature rises on both sides of the interface are still the same, and the 
adiabatic boundary conditions still hold. Therefore, the same procedure is used, and the 
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where 2 2 21 1 1 1 1 1( ) ( )R X x Y y Z= − + − + , 
2 2 2
1 1 1 1 1 1( 2 ) ( )R X l x Y y Z′ = − + + − + . The heat 
intensity of friction qfriction is derived based on cutting forces as  






=  (50) 
where λ is the friction angle, Vchip is the velocity of chip, l is the contact length between 
tool and chip. These three parameters are calculated from the flow stress model. 
2 2 sin( )c tF F λ+ gives the friction along the interface. When the heat source is considered 
uniform, the total power over the contact area becomes the heat intensity. 𝛾𝛾 is the heat 
partition ratio of the heat source going to chip or workpiece. An approximate value for the 
partition ratio based on material properties of the tool and the workpiece is decided by  
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where kwk is the thermal conductivity of the workpiece material, kt, 𝜌𝜌t, and Ct are the thermal 
conductivity, density, and specific heat of the tool material respectively. Similarly, the 
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where 2 2 22 2 2 2 2 2( ) ( )R X x Y y Z= − + − +  and
2 2 2
2 2 2 2 2 2( 2 ) ( )R X VB x Y y Z′ = − + + − + . 
The rubbing heat intensity qrubbing is 





=  (53) 
where Vc is the cutting speed. The overall temperature rise at any point on flank face 
2( , 0, 0)tool flankT X−  is mainly the summation of Equations (49) and (52), after the coordinate 
transformation of secondary heat source from coordinates X1Y1Z1 to X2Y2Z2 as shown in 
Equation (54), 
 2 2 2 2( , 0, 0) ( ( ) cos ,0, ( ) sin ) ( , 0, 0)tool flank tool friction tool rubbingtool toolT X T l VB X VB X T Xα α− − −= − − − +  (54) 
where toolα is the wedge angle. The average temperature of the tool along the tool-
workpiece interface is calculated by averaging the temperature predictions along the worn 
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3.4.3 Flank tool wear rate prediction and update mechanism 
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The proposed flank tool wear rate model assumes that the length of flank wear land 
after break-in period is known, and the flank wear is then predicted based on wear rate and 
a predefined time interval. For abrasive wear, the volume loss is calculated through an 
empirical equation dependent on sliding distance, the normal load, the average roughness 
angle of the abrasive particle, and hardness of both the tool Pt and the abrasive particle Pa. 
The normal load is predicted based onσ , and all the other unknown parameters are 
simplified as the dimensionless abrasive wear coefficient Kabrasion. For the prediction of 
adhesive wear, the actual contact area along the interface is made up of asperities with 
plastic deformation under high temperature and high stress. The adhesion forms micro-
welds which support partial normal force decided by σ  similar to abrasive wear. However, 
the hardness of asperity is strongly dependent on the temperature which cannot be assumed 
as constant as Pt or Pa. An exponential function is introduced instead based on T . Other 
parameters are simplified as the adhesive wear coefficient Kadhesion with a unit of m3/N. 
Diffusive wear is caused by the diffusion of binder material under high temperature. The 
volume loss is mainly dependent on the average flux rate of atoms instead of forces, and 
the coefficient of diffusion is an exponential function of T . The diffusive wear coefficient 
Kdiffusion has a unit of m/√𝑠𝑠. The further detailed physics interpretation of each wear type 
has been proposed by Huang [55] and not repeated in proposed model since only the 
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where the coefficients K, nw, aw, and KQ are assumed to be constants together with three 
wear coefficients. These model coefficients are only dependent on the different 
combinations of tool and workpiece, and are decided through inverse analysis in current 
study. Due to the multiple-solution issue in inverse analysis, the decided coefficients are 
only from fitting of data and may not be the true values based on physical interpretation. 
The exact coefficients can be calculated based on measurements under non-machining 
conditions. 
Although the tool wear rate is calculated based on an orthogonal cutting 
configuration, the cutting and tool geometry parameters are updated with rotation angle. 
Therefore, the proposed model is applicable for a three-dimensional milling. Once the 
average tool wear rate within one tool revolution is calculated, it is assumed to be constant 
within a predefined time interval ∆𝑡𝑡, so that VB is calculated for the prediction of wear rate 
during next interval until the end of steady wear period as shown in Figure 23. 
3.4.4 Experimental validation and results 
The proposed flank tool wear predictive model is validated through comparison of 
the experimental measurements from Kong et al. [132]. In their work, laser-assisted milling 
and conventional milling are conducted on a nickel-based superalloy (K24). All 
experiments are under dry conditions. Three types of tungsten carbide tools are used with 
details summarized in Table 8. The cutting speed is 30m/min, feed rate is 0.1mm/rev, and 
axial depth of milling is 0.2mm. Measured flank wear progressions for laser-assisted and 
conventional milling of three different tools as a function of the cutting time are shown in 
Figure 26. It is obvious that the average wear rate is smaller when the laser is applied for 
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all three tools. The average machined times are 17.3 and 31.4min for conventional and 
laser-assisted milling when the wear criterion is reached.  
Table 8 Summary of cutting tools used in milling tests [132] 






A TiAlN P10 4 21 90 
B Ti(CN)/Al2O3/TiN M30 9 21 90 
C TiCN P10 3 21 90 
 
Figure 26 Measured flank wear progressions for laser-assisted (LAM) and 




The progression curve is roughly divided into three stages. For the initial wear stage 
and rapid wear stage near tool failure, the tool flank wear rate is high and changes 
dramatically. For the second or the steady state wear region, the curve can be regarded as 
a line, and the wear rate is almost constant. Since the predictive model is only valid within 
steady state wear region, the start and end points of the region are decided. Six data points 
between cutting time of 7.25 and 23min for laser-assisted milling, and four data points 
between cutting time of 3 and 12.75min for conventional milling shown in Figure 26 are 
considered within steady stage and therefore compared with predictions from analytical 
model as shown in Figure 27. The time interval ∆𝑡𝑡 is 0.25min, and the average computation 








Figure 27 The comparison of wear progressions for laser-assisted (LAM) and 
conventional milling (CM) of (a) tool A, (b) tool B, and (c) tool C 
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It can be shown from Figure 27 that the predicted flank wear increases linearly with 
increasing time, which matches the feature of steady state wear region [56]. However, the 
measured flank wear growth is nonlinear within some portions as the steady state region 
cannot be always clearly defined in real data. Many factors such as tool chatter may result 
in unsteady wear. The measured wear length at the beginning of manually selected steady 
stage is chosen as initial VB in the algorithm, and the predictive model is able to match the 
final wear length in all six cases with a maximum error of 0.69%. For tool A, the flank 
wear increases from 150µm to 225µm in laser-assisted milling and from 150µm to 290µm 
in conventional milling. The predicted average wear rate is 4.86µm/min with laser and 
14.78µm/min without laser, and the average difference of VB between measurements and 
predictions is 7.97% among five data points for laser-assisted milling and 8.65% among 
three data points for conventional milling, since the first data point is always same. For 
tool B, the flank wear increases from 160µm to 245µm in laser-assisted milling and from 
180µm to 340µm in conventional milling. The predicted average wear rate is 5.33µm/min 
with laser and 16.40µm/min without laser, and the average difference of VB is 6.70% for 
laser-assisted milling and 4.55% for conventional milling. For tool C, the flank wear 
increases from 140µm to 250µm in laser-assisted milling and from 240µm to 345µm in 
conventional milling. The predicted average wear rate is 6.98µm/min with laser and 
10.86µm/min without laser, and the average difference of VB is 3.34% and 7.66% 
respectively. Under the same cutting and laser conditions, tool B has a higher wear rate 
than tool A, and both of them are largely effected by laser since the wear rate reduces over 
67% when the laser is applied. Tool C has a higher wear land length after break-in period, 
and the tool wear rate only decreases by 36% in laser-assisted milling. Overall, the 
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proposed flank tool wear model is able to predict the wear progressions in less than two 
minutes with high accuracy of 6.48% error in average.  
3.4.5 Sensitivity analysis 
In order to appreciate the proposed predictive model, sensitivity analysis is 
conducted to estimate tool life under the effects of different cutting and laser parameters. 
The tool parameters are the same as tool C, and other parameters are fixed as in experiments 
of Kong et al. [132]. Tool flank wear land after the break-in period is assumed as 150µm, 
and the tool life criterion is set as 300µm flank wear land. The time interval is taken as 
0.5min, and the upper limit is 100min, to have a good balance of accuracy and computation 
time. The effects of cutting speed, feed rate, and axial depth of milling on tool life are 
shown in Figure 28. It can be seen that cutting speed has the most significant influence on 
tool life, followed by feed rate and axial depth of milling, which agrees with the 


























Figure 28 The change of tool life based on flank wear criterion under the effect of 
different cutting parameters (a) Cutting speed when feed rate is 0.1mm/rev and 
axial depth of milling is 0.2mm. (b) Feed rate when cutting speed is 30m/min and 
axial depth of milling is 0.2mm. (c) Axial depth of milling when cutting speed is 
30m/min and feed rate is 0.1mm/rev. The laser parameters are fixed at laser power 
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The laser parameters also have significant effects on tool life [135]. The laser-tool 
distance is defined as the distance between laser beam center and the tool tip. Although the 
laser preheating temperature will reduce the tool wear in general, optimum laser parameters 
need to be picked to avoid tempering effect [135]. The estimated tool life under various 
laser power and laser-tool distance is listed in Table 9. Either the laser parameter being too 
large or too small will harm the tool life. Low laser power or long laser-tool distance will 
diminish the preheating effect, increase the cutting forces, and enhance the abrasive wear. 
On the other hand, high laser power or short laser-tool could significantly increase the local 
temperature, leading to severe adhesive and diffusive wear. A bad combination of laser 
parameters could even result in shorter tool life than conventional milling as the 
experiments in Bermingham et al. [1]. According to the sensitivity analysis, the optimal 
laser power is between 400 and 500W, since the tool life has reached the upper limit of 
100min decided by the algorithm to save computation time. The optimal laser-tool distance 
is around 3.2mm as the tool life is also greater than 100min. 
Table 9 The change of tool life based on flank wear criterion under the effect of 
different laser parameters. The cutting parameters are fixed at cutting speed of 
30m/min, feed rate of 0.1mm/rev, and axial depth of milling of 0.2mm 
Laser-tool distance of 2.85mm Laser power of 600W 
Laser power 
(W) Tool life (min) 
Laser-tool distance 
(mm) Tool life (min) 
0 14.5 2.5 0.5 
300 87 2.85 38 
400 >100 3.2 >100 
500 >100 3.6 20 
600 38  700 5 
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3.5 Surface roughness 
The proposed model predicts the overall movement of the milling tool and the tool 
profile based on geometry. The deformation of the cutting tool is also included according 
to the previously established prediction model of milling forces [136]. The profile of 
machined surface is then predicted based on the actual tool movement and the elastic 
recovery of Inconel 718. Experiments are conducted on one workpiece when the laser is 
off and three workpieces when the laser is on, with seven different experimental conditions 
including four axial depths of milling and two feed rates. The experimental measurements 
are compared with predicted surface roughness to verify the validation of the proposed 
model. 
3.5.1 Analytical modeling of surface roughness 
The laser-assisted milling is a complex machining process including the preheating 
of material ahead of tool tip by laser followed by the chip removal through the contact 
between tool tip and workpiece. The surface roughness is generated by the machined 
surface profile after material removal. The proposed model predicts surface roughness 
based on the actual trajectory of milling tool and the elastic recovery of machined surface. 
The overall movement of the milling tool is modeled first with the consideration of feed 
rate and tool diameter. Then the elastic deformation of milling tool due to cutting force in 
feed direction is calculated. The path of cutting edge is defined as the trochoidal trajectory, 
and the passes are performed as a single groove in the half-slot milling. Since the trajectory 
of milling tool highly depends on the tool tip geometry, the profile of tool tip is also 
included based on the tool tip radius and angle. The actual movement of any point on tool 
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tip is predicted from the summation of three components. Ideally, the surface finish is fully 
decided by the trajectory of milling tool. However, the elastic recovery of Inconel 718 
decreases the material removal rate and increases the surface roughness. This process is 
described by the minimum chip thickness. The concept of minimum chip thickness states 
that the workpiece material will be removed as chip only if the uncut chip thickness is 
larger than a critical thickness. If the actual milling thickness is small enough, ploughing 
effect dominates the process, and only elastic deformation will take place. The surface 
roughness is then calculated according to the weighted average depth of the machined 
surface profile based on the length of each segment in feed direction. 
3.5.1.1 Overall movement of milling tool 
The movement of milling tool includes the translation in feed direction and the 
rotation along center axis. The translation is represented by feed per tooth fz. If the milling 
tool rotates by one round, it will move in feed direction by Nt fz, where Nt is the total number 
of flute. The coordinates of any cutting edge characterized by xf, yf, zf are calculated by 
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where ϕr is the rotation angle, k is the number of flute or cutting edge being calculated, and 
Rt is the tool radius. xf indicates feed direction, yf  indicates cutting direction ,and zf  
indicates axial direction. For the laser-assisted end milling, the milling tool is one flute. 
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The surface roughness is predicted at ϕr=90°, and a total of five revolutions is simulated. 
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where n=1:5 is the number of revolution. 
 
Figure 29 Schematic diagram of overall movement of milling tool at rotation angle 
of 90°. Cross indicates the laser’s instantaneous center location with a radius of 
0.35mm 
3.5.1.2 Elastic deformation of cutting tool 
Based on the previously established milling force prediction model [136], the contact 
force between workpiece and milling tool is mainly in feed direction. The model is based 
on the assumption that the milling process is stable, and the temperature as well as strain 
is evenly distributed on shear plane. The single beam coaxial laser-assisted milling spindle 
has high dynamic stability with fine adjustment of laser path, which justify the use of force 
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prediction model. The oblique cutting is transferred to equivalent orthogonal cutting at 
each rotation angle. For the equivalent orthogonal cutting at each instant, the plane strain 
condition is assumed, meaning that the plastic strain only occurs in a plane perpendicular 
to cutting edge. The milling force F is calculated through an iterative process for 
equivalence between shear stress on shear plane and mean chip flow stress. The elastic 







=  (59) 
where E is the Young’s modulus of tool material and cµ is a correction coefficient for tool 
tip deformation since the elastic deformation is nonlinear. cµ is decided to be 1.181 based 
on the stress-strain curve of tungsten carbide in elastic region and geometry of tool [137]. 
3.5.1.3 Geometry of tool tip 
To increase the accuracy of prediction, the tool tip geometry needs to be described. 
The coordinate system is defined in Figure 30, where tr is the tool tip radius, eα is the tool 
tip angle. The origin of the coordinate is the point on the edge which is on the same 
horizontal level of tool tip center. xp indicates feed direction, yp  indicates cutting direction 
,and  zp  indicates axial direction. The exact position of a point is represented by angleα , 
and its coordinates are calculated by 
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Figure 30 Coordinate system of tool tip 
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Since rotation angle rφ =90° in the case study, yp is always zero. Therefore, the actual 
coordinate of a point on milling tool is calculated as a function of α by the summation of 
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The tool trajectory is then represented as a curve in x-z plane. 
3.5.1.4 Machined surface profile with elastic recovery 
The machined surface profile is illustrated in Figure 31. Ideally, the surface profile 
will follow the tool trajectory described as functions of x and z as in Equation (61). Based 
on this assumption, the surface roughness is generated solely due to the gap between tool 
profiles in adjunct revolutions. As shown in Figure 31, for the tool profiles in ith and (i+1)th 
revolutions, the ideal surface profile is from the gap Xi as the dashed line. However, in the 
(i+1)th revolution, the actual cutting thickness at some points is so small that only ploughing 
happens. Part of the material is under elastic deformation and recovers after the contact 
with milling tool as shown in Figure 31 as the dashed area. The actual surface roughness 
is then described by the solid line and calculated as the average height of the gap area with 
length Xi, between 0 and Zmax.  
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Figure 31 Minimum chip thickness and calculation of surface roughness on 
machined surface 
The elastic recovery is described by the minimum cutting thickness mint , which 
depends on the radius of cutting edge, material tensile reference stress, and flow stress at 
fracture [138]. The flow stress can then be predicted theoretically through the stress 
intensity factor and material properties. For this study, mint is directly determined through 
the inverse analysis of experimental measurements. In the laser-assisted end milling of 
Inconel 718, min =0.4 mt µ when the laser is off, and min =0.1 mt µ when the laser is on. The actual 
cutting thickness ct in ith revolution is defined as the radial distance between two points on 
the tool tip with same angular position from current and previous revolution, calculated as 
 1 2 1 2( ) ( )i i i ic o o tt x x z z r
− −= − + − −  (62) 
where ix and iz are the coordinates of any point on the tool tip in ith revolution, 1iox
− and 1ioz
−
are the coordinates of tool tip center in (i-1)th revolution. Therefore, when minct t≥ , only 
plastic deformation occurs with shearing. The material is removed as chip flow, and the 
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machined surface profile is same as the tool trajectory. When minct t< , only elastic 
deformation occurs with ploughing, and no chip forms. The material returns to its original 
state afterwards, and the machined surface profile is modified by recovering part of the 
material until the thickness calculated by Equation (62) is same as mint . The machined 















where i is the number of revolution, iX is the length of each gap between two revolutions 
in feed direction shown in Figure 31, and iZ is the arithmetical mean deviation between 0 
and Zmax in each section, which is also the surface roughness in that section, when the mean 
line is chosen as reference. The surface roughness Ra from Equation (63) gives the weighted 
average of all surface roughness over revolutions. 
3.5.2 Experimental validation 
The experiments are conducted under the single beam coaxial laser-assisted milling 
spindle as same as in 3.1.3. The overall dimension of workpiece is 12cm×18cm×15mm. 
The workpiece material is Inconel 718, and the milling tool is made of TiSiN-coated 
tungsten carbide with a single tooth (JSK, AA130-0600, Taiwan). The radius of the tool, 
R, is 3mm, the rake angle is 20.2°, and the edge radius is 0.1 mm. The tool tip radius tr  is 
0.2mm, and the tool tip angle eα is 2.2°. The mechanical and thermal properties of both 
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materials are listed in Table 10. Cutting parameters are listed in Table 11. The spindle 
speed is 3000rpm, and the radial depth of cut is 3mm for half-slot milling. The laser beam 
spot has a radius of 0.7mm with the center 3mm ahead of the tool tip. The laser pre-heating 
temperature is measured through the thermal couples and averaged to 850℃. Six sets of 
experiments are conducted as shown in Figure 32. For experiments A1 to A3, the feed rate 
is 100mm/min with axial depth of cut of 0.1mm, 0.15mm, and 0.2mm. Experiments B1 to 
B3 have same distribution of preset axial depth of milling but with a feed rate of 
150mm/min. The laser beam and milling tool move in direct direction in each slot with a 
total length of 63mm. The surface roughness is measured by Mitutoyo SJ-410 shown in 
Figure 33. It has a measuring range of 8μm with high resolution of 0.0001μm. For each 
machined surface, the measurements are repeated at three points P1, P2, and P3 shown in 
Figure 32, where P1 is at the beginning of milling path, P2 is in the middle, P3 is near the 
end of path. Due to the instability of laser-assisted milling, same experiments are repeated 
on three identical workpieces for credibility. The conventional milling is conducted under 
the same cutting parameters for comparison. For each laser-assisted milling condition, the 
experiment is repeated twice under the same cutting parameters, except for A1, five times, 
and B3, three times, since the initial measurements have large deviations in these two 
groups. An additional set of experiments A4 with feed rate of 100mm/min and preset axial 
depth of cut of 0.3mm are conducted only in laser-assisted milling as supplement. After the 
elimination of deviated values, the total number of measurements from each group is listed 
in Table 11. 
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Table 10 The mechanical and thermal properties of Inconel 718 and tungsten 
carbide 
Properties  Inconel 718 Tungsten carbide 
Young’s modulus -74.35T + 214790  MPa 
560000 MPa 
Poisson’s ratio 0.3 0.3 
Thermal expansion 10-5 e0.0004T  /℃  
Thermal conductivity 11.367 e0.0009T W/m ∙ k 
84.02 W/m ∙ k 
Heat capacity 418.63 e0.0433T J/(Kg·℃) 
500 J/(Kg·℃) 
Emissivity 0.8  
Density 8.19 g/cm3 15.8 g/cm3 
 
Table 11 Experimental cutting parameters 

































A2 0.15 3 6 
A3 0.2 2 6 
A4 




B2 0.15 2 5 
B3 0.2 3 8 
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(a)                                                                         (b) 
Figure 32 (a) Schematic plot of six sets of experiments conducted on one Inconel 718 
workpiece (b) Actual workpiece after laser-assisted milling with an overall 
dimension of 12cm×18cm×15mm  
 





Due to the tool vibration and elongation of tool under temperature rise, the actual 
axial depth of cut is off from the preset value in some measurements. Therefore, the actual 
axial depth of cut is also measured for all experiments by Mitutoyo 1μm dial test indicator. 
Based on the tests in proposed analytical model, surface roughness is not sensitive to axial 
depth of milling with variance less than 1%. Therefore, all experiments are divided into 
four groups for comparison. Group A has experiments with feed rate of 100 mm/min, while 
group B has experiments with feed rate of 150 mm/min. All experimental measurements as 
well as average surface roughness in both conventional and laser-assisted milling are 
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Figure 34 Experimental measurements of surface roughness (a) Scattered plot of all 
measurements (b) Average surface roughness in each group with error bar 
representing 95% confidence intervals 
Five revolutions of milling process are simulated in the proposed analytical model. 
When the feed rate is 100mm/min, the resultant tool profile in light line and machined 
surface profile in dark line are shown in both conventional and laser-assisted milling in 
Figure 35. It shows that the elastic recovery takes place during conventional milling 
process, while the same effect is almost invisible in laser-assisted milling. The difference 
results in a larger surface roughness of 0.1725μm in conventional milling and a better 



























Figure 35 Analytical prediction of machined surface profile when feed rate is 
100mm/min for (a) conventional milling and (b) laser-assisted milling 
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When the feed rate is 150mm/min, the resultant tool profile in light line and machined 
surface profile in dark line are shown in both conventional and laser-assisted milling in 
Figure 36. Because tool moves fast in feed direction, there is a large gap between tool 
profiles in two revolutions, which results in a larger surface roughness. The elastic recovery 
effect is still visible in conventional milling, which is less obvious than that of the previous 
case, and it also shows minor effect for laser-assisted milling. The surface roughness for 






Figure 36 Analytical prediction of machined surface profile when feed rate is 
150mm/min for (a) conventional milling and (b) laser-assisted milling 
The comparison between experimental measurements and analytical predictions is 
shown in Table 12. The resultant surface roughness from experiments is the average of all 
measurements from Figure 34(a) in each group. The proposed model is accurate with 
maximum error less than 27%, and the prediction is more accurate in lower feed rate case 
with errors less than 3%. The softening effect of laser normally leads to better surface 
finish. However, when the tool is moving faster in feed direction, the tool vibration and the 
elongation of tool under temperature rise due to laser will harm the quality of surface finish 
as indicated in the experimental measurements in Table 12. 
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Table 12 Comparison of surface roughness 






Conventional Milling with 
100mm/min of feed rate 
0.1729 0.1725 0.22 
Conventional Milling with 
150mm/min of feed rate 
0.2199 0.2788 26.80 
Laser-assisted Milling with 
100mm/min of feed rate 
0.1569 0.1523 2.91 
Laser-assisted Milling with 
150mm/min of feed rate 
0.2254 0.2715 20.47 
In order to demonstrate the accuracy of proposed model, the standard deviation of 
surface roughness in each category is calculated and compared with standard error of the 
mean listed in Table 12. For the laser-assisted milling, the standard deviation is 6.99% and 
the error is 2.91% when feed rate is 100mm/min, 8.38% of standard deviation and 20.47% 
of error when feed rate is 150mm/min. For the conventional milling, the standard deviation 
is 5.86% and the error is 0.22% when feed rate is 100mm/min, 5.75% of standard deviation 
and 26.80% of error when feed rate is 150mm/min. The deviations in low feed rate groups 
are less than the differences between experimental measurements and analytical 
predictions, which means that the proposed model is accurate enough that the error of 
predicted value is less than deviation from repeated measurements. While the accuracy of 
the model needs improvement when the feed rate is high, by considering the more 
significant tool vibration effect. 
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3.6 Conclusion 
In CHAPTER 3, the forward problem methodology is presented for force, 
temperature, residual stress, tool wear, and surface roughness prediction in laser-assisted 
milling. The 3D oblique milling configuration is transferred to equivalent orthogonal 
cutting configuration through the chip flow model. Then the forces are calculated using 
classic Oxley’s contact mechanics theory and back to 3D. Due to the temperature during 
laser-assisted milling, only the grain growth needs to be considered without phase change. 
The Hall-Petch equation is used to define a modified Johnson-Cook model parameter. And 
JMAK model is used to predict grain size during DRx. Five experiments are conducted 
through the single beam coaxial laser-assisted milling spindle. Periodic force signals are 
collected in each direction and noise signal is filtered. Data around biggest peak is averaged 
as experiment measurements. And analytical results from both models with and without 
recrystallization are provided. Overall, the proposed model provides more accurate results 
in Fx and Fz prediction. The maximum error is reduced to less than 20%. 
For temperature prediction, the laser preheating temperature field is predicted in 
cutting and depth directions. The top surface is predicted first by considering the heat 
generation from laser and convection. The heat generation rate is described by Gaussian 
equation. Within the material, heat conduction is considered with isothermal boundary 
conditions at side and bottom surfaces. The machining temperature is considered by 
transferring the milling configuration to orthogonal cutting at each instance. The shearing 
heat source and secondary rubbing heat source are included for machining temperature 
prediction. The heat source is calculated from the cutting or ploughing forces, and a mirror 
heat source method is applied to predict temperature rise through integration. The proposed 
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model is validated through experimental measurements on Si3N4 and Ti-6Al-4V. The 
following conclusions are summarized: 
• The machining induced temperature rise is negligible comparing to laser preheating 
temperature under certain combination of material and process parameters. The 
temperature will then only depend on laser configuration which increases with a 
larger laser power or a smaller laser spot diameter. 
• The machining induced temperature rise cannot be ignored under certain cases 
especially at the cutting zone, when the laser power is low or the laser-cutter 
allowance is large. 
• The proposed predictive model matches the experimental measurements with less 
than 7.1% difference at the laser spot and 5.2% difference in front of the cutting zone. 
A good agreement is also found between the profiles of temperature distribution from 
experiments and the predictive model. 
The residual stress is predicted through the calculation of elastic stress distribution 
in loading process, actual stress with kinematic hardening, and the stress change during 
relaxation. The proposed model is also validated through experimental measurements on 
the laser-assisted milling of Si3N4 and Ti-6Al-4V. The following conclusions are 
summarized: 
• With the increase of laser power, the increased temperature around the shear zone 
will soften the material, which leads to less compressive residual stress at surface. 
• The conventional milling only has machining induced temperature rise, which 
hardens the material more than laser-assisted milling, and the residual stress profiles 
are more compressive. 
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• The proposed predictive model matches the trends of experimental measurements 
with agreement to an average error less than 30% in all cases. 
For tool flank wear, the flow stress is related to the flank shear stress component 
according to Waldorf’s worn tool force model. The effective force due to flank wear is then 
calculated by integrating the stress component along the chip cross section and wear land. 
The average stress on tool-workpiece interface due to flank wear is calculated based on the 
effective force and contact area. The average temperature along the interface is derived 
through imaginary heat source method with secondary and rubbing heat sources 
considered. The flank wear rate prediction considers abrasion, adhesion, and diffusion. The 
proposed model is validated through experimental measurements on the laser-assisted 
milling of K24 nickel-based superalloy, and a sensitivity analysis is conducted. The 
following conclusions are summarized: 
• The proposed predictive model is able to match the wear progressions during steady 
state wear region in less than two minutes with high accuracy of 6.48% error in 
average. 
• Cutting speed has the most significant influence on tool life, followed by feed rate 
and axial depth of milling. 
• Either the laser parameter being too large or too small will harm the tool life. 
Optimum laser parameters will significantly reduce the tool wear rate. 
For surface roughness, the actual tool trajectory is first predicted with the 
consideration of overall tool movement, elastic deformation of tool, and the tool tip profile. 
The tool movements include the translation in feed direction and the rotation along its axis. 
The elastic deformation is calculated based on the previously established milling force 
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prediction model. The tool tip profile is predicted based on the tool tip radius and angle. 
The ideal machined surface profile is the same as the tool trajectory. However, since the 
actual cutting thickness is smaller than the minimum cutting thickness at some locations, 
ploughing occurs in place of chip flow. The elastic recovery is considered through the 
comparison between the minimum thickness and actual cutting thickness. Experiments are 
conducted in both conventional and laser-assisted milling under seven different sets of 
cutting parameters. Since surface roughness is not sensitive to axial depth of milling, the 
measurements are classified based on feed rate. Through the comparison between the 
analytical predictions and experimental measurements, the following conclusions are 
summarized 
• Feed rate has critical influence on the surface roughness, while axial depth of 
milling has minor effect.  
• The laser-assisted milling achieves better surface finish. However, when the tool 
moves faster in feed direction, the tool vibration and the elongation of tool under 
temperature rise due to laser will harm the quality of surface finish. 
• The proposed model has high accuracy with maximum error less than 27%, and it 
is more accurate for lower feed rate with error less than 3%, since there is less tool 
vibration. 
The proposed analytical models in this chapter are valuable for providing a fast, 
credible, and physics-based method for the prediction of five target performances in laser-
assisted milling of various materials. 
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CHAPTER 4. INVERSE PROBLEM METHODOLOGY IN 
LASER-ASSISTED MILLING  
4.1 Performance driven optimization 
The Kalman filter is a popular iterative gradient search method in inverse analysis 
method to meet the requirement of target performance through identification of process 
parameters. The proposed iterative gradient search method matches milling force, residual 
stress, surface roughness, and tool life in laser-assisted milling by determining several 
cutting and laser parameters. For example, tool life is decided as the cutting time when the 
flank wear limit of the tool is reached. Optimal combination of three cutting parameters 
including depth of cut da, feed per tooth fz, and cutting speed Vr, and two laser parameters 
including laser-tool distance L and laser power P is searched to meet the tool life 
requirement. Laser power P is considered as the total input power Q in Equation (17). The 
process parameters after nth loop are represented as a vector of 
 ( , , , , )n n n n n Tn a z rX d f V L P=  (64) 
The very first process parameters vector 0X is based on the initial guesses. The 
process parameters are updated following 
 exp1 ( )
n
n n n tool toolX X K T T+ = + −  (65) 
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where exptoolT is the measured tool life from experiments, nX and 1nX + are the process 
parameters in current and next iteration, ntoolT is the tool life calculated based on nX , and nK
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is the derivative matrix capturing 
the gradients of ntoolT with respect to the each process parameter. The initial differences 0X∆
and 0toolT∆ are assumed to be equal to 0X and
0
toolT . nR is the error covariance matrix defined 
as 
 ( )2expn toolR T=  (67) 
The derivative matrix is calculated as 
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 (68) 
All parameters in first loop are assumed to be zero, and the initial simulation 
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where ad∆ , zf∆ , rV∆ , L∆ , and P∆ are the expected variance ranges of each process 
parameter. The simulation covariance matrix is updated as 
 11 1 1 1
1 1 1 1
1 1 1 1
T Tn n n n
tool tool tool tool
n n n n n n
n n n n
T T T TP P P P R P
X X X X
−
− − − −
− − − −
− − − −
    ∆ ∆ ∆ ∆ = − + ×    ∆ ∆ ∆ ∆    
 (70) 
Both forward and inverse problems are solved analytically and combined in the one 
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4.2 Milling force 
Force signals were collected under four different cutting conditions as in 3.1.3. The 
five process parameters were feed rate, axial depth of milling, laser preheating temperature, 
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Evaluate the initial simulation covariance matrix 
0P (Equation 69) 
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Figure 37 Flow chart of the inverse analysis process 
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spindle speed, and cutter rake angle. For the experiments, the laser preheating temperature 
was average to 850 ℃, the spindle speed was set to 3000 rpm, the cutter rake angle was 
35°, and the feed rate and axial depth of milling varied according to Table 13. The initial 
guesses of 1X were based on the experiment values. In each loop, both direct and inverse 
analyses were conducted once, and the resultant force predicted was compared to the 
experimental measurement. The final process parameters predicted are listed in Table 14, 
and the resultant forces as well as the percentage errors are listed in Table 15. 
Table 13 Cutting parameters of experiments 
Experiment number Feed rate (mm/min) Axial depth of 
milling(mm) 
1 200 0.1 
2 200 0.2 
3 300 0.1 
4 300 0.15 




















solution 3.908159 0.112568 1041.519 3254.728 39.063 
Experiment 3.33 0.1 850 3000 35 
2 
Optimal 
solution 4.536662 0.158558 1196.044 3902.204 47.23546 
Experiment 3.33 0.2 850 3000 35 
3 
Optimal 
solution 5.627785 0.105203 957.1991 3365.233 39.06187 
Optimal 
solution 5.172909 0.141804 880.8117 3069.678 35.21963 
Experiment 5 0.1 850 3000 35 
4 
Optimal 
solution 6.819174 0.210865 1158.594 4107.516 48.19985 
Experiment 5 0.15 850 3000 35 
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1 200 0.1 18.00968 17.69383 1.753 
2 200 0.2 23.54006 21.8458 7.19716 
3 300 0.1 19.75426 19.02617 0.03686 
4 300 0.15 35.36364 35.375633 0.0339 
For the 1st experiment, the feed rate was 200 mm/min, and the axial depth of milling 
was 0.1 mm. The resultant force measured from experiment was 18.01 N. The initial guess 
was [ ]1 3,0.08,800,2500,30
TX = and the optimal solution was 17.694 N at loop #81. From 
Figure 38, it could be seen that the resultant force from inverse analysis was oscillating 
around 6 N for the first 50 loops, and then it found the right direction, jumped to over 14 
N, and got closer to the experimental measurement loop by loop. 
 
Figure 38 Resultant forces from experiment and inverse analysis under a feed rate 
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For the 2nd experiment, the feed rate was 200 mm/min, and the axial depth of milling 
was 0.2 mm. The resultant force measured from experiment was 23.54 N. The initial guess 
was [ ]1 3.7,0.1,1000,3200,38
TX = and the optimal solution was 21.846 N at loop #38. 
Because of a better initial guess, the optimal solution was found with a less number of 
loops. The resultant force from inverse analysis increased rapidly for the first five loops 
and got slowly closer to the experimental measurement as shown in Figure 39. 
 
Figure 39 Resultant forces from experiment and inverse analysis under a feed rate 
of 200 mm/min, an axial depth of milling of 0.2mm 
For the 3nd experiment, the feed rate was 300 mm/min, and the axial depth of milling 
was 0.1 mm. The resultant force measured from experiment was 19.75 N. The initial guess 
was [ ]1 5,0.15,850,3000,35
TX = . The optimal solution was 19.03 N at loop #500. From 
Figure 40, the predicted force went to the wrong direction two or three times during the 
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Figure 40 Resultant forces from experiment and inverse analysis under a feed rate 
of 300mm/min, an axial depth of milling of 0.1mm 
For the 4th experiment, the feed rate was 300 mm/min, and the axial depth of milling 
was 0.15 mm. The resultant force measured from experiment was 35.36 N. The initial guess 
was [ ]1 5,0.15,850,3000,35
TX = and the optimal solution was 35.38 N at loop #14. As 
shown in Figure 41, the force predicted from inverse analysis was able to catch the 
experimental measurement in the first three loops. Then it was looking for the optimal 
solution around the reference value and found a good agreement in 15 loops. 
 
Figure 41 Resultant forces from experiment and inverse analysis under a feed rate 
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4.3 Residual stress 
Depth of cut da, feed per tooth fz, cutting speed Vr, laser-tool distance L, and laser 
power P are updated to match the residual stress measurements from 3.3.3.2. For Ti-6Al-
4V grade 5, the measured mean residual stress as well as prediction from inverse analysis 
in laser-assisted milling are shown in Figure 42. Measurements are collected every 50µm 
up to 200µm depth and averaged for mean residual stress. The initial guesses for inverse 
analysis are cutting depth of 1mm, feed per tooth of 0.22mm/s, cutting speed of 2.75m/s, 
laser-tool distance of 7.7mm, and laser power of 1034W. In machining direction, the mean 
residual stress from experiments is 191MPa in compression, and the prediction through 
inverse analysis is -182.72MPa. A close match is found after 44 iterations with a 
percentage difference of 4.33% as listed in Table 16. In feed direction, the mean residual 
stress from experiments is 130.2MPa in compression, and the prediction through inverse 
analysis is -132.80MPa with a percentage difference of 1.99%. The process parameters in 
final iteration are cutting depth of 0.79mm, feed per tooth of 0.11mm/s, cutting speed of 
1.62m/s, laser-tool distance of 6.03mm, and laser power of 816.6W. As observed in Figure 
42, the proposed algorithm is able to jump out of local extreme several times throughout 
the inverse analysis until the stopping criteria are reached. 
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Table 16 Comparison of mean residual stress between experimental measurements 
and predictions through inverse analysis 
 Ti-6Al-4V Grade 5 








Machining direction -191 -182.72 4.33 
Feed direction -130.2 -132.80 1.99 
 Ti-6Al-4V ELI 








Machining direction -175  -171.50 2.00 
Feed direction -143.5  -146.68 2.21 
The measured mean residual stress as well as prediction from inverse analysis in 
laser-assisted milling of Ti-6Al-4V ELI are shown in Figure 43. The initial guesses for 
inverse analysis are cutting depth of 1mm, feed per tooth of 0.1mm/s, cutting speed of 
Figure 42 Estimation of mean residual stress via inverse analysis on Ti-6Al-4V grade 5 
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1.25m/s, laser-tool distance of 3.5mm, and laser power of 70W. In machining direction, the 
mean residual stress from experiments is 175MPa in compression, and the prediction 
through inverse analysis is -171.5MPa. A close match is found after 27 iterations with a 
percentage difference of 2% as listed in Table 16. In feed direction, the mean residual stress 
from experiments is 143.5MPa in compression, and the prediction through inverse analysis 
is -146.68MPa with a percentage difference of 2.21%. The process parameters in final 
iteration are cutting depth of 0.51mm, feed per tooth of 0.06mm/s, cutting speed of 0.74m/s, 
laser-tool distance of 1.78mm, and laser power of 237.37W. Again, the proposed inverse 
analysis method is able to reach both high computational efficiency and accuracy. 
When comparing the process parameters in final loop to initial guesses and 
experimental values, it is observed that although the process parameters are relatively close 
to initial guesses, they may be very different than experimental process parameters since 
the mean residual stress solutions may not be unique. In addition, the model-predicted 
residual stresses under experimental process parameters have been calculated by solving 
Figure 43 Estimation of mean residual stress via inverse analysis on Ti-6Al-4V ELI 
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forward problem only [139] as in 3.3.3.2. The percentage errors for Ti-6Al-4V grade 5 and 
ELI are higher than 10% in both directions, which also indicates that the proposed inverse 
analysis method is highly accurate as the errors are mainly from the forward model. 
4.4 Tool life 
Based on the experimental measurements from 3.4.4 and summarized in Table 17, 
inverse analysis is conducted through iterative gradient search of five process parameters 
including depth of cut da, feed per tooth fz, cutting speed Vr, laser-tool distance L, and laser 
power P, to match the recorded tool life. Different initial guesses of 0X are made in order 
to check the adaptability of proposed model. The time interval ∆𝑡𝑡 is 0.25min for laser-
assisted milling and 0.5min for conventional milling, and the average computation time is 
90 to 110s per iteration. The process parameters in first and last iterations and comparison 
of tool life between experiments and inverse analysis are presented in Table 18. The 
predicted tool life in inverse analysis changes over iterations for laser-assisted milling is 
shown in Figure 44. 
Table 17 Measured flank tool wear and tool life 
 
Flank tool wear at the 
beginning of steady 
wear region (µm) 
Cutting time at the 
beginning of steady 
wear region (min) 
Flank tool 









A 150 7.25 325 32 
Tool 
B 160 7.25 310 26 
Tool 





A 150 3 350 20 
Tool 
B 180 3 460 16.5 
Tool 
C 240 3 425 16.5 
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Figure 44 The comparison of tool life in laser-assisted milling of (a) tool A, (b) tool 




























































As shown in Table 17, the cutting time is shorter for conventional milling when the 
break-in period is complete with higher flank tool wear for tool B and tool C. The tool life 
is extended for all three tools when the laser is applied. For tool A, the flank wear increases 
from 150µm to 325µm in laser-assisted milling and from 150µm to 350µm in conventional 
milling. As shown in Figure 44(a), the predicted tool life based on initial guess has almost 
60% error, while the error is reduced to less than 4% after five iterations and 533s 
computational time. All process parameters are changed within 7% of initial guesses which 
indicates that the algorithm is able to find a close match of target performance with process 
parameters around initial guesses. Three cutting parameters have same level of significance 
to tool life by changing around 6% over five iterations, while laser power has more 
significant influence of 6% change from 593 to 557W than laser-tool distance with 4% 
change, as shown in Figure 45(a). For conventional milling presented in Table 18, a close 
















































Figure 45 The update of depth of cut, feed rate, cutting speed, laser-tool distance, 
and laser power over iterations in laser-assisted milling of (a) tool A, (b) tool B, and 





































































For tool B, the flank wear increases from 160µm to 310µm in laser-assisted milling 
and from 180µm to 460µm in conventional milling. As shown in Figure 44(b), the predicted 
tool life has 16.35% initial error, which is reduced to 4.81% after six iterations and 504s 
computational time. All process parameters are changed within 4% of initial guesses. In 
addition, laser power has more significant influence of 3.5% change comparing to laser-
tool distance of 1.8% change from 2.9 to 2.848mm, as shown in Figure 45(b). The error 
also decreases from 30% to 18% in conventional milling. For tool C, the flank wear 
increases from 140µm to 330µm in laser-assisted milling and from 240µm to 425µm in 
conventional milling. As shown in Figure 44(c), the error of predicted tool life decreases 
from 45% to 6.7% after four iterations and 359s computational time. Again, the change of 
laser-tool distance is 3.5% between initial and final guesses, which is less significant than 
the 5.4% drop of laser power, as shown in Figure 45(c). For conventional milling, the error 
drops dramatically with the predicted tool life from 38.5 to 19min comparing with the 
measured 16.5min. 
According to the experimental measurements and predictions from inverse analysis, 
it is concluded that the use of laser significantly extend the tool life, and the proposed 
iterative gradient search method for inverse analysis is able to match the measured tool life 
with high computation efficiency less than 540s and high accuracy of less than 7% 
difference in laser-assisted milling and 20% in conventional milling. The error is higher 
for conventional milling mainly because the two fewer process parameters limit the 
efficiency of gradient search. However, with more process parameters introduced in 
inverse analysis, multiple solutions may become an issue as the predicted process 
parameters are near initial guesses as long as the stopping criterion is met, while there are 
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possibly other combinations of process parameters that can also satisfy the required tool 
life. In addition, three cutting parameters have equal influences on tool life, while laser 
power has more significant impact than laser-tool distance between two laser parameters.  
4.5 Surface roughness 
The experimental data for the surface roughness for four milling depths and two feed 
rates are from 3.5.2 and summarized in Table 19. The results show that, for laser-assisted 
milling, an increase in the feed rate increases the value of surface roughness. This 
phenomenon is related to the higher feed speeds that create a larger gap in tool profiles 
between two revolutions. There is no significant correlation between the surface roughness 
and milling depth.  
Table 19 Comparison between experimental measurement and inverse analysis of 
surface roughness 































A1 0.1822±0.1002 0.1827 0.296 
0.1660±0.0
137 0.1670 0.594 
A2 0.1592±0.0531 0.1576 1.023 
0.1100±0.0
377 0.1092 0.743 
A3 0.1667±0.0389 0.1676 0.566 
0.2370±0.0
792 0.2369 0.035 
A4 0.1857±0.0546 0.1847 0.524  
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B1 0.2229±0.0922 0.2239 0.434 
0.1610±0.0
259 0.1600 0.603 
B2 0.2987±0.0919 0.2988 0.040 
0.2950±0.0
558 0.2954 0.124 
B3 0.2371±0.0576 0.2379 0.340 
0.2200±0.0
078 0.2194 0.267 
Table 19 also includes the predicted surface roughness and its percentage error. The 
algorithm predicts the surface roughness in laser-assisted milling on Inconel 718 from the 
estimation of feed per tooth, tool tip radius, minimum cutting thickness, and tool tip angle. 
The initial values of process parameters except t1 were from experimental configuration. 
The initial minimum cutting thickness t1 was assumed to be 0.4µm in experiments A1 to 
A4, and 0.2µm in experiments B1 to B3 when laser was on, and 0.7µm in all six 
experiments when laser was off [138]. The proposed variance-based recursive method 
matches the measurements perfectly in all cases with errors less than 1.1%. The algorithm 
is able to not only match the target performance, but also find the match within the certain 
ranges of process parameters. The average difference of process parameters is calculated 
between ( , , , )
n n n n T
n Z t min eX f r t α= used in experiments or theory and actual ( , , , )
n n n n T
n Z t min eX f r t α= in final 
iteration of the inverse analysis model. The difference is less than 5% for all cases, and the 
selection process is done in 50 loops within a minute. Measurement in experiment A2 is 
the only target performance not matched by exp 0.001nR RRa Ra mµ− <  due to the large gap 
between target and initial guess. Alternative initial simulation covariance matrix 0P in 
Equation (69) with larger expected variance range of eα and smaller expected variance 
range of tr was applied to give a close match of 0.1594µm with an error of 0.137%. But the 
average difference of process parameters increased to 8.62%. The previous 0P was chosen 
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to avoid multiple solution issue. Overall, the proposed inverse analysis model is able to 
find the optimal combination of process parameters around the experimental settings to 
match the measured surface roughness with high accuracy within short computation time. 
4.6 Conclusion 
In CHAPTER 4, the inverse problem methodology is presented for force, residual 
stress, tool life, and surface roughness prediction in laser-assisted milling. The variance-
based recursive method is applied to solve inverse problem and update process parameters 
to match the measurements. The following conclusions are summarized: 
• For milling force, the proposed inverse analysis method is able to guide the process 
parameters and find an optimal solution in all experimentally validated cases with a 
maximum error between predicted forces and experimental measurements less than 
8% 
• For residual stress, the percentage difference between experiments and predictions 
is less than 5%, and the process is completed within 50 loops. 
• For tool life, the proposed predictive model is able to match the measured tool life 
with high accuracy of less than 7% difference in laser-assisted milling and 20% in 
conventional milling, and high computation efficiency less than 540s. Depth of cut, 
feed per tooth, and cutting speed have equal influences on tool life, while laser 
power has more significant impact than laser-tool distance between two laser 
parameters, as the change of laser power is 1.7 to 2% more over the iterations. 
• For surface roughness, the proposed model has high accuracy with average error 
less than 0.5%, and the average difference of process parameters is less than 5%. 
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The proposed inverse analysis model is adaptive to different initial guesses and 
measurements, highly accurate, and computationally efficient. The proposed method is 
valuable in terms of providing a fast, accurate and reliable reference for the selection of 
process parameters under certain performance requirements. 
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CHAPTER 5. FORWARD PROBLEM METHODOLOGY IN 
ULTRASONIC VIBRATION-ASSISTED MILLING 
5.1 Tool-workpiece separation criteria 
As shown in Figure 1, the tool-workpiece separation criteria are first checked in 
forward problem methodology. Kinematical analysis is conducted to calculate the exact 
trajectory of tool center as well as tip under ultrasonic vibration, tool rotation, and feed 
movement. According to the coordinate system in Figure 46, when the initial tool center 
position is chosen as origin, the tool center is described as a function of time as 
 ( ) sin( )x x x fx t A t V tω θ= + −  
( ) sin( )y y yy t A tω θ= +  
( ) sin( )a z z zz t d A tω θ= + +  
(71) 
where Vf  is the feed rate, da is axial depth of milling, xω , yω , and zω  are the angular 
ultrasonic vibration frequency, xθ , yθ , and zθ are the phase angle, xA , yA , and zA are the 




Figure 46 Coordinate system of cutting tool and workpiece 
The tool center velocity is then calculated based on the derivative of Equation (71) 
as 
 ( ) cos( )x x x x fx t A t Vω ω θ′ = + −  
( ) cos( )y y y yy t A tω ω θ′ = +  
( ) cos( )z z z zz t A tω ω θ′ = +  
(72) 
In addition, 
 ( ) cos( ) cos( )x x x x x f r rV t A t V Vω ω θ φ= + − −  
( ) cos( ) sin( )y y y y y r rV t A t Vω ω θ φ= + +  
(73) 
describe the velocity of tool tip. Vr is the rotation speed dependent on spindle rotation 
frequency and cutter size, and rφ is rotation angle. 
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There are three types of tool-workpiece separation criteria that decide whether there 
is contact between tool and workpiece at the instant. The first two types are described by 
Equations (71)-(73). Type I criterion is satisfied when the cutting direction component of 
the relative velocity between tool and workpiece is opposite to the tool rotation direction 
[49, 100]. As shown in Figure 47(a), cos( ) sin( )n x r y rV V Vφ φ= − + is the resultant cutting 
speed based on Equation (73), while ( )ulV z t′= is the ultrasonic vibration velocity in axial 
direction, β is the helix angle. In Figure 47(b), the component along the transverse direction 
decides the type I intermittent effect at it is perpendicular to the uncut surface. When this 
component is negative, which is oppose to the tool rotation direction, there is no contact 
between tool and workpiece as described by 
Type I criterion cos( ) sin( ) 0n ulV Vβ β− <  (74) 
 
(a)                                                                      (b) 
Figure 47 Velocity at the tool tip due to tool rotation and ultrasonic vibration: (a) 
representation of Vn and Vul at the cutting tip (b) resolved component at the tip 
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Type II criterion decides whether vibration displacement in the instantaneous cutting 
thickness direction (i.e., tool radial direction) is larger than the instantaneous uncut chip 
thickness. If the tool center is at a position where it is further away from the workpiece 
comparing to the initial position, tool and workpiece are separated even though Type I 
criterion is not satisfied. The criterion is mathematically expressed as 
Type II criterion 
,( )sin( ) ( ) cos( )r r UVA radialx t y t tφ φ+ >   (75) 
Type III criterion happens when the current tool path with vibration assistance 
overlaps in some regions with the surface contour left by previous cutting path(s). As 
shown in Figure 48(a), in conventional milling, the chip is continuous and has large 
thickness. While in ultrasonic vibration-assisted milling, much smaller and shorter chips 
are produced because of the overlaps between cutting paths as shown in Figure 48(b). 
Therefore, the chip thickness is recalculated considering the extra displacement from 
previous cutting path due to vibration as 
Type III 
criterion 
, max ( sin( )sin( ) cos( )sin( )),0UVA radial c x r x x y r y yt t A t A tφ ω θ φ ω θ = − + + +   (76) 




(a)                                                                (b) 
Figure 48 Difference of chip thickness affecting cutting force reduction in (a) 
conventional and (b) vibration-assisted milling 
Therefore, before the prediction of force, temperature, residual stress, tool wear rate, 
and surface roughness, the tool center trajectory is predicted, and the tool-workpiece 
separation criteria are checked. If there is no contact, the machining force, temperature rise, 
and tool wear rate are zero. If there is contact, the corresponding parameters are calculated 
based on instantaneous axial depth of milling ( )z t , instantaneous feed rate ( )x t′ , and 
rotation speed rV following the method introduced in CHAPTER 3. 
5.2 Milling force 
5.2.1 Experimental validation and results 
The proposed predictive force model in ultrasonic vibration-assisted milling is 
validated through comparison to experimental measurements on Aluminum alloy 2A12 
[140, 141]. The experiments are performed on five-axis high-speed CNC machining center. 
The ultrasonic generator and vibrator convert high-frequency oscillation electric energy 
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into workpiece vibration along the feed direction. The dynamic cutting force signals are 
gathered through dynamometer. The cutting tool is a two-flute end mill made of cemented 
carbide. The diameter is 2 mm, and the helix angle is 30°. The feed per tooth is 3 µm, the 
spindle rotation frequency is 1,000 r/min, and the axial depth of milling is 0.2 mm. For 
ultrasonic vibration, the vibration frequency is 19.58 kHz, and four slot-milling 
experiments are conducted with vibration amplitude of 0 (conventional milling), 4, 6, and 
8 μm, respectively. 
The machining forces in feed and cutting directions are calculated in analytical model 
between a rotation angle of 0° and 180°. If the tool-workpiece separation criterion is met, 
both forces are recorded as zero. Otherwise, the forces are calculated based on 
methodology described in section two. The original predicted force profiles are shown in 
Figure 49 with ten data points within one ultrasonic vibration period. The number of force 
data points predicted is later reduced to accommodate the number of measurements limited 
by the sampling frequency of dynamometer. The values of the parameters (A, B, C, m, and 
n) for the Aluminum alloy are 243.0, 618.8, 0.01, 1.6, and 0.2, respectively [142]. Figure 
50 shows single-sided amplitude spectrums of measured as well as predicted Fx and Fy 
when vibration amplitude is 8 μm in half cutting cycle. The sampling frequency is 1,750 
Hz for dynamometer. The fast Fourier transform of both experimental and predicted data 
shows presence of vibration around 1,750 Hz due to intermittent cutting effect under the 
sampling frequency. Another peak is observed at 0 Hz occurring due to tool engagement. 
The predicted spectrums in Figure 50(b) and (d) have more low frequency components 
since forces are considered zero when there is no contact between tool and workpiece, 
while measured force signals still have nonzero values at valleys. In addition, measured 
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spectrums in Figure 50(a) and (c) have more high frequency components as a result of 
noise such as tool chatter. Overall, the predicted force amplitude spectrums have good 





Figure 49 Predicted force profiles of (a) Fx and (b) Fy when vibration amplitude is 8 






  (b) 
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  (c) 
 
 
      (d) 
Figure 50 Comparison of single-sided amplitude spectrum of Fx between (a) 
experiment and (b) predictive model, Fy between (c) experiment and (d) predictive 
model, during ultrasonic vibration-assisted milling with 8 µm amplitude [141] 
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Figure 51 shows the average cutting forces from experiments and predictive model 
under four different vibration amplitudes. The average forces are 1.93 and 1.7 N for 
conventional milling in feed and cutting directions. With a vibration amplitude of 4 µm, 
the average forces in two directions are 1.17 and 1.1 N, respectively. The average values 
decrease by 39% in feed direction and 35% in cutting direction when the ultrasonic 
vibration is applied. In addition, the measured forces keep dropping gradually when the 
amplitude increases, since the tool-workpiece separation time is longer under higher 
vibration amplitude. The drop rate is approximately a constant as the average forces 
decrease linearly. The feed force is changing from 1.17 to 1.09 followed by 1.05 N as 
ultrasonic vibration amplitude increases from 4 to 6 and 8 µm. Similarly, the cutting force 
is changing from 1.1 to 1.05 followed by 0.98 N as ultrasonic vibration amplitude increases 
from 4 to 6 and 8 µm. 
 































The predicted average forces are plotted as dashed lines in Figure 51. For 
conventional milling, both predicted forces are higher than measurements. In feed 
direction, the predicted value is 2.01 N which is 4.15% higher. In cutting direction, the 
prediction is 2.14 N and the error is 25.88% which is acceptable comparing with previous 
established conventional milling force predictive model [126]. When the ultrasonic 
vibration is applied, the average values decrease by 50% in feed direction and 35% in 
cutting direction. The feed force is changing from 1.01 to 0.96 followed by 0.79 N as 
ultrasonic vibration amplitude increases from 4 to 6 and 8 µm. Similarly, the cutting force 
is changing from 1.39 to 1.07 followed by 0.97 N as ultrasonic vibration amplitude 
increases from 4 to 6 and 8 µm. The maximum error in all cases is less than 27%. Overall, 
the proposed force prediction model is able to match the trend with average error of 13.6% 
in Fx and 13.8% in Fy. 
5.2.2 Sensitivity analysis 
In order to appreciate the proposed predictive model, sensitivity analysis is 
conducted to estimate average forces under the effects of different cutting and ultrasonic 
parameters including axial depth of milling, feed per tooth, ultrasonic frequency, and 
spindle rotation frequency. The ultrasonic vibration amplitude is fixed at 6 µm, and other 
parameters are the same as in 5.2.1. As shown in Figure 52(a), a higher axial depth of 
milling will significantly increase the milling forces in both directions. Fx and Fy are 
doubled from 0.96 and 1.07 N to 1.92 and 2.14 N when the axial depth of milling changes 
from 0.2 to 0.4 mm. The axial depth of milling decides the cutting width according to 
Equation (4). With the increase of cutting width, the contact area is also expanded resulting 
in higher forces under same flow stress. Similarly, a doubled feed per tooth from 3 to 6 µm 
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also approximately doubles Fx and Fy from 0.96 and 1.07 N to 1.88 and 2.20 N because of 
larger chip thickness according to Equation (1), as shown in Figure 52(b). On the other 
hand, when the ultrasonic vibration frequency increases, the cutting speed is higher, leading 
to decreased milling forces. Fx and Fy are 25.4% and 15.0% smaller when the ultrasonic 
vibration frequency increases by 28.6% as depicted in Figure 52(c). The spindle rotation 
frequency also decides cutting speed.  Fx and Fy are 28.7% and 13.2% smaller when the 
spindle rotation frequency increases by 250% as depicted in Figure 52(d). The results of 

























































Figure 52 The change of predicted forces under the effect of different cutting and 
vibration parameters (a) axial depth of milling (b) feed per tooth (c) ultrasonic 
frequency (d) spindle rotation frequency  
5.3 Temperature 
5.3.1 Experimental validation and results 
The proposed predictive temperature model in ultrasonic vibration-assisted milling 
is validated through comparison to experimental measurements on Al 6063 alloy [143]. 
The experiments are conducted on a CNC milling machine. The electric energy with high-
frequency oscillation is converted into vibration of milling tool along the axial direction. 


















































milling tool is used with a diameter of 3 mm, a rake angle of 10°, and a helix angle of 30°. 
The vibration frequency 0f is 20 kHz for all experiments. Several slot-milling experiments 
are conducted under three levels of spindle rotation frequency (1590, 2650, and 3710 rpm), 
axial depth of milling (0.4, 0.8, and 1.2 mm), feed per tooth (0.01, 0.02, and 0.03 mm), and 
ultrasonic vibration amplitude (9, 15, and 20 μm), as shown in Figure 53. 
 
Figure 53 Schematic of slot-milling process 
The peak temperature is recorded in analytical model at a rotation angle of 90°. If 
any tool-workpiece separation criterion is met, milling forces are zero, and no heat source 
will be present to raise the temperature. Otherwise, the temperature field is calculated based 
on methodology described in 3.2.2. The overall flow chart of predictive model is shown in 
Figure 54. The average forces within one ultrasonic vibration period around 90° rotation 
angle are used to calculate the temperature. Figure 55 shows the predicted temperature field 
under three different spindle rotation frequency, under an axial depth of milling of 0.8 mm, 
a feed per tooth of 0.02 mm, and an ultrasonic vibration amplitude of 15 μm. The peak 
temperature is recorded right in front of the tool tip and drops quickly to initial temperature 
for uncut workpiece surface. The machined workpiece surface remains high temperature 
due to rubbing heat source at tool-workpiece interface. It is observed from Figure 55(a) to 
(c) that the increased spindle rotation frequency will increase the peak temperature as the 
increased cutting speed will lead to higher heat source density as seen in Equations (20) 
and (22).  
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Figure 54 Overall flow chart of predictive model for temperature in ultrasonic 
vibration-assisted milling 
Input: 
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  (b) 
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  (c) 
Figure 55 Predicted temperature field during ultrasonic vibration-assisted (UVA) 
milling at spindle rotation frequency of (a) 1590 rpm, (b) 2650 rpm, and (c) 3710 
rpm 
Figure 56 shows the comparison of peak temperature between experiments and 
predictive model under various cutting and vibration parameters. In Figure 56(a), the 
predicted highest temperatures based on Figure 55 are 39.4, 42.6, and 45.0 ℃, under 
spindle rotation frequency of 1590, 2650, and 3710 rpm, respectively. The corresponding 
measured temperatures are 40.3, 43, and 44.5 ℃. A close match is found with maximum 
error of 2.36% and average error of 1.46%. In Figure 56(b), three temperatures are 
measured at increasing axial depth of milling under a spindle rotation frequency of 2650 
rpm, a feed per tooth of 0.02 mm, and an ultrasonic vibration amplitude of 15 μm. 
According to Equations (20) and (22), a larger axial depth of milling will increase both 
milling and plowing forces, which lead to higher heat source density. The analytical model 
is able to predict the peak temperature accurately with average error of 1.14% and 
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maximum error of 2.35%. As shown in Figure 56(c), similar to spindle rotation frequency, 
an increase of feed per tooth will also increase the cutting speed, which further results in 
higher heat source density. The measured temperatures are 41.6, 43, and 45.6 ℃ under 
feed per tooth of 0.01, 0.02, and 0.03 mm. The largest difference is found to be 5.22% 
between experiment and predictive model under high feed rate, while the average error is 
3.05%. Lastly, as shown in Figure 56(d), the measured temperature is 45.8 ℃ at low 
ultrasonic vibration amplitude of 9 µm. The temperature drops to 41.5 ℃ as the amplitude 
increases to 20 µm. Under higher vibration amplitude, there is a higher chance for Type I 
or II tool-workpiece separation criterion to be triggered. Therefore, the effective cutting 
time within one ultrasonic vibration period is shorter which leads to lower peak 
temperature. Again, the predictive model is able to catch this trend with largest error of 
3.49% and average error of 1.73%. Overall, the proposed temperature predictive model has 










































Figure 56 Comparison of peak temperature with different (a) spindle rotation 





























































































5.3.2 Sensitivity analysis 
In order to appreciate the proposed predictive model, sensitivity analysis is 
conducted to estimate peak temperature under the effects of different cutting and ultrasonic 
parameters including axial depth of milling, feed per tooth, spindle rotation frequency, 
ultrasonic vibration amplitude, and ultrasonic vibration frequency. All other parameters are 
the same as in Sec. three. As shown in Figure 57(a), a higher axial depth of milling from 
0.2 to 1.4 mm will increase the temperature from 41.7 to 43.5 ℃. Similarly, under a feed 
per tooth of 0.005 mm, the predicted temperature is 40.6 ℃, while a larger feed of 0.035 
mm per tooth results in higher temperature of 43.8 ℃, as shown in Figure 57(b). For axial 
depth of milling and feed per tooth, an increase of parameter by 700% will increase the 
temperature by 4.3% and 7.9%, respectively. Therefore, both factors have an approximate 
same levels of significance on temperature. In Figure 57(c), the spindle rotation frequency 
increases from 500 to 5000 rpm, and the temperature keeps increasing accordingly from 
35.1 to 47.7 ℃, which is more than 35%. The influence of spindle rotation frequency is 
therefore more dominant on temperature comparing to two previous cutting parameters, 
which is the same as in conventional milling [144]. For vibration parameters, higher 
ultrasonic vibration amplitude will continuously lead to lower temperature as depicted in 
Figure 57(d). For ultrasonic vibration frequency, higher frequency will increase the cutting 
speed but lower the cutting forces, which results in lower peak temperature for Al 6063 

















































































Figure 57 The change of predicted temperature under the effect of different cutting 
and vibration parameters (a) axial depth of milling, (b) feed per tooth, (c) spindle 
rotation frequency, (d) ultrasonic vibration amplitude, and (e) ultrasonic vibration 
frequency 
5.4 Residual stress 












































Ultrasonic vibration frequency (kHz)
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The proposed predictive residual stress model in ultrasonic vibration-assisted milling 
is validated through comparison to experimental measurements on AISI 316L alloy [145]. 
The experiments are performed on a 5-axis CNC milling machine. The spindle of the 
machine is monolithic and comprises the piezo-electric actuator, concentrating horn and 
tool holder. Vibration is generated by the actuator in a co-axial direction to the axis of the 
spindle. A cemented carbide tool is used with a diameter of 5 mm, a rake angle of 10.5°, 
with four flutes and TiAlN coating. Several slot-milling experiments are conducted as 
shown in Figure 53, with a spindle rotation frequency of 2,000 rpm, an axial depth of 
milling of 8 mm, and an ultrasonic vibration amplitude of 11 μm. Two key process 
parameters, feed per tooth and ultrasonic vibration frequency, are varied under different 
levels. Residual stress is measured under seven levels of feed per tooth (0.0066, 0.00825, 
0.011, 0.0132, 0.0165, 0.0198, and 0.022 mm) and four levels of ultrasonic vibration 
frequency (0, 20, 40, and 60 kHz). Residual stress measurements are carried out on a Proto 
iXRD combo residual stress analyser.  
Measured stresses are compressive for all test specimens, and the maximum surface 
residual stress is recorded as shown in Figure 58(a). The most compressive residual stress 
of 460 MPa is observed at the lowest feed per tooth of 0.0066 mm during conventional 
milling. The residual stress keeps moving toward tensile direction as the feed per tooth 
increases under all ultrasonic vibration frequencies. When the feed per tooth increases by 
233% from 0.0066 to 0.022 mm, the residual stress decreases from 460 to 325 MPa during 
conventional and from 405 to 270 MPa when the frequency is 40 kHz. The decrease of 
residual stress is 32% in average. On the other hand, when the ultrasonic vibration is 
applied, the residual stress also becomes more tensile. The average residual stress is 397.1 
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MPa during conventional milling, while the value drops to 342.1 and 375.7 MPa when the 
frequency is 40 and 60 kHz, respectively. It is observed that the lowest average residual 
stress is measured at 40 kHz with 14.05% lower than that at 0 kHz frequency, while the 
residual stress becomes more compressive as the frequency keeps increasing to 60 kHz 
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Figure 58 (a) Measured [145] and (b) predicted surface residual stress against 
vibration frequency and feed, and (c) comparison through error 
The maximum surface residual stress is recorded in analytical model at a rotation 
angle of 90°. If any tool-workpiece separation criterion is met, milling forces are assumed 
as zero, and no heat source is present to raise the temperature. Therefore, both mechanical 
and thermal stresses are zero. Otherwise, the residual stress is calculated based on 
methodology described in section two. The average forces within one ultrasonic vibration 
period around 90° rotation angle are used to calculate mechanical stresses and temperature 
field for thermal stresses. Figure 58(b) shows the predicted maximum surface residual 
stress under same seven different feed per tooth and four different ultrasonic vibration 
frequency. The most compressive surface residual stress of 450.6 MPa is predicted at feed 
per tooth of 0.0066 mm and frequency of 0 kHz. The prediction follows the same trend as 
the measurement with a higher feed per tooth leading to less compressive residual stress. 
When the feed increases, the machining temperature becomes higher, which results in more 
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softening of the workpiece and less compressive residual stress. The average drop of 
residual stress is 29.6% when the feed per tooth increases from 0.0066 to 0.022 mm. Under 
same feed per tooth, the increase of ultrasonic vibration frequency will lead to both lower 
milling forces and temperature field. At low frequency from 0 to 40 kHz, force is the 
dominant factor for AISI 316L alloy as the less mechanical stress results in less hardening 
of the workpiece and less compressive residual stress. At high frequency from 40 to 60 
kHz and high feed per tooth of 0.0198 and 0.022 mm, temperature effect becomes more 
significant, and lower temperature brings less softening of the workpiece and the predicted 
surface residual stress gets more compressive again. As shown in Figure 58(c), good 
agreements are found between predictions and measurements for all cases with an average 
error of 6.4% and maximum error of 23.6%. 
5.4.2 Sensitivity analysis 
In order to appreciate the proposed predictive model, sensitivity analysis is 
conducted to estimate maximum surface residual stress under the effects of different 
cutting and ultrasonic parameters including axial depth of milling, ultrasonic vibration 
amplitude, and spindle rotation frequency. All other parameters are the same as in section 
three with ultrasonic vibration frequency of 40 kHz and feed per tooth of 0.0132 mm. As 
shown in Figure 59(a), a higher axial depth of milling from 2 to 14 mm will decrease the 
residual stress from 413.4 to 353.9 MPa. A larger axial depth of milling will increase both 
milling and plowing forces, which lead to higher heat source density. Therefore, higher 
temperature will soften the material leading to more tensile residual stress. As shown in 
Figure 59(b), a higher ultrasonic vibration amplitude from 11 to 80 μm will increase the 
residual stress from 359.2 to 467.5 MPa. Under higher vibration amplitude, there is a higher 
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chance for either Type I or II tool-workpiece separation criterion to be triggered. Therefore, 
the effective cutting time within one ultrasonic vibration period is shorter which leads to 
lower temperature field and less softening of the workpiece. As shown in Figure 59(c), a 
higher spindle rotation frequency from 500 to 3500 rpm will increase the compressive 
residual stress from -9.7 to 419.6 MPa. A higher spindle rotation frequency will increase 
the cutting speed and lower milling forces, which lead to smaller heat source density. 
Therefore, decreased temperature field will soften the material less leading to more 




































































Figure 59 The variation of predicted surface residual stress with respect to different 
cutting and vibration parameters (a) axial depth of milling, (b) ultrasonic vibration 
amplitude, and (c) spindle rotation frequency 
5.5 Tool flank wear rate 
As shown in Figure 60(a), the predicted wear rate shows the intermittent contact 
between tool and workpiece, and the predicted tool wear grows gradually similar to a step 
graph as shown in Figure 60(b). In current study, all predicted tool wear rates are the 




















































Figure 60 Predicted (a) tool wear rate and (b) tool wear over time 
5.5.1 Experimental validation and results 
The proposed predictive flank tool wear rate model in ultrasonic vibration-assisted 
milling is validated through comparison to experimental measurements on SKD 61 steel 
with uncoated carbide tool [146]. The experiments are performed on a DMG Ultrasonic 50 
milling machine. The spindle unit provides vibrations in a co-axial direction to the axis of 
the spindle with a resonant frequency of 18.0 kHz and an amplitude of 2.0 µm. The 
uncoated carbide tools have diameters of 600 µm and helix angles of 35° with two flutes. 
Full slot-milling experiments are conducted as shown in Figure 53, with a spindle rotation 
frequency of 1,800, 3,600, and 5,400 rpm which corresponds to a cutting speed of 3.39, 
6.79, and 10.18 m/min. For experiments with 3.39 m/min cutting speed, seven 24 mm 
length slots are cut with the same tool, so the measurements are collected at cutting lengths 
of 24, 48, 72, 96, 120, 144, and 168 mm. For cutting speed of 6.79 and 10.18 m/min, the 
cutting lengths are limited to 120 and 96 mm due to tool breakage. The axial depth of 
milling is 200 µm and the feed is 2 μm/rev. The flank wear land on the end face of tool is 











Predicted tool wear over time
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averaging 10 values of the wear on the tool end face. The flank wear rate is calculated by 
the increase of flank wear between two measurements over the change of cutting time. 
The measured tool flank wear after each slot under three different cutting speeds is 
shown in Figure 61(a). It can be observed that the tool wear rate is higher when the cutting 
speed increases. The cutting time is calculated based on the cutting length and the feed rate. 
And the wear rate at each measurement is calculated as the average of the slopes of two 
straight lines connecting the measurement as shown in Figure 61(b). The tool lasts much 
longer under a lower cutting speed. The measured tool flank wear is considered as the 





Figure 61 Measured tool flank wears vs. (a) cutting length and (b) cutting time for 
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The comparisons between calculated tool flank wear rate based on experimental 
measurements and predicted tool flank wear rate under three different cutting speeds are 
presented in Figure 62. As shown in Figure 60(a), if any tool-workpiece separation criterion 
is met, wear rate is assumed to be zero. Otherwise, the wear rate is calculated based on 
methodology described in section two, following the flow chart in Figure 63. In Figure 62, 
the predicted wear rate increases as the cutting time increases for all cases since a larger 
initial wear length is used. At a cutting speed of 3.39 m/min, the average wear rate over 
seven measurements is 0.90 µm/min, while the predicted value is 0.99 µm/min. Without 
two low wear rates from measurements around cutting time of 30 min, the predictions 
match the measurements in general. The average percentage error between measurements 
and predictions among seven data points is 15.4%. At a cutting speed of 6.79 m/min, the 
average wear rate over five measurements is 3.17 µm/min, while the predicted value is 
3.04 µm/min. The average percentage error among five points is 10.2%, and the maximum 
percentage error is 23.3%. At a cutting speed of 10.18 m/min, the average wear rate over 
four measurements is 5.10 µm/min, while the predicted value is 5.44 µm/min. The average 
percentage error among four points is 7.1%, and the maximum percentage error is 20.1%. 
Overall, good agreements are found between predictions and measurements for all cases. 
Figure 62(a) also shows the reduction of measured wear rate in ultrasonic vibration-assisted 
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Figure 62 Comparison of wear rate between calculated value from experiment and 













































                       
Figure 63 Overall flow chart of predictive model for flank wear rate in ultrasonic 
vibration-assisted milling 
5.5.2 Sensitivity analysis 
In order to appreciate the proposed predictive model, sensitivity analysis is 
conducted to estimate tool flank wear rate under the effects of different cutting and 
ultrasonic parameters including axial depth of milling, feed per tooth, ultrasonic vibration 
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amplitude, ultrasonic vibration frequency, and cutting speed. All other parameters are the 
same as in section three when one or two parameters are changing. As shown in Figure 
64(a), the wear rate is predicted under three levels of axial depth of milling and seven levels 
of initial wear length from the measurements when cutting speed is 3.39 m/min. A higher 
flank wear will always lead to higher flank wear rate under all combinations of parameters 
in current study, since the continuous milling process will lead to eventual catastrophic tool 
failure. When the axial depth of milling increases, the effective cutting width w∗  in 
orthogonal cutting also increases, leading to larger contact area and lower mechanical stress 
resulting in lower wear rate. However, the area affected by flank wear should be about the 
same or even larger, as the predicted flank wear rate is a one-dimensional linear rate in 
wear length direction. Figure 64(b) shows the predicted tool wear rate under four levels of 
feed per tooth. When the feed increases, both milling forces and machining temperature 
increases, leading to more severe abrasive, adhesive, and diffusive wears according to 
Equation (56). The effect of vibration amplitude on flank wear rate is shown in Figure 
64(c). Within a wide range of amplitude from 2 µm to 20 mm, the change of wear rate is 
minimal. In current study, the vibration is applied only in z-direction. The Type II criterion 
is ignored as the vibration amplitude normally should be much smaller than axial depth of 
milling. In addition, the resultant planar velocity of the tool tip nV has negligible effect on 
the Type I criterion. Therefore, the vibration amplitude has minimal influence on effective 
cutting time resulting in almost same wear rate. In reality, a much larger vibration 
amplitude should induce greater impact loading, which increases the wear rate. When an 
initial wear length of 33.25 µm is assumed, cutting speed has the most significant influence 
on flank wear rate as shown in Figure 64(d), as higher cutting zone temperature under 
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higher cutting speed results in severe thermal wear. Under low vibration frequency, the 
increase of frequency will lower wear rate as both milling forces and temperature are 
dropping. Under high vibration frequency and cutting speed, the increase of frequency will 










Figure 64 The variation of predicted tool flank wear rate with respect to different 
cutting and vibration parameters (a) axial depth of milling, (b) feed per tooth, (c) 
ultrasonic vibration amplitude, and (d) ultrasonic vibration frequency 
5.6 Surface roughness 
Analytical model of surface roughness on side wall in feed directional ultrasonic 
vibration-assisted milling is proposed. Since the ultrasonic vibration frequency is typically 
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much higher than tool rotation frequency, the tool movement under vibration is described 
as a translation in feed direction by 2Ax while other components remain the same. 
5.6.1 Experimental validation  
The experiments are conducted under a five-axis machining center by Shen et al. 
[147]. An ultrasonic vibrator drives the workpiece to vibrate along the feed direction with 
a frequency of 19.58 kHz. The workpiece material is Aluminum alloy 2A12. The milling 
tool is made of carbide with two flutes and diameter of 2 mm. The axial depth of milling is 
0.5 mm. After the milling process, the workpiece is cut by wire electrical discharge 
machining to measure the surface roughness of side wall. Each surface is measured six 
times by optical interferometer, and the average value is recorded. For the first part of the 
experiments, both conventional and ultrasonic vibration-assisted milling with an amplitude 
of 4 µm are conducted. The comparisons are made under a feed per tooth of 2, 4, 6, and 8 
µm, when the spindle speed is 5,000 rpm. In addition, under a constant feed per tooth of 4 
µm, comparisons are made under spindle speed of 1,000, 5,000, 9,000, and 13,000 rpm. 
For the second part of the experiments, the effects of cutting and vibration parameters on 
surface roughness are analyzed. A total of 18 measurements are collected under spindle 
speed of 5,000, 9,000, and 13,000 rpm, feed per tooth of 4, 6, and 8 µm, and vibration 
amplitude of 4 and 7 µm. 
5.6.2 Results 
Figure 65 shows both experimental measurements and analytical predictions from 
proposed model when comparing surface roughness after conventional milling to surface 
roughness after ultrasonic vibration-assisted milling. Under the spindle speed of 5,000 rpm, 
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the surface finish has a huge improvement as the surface roughness drops 70% in average 
when the vibration is applied, as shown in Figure 65(a). When the spindle speed increases 
to 9,000 and 13,000 rpm, the benefit of ultrasonic vibration is less significant as the tool 
rotation frequency is getting closer to vibration frequency, but the decrease of surface 
roughness is still over 40%, as shown in Figure 65(b). The predicted Ra matches the 
measurements with an average percentage error of 3.6% and 13.4% for conventional and 
ultrasonic vibration-assisted milling, respectively, under a constant spindle speed. These 
two errors are 6.4% and 25.7% under an increasing spindle speed in Figure 65(b). The 
predictive model is less accurate in ultrasonic vibration-assisted milling or under a higher 
spindle speed as both higher vibration and tool rotation frequencies will bring more error 

























Figure 65 Comparison of surface roughness between conventional and ultrasonic 
vibration-assisted milling under various (a) feed per tooth and (b) spindle speed 
Besides showing the benefits of feed directional ultrasonic vibration-assisted milling, 
the effects of feed per tooth, spindle speed, and vibration amplitude on surface roughness 
are reflected through additional experiments as summarized in Figure 66 and Figure 67. 
When the feed per tooth increases, the gap between two flutes on machined surface is 
larger, leading to higher surface roughness. For ultrasonic vibration-assisted milling, when 
the spindle speed increases, the increase of cutting speed results in larger deformation zone, 
which is considered as a larger mint in predictive model, and the surface roughness becomes 
higher. When the vibration amplitude increases, the benefit of ultrasonic vibration is more 
significant, and the surface roughness gets lower. The proposed predictive model is able to 
























amplitude is 4 µm as shown in Figure 66.  The average percentage error is 10.9% when the 





Figure 66 Comparison of surface roughness between (a) measurements and (b) 







Figure 67 Comparison of surface roughness between (a) measurements and (b) 
predictions under vibration amplitude of 7 µm 
The selection of minimum cutting thickness mint is critical in current study in order to 
predict the machined surface profile with high accuracy. In current study, as the same 
combination of tool and workpiece is used throughout all experiments, mint is only 
dependent on cutting parameters in conventional milling as 
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 5 2min 0.525 4.5 10 0.19 0.035z zt n f f
−= − × + +  (77) 
where n is the spindle speed. For ultrasonic vibration-assisted milling, mint is also dependent 
on vibration amplitude as 
 4min 2.7 10 0.8 z xt n f A
−= − + + +  (78) 
mint is therefore accurately predicted and used as a boundary of shear-dominant and 
plowing-dominant processes in ultrasonic vibration-assisted milling, as the deflection of 
machined surface imparted by the tool is a combination of elastic and plastic deformation. 
5.7 Conclusion 
In CHAPTER 5, analytical predictive model on cutting force, temperature, residual 
stress, tool flank wear rate, and surface roughness in ultrasonic vibration-assisted milling 
is proposed. The three types of tool-workpiece criteria are considered based on the 
instantaneous position and velocity of tool. If there is contact, same procedure as in 
CHAPTER 3. The following conclusions are summarized. For force, 
• The average forces in ultrasonic vibration-assisted milling are significantly lowered 
by over 35% comparing to conventional milling. 
• The average forces keep decreasing as the vibration amplitude increases, since the 
tool-workpiece separation time is longer and the effective cutting time is shorter. 
• The proposed predictive model is able to match the measured milling forces with 
high accuracy of average difference of 13.6% in feed direction and 13.8% in cutting 
direction.  
 167 
• Based on the sensitivity analysis, a doubled axial depth of milling or feed per tooth 
will double the milling forces in both directions, while a higher ultrasonic vibration 
or spindle rotation frequency will result in lower milling forces. 
For temperature, 
• A higher spindle rotation frequency, axial depth of milling, or feed per tooth will all 
lead to higher temperature. 
• The temperature keeps decreasing as the vibration amplitude increases, since the 
tool-workpiece separation time is longer and the effective cutting time is shorter. 
• The proposed predictive model is able to match the measured temperature with high 
accuracy of 1.85% average error and 5.22% largest error among all cases. 
• Based on the sensitivity analysis, the influence of spindle rotation frequency is more 
significant on temperature comparing to axial depth of milling and feed per tooth. In 
addition, higher ultrasonic vibration frequency will result in lower peak temperature 
for Al 6063 alloy.  
For residual stress, 
• A higher feed per tooth will lead to more tensile residual stress due to higher 
temperature field softening the workpiece. 
• At ultrasonic vibration frequency below 40 kHz, residual stress becomes more tensile 
as the frequency increases due to less hardening of workpiece under smaller milling 
forces. At ultrasonic vibration frequency above 40 kHz, residual stress becomes more 
compressive as the frequency increases due to less softening of workpiece under 
lower temperature. 
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• The proposed predictive model is able to match the measured residual stress with 
high accuracy of 6.4% average error and 23.6% maximum error among all cases. 
• Based on the sensitivity analysis, higher axial depth of milling will result in less 
compressive residual stress. In addition, both higher ultrasonic vibration amplitude 
and higher spindle rotation frequency will result in more compressive residual stress 
for AISI 316L alloy.  
For tool flank wear rate, 
• According to both experimental measurements and predictive model, the flank wear 
rate is higher under longer cutting length, cutting time, or wear length. 
• The proposed predictive model is able to match the measured tool flank wear rate 
with high accuracy of 15.4%, 10.2%, and 7.1% average percentage error when 
cutting speed is 3.39, 6.79, and 10.18 m/min, respectively. 
• Based on the sensitivity analysis, smaller axial depth of milling, larger feed per tooth, 
or higher cutting speed will result in higher flank wear rate. In addition, the effect of 
ultrasonic vibration amplitude is insignificant. And higher ultrasonic vibration 
frequency will result in lower wear rate at low frequency or cutting speed, and higher 
wear rate when both frequency and cutting speed are high.  
For surface roughness, 
• Under the spindle speed of 5,000 rpm, the surface finish has a huge improvement as 
the surface roughness drops 70% in average when the vibration is applied. When the 
spindle speed increases to 9,000 and 13,000 rpm, the benefit of ultrasonic vibration 
is less significant, but the decrease of surface roughness is still over 40%. 
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• For ultrasonic vibration-assisted milling, lower feed per tooth, lower spindle speed, 
or higher vibration amplitude will decrease the surface roughness. 
• The proposed model has high accuracy in all cases. For the first group of 
experiments, the average percentage error is 13.4% under spindle speed of 5,000 
rpm. The average percentage error is 25.7% under feed per tooth of 4 µm. For the 
second group of experiments, the average percentage error is 17.3% when the 
vibration amplitude is 4 µm.  The average percentage error is 10.9% when the 
vibration amplitude is 7 µm. 
The proposed analytical model is valuable for providing an accurate and reliable 
reference for the prediction of force, temperature, residual stress, flank wear rate, and 
surface roughness in ultrasonic vibration-assisted milling. 
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CHAPTER 6. CONCLUSION AND FUTURE WORK 
6.1 Conclusion 
Analytical performance analysis is conducted on two kinds of advanced milling 
technologies including forward problem methodology in laser-assisted milling, inverse 
problem methodology in laser-assisted milling, and forward problem methodology in 
ultrasonic vibration-assisted milling. The forward problem methodology is valuable in 
terms of providing an accurate and reliable reference for the prediction of milling forces, 
temperature, residual stress, tool wear, and surface roughness. The inverse problem 
methodology is valuable in terms of guiding the selection of process parameters based on 
desired target performances. The effects of laser preheating and grain growth are 
considered in laser-assisted milling, while the intermittent tool-workpiece separation is 
considered in ultrasonic vibration-assisted milling. All proposed models are validated 
through experiments with high accuracy, and the effect of each process parameter on the 
target performance is presented through the sensitivity analysis. A computing platform is 
built to incorporate all algorithms consisting of several graphical user interfaces (GUI) as 
shown in APPENDIX A. GRAPHICAL USER INTERFACE. The current work is able to 
evaluate the performance of advanced milling process from different aspects, and guide the 
process based on different requirements. 
6.2 Future work 
As shown in Figure 68, there is one part missing in the computing platform for 
lubrication condition. For the current study, all predictive models are based on dry 
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machining condition. However, the use of cutting fluids is very common as it is able to 
reduce the cutting force and temperature. Minimum quantity lubrication (MQL) machining 
refers to the use of a small amount of cutting fluid, which was sprayed to the cutting zone 
with the compressed air. Compared with the conventional flood cooling machining, MQL 
machining reduces the costs of cutting fluids and its ancillary equipment, and also 
alleviates the environment pollution. Up to now, analytical predictive model has not been 
proposed for MQL milling. And the use of MQL can be combined with laser-assisted or 
ultrasonic vibration-assisted milling, which requires the future work to incorporate these 
factors into the analytical performance analysis. 
On the other hand, the measurements of temperature, residual stress, and tool wear 
in laser-assisted milling and all measurements in ultrasonic vibration-assisted milling are 
from experiments in references under different workpiece and process parameter 
combinations. Good agreement is found for each individual target performance, but the 
overall accuracy of the model including all five performances has not been validated under 
same condition. Therefore, future work is needed to conduct more experiments and 
measure force, temperature, residual stress, tool wear, and surface roughness under same 




APPENDIX A. GRAPHICAL USER INTERFACE  
As shown in Figure 68, the main interface allows the user to select whether the 
milling is conducted under conventional, laser-assisted, or ultrasonic vibration-assisted 
condition. Each button is linked to an input interface where the user defines the parameters 
or material properties, and clicking the ‘Run’ button will execute algorithms in forward 
problem methodology for performance analysis. An example of input interface for tool 
geometry and material definition is shown in Figure 69, and the output interface in Figure 
70 displays predicted cutting force, temperature, residual stress, surface roughness, and 
tool life, with corresponding graphics.  
 




Figure 69 Input interface 
 
Figure 70 Output interface 
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A computing platform is also built for inverse analysis. As shown in Figure 71(a), 
the platform is able to find optimal combination of spindle speed, feed rate, and axial depth 
of milling, based on target performance of maximum material removal rate, maximal tool 
life, or minimum peak force. And the top three recommended parameters and 
corresponding material removal rate, tool life, and peak force are displayed in output 
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