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Abstract
Though the statistical analysis of ranking data has been a subject of interest over the past
centuries, especially in economics, psychology or social choice theory, it has been revitalized in
the past 15 years by recent applications such as recommender or search engines and is receiving
now increasing interest in the machine learning literature. Numerous modern systems indeed
generate ranking data, representing for instance ordered results to a query or user preferences.
Each such ranking usually involves a small but varying subset of the whole catalog of items
only. The study of the variability of these data, i.e. the statistical analysis of incomplete rank-
ings, is however a great statistical and computational challenge, because of their heterogeneity
and the related combinatorial complexity of the problem. Whereas many statistical methods
for analyzing full rankings (orderings of all the items in the catalog) are documented in the
dedicated literature, partial rankings (full rankings with ties) or pairwise comparisons, only a
few approaches are available today to deal with incomplete ranking, relying each on a strong
specific assumption.
It is the purpose of this article to introduce a novel general framework for the statistical
analysis of incomplete rankings. It is based on a representation tailored to these specific data,
whose construction is also explained here, which fits with the natural multi-scale structure of
incomplete rankings and provides a new decomposition of rank information with a multiresolu-
tion analysis interpretation (MRA). We show that the MRA representation naturally allows to
overcome both the statistical and computational challenges without any structural assumption
on the data. It therefore provides a general and flexible framework to solve a wide variety of
statistical problems, where data are of the form of incomplete rankings.
1 Introduction
As they represent observations of ordinal comparisons, rankings naturally arise in a wide variety of
situations, especially when the data are related to human activities: ballots in political elections,
∗Corresponding author - email: esibony@gmail.com - postal address: Telecom ParisTech 46 rue Barrault, 75013
Paris, France.
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survey answers, expert judgments, sports results, competition rankings, customer buying behaviors
or user preferences among others. Initiated in social choice theory, the statistical analysis of ranking
data has been the subject of much attention in the statistics literature, mostly in relation with
psychological and economics applications. The last decade has seen a revival of interest for this
topic, in particular in the machine learning and artificial intelligence literature, motivated by various
modern applications such as recommendation systems, search engines or crowdsourced annotation,
producing or fed by massive ranking data and bringing new statistical and computational challenges.
The goal of this paper is twofold: to explain the major limitations of the state-of-the-art in the
domain of statistical analysis of ranking data and to introduce a novel framework for overcoming
them.
From a broad perspective, rankings are defined as (strict) partial orders “≺” on a set of n ≥ 1
items JnK := {1, . . . , n} (see for instance Stanley, 1986, for a rigorous definition), where a  b means
that item a is preferred to / ranked higher than item b. A dataset of rankings is thus a collection
of partial orders (≺1, . . . ,≺N ) modeled as IID samples of a probability distribution over the set
of partial orders on JnK. Several typical problems can then be considered. Ranking aggregation
consists in finding a ranking ≺ that best “summarizes” the dataset. It corresponds to finding the
outcome of an election, the final ranking in a sports competition or the global ordering of items in
the presence of several experts or even in a crowdsourced judgment setting. Statistical analysis is
then used to define the notion of “summary” and to study different notions of variability in this
context. Another issue of major interest is the statistical estimation of the model underlying the
observations in order to interpret the data or predict new observations. It is applied for instance to
analyze survey answers or buying behaviors of customers and take business decisions or to predict
individual preferences in a recommendation setting. Clustering individuals based on the rankings
they express on alternatives is another important task, used for instance to segment the population
of customers based on their tastes, for marketing purposes.
As the set of partial orders on JnK exhibits an extremely rich mathematical structure, the vast
majority of the approaches introduced in the literature focus on a certain type of rankings. A
widely considered type is that of “full rankings”, defined as strict total orders on JnK, of the form
a1  a2  · · ·  an, where a1 and an are respectively the items ranked first and last. Such an order
is usually described as the permutation σ on JnK that maps an item to its rank: σ(ai) = i for all
i ∈ JnK. Statistical analysis of full rankings thus rely on probabilistic modeling on the symmetric
group Sn, the set of permutations on JnK namely. Approaches include “parametric” models based
on a psychological interpretation, such as the Mallows model and its extensions (see for instance
Mallows, 1957; Fligner and Verducci, 1986; Chung and Marden, 1993; Doignon et al., 2004; Meek
and Meila, 2014), the Plackett-Luce model and its extensions (see for instance Luce, 1959; Plackett,
1975; Henery, 1981; Fligner and Verducci, 1988; Liqun, 2000; Gormley and Murphy, 2008) with
several fitting methods (see for instance Hunter, 2004; Guiver and Snelson, 2009; Caron and Doucet,
2012) or the Thurstone model and its extensions (see for instance Thurstone, 1927; Maydeu-Olivares,
1999; Walker and Ben-Akiva, 2002), applied for instance to label ranking (Cheng et al., 2009, 2010),
ranking aggregation (Meila et al., 2007; Azari Soufiani et al., 2013), ranking prediction (Lebanon
and Lafferty, 2002; Soufiani et al., 2013) or clustering and data analysis (Gormley and Murphy,
2009). Many other approaches use a “non-parametric” model backed by a classic mathematical
assumption, such as distance-based assumptions (see for instance Feigin and Alvo, 1986; Lebanon
and Lafferty, 2003; Sun et al., 2012), independence modeling (see for instance Critchlow et al.,
1991; Csisza´r, 2009b; Huang and Guestrin, 2012), embedding in Euclidean spaces (see for instance
Yu and Chan, 2001; Helmbold and Warmuth, 2009; Plis et al., 2011), pairwise decomposition and
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modeling of pairwise comparisons (see for instance Hu¨llermeier et al., 2008; Volkovs and Zemel,
2014), sparsity assumptions (Jagabathula and Shah, 2011, see for instance), sampling-based models
(see for instance Diaconis and Sturmfels, 1998; Diaconis and Eriksson, 2006; Ailon, 2008, 2014),
algebraic toric models (see for instance Csisza´r, 2009a; Sturmfels and Welker, 2012), or harmonic
analysis (see for instance Diaconis, 1988, 1989; Huang et al., 2009; Kondor and Barbosa, 2010;
Kakarala, 2011; Irurozki et al., 2011; Kondor and Dempsey, 2012).
In many applications however, observations are not total orders on JnK and cannot be represented
by permutations. Most of the approaches for the statistical analysis of full rankings thus cannot
be applied and either they must be adapted or new ones must be invented, with respect to the
considered types of rankings. The literature distinguishes two main types of rankings: the partial
rankings (also referred to as bucket orders), and the incomplete rankings (sometimes called subset
rankings or listwise rankings), see for instance Marden (1996) or Alvo and Yu (2014). Partial
rankings are orders of the form a1,1, . . . , an1,1  · · ·  a1,r, . . . , anr,r with r ≥ 1 and
∑r
i=1 ni = n.
They correspond to full rankings with ties and include the particular case of top-k rankings, of
the form a1  · · ·  ak  the rest. If some approaches for full rankings directly apply to partial
rankings (see for instance Diaconis, 1989; Lebanon and Lafferty, 2003; Hu¨llermeier et al., 2008;
Volkovs and Zemel, 2014), the extension of other methods has motivated many contributions in
the literature, to extend the Mallows or Plackett-Luce models (see for instance Busse et al., 2007;
Meila˘ and Bao, 2010; Qin et al., 2010; Caron et al., 2014), to define and study proper distances
(see for instance Critchlow, 1985; Fagin et al., 2003, 2006) or to extend nonparametric methods
(see for instance Huang et al., 2012; Kakarala, 2012). Other approaches have also been introduced
specifically for partial rankings, for different applications such as estimation (Lebanon and Mao,
2008), prediction (Cheng et al., 2012) or ranking aggregation (Ammar and Shah, 2012).
Incomplete rankings are defined as partial orders of the form a1  a2  · · ·  ak with 2 ≤ k < n.
The fundamental difference with full or partial rankings is that each incomplete ranking only in-
volves a (possibly small) subset of items, which can vary a lot among observations. The statistical
challenge of the analysis of incomplete rankings is then to handle their heterogeneity with accuracy.
Incomplete rankings include the specific case of pairwise comparisons (for k = 2), which has at-
tracted much attention in the literature. The impressive surveys of Davidson and Farquhar (1976)
and Cattelan (2012) already show the abundance of the developments from the Thurstone model
(with the additional insights from Mosteller (1951)) and from the Bradley-Terry model (Bradley
and Terry, 1952), at the origin of the Plackett-Luce model, that keep growing with new results, such
as the theoretical guarantees provided in Shah et al. (2015). Other approaches use the Mallows
model (see Busa-fekete et al., 2014; Lu and Boutilier, 2014), matrix approximation (Koczkodaj
and Orlowski, 1997), entropy maximization methods (Ammar and Shah, 2011) or graphical models
(Ding et al., 2015). Recovering a full ranking on JnK from pairwise comparisons has been a topic
of special interest (see for instance Cohen et al., 1999; Braverman and Mossel, 2008; Jamieson and
Nowak, 2011; Gleich and Lim, 2011; Ailon, 2012; Negahban et al., 2012; Wauthier et al., 2013; Chen
et al., 2013; Rajkumar and Agarwal, 2014), in particular with the introduction and development of
the HodgeRank framework (see Jiang et al., 2011; Xu et al., 2012; Dalal et al., 2012; Osting et al.,
2013) to exploit the topological structure of the pairwise comparisons graph. Another subject of
interest concerns the case where items have features, and the task of learning how to rank them can
be cast as an “ordinal regression” problem, which many off-the-shelf supervised learning algorithms
can be applied to (see for instance Herbrich et al., 2000; Freund et al., 2003; Burges et al., 2005;
Chu and Ghahramani, 2005).
Much less contributions however have been devoted to the analysis of incomplete rankings of
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arbitrary and variable size. Yet in many applications, observed rankings involve subsets of items:
customers usually choose their products among the subsets they were presented, races/games involve
different subsets of competitors in many racing/gaming competitions, users express their preferences
only on a small part of the catalog of items. Ties might be present in these rankings, which do
not thus have the exact form of incomplete rankings, but the greatest challenge in their analysis
remains to handle the heterogeneity of their sizes and of the subsets of items they are related to.
In many practical applications, the number n of items can be very large, around 104 say, adding a
tremendous computational challenge to the mathematical formulation problem. Among parametric
approach, the Plackett-Luce model is well-known to handle such incomplete rankings easily (see
for instance Cheng et al., 2010; Weng and Lin, 2011). By contrast, only the method introduced in
Lu and Boutilier (2011) allows to use the Mallows model with incomplete rankings. Besides from
that, we are only aware of three nonparametric approaches to handle incomplete rankings, namely
those introduced in Yu et al. (2002), Kondor and Barbosa (2010) and Sun et al. (2012) in order to
perform tests, estimation and prediction respectively. The principles underlying these approaches
are described at length in Subsection 2.5.
1.1 Our contributions
In this article we introduce a novel general framework for the statistical analysis of incomplete rank-
ings. Our contributions are both methodological and theoretical: we establish a new decomposition
of functions of rankings that has a standalone interest and introduce a new approach to analyze
ranking data based on this decomposition. Some of the results of this article are already proven in
the unpublished manuscript Cle´menc¸on et al. (2014) or in the conference paper Sibony et al. (2015),
though formulated in a different manner. In any case, the present article is fully self-contained.
1. We first define a rigorous setting for the statistical analysis of incomplete rankings accounting
for their multi-scale structure. This includes a thorough discussion about the assumption of
the existence of one single ranking model that explains all possible observations and the data
generating process that produces the observations. We also clearly explicit the challenges of
the statistical analysis of incomplete rankings and show why the existing approaches either
do not overcome them or rely on restrictive assumptions.
2. Exploiting recent results from algebraic topology, we establish the construction of the MRA
representation, a novel decomposition for functions of incomplete rankings that fits with the
natural multi-scale structure of incomplete rankings. We detail its multiresolution interpre-
tation and show its strong localization properties.
3. We use the MRA representation to define the MRA framework for the statistical analysis of
incomplete rankings. It provides a general method to tackle many statistical problem on a
dataset composed of incomplete rankings. As it uses the MRA representation, it naturally
overcomes the challenges aforementioned and at the same time offers a general and flexible
sandbox to design many procedures.
4. Finally we establish several connections between the MRA representation and other mathe-
matical constructions on rankings or permutations. In particular we explain that the MRA
representation decomposes rank information into pieces of “relative rank information” whereas
Sn-based harmonic analysis decomposes rank information into pieces of “absolute rank infor-
mation”, and highlight the relationship between these two decompositions.
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In statistical signal and image processing, novel harmonic analysis tools such as wavelet bases
and their extensions have completely revitalized structured data analysis these last decades and lead
to sparse representations and efficient algorithms for a wide variety of statistical tasks: estimation,
prediction, denoising, compression, clustering, etc. Directly inspired by the seminal contributions of
P. Diaconis, where harmonic analysis tools have been first used to analyze ranking data, we believe
that the MRA representation introduced in this paper may lead to a novel and powerful way of
processing ranking data, in the same way as recent advances in computational harmonic analysis
produced successful methods for high-dimensional data analysis. As will be seen throughout the
paper, even if the analogy with MRA on the real line and standard wavelet theory has its limitations,
it sheds light onto the rationale of our proposal.
1.2 Related work
As we have previously tried to give an overview of the general ranking literature and the existing
approaches for the statistical analysis of incomplete rankings are recalled in Subsection 2.5, we
focus here on contributions that inspired the present work, harmonic and multiresolution analysis
playing an important role.
Harmonic analysis for rankings was introduced in the seminal contributions Diaconis (1988) and
Diaconis (1989), and then developed in several contributions (see for instance Clausen and Baum,
1993; Maslen, 1998; Huang et al., 2009; Kondor and Barbosa, 2010; Irurozki et al., 2011; Kakarala,
2011). Its principle is to decompose functions of rankings into projections onto subspaces that
are invariant under Sn-based translations (see Subsection 6.1 for the details), computed with the
representations of the symmetric group. It has been applied with success to full and partial rankings,
but it is by nature not fitted for the analysis of incomplete rankings. As shall be seen below, the
MRA representation we introduce decomposes instead functions of rankings into projections that
localize the effects of specific items, and has a natural multiresolution interpretation.
Our work is of course inspired by the first multiresolution analysis constructed for rankings,
introduced in Kondor and Dempsey (2012). The latter provides a decomposition of functions on
the symmetric group that refines in some way that of Sn-based harmonic analysis as it allows
to localize the effects of items inside the projections onto invariant subspaces. Its tree-structure
however induces that the projections localize information conditioned upon those of lower scale, and
does not fit with the multi-scale structure of subsets of items. More generally, several constructions
for multiresolution analysis on discrete data have been introduced in the literature, see for instance
Coifman and Maggioni (2006), Gavish et al. (2010), Hammond et al. (2011), Rustamov and Guibas
(2013) or Kondor et al. (2014). Though they all constitute great sources of inspiration, none of
them leads to the MRA representation we introduce. The latter indeed has a different mathematical
nature and involves objects from algebraic topology.
The HodgeRank framework is the first to use tools from algebraic topology for the purpose of
ranking analysis. It was introduced in Jiang et al. (2011) and then developed in several contributions
such as Xu et al. (2012), Dalal et al. (2012) or Osting et al. (2013). Its principle also relies on
decomposing a function of rankings into as a sum of meaningful projections. This decomposition
is different from the MRA representation but some connection exists in particular cases, which we
detail in Subsection 6.5. The HodgeRank framework however only applies to pairwise comparisons,
whereas the MRA representation does to incomplete rankings of any size.
5
1.3 Outline of the paper
The paper is organized as follows:
• A rigorous setting for the statistical analysis of incomplete rankings is defined in Section 2.
After describing the classic statistical problems on ranking data, we discuss in depth the
“consistency assumption”, which stipulates the existence of one ranking model to explain all
observations, and propose a generic data generating process that produces incomplete ranking
observations. Then we explain the statistical and computational challenges of the analysis
of incomplete rankings, and show that the existing approaches either do not fully overcome
them or rely on a strong assumption on the form of the data. We finish the section with a
discussion about the impact of the observation design on the complexity of the analysis.
• In Section 3 we introduce the notations, concepts and main properties of the MRA repre-
sentation. The construction and the related proofs are postponed to Section 5. We develop
at length the multiresolution interpretation and show that the MRA representation allows to
characterize the solutions to linear systems that involve marginals on incomplete rankings. At
last we describe a fast procedure to compute the representation (a “fast wavelet transform”)
and give bounds for its complexity.
• The MRA framework is introduced in Section 4. After characterizing the parameters of the
ranking model that can be inferred from observations, we introduce a general method that
uses the MRA representation to do it efficiently. Several examples are displayed in order
to show how this method can be combined with other procedures to tackle many statistical
problem involving incomplete rankings. Then we demonstrate how this method naturally
overcomes the statistical and computational challenges, while still offering many possibilities
of fine-tuning and combinations with other methods.
• Section 5 mainly contains the construction of the MRA representation and the proofs of the
properties claimed in Section 3. It also provides some more insights about why the embed-
ding operator used make the construction work whereas a classic, more intuitive, embedding
operator would not make it work.
• In Section 6 we establish several connections between the MRA representation and other
mathematical constructions. The connection with Sn-based harmonic analysis in particular
is treated in depth. We show why the latter can be considered to decompose rank information
into pieces of “absolute rank information”, whereas the MRA representation to decompose
rank information into pieces of “relative rank information”, and we establish a precise relation-
ship between the two decompositions. At last we explicit the connection with card shuffling,
generalized Kendall’s tau distances, and in the particular case of pairwise comparisons with
social choice theory and HodgeRank.
• At last, Section 7 is devoted to additional discussion and the description of possible directions
for further research. Regularity assumptions and regularization procedures in the feature
space of the MRA framework are discussed in depth. Other developments of the MRA frame-
work are also considered: refinement of the MRA representation with a wavelet basis or
generalization to the analysis of incomplete rankings with ties.
We are aware that the length of the present article may make it difficult to approach. This is why
we propose the following reading guide:
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• The reader mainly interested in the statistical analysis of incomplete rankings may focus on
Sections 2, 3 and 4. They contain all the tools to apply the MRA framework to statistical
problems of interest on incomplete rankings.
• The reader mainly interested in the MRA decomposition and its connection with other math-
ematical constructions may focus on Sections 3, 5 and 6. They contain the main fundamental
results of the article and provide for each one of them as much insight as possible.
2 Setting for the statistical analysis of incomplete rankings
We first introduce the general setting for the statistical analysis of incomplete rankings, formulating
the main definitions and assumptions that will be used in the sequel. Here and throughout the
article, a probability distribution on a finite set is identified with its probability mass function.
For a set E of finite cardinality |E| < ∞, we set P(E) = {A ⊂ E | |A| ≥ 2} and denote by
L(E) = {f : E → R} the linear space of real-valued functions on E. It is equipped with the canonic
inner product 〈f, g〉E =
∑
x∈E f(x)g(x) and the associated Euclidean norm ‖ · ‖E . The indicator
function of a subset S ⊂ E is denoted by 1S in general and by δx when S is the singleton {x}, in
which case it is called a Dirac function. The indicator function of any event E is denoted by I{E}.
The support of a function f ∈ L(E) is the set supp(f) := {x ∈ E | f(x) 6= 0}.
2.1 Classic statistical problems
Most ranking applications correspond to unsupervised learning problems on the set X of all rankings
on JnK of a certain type (for instance X = Sn when data are assumed to be full rankings). One
observes a dataset of N rankings pi1, . . . , piN ∈ X drawn IID from a probability distribution over X
and seeks to recover some part of the structure of this statistical population. Although the problems
of this type that have been considered in the literature are much too numerous to be listed in an
exhaustive manner, we may mention the following ones. Some of them are specific to ranking data
while others apply to usual vector data but their extension to ranking data requires the definition
of specific concepts and the design of dedicated methods.
• Estimation: The goal is to estimate the probability distribution on X that generates the
observations, either assuming a parametric form or through a nonparametric approach.
• Clustering: The goal is to divide the statistical population of rankings into groups such that
elements in a same cluster are more “similar” to each other than to those in other groups.
• Ranking aggregation: The goal is to find one ranking that best “summarizes” the statistical
population.
• Best k items recovery: The goal is to find the k items in JnK that are “the most preferred”
with respect to the statistical population.
• Prediction on a subset: The goal is, for any subset of items, to find the “best ranking” of
these items with respect to the statistical population.
• Hypothesis testing / rule mining: The goal is to test some statistical hypothesis or to
identify some logical rules that are “mostly satisfied” by the statistical population.
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All these problems can be considered for a statistical population of full, partial or incomplete rank-
ings (refer to Subsection 4.2 for a more detailed description of some of them applied to incomplete
rankings). In each case they require a different approach but they all rely on a common modeling
assumption, which we call the consistency assumption.
2.2 Projectivity: the consistency assumption
A ranking model is a family of probability distributions that characterize the variability of a statis-
tical population of rankings. In the case of full rankings, the statistical population is only composed
of random permutations, and a ranking model reduces to one probability distribution p over the
symmetric group Sn. But when one considers partial or incomplete rankings, they usually are of
various types, and the global variability of the statistical population is characterized by a family
of probability distributions, one over the rankings of each type. In the case of top-k rankings
for instance, the number k usually varies from 1 to n − 1 between observations, and the global
variability of the statistical population is characterized by a family (Pk)1≤k≤n−1 where for each
k ∈ {1, . . . , n − 1}, Pk is a probability distribution over the set of k-tuples with distinct elements
(see Busse et al., 2007, for instance).
Incomplete rankings are rankings on subsets of items. The varying parameter in a statistical
population of incomplete rankings is thus the subset of items involved in each ranking. Let us
introduce some notations. For distinct items a1, . . . , ak with 2 ≤ k ≤ n, we simply denote the
incomplete ranking a1  · · ·  ak by the expression pi = a1 . . . ak. Such an expression is called
an injective word, its content is the set c(pi) = {a1, . . . , ak} and its length or size is the number
|pi| = k. The rank of the item i ∈ c(pi) in the ranking pi is denoted by pi(i). We denote by Γn the
set of all incomplete rankings on JnK and by Γ(A) = {pi ∈ Γn | c(pi) = A} the set of incomplete
rankings with content A, for any A ∈ P(JnK). Notice that Γ(JnK) corresponds to Sn and that
Γn =
⊔
A∈P(JnK) Γ(A). Equipped with these notations, a ranking model for incomplete rankings is
a family (PA)A∈P(JnK) where for each A ∈ P(JnK), PA is a probability distribution over the set Γ(A)
of rankings on A.
Example 1. For n = 3,
Γ3 = {12, 21} unionsq {13, 31} unionsq {23, 32} unionsq {123, 132, 213, 231, 312, 321}
Γ({1, 2}) Γ({1, 3}) Γ({2, 3}) Γ({1, 2, 3}) ≡ S3
If there were no relationship between the different probability distributions of a ranking model,
the statistical analysis of partial and/or incomplete rankings would boil down to independent anal-
yses for each type of ranking. Yet one should be able to transfer information from the observation
of one type of ranking to another. In a context of top-k rankings analysis, if for instance item a
appears very frequently in top-1 rankings, it is natural to expect that it be ranked in high position
in top-k rankings with larger values of k, and reciprocally, if it is usually ranked high in top-k
rankings, then its probability of being top-1 should be high. The same intuition holds for incom-
plete rankings. If item a is usually preferred to item b in pairwise comparisons then rankings on
{a, b, c} that place a before b should have higher probabilities than the others. Reciprocally if such
rankings appear more frequently than the others, then item a should be preferred to item b with
high probability in a pairwise comparison.
The ranking literature thus relies on one fundamental assumption: the observed rankings in
a statistical population of interest are induced by full rankings drawn from a single probability
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distribution p over Sn (see for instance Luce, 1977). Permutation σ ∈ Sn induces ranking ≺ or
equivalently is a linear extension of ranking ≺ if for all a, b ∈ JnK, a  b ⇒ σ(a) < σ(b). The
probability that a random permutation Σ drawn from p induces a ranking ≺ is thus equal to
P [Σ ∈ Sn(≺)] =
∑
σ∈Sn(≺)
p(σ), (1)
where Sn(≺) is the set of linear extensions of ≺. The consistency assumption then stipulates
that the probability distributions of a ranking model are all given by Eq. (1), forming thus a
projective family of distributions. For instance, the set of linear extensions of the top-k ranking
a1  · · ·  ak  the rest, where k ∈ {1, . . . , n− 1} and a1, . . . , ak are distinct items in JnK, is equal
to {σ ∈ Sn | σ−1(1) = a1, . . . , σ−1(k) = ak}. The probability Pk(a1, . . . , ak) is thus given by
Pk(a1, . . . , ak) = P
[
Σ−1(1) = a1, . . . ,Σ−1(k) = ak
]
=
∑
σ∈Sn
σ−1(1)=a1,..., σ−1(k)=ak
p(σ).
A permutation σ induces an incomplete ranking pi on A ∈ P(JnK) if it ranks the items of A in the
same order as pi, that is if σ(pi1) < · · · < σ(pi|pi|). More generally, we say that word pi′ is a subword
of word pi if there exist indices 1 ≤ i1 < · · · < i|pi′| ≤ |pi| such that pi′ = pii1 . . . pii|pi′| , and we write
pi′ ⊂ pi. Hence, permutation σ induces ranking pi if and only if pi ⊂ σ. In addition, it is clear that
for a word pi ∈ Γn and a subset A ∈ P(c(pi)), there exists a unique subword of pi of content A. We
denote it by pi|A and call it the induced ranking of pi on A. The set of linear extensions of a ranking
pi ∈ Γ(A) with A ∈ P(JnK) is then Sn(pi) = {σ ∈ Sn | pi ⊂ σ} = {σ ∈ Sn | σ|A = pi} and the
probability PA(pi) is given by
PA(pi) = P
[
Σ(pi1) < · · · < Σ(pi|pi|)
]
=
∑
σ∈Sn(pi)
p(pi) =
∑
σ∈Sn
pi⊂σ
p(σ) =
∑
σ∈Sn
σ|A=pi
p(σ). (∗)
Example 2. Let n = 3. For σ = 231, one has σ|{1,2} = 21, σ|{1,3} = 31 and σ|{2,3} = 23. For
A = {1, 3} and pi = 31, one has
P{1,3}(31) = P [Σ(3) < Σ(1)] = p(231) + p(321) + p(312).
We call Eq. (∗) the consistency assumption for the statistical analysis of incomplete rankings.
It implies that all the PA’s in the ranking model are marginal distributions of the same probability
distribution p over Sn. Abusively, p is also called the ranking model in the sequel.
We also extend the definition of a marginal to any function of incomplete rankings. As Γn =⊔
A∈P(JnK) Γ(A), we embed all the spaces L(Γ(A)) into L(Γn), identifying a function F on Γ(A)
to the function f on Γn equal to F on Γ(A) and to 0 outside Γ(A). One thus has L(Γn) =⊕
A∈P(JnK) L(Γ(A)). We then define MA : L(Γn)→ L(Γ(A)), the marginal operator on A ∈ P(JnK),
for any f ∈ L(Γn) by
MAf(pi) =
∑
σ∈Γn, pi⊂σ
f(σ) for pi ∈ Γ(A). (2)
In particular, MAp = PA for all A ∈ P(JnK) and MAf = 0 if f ∈ L(Γ(B)) with A 6∈ P(B).
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2.3 Probabilistic setting for the observation of incomplete rankings
A dataset of full rankings is naturally modeled as a collection of random permutations (Σ1, . . . ,ΣN )
drawn IID from a ranking model p. The latter thus fully characterizes the statistical population
as well as its observation process. This property does not hold true in the statistical analysis of
incomplete rankings, where the ranking model characterizes the statistical population, but it does
not entirely characterize the generating process of this population. More specifically, it characterizes
the variability of the observations on each subset of items A ∈ P(JnK), but it does not account for
the variability of the observed subsets of items.
Example 3. A ranking model p for incomplete rankings on J3K induces the probability distributions
P{1,2}, P{1,3}, P{2,3} and P{1,2,3} = p. For each A ∈ P(J3K), a random ranking on A can thus be
drawn from the probability distribution PA. But the PA’s do not induce a probability distribution
on P(J3K) that would generate the samplings of the subsets A.
To model this double variability, we represent the observation of an incomplete ranking by a
couple of random variables (A,Π), where A ∈ P(JnK) is the observed subset of items and Π ∈ Γ(A)
is the observed ranking per se on this subset of items. Let ν be the distribution of A over P(JnK).
A dataset of incomplete rankings is then a collection ((A1,Π
(1)), . . . , (AN ,Π
(N))) of IID samples
of (A,Π) drawn from the following process:
A ∼ ν then Π|(A = A) ∼ PA, (3)
where, for X and P respectively a random variable and a probability distribution on a measurable
space X , X ∼ P means that X is drawn from P . The interpretation of probabilistic setting (3)
is that first the subset of items A ∈ P(JnK) is drawn from ν and then the ranking Π ∈ Γ(A) is
drawn from PA. It can be reformulated by exploiting the consistency assumption (∗). The latter
stipulates that for A ∈ P(JnK), the distribution of the random variable Π on Γ(A) is the same as
that of the induced ranking Σ|A of a random permutation Σ drawn from p. A drawing of (A,Π)
can thus be reformulated as
Σ ∼ p then A ∼ ν and Π = Σ|A. (4)
Reformulation (4) leads to the following interpretation: first a random permutation Σ ∈ Sn is
drawn from p then the subset of items A is drawn from ν and the ranking Π is set equal to Σ|A.
The permutation Σ can then be seen as a latent variable that expresses the full preference of a
user in the statistical population but its observation is censored by A. We point out that this
interpretation motivates the broader probabilistic setting introduced in Sun et al. (2012). The
authors model more generally the observation of any partial and/or incomplete ranking as the
drawing of a latent random permutation Σ from p followed by a censoring process that can depend
on Σ. In the context of incomplete rankings observation, their probabilistic setting can be defined
as: Σ ∼ p then A ∼ νΣ and Π = Σ|A, where νσ is a probability distribution over P(JnK) for each
σ ∈ Sn. Probabilistic setting (3) fits into this broader one by setting all distributions νσ equal to
ν or, equivalently, assuming that Σ and A are independent.
The independence of between Σ and A corresponds to the missing at random assumption in
the general context of learning from incomplete data (see Ghahramani and Jordan, 1995). This
assumption is not realistic in all situations, particularly in settings where the users choose the items
on which they express their preferences, their choices being naturally biased by their tastes (see
Marlin et al., 2007, for instance). It remains however realistic in many situations where the subset
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of items proposed to the user is determined by the context: the available items in stock in a specific
store or the possible recommendations in a specific area for instance. This assumption is thus made
in many contributions of the literature (see for instance Lu and Boutilier, 2014; Rajkumar and
Agarwal, 2014; Ding et al., 2015).
Remark 1. We maintain furthermore that making a dependence assumption is incompatible with
the principle of the statistical analysis of incomplete rankings. Indeed, the purpose of assuming that
A and the latent variable Σ are not independent is to infer from the observation of Π = Σ|A some
more information on Σ than just Σ|A. For instance, to model the fact that the expression of a user’s
preferences would be biased by her tastes, one can assume that the full ranking Σ is censored to items
that have a low expected rank (meaning that they have a high probability to be ranked in the first
positions). The subset of items A could then be obtained by sampling items without replacement
from a distribution over JnK of the form ησ(i) ∝ e−ασ(i), where α ∈ R is a spread parameter,
conditioned upon Σ = σ. The observed ranking Π on a subset A = {a1, . . . , ak} ∈ P(JnK) would
then not only provide information on the relative ordering Σ|A of the items of A but even more
on their absolute ranks (Σ(a1), . . . ,Σ(ak)) in the latent full ranking Σ. Exploiting this additional
information requires to analyze Π as a partial ranking. Thus it cannot be done in a setting of
statistical analysis of incomplete rankings.
2.4 Challenges of the statistical analysis of incomplete rankings
The general setting for the statistical analysis of incomplete rankings is now formalized. For any ap-
plication mentioned in subsection 2.1, we suppose we observe a datasetDN = ((A1,Π(1)), . . . , (AN ,Π(N)))
of N incomplete rankings drawn IID from the process (3). The goal is then to recover some part
of the ranking model p: it can be p itself or only the marginals involved in the generation of the
dataset (estimation), the partition of Γn that best fits with p (clustering), the ranking that best
summarizes p (ranking aggregation), the k items that are most preferred according to p, the best
ranking pi ∈ Γ(A) according to PA for any subset of items A ∈ P(JnK), some logical rules that are
highly probable, such as a  b⇒ c  d if the mutual information of the events {a  b} and {c  d}
is high (rule mining / hypothesis testing).
Remark 2. We point out that it may be desirable to estimate the probability distribution ν in
addition to recovering some parts of p. This problem can however be treated independently and is
thus not addressed in the present paper. The distribution ν remains however the censoring process
that generates the design of observations and therefore has a major impact on the parts of p that
can be inferred from the dataset DN . A deeper analysis of the impact of ν is provided in Subsection
2.6.
Characterizing separately the variability of the observed subset of item A leads to an unexpected
analogy with supervised learning: in the couple (A,Π), the subset A can be seen as an input
generated by the distribution ν and the ranking Π can be seen as the output generated by the
ranking model p given the input A. Analyzing incomplete rankings data thus requires to face
two classical issues in statistical learning, which can be easily formulated in the context of binary
classification, the flagship problem in machine-learning theory.
• Consolidate knowledge on already seen subsets of items. For an observed subset
of items A ∈ P(JnK), one must consolidate all the observations on A in order to recover a
maximum amount of information about PA. The corresponding task in binary classification
is to consolidate all the outputs y for a given input x (or very close inputs) that was observed
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many times, where x and y are the values taken by IID samples of a random couple (X,Y ).
Its difficulty depends on how much the value P [Y = 1|X = x] is close to 1/2: the closer the
more difficult. Analogously, the difficulty of consolidating observations on a given subset of
items A depends on the complexity of the marginal PA. If PA is a Dirac function, it is easy
to recover. If PA is more complex, its recovery is more challenging.
• Transfer knowledge to unseen subsets of items. For a new unseen subset of items,
one needs to transfer a maximum amount of acquired information from the observed subsets
of items. In binary classification, one faces an analogous problem when trying to predict
the output y related to an input value x never observed before and potentially far from all
previously observed inputs. The difficulty of this task then depends on the “regularity” of
the function η : x 7→ P [Y = 1|X = x]: it is easier to infer the value of P [Y = 1|X = x] for an
unobserved x when η is “regular”, in the sense that η(x) does not vary unexpectedly when x
varies. Similarly for incomplete rankings, it is easier to transfer information to an unobserved
subset of items A when the function B 7→ PB does not vary unexpectedly when B varies in
P(JnK).
These two tasks require to cope with two different sources of variability and can be tackled inde-
pendently in a theoretical setting. But in a statistical setting, they must be handled simultaneously
in order to best reduce the sampling noise of a dataset DN . It is better indeed to transfer between
subsets information that has been consolidated on each subset and conversely, it is better to consol-
idate information on a subset with information transferred from other subsets. A major difficulty
however remains: incomplete rankings are heterogeneous. They can have different sizes and for a
given size they can be observed on different subsets of items. Consolidating and transferring infor-
mation for incomplete rankings is thus far from being obvious, and represents the main challenge
of the statistical analysis of incomplete rankings.
Example 4. Let n = 4 and assume that one observes rankings on {1, 3}, {1, 3, 4} and {2, 4}.
Information could be consolidated on each of these three subsets independently and then transferred
to unobserved subsets. It would certainly be more efficient however to consolidate information on
these subsets simultaneously, transferring at the same time information between them. The question
is now to find a way to achieve this.
The consistency assumption (∗) defines the base structure to transfer information between sub-
sets of items. Namely for two subsets of items A,B ∈ P(JnK) with B ⊂ A, it stipulates that
MBPA = PB . The knowledge of PA thus implies the knowledge of PB . Information must therefore
be transferred from A to B through the marginal operator MB . The condition is a slightly more
subtle in the other direction: information must be transferred from B to A through the constraint
on PA to satisfy MBPA = PB . Hence, the knowledge of PB does not imply the knowledge of PA,
but it provides some part of it. More generally, the knowledge of any marginal PA provides some
information on p through the constraint MAp = PA. How to transfer information from A to a
subset C such that neither C ⊂ A nor A ⊂ C is however a priori unclear.
Example 5. Coming back to the previous example, information on {1, 3, 4} should be used to
consolidate information on {1, 3} through the relation M{1,3}P{1,3,4} = P{1,3}. Information on
{1, 3} should be used to enforce a constraint in consolidating information on {1, 3, 4} through the
same relationship. Information on each subset can be used to enforce a constraint on the global
ranking model p. It is however unclear if or how information should be transferred between {2, 4}
and {1, 3} or {1, 3, 4}.
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In addition to this major statistical challenge, practical applications also raise a great computa-
tional challenge. The analysis of incomplete rankings always involve at some point the computation
of a marginal of a ranking model. Performed naively using the definition (2), the computation of
MAp(pi) for A ∈ P(JnK) and pi ∈ Γ(A) requires n!/|A|! operations. This is by far intractable in
practical applications where |A| is around 10 and n is around 104.
2.5 Limits of existing approaches
We now review the existing approaches in the literature for the statistical analysis of incomplete
rankings and outline their limits.
Parametric models. The most widely used approaches rely on parametric modeling. One con-
siders a family of models {pθ | θ ∈ Θ}, where Θ is a parameter space, and assumes that p = pθ∗ for
a certain θ∗ ∈ Θ. The goal is then to recover θ∗ from the dataset DN . One standard method is to
take the parameter that maximizes the likelihood of the model on the dataset. For θ ∈ Θ, let Pθ
be the distribution of a random permutation Σ corresponding to the ranking model pθ, that is to
say the distribution defined by Pθ [Σ ∈ S] =
∑
σ∈S pθ(σ) for any subset S ⊂ Sn. The relevance of
a model candidate pθ on the dataset DN is thus measured through the conditional likelihood
L(θ|A1, . . . ,AN ) =
N∏
i=1
Pθ
[
Σ|Ai = Π
(i)
]
=
N∏
i=1
MAipθ
(
Π(i)
)
.
One then compute θ̂N = argmaxθ∈Θ L(θ|A1, . . . ,AN ) exactly or approximately and uses the rank-
ing model p̂N := pθ̂N . In this approach, the consolidation of information is performed implicitly
through the selection of the ranking model from the family {pθ | θ ∈ Θ} that best explains the data.
It is then transferred to any subset of items B ∈ P(JnK) through the marginal MB p̂N . The com-
putational challenge is easily overcome when using the Plackett-Luce model because the marginals
of the latter have a closed-form expression. It is much less straightforward for the Mallows model,
but a dedicated method was introduced in Lu and Boutilier (2011). From a global point of view,
approaches based on a parametric model have the advantage to offer a simple framework for all
applications of the statistical analysis of incomplete rankings. Their major drawback however is to
rely on a very rigid assumption on the form of the ranking model, which is rarely satisfied in practice.
Nonparametric methods based on identifying an incomplete ranking with the set of
its linear extensions. The three nonparametric methods introduced in the literature to analyze
incomplete rankings all face the heterogeneity of incomplete rankings the same way: they repre-
sent an incomplete ranking pi ∈ Γn by the set of its linear extensions Sn(pi) ⊂ Sn. Yu et al.
(2002) generalize a distance d on Sn to a distance d
∗ on Γn by setting d∗(pi, pi′) proportional to∑
σ∈Sn(pi)
∑
σ′∈Sn(pi′) d(σ, σ
′) for two incomplete rankings pi, pi′ ∈ Γn and use it to perform statisti-
cal tests. In Sun et al. (2012), the Kendall’s tau distance1 is generalized in the same way and then
used to define a kernel-based estimator of p. Finally, Kondor and Barbosa (2010) define kernels
on Γn based, for two incomplete rankings pi, pi
′ ∈ Γn, on the Fourier transform of the indicator
functions of the sets Sn(pi) and Sn(pi
′). Broadly speaking, these three approaches transfer infor-
mation between different incomplete rankings through a given similarity measure between their
1The Kendall’s tau distance on Sn is defined as the number of pairwise disagreements between two permutations:
d(σ, σ′) =
∑
1≤i<j≤n I{σ|{i,j} 6= σ′|{i,j}}.
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sets of linear extensions. They overcome some part of the computational challenge through explicit
simplifications of the extended distance d∗ or the Fourier transform of the indicator function of an
incomplete ranking. They are however fundamentally biased. To best illustrate this point, let us
consider the following estimator:
p̂N =
1
N
N∑
i=1
|Ai|!
n!
1Sn(Π(i)). (5)
It corresponds to the natural empirical estimator of p when one represents an incomplete ranking by
the set of its linear extensions. In this representation indeed, one considers that the observation of
an incomplete ranking Π indicates that the underlying permutation Σ should belong to Sn(Π). The
amount of knowledge about Σ is thus modeled by the uniform distribution on Sn(Π). The estimator
p̂N is then the average of the uniform distributions over the sets Sn(Π
(i)) for i ∈ {1, . . . , N}. As
stated in the following proposition, it is always strongly biased, except in a few specific situations,
irrelevant in practice.
Proposition 3. Let N ≥ 1 and p̂N be the estimator defined by equation (5). Then for any σ ∈ Sn,
E [p̂N (σ)] =
∑
σ′∈Sn
 ∑
A∈P(JnK) ν(A)
|A|!
n!
I{σ′|A = σ|A}
 p(σ′).
Proof. Using the reformulation (4) of the data generating process producing the observations, one
has for any σ ∈ Sn
E [p̂N (σ)] =
1
N
N∑
i=1
E
[ |Ai|!
n!
I{Σ|Ai = σ|Ai}
]
=
∑
A∈P(JnK) ν(A)
|A|!
n!
∑
σ′∈Sn
p(σ′)I{σ′|A = σ|A}.
A simple sum inversion concludes the proof.
Proposition 3 says that unless p is a Dirac distribution (which is a too restrictive assumption) or
ν is solely concentrated on JnK (which boils down to statistical analysis on full rankings), E [p̂N (σ)]
is fundamentally different from p(σ) for σ ∈ Sn.
Example 6. Let n = 4 and ν with support {{1, 3}, {2, 4}, {1, 3, 4}}. Then for any N ≥ 1,
E [p̂N (2134)] =
ν({1, 3})
12
[
p(2413) + p(4213) + p(2134) + p(4132) + p(1324) + p(1342)
]
+
ν({2, 4})
12
[
p(1324) + p(3124) + p(1243) + p(3241) + p(2413) + p(2431)
]
+
ν({1, 3, 4})
4
[
p(2134) + p(1342)
]
.
We point out that Proposition 3 says more specifically that p̂N is actually an unbiased estimator
of Tνp, where Tν is the matrix of similarity defined by
Tν(σ, σ
′) =
∑
A∈P(JnK) ν(A)
|A|!
n!
I{σ|A = σ′|A} for σ, σ′ ∈ Sn,
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In particular, if ν is the uniform distribution over the pairs of JnK, Tν(σ, σ′) simply reduces to an
affine transform of the Kendall’s tau distance between σ and σ′.
Learning as a regularized inverse problem. A general framework for the statistical analysis
of incomplete rankings could take the paradigmatic form of a regularized inverse problem. Assume
first that one knows exactly some of the marginals of the ranking model p, for a collection of subsets
A ⊂ P(JnK). She could try to recover p through the minimization problem
min
q:Sn→R
q≥0∑
σ∈Sn q(σ)=1
Ω(q) subject to MAq = PA for all A ∈ A, (6)
where Ω is a penalty function that measures a certain level of regularity, so that p should be
a solution of (6). Information from the PA’s would then be transferred to an unknown subset
B ∈ P(JnK) through the computation of MBp∗, where p∗ is an exact or approximate solution of
(6). In a statistical setting, one cannot know exactly the marginals of p. The natural extension is
then to consider the naive empirical estimator defined for an observed subset A by
P̂A(pi) =
|{1 ≤ i ≤ N | Π(i) = pi}|
NA
for pi ∈ Γ(A), (7)
where NA is the number of times that A was observed in DN , and to consider the following generic
minimization problem
min
q:Sn→R
q≥0∑
σ∈Sn q(σ)=1
∑
A∈P(JnK)
NA>0
NA
N
∆A
(
MAq, P̂A
)
+ λNΩ(q), (8)
where ∆A is a dissimilarity measure between two probability distributions over Γ(A)
2 and λN is a
regularization parameter. Information is then simultaneously consolidated on the observed subsets
into an exact or approximate solution p̂N and can then be transferred to unobserved subsets by
computing MB p̂N .
Though this approach is quite common in the machine learning literature, where Ω(q) typically
enforces the sparsity of q in a certain basis, it has been applied to the ranking literature only
in a few contributions. In Jagabathula and Shah (2011) for instance, the problem of recovering
the ranking model p from the observation of its first-order marginals P [Σ(i) = j] for i ∈ JnK and
j ∈ {1, . . . , n} is considered under a sparsity assumption over Sn. A maximal entropy assumption is
made in Ammar and Shah (2012) in order to recover the ranking model p either from its first-order
marginals or from its pairwise marginals P [a  b] for a, b ∈ JnK, a 6= b.
In the setting of the statistical analysis of incomplete rankings, this approach has the advan-
tage to allow less restrictive assumptions than parametric modeling and to avoid the bias of the
aforementioned nonparametric approaches. It suffers however from a major drawback: it requires
to compute the marginal operators. It is therefore inapplicable on practical datasets if this compu-
tation is performed naively through definition (2).
2One can take for instance an lp norm or the Kullback-Leibler divergence.
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All the existing approaches follow the same two steps: first, information from the dataset DN
is consolidated and transferred into a ranking model p̂N ∈ L(Sn). Then it can be transferred to
any subset of items B ∈ P(JnK) through the marginal MB p̂N . This is of course the most natural
method to exploit the consistency assumption (∗) and try to overcome the statistical challenge
of the analysis of incomplete rankings. It does not provide however any help to overcome the
challenge of the computation of the marginal. This is why each approach requires a specific trick
to be applicable.
The MRA framework we introduce in this paper provides a general method to handle both
the computational and statistical challenges of the analysis of incomplete rankings. Instead of
consolidating information into a ranking model p̂N ∈ L(Sn), observations are first represented into
a feature space, which we call the MRA representation, fitted to exploit the consistency assumption
and to compute the marginal operator efficiently. The framework then provides many possibilities
to consolidate and transfer information in this feature space. The MRA representation is entirely
model-free, it simply arises from the natural multi-scale structure of the marginal operators and its
algebraic and topological properties. Before we describe its objects and properties in details, we
present a brief analysis of the impact of the probability distribution ν.
2.6 The impact of the observation design
Depending on the application, the probability distribution ν involved in the statistical process (3)
may or may not be known. In any case, as explained in Subsection 2.4, it is not the goal of the
statistical analysis of incomplete rankings to learn it. It is rather seen as a parameter that adds some
noise to the observations through the censoring process (4). It has nonetheless a direct impact on
the complexity of the analysis, both on the statistical and computational points of view, especially
through its support A = {A ∈ P(JnK) | ν(A) > 0}, that we call the observation design.
The impact of the distribution ν naturally occurs on the number of parameters required to store
a dataset DN . Let ν̂N be the empirical probability distribution over P(JnK) defined for A ∈ P(JnK)
by ν̂N (A) = NA/N , and let ÂN = {A ∈ P(JnK) | NA > 0} be its support. Notice that one
necessarily has ÂN ⊂ A. A dataset DN is then fully characterized by the probability distribution
ν̂N and the collection of empirical estimators (P̂A)A∈ÂN .
Lemma 4. The number of parameters required to store the dataset DN is upper bounded by
min(N,
∑
A∈A |A|!).
Proof. On the one hand, the number of parameters to store DN is obviously bounded by N . On the
other hand, the number of parameters required to store ν̂N is |ÂN |, thus at most equal to |A|. The
number of parameters required to store (P̂A)A∈ÂN is equal to
∑
A∈ÂN | supp(P̂A)|, thus at most
equal to
∑
A∈A(|A|!− 1). Summing these two quantities gives the desired result.
The number min(N,
∑
A∈A |A|!) given by Lemma 4 is a measure of the “complexity” of the
dataset DN , in the sense that any procedure that exploits all the information contained in DN
will necessarily require at least as many operations. Notice that the number
∑
A∈A |A|! is entirely
characterized by A, the observation design. It increases both with its “spread” |A| and its “depth”
K = maxA∈A |A|, and is bounded by |A| × K!. In particular if A = {A ∈ P(JnK) | |A| ≤ K}
then this bound is of order O(K!nK). Figures 1 and 2 show examples of two different observation
designs for n = 5 with the associated number
∑
A∈A |A|!. The elements in A are in black whereas
the elements of P(JnK) \ A are in gray.
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{1, 2, 3, 4, 5}
{1, 2, 3, 4} {1, 2, 3, 5} {1, 2, 4, 5} {1, 3, 4, 5} {2, 3, 4, 5}
{1, 2, 3} {1, 2, 4} {1, 2, 5} {1, 3, 4} {1, 3, 5} {1, 4, 5} {2, 3, 4} {2, 3, 5} {2, 4, 5} {3, 4, 5}
{1, 2} {1, 3} {1, 4} {1, 5} {2, 3} {2, 4} {2, 5} {3, 4} {3, 5} {4, 5}
Figure 1: Example of an observation design A for n = 5, ∑A∈A |A|! = 28
{1, 2, 3, 4, 5}
{1, 2, 3, 4} {1, 2, 3, 5} {1, 2, 4, 5} {1, 3, 4, 5} {2, 3, 4, 5}
{1, 2, 3} {1, 2, 4} {1, 2, 5} {1, 3, 4} {1, 3, 5} {1, 4, 5} {2, 3, 4} {2, 3, 5} {2, 4, 5} {3, 4, 5}
{1, 2} {1, 3} {1, 4} {1, 5} {2, 3} {2, 4} {2, 5} {3, 4} {3, 5} {4, 5}
Figure 2: Example of an observation design A for n = 5, ∑A∈A |A|! = 54
The observation design also impacts the amount of information about the ranking model p it
gives access to. Indeed, if one makes a structural assumption on p and seeks to recover some part
of it from the observation of incomplete rankings drawn from (3), the complexity of this task will
significantly depend on the interplay between p and ν, especially through the observation design A.
Example 7. As a toy example, consider the very simple case where one observes the exact induced
rankings of one full ranking pi∗ on J5K, on the subsets {1, 2, 3}, {3, 4} and {4, 5}. The goal is then
to recover the ranking model p = δpi∗ through the observation design A = {{1, 2, 3}, {3, 4}, {4, 5}}.
If pi∗ = 12345, then the observed induced rankings are 123, 34 and 45. It happens that there is
only one full ranking on J5K that induces these three rankings, namely 12345, and pi∗ is recovered
with certainty. Now, if pi∗ = 24153 for instance, the observed rankings are 213, 43 and 45. In that
case, there are twelve full rankings on J5K that can induce these three rankings. The amount of
information provided by these observations is therefore not sufficient for recovering pi∗.
In a general context, one may assume that p has a more general structure than a Dirac function
on Γ(JnK) and that the observations are made in the presence of a statistical noise. But the principle
illustrated by the Example 7 remains valid. Quantifying the amount of accessible information with
respect to the interplay between p and A is however not obvious because the latter is of a complex
combinatorial nature. Some results have been provided in this sense in Shah et al. (2015), when p is
assumed to be a Plackett-Luce or a Thurstone model and the observations are pairwise comparisons.
When no structural assumption is made on p, the accessible information can be characterized exactly
through the MRA representation described in the next section. The result is provided in Sibony
et al. (2015) and recalled in the present paper by Theorem 19 in Section 4.
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3 The MRA representation
In this section, we introduce the MRA representation, describe its main properties and provide
insight on how to interpret it. The terminology used here and throughout the article is borrowed
from wavelet theory. Though it can appear peculiar at first reading, the analogy is explained at
length in Subsection 3.3.
3.1 Definitions
We first introduce the main objects of the MRA representation but postpone their explicit con-
struction to Section 5 for clarity. For any finite set E, we set P¯(E) := P(E) ∪ {∅}.
• Signal space. The MRA representation applies to functions of incomplete rankings, which
are seen as “signals” in order to borrow the language of standard MRA in wavelet theory
(refer to Mallat (2008)) for interpretation purpose. Let 0¯ denote by convention the unique
injective word of content ∅ and length 0. We set Γ¯n := Γn ∪ {0¯}. Any space L(Γ(A)) for
A ∈ P¯(JnK) is seen as local signal space and they are all embedded into the global signal space
defined by
L(Γ¯n) =
⊕
A∈P¯(JnK)L(Γ(A)).
Elements of the signal space are seen as collections of functions F = (FA)A∈P¯(JnK). The global
support of an element F is the set supp(F ) = {A ∈ P¯(JnK) | FA 6= 0}, and we usually identify
an element F with the collection restricted to its global support (FA)A∈supp(F ). We extend
naturally the marginal operator to the space L(Γ¯n) and define by convention the marginal
operator on ∅ by M∅ : L(Γ¯n)→ L(Γ(0¯)), F 7→ (
∑
pi∈Γ¯n F (pi))δ0¯.
• Feature space. The feature space is defined by
Hn =
⊕
B∈P¯(JnK)HB ,
where for each B ∈ P¯(JnK), HB is a linear space with dimension equal to d|B|, the number
of fixed-point free permutations on a set of |B| elements (see Section 5 for the definition
and proof of the dimension). Hence dimHn = n!, by elementary combinatorial arguments.
Elements of the feature space are viewed as collections of vectors X = (XB)B∈P¯(JnK). The
global support of an element X is the set supp(X) = {B ∈ P¯(JnK) | XB 6= 0}, and we usually
identify an element X with the collection restricted to its global support (XB)B∈supp(X).
• Wavelet transform. The wavelet transform is an operator Ψ that maps a signal to its
features:
Ψ : L(Γ¯n)→ Hn, F 7→ (ΨBF )B∈P¯(JnK) ,
where for each B ∈ P¯(JnK), ΨB : L(Γ¯n) → HB is the wavelet projection on HB . We precise
that, writing F = (FA)A∈P¯(JnK), this definition means that for all B ∈ P¯(JnK),
ΨB(F ) =
∑
A∈P¯(JnK) ΨBFA. (9)
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• Synthesis operators. The synthesis operators are a family of operators (φA)A∈P¯(JnK) where
for each A ∈ P¯(JnK), φA : Hn → L(Γ(A)) allows to reconstruct a signal in the local space
L(Γ(A)) from its features. It satisfies the following properties:
φAΨ(F ) = F for any F ∈ L(Γ(A)),
and ΨφJnK(X) = X for any X = (XB)B∈P¯(JnK) ∈ Hn.
We precise that, writing X = (XB)B∈P¯(JnK), this definition means that for all A ∈ P¯(JnK),
φA(X) =
∑
B∈P¯(JnK)φAXB . (10)
The spaces HB , the operators φA and the wavelet transform Ψ are all constructed explicitly in
Section 5. They satisfy, for all A,B ∈ P¯(JnK), FA ∈ L(Γ(A)) and XB ∈ HB ,
ΨBFA = 0 if B 6⊂ A
φAXB = 0 if B 6⊂ A.
For B ∈ P¯(JnK), we define the set Q(B) = {A ∈ P¯(JnK) | B ⊂ A}. Equations (9) and (10) then
become, for any A,B ∈ P(JnK), F ∈ L(Γ¯n) and X ∈ Hn,
ΨB(F ) =
∑
A∈Q(B)
ΨBFA and φA(X) =
∑
B∈P¯(A)
φAXB .
3.2 Main properties
The strength of the MRA representation comes from the properties of the wavelet transform, the
synthesis operator and the marginal operator, summarized in the following theorem. For any
collection of subsets S ⊂ P¯(JnK), we define the subspace of Hn:
H(S) =
⊕
B∈S
HB .
Theorem 5 (Fundamental properties of the MRA representation). Let A ∈ P¯(JnK) and F ∈
L(Γ(A)). The MRA representation satisfies the following properties.
• ΨF is the unique element in H(P¯(A)) such that
F = φAΨF =
∑
B∈P¯(A)
φAΨBF. (11)
• For any A′ ∈ P¯(A),
MA′F = φA′ΨF or equivalently ΨBMA′F = ΨBF for all B ∈ P¯(A′). (12)
Theorem 5 is proved in Section 5. It has several implications in practice. First, Property (11)
says that a function F ∈ L(Γ(A)) with A ∈ P(JnK) can be reconstructed from its wavelet transform
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ΨF . The latter thus contains all information related to F or in other words, the knowledge of ΨF
implies the knowledge of F . In addition, this information is decomposed between all the wavelet
projections ΨBF , and Property (12) says that this decomposition is consistent with the marginal
operator: the marginal MA′F of F on any subset A
′ ∈ P(A) can be reconstructed from the wavelet
transform of F restricted to the subsets B ∈ P¯(A′). Figure 3 illustrates these properties for a
ranking model p over S3 with marginals P{1,2}, P{1,3} and P{2,3}.
Signal space
p
Wavelet transform
Feature space
Ψ{1,2,3}p
Ψ{2,3}p
Ψ{1,3}p
Ψ{1,2}p
Ψ∅p
Signal space
p = φ{1,2,3}Ψp
Synthesis operator
P{2,3} = φ{2,3}Ψp
P{1,3} = φ{1,3}Ψp
P{1,2} = φ{1,2}Ψp
Figure 3: Illustration of Theorem 5 for n = 3
3.3 Multiresolution interpretation
We now show that the MRA representation exploits the natural multi-scale structure of the marginals,
justifying the use of terms “MRA representation” and “wavelet transform”. The definition of the
marginal operator (2) leads to the following relations for any subsets A,B ∈ P(JnK) with B ⊂ A:
(MA)L(Γ(A)) = IdL(Γ(A)) and MBMA = MB , (13)
where (MA)L(Γ(A)) denotes the restriction of MA to L(Γ(A)) and IdL(Γ(A)) is the identity operator
on L(Γ(A)). Relations (13) actually mean that the collection of linear spaces (L(Γ(A)))A∈P(JnK)
together with the collection of linear operators (MA)A∈P(JnK) form a projective system. The partial
order associated with this projective system is the inclusion order on P(JnK). It is canonically
graded with the rank function A 7→ |A|. This defines a notion of scale for the marginals, and
this is why we call the projective system defined by relations (13) the multi-scale structure of the
marginals. Figure 4 provides an illustration for n = 4.
From a practical point of view, the scale of a marginal corresponds to the number of items in
the subset on which the marginal is considered. By equation (13), a marginal on a subset B ∈ P(A)
induces the marginals on all the subsets C ∈ P(B). The collection of marginals (MBF )B⊂A, |B|=k
for F ∈ L(Γ(A)) and k ∈ {2, . . . , |A|} thus induces all the marginals on subsets C ⊂ A with
|C| ≤ k − 1. Hence we say that (MBF )B⊂A, |B|=k contains all the information of F at scale up to
k. This notion of scale can be naturally compared to the usual notion in image analysis: its version
in low resolution can be recovered from a higher resolution. The version of the image in the higher
resolution thus contains more information than the version in low resolution.
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Scale 4
Scale 3
Scale 2
F
M{1,2,3}F M{1,2,4}F M{1,3,4}F M{2,3,4}F
M{1,2}F M{1,3}F M{1,4}F M{2,3}F M{2,4}F M{3,4}F
Figure 4: Multi-scale structure of the marginals of a function F ∈ L(Γ(J4K))
The same as for images, the piece of information gained when increasing the scale corresponds to
an additional level of details. For instance, if one has access to the triple-wise marginals of a ranking
model p then one has access to the information contained in the pairwise marginals plus the piece
of information of scale 3. This decomposition can be further refined: marginals of the same scale on
different subsets provide different additional pieces of information. For instance, compared to the
marginal on {1, 4}, the marginals on {1, 2, 4} and {1, 3, 4} both provide an additional but different
level of details. Pursuing the analogy with images, this decomposition of the information into
pieces related to subsets of items can be compared with the space decomposition of an image: for
each resolution level, an image can be spatially decomposed into different components. Therefore,
through their multi-scale structure, the marginals of a function F ∈ L(Γ(A)) for A ∈ P(JnK) each
contain a part of its total information, both delimited in scale and in space.
The multiresolution representation allows to localize, in each of these parts, the component that
is specific to the marginal. First, one has
Ψ∅F =
 ∑
pi∈Γ(A)
F (pi)
 δ0¯,
this is proven in Section 5. The projection Ψ∅F can thus be seen as containing the piece of
information of F at scale 0. Then for a pair {a, b} ⊂ A, applying Eq. (11) to M{a,b}F combined
with (12) gives
Ψ{a,b}F = M{a,b}F − φ{a,b}Ψ∅F. (14)
Hence, starting from Ψ∅F , Ψ{a,b}F contains the exact additional piece of information to recover
M{a,b}F . This is the part of information that is specific to M{a,b}F . For a triple {a, b, c} ⊂ A, the
same calculation gives
Ψ{a,b,c}F = M{a,b,c}F − φ{a,b,c}
[
Ψ∅F + Ψ{a,b}F + Ψ{a,c}F + Ψ{b,c}F
]
. (15)
The projection Ψ{a,b,c}F of F thus contains all the additional piece of information to get from the
pairwise marginals M{a,b}F , M{a,c}F and M{b,c}F to the triple-wise marginal M{a,b,c}F . More
generally, for B ∈ P(A), ΨBF contains the piece of information that is specific to MBF , or
equivalently the part of the information of F that is localized on scale |B| on the subset B.
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Example 8. Let p be a ranking model over Γ(J3K) and Σ a random permutation drawn from p. For
clarity’s sake, we denote by P [a1  · · ·  ak] the probability of the event {Σ(a1) < · · · < Σ(ak)}.
One has for instance (see Section 5 for the general formulas):
P [2  1  3] = p(213)
= φJ3KΨ∅p(213) + φJ3K [Ψ{1,2}p+ Ψ{1,3}p+ Ψ{2,3}p] (213) + φJ3KΨJ3Kp(213)
= 16 +
1
2
[(
P [2  1]− 12
)
+
(
P [1  3]− 12
)]
+ ΨJ3Kp(213).
In this decomposition, the first term is the value of the uniform distribution over Γ(J3K), it represents
information at scale 0. The second term represents the part of information at scale 2 of p that is
involved in the probability of the ranking 2  1  3. The last term represents the part of information
involved at scale 3, it can be interpreted as a residual.
In wavelet analysis over a Euclidean space, each wavelet coefficient of a function f contains a
specific part of information, localized in scale and space. In the present context, for F ∈ L(Γ(A))
with A ∈ P(JnK) and B ∈ P¯(A), the coefficient ΨBF contains the part of information that is specific
to the marginal MBF , or in other words localized at scale |B| and subset B. This is why we call the
operator Ψ the wavelet transform and more generally the construction the MRA representation.
Example 9. Here we provide a graphical illustration of the MRA representation applied to a real
dataset, obtained from Croon (1989) and studied for example in Diaconis and Sturmfels (1998)
or Yao and Bo¨ckenholt (1999). It consists of 2,262 full rankings of four political goals for the
government collected from a survey conducted in Germany. Let p be the normalized histogram of
the results, which we consider as a ranking model over S4.
The ranking model and all its marginals are represented on the left of Figure 5 whereas all its
wavelet projections are represented on the right of Figure 5. For each B ∈ P(JnK), we represent the
wavelet projection ΨBp ∈ HB as an element of L(Γ(B)). We however point out that dimHB = d|B|
by virtue of Theorem 26. This means that for each B ∈ P(JnK), the wavelet projection ΨBp actually
characterizes d|B| degrees of freedom of p and not |B|!. The graphical representation of ΨBp as an
element of L(Γ(B)) can thus be misleading. Table 1 provides a comparison of k! and dk for different
values of k.
k 0 1 2 3 4 5 6
k! 1 1 2 6 24 120 720
dk 1 0 1 2 9 44 265
Table 1: Values of k! and dk
Remark 6. Beyond the useful analogy, we point out several differences between the MRA represen-
tation for incomplete rankings and standard wavelet analysis over a Euclidean space.
• The signal space L(Γ¯n) =
⊕
A∈P¯(JnK) L(Γ(A)) being heterogeneous, it is usually required in
applications to reconstruct a signal only in a local signal space L(Γ(A)). This is why the
MRA representation comes with a family of synthesis operators φA and not just one.
• The wavelet transform Ψ maps a function F to a collection of vector coefficients ΨBF and
not scalar coefficients as it is the case in Euclidean harmonic analysis. This means that each
wavelet projection localizes a part of information with several degrees of freedom.
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Figure 5: Ranking model p and its marginals on the left. Wavelet projections of the ranking model
p on the right
• The subspace decomposition associated to Ψ is not orthogonal and Ψ is not an isometry. More
specifically, for F ∈ L(Γ(A)) with A ∈ P(JnK), one has in general
‖F‖2A 6=
∑
B∈P¯(A)
‖ΨBF‖2B ,
where ‖ · ‖B is an abbreviated notation for the Euclidean norm ‖ · ‖Γ(B) on L(Γ(B)) for any
B ∈ P(JnK). This last fact implies in particular that the classic nonlinear approximation
theory based on wavelet analysis is not applicable: keeping only the wavelet projections with
highest l2 norm will not necessarily provide a good approximation of the signal for the l2
norm (nor any lp norm).
3.4 Solving linear systems involving the marginal operator
One of the main consequences of Theorem 5 is that the MRA representation “simultaneously block-
diagonalize” the marginal operators MA. To be more specific, let MA : Hn → Hn be the operator
defined by MA = ΨMAφJnK for A ∈ P(JnK). The following proposition is a direct consequence of
Theorem 5.
Proposition 7 (Marginal operator in the feature space). Let A ∈ P(JnK). For all F ∈ L(Γ¯n),
ΨMAF =MAΨF.
In other words, the operator MA is such that the following diagram is commutative.
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L(Γ¯n) Hn
HnL(Γ(A))
Ψ
MA MA
Ψ
Proof. Let A ∈ P(JnK) and F ∈ L(Γ¯n). By definition of the operator MA,
MAΨF = ΨMAφJnKΨF.
Now, applying Property (12) successively to φJnKΨF and F gives
MAφJnKΨF = φAΨφJnKΨF = φAΨF = MAF,
where we recall that ΨφJnKX = X for any X ∈ Hn. Hence MAΨF = ΨMAF .
Proposition 7 says that applying the operatorMA in the feature space is equivalent to applying
the marginal operator MA in the signal space. This is why we call MA the marginal operator in
the feature space. Now, Theorem 5 also implies that this operator is actually a simple projection.
Proposition 8 (Simultaneous block-diagonalization). For A ∈ P(JnK), MA is the projection on
H(P¯(A)): for any (XB)B∈P¯(JnK) ∈ Hn,
MA
(
(XB)B∈P¯(JnK)) = (XB)B∈P¯(A).
Equivalently, the matrix ofMA in any basis of Hn consistent with the decomposition
⊕
B∈P¯(JnK)HB
is of the form 
H∅ ··· HJnK
H∅ m∅ · · · 0
...
...
. . . 0
HJnK 0 · · · mJnK
,
where for B ∈ P¯(JnK), mB = IB, the matrix of the identity operator IdHB on HB, if B ⊂ A and
mB = 0 otherwise.
Proof. Let A ∈ P(JnK) and X ∈ Hn. Applying Property (12) to φJnKX one obtains
MA(X) = ΨMAφJnK(X) = ΨφA(X) = Ψ ∑
B∈P¯(A)
φAXB = (XB)B∈P¯(A) ,
which concludes the proof.
Example 10. The matrix ofM{1,2,4} in any basis ofH4 consistent with the decomposition
⊕
B∈P¯(J4K)HB
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is equal to

H∅ H{1,2} H{1,3} H{1,4} H{2,3} H{2,4} H{3,4} H{1,2,3} H{1,2,4} H{1,3,4} H{2,3,4} HJ4K
H∅ I∅ 0 0 0 0 0 0 0 0 0 0 0
H{1,2} 0 I{1,2} 0 0 0 0 0 0 0 0 0 0
H{1,3} 0 0 0 0 0 0 0 0 0 0 0 0
H{1,4} 0 0 0 I{1,4} 0 0 0 0 0 0 0 0
H{2,3} 0 0 0 0 0 0 0 0 0 0 0 0
H{2,4} 0 0 0 0 0 I{2,4} 0 0 0 0 0 0
H{3,4} 0 0 0 0 0 0 0 0 0 0 0 0
H{1,2,3} 0 0 0 0 0 0 0 0 0 0 0 0
H{1,2,4} 0 0 0 0 0 0 0 0 I{1,2,4} 0 0 0
H{1,3,4} 0 0 0 0 0 0 0 0 0 0 0 0
H{2,3,4} 0 0 0 0 0 0 0 0 0 0 0 0
HJ4K 0 0 0 0 0 0 0 0 0 0 0 0

Proposition 8 says at the same time that the marginal operator in the MRA representation boils
down to a simple filter, and that all the marginal operators are “block-diagonalized” in the MRA
representation. These properties mean that the MRA representation is best fitted to solve linear
systems that involve the marginal operator. This is formalized in the following theorem. For any
collection S ⊂ P(JnK), we set
P¯(S) :=
⋃
A∈S
P¯(A).
Theorem 9 (Solutions to linear systems). Let A ∈ P(JnK) and F0 ∈ L(Γ(A)).
• For A′ ∈ P(A), the solutions to the problem
Find F ∈ L(Γ(A)) such that MA′F = MA′F0 (16)
are all of the form
φA
∑
B∈P¯(A′)
ΨBF0 + φAX,
with X ∈ H(P¯(A) \ P(A′)). In particular the space of solutions has dimension dimH(P¯(A) \
P(A′)) = |A|!− |A′|!.
• More generally for S ⊂ P(A), the solutions to the problem
Find F ∈ L(Γ(A)) such that MA′F = MA′F0 for all A′ ∈ S (17)
are all of the form
φA
∑
B∈P¯(S)
ΨBF0 + φAX
with X ∈ H(P¯(A) \ P(S)). In particular the space of solutions has dimension dimH(P¯(A) \
P(S)) = |A|!−∑A′∈S d|A′|.
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Proof. It is sufficient to prove the theorem for problem (17). Let F ∈ L(Γ(A)). For any A′ ∈ S,
MA′F = MA′F0 ⇔ ΨMA′F = ΨMA′F0 by Theorem 5
⇔ MA′ΨF =MA′ΨF0 by Proposition 7
⇔ ΨBF = ΨBF0 for all B ∈ P¯(A′) by Proposition 8.
Thus MA′F = MA′F0 for all A
′ ∈ S if and only if ΨBF = ΨBF0 for all B ∈ P¯(S). Applying
Theorem 5 one last time concludes the proof.
Example 11. We illustrate Theorem 9 for the ranking model p over S4 constructed from the real
dataset already considered in Example 9. Let us assume that one does not know the ranking
model p, but knows exactly some of its marginals MAp for subsets A in the observation design A =
{{1, 3}, {2, 4}, {3, 4}, {1, 2, 3}, {1, 3, 4}}. One then has P(J4K)\P¯(A) = {{1, 2, 4}, {2, 3, 4}, {1, 2, 3, 4}}.
Theorem 9 thus tells us that the functions on S4 that have the same marginal as p for all subsets
A ∈ A are of the form
F = φJ4K ∑
B∈P¯(A)
ΨBp+ φJ4K [X{1,2,4} +X{2,3,4} +X{1,2,3,4}] with XB ∈ HB ,
where the XB ’s can be arbitrary. The set composed of such functions is therefore a linear space
of dimension d4 + 2d3 = 13. Examples of such functions with their marginals are represented in
Figure 6. The graphs on the left represent the function with XB = 0 and the graphs on the right
represent a function obtained with XB ’s sampled randomly.
F
-0,2
0,3
0,8
1234 1243 1324 1342 1423 1432 2134 2143 2314 2341 2413 2431 3124 3142 3214 3241 3412 3421 4123 4132 4213 4231 4312 4321
M{1,2,3}F M{1,2,4}F M{1,3,4}F M{2,3,4}F
0
0,5
1
123 132 213 231 312 321
0
0,5
1
124 142 214 241 412 421
0
0,5
1
134 143 314 341 413 431
0
0,5
1
234 243 324 342 423 432
M{1,2}F M{1,3}F M{1,4}F M{2,3}F M{2,4}F M{3,4}F
0
0,5
1
12 21
0
0,5
1
13 31
0
0,5
1
14 41
0
0,5
1
23 32
0
0,5
1
24 42
0
0,5
1
34 43
F
-0,2
0,3
0,8
1234 1243 1324 1342 1423 1432 2134 2143 2314 2341 2413 2431 3124 3142 3214 3241 3412 3421 4123 4132 4213 4231 4312 4321
M{1,2,3}F M{1,2,4}F M{1,3,4}F M{2,3,4}F
0
0,5
1
123 132 213 231 312 321
0
0,5
1
124 142 214 241 412 421
0
0,5
1
134 143 314 341 413 431
0
0,5
1
234 243 324 342 423 432
M{1,2}F M{1,3}F M{1,4}F M{2,3}F M{2,4}F M{3,4}F
0
0,5
1
12 21
0
0,5
1
13 31
0
0,5
1
14 41
0
0,5
1
23 32
0
0,5
1
24 42
0
0,5
1
34 43
Figure 6: Function F and its marginals, with XB = 0 on the left and XB drawn randomly on the
right.
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3.5 Fast Wavelet Transform
The MRA representation would be of little interest without efficient procedures to compute the
wavelet transform of a function F ∈ L(Γ¯n) an the synthesis of an element X ∈ Hn. Fortunately,
such procedures exist and we now describe them in details. They are directly inspired by the Fast
Wavelet Transform (FWT) introduced in Mallat (1989). We first recall some background about it.
Background on FWT in classic wavelet theory. In classic multiresolution analysis on l2(Z)3,
one is given a scaling basis (φj,k)j,k∈Z and a wavelet basis (φj,k)j,k∈Z, so that any function f ∈ l2(Z)
decomposes as
f =
∑
k∈Z
〈f, φj0,k〉φj0,k +
+∞∑
j=j0
∑
k∈Z
〈f, ψj,k〉ψj,k
for any j0 ∈ Z (see Mallat, 2008, for the details). The scalars dj [k] := 〈f, ψj,k〉 are the wavelet coef-
ficients and the scalars aj [k] := 〈f, φj,k〉 are called the approximation coefficients. The fast wavelet
transform computes efficiently the wavelet coefficients by exploiting the two following properties of
wavelet bases.
• All the wavelet coefficients at scale j can be computed from the approximation coefficients at
scale j via a linear operator h:
dj [k] = (haj)[k] (18)
• All the approximation coefficients at scale j can be computed from the approximation coeffi-
cients at scale j + 1 via a linear operator g:
aj [k] = (gaj+1)[k] (19)
The operator g computes local averages of the signal and is therefore called a low-pass filter. The
operator h computes local differences of the signal and is therefore called a high-pass filter. The
FWT then consists in applying recursively these filters in two steps:
1. Apply the high-pass filter h to aj to obtain the wavelet coefficients dj
2. Apply the low-pass filter g to aj to obtain aj−1
This procedure is illustrated by Figure 7 (the wavelet coefficients are highlighted in blue). It is
called “fast” because it computes all the coefficients of a same scale at the same time.
f = aJ h
g
dJ
aJ−1 h
g
dJ−1
aJ−2 h
g
dJ−2
aJ−3
Figure 7: Fast Wavelet transform with filter banks
3l2(Z) = {f : Z→ R | ∑m∈Z f(m)2 <∞}.
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In practice for a function f ∈ l2(Z) with finite support, the number of wavelet and approximation
coefficients decreases with the scale. The application of the filters g and h at scale j then only involve
the operations with the finite vector aj . The implementation of the FWT therefore uses families of
filters (gj)j and (hj)j where gj and hj are the operators applied effectively on aj .
Example 12 (FWT for the Haar wavelets). The following diagram illustrates the fast Haar wavelet
transform of a signal f = (f1, . . . , f8) ∈ R8.

f1
f2
f3
f4
f5
f6
f7
f8

h3
g3
d3 =

f1 − f2
f3 − f4
f5 − f6
f7 − f8

a2 =

f1 + f2
f3 + f4
f5 + f6
f7 + f8
 h2
g2
d2 =
[
a2[1]− a2[2]
a2[3]− a2[4]
]
a1 =
[
a2[1] + a2[2]
a2[3] + a2[4]
]
h3
g3
d1 = [a1[1]− a1[2]]
a0 = [a1[1] + a1[2]]
The FWT for the MRA representation. We now define the FWT for the MRA representation.
We first consider the wavelet transform of a function F ∈ L(Γ(A)) with A ∈ P(JnK). For k ∈
{2, . . . , |A|} we denote by ΓkA :=
⊔
B⊂A, |B|=k Γ(B) the set of all incomplete rankings of k items of
A.
• The analogues of the approximation coefficients of F at scale j ∈ {2, . . . , |A|} are the marginals
MBF for B ⊂ A with |B| = j. The vector of approximation coefficients of F at scale j is
defined by
M jF = (MBF (pi))pi∈Γ(B),|B|=j = (Mc(pi)F (pi))pi∈ΓjA ∈ R
|A|!/(|A|−j)!. (20)
• The wavelet coefficients of F at scale j ∈ {2, . . . , |A|} are the wavelet projections ΨBF for
B ⊂ A with |B| = j. The vector of wavelet coefficients of F at scale j is defined by
ΨjF = (ΨBF (pi))pi∈Γ(B),|B|=j = (Ψc(pi)F (pi))pi∈ΓjA ∈ R
|A|!/(|A|−j)!. (21)
Same as in classic wavelet theory, the FWT for the MRA representation also relies on two major
relations between the wavelet and approximation coefficients, analogous to Formulas (18) and (19).
The analogue of Formula (19) stems from the properties of the marginal operators. For pi =
pi1 . . . pij ∈ Γn with c(pi)  A, one has
Mc(pi)F (pi) = Mc(pi)∪{b}F (bpi1 . . . pij) +Mc(pi)∪{b}F (pi1b . . . pij) + · · ·+Mc(pi)∪{b}F (pi1 . . . pijb) (22)
for any b ∈ A \ c(pi). In addition one has M∅F (0¯) = M{a,b}F (ab) + M{a,b}F (ba) for any a, b ∈ A
with a 6= b. We therefore define the low-pass filters as follows.
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Definition 10 (Low-pass filters). We define the order 2 low-pass filter g2A : L(Γ
2
A) → R0¯ on
A ∈ P(JnK) by
g2AF (0¯) = F{a,b}(ab) + F{a,b}(ba) for any F ∈ L(Γ2A),
where a and b are distinct items in A (we take the two smallest by convention). For j ∈ {3, . . . , |A|}
we define the order j low-pass filter gjA : L(Γ
j
A)→ L(Γj−1A ) on A by
gjAF (pi1 . . . pij−1) = F (bpipi1 . . . pij−1) + F (pi1bpi . . . pij−1) + · · ·+ F (pi1 . . . pij−1bpi)
for any F ∈ L(ΓjA) and pi = pi1 . . . pij−1 ∈ Γj−1A , where bpi is any item in A \ c(pi) (we take the
smallest by convention).
To define the high-pass filters, first observe that by Property (12) of Theorem 5, one has ΨBF =
ΨBMBF for any B ∈ P¯(JnK) and F ∈ L(Γ¯n). This justifies the following definition.
Definition 11 (Alpha coefficients). For B ∈ P¯(JnK) and pi, pi′ ∈ Γ(B), we define the alpha coeffi-
cient
αB(pi, pi
′) = ΨBδpi′(pi) so that ΨBF (pi) =
∑
pi′∈Γ(B)
αB(pi, pi
′)MBF (pi′) for any F ∈ L(Γ¯n).
The high-pass filters are constructed with the alpha coefficients from Definition 11.
Definition 12 (High-pass filters). Let A ∈ P(JnK). For k ∈ {2, . . . , |A|}, the high-pass filter on A
at scale j is the operator hjA : L(Γ
j
A)→ L(ΓjA) defined by
hjAF (pi) =
∑
pi′∈Γ(c(pi))
αc(pi)(pi, pi
′)F (pi′) for any F ∈ L(ΓjA) and pi ∈ ΓjA.
The analogues of Formulas (19) and (18) are then given by the following proposition. As it is a
direct consequence of Definitions 10 and 12, its proof is left to the reader.
Proposition 13. Let A ∈ P(JnK) and F ∈ L(Γ(A)).
• The wavelet coefficients ΨjF of F at scale j ∈ {2, . . . , |A|} can all be computed from the
approximation coefficients M jF at scale j through the high-pass filter hjA:
ΨjF = hjAM
jF. (23)
• The approximation coefficients M jF of F at scale j ∈ {2, . . . , |A| − 1} can all be computed
from the approximation coefficients M j+1F at scale j + 1 through the low-pass filter gj+1A :
M jF = gj+1A M
j+1F. (24)
Formulas (23) and (24) are the respective analogues of Formulas (18) and (19) in classic wavelet
analysis. The FWT for the MRA representation can then be formulated as the FWT in clas-
sic wavelet theory: starting from the highest scale, apply recursively the high-pass filter on the
approximation coefficients to obtain the wavelet coefficients and the low-pass filter to obtain the
approximation coefficients of lower scale. The procedure is formalized in Algorithm 1.
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Algorithm 1 FWT for a function F ∈ L(Γ(A)) with A ∈ P(JnK)
Require: F ∈ L(Γ(A)) with A ∈ P(JnK)
M |A|F = F
for j from |A| to 2 do
ΨjF = hjAM
jF
M j−1F = gjAM
jF
end for
return ΨF = {M1F} ∪ (ΨjF )2≤j≤|A|
Example 13 (FWT for the MRA representation). The following diagram illustrates the FWT for a
function F ∈ L(Γ(J3K)). For any F ′ ∈ L(Γ¯n) and pi ∈ Γ¯n, the value F ′(pi) is denoted by F ′pi.

F123
F132
F213
F231
F312
F321
 h
3J3K
g3J3K
Ψ3J3KF =

∑
pi∈Γ(J3K) αJ3K(123, pi)Fpi∑
pi∈Γ(J3K) αJ3K(132, pi)Fpi∑
pi∈Γ(J3K) αJ3K(213, pi)Fpi∑
pi∈Γ(J3K) αJ3K(231, pi)Fpi∑
pi∈Γ(J3K) αJ3K(312, pi)Fpi∑
pi∈Γ(J3K) αJ3K(321, pi)Fpi

M2J3KF =

F123 + F132 + F312
F213 + F231 + F321
F132 + F123 + F213
F312 + F321 + F231
F231 + F213 + F123
F321 + F312 + F231
 h2
g2
Ψ2J3KF =

M2F12 −M2F21
M2F21 −M2F12
M2F13 −M2F31
M2F31 −M2F13
M2F23 −M2F32
M2F32 −M2F23

Ψ∅F = [M12F12 +M2F21]
Same as the FWT in classic wavelet theory, we call Algorithm 1 a “fast” wavelet transform
because it computes all the coefficients of a same scale at the same time. Several differences are
worth being pointed out though. We refer the reader to Mallat (2008) for background on classic
wavelet theory.
• Forest structure instead of tree structure. The classic FWT involves a recursive par-
titioning of the signal space: at each scale j, the vector of approximation coefficients aj is
partitioned into sub-vectors and each sub-vector is averaged to output the approximation
coefficients at scale j − 1. This structure is encoded in the definition of the low-pass filter,
Example 12 provides an illustration. The recursive partitioning can be represented by a tree,
as shown by Figure 8. By contrast, the FWT for the MRA representation follows more a
“forest structure”, namely the multi-scale structure of the marginals represented by Figure 4.
At scale j, each approximation coefficient can be computed as the average of several subsets
of approximation coefficients of scale j + 1, as shown by Equation (22). As a consequence,
the low-pass filters from Definition 10 are defined up to a convention. They correspond to a
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f1 f2 f3 f4 f5 f6 f7 f8
f1 + f2 f3 + f4 f5 + f6 f7 + f8
f1 + f2 + f3 + f4 f5 + f6 + f7 + f8
f1 + f2 + f3 + f4 + f5 + f6 + f7 + f8
Figure 8: Tree structure of the FWT in classic wavelet theory
certain choice of a spanning tree for the forest structure of the marginals, as illustrated by
Figure 9.
• Downsampling. The FWT in classic wavelet theory more specifically relies on a binary tree
structure. At each step, the low-pass filter therefore divides the number of approximation (and
thus also wavelet) coefficients by 2. Example 12 provides an illustration. In the MRA repre-
sentation, the number of approximation and wavelet coefficients of a function F ∈ L(Γ(A))
with A ∈ P(JnK) at scale j ∈ {2, . . . , |A|} is equal to |A|!/(|A| − j)!, as shown by Equations
20 and (21). Hence at scale j, the FWT divides the number of coefficients by (|A| − j).
• Support of the high-pass filters. In classic wavelet theory, each wavelet coefficient at scale
j is computed from a specific subset of approximation coefficients at scale j. Equivalently,
each approximation coefficient is involved in the computation of only one wavelet coefficient.
As a consequence, the computation of all the wavelet coefficients at scale j can be done in one
convolution of the vector aj . The structure of the high-pass filter is a little more complicated
in the MRA representation: for a function F ∈ L(Γ(A)) with A ∈ P(JnK) and a subset
B ∈ P(A), the computation of each of the wavelet coefficients ΨBF (pi) for pi ∈ Γ(B) involves
all the approximation coefficients MBF (pi
′) for pi′ ∈ Γ(B), by Definition 12 of the high-pass
filters. This means that for j ∈ {2, . . . , |A|}, the application of the high-pass filter hjA requires
j! convolutions of the vector M jF .
Remark 14 (Further Optimization of the FWT). We point out that the FWT could be further
optimized. Indeed for B ∈ P(JnK), the space HB has dimension d|B|, whereas the wavelet ΨBF
projection of a function F ∈ L(Γ¯n) on HB is a vector of size |B|!. A fully optimized procedure
would therefore compute only d|B| scalar coefficients and not |B|!. This could be done for instance
with the use of a wavelet basis (see Section 7 for more details). This direction is left for future
work.
The aforementioned differences between the FWT in classic wavelet theory and the FWT for
the MRA representation are due to the specific combinatorial structure of the latter. They also
stem from the differences between the notions of information localization. In classic multiresolution
analysis, the wavelet coefficients are localized in “space” and “scale”, where “space” is the very
object the signal is defined on. In other words, the metric in this space corresponds to the difference
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FM{1,2,3}F M{1,2,4}F M{1,3,4}F M{2,3,4}F
M{1,2}F M{1,3}F M{1,4}F M{2,3}F M{2,4}F M{3,4}F
M∅F
Figure 9: Forest structure of the FWT for the MRA representation for A = J4K. The spanning tree
highlighted in blue is the one obtained for bpi = minA \ c(pi) in the Definition 10 of the low-pass
filters.
between the indexes of the coordinates: for a signal f = (f1, . . . , fm) ∈ Rm, fi and fi′ corresponds
to the values of the function f at points that are separated by a distance of |i′ − i|. Then at each
scale, the coordinates are partitioned recursively into subsets of adjacent coordinates (see Figure
8), defining a metric for the scale that is coarser but consistent with the metric of the higher scales.
Each wavelet coefficient is thus localized in space and scale because its computation only involves
a small number of approximation coefficients that are close with respect the scale.
The notion of information localization in the MRA representation is fundamentally different.
The signal is defined on rankings but the wavelet coefficients are localized in “items” and “scale”.
They thus do not localize components of the signal in the “space of rankings”. In other words
each wavelet coefficient is not computed from a subset of the signal’s coordinates that are “close”.
Instead, they are computed from subsets of coordinates that lead to the localization properties
through the marginal operators that we described at length in the previous subsections.
Algorithm 1 computes the wavelet transform of a function F ∈ L(Γ(A)) with A ∈ P(JnK). To
extend it for any function F ∈ L(Γ¯n), recall that ΨF =
∑
A∈supp(F ) ΨFA, where supp(F ) = {A ∈
P¯(JnK) | FA 6= 0} is the global support of F (see Subsection 3.1). We naively extend the FWT by
applying Algorithm 1 to each FA and summing all the wavelet transforms ΨFA. This procedure is
formalized by Algorithm 2.
Algorithm 2 FWT for a function F ∈ L(Γ¯n)
Require: F ∈ L(Γ¯n)
for A ∈ supp(F ) do
Compute ΨFA with Algorithm 1
end for
return ΨF =
∑
A∈supp(F ) ΨFA
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Algorithm 2 is of course not optimal to compute the wavelet transform of any function F ∈ Γ¯n.
Indeed, if there exists B ∈ P(JnK) included in at least two subsets of items in supp(F ), then the
computation of the wavelet coefficients ΨBF (pi) for pi ∈ Γ(B) will involve redundant applications
of the high-pass filters of scale |B| whereas it requires only one. The definition of an optimal FWT
for any function F ∈ L(Γ¯n) necessitates however to introduce new definitions and notations. For
clarity’s sake, we leave it to the reader. In addition, we assert that the optimal FWT would still
have a complexity of same order of magnitude as the one of Algorithm 2 (see below).
Algorithmic complexity. We now turn to the analysis of the complexity of the FWT and related
computations. First, the high-pass filters hjA are constructed from the alpha coefficients given by
Definition 11. The latter does not however provide an explicit formula for them. Fortunately,
they can be precomputed once and for all with an efficient procedure provided in Section 5. The
following proposition then gives an upper bound for its complexity.
Proposition 15 (Complexity of the computation of alpha coefficients). For k ∈ {2, . . . , n}, the
computation of all coefficients αB(pi, pi
′) for pi, pi′ ∈ Γ(B) and B ∈ P¯(JnK) with |B| ≤ k has com-
plexity bounded by (1/2)k2k!.
The proof of Proposition 15 finely exploits the combinatorial structure of the operators of the
MRA representation. It is postponed to the Appendix. Once the alpha coefficients and therefore
the high-pass filters are precomputed, one can apply the FWT, the complexity of which is bounded
by the following proposition. We recall that the support of a function F ∈ L(Γ¯n) is defined by
supp(F ) = {pi ∈ Γ¯n | F (pi) 6= 0} whereas its global support is defined by supp(F ) = {A ∈
P(JnK) | FA 6= 0}.
Proposition 16 (Complexity of the FWT for the MRA representation). Let F ∈ L(Γ¯n) and
k = max{|A| | A ∈ supp(F )}. The complexity of Algorithm 2 applied to F is bounded by∑
A∈supp(F )
[e |A|! + |A|(2|A|−1 − 1)]| supp(FA)| ≤ [e k! + k(2k−1 − 1)]| supp(F )|.
Proof. We first prove the proposition for a function F ∈ L(Γ(A)) with A ∈ P(JnK). Let k = |A|
and j ∈ {2, . . . , k}. At scale j, Algorithm 1 involves
• the application of the high-pass filter hjA on M jF , with complexity equal to∑
B⊂A,|B|=j
∑
pi∈Γ(B)
| supp(MBF )| = j!
∑
B⊂A,|B|=j
| supp(MBF )|;
• the application of the low-pass filter gjA on M jF , with complexity bounded by∑
pi∈ΓjA
I{pi ∈ supp(M jF )}j = j| supp(M jF )|.
Indeed, each coefficient M jF (pi) for pi ∈ ΓjA is involved in the computation of at most j
approximation coefficients of scale j − 1, namely the approximation coefficients M j−1F (pi′)
for pi′ ⊂ pi with |pi′| = j − 1.
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Now, it is easy to see that for any B ∈ P(JnK), | supp(MBF )| ≤ | supp(F )|. One therefore has
| supp(M jF )| = ∑B⊂A,|B|=j | supp(MBF )| ≤ (kj)| supp(F )| and the complexity of Algorithm 1 is
bounded by
| supp(F )|
k∑
j=2
(
k
j
)
(j! + j) .
Classic combinatorial calculations then give
k∑
j=2
(
k
j
)
j! =
k∑
j=2
k!
(k − j)! ≤ k!
+∞∑
j=0
1
j!
= e k! and
k∑
j=2
(
k
j
)
j = k(2k−1 − 1).
For a function F ∈ L(Γ¯n), the complexity of Algorithm 2 is then clearly bounded by∑
A∈supp(F )
[e |A|! + |A|(2|A|−1 − 1)]| supp(FA)| ≤ [e k! + k(2k−1 − 1)]| supp(F )|.
We finish this subsection with the analysis of the wavelet synthesis. In classic multiresolution
analysis, the inverse wavelet transform can be computed with a “dual” procedure of the FWT. In
the present context, it happens that the synthesis operator φA involves computations that are not
similar to the ones involved in the wavelet transform (refer to Section 5 for the definition). A simple
procedure leads however to the following complexity bounds.
Proposition 17 (Complexity of the wavelet synthesis). Let A ∈ P(JnK) and X ∈ Hn. The
computation of φAX(pi) can be done with complexity bounded by
(|A|
2
)
for any pi ∈ Γ(A), and the
computation of φAX with complexity bounded by |A|!
(|A|
2
)
.
Refer to the Appendix for the proof of Proposition 17. The complexity bounds of Propositions
15 and 16 can appear a little high at first glance, as they involve powers and factorials. We
however point out that the value of the exponent or under the factorial is the size of the subset of
items considered. This size is actually small in practical applications typically around 10, and the
complexity thus does not explode.
Remark 18 (Connection with the Fourier transform). In classic multiresolution analysis, the wavelet
transform is connected to the Fourier transform. As we shall see in Section 6, it happens that
some connections exist too in the present context between the MRA representation and Sn-based
harmonic analysis. The algorithms we introduced in this section do not however use the Fourier
transform on Sn at all. The design of such procedures would certainly be an interesting direction
for future work.
4 The MRA framework for the statistical analysis of incom-
plete rankings
We now describe a general framework to apply the MRA representation to the statistical analysis
of incomplete rankings, in the setting defined in Section 2.
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4.1 Identifiability issues
In each of the statistical application mentioned in Subsection 2.1, the goal is to recover a certain
target part of p. In the context of full ranking analysis, one observes drawings of permutations
Σ1, . . . ,ΣN that provide a direct access to global information about p. The task is then to best
approximate the target part of p from global information about p. In the context of incomplete
ranking analysis, the target part of p must be recovered from the observation of a dataset DN =
((A1,Π
(1)), . . . , (AN ,Π
(N))) where the (Ai,Π
(i))’s are drawn IID from the process (3). This brings
an additional difficulty as information about p in DN is censored by the probability distribution ν.
One must therefore deal with two types of uncertainty:
1. Remove the noise from the observation process (3) to access to information about p.
2. Recover the target part of p from the accessible part of information about p.
By the law of large numbers, it is obvious that the (asymptotically) accessible part of information
about p (as N grows to infinity) are the marginals PA for observable subsets of items A, that is to
say subsets of items in the observation design A. The second problem then boils down to recover
the target part of p from the knowledge of the marginals (PA)A∈A.
Depending on the target part and the observation design A, this task can require a structural
assumption on p. Suppose for instance that one seeks to recover the full ranking model p from the
observation of pairwise comparisons only. In other words, with an observation design A included
in the set of pairs of JnK. Each pairwise marginal P{a,b} for {a, b} ⊂ JnK being a probability
distribution on a set with two elements, it is characterized by one parameter. The number of
accessible parameters is therefore at most
(
n
2
)
, whereas characterizing the full ranking model p
requires n!−1 parameters. This task thus requires to stipulate an additional structural assumption
on p, so that p becomes identifiable from the knowledge of its pairwise marginals only.
In a general context, we consider the following question: without any structural assumption,
what part of p can be recovered from the knowledge of the marginals (PA)A∈A? The following
theorem provides the answer. It is already proved in Sibony et al. (2015) and is a direct consequence
of Theorem 9. Its proof is thus left to the reader.
Theorem 19 (Identifiable parameters). The knowledge of (PA)A∈A characterizes the component
(ΨBp)B∈P¯(A) ∈ H(P¯(A))
of the ranking model p. In particular, it has a number of degrees of freedom equal to dimH(P¯(A)) =∑
B∈P¯(A) d|B|.
Through Theorem 19, the MRA representation allows to quantify the part of p that is identifiable
without any structural assumption in the statistical setting introduced in Section 2. This justifies
the general method we introduce for the statistical analysis of incomplete rankings.
4.2 General method for the statistical analysis of incomplete rankings
The MRA framework we now introduce is performed in two steps, one to perform each of the two
tasks mentioned in the previous Subsection.
Definition 20 (MRA framework). The MRA framework for the statistical analysis of incomplete
rankings is described by the following general procedure.
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1. Construct from the dataset DN the wavelet empirical estimator X̂ ∈ H(P¯(A)) defined for
each B ∈ P¯(A) as the simple average of the wavelet projections of the δΠ(i) :
X̂B =
1
|{1 ≤ i ≤ N | B ⊂ Ai}|
N∑
i=1
ΨBδΠ(i) (25)
(we recall that ΨBδpi = 0 if B 6⊂ c(pi) by construction). By convention, X̂B = 0 if |{1 ≤ i ≤
N | B ⊂ Ai}| = 0. As shown in Subsection 4.3, X̂ is an unbiased estimator of the accessible
component (ΨBp)B∈P¯(A) of p.
2. Perform the task related to the considered application in the feature space Hn using X̂ as
empirical distribution.
Remark 21. The wavelet empirical estimator X̂ is equal to the weighted least square estimator
considered in Sibony et al. (2015) and denoted by X̂WLS . We use a different notation here for
simplicity’s sake.
Beyond this decomposition in two steps, the major novelty of the MRA framework is to offer
the possibility to perform the analysis of the data in the feature space Hn. This is a radical change
from existing approaches that all rely on the construction of a ranking model p̂N over Sn (see
Subsection 2.5). Subsections 4.3 and 4.4 respectively show how this method allows to overcome
the statistical and computational challenges. Before that, we illustrate the application of the MRA
framework on different applications.
Estimation. Two estimation problems naturally arise when observing incomplete rankings: the
estimation of the full ranking model p or the estimation of the accessible marginals (PA)A∈A only.
In the latter, the target part of p is accessible. The MRA framework can therefore be applied in
its simplest form: construct the wavelet empirical estimator X̂ and use it directly to estimate the
marginals, taking φAX̂ as estimator of PA for each A ∈ A. This approach is used in Sibony et al.
(2015) and shown to have strong theoretical guarantees as well as a good performance in numer-
ical applications. Depending on the dataset, it can nonetheless be useful to add a regularization
procedure. Estimator X̂ is indeed characterized by
∑
B∈P¯(A) d|B| independent parameters. If for
instance A = {A ⊂ JnK | 2 ≤ |A| ≤ K} for some K ∈ {2, . . . , n}, then this quantity is of order
O(nK). It may thus require a huge number of observations N available to attain a good accuracy
on a large dataset. Regularization procedures can then help to obtain a more robust estimator.
Many approaches are possible, we provide here two examples for illustration purpose4.
• Kernel-based estimation: Given a distance D on the set P¯(JnK) of subsets of items, one
can define a kernel Kh : Hn → Hn that maps an element X ∈ Hn to a smoother element
KhX ∈ Hn with h as a window parameter on the distance D, and consider the kernel-based
wavelet estimator X̂Ker defined for B ∈ P¯(A) by
X̂KerB =
1
ZB,N
N∑
i=1
∑
B′∈P¯(A)
Kh(ΨB′δΠ(i)),
where ZB,N is a normalizing constant.
4Examples to define the proposed mathematical objects are provided in Section 7.
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• Penalty minimization: Given a distance ∆ on Hn, one can construct a regularized estimator
as the solution X̂Pen of a minimization problem of the form
min
X′∈Hn
∆(X′, X̂) + λNΩ(X′),
where Ω : Hn → R is a penalty function and λN > 0 is a regularization parameter.
Regularization procedures are discussed in more details in Section 7. They are also required when
one seeks to recover the full ranking model p. In this case, it may not be necessary to reduce the
variance of the estimator X̂ but the goal is to recover information that is not accessible in absence of
any structural model assumption. It can be expressed as an inverse problem of the form: knowing
an estimation X̂ of (ΨBp)B∈P¯(A), recover p. This task of course requires a structural assumption
on p and can typically be tackled by minimizing a penalty function that quantifies it. In both cases,
the MRA framework is applied the following way: 1. construct the wavelet empirical estimator X̂;
2. apply a regularization procedure to obtain a final estimator X̂∗.
Clustering. Here we consider a clustering problem. We assume that the observations from the
dataset DN come from a set of m ≥ 1 users. For j ∈ {1, . . . ,m}, user j provides a dataset of
Nj ≥ 1 incomplete rankings that we denote by DjN = ((Aj,1,Π(j,1)), . . . , (Aj,Nj ,Π(j,Nj))), so that
DN = D1N unionsq · · · unionsq DmN . We assume that each user j is modeled by a ranking model pj over Sn
and the goal is regroup the ranking models p1, . . . , pm into k clusters, with k ∈ {1, . . . ,m} known
in advance for simplicity. The difficulty is of course that none of the pj ’s is known, and not even
accessible from the observations, since each dataset DjN is composed of censored thus incomplete
rankings. The MRA framework can be applied as follows:
1. For each user j ∈ {1, . . . ,m}, compute the wavelet empirical estimator X̂j defined for each
B ∈ P¯(A) by
X̂jB =
1
|{1 ≤ i ≤ Nj | B ⊂ Aj,i}|
Nj∑
i=1
ΨBδΠ(j,i) .
2. Apply a clustering algorithm to the data points X̂1, . . . , X̂N in the feature space Hn. It can
be for instance the k-means algorithm or a spectral clustering method based on a similarity
measure on Hn.
Ranking aggregation. Ranking aggregation is certainly one the most considered applications in
the ranking literature. Broadly speaking, it consists in “summarizing” a population of rankings
into one single ranking. In the most classic setting, the population of rankings is a finite collection
(σ(1), . . . , σ(N)) of full rankings and the goal is to summarize it into one full ranking σ whose
performance is measured by the following cost function
N∑
i=1
d
(
σ, σ(i)
)
, (26)
where d is a distance on Sn. Minimizers of (26) are called consensus rankings of the collection
(σ(1), . . . , σ(N)) for the distance d. Though this problem has mainly been considered in a deter-
ministic setting in most of the dedicated literature, it can be naturally extended to a statistical
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setting where the population is a collection of N random permutations (Σ(1), . . . ,Σ(N)) drawn IID
from a ranking model p. The aggregation performance of a full ranking σ is then measured by the
expected cost function
EΣ∼p [d(σ,Σ)] =
∑
σ′∈Sn
d(σ, σ′)p(σ′). (27)
Consensuses for (27) are for instance considered in Sibony (2014) or Prasad et al. (2015). A
possible aggregation procedure in this context is for instance to take a minimizer of the empirical
cost function
∑N
i=1 d(σ,Σ
(i)). In the context of the statistical analysis of incomplete rankings, one
does not have access to drawings of p but to a dataset DN only. It is still natural however to
consider the problem of aggregating the statistical population of rankings into a full ranking σ and
measure its performance by the same function (27). This setting is used for instance in Rajkumar
et al. (2015), with the Kendall’s tau distance, in the context of pairwise comparisons. In a general
setting, the MRA framework applies as follows:
1. Compute the wavelet empirical estimator X̂ defined by (25).
2. Take the minimizer of the cost function
∆d (Ψδσ,X) ,
where ∆d is a distance on Hn that can be defined from d5.
4.3 Overcoming the statistical challenge
We now describe the advantages of the MRA framework for the statistical analysis of incomplete
rankings. First, X̂ is an unbiased estimator of (ΨBp)B∈P¯(A).
Proposition 22 (Expectation of the wavelet empirical estimator). For all B ∈ P¯(A),
E
[
X̂B
]
= ΨBp.
Proof. Let B ∈ P¯(A). Denoting by BνN the σ-algebra generated by the collection of random
variables (A1, . . . ,AN ), one has by definition
E
[
X̂B
]
= E
[
E
[
1
|{1 ≤ i ≤ N | B ⊂ Ai}|
N∑
i=1
I{B ⊂ Ai}ΨBδΠ(i)
∣∣∣∣∣BνN
]]
= E
[
1
|{1 ≤ i ≤ N | B ⊂ Ai}|
N∑
i=1
I{B ⊂ Ai}E
[
ΨBδΠ(i)
∣∣∣BνN]
]
.
Now, reformulation (4) of the statistical process (3) ensures that for each i ∈ {1, . . . , N}, Π(i) has
the same law as Σ
(i)
|Ai , where Σ
(1), . . . ,Σ(N) are random permutations drawn IID from p. We recall
in addition that for any permutation σ ∈ Sn and any subset A ∈ P(JnK) with B ⊂ A, one has
ΨBδσ|A = ΨBδσ by Property (12) of Theorem 5. One therefore has
E
[
ΨBδΠ(i)
∣∣∣BνN] = E [ΨBδΣ(i)|Ai
∣∣∣BνN] = E [ΨBδΣ(i)∣∣∣BνN] = E [ΨBδΣ(i) ] = ΨBE [δΣ] = ΨBp.
5How to define a distance ∆d on Hn that would lead to efficient procedures requires however some deeper analysis
and is left to future work.
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This concludes the proof.
Proposition 22 ensures that X̂ is a good representative of the accessible part (ΨBp)B∈P¯(A) of
the ranking model p, whatever it is. This advantage is to be compared to existing methods:
• Methods based on parametric models are necessarily biased when the ranking model does not
satisfy the structural assumption.
• Methods that identify an incomplete ranking with the set of its linear extensions are funda-
mentally biased by the censoring process ν, as shown in Subsection 2.5.
In a sense, one can say that the MRA framework allows to remove the noise due to the censoring
process ν whatever the ranking model p.
The other statistical advantage of the MRA framework is that it allows to fully exploit the
consistency assumption (∗). As explained in Subsection 2.4, the consistency assumption induces
two rules to transfer information between subsets of items A,B ∈ P(JnK) with B ⊂ A: information
is transferred from A to B through the marginal operator MB , and information is transferred from
B to A as the constraint that PA must satisfy MBPA = PB . By Theorem 9, this constraint is
equivalent to ΨB′PA = ΨB′PB for all B
′ ∈ P¯(B). The second rule can thus be reformulated as:
information is transferred from B to A through the operators (ΨB′)B′∈P¯(B). In other words, the
MRA representation allows to quantifies the amount of information in the constraints imposed by
the consistency assumption. The wavelet empirical estimator X̂ therefore naturally exploits more
information than other empirical estimators, as illustrated by the following comparison.
• Naive empirical estimator. For an observed subset A (|{1 ≤ i ≤ N | A = Ai}| > 0), we
recall that the naive empirical estimator is defined in (7) by
P̂A =
1
|{1 ≤ i ≤ N | A = Ai}|
N∑
i=1
I{A = Ai}δΠ(i) .
The P̂A’s are two-by-two independent. Each P̂A consolidates information on A but no infor-
mation is transferred between subsets. In other words, the naive empirical estimator does not
exploit the consistency assumption at all. For instance if rankings are observed on {1, 2} and
{1, 2, 3}, neither information is transferred from {1, 2, 3} to {1, 2} nor in the other way round.
• Marginal-based empirical estimator. For a subset B ∈ P¯(JnK) included in at least one
observed subset (|{1 ≤ i ≤ N | B ⊂ Ai}| > 0), we define the marginal-based empirical
estimator by
Q̂B =
1
|{1 ≤ i ≤ N | B ⊂ Ai}|
N∑
i=1
I{B ⊂ Ai}MBδΠ(i) .
The marginal-based empirical estimator exploits the consistency assumption but only in one
sense, from a subset of item A to its subsets B ∈ P¯(JnK). For instance if rankings are observed
on {1, 2} and {1, 2, 3}, information is transferred from {1, 2, 3} to {1, 2} but not in the other
way round.
• Wavelet empirical estimator. For a subset B ∈ P¯(JnK) included in at least one observed
subset (|{1 ≤ i ≤ N | B ⊂ Ai}| > 0), we recall that the wavelet empirical estimator is defined
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by
X̂B =
1
|{1 ≤ i ≤ N | B ⊂ Ai}|
N∑
i=1
I{B ⊂ Ai}ΨBδΠ(i) .
Thanks to the wavelet transform, the wavelet empirical estimator fully exploits the consistency
assumption. For instance if rankings are observed on {1, 2} and {1, 2, 3}, information is
transferred from {1, 2, 3} to {1, 2} and in the other way round.
4.4 Overcoming the computational challenge
The following proposition gives a theoretical bound on the complexity of the computation of the
wavelet empirical estimator X̂.
Proposition 23 (Complexity of the computation of the wavelet empirical estimator). Let K =
maxA∈A |A|. The complexity of the computation of X̂ is bounded by
[eK! + (K + 4)2K−1] min
(
N,
∑
A∈A
|A|!
)
.
Proof. Defining the function FN =
∑N
i=1 δΠ(i) and the scalars ZN,B = |{1 ≤ i ≤ N | B ⊂ Ai}|, one
has for any B ∈ P¯(A),
X̂B =
1
ZN,B
ΨBFN .
The computation of X̂ can thus be decomposed into three steps:
1. Computation of FN and (ZN,B)B∈P¯(A): this is performed in one loop over the dataset with
complexity bounded by ∑
pi∈supp(FN )
|P¯(c(pi))| ≤ 2K | supp(FN )|.
2. Computation of ΨFN : this is performed using Algorithm 2. By Proposition 16, its complexity
is bounded by
[eK! +K2K−1]| supp(FN )|.
3. Division of ΨBFN by ZN,B for each B ∈ P¯(A) such that ZN,B 6= 0: this is performed in one
loop over the subsets B with ZN,B > 0 with complexity bounded by
|P¯(supp(FN ))| ≤ 2K | supp(FN )|.
To conclude the proof, notice that | supp(FN )| is exactly the number of parameters required to store
the dataset DN . Lemma 4 therefore ensures that it is bounded by min(N,
∑
A∈A |A|!).
Although the bound in Proposition 23 is not small, it is sufficient to ensure that the computa-
tion of the wavelet empirical estimator is tractable in common situations. In practical applications
indeed, the number of items n can be large, say around 104, but the parameter K, which repre-
sents the maximal size of an observed ranking, is fairly small, typically less than 10. The factor
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[eK! + K2K−1] then does not represent too much of an issue. On the other hand, the term
min
(
N,
∑
A∈A |A|!
)
is smaller than the number N of observations, which is always tractable. For
instance if one has a dataset of one billion rankings that each involve less than 5 items then the
number of required operations is bounded by 5 × 1011, which is still tractable. We also point out
that the wavelet empirical estimator can be easily computed in an on-line mode or parallelized in
a map/reduce framework (refer to Sibony et al. (2014) for more details).
From a theoretical point of view, the interesting aspect of the bound in Proposition 23 is that it
does not depend directly on the number of items n. Only the term
∑
A∈A |A|! can indeed depend
on n through the observation design A, as explained in Subsection 2.6. More particularly, this term
is exactly the bound on the number of parameters required to store the dataset DN from Lemma
4. We can therefore say in a sense that the computation of the wavelet empirical estimator deals
with the complexity of the data itself.
More generally, this can be considered as the great achievement of the MRA framework. As
explained in Subsection 2.4, the analysis of incomplete rankings necessarily involves at some point
the computation of the marginal MAq of a ranking model over Sn on a subset of items A ∈ P(JnK).
If q is represented as the vector of its values (q(σ))σ∈Sn , the computation of MAq(pi) for pi ∈ Γ(A)
using Formula (∗) requires n!/|A|! operations. Now, if q is represented by its wavelet transform Ψq,
Theorem 5 tells us that MAq(pi) = φAΨq(pi). The computation then has complexity bounded by(|A|
2
)
, by Proposition 17. This bound shows that the dependency in n is an artifact of the theoretical
framework of ranking models over Sn: when the ranking model is not represented as a function on
Sn but by its wavelet transform, this dependency vanishes.
This section has shown that the MRA framework for the statistical analysis of incomplete rankings
offers at the same time a great flexibility to define new approaches for a wide variety of applications
and great advantages to face the inherent statistical and computational challenges. All of this is due
to the strong properties of the MRA representation. As shall be explained in the following Section,
its construction relies on recent results from algebraic topology in order to exploit accurately the
multi-scale structure of incomplete rankings.
5 The construction of the MRA representation
We now define rigorously the objects of the MRA representation and establish its properties. Here
and throughout the article, the null space of any operator T is denoted by kerT .
5.1 The multiresolution decomposition
The construction of the MRA representation starts with the definition of the spaces HB and the
wavelet synthesis operators φA for A,B ∈ P¯(JnK).
Definition 24 (Spaces HB). We set H∅ = R0¯ = L(Γ(0¯)) and define for B ∈ P(JnK) the linear
space
HB = {F ∈ L(Γ(B)) |MB′F = 0 for all B′ ( B} = L(Γ(B)) ∩
⋂
B′(B
kerMB′ .
We recall that the feature space is then equal to Hn =
⊕
B∈P¯(JnK)HB . The definition of the
spaces HB for B ∈ P¯(JnK) is rather natural to obtain the properties of the MRA representation.
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Indeed two functions F and G in L(Γ(B)) have the same marginals on all strict subsets of B if and
only if F − G ∈ HB . Thus the projection of F onto HB (in parallel to any space supplementary
to HB) contains information about F that is specific to B. Equivalently, it localizes the piece of
information of scale |B| of F on B. It is then natural to expect that for any A ∈ P(JnK), the
structure of the space L(Γ(A)) is somehow equivalent to that of the sum of spaces
⊕
B∈P¯(A)HB .
By contrast, the definition of the wavelet synthesis operators is not intuitive. It relies on
the following concept: word pi′ ∈ Γn is a contiguous subword of word pi ∈ Γn if there exists
i ∈ {1, . . . , |pi| − |pi′|+ 1} such that pi′ = piipii+1 . . . pii+|pi′|−1. This is denoted by pi′ @ pi.
Definition 25 (Operators φA). For A ∈ P¯(JnK), we define the linear operator φA : L(Γ¯n) →
L(Γ(A)) on the Dirac function of a ranking pi ∈ Γ¯n by
φAδ0¯ =
1
|A|!1Γ(A) and φAδpi =
1
(|A| − |pi|+ 1)!1{σ∈Γ(A) | pi@σ} if pi 6= 0¯.
Notice that we define the operators φA globally on L(Γ¯n) and not just on the feature space Hn.
This will allow us to highlight the key ingredients in the construction of the MRA representation.
By Definition 25, φAFB = 0 for FB ∈ L(B) with B 6⊂ A. The operator φA can therefore be seen
as an embedding operator from
⊕
B∈P¯(A) L(Γ(B)) to L(Γ(A)). The following theorem exploits the
properties of both spaces HB and operators φA. It is the basis of the entire MRA representation.
Theorem 26 (Multiresolution decomposition). For any A ∈ P¯(JnK), one has the decomposition
L(Γ(A)) =
⊕
B∈P¯(A)
φA (HB) .
In addition, for B ∈ P¯(A),
1. φA is injective on HB: kerφA ∩HB = {0},
2. for all F ∈ HB and A′ ∈ P¯(A), MA′φAF = φA′F ,
3. dimHB = d|B|, where for k ∈ {2, . . . , n}, dk is the number of fixed-point free permutations
(also called derangements) on a set with k elements.
The proof of Theorem 26 relies on two key properties, one about the spaces HB and the other
about the operators φA. We start with the latter, given by the following lemma. For A ⊂ JnK with
|A| = 1 we set by convention L(Γ(A)) = H∅ and MA = M∅.
Lemma 27 (Commutation between marginal and wavelet synthesis operators). Let A,B ∈ P(JnK),
F ∈ L(Γ(A)) and C ∈ P(JnK) such that A ∪B ⊂ C. Then MBφCF = φBMA∩BF . In other words,
the following diagram is commutative.
L(Γ(A))
L(Γ(C))
L(Γ(A ∩B))
L(Γ(B))
φC MB
MA∩B φB
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The diagram actually represents the restrictions of the operators to the involved spaces but we do
not notify them for clarity’s sake.
Lemma 27 says in a way that the embedding operators φA commute with the marginal operators
MB . Notice in particular that if |A∩B| ≤ 1, MBφCF = φBM∅F is the constant function on L(Γ(B))
equal to
∑
pi∈Γ(A) F (pi). The proof of Lemma 27 is purely technical and left to the Appendix. We
however provide an illustrating example.
Example 14. Let A = {1, 2, 3}, B = {1, 2, 4} and C = {1, 2, 3, 4}. Then for pi = 123 for instance,
MBφCδpi = M{1,2,4}φ{1,2,3,4}δ123 =
1
2
M{1,2,4} [δ4123 + δ1234] =
1
2
[δ412 + δ124]
and φBMA∩Bδpi = φ{1,2,4}M{1,2}δ123 = φ{1,2,4}δ12 =
1
2
[δ412 + δ124] .
Lemma 27 allows to prove, for A ∈ P¯(JnK), the three following properties.
1. For B ∈ P¯(A), φA is injective on HB , i.e. kerφA ∩HB = {0}.
2. For B ∈ P¯(A), F ∈ HB and A′ ∈ P¯(A), MA′φAF = φA′F .
3. The sum of spaces (φA(HB))B∈P¯(A) is direct.
Proof. We prove each property separately.
1. Let F ∈ kerφA ∩HB . Applying Lemma 27 to A,B := B and C := A gives
φBMBF = MBφAF i.e. F = 0 because F ∈ kerφA,
which concludes the proof.
2. Applying Lemma 27 to A := B, B := A′ and C := A gives
MA′φAF = φA′MB∩A′F.
If B ⊂ A′ then B ∩ A′ = A′ and one obtains MA′φAF = φA′F . If B 6⊂ A′ then B ∩ A′  B
and MB∩A′F = 0 because F ∈ HB . Hence MA′φAF = 0 = φA′F .
3. Let (FB)B∈P¯(A) ∈
⊕
B∈P¯(A)HB such that∑
B∈P¯(A)
φAFB = 0. (28)
We need to show that FB = 0 for each B ∈ P¯(A). We do it recursively on |B| by applying
property 2. to (28) for different subsets A′. First, applying M∅ cancels all the terms φAFB
for B ∈ P(A), leading to F∅ = 0. Then for any A′ ⊂ A with |A′| = 2, applying MA′ cancels
all the terms φAFB for B ∈ P(A) \ {A′}, leading to FA′ = 0. The proof is concluded by
induction.
The second key ingredient of the proof of Theorem 26 is the following theorem. We recall that
for k ∈ {2, . . . , n}, dk is the number of derangements on a set of k elements.
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Theorem 28 (Dimension of the space HJkK). For k ∈ {2, . . . , n}, dimHJkK = dk.
Theorem 28 is proved in Reiner et al. (2013), where HJkK is denoted by kerpiJkK (see proposition
6.8 and corollary 6.15). As simple as it may seem, this result is far from being trivial. It is
actually shown in Reiner et al. (2013) that HJkK is isomorphic to the top homology space of the
complex of injective words on JkK. The calculation of the dimension of the latter relies on the Hopf
trace formula for virtual characters and the topological properties of the partial order of subword
inclusion, proved in several contributions of the algebraic topology literature (see Farmer, 1978;
Bjo¨rner and Wachs, 1983; Reiner and Webb, 2004).
Theorem 28 allows to conclude the proof of Theorem 26 with a dimensional argument. First
observe that for k ∈ {2, . . . , n}, all the spaces HB for B ⊂ JnK with |B| = k are isomorphic to
HJkK. Thus dimHB = d|B| for all B ∈ P¯(JnK). Combining this result with properties 1. and 3., one
obtains for any A ∈ P(JnK),
|A|! = dimL(Γ(A)) ≥ dim
⊕
B∈P¯(A)
φA (HB) ≥
∑
B∈P¯(A)
d|B| =
|A|∑
k=0
(|A|
k
)
dk = |A|!, (29)
where the last equality is a classic result in elementary combinatorics. All the inequalities in (29)
are therefore equalities, and the proof of Theorem 26 is finished.
5.2 The construction of the wavelet transform
Theorem 26 allows to construct implicitly the wavelet transform as follows: for any A ∈ P¯(JnK)
and F ∈ Γ(A), it shows the existence of a unique element (ΨABF )B∈P¯(A) in
⊕
B∈P¯(A)HB such that
F =
∑
B∈P¯(A)
φAΨ
A
BF.
This naturally defines for any B ∈ P¯(JnK) the linear operator ΨB : L(Γ¯n)→ HB on each subspace
L(Γ(A)) for A ∈ P(JnK) as the mapping
ΨB : F 7→ ΨABF if B ⊂ A and 0 otherwise. (30)
Definition 29 (Wavelet transform). The wavelet transform is the operator Ψ : L(Γ¯n) → Hn
constructed from the operators ΨB defined in (30) as
Ψ : F 7→ (ΨBF )B∈P¯(JnK) .
All the objects of the MRA representation being defined, we now prove Theorem 5.
Proof. Property (11) and the first part of Property (12) are direct consequences of Theorem 26 and
Definition 29. To prove the second part of Property (12), observe that the first part applied to F
givesMA′F =
∑
B∈P¯(A′) φA′ΨBF and (11) applied toMA′F givesMA′F =
∑
B∈P¯(A′) φA′ΨBMA′F .
The uniqueness of the decomposition concludes the proof.
Definition 29 relies on an implicit construction. We now provide an explicit construction of the
wavelet transform. First, observe that Property (11) of Theorem 5 applied to A = ∅ implies that
44
for any F ∈ L(Γ(0¯)), Ψ∅F = F . Applying Property (12), one obtains for any F ∈ L(Γ¯n),
Ψ∅F = Ψ∅M∅F = M∅F =
∑
pi∈Γ¯n
F (pi)
 δ0¯. (31)
On the other hand, one has φAF = F for any A ∈ P¯(JnK) and F ∈ L(Γ(A)), so that by Theorem 5,
ΨAF = F −
∑
B∈P¯(A)\{A}
φAΨBF. (32)
We use Eq. (31) and (32) to construct the wavelet projections ΨB by induction. We actually
construct by induction the coefficients αB(pi, pi
′) introduced in Definition 11. The calculation first
relies on the following lemma. For a ranking pi = pi1 . . . pik ∈ Γn and two indexes 1 ≤ i < j ≤ k, we
denote by piJi,jK the contiguous subword pii . . . pij of pi.
Lemma 30. Let A ∈ P¯(JnK) with |A| = k and X = (XB)B∈P¯(A) ∈ Hn. Then for all pi ∈ Γ(A),∑
B∈P¯(A)
φAXB(pi) =
1
k!
X∅(0¯) +
∑
1≤i<j≤k
1
(k − j + i)!Xc(piJi,jK)
(
piJi,jK) .
Proof. First, one clearly has
∑
B∈P¯(A) φAXB(pi) =
1
k!X∅(0¯)+
∑
B∈P(A) φAXB(pi). Now by definition
of operator φA, one has for any B ∈ P(A)
φAXB(pi) =
∑
pi′∈Γ(B)
XB(pi
′)
I{pi′ @ pi}
(k − |pi′|+ 1)! = XB(pi|B)
I{pi|B @ pi}
(k − |B|+ 1)! .
Thus only the terms φAXB(pi) where B is such that pi|B is a contiguous subword of pi are potentially
not null in the sum
∑
B∈P(A) φAXB(pi). As the contiguous subwords of pi are all of the form piJi,jK
with 1 ≤ i < j ≤ k, this concludes the proof.
The recursive formula for the coefficients αB(pi, pi
′) for pi, pi′ ∈ Γ(B) and B ∈ P¯(JnK) is then
given by the following theorem.
Theorem 31 (Recursive formula for the alpha coefficients). The coefficients (αB(pi, pi
′))pi,pi′∈Γ(B), B∈P(JnK)
are given by the following recursive formula:
• α∅(0¯, 0¯) = 1
• for all B ∈ P(JnK) and pi, pi′ ∈ Γ(B),
αB(pi, pi
′) = I{pi = pi′} − 1|B|! −
∑
1≤i<j≤|B|
j−i<|B|−1
1
(|B| − j + i)!αc(piJi,jK)
(
piJi,jK, pi′|c(piJi,jK)
)
.
Proof. Eq. (31) directly implies that α∅(0¯, 0¯) = 1. Now, Eq. (32) gives for B ∈ P(JnK) and
pi, pi′ ∈ Γ(B)
ΨBδpi′(pi) = δpi′(pi) −
∑
B′∈P¯(B)\{B}
φBΨB′δpi′(pi).
Combined with Lemma 30, this leads to the desired result.
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Example 15. As an example, we provide the matrix (αB(pi, pi
′))pi,pi′∈Γ(B) for B = {1, 2} and B =
{1, 2, 3}:
[
α{1,2}(pi, pi′)
]
(pi,pi′) =
[ 12 21
12 1/2 −1/2
21 −1/2 1/2
]
and
[
α{1,2,3}(pi, pi′)
]
(pi,pi′) =

123 132 213 231 312 321
123 1/3 −1/6 −1/6 −1/6 −1/6 1/3
132 −1/6 1/3 −1/6 1/3 −1/6 −1/6
213 −1/6 −1/6 1/3 −1/6 1/3 −1/6
231 −1/6 1/3 −1/6 1/3 −1/6 −1/6
312 −1/6 −1/6 1/3 −1/6 1/3 −1/6
321 1/3 −1/6 −1/6 −1/6 −1/6 1/3
.
5.3 Interpretation of the wavelet synthesis operators φA
Here we provide some more insights about the wavelet synthesis operators φA. Their definition is
indeed not intuitive as mentioned previously. For A,B ∈ P(JnK) with B ⊂ A, the most natural
way to embed a Dirac function δpi with pi ∈ Γ(B) into L(Γ(A)) would rather be to map it to the
uniform distribution over all the rankings on A that extend pi, that is to use the following operator
φ′A : δpi 7→
|A|!
|B|!
∑
σ∈pi, pi⊂σ
δσ. (33)
Example 16. For pi = 42 and A = J4K:
φAδpi =
1
6
[δ1342 + δ3142 + δ1423 + δ3421 + δ4213 + δ4231]
φ′Aδpi =
1
12
[δ1342 + δ3142 + δ1423 + δ3421 + δ4213 + δ4231 + δ1432 + δ3412 + δ4132 + δ4312 + δ4123 + δ4321]
The mapping φ′A is used implicitly in shuffling interpretations of rankings (see Diaconis, 1988;
Huang and Guestrin, 2012). It corresponds to sending a ranking pi to the uniform distribution
over all the possible shuffles between pi and a random ranking on Γ(A \ B). Notice also that
for A = JnK, φ′A : pi 7→ (|A|!/n!)1Sn(pi). In other words, φ′JnK maps an incomplete ranking to
the uniform distribution on the set of its linear extensions. It is thus also involved implicitly in
the approaches introduced in Yu et al. (2002), Kondor and Barbosa (2010) and Sun et al. (2012)
described in Subsection 2.5. For these two reasons, φ′A can be considered as the most intuitive
embedding operator. It does not lead however to the localization properties of Theorem 26. This
is because it does not satisfy the key Lemma 27, whereas the embedding operator φA does.
Example 17. Coming back to Example 14 with A = {1, 2, 3}, B = {1, 2, 4} and C = {1, 2, 3, 4}, we
recall that, for pi = 123 for instance,
MBφCδpi =
1
2
M{1,2,4} [δ4123 + δ1234] =
1
2
[δ412 + δ124] ,
φBMA∩Bδpi = φ{1,2,4}δ12 =
1
2
[δ412 + δ124] .
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By contrast,
MBφ
′
Cδpi =
1
4
M{1,2,4} [δ4123 + δ1423 + δ1243 + δ1234] =
1
4
[δ412 + δ142 + 2δ124]
φ′BMA∩Bδpi = φ{1,2,4}δ12 =
1
3
[δ412 + δ142 + δ124] .
Even if the operators φ′A were normalized differently, they would still not satisfy Lemma 27. In the
example, the difference comes from the fact that the element δ1243 leads to an additional term δ124
in the end.
We now develop a more intuitive interpretation of the localization properties induced by the
operators φA. Let’s consider for instance pi = 12 ∈ Γ({1, 2}) and C = J5K, and let σ ∈ Γ(J5K) be a
ranking that extends pi. It induces rankings on all subsets B ∈ P(J5K) with in particular σ|{1,2} = pi.
Now consider a perturbation that changes σ to σ′ such that σ′|{1,2} = 21. It necessarily changes the
relative positions of items 1 and 2 in σ and more generally in all the subwords of σ that contain 1
and 2. The question is then: how does it affect the other induced rankings σ′|B for B ∈ P(J5K) such
that {1, 2} 6⊂ B? If B ∩ {1, 2} = ∅, σ′|B is different from σ|B if and only if the perturbation also
modifies the relative order of some items in B. This is independent from the action on 1 and 2.
Now, for B ∈ P(J5K) such that |B ∩ {1, 2}| = 1, the key observation is that it depends on the items
that are placed between 1 and 2 in σ. For instance if σ = 41523, any perturbation that changes
the relative positions of 1 and 2 will necessarily impact the relative position of at least 1 and 5 or
2 and 5. By contrast, if σ = 45123 for instance, swapping items 1 and 2 will not have any impact
on σ|B for all B such that |B ∩ {1, 2}| = 1. Therefore among the rankings that extend 12, only the
ones in which 1 and 2 are adjacent can be perturbed such that only the ranking induced on {1, 2}
is affected and not the ones on the subsets B with |B ∩ {1, 2}| ≤ 1. A similar interpretation holds
for subsets of items of any size. Developing a general theory of perturbations for rankings would
certainly be an interesting future research direction.
6 Connection with Sn-based harmonic analysis and other
mathematical constructions
Though its construction only relies on results from combinatorics and algebraic topology, it happens
that the MRA representation is connected withSn-based harmonic analysis and other mathematical
constructions. In this section we recall some background about Sn-based harmonic analysis and
detail these connections. The main results are:
• Theorem 34, which draws the connection between the MRA representation and Sn-based
harmonic analysis;
• Theorem 36, which establishes a decomposition for the alternative embedding operator φ′JnK
(considered in Subsection 3.3) with subspaces isomorphic to subspaces constructed with the
MRA decomposition;
• Theorem 39, which provides additional insights on the interpretation of scales.
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6.1 Background on Sn-based harmonic analysis
Harmonic analysis on a finite set X consists in analyzing functions f ∈ L(X ) by representing
them as sums of projections onto subspaces that are invariant under the action of translations of
a canonic group G (see Diaconis, 1989). Let us introduce some definitions to be more specific (we
refer the reader to Fulton and Harris, 1991, for background on group theory). A transitive action
(g, x) 7→ g ·x of G on X naturally defines a family of translation operators Tg on L(X ) by Tgδx = δg·x
or equivalently by Tgf(x) = f(g
−1 · x) for any f ∈ L(X ) and x ∈ X . The mapping g 7→ Tg is a
representation of G on L(X ) and a classic result from group representation theory says that the
latter is isomorphic to the direct sum
⊕
ρmρVρ, where each ρ is an irreducible representation of G,
Vρ its associated linear space and mρ a nonnegative integer. In other words, given an isomorphism
Φ :
⊕
ρmρVρ → L(X ), any function f ∈ L(X ) admits a decomposition
f = Φ
∑
ρ
mρFρf,
where Fρf is a projection of f onto Vρ for each ρ, which thus localizes a certain part of information
about f that is invariant under translations. (The projection Fρf is usually constructed via the
Fourier transform of the spherical function associated to f , see Scarabotti and Tolli, 2009, for more
details). Harmonic analysis then consists in analyzing the function f through its representation
(Fρf)ρ. In the particular case where X = G, a classic result says that for each ρ, the multiplicity
mρ of Vλ in the decomposition of L(G) is equal to its dimension: mρ = dimVρ.
In a discrete setting, the symmetric group usually appears as the canonic group that operates
on X . For instance, Sn naturally operates on JnK via σ · i = σ(i), on {A ⊂ JnK} via σ ·A = σ(A) :=
{σ(a) | a ∈ A} or even on Sn via σ · τ = στ or via σ · τ = τσ−1. Representations of the symmetric
group have been thoroughly studied in the literature (see for instance James and Kerber, 1981;
Ceccherini-Silberstein et al., 2010; Sagan, 2013). Each irreducible representation of Sn is indexed
by a partition of n, namely a tuple λ = (λ1, . . . , λr) of positive integers such that λ1 ≥ · · · ≥ λr and∑r
i=1 λi = n. The fact that λ is a partition of n is denoted by λ ` n. The spaces of the irreducible
representations are called the Specht modules. They are denoted by Sλ and their dimensions by
dλ for λ ` n. One thus has in particular the isomorphism of representations (here and throughout,
we use the sign ∼= to denote that two spaces are isomorphic as Sn-representations).
L(Sn) ∼=
⊕
λ`n
dλS
λ. (34)
In the decomposition of Eq. (34), each irreducible representation Sλ appears with multiplicity dλ
for λ ` n. The copies of each irreducible representation admits a finer canonical differentiation,
based on standard Young tableaux. A Young diagram (or a Ferrer’s diagram) of size n is a collection
of boxes of the form
λ1
λ2
...
λr
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(2,2) (2,1,1) (1,1,1,1)
2
1 3
4 3
1 2
4 4
2
1 3
4
3
1 2
3
2
1 4
4
3
2
1
(4) (3,1)
1 2 3 4 2
1 3 4
3
1 2 4
4
1 2 3
Figure 10: Standard Young tableaux of size n = 4
where if λi denotes the number of boxes in row i, then λ = (λ1, . . . , λr), called the shape of the
Young diagram, must be a partition of n. The total number of boxes of a Young diagram is therefore
equal to n, and each row contains at most as many boxes as the row above it. A Young tableau is a
Young diagram filled with all the integers 1, . . . , n, one in each boxes. The shape of a Young tableau
Q, denoted by shape(Q), is the shape of the associated Young Diagram, it is thus a partition of n.
There are clearly n! Young tableaux of a given shape λ ` n. A Young tableau is said to be standard
if the numbers increase along the rows and down the columns.
Example 18. In the following figure, the first tableau is standard whereas the second is not.
1 2 3
4 5
6
1 3 5
4 2
6
Notice that a standard Young tableau always have 1 in its top-left box, and that the box that
contains n is necessarily at the end of a row and a column. We denote by SYTn the set of all
standard Young tableaux of size n and by SYTn(λ) = {Q ∈ SYTn | shape(Q) = λ} the set of
standard Young tableaux of shape λ, for λ ` n. By construction, SYTn =
⊔
λ`n SYTn(λ). Now, a
classic result in the representation theory of the symmetric group states that dλ = |SYTn(λ)| for
each λ ` n. The decomposition of Equation (34) is then refined into:
L(Sn) ∼=
⊕
λ`n
⊕
Q∈SYTn(λ)
S shape(Q) ∼=
⊕
Q∈SYTn
S shape(Q). (35)
Figure 10 represents all the standard Young tableaux of size n = 4, gathered by shape.
6.2 Sn-based harmonic analysis localizes absolute rank information
By construction, for any finite set X on which Sn acts transitively, the projection of a function
f ∈ L(X ) on a Specht module Sλ localizes a certain part of information about f that is invariant
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under Sn-translations. It happens that this part of information has a concrete interpretation from
a ranking point of view: it is the part of information specific to the λ-marginals (see for instance
Diaconis, 1988; Huang et al., 2009). Let us introduce some more definitions to be more specific.
For λ = (λ1, . . . , λr) ` n, we define the set
Partλ(JnK) = {B = (B1, . . . , Br) | B1 unionsq · · · unionsqBr = JnK and |Bi| = λi for each i = 1, . . . , r}.
The space L(Partλ(JnK)) is usually denoted by Mλ in the literature and called a Young module. For
any function f ∈ L(Sn), we define its λ-marginal on the partition B ∈ Partλ(JnK) as the function
fλB ∈Mλ given by
fλB(B′) =
∑
σ∈Sn
σ(B1)=B
′
1,...,σ(Br)=B
′
r
f(σ) for all B′ ∈ Partλ(JnK).
If p is a ranking model over Sn and Σ a random permutation drawn from p, the marginal p
λ
B is
simply the law of the random variable (Σ(B1), . . . ,Σ(Br)):
pλB(B′) = P [Σ(B1) = B′1, . . . ,Σ(Br) = B′r] .
The collection of λ-marginals (pλB)B∈Partλ(JnK) then has a simple interpretation. Let us consider first
the simple case λ = (n−1, 1). Elements of Part(n−1,1)(JnK) are necessarily of the form (JnK\{i}, {i}),
with i ∈ JnK. Then for (i, j) ∈ JnK2, we have the simplification
P [Σ(JnK \ {i}) = JnK \ {j}, Σ({i}) = {j}] = P [Σ(i) = j] .
The marginal of p associated to (JnK\{i}, {i}) is thus the probability distribution (P[Σ(i) = j])j∈JnK
on JnK. From a ranking point of view, this is the law of the rank of item i. The n × n matrix
T(n−1,1)(p) that gathers all the (n− 1, 1)-marginals of p is then equal to
T(n−1,1)(p) =
 P[Σ(1) = 1] · · · P[Σ(n) = 1]... . . . ...
P[Σ(1) = n] · · · P[Σ(n) = n]
 .
It thus contains the laws of all the random variables Σ(i) or Σ−1(j) for i, j ∈ JnK. All these
distributions capture information about an “absolute rank”, in the sense that it is the rank of an
item inside a ranking implying all the n items. Such information is considered to be of order 1,
because it concerns only one item.
There are two types of marginals of order 2: the (n − 2, 2)-marginals and the (n − 2, 1, 1)-
marginals. They correspond respectively to the probability distributions(
P[Σ({i, i′}) = {j, j′}]
)
1≤i<i′≤n
1≤j<j′≤n
and
(
P[Σ(i) = j,Σ(i′) = j′]
)
1≤i6=i′≤n
1≤j 6=j′≤n
.
In both cases, the matrices that gathers all the marginals T(n−2,2)(p) and T(n−2,1,1)(p) capture
information about the absolute ranks of two items, either as a pair or as a couple. More generally
for k ∈ {1, . . . , n− 1} and λ ` n such that λ1 = k, the λ-marginals capture information about the
absolute ranks of k items of type λ.
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Now, the absolute rank information localized by λ-marginals can be decomposed into compo-
nents that are invariant under translations. Indeed, for any λ ` n, the mapping (σ,B) 7→ σ(B) is
actually a transitive action of Sn on Partλ(JnK) so that Mλ is a representation of Sn and is iso-
morphic to a decomposition involving the Sµ’s for µ ` n. This decomposition is given by Young’s
rule (see for instance Diaconis, 1988):
Mλ ∼= Sλ ⊕
⊕
µBλ
Kµ,λS
µ, (36)
where B is the strict partial order associated to the dominance order on partitions of n, defined for
λ = (λ1, . . . , λr) and µ = (µ1, . . . , µs) by λ D µ if for all j ∈ {1, . . . , r},
∑j
i=1 λi ≥
∑j
i=1 µi, and
the Kµ,λ’s are positive integers called the Kotska’s numbers for µB λ. Applying Young’s rule (36)
recursively leads to
M (n) ∼= S(n)
M (n−1) ∼= S(n−1,1) ⊕M (n)
M (n−2,2) ∼= S(n−2,2) ⊕M (n−1,1)
M (n−2,1,1) ∼= S(n−2,1,1) ⊕M (n−2,2) ⊕ S(n−1,1).
(37)
Equation (37) means first that S(n) contains the part of information of level 0. Then S(n−1,1)
contains the additional part of information to get from M (n) to M (n−1,1), or in other words the
part of information specific to level 1. Then S(n−2,2) contains the additional part of information of
M (n−2,2) to get from M (n−1,1) to M (n−2,2), or in other words the part of information specific to
(n− 2, 2)-marginals. And finally S(n−2,1,1) contains the additional part of information to get from
M (n−2,2) to M (n−2,1,1), or in other words the part of information specific to (n− 2, 1, 1)-marginals,
because the information of S(n−1,1) is already contained in M (n−2,2). More generally for any given
λ ` n, the Specht module Sλ localizes the information of Mλ that is not contained in the Mµ’s for
µBλ. In this sense, Sλ localizes the part of absolute rank information that is specific to λ-marginals.
6.3 The MRA representation and Sn-based harmonic analysis provide
“orthogonal” decompositions of rank information
If the Sλ’s localize parts of absolute rank information, we recall by contrast that for B ∈ P¯(JnK),
the space HB localizes the part of information specific to the marginal on B. It thus localizes
“relative” rank information as it concerns the ranks of the items of B inside rankings that involve
only the items of B. To stress on the difference, we assert that such information is by nature not
invariant under translation. To be more specific, we consider the natural action of Sn on Γ¯n defined
for σ ∈ Sn and pi = pi1 . . . pik ∈ Γ¯n by σ · pi = σ(pi1) . . . σ(pik) (by convention σ(0¯) = 0¯). Denoting
by Tσ the associated translation operators on L(Γ¯n), one has the following proposition.
Proposition 32 (Action of translations on spaces HB). For all σ ∈ Sn and B ∈ P¯(JnK),
Tσ(HB) = Hσ(B).
Proof. Since |σ(B)| = |B|, dimHσ(B) = dimHB . It is thus sufficient to prove that Tσ(HB) ⊂ Hσ(B).
For F ∈ L(Γ(B)), it is clear that TσF =
∑
pi∈Γ(B) F (pi)δσ·pi ∈ L(Γ(σ(B))). We just need to
show that MCTσF = 0 for any C ∈ P¯(σ(B)) \ {σ(B)} or equivalently Mσ(B′)TσF = 0 for any
B′ ∈ P¯(B) \ {B}. This is proven by noticing that for any pi ∈ Γ(B), (σ · pi)|σ(B′) = σ · (pi|B′).
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Proposition 32 implies that for all σ and B such that σ(B) 6= B, one has σ ·HB 6= HB . The space
HB is thus not invariant invariant under all Sn-based translations. We now show however that
there is a mathematical connection between the MRA and the harmonic analysis decompositions.
For k ∈ {0, . . . , n} \ {1}, we define
Hk =
⊕
B⊂JnK, |B|=kHB , so that Hn =
n⊕
k=0
k 6=1
Hk. (38)
Space Hk localizes all relative rank information of scale k. In addition, as |σ(B)| = |B| for any
B ∈ P¯(JnK), Proposition 32 implies that σ ·Hk for all σ ∈ Sn or in other words that Hk is invariant
under Sn-based translations. It is thus also the case of the feature space Hn and both can be
decomposed as a sum of irreducible representations Sλ:
Hk ∼=
⊕
λ`n
κkλS
λ and Hn ∼=
n⊕
k=0
k 6=1
⊕
λ`n
κkλS
λ, (39)
where the κkλ’s are nonnegative integers. Eq. (39) means that the space H
k also localize some
absolute rank information, quantified through the multiplicities κkλ of the S
λ’s. The connection
with the harmonic decomposition of L(Sn) is provided in the following proposition. Its proof is
mainly formal and left in Appendix.
Proposition 33 (Representation isomorphism). The spaces L(Sn) and Hn are isomorphic as
representations of Sn: L(Sn) ∼= Hn. In particular one has
n∑
k=0
k 6=1
κkλ = dλ for all λ ` n.
The multiplicity κkλ of each irreducible in H
k can actually be calculated through a combinatorial
formula. This is one of the major results established in Reiner et al. (2013). Its statement requires
an additional definition. Notice that any standard Young tableau Q contains a unique maximal
subtableau of the form
l +m
l + 1
1 2 l
with 1 ≤ l ≤ n and 0 ≤ m ≤ n− l. Then the authors of Reiner et al. (2013) define (in the proof of
Proposition 6.23) the following quantity:
eig(Q) =
{
l if m is even,
l − 1 if m is odd. (40)
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L(S4) ∼= U (4) ⊕ U (3,1) ⊕ U (2,2) ⊕ U (2,1,1) ⊕ U (1,1,1,1)
∼= ∼= ∼= ∼= ∼= ∼=
H4 ∼= S 2
1 3 4
⊕ S 2
1 3
4 ⊕ S 4
2
1 3
⊕ S 4
3
2
1
⊕ ⊕ ⊕ ⊕
H3 ∼= S 3
1 2 4
⊕ S 3
1 2
4 ⊕ S 3
2
1 4
⊕ ⊕ ⊕
H2 ∼= S 4
1 2 3
⊕ S 4
3
1 2
⊕
H0 ∼= S 1 2 3 4
Figure 11: Harmonic analysis and MRA decompositions of L(S4)
Theorem 34 (Fourier decomposition of the spaces Hk). For k ∈ {0, . . . , n} \ {1} and λ ` n, the
multiplicity of Sλ in Hk is given by κkλ = |{Q ∈ SYTn | eig(Q) = n − k}|. In other words, the
following decomposition holds
Hk ∼=
⊕
Q∈SYTn
eig(Q)=n−k
S shape(Q).
In the notations of Reiner et al. (2013), HB = kerpiB , so that Theorem 34 is a reformulation
of their theorem 6.26. It provides a new decomposition of rank information. For λ ` n we denote
by Uλ the component dλS
λ in the decomposition (34) of L(Sn) (it is usually called an isotypic
component). Then gathering Equation (34) with Theorem 34 gives
L(Sn) ∼=
⊕
Q∈SYTn
Sshape(Q) ∼=
⊕
λ`n
Uλ ∼=
n⊕
k=0
k 6=1
Hk. (41)
The first decomposition in Equation (41) is the full decomposition of L(Sn) into irreducible repre-
sentations, each localizing an “elementary” part of absolute rank information. The second decom-
position, into components Uλ, corresponds to the harmonic analysis decomposition where for each
λ ` n, Uλ localizes the part of absolute rank information specific to λ-marginals. The last decompo-
sition, into spaces Hk, corresponds to the MRA decomposition where for each k ∈ {0, . . . , n} \ {1},
Hk localizes the part of absolute information specific to scale k. These different decompositions are
illustrated for n = 4 in Figure 11.
Using the combinatorial formula of Theorem 34 to calculate the multiplicities κkλ, one can obtain
some further properties. They are given in the following proposition.
Proposition 35 (Properties of the multiplicities κkλ). Let k ∈ {0, . . . , n} \ {1}. One has the
following properties:
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1. The part of absolute rank information of scale k (in terms of MRA) is included in the part
of absolute rank information of order k (in terms of harmonic analysis): for any λ ` n such
that λ1 < n− k, κkλ = 0.
2. There is exactly one copy of the Specht module S(n−1,1) in each of the decompositions of the
spaces Hk for k ∈ {2, . . . , n}.
Proof. To show Property 1., notice that for Q ∈ SYTn(λ), one necessarily has eig(Q) ≤ λλ1 by
definition (40). Thus if λ1 < n− k then |{Q ∈ SYTn | eig(Q) = n− k}| = 0 and therefore κkλ = 0
by Theorem 34. Property 2. is given by proposition 6.34 from Reiner et al. (2013).
Notice that the decompositions illustrated by Figure 11 satisfy all properties from Propositions
33 and 35.
6.4 Alternative embedding of the MRA decomposition into L(Sn), con-
nection with card shuffling and generalized Kendall’s tau distances
In this subsection we provide some further insights about the use of the alternative embedding φ′JnK
considered in Subsection 5.3, especially about its connection with Sn-based harmonic analysis and
card shuffling. We recall that the operator φ′JnK is defined in Eq. (33) by
φ′JnK : L(Γ¯n)→ L(Sn), f 7→ ∑
pi∈Γ¯n
|pi|!
n!
f(pi)1Sn(pi).
We also recall that Sn(pi) is the set of linear extensions of pi ∈ Γ¯n, which can be seen as the set of full
rankings that induce pi on c(pi) or as the set of all the possible configurations obtained by shuffling pi
with any ranking pi′ ∈ Γ(JnK\c(pi)). The former interpretation is behind the approaches introduced
in Yu et al. (2002), Kondor and Barbosa (2010) and Sun et al. (2012) and more specifically the
empirical ranking model p̂N defined in Equation (5) is actually equal to p̂N =
1
N
∑N
i=1 φ
′JnK (δΠ(i)).
Huang et al. (2009) also follow this interpretation and define probabilistic models on Sn as linear
combinations of elements of the form α1Sn(ij) + (1− α)1Sn(ji) with 1 ≤ i < j ≤ n and 0 ≤ α ≤ 1.
We show that the part of information contained in these models can be decomposed into components
that localize the same part of information as the spaces Hk.
For k ∈ {2, . . . , n}, we denote by Γkn := ΓkJnK the set of all incomplete rankings of size k.
Set V 0 = R1Sn the space of constant functions on Sn and define for k ∈ {2, . . . , n} the space
V k = φ′JnK(L(Γk)) = span{1Sn(pi) | pi ∈ Γk}. One has the following nested sequence of spaces
V 0 ⊂ V 2 ⊂ · · · ⊂ V n = L(Sn).
Indeed, 1Sn = 1Sn(ab) +1Sn(ba) for any distinct a, b ∈ JnK, and for k ∈ {2, . . . , n−1}, pi = pi1 . . . pik
and a 6∈ c(pi), one clearly has 1Sn(pi) = 1Sn(api1...pik) + 1Sn(pi1a...pik) + . . .1Sn(pi1...pika). We then
define the space W 2 as the orthogonal supplementary of V 0 in V 2 and for k ∈ {3, . . . , n} the space
W k as the orthogonal supplementary of V k−1 in V k. One thus has V 0
⊥⊕W 2 = V 2 and
V k−1
⊥⊕W k = V k for all k ∈ {3, . . . , n} so that L(Sn) = V 0 ⊕
n⊕
k=2
W k.
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One would be highly tempted to say that for k ∈ {2, . . . , n}, W k localizes the part of informa-
tion specific to scale k and V k localizes the part of information of scales lower or equal than k.
Fortunately, the following theorem establishes this statement.
Theorem 36 (Decomposition associated to the alternative embedding). One has
V 0 = φ′JnK(H0) and W k = φ′JnK(Hk) for all k ∈ {2, . . . , n}.
In addition, φ′JnK establishes an isomorphism of representations of Sn between Hn and L(Sn), so
that
V 0 ∼= S(n) and W k ∼= Hk for all k ∈ {2, . . . , n}.
Refer to the Appendix for the proof of Theorem 36. The latter draws the connection between
the MRA decomposition and the models that involve the embedding operator φ′JnK. In particular it
allows to say that for pi ∈ Γ¯n, the indicator function 1Sn(pi) contains absolute rank information up
to scale |pi|. It also naturally recovers some already known results. For instance applying Theorem
34 to W 2 gives Proposition 16 in Huang et al. (2009), or applying Property 1. of Proposition 35 to
W k can be seen as a corollary of Proposition 7 in Kondor and Barbosa (2010).
The spaces W k also have an interesting connection with card shuffling, more specifically with
random-to-random shuffles. The analysis of card shuffling was introduced in the seminal contribu-
tions Aldous and Diaconis (1986) and Bayer and Diaconis (1992). It sees a configuration of a deck
of n cards as a permutation of JnK. The uncertainty about the configuration is then captured by
a probability distribution over Sn. The principle of the analysis of card shuffling is to study the
properties of a Markov chain on Sn that represents a particular shuffle. The random-to-random
shuffle, studied in depth in Uyemura-Reyes (2002), consists in picking a card at random from the
deck and replacing it at random in the deck. More generally for k ∈ {1, . . . , n−2}, the k-random-to-
random shuffle consists in picking k cards at random from the deck and replacing them at random
positions (and in a random order) in the deck. It happens that the transition matrices of the
k-random-to-random shuffles can be expressed with incomplete rankings.
Proposition 37 (Connection with card shuffling). For k ∈ {2, . . . , n − 1}, the transition matrix
Rk of the (n− k)-random-to-random shuffling satisfies for any f ∈ L(Sn):
Rkf = (n− k)!
(
k!
n!
)2 ∑
pi∈Γk
〈
f,1Sn(pi)
〉
1Sn(pi).
Proof. If one picks n − k cards from a configuration σ ∈ Sn, the configuration of the remaining
deck is σ|A, where A is the subset of k cards that were not picked. Then replacing the n− k cards
at random positions and in a random order in the deck can lead to any configuration σ ∈ Sn(pi).
The n− k-random-to-random shuffle applied to the Dirac function δσ therefore decomposes as the
sequence of mappings
δσ 7→ 1(n
k
) ∑
A⊂JnK, |A|=k δσ|A 7→
1(
n
k
) ∑
A⊂JnK, |A|=k
k!
n!
1Sn(σ|A).
Thus for f =
∑
σ∈Sn f(σ)δσ, one has
Rkf =
∑
σ∈Sn
f(σ)
1(
n
k
) ∑
A⊂JnK, |A|=k
k!
n!
1Sn(σ|A) =
1(
n
k
) k!
n!
∑
pi∈Γk
1Sn(pi)
∑
σ∈Sn
f(σ)I{pi ⊂ σ}.
This concludes the proof.
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By Proposition 37, it is clear that for k ∈ {2, . . . , n−1} the image space of Rk is included in V k
and that its null space contains all spaces W j for k < j ≤ n: ImRk ⊂ V k and kerRk ⊃
⊕n
j=k+1W
j .
These results can actually be refined using the results from Reiner et al. (2013). The connection is
established via the following proposition.
Proposition 38 (Connection with matrices from Reiner et al. (2013)). Let k ∈ {2, . . . , n − 1}.
For σ, σ′ ∈ Sn, Rk(σ, σ′) is proportional to the number of subwords of size k that σ and σ′ have in
common:
Rk(σ, σ
′) = (n− k)!
(
k!
n!
)2
|{A ⊂ JnK with |A| = k | σ|A = σ′|A}|.
Proof. Noticing that
〈
δσ,1Sn(pi)
〉
= 1Sn(pi)(σ) = I{pi ⊂ σ} for any pi ∈ Γ¯n and σ ∈ Sn, one obtains
Rk(σ, σ
′) = Rkδσ′(σ) = (n− k)!
(
k!
n!
)2 ∑
pi∈Γk
I{pi ⊂ σ′}I{pi ⊂ pi},
which gives the desired result.
The number |{A ⊂ JnK with |A| = k | σ|A = σ′|A}| of subwords of size k ∈ {2, . . . , n − 1} that
σ ∈ Sn and σ′ ∈ Sn have in common is equal to noninvk(σ′−1σ) where noninvk is the statistics
on Sn defined in Reiner et al. (2013). Proposition 38 thus says that the matrix Rk is proportional
to the matrix ν(k,1n−k) considered by the authors of Reiner et al. (2013). Now, one of their major
results is that these matrices are symmetric positive semidefinite and pairwise commute. They can
thus be simultaneously diagonalized and the following result establishes a connection between their
eigenspaces and the W k’s.
Theorem 39 (Null spaces of the matrices Rk). Each of the spaces V
0, W 2, . . . , Wn is stable for
all the matrices Rk for k ∈ {2, . . . , n− 1}. It is thus a direct sum of their eigenspaces. In addition,
one has
kerRk =
n⊕
j=k+1
W j for all k ∈ {2, . . . , n− 1}.
Proof. It is proven in Uyemura-Reyes (2002) that dim kerRn−1 = dn, the number of derangements
on a set of n elements. Since Wn ⊂ kerRn−1 and dimWn = dn by Theorem 36, one has kerRn−1 =
Wn and ImRn−1 = V n−1. Now , in Reiner et al. (2013), the authors define in equation (22) the
space Vn,j = kerRn−j−1 ∩ ImRn−j for j ∈ {1, . . . , n− 2}. They show that each space Vn,j is stable
for all matrices Rk. They show in addition that for each j ∈ {1, . . . , n − 2}, dimVn,j =
(
n
j
)
dn−j .
For j = 1 one then has
Vn,1 = kerRn−2 ∩ V n−1 and kerRn−2 ⊃Wn−1 ⊕Wn so that Vn,1 ⊃Wn−1.
Again, by Theorem 36, dimWn−1 = ndn−1 = dimVn,1 so that Vn,1 = Wn−1 and therefore
kerRn−2 = Wn−1 ⊕Wn. By induction, one obtains that for all j ∈ {1, . . . , n − 2}, Vn,j = Wn−j
and kerRn−j =
⊕j−1
i=0 W
n−i. This concludes the proof.
The goal of a shuffle is to mix cards so that the configuration of the deck after several iterations is
closest to a purely random configuration. By definition, the component of a probability distribution
over Sn that lies in the null space of a shuffle is mixed after one iteration (on average). Theorem
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39 therefore says that the space W k localizes the part of information that is preserved by the j-
random-to-random shuffles for 1 ≤ j ≤ n − k but mixed by the j-random-to-random shuffles for
n− k + 1 ≤ j ≤ n− 2.
Finally, notice that by Proposition 38, R2(·, ·) is proportional to
(
n
2
)−dKT (·, ·) where dKT is the
Kendall’s tau distance. It thus has the same null space as the matrix (dKT (σ, σ
′))σ,σ′∈Sn . More
generally for k ∈ {2, . . . , n− 1}, Proposition 38 gives
Rk(σ, σ
′) = (n− k)!
(
k!
n!
)2((
n
k
)
− dk(σ, σ′)
)
,
where dk(σ, σ′) := |{A ⊂ JnK | |A| = k and σ|A 6= σ|A′} is the number of k-wise disagreements
between σ and σ′, and can therefore be seen as an extension of the Kendall’s tau distance. Hence
the matrices of the distances dk for k ∈ {2, . . . , n− 1} pairwise commute and their null spaces are
given by Theorem 39.
To conclude this section, we summarize the interpretations that can be given to the spaces
V 0,W 2, . . . ,Wn and thus to the different scales of the MRA. For k ∈ {2, . . . , n}:
• W k is the space spanned by the 1Sn(pi)’s for pi ∈ Γk that localizes the part of absolute rank
information specific to scale k.
• W k localizes the part of information preserved by the j-random-to-random shuffles for 1 ≤
j ≤ n− k but mixed by the j-random-to-random shuffles for n− k + 1 ≤ j ≤ n− 2.
• W k localizes the part of additional information captured by the distance dk compared to
dk−1.
6.5 The specific case of absolute rank information at scale 2
Here we analyze in particular the part of absolute rank information at scale 2 or in other words
the part of information contained in pairwise marginals. By Theorem 34, one has the isomorphism
H2 ∼= S(n−1,1) ⊕ S(n−2,1,1). We give an explicit construction of subspaces of H2 that correspond
to this decomposition. First we recall that H2 =
⊕
{a,b}⊂JnKH{a,b} with dimH{a,b} = 1 for each
pair {a, b} ⊂ JnK, so that dimH2 = (n2). The following proposition gives an explicit basis for each
H{a,b} and thus for H2. Its proof is straightforward and left to the reader.
Proposition 40 (Canonical basis ofH2). For any a, b ∈ JnK with a 6= b, the element xab = δab−δba
generates the space H{a,b}. By convention, we choose for each pair {a, b} ⊂ JnK with a < b the
element xab to be the canonical basis of H{a,b}. The canonical basis of H2 is then given by the
family (xab)1≤a<b≤n.
We use the canonical basis introduced in Proposition 40 to construct the two following subspaces
of H2:
H21 = span
{
ea :=
∑
b∈JnK, b 6=axab
∣∣∣∣∣ a ∈ JnK
}
and H22 = span
{
f(a,b) :=
∑
c∈JnK, c 6∈{a,b} (xab + xbc + xca)
∣∣∣∣∣ {a, b} ⊂ JnK
}
.
(42)
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The following theorem shows that they provide a decomposition of H2 isomorphic to S(n−1,1) ⊕
S(n−2,1,1). Its proof is left in Appendix.
Theorem 41 (Explicit decomposition of H2). The spaces H21 and H
2
2 defined in Equation (42)
satisfy the following properties:
H2 = H21 ⊕H22 with H21 ∼= S(n−1,1) and H22 ∼= S(n−2,1,1).
It happens that the spaces H21 and H
2
2 defined in Equation (42) appear in several other math-
ematical constructions and therefore have different interpretation. We first detail the connection
with social choice theory. These spaces are indeed closely related to the “Borda space” Bn and
the “Condorcet space” Cn introduced in Sibony (2014). More specifically, it is easy to see that
one has Bn = φ′JnK(H21 ) and Cn = φ′JnK(H22 ). Since φ′JnK is an isomorphism between Hn and L(Sn)
by Theorem 36, this implies that H21 and H
2
2 respectively localize the same part of information as
Bn and Cn. Hence, as explained in Sibony (2014), H21 localizes the part of information captured
by the Borda count and H22 localizes the part of information of “pairwise voting inconsistencies”
responsible for the Condorcet paradox, refer for instance to Saari (2000), Chandra and Roy (2013)
or Crisman (2014) for more details.
The second connection we detail is with the HodgeRank framework. Introduced in Jiang et al.
(2011), it models a collection of pairwise comparisons as an oriented flow on the graph with verticesJnK where two items are linked if the pair appears at least once in the comparisons. The collection
of observed pairwise comparisons is he observation design A of our present setting. The space of
edge flows considered in Jiang et al. (2011) is then equal to the space H(A) = ⊕{a,b}∈AH{a,b}. The
HodgeRank framework then decomposes any element of this space as the sum of three components:
a “gradient flow” that corresponds to globally consistent rankings, a “curl flow” that corresponds to
locally inconsistent rankings, and a “harmonic flow”, that corresponds to globally inconsistent but
locally consistent rankings. The following proposition establishes the connection with the present
work. Its proof is left in Appendix.
Proposition 42 (Connection with HodgeRank). In the particular case where A = {{a, b} ⊂ JnK},
the space of edge flows in the HodgeRank framework is equal to H2, the space of gradient flows to
H21 , the space of curl flows to H
2
2 and the space of harmonic flows is null. The Hodge decomposition
then boils down to H2 = H21 ⊕H22 . There is no particular connection in the general case.
7 Discussion and future directions
Here we describe some relevant developments for the MRA framework. We do not consider its
application to the different statistical problems mentioned in Subsection 2.1 as each requires a
specific treatment. Instead we focus on general results that would be useful for all applications.
7.1 The need for regularization
As already mentioned in Subsection 4.2, the MRA framework needs to be applied together with a
regularization procedure in order to be most efficient. This is all the more true than the number n
of items or the maximal size K of a ranking increase. A simple way to see it is by comparing the
number of degrees of freedom of the wavelet empirical estimator X̂ defined in Equation (25) with
the minimal number of parameters required to store DN . By construction X̂ = (X̂B)B∈P¯(A) is an
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element of H(P¯(A)) and therefore the former is equal to ∑B∈P¯(A) d|B|, whereas the latter is equal
to min(N,
∑
A∈A |A|!) by Lemma 4. In a case where one observes all subsets of items of size lower
or equal than k, that is A = {A ⊂ JnK | 2 ≤ |A| ≤ K}, one has P(A) = A and thus
∑
B∈P¯(A)
d|B| = 1 +
K∑
k=2
(
n
k
)
dk whereas
∑
A∈A
|A|! =
K∑
k=2
(
n
k
)
k!.
Since dk ≥ k!/3 for all k ≥ 0 by a classic result from elementary combinatorics, this means that the
initial dimension of the data is at most reduced by a factor 3 in the wavelet empirical estimator.
In particular the number of degrees of freedom of the latter remains in O(K!nK). This shows that
using the wavelet empirical estimator alone reduces very little the dimension of the problem and
therefore does not provide a strong generalization effect.
We point out that the MRA representation first allows to exploit the consistency assumption
(∗) efficiently. It overcomes the statistical challenge of dealing with the heterogeneity of incomplete
rankings and the computational challenge of manipulating a ranking model. But by construction,
it only transfers information between included subsets of items. Transferring more information
requires an additional regularization procedure. Also, it does not provide sparse representations
of usual ranking models. This is for instance illustrated by Figure 6, where one can see that
setting the unobserved wavelet projections XB to 0 does not provide better results than setting
them randomly. Constructing a basis where usual ranking models would be sparse needs indeed an
additional regularity assumption. However, the MRA representation provides a general and flexible
framework to define such regularization procedures and regularity assumptions.
7.2 Regularization procedures
Here we describe some regularization that one may consider but the list is of course non exhaustive.
Our suggestions are based on intuition and analogy with classic regularization procedures on other
types of data. Hence they do not come with any theoretical guarantees. Finding a good regularity
assumption and the associated regularization procedure in the feature space Hn largely remains an
open problem.
Kernel-based smoothing. The most usual way to define a notion of regularity is to say that
a function f is regular if “f(x) ' f(y)” for “x ' y”. In this case, the knowledge of f(x) can be
used to infer some knowledge about f(y). Thus if one has an estimation of f at some point x
and assumes that f is regular, she can obtain estimations for points y ' x. A typical approach is
then to regularize an initial estimator by applying a smoothing kernel Kh that will “diffuse” the
knowledge of f(x) to points y close to x. The parameter h is usually a window parameter that
controls both the “speed and the range of the diffusion”. As we detailed in Subsection 2.5, kernel
smoothing for incomplete rankings is already used in Kondor and Barbosa (2010) and Sun et al.
(2012). The difference here is that we propose to define kernels on the feature space Hn instead of
the space L(Sn).
Here we propose an approach to transpose these ideas for the feature space Hn. By analogy, one
wants to say that an element X = (XB)B∈P¯(JnK) is regular if “XB ' XB′” for “B ' B′”. The first
step is therefore to define relevant meanings for “XB ' XB′” and “B ' B′”. We assert that the
MRA representation already exploits the consistency assumption to transfer information between
included subsets and therefore between different scales. Transferring information between elements
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{1, 2}
{1, 3}
{1, 4}
{2, 3}
{2, 4}
{3, 4}
Figure 12: Graph on pairs of items for n = 5
XB and XB′ indexed by two subsets of different size is then not relevant. Hence we define a notion
of regularity for each subspace Hk and from now on we fix k ∈ {0, 2, . . . , n}. First we propose to
consider the distance Dk defined for B,B
′ ∈ P¯(JnK) with |B| = |B′| = k by
Dk(B,B
′) =
1
2
(k − |B ∩B′|)
(the proof that Dk is a distance on {B ⊂ JnK | |B| = k} is left to the reader). Two subsets B,B′
with |B| = |B′| = k thus have distance 1 if they have k − 1 items in common, 2 if they have k − 2
items in common, . . . , and k if they have no item in common. The distance Dk is also the distance
on the graph with set of nodes {B ⊂ JnK | |B| = k} and where B and B′ are connected if they have
k− 1 items in common. An illustration of this graph for n = 5 and k = 2 is provided on Figure 12.
We now define a relevant meaning for “XB ' XB′”. The difficulty is that for B 6= B′, the
elements XB and XB′ lie in different spaces and how they should be compared is not obvious. To
tackle this problem we propose to send one to the space of the other and then to compare them.
For B,B′ ∈ P¯(JnK) we define the set
Bij(B,B′) = {τ : B → B′ bijection | τ(b) = b for all b ∈ B ∩B′}.
For τ ∈ Bij(B,B′) we denote by τ(pi1 . . . pik) := τ(pi1) . . . τ(pik) and define for XB ∈ HB the element
τ · XB :=
∑
pi∈Γ(B)XB(pi)δτ(pi). With a proof similar to the one of 32, it is easy to show that
τ ·XB ∈ HB′ . We then say that “XB ' XB′” if
XB′ ' 1|Bij(B,B′)|
∑
τ∈Bij(B,B′)
τ ·XB in HB′ .
The kernels associated to the regularity assumption “XB ' XB′” for “B ' B′” are then functions
Kh : H
k → Hk defined by
Kh : XB 7→
∑
|B′|=k
qh(Dk(B,B
′))
|Bij(B,B′)|
∑
τ∈Bij(B,B′)
τ ·XB ,
where qh : N → R is a nonnegative function such that
∑
pi∈Γk KhXB(pi) =
∑
pi∈Γ(B)XB(pi). Since
for any B′ ⊂ JnK with |B′| = k and τ ∈ Bij(B,B′), ∑pi∈Γk τ · XB(pi) = ∑pi∈Γ(B)XB(pi), the
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condition on qh boils down to
∑
|B′|=k
qh(Dk(B,B
′)) = 1 i.e.
k∑
j=0
qh(j)
(
k
j
)(
n− k
j
)
= 1.
One can take for instance qh(j) = [(h+ 1)
(
k
j
)(
n−k
j
)
]−1 if 0 ≤ j ≤ h and 0 otherwise.
Penalty minimization and sparsity. As already mentioned in Subsection 4.2, another classic
approach to define regularization procedure is through the minimization of a penalty function. One
chooses a dissimilarity measure ∆ on Hn, and then defines a regularized version of an initial element
X ∈ Hn as the solution of a minimization problem of the form
min
X′∈Hn
∆(X,X′) + λΩ(X′), (43)
where Ω : Hn → R is a penalty function and λ > 0 is a regularization parameter. As Hn is
constructed as
⊕
B∈P¯(JnK)HB , it is natural to define a dissimilarity measure ∆ of the form
∆(X,X′) =
∑
B∈P¯(JnK) ∆B(XB , X
′
B),
where for each B ∈ P¯(JnK), ∆B is a dissimilarity measure on HB . If one takes ∆B = ‖ · ‖2B then
∆ := ‖·‖2
Γ¯n
, the Euclidean norm on L(Γ¯n). The challenge in this approach lies more in the definition
of a “good” penalty function Ω. If one wants to enforce the regularity assumption described
previously, one can use the Tikhonov regularization approach and take Ω(X′) = ‖KhX′ −X′‖2Γ¯n .
The use of a penalty function can also force the solution of (43) to be sparse in a certain basis
or dictionary. The first challenge is then to define a dictionary where “regular” elements of Hn
should be sparse in. As explained previously, such a dictionary should not contain elements that
lie in one single space HB only. In other words, “regular” elements of Hn should not have the form∑s
i=1 αiXBi with a small s, where for i ∈ {1, . . . , s}, Bi ∈ P¯(JnK), XBi ∈ HBi and αi ∈ R. Instead,
we advocate to define atoms of the form XkB =
∑
B∈BXB with B ⊂ {B ⊂ JnK | |B| = k} and
XB ∈ HB for each B ∈ B. As an example, we consider for distinct items a, b ∈ JnK the following
element (defined in Proposition 40):
xab = δab − δba ∈ H{a,b}.
Then one can consider a dictionary with atoms
X2a,B =
∑
b∈B
xab ∈
⊕
b∈B
H{a,b} for a ∈ JnK and B ⊂ JnK \ {a}.
Such an atom localizes the part of rank information that says that item a is preferred to each of
the items of B in pairwise comparisons in the sense that for i, j ∈ JnK with i 6= j,
φ{i,j}X2a,B =
{
δab − δba if {i, j} = {a, b} with b ∈ B
0 otherwise.
Fourier band-limited approximation. Another classic regularization procedure is to compute
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the Fourier transform of a function, truncate it to the low frequencies, and output its inverse. The
performance of this procedure for functions on Euclidean spaces stems from the fact that the Fourier
spectrum of irregularities is usually localized in high frequencies. Keeping only the low frequencies
of the Fourier spectrum of a function f therefore leads to a regularized version of f . The analogue
of this approach can been applied for functions on the symmetric group, using Sn-based harmonic
analysis. The additional challenge is that “frequencies” are then partitions of n (see Subsection 6.1)
and thus are not naturally ordered. Fortunately the dominance order (defined in Subsection 6.2) is
a partial order on partitions of n that orders Fourier coefficients by a certain level of “smoothness”.
Hence the band-limited approximation procedure has been proven to be efficient on real datasets
(see Huang et al., 2007; Irurozki et al., 2011).
This regularization procedure can also be applied to the statistical analysis of incomplete rank-
ings:
1. Compute the wavelet empirical estimator X̂ ∈ Hn
2. Apply the procedure to φJnKX̂ ∈ L(Sn)
3. Compute its wavelet transform to obtain a regularized wavelet estimator X˜ ∈ Hn
This procedure is theoretical because it would not lead to tractable computations. For that, one
needs to find a way to obtain X˜ from X̂ without passing by φJnKX̂. We point out this direction
however because we assert that this regularization procedure gains a new interpretation when
applied to the statistical analysis of incomplete rankings: it allows to regularize small pieces of
relative rank information into global parts of absolute rank information. Assume for instance that
one observes pairwise comparisons and keeps only absolute rank information of level 1. Besides
the piece of rank information of level 0, there are n(n − 1)/2 potential degrees of freedom in the
data, one for the piece of relative rank information related to each pair in JnK. By contrast, there
are only n− 1 degrees of freedom in the part of absolute rank information localized in the copy of
S(n−1,1) that appears in the decomposition of H2 (see Subsection 6.3). Keeping only this component
therefore allows to enforce the regularity constraints of absolute rank information on the pieces of
relative rank information captured by X̂.
Local regularization. In some applications, one is only interested in using an estimator to
make local predictions on small subsets of items. One then does not have to regularize the full
wavelet empirical estimator X̂ but can regularize only the coefficients involved in each prediction.
For A ∈ P(JnK), we recall that the estimation of the marginal PA of the true ranking model p
provided by X̂ is equal to φA
∑
B∈P¯(A) X̂B . One therefore only needs to regularize the coefficients
(X̂B)B∈P¯(A) ∈ H(P¯(A)) to improve the estimation of PA. Thanks to the multi-scale nature of
P(JnK), the three aforementioned families of regularization procedures naturally apply to H(P¯(A)).
Notice however that if one wants to apply the the Fourier band-limited approximation procedure,
she will have to use the Fourier transform based on SA, the group of permutations of A. The
regularization then will involve “absolute rank information on A” and not absolute rank information
on JnK.
The drawbacks of a local regularization procedure is of course that it does not allow to transfer
information from subsets of items not included in A to subsets of items included in A. The major
advantage however is the much lower computational cost: the parameter n that would appear in
any of the procedures when regularizing globally becomes |A| when regularizing locally, which is
much smaller in practical applications.
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7.3 Wavelet basis and connection with Hopf algebras
As already mentioned, one major difference between the MRA representation and classic multires-
olution analysis on a Euclidean space is that the wavelet projections ΨBF of a function F ∈ L(Γ¯n)
are not scalar coefficients but vectors. In other words, they project on subspaces of the feature
space Hn but not on subspaces of dimension 1. To this purpose one would need to refine the de-
composition Hn =
⊕
B∈P¯(JnK)HB and construct a basis of Hn consistent with it, in the sense that
it is equal to the concatenation of the bases of each HB for B ∈ P¯(JnK).
An example of such a basis is introduced in Cle´menc¸on et al. (2014). We did not recall it in
the present article because it is not required for the definition and use of the MRA framework. We
however point out some interesting observations about it. The basis is generated in Cle´menc¸on et al.
(2014) by an algorithm which is a slight variation from the algorithm introduced in Ragnarsson and
Tenner (2011) to define a basis for the top homology space of the complex of injective words over
the field F2 = Z/2Z of two elements. Now, it happens that a sub-procedure of the algorithm used
in Cle´menc¸on et al. (2014) is exactly the same algorithm as the one used to generate the Lyndon
words of length n (see Chen et al., 1958). Such Lyndon words can be used to construct a basis
for the nth homogeneous component of the free Lie algebra and are also involved in the study of
Hopf algebras, in particular in Diaconis et al. (2014) where they are used to define eigenvectors for
the transition matrix of the Markov chain associated to a certain card shuffle. At last, the basis
obtained for HJnK in Cle´menc¸on et al. (2014) is exactly the same as the basis computed in Aguiar
and Lauve (2011) for what the authors call “the Hopf kernel of the canonical morphism of Hopf
monoids between the species of linear orders and the exponential species” (see part 5.3). These
connections may bring new results or insights to the MRA framework.
7.4 Extension to the analysis of incomplete rankings with ties
In practical applications, one may observe incomplete rankings with ties. For instance if a user
chooses some items a1, . . . , ak among a selection of proposed items {a1, . . . , ak, b1, . . . , bl} then one
can model her preference by the ranking a1, . . . , ak  b1, . . . , bl. More generally, incomplete rankings
with ties are partial orders of the form
a1,1, . . . , an1,1  · · ·  a1,r, . . . , anr,r with r ≥ 1 and
r∑
i=1
ni < n. (44)
Observations then cannot be represented as incomplete rankings anymore, but as incomplete rank-
ings with ties, and the MRA framework needs to be extended before it can be applied. To do
so,observe that an incomplete ranking with ties of the form (44) can be seen as a partial ranking
on the subset of items {a1,1, . . . , anr,r}. We therefore propose to extend the MRA framework as
follows:
1. Construct an estimator Q̂A on each observed subset of items A using any method to analyze
partial rankings from the literature
2. Compute the wavelet transforms of all the Q̂A’s and average them to obtain a wavelet esti-
mator X˜
3. Perform the task related to the considered application in the feature space Hn using X˜ as
empirical distribution
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Of course, this extended framework needs to be developed for each statistical application with
respect to the considered method to analyze partial rankings.
8 Conclusion
This article introduces a novel general framework for the statistical analysis of incomplete rankings.
The latter problem is defined here in a rigorous setting: incomplete rankings on a set of n itemsJnK are drawn from one ranking model p over Sn and observed on random subsets of items drawn
independently. Each ranking thus provides information about the marginal of p over the involved
subset of items only, and the purpose of the statistical analysis of incomplete rankings is to consoli-
date and transfer information between observations to recover some part of p. Performing this task
efficiently represents a great statistical challenge as there is no simple and general way to handle
such heterogeneous data. It also presents a great computational challenge as the computation of
marginals become by far intractable in modern applications where n is around 104 and the rankings
involve less than 10 items.
The MRA framework we have introduced overcomes these challenges by sending the data into
a tailor-made feature space. Procedures can then be defined to infer only the parameters of p than
are accessible/identifiable, with a complexity shown to be of the same order as that related to the
storage of the dataset. The MRA framework thus offers a general and flexible approach to tackle
any statistical application based on incomplete rankings. These advantages stem from the strong
localization properties of the MRA representation, established in the present article. The latter
decomposes any function of rankings into components that each localize the part of information
specific to the marginal on one subset. This decomposition thus fits the multi-scale structure of the
marginals and has a natural multiresolution interpretation.
We then established multiple connections between the MRA representation and other mathe-
matical constructions. In particular we showed that if the latter can be interpreted as localizing
relative rank information, Sn-based harmonic analysis can be interpreted as localizing absolute rank
information in contrast. We then provided a precise relationship between the part of information
that contains all relative rank information of a given scale in the MRA representation and the
corresponding pieces of absolute rank information expressed in the Sn-based harmonic analysis
framework.
We believe that the contributions of this article have several interests. From a fundamental
point of view, the MRA decomposition introduces a novel yet natural way to decompose rank
information. The connections we establish also provide important insights about the numerous
mathematical objects involved in the analysis of ranking data. All these results should be of great
interest to gain a better understanding of the latter and obtain new theoretical guarantees about its
associated procedures. From a methodological point of view, the MRA framework provides a novel,
efficient and general approach to analyze incomplete rankings. Though this article only settles the
basis of the framework, we described at length many directions to extend it, in particular through
the design of efficient regularization procedures, as well as to apply it to the relevant statistical
problems. We therefore believe that it paves the way to many future developments in the statistical
analysis of ranking data.
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Appendix A. Commutation with translations
Proposition 43. For any A,B ∈ P¯(JnK) and τ ∈ Sn,
TτφA = φτ(A)Tτ and TτΨB = Ψτ(B)Tτ .
Proof. For pi ∈ Γ¯n and pi′ ∈ Γ(A) it is clear that pi @ pi′ ⇒ τ(pi) @ τ(pi′). Hence, the mapping
pi′ 7→ τ(pi′) being injective, τ({pi′ ∈ Γ(A) | pi @ pi′}) = {pi′ ∈ Γ(τ(A)) | τ(pi) @ pi′} and one has
(|A| − |pi|+ 1)!TτφAδpi = Tτ1{pi′∈Γ(A) | pi@pi′}
= 1τ({pi′∈Γ(A) | pi@pi′})
= 1{pi′∈Γ(τ(A)) | τ(pi)@pi′}
= (|A| − |pi|+ 1)!φτ(A)δτ(pi).
This proves the first part. For the second part, let B′ ∈ P¯(JnK) with B ⊂ B′ and F ∈ L(Γ(B′)).
By Theorem 5 one has F = φB′
∑
B∈P¯(B′) ΨBF . Applying the operator Tτ and using the previous
result one obtains
TτF = TτφB′
∑
B∈P¯(B′)
ΨBF = φτ(B′)
∑
B∈P¯(B′)
TτΨBF
where for each B ∈ P¯(B′), TτΨBF ∈ Hτ(B) by Proposition 32. On the other hand, applying
Theorem 5 to TτF ∈ L(Γ(τ(B′))) gives
TτF = φτ(B′)
∑
B∈P¯(τ(B′))
ΨBTτF = φτ(B′)
∑
B∈P¯(B′)
Ψτ(B)TτF.
The uniqueness of the MRA decomposition concludes the proof.
Appendix B. Proofs of Propositions 15 and 17
We first show Proposition 15 and give at the same time a method to compute the coefficients
αB(pi, pi
′) for pi, pi′ ∈ B and B ∈ P(JnK) with |B| ≤ k; for k ∈ {2, . . . , n}. The first simplification in
their computation stems from the following lemma. For pi = piA . . . pik ∈ Γn and τ ∈ Sn, we denote
by τ(pi) the word τ(pi1) . . . τ(pik) ∈ Γ(τ(c(pi))), as in Subsection 6.3.
Lemma 44. Let B ∈ P(JnK) and τ ∈ Sn a permutation that keeps the order of the items in B,
i.e. such that for all b, b′ ∈ B, b < b′ ⇒ τ(b) < τ(b′). Then for all pi, pi′ ∈ Γ(B),
αB(pi, pi
′) = ατ(B)(τ(pi), τ(pi′))
Proof. By Definition 11 one has ΨBδpi′ =
∑
pi∈Γ(B) αB(pi, pi
′)δpi. Applying Tτ then gives
TτΨBδpi′ =
∑
pi∈Γ(B)
αB(pi, pi
′)δτ(pi).
On the other hand, Proposition 43 gives
TτΨBδpi′ = Ψτ(B)δτ(pi′) =
∑
pi∈Γ(τ(B))
ατ(B)(pi, τ(pi
′))δpi =
∑
pi∈Γ(B)
ατ(B)(τ(pi), τ(pi
′))δτ(pi).
Identifying the coefficients concludes the proof.
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Property 3. of Lemma 44 implies two simplifications:
• First, for k ∈ {2, . . . , n}, the coefficients (αB(pi, pi′))pi,pi′∈Γ(B) are obtained directly from the
(αJkK(pi, pi′))pi,pi′∈Γ(JkK) for all B ⊂ JnK with |B| = k.
• Second, for B = {b1, . . . , bk} ∈ P(JnK) with b1 < · · · < bk, the coefficients (αB(pi, pi′))pi′∈Γ(B)
are obtained directly from the (αB(b1 . . . bk, pi
′))pi′∈Γ(B) for any pi ∈ Γ(B).
Example 19. Let B = {2, 4, 5} and τ ∈ Sn such that τ(2) = 1, τ(4) = 2 and τ(5) = 3. Then for
pi, pi′ ∈ Γ({2, 4, 5}), α{2,4,5}(pi, pi′) = α{1,2,3}(τ(pi), τ(pi′)).
With the precedent simplifications, one only needs to compute and store the j! coefficients
(αJjK(12 . . . j, pi))pi∈Γ(JjK) for each j ∈ {2, . . . , k}. These coefficients are computed using the recursive
formula from Theorem 31. Let j ∈ {2, . . . , k}. If all coefficients the αJj′K(12 . . . j′, pi) for pi ∈ Γ(Jj′K)
and 2 ≤ j′ ≤ j − 1, it is easy to see that the computation of each αJjK(12 . . . j, pi) for pi ∈ Γ(JjK)
then has complexity bounded by
(
j
2
)
. The global complexity of the computation of the coefficients
(α{1,...,j}(12 . . . j, pi))pi∈Γ(JjK),2≤j≤k is therefore bounded by
k∑
j=2
(
j
2
)
j! ≤ k − 1
2
k∑
j=2
[(j + 1)!− j!] ≤ 1
2
k2k!.
This establishes Proposition 15. Proposition 17 is a direct consequence of Lemma 30.
Appendix C. Proof of Lemma 27
Lemma 27 is a cornerstone in the construction of the MRA representation. Its proof relies on the
exploitation of the combinatorial structure of the wavelet synthesis operators. This requires some
more definitions. Let Γ∗n := Γ¯n ∪ JnK be the set of all injective words on JnK, including the words of
length 1 of the form a, with a ∈ JnK.
Definition 45. Let pi, pi′ ∈ Γ∗n such that c(pi) ∩ c(pi′) = ∅. Their concatenation product is then
defined by
pipi′ := pi1 . . . pi|pi|pi′1 . . . pi
′
|pi′|.
The following lemma gives a combinatorial expression for the wavelet synthesis operator.
Lemma 46. Let pi ∈ Γn and A ∈ P(JnK) such that c(pi) ⊂ A. Then one has
φAδpi =
1
(|A| − |pi|+ 1)!
∑
A1,A2⊂A
A1unionsqA2=A\c(pi)
∑
ω∈Γ(A1)
ω′∈Γ(A2)
δωpiω′ .
Proof. The proof only consists in noticing that
{σ ∈ Γ(A) | pi @ σ} = {ωpiω′ | (ω, ω′) ∈ Γ(A1)× Γ(A2) with A1 unionsqA2 = A \ c(pi)}.
Lemma 27 then relies on the following lemma, the proof of which is straightforward and left to
the reader.
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Lemma 47. Let A,A ⊂ JnK be two disjoint subsets and (pi, pi′) ∈ Γ(A) × Γ(A′). Then for any
B ∈ P(JnK) such that B ∩A 6= ∅ and B ∩A′ 6= ∅ one has
(pipi′)|B = pi|B∩Api′|B∩A′ .
Proof of Lemma 27. Let A,B,C ∈ P(JnK) such that A ∪ B ⊂ C and pi ∈ Γ(A). We need to prove
that MBφCδpi = φBMA∩Bδpi. Lemma 46 gives on the one hand
φBMA∩Bδpi = φBδpi|A∩B =
1
(|B| − |A ∩B|+ 1)!
∑
B1,B2⊂B
B1unionsqB2=B\A
∑
ω∈Γ(B1)
ω′∈Γ(B2)
δωpi|A∩Bω′
and on the other hand
(|C| − |A|+ 1)!MBφCδpi = MB
∑
C1,C2⊂C
C1unionsqC2=C\A
∑
ω∈Γ(C1)
ω′∈Γ(C2)
δωpiω′ =
∑
C1,C2⊂C
C1unionsqC2=C\A
∑
ω∈Γ(C1)
ω′∈Γ(C2)
δ(ωpiω′)|B .
Now, by Lemma 47, one has for any C1, C2 ⊂ C such that C1 unionsq C2 = C \ A and (ω, ω′) ∈
Γ(C1)× Γ(C2),
(ωpiω′)|B = ω|B∩C1pi|A∩B ω
′
|B∩C2 .
Therefore, doing the change of variables B1 := C1∩B, B2 := C2∩B, υ := ω|B∩C1 and υ′ := ω′|B∩C2 ,
one obtains
MBφCδpi =
1
(|C| − |A|+ 1)!
∑
B1,B2⊂B
B1unionsqB2=B\A
∑
υ∈Γ(B1)
υ′∈Γ(B2)
c(B1, B2, υ, υ
′)δυpi|A∩Bυ′ ,
where the coefficient c(B1, B2, υ, υ
′) is given by
c(B1, B2, υ, υ
′) =
∑
C1,C2⊂C
C1unionsqC2=C\A
∑
ω∈Γ(C1)
ω′∈Γ(C2)
I{C1 ∩B = B1, C2 ∩B = B2, ω|B1 = υ, ω′|B2 = υ′}
=
∑
C1,C2⊂C
C1unionsqC2=C\A
I{C1 ∩B = B1, C2 ∩B = B2} |C1|!|B1|!
|C2|!
|B2|!
=
|C1|!
|B1|!
|C2|!
|B2|!
|C|−|A∪B|∑
k=0
(k + |B1|)!(|C| − |A ∪B| − k + |B2|)!
= (|C| − |A ∪B|)!
|C|−|A∪B|∑
k=0
(
k + |B1|
|B1|
)(|C| − |A ∪B| − k + |B2|
|B2|
)
= (|C| − |A ∪B|)!
(|C| − |A ∪B|+ |B1|+ |B2|+ 1
|C| − |A ∪B|
)
,
where the last equality is given by Lemma 48 below for n := |C| − |A∪B|, r := |B1| and s := |B2|.
The proof is concluded by noticing that for B1, B2 ⊂ B such that B1 unionsq B2 = B \ A, |B1|+ |B2| =
|B| − |A ∩B| and |A ∪B| − |B1| − |B2| = |A|, so that(|C| − |A ∪B|+ |B1|+ |B2|+ 1
|C| − |A ∪B|
)
=
(|C| − |A|+ 1)!
(|C| − |A ∪B|)!(|B| − |A ∩B|+ 1)! .
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Lemma 48. For any n, r, s ∈ N, one has the identity
n∑
k=0
(
k + r
r
)(
n− k + s
s
)
=
(
n+ r + s+ 1
n
)
Proof. Denote the sum by Sn(r, s). By Pascal’s rule, one has
Sn(r + 1, s) =
n∑
k=0
(
k + r + 1
k
)(
n− k + s
s
)
=
(
n+ s
s
)
+
n∑
k=1
(
k + r
k
)(
n− k + s
s
)
+
n∑
k=1
(
k + r
k − 1
)(
n− k + s
s
)
=
n∑
k=0
(
k + r
k
)(
n− k + s
s
)
+
n−1∑
k=0
(
k + r + 1
k
)(
n− 1− k + s
s
)
= Sn(r, s) + Sn−1(r + 1, s).
One thus has Sn(r+ 1, s)−Sn−1(r+ 1, s) = Sn(r, s) and, noticing that S0(r, s) = 1 for all r, s ∈ N,
one obtains by a telescoping sum
Sn(r + 1, s) =
n∑
k=0
Sk(r, s).
The identity is now proven by induction on r using the well-known identity
n∑
j=k
(
j
k
)
=
(
n+ 1
k + 1
)
(45)
(it can be proven by induction on n with Pascal’s rule). For r = 0 one has
Sn(0, s) =
n∑
k=0
(
n− k + s
s
)
=
n+s∑
j=s
(
j
s
)
=
(
n+ s+ 1
s+ 1
)
,
which satisfies the identity. Assuming the identity true for all k ≤ r, one has
Sn(r + 1, s) =
n∑
k=0
(
k + r + s+ 1
r + s+ 1
)
=
n+r+s+1∑
j=r+s+1
(
j
r + s+ 1
)
=
(
n+ r + s+ 2
r + s+ 2
)
,
where the last equality also stems from identity (45). This concludes the proof.
Appendix D. Proofs of Proposition 33 and Theorem 36
A full ranking pi1  · · ·  pin is either seen as the word pi1 . . . pin ∈ Γ(JnK) or as the permutation
σ ∈ Sn defined by σ(pii) = i for all i ∈ {1, . . . , n}. The action of Sn on Γ¯n defined in Subsection
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6.3 by τ · pi = τ(pi) is transitive on Γ(JnK). If σ ∈ Sn is the permutation associated to the full
ranking pi ∈ Γ(JnK) then the permutation associated to τ · pi is the permutation σ′ ∈ Sn defined
by σ′(τ(pii)) = i. In other words it is such that σ′τ = σ, or equivalently it is given by σ′ = στ−1.
Hence, through the identification of Γ(JnK) and Sn, the natural action of Sn on Γ(JnK) is equivalent
to the classic right translation σ 7→ στ−1 on Sn. We therefore use this action and the associated
representation on L(Sn), namely the right regular representation.
Proof of Proposition 33. Theorem 26 shows that φJnK is a linear isomorphism between Hn and
L(Sn), and Proposition 43 shows that for any τ ∈ Sn, TτφJnK = φτ(JnK)Tτ = φJnKTτ . This
concludes the proof.
The proof of Theorem 36 relies on the properties of the embedding operator φ′A, given by the
following lemma. For A ∈ P(JnK) and pi′ ∈ Γ|A|, we define the operator TA→pi′ : L(Γ¯n) → Γ¯n that
maps the Dirac function of a ranking pi ∈ Γ¯n to the Dirac function of the ranking obtained by
replacing pi|A by pi′ if A ⊂ c(pi) or to 0 otherwise.
Lemma 49. Let A ∈ P(JnK) and pi ∈ Γ(A). The following properties hold.
1. For all A′, C ∈ P(JnK) such that A ⊂ A′ ⊂ C,
φ′Cδpi = φ
′
Cφ
′
A′δpi.
2. For all B,C ∈ P(JnK) such that A ∪B ⊂ C,
MBφ
′
Cδpi = MBφ
′
A∪Bδpi.
3. For all B ∈ P(JnK),
MBφ
′
A∪Bδpi =
∑
A1⊂A\B
B1⊂B\A
|A1|=|B1|
λ|B1|
∑
pi′∈Γ(B1)
φ′BM(A∩B)unionsqB1TA1→pi′δpi,
where λt = (|A|!|B|!)/(|A ∪B|!(|A ∩B|+ t)!) for any t ∈ N.
4. For all τ ∈ Sn
Tτφ
′
A = φ
′
τ(A)Tτ
Proof. We prove the properties in the order.
1. Let A′, C ∈ P(JnK) such that A ⊂ A′ ⊂ C. One has
φ′Cφ
′
A′δpi =
|A|!
|A′|!φ
′
C
∑
pi′∈Γ(A′)
pi⊂σ
δpi′ =
|A|!
|A′|!
|A′|!
|C|!
∑
pi′∈Γ(A′)
pi⊂pi′
∑
σ∈Γ(C)
pi′⊂σ
δσ =
|A|!
|C|!
∑
σ∈Γ(C)
pi⊂σ
δσ = φ
′
Cδpi.
2. Let B,C ∈ P(JnK) such that A∪B ⊂ C. By definition of the marginal operator and by Property
1., one has
MBφ
′
Cδpi = MBMA∪Bφ
′
Cφ
′
A∪Bδpi.
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Now, for any A′ ∈ P(C) and pi′ ∈ Γ(A′), it is clear that MA′φ′Cδpi′ = δpi′ . Applied to A ∪ B, this
concludes the proof of Property 2.
3. This is certainly the longest part of the proof. We introduce two new operators. First, the
deletion operator
%a : δpi 7→ δpi\{a} for a ∈ c(pi),
where pi \ {a} is the ranking obtained by deleting the item a in pi. Second, the insertion operator
%∗b : δpi →
|pi|+1∑
i=1
δpiCib for b 6∈ c(pi),
where pi Ci b is the ranking obtained by inserting item b at the ith position. Then for A′ ∈ P(A)
with A \A′ = {a1, . . . , ar}, and B such that A ⊂ B with B \A = {b1, . . . , bs}, one has
MA′δpi = %a1 . . . %arδpi and φ
′
Bδpi =
|A|!
|B|!%
∗
b1 . . . %
∗
bs .
Property 3. is then equivalent for any B ∈ P(JnK) to
%a1 . . . %ar%
∗
b1 . . . %
∗
bsδpi =
min(r,s)∑
k=0
∑
A1unionsq{ai1 ,...,air−k}={a1,...,ar}
B1unionsq{bj1 ,...,bjs−k}={b1,...,bs}
|A1|=|B1|=k
∑
pi′∈Γ(B1)
%∗bj1 . . . %
∗
bjs−k
%ai1 . . . %air−kTA1→pi′δpi, (46)
where {a1, . . . , ar} = A \B and {b1, . . . , bs} = B \ A. We prove Formula (46) in three steps. First
for r = s = 1, one has
%a%
∗
bδpi =
|A|+1∑
i=1
%aδpiCib = δpiC1b\{a} + · · ·+ δpiCpi(a)b\{a} + δpiCpi(a)+1b\{a} + · · ·+ δpiC1b\{a}.
The ranking pi Cpi(a) b \ {a} is the ranking obtained by inserting b at the left of a in pi and then by
deleting a. The ranking piCpi(a)+1 b \ {a} is the ranking obtained by inserting b at the right of a in
pi and then by deleting a. It is clear that they are both equal to the ranking pi{a}→b obtained by
changing a to b in pi. Hence one has
%a%
∗
bδpi = %
∗
b%aδpi + T{a}→bδpi
and Formula (46) is satisfied. We now show by induction on s ∈ {1, . . . , |B \A|} that
%a%
∗
b1 . . . %
∗
bsδpi = %
∗
b1 . . . %
∗
bs%aδpi +
s∑
i=1
%∗b1 . . . %
∗
bi−1%
∗
bi+1 . . . %
∗
bsT{a}→biδpi. (47)
Notice that for any A1  A\B, pi′ ∈ Γ(B1) with B1 ⊂ B \A, a ∈ A\ (A1unionsqB) and b ∈ B \ (AunionsqB1)
one clearly has
%aTA1→pi′δpi = TA1→pi′%aδpi %
∗
bTA1→pi′δpi = TA1→pi′%
∗
bδpi. (48)
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Therefore, assuming (47) true for s ≤ |B \A| − 1, one has
%a%
∗
b1 . . . %
∗
bs+1δpi = %a%
∗
b1 . . . %
∗
bs
(
%∗bs+1δpi
)
= %∗b1 . . . %
∗
bs%a
(
%∗bs+1δpi
)
+
s∑
i=1
%∗b1 . . . %
∗
bi−1%
∗
bi+1 . . . %
∗
bsT{a}→bi
(
%∗bs+1δpi
)
= %∗b1 . . . %
∗
bs+1%aδpi + %
∗
b1 . . . %
∗
bsT{a}→bs+1 +
s∑
i=1
%∗b1 . . . %
∗
bi−1%
∗
bi+1 . . . %
∗
bs+1T{a}→biδpi
= %∗b1 . . . %
∗
bs+1%aδpi +
s+1∑
i=1
%∗b1 . . . %
∗
bi−1%
∗
bi+1 . . . %
∗
bs+1T{a}→biδpi,
which concludes the proof of (47). At last, we show (46) by induction on r ∈ {1, . . . , |A \ B|}.
Assuming it true for r ≤ |A \B| − 1, one has
%a1 . . . %ar+1%
∗
b1 . . . %
∗
bsδpi
= %ar+1
[
%a1 . . . %ar%
∗
b1 . . . %
∗
bsδpi
]
= %ar+1

min(r,s)∑
k=0
∑
A1unionsq{ai1 ,...,air−k}={a1,...,ar}
B1unionsq{bj1 ,...,bjs−k}={b1,...,bs}
|A1|=|B1|=k
∑
pi′∈Γ(B1)
%∗bj1 . . . %
∗
bjs−k
%ai1 . . . %air−kTA1→pi′δpi
 .
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If r ≤ s, Equations (47) and (48) give
%a1 . . . %ar+1%
∗
b1 . . . %
∗
bsδpi
=
r∑
k=0
∑
A1unionsq{ai1 ,...,air−k}={a1,...,ar}
B1unionsq{bj1 ,...,bjs−k}={b1,...,bs}
|A1|=|B1|=k
∑
pi′∈Γ(B1)
[
%∗bj1 . . . %
∗
bjs−k
%ar+1%ai1 . . . %air−kTA1→pi′δpi
+
s−k∑
i=1
%∗bj1 . . . %
∗
bji−1
%∗bji+1 . . . %
∗
bjs−k
T{ar+1}→bji%ai1 . . . %air−kTA1→pi′δpi
]
=
r∑
k=0
∑
A1unionsq{ai1 ,...,air+1−k}={a1,...,ar+1}
B1unionsq{bj1 ,...,bjs−k}={b1,...,bs}
|A1|=|B1|=k
ar+1 6∈A1
∑
pi′∈Γ(B1)
%∗bj1 . . . %
∗
bjs−k
%ai1 . . . %air+1−kTA1→pi′δpi
+
r+1∑
k=1
∑
A1unionsq{ai1 ,...,air−k}={a1,...,ar+1}
B1unionsq{bj′1 ,...,bj′s−k−1}={b1,...,bs}
|A1|=|B1|=k+1
ar+1∈A1
∑
pi′∈Γ(B1)
%∗bj′1
. . . %∗bj′
s−k−1
%ai1 . . . %air−kTA1→pi′δpi
=
r+1∑
k=0
∑
A1unionsq{ai1 ,...,air+1−k}={a1,...,ar+1}
B1unionsq{bj1 ,...,bjs−k}={b1,...,bs}
|A1|=|B1|=k
∑
pi′∈Γ(B1)
%∗bj1 . . . %
∗
bjs−k
%ai1 . . . %air+1−kTA1→pi′δpi.
If s < r, Equations (47) and (48) give
%a1 . . . %ar+1%
∗
b1 . . . %
∗
bsδpi
=
s−1∑
k=0
∑
A1unionsq{ai1 ,...,air−k}={a1,...,ar}
B1unionsq{bj1 ,...,bjs−k}={b1,...,bs}
|A1|=|B1|=k
∑
pi′∈Γ(B1)
[
%∗bj1 . . . %
∗
bjs−k
%ar+1%ai1 . . . %air−kTA1→pi′δpi
+
s−k∑
i=1
%∗bj1 . . . %
∗
bji−1
%∗bji+1 . . . %
∗
bjs−k
T{ar+1}→bji%ai1 . . . %air−kTA1→pi′δpi
]
+
∑
A1unionsq{ai1 ,...,air−s}={a1,...,ar}
|A1|=s
∑
pi′∈Γ({b1,...,bs})
%ar+1%ai1 . . . %air−sTA1→pi′δpi
=
s∑
k=0
∑
A1unionsq{ai1 ,...,air+1−k}={a1,...,ar+1}
B1unionsq{bj1 ,...,bjs−k}={b1,...,bs}
|A1|=|B1|=k
∑
pi′∈Γ(B1)
%∗bj1 . . . %
∗
bjs−k
%ai1 . . . %air+1−kTA1→pi′δpi.
In both cases the proof is concluded.
4. The proof of Property 4. is fully analogous to the one of Proposition 43. It is left to the reader.
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Property 3 from Lemma 49 is the analogue of Lemma 27. It allows to prove Theorem 36.
Proof of Theorem 36. One clearly has φ′JnK(H0) = V 0 and V 0 ∼= S(n). Let k ∈ {2, . . . , n} and
A ∈ P(JnK) with |A| = k. We define the space W kA = W k ∩ span{1Sn(pi) | pi ∈ Γ(A)}. We first
prove that φ′JnK(HA) ⊂ W kA. Let F ∈ HA and let B ∈ P(JnK) with |B| ≤ k − 1. By definition
φ′JnK(HA) ⊂ span{1Sn(pi) | pi ∈ Γ(A)}. We then need to prove that MBφ′JnKF = 0. Properties 2.
and 3. of Lemma 49 give
MBφ
′JnKF = MBφ′A∪BF = ∑
A1⊂A\B
B1⊂B\A
|A1|=|B1|
∑
pi′∈Γ(B1)
φ′BM(A∩B)unionsqB1TA1→pi′F.
The space Hk being stable under translations, one has TA1→pi′F ∈ Hk for any A1 ⊂ A and
pi′ ∈ Γ|A1|. Now, for any B1 ⊂ B \ A, |(A ∩ B) unionsq B1| = |A ∩ B| + |B1| ≤ |B| ≤ k − 1. Hence
M(A∩B)unionsqB1TA1→pi′F = 0 and MBφ
′JnKF = 0. One therefore has φ′JnK(HA) ⊂ W kA. In addition, for
F ∈ HA such that φ′JnKF = 0, property 2. of Lemma 49 gives 0 = MAφ′JnKF = F . The operator φ′JnK
is thus an injection from HA to W
k
A and thus dimW
k
A ≥ dk by Theorem 28. Now, by construction
W k =
⊕
|A|=kW
k
A, so that
n! = dim
V 0 ⊕ n⊕
k=2
⊕
|A|=k
W kA
 ≤ 1 + n∑
k=2
(
n
k
)
dk = n!.
Hence all the inequalities are equalities and therefore φ′JnK(Hk) = W k. Property 4. of Lemma 49
then ensures that W k ∼= Hk.
Appendix E. Technical proofs of Subsection 6.5
The proofs of Theorem 41 and Proposition 42 require the two following lemmas. The proof of the
first one is straightforward and left to the reader.
Lemma 50. For a, b, c ∈ JnK with b 6= c one has
〈ea, eb〉 =
{
−1 if a 6= b
n− 1 if a = b and 〈ea, xbc〉 =

1 if a = b
−1 if a = c
0 if a 6∈ {b, c}
Lemma 51. For a, b ∈ JnK with a 6= b and s ∈ Rn one has∑
1≤i<j≤n
(si − sj)xij =
∑
i∈JnK siei and f(a,b) = nxab + eb − ea.
Proof. Recalling that for any i, j ∈ JnK with i 6= j, xji = −xij , straightforward calculations give∑
1≤i<j≤n
(si − sj)xij = 1
2
∑
1≤i 6=j≤n
(si − sj)xij =
∑
i∈JnK si
∑
j 6=i
xij +
∑
j∈JnK sj
∑
i 6=j
xji =
∑
i∈JnK siei
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and
f(a,b) =
∑
c 6∈{a,b}
(xab + xbc + xca) = (n− 2)xab + (eb − xba)− (ea − xab) = nxab + eb − ea.
Proof of Theorem 41. We first show that the spaces H21 and H
2
2 are orthogonal. Let a, b, c ∈ JnK
with b 6= c. By Lemmas 50 and 51, one has
〈
ea, f(b,c)
〉
= n 〈ea, xbc〉+ 〈ea, ec〉 − 〈ea, eb〉 =

n− 1− (n− 1) = 0 if a = b
−n+ (n− 1) + 1 = 0 if a = c
0− 1 + 1 = 0 if a 6∈ {b, c}
.
Next we prove that H21 and H
2
2 are both representations of Sn, or equivalently stable under trans-
lations. For a, b ∈ JnK with a 6= b and τ ∈ Sn one has by definition Tτxab = xτ(a)τ(b), so
that
Tτea =
∑
c6=a
xτ(a)τ(c) =
∑
c6=a
xτ(a)c = eτ(a)
and
Tτf(a,b) =
∑
c6∈{a,b}
(xτ(a)τ(b) + xτ(b)τ(c) + xτ(c)τ(a))
=
∑
c 6∈{a,b}
Tτ (xτ(a)τ(b) + xτ(b)c + xcτ(a)) = f(τ(a),τ(b).
Now, Theorem 34 ensures that H2 ∼= S(n−1,1)⊕S(n−2,1,1) as representations of Sn, where S(n−1,1)
and S(n−2,1,1) are both irreducible representations. Since H21 6= {0}, one then necessarily has
H21
∼= S(n−1,1) and H22 ∼= S(n−2,1,1) or H22 ∼= S(n−1,1) and H21 ∼= S(n−2,1,1). To conclude, notice
that since H21 = span{ea | a ∈ JnK}, dimH21 ≤ n < (n−12 ) and one cannot have H21 ∼= S(n−2,1,1).
Hence the other alternative is true and this concludes the proof.
Proof of Proposition 42. Following the notations of Jiang et al. (2011), we denote by G the com-
plete graph on JnK and by KG its clique complex. The space of “edge flows” on G is defined by
C1(KG,R) := {(Xi,j)i,j ∈ Rn×n | Xi,j = −Xj,i}. Identifying index (i, j) with ij, one clearly has
C1(KG,R) = H2. The HodgeRank decomposition, established by theorem 2 in Jiang et al. (2011),
is then given by
H2 = Im(grad)
⊥⊕ Im(curl∗) = Im(grad) ⊥⊕ Im(grad)⊥,
where by definition Im(grad) = {∑1≤i<j≤n(si − sj)xij | s ∈ Rn}. Now, Lemma 51 shows that
for any s ∈ Rn, an element of the form {∑1≤i<j≤n(si − sj)xij is of the form ∑i∈JnK siei and
reciprocally. This means that Im(grad) = H21 , which concludes the proof.
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