In this paper we study the existence of a unique solution for linear stochastic differential equations driven by a Lévy process, where the initial condition and the coefficients are random and not necessarily adapted to the underlying filtration. Towards this end, we extend the method based on Girsanov transformation on Wiener space and developped by Buckdahn [7] to the canonical Lévy space, which is introduced in [25] .
Introduction
Our aim in this paper is to prove the existence and uniqueness of a solution of the linear stochastic differential equation Here X 0 is a random variable, a, b and v(y), for any y ∈ R, y = 0, are random processes no necessarily adapted to the underlying filtration, W is the canonical Wiener process, N is the canonical Poisson random measure with parameter ν (see Section 2.2 for details), dÑ (t, y) := dN (t, y) − dt ν(dy), and the integral with respect to W (respectively the integrals with respect to N andÑ ) is in the Skorohod sense (respectively are pathwise defined). In the adapted case (i.e., deterministic initial condition and adapted coefficients to the filtration generated by W and N ), the stochastic differential equation (1.1) with no necessarily linear coefficients has been analyzed by several authors (see, for instance, [1, 2, 3, 9, 10, 14, 15, 22, 23] ). For example, Ikeda and Watanabe [10] have considered this equation with no necessarily linear coefficients and have used the Picard iteration procedure and Gronwall´s lemma to show existence and uniqueness of the solution, respectively. It is well-known that this is possible due to the isometry property of Itô integrals. Also, in this case, one approach to study equation (1.1) is to assume first that N does not have small jumps (i.e., the absolutely values of the jumps side are bigger than a constant ε > 0) and consider equation (1.1) as an stochastic differential equation driven by a Brownian motion between two consecutive jump times, which has a unique solution under suitable conditions due to Itô [11] . Then, we only need to show that this solution converges to the one of equation (1.1) as ε → 0. Namely, the solution of the equation converges as ε ↓ 0, to a solution of equation (1.1) . We can see Rubenthaler [23] for details. This method was also utilized to obtain an Itô formula for Lévy processes (see, for example, Cont and Tankov [8] ). We also mention that in the adapted and linear case, Itô formula provides a tool to obtain the existence and uniqueness of the solution to (1.1). For details, the reader can consult Protter [22] .
In the general case, we cannot use neither the Picard iteration procedure, nor Gronwall´s lemma to deal with (1.1) because the L 2 -norm of the solution depends on its derivative in the Malliavin calculus sense and this derivatives can be estimated only in terms of the second derivative, and so on. Therefore we do not have a closed argument, as it is pointed out by Nualart [19] .
On the Wiener case (i.e., v ≡ 0), Buckdahn [5, 6, 7] has study equation (1.1) via anticipating Girsanov transformations. In particular, he showed that Itô formula is not useful in this case. This approach has been also useful to deal with fractional stochastic differential equations (see [12, 13] ).
On the Poisson space, it means a ≡ 0, equation (1.1) has been considered in different situations for different definitions of stochastic integral (see, for instance, [16, 17, 18, 20, 21] ).
In this paper, in order to obtain the existence of a unique solution to equation (1.1), we apply the method developed in [5, 6, 7] between consecutive jumps times to figure out the solution of the stochastic linear equation (1.2) . Then, we get the convergence of X ε to the solution of (1.1).
The paper is organized as follows. Section 2 is devoted to different preliminaires: Canonical Lévy space and process, Malliavin calculus and anticipative Girsanov transformations. In section 3 the solution candidates for equations (1.1) and (1.2) are presented and some of their properties are pointed out. In section 4 the existence of a unique solution of (1.2) is proved and in Section 5, the same is done for (1.1). A long and non-central proof of Theorem 2.7 is placed in the Appendix.
Preliminaries
In this section we give the framework and the tools we use in this paper to study the existence of a unique solution to equation (1.1). In particular we introduce the canonical Lévy space as it was done in Solé et al. [25] , we extend some results given in Buckdahn [5, 6] to the last space and recall some basic facts of the Malliavin calculus.
In the remaining of this paper, ν represents a Lévy measure on R such that ν({0}) = 0 and R x 2 ν(dx) < ∞ (for details see Sato [24] ), T is a positive fixed number and ℓ denotes the Lebesgue measure on [0, T ]. The Borel σ-algebra of a set A ⊂ R is denoted by B(A). The jumps of a càdlàg process Z are denoted by ∆Z (i.e., ∆ t Z = Z t − Z t− ). Also, for any p ≥ 1, | · | p and || · || p denote the norms on L p ([0, T ]) and on L p (Ω), respectively. In particular || · || ∞ we will denote the norm on L ∞ (Ω), that is, the essential supremum in Ω. Sometimes we use the notation | · | L p (Ω) = || · || p .
Canonical Lévy space
In this paper we consider all the processes defined on the canonical Lévy space on [0, T ],
Here (Ω W , F W , P W ) is the canonical Wiener space and (Ω N , F N P N ) is the canonical Lévy space for a pure jump Lévy process with Lévy measure ν, which is defined as follows: Let {ε n : n ∈ N} be a strictly decreasing sequence of positive numbers such that ε 1 = 1, lim n→∞ ε n = 0 and ν(S n ) > 0 for any n ≥ 1, where S 1 = {x ∈ R : ε 1 < |x|} and S n = {x ∈ R : ε n < |x| ≤ ε n−1 }. With this notation in mind, the canonical Lévy space with measure ν is
where (Ω (n) , F (n) , P (n) ) is the canonical Lévy space for a compound Poisson process with intensity λ n := ν(S n ) and probability measure Q n := ν(· ∩ S n )/λ n . That is, for n ∈ N,
where α is an arbitrary point,
and for any B ∈ F (n) ,
Canonical Lévy process
The canonical Wiener process
The canonical pure jump process J t = {J t : t ∈ [0, T ]}, with Lévy measure ν, is
where the limit exists with probability 1 and
Finally, the canonical Lévy process with triplet (γ, σ, ν) is defined as
Recall also that the associated Poisson random measure is
where R 0 = R − {0}.
Elements of Malliavin calculus
In this paper we deal with the derivative with respect to the process W in the Malliavin calculus sense. So, in this subsection, we recall some basic properties of this operator. For details, the reader can consult Nualart [19] or Solé et al. [25] . Let S W be the set of random variables of the form
where
, that means f and all its partial derivatives are bounded. The derivative of the random variable F with respect to W is the random variable 
) and there exists a random variable δ W (u) ∈ L 2 (Ω W ) satisfying the duality relation
where E W is the expectation with respect to the probability measure P W .
We can extend the last definitions to Hilbert space valued random variables: Let S W (L 2 (Ω N )) be the set of all smooth L 2 (Ω N )-random variables of the form
3)
, for i ∈ {0, . . . , n} and j ∈ {0 . . . , n i }. The derivative of the random variable F with respect to W is the
, closable and unbounded. Moreover it can be iterated defining D
. Now the Skorohod integral with respect to W , denoted by δ W , is the adjoint of the derivative operator
The operator δ W is an extension of the Itô integral in the sense that the set L 
, respectively. We hope that the space will be clear when we use this operator.
The following result will be important in next section.
Remark Note that left-hand sides of last two equalities are given by (2.1) and (2.2), while righthand sides are defined via (2.3) and (2.4), respectively.
Proof of Lemma 2.1:
Hence, the definition of the canonical Lévy space, in particular the definition of the probability measure P , implies that there is a subsequence
which gives that the first part of the result is true because {F n k (·, ω ′′ ) : k ∈ N} is a sequence of the form (2.1).
Finally, let H ∈ S W and G ∈ L 2 (Ω N ). Then, the duality relation (2.4) yields
Consequently, using the definition of the probability measure P , for a.a.
Thus, from the duality relation (2.2), the proof is complete.
Anticipative Girsanov Transformations
Here, for the convenience of the reader, we recall some basic facts on anticipative Girsanov transformations. By Lemma 2.1, some of these results will be a consequence of the properties of transformations on Wiener space. For a more detailed account on this subject we refer to [5, 6, 7] .
Remember that, by the definition of the Canonical Lévy space, we have that for any ω ∈ Ω there are ω ′ ∈ Ω W and ω
, we define the transformation T a : Ω → Ω W as the application defined by
Observe that for ω ′′ fixed, we obtain a transformation on the Wiener space. We say this transformation is absolutely continuous if the measure
is absolutely continuous with respect to P W , for almost all ω ′′ ∈ Ω N . Henceforth, we introduce the Cameron-Martin space CM , that is, the subspace of absolutely continuous functions of Ω W , with square-integrable derivatives, endowed with the norm
The following two results are an immediate consequence of [5, 6, 7] and Lemma 2.1:
Proposition 2.2 Let T 1 and T 2 be two absolutely continuous transformations associated with processes a 1 and a 2 , respectively,
In the remaining of this paper
) fixed, we consider two a families of transformations {T t : Ω → Ω W : 0 ≤ t ≤ T } and {A s,t : Ω → Ω W : 0 ≤ s ≤ t ≤ T }, which are the solutions of the equations
respectively.
Observe that, for simplicity of the notation, we not make explicit the dependence on a in these equations. Some of the properties of the solutions to (2.5) and (2.6) that we need are established in the following result. See [5, 6, 7] for its proof.
Then, there exist two unique families of absolutely continuous transformations {T t , 0 ≤ t ≤ T } and {A s,t : 0 ≤ s ≤ t ≤ T } that satisfy equations (2.5) and (2.6), respectively. Moreover, for each s, t ∈ [0, T ], s < t, A s,t = T s A t , with A t = A 0,t , T t is invertible with inverse A t and a · (T · ( * ,
In relation to the transformation A s,t , we have the following lemma that will be useful for our purposes.
Remark Note A u,t is continuous in t with respect the CM-norm, uniformly on u.
Proof of Lemma 2.5 Let u ≤ s ≤ t. Then, by Propositions 2.2 and 2.4 we have
So, using Gronwall's lemma, we obtain
which implies the result holds.
Remark In [5, 6, 7] , Buckdahn has proven that both inequalities in Proposition 2.2 hold only for almost all ω ′ ∈ Ω W . But, by Fubini theorem, it is not difficult to see that, in this case, the inequality in Lemma 2.5 is satisfied for a.a. ω ∈ Ω.
To finish this subsection we give some results related to the densities of the transformations
(Ω) and a as in Proposition 2.4. One of our main tools in the proof of the existence and uniqueness of the solution to equation (1.1) are the equalities, proven by Buckdahn [5, 6, 7] ,
is the density of A −1 s,t and
Finally, we have that, in this case,
These two relations can be proved as consequence of the equalities (2.7) and (2.8). Indeed,
The anticipative linear stochastic differential equation on canonical Wiener space
On the canonical Wiener space, Buckdahn [5, 6, 7] has studied equation (1.1) via the anticipating Girsanov transformations (2.5) and (2.6). Namely, he considers the linear stochastic differential equation 13) and state the following result:
and is a global solution of (2.13)
, then Y is of the form (2.14) for a.e. 0 ≤ t ≤ T .
Moreover we need the following proposition on the continuity of Z, whose proof is given in the Appendix (see Section 6) because it is too long and technical.
Then, Z given by (2.14) has continuous trajectories a.s.
Two processes with jumps
In the sequel we use the following hypothesis on the coefficients:
, uniformly on ω and s, and lim |y|→0 g(y) = 0.
(H3) The function g satisfies R0 (e g(y) − 1)ν(dy) < ∞.
(H4) The function g satisfies R0 (e 2g(y) − 1)ν(dy) < ∞.
Remark: As an example, observe that the following function is in
and is such that (H3) and (H4) hold, and lim |y|→0 g(y) = 0.
where β ∈ (0, 1) and k 1 (β) and k 2 (β) are positive constants.
Given ε > 0, set
Notice that this process can also be written as follows 
Remark: In the proof of this result we will see that the representation
−vs−(y,As,t)∆N (s,y) also holds. We observe that the stochastic integral with respect toÑ is pathwise defined.
Proof of Proposition 3.1: First of all, the hypotheses on X 0 and b yield
Secondly, as the factor L 0,t is a density, it is finite a.s. So it remains to see the convergence of the following quantities:
vs−(y,As,t)∆N (s,y) .
Using the relation dÑ (t, y) = dN (t, y) − ν(dy)dt and (H2), we have
g(y) ν(dy)ds.
(3.3)
This quantity is finite a.s. because (H2) implies
Then, M 1 converges a.s., as ε → 0, to exp{
On the other hand, for any constant c > 0, 
g(y)∆N (s, y).
So, M 2,1 also converges as ε → 0 since
g(y) dN (s, y) is finite by (3.3). We can conclude that the processes X Proposition 3.2 Assume (H1), (H2) and (H3). Then, the processes X ε and X belong to
Proof: Since X 0 and b are bounded and (H2) is true, it is immediate to check that
due to g ∈ L 1 (R 0 , ν). Moreover, using that 1 + x ≤ e x for x > 0, we get
Finally, the result follows from Proposition 3.1, the dominated convergence theorem and from the fact that L 0,t exp
, which is a consequence of Cont and Tankov [8] (Proposition 3.6). Indeed, remember that E W (L 0,t ) = 1.
Existence and uniqueness of solution of the approximated equation
The goal of this section is to prove the following theorem.
Theorem 4.1 Assume (H1), (H2) and (H3). Also assume that a, b and v ·− (y), for any y
Remark. Note that Equation (1.2) can be rewritten as an equation of the form (4.1).
Proof of Theorem 4.1: The proof is divided into three steps.
Step 1. We first analyze the continuity of X ε . As we have seen before
Observe that under the hypotheses of the theorem, X 0 (A 0,t ) exp
,t is continuous on t, for a.a. ω ′′ ∈ Ω N , as a consequence of Theorem 2.7. On other hand, ω ′′ −a.s.,
] is a finite product with all the terms well defined and continuous on t as a consequence of (H1), Lemma 2.5 and Proposition 2.2. So, X ε has a.s. right continuous trajectories with left limits. Moreover recall that by Proposition 3.2 the process X ε belongs to
Step 2. We now prove that X ε is a solution of (4.1). Assume that G is an element of the set of L 2 (Ω N )-smooth Wiener functionals described as
Due to Girsanov's theorem (2.7) and that A r,t = T r • A t , we have
Since t 0 {|y|>ε} dN (s, y) < ∞ a.s., we have
Then, integration by parts implies
), we have that the previous quantity is equal to
Taking into account that the two first summands form a telescopic series, Girsanov's theorem (2.7) and (3.1) imply that
So,
That means that X ε defined in (3.1) is solution of (4.1).
Step 3. Now we prove the uniqueness of the solution to (4.1). We argue it by induction with respect to the jump times τ
, by Theorem 2.6, there exists a unique solution. We now suppose that t ∈ [τ
where by
Step 1, we can write
Note that Lemma 2.1 implies that, for a.a.
, respectively. Now we fix a such ω ′′ and in the following calculations we avoid write it to simplify the notation.
For ρ > 0, there is a sequence {a n : n ∈ N} of smooth functionals of the form a
satisfying (i) and (ii) of Proposition 2.1 in Buckdahn [6] . Fix n ∈ N and consider the transformation A n given by (2.6), when we change a and A by a n and A n , respectively. Let G be a smooth functional defined by the right-hand side of (2.1). Then, Buckdahn [5] (Proposition 2.2.13) leads to establish
Taking into account (4.3), we get
, and using (4.5), we obtain
Therefore, the Fubini theorem allows us to state Finally, using (2.12), we have that
This completes the proof for t ∈ [τ
. The rest of the cases can be treated similarly.
Existence and uniqueness of solution for the main equation
The main goal of this section is to prove the following theorem.
Theorem 5.1 Assume (H1), (H2) and (H4). Suppose also that a, b,
Here, the stochastic integrals with respect toÑ and N are pathwise defined. Proof of Theorem 5.1: This proof is divided into two parts.
Step 1. First of all, by means of a limit argument we will show that X defined in (3.2) is a solution of (5.1). Towards this end, we prove the convergence of (4.2), when ε tends to zero. Using that a and b belong to L ∞ (Ω × [0, T ]) and that G is a smooth element, we obtain that
It only remains to prove that, for any t ∈ [0, T ],
In order to prove this convergence and that the right-hand side is well-defined, we utilize the following estimation:
First of all, by the definition ofÑ , we can write
Now, (H2) and the bound of X given in the proof of Proposition 3.2 imply that
Then, by (H4) we obtain that E I ε 1,1 −→ 0, when ε goes to 0.
Proceeding similarly, we also get E I ε 1,2 −→ 0, when ε goes to 0.
Finally, again the relation between of N andÑ , the fact that
which is a consequence of Proposition 3.2, and the dominated convergence theorem allow us to ensure that when ε goes to 0,
Step 2. Now we show the uniqueness of the solution to (5.
Recall that the coefficients verify that for any ω ′′ ∈ Ω N a.s.
for any s, t ∈ [0, T ], ω ′ ∈ Ω W and y ∈ R 0 . Now fix ω ′′ ∈ Ω N , and let a n and A n be as in the proof of Theorem 4.1. Consequently, for any G ∈ S W , we have, by Lemma 2.1,
and it implies that
Taking this last equality into account, we get
Hence, proceeding as in Step 3 of the proof of Theorem 4.1, we state
Therefore, proceeding as in the proof of Theorem 4.1 again, we can write
Thus, Girsanov Theorem implies
which yields 
Appendix
This section is devoted to present the proof of Theorem 2.7. In order to simplify the notation, we use the convention D = D W because, in this section, the probability space is the canonical Wiener space. Also, remember that c will denote a generic constant that may change from line to line.
We begin this section with an auxiliary result.
Thus, Statement (c) holds. Finally, Statements (b) and (d) are an immediate consequence of (a) and (b), and the proof is complete. Now, we are ready to prove Theorem 2.7
Proof of Theorem 2.7: From (2.9) and (2.14), we only need to show the continuity of processes Z 0 (A 0,· ), (D u a s )(A s,· ) D s (a u (A u,· ) ) duds. So now we divide the proof in several steps and we assume that 0 ≤ s ≤ t ≤ T . which gives the desired continuity due to Lemma 2.5.
(3) Next step is to check the continuity of { t 0 a r (A r,t ) δW r : t ∈ [0, T ]}. So, by the KolmogorovCentsov continuitiy criterion (see [19] , for example), it is sufficient to show that for some p ∈ (2, ∞), [5, 6, 7] ). In particular this guarantee that δ(a · (A ·,t )1 1 [0,t] (·)) is well-defined.
We can apply Hölder inequality and Proposition 3.2.1 in [19] 
