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INTRODUCTION
In recent years there has been a growing interest in Synthetic Aperture Radar (SAR) imaging in applications ranging from remote sensing to surface surveillance and automatic target recognition (ATR). For these applications, the classification of various terrain categories is quite important, and their delineation (i.e. segmentation) plays a key role in subsequent analysis for target detection, recognition, and image compression. In light of typical air-borne SAR coverage rates (often exceeding l k m 2 / s ) , it is of paramount importance to devise efficient algorithms capable of meeting the computational demands of the resulting data collection.
We propose a multiscale approach to the SAR image Segmentation problem that takes full advantage of the coherent nature of SAR image formation. In particular, we build onp the idea initially introduced in [l, 21 of characterizing and exploiting the scale-toscale statistical variations in SAR imagery due to radar speckle. Specifically, we construct models of SAR imout scale for imagery representing regions of grass and forest, and subsequently employ these models in the classification and segmentation of the two terrain categories. Such an approach provides the potential for very efficient segmentation of SAR imagery for applications ranging from earth resource studies to ATR. In the context of ATR, such a segmentation can lead to significant enhancements in performance by identifying extensive regions where detection is unnecessary (i.e. heavily forested regions impenetrable by highfrequency SAR) as well as regions of particular interest (i.e. grass-forest boundaries capable of concealing tactical targets). Moreover, enhancement of anomalous regions may also be achieved merely by identifying regions whose statistical properties are significantly different from those based on the surrounding terrain classification. Detection of such anomalous regions is also of considerable importance in remote sensing applications where regions that differ considerably from the natural vegetation and ground cover are to be detected. Furthermore, it is clearly of significance in ATR where it can assist in folcusing attention for subsequent recognition of man-made objects.
MULTISCALE FRAMEWORK
The basis for our multiscale modeling of SAR imagery is the class of multiscale models defined on trees [l] . A qth order tree is a graph in which each node, starting at some root node, branches off to q child nodes. Thus each level (i.e., distance in nodes from the root node) of the tree may ble viewed as a distinct scale representation of a random process, with the resolutions proceeding from coarse to fine as the tree is traversed from top to bottom (root node to terminal nodes).
Letting s denote any node on the tree and s? its parent; the state elements at these nodes are related by the coarse-to-fine recursion initialized by the random vector z(0) at the root node.
In this recursion, A ( s ) and B ( s ) are matrices of appropriate dimension, while the term w(s) represents white driving noise independent of z( 0).
MODEL-BASED SEGMENTATION
Our segmentation is best described by distinguishing the model construction step from that of the statistical identification of the model (i.e. segmentation step).
Multiscale SAR Image Modeling
Using the multiscale framework to describe SAR imagery entails having a multiresolution sequence { I L , I L -~, . . , Io} of SAR images with a dyadic resolution increase from the coarsest (IL) to the finest ( l o ) , and computing the matrices A ( s ) and B ( s ) to accurately capture their inter-scale evolution. This, in turn, requires a reasonable sequence mapping of the pixels in the original SAR image to nodes on an indexed tree.
The dyadic increase in resolution assumed above results in a mapping of each pixel in image I , to four pixels in image l m -l . Hence, the image sequence naturally maps to indexed nodes on a qth order tree or quadtree. As an example, Figure 1 illustrates a multiresolution sequence of three SAR images, together with their mapping. Associated with each node s on the quadtree is a "3-tuple' ' (m, IC, l ) , where m denotes scale and ( k , 1 ) denotes 2-D image location.
In building a statistical model for the sequence
we focus on a specific class of multiresolution models of the form
where m(s) denotes the scale of node s The structure of this class is motivated by the notion that a pixel at any given scale may be partially predicted by its ancestors, yet a random component exists due to the variability of radar speckle across scale. Furthermore, for regions of homogeneous texture (as we wish to model) the coefficients in this prediction tend to be spatially constant for any given scale. The noise term w(s) in (2) accounts for the error in predicting the pixel value at node s from its ancestors. We have experimentally found that for regions of grass and forest, Log-Rayleigh and Gaussian distributions, respectively, provide accurate fits for these prediction error residuals [ 3 ] .
Segmentation Approach
Recall that the segmentation step is carried out with two goals in mind. Namely, the identification of large regions where target detection is futile and the localization of grass-forest boundaries. In light of this, the segmentation is accomplished in two stages. We first perform a rough classification in which each pixel is categorized as grass, forest, or defer (i.e., potential boundary). Further refinement of deferred pixels is subsequently performed to yield more accurate boundary localization.
The initial pixel classification is based on square window regions surrounding each pixel. Specifically, for each pixel p we calculate the statistic c = lOg{Pr [IL,IL-l, 
where {IL, I L -~, . . . ,lo} is created through progressive coarsening of the window region, and M g and Mf denote multiscale models of grass and forest respectively.
When the value of C provides strong statistical evidence of homogeneity within the window, we classify p accordingly. However, we often encounter inhomogeneous window regions, particularly in the vicinity of terrain boundaries. In this case, C provides little evidence of either classification. Accordingly we compare C to two thresholds, declare p to be grass if C exceeds the larger, to be trees if it is less than the smaller threshold, and temporarily classify p as a potential boundary pixel if it lies between the two thresholds. In the latter case we defer final classification to the next processing step.
Since our ultimate objective is the classification of the center pixel in each window, in regions where a terrain boundary is suspect we simply wish to determine which side of this boundary contains the center pixel. Assuming that the window regions are small enough that at most a single boundary exists within the window and that this boundary is relatively smooth, our refinement procedure reduces t o determining which terrain category makes up the majority of the window. Furthermore, this refinement may be performed in a hierarchical manner that efficiently exploits the structure of multiscale likelihood calculations. We begin by considering the four quadrants of the initial window region. The classification procedure described above is performed on each quadrant independently. This procedure is repeated recursively on each smaller subquadrant deferred in the previous hierarchical step until either a majority rule of the entire windowed region may be determined, or statistical significance is lost due to decreasing sub-quadrant size. This procedure is graphically illustrated in Figure 2 for a sample window region (G, F, and D refer respectively to classifications as grass, forest, and defer).
Experimental Results
We demonstrate the promise of this technique by applying it to 0.3 meter resolution, HH polarized SAR imagery gathered with Lincoln Laboratory's millimeterwave SAR. I n particular, in Figure 3 we display the results of applying the algorithm to a 512 pixel-square SAR image containing a prominent grass-forest boundary. The white line in each frame is a hand picked estimate of the true boundary, and dark and light regions represent clutter classification as forest and grass respectively. Frame (a) displays the original SAR image. Frames (b), (c), and (d) respectively display: the results of classification using only a binary test on the full window (i.e.? without allowing the possibility of deferred decisions), the result of the ternary classification (the mid-tone value identifies those pixels for which decision was deferred), and the final results using the full hierarchical approach. Comparing frames (b) and (d) we see that restriction to using only the window likelihood test leads to a bias in the estimated boundary. However, when the full hierarchical system is implemented, the final segmentation yields more accurate estimation of the true boundary. Further testing of our algorithm has demonstrated a probability of correct classification of 0.992 for pixels in homogeneous regions (grass or forest) and an ability to localize grass-forest boundaries to within approximately 27 pixels (Sm) with a probability of misclassification of 0.02.
ANOMALY ENHANCEMENT
An immediate benefit of multiscale model-based SAR image segmentation is that anomalous pixel enhancement comes with minimal additional cost. We offer a multiscale approach to anomalous pixel enhancement as well as an experimental comparison to the standard CFAR detection algorithm.
Approach
A standard method to enhance anomalous pixels is the constant false alarm rate (CFAR) procedure described in [4] in which a local sa,mple mean fi and sample standard deviation 3 are computed in an annular region surrounding each pixel. By subtracting out the sample mean from the pixel value I(k,Z) and normalizing by the sample standard deviation, one obtains a statistic, (4) that provides a measure of how well each pixel statistically matches its surroundings.
The idea above suggests a method for identifying potentially anomalous pixels using what can be thought of as a multiresolution CFAR statistic. Specifically, for a node s at the mth level from the bottom of the tree, we can compute the prediction error residual, w(s), and perform a procedure similar to that in (4) using the mean pm and variance p , of the theoretical residual distribution of the corresponding multiscale model Specifically, we define this statistic as (5) In contrast to the standard CFAR statistic, a multiscale model spanning P scales will yield a set, { ( ( s ) ,
of statistics associated with each pixel. This enables the identification of specific scaleto-scale signatures in the residuals w ( s ) . In particular, the presence of a few dominant scatterers in manmade objects results in a high level of correlation in the scale-to-scale statistical behavior of the residuals. As a result, the residuals should exhibit a consistent overprediction in these regions. Accordingly, we define
, (6) for all terminal nodes s (i.e., finest resolution pixels). This statistic will enhance only those pixels that display a consistent over-prediction while suppressing those that display consistent under-prediction or minimal scaleto-scale correlation. As a result, we may threshold this statistic, as with the standard CFAR statistic, to identify potential targets of interest.
Experimental Results
To perform a qualitative comparison of this statistic with the CFAR statistic, we must account for the different levels of natural clutter enhancement the two display. For image regions that are statistically consistent with their background, the CFAR statistic will have zero mean and unit variance. The statistic, c ( s ) , on the other hand, will have zero mean but a variance of PA, provided that the residuals are truly white. Rather than re-normalize by P-1, we estimate the sample mean and variance of each statistic for SAR imagery of natural clutter. Each enhanced image is subsequently normalized such that the statistic will have zero mean and unit variance for imagery of natural clutter.
We evaluate the performance of the two anomaly enhancement techniques by measuring, for each, the number of target pixels that exceed a given threshold for a range of thresholds. This provides a performance curve that begins at a value corresponding to the total number of target pixels and monotonically decreases to zero. The rate at which the curve decreases provides a measure of performance (i.e., a "higher" curve indicates improved ability of detection). We calculate this measure over a 512 pixel-square image containing a building (i.e., man-made target) for the CFAR statistic as well as c(s) for both P = 4 and P = 6 . The promising results that this technique achieves are displayed in Figure 4 . The statistic c(s) not only provides better enhancement of man-made regions, but more notable enhancement when the model size is increased.
. CONCLUSIONS
We have presented here a methodology for the segmentation of background clutter and delineation of terrain boundaries and for the identification of anomalous imagery. These methods are based on multiscale stochastic models of SAR imagery, and uses them to identify differences in the scale-to-scale variability and predictability of imagery of different types of terrain. Moreover, we have presented results that demonstrate the promise of these multiscale approaches.
