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Abstract
In the present paper, we study the diffusion limit of the classical solution to the unipolar Vlasov-Poisson-
Boltzmann (VPB) system with initial data near a global Maxwellian. We prove the convergence and establish
the convergence rate of the global strong solution to the unipolar VPB system towards the solution to an
incompressible Navier-Stokes-Poisson-Fourier system based on the spectral analysis with precise estimation
on the initial layer.
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1 Introduction
The Vlasov-Poisson-Boltzmann system (VPB) can be used to model the motion of the dilute charged particles
in plasma or semiconductor devices under the influence of the self-consistent electric field [16]. In general, the
rescaled VPB system for one-species takes the form
∂tFǫ +
1
ǫ
v · ∇xFǫ + 1
ǫ
∇xΦǫ · ∇vFǫ = 1
ǫ2
Q(Fǫ, Fǫ), (1.1)
∆xΦǫ =
∫
R3
Fǫdv − 1, (1.2)
where ǫ > 0 is a small parameter related to the mean free path, Fǫ = Fǫ(t, x, v) is the distribution function with
(t, x, v) ∈ R+ × R3 × R3, and Φǫ(t, x) denotes the electric potential, respectively. Throughout this paper, we
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assume ǫ ∈ (0, 1). The collision between particles is given by the standard Boltzmann collision operator Q(f, g)
as below
Q(f, g) = 1
2
∫
R3
∫
S2
B(|v − v∗|, ω)(f ′∗g′ + f ′g′∗ − f∗g − fg∗)dv∗dω, (1.3)
where
f ′∗ = f(t, x, v
′
∗), f
′ = f(t, x, v′), f∗ = f(t, x, v∗), f = f(t, x, v),
v′ = v − [(v − v∗) · ω]ω, v′∗ = v∗ + [(v − v∗) · ω]ω, ω ∈ S2.
For monatomic gas, the collision kernel B(|v − v∗|, ω) is a non-negative function of |v − v∗| and |(v − v∗) · ω|:
B(|v − v∗|, ω) = B(|v − v∗|, cos θ), cos θ = |(v − v∗) · ω||v − v∗| , θ ∈
[
0,
π
2
]
.
In the following, we consider both the hard sphere model and hard potential with angular cutoff. Precisely, for
the hard sphere model,
B(|v − v∗|, ω) = |(v − v∗) · ω| = |v − v∗| cos θ; (1.4)
and for the models of the hard potentials with Grad angular cutoff assumption,
B(|v − v∗|, ω) = b(cos θ)|v − v∗|γ , 0 ≤ γ < 1, (1.5)
where we assume for simplicity
0 ≤ b(cos θ) ≤ C| cos θ|.
There has been significant progress made on the well-posedness and long time behavior of solutions to the
Vlasov-Poisson-Boltzmann system for fixed ǫ. In particular, the global existence of renormalized weak solution
for general large initial data was shown in [18]. The global existence of unique strong solution with the initial
data near the normalized global Maxwellian was obtained in a spatially periodic domain in [8] and in the whole
space in [5, 26, 27] for hard sphere model, and further in [6, 7] for hard potential or soft potential. As for the
long-time behavior of the VPB system, we refer to the works [4, 14, 15, 25, 28]. In addition, the spectrum
structure and the optimal decay rate of the classical solution were investigated in [14, 15].
The fluid dynamical limit of the solution to the VPB system near Maxwellian was also studied in [10, 24]. In
[10], the authors proved the convergence of the solutions to the unipolar VPB system towards a solution to the
compressible Euler-Poisson system in the whole space. In [24], the author established a global convergence result
of the solution to the bipolar VPB system towards a solution to the incompressible Vlasov-Navier-Stokes-Fourier
system.
On the other hand, the diffusion limit to the Boltzmann equation is a classical problem with pioneer work by
Bardos-Golse-Levermore in [1], and significant progress on the limit of renormalized solutions to Leray solution
to Navier-Stokes system in [12]. In contrast to the works on Boltzmann equation [1, 2, 3, 17, 20, 11] and the
VPB system [10, 24], the diffusion limit of the classical solution to the unipolar VPB system (1.6)–(1.8) has
not been given despite of its importance. Moreover, the convergence rate of the classical solution to the VPB
system towards its fluid dynamical limits was not given in [10, 24].
In this paper, we study the diffusion limit of the strong solution to the rescaled VPB system (1.1)–(1.2) with
initial data near the normalized Maxwellian M(v), where
M =M(v) =
1
(2π)3/2
e−
|v|2
2 , v ∈ R3.
Hence, we denote the perturbation of Fǫ and Φǫ as
Fǫ =M + ǫ
√
Mfǫ, Φǫ = ǫφǫ.
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Then the VPB system (1.1)–(1.2) for fǫ and φǫ is
∂tfǫ +
1
ǫ
v · ∇xfǫ − 1
ǫ
v
√
M · ∇xφǫ − 1
ǫ2
Lfǫ = G1(fǫ) +
1
ǫ
G2(fǫ), (1.6)
∆xφǫ =
∫
R3
fǫ
√
Mdv, (1.7)
with the initial condition
fǫ(0, x, v) = f0(x, v), (1.8)
by assuming that the initial data f0 is independent of ǫ. As usual, the linear operator L and the nonlinear
operators G1, G2 are given by 
Lfǫ =
1√
M
[Q(M,
√
Mfǫ) +Q(
√
Mfǫ,M)],
G1(fǫ) =
1
2
(v · ∇xφǫ)fǫ −∇xφǫ · ∇vfǫ,
G2(fǫ) = Γ(fǫ, fǫ) =
1√
M
Q(
√
Mfǫ,
√
Mfǫ).
(1.9)
The linearized collision operator L can be written as
(Lf)(v) = (Kf)(v)− ν(v)f(v),
ν(v) =
∫
R3
∫
S2
B(|v − v∗|, ω)M∗dωdv∗,
(Kf)(v) =
∫
R3
∫
S2
B(|v − v∗|, ω)(
√
M ′∗f
′ +
√
M ′f ′∗ −
√
Mf∗)
√
M∗dωdv∗
=
∫
R3
k(v, v∗)f(v∗)dv∗,
(1.10)
where ν(v), the collision frequency, is a real function, and K is a self-adjoint compact operator on L2(R3v) with
a real symmetric integral kernel k(v, v∗). In addition, ν(v) satisfies
ν0(1 + |v|)γ ≤ ν(v) ≤ ν1(1 + |v|)γ , (1.11)
with γ = 1 for hard sphere and 0 ≤ γ < 1 for hard potential.
The nullspace of the operator L, denoted by N0, is a subspace spanned by the orthonormal basis {χj, j =
0, 1, · · · , 4} with
χ0 =
√
M, χj = vj
√
M (j = 1, 2, 3), χ4 =
(|v|2 − 3)
√
M√
6
. (1.12)
Let L2(R3) be a Hilbert space of complex-value functions f(v) on R3 with the inner product and the norm
(f, g) =
∫
R3
f(v)g(v)dv, ‖f‖ =
(∫
R3
|f(v)|2dv
)1/2
.
Denote the standard macro-micro decomposition as follows{
f = P0f + P1f,
P0f =
∑4
k=0(f, χk)χk, P1f = f − P0f,
(1.13)
From the Boltzmann’s H-theorem, L is non-positive and moreover, L is locally coercive in the sense that there
is a constant µ > 0 such that
(Lf, f) ≤ −µ‖P1f‖2, f ∈ D(L), (1.14)
where D(L) is the domains of L given by
D(L) =
{
f ∈ L2(R3) | ν(v)f ∈ L2(R3)} .
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Without the loss of generality, we assume in this paper that ν(0) ≥ ν0 ≥ µ > 0.
This paper aims to prove the convergence and establish the convergence rate of strong solutions (fǫ, φǫ) to
(1.6)–(1.8) towards (u, φ), where u = nχ0 +m · vχ0 + qχ4 and (n,m, q, φ)(t, x) is the solution of the following
incompressible Navier-Stokes-Poisson-Fourier (NSPF) system:
∇x ·m = 0, (1.15)
n+
√
2
3
q − φ = 0, (1.16)
∂tm− κ0∆xm+∇xp = n∇xφ−∇x · (m⊗m), (1.17)
∂t
(
q −
√
2
3
n
)
− κ1∆xq =
√
2
3
m · ∇xφ− 5
3
∇x · (qm), (1.18)
∆xφ = n, (1.19)
where p is the pressure, and the initial data (n,m, q)(0) satisfies
m(0) = Pm0, q(0)−
√
2
3
n(0) = q0 −
√
2
3
n0, (1.20)
n(0)−∆−1x n(0) +
√
2
3
q(0) = 0. (1.21)
Here, P is the projection to the divergence-free subspace and n0, m0 and q0 are given by
n0 = (f0, χ0), m0 = (f0, vχ0), q0 = (f0, χ4), (1.22)
and the viscosity coefficients κ0, κ1 > 0 are defined by
κ0 = −(L−1P1(v1χ2), v1χ2), κ1 = −(L−1P1(v1χ4), v1χ4). (1.23)
In general, the convergence is not uniform near t = 0 because of the appearance of an initial layer. However,
we can show that if the initial data f0 satisfies
f0(x, v) = n0(x)χ0 +m0(x) · vχ0 + q0(x)χ4,
∇x ·m0 = 0, n0 −∆−1x n0 +
√
2
3
q0 = 0,
(1.24)
then the uniform convergence is up to t = 0.
We give a formally derivation of the macroscopic equations (1.15)–(1.19) as follows. Set
fǫ = f0 + ǫf1 + ǫ
2f2 + · · · ,
φǫ = φ0 + ǫφ1 + ǫ
2φ2 + · · · .
Substituting the above expansion into (1.6), we have the following Hilbert expansion:
1
ǫ2
: Lf0 = 0,
1
ǫ
: v · ∇xf0 − v
√
M · ∇xφ0 − Lf1 = Γ(f0, f0),
∆xφ0 =
∫
R3
f0
√
Mdv, (1.25)
ǫ0 : ∂tf0 + v · ∇xf1 − v
√
M · ∇xφ1 − Lf2
=
1
2
v · ∇xφ0f0 −∇xφ0 · ∇vf0 + Γ(f1, f0) + Γ(f0, f1),
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∆xφ1 =
∫
R3
f1
√
Mdv.
From the ǫ−2 step in (1.25), we deduce that f0 ∈ N0, i.e.,
f0 = n0χ0 +m0 · vχ0 + q0χ4.
Taking the inner product between the ǫ−1 step in (1.25) and {χ0, vχ0, χ4}, we have
∇x ·m0 = 0, ∇xn0 −∇xφ0 +
√
2
3
∇xq0 = 0. (1.26)
From the ǫ−1 step in (1.25), we can represent f1 by
P1f1 = L
−1P1(v · ∇xf0)− L−1Γ(f0, f0). (1.27)
By taking the inner product between the ǫ0 step in (1.25) and {χ0, vχ0, χ4}, and using (1.27), we have
∂tn0 +∇x ·m1 = 0, (1.28)
∂tm0 − κ0∆xm0 +∇xp0 = n0∇xφ0 −∇x · (m0 ⊗m0), (1.29)
∂tq0 +
√
2
3
∇x ·m1 − κ1∆xq0 =
√
2
3
m0 · ∇xφ0 − 5
3
∇x · (q0m0), (1.30)
where (n1,m1, q1) are the macroscopic density, momentum and energy of f1 given by
n1 = (f1, χ0), m1 = (f1, vχ0), q1 = (f1, χ4),
and p0 is the pressure determined by f0 and f1:
p0 = n1 − φ1 +
√
2
3
q1 − 1
3
m20.
By taking the summation −
√
2
3 (1.28) + (1.30), we have
∂t
(
q0 −
√
2
3
n0
)
− κ1∆xq0 =
√
2
3
m0 · ∇xφ0 − 5
3
∇x · (q0m0). (1.31)
By combining (1.26), (1.29) and (1.31), we obtain (1.15)–(1.19).
Notations: Before state the main results in this paper, we list some notations. Throughout this paper, C
denotes a generic positive constant. For any α = (α1, α2, α3) ∈ N3 and β = (β1, β2, β3) ∈ N3, we denote
∂αx = ∂
α1
x1 ∂
α2
x2 ∂
α3
x3 , ∂
β
v = ∂
β1
v1 ∂
β2
v2 ∂
β3
v3 .
The Fourier transform of f = f(x, v) is defined by
fˆ(ξ, v) = Ff(ξ, v) = 1
(2π)3/2
∫
R3
e−ix·ξf(x, v)dx,
where and throughout this paper we denote i =
√−1.
Denote the Sobolev space HNk = { f ∈ L2(R3x × R3v) | ‖f‖HNk <∞} equipped with the norm
‖f‖HN
k
=
∑
|α|+|β|≤N
‖νk∂αx ∂βv f‖L2(R3x×R3v).
For q ≥ 1, denote
L2v(L
q
x) = L
2(R3v, L
q(R3x)), ‖f‖L2v(Lqx) =
(∫
R3
(∫
R3
|f(x, v)|qdx
)2/q
dv
)1/2
,
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Lqx(L
2
v) = L
q(R3x, L
2(R3v)), ‖f‖Lqx(L2v) =
(∫
R3
(∫
R3
|f(x, v)|2dv
)q/2
dx
)1/q
.
In the following, we denote by ‖ · ‖L2x,v the norm of the function space L2(R3x × R3v), and denote by ‖ · ‖Lqx and
‖ · ‖Lqv the norms of the function spaces Lq(R3x) and Lq(R3v) respectively. For any integer k ≥ 1, we denote by
‖ · ‖Hkx and ‖ · ‖L2v(Hkx ) the norms in the spaces Hk(R3x) and L2(R3v, Hk(R3x)) respectively.
Now we are ready to state main results in this paper.
Theorem 1.1. Let N ≥ 4. For any ǫ ∈ (0, 1), there exists a small constant δ0 > 0 such that if ‖f0‖HN1 +
‖f0‖L2v(L1x) ≤ δ0, then the VPB system (1.6)–(1.8) admits a unique global solution fǫ(t) = fǫ(t, x, v) satisfying
the following time-decay estimate:
‖fǫ(t)‖HN1 + ‖∇xφǫ(t)‖HNx ≤ Cδ0(1 + t)
− 14 , (1.32)
where φǫ(t, x) = ∆
−1
x (fǫ(t, x), χ0) and C > 0 is a constant independent of ǫ.
There exists a small constant δ0 > 0 such that if ‖f0‖L2v(HNx ) + ‖f0‖L2v(L1x) ≤ δ0, then the NSPF system
(1.15)–(1.21) admits a unique global solution (n,m, q)(t, x) ∈ L∞t (HNx ). Moreover, u(t, x, v) = n(t, x)χ0 +
m(t, x) · vχ0 + q(t, x)χ4 has the following time-decay rate:
‖u(t)‖L2v(HNx ) + ‖∇xφ(t)‖HNx ≤ Cδ0(1 + t)−
3
4 , (1.33)
where φ(t, x) = ∆−1x n(t, x) and C > 0 is a constant.
Theorem 1.2. Let (fǫ, φǫ) = (fǫ(t, x, v), φǫ(t, x)) be the global solution to the VPB system (1.6)–(1.8), and let
(n,m, q, φ) = (n,m, q, φ)(t, x) be the global solution to the NSPF system (1.15)–(1.21). Then, there exists a
small constant δ0 > 0 such that if ‖f0‖H61 + ‖f0‖L2v(L1x) + ‖∇x∆−1x (f0, χ0)‖Lpx ≤ δ0 with p ∈ (1, 2), we have
‖fǫ(t)− u(t)‖L∞x (L2v) + ‖∇xφǫ(t)−∇xφ(t)‖L∞x ≤ Cδ0
(
ǫa(1 + t)−
1
2 +
(
1 + ǫ−1t
)−b)
, (1.34)
where u(t, x, v) = n(t, x)χ0 +m(t, x) · vχ0 + q(t, x)χ4, b = min{1, p′} with p′ = 3/p− 3/2 ∈ (0, 3/2), and a = b
when b < 1; a = 1 + 2 logǫ | ln ǫ| when b = 1.
Moreover, if the initial data f0 satisfies (1.24) and ‖f0‖L2v(H6x∩L1x) ≤ δ0, then we have
‖fǫ(t)− u(t)‖L∞x (L2v) + ‖∇xφǫ(t)−∇xφ(t)‖L∞x ≤ Cδ0ǫ(1 + t)−
3
4 . (1.35)
Remark 1.3. By taking the Fourier transform to (1.20) and (1.21), we have
nˆ(0) = −
√
6|ξ|2
3 + 5|ξ|2
(
qˆ0 −
√
2
3
nˆ0
)
, qˆ(0) =
3 + 3|ξ|2
3 + 5|ξ|2
(
qˆ0 −
√
2
3
nˆ0
)
. (1.36)
This implies that the initial data f0 of the VPB system has the same regularity in x as the initial data (n,m, q)(0)
of the NSPF system.
Remark 1.4. Define the oscalation part of fǫ as
uoscǫ (t, x, v) =
∑
j=−1,1
F−1
(
e
ηj(|ξ|)
ǫ
t−bj(|ξ|)t
(
P0fˆ0, hj(ξ)
)
ξ
hj(ξ)
)
, (1.37)
where (ηj(|ξ|), hj(ξ)) and bj(|ξ|), j = −1, 1 are defined by (2.24) and (2.59)respectively. Then, under the first
assumption of Theorem 1.2 we have
‖fǫ(t)− u(t)− uoscǫ (t)− e
t
ǫ2
BǫP1f0‖L∞
P
≤ Cδ0ǫ(1 + t)− 12 , (1.38)
where the norm ‖ · ‖L∞
P
is defined by
‖f‖L∞
P
= ‖f‖L∞x (L2v) + ‖∇x∆−1x (f, χ0)‖L∞x . (1.39)
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The rest of this paper will be organized as follows. In the next section, we present the results about the
spectrum analysis on the linearized VPB system. In Section 3, we establish the first and second order fluid
approximations of the solution to the linearized VPB system. In Section 4, we prove the convergence and
establish the convergence rate of the global solution to the nonlinear VPB system towards the solution to the
nonlinear NSP system.
2 Spectrum analysis
In this section, we are concerned with the spectral analysis of the linear VPB operator Bǫ(ξ) defined by (2.5),
which will be applied to study diffusion limit of the solution to the VPB system (1.6)–(1.8).
From the system (1.6)–(1.8), we have the following linearized VPB system:{
ǫ2∂tfǫ = Bǫfǫ, t > 0,
fǫ(0, x, v) = f0(x, v),
(2.1)
where
Bǫ = L− ǫv · ∇x + ǫv · ∇x∆−1x Pd, (2.2)
with
Pdg = (g,
√
M)
√
M, ∀g ∈ L2(R3v). (2.3)
Take Fourier transform to (2.1) to get{
ǫ2∂tfˆǫ = Bǫ(ξ)fˆǫ, t > 0,
fˆǫ(0, ξ, v) = fˆ0(ξ, v),
(2.4)
where
Bǫ(ξ) = L− iǫ(v · ξ)− iǫv · ξ|ξ|2 Pd, ξ 6= 0. (2.5)
For ξ 6= 0, define a weight Hilbert space L2ξ(R3) by
L2ξ(R
3) = {f ∈ L2(R3) | ‖f‖ξ =
√
(f, f)ξ <∞}
with the inner product
(f, g)ξ = (f, g) +
1
|ξ|2 (Pdf, Pdg). (2.6)
Since Pd is a self-adjoint projection operator, it follows that (Pdf, Pdg) = (Pdf, g) = (f, Pdg) and hence
(f, g)ξ = (f, g +
1
|ξ|2Pdg) = (f +
1
|ξ|2Pdf, g). (2.7)
By (2.7), we have for any f, g ∈ L2ξ(R3v) ∩D(Bǫ(ξ)),
(Bǫ(ξ)f, g)ξ = (Bǫ(ξ)f, g +
1
|ξ|2Pdg) = (f,Bǫ(−ξ)g)ξ. (2.8)
Moreover, Bǫ(ξ) is a dissipate operator in L
2
ξ(R
3):
Re(Bǫ(ξ)f, f)ξ = (Lf, f) ≤ 0, ∀f ∈ L2ξ(R3). (2.9)
We can regard Bǫ(ξ) as a linear operator from the space L
2
ξ(R
3) to itself because
‖f‖2 ≤ ‖f‖2ξ ≤ (1 + |ξ|−2)‖f‖2, ξ 6= 0.
We denote ρ(A) and σ(A) to be the resolvent set and spectrum set of the operator A respectively. The
discrete spectrum of A, denoted by σd(A), is the set of all isolated eigenvalues with finite multiplicity. The
essential spectrum of A, σess(A), is the set σ(A)\σd(A). By (2.8), (2.9), (1.11) and (1.14), we have the following
lemmas.
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Lemma 2.1. The operator Bǫ(ξ) generates a strongly continuous contraction semigroup on L
2
ξ(R
3), which
satisfies
‖etBǫ(ξ)f‖ξ ≤ ‖f‖ξ, for any t > 0, f ∈ L2ξ(R3v). (2.10)
Proof. Since the operator Bǫ(ξ) is a densely defined closed operator on L
2
ξ(R
3), and both Bǫ(ξ) and Bǫ(ξ)
∗ =
Bǫ(−ξ) are dissipative on L2ξ(R3), it follows from Corollary 4.4 on p.15 of [21] that Bǫ(ξ) generates a strongly
continuous contraction semigroup on L2ξ(R
3).
Lemma 2.2. The following conditions hold for all ξ 6= 0 and ǫ ∈ (0, 1).
(1) σess(Bǫ(ξ)) ⊂ {λ ∈ C |Re ≤ −ν0} and σ(Bǫ(ξ)) ∩ {λ ∈ C | − ν0 < Re ≤ 0} ⊂ σd(Bǫ(ξ)).
(2) If λ is an eigenvalue of Bǫ(ξ), then Reλ < 0 for any ξ 6= 0 and ǫ ∈ (0, 1).
Proof. Define
Aǫ(ξ) = −ν(v)− iǫ(v · ξ). (2.11)
By (1.11), λ − Aǫ(ξ) is invertible for Reλ > −ν0 and hence σ(Aǫ(ξ)) ⊂ {λ ∈ C |Re ≤ −ν0}. Since Bǫ(ξ) is a
compact perturbation of Aǫ(ξ), it follows from Theorem 5.35 in p.244 of [13] that σess(Bǫ(ξ)) = σess(Aǫ(ξ))
and σ(Bǫ(ξ)) in the domain Reλ > −ν0 consists of discrete eigenvalues with possible accumulation points only
on the line Reλ = −ν0. This proves (1). By a similar argument as Proposition 2.2.8 in [23], we can prove (2)
and the details are omitted for brevity.
Now denote by T a linear operator on L2(R3v) or L
2
ξ(R
3
v), and we define the corresponding norms of T by
‖T ‖ = sup
‖f‖=1
‖Tf‖, ‖T ‖ξ = sup
‖f‖ξ=1
‖Tf‖ξ.
Obviously, it holds that
(1 + |ξ|−2)−1/2‖T ‖ ≤ ‖T ‖ξ ≤ (1 + |ξ|−2)1/2‖T ‖. (2.12)
First, we consider the spectrum and resolvent sets of Bǫ(ξ) for ǫ|ξ| > r0 with r0 > 0 being a constant. Write
λ−Bǫ(ξ) = λ−Aǫ(ξ)−K + iǫv · ξ|ξ|2 Pd
=
(
I −K(λ−Aǫ(ξ))−1 + iǫv · ξ|ξ|2 Pd(λ−Aǫ(ξ))
−1
)
(λ−Aǫ(ξ)). (2.13)
Then, we estimate the terms on the right hand side of (2.13) as follows.
Lemma 2.3 ([23, 14]). There is a constant C > 0 such that the following holds.
1. For any δ > 0, if Reλ ≥ −ν0 + δ, we have
‖K(λ−Aǫ(ξ))−1‖ ≤ Cδ−11/13(1 + ǫ|ξ|)−2/13. (2.14)
2. For any δ > 0, if Reλ ≥ −ν0 + δ and |Imλ| ≥ (2ǫ|ξ|)5/3δ−2/3, we have
‖K(λ−Aǫ(ξ))−1‖ ≤ Cδ−3/5(1 + |Imλ|)−2/5. (2.15)
3. For any δ > 0, r0 > 0, if Reλ ≥ −ν0 + δ and |ξ| ≥ r0, we have
‖(v · ξ)|ξ|−2Pd(λ−Aǫ(ξ))−1‖ ≤ C(δ−1 + 1)(r−10 + 1)(|ξ|+ |λ|)−1. (2.16)
By (2.13) and Lemma 2.3, we have the spectral gap of the operator Bǫ(ξ) for ǫ|ξ| > r0.
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Lemma 2.4 (Spectral gap). Fixed ǫ ∈ (0, 1). For any r0 > 0, there exists α = α(r0) > 0 such that for ǫ|ξ| ≥ r0,
σ(Bǫ(ξ)) ⊂ {λ ∈ C |Reλ ≤ −α}. (2.17)
Proof. Let λ ∈ σ(Bǫ(ξ)) ∩ {λ ∈ C |Reλ ≥ −ν0 + δ} with δ > 0. We first show that supǫ|ξ|≥r0 |Imλ| < +∞. By
(2.12), (2.14) and (2.16), there exists r1 = r1(δ) > 0 large enough such that for Reλ ≥ −ν0 + δ and ǫ|ξ| ≥ r1,
‖K(λ−Aǫ(ξ))−1‖ξ ≤ 1/4, ‖ǫ(v · ξ)|ξ|−2Pd(λ −Aǫ(ξ))−1‖ξ ≤ 1/4. (2.18)
This implies that I + K(λ − Aǫ(ξ))−1 + iǫ(v · ξ)|ξ|−2Pd(λ − Aǫ(ξ))−1 is invertible on L2ξ(R3v), which together
with (2.13) yields that λ−Bǫ(ξ) is also invertible on L2ξ(R3v) and satisfies
(λ−Bǫ(ξ))−1 = (λ−Aǫ(ξ))−1
(
I −K(λ− Aǫ(ξ))−1 + iǫv · ξ|ξ|2 Pd(λ−Aǫ(ξ))
−1
)−1
. (2.19)
Therefore, {λ ∈ C |Reλ ≥ −ν0 + δ} ⊂ ρ(Bǫ(ξ)) for ǫ|ξ| ≥ r1.
As for r0 ≤ ǫ|ξ| ≤ r1, by (2.15) and (2.16), there exists β = β(r0, r1, δ) > 0 such that if Reλ ≥ −ν0 + δ,
|Imλ| > β and ǫ|ξ| ∈ [r0, r1], then (2.18) still holds and thus λ − Bǫ(ξ) is invertible. This implies that
{λ ∈ C |Reλ ≥ −ν0 + δ, |Imλ| > β} ⊂ ρ(Bǫ(ξ)) for r0 ≤ ǫ|ξ| ≤ r1. Hence, we conclude that for ǫ|ξ| ≥ r0,
σ(Bǫ(ξ)) ∩ {λ ∈ C |Reλ ≥ −ν0 + δ} ⊂ {λ ∈ C |Reλ ≥ −ν0 + δ, |Imλ| ≤ β}. (2.20)
Next, we prove that supǫ|ξ|≥r0 Reλ < 0. Based on the above argument and Lemma 2.2, it is sufficient to
prove that Reλ < 0 for ǫ|ξ| ∈ [r0, r1] and |Imλ| ≤ β. This can be proved by contradiction. Suppose that there
exists ǫ|ξn| ∈ [r0, r1], fn ∈ L2(R3), ‖fn‖ = 1, λn ∈ σ(Bǫ(ξn)) such that
Lfn − iǫ(v · ξn)fn − iǫv · ξn|ξn|2 Pdfn = λnfn, Reλn → 0.
Write
(λn + ν − iǫ(v · ξn))fn = Kfn − iǫv · ξn|ξn|2 Pdfn.
Since K and Pd are compact, there exists a subsequence fnj of fn and g1 ∈ L2(R3), |C0| ≤ 1 such that
Kfnj → g1 and Pdfnj → C0
√
M as j → ∞. Due to the fact that ǫ|ξn| ∈ [r0, r1], |Imλn| ≤ β and Reλn → 0,
there exists a subsequence of (still denoted by) (ξnj , λnj ), and (ξ0, λ0) with ǫ|ξ0| ∈ [r0, r1], Reλ0 = 0 such
that (ξnj , λnj ) → (ξ0, λ0) and i(v · ξnj )|ξnj |−2Pdfnj → g2 = i(v · ξ0)|ξ0|−2C0
√
M as j → ∞. Noting that
|λn + ν + iǫ(v · ξn)| ≥ δ, we have
lim
j→∞
fnj = lim
j→∞
g1 − ǫg2
λnj + ν − iǫ(v · ξnj )
=
g1 − ǫg2
λ0 + ν − iǫ(v · ξ0) := f,
and hence Kf = g1 and i(v · ξ0)|ξ0|−2Pdf = g2. It follows that Bǫ(ξ0)f = λ0f and thus λ0 is an eigenvalue
of Bǫ(ξ0) with Reλ0 = 0, which contradicts Reλ < 0 for ξ 6= 0 established by Lemma 2.2. This proves the
lemma.
Then, we study the spectrum and resolvent sets of Bǫ(ξ) for ǫ|ξ| ≤ r0. To this end, we decompose
λ−Bǫ(ξ) = λP0 −Dǫ(ξ) + λP1 −Qǫ(ξ) + iǫP0(v · ξ)P1 + iǫP1(v · ξ)P0, (2.21)
where
Dǫ(ξ) = −iǫP0(v · ξ)P0 − iǫv · ξ|ξ|2 Pd, Qǫ(ξ) = L− iǫP1(v · ξ)P1. (2.22)
Here Dǫ(ξ) = ǫD(ξ) is a linear operator from N0 to N0, where D(ξ) = −iP0(v ·ξ)P0− i v·ξ|ξ|2Pd is a linear operator
represented by a matrix in the basis of N0 as
−D(ξ) =

0, iξT , 0
iξ(1 + 1|ξ|2 ), 0 i
√
2
3ξ
0, i
√
2
3ξ
T , 0
 . (2.23)
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It is easy to verify that ηj(|ξ|) and hj(ξ), j = −1, 0, 1, 2, 3 are the eigenvalues and eigenfunctions of D(ξ) defined
by 
η±1(|ξ|) = ±i
√
1 +
5
3
|ξ|2, ηk(|ξ|) = 0, k = 0, 2, 3,
h0(ξ) =
√
2|ξ|2√
3 + 5|ξ|2
√
1 + |ξ|2χ0 −
√
3 + 3|ξ|2√
3 + 5|ξ|2χ4,
h±1(ξ) =
√
3/2|ξ|√
3 + 5|ξ|2χ0 ±
√
1
2
v · ξ|ξ|χ0 +
|ξ|√
3 + 5|ξ|2χ4,
hk(ξ) = v ·W kχ0, k = 2, 3,
(hj(ξ), hk(ξ))ξ = δjk, j, k = −1, 0, 1, 2, 3,
(2.24)
where W k, k = 2, 3, are orthonormal vectors satisfying W k · ξ = 0.
Lemma 2.5 ([14]). Let ξ 6= 0, the following holds for Dǫ(ξ) and Qǫ(ξ) defined by (2.22).
1. If λ 6= ǫηj(|ξ|), then the operator λP0 −Dǫ(ξ) is invertible on N0 and satisfies
‖(λP0 −Dǫ(ξ))−1‖ξ = max
−1≤j≤3
(|λ− ǫηj(|ξ|)|−1) , (2.25)
‖P1(v · ξ)P0(λP0 −Dǫ(ξ))−1‖ξ ≤ C|ξ| max
−1≤j≤3
(|λ− ǫηj(|ξ|)|−1) , (2.26)
where ηj(|ξ|), j = −1, 0, 1, 2, 3, are the eigenvalues of D(ξ) defined by (2.24).
2. If Reλ > −µ, then the operator λP1 −Qǫ(ξ) is invertible on N⊥0 and satisfies
‖(λP1 −Qǫ(ξ))−1‖ ≤ (Reλ+ µ)−1, (2.27)
‖P0(v · ξ)P1(λP1 −Qǫ(ξ))−1‖ξ ≤ C(1 + |λ|)−1[(Reλ+ µ)−1 + 1](|ξ|+ ǫ|ξ|2). (2.28)
By (2.21) and Lemmas 2.2–2.5, we are able to analyze the spectral and resolvent sets of the operator Bǫ(ξ)
as follows.
Lemma 2.6. For fixed ǫ ∈ (0, 1), the following facts hold.
1. For all ξ 6= 0, there exists y0 > 0 such that
{λ ∈ C |Reλ ≥ −µ
2
, |Imλ| ≥ y0} ∪ {λ ∈ C |Reλ > 0} ⊂ ρ(Bǫ(ξ)). (2.29)
2. For any δ > 0, there exists r0 = r0(δ) > 0 such that for ǫ|ξ| ≤ r0,
σ(Bǫ(ξ)) ∩ {λ ∈ C |Reλ ≥ −µ
2
} ⊂ {λ ∈ C | |λ| ≤ δ}. (2.30)
Proof. By Lemmas 2.5, we have for Reλ > −µ and λ 6= ǫηj(|ξ|) that the operator λP0 −Dǫ(ξ) + λP1 −Qǫ(ξ)
is invertible on L2ξ(R
3
v) and satisfies
(λP0 −Dǫ(ξ) + λP1 −Qǫ(ξ))−1 = (λP0 −Dǫ(ξ))−1 + (λP1 −Qǫ(ξ))−1, (2.31)
because the operator λP0 −Dǫ(ξ) is orthogonal to λP1 −Qǫ(ξ). Therefore, we can re-write (2.21) as
λ−Bǫ(ξ) =(I + Yǫ(λ, ξ))(λP0 −Dǫ(ξ) + λP1 −Qǫ(ξ)),
Yǫ(λ, ξ) =iǫP1(v · ξ)P0(λP0 −Dǫ(ξ))−1 + iǫP0(v · ξ)P1(λP1 −Qǫ(ξ))−1.
By Lemma 2.3, there exists R0 > 0 large enough so that for Reλ ≥ −ν0/2 and ǫ|ξ| ≥ R0, λ − Bǫ(ξ) is
invertible on L2ξ(R
3
v) and satisfies (2.19). Thus, {λ ∈ C |Reλ ≥ −ν0/2} ⊂ ρ(Bǫ(ξ)) for ǫ|ξ| ≥ R0.
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For ǫ|ξ| ≤ R0, by (2.26) and (2.28) we can choose y0 > 0 sufficiently large such that for Reλ ≥ −µ/2 and
|Imλ| ≥ y0,
‖ǫP1(v · ξ)P0(λP0 −Aǫ(ξ))−1‖ξ ≤ 1
4
, ‖ǫPd(v · ξ)P1(λP1 −Qǫ(ξ))−1‖ξ ≤ 1
4
. (2.32)
This implies that the operator I + Yǫ(λ, ξ) is invertible on L
2
ξ(R
3
v) and thus λ − Bǫ(ξ) is invertible on L2ξ(R3v)
and satisfies
(λ−Bǫ(ξ))−1 =
(
(λP0 −Aǫ(ξ))−1P0 + (λP1 −Qǫ(ξ))−1P1
)
(I + Yǫ(λ, ξ))
−1. (2.33)
Therefore, ρ(Bǫ(ξ)) ⊃ {λ ∈ C |Reλ ≥ −µ/2, |Imλ| ≥ y0} for ǫ|ξ| ≤ R0. This and Lemma 2.2 lead to (2.29).
Assume that |λ| > δ and Reλ ≥ −µ/2. Then, by (2.26) and (2.28) we can choose r0 = r0(δ) > 0 so that
estimates in (2.32) still hold for ǫ|ξ| ≤ r0, and then λ − Bǫ(ξ) is invertible on L2ξ(R3). Therefore, we have
ρ(Bǫ(ξ)) ⊃ {λ ∈ C | |λ| > δ,Reλ ≥ −µ/2} for ǫ|ξ| ≤ r0, which gives (2.30).
Now we study the asymptotic expansions of the eigenvalues and eigenfunctions of Bǫ(ξ) for ǫ|ξ| sufficiently
small. Firstly, we consider a 1-D eigenvalue problem:
Bǫ(s)e =:
(
L− iǫv1s− iǫv1
s
Pd
)
e = βe, s ∈ R. (2.34)
Let e be the eigenfunction of (2.34), we rewrite e in the form e = g0 + g1, where g0 = P0e and g1 =
(I − P0)e = P1e. The eigenvalue problem (2.34) can be decomposed into
βg0 = −iǫsP0[v1(g0 + g1)]− iǫv1
s
Pdg0, (2.35)
βg1 = Lg1 − iǫsP1[v1(g0 + g1)]. (2.36)
From Lemma 2.5 and (2.36), we obtain that for any Reβ > −µ,
g1 = iǫs(L− βP1 − iǫsP1v1P1)−1(P1v1g0). (2.37)
Substituting (2.37) into (2.35), we have
βg0 = −iǫsP0v1g0 − iǫv1
s
Pdg0 + ǫ
2s2P0[v1R(β, ǫs)P1v1g0], (2.38)
where
R(β, s) = (L− βP1 − isP1v1P1)−1. (2.39)
We will now reduce (2.38) to a problem of 5-dimension linear system. Since g0 ∈ N0, we have
g0 =
4∑
j=0
Wjχj with Wj =
∫
R3
g0χjdv.
Taking the inner product of (2.38) with {χj, j = 0, 1, 2, 3, 4} gives
βW0 = −iǫsW1, (2.40)
βW1 = −iǫW0
(
s+
1
s
)
− iǫs
√
2
3
W4 + ǫ
2s2W1R11(β, ǫs)
+ ǫ2s2W4R41(β, ǫs), (2.41)
βWj = ǫ
2s2WjR22(β, ǫs), j = 2, 3, (2.42)
βW4 = −iǫs
√
2
3
W1 + ǫ
2s2W1R14(β, ǫs) + ǫ
2s2W4R44(β, ǫs), (2.43)
where
Rjk(β, s) = (R(β, s)P1(v1χj), v1χk), j, k = 1, 2, 4. (2.44)
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Denote
D0(z, s) = z − s2R22(z, s), (2.45)
D1(z, s, ǫ) =
∣∣∣∣∣∣∣∣
z is 0
i
(
s+ 1s
)
z − ǫs2R11(ǫz, ǫs) is
√
2
3 − ǫs2R41(ǫz, ǫs)
0 is
√
2
3 − ǫs2R14(ǫz, ǫs) z − ǫs2R44(ǫz, ǫs)
∣∣∣∣∣∣∣∣ . (2.46)
Then, by a direct computation and the implicit function theorem, we can show
Lemma 2.7. There are two small constants r0, r1 > 0 such that the equation D0(z, s) = 0 has a unique C
∞
solution z = z(s) for |s| ≤ r0 and |z| ≤ r1, which is a C∞ function of s satisfying
z(0) = 0, z′(0) = 0, z′′(0) = 2(L−1(v1χ2), v1χ2). (2.47)
Moreover, z(s) is an even, real function.
We have the following result about the solution of D1(z, s, ǫ) = 0.
Lemma 2.8. There are two small constants r0, r1 > 0 such that the equation D1(z, s, ǫ) = 0 has exactly three
solutions zj = zj(s, ǫ), j = −1, 0, 1 for ǫ|s| ≤ r0 and |zj − ηj(s)| ≤ r1|s|. They are C∞ functions of s and ǫ,
which satisfy
zj(s, 0) = ηj(s), ∂ǫzj(s, 0) = −bj(s), (2.48)
where ηj(s) = ji
√
1 + 53s
2, j = −1, 0, 1, and
b0(s) = −3(s
2 + s4)
3 + 5s2
(L−1P1(v1χ4), v1χ4),
b±1(s) = −1
2
s2(L−1P1(v1χ1), v1χ1)− s
4
3 + 5s2
(L−1P1(v1χ4), v1χ4).
(2.49)
In particular, zj(s, ǫ), j = −1, 0, 1 satisfy the following expansions
zj(s, ǫ) = ηj(s)− ǫbj(s) +O(1)(ǫ2s3). (2.50)
Proof. By (2.46), we have
D1(z, s, ǫ) =z
3 − z2ǫs2(R11 +R44) + z
[
1 +
5
3
s2 + iǫ
√
2
3
s3 (R41 +R14)
+ ǫ2s4(R44R11 −R14R41)
]
− ǫ(s2 + s4)R44, (2.51)
where Rjk = Rjk(ǫz, ǫs), j, k = 1, 2, 4 are defined by (2.44). It follows that
D1(z, s, 0) = z
(
z2 + 1 +
5
3
s2
)
= 0 (2.52)
has three solutions ηj(s) = ji
√
1 + 53s
2 for j = −1, 0, 1. Moreover, D1(z, s, ǫ) is C∞ with respect to (z, s, ǫ) and
satisfies
∂ǫD1(z, s, ǫ) =− z2s2(R11 +R44)− z2ǫs2(∂ǫR11 + ∂ǫR44)
+ z
[
i
√
2
3
s3(R14 +R41) + iǫ
√
2
3
s3∂ǫ(R14 +R41) + 2ǫs
4R11R44
+ ǫ2s4∂ǫ(R11R44)− 2ǫs4R14R41 + ǫ2s4∂ǫ(R14R41)
]
− (s2 + s4)R44 − ǫ(s2 + s4)∂ǫR44, (2.53)
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∂zD1(z, s, ǫ) =3z
2 + 1 +
5
3
s2 − 2zǫs2(R11 +R44) + z2ǫs2(∂zR11 + ∂zR44)
+
[
ǫ2s4(R11R44 −R14R41)− iǫs3
√
2
3
(R14 +R41)
]
+ z
[
ǫ2s4∂z(R11R44 −R14R41)− iǫs3
√
2
3
(∂zR14 + ∂zR41)
]
− ǫ(s2 + s4)∂zR44. (2.54)
For j = −1, 0, 1, we define
Gj(z, s, ǫ) = z −
(
3ηj(s)
2 + 1 +
5
3
s2
)−1
D1(z, s, ǫ).
It is straightforward to verify that a solution of D1(z, s, ǫ) = 0 for any fixed s and ǫ is a fixed point of Gj(z, s, ǫ).
Since
|∂zRij(ǫz, ǫs)| ≤ Cǫ, |∂ǫRij(ǫz, ǫs)| ≤ C(|z|+ |s|), i, j = 1, 2, 4,
it follows from (2.53) and (2.54) that
|∂zGj(z, s, ǫ)| =
∣∣∣∣1− (3ηj(s)2 + 1 + 53s2
)−1
∂zD1(z, s, ǫ)
∣∣∣∣ ≤ Cr1,
|∂ǫGj(z, s, ǫ)| =
∣∣∣∣ (3ηj(s)2 + 1 + 53s2
)−1
∂ǫD1(z, s, ǫ)
∣∣∣∣ ≤ Cs2,
for |z − ηj(s)| ≤ r1|s| and ǫ|s| ≤ r0 with r0, r1 > 0 sufficiently small. This implies that for |z − ηj(s)| ≤ r1|s|
and ǫ|s| ≤ r0 with r0, r1 ≪ 1,
|Gj(z, s, ǫ)− ηj(s)| = |Gj(z, s, ǫ)−Gj(ηj(s), s, 0)|
≤ |Gj(z, s, ǫ)−Gj(z, s, 0)|+ |Gj(z, s, 0)−Gj(ηj(s), s, 0)|
≤ |∂ǫGj(z, s, ǫ˜)||ǫ|+ |∂zGj(z˜, s, 0)||z − ηj(s)| ≤ r1|s|,
|Gj(z1, s, ǫ)−Gj(z2, s, ǫ)| ≤ |∂zGj(z¯, s, ǫ)||z1 − z2| ≤ 1
2
|z1 − z2|,
where ǫ˜ is between 0 and ǫ, z˜ is between z and ηj(s), and z¯ is between z1 and z2.
Hence by the contraction mapping theorem, there exist exactly three functions zj(s, ǫ), j = −1, 0, 1 for
ǫ|s| ≤ r0 and |zj − ηj(s)| ≤ r1|s| such that Gj(zj(s, ǫ), s, ǫ) = zj(s, ǫ) and zj(s, 0) = ηj(s). This is equivalent to
that D1(zj(s, ǫ), s, ǫ) = 0. Moreover, by (2.53)–(2.54) we have
∂ǫz0(s, 0) = − ∂ǫD1(0, s, 0)
∂zD1(0, s, 0)
=
3(s2 + s4)
3 + 5s2
(L−1P1(v1χ4), v1χ4), (2.55)
∂ǫz±1(s, 0) = − ∂ǫD1(η±1(s), s, 0)
∂zD1(η±1(s), s, 0)
=
1
2
s2(L−1P1(v1χ1), v1χ1) +
s4
3 + 5s2
(L−1P1(v1χ4), v1χ4). (2.56)
Combining (2.52), (2.55) and (2.56), we obtain (2.48) and (2.49).
Finally, we deal with (2.50). By (2.53) and (2.54), we obtain that for |z − ηj(s)| ≤ r1|s| and ǫ|s| ≤ r0,
− ∂ǫD1(z, s, ǫ)
∂zD1(z, s, ǫ)
= bj(s) + o(1)|s|2,
which implies that for ǫ|s| ≤ r0,
|zj(s, ǫ)− ηj(s)| = |∂ǫzj(s, ǫ˜)||ǫ| = |∂ǫD1(zj(s, ǫ˜), s, ǫ˜)||∂zD1(zj(s, ǫ˜), s, ǫ˜)| |ǫ| ≤ Cǫ|s|
2, (2.57)
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where ǫ˜ is between 0 and ǫ. Thus, it follows from (2.53), (2.54) and (2.57) that
∂ǫzj(s, ǫ) = − ∂ǫD1(zj(s, ǫ), s, ǫ)
∂zD1(zj(s, ǫ), s, ǫ)
= bj(s) +O(1)ǫ|s|3, ǫ|s| ≤ r0.
The above estimate and (2.48) lead to (2.50). The proof of the lemma is then completed.
With the help of Lemmas 2.7–2.8, we are able to construct the eigenvalue βj(s, ǫ) and the corresponding
eigenfunction ej(s, ǫ) of Bǫ(s) for ǫ|s| sufficiently small.
Theorem 2.9. There exists a constant r0 > 0 such that the spectrum σ(Bǫ(s)) ∩ {λ ∈ C |Reλ ≥ −µ/2}
consists of five points {βj(s, ǫ), j = −1, 0, 1, 2, 3} for ǫ|s| ≤ r0. The eigenvalues βj(s, ǫ) and the corresponding
eigenfunction ej(s, ǫ) are C
∞ functions of s and ǫ. In particular, the eigenvalues βj(s, ǫ), j = −1, 0, 1, 2, 3 admit
the following asymptotic expansion
βj(s, ǫ) = ǫηj(s)− ǫ2bj(s) +O(ǫ3s3), ǫ|s| ≤ r0, (2.58)
where ηj(s), j = −1, 0, 1, 2, 3 are defined by (2.24), and
b0(s) = −3(s
2 + s4)
3 + 5s2
(L−1P1(v1χ4), v1χ4),
b±1(s) = −1
2
s2(L−1P1(v1χ1), v1χ1)− s
4
3 + 5s2
(L−1P1(v1χ4), v1χ4),
bk(s) = −s2(L−1P1(v1χ2), v1χ2), k = 2, 3.
(2.59)
The corresponding eigenfunctions ej(s, ǫ) = ej(s, ǫ, v), j = −1, 0, 1, 2, 3 satisfy
(ej , ek)s = (ej , ek) + s
−2(Pdej, Pdek) = δjk, −1 ≤ j, k ≤ 3,
ej(s, ǫ) = P0ej(s, ǫ) + P1ej(s, ǫ),
P0ej(s, ǫ) = gj(s) +O(ǫs),
P1ej(s, ǫ) = iǫsL
−1P1(v1gj(s)) +O(ǫ
2s2),
(2.60)
where gj(s), j = −1, 0, 1, 2, 3 are defined by
g0(s) = −
√
2s2√
3 + 5s2
√
1 + s2
χ0 +
√
3 + 3s2√
3 + 5s2
χ4,
g±1(s) =
√
3/2s√
3 + 5s2
χ0 ±
√
1
2
v1χ0 +
s√
3 + 5s2
χ4,
gk(s) = vkχ0, k = 2, 3.
(2.61)
Proof. The eigenvalues βj(s, ǫ) and the corresponding eigenfunctions ej(s, ǫ) of Bǫ(s) can be constructed as
follows. For j = 2, 3, we take βj(s, ǫ) = z(ǫs) with z(y) being a solution of D0(z, y) = 0 defined in Lemma 2.7,
and take W0 =W1 =W4 = 0 given in (2.40)–(2.43). And the corresponding eigenfunctions ej(s, ǫ), j = 2, 3 are
defined by
ej(s, ǫ) = b2(s, ǫ)χj + ib2(s, ǫ)ǫs(L− βj(s, ǫ)− iǫsP1v1P1)−1P1(v1χj), (2.62)
which are orthonormal, i.e., (e2(s, ǫ), e3(s, ǫ))s = 0.
For j = −1, 0, 1, we choose βj(s, ǫ) = ǫzj(s, ǫ) with zj(s, ǫ) being a solution of D1(z, s, ǫ) = 0 defined in
Lemma 2.8, and take W2 =W3 = 0. We denote by {aj, bj , cj} =: {W j0 , W j1 , W j4 } as a solution of system (2.40),
(2.41) and (2.43) for β = βj(s, ǫ). Then we can construct ej(s, ǫ), j = −1, 0, 1 as
ej(s, ǫ) = P0ej(s, ǫ) + P1ej(s, ǫ),
P0ej(s, ǫ) = aj(s, ǫ)χ0 + bj(s, ǫ)χ1 + cj(s, ǫ)χ4,
P1ej(s, ǫ) = iǫs(L− βj(s, ǫ)− iǫsP1v1P1)−1P1 (v1P0ej(s, ǫ)) .
(2.63)
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Write (
L− iǫsv1 − iǫv1
s
Pd
)
ej(s, ǫ) = βj(s, ǫ)ej(s, ǫ), j = −1, 0, 1, 2, 3.
By taking inner product (·, ·)s of above with ek(s, ǫ) and using the fact that(
L+ iǫsv1 + iǫ
v1
s
Pd
)
ej(s, ǫ) = βj(s, ǫ)ej(s, ǫ),
(Bǫ(s)f, g)s = (f,Bǫ(−s)g)s, ∀f, g ∈ D(Bǫ(s)),
we have
(βj(s, ǫ)− βk(s, ǫ))(ej(s, ǫ), ek(s, ǫ))s = 0, j, k = −1, 0, 1, 2, 3. (2.64)
For |ǫs| sufficiently small, βj(s, ǫ) 6= βk(s, ǫ) for −1 ≤ j 6= k ≤ 2. Therefore, we have the orthogonality relation
(ej(s, ǫ), ek(s, ǫ))s = 0, −1 ≤ j 6= k ≤ 3. (2.65)
We also normalize these eigenfunctions by (ej(s, ǫ), ej(s, ǫ))s = 1 for −1 ≤ j ≤ 3.
The coefficient b2(s, ǫ) in (2.62) is determined by the normalization condition as
b2(s, ǫ)
2
(
1 + ǫ2s2D2(s, ǫ)
)
= 1 (2.66)
with D2(s, ǫ) = (R(β0, ǫs)P1(v1χ2), R(β0,−ǫs)P1(v1χ2)). It follows from (2.66) and (2.58) that
b2(s, ǫ) = 1 +O(ǫ
2s2), ǫ|s| ≤ r0,
which together with (2.62) leads to (2.60) for j = 2, 3.
To obtain the expansion of ej(s, ǫ) for j = −1, 0, 1 defined in (2.63), we consider its macroscopic part and
microscopic part respectively. By (2.40), (2.41) and (2.43), the macroscopic part P0(ej(s, ǫ)) is determined in
terms of the coefficients {aj(s, ǫ), bj(s, ǫ), cj(s, ǫ)} that satisfy
zj(s, ǫ)aj(s, ǫ) + isbj(s, ǫ) = 0,
i
(
s+
1
s
)
aj(s, ǫ) +
(
zj(s, ǫ)− ǫs2R11
)
bj(s, ǫ)
+
(
is
√
2
3
+ ǫs2R41
)
cj(s, ǫ) = 0,(
is
√
2
3
− ǫs2R14
)
bj(s, ǫ) +
(
zj(s, ǫ)− ǫs2R44
)
cj(s, ǫ) = 0,
(2.67)
where Rkl = Rkl(ǫzj(s, ǫ), ǫs) and zj(s, ǫ) are given by (2.44) and (2.48) respectively. Furthermore, we have the
normalization condition:
1 = a2j(s, ǫ)
(
1 +
1
s2
)
+ b2j(s, ǫ) + c
2
j (s, ǫ) + ǫ
2s2D3(s, ǫ), ǫ|s| ≤ r0, (2.68)
where D3(s, ǫ) = (R(βj , ǫs)P1(v1P0ej), R(βj ,−ǫs)P1(v1P0ej)).
By (2.67) and (2.50), we can expand aj(s, ǫ), bj(s, ǫ), cj(s, ǫ) as
aj(s, ǫ) = aj,0(s) +O(ǫs), bj(s, ǫ) = bj,0(s) +O(ǫs), cj(s, ǫ) = cj,0(s) +O(ǫs).
Substituting above expansions and (2.50) into (2.67) and (2.68), we have the following expansion
j
√
1 + 53s
2aj,0(s) + sbj,0(s) = 0,
(s2 + 1)aj,0(s) + js
√
1 + 53s
2bj,0(s) +
√
2
3s
2cj,0(s) = 0,
s
√
2
3bj,0(s) + j
√
1 + 53s
2cj,0(s) = 0,
a2j,0(s)
(
1 + 1s2
)
+ b2j,0(s) + c
2
j,0(s) = 1.
(2.69)
By combining (2.69) and (2.63), we can prove (2.60) for j = −1, 0, 1 by a straightforward computation. The
proof is then completed.
16 Vlasov-Poisson-Boltzmann system
We now consider the following 3-D eigenvalue problem:
Bǫ(ξ)ψ =
(
L− iǫ(v · ξ)− iǫv · ξ|ξ|2 Pd
)
ψ = λψ, ξ ∈ R3. (2.70)
With the help of Lemma 2.9, we have the expansion of the eigenvalues λj(|ξ|, ǫ) and the corresponding
eigenfunctions ψj(ξ, ǫ) of Bǫ(ξ) for ǫ|ξ| ≤ r0 as follows.
Theorem 2.10. There exists a constant r0 > 0 such that the spectrum σ(Bǫ(ξ)) ∩ {λ ∈ C |Reλ ≥ −µ/2}
consists of five points {λj(|ξ|, ǫ), j = −1, 0, 1, 2, 3} for ǫ|ξ| ≤ r0. The eigenvalues λj(|ξ|, ǫ), j = −1, 0, 1, 2, 3 are
C∞ functions of (|ξ|, ǫ), and satisfy the following expansions for ǫ|ξ| ≤ r0:
λj(|ξ|, ǫ) = ǫηj(|ξ|)− ǫ2bj(|ξ|) +O(ǫ3|ξ|3), (2.71)
where ηj(|ξ|) and bj(|ξ|) are defined by (2.24) and (2.59) respectively.
The eigenfunctions ψj(ξ, ǫ) = ψj(ξ, ǫ, v), j = −1, 0, 1, 2, 3 satisfy
(ψj , ψk)ξ = (ψj , ψk) + |ξ|−2(Pdψj , Pdψk) = δjk, −1 ≤ j, k ≤ 3,
ψj(ξ, ǫ) = P0ψj(ξ, ǫ) + P1ψj(ξ, ǫ),
P0ψj(ξ, ǫ) = hj(ξ) +O(ǫ|ξ|),
P1ψj(ξ, ǫ) = iǫL
−1P1[(v · ξ)P0hj(ξ)] +O(ǫ2|ξ|2),
(2.72)
where hj(ξ) ∈ N0 are defined by (2.24).
Proof. Let O be a rotational transformation in R3 such that O : ξ|ξ| → (1, 0, 0). We have
O
−1
(
L− iǫ(v · ξ)− iǫv · ξ|ξ|2 Pd
)
O = L− iǫv1s− iǫv1
s
Pd. (2.73)
Thus, from Lemma 2.9, we have the following eigenvalues and eigenfunctions for (2.70):(
L− iǫ(v · ξ)− iǫv · ξ|ξ|2 Pd
)
ψj(ξ, ǫ) = λj(|ξ|, ǫ)ψj(ξ, ǫ),
λj(|ξ|, ǫ) = βj(|ξ|, ǫ), ψj(ξ, ǫ) = Oej(|ξ|, ǫ), j = −1, 0, 1, 2, 3.
This proves the theorem.
By virtue of Lemmas 2.3–2.6 and Theorem 2.10, we can analyze on the semigroup S(t, ξ, ǫ) = e
t
ǫ2
Bǫ(ξ)
precisely by using an argument similar to that of Theorem 3.4 in [15]. Hence, we only state the result as follows
and omit the detail of the proof for brevity.
Theorem 2.11. The semigroup S(t, ξ, ǫ) = e
t
ǫ2
Bǫ(ξ) has the following decomposition:
S(t, ξ, ǫ)f = S1(t, ξ, ǫ)f + S2(t, ξ, ǫ)f, f ∈ L2ξ(R3v), (2.74)
where
S1(t, ξ, ǫ)f =
3∑
j=−1
e
t
ǫ2
λj(|ξ|,ǫ)
(
f, ψj(ξ, ǫ)
)
ξ
ψj(ξ, ǫ)1{ǫ|ξ|≤r0}, (2.75)
with (λj(|ξ|, ǫ), ψj(ξ, ǫ)) being the eigenvalue and eigenfunction of the operator Bǫ(ξ) given in Theorem 2.10 for
ǫ|ξ| ≤ r0, and S2(t, ξ, ǫ) satisfies for two constants d > 0 and C > 0 independent of ξ and ǫ that
‖S2(t, ξ, ǫ)f‖ξ ≤ Ce−
dt
ǫ2 ‖f‖ξ. (2.76)
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3 Fluid approximation of semigroup
In this section, we give the first and second order fluid approximations of the semigroup e
t
ǫ2
Bǫ , which will be
used to prove the convergence and establish the convergence rate of the solution to the VPB system (1.6)–(1.8)
towards the solution to the NSPF system (1.15)–(1.21).
Firstly, introduce a function sapce HkP (L
2
P = H
0
P ) with the norm
‖f‖Hk
P
=
(∫
R3
(1 + |ξ|2)k‖fˆ‖2ξdξ
)1/2
=
(∫
R3
(1 + |ξ|2)k
(
‖fˆ‖2 + 1|ξ|2
∣∣∣(fˆ ,√M)∣∣∣2) dξ)1/2 ,
where fˆ = fˆ(ξ, v) is the Fourier transformation of f(x, v). Note that
‖f‖2HkP = ‖f‖
2
L2v(H
k
x )
+ ‖∇x∆−1x (f,
√
M)‖2Hkx . (3.1)
Also, we define the norm
‖f‖L∞
P
= ‖f‖L∞x (L2v) + ‖∇x∆−1x (f,
√
M)‖L∞x . (3.2)
For any f0 ∈ L2(R3x × R3v), set
e
t
ǫ2
Bǫf0 = (F−1e
t
ǫ2
Bǫ(ξ)F)f0. (3.3)
By Lemma 2.1, it holds that
‖e tǫ2 Bǫf0‖Hk
P
=
∫
R3
(1 + |ξ|2)k‖e tǫ2 Bǫ(ξ)fˆ0‖2ξdξ ≤
∫
R3
(1 + |ξ|2)k‖fˆ0‖2ξdξ = ‖f0‖HkP .
This means that the operator ǫ−2Bǫ generates a strongly continuous contraction semigroup e
t
ǫ2
Bǫ in HkP , and
therefore, f(x, v, t) = e
t
ǫ2
Bǫf0 is a global solution to the linearized VPB system (2.1) for any f0 ∈ HkP .
Consider the following linear Navier-Stokes-Poisson-Fourier (NSPF) system of (n,m, q)(t, x):
∇x ·m = 0, (3.4)
n+
√
2
3
q −∆−1x n = 0, (3.5)
∂tm+ κ0∆xm+∇xp = H1, (3.6)
∂t
(
q −
√
2
3
n
)
+ κ1∆xq = H2, (3.7)
where H1 = (H
1
1 , H
2
1 , H
3
1 ) and H2 are given functions, p is the pressure satisfying p = ∆
−1
x divxH1, and the
initial data (n,m, q)(0) satisfies (1.20) and (1.21).
For any U0 = U0(x, v) ∈ N0, we define
V (t, ξ)Uˆ0 =
∑
j=0,2,3
e−bj(|ξ|)t
(
Uˆ0, hj(ξ)
)
ξ
hj(ξ), (3.8)
where bj(|ξ|) and hj(ξ), j = 0, 2, 3 are defined by (2.59) and (2.24) respectively. Set
V (t)U0 = (F−1V (t, ξ)F)U0. (3.9)
Then, we can represent the solution to the NSPF system (3.4)–(3.7) by the semigroup V (t) as follows.
Lemma 3.1. For any f0 ∈ L2v(L2x) and Hi ∈ L1t (L2x), i = 1, 2, define
U(t, x, v) = V (t)P0f0 +
∫ t
0
V (t− s)H(s)ds,
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where
H(t, x, v) = H1(t, x) · vχ0 +H2(t, x)χ4.
Let (n,m, q) = ((U, χ0), (U, vχ0), (U, χ4)). Then (n,m, q)(t, x) ∈ L∞t (L2x) is an unique global solution to the
linear NSPF system (3.4)–(3.7) with the initial data (n,m, q)(0) satisfies (1.20)–(1.21).
Proof. By taking Fourier transform to (3.4)–(3.7), we have
iξ · mˆ = 0, (3.10)
nˆ+
1
|ξ|2 nˆ+
√
2
3
qˆ = 0, (3.11)
∂tmˆ− κ0|ξ|2mˆ+ iξpˆ = Hˆ1, (3.12)
∂t
(
qˆ −
√
2
3
nˆ
)
− κ1|ξ|2qˆ = Hˆ2, (3.13)
where the initial data (nˆ, mˆ, qˆ)(0) satisfies
mˆ(0) = O1
(
P0fˆ0, vχ0
)
, qˆ(0)−
√
2
3
nˆ(0) =
(
P0fˆ0, χ4 −
√
2
3
χ0
)
, (3.14)
with O1 = O1(ξ) being a projection defined by
O1y = y −
(
y · ξ|ξ|
)
ξ
|ξ| , ∀y ∈ R
3.
By (3.11) and (3.13), we obtain
nˆ = −
√
2
3
|ξ|2
1 + |ξ|2 qˆ, (3.15)
3 + 5|ξ|2
3 + 3|ξ|2 ∂tqˆ − κ1|ξ|
2qˆ = Hˆ2. (3.16)
It follows from (3.16), (3.14), (2.24) and (2.59) that
qˆ(ξ, t) = e−b0(|ξ|)tqˆ(0) +
∫ t
0
e−b0(|ξ|)(t−s)
3 + 3|ξ|2
3 + 5|ξ|2 Hˆ2(s)ds
= e−b0(|ξ|)t
(
P0fˆ0, h0(ξ)
)
ξ
(h0(ξ), χ4)
+
∫ t
0
e−b0(|ξ|)(t−s)
(
Hˆ(s), h0(ξ)
)
ξ
(h0(ξ), χ4)ds. (3.17)
This and (3.15) imply
nˆ(ξ, t) = e−b0(|ξ|)t
(
P0fˆ0, h0(ξ)
)
ξ
(h0(ξ), χ0)
+
∫ t
0
e−b0(|ξ|)(t−s)
(
Hˆ(s), h0(ξ)
)
ξ
(h0(ξ), χ0)ds. (3.18)
By (3.10) and (3.12), we have
mˆ(ξ, t) = e−b2(|ξ|)tO1mˆ(0) +
∫ t
0
e−b2(|ξ|)(t−s)O1Hˆ1(s)ds
=
∑
j=2,3
e−bj(|ξ|)t
(
P0fˆ0, hj(ξ)
)
ξ
(hj(ξ), vχ0)
+
∑
j=2,3
∫ t
0
e−bj(|ξ|)(t−s)
(
Hˆ(s), hj(ξ)
)
ξ
(hj(ξ), vχ0)ds. (3.19)
Noting that (h0(ξ), vχ0) = 0 and (hj(ξ), χ0) = (hj(ξ), χ4) = 0, j = 2, 3, we can prove the lemma by using
(3.17)–(3.19).
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We have the time decay rates of the semigroups e
t
ǫ2
Bǫ and V (t) as follows.
Lemma 3.2. For any ǫ ∈ (0, 1), α ∈ N3 and any f0 ∈ L2(R3x × R3v), we have∥∥∥P0∂αx e tǫ2 Bǫf0∥∥∥
L2
P
≤ C(1 + t)− 14−m2
(
‖∂αx f0‖L2x,v + ‖∂α
′
x f0‖L2v(L1x)
)
, (3.20)∥∥∥P1∂αx e tǫ2 Bǫf0∥∥∥
L2x,v
≤ C
(
ǫ(1 + t)−
3
4−
m
2 + e−
dt
ǫ2
)(
‖∂αx f0‖L2v(H1x) + ‖∂α
′
x f0‖L2v(L1x)
)
, (3.21)
where α′ ≤ α, m = |α− α′|, and d, C > 0 are two constants independent of ǫ.
Moreover, if Pdf0 = 0, then∥∥∥P0∂αx e tǫ2 Bǫf0∥∥∥
L2
P
≤ C(1 + t)− 34−m2
(
‖∂αx f0‖L2x,v + ‖∂α
′
x f0‖L2v(L1x)
)
, (3.22)∥∥∥P1∂αx e tǫ2 Bǫf0∥∥∥
L2x,v
≤ C
(
ǫ(1 + t)−
5
4−
m
2 + e−
dt
ǫ2
)(
‖∂αx f0‖L2v(H1x) + ‖∂α
′
x f0‖L2v(L1x)
)
, (3.23)
and if P0f0 = 0, then∥∥∥P0∂αx e tǫ2Bǫf0∥∥∥
L2P
≤ C
(
ǫ(1 + t)−
5
4−
m
2 + e−
dt
ǫ2
)(
‖∂αx f0‖L2v(H1x) + ‖∂α
′
x f0‖L2v(L1x)
)
, (3.24)∥∥∥P1∂αx e tǫ2 Bǫf0∥∥∥
L2x,v
≤ C
(
ǫ2(1 + t)−
7
4−
m
2 + e−
dt
ǫ2
)(
‖∂αx f0‖L2v(H2x) + ‖∂α
′
x f0‖L2v(L1x)
)
. (3.25)
Proof. By Theorem 2.11, we have∥∥∥P0∂αx e tǫ2 Bǫf0∥∥∥2
L2
P
=
∫
R3
∥∥∥P0ξαe tǫ2 Bǫ(ξ)fˆ0∥∥∥2
ξ
dξ
≤
∫
|ξ|≤
r0
ǫ
∥∥∥ξαP0S1(t, ξ, ǫ)fˆ0∥∥∥2
ξ
dξ +
∫
R3
∥∥∥ξαS2(t, ξ, ǫ)fˆ0∥∥∥2
ξ
dξ, (3.26)∥∥∥P1∂αx e tǫ2 Bǫf0∥∥∥2
L2x,v
=
∫
R3
∥∥∥P1ξαe tǫ2 Bǫ(ξ)fˆ0∥∥∥2 dξ
≤
∫
|ξ|≤
r0
ǫ
∥∥∥ξαP1S1(t, ξ, ǫ)fˆ0∥∥∥2 dξ + ∫
R3
∥∥∥ξαS2(t, ξ, ǫ)fˆ0∥∥∥2 dξ. (3.27)
By (2.76) and the fact that∫
R3
(ξα)2
|ξ|2
∣∣∣(fˆ0, χ0)∣∣∣2 dξ ≤ sup
|ξ|≤1
∣∣∣ξα′(fˆ0, χ0)∣∣∣2 ∫
|ξ|≤1
1
|ξ|2 dξ +
∫
|ξ|>1
(ξα)2
∣∣∣(fˆ0, χ0)∣∣∣2 dξ
≤ C
(
‖∂α′x f0‖2L2v(L1x) + ‖∂
α
x f0‖2L2x,v
)
, α′ ≤ α,
we can estimate the second term on the right hand side of (3.26)–(3.27) as follows:∫
R3
(ξα)2‖S2(t, ξ, ǫ)fˆ0‖2ξdξ ≤ Ce−2
dt
ǫ2
∫
R3
(ξα)2‖fˆ0‖2ξdξ
≤ Ce−2 dtǫ2
(
‖∂αx f0‖2L2x,v + ‖∂
α′
x f0‖2L2v(L1x)
)
. (3.28)
By (2.75) and Theorem 2.10, we have∫
|ξ|≤
r0
ǫ
‖ξαP0S1(t, ξ, ǫ)fˆ0‖2ξdξ ≤ C
∫
|ξ|≤
r0
ǫ
e−c|ξ|
2t|ξ|2|α|‖fˆ0‖2ξdξ
≤ C(1 + t)− 12−m
(
‖∂αx f0‖2L2x,v + ‖∂
α′
x f0‖2L2v(L1x)
)
, (3.29)∫
|ξ|≤
r0
ǫ
‖ξαP1S1(t, ξ, ǫ)fˆ0‖2dξ ≤ C
∫
|ξ|≤
r0
ǫ
e−c|ξ|
2tǫ2|ξ|2+2|α|‖fˆ0‖2ξdξ
≤ Cǫ2(1 + t)− 32−m
(
‖∂αx f0‖2L2v(H1x) + ‖∂
α′
x f0‖2L2v(L1x)
)
, (3.30)
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where α′ ≤ α, m = |α− α′| and c > 0 is a constant. Combining (3.26)–(3.30), we prove (3.20) and (3.21).
If Pdf0 = 0, then∫
|ξ|≤
r0
ǫ
‖ξαP0S1(t, ξ, ǫ)fˆ0‖2ξdξ ≤ C
∫
|ξ|≤
r0
ǫ
e−c|ξ|
2t|ξ|2|α|‖fˆ0‖2dξ
≤ C(1 + t)− 32−m
(
‖∂αx f0‖2L2x,v + ‖∂
α′
x f0‖2L2v(L1x)
)
, (3.31)∫
|ξ|≤
r0
ǫ
‖ξαP1S1(t, ξ, ǫ)fˆ0‖2dξ ≤ C
∫
|ξ|≤
r0
ǫ
e−c|ξ|
2tǫ2|ξ|2+2|α|‖fˆ0‖2dξ
≤ Cǫ2(1 + t)− 52−m
(
‖∂αx f0‖2L2v(H1x) + ‖∂
α′
x f0‖2L2v(L1x)
)
. (3.32)
If P0f0 = 0, then∫
|ξ|≤
r0
ǫ
‖ξαP0S1(t, ξ, ǫ)fˆ0‖2ξdξ ≤ C
∫
|ξ|≤
r0
ǫ
e−c|ξ|
2tǫ2|ξ|2+2|α|‖fˆ0‖2dξ
≤ Cǫ2(1 + t)− 52−m
(
‖∂αx f0‖2L2v(H1x) + ‖∂
α′
x f0‖2L2v(L1x)
)
, (3.33)∫
|ξ|≤
r0
ǫ
‖ξαP1S1(t, ξ, ǫ)fˆ0‖2dξ ≤ C
∫
|ξ|≤
r0
ǫ
e−c|ξ|
2tǫ4|ξ|4+2|α|‖fˆ0‖2dξ
≤ Cǫ4(1 + t)− 72−m
(
‖∂αx f0‖2L2v(H2x) + ‖∂
α′
x f0‖2L2v(L1x)
)
. (3.34)
Combining (3.26), (3.27) and (3.31)–(3.34), we obtain (3.22)–(3.25). The proof is then completed.
Lemma 3.3. For any α ∈ N3 and any u0 ∈ N0, we have
‖∂αxV (t)u0‖L2P ≤ C(1 + t)
− 34−
m
2
(
‖∂αx u0‖L2x,v + ‖∂α
′
x u0‖L2v(L1x)
)
, (3.35)
where α′ ≤ α, m = |α− α′|, and C > 0 is a constant. Moreover,
‖∂αxV (t)u0‖L∞
P
≤ C(1 + t)− 34 t−m2
(
‖∂α′x u0‖L∞x (L2v) + ‖∂α
′
x u0‖L2x,v
)
. (3.36)
Proof. By (3.8), we have
V (t, ξ)uˆ0 = e
−b0(|ξ|)tR0(ξ)
(
Uˆ0 −
√
2
3
Uˆ4
)
+ e−b2(|ξ|)t
3∑
j=1
Rj(ξ)Uˆj , (3.37)
ξ
|ξ|2 (V (t, ξ)uˆ0, χ0) = e
−b0(|ξ|)tR4(ξ)
(
Uˆ0 −
√
2
3
Uˆ4
)
, (3.38)
where Uj = (u0, χj), j = 0, 1, 2, 3, 4, and
R0(ξ) =
2|ξ|2
3 + 5|ξ|2χ0 −
√
6(1 + |ξ|2)
3 + 5|ξ|2 χ4,
Rj(ξ) = vjχ0 − (v · ξ)|ξ|2 ξjχ0, j = 1, 2, 3,
R4(ξ) =
2ξ
3 + 5|ξ|2 .
Thus, it follows from (3.37) and (3.38) that
‖∂αxV (t)u0‖2L2
P
≤ C
∫
R3
(ξα)2e−2c|ξ|
2t‖uˆ0‖2dξ
≤ sup
|ξ|≤1
(ξα
′
)2‖uˆ0‖2
∫
|ξ|≤1
(ξα−α
′
)2e−2c|ξ|
2tdξ +
∫
|ξ|≥1
e−2ct(ξα)2‖uˆ0‖2dξ
≤ C(1 + t)−3/2−m
(
‖∂αx u0‖2L2x,v + ‖∂
α′
x u0‖2L2v(L1x)
)
, (3.39)
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where α′ ≤ α, m = |α− α′| and c > 0 is a constant. This proves (3.20)
Then, (3.36) can be proved as follows. For t > 1, we have
‖∂αxV (t)u0‖L∞
P
≤ C
∫
R3
|ξα|e−c|ξ|2t‖uˆ0‖dξ
≤ C
(∫
R3
(ξα−α
′
)2e−2c|ξ|
2tdξ
)1/2 (∫
R3
(ξα
′
)2‖uˆ0‖2dξ
)1/2
≤ C(1 + t)−3/4−m/2‖∂α′x u0‖L2x,v . (3.40)
For t ≤ 1, we only estimate the term ‖V (t)u0‖L∞x (L2v). Introduce the smooth cut-off function χ1(ξ) with
χ1(ξ) = 1, |ξ| ≤ 1; χ1(ξ) = 0, |ξ| ≥ 2,
and decompose V (t)u0 into
∂αxV (t)u0 = F−1(ξαV (t, ξ)uˆ0χ1(ξ)) + F−1(ξαV (t, ξ)uˆ0χ2(ξ)) =: I1 + I2, (3.41)
where χ2(ξ) = 1− χ1(ξ). We can bound I1 by
‖I1‖ ≤ C
∫
|ξ|≤2
|ξα|e−c|ξ|2t‖uˆ0‖dξ ≤ C(1 + t)−3/4−m/2‖∂α
′
x u0‖L2x,v . (3.42)
Denote Gj , j = 0, 1, 2, 3 by their Fourier transforms:
Gˆ0(t, ξ) = e
−b0(|ξ|)tR0(ξ)χ2(ξ), Gˆj(t, ξ) = e
−b2(|ξ|)tRj(ξ)χ2(ξ), j = 1, 2, 3.
We can represent I2 as
I2 = ∂
α
xG0(t) ∗
(
U0 −
√
2
3
U4
)
+
3∑
j=1
∂αxGj(t) ∗ Uj. (3.43)
Since ∥∥∥∂αξ (ξβGˆj(t, ξ))∥∥∥ ≤ C ∑
α′≤α
∂α
′
ξ e
−bi(|ξ|)t‖∂α−α′ξ (ξβRj(ξ)χ2(ξ))‖
≤ C
∑
α′≤α
t|α
′|/2(1 + |ξ|2t)|α′|/2e−c|ξ|2t|ξ||β|−|α−α′|
≤ C|ξ||β|
(
t|α|/2(1 + |ξ|2t)|α|/2 + |ξ|−|α|
)
e−c|ξ|
2t, |ξ| ≥ 1,
for i = j = 0 and i = 2, j = 1, 2, 3, it follows that
|x2α|
∥∥∂βxGj(t, x)∥∥ ≤ C ∫
|ξ|≥1
∥∥∥∂2αξ (ξβGˆj(t, ξ))∥∥∥ dξ ≤ Ct− 32− |β|2 t|α|, t ≤ 1. (3.44)
For any n ∈ N, we take |α| = 0 for |x|2 ≤ t and |α| = n for |x|2 ≥ t, and obtain from (3.44),
∥∥∂βxGj(t, x)∥∥ ≤ Ct− 32− |β|2 (1 + |x|2t
)−n
. (3.45)
Thus, it follows from (3.43) and (3.45) that
‖I2‖ ≤ C‖∂α−α
′
x G0(t)‖L2v(L1x)
(
‖∂α′x U0‖L∞x + ‖∂α
′
x U4‖L∞x
)
+ ‖∂α−α′x Gj(t)‖L2v(L1x)‖∂α
′
x Uj‖L∞x
≤ Ct−m/2‖∂α′x u0‖L∞x (L2v), m = |α− α′|. (3.46)
Combining (3.41), (3.42) and (3.46), we obtain
‖∂αxV (t)u0‖L∞x (L2v) ≤ Ct−m/2
(
‖∂α′x u0‖L∞x (L2v) + ‖∂α
′
x u0‖L2x,v
)
, t ≤ 1. (3.47)
By combining (3.40), (3.41), (3.42) and (3.47), we obtain (3.36). The proof is completed.
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We now prepare two lemmas that will be used to study the fluid dynamical approximation of the semigroup
e
t
ǫ2
Bǫ .
Lemma 3.4. Let a > 1 be a constant. For any function θ(ξ) satisfying |∂αξ θ(ξ)| ≤ C(1 + |ξ|)−a−|α| for any
α ∈ N3, we have ∫
R3
eix·ξe−bj(|ξ|)tθ(ξ)dξ ∈ L1(R3x), (3.48)
where bj(|ξ|), j = −1, 0, 1, 2, 3 are defined by (2.59).
Proof. For any α ∈ N3 and j = −1, 0, 1, 2, 3, by (2.59) we obtain∣∣∣∂αξ e−bj(|ξ|)t∣∣∣ ≤ Ct|α|/2(1 + |ξ|2t)|α|/2e−c|ξ|2t,
where c, C > 0 are two constants. This implies that∣∣∣∣xα ∫
R3
eix·ξe−bj(|ξ|)tdξ
∣∣∣∣ ≤ C ∫
R3
∣∣∣∂αξ e−bj(|ξ|)t∣∣∣ dξ ≤ Ct−3/2+|α|/2,
which gives ∣∣∣F−1 (e−bj(|ξ|)t)∣∣∣ ≤ Ct− 32 (1 + |x|2
t
)n
, ∀n ∈ N. (3.49)
Since |∂αξ θ(ξ)| ≤ C(1 + |ξ|)−a−|α| for any α ∈ N3, we have∣∣F−1θ(ξ)∣∣ ≤ C 1|x|2 (1 + |x|)−n, ∀n ∈ N. (3.50)
Thus, it follows from (3.49) and (3.50) that∥∥∥F−1 (e−bj(|ξ|)tθ(ξ))∥∥∥
L1x
≤ C
∥∥∥F−1 (e−bj(|ξ|)t)∥∥∥
L1x
∥∥F−1θ(ξ)∥∥
L1x
≤ C,
which proves (3.48).
Lemma 3.5. For any f0 ∈ N0, we have
‖S2(t, ξ, ǫ)f0‖ξ ≤ C
(
ǫ|ξ|1{ǫ|ξ|≤r0} + 1{ǫ|ξ|≥r0}
)
e−
dt
ǫ2 ‖f0‖ξ. (3.51)
Proof. Define a projection Pǫ(ξ) by
Pǫ(ξ)f =
3∑
j=−1
(
f, ψj(ξ, ǫ)
)
ξ
ψj(ξ, ǫ), ∀f ∈ L2(R3v),
where ψj(ξ, ǫ), j = −1, 0, 1, 2, 3 are the eigenfunctions of Bǫ(ξ) defined by (2.72) for ǫ|ξ| ≤ r0.
By Theorem 2.11, we have
S2(t, ξ, ǫ) = S21(t, ξ, ǫ) + S22(t, ξ, ǫ), (3.52)
where
S21(t, ξ, ǫ) = S(t, ξ, ǫ)1{ǫ|ξ|≤r0} (I − Pǫ(ξ)) , (3.53)
S22(t, ξ, ǫ) = S(t, ξ, ǫ)1{ǫ|ξ|≥r0}. (3.54)
It holds that
‖S2j(t, ξ, ǫ)g‖ξ ≤ Ce−
dt
ǫ2 ‖g‖ξ, ∀g ∈ L2(R3v), j = 1, 2. (3.55)
Since hj(ξ), j = −1, 0, 1, 2, 3 are the orthonormal basis of N0, it follows that for any f0 ∈ N0,
f0 − Pǫ(ξ)f0 =
3∑
j=−1
(f0, hj(ξ))ξhj(ξ)−
3∑
j=−1
(f0, ψj(ξ, ǫ))ξψj(ξ, ǫ),
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which together with (2.72) gives rise to
‖S21(t, ξ, ǫ)f0‖ξ ≤ Cǫ|ξ|1{ǫ|ξ|≤r0}e−
dt
ǫ2 ‖f0‖ξ, ∀f0 ∈ N0. (3.56)
By combining (3.52)–(3.56), we obtain (3.51).
Now we are going to estimate the first and second order expansions of the semigroup e
t
ǫ2
Bǫ .
Lemma 3.6. For any ǫ ∈ (0, 1) and any f0 ∈ L2v(L2x), we have∥∥∥e tǫ2 Bǫf0 − V (t)P0f0∥∥∥
L∞
P
≤C
(
ǫ(1 + t)−
3
2 +
(
1 +
t
ǫ
)−q )
×
(
‖f0‖L2v(H4x) + ‖f0‖L2v(W 4,1x ) + ‖∇xφ0‖Lpx
)
, (3.57)
for any 1 < p < 2 and q = 3/p− 3/2, where φ0 = ∆−1x (f0, χ0). Moreover, if f0 satisfies (1.24), then∥∥∥e tǫ2 Bǫf0 − V (t)P0f0∥∥∥
L∞
P
≤ Cǫ(1 + t)− 32 (‖f0‖L2v(H3x) + ‖f0‖L2v(L1x)) . (3.58)
Proof. First, we prove (3.57) as follows. By Theorem 2.11, we have∥∥∥e tǫ2 Bǫf0 − V (t)P0f0∥∥∥ =C ∥∥∥∥∫
R3
eix·ξ
(
e
t
ǫ2
Bǫ(ξ)fˆ0 − V (t, ξ)P0fˆ0
)
dξ
∥∥∥∥
≤C
∥∥∥∥ ∫
|ξ|≤
r0
ǫ
eix·ξ
(
S1(t, ξ, ǫ)fˆ0 − V (t, ξ)P0fˆ0
)
dξ
∥∥∥∥
+ C
∫
|ξ|≥
r0
ǫ
∥∥∥V (t, ξ)P0fˆ0∥∥∥ dξ + C ∫
R3
∥∥∥S2(t, ξ, ǫ)fˆ0∥∥∥ dξ
=:I1 + I2 + I3. (3.59)
We estimate Ij , j = 1, 2, 3 as follows. By (2.75) and Theorem 2.10, we have
S1(t, ξ, ǫ)fˆ0 =
3∑
j=−1
e
ηj(|ξ|)
ǫ
t−bj(|ξ|)t+O(ǫ|ξ|
3)t
[(
P0fˆ0, hj(ξ)
)
ξ
hj(ξ) +O(ǫ|ξ|)
]
,
which leads to
I1 ≤
3∑
j=−1
∫
|ξ|≤
r0
ǫ
∥∥∥∥e ηj(|ξ|)ǫ t−bj(|ξ|)t+O(ǫ|ξ|3)t [(P0fˆ0, hj(ξ))ξ hj(ξ) +O(ǫ|ξ|)
]
− e
ηj(|ξ|)
ǫ
t−bj(|ξ|)t
(
P0fˆ0, hj(ξ)
)
ξ
hj(ξ)
∥∥∥∥dξ
+
∑
j=−1,1
∥∥∥∥ ∫
|ξ|≤
r0
ǫ
eix·ξe
ηj(|ξ|)
ǫ
t−bj(|ξ|)t
(
P0fˆ0, hj(ξ)
)
ξ
hj(ξ)dξ
∥∥∥∥
=:I11 + I12. (3.60)
For I11, it follows from (2.59) and (2.72) that
I11 ≤ Cǫ
∫
|ξ|≤
r0
ǫ
e−c|ξ|
2t
(
|ξ|3t‖P0fˆ0‖ξ + |ξ|‖fˆ0‖ξ
)
dξ
≤ Cǫ(1 + t)− 32 (‖f0‖L2v(H3x) + ‖f0‖L2v(L1x)) . (3.61)
Then, we estimate I12 as follows. By (2.24), we have(
P0fˆ0, hj(ξ)
)
ξ
hj(ξ) =
4∑
k=0
RˆjkFˆ
1
k +
ξ
|ξ|2
(
Rj5(ξ)Fˆ
1
0 +Rj6(ξ)
3∑
l=1
ξlFˆ
1
l
)
, (3.62)
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where j = −1, 1, and
Rj0(ξ) =
1 + |ξ|2
3 + 5|ξ|2
(
3
2
χ0 +
√
3
2
χ4
)
+
j
√
3
2
√
3 + 5|ξ|2 (v · ξ)χ0,
Rjl(ξ) =
j
√
3ξl
2
√
3 + 5|ξ|2
(
χ0 +
√
2
3
χ4
)
, l = 1, 2, 3,
Rj4(ξ) =
√
3|ξ|2
3 + 5|ξ|2
(√
1
2
χ0 +
√
1
3
χ4
)
+
j
√
2
2
√
3 + 5|ξ|2 (v · ξ)χ0,
Rj5(ξ) =
j
√
3
2
√
3 + 5|ξ|2 vχ0, Rj6(ξ) =
1
2
vχ0,
Fˆ 1k (ξ) =
(
P0fˆ0, χk
)
1{|ξ|≤ r0
ǫ
}, k = 0, 1, 2, 3, 4.
Set 
Gˆj(t, ξ) = e
ji
√
1+ 5
3
|ξ|2
ǫ
t
(
1 +
5
3
|ξ|2
)− 54
, j = −1, 1,
Hˆjl(t, ξ) = e
−bj(|ξ|)t
(
1 +
5
3
|ξ|2
)− 34
Rjl(ξ), 0 ≤ l ≤ 6,
Fˆ 2k (ξ) =
(
1 +
5
3
|ξ|2
)2 (
P0fˆ0, χk
)
1{|ξ|≤ r0
ǫ
}, 0 ≤ k ≤ 4.
(3.63)
By (3.62) and (3.63), we have
e
ηj(|ξ|)
ǫ
t−bj(|ξ|)t
(
P0fˆ0, hj(ξ)
)
ξ
hj(ξ)
=
4∑
k=0
GˆjHˆjkFˆ
2
k + GˆjHˆj5
ξ
|ξ|2 Fˆ
2
0 +
3∑
l=1
GˆjHˆj6
ξξn
|ξ|2 Fˆ
2
l . (3.64)
We deal with the terms in the right side of (3.64) as follows. From [19], one has
‖Gj(t)‖Lpx ≤ C
(
t
ǫ
)− 32+ 3p
, 2 ≤ p ≤ ∞. (3.65)
Since ‖∂αξ Rjk(ξ)‖ ≤ C(1 + |ξ|)−|α| for any α ∈ N3 and 0 ≤ k ≤ 6, it follows from (3.63) and Lemma 3.4 that
‖Hjk(t)‖L2v(L1x) ≤ C, 0 ≤ k ≤ 6. (3.66)
By ellipticity, we have
‖Dij∆−1x g‖Lq ≤ C‖g‖Lq , ∀g ∈ Lq(R3), q ∈ (1,∞). (3.67)
This and (3.64), (3.65), (3.66) imply that
I12 ≤‖Gj(t)‖Lrx‖Hjk(t)‖L2v(L1x)‖F 2k ‖Lpx + ‖Gj(t)‖Lrx‖Hj5(t)‖L2v(L1x)‖∇x∆−1x F 20 ‖Lpx
+ ‖Gj(t)‖Lrx‖Hj6(t)‖L2v(L1x)‖D2x∆−1x F 2l ‖Lpx
≤C
(
t
ǫ
)− 32+ 3r (
‖f0‖L2v(W 4,px ) + ‖∇xφ0‖Lpx
)
, (3.68)
where 1/p+ 1/r = 1 with 1 < p < 2. By combining (3.60), (3.61) and (3.68), we obtain
I1 ≤ C
(
ǫ(1 + t)−
3
2 +
(
1 +
t
ǫ
)−q )(
‖f0‖L2v(H4x) + ‖f0‖L2v(W 4,1x ) + ‖∇xφ0‖Lpx
)
(3.69)
for any 1 < p < 2 and q = 3/p− 3/2.
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By (3.37) and (2.76), we have
I2 ≤ C
(∫
|ξ|≥
r0
ǫ
1
|ξ|4 dξ
)1/2(∫
|ξ|≥
r0
ǫ
e−2c|ξ|
2t|ξ|4‖P0fˆ0‖2dξ
)1/2
≤ Ce−
cr20t
ǫ2 ‖f0‖L2v(H2x), (3.70)
I3 ≤ C
(∫
R3
1
(1 + |ξ|2)2 dξ
)1/2 (∫
R3
e−2
dt
ǫ2 (1 + |ξ|2)2‖fˆ0‖2ξdξ
)1/2
≤ Ce− dtǫ2 (‖f0‖L2v(H2x) + ‖f0‖L2v(L1x)) . (3.71)
Therefore, it follows from (3.59) and (3.69)–(3.71) that∥∥∥e tǫ2 Bǫf0 − V (t)P0f0∥∥∥
L∞x (L
2
v)
≤C
(
ǫ(1 + t)−
3
2 +
(
1 +
t
ǫ
)−q )
×
(
‖f0‖L2v(H4x) + ‖f0‖L2v(W 4,1x ) + ‖∇xφ0‖Lpx
)
(3.72)
for any 1 < p < 2 and q = 3/p− 3/2.
By a similar argument as above, we can prove∥∥∥∇x∆−1x (e tǫ2 Bǫf0 − V (t)P0f0, χ0)∥∥∥
L∞x
≤C
(
ǫ(1 + t)−
3
2 +
(
1 +
t
ǫ
)−q )(
‖f0‖L2v(H4x) + ‖f0‖L2v(W 4,1x ) + ‖∇xφ0‖Lpx
)
. (3.73)
We now turn to (3.58). If f0 satisfies (1.24), we have(
P0fˆ0, hj(ξ)
)
ξ
= 0, j = −1, 1,
which implies that I12 = 0. The term I11 satisfies (3.61). It follows from (3.37) that
I2 ≤ Cǫ
∫
|ξ|≥
r0
ǫ
e−c|ξ|
2t|ξ|‖P0fˆ0‖dξ ≤ Cǫe−
cr20t
ǫ2 ‖f0‖L2v(H3x).
By Lemma 3.5, we have
I3 ≤ C
∫
|ξ|≤
r0
ǫ
ǫ|ξ|e− dtǫ2 ‖fˆ0‖ξdξ + C
∫
|ξ|≥
r0
ǫ
e−
dt
ǫ2 ‖fˆ0‖ξdξ
≤ Cǫe− dtǫ2 (‖f0‖L2v(H3x) + ‖f0‖L2v(L1x)) .
Thus we obtain (3.58). This proves the lemma.
Remark 3.7. From Lemma 3.6, we have
‖e tǫ2 BǫP0f0 − V (t)P0f0 − uoscǫ (t)‖L∞P ≤ Cǫ(1 + t)−
3
4
(‖f0‖L2v(H3x) + ‖f0‖L2v(L1x)) , (3.74)
where uoscǫ (t) = u
osc
ǫ (t, x, v) is defined by (1.37).
Lemma 3.8. For any ǫ ∈ (0, 1) and any f0 ∈ L2v(L2x) satisfying P0f0 = 0, we have∥∥∥∥1ǫ e tǫ2 Bǫf0 + V (t)P0(v · ∇xL−1f0)
∥∥∥∥
L∞P
≤C
(
ǫ(1 + t)−
5
2 +
(
1 +
t
ǫ
)−p
+
1
ǫ
e−
dt
ǫ2
)(
‖f0‖L2v(H5x) + ‖f0‖L2v(W 5,1x )
)
, (3.75)
for any 0 < p < 3/2.
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Proof. By Theorem 2.11, we have∥∥∥∥1ǫ e tǫ2 Bǫf0 + V (t)P0(v · ∇xL−1f0)
∥∥∥∥
≤C
∥∥∥∥∥
∫
|ξ|≤
r0
ǫ
eix·ξ
(
1
ǫ
S1(t, ξ, ǫ)fˆ0 + V (t, ξ)P0(iv · ξL−1fˆ0)
)
dξ
∥∥∥∥∥
+ C
∫
|ξ|≥
r0
ǫ
∥∥∥V (t, ξ)P0(v · ξL−1fˆ0)∥∥∥ dξ + C ∫
R3
∥∥∥∥1ǫ S2(t, ξ, ǫ)fˆ0
∥∥∥∥ dξ
=:I1 + I2 + I3. (3.76)
We estimate Ij , j = 1, 2, 3 as follows. By (2.75) and Theorem 2.10, for any f0 ∈ L2v(L2x) satisfying P0f0 = 0, we
have
S1(t, ξ, ǫ)fˆ0 = iǫ
3∑
j=−1
e
ηj(|ξ|)
ǫ
t−bj(|ξ|)t+O(ǫ|ξ|
3)t
[(
v · ξL−1fˆ0, hj(ξ)
)
hj(ξ) +O(ǫ|ξ|2)
]
,
which leads to
I1 ≤
3∑
j=−1
∫
|ξ|≤
r0
ǫ
∥∥∥∥e ηj(|ξ|)ǫ t−bj(|ξ|)t+O(ǫ|ξ|3)t [(v · ξL−1fˆ0, hj(ξ)) hj(ξ) +O(ǫ|ξ|2)]
− e
ηj(|ξ|)
ǫ
t−bj(|ξ|)t
(
v · ξL−1fˆ0, hj(ξ)
)
hj(ξ)
∥∥∥∥dξ
+
∑
j=−1,1
∥∥∥∥ ∫
|ξ|≤
r0
ǫ
eix·ξe
ηj(|ξ|)
ǫ
t−bj(|ξ|)t
(
v · ξL−1fˆ0, hj(ξ)
)
hj(ξ)dξ
∥∥∥∥
=:I11 + I12. (3.77)
For I11, it holds that
I11 ≤Cǫ
∫
|ξ|≤
r0
ǫ
e−c|ξ|
2t
(
|ξ|3t‖P0(v · ξL−1fˆ0)‖+ |ξ|2‖fˆ0‖
)
dξ
≤Cǫ(1 + t)− 52 (‖f0‖L2v(H4x) + ‖f0‖L2v(L1x)) . (3.78)
Then, we estimate I12 as follows. Let
Uˆk(ξ) =
(
1 +
5
3
|ξ|2
)2
(v · ξL−1fˆ0, χk)1{|ξ|≤ r0
ǫ
}, k = 1, 2, 3, 4.
By (3.64), we have
e
ηj(|ξ|)
ǫ
t−bj(|ξ|)t
(
v · ξL−1fˆ0, hj(ξ)
)
hj(ξ) =
4∑
k=1
GˆjHˆjkUˆk +
3∑
l=1
GˆjHˆj6
ξξl
|ξ|2 Uˆl, (3.79)
where Gˆj(t, ξ), Hˆjk(t, ξ) are defined by (3.63). It follows from (3.79), (3.65), (3.66) and (3.67) that
I12 ≤‖Gj(t)‖Lrx‖Hjk(t)‖L2v(L1x)‖Uk‖Lqx + ‖Gj(t)‖Lrx‖Hj6(t)‖L2v(L1x)‖D2x∆−1x Ul‖Lqx
≤C
(
t
ǫ
)− 32+ 3r
‖f0‖L2v(W 5,qx ), (3.80)
where 1/r + 1/q = 1 with 1 < q < 2. By (3.77), (3.78) and (3.80), we obtain
I1 ≤ C
(
ǫ(1 + t)−
5
2 +
(
1 +
t
ǫ
)−p)(
‖f0‖L2v(H5x) + ‖f0‖L2v(W 5,1x )
)
(3.81)
for any 0 < p < 3/2.
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By (2.76) and (3.37), we have
I2 ≤ C
(∫
|ξ|≥
r0
ǫ
1
|ξ|4 dξ
)1/2(∫
|ξ|≥
r0
ǫ
e−2c|ξ|
2t|ξ|6‖P1fˆ0‖2dξ
)1/2
≤ Ce−
cr20t
ǫ2 ‖f0‖L2v(H3x), (3.82)
I3 ≤ C
(∫
R3
1
(1 + |ξ|2)2 dξ
)1/2(∫
R3
1
ǫ2
e−2
dt
ǫ2 (1 + |ξ|2)2‖fˆ0‖2ξdξ
)1/2
≤ C 1
ǫ
e−
dt
ǫ2
(‖f0‖L2v(H2x) + ‖f0‖L2v(L1x)) . (3.83)
Therefore, it follows from (3.76) and (3.81)–(3.83) that∥∥∥∥1ǫ e tǫ2 Bǫf0 + V (t)P0(v · ∇xL−1f0)
∥∥∥∥
L∞x (L
2
v)
≤C
(
ǫ(1 + t)−
5
2 +
(
1 +
t
ǫ
)−p
+
1
ǫ
e−
dt
ǫ2
)(
‖f0‖L2v(H5x) + ‖f0‖L2v(W 5,1x )
)
(3.84)
for any 0 < p < 3/2.
By a similar argument as above, we can prove∥∥∥∥∇x∆−1x (1ǫ e tǫ2 Bǫf0 + V (t)P0(v · ∇xL−1f0), χ0
)∥∥∥∥
L∞x
≤C
(
ǫ(1 + t)−
5
2 +
(
1 +
t
ǫ
)−p
+
1
ǫ
e−
dt
ǫ2
)(
‖f0‖L2v(H5x) + ‖f0‖L2v(W 5,1x )
)
.
This proves the lemma.
4 Diffusion limit
In this section, we study the diffusion limit of the solution to the nonlinear VPB system (1.6)–(1.8) based on
the fluid approximations of the semigroup given in Section 3.
Since the operator Bǫ generates a contraction semigroup in H
k
P (k ≥ 0), the solution fǫ(t) = fǫ(t, x, v) to
the VPB system (1.6)–(1.8) can be represented by
fǫ(t) = e
t
ǫ2
Bǫf0 +
∫ t
0
e
t−s
ǫ2
Bǫ
[
G1(fǫ) +
1
ǫ
G2(fǫ)
]
(s)ds, (4.1)
where the nonlinear terms G1(fǫ) and G2(fǫ) are defined in (1.9).
Let (n,m, q)(t, x) be the global solution to the Navier-Stokes-Poisson-Fourier system (1.15)–(1.21). Then by
Lemma 3.1, u(t) = u(t, x, v) = n(t, x)χ0 +m(t, x) · vχ0 + q(t, x)χ4 can be represented by
u(t) = V (t)P0f0 +
∫ t
0
V (t− s) [Z1(u) + divxZ2(u)] (s)ds, (4.2)
where
Z1(u) = (n∇xφ) · vχ0 +
√
2
3
(m · ∇xφ)χ4, (4.3)
Z2(u) = −(m⊗m) · vχ0 − 5
3
(qm)χ4. (4.4)
Firstly, we establish the existence and energy estimates of the solutions fǫ(t) and u(t) as follows. By taking
the inner product between {χ0, vχ0, χ4} and (1.6), we obtain
∂tnǫ +
1
ǫ
divxmǫ = 0, (4.5)
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∂tmǫ +
1
ǫ
∇xnǫ + 1
ǫ
√
2
3
∇xqǫ − 1
ǫ
∇xφǫ = nǫ∇xφǫ − 1
ǫ
(v · ∇xP1fǫ, vχ0), (4.6)
∂tqǫ +
1
ǫ
√
2
3
divxmǫ =
√
2
3
mǫ · ∇xφǫ − 1
ǫ
(v · ∇xP1fǫ, χ4), (4.7)
where
nǫ = (fǫ, χ0), mǫ = (fǫ, vχ0), qǫ = (fǫ, χ4).
Taking the microscopic projection P1 to (1.6), we have
∂t(P1fǫ) +
1
ǫ
P1(v · ∇xP1fǫ)− 1
ǫ2
L(P1fǫ)
=− 1
ǫ
P1(v · ∇xP0fǫ) + P1G1(fǫ) + 1
ǫ
P1G2(fǫ). (4.8)
By (4.8), we can express the microscopic part P1fǫ as
P1fǫ =ǫL
−1[ǫ∂t(P1fǫ) + P1(v · ∇xP1fǫ)− ǫP1G1 − P1G2]
− ǫL−1P1(v · ∇xP0fǫ). (4.9)
Substituting (4.9) into (4.5)–(4.7), we obtain
∂tnǫ +
1
ǫ
divxmǫ = 0, (4.10)
∂tmǫ + ǫ∂tR1 +
1
ǫ
∇xnǫ + 1
ǫ
√
2
3
∇xqǫ − 1
ǫ
∇xφǫ
= κ0
(
∆xmǫ +
1
3
∇xdivxmǫ
)
+ nǫ∇xφǫ +R3, (4.11)
∂tqǫ + ǫ∂tR2 +
1
ǫ
√
2
3
divxmǫ = κ1∆xqǫ +mǫ · ∇xφǫ −R4, (4.12)
where the coefficients κ0, κ1 > 0 are defined by (1.23) and the remainder terms
R1 =
(
v · ∇xL−1(P1fǫ), vχ0
)
, R2 =
(
v · ∇xL−1(P1fǫ), χ4
)
,
R3 =
(
v · ∇xL−1[P1(v · ∇xP1fǫ)− ǫP1G1 − P1G2], vχ0
)
,
R4 =
(
v · ∇xL−1[P1(v · ∇xP1fǫ)− ǫP1G1 − P1G2], χ4
)
.
Let N ≥ 4. For any k ≥ 0 and any fǫ ∈ L2(R3x × R3v), we define
Ek(fǫ) =
∑
|α|+|β|≤N
‖νk∂αx ∂βv fǫ‖2L2x,v +
∑
|α|≤N
‖∂αx∇xφǫ‖2L2x ,
Hk(fǫ) =
∑
|α|+|β|≤N
‖νk∂αx ∂βvP1fǫ‖2L2x,v +
∑
|α|≤N−1
(
‖∂αx∇xP0fǫ‖2L2x,v + ‖∂
α
xnǫ‖2L2x
)
,
Dk(fǫ) =
∑
|α|+|β|≤N
1
ǫ2
‖νk+1/2∂αx ∂βv P1fǫ‖2L2x,v
+
∑
|α|≤N−1
(
‖∂αx∇xP0fǫ‖2L2x,v + ‖∂
α
xnǫ‖2L2x
)
,
where φǫ = ∆
−1
x (fǫ, χ0). For simplicity, we denote E(fǫ) = E0(fǫ), H(fǫ) = H0(fǫ) and D(fǫ) = D0(fǫ).
First, we have the existence and the energy estimate for the solution fǫ to the VPB system (1.6)–(1.8).
Lemma 4.1. For any ǫ ∈ (0, 1), there exists a small constant δ0 > 0 such that if E(f0) ≤ δ20 , then the system
(1.6)–(1.8) admits a unique global solution fǫ(t) = fǫ(t, x, v) satisfying the following energy estimate:
E(fǫ(t)) + d1
∫ t
0
D(fǫ(s))ds ≤ Cδ20 , (4.13)
where d1, C > 0 are two constants independent of ǫ.
H.-L. Li, T. Yang, M.-Y. Zhong 29
Proof. First, we establish the macroscopic energy estimate of the solution fǫ. Taking the inner product between
∂αxmǫ and ∂
α
x (4.11) with |α| ≤ N − 1, we have
1
2
d
dt
(
‖∂αxmǫ‖2L2x + ‖∂
α
xnǫ‖2L2x + ‖∂
α
x∇xφǫ‖2L2x
)
+ ǫ
d
dt
∫
R3
∂αxR1∂
α
xmǫdx
+
1
ǫ
√
2
3
∫
R3
∂αx∇xqǫ∂αxmǫdx+ κ0
(
‖∂αx∇xmǫ‖2L2x +
1
3
‖∂αxdivxmǫ‖2L2x
)
=
∫
R3
∂αx (nǫ∇xφǫ)∂αxmǫdx +
∫
R3
∂αxR3∂
α
xmǫdx+ ǫ
∫
R3
∂αxR1∂t∂
α
xmǫdx
=: I1 + I2 + I3. (4.14)
From [5, 8], for any β ∈ N3 and k ∈ [0, 1] one has
‖ν−k∂βv Γ(f, g)‖L2v ≤ C
∑
β1+β2≤β
(‖ν1−k∂β1v f‖L2v‖∂β2v g‖L2v + ‖∂β1v f‖L2v‖ν1−k∂β2v g‖L2v) . (4.15)
By Cauchy inequality and (4.15), we have
I1 ≤ C
√
E(fǫ)D(fǫ), (4.16)
I2 ≤ C
δ
‖∂αx∇xP1fǫ‖2L2x,v + δ‖∂
α
x∇xmǫ‖2L2x + C
√
E(fǫ)D(fǫ), (4.17)
where δ > 0 is a small constant to be determined later. By (4.6), we can bound I3 by
I3 ≤ C
δ
(
‖∂αx∇xP1fǫ‖2L2x,v + ‖∂
α
xP1fǫ‖2L2x,v
)
+ Cǫ
√
E(fǫ)D(fǫ)
+ δ
(
‖∂αx∇xnǫ‖2L2x + ‖∂
α
xnǫ‖2L2x + ‖∂
α
x∇xqǫ‖2L2x
)
. (4.18)
Therefore, it follows from (4.14), (4.16), (4.17) and (4.18) that
1
2
d
dt
(
‖(nǫ,mǫ)‖2HN−1x + ‖∇xφǫ‖
2
HN−1x
)
+ ǫ
d
dt
∑
|α|≤N−1
∫
R3
∂αxR1∂
α
xmǫdx
+
√
2
3
∑
|α|≤N−1
∫
R3
∂αx∇xqǫ∂αxmǫdx+
κ0
2
(
‖∇xmǫ‖2HN−1x +
1
3
‖divxmǫ‖2HN−1x
)
≤ C
√
E(fǫ)D(fǫ) +
C
δ
‖∇xP1fǫ‖2L2v(HNx ) + δ
(
‖∇xnǫ‖2HNx + ‖∇xqǫ‖
2
HN−1x
)
. (4.19)
Similarly, taking the inner product between ∂αx qǫ and ∂
α
x (4.12) with |α| ≤ N − 1, we have
1
2
d
dt
‖∂αx qǫ‖2L2x + ǫ
d
dt
∫
R3
∂αxR2∂
α
x qǫdx+
κ1
2
‖∂αx∇xq‖2L2x
+
√
2
3
∫
R3
∂αx divxmǫ∂
α
x qǫdx
=
√
2
3
∫
R3
∂αx (mǫ · ∇xφǫ)∂αx qǫdx+
∫
R3
∂αxR4∂
α
x qǫdx+ ǫ
∫
R3
∂αxR3∂t∂
α
x qǫdx
=: I4 + I5 + I6. (4.20)
We estimate Ij , j = 4, 5, 6 as follows. For |α| ≥ 1, it holds that
I4 ≤ C
√
E(fǫ)D(fǫ), (4.21)
and for |α| = 0, it follows from (4.6) and (4.7) that
I4 =
√
2
3
∫
R3
[
mǫ ·
(
ǫ∂tmǫ +∇xnǫ +
√
2
3
∇xqǫ − ǫnǫ∇xφǫ
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− (v · ∇xP1fǫ, vχ0)
)]
qǫdx
≤ ǫ
√
1
6
d
dt
∫
R3
(mǫ)
2qǫdx+ C
(√
E(fǫ) + E(fǫ)
)
D(fǫ). (4.22)
By Cauchy inequality and (4.15), we have
I5 ≤ C
δ
‖∂αx∇xP1fǫ‖2L2x,v + δ‖∂
α
x∇xqǫ‖2L2x + C
√
E(fǫ)D(fǫ). (4.23)
By (4.7), we can bound I6 by
I6 ≤ C
δ
(
‖∂αx∇xP1fǫ‖2L2x,v + ‖∂
α
xP1fǫ‖2L2x,v
)
+ Cǫ
√
E(fǫ)D(fǫ)
+ δ
(
‖∂αx∇xnǫ‖2L2x + ‖∂
α
xnǫ‖2L2x + ‖∂
α
x∇xqǫ‖2L2x
)
. (4.24)
Thus, it follows from (4.20), (4.21)–(4.24) that
1
2
d
dt
‖qǫ‖2HN−1x + ǫ
d
dt
∑
|α|≤N−1
∫
R3
∂αxR2∂
α
x qǫdx− ǫ
√
1
6
d
dt
∫
R3
(mǫ)
2qǫdx
+
√
2
3
∑
|α|≤N−1
∫
R3
∂αx divxmǫ∂
α
x qǫdx+
1
2
κ1‖∇xqǫ‖2HN−1x
≤ C
(√
E(fǫ) + E(fǫ)
)
D(fǫ) + C‖∇xP1fǫ‖2L2v(HN−1x ) + δ‖∇xmǫ‖
2
HN−1x
. (4.25)
Agian, taking the inner product between ∂αx∇xnǫ and ∂αx (4.6) with |α| ≤ N − 1, one has
ǫ
d
dt
∫
R3
∂αxmǫ∂
α
x∇xnǫdx+
1
2
‖∂αx∇xnǫ‖2L2x + ‖∂
α
xnǫ‖2L2x
≤C
√
E(fǫ)D(fǫ) + ‖∂αx divxmǫ‖2L2x + ‖∂
α
x∇xqǫ‖2L2x + C‖∂
α
x∇x(P1fǫ)‖2L2x,v . (4.26)
Thus, we take the summation of (4.19)+ (4.25)+C0(4.26) with C0 > 0 small enough to obtain the macroscopic
energy estimate:
1
2
d
dt
(
‖P0fǫ‖2L2v(HN−1x ) + ‖∇xφǫ‖
2
HN−1x
)
+ ǫ
√
1
6
d
dt
∫
R3
(mǫ)
2qǫdx
+ ǫ
d
dt
∑
|α|≤N−1
(∫
R3
∂αxR1∂
α
xmǫdx+
∫
R3
∂αxR2∂
α
x qǫdx+ C0
∫
R3
∂αxmǫ∂
α
x∇xnǫdx
)
+
C0
2
(
‖∇xP0fǫ‖2L2v(HN−1x ) + ‖nǫ‖
2
HN−1x
)
≤ C
(√
E(fǫ) + E(fǫ)
)
D(fǫ) + C‖P1fǫ‖2L2v(HNx ). (4.27)
Next, we deal with the microscopic energy estimate. Taking inner product between ∂αx fǫ and ∂
α
x (1.6) with
|α| ≤ 4, we have
1
2
d
dt
(
‖∂αx fǫ‖2L2x,v + ‖∂
α
x∇xφǫ‖2L2x
)
− 1
ǫ2
∫
R3
(L∂αx fǫ)∂
α
x fǫdxdv
=
1
2
∫
R6
∂αx (v · ∇xφǫfǫ)∂αx fǫdxdv −
∫
R6
∂αx (∇xφǫ · ∇vfǫ)∂αx fǫdxdv
+
1
ǫ
∫
R6
∂αxΓ(fǫ, fǫ)∂
α
xP1fǫdxdv
=: I7 + I8 + I9. (4.28)
We estimate Ij , j = 7, 8, 9 as follows. For |α| = 0, it holds that
I8 = 0, I9 ≤ C
√
E(fǫ)D(fǫ). (4.29)
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To estimate I7 with |α| = 0, we decompose
I7 =
1
2
∫
R6
(v · ∇xφǫP0fǫ)P0fǫdxdv + 1
2
∫
R6
(v · ∇xφǫP1fǫ)P0fǫdxdv
+
1
2
∫
R6
(v · ∇xφǫP1fǫ)P1fǫdxdv
=: I71 + I72 + I73.
It holds that I72, I73 ≤ C
√
E(fǫ)D(fǫ), and by (4.22),
I71 =
∫
R3
(nǫ · ∇xφǫ)mǫdx+
√
2
3
∫
R3
(mǫ · ∇xφǫ)qǫdx
≤ ǫ
√
1
6
d
dt
∫
R3
(mǫ)
2qǫdx+ C
(√
E(fǫ) + E(fǫ)
)
D(fǫ). (4.30)
For |α| ≥ 1, we have
I7, I8, I9 ≤ C
√
E(fǫ)D(fǫ). (4.31)
Thus, it follows from (4.28)–(4.31) that
d
dt
(
‖fǫ‖2L2v(HNx ) + ‖∇xφǫ‖
2
HNx
)
+ ǫ
√
2
3
d
dt
∫
R3
(mǫ)
2qǫdx+
µ1
ǫ2
‖ν1/2P1fǫ‖2L2v(HNx )
≤C
(√
E(fǫ) + E(fǫ)
)
D(fǫ). (4.32)
Finally, we estimate the mixed derivative terms ∂αx ∂
β
vP1fǫ with |α|+ |β| ≤ N . For |β| = 0, we take the inner
product between P1fǫ and (1.6) and using Cauchy inequality to obtain
d
dt
‖P1fǫ‖2L2x,v +
µ1
ǫ2
‖ν1/2P1fǫ‖2L2x,v ≤ C‖∇xP0fǫ‖
2
L2x,v
+ C
√
E(fǫ)D(fǫ). (4.33)
To estimate ∂αx ∂
β
vP1fǫ with |β| ≥ 1, we rewrite (1.6) as
∂t(P1fǫ) +
1
ǫ
v · ∇xP1fǫ − 1
ǫ2
ν(v)P1fǫ
=− 1
ǫ2
K(P1fǫ)− 1
ǫ
P0(v · ∇xP1fǫ)− 1
ǫ
P1(v · ∇xP0fǫ)
+
1
ǫ
Γ(fǫ, fǫ) + P1
(
1
2
v · ∇xφǫfǫ −∇xφǫ · ∇vfǫ
)
. (4.34)
Let 1 ≤ k ≤ N , and choose α, β with |β| = k and |α|+ |β| ≤ N . Taking the inner product between ∂αx ∂βv P1fǫ
and ∂αx ∂
β
v (4.34) and summing the resulted equations, we obtain after a tedious calculation∑
|β|=k
|α|+|β|≤N
d
dt
‖∂αx ∂βv P1fǫ‖2L2x,v +
µ1
ǫ2
∑
|β|=k
|α|+|β|≤N
‖ν1/2∂αx ∂βvP1fǫ‖2L2x,v
≤ C
∑
|α|≤4−k
(
‖∂αx∇xP0fǫ‖2L2x,v + ‖∂
α
x∇xP1fǫ‖2L2x,v
)
+
Ck
ǫ2
∑
|β|≤k−1
|α|+|β|≤N
‖∂αx ∂βvP1fǫ‖2L2x,v
+ C
√
E(fǫ)D(fǫ). (4.35)
Taking the summation
∑
1≤k≤N pk(4.35) with
µ1pk ≥ 2
∑
1≤j≤N−k
pk+jCk+j , 1 ≤ k ≤ N − 1, pN = 1,
we obtain
d
dt
∑
1≤k≤N
pk
∑
|β|=k
|α|+|β|≤N
‖∂αx ∂βv P1fǫ‖2L2x,v +
µ1
2ǫ2
∑
1≤k≤N
pk
∑
|β|=k
|α|+|β|≤N
‖ν1/2∂αx ∂βvP1fǫ‖2L2x,v
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≤ C
∑
|α|≤N−1
‖∂αx∇xP0fǫ‖2L2x,v + C
∑
|α|≤N
‖∂αxP1fǫ‖2L2x,v + C
√
E(fǫ)D(fǫ). (4.36)
Assume that E(fǫ) ≤ Cδ20 . Taking the summation of A1(4.27) + A2(4.32) + (4.36) with A2 > C0A1 > 0
being large enough and integrate in time t, we prove (4.13). Based on the uniform energy estimates (4.13), we
can prove the existence of the global solution by the standard continuity argument. The detail are omitted for
brevity. This completes the proof of the lemma.
By a similar argument as for Lemma 4.1, we have the following result with the detailed proof omitted.
Lemma 4.2. For any ǫ ∈ (0, 1), there exists a small constant δ0 > 0 such that if E1(f0) ≤ δ20, then there are
two energy functionals E1(fǫ(t)) ∼ E1(fǫ(t)) and H1(fǫ(t)) ∼ H1(fǫ(t)) such that
d
dt
E1(fǫ(t)) +D1(fǫ(t)) ≤ 0, (4.37)
d
dt
H1(fǫ(t)) +D1(fǫ(t)) ≤ C‖∇xP0fǫ(t)‖2L2x,v , (4.38)
where C > 0 is a constant independent of ǫ.
With the help of Lemmas 3.2, 4.1 and 4.2, we have the time decay rate of fǫ as follows.
Lemma 4.3. For any ǫ ∈ (0, 1), there exists a small constant δ0 > 0 such that if E1(f0) + ‖f0‖2L2v(L1x) ≤ δ
2
0,
then the solution fǫ(t) = fǫ(t, x, v) to the system (1.6)–(1.8) has the following time-decay rate estimates:
E1(fǫ(t)) ≤ Cδ20(1 + t)−
1
2 , (4.39)
H1(fǫ(t)) ≤ Cδ20(1 + t)−
3
2 , (4.40)
where C > 0 is a constant independent of ǫ. In particular, we have
‖P1fǫ(t)‖L2v(HN−3x ) ≤ Cδ0
(
ǫ(1 + t)−
3
4 + e−
dt
4ǫ2
)
, (4.41)
where d, C > 0 are two constants independent of ǫ.
Moreover, if f0 satisfies (1.24) and E1(f0) + ‖f0‖2L2v(L1x) ≤ δ
2
0, then
E1(fǫ(t)) ≤ Cδ20(1 + t)−
3
2 , (4.42)
H1(fǫ(t)) ≤ Cδ20(1 + t)−2. (4.43)
Proof. Define
Qǫ(t) = sup
0≤s≤t
{
(1 + s)1/4E1(fǫ(s))
1/2 + (1 + s)3/4H1(fǫ(s))
1/2
}
.
We claim that
Qǫ(t) ≤ Cδ0. (4.44)
It is straightforward to verify that the estimates (4.39) and (4.40) follow from (4.44).
By (4.15) and (1.9), we have
‖Gj(fǫ(s))‖L2x,v ≤ CE1(fǫ)1/2H1(fǫ)1/2 ≤ CQǫ(t)2(1 + s)−1, (4.45)
‖Gj(fǫ(s))‖L2v(L1x) ≤ CE1(fǫ)1/2E1(fǫ)1/2 ≤ CQǫ(t)2(1 + s)−
1
2 , (4.46)
and
‖∂αxGj(fǫ(s))‖L2x,v ≤ CH1(fǫ)1/2H1(fǫ)1/2 ≤ CQǫ(t)2(1 + s)−
3
2 , (4.47)
‖∂αxGj(fǫ(s))‖L2v(L1x) ≤ CE1(fǫ)1/2H1(fǫ)1/2 ≤ CQǫ(t)2(1 + s)−1, (4.48)
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where j = 1, 2, 1 ≤ |α| ≤ N − 1, 0 ≤ s ≤ t and C > 0 is a constant.
Since PdG1(fǫ) = 0 and P0G2(fǫ) = 0, it follows from Lemma 3.2, (4.1) and (4.45)–(4.48) that
‖∂αxP0fǫ(t)‖L2P ≤ C(1 + t)
− 14−
|α|
2
(
‖∂αx f0‖L2x,v + ‖f0‖L2v(L1x)
)
+ C
2∑
j=1
∫ t/2
0
(
(1 + t− s)− 34− |α|2 + 1
ǫ
e−
d(t−s)
ǫ2
)
×
(
‖∂αxGj(s)‖L2x,v + ‖Gj(s)‖L2v(L1x)
)
ds
+ C
2∑
j=1
∫ t
t/2
(
(1 + t− s)− 34 + 1
ǫ
e−
d(t−s)
ǫ2
)
×
(
‖∂αxGj(s)‖L2x,v + ‖∂αxGj(s)‖L2v(L1x)
)
ds
≤ Cδ0(1 + t)− 14−
|α|
2 + CQǫ(t)
2(1 + t)−
1
4−
|α|
2 , (4.49)
for |α| = 0, 1. By (4.38), (4.49) and noting that D1(fǫ) ≥ cH1(fǫ) for c > 0 a constant, we obtain
H1(fǫ(t)) ≤ Ce−ctH1(f0) +
∫ t
0
e−c(t−s)‖∇xP0fǫ(s)‖2L2x,vds
≤ Cδ20e−ct + C(δ0 +Qǫ(t)2)2
∫ t
0
e−c(t−s)(1 + s)−
3
2 ds
≤ C(δ0 +Qǫ(t)2)2(1 + t)− 32 . (4.50)
Combining (4.49)–(4.50), we obtain
Qǫ(t) ≤ Cδ0 + CQǫ(t)2,
which leads to (4.44) provided δ0 > 0 sufficiently small.
Then, we deal with (4.41). For any f0, g0 ∈ L2v(L2x) satisfying Pdf0 = 0 and P0g0 = 0, by (3.27), (3.32) and
(3.34) we can obtain
‖P1e
t
ǫ2
Bǫf0‖L2x,v ≤ C
(
ǫ(1 + t)−
3
4 + e−
dt
ǫ2
)
(‖f0‖L2v(H1x) + ‖∇xf0‖L2v(L1x)), (4.51)
‖P1e
t
ǫ2
Bǫg0‖L2x,v ≤ C
(
ǫ2(1 + t)−
5
4 + e−
dt
ǫ2
)
(‖g0‖L2v(H2x) + ‖∇xg0‖L2v(L1x)). (4.52)
Thus, it follows from Lemma 3.2, (4.51) and (4.52) that
‖∂αxP1fǫ(t)‖L2x,v ≤ C
(
ǫ(1 + t)−
3
4−
|α|
2 + e−
dt
ǫ2
) (‖∂αx f0‖L2v(H1x) + ‖f0‖L2v(L1x))
+ C
2∑
j=1
∫ t/2
0
(
ǫ(1 + t− s)− 54− |α|2 + 1
ǫ
e−
d(t−s)
ǫ2
)
× (‖∂αxGj(s)‖L2v(H2x) + ‖Gj(s)‖L2v(L1x)) ds
+ C
2∑
j=1
∫ t
t/2
(
ǫ(1 + t− s)− 34 + 1
ǫ
e−
d(t−s)
ǫ2
)
× (‖∂αxGj(s)‖L2v(H2x) + ‖∂βxGj(s)‖L2v(L1x)) ds
≤ (Cδ0 + CQǫ(t)2)
(
ǫ(1 + t)−
3
4 + e−
dt
4ǫ2
)
, (4.53)
where |β| = 1 for α = 0, β = α for 1 ≤ |α| ≤ N − 3. By (4.53), we can obtain (4.41).
If f0 satisfies (1.24), we have (
P0fˆ0, hj(ξ)
)
ξ
= 0, j = −1, 1.
This and Theorems 2.10, 2.11 imply that
‖∂αx e
t
ǫ2
Bǫf0‖L2P ≤ C(1 + t)
− 34−
m
2 (‖∂αx f0‖L2x,v + ‖∂α
′
x f0‖L2v(L1x)), (4.54)
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where α′ ≤ α, m = |α−α′|. By (4.54), Lemma 3.2 and a similar argument as above, we can prove (4.42)–(4.43).
The proof of the lemma is completed.
By (4.2) and Lemma 3.3, we have
Lemma 4.4. Let N ≥ 4. There exists a small constant δ0 > 0 such that if ‖f0‖L2v(HNx ) + ‖f0‖L2v(L1x) ≤ δ0,
then the NSPF system (1.15)–(1.21) admits a unique global solution (n,m, q)(t, x) ∈ L∞t (HNx ). Moreover,
u(t, x, v) = n(t, x)χ0 +m(t, x) · vχ0 + q(t, x)χ4 has the following time-decay rate:
‖u(t)‖L2v(HNx ) + ‖∇xφ(t)‖HNx ≤ Cδ0(1 + t)−
3
4 , (4.55)
where φ(t, x) = ∆−1x n(t, x) and C > 0 is a constant.
Proof. Define
Q(t) = sup
0≤s≤t
{
(1 + s)3/4
(‖u(s)‖L2v(HNx ) + ‖∇xφ(s)‖HNx )} .
It holds that
‖Zj(u(s))‖L2x(HNx ) + ‖Zj(u(s))‖L2v(L1x) ≤ CQ(t)2(1 + s)−
3
2 , (4.56)
for j = 1, 2, 0 ≤ s ≤ t and C > 0 a constant. By (3.39), we obtain that for any vector U0 ∈ R3,
‖∂αxV (t)divxU0‖L2P ≤ C
(
(1 + t)−
5
4−
m
2 + t−
1
2 e−ct
)(
‖∂αxU0‖L2x,v + ‖∂α
′
x U0‖L2v(L1x)
)
, (4.57)
where α′ ≤ α, m = |α− α′| and c > 0 is a constant.
Then, it follows from Lemma 3.3, (4.2), (4.56) and (4.57) that
‖∂αxu(t)‖L2P ≤ C(1 + t)
− 34−
|α|
2 (‖∂αxP0f0‖L2x,v + ‖P0f0‖L2v(L1x))
+ C
∑
j=1,2
∫ t
0
(
(1 + t− s)− 34− |α|2 + (t− s)− 12 e−c(t−s)
)
× (‖∂αxZj(s)‖L2x,v + ‖Zj(s)‖L2v(L1x))ds
≤ Cδ0(1 + t)− 34 + CQ(t)2(1 + t)− 34 , (4.58)
for 0 ≤ |α| ≤ N . By (4.58), we can obtain
Q(t) ≤ Cδ0,
provided δ0 > 0 sufficiently small. This proves (4.55). The existence of the solution can be proved by the
contraction mapping theorem, the details are omitted. The proof of the lemma is completed.
Lemma 4.5. For any i, j = 1, 2, 3, it holds that
Γ(viχ0, vjχ0) = −1
2
LP1(vivjχ0), (4.59)
Γ(viχ0, |v|2χ0) = −1
2
LP1(vi|v|2χ0), (4.60)
Γ(|v|2χ0, |v|2χ0) = −1
2
LP1(|v|4χ0). (4.61)
Proof. Let u = v∗, u
′ = v′∗. Since
vi + ui = v
′
i + u
′
i, i = 1, 2, 3, |v|2 + |u|2 = |v′|2 + |u′|2,
it follows that 
(vi + ui)(vj + uj) = (v
′
i + u
′
i)(v
′
j + u
′
j), i, j = 1, 2, 3,
(vi + ui)(|v|2 + |u|2) = (v′i + u′i)(|v′|2 + |u′|2), i = 1, 2, 3,
(|v|2 + |u|2)(|v|2 + |u|2) = (|v′|2 + |u′|2)(|v′|2 + |u′|2).
(4.62)
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By (1.3), (1.10) and (4.62), we have
Γ(viχ0, vjχ0) =
1
2
√
M
∫
R3
∫
S2
B(|v − u|, ω)(u′iv′j + v′iu′j − uivj − viuj)M(u)dωdu
=− 1
2
√
M
∫
R3
∫
S2
B(|v − u|, ω)(u′iu′j + v′iv′j − vivj − uiuj)M(u)dωdu
=− 1
2
LP1(vivjχ0),
and
Γ(viχ0, |v|2χ0) =1
2
√
M
∫
R3
∫
S2
B(|v − u|, ω)(u′i|v′|2 + |v′|2u′i − ui|v|2 − |u|2vi)M(u)dωdu
=− 1
2
√
M
∫
R3
∫
S2
B(|v − u|, ω)(u′i|u′|2 + v′i|v′|2 − vi|v|2 − ui|u|2)M(u)dωdu
=− 1
2
LP1(vi|v|2χ0),
and
Γ(|v|2χ0, |v|2χ0) =
√
M
∫
R3
∫
S2
B(|v − u|, ω)(|u′|2|v′|2 − |v|2|u|2)M(u)dωdu
=− 1
2
√
M
∫
R3
∫
S2
B(|v − u|, ω)(|u′|4 + |v′|4 − |v|4 − |u|4)M(u)dωdu
=− 1
2
LP1(|v|4χ0).
This proves the lemma.
Theorem 1.1 follows from Lemmas 4.3 and 4.4.
Proof of Theorem 1.2. Define
Qǫ(t) = sup
0≤s≤t
(
ǫa(1 + s)−
1
2 +
(
1 +
s
ǫ
)−b)−1
‖fǫ(s)− u(s)‖L∞
P
, (4.63)
where the norm ‖ · ‖L∞
P
is defined by (1.39).
We claim that
Qǫ(t) ≤ Cδ0, ∀t > 0. (4.64)
It is easy to verify that the estimate (1.34) follows from (4.64).
By (4.1) and (4.2), we have
‖fǫ(t)− u(t)‖L∞
P
≤
∥∥∥e tǫ2 Bǫf0 − V (t)P0f0∥∥∥
L∞
P
+
∫ t
0
∥∥∥e t−sǫ2 BǫG1(fǫ)− V (t− s)Z1(u)∥∥∥
L∞
P
ds
+
∫ t
0
∥∥∥∥1ǫ e t−sǫ2 BǫG2(fǫ)− V (t− s)divxZ2(u)
∥∥∥∥
L∞
P
ds
=:I1 + I2 + I3. (4.65)
By (3.57), we can bound I1 by
I1 ≤ C
(
ǫ(1 + t)−
3
2 +
(
1 +
t
ǫ
)−r)(
‖f0‖L2v(H4x) + ‖f0‖L2v(W 4,1x ) + ‖∇xφ0‖Lpx
)
≤ Cδ0
(
ǫ(1 + t)−
3
2 +
(
1 +
t
ǫ
)−r)
, (4.66)
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where r = 3/p− 3/2 ∈ (0, 3/2) and p ∈ (1, 2).
To estimate I2, we decompose
I2 ≤
∫ t
0
∥∥∥e t−sǫ2 BǫG1(fǫ)− V (t− s)P0G1(fǫ)∥∥∥
L∞
P
ds
+
∫ t
0
‖V (t− s)P0G1(fǫ)− V (t− s)Z1(u)‖L∞
P
ds
=:I21 + I22. (4.67)
By (3.57), (4.45)–(4.48), and noting that (G1(fǫ), χ0) = 0, we have
I21 ≤C
∫ t
0
(
ǫ(1 + t− s)− 32 +
(
1 +
t− s
ǫ
)−q)
×
(
‖G1(fǫ)‖L2v(H4x) + ‖G1(fǫ)‖L2v(W 4,1x )
)
ds
≤Cδ20
∫ t
0
(
ǫ(1 + t− s)− 32 +
(
1 +
t− s
ǫ
)−q)
(1 + s)−
1
2 ds
≤Cδ20
(
ǫ(1 + t)−
1
2 +
(
1 +
t
ǫ
)−q)
, (4.68)
for any q ∈ (1, 3/2).
Since
P0G1(fǫ) = (nǫ∇xφǫ) · vχ0 +
√
2
3
(mǫ · ∇xφǫ)χ4,
it follows from (3.36) that
I22 ≤C
∫ t
0
(1 + t− s)− 34
×
(
‖fǫ − u‖L∞x (L2v)‖∇xφǫ‖H2x + ‖u‖L2v(H2x)‖∇xφǫ −∇xφ‖L∞x
)
ds
≤Cδ0Qǫ(t)
∫ t
0
(1 + t− s)− 34
(
ǫa(1 + s)−
1
2 +
(
1 +
s
ǫ
)−b)
(1 + s)−
1
4 ds. (4.69)
Denote
J0 =
∫ t
0
(1 + t− s)− 34
(
1 +
s
ǫ
)−b
(1 + s)−
1
4 ds, b ∈ (0, 1]. (4.70)
We estimate J0 as follows.
J0 =
(∫ t/2
0
+
∫ t
t/2
)
(1 + t− s)− 34
(
1 +
s
ǫ
)−1
(1 + s)−
1
4 ds
≤ Cǫ| ln ǫ|(1 + t)− 12 + C
(
1 +
t
ǫ
)−1
, b = 1, (4.71)
and
J0 =
(∫ t/2
0
+
∫ t
t/2
)
(1 + t− s)− 34
(
1 +
s
ǫ
)−b
(1 + s)−
1
4 ds
≤ Cǫb(1 + t)− 34
∫ t/2
0
s−b(1 + s)−
1
4 ds+ C
(
1 +
t
ǫ
)−b
≤ Cǫb(1 + t)−r(b) + C
(
1 +
t
ǫ
)−b
, 0 < b < 1, (4.72)
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where r(b) = 14 − b when b ∈ [3/4, 1), r(b) = b when b ∈ (0, 3/4). Thus, it follows from (4.69)–(4.72) that
I22 ≤ Cδ0Qǫ(t)
(
ǫa(1 + t)−
1
2 +
(
1 +
t
ǫ
)−b)
. (4.73)
To estimate I3, we decompose
I3 ≤
∫ t
0
∥∥∥∥1ǫ e t−sǫ2 BǫG2(fǫ)− V (t− s)P0 (v · ∇xL−1G2(fǫ))
∥∥∥∥
L∞P
ds
+
∫ t
0
∥∥V (t− s)P0 (v · ∇xL−1G2(fǫ))− V (t− s)divxZ2∥∥L∞P ds
=:I31 + I32. (4.74)
By (3.75), (4.45)–(4.48), and noting that P0G2(fǫ) = 0, we have
I31 ≤C
∫ t
0
(
ǫ(1 + t− s)− 52 +
(
1 +
t− s
ǫ
)−q
+
1
ǫ
e−
d(t−s)
ǫ2
)
×
(
‖G2(fǫ)‖L2v(H5x) + ‖G2(fǫ)‖L2v(W 5,1x )
)
ds
≤Cδ20
∫ t
0
(
ǫ(1 + t− s)− 52 +
(
1 +
t− s
ǫ
)−q
+
1
ǫ
e−
d(t−s)
ǫ2
)
(1 + s)−
1
2 ds
≤Cδ20
(
ǫ(1 + t)−
1
2 +
(
1 +
t
ǫ
)−q)
, (4.75)
for any q ∈ (1, 3/2).
To estimate I32, we decompose
P0
(
v · ∇xL−1G2(fǫ)
)
=P0(v · ∇xL−1Γ(P0fǫ, P0fǫ)) + 2P0(v · ∇xL−1Γ(P0fǫ, P1fǫ))
+ P0(v · ∇xL−1Γ(P1fǫ, P1fǫ)) =: J1 + J2 + J3.
By Lemma 4.5, we have
J1 =− 1
2
3∑
i,j,k,l=1
(
∂k(m
i
ǫm
j
ǫP1(vivjχ0)), vkvlχ0
)
vlχ0
− 1
12
3∑
j=1
(
∂j(q
2
ǫP1(|v|4χ0)), v2jχ0
)
vjχ0 −
3∑
j=1
(
∂j(m
j
ǫqǫP1(vjχ4)), vjχ4
)
χ4.
Since
P1(vivjχ0) = (vivj − δij |v|2/3)χ0, i, j = 1, 2, 3,
P1(vjχ4) = vj(χ4 −
√
2/3χ0), j = 1, 2, 3,
P1(|v|4χ0) = |v|4χ4 − 15χ0 − 10
√
6χ4,
it follows that
(P1(vivjχ0), vivjχ0) = 1, i 6= j,
(P1(v
2
i χ0), v
2
i χ0) = 4/3, (P1(v
2
i χ0), v
2
jχ0) = −2/3, j 6= i,
(P1(vjχ4), vjχ4) = 5/3, (P1(|v|4χ0), v2jχ0) = 0, j = 1, 2, 3.
Thus
J1 = −
3∑
i,j=1
∂i(m
i
ǫm
j
ǫ)vjχ0 +
1
3
3∑
i,j=1
∂j(m
i
ǫ)
2vjχ0 − 5
3
3∑
j=1
∂j(m
j
ǫqǫ)χ4.
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This and (3.8) give
V (t)J1 = −V (t)divx
[
(mǫ ⊗mǫ) · vχ0 + 5
3
(qǫmǫ)χ4
]
=: V (t)divxJ4. (4.76)
By (3.36), (4.39), (4.41), (4.57) and (4.76), we have
I32 ≤
∫ t
0
‖V (t− s)divx(J4 − Z2)‖L∞
P
ds+
3∑
k=2
∫ t
0
‖V (t− s)Jk‖L∞
P
ds
≤C
∫ t
0
(1 + t− s)− 34 (t− s)− 12 ‖fǫ − u‖L∞x (L2v)
(‖fǫ‖L2v(H2x) + ‖u‖L2v(H2x)) ds
+ C
∫ t
0
(1 + t− s)− 34 ‖P1fǫ‖L2v(H3x)
(‖P0fǫ‖L2v(H3x) + ‖P1fǫ‖L2v(H3x)) ds
≤Cδ0Qǫ(t)
∫ t
0
(1 + t− s)− 34 (t− s)− 12
(
ǫa(1 + s)−
1
2 +
(
1 +
s
ǫ
)−b)
(1 + s)−
1
4 ds
+ Cδ20
∫ t
0
(1 + t− s)− 34
(
ǫ(1 + s)−
3
4 + e−
ds
ǫ2
)
(1 + s)−
1
4 ds. (4.77)
Denote
J5 =
∫ t
0
(1 + t− s)− 34 (t− s)− 12
(
1 +
s
ǫ
)−b
(1 + s)−
1
4 ds, b ∈ (0, 1]. (4.78)
We estimate J5 as follows.
J5 =
(∫ t/2
0
+
∫ t
t/2
)
(1 + t− s)− 34 (t− s)− 12
(
1 +
s
ǫ
)−1
(1 + s)−
1
4 ds
≤ Cǫ| ln ǫ|t− 12 (1 + t)− 12 + C
(
1 +
t
ǫ
)−1
≤ Cǫ| ln ǫ|2(1 + t)−1 + C
(
1 +
t
ǫ
)−1
, b = 1, t ≥ ǫ, (4.79)
and
J5 =
(∫ t/2
0
+
∫ t
t/2
)
(1 + t− s)− 34 (t− s)− 12
(
1 +
s
ǫ
)−b
(1 + s)−
1
4 ds
≤ Cǫbt− 12 (1 + t)− 34
∫ t/2
0
s−b(1 + s)−
1
4 ds+ C
(
1 +
t
ǫ
)−b
≤ C
(
1 +
t
ǫ
)−b
, 0 < b < 1, t ≥ ǫ. (4.80)
Thus, it follows from (4.77)–(4.80) that
I32 ≤ C(δ20 + δ0Qǫ(t))
(
ǫa(1 + t)−
1
2 +
(
1 +
t
ǫ
)−b)
. (4.81)
By combining (4.65)–(4.68), (4.73)–(4.75) and (4.81), we obtain
Qǫ(t) ≤ Cδ0 + Cδ20 + Cδ0Qǫ(t), (4.82)
where C > 0 is a constant independent of ǫ. By taking δ0 > 0 small enough, we can obtain (4.64), which
proves (1.34). By (3.58), (4.42), (4.43) and a similar argument as above, we can prove (1.35). The proof is
completed.
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