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dynamic atomic force microscopy
Karim Gadelrab,a Sergio Santos,a Josep Fontb and Matteo Chiesa*a
The monitoring of the deﬂection of a micro-cantilever, as the end of a sharp probe mounted at its end, i.e.
the tip, interacts with a surface, forms the foundation of atomic force microscopy AFM. In a nutshell,
developments in the ﬁeld are driven by the requirement of obtaining ever increasing throughput and
sensitivity, and enhancing the versatility of the instrument to simultaneously map the topography and
quantify nanoscale processes and properties. In the most common dynamic mode of operation, the
motion of the driven cantilever is monitored at a single point on its longitudinal axis. Here, we show
that from this single point a waveform is obtained that contains all the details about conservative and
dissipative interactions. Then a formalism that accounts for multiple arbitrary ﬂexural modes is
developed for an indirectly driven cantilever. The formalism is shown to allow recovery of the details of
the interaction even in the presence of complex and relevant hysteretic forces when the cantilever
oscillates in the steady state. In a diﬀerent approach, we develop a formalism that monitors the wave
proﬁle of the cantilever, i.e. the waveform at ﬁve diﬀerent points on its longitudinal axis. With this
formalism the interaction can be reconstructed during a single oscillation cycle even in the transient
state of oscillation. Finally, we discuss the potential and advantages of the proposed methods and
future technical challenges. Other standard and state of the art techniques and methods are also
discussed and compared with the ones presented here. This work should also provide insight into the
current high throughput–high sensitivity developments dealing with multifrequency dynamic AFM
where information is recovered from multiple eigenmodes.1. Introduction
The capacity of the atomic force microscope AFM to image,1,2
probe3–5 and manipulate6,7 matter is a testament to its versa-
tility. The instrument is currently employed by researchers in
elds ranging from biology8,9 to semiconductor theory and
devices10 and in hybrid systems.11 With the AFM one can
routinely image single nanostructures,12,13 map heterogeneous
compositional14–18 and/or nanomechanical19–21 properties and/
or processes,22,23 study molecular interactions24,25 and larger
biological systems,26,27 identify single atoms,28 molecules29,30
and/or chemical composition31 and structures,32 study the fric-
tion induced by single atomic motion33 and, more recently, even
discriminate bond order and symmetry.34,35 The fundamental
principle however is relatively straightforward; atoms, nano-
structures and surfaces are probed with high precision on the
lateral and vertical axes via a nanoscopic tip mounted on a
microstructure, typically a micro-cantilever, by monitoring its
deection.36,37ENS), Center for Future Energy Systems
hnology, Abu Dhabi, 54224, United Arab
e Sistemes Electronics, UPC-Universitat
42 Manresa, Spain
0793Initially the AFM was developed to operate in the quasistatic
or DC mode36 but dynamic modes of operation were rapidly
introduced38–40 to reduce lateral forces while imaging,41 enhance
versatility42 and provide information related to chemical
composition41–43 and dynamic processes such as those involved
with irreversible loss of energy.44,45 In terms of nanoscale
processes and properties, a main advantage of dynamic AFM
(dAFM) modes over DC modes relates to their capacity to
simultaneously probe both conservative and dissipative forces
while tracking the topography for imaging.46 Conservative and
dissipative forces provide mechanical and chemical informa-
tion about samples and about the atomic and/or nanoscale
processes and phenomena23 that give rise to the macroscale
properties of matter.47 Extracting such information robustly
while enhancing the throughput and sensitivity is thus one of
the main driving forces behind the recent developments in
dAFM techniques.20,23,48–51 It is also worth noting that force
reconstruction maps in DCmodes, i.e. quasistatic modes, suﬀer
from stability issues resulting in the so-called “jump-to-contact”
where information for a range of distances is lost. Also the
signal-to-noise ratio might be compromised by pink noise, i.e.
noise is proportional to the inverse of the frequency. Still, the
interpretation of forces in DC modes could be argued to be
otherwise relatively simple, since the fundamental form ofThis journal is ª The Royal Society of Chemistry 2013
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View Article OnlineHooke's law is used and the force is constant while imaging. On
the other hand, interpreting data acquired from the dynamic
modes of operation requires more detailed modeling and care
as the tip follows a non-monotonic force trajectory during each
oscillation cycle.52 Furthermore, both users and researchers
have to deal with further complexity in electronics, diﬀerences
in the operation of the several available feedback modes, ne
tuning of the multiple operational parameters and the related
requirements for dealing with elementary and even advanced
concepts in vibration theory.
Among the most common dAFM modes of operation, the
fundamental exural mode of oscillation is excited and the
dynamics are monitored via amplitude modulation39 (AM) or
frequency modulation40 (FM) feedback systems. Conventionally,
the motion of the cantilever is monitored at a single point on its
longitudinal axis. In AMAFM the oscillation amplitude A typically
decays, almost linearly, with decreasing cantilever separation
particularly under ambient conditions. Furthermore the ampli-
tude decay53,54 is robust enough to deal with the challenging
topography19 in ambient and liquid environment.55 In FM AFM,
the amplitude is typically maintained constant while the reso-
nant frequency, which shis with decreasing cantilever separa-
tion, is a direct experimental observable.40,56 Conservative forces
alone have long been recognized to control the frequency shi
Du in dAFM and a relationship between the frequency shi and
the conservative forces was also derived and robustly vali-
dated.56,57 Consequently, mapping of conservative forces has
been possible in FM AFM for over a decade.58 The FM AFM
method of force reconstruction that was derived from these
relationships, including the small amplitude and large ampli-
tude approximations56 and the more general form,57,59 is here
termed the standard FM AFM method. In conventional AM AFM
the oscillation amplitude A is kept constant by the feedback
system by increasing and decreasing the cantilever separation zc.
The experimental observables are the amplitude A, the mean
deection and the phase shi F. An interplay between conser-
vative and dissipative forces however is responsible for the
amplitude decay and the phase shi that make the study of the
interaction particularly complex. In this respect, the more
generally accepted theory in AM AFM states that the cosine of the
phase shi provides information about conservative forces53,60
while its sine provides information about dissipation.44,45 Over
the past decade, methods to reconstruct forces by inverting
amplitude and phase shis in standard AM AFM have also been
proposed by several groups.61–63 It could be argued however that
the most commonly employedmethod is one presented by Katan
and Oosterkamp64,65 whereby the equivalence of the parameters
controlling the dynamics in AM AFM and FM AFM is recognized.
Then the relationship between the cosine of the phase shi, the
conservative forces and the frequency shi is employed to exploit
the standard FM formalism, i.e. the frequency shi is indirectly
recovered from the cosine of the phase shi. These studies have
thus exemplied that the standard FM AFM inversionmethod57,59
can be employed in both AMAFM and FMAFM21,66with the use of
observables only.
The standard FM AFM method as well as other proposed
methods of force reconstruction in dAFM61–63 make use of theThis journal is ª The Royal Society of Chemistry 2013integral form of the equation of motion and are based on the
single mode/fundamental harmonic approximation. The most
important implication from a practical point of view is that these
methods typically require approaching the surface by decreasing
the cantilever separation and acquiring data for a range of
separations. In this way, the minimum distance of approach per
cycle, i.e. dm, covers a range of tip-sample distances that are
directly mapped to a tip-sample force.57,62 For this reason such
methods could be termed dm methods, and, because of their
working principle, they are generally low throughput methods. It
is worth mentioning however that dm methods extend to recent
developments, typically termed multifrequency AFM; some
multifrequency methods exploit the standard FM AFM
method21,50 to reconstruct the tip-sample force from one of the
modes. Generally, in multifrequency AFM, multiple exural
modes of the cantilever are externally excited49,51 and FM and/or
AM feedback systems can be employed in one,67 several68 or all of
the modes. Some modes can also be le free, i.e. open loop.69,70
While one mode is employed to track the sample's topography
the other mode/s is/are employed to map nanomechanical
properties thus enhancing the throughput and quantication
capabilities of standard dAFM.19 Other multifrequency methods
might simultaneously employ exural and torsional excitation,71
drive the cantilever at two diﬀerent frequencies close to the rst
resonance48 or exploit band excitation72 to increase the
throughput and quantication. In summary, multifrequency
methods achieve high throughput and simultaneous quanti-
cation by cleverly circumventing the problems involved with the
requirement of dm methods for decreasing the cantilever sepa-
ration at a point.19,21,50
In a diﬀerent approach, Stark and Heckl73,74 solved the
diﬀerential equation of motion of the cantilever, rather than the
integral equation as treated in the methods above, by accounting
for highermodes and higher harmonics. In this way, in principle,
the instantaneous tip-sample force can be reconstructed as a
function of tip-sample distance or time.75 This approach
surmounts some of the disadvantages involved with the common
assumptions and requirements59,66 for solving the integral form
of the equation. In particular, no assumptions59 regarding the
nature of dissipative forces are required. This implies that the
formalism is robust and recovers the true force even in the
presence of complex hysteretic dissipative forces66,76 that might
account for bond formation and rupture, capillary interactions or
other relevant interactions.59 Furthermore, the forces can be
reconstructed in a single oscillation cycle. Albeit fractions of ms
or more of oscillations per pixel are in practice required to reach
the steady state and acquire a FFT to recover the higher harmonic
amplitudes and phases.75 On the other hand, by not depending
on the minimum distance of approach dm, the force can be
reconstructed from a single cantilever-surface separation at a
point. This can potentially lead to high throughput since the
topography can be tracked while simultaneously mapping sam-
ple's properties via the higher harmonics.76,77 A main disadvan-
tage of this technique relates to the diﬃculties in detecting the
very small amplitudes of the higher harmonics. Experimentally,
the amplitudes are excited by the non-linear tip-sample interac-
tion,78 i.e. the reaction of the sample. For the higher harmonicNanoscale, 2013, 5, 10776–10793 | 10777
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View Article Onlineamplitudes to be large enough to be detected, i.e.1–10 pm, high
peak forces, which are detrimental for high resolution and so
matter imaging,79 are required.75,77 In order to enhance harmonic
excitation with lower peak forces, Sahin and coworkers proposed
employing cantilevers where the resonances of the higher modes
coincide with higher harmonics of the fundamental frequency.80
Note that it could also be argued that the development of
multifrequency AFM also originated from a similar idea,49,51 i.e.
enhancement of harmonic excitation or detection from relatively
small peak tip-sample forces. More recently, Sahin and
coworkers20 proposed and designed a T-shaped cantilever that
allowed excitation of torsional modes and detects a suﬃciently
large number of torsional harmonics to reconstruct the tip-
sample force with the standard peak forces of AM AFM. The
topography is still recovered from the fundamental exural mode
and fundamental harmonic while sample's properties can be
recovered from the torsional modes. In summary, there is a
general trend in the community that is clearly directed towards
exploiting multiple frequencies and higher eigenmodes with a
view to enhance the sensitivity54 and throughput,81 and to extract
and quantify nanoscale properties robustly.27,51,82
Here, we rst discuss the advantages and disadvantages of
period averaged methods for force reconstruction that are based
on the minimum distance of approach dm. In particular, we
discuss the main cases where the standard FM AFM method of
force reconstruction excels and where it fails. We then discuss a
formalism based on the diﬀerential form of the equation of
motion for standard rectangular cantilevers that has been
recently put forward.83 The formalism accounts for base motion,
which is standard in commercial AFM systems, and also accounts
for higher exural modes and higher harmonics. From this
formalism, a close form solution is found and expressed in terms
of experimental observables. Via numerical simulations and the
nite element FE method the formalism is shown to provide
detailed information about realistic hysteretic dissipative forces
where standard dm methods fail. We term this formalism the
modal analysis method and discuss its applicability provided a
suﬃciently high number of harmonics can be detected. As with
standard and current force reconstruction methods, the modal
analysis method presented here also requires monitoring the
deection of the cantilever, i.e. the waveform, at a single point on
its longitudinal axis. The cantilever further has to oscillate in the
steady state. Then, a second formalism is developed83 that
exploits the concept of monitoring the cantilever motion at ve
diﬀerent points on its longitudinal axis. We term this second
formalism the single cycle method and show that it is as
powerful as themodal analysis method in the steady state.83With
the single cycle method however, and by monitoring the wave
prole of the cantilever at a nite number of locations on its
longitudinal axis, transient phenomena can be probed, in prin-
ciple, with sub-microsecond resolution. A discussion about the
high temporal resolution of the method is given in terms of
its potential to be employed experimentally to probe fast
processes from those involved in phase transformation84 and
other irreversible interactions23 to complex and fast biological
phenomena.9,81,85,86 In the conclusions, the experimental chal-
lenges involving implementation are put into context and related10778 | Nanoscale, 2013, 5, 10776–10793to current developments in advanced dAFM methods. Finally,
some mathematical details are given in two appendices.2. Force reconstruction schemes:
assumptions and challenges
(a) Energy considerations
The DC mode of operation is commonly employed in AFM
experiments to reconstruct the normal tip-sample force from
the vertical deection and the lateral or frictional forces from
the lateral deection.37 Only dAFM methods are discussed in
detail here however since the interpretation of DC force recon-
struction is relatively straightforward.52 Moreover, some of the
advantages of dAFM and DC methods have already been dis-
cussed in the introduction. Suﬃce it to say here that in DC
modes compliant cantilevers typically reach a point of insta-
bility. The instability occurs in the attractive force region,
arguably the most interesting region of the force from a
chemical point of view.52,59,66 Stiﬀer cantilevers can compromise
sensitivity87 while employing compliant cantilevers in the DC
mode has the disadvantage of magnifying noise via the eﬀect of
the 1/f noise (pink noise) factor.65 In terms of force recon-
struction, viscous dissipative forces are not probed in the DC
mode.88,89 Finally, the interpretation of dissipative hysteretic
forces from the DC signal could lead to ambiguity due to tip
trapping or even tip sliding.90 It should be noted however that
more recent forms of DC operation, i.e. the Force Feedback
Method (FFM), can be employed to eliminate issues related to
tip trapping.91 Moreover, such methods might provide alterna-
tive means to the dynamic modes to probe conservative and
hysteretic phenomena at diﬀerent time scales.
With dAFMmodes of operation the stability is provided to the
cantilever dynamics via the energy stored in the cantilever Ec and
via the energy inputted per cycle by the driving force Ein. This
added stability allows operation of dAFM in (1) the pure non-
contact mode of operation, where mechanical contact is never
established, (2) the attractive regime where the average force per
cycle is attractive, and (3) the repulsive force regime where
mechanical contact occurs intermittently.92–94 Furthermore, by
tuning Ec and/or Ein in dAFM, and for a given cantilever spring
constant k, tip trapping can be avoided and any tip-sample
distance can be reached (even in AM AFM66) provided the oscil-
lation amplitudes A and/or the free amplitudes A0 respectively are
large enough.95,96 The stability provided by Ec can be understood
from the proportionality to k and A square.97,98 The oscillation
amplitude A can be arbitrarily set as a set-point in dAFM. The
stability coming from Ein is also arbitrarily selected by setting a
given value of free amplitude A0 where Ein increases with
increasing A0.44 Furthermore, in the steady state, the energy
dissipated per cycle Edis coincides with the energy provided by the
driving force, i.e. Ein ¼ Edis, and this produces an extra channel
for mapping compositional variations via phase imaging.44,45
Physically, the tip-sample force Fts is conservative if it
depends on the tip-position z or, equivalently for a given zc, the
tip-sample distance d only; note the geometrical constraint via
the cantilever-sample separation zc where d ¼ zc + z.92 That is, a
conservative force should be independent of the velocity and, inThis journal is ª The Royal Society of Chemistry 2013
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View Article Onlineparticular, of the sense of motion and the history of tip-sample
trajectories.59,76,99 The conservative part of the tip-sample force
can be termed Fc(d)63,76 and its contribution to Edis should be
zero. On the other hand, the energy dissipated per cycle Edis is
the work done per cycle by the dissipative forces present in the
interaction.45 The dissipative part of the force can be termed
Fdis(d, _d). The net instantaneous force is then Fts ¼ Fc + Fdis. A
qualitative discussion on some of these dissipative forces is
given next; more general denitions59 and assumptions76 for
modelling dissipative forces can be found in the literature.
Dissipative forces can be viscous or hysteretic.88,89 Viscous
forces oppose the motion of the tip while hysteretic forces simply
imply that the magnitude of the force depends on the tip's sense
of motion63 and possibly its trajectory's history.100,101 Furthermore,
in dAFM, viscous forces are typically modelled as linear functions
of the tip's velocity and, in more restrictive but common
scenarios, as odd functions of velocity.59 If the dissipative forces
present in the interaction are odd functions of, and linearly
dependent on, velocity, there are no constraints on the conser-
vative forces that the standard FM AFMmethod can reconstruct.59
The standard FM AFM method is discussed below and employed
to reconstruct complex hysteretic interactions numerically.(b) The equation of motion and force and energy
reconstruction schemes
The equation of motion in dAFM is typically written in terms of
a point mass, linear damping, a spring, a drive force and a non-
linear force Fts as follows3,92
m
d2z
dt2
þmu0
Q
dz
dt
þ kz ¼ Fts þ FD (1)
where z is the tip-position relative to the unperturbed equilib-
rium position of the cantilever, k is the spring constant, Q is the
quality factor due to dissipation with the medium, u0 is the
angular resonance frequency, the eﬀective mass is m ¼ k/u02, FD
is the driving force and Fts is the net tip-sample interaction.46 The
main assumption in (1) is that themotion due to highermodes of
oscillation can be neglected. This assumption is reasonable in
ambient and vacuum environment where Q is high,102,103 i.e. Q 
102 to 105. The assumptions in (1) are also reasonable in a liquid
environment provided the free amplitude A0 is low enough and
provided directly excited cantilevers are employed;79 note that
base excitation is common in AFM. Moreover the drive frequency
u is sometimes set equal to the natural frequency u0 since this
leads to convenient simplications.44
From (1), it can be shown that conservative forces, or more
thoroughly, forces that are even functions of position,59 are
related to the virial Vts ¼ hFtszi h hFczi of the tip-sample inter-
action.53 The expression relating hFczi to the frequency shi Du
was initially proposed by Giessibl in 1997 (ref. 56) and by others
later.104,105 Such expression is typically termed the integral
equation of motion. Giessibl himself further inverted the
expression and found a close form solution for the conservative
force as a function of distance Fc(d) for the small and the large
amplitude A approximations. The small amplitude approxima-
tion typically requires amplitudes in the order of A˚ (ref. 106).This journal is ª The Royal Society of Chemistry 2013Later on, Sader et al. found57 a close form solution for arbitrary
amplitudes. This is in fact the standard FM AFM method for
force reconstruction and reads
F*c ðdÞ ¼
2k
jFADj
ðu¼N
u¼d
" 
1þ A
1=2
8
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pðu dÞp
!
UðuÞ
 A
3=2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ðu dÞp
dUðuÞ
du
#
du (2)
In (2) U is the normalized frequency shi as in U ¼ (ur  u0)/
u0 and ur is the eﬀective resonant frequency.59 Furthermore the
conservative force Fc in (2) is normalized via the absolute of the
minima of force, or force of adhesion |FAD|, i.e. F
*
c ¼ Fc/|FAD|.
Normalization is implied here, and throughout, by the asterisk,
i.e. F*c. In FM AFM U is obtained experimentally and A is typically
maintained constant as the cantilever separation zc decreases.
The implication is that the minimum distance of approach, i.e.
dm, decreases almost linearly with decreasing zc, i.e. dmz zc A.
This approximation is reasonable107 provided the mean deec-
tion is small compared to A and provided the amplitudes of the
higher harmonics are small, i.e. typically 1–10 pm. This situa-
tion typically occurs when the value of Q is high enough as
before.103,108 In this way, by decreasing the cantilever separation zc
the whole range of dm is recovered smoothly by monitoring the
variation in U. Furthermore, the force obtained by solving (2) at
each point is that corresponding to d ¼ dm and dm can thus be
directly equated to the tip-sample distance d by writing Fc(d).
In AM AFM however, U is not obtained directly as an
experimental observable. U is indirectly recovered from the
cosine of the phase shi53 F which is directly observed experi-
mentally.64,109 The relationship is
UðdÞ ¼

UD
2 þ F0
kA
cosðFÞ
1=2
 1 (3)
where UD is the normalized drive frequency u/u0 and where F0
is the magnitude of the driving force, i.e. F0 ¼ kA0/Q when u ¼
u0. At this point, it is worth noting that in AM AFM the
(normalized) oscillation amplitude A (A* ¼ A/A0) varies with
cantilever-sample separation zc. In particular, while in AM AFM
there is a functional relationship between A* and dm, i.e. A*(dm),
there is no one to one mapping from dm to Fc(d).110 Thus, the
relationship dmz zc  A assumed in (2) needs to be used with
care. First, in AM AFM dm does not necessarily decrease linearly
with decreasing cantilever separation zc.110 Second, there might
be a missing region in dm due to bistability.63,111,112 Third, due to
the derivation of (2), where A is assumed to be constant during
the measurements,57 errors from variations in A might follow
when acquiring data in AM AFM and by employing (2).64 It has
been shown via numerical integration however that errors in the
recovery of Fc in AM AFM, and with the use of (2) and (3), might
be 5% or less.64,66 Furthermore, the rst two points can be dealt
with in AM AFM by (i) choosing only the relevant region of dm
experimentally calculated with the standard expression dm z
zc  A and by (ii) driving with suﬃciently large values of free
amplitude66 A0 such that the bi-stability is avoided.92,95,113 In
summary, since U can be measured directly in FM AFM and
indirectly in AM AFM with (3), the conservative force Fc in (2)Nanoscale, 2013, 5, 10776–10793 | 10779
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View Article Onlinecan be reconstructed as a function of tip-sample distance d in
both FM and AM AFM with the use of (2) and (2) and (3)
respectively.
The energy dissipated per cycle Edis can also be recovered in
AM AFM with the use of
E*disðdÞ ¼
pkA0AðdÞ
EdisðMÞQ

sinðFÞ  AðdÞ
A0

(4)
where E*dis implies normalization with respect to maxima
Edis(M) in Edis in a given force–distance curve; similar expres-
sions apply in FM AFM and other dAFMmethods.44,114 From (4),
E*dis can bemapped onto dm, or d, from the relationship between
A, F and d. It is now worth mentioning that there is no direct
method for recovering a model free force Fdis in Newton, and as
a function of distance d, from the integral equation of motion.
Expressions (2) and (3) are employed next to reconstruct the
conservative force in the presence of complex hysteretic dissi-
pative forces.(c) Reconstructing conservative forces in the presence of
hysteretic forces
As stated, provided viscous forces are the only source of dissi-
pation and these forces are (i) odd functions of tip-velocity _d and
(ii) linearly dependent on _d, (2) can be employed to reconstruct
the conservative part of the force Fc.66 That is, any errors from (2)
are due to the single mode-single frequency59,64 and/or the small
frequency shi56 approximations only. Furthermore, and while
these forces are not discussed in detail in this work, the two
conditions above imply that63,76 Fdis(A)(d, _d) ¼ Fdis(R)(d, _d) ¼
h(d) _d where Fdis(A) is the viscous force on tip approach, Fdis(R)
is the viscous force on tip retraction63 and h is a function of
distance d only. The possible failure of (2) can be understood by
realizing that in practical cases of interest h might depend on
either the sense of motion, or the tip velocity _d or both and not
on d only. Then h(A)(d, _d)s h(R)(d, _d). Some realistic cases that
might lead to the functions h(A) (tip approach) and h(R) (tip
retraction) not being equivalent include (i) cases where diﬀerent
phenomena occur during tip approach and tip retraction, i.e.
the formation and rupture of the capillary bridge or chemical
bonds, or hysteretic sample deformation occurring when the
samples are very compliant115,116 and (ii) cases where the tip
oscillates in a diﬀerent medium during tip approach and tip
retraction, i.e. formation and rupture of the capillary bridge. In
all these cases, expression (2) will then recover a value of Fc(d)
that is either that of the viscous independent path on tip
approach only or that lying in between that of tip approach and
tip retraction.66,76 In fact, the condition h(A)(d, _d) s h(R)(d,  _d)
implies a viscous force equivalent to a hysteretic force since the
magnitude |h(d) _d| depends on the sense of motion.
Other than viscous forces, hysteretic forces are typically dis-
cussed in the literature.101,117 Hysteretic forces introduce ambi-
guity in terms of (2) since in these cases a single force cannot be
dened at a given distance. More thoroughly, in the presence of
hysteresis the tip-sample system is, by denition, metastable and
dissipation will occur even in the absence of viscosity. The
expression (2) however can still be employed to recover a single10780 | Nanoscale, 2013, 5, 10776–10793value of Fc at a given distance d. It will be shown below (Fig. 2)
that the recovered values of Fc(d) with (2) depend on the nature of
the hysteretic force. More thoroughly Fc(d) depends on the rela-
tionship between the onset and breakoﬀ distances on tip
approach and retraction respectively. Next, two relevant hyster-
etic forces are dened and (2) is tested in their presence.
As a rst type of hysteretic force, let us consider short range
hysteresis. This is a key dissipativemechanism that is assumed to
control nanoscale energy dissipation.41,88,118 Theoretical as well as
experimental investigations have been conducted for years from
the classical41 and atomistic perspectives,119 or by interpreting the
data in terms of a combination of both.24,120,121 Short range
hysteresis might originate from variations in surface energy, i.e.
surface energy hysteresis. Some reports24 have suggested that the
molecular origin of surface energy hysteresis might relate to
variations in the molecular conguration of the system. Others
have observed short range hysteresis and interpreted it as sub-
molecular motion of organic lms.122 Here we consider a simple
model for a short range hysteretic force Fi
Fi ¼ 4pRgi, d < a0 (5)
where g is the surface energy123 and ih a on tip approach and i
h r on tip retraction.41 R is the tip radius and a0 is the inter-
molecular distance below which mechanical contact occurs.
There are two important assumptions in (5). First, (5) does not
take into account possible variations in surface energy g as a
function of distance d, that is, g is constant during tip approach
and tip retraction. Second, the onset don and breakoﬀ doﬀ of the
force coincide on tip approach and tip retraction at d ¼ a0, i.e.
don ¼ doﬀ ¼ a0. This situation might not be realistic experi-
mentally but it is considered for completeness.
A second type of hysteretic force is considered here where the
onset don and breakoﬀ doﬀ distances do not coincide. Such forces
have also been considered for over a decade by several groups
and are thought to describe realistic phenomena.100,101,117,124–126
Here we term such form of hysteresis forces presenting don doﬀ
mechanisms. Mathematically, a simple force presenting a don 
doﬀ mechanism can be described as follows
Fonoff ¼
8><
>:
0 d. doff
1 d\don
0 d. don; k ¼ 0
1 d. don; k ¼ 1
(6)
where k acts as a memory parameter that starts with k ¼ 0 and d
is the tip surface separation measured from the sample surface
(doﬀ > don). If the tip crosses don, where d < don, k ¼ 1. If the tip
retracts past doﬀ, where d > doﬀ, k ¼ 0. From (2), the force Fon–oﬀ
is activated instantly (taking a value of 1) if the tip is closer to the
surface than don (d < don) and the force persists provided the tip
does not retract past doﬀ. Otherwise the force is discontinuously
nulled. Physically, in the case of capillary interactions, don is
identied with the distance at which van der Waals perturba-
tions induce the formation of the capillary neck. Numerically
don is approximately 3 times the height of the water layer
according to theory.127 The distance doﬀ is the distance at which
the stability of the neck is compromised and it breaks.101 In theThis journal is ª The Royal Society of Chemistry 2013
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View Article Onlinecase of physical or chemical bond formation and rupture don
and doﬀ refer to the distances of formation and rupture of the
bonds respectively.126,128
For Fig. 1, the equation of motion (1) has been implemented
in C and solved numerically with a fourth order Runge Kutta
algorithm. A lock-in-amplier has also been implemented in
the simulation to recover the fundamental oscillation ampli-
tude A and the phase shi F. Two standard92,129 conservative
forces have been employed in the simulations. These are the
long range London dispersion contribution to the van der
Waals force FvdW (7), considered via the Hamaker approach,130
and the repulsive force due to mechanical contact FDMT (8),
considered via the Derjaguin Muller Toporov (DMT) model of
contact mechanics131
FvdW ¼ HR
6d2
d. a0 (7)
FDMTðdÞ ¼ 4
3
E*
ﬃﬃﬃﬃ
R
p
d3=2 d # a0 (8)
where H is the Hamaker constant that accounts for the atoms of
the tip-sample system interacting in a medium, E* is the
eﬀective elastic modulus of the contacting bodies that accounts
for mechanical properties and d is the tip-sample deformation,
i.e. d ¼ a0  d. Note also that the surface energy and the
Hamaker constant can be related via123
g ¼ H
24pa02
(9)
In the contact, i.e. when d# a0, the force described by (5) has
also been implemented. As discussed, this force can be employed
to model surface energy hysteresis and introduces a form of
metastability in the contact region that leads to energy dissipa-
tion in a cycle, i.e. Edis > 0 provided d < a0. A second source of
dissipation has been implemented employing (6). As discussed,
while also hysteretic in nature, the force in (6) activates at a
distance don and deactivates if and only if the tip moves past a
distance doﬀ on retraction, doﬀ > don. Such forces might act in the
contact region, where mechanical and chemical processes occur,
as well as in the long range where chemical aﬃnity might aﬀect
the magnitude of the force as well as the distances don and doﬀ.
Note that the range at which the don doﬀmechanism dissipatesFig. 1 Simulation of a tip-sample interaction proﬁle where conservative and
hysteretic dissipative forces are simultaneously present in the interaction. Fts (sim.)
in continuous black lines stands for the force proﬁle used in simulations while Fc
(rec.) in dashed blue lines is the recovered conservative force according to the
standard FM AFMmethod of force reconstruction in (2). When the force is double
valued, the path of tip approach coincides with the highest values.
This journal is ª The Royal Society of Chemistry 2013energy depends solely onwhere the don/doﬀ distances are dened.
Then, since the ability of (2) to recover the forces is not aﬀected by
the choice of don/doﬀ distances, here, without loss of generality,
we dene them to be in the long range. In particular, we take
doﬀ > don > a0. Furthermore, in Fig. 1 the following cantilever-
sample parameters have been employed: k ¼ 40 N m1, f0 ¼ 300
kHz (natural frequency), Q ¼ 450, A0z 25 nm, Young's modulus
of the tip Et ¼ 120 GPa, Young's modulus of the sample Es ¼ 1
GPa (then E* z 1 GPa), R ¼ 8 nm, surface energy of approach
ga ¼ 10 mJ m2 and that of retraction gr ¼ 20 mJ m2, don ¼ 0.5
nm, doﬀ ¼ 1.5 nm and a0 ¼ 0.165 nm.
The net tip-sample force Fts employed in the simulations is
shown in Fig. 1 with the use of continuous black lines. Where the
force is two, valued at a given distance d, the path of tip approach
corresponds to the highest value and that of tip retraction corre-
sponds to the lowest value. The conservative force Fc according to
(2) is shown with the use of dashed blue lines. Several aspects are
worthmentioning. First note that Fc follows very accurately (errors
of less than 2%) the conservative long range force (black lines)
prior to d¼ don. This corresponds to the London dispersion force
modeled with (7). Second, the metastability of the don  doﬀ
mechanism in the don ¼ 0.5 nm < d < 1.5 nm ¼ doﬀ region
modeled with (2) is not recovered. In particular, the data show
that when hysteretic forces presenting the don  doﬀ mechanism
are present, in the metastable region (2) recovers the force of the
tip-approach path only and not that of tip retraction. That is, the
conservative force according to (2) is the exact path of tip
approach. Physically, this result implies that mechanisms related
to bond formation and rupture in the long range, i.e. chemical
and physical reactivity, and long range capillary interactions,
amongst other phenomena, cannot be fully probed with (2).
Furthermore, it can be shown66 that the energy dissipation eqn (4)
misses similar phenomena. Third, the discontinuity and overshot
in Fts observed at d ¼ don result as a consequence of the onset of
the hysteretic force (7). This is a consequence of the Gibbs
phenomenon at the discontinuity.132 Fourth, during mechanical
contact, i.e. d < a0, the attractive hysteretic force in (5) acts. Recall
that the main diﬀerence between this hysteretic force and the
previous one is that here don¼ doﬀ. The implication of don¼ doﬀ is
that the standard FM AFM method for force reconstruction in (2)
recovers a value of Fc lying in between the approach and retraction
paths. Fih, the accuracy of Fc from (2) deteriorates (not all data
shown) as the tip further indents into the surface. This is a
consequence of the assumptions in the derivation, i.e. the small
frequency shi.56 In summary, in the presence of hysteretic forces,
the standardmethod of force reconstruction (2) will provide, at its
best, an eﬀective value of Fc lying in between the approach and
retraction paths. More importantly, and considering that don
might not coincide with doﬀ in practical cases, in most cases only
the path of tip approach will be recovered. The physical implica-
tion is that the recovered values might lead to errors and inac-
curacies when quantifying nanoscale phenomena. In particular,
these errors might lead to miss-calculations of important nano-
scale sample mechanical properties such as peak forces79 and the
related Young's modulus.21
The force reconstruction example described with the use of
Fig. 1 has been discussed by employing the standard method forNanoscale, 2013, 5, 10776–10793 | 10781
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View Article Onlineforce reconstruction in FM AFM (2). Nevertheless, the outcome is
general for methods, such as that in (2), that depend on inversion
of the integral equation of motion and the minimum distance of
approach dm, and that have the standard assumptions involving
even and odd functions of distance.59,62,63 In summary, ambiguity
arises in terms of the value, and even the meaning, of conser-
vative force in the presence of hysteretic forces. In practice
however a highly sophisticated instrument such as the AFM
should be able to provide detailed information about relevant
nanoscale interactions, including those related to the above
mechanisms, with no restrictions. In what follows, two methods
are presented that overcome the limitations of force reconstruc-
tion methods based on the integral equation of motion.3. Force reconstruction in steady state
oscillation: the method of modal analysis
(a) The modal analysis formalism
The one dimensional Euler–Bernoulli beam equation that governs
the dynamics of a rectangular beam can be written as follows133
EI
v4
vx4

uðx; tÞ þ a1 _uðx; tÞ
þ a0 _uðx; tÞ þ mðxÞu€ðx; tÞ
¼ ftsðx; tÞdðx LÞ (10)
_uðx; tÞ ¼ vuðx; tÞ
vt
and u€ðx; tÞ ¼ v
2uðx; tÞ
vt2
In this equation, the elastic modulus E(x) and moment of
inertia I(x) are assumed to be constant along the length of the
cantilever L where x is the coordinate along the cantilever axis.
The damping in the system is accounted for by a0 and a1 that are
the mass proportional damping and the stiﬀness proportional
damping parameters, respectively. The mass per unit length
m(x) is also considered as constant along the cantilever length
and can be estimated from the density r and cross-section area
A i.e. (m ¼ rA). The tip-sample force fts is implemented in this
formalism as an external force localized at the end of the
cantilever using the delta function d(x  L).
The boundary conditions that govern the cantilever motion
are:
u(0, t) ¼ y(t), u0 0(L, t) ¼ 0,
u0(0, t) ¼ 0, u0 00(L, t) ¼ 0.
where the derivatives are with respect to x. Here eqn (10), along
with the boundary conditions, is written in terms of the absolute
cantilever position u(x, t) in an absolute inertial reference frame.
This implies that the base motion is already incorporated in the
expression. If the equation is projected onto a non-inertial
reference frame by expressing the cantilever deection w(x, t) as
w(x, t) ¼ u(x, t)  y(t) (11)
where y(t) is the base motion, the inertial terms appear naturally
in the equation as an equivalent excitation force and all the10782 | Nanoscale, 2013, 5, 10776–10793boundary conditions will be nulled. Substituting (11) into (10)
results in
EI
v4
vx4

wðx; tÞ þ yðtÞ þ a1 v
vt
fwðx; tÞ þ yðtÞg

þ a0 v
vt
fwðx; tÞ
þ yðtÞg þ m v
2
vt2
fwðx; tÞ þ yðtÞg ¼ ftsðx; tÞdðx LÞ ð12Þ
The principle of separation of variables can now be applied to
expand w(x, t) as a series of eigenmodes where (see Appendix A)
wðx; tÞ ¼
XN
m¼1
4mðxÞzmðtÞ (13)
4m(x) is the normalized eigenfunction of the mth bending
mode of a uniform thin rectangular beam. The eigenmodes are
normalized i.e. 4(L) ¼ 1 and, consequently, the measured tip
deection is zm(t).
Substituting (13) into (12), followed by multiplication with
4m(x) and integration over the length of the cantilever L, results
in the following expression (see Appendix A)
EIzm(t)lm
4am + a1EIz˙m(t)lm
4am + a0z˙m(t)am + m€zm(t)am
+ a0bm _y(t) + my¨(t)bm ¼ fts(L, t)4m(L) (14)
amL ¼
Ð
L
04m
2(x)dx, and bmL ¼
Ð
L
04m(x)dx
Note that from 14 onwards summation over m is implied
throughout. Eqn (14) can now be written in a more familiar
form as (see Appendix A)
Mmum
2zmðtÞ þ umMm
Qm
_zmðtÞ þMmz€mðtÞ
þ
h
a0 _yðtÞbm þ my€ðtÞbm
i
¼ ftsðtÞ (15)
In (15) the diﬀerent terms in (14) are expressed in the formof
generalizedmodalquantities,namely, generalizedmodalmassMm
and generalized modal quality factor Qm. In fact the equation of
motion described by (1) is simply the rst mode in (15), i.e. m¼ 1,
and standard methods involving the integral equation of motion,
i.e. (2), are developed from it by ignoring higher modes, i.e. m > 1.
Note also that the eﬀect of base excitation (quantity in square
brackets) is translated into an equivalent excitation force.
Further modications are seen in terms of the tip-sample force.
Here the explicit dependence of fts(t) on time only is understood
from the point of view that the force acts at the end of the
cantilever only. Then, 4(L) is simply 1 due to normalization.
By using the decoupled m equations in (15), the cantilever
response to any arbitrary periodic base excitation can be
derived. This is done by writing the equation in the frequency
domain to express the steady state dynamics as follows
Mmzmð jnUÞ
	
um
2 þ jnUum
Qm
 n2U2


þ bmyð jnUÞ
 jnUa0  mn2U2 ¼ ftsð jnUÞ (16)This journal is ª The Royal Society of Chemistry 2013
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View Article OnlineNote that (16) now contains the angular frequency of the base
excitation U. Also note that (16) is satised for mmode shapes of
the cantilever for every harmonic n; n¼ 0 is the static solution (DC
deection of the cantilever). An accurate representation of the
force prole is obtained by taking a suﬃcient number of modesm
and harmonics n (ref. 74–76). With this understanding and from
(16) we express the nth harmonic of the tip-sample force as
MmAmne
jamnHmn + bmAdne
jqn[ jnUa0  mn2U2] ¼ Fne jgn (17)
where the phasor representation is employed to express zm( jnU)
with an amplitude Amn and phase amn for themth mode and nth
harmonic.
The base excitation y( jnU) has no modal dependence so Adn
and qn are the amplitude and phase of the nth harmonic of the
base excitation respectively. The quantity Hmn is used in (17) to
replace the quantity in brackets in (16). Then, the system of
equations in (17) needs to be solved for every harmonic n. This
results in a complex force term fts (magnitude Fn and phase gn).
Finally, taking into account that the measurable quantities are
the amplitudes and phases of each harmonic, it follows that
Ane
jan ¼
XN
m¼1
Amne
jamn (18)
(b) Numerical example with the modal analysis
Without the loss of generality we next demonstrate the analysis
for a three mode system while the nal expression can be easily
extended to any number of modes and harmonics. In the matrix
form (17) reads0
@M1H1n 0 00 M2H2n 0
0 0 M3H3n
1
A
0
@A1ne ja1nA2ne ja2n
A3ne
ja3n
1
Aþ Adne jqn jnUa0n2U2m
0
@b1b2
b3
1
A ¼ Fne jgn
0
@ 11
1
1
A (19)which when multiplied by the inverse of the MH matrix0
@A1ne ja1nA2ne ja2n
A3ne
ja3n
1
Aþ Adne jqnjnUa0n2U2m
0
@ 1=M1H1n 0 00 1=M2H2n 0
0 0 1=M3H3n
1
A
0
@ b1b2
b3
1
A
¼ Fne jgn
0
@ 1=M1H1n 0 00 1=M2H2n 0
0 0 1=M3H3n
1
A
0
@ 11
1
1
A (20)Finally, the nth harmonic of the tip sample force is
Fne
jgn ¼
Ane
jan þ Adne jqn

jnUa0n2U2m
Xk¼m
k¼1
bk
MkHknXp¼m
p¼1
1
MpHpn
(21)
And the instantaneous (net) tip sample force isThis journal is ª The Royal Society of Chemistry 2013ftsðtÞ ¼
XN
n¼1
FncosðnUtþ gnÞ (22)
In the standard dAFM, the base motion occurs at a single
frequency U. Thus, Adn ¼ 0 for all n but n ¼ 1. Furthermore, as
the modal analysis assumes steady state oscillation, t has to
cover only one cycle of oscillation to fully reconstruct the tip-
sample force. In practice however, several cycles are necessary
per pixel, depending on the topography, in order to reach the
steady state and perform the FFT. Reaching the steady state
with standard cantilevers in dAFM under ambient conditions
typically requires oscillation of 1 ms. In a liquid environment,
where the Q factor is orders of magnitude smaller, the steady
state might be reached in fractions of ms. This is the temporal
limitation of the modal analysis as presented here and it is, in
principle, similar to the limitations of the standard AM AFM
where imaging in the steady state is required.46
The validity of the formalism is next tested by employing
numerical results obtained from nite element FE simulations
using a commercial package (Ansys). In FE, a beam element
BEAM188 is utilized as a 1D element to simulate the AFM
cantilever. A mesh renement study is conducted to ensure
mesh independent results. The cantilever oscillates because of
the base excitation and the tip-sample force includes both types
of hysteresis (5) and (6) discussed with the use of Fig. 1. The
absolute tip position u(L, t) is then extracted and from this and
the use of (13) the cantilever deection is determined. Fig. 2
shows an FFT of the signal and four oscillations of the steady
state cantilever deection as a function of time in the inset. The
FFT shows the presence of harmonic amplitudes and the inset
demonstrates the distortion of the waveform that generatesthe harmonics. From the amplitude spectrum, one can deduce
the number of eigenmodes that signicantly contribute to the
cantilever oscillation, or, more thoroughly, the number of
harmonics that could be detected from an experimental point of
view. The resonances of the modes are shown in the gure with
the use of dashed blue lines. Note that these do not typically
coincide with higher harmonics. In the case of Fig. 2, harmonics
contribute with amplitudes in the pm range or larger up to theNanoscale, 2013, 5, 10776–10793 | 10783
Fig. 2 Finite element simulation of a vibrating cantilever. The amplitude spec-
trum of the deﬂection waveform shows equally spaced amplitudes of the higher
harmonics. The plot can point out the signiﬁcant number of modes that can
describe the cantilever motion (four modes). The inset shows four cycles of the
steady state tip deﬂection w(L, t) of the cantilever as a function of time. Some
wave distortion can be observed due to the presence of higher harmonics.
Simulation parameters: L ¼ 160 mm, A ¼ 25  5 mm2, r ¼ 2300 kg m3, Et ¼
200 GPa, and Q1 ¼ 20.
Fig. 3 FE simulations versus themodal analysis scheme for force reconstruction. The
force employed in the simulations is shown in black Fts (sim.). Theblue curve Fts (rec.) is
the force reconstructed by utilizing the relevant number of harmonics for every
mode. (a) For mode 1 we use 3 harmonics, (b) for mode 2 10 harmonics and (c) for
mode 3, 27 harmonics. Note that from the second mode alone an accurate esti-
mation of the maximum indentation depth and the hysteretic part inside the
material, i.e. the region of mechanical contact, is recovered already. In gray, a ﬁxed
number of harmonics (50 harmonics) have been employed to reconstruct the force
when employing 1, 2 and 3modes respectively. The number 50 is instructively chosen
because it is the number of harmonics employed with the 4 mode approximation. It
is clear that increasing the number of harmonics alone does not lead to accurate
reconstruction unless the right number of modes is considered. Simulated force
parameters: don ¼ 1.5 nm, doﬀ ¼ 4.5 nm, H ¼ 3  1019 J, R ¼ 15 nm, ga ¼ 10 mJ
m2, gr ¼ 40 mJ m2, Es ¼ 10 GPa, and Ad ¼ 1.5 nm.
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View Article Online4th eigenmode. Frequencies closer to higher modes have even
smaller amplitudes that would therefore be buried under the
base noise in experiments. The relevant question is whether the
harmonics that, in principle, could be experimentally detected
suﬃce, i.e. up to the 4th mode, to observe the details of the
approach and retraction paths where (2) fails, i.e. the meta-
stable regions.
According to (21), the full waveform for fts(t) can be recovered
from the harmonic components by employing (22). It is
instructive however to discuss the contribution of each mode,
the relevant number of harmonics n that should be considered
when considering a given number of modes m and the details
that can be recovered in each case. This is shown in Fig. 3 and 4
and is the aim of the discussion that follows. The force
employed in the simulations is similar to that discussed in
Fig. 1 and comprises hysteretic dissipative forces (5) and (6) and
conservative forces (7) and (8) like before. The net force in the
simulations is shown with the use of continuous black lines and
the reconstructed force according to (22) is shown with the use
of blue lines. First in Fig. 3a a single mode has been imple-
mented and the contribution from the higher mode signal has
been ignored. This is equivalent to employing (1) as the equa-
tion of motion or to employing m ¼ 1 only in (21). The recon-
structed force Fts (rec.) in blue lines has been acquired with the
use of 3 harmonics only since these are the harmonics towards
which the rst mode contributes the most. It can be readily
observed that while the reconstructed force Fts (rec.) already has
a tendency to follow the true force Fts (sim.) errors in peak forces
can be as large as 40%. However, the area under the curve, i.e.
the energy dissipated in the interaction Edis, already accounts
for over 95% of the total dissipated energy. This is in agreement
with previous studies76 and in accordance with101,134 the use of
(4), i.e. the single mode-single frequency approximation,
in previous reports.135 The consequences of employing 50
harmonics to reconstruct the force when employing the single
mode approximation are shown in Fig. 3a with the use of grey
lines. It is clear that the error is dramatic and stems from the
fact that harmonics higher than the third are encodedmainly in10784 | Nanoscale, 2013, 5, 10776–10793the higher modes of oscillation rather than in the rst
mode.102,103 From this, it follows that increasing the number of
harmonics alone does not lead to accurate reconstruction
unless the right number of modes is considered. Next, in Fig. 3b
two modes have been implemented. The same true force Fts
(sim.) has been employed in the simulations. In order to
reconstruct the force Fts (rec.) with the use of (21) and (22)
however, 10 harmonics have been employed since these are the
harmonics mainly encoded by the rst and second modes. The
error in the peak force is now approximately 5–10%. This is
good considering that complex hysteretic forces, such as those
in (5) and (6), are present in the interaction and that only two
modes and 10 harmonics have been considered. The errors in
the points of discontinuity however are still large and lead toThis journal is ª The Royal Society of Chemistry 2013
Fig. 4 Force reconstruction in the steady state using the method of modal
analysis. (a) Force waveform as a function of time. The reconstructed force
(dashed blue lines) using (22) is in very good agreement with the force Fts (sim.)
employed in FE (black lines) producing peak forces with errors 2% or less. (b)
Approach (red) and retraction (blue) reconstructed force curve as a function of the
absolute tip position u(L, t). The short range hysteretic region is very well captured
even if the Gibbs phenomenon can still be observed at the points of discontinuity.
Simulation parameters as in Fig. 3.
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View Article Onlinelarge errors in the approach and retraction paths. This is
particularly noticeable in the metastable regions such as the
long range hysteretic force modeled by (6); note the errors in the
area lying between the don  doﬀ distances there. The source of
these errors can be appreciated when trying to employ 50
harmonics to reconstruct the force with the 2-mode model. This
is shown in Fig. 3b with the use of grey lines as before. The
deviations in force when 50 harmonics are employed are due to
the fact that a signicant part of the signal is still encoded in
higher modes. In Fig. 3c, three modes have been employed to
recover the force Fts (rec.) with the use of the corresponding 27
pertinent harmonics. The peak forces are now recovered with
errors smaller than 5% and the metastable regions are identi-
ed as enclosed areas; recall that identifying the metastability
due to the presence of hysteretic forces was one of the motiva-
tions for the development of the present formalisms. The fact
that some signals are still encoded in the higher modes and
harmonics can be deduced from the errors resulting when 50
harmonics are included in this particular 3 mode model (grey
lines). Still, from Fig. 3, it follows that 3 modes and 27
harmonics are, in principle, suﬃcient to extract information
about complex dissipative forces such as the two hysteretic
forces modeled with the use of (5) and (6) leading to up to four
discontinuities per cycle. Suﬃcient here implies that the
diﬀerence in approach and retraction paths results in forces
larger than, i.e. at least double as in Fig. 3c, the error in force
due to the undulation which results from the superposition of
harmonic waves. In the case of the fundamental frequency
employed in this work, i.e. f0  300 kHz, the implication is that
the details of the tip-sample force, and in particular of complex
hysteretic processes, are encoded in frequencies up to 7–8 MHz.
Importantly, peak forces are recovered independent of the
indentation depth. That is, there are no assumptions, such as
small perturbation assumption, as in the case of (2).
In Fig. 4 the multimodal formalism is shown to lead to the
recovery of the approach and retraction paths employed in the
FE simulation Fts (sim.) (black lines) as a function of time
(Fig. 4a) and tip position (Fig. 4b). Arguably, the fact that the
reconstruction closely follows the force can be better shown inThis journal is ª The Royal Society of Chemistry 2013Fig. 4b when plotted as a function of d but the gures are
equivalent. In the force plot in Fig. 4b the reference value for
the tip position u(L, t) is arbitrary since, as in the experimental
case, the location of the sample surface is unknown. Still, it is
a common practice to locate the zero value where the force
starts to increase, i.e. coinciding with the onset of repulsive
forces. The metastability in the force is observed at the rele-
vant distances don # d # doﬀ, where the sudden discontinuity
of the force is translated into a steep decrease in the recon-
structed force. In Fig. 4b the paths of approach (red) and
retraction (blue) in the region of mechanical contact are
reconstructed with negligible errors relative to the force Fts
(sim.) in the simulation. The oscillatory behavior of the
recovered force signal in both the approach and retraction
paths is a consequence of the superposition of harmonic waves
and should die oﬀ only in the limits n and m / N. Over-
shooting at the points of discontinuity of force will always be
present however as a consequence of the Gibbs phenom-
enon.76,132 Importantly, 4 modes and 50 harmonics with an FFT
resolution of about 30 Hz have been employed in Fig. 4. The
nite value of FFT resolution has limits that also contribute to
the error in the force reconstruction scheme. Such limitations
are due to the computational cost of the FE method and
numerical noise. These two particular sources or errors should
not be so important in experiments where the steady state can
be maintained for seconds or more and where longer signals
(tens of milli-seconds) can be easily recorded and analyzed
experimentally.
Themodal analysis formalism and the discussion on Fig. 2–4
have shown that the main drawbacks and limitations of stan-
dard force spectroscopy or reconstruction measurements, as
described in the previous section, can be overcome. Neverthe-
less, while modal analysis is a powerful approach to capture the
details related to discontinuous and hysteretic phenomena, as
for example what can be described with the use of (5) and (6) or
similar models, there is a fundamental assumption that
deserves consideration. Note that in order to recover the details
of the instantaneous tip-sample force, neither conservative nor
dissipative forces should vary during measurements. That is,
forces can be arbitrary but, for a given set of conditions and tip
history, the tip-sample forces should remain constant aer the
cantilever reaches the steady state. Then an FFT can be
acquired. Practically, under ambient conditions it is required
that the tip-sample forces do not vary for several milliseconds
when the tip oscillates in a particular position on the sample.76
The practical implication is that such an approach might not
capture dynamic phenomena that have time scales shorter than
the time needed by the cantilever to reach the steady state, i.e.
ms. On the other hand, eqn (22) and the distortion of the
waveform in Fig. 2 imply that a single cycle already contains all
the information related to the instantaneous tip-sample force. It
should then be expected that a suitable formalism would allow
us to carry out single cycle force reconstruction without limi-
tations related to the steady state or the number of cycles
required to perform an FFT. This is the subject of the next
section and it is based on moving from monitoring the canti-
lever at a single point on its longitudinal axis to monitoring theNanoscale, 2013, 5, 10776–10793 | 10785
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View Article Onlinemotion at several locations. This is a change of paradigm that
provides information on the cantilever dynamics that leads to
the recovery of the tip-sample and sample's properties in a
single cycle or faster.
4. Transient phenomena and the
diﬀerential quadrature method (DQM)
The way in which the formalism of cantilever dynamics has been
posed above might require some changes for single cycle force
measurements. More specically, consideration should be given
to the way in which the tip-sample force is taken into account. In
the previous method, i.e.modal analysis, the force is localized at
the end of the cantilever and modeled with a delta function as in
(10).83 The boundary conditions, however, are those of a free
vibrating cantilever so the mode shapes can be evaluated in this
way and employed to reconstruct the force. The tip-sample force
that is being probed however is in fact acting normally to the
cantilever axis. That is, there is a shear force acting at the canti-
lever's end (see boundary conditions that apply to (10)). Thus, the
instantaneous force acting on the cantilever can be estimated
from the third (spatial) derivative of the cantilever deection.
Practically however, it is clear that this is challenging by noting
that the force has a dependence on the tip sample's separation.136
Thus, the instantaneous shape of the cantilever has to be
spatially sampled with innite resolution to perform numerical
diﬀerentiation. Here we can invoke the diﬀerential quadrature
method DQM137 which is a numerical approach that can evaluate
such derivatives accurately with a considerably small number of
sampling points along the cantilever axis. DQM is an eﬃcient
discretization method that transforms a non-linear boundary-
initial-value problem and the corresponding boundary condi-
tions into a coupled set of ordinary diﬀerential equations that
govern the time evolution of the system.138 DQM has already
proved to provide highly accurate solutions for many problems in
applied sciences139,140 and more specically in the eld of struc-
tural dynamics.141,142 In DQM the derivative of a function with
respect to a variable at a given point is approximated as a
weighted linear sum of the function values at all discrete points
in the range of that variable.138 In terms of dimensionless vari-
ables, the rth order derivative of a function w(z) at z¼ zi, dened
between 0 and 1 with N discrete grid points, is given by.

drw
dzr

z¼ zi
¼
XN
j¼1
A
ðrÞ
ij wj ; i ¼ 1; 2; 3;.;N (23)
The elements of A(r)ij are the weighting matrix coeﬃcients
corresponding to the rth order derivative. The details of calcu-
lation of A(r)ij are provided in Appendix B. For completeness, a
simpler form of (10) is employed where the stiﬀness propor-
tional damping coeﬃcient is neglected. Then
EI
v4
vx4
ðwðx; tÞ þ yðtÞÞ þ a0 v
vt
fwðx; tÞ þ yðtÞg
þ m v
2
vt2
fwðx; tÞ þ yðtÞg ¼ 0
(24)10786 | Nanoscale, 2013, 5, 10776–10793and
w(0, t) ¼ 0, w00(L, t) ¼ 0
w0ð0; tÞ ¼ 0; w%ðL; tÞ ¼ fts
EI
:
The force term does not appear as a boundary condition. A
dimensionless variable z ¼ x/L is introduced in order to rewrite
the partial diﬀerential equation, i.e. the governing equation of
motion of the cantilever. The result is
EI
L4
wð4Þðz; tÞ þ a0 _wðz; tÞ þ mw€ðz; tÞ ¼ a0 _yðtÞ  my€ðtÞ (25)
wð0; tÞ ¼ 0; v
2wð1; tÞ
vz2
¼ 0;
vwð0; tÞ
vz
¼ 0; v
3wð1; tÞ
vz3
¼ L
3
EI
fts:
Employing the DQM approximation, the following set of
equations directly follows.
w€ðz; tÞ þ a0
m
_wðz; tÞ þ EI
mL4
XN
j¼2
A
ð4Þ
ij wj ¼ 
a0
m
_yðtÞ  y€ðtÞ;
i ¼ 2; 3;.;N
(26)
XN
j¼ 2
A
ð1Þ
1j wj ¼ 0;
XN
j¼ 2
A
ð2Þ
Nj wj ¼ 0;
XN
j¼ 2
A
ð3Þ
Nj wj ¼
L3
EI
fts:
Both (26) and the corresponding boundary conditions have
been recently employed to simulate and interpret the dynamics
of an oscillating cantilever in the presence of conservative forces
(7) and (8). The study shows how the resonant frequencies, as
well as the mode shapes, of the cantilever behave as a function
of tip sample separation.136 Then the boundary conditions are
incorporated into (26) in order to reduce the number of coupled
equations to solve.143 The system of equations is equivalent to
w€ðz; tÞ þ a0
m
_wðz; tÞ þ EI
mL4
XN
j¼4
Aijwj ¼  a0
m
_yðtÞ  y€ðtÞ;
i ¼ 4; 5;.;N  1
(27)
XN
j¼ 4
Cjwj ¼ L
3
EI
fts (28)
where
Aij ¼ A(4)ij + A(4)i2 hj + A(4)i3 cj
Cj ¼ A(3)Nj + A(3)N2hj + A(3)N3cjThis journal is ª The Royal Society of Chemistry 2013
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View Article Onlinewith
hj ¼
A
ð1Þ
13 A
ð2Þ
Nj  Að1Þ1j Að2ÞN3
A
ð1Þ
12 A
ð2Þ
N3  Að1Þ13 Að2ÞN2
cj ¼
A
ð1Þ
1j A
ð2Þ
N2  Að1Þ12 Að2ÞNj
A
ð1Þ
12 A
ð2Þ
N3  Að1Þ13 Að2ÞN2
The aim here is force reconstruction in a single oscillation
cycle. For this purpose, we focus our attention on eqn (28). The
procedure can be described as follows: (1) the deection of the
cantilever in the time domain is recorded, simultaneously, at
specic locations on the cantilever according to the grid dened
in Appendix B and for any period of time. (2) The deections at
each point are added, aer scaling by a weighting coeﬃcient Cj.
(3) The waveform of the force, i.e. the instantaneous tip-sample
force fts(t), is this summation multiplied by EI/L
3 as in eqn (28).
No assumptions related to cantilever motion are made in
this approach except that the governing equation of motion is
assumed to be described by the Euler–Bernoulli equation (small
deection assumption). The implication is that the formalism
describes both the steady and the transient states of motion.
Practically, this results in enhanced temporal resolution and a
true single cycle analysis. In fact, it will be also shown below,
that, in principle, the temporal resolution is as high as the
discrete measurement of the displacement of the cantilever.
FE is employed next to demonstrate the use of eqn (28).
Again, a base excited cantilever is simulated and vibrated in the
presence of dissipative hysteretic forces as modeled by (5) and
(6) and with conservative forces (7) and (8). The assumption of
base motion does not aﬀect the generality of the formalism or
the concepts developed in this work; modication would lead to
a formalism for directly excited cantilevers. In the simulation,
the cantilever deection is recorded at specic points along its
axis as dened by grid spacing as illustrated in Fig. 5a with aFig. 5 Force reconstruction using DQM and compared to ﬁnite element FE
simulations. (a) The tip deﬂection waveform recorded at ﬁve grid points along the
cantilever axis as a function of time. The location of the forces is shown in the
illustration of the cantilever and numbered from 1 to 5 accordingly. (b) Veriﬁca-
tion of the validity of the DQM force reconstructionmethod (blue) using FE (black)
in the simulations. (c) Force proﬁle as a function of the absolute tip position.
Simulated force parameters: Don ¼ 0.5 nm, Doﬀ ¼ 1.5 nm, H ¼ 3  1019 J, R ¼
20 nm, ga¼ 10 mJ m2, gr¼ 40 mJ m2, Es¼ 10 GPa,Q1¼ 500, and Ad¼ 200 pm.
This journal is ª The Royal Society of Chemistry 2013cantilever and the ve points at which waveforms have been
recorded. Initially, it turns out that an eight point grid is
necessary, and suﬃcient, to obtain results with suﬃcient
accuracy. However, from (28), the summation is seen to start
from four aer including the boundary conditions. Thus,
experimentally, the deection has to be recorded at ve
diﬀerent locations along the cantilever axis as shown in Fig. 5a.
The distortion in the cantilever motion is more pronounced at
distances closer to the base. This can be subtly observed from
Fig. 5a and accuracy demonstrated in the simulations (not
shown). The 5 locations of the cantilever from which waveforms
have been recorded are numbered in the illustration in Fig. 5a
and correspond to the 5 numbered waves in the gure. If the
length of the cantilever is L, the normalized vector positions are
x/L ¼ 0.3570, 0.6430, 0.8689, 0.9759, and 1.0000. The positions
have been drawn to scale in the illustration. The waveform of
the force, as reconstructed by the DQM method (blue lines), is
shown in Fig. 5b. The DQM reconstructed force closely follows
the tip-sample force employed in the FE simulations (black
lines). This can be better observed in Fig. 5c where the x axis is
the tip position. The DQM reconstructed force captures all the
features of the force curve including the peak forces with
negligible errors, i.e. 1%, the points of discontinuity with
errors that are less than 15% of that of the adhesion force, the
approach and retraction paths and the corresponding meta-
stable regions due to hysteretic forces in the long range and in
the mechanical contact region. The force plots in Fig. 5a have
been generated as the cantilever was still building up the
momentum to reach the steady state (see Fig. 5a). Physically,
this implies that the tip-sample force has been reconstructed
during the transient state of cantilever vibration. This could
have not been achieved with the formalism in Fig. 3 and 4 where
oscillation in the steady state was required.
A FE simulation is conducted next where a dynamic tip-
sample force is employed. In this case, the expression for the
tip-sample force varies during a given simulation emulating
transient processes occurring in the tip-sample junction. One
could think of cases where a tip interacts with water layers on a
sample's surface and where the volume of water increases with
time due to the proximity of the tip and the resulting conne-
ment and condensation. Similar fast processes might result
from the segregation of matter on the surface on reaching
thermodynamic equilibrium,144 the creeping or plastic defor-
mation occurring on the tip and/or the sample,145 the motion of
ions on the surface,146 charge transfer147 or as fast events in
biological interactions.86
An example that shows the probing of transient phenomena
is shown in Fig. 6. As the cantilever oscillates, the force prole is
instantaneously replaced from force prole 1 to 2. Force (1)
(black lines in Fig. 6a–c) includes short and long range hyster-
esis forces as modeled with (5) and (6). Force (2) (blue lines in
Fig. 6a–c) includes conservative forces (7) and (8) and the force
of adhesion FAD, i.e. d < a0, only. In the FE simulation force (1)
was instantaneously replaced by (2) as the cantilever vibrated,
i.e. aer approximately the third period of oscillation as shown
in the gure; note the change in color from black to blue. In
both the experiment and simulations, an instantaneousNanoscale, 2013, 5, 10776–10793 | 10787
Fig. 6 Transient force ﬁeld reconstruction with the DQM method. (a) Force and (b) tip position as a function of time in a transient state. In the ﬁnite element FE
simulation, two forces are involved and replaced instantaneously. Force (1) is shown with the use of black lines and includes conservative forces and short and long
range hysteretic forces. Force (2) is shown with the use of blue lines and dissipation is not included. (c) 3D force plot as a function of absolute tip position and time
showing the transition from (1) to (2). (d) Projected forces against the absolute tip position. Parameters as in Fig. 5.
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View Article Onlinereplacement of force induces transient cantilever vibrations but
(28) can cope with these situations as shown in Fig. 6c and d.
Fig. 6c shows a 3D plot of the tip-sample force as a function of
time and tip position. The transition between force proles
occurs approximately at the center of the plot, i.e. at time z
47 ms. The resulting reconstructed force as a function of tip
position (DQM) is shown in Fig. 6d.
The objective of this work has been to discuss and examine
the advantages and disadvantages of force reconstruction
techniques. Ultimately the goal is to probe material properties,
chemical reactivity and other complex phenomena. The
formalism in this section has shown that phenomena can be
accurately quantied even in the transient state of cantilever
vibration. An important issue however remains to be addressed.
While standard force reconstruction methods are very
robust59,64,66 the formalisms presented here will be developed
next in order to detect variations in the output signal with
suﬃcient accuracy. In particular, the accuracy of the modal
analysis depends on acquiring of a FFT with suﬃcient resolu-
tion, i.e. with pm resolution. Technologically, attaining such a
resolution might be challenging but not unachievable and
methods for detection will steadily improve together with
improvement of feedback systems, electronics and optics.
Moreover, even with the current and standard optical lever
method,148 the waveform for a tip oscillating at a constant
separation from the surface can be recorded for any duration.
Phenomena such as thermal dri and other specic challenges
should also be addressed not only technologically but also by
learning from the system, i.e. there could be an optimum set of
cantilever operational parameters or deviations from standard
set-ups which might prove better suited for the implementation
of the present formalisms. Other issues relate to the calibration10788 | Nanoscale, 2013, 5, 10776–10793of the amplitude from volts to nm, i.e. InvOLS,149 and the modal
quantities such as Mm, Qm and um.17,150,151
The DQM method can be employed in the steady state and
has the advantage to be valid in the transient state also.
Experimentally implementing the DQMmethod as discussed in
this work however might present more challenges in particular
with conventional AFM setups. For the implementation of the
DQM method, it would be more convenient to modify the
instrument. A multi-laser system could be employed to monitor
the cantilever shape at various locations on the cantilever. Some
groups and manufacturers are currently dealing with similar
issues.152 Some have mapped the waveform of the cantilever
during the tip-sample interaction. Others, i.e. Kiracofe and
Raman,153 employed a Doppler vibrometer and successfully
decoupled the motion of the cantilever at its base and at its end.
Still others scanned the cantilever's surface, i.e. Reinstaedtler
et al.,154 by employing an optical Michelson heterodyne-inter-
ferometer. In the latter case, with current and standard set-ups,
like with the Cypher AFM (Asylum Research Corporation, an
Oxford instruments company), the laser spot can be employed
to automatically scan along the cantilever's axis by disabling the
feedback loop. In this way, the full cantilever's waveform can be
monitored. In summary, while there are many challenges that
need to be met in order to detect the cantilever's wave prole
with enough details, the reward might be great enough for the
community to pursue it. Thus, in the near future, standard
AFMs might ship with the required hardware and soware to
conduct the experiments proposed in this work.
As a nal note, it could be argued that (by allowing1ms per
pixel) the modal analysis could be potentially employed in air
applications and with the use of standard cantilevers to recover
the true instantaneous force at approximately 1000 pixels per s.This journal is ª The Royal Society of Chemistry 2013
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View Article OnlineCantilevers with lower or similar Q factors but higher resonant
frequencies might be used to increase the throughput. In fact,
as an advantage over methods relying on the fundamental
frequency only, in principle, compliant cantilevers should not
involve larger errors in the modal analysis. Furthermore, in a
liquid environment, the throughput might be much larger since
the time to reach the steady state signicantly decreases in such
a highly damped environment. The two pass technique,76 at two
diﬀerent cantilever separations, might further be employed to
directly obtain the viscosity independent approach and retrac-
tion paths. The two pass technique would not be detrimental in
terms of throughput since the trace and retrace are commonly
acquired in AFM experiments. The only diﬀerence here would
be that the cantilever separation would be diﬀerent in the trace
and retrace pass. The above advantages also apply to the single
cycle technique, i.e. the DQM method. The DQM method has
the further advantage of allowing reconstruction of the force
while the cantilever is oscillating in the transient state, i.e.
during variations of the tip-sample force. Thus single cycle
methods might be employed to provide feedback on either
conservative or dissipative forces, or derivations of these, since
transient phenomena can be detected. Such a feedback should
lead to faster scans by, in principle, providing a pixel per cycle.
For a cantilever vibrating at 70 kHz this translates into
approximately 1 image per second when considering standard
AFM images of 256  256 pixels per image. Higher throughput
might of course be obtained by increasing the drive frequency
even though this might lead to further technological challenges
related to waveform detection. In summary, higher sensitivity
typically involves higher accuracy and precision in any eld
while higher throughput typically involves higher sophistica-
tion in terms of electronic equipment and theoretical develop-
ment, i.e. note that in the multifrequency and related
techniques discussed in the introduction several lock-in-
ampliers or external electronic equipment is required. While
the proposed methodologies in this work are no exception to
this rule, technological developments will likely follow that will
meet these requirements.5. Conclusion
The present work has discussed force reconstruction tech-
niques with an emphasis on complex hysteretic forces. The
performance of standard force reconstruction methods has
been examined under such situations and concluded to be
inaccurate in some cases. In particular, standard force recon-
struction methods typically produce eﬀective forces in the
presence of hysteresis. Two formalisms based on the diﬀeren-
tial equation of motion have also been presented and shown to
be capable of simultaneously dealing with high sensitivity and
high throughput scanning. These are the modal and the DQM
method respectively. The rst methodology is standard in that it
exploits the output signal at a given location on the cantilever's
axis, i.e. at the end of the cantilever. The second methodology
arguably involves a change of paradigm since it exploits the full
wave prole, even though in this case signals have to be recor-
ded at ve points only.This journal is ª The Royal Society of Chemistry 2013With both methodologies the force can be recovered without
imposing any restrictions and the true instantaneous values are
obtained on both tip approach and tip retraction. This implies
that phenomena that are induced on tip approach and that
diﬀer from the phenomena that occur on tip retraction, i.e.
bond formation and rupture, can be probed and quantied.
This can be summarized by stating that the true and instanta-
neous force prole is recovered. Amongst others, the present
methodologies have overcome (1) limitations of standard force
reconstruction methods that are based on the integral equation
of motion and produce eﬀective values, (2) limitations of
current and standard techniques that fail in the presence of
hysteretic forces, (3) limitations in the throughput of recon-
struction techniques that require probing of the whole canti-
lever-sample separation and (4) limitations of force
reconstruction techniques that require that the tip-sample
forces do not change from cycle to cycle. The limitations of the
techniques presented in this work have also been discussed in
terms of practical implementation. In particular, the main
challenges involve detection of the full wave prole, or the
waveform at a single location, with enough accuracy. It is
expected however that theoretical developments, more accurate
electronic and control equipment and careful experimentation
should tell what the limitations are. In summary, future
advances should only increase the accuracy of the proposed
methods and, since the reward is great enough, it is expected
that the interest of the community in this eld and direction
will only increase.Appendix A. Steady state force
reconstruction (modal analysis)
The solution for a freely vibrating cantilever can be found in
dynamics textbooks155 but a review is given here. The modal
analysis requires solving an eigenvalue problem. For a free
vibrating cantilever the characteristic equation is
cos lmL cosh lmL ¼ 1 and lmL ¼ um1=2

EI
rAL4
1=2
(A1)
where um is the angular resonance frequency of the mth
mode.
There are an innite number of solutions, i.e. l1L ¼ 1.875,
l2L ¼ 4.694, l3L ¼ 7.854, etc. The eigenvectors or mode shapes
4m(x) must satisfy the boundary conditions given by
4m(0) ¼ 4 0m(0) ¼ 400m(L) ¼ 4%m(L) ¼ 0.
Then
4mðxÞ ¼
1
2

cos lmx cosh lmx cos lmLþ cosh lmL
sin lmLþ sinh lmL
 ðsin lmx sinh lmxÞ
 (A2)
The eigenvectors are orthonormal in that
Ð
L
04m(x)4n(x)dx ¼ dmn (A3)Nanoscale, 2013, 5, 10776–10793 | 10789
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View Article Onlinewhere dmn is the Kronecker delta. The eigenfunctions describe
the cantilever motion as a coordinate system as is seen in (13).
Substituting into (12) and employing (A3) leads to
EIzmðtÞ
ðL
0
4ð4Þm ðxÞ4mðxÞdxþ a1EI
vzmðtÞ
vt
ðL
0
4ð4Þm ðxÞ4mðxÞdx
þ a0 vzmðtÞ
vt
ðL
0
4m
2ðxÞdxþ m v
2zmðtÞ
vt2
ðL
0
4m
2ðxÞdx
þ a0 vyðtÞ
vt
ðL
0
4mðxÞdxþ m
v2yðtÞ
vt2
ðL
0
4mðxÞdx
¼
ðL
0
ftsðx; tÞdðx LÞ4mðxÞdx (A4)
where
4ð4Þm ðxÞ ¼
d44mðxÞ
dx4
; and 4ð4Þm ðxÞ ¼ lm44mðxÞ
where the integrals in (A4) take denite values. For this reason
the system simplies to (14). The modal equations (uncoupled)
form an equivalent set of equations that resemble harmonic
oscillator motion with generalized modal parameters with the
generalized mass Mm ¼ mam and the generalized stiﬀness Km ¼
EIamlm
4. The resonant frequencies are
um ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
Km
Mm
r
(A5)
Furthermore a generalized damping term L can be dened
as
L ¼ a0am þ a1EIlm4am ¼ 2Mmum

a0
2mum
þ a1um
2

¼ 2MmumPm
(A6)
or in terms of the quality factor Q
L ¼ 2MmumPm ¼Mmum
Qm
(A7)
From the above expressions (15) follows.Appendix B. Transient state force
reconstruction: DQM
The weighting coeﬃcients A(n)ij of the nth order derivative can be
determined through the recurrence formulae in DQM. In
particular, the oﬀ-diagonal elements of the weighting coeﬃ-
cient matrix of the rst order derivative are
A
ð1Þ
ij ¼
YN
s ¼ 1
ssi
ðzi  zsÞ

zi  zj
 YN
s ¼ 1
ssj

zj  zs
 i; j ¼ 1; 2; 3;.;N and isj
(B1)
The oﬀ-diagonal elements of the weighting coeﬃcient matrix
of higher order derivatives are given by10790 | Nanoscale, 2013, 5, 10776–10793A
ðrÞ
ij ¼ r
"
A
ðr1Þ
ij A
ð1Þ
ij 
A
ðr1Þ
ij
zi  zj
#
i; j ¼ 1; 2; 3;.;N and isj (B2)
The diagonal elements of the weighting coeﬃcient matrix
are
A
ðrÞ
ii 
XN
s ¼ 1
ssi
A
ðrÞ
is i ¼ 1; 2; 3;.;N (B3)
The nal step involves obtaining the shied Chebyshev–
Gauss–Lobatto points which are obtained via basic mesh points
pi with a stretching coeﬃcient 3 ¼ 0.4 (ref. 156). Then it follows
that
pi ¼ 1
2

1 cos

i  1
N  1p

i ¼ 1; 2; 3;.;N (B4)
zi ¼ (1  3)(3pi2  2pi3) + 3pi, i ¼ 1, 2, 3,., N (B5)
Acknowledgements
The authors thank Antonio Vazquez Martinez (Marina civil,
Universidade da Coru~na, Spain) for helpful discussions
regarding the derivation and physical interpretation of the
equation of motion of the cantilever. The authors also thank
Mick Phillips and Jason Cleveland (Asylum Research, and
oxford instruments company, USA), Arvind Raman (Perdue
University, USA) and Ricardo Garcia (CSIC, Spain) for helpful
discussions regarding cantilever dynamics and the potential of
emerging AFM methods.
References
1 C. F. Quate, Surf. Sci., 1994, 299–300, 980–995.
2 E. Meyer, L. Howald, R. M. Overney, H. Heinzelmann,
J. Frommer, H.-J. Gu¨ntherodt, T. Wagner, H. Schier and
S. Roth, Nature, 1991, 349, 398–400.
3 B. Gotsmann, C. Seidel, B. Anczykowski and H. Fuchs, Phys.
Rev. B: Condens. Matter Mater. Phys., 1999, 60, 11051–11061.
4 A. Labuda, Y. Miyahara, L. Cockins and P. H. Grutter, Phys.
Rev. B: Condens. Matter Mater. Phys., 2011, 84, 125433–
125443.
5 T. W. Chamberlain, J. C. Meyer, J. Biskupek, J. Leschner,
A. Santana, N. A. Besley, E. Bichoutskaia, U. Kaiser and
A. N. Khlobystov, Nat. Chem., 2011, 3, 732–737.
6 M. Chiesa and R. Garcia, Appl. Phys. Lett., 2010, 96, 263112–
263114.
7 S. Rozhok, R. Piner and C. A. Mirkin, J. Phys. Chem. B, 2003,
107, 751–757.
8 P. Parot, Y. F. Dufrene, P. Hinterdorfer, C. L. Grimellec,
D. Navajas, J.-L. Pellequer and S. Scheuring, J. Mol.
Recognit., 2007, 20, 418–431.
9 D. J. Billingsley, W. A. Bonass, N. Crampton, J. Kirkham and
N. H. Thomson, Phys. Biol., 2012, 021001–021015.
10 R. A. Oliver, Rep. Prog. Phys., 2008, 71, 076501–076538.This journal is ª The Royal Society of Chemistry 2013
Feature Article Nanoscale
Pu
bl
ish
ed
 o
n 
29
 A
ug
us
t 2
01
3.
 D
ow
nl
oa
de
d 
by
 U
ni
ve
rs
ita
t P
ol
ite
cn
ic
a d
e C
at
al
un
ya
 o
n 
09
/1
1/
20
15
 1
7:
17
:5
0.
 
View Article Online11 M. Chiesa, P. P. Cardenas, F. Oton, J. Martinez, M. Mas-
Torrent, F. Garcia, J. C. Alonso, C. Rovira and R. Garcia,
Nano Lett., 2012, 12, 1275–1281.
12 L. Gross, F. Mohn, N. Moll, G. Meyer, R. Ebel, W. M. Abdel-
Mageed and M. Jaspars, Nat. Chem., 2010, 2, 821–825.
13 S. Santos and H. N. Thomson, in Scanning probe microscopy
in nanoscience and nanotechnology 2, ed. B. Bhushan,
Springer Berlin Heidelberg, 2012, pp. 99–135.
14 G. Bar, Y. Thomann and M.-H. Whangbo, Langmuir, 1998,
14, 1219–1226.
15 R. Garc´ıa, J. Tamayo and A. S. Paulo, Surf. Interface Anal.,
1999, 27, 312–316.
16 B. Bhushan and J. Qi, Nanotechnology, 2003, 14, 886.
17 R. Garcia and E. T. Herruzo, Nat. Nanotechnol., 2012, 7, 217–
226.
18 A. F. Payam, J. R. Ramos and R. Garcia, ACS nano, 2012, 6,
4663–4670.
19 R. Garcia and R. Proksch, Eur. Polym. J., 2013, 49, 1897–
1906.
20 O. Sahin, S. Magonov, C. Su, C. F. Quate and O. Solgaard,
Nat. Nanotechnol., 2007, 2, 507–514.
21 D. Martinez-Martin, E. T. Herruzo, C. Dietz, J. Gomez-
Herrero and R. Garcia, Phys. Rev. Lett., 2011, 106, 198101–
198104.
22 S. Kawai, F. Federici Canova, T. Glatzel, A. S. Foster and
E. Meyer, Phys. Rev. B: Condens. Matter Mater. Phys., 2011,
84, 115415–115423.
23 T. M. Arruda, A. Kumar, S. V. Kalinin and S. Jesse, Nano
Lett., 2011, 11, 4161–4167.
24 N. F. Mart´ınez, W. Kamin´ski, C. J. Go´mez, C. Albonetti,
F. Biscarini, R. Pe´rez and R. Garc´ıa, Nanotechnology, 2009,
20, 434021.
25 N. Kodera, D. Yamamoto, R. Ishikawa and T. Ando, Nature,
2010, 468, 72–76.
26 M. Radmacher, R. W. Tillamnn, M. Fritz and H. E. Gaub,
Science, 1992, 257, 1900–1905.
27 A. Raman, S. Trigueros, A. Cartagena, A. P. Z. Stevenson,
M. Susilo, E. Nauman and S. A. Contera, Nat.
Nanotechnol., 2011, 6, 809–814.
28 Y. Sugimoto, P. Pou, M. Abe, P. Jelinek, R. Pe´rez, S. Morita
and O. Custance, Nature, 2007, 446, 64–67.
29 L. Gross, F. Mohn, N. Moll, G. Meyer, R. Ebel, W. M. Abdel-
Mageed and M. Jaspars, Nat. Chem., 2010, 2, 821–825.
30 P. Hinterdorfer and Y. F. Dufrene, Nat. Methods, 2006, 3,
347–355.
31 Y. Sugimoto, P. Pou, M. Abe, P. Jelinek, R. Perez, S. Morita
and O. Custance, Nature, 2007, 446, 64–67.
32 F. Ostendorf, C. Schmitz, S. Hirth, A. Ku¨hnle, J. J. Kolodziej
and M. Reichling, Langmuir, 2009, 25, 10764–10767.
33 M. Ternes, C. P. Lutz, C. F. Hirjibehedin, F. J. Giessibl and
A. J. Heinrich, Science, 2008, 319, 1066–1069.
34 L. Gross, F. Mohn, N. Moll, B. Schuler, A. Criado, E. Guitia´n,
D. Pe~na, A. Gourdon and G. Meyer, Science, 2012, 337, 1326–
1329.
35 J. Welker and F. J. Giessibl, Science, 2012, 336, 444–449.
36 G. Binnig, C. F. Quate and C. Gerber, Phys. Rev. Lett., 1986,
56, 930–933.This journal is ª The Royal Society of Chemistry 201337 H.-J. Butt, B. Cappella and M. Kappl, Surf. Sci. Rep., 2005,
59, 1–152.
38 Y. Martin, C. C. Williams and H. K. Wickramasinghe, J.
Appl. Phys., 1987, 61, 4723–4729.
39 Q. Zhong, D. Inniss, K. Kjoller and V. B. Elings, Surf. Sci.,
1993, 290, L688–L692.
40 T. R. Albrecht, P. Grutter, D. Horne and D. Rugar, J. Appl.
Phys., 1991, 69, 668–673.
41 J. Tamayo and R. Garcia, Langmuir, 1996, 12, 4430–4435.
42 A. Noy, C. H. Sanders, D. V. Vezenov, S. S. Wong and
C. M. Lieber, Langmuir, 1998, 14, 1508–1511.
43 A. F. Payam, J. R. Ramos and R. Garcia, ACS Nano, 2012, 6,
4663–4670.
44 J. P. Cleveland, B. Anczykowski, A. E. Schmid and
V. B. Elings, Appl. Phys. Lett., 1998, 72, 2613–2615.
45 J. Tamayo and R. Garcia, Appl. Phys. Lett., 1998, 73, 2926–
2928.
46 R. Garcia and R. Perez, Surf. Sci. Rep., 2002, 47, 197–301.
47 R. M. Brydson, C. Hammond, D. Mowbray, M. R. J. Gibbs,
I. Todd, M. Grell, I. W. Hamley, M. Geoghegan,
R. A. L. Jones and G. J. Leggett, Nanoscale Science and
Technology, Wiley, Chichester, 2005.
48 D. Platz, E. A. Tholen, D. Pesen and D. B. Haviland, Appl.
Phys. Lett., 2008, 92, 153106–153108.
49 T. Rodriguez and R. Garcia, Appl. Phys. Lett., 2004, 84, 449–
551.
50 S. Kawai, T. Glatzel, S. Koch, B. Such, A. Baratoﬀ and
E. Meyer, Phys. Rev. Lett., 2009, 103, 220801–220804.
51 R. Garcia and E. T. Herruzo, Nat. Nanotechnol., 2012, 7, 217–
226.
52 F. J. Giessibl, Rev. Mod. Phys., 2003, 75, 949–983.
53 A. S. Paulo and R. Garcia, Phys. Rev. B: Condens. Matter
Mater. Phys., 2001, 64, 193411–193414.
54 J. R. Lozano and R. Garcia, Phys. Rev. Lett., 2008, 100,
076102–076105.
55 R. Garcia, Amplitude Modulation Atomic Force Microscopy,
Wiley-VCH, Weinheim, 2010.
56 F. J. Giessibl, Phys. Rev. B: Condens. Matter Mater. Phys.,
1997, 56, 16010–16015.
57 J. E. Sader and S. P. Jarvis, Appl. Phys. Lett., 2004, 84, 1801–
1803.
58 A. A. Farrell, T. Fukuma, T. Uchihashi, E. R. Kay,
G. Bottari, D. A. Leigh, H. Yamada and S. P. Jarvis,
Phys. Rev. B: Condens. Matter Mater. Phys., 2005, 72,
125430–125435.
59 J. E. Sader, T. Uchihashi, M. J. Higgins, A. Farrell,
Y. Nakayama and S. P. Jarvis, Nanotechnology, 2005, 16,
S94–S101.
60 A. S. Paulo and R. Garcia, Phys. Rev. B: Condens. Matter
Mater. Phys., 2002, 66, 041406–041409.
61 H. Ho¨lscher, Appl. Phys. Lett., 2006, 89, 123109–123111.
62 M. Lee and W. Jhe, Phys. Rev. Lett., 2006, 97, 036104–
036107.
63 S. Hu and A. Raman, Nanotechnology, 2008, 19, 375704–
375714.
64 A. J. Katan, M. H. van Es and T. H. Oosterkamp,
Nanotechnology, 2009, 20, 165703–165711.Nanoscale, 2013, 5, 10776–10793 | 10791
Nanoscale Feature Article
Pu
bl
ish
ed
 o
n 
29
 A
ug
us
t 2
01
3.
 D
ow
nl
oa
de
d 
by
 U
ni
ve
rs
ita
t P
ol
ite
cn
ic
a d
e C
at
al
un
ya
 o
n 
09
/1
1/
20
15
 1
7:
17
:5
0.
 
View Article Online65 A. J. Katan and T. H. Oosterkamp, J. Phys. Chem. C, 2008,
112, 9769–9776.
66 S. Santos, C. A. Amadei, A. Verdaguer andM. Chiesa, J. Phys.
Chem. C, 2013, 117, 10615–10622.
67 R. Proksch, Appl. Phys. Lett., 2006, 89, 113121–113123.
68 S. D. Solares and G. Chawla, Meas. Sci. Technol., 2010, 21,
125502.
69 G. Chawla and S. D. Solares, Appl. Phys. Lett., 2011, 99,
074103.
70 S. D. Solares and G. Chawla, J. Appl. Phys., 2010, 108,
054901.
71 S. Kawai, T. Glatzel, S. Koch, B. Such, A. Baratoﬀ and
E. Meyer, Phys. Rev. B: Condens. Matter Mater. Phys., 2010,
81, 085420.
72 S. Jesse, S. V. Kalinin, R. Proksch, A. P. Baddorf and
B. J. Rodriguez, Nanotechnology, 2007, 18, 435503–
435511.
73 R. W. Stark and W. M. Heckl, Surf. Sci., 2000, 457, 219–228.
74 M. Stark, R. W. Stark, W. M. Heckl and R. Guckenberger,
Proc. Natl. Acad. Sci. U. S. A., 2002, 99, 8473–8478.
75 Y. Li, Q. Jian-Qiang and L. Ying-Zi, Chin. Phys. B, 2010, 19,
050701–050707.
76 S. Santos, K. Gadelrab, V. Barcons, J. Font, M. Stefancich
and M. Chiesa, J. Appl. Phys., 2012, 112, 124901–124908.
77 R. W. Stark, Nanotechnology, 2004, 15, 347–351.
78 R. Stark and W. Heckl, Rev. Sci. Instrum., 2003, 74, 5111–
5114.
79 H. V. Guzman, A. P. Perrino and R. Garcia, ACS Nano, 2013,
7, 3198–3204.
80 O. Sahin, C. Quate, O. Solgaard and A. Atalar, Phys. Rev. B:
Condens. Matter Mater. Phys., 2004, 69, 165416.
81 N. Kodera, D. Yamamoto, R. Ishikawa and T. Ando, Nature,
2010, 468, 72–76.
82 D. Platz, D. Forchheimer, E. A. Thole´n and D. B. Haviland,
Nat. Commun., 2013, 4, 1360–1368.
83 S. Santos, K. Gadelrab, J. Font and M. Chiesa, New J. Phys.,
2013, 15, 083034–083053.
84 Y. H. Liu, D. Wang, K. Nakajima, W. Zhang, A. Hirata,
T. Nishi, A. Inoue and M. W. Chen, Phys. Rev. Lett., 2011,
106, 125504–125507.
85 M. W. Barnett and P. M. Larkman, Practical Neurol., 2007, 7,
192–197.
86 M. Dong and O. Sahin, Nat. Commun., 2011, 2, 1246.
87 D. Walters, J. Cleveland, N. Thomson, P. Hansma,
M. Wendman, G. Gurley and V. B. Elings, Rev. Sci.
Instrum., 1996, 67, 3583–3590.
88 R. Garcia, C. J. Go´mez, N. F. Martinez, S. Patil, C. Dietz and
R. Magerle, Phys. Rev. Lett., 2006, 97, 016103–016104.
89 K. R. Gadelrab, S. Santos, T. Souier and M. Chiesa, J. Phys.
D: Appl. Phys., 2012, 45, 012002–012006.
90 J. H. Hoh and A. Engel, Langmuir, 1993, 9, 3310–3312.
91 M. S. Rodrigues, L. Costa, J. Chevrier and F. Comin, Appl.
Phys. Lett., 2012, 101, 203105–203108.
92 R. Garcia and A. San Paulo, Phys. Rev. B: Condens. Matter
Mater. Phys., 1999, 60, 4961–4967.
93 S. Santos, A. Verdaguer, T. Souier, N. H. Thomson and
M. Chiesa, Nanotechnology, 2011, 22, 465705–465713.10792 | Nanoscale, 2013, 5, 10776–1079394 S. Santos, V. Barcons, J. Font and N. H. Thomson,
Nanotechnology, 2010, 21, 225710–225720.
95 R. Garcia and A. San Paulo, Ultramicroscopy, 2000, 82, 79–
83.
96 D. S. Wastl, A. J. Weymouth and F. J. Giessibl, Phys. Rev. B:
Condens. Matter Mater. Phys., 2013, 87, 245415–245424.
97 A. French, Vibrations and Waves, Thomas Nelson and sons
Ltd, New York, 1981.
98 S. Santos and N. H. Thomson, Appl. Phys. Lett., 2011, 98,
013101–013103.
99 M. Marth, D. Maier and J. Honerkamp, J. Appl. Phys., 1999,
85, 7030–7036.
100 S. Santos, V. Barcons, A. Verdaguer and M. Chiesa, J. Appl.
Phys., 2011, 110, 114902–114911.
101 L. Zitzler, S. Herminghaus and F. Mugele, Phys. Rev. B:
Condens. Matter Mater. Phys., 2002, 66, 155436–
155438.
102 D. Kiracofe and A. Raman, J. Appl. Phys., 2010, 107, 033506–
033515.
103 T. R. Rodr´ıguez and R. Garc´ıa, Appl. Phys. Lett., 2002, 80,
1646–1648.
104 U. Du¨rig, New J. Phys., 2000, 2, 1–12.
105 U. Du¨rig, Appl. Phys. Lett., 2000, 76, 1203–1205.
106 H. Ho¨lscher, U. D. Schwarz and R. Wiesendanger, Appl.
Surf. Sci., 1999, 140, 344–351.
107 S. Santos, K. R. Gadelrab, A. Silvernail, P. Armstrong,
M. Stefancich and M. Chiesa, Nanotechnology, 2012, 23,
125401–125412.
108 J. Tamayo, Appl. Phys. Lett., 1999, 75, 3569–3571.
109 S. J. O'Shea and M. E. Welland, Langmuir, 1998, 14, 4186–
4197.
110 K. Gadelrab, S. Santos and M. Chiesa, Langmuir, 2013, 29,
2200–2206.
111 P. Gleyzes, P. K. Kuo and A. C. Boccara, Appl. Phys. Lett.,
1991, 58, 2989–2991.
112 R. Garcia and A. San Paulo, Phys. Rev. B: Condens. Matter
Mater. Phys., 2000, 61, R13381–R13384.
113 S. Santos, V. Barcons, J. Font and N. H. Thomson, J. Phys. D:
Appl. Phys., 2010, 43, 275401–275407.
114 P. Grutter, Y. Liu, P. LeBlanc and U. Durig, Appl. Phys. Lett.,
1997, 71, 279–281.
115 K. L. Johnson, K. Kendall and A. D. Roberts, Proc. R. Soc.
London, Ser. A, 1971, 324, 301–313.
116 D. M. Ebenstein and K. J. Wahl, J. Colloid Interface Sci.,
2006, 298, 652–662.
117 M. H. Korayem, M. M. Eghbal and N. Ebrahimi, J. Appl.
Phys., 2011, 110, 024512–024523.
118 R. Garc´ıa, N. F. Mart´ınez, C. J. Go´mez and A. Garc´ıa-Mart´ın,
in Fundamentals of Friction and Wear, ed. E. Gnecco and E.
Meyer, SpringerLink, 2007, vol. 4, pp. 361–371.
119 T. Trevethan and L. Kantorovich, Nanotechnology, 2004, 15,
S34.
120 R. Garcia, C. Gomez, N. Martinez, S. Patil, C. Dietz and
R. Magerle, Phys. Rev. Lett., 2006, 97, 016103.
121 S. Santos, K. R. Gadelrab, A. Silvernail, P. Armstrong,
M. Stefancich and M. Chiesa, Nanotechnology, 2012, 23,
125401.This journal is ª The Royal Society of Chemistry 2013
Feature Article Nanoscale
Pu
bl
ish
ed
 o
n 
29
 A
ug
us
t 2
01
3.
 D
ow
nl
oa
de
d 
by
 U
ni
ve
rs
ita
t P
ol
ite
cn
ic
a d
e C
at
al
un
ya
 o
n 
09
/1
1/
20
15
 1
7:
17
:5
0.
 
View Article Online122 A. A. Farrell, T. Fukuma, T. Uchihashi, E. R. Kay, G. Bottari,
D. A. Leigh, H. Yamada and S. P. Jarvis, Phys. Rev. B:
Condens. Matter Mater. Phys., 2005, 72, 125430.
123 J. Israelachvili, Intermolecular & Surface Forces, Academic
Press, 1991.
124 E. Sahagun, P. Garcıa-Mochales, G. M. Sacha and J. J. Saenz,
Phys. Rev. Lett., 2007, 98, 176106–176109.
125 N. Hashemi, H. Dankowicz and M. R. Paul, Journal of
Applied Physics, 2008, 103, 093512–093518.
126 M. Chiesa, K. Gadelrab, M. Stefancich, P. Armstrong, G. Li,
T. Souier, N. H. Thomson, V. Barcons, J. Font, A. Verdaguer,
M. A. Phillips and S. Santos, J. Phys. Chem. Lett., 2012, 3,
2125–2129.
127 V. V. Yaminsky, Colloids Surf., A, 1999, 159, 181–195.
128 M. Chiesa, K. Gadelrab, A. Verdaguer, J. J. Segura,
V. Barcons, H. N. Thomson, M. A. Phillips, M. Stefancich
and S. Santos, EPL, 2012, 99, 56002–56007.
129 R. W. Stark, G. Schitter and A. Stemmer, Phys. Rev. B:
Condens. Matter Mater. Phys., 2003, 68, 085401–085405.
130 H. C. Hamaker, Physica, 1937, 4, 1058–1072.
131 B. V. Derjaguin, V. Muller and Y. Toporov, J. Colloid
Interface Sci., 1975, 53, 314–326.
132 A. J. Jerri, The Gibbs Phenomenon in Fourier Analysis, Splines
and Wavelet Approximations, Springer, New York, 2010.
133 X. Xu and A. Raman, J. Appl. Phys., 2007, 102, 034303–
034310.
134 N. Martinez and R. Garcia, Nanotechnology, 2006, 17, S167–
S172.
135 S. Santos, K. Gadelrab, V. Barcons, M. Stefancich and
M. Chiesa, New J. Phys., 2012, 14, 073044.
136 A. Bahrami and A. H. Nayfeh, Comm. Nonlinear Sci. Numer.
Simulat., 2012, 18, 799–810.
137 R. Lin, M. Lim and H. Du, Comput. Struct., 1994, 53, 993–
999.This journal is ª The Royal Society of Chemistry 2013138 S. Tomasiello, J. Sound Vib., 1998, 218, 573–585.
139 C. W. Bert and M. Malik, Appl. Mech. Rev., 1996, 49, 1.
140 C. Shu and B. E. Richards, Int. J. Numer. Meth. Fluid, 1992,
15, 791–798.
141 T. Wu and G. Liu, Comput. Mech., 1999, 24, 197–205.
142 G. Liu and T. Wu, Math. Comput. Model, 2002, 35, 215–
227.
143 C. Shu and H. Du, Int. J. Solid Struct., 1997, 34, 819–835.
144 S. Ghosal, A. Verdaguer, J. C. Hemminger andM. Salmeron,
J. Phys. Chem. A, 2005, 109, 4744–4749.
145 M.-F. Yu, T. Kowalewski and R. S. Ruoﬀ, Phys. Rev. Lett.,
2000, 85, 1456–1459.
146 T. Balmer, H. Christenson, N. Spencer and M. Heuberger,
Langmuir, 2008, 24, 1566–1569.
147 A. Verdaguer, M. Cardellach, J. Segura, G. Sacha, J. Moser,
M. Zdrojek, A. Bachtold and J. Fraxedas, Appl. Phys. Lett.,
2009, 94, 233105.
148 G. Meyer and N. M. Amer, Appl. Phys. Lett., 1988, 53, 1045–
1047.
149 R. Proksch, T. E. Schaﬀer, J. P. Cleveland, R. C. Callahan
and M. B. Viani, Nanotechnology, 2004, 15, 1344.
150 J. L. Hutter and J. Bechhoefer, Rev. Sci. Instrum., 1993, 64,
1868.
151 J. Cleveland, B. Anczykowski, A. Schmid and V. Elings, Appl.
Phys. Lett., 1998, 72, 2613–2615.
152 M. Schro¨ter, M. Holschneider and H. Sturm,
Nanotechnology, 2012, 23, 435501.
153 D. Kiracofe and A. Raman, Nanotechnology, 2011, 22,
485502.
154 M. Reinstaedtler, U. Rabe, V. Scherer, J. A. Turner and
W. Arnold, Surf. Sci., 2003, 532, 1152–1158.
155 K. S. Graham, Fundamentals of Mechanical Vibrations,
McGraw Hill, Inc., 1993.
156 C. Shu and W. Chen, J. Sound Vib., 1999, 222, 239–258.Nanoscale, 2013, 5, 10776–10793 | 10793
