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PERMUTATION POLYNOMIALS: ITERATION OF SHIFT AND INVERSION
MAPS OVER FINITE FIELDS
ANNA CHLOPECKI, JULIANO LEVIER-GOMES, WAYNE PENG, ALEX SHEARER,
AND ADAM TOWSLEY
Abstract. We show that all permutations in Sn can be generated by affine unicritical polyno-
mials. We use the PGL group structure to compute the cycle structure of permutations with low
Carlitz rank. The tree structure of the group generated by shift and inversion maps is used to
study the randomness properties of permutation polynomials.
1. Introduction
Throughout this paper, let p be an odd prime, and 1 ≤ d < p−1 be an integer coprime to
p−1. A polynomial f : Fp → Fp is a permutation polynomial if f is bijective i.e., every element
in the image will only have one preimage. A permutation polynomial f represents an element Σ
in the symmetric group Sp on p letters, but in general f is not unique in representing Σ. For any
permutation Σ ∈ Sp of a finite field Fp, we can always find a unique permutation polynomial f
with deg(f) < p to represent Σ. We then say that the correspondent permutation polynomial of
Σ is f , and say that f represent a permutation Σ if we have no restriction on the degree of f .
Given a monic polynomial fd,c(x) = x
d + c over a finite field Fp, the polynomial is a permu-
tation polynomial when fd,c is a bijection of Fp. The map fd,c : Fp → Fp is a bijection when
gcd(d, p − 1) = 1. In this case Fp has no d-th root of unity and, thus, fd,c is injective on a finite
set. In this paper, the authors study the structure of the group generated by the above monic
permutation polynomials; it turns out that the group can be generated by only two polynomials,
the shifting map σ = x + 1 and the inversion map δ = xp−2. We call xp−2 the inversion map
because xp−1 ≡ xp−2 ·x ≡ 1 mod p for all x 6= 0 by Fermat’s little theorem. Our main result is the
following (see Theorem 3.5):
Theorem 1.1. Let fd,c = x
d + c over Fp. Then
〈σ, δ〉 ∼= 〈fd,c〉 ∼=
{
Sp p ≡ 1 mod 4
Ap p ≡ 3 mod 4
,
where Sp is the symmetric group on p letters, and Ap is the alternating group on p letters.
As a consequence (see Corollary 3.6) of the theorem, we revisit a well-known result of Carlitz
[3], where he shows that the group generated by affine maps ax+ b and the inverse map xp−2 for
a, b ∈ Fp is Sp.
Since, for this paper, the inversion and the shifting maps serve as the only two generators, we
are able to analyze and systematically compute permutation polynomials with a tree, which is
almost isomorphic to a (p−1)-aray tree, see Figure 1. We are able to find a general form in terms
of σ and δ for the permutation polynomial that represents the permutation (0 1)(2 3) for any prime
p.
Key words and phrases. weak Carlitz rank, permutation polynomials over finite fields, randomness in permuta-
tion trees.
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This result is slightly stronger than the ones given in [1] and [5]. They observed that any
permutation over Fp can be rewritten as the polynomial of the form
(1) Pn(x) = (· · · ((a0x+ a1)p−2 + a2)p−2 · · ·+ an)p−2 + an+1, for some n ≥ 0.
In regards to our work, any permutation over Fp can be represented by the polynomial Pn(x) with
a0 = 1 or ±1 for p ≡ 1 or 3 mod 4 respectively. We let Qn(x) be the polynomial in the form (1)
with a0 = 1, We refer to Qn as the weak form of index n, and Pn is a standard form of index n.
Note that the Carlitz rank of a permutation Σ or its correspondent permutation polynomial f ,
denoted as Crk(Σ) and Crk(f) respectively, defined in [1], is the minimal number n of inversions
required in the form (1) to represent Σ. We define the weak Carlitz rank of a permutation Σ or its
correspondent permutation polynomial f , denoted as wCrk(Σ) and wCrk(f) respectively, as the
minimal n such that there is a permutation polynomial Qn representing Σ. An obvious relation
between these two ranks is Crk(Σ) ≤ wCrk(Σ) for any Σ ∈ Sp. The key lemma of this paper
implies Crk((1 2)(3 4)) ≤ wCrk((1 2)(3 4)) ≤ 6 for all p. These papers (see [2] and [20]) give a
survey about the recent development on the Carlitz rank. In Section 4, we will provide an algebraic
geometry point of view on low Carlitz rank, and use it to say certain permutations cannot appear
when the Carlitz rank is low. Permutation polynomials are an active area of research due to their
valuable applications across the fields of cryptography, engineering, coding theory, and other fields
of math. These polynomials are valuable because they share properties with genuinely random
mappings, while in special cases also having predictable underlying structures. One notable result
is Polard’s rho algorithm for factoring large numbers, which operates on points of collision using
psuedorandom functions [16]. Due to quadratic permutation polynomials having a number of
periodic points equal to the expected amount for a random function, they are a clear choice for
use in the rho algorithm [7]. In cryptography, permutation polynomials have been used to generate
balanced binary words [12]. They also play a key role in the RC6 encryption algorithm [18].
Psuedorandom permutations have found applications in affecting the efficiency of turbo codes.
Though random permutations seem to be standard practice, more research into semirandom and
nonrandom permutations may produce wanted results in the future [6].
An interesting property of permutation polynomials is that they do not behave in a manner
that is truly random. As shown in [9], the number of cycles of a given length of a permutation
polynomial is bounded. Our result also provide an example of a specific compositions of functions
that corresponds to the same element of Sp, for all p greater than a given value. Hence, a natural
question to ask is then what other nonrandom behaviors can be induced on families of permutation
polynomials. See the Appendix for an example of this.
Example 1.2. Let p = 5, then the valid choices for d are 1 and 3.
x x+ 1 x+ 2 x+ 3 x+ 4
f(0) 0 1 2 3 4
f(1) 1 2 3 4 0
f(2) 2 3 4 0 1
f(3) 3 4 0 1 2
f(4) 4 0 1 2 3
σ id (0 1 2 3 4) (0 2 4 1 3) (0 3 1 4 2) (0 4 3 2 1)
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x3 x3 + 1 x3 + 2 x3 + 3 x3 + 4
f(0) 0 1 2 3 4
f(1) 1 2 3 4 0
f(2) 3 4 0 1 2
f(3) 2 3 4 0 1
f(4) 4 0 1 2 3
σ (2 3) (0 1 2 4) (0 2)(1 3 4) (0 3)(1 4 2) (0 4 3 1)
2. Some Permutation Polynomial Results
Observation 2.1. The function x+ 1 over Fp corresponds to the even permutation
(0 1 · · · p− 1),
where p is a prime greater than 2.
Proof. Clearly f(x) maps x to x + 1. Since the operation is done modp, should x + 1 = p, then
x will be mapped to 0, which will eventually be mapped back to x. This shows that the function
corresponds to a full cycle of the form (0 1 · · · p− 1). Finally, since the cycle contains p elements
and p is an odd prime, the cycle is an even permutation. 
Observation 2.2. The permutation associated to fd,c(x) over Fp is equal to (0 1 · · · p−1)c−iσi for
any σi, where σi is a permutation corresponding to fd,i(x).
Proof. Consider the function fd,c = x
d + c = (xd + i) + c − i. Viewed as a composition of
functions, this can be written as f1,c−i ◦ fd,i. We have already established that fd,i is equivalent
to a permutation, which we will refer to as σi, and from Observation 2.1, we know that f1,c−i
corresponds to c − i iterations of (0 1 · · · p−1). By translating f1,c−i ◦ fd,i to cycle notation, we
arrive at (0 1 · · · p− 1)c−iσi. 
Proposition 2.3. The number of left (or right) cosets of the cyclic group 〈(0 1 · · · p− 1)〉 in the
group 〈fd,c〉 over Fp is φ(p− 1), where φ is Euler’s totient function.
Proof. Let’s consider functions fd,c(x) over a finite field Fp. Let τp be the set of cosets yielded. We
know that the gcd(d, p−1) = 1, thus |τp| is at most φ(p−1). We want to show that |τp| = φ(p−1).
This is equivalent to showing that [σi] 6= [σj] for di 6≡ dj mod (p− 1).
Assume that di 6= dj and, for a contradiction, assume that [σi] = [σj]. Then, σi ∈ [σj]. So, there
exists c such that xdi + c ≡ xdj mod (p− 1) for all x ∈ Fp. Then, for every x ∈ Fp it follows that
xdi + c − xdj ≡ 0 mod (p − 1). We can only have max(di, dj) roots, unless di = dj and c = 0. If
our assumption is true, xdi + c− xdj must have p distinct roots in Fp. However, max(di, dj) < p.
Thus we have a contradiction. 
For a fixed d, as a consequence of Observation 2.2, there are p distinct permutations given by a
function fd,c(x) over Fp. So, using Proposition 2.3, it is clear that the total number of permutations
yielded by fd,c(x) for all d is p · φ(p− 1).
3. Generating Ap or Sp from Permutation Polynomials
Our overall goal for this section is to observe which groups are generated by the set of permuta-
tions corresponding to fd,c(x) over Fp. For this investigation, we will focus on the functions x+ 1
(mod p) and xp−2 (mod p), as both maps behave in a predictable manner across any choice of p.
By Observation 2.1, the function x + 1 corresponds to the cycle (0 1 · · · p−1). Also, we notice
that xp−2 can be simplified via Fermat’s little theorem to x−1. This shows that xp−2 is its own
inverse. Therefore, it is a permutation of order 2 and must be composed of disjoint two cycles.
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id
σ
δ
σ
δ
...
σp−1
δ
...
σ2
δ
σ
δ
...
σp−1
δ
...
σp−2
δ
σ
δ
...
σp−1
δ
...
σp−1
δ
σ
δ
...
σp−1 Depth 2
δ
...
Depth 1· · ·
· · · · · ·· · · · · ·
Figure 1. Tree diagram for the group generated by δ and σ.
From these two properties, our intent is to show that the functions x + 1 and xp−2 can act as a
minimal generating set for 〈fd,c〉.
It is known from a result by Iradmusa and Taleb [11] that a permutation of the form (a b)(c d)
and a full cycle, that is a cycle of length p, are sufficient to generate all of the group Ap.
1 We have
already established that x + 1 is a full cycle. We will now show that (0 1)(2 3) can be generated
as a composition of x+ 1 and xp−2 for all p ≥ 5.
Observation 3.1. In Fp, for p ≥ 5, the function xp−2 only has three fixed points, 0, 1, and −1.
Proof. Clearly 0 is fixed by xp−2, so let x 6= 0. If xp−2 = x, then x−1 = x, so 1 = x2. Thus,
x2 − 1 = (x− 1)(x+ 1) = 0, so the the only other fixed points are ±1. 
In the following lemma, we will establish a weak form for the (0 1)(2 3).
Lemma 3.2. Let δ and σ be the permutations corresponding to xp−2 and x+1, respectively. Then,
for p ≥ 5,
(0 1)(2 3) = σ3δ · σ−1δ · (σδ)3 · σ−1δ.
In particular, we have Crk((01)(23)) = wCrk((01)(23)) = 6.
The formula above may seem like magic: it was found using a tree describing the possible
nontrivial permutations generated by δ and σ. We first apply δ and then can apply any of
σ, σ2, . . . , σp−1. We can then only apply δ, see Figure 1, after which we can apply σ, σ2, . . . , σp−1.
Exhausting this tree led us to a form which always gives the desired result.
Proof. Use δ and σ as defined above, and let c1, c2, . . . < p be nonnegative integers. In the following
argument, we use the following significant but simple fact:
Fact 1. For any integer n coprime to p, we can find an integer 0 ≤ c < p such that 1+cp
n
is not
only an integer, but also an inverse of n, by simply checking
n · 1 + cp
n
≡ 1 mod p.
1This statement is conditionally true, however all these conditions are satisfied when p is prime
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We will demonstrate the process of the calculations by showing that
σ3δ · σ−1δ · (σδ)3 · σ−1δ(n) = n
for 3 < n < p.
By Fact 1, we have c1 such that
δ(n) ≡ 1 + c1p
n
mod p
and
σ−1δ(n) ≡ 1 + c1p
n
− 1 ≡ 1− n+ c1p
n
.
Then, we apply δ to σ−1δ which gives
δσ−1δ(n) ≡ 1 + c2p
(1− n+ c1p)/n ≡
n+ c2np
1− n+ c1p mod p
and
σδσ−1δ(n) ≡ n+ c2np
1− n+ c1p + 1 ≡
1 + c3p
1− n+ c1p mod p
where c3 is chosen such that c3 ≡ c1 + c2n mod p. We should note that all of these fractions are
actually integers. This is important because it allows us to use Fact 1. Since the process repeats
the above computations, we will only show a few more steps and leave it to the reader to check
the rest:
δσδσ−1δ(n) ≡ 1 + c4p
(1 + c3p)/(1− n+ c1p)
≡ 1− n+ (1− n)c3p+ c1p+ c1c4p
2
1 + c3p
≡ 1− n+ c5p
1 + c3p
mod p for c5 ≡ (1− n)c3 + c1 + c1c)4p mod p;
(σδ)2σ−1δ(n) ≡ 1− n+ c5p
1 + c3p
+ 1
≡ 2− n+ c6p
1 + c3p
mod p for c6 ≡ c3 + c5 mod p
δ(σδ)2σ−1δ(n) ≡ 1 + c7
(2− n+ c6p)/(1 + c3p)
≡ 1 + c8p
2− n+ c6p mod p for c8 ≡ c6 + (2− n)c3 + c3c6p mod p
(σδ)3σ−1δ(n) ≡ 1 + c8p
2− n+ c6p + 1
≡ 1 + c8p+ 2− n+ c6p
2− n+ c6p
≡ 3− n+ c9p
2− n+ c6p mod p for c9 ≡ c6 + c8 mod p
...
6 ANNA CHLOPECKI, JULIANO LEVIER-GOMES, WAYNE PENG, ALEX SHEARER, AND ADAM TOWSLEY
In summary, the following chart proves the lemma. For 3 < n < p,
0
δ−→ 0 σ−1−−→ −1 δ−→ · · · σ3−→ 1
1
δ−→ 1 σ−1−−→ 0 δ−→ · · · σ3−→ 0
2
δ−→ pc2,1+1
2
σ−1−−→ pc2,2−1
2
δ−→ · · · σ3−→ 3
3
δ−→ pc3,1+1
3
σ−1−−→ pc3,2−2
3
δ−→ · · · σ3−→ 2
n
δ−→ pcn,1+1
n
σ−1−−→ pcn,2+1−n
n
δ−→ · · · σ3−→ n
where 1 ≤ ci,j < p are integers.
The Crk(Σ) = 6 follows directly from Lemma 2 in [2], which says that if Pn represents Σ with
n < (p− 1)/2, then n = Crk(Σ). 
Lemma 3.3. We have the following:
(1) The polynomial xp−2 gives an odd permutation of Fp if and only if p ≡ 1 mod 4.
(2) The polynomial −x gives an odd permutation of Fp if and only if p ≡ 3 mod 4.
Proof. (1) Under the inverse map xp−2, by Observation 3.1, we know that there are only 3 fixed
points: 0, 1, and −1. Moreover, the permutation correspondent to xp−2 can be wrriten as disjoint
2-cycles. Therefore, the map xp−2 must produce a permutation with p−3
2
transpositions.
If p ≡ 1 mod 4 then p = 4m + 1 for some m ∈ Z. Therefore, there are 2m − 1 transpositions.
So, there are an odd number of transpositions; therefore xp−2 forms an odd permutation. Hence,
there exists an odd permutation in the set given by fd,c(x) over Fp if p ≡ 1 mod 4.
(2) The map −x will have one fixed point, 0. Everything else will be sent to its additive inverse.
This means that −x yields a permutation made up of transpositions. There must be 4m+3−1
2
transpositions within our permutation, or 2m−1 transpositions. So −x yields an odd permutation.

Lemma 3.4. There exist no odd permutations in the set given by fd,c(x) over Fp if p ≡ 3 mod 4.
Proof. In order to show that no odd permutations are generated, we need only consider fd,0, as a
shift is an even permutation by Observation 2.1. We will show that each permutation is a product
of an even number of cycles. We claim that for each cycle (a1 · · · ak) in a given permutation, there
exists the cycle (−a1 · · · − ak) in the same permutation.
We first want to show that if ai 6= 0 is in cycle (a1 · · · ak), then −ai is not in this cycle. In other
words, for all d, adi 6= −ai. Let’s consider a permutation σ. Suppose, for the sake of contradiction,
ad
n
i = −ai for arbitrary ai ∈ Fp. Then, ai(ad
n−1
i + 1) = 0. Since we are considering nonzero ai, we
have ad
n−1
i + 1 = 0. Hence, (a
(dn−1)/2
i )
2 ≡ −1 mod p. However, because p ≡ 3 mod 4, by quadratic
reciprocity (see, for example, [17, Chapter 21]), there is no solution to this equation.
Because d is odd, it follows that if adi = ai+1, then −adi = −ai+1. Thus, for each cycle (a1 · · · ak),
we have a matching cycle (−a1 · · · − ak) in the same permutation. Thus, every permutation
generated is even.

Theorem 3.5 (Theorem 1.1). Let fd,c = x
d + c over Fp. Then
〈σ, δ〉 ∼= 〈fd,c〉 ∼=
{
Sp p ≡ 1 mod 4
Ap p ≡ 3 mod 4
,
where Sp is the symmetric group on p letters, and Ap is the alternating group on p letters.
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Proof. For p ≥ 5 it follows from Lemma 3.2, and for p = 3 it follows from a direct computation
in sage, that the set of permutations generated by fd,c(x) over Fp must contain (0 1)(2 3) and
(0 1 · · · p−1). Thus, by [11], the permutations yielded by fd,c(x) over Fp must generate at least Ap,
as the cycles (0 1)(2 3) and (0 1 · · · p−1) generate Ap. We know by Lagrange’s theorem that Ap and
an odd permutation generate Sp. By Lemma 3.3(1), we know that we can find an odd permutation
in our generating set when p ≡ 1 mod 4. Hence, when p ≡ 1 mod 4, we can generate Sp. By
Lemma 3.4, we know that no odd permutations exist within our generating set when p ≡ 3 mod 4.
So, when p ≡ 3 mod 4, we generate Ap. 
The following corollary removes the monic condition on our generating polynomials fd,c. It
recovers a result of Carlitz [3] with an elementary proof.
Corollary 3.6. Let fa,d,c = ax
d+c over Fp where a = 1 if p ≡ 1 mod 4 and a = ±1 if p ≡ 3 mod 4.
Then 〈fa,d,c〉 ∼= Sp for all p prime.
Proof. By Theorem 3.5, we know this is true when p ≡ 1 mod 4. So, we must only consider the case
when p ≡ 3 mod 4. In this case, by Lemma 3.3(2), we know that −x gives an odd permutation.
So, we generate all of Sp. 
4. Carlitz rank and weak Carlitz rank
From Corollary 3.6, we know that any permutation polynomial can be represented by the form
Pn with a0 = ±1; see (1). We will say Pn(x) is a weak form if a0 = ±1, and denote as Qn.
One can define a rank of a permutation Σ or a permutation polynomial over Fp with degree < p
similar to the Carlitz rank, called the weak Carlitz rank, as the minimal number n such that Qn
represents Σ. We should keep in mind that the definition of weak form is not redundant since we
naturally have
0 = Crk(ax+ b) < wCrk(ax+ b) for a 6= ±1.
Moreover, if we find 0 6= wCrk(ax + b) ≤ (p − 1)/2, then we have Crk(ax + b) 6= 0 from a result
in [2]. Hence, we conclude that wCrk(ax+ b) > (p− 1)/2.
In cryptography, there are several different measures for the complexity of a permutation poly-
nomial. Let us introduce some of these:
We follow the definition given in [10]. The linearity L(f) (or L(Σ)) of a permutation polynomial
f (or a permutation Σ) over a finite field Fp with f(0) = 0 is
L(f) := max
a∈F∗p
|{c | f(c) = ac}|.
We say an element c ∈ Fp is a-linear if f(c) = ac. From this point of view, any x ∈ Fp is a-linear
for some a, so L(f) ≥ 1.
Another canonical measurement is called weight ω(f) of a permutation polynomial f with
deg(f) < p which is the number of nonzero coefficient of f .
It is worth mentioning that there is another measurement, namely the index of a permutation
polynomial. It was first introduced in [14], defined in [21], and further studied in [13], [21], and
[22]. For application of cryptography, one would like to have a permutation polynomial f that has
small linearity and large Carlitz rank, degree, and weight.
Using Lemma 3.2 we can measure the complexity of the form (1 2)(3 4).
Proposition 4.1. For any permutation Σ of the form (a a+ 1)(a+ 2 a+ 3), we have
Crk(Σ) = wCrk(Σ) = 6, deg(Σ) ≥ p− 7, and ω(Σ) > p− 14
7
.
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Proof. The proof of this proposition is just a direct consequence of results in [10], [4] and [8]. More
precisely, we have the following inequalities:
Crk(Σ) ≥ p− L(Σ);(2)
Crk(Σ) ≥ p− deg(f)− 1;(3)
Crk(Σ) ≥ p
ω(Σ)− 2 + 1.(4)
Since (a a+ 1)(a+ 2 a+ 3) is conjugate to (0 1)(2 3) two by an iteration of the shifting map σ,
the weak Carlitz rank is the same. Thus, we get our inequality by direct computation. 
It has been observed that σkδ is equal to
R(x) = k +
1
x
=
kx+ 1
x
for all x ∈ Fp \ {0} where 0 is the pole of the mobius transformation. Thus, we can let P0(x) =
R0(x) = a1x+ a0, and define the following recursive relation
Rm(x) = am+1 +
1
Rm−1(x)
to have Pn(x) = Rn(x) for x ∈ Fp \ {ρm | ρm is the pole of Rm ∀m = 1, 2, . . . n}. We denote
On(a0,...,an+1) = {ρm | ρm is the pole of Rm ∀m = 1, 2, . . . , n}, and omit the subindex (a0, . . . , an+1)
if it is clear in the context. This alternating expression explains why one needs a permutation
polynomial with large Carlitz rank for application of cryptography.
Proposition 4.2. Given a permutation polynomial f over Fp, let n = Crk(f). Then, there are at
least p − n many elements c ∈ Fp satisfying f(c) = Rn(c) where Rn is the correspondent mobius
transformation. If n = Crk(f) < (1 − (1/2)1/3)p ≈ 0.21p, then the probability of solving the
correspondent Rn by randomly choosing 3 points, is greater than 1/2.
Proof. First of all, |On| ≤ n since there are n many inversions, so there are at least p− n many c
satisfying f(c) = Rn(c). Thus, p− n ≥ p− (1− (1/2)1/3)p = (1/2)1/3p. Hence, we know the ratio
of c ∈ Fp satisfying f(c) = Rn(c) is (1/2)1/3. Hence, the conclusion is directly followed. 
We furthermore have the following canonical isomorphism{
ax+ b
cx+ d
| a, b, c, d ∈ Fp
}
∼= PGL2(Fp)
where the operations are functional composition and matrix multiplication respectively.
From these two observations, we have the following correspondence between the form Pn(x)
over a finite field Fp and matrix in PGL2(Fp)
Pn(x)←→
[
an+1 1
1 0
] [
an 1
1 0
]
· · ·
[
a2 1
1 0
] [
a1 a0
0 1
]
mod p.
To find all a-linear elements of Pn(x) over Fp, we need to solve Pn(x) = ax over Fp. Correspond-
ingly, we will solve an equation of matrices,[
an+1 1
1 0
] [
an 1
1 0
]
· · ·
[
a2 1
1 0
] [
a1 a0
0 1
]
mod p =
[
a 0
0 1
]
where we treat all ai as variables. The solution of the equation of matrix is a variety V ∈ Fn+2p
with dimension dim(V ) ≥ n−2. Therefore, V is not empty for n ≥ 3. If (a0, a1, . . . , an+1) is on V ,
then the correspondent permutation polynomial Pn(x) is ax for x ∈ Fp \On. This is definitely not
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a good way to approach this problem for large n, but we can still say something for small n with
fixed a1 and a0. We should remind readers that a1 = 1 is correspondent to the weak form Qn.
Theorem 4.3. For p ≥ 13, the only permutation polynomial Pn with n ≤ 4 and a1 = α that has
p − 4 many α-linear points is the polynomial αx. In particular, we conclude wCrk(Σ) > 4 if Σ
permutes at most 4 elements.
Proof. If there are 4 elements not in O4 on y = R4(x), then R4(x) is completely determined by
these points. Therefore, if we have more than 4 + |O4| α-linear elements, then R4(x) = ax. Since
we assumed f has at least p− 4 α-linear elements, we have the inequality
p− 4 ≥ 4 + 4 ≥ 4 + |O4|,
and we get that p is a prime at greater than 12.
Thus, our condition implies the following matrix equation[
a5 1
1 0
] [
a4 1
1 0
] [
a3 1
1 0
] [
a2 1
1 0
] [
α a0
0 1
]
=
[
α 0
0 1
]
which yields the following system of equations:
αa2a3a4a5 + αa2a3 + ααa2a5 + αa4a5 = 0
a0a2a3a4a5 + a0a2a3 + a0a2a5 + a0a4a5 + a3a4a5 + a0 + a3 + a5 = 0
a2a3a4 + a4 + a2 = 0
a0a2a3a4 + a3a4 + a0a4 + a0a2 = 0
The first equation and the third equation together imply αa2a3 = 0, which means a2 = 0 or
a3 = 0. Therefore, the form P4 with a1 = α will be reduced to the form P2 with a1 = α. We
then set up a matrix equation regarding P2 with a1 = α, and find it will reduce again to P0 with
a1 = α. Hence, the only form Pn with a1 = α and n ≤ 4 which has at least p − 4 many α-linear
elements is αx.

This framework can also give us insight with regards to the iteration of the permutation poly-
nomial fp−2,a(x) = xp−2 + a. The matrix correspondent to fp−2,a is
M =
[
a 1
1 0
]
,
so the matrix correspondent to the nth iterate of fp−2,a, denote by fnp−2,a, is simply M
n. It should
be noticed that
Mn =
[
Fn+1(a) Fn(a)
Fn(a) Fn−1(a)
]
where Fn(a) is the n-th Fibonacci polynomial. One of the many identities of Fibonacci polynomials
that are going to help us here is the following
(5) Fn+m = Fn+1Fm + FnFm−1.
The other fact which will be used is the closed form of the sequence {Fn(α)} for α ∈ N is
Fn = Az
n
+ +Bz
n
−
where we let
z+ =
−α +√α2 + 4
2
and z− =
−α−√α2 + 4
2
,
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and let A = 1/(z+ − z−) and B = −1/(z+ − z−). We say the sequence is not ramified at a prime
p if α2 + 4 6= 0. If we let Fn ≡ 0 mod p, it is equivalent to say
(6)
(
z+
z−
)n
≡ −B
A
≡ 1 (mod p).
The n is the multiplicative order of the element (z+/z1) in the finite field Fp(
√
α2 + 4), and so n
divides p2 − 1. One can find more details about the order in [15].
Lemma 4.4. Let p be an unramified prime for the sequence {Fn(α)}, and assume n,m ∈ N where
n > m. If Fn(α)Fm−1(α) ≡ Fn−1(α)Fm(α) (mod p), and n is the first integer after m satisfying
the equation, then n−m is the multiplication order of (z+/z−) in the ring Fp or Fp2.
Proof. Using the closed form of Fn(α), we have
(Azn+ +Bz
n
−)(Az
m−1
+ +Bz
m−1
− ) ≡ (Azn−1+ +Bzn−1− )(Azm+ +Bzm− ) (mod p).
The equation then will simplify to (
z+
z−
)n−m
≡ 1 (mod p).
Since we assumed n is the first integer after m satisfying the equation, n − m should be the
multiplication order of (z+/z−). 
Theorem 4.5. If n < p is the minimal integer such that Fn(α) ≡ 0 mod p, then the permutation
polynomial fnp−2,α represents (
−Fn−1
Fn−2
. . . − F3
F2
− F2
F1
0
)
,
Where Fi is evaluated at α. Moreover, we have n dividing p
2 − 1. Conversely, if fnp−2,α fixes at
least n+ 4 elements in Fp, and 2n+ 4 ≤ p, then Fn(α) ≡ 0 mod p.
Proof. We have to show |On(α,...,α)| = n. It is equivalent to show that
Fk+1
Fk
6= Fl+1
Fl
for all 0 ≤ l 6= k ≤ n.
By (5), we have
Fn+1 = FnF2 + Fn−1F1
Since we assume Fn(α) = 0, Fn+1(α) = Fn−1(α). Therefore, Mn is equivalent to the identity
matrix, which is correspondent to the identity map. Thus, Rn(x) = x = f
n
p−2,α(x) for x ∈
Fp \ On(α,...,α).
We have to show #On(α,...,α) = n. It is equivalent to show that if
Fl
Fl+1
=
Fk
Fk+1
for some 0 ≤ l, k ≤ n, then l = k. Without lose of generality, we can assume k ≥ l. By Lemma 4.4,
we know k− l is the multiplicative order of z+/z−. However, n− 1 should be less than or equal to
the order by (6) and our assumption on n, so we get n ≤ k − l. By 0 ≤ l, k ≤ n, the consequence
has to be l = k.
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Let R(x) = R1(x). The pole of R(x) is 0, and we have Ri(x) = R
i(x) for all i. Given c ∈ Onα,...,α,
fp−2,α(f ip−2,α(c)) = R(Ri(c)) = Ri+1(c) if and only if R
i
p−2(α)(c) 6= 0. R(x) is equal to x′/x′′ where
x′ and x′′ is given by [
a 1
1 0
] [
x
1
]
=
[
x′
x′′
]
.
A pole c is −Fi−1
Fi
or Ri, and the above computation shows
[
α 1
1 0
] [−Fi−1(α)
Fi(α)
]
=
[−αFi−1(α) + Fi(α)
−Fi−1(α)
]
=
[−αFi−1(α) + αFi−1(α) + Fi−2
Fi−1
]
=
[
Fi−2
−Fi−1
]
.
Thus, we have f i−1p−2,α(−Fi−1/Fi) = 0. It implies that fnp−2,α represents the permutation(
−Fn−1
Fn−2
. . . − F3
F2
− F2
F1
0
)
.
Conversely, if fnp−2,α fixes at least n + 4 elements in Fp, then it implies at least 4 elements are
1-linear and not a pole of Ri(x) for all i ≤ n. Therefore, Rn(x) = x, which implies Fn(α) ≡ 0
(mod p). 
Appendix A. Randomness in the n-th depth
Appednix by Wayne Peng and Ching-Hua Shih
While preparing the paper, the authors were asked by Shih-Han Hung what we could say about
the permutation which appear in the n-th depth of the inverse tree used in the proof of Lemma 3.2,
see Figure 1.
We further define the followings. On each level of the inverse tree, we say a permutation is of
the first type if the last polynomial used in the composition is the inversion σ. Otherwise, we say
the permutation is of the second type.
Our belief is that the permutations that appear in the n-th level should be random. If the
permutations in the n-th level of the tree do appear randomly, then the probability that two
elements, say a = 1 and b = 2, appear in the same cycle of a randomly selected permutation at
that level is 1
2
. If we claim the behavior of permutations of the first type, p, with the correspondent
permutation pδ of the second type, is independent, then the probability that a and b appear in
the same cycle for p and pδ together is 1
4
.
Using this fact, we used Sage [19] to find the frequency of b in the orbit of a under a permutation.
We go through all primes from 547 (the 101-st prime) to 1229 (the 201-st prime) with depth from
1 to 10. However, it is computationally difficult to go through all branches on the inverse trees
due to the exponentially growth of the tree, so for each prime and each depth, we generate 500
many random paths to the n-th level of the tree and tested whether 2 was in the orbit of 1.
The complete data can be found here. We demonstrate our result by providing the histograms
for the first type, the second type, and both occurring. These histogram support our hypothesis
that the random permutations appear on the n-th depth of the inverse tree, and it also support
that p and pδ are independent events.
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(a) Frequency of 2 and 1
in the same cycle for the
permutations of the first
type
(b) Frequency of 2 and 1
in the same cycle for the
permutation of the second
type
(c) Frequency of 2 and 1
in the same cycle for both
type
We can do a more detailed analysis by applying p-test to small primes and depths. In those
cases, we can run through all branches on the inverse trees by a defined pattern, and get a string
of 0’s and 1’s where 0 means a = 1 and b = 2 are not on the same cycle of the permutation, and 1
means a and b are on the same cycle. For a given prime p, the branches at depth d can be indexed
by {1, 2, · · · , p−1}d with lexicographic order. Let (i1, i2, . . . , id) be an index. The k-th coordinate
ik indicates the path, compose with σ
ik , from the depth k − 1 to the depth k. The result of the
test is shown below, see Figures 3 and 4. The test shows that a string is likely to consists only of
0’s or only of 1’s when the depth becomes large.
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