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a b s t r a c t
We are concerned in this paper the null controllability properties of a semilinear
parabolic equation governed by the bilinear control. It is worth to point out that the null
controllability is proved without any restriction on the growth of the nonlinearity f (x, t, s)
with respect to the variable s.
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1. Introduction
LetΩ ⊂ RN be a bounded domainwith C2 boundary ∂Ω . We are concerned in this paper the following system, governed
in a nonempty subdomain ω ⊂ Ω by a bilinear control u:{yt −∆y = 1ωu(f (x, t, y)− θ(x, t)), in QT = Ω × (0, T ),
y(x, t) = 0, onΣT = ∂Ω × (0, T ),
y(x, 0) = y0(x), inΩ,
(1.1)
where 1ω is the characteristic function of ω, y0 ∈ L2(Ω), θ ∈ L∞(QT ) and f (x, t, y) ∈ C(Ω × R+ × R) are given functions.
In the context of heat-transfer the term u(x, t)(y(x, t) − θ(x, t)) is used to describe the heat exchange at point (x, t) of
the given substance with the surrounding medium of temperature θ according to Newton’s Law (see [1], pp. 155–156).
Our goal in this paper is to prove the null controllability of (1.1). We say that system (1.1) is null controllable at time
T > 0 if for any y0 ∈ L2(Ω), there exists a corresponding control function u ∈ L∞(QT ) such that y(x, T ) = 0 a. e. inΩ .
It is well known that a rather general class of semilinear parabolic systems are null controllable by the traditionally
additive locally distributed controls (see for instance, [2–6] and references therein). In the case of bilinear control system,
the dependence of the state functionwith respect to the control function is highly nonlinear. This leads tomany difficulties in
the studying of the bilinear control system. Up to now, there have beenmanyworks on bilinear control for partial differential
equations. Among recent achievements, let us mention the results in [7–9].
In [7], Khapalov discussed the null and approximate controllability of system (1.1) with f (x, t, y) ≡ y under the
assumption that the control is acting on the whole domain, i.e., ω = Ω . As for the present case with local bilinear control,
I Research partially supported by Key Project of Chinese Ministry of Education (No. 108046), NNSF of China (Nos. 10601010 and 10871039), and Grant
NENU-STC07007.∗ Corresponding author.
E-mail addresses: leipd168@yeah.net, leipd168@nenu.edu.cn (P. Lei).
0893-9659/$ – see front matter© 2009 Elsevier Ltd. All rights reserved.
doi:10.1016/j.aml.2009.07.025
54 P. Lei, H. Gao / Applied Mathematics Letters 23 (2010) 53–57
the proofs of the corresponding results are much more difficult. In fact, only a locally null controllability result for one
dimensional case is given in [7] when the bilinear control acts on a local domain. Moreover, the author also prove that a
semilinear equation is null controllable with the bilinear control when ω = Ω and f satisfies the following two conditions:
(1) It is sublinear:
|f (x, t, s)| ≤ M|s| for all (x, t, s) ∈ Ω × R+ × R. (1.2)
(2) There is an α∗ ∈ L∞(Ω), α∗ 6= 0 and ρ > 0 such that
α∗(x)f (x, t, s)s ≤ −ρs2‖α∗‖L∞(Ω) for all (x, t, s) ∈ Ω × R+ × R. (1.3)
In this paper, we prove the null controllability of system (1.1) when the bilinear control acts on any local domainω ⊂ Ω
without any restriction on the growth of the nonlinearity f (x, t, s)with respect to the variable s.
Theorem 1.1. Assume that f ∈ C(Ω × [0,+∞) × R), f (·, ·, 0) = 0, f (x, t, ·) is Lipschitz continuous on [−M,M] (for any
0 < M < +∞) uniformly with respect to (x, t) ∈ Ω × (0,+∞), and there exists a function G ∈ C1(R) such that
|f (x, t, s)| ≤ G(s). (1.4)
If θ ∈ L∞(Ω∞),Ω∞ ≡ Ω × (0,+∞), and there exists an open subset B0 ⊂ ω such that
|θ(x, t)| ≥ κ > 0 a. e. in B0 × (0,+∞) (1.5)
for some κ > 0, then for any y0 ∈ L2(Ω) there exist a time T = T (θ, y0) > 0 and a control u ∈ L∞(QT ) such that the
corresponding solution of (1.1) satisfies y(·, T ) = 0 a. e. inΩ .
Remark 1.1. If θ = 0 and f (x, t, s) ≡ s, the zero-state becomes the fixed point of the solution mapping, regardless of the
choice of u, then by the backward uniqueness of the linear parabolic equation, for any y0 ∈ L2(Ω)with meas{x; y0(x) 6= 0},
the system fails to be null controllable.
Remark 1.2. In Theorem 1.1 the condition θ ∈ L∞(Ω∞) can be replaced by θ ∈ L∞(ΩT ) after T = T (θ, y0) is found.
If f (x, t, s) = sp with p > 1, then (1.1) is superlinear. It is easy to see that this is only a particular case of the condition
(1.4), and hence the corresponding system is null controllable.
In [10,11], the authors studied the exact controllability for semilinear hyperbolic equations. However, to our knowledge,
little is known for the semilinear hyperbolic equations with a similar bilinear control. The corresponding problems will be
considered in the future.
2. Proof of Theorem 1.1
In this section, we prove the null controllability of system (1.1). Since f is permitted to be nonlinear, in general, (1.1) has
not a globally defined (in time) solution, and the solution may blow up in finite time. Thus we first study the existence time
of the local solution.
Lemma 2.1. Let θ ∈ L∞(Ω∞) and y0 ∈ L∞(Ω). If f satisfy the assumptions in Theorem 1.1, then there exists a constant ε0 > 0
depending on f , θ and y0, such that if ‖u‖L∞(Ω∞) ≤ ε0, then (1.1) admits a unique solution in Q1 = Ω × (0, 1).
Proof. Let jn be a standardmollifying sequence inR, namely, jn(s) = 1n j( sn )with j(s) ≥ 0, j(s) ∈ C∞0 (R), supp j(s) ⊂ [−1, 1]
and
∫ +∞
−∞ j(s)ds = 1.
For fixed u ∈ L∞(Ω∞), θ ∈ L∞(Ω∞), and n ∈ N (Here and below N represents the set of all natural numbers), consider
the following problem{yt −∆y = unfn(x, t, y)− unθn, in QT ,
y(x, t) = 0, onΣT ,
y(x, 0) = y0n(x), inΩ.
(2.1)
We define fn, un, θn and y0n as follows. Put
fn(x, t, s) = jn ∗max(−n,min(f (x, t, τ ), n))
,
∫
R
jn(s− τ)max(−n,min(f (x, t, τ ), n))dτ .
It is easy to verify that fn(·, ·, ·) ∈ C(Ω×[0,+∞)×R), fn(x, t, ·) ∈ C∞(R), |fn| ≤ n, and fn → f uniformly on any bounded
subset of R.
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Similarly, we can define un, θn and y0n by using the above convolution operator ∗. Then un ∈ C∞(Ω∞) with un ≡ 0 in
ωn × R+, where ωn is a neighbor ofΩ \ ω with radius 1n , θn ∈ C∞(Ω∞), and y0n ∈ C∞(Ω). For any q > 1, they satisfy
‖un − 1ωu‖Lq(Ω∞) → 0, ‖θn − θ‖Lq(Ω∞) → 0, and ‖y0n − y0‖Lq(Ω) → 0
as n→+∞.
With these choices of fn, un, θn and y0n, we see that the approximate problem (2.1) admits a local classical solution yn in
QTn = Ω×(0, Tn) for all n ∈ N (see [12], Theorem 6.6, pp. 462), where Tn is themaximal existence time of the corresponding
local solution.
Now we claim that there exists T ∗ > 1 and n0 > 0 such that
‖yn‖L∞(QT∗ ) ≤ A for n ≥ n0, (2.2)
where A is a constant depending upon ‖u‖L∞(Ω∞), ‖θ‖L∞(Ω∞), ‖y0‖L∞(Ω), and f .
To see this, let g+ and g− be the solution of the ordinary differential equation
g ′ = K1G(g)+ K2, g(0) = ‖y0‖L∞(Ω)
and
g ′ = −K1G(g)− K2, g(0) = −‖y0‖L∞(Ω)
respectively, where K1 > 0 and K2 > 0 are constants.
By the standard theory of ordinary differential equations (see [13], Theorem 2.2, pp. 10) there exists T ∗ > 0 such that
g+(t) and g−(t) exist on [0, T ∗], where T ∗ depends on ‖y0‖L∞(Ω), K1, K2 and the function G(·). Moreover, we can select K1
and K2 small enough such that T ∗ ≥ 1.
Since θ ∈ L∞(Ω∞), for the above selected K1 and K2, we can take ε0 > 0 small enough and ‖u‖L∞(Ω∞) < ε0 such that‖un‖L∞(Ω∞) < K1 and ‖unθn‖L∞(Ω∞) < K2 for n ∈ N. Clearly, yn ≤ g+ onΣT , y0n ≤ g+(0) inΩ for n ∈ N. From (1.4), there
exists a constant n0 > 0, such that
(yn − g+)t −∆(yn − g+) ≤ un[fn(x, t, yn)− fn(x, t, g+)]
for (x, t) ∈ QT∗ and n ≥ n0. Recall that f (x, t, ·) is Lipschitz continuous on [−M,M] for any 0 < M < +∞ and the definition
of fn. Multiplying both sides of the above inequality by (yn − g+)+ (h+ denotes the positive part of h) and integrating over
Qt(0 < t ≤ T ∗), we obtain∫
Ω
(yn − g+)2+(x, t)dx ≤ Cn
∫∫
Qt
(yn − g+)2+dxds for n ≥ n0.
It follows from Gronwall’s inequality that yn ≤ g+. Similarly, we have yn ≥ g− for (x, t) ∈ QT∗ and n ≥ n0. Thus we derive
that Tn ≥ T ∗, and
|yn(x, t)| ≤ max{g+(t),−g−(t)}
for (x, t) ∈ QT∗ and n ≥ n0. Setting A = max{g+(T ∗),−g−(T ∗)}, we see that (2.2) holds.
Multiplying (2.1) by yn (where QT is replaced by QT∗ ) and integrating the resulting relation over QT∗ , we may derive by
using (2.2) the estimate
‖∇yn‖L2(QT∗ ) ≤ A0, (2.3)
where A0 is a constant independent of n.
By virtue of (2.2) and (2.3), there are a subsequence nj → +∞ as j → +∞ and a function y ∈ C(0, T ∗; L2(Ω)) ∩
L2(0, T ∗;H10 (Ω)) such that
ynj → y weakly star in L∞(QT∗),
∇ynj → ∇y weakly in L2(QT∗),
fnj(x, t, ynj)→ f (x, t, y) weakly star in L∞(QT∗).
For any φ ∈ W 1,12 (Q ∗T ), the weak form of the equation satisfied by yn in QT∗ is∫∫
Qt
[ynφs −∇yn · ∇φ + unfn(x, s, yn)φ − unθnφ]dxds
=
∫
Ω
yn(x, t)φ(x, t)dx−
∫
Ω
y0n(x)φ(x, 0)dx, ∀ 0 < t ≤ T ∗.
Passing to the limit through the subsequence nj we obtain∫∫
Qt
[yφs −∇y · ∇φ + 1ωu(f (x, s, y)− θ)φ]dxds =
∫
Ω
y(x, t)φ(x, t)dx− ∫
Ω
y0φ(x, 0)dx.
Therefore, y is a solution of (1.1) in QT∗ .
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Clearly, ‖ynj‖L∞(QT∗ ) ≤ A and ynj → y weakly star in QT∗ implies that ‖y‖L∞(QT∗ ) ≤ A. Note that f (x, t, s) is Lipschitz
continuous with respect to the variable s. Similar to the proof of Theorem 12 in [14], we can prove the uniqueness assertion
without any difficulty. Lemma 2.1 is proved. 
Proof of Theorem 1.1. Take u = 0 in (1.1). Multiplying (1.1) by y and integrating overΩ , it gives
1
2
d
dt
∫
Ω
|y|2dx+
∫
Ω
|∇y|2dx = 0.
Thus
‖y(·, T1)‖L2(Ω) ≤ e−λT1‖y0‖L2(Ω) ∀T1 > 0, (2.4)
where λ > 0 is the first eigenvalue of the problem−∆ψ = λψ inΩ with ψ = 0 on ∂Ω .
Given T1 > 0, we consider the following system{yˆt = ∆yˆ, inΩ × (T1, T1 + 1),
yˆ(x, t) = 0, on ∂Ω × (T1, T1 + 1),
yˆ(x, T1) = y(x, T1), inΩ.
(2.5)
Multiplying (2.5) by tk+2|yˆ|p−2yˆwith p > 2 and integrating overΩ , to obtain
tk+2
d
dt
‖yˆ(·, t)‖pLp(Ω) +
2(p− 1)
p
tk+1
∫
Ω
|∇|yˆ | p2 |2dx ≤ 0.
Similar to Proposition 4.4 in Chapter 1 of [15], we deduce that
‖yˆ(·, T1 + 1)‖L∞(Ω) ≤ C1‖y(·, T1)‖L2(Ω), (2.6)
where C1 is independent of T1.
Now we turn to deal with a traditional linear control system inΩ × (T1 + 1, T1 + 2).
Consider the following linear control system{Yt = ∆Y + χB0v, inΩ × (T1 + 1, T1 + 2),
Y (x, t) = 0, on ∂Ω × (T1 + 1, T1 + 2),
Y (x, T1 + 1) = yˆ(x, T1 + 1), inΩ.
(2.7)
Applying the null controllability results of heat equations (see [4]), there exists a control function v ∈ L∞(Ω×(T1+1, T1+2))
such that the corresponding solution to (2.7) satisfies Y (x, T1 + 2) = 0 a. e. inΩ .
Moreover, by virtue of Theorem 3.1 of [16], the control function v can be chosen such that the following estimate holds:
‖v‖L∞(Ω×(T1+1,T1+2)) ≤ C2‖yˆ(·, T1 + 1)‖L2(Ω), (2.8)
where C2 is independent of T1.
On the other hand, by the maximal principle and by using (2.6) and (2.8), we have
‖Y‖L∞(Ω×(T1+1,T1+2)) ≤ ‖yˆ(·, T1 + 1)‖L∞(Ω) + C3‖v‖L∞(Ω×(T1+1,T1+2))
≤ C1(1+ C2C3)e−λT1‖y0‖L2(Ω), (2.9)
where C3 is independent of T1.
Note that f (x, t, 0) = 0 and f (x, t, s) is locally Lipschitz continuous with respect to the variable s. By (2.9), we can choose
T1 large enough such that
‖f (x, t, Y )‖L∞(Ω×(T1+1,T1+2)) ≤ κ/2. (2.10)
Denote
u˜(x, t) = v(x, t)
f (x, t, Y )− θ χB0 a.e. inΩ × (T1 + 1, T1 + 2),
where Y is the solution to (2.7) with the selected control v. In view of (2.6), (2.8) and (2.10),
‖˜u‖L∞(Ω×(T1+1,T1+2)) ≤
2C1C2e−λT1‖y0‖L2(Ω)
κ
≤ ε0 (2.11)
provided that T1 > 0 is large enough.
Using Lemma 2.1, we see that the following problem{
wt −∆w = χωu(f (x, t, w)− θ), inΩ × (T1 + 1, T1 + 2),
w(x, t) = 0, on ∂Ω × (T1 + 1, T1 + 2),
w(x, T1 + 1) = yˆ(x, T1 + 1), inΩ
(2.12)
admits a unique solutionw, and u˜ can act as an input control for this system.
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Clearly, the solution Y of (2.7) is also a solution of (2.12) with u = u˜. Using the uniqueness of solutions of the system
(2.12), one can see easily that in time interval (T1 + 1, T1 + 2), the solution w to (2.12) with the control u˜ and the solution
Y to (2.7) with the control v become identical. Recall that y(·, T1 + 2) = 0. We havew(·, T1 + 2) = 0.
From the above argument, for given y0 ∈ L2(Ω), we can select T1 > 0 large enough such that the corresponding solution
y to (1.1) with the control
u =
{
0, inΩ × (0, T1 + 1),
u˜, inΩ × (T1 + 1, T1 + 2), (2.13)
satisfies y(·, T1 + 2) = 0. The proof of Theorem 1.1 is complete. 
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