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Abstract
Sucient conditions for the moderate and large deviation principle for U -processes are given.
For the large deviation result the conditions are in terms of \blockwise" empirical process
conditions. On the moderate scaling the case of U -processes indexed by a uniformly bounded VC
subgraph class of functions is considered. The proofs are based on an isoperimetric inequality for
empirical processes due to Talagrand, a truncation method based on an isoperimetric inequality
by Ledoux, the existence of almost regular partitions of complete hypergraphs due to Baranyai
and a Bernstein-type inequality for U -processes due to Arcones and Gine. c© 1998 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Let (S;S; ) be a probability space and let Xi : SN! S be the coordinate functions
(fXigi2N is thus an i.i.d. sequence with L(Xi)= ). The U -empirical measure of order
m is dened by
Lmn :=
1
n(m)
X
(i1 ;:::; im)2Im; n
(Xi1 ;:::; Xim );
where n(m) :=
Qm−1
k=0 (n− k); Im; nf1; : : : ; ngm contains all m-tuples with pairwise dif-
ferent components and x denotes the probability measure degenerate at x2 S. Let H
be a collection of measurable functions h : Sm!R. The U -process of order m indexed
by H is dened, for every n2N, as
Umn (h; ) :=
Z
Sm
h dLmn =
1
n(m)
X
(i1 ;:::; im)2Im; n
h(Xi1 ; : : : ; Xim); h2H:
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For a xed h; Umn (h; ) is called a U -statistic of order m with kernel h based on the
probability measure . U -processes appear in statistics, for example, as unbiased esti-
mators of the functional f⊗mh: h2Hg. For instance, Liu’s simplicial depth process
(Liu, 1990) is a U -process. Nolan and Pollard (1987) and Nolan and Pollard (1988)
studied the law of large numbers and the central limit theorem for U -processes of
order m=2. Arcones and Gine (1991) developed the theory for an arbitrary m. An
overview over the theory of empirical processes and U -processes is Gine (1996). Wu
(1994) proved necessary and sucient conditions for the large deviation and moderate
deviation estimations and the LIL of the empirical process Ln(h)= 1=
Pn
i=1 h(Xi) with
h varying in a class of bounded functions. The principles are proved for laws in the
Banach space of bounded functionals on the class H.
In this paper we study the large and moderate deviation principles (LDP, MDP) for
U -processes under certain conditions on H.
Let us recall the denition of the LDP. A sequence of probability measures fngn2N
on a topological space X equipped with -eld B is said to satisfy the LDP with
speed an#0 and good rate function I() if the level sets fx: I(x)6g are compact for
all <1 and for all  2B the lower bound
lim inf
n!1 an log n( )>− infx2int( ) I(x);
and the upper bound
lim sup
n!1
an log n( )6− inf
x2cl( )
I(x)
hold, where int( ) and cl( ) denote the interior and closure of  , respectively. We
shall consider situations where the speed in the LDP is given by an=1=n. We say
that a sequence of random variables satises the LDP when the sequence of measures
induced by these variables satises the LDP. Let fbngn2N (0; 1) be a sequence
which satises
lim
n!1
bn
n
=0 and lim
n!1
n
b2n
=0: (1.1)
If ax2X for all a>0 and x2X then a sequence of random variables Zn shall satisfy
the MDP with speed n=b2n and with good rate function I(), if the sequence (n=bn)Zn
satises the LDP in X with the good rate function I() and with speed n=b2n.
As the best of our knowledge, the present situation of the LDP and MDP problem
for U -statistics and U -empirical measures is as follows. Let M1(Sm) denote the space
of Borel probability measures on Sm. The LDP for the sequence of laws of Lmn has
been studied in Eichelsbacher and Schmock (1997). Let B(Sm; E) denote the space of
bounded functions on Sm, which take values in a separable real Banach space (E; kkE)
with Borel -algebra E and are S⊗m-E-measurable. The LDP for the sequence of
laws of Lmn holds on M1(S
m) equipped with the 1(E)-topology which makes the maps
M1(Sm)3  7!
R
Sm ’ d continuous for all ’2B(Sm; E), where
R
denotes the Bochner
integral. The speed is 1=n and the rate function is given by
Jm()=
(
1
mHm( j ⊗m) if = ⊗m1 ;
1 otherwise; (1.2)
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where 1 denotes the rst marginal of , and
Hm( j ~)=
( R
Smf logf d ~ if  ~ and f= dd~ ;
1 otherwise
(called relative entropy or Kullback{Leibler information). The rate function Jm is non-
convex for all m>2 (cf. Theorem 1.7, Eichelsbacher and Schmock, 1997). The m-fold
products L⊗mn :
!M1(Sm) of the empirical measures, i.e.
L⊗mn =
1
nm
nX
i1 ;:::; im=1
(Xi1 ;:::; Xim )
satises the LDP with the same rate function (Theorem 1.10, Eichelsbacher and
Schmock, 1997).
The results in the case m=1 are an improvement of the general version of Sanov’s
Theorem, which was proved by de Acosta (1994a) for the general case of an arbitrary
measurable state space S and in the 1(R)-topology setting. Notice that in Eichelsbacher
and Schmock (1997), the LDP result is proved for an even ner topology. This topology
is very useful for several applications in statistical mechanics, for example, the Gibbs
conditioning principle for interacting ensembles of particles and special mean eld
models.
Moreover, in Eichelsbacher and Schmock (1997) we proved a LDP for the moderate
U -empirical measure Mmn :
!M(Sm) dened for n>m by
Mmn =
n
bn
(Lmn − ⊗m);
where M(Sm) denotes the set of all signed measures on (Sm; S⊗m) with nite total
variation, endowed with the (E)-topology, dened analogously to 1(E), and where
fbngn2N (0;1) satises Eq. (1.1). Therefore, by denition we obtained a MDP for
(Lmn − ⊗m). The speed is n=b2n and the rate function has the form
Im()=
1
2
Z
S

d1
d
2
d (1.3)
if (Sm)= 0; 1  and =
Pm
i=1 
⊗i−1⊗ 1⊗ ⊗m−i, and we dene Im()=1 other-
wise. Im is convex. I1 is called the Fisher information. To be more precise we proved
the following result. If there exists a p2 (1; 2] such that the Banach space E is of
type p, and if limn!1 n=b
p
n =0, we obtain the lower bound for fMmn gn2N with speed
n=b2n and rate Im(). If the Banach space E is of type 2, then we get the upper bound
with the same speed and rate. Notice that in Eichelsbacher and Schmock (1997) (The-
orem 1.17), the MDP result is proved in an even ner topology which makes the map
 7! RSm ’ d continuous even for certain unbounded ’ taking values in E. An addi-
tional growth restriction on ’ in terms of the norms of the corresponding completely
-degenerate functions of the so-called Hoeding decomposition comes into play. The
MDP result in the case m=1 is an improvement over de Acosta (1994b) (Theo-
rem 3.1).
An obvious application of the contraction principle (cf. Dembo and Zeitouni, 1993,
Theorem 4.2.1) gives for any h=(h1; : : : ; hd) : Sm!Ed with hi 2B(Sm; E) a LDP for
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Umn (h; ) and for (M
m
n )(h)=
R
h dMmn with corresponding speeds and rate functions.
Without loss of generality, we will assume that the hi are symmetric in their argu-
ments. Thus, we obtain a LDP for a nite number of Banach space valued U -statistics
and moderate U -statistics (cf. Eichelsbacher and Schmock, 1997) (Theorems 1.21 and
1.23). But in nonparametric statistics we need some kind of uniform estimates of
(Lmn − ⊗m)(h) over a not necessarily nite class of functions H.
In this paper we also consider another class of processes. A V -statistic of order m
with kernel h is dened as
Vmn (h; )=
Z
Sm
h dL⊗mn :
A V -process based on  and indexed by H is the set fVmn (h; ): h2Hg.
Denote by (h) :=
R
h d for every 2M(Sm) and h : Sm!R. Throughout the paper
we assume that the class H is countable or that the processes f(Lmn −⊗m)(h); h2Hg
(or f(Mmn (h); h2Hg) and f(L⊗mn − ⊗m)(h); h2Hg (or fM⊗mn (h); h2Hg), respec-
tively, are separable to avoid measurability problems.
We have to introduce some more notations. Given a class of functionsHB(Sm;R),
let l1(H) be the space of all bounded real functions on H with the supremum norm
kHkH=suph2H jH (h)j. This is, in general, a nonseparable Banach space if H is
innite. Now, every signed measure 2M(Sm) of nite variation corresponds to an
element (H) in the space l1(H) given by
(H)(h)= (h)=
Z
Sm
h d
for all h2H. The aim of this paper is to prove a LDP for (Lmn − ⊗m)(H) and
(Mmn )(H) and for (L
⊗m
n − ⊗m)(H) and (M⊗mn )(H) in l1(H). The nonseparability
of l1(H) is the reason why such results do not follow easily via the contraction
principle from the results of Eichelsbacher and Schmock (1997).
The content of the dierent sections is as follows. In Section 2 we consider a
LDP and a MDP for U -processes for uniformly bounded classes H, which satisfy
\blockwise" empirical process conditions analogously to the conditions obtained in
Wu (1994). Therefore, we will rewrite the U -empirical measure Lmn as a depen-
dent mean of i.i.d. means, using the existence of almost regular partitions of com-
plete hypergraphs due to Baranyai (1975). The i.i.d. mean are built by \blocks"
(X(i−1)m+1; : : : ; X(i−1)m+m). The advantage of the Baranyai representation is that there
are much less dependent means in comparison to the well-known Hoeding formula in
Hoeding (1963). As in Wu (1994) we prove a LDP and a MDP for certain uniformly
bounded classes H using some well-established techniques in the theory of large de-
viations (see Dembo and Zeitouni, 1993; Wu, 1994) and an isoperimetric inequality of
Talagrand (1994). Furthermore, we extend the results to unbounded classes using well-
established truncation techniques and a truncation method based on an isoperimetric
inequality due to Ledoux (1992). Sering and Wang (1997) kindly sent me a preprint
about large deviations, proving an LDP result for U -processes for Polish space-valued
random variables. Our Theorem 2.6 is exactly the same result obtained in Sering
and Wang (1997) (Theorem 4.2) except for their restriction to Polish space-valued
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random variables. They use dierent methods of proof. In Section 3 we consider a MDP
for nondegenerate U -processes indexed by uniformly bounded Vapnik{ Cervonenkis
classes. Since we are using Hoeding’s decomposition of a U -statistic let us state it
here together with some notations. The operator k;m= k;m acts on 
⊗m-integrable
symmetric functions h : Sm!R as follows:
k;mh(x1; : : : ; xk)= (x1 − )⊗    ⊗ (xk − )⊗ ⊗(m−k)h;
where 1⊗   ⊗ mh=
R    R h(x1; : : : ; xm) d1(x1)    dm(xm) and
⊗(m−1)h(x)=
Z
  
Z
h(x1; : : : ; xm−1; x) d(x1)    d(xm−1):
A function h is called -canonical or completely degenerate if
R
h(x1; : : : ; xm) d(xi)= 0
for all 16i6m. Note that k;mh is a -canonical function of k variables. We say that a
U -process is -canonical if all the functions h2H are -canonical. With this notation
we can decompose a U -statistic into a sum of -canonical U -statistics of dierent
orders. For all ⊗m-integrable functions h : Sm!R the following relation holds true:
Umn (h; )=
mX
k=0

m
k

Ukn (k;mh; ): (1.4)
Note that the centered empirical process is a canonical U -process of order 1. To prove
the MDP in the nondegenerate case for fUmn (h; ): h2Hg, we have to prove that
fU 1n (1; mh; ): h2Hg satises a MDP and that the processes f(n=bn)Ukn (k;mh; ):
h2Hg! 0 in probability exponentially fast with speed n=b2n for 26k6m. The rst
condition is equivalent to the class f1; mh: h2Hg satisfying the conditions of Wu
(1994) (Theorem 2), which are necessary and sucient for the MDP. Therefore, only
the second condition must be dealt with. We will use Bernstein-type inequalities due
to Arcones and Gine (1994) and to Arcones (1995).
In Section 4 our results are applied to obtain LDP and MDP results for empirical
functions of U -statistics structure, for Liu’s simplicial depth process and for classes of
functions which are uniformly Holder.
2. Moderate and large deviations via blocking
We only consider classes of symmetric functions. Dene for each kernel function
h : Sm!R in a class H the function ~h : Sm!R by
~h(x1; : : : ; xn)=
1
k
k−1X
j=0
h(xjm+1; : : : ; xjm+m); k =
j n
m
k
:
Then, by Hoedings formula (Borovskich and Koroljuk, 1994, p. 34)
Umn (h; )=L
m
n (h)=
1
n!
X
2Pn
~h(X(1); : : : ; X(n)); (2.1)
where Pn denotes the set of all permutations of f1; : : : ; ng. Denote by P := ⊗N. More-
over, let figi2N be a sequence of i.i.d. random variables dened on (SN;SN;P) with
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P(i=1)= 12 , independent of the underlying sequence fXigi2N. Introduce the follow-
ing quantities:
H (n) :=E
∥∥∥∥∥∥
bn=mcX
i=1
ih(Yi)
∥∥∥∥∥∥
H
; (2.2)
where
Yi := (X(i−1)m+1; : : : ; X(i−1)m+m)
and
H (n; ) :=E
∥∥∥∥∥∥
bn=mcX
i=1
ih(Yi)
∥∥∥∥∥∥
H
;
where
H := ff − g: f; g2H and d2(f; g) := kf − gkL2(⊗m)6g:
2.1. The case of uniformly bounded H
We assume that
06h61 for all h in H: (2.3)
We will establish the following theorems.
Theorem 2.4 (Moderate deviations for U -processes and V -processes). Assume (2.3)
and let fbngn2N be a sequence satisfying
lim
n!1
bn
n
=0 and lim
n!1
n log n
b2n
=0:
If (H; d2) is totally bounded and
lim
!0
lim sup
n!1
H (n; )
bn
=0;
then the laws of (Lmn − ⊗m)(H) and of (L⊗mn − ⊗m)(H), respectively; satisfy the
MDP on the space l1(H) with speed n=b2n and with the good rate function
IH(H)= inffIm(): 2M(Sm) and (H)=Hg; H 2 l1(H); (2.5)
where Im() is given by Eq. (1.3).
Theorem 2.6 (Large deviations for U -processes and V -processes). Under the assump-
tion (2.3) we get: If (H; d2) is totally bounded and
lim
!0
lim sup
n!1
H (n; )
bn
=0; (2.7)
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then the laws of Lmn (H) and of L
⊗m
n (H); respectively; satisfy the LDP on the space
l1(H) with speed 1=n and with the good rate function
JH(H)= inffJm(): 2M1(Sm) and (H)=Hg; H 2 l1(H); (2.8)
where Jm() is given by Eq. (1.2).
Remark 2.9. As already mentioned in the introduction Theorem 2.6 is exactly the same
result obtained in Sering and Wang (1997) (Theorem 4.2) except for their restriction
to Polish space-valued random variables. They use dierent methods of proof.
Of course, an important question is, which classes of functions H satisfy the as-
sumptions of our theorems. We will discuss this and some examples in Section 4. In
the case m=1 our results are parts of Theorems 1 and 2 in Wu (1994).
We will use the following isoperimetric inequality for empirical processes established
by Talagrand (1994) (Theorem 3.5):
Lemma 2.10 (Talagrand). Let m=1 and assume Eq. (2.3). Set  := suph2H(
R
(h −
(h))2 d)1=2 and S(n) := n2+H (n); where H (n) is given in Eq. (2.2). Then for some
universal constant K we have for all t>KH (n):
P
 ∥∥∥∥∥
nX
i=1
h(Xi)− n(h)
∥∥∥∥∥
H
>t
!
6exp(−’K;S(n)(t));
where the function ’K;S(n)(t) for t>0 is given by
’K;S(n)(t)=
t2
K2S(n)
if t6KS(n);
’K; S(n)(t)=
t
K

log
et
KS(n)
1=2
if t>KS(n):
We also use the existence of almost regular partitions of completely hypergraphs
due to Baranyai (1975) (Theorem 1). Let X be a nite set with jX j= n (the set of
vertices) and E the set of all m-element subsets of X (the edges). Denote by Kmn
this hypergraph which is called the complete m-uniform hypergraph of n vertices. The
valency of a vertex x is dened by
v(X;E)(x)=
X
i: x2Ei
1;
where E= fE1; : : : ; E(nm)g. A subset GE is a 1-factor if v(X;G)(x)= 1 for every x2X .
The hypergraph (X;E) is called 1-factorizable if there are disjoint 1-factors Gj such
that E=
S
j Gj. Note that the following result had been an open problem for more than
100 years.
Lemma 2.11 (Baranyai). If mjn then Kmn is 1-factorizable.
Proof of Theorem 2.4. Notice that for nite H the result is a direct consequence of
Theorem 1.17 in Eichelsbacher and Schmock (1997). Moreover, since this result is
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true even in a ner topology, we obtain the statement of the theorem for any nite
collection H of S⊗m-E-measurable functions h : Sm!E; where E is a separable real
Banach space of type 2 and each h satises the conditionZ
Sm
exp(khkE) d⊗m<1
for every >0 as well as some additional growth restriction in terms of the norms of
the corresponding completely -degenerate functions k;mh (for details see
Eichelsbacher and Schmock, 1997). We obtain the result for all fbngn2N satisfying
Eq. (1.1).
The level sets K(IH; L) := fH 2 l1(H): IH(H)6Lg; L>0, are compact in l1(H)
by the total boundedness of (H; d2) and the theorem of Arcela{Ascoli (cf. Dunford
and Schwartz, 1967 (Theorem 5, Section IV.6)). Therefore, we only have to check that
a level set is a bounded and closed subset of the set of all bounded and continuous
functionals on (H; d2) which is easy to see and omitted.
Along the lines of the proof of Theorems 1 and 2 in Wu (1994), we will check,
that the MDP is established if we can check
lim
!0
lim sup
n!1
n
b2n
logP(kMmn ()kH>)=−1 (2.12)
for all >0. It is quite standard (for example, see Theorem 1.7, Eichelsbacher and
Schmock, 1997, and its proof) to deduce the upper and lower bound from Eq. (2.12).
Proof of the upper bound. For every B l1(H) dene IH(B)= infH2B IH(H). Let
C be an arbitrary closed set in l1(H). It suces to consider the case IH(C)>0.
Choose r 2 (0; IH(C)). For every element F in l1(H)nC there exists F>0 such that
U (F; 2F) := fG 2 l1(H): kG − FkH<2Fg
is a subset of l1(H)nC. Since the level set K(IH; r) is compact and C\K(IH; r)=;
there exists a nite subset N of K(IH; r) such that U :=
S
F2N U (F; F) covers
K(IH; r). We arrive at
P((Mmn )(H)2C)6P
 
(Mmn )(H)2 l1(H)
- [
F2N
U (F; 2F)
!
:
For a xed >0 let Hn denote a nite -net of H: HH and for all f2H there
exists a g2H such that d2(f; g)<. Denote by I() the rate function corresponding
to H dened by Eq. (2.5) and by p(F) the restriction of F 2 l1(H) to the net
H. Now, for every >0 one can nd a 0>0 such that if d2(f; g)<0 we get
jF(f)−F(g)j< for each F 2N , since on the compact level set the F are continuous.
Thus, for every >0 there is a  with 0<<0 such that for all F 2 l1(H), if
p(F)2
[
F2N
U (p(F); F)
and
supfjF(f)− F(g)j: f; g2H and d2(f; g)<g;
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then F 2SF2N U (F; 2F). We obtain
P((Mmn )(H)2C)6P
 
(Mmn )(H
)2 l1(H)
- [
F2N
U (p(F); F)
!
+P(k(Mmn )()kH>): (2.13)
By Theorem 1.17 in Eichelsbacher and Schmock (1997) we have
lim sup
n!1
n
b2n
logP
 
(Mmn )(H
)2 l1(H)
- [
F2N
U (p(F); F)
!
6− inf
(
I(p(F)): p(F)2 l1(H)
- [
F2N
U (p(F); F)
)
6−r:
Using Eq. (2.12) for the second term in Eq. (2.13) we get the upper bound.
Proof of the lower bound. Let O be an arbitrary open set in l1(H) and let G 2O
with IH(O)<1. There exists a G such that U (G; G) is contained in O. As in the
proof of the upper bound for G there is >0 such that
P((Mmn )(H)2U (p(G); G))6P(kMmn ()kH>G) + P((Mmn )(H)2O):
We apply the lower bound of Theorem 1.17, Eichelsbacher and Schmock (1997), to
the nite subnet H:
−I(G)6−I(U (p(G); G))6 lim inf
n!1
n
b2n
logP((Mmn )(H)2U (p(G); G)):
Using the fact that the map  7! (H) is -continuous for each nite net H, we
obtain by Dembo and Zeitouni (1993) Lemma 4.1.6(a) that
lim
!0
I(G)= lim inf
!0
fIm(): 2M(Sm); (H)=Gg = IH(G);
thus together with Eq. (2.12) we get the lower bound.
Proof of Eq. (2.12). To prove the key estimation, Eq. (2.12), we will apply the re-
sult of Talagrand (Lemma 2.10) combined with the factorization result of Baranyai
(Lemma 2.11). Therefore, consider n2N which is divisible by m. Pn denotes the
group of all permutations of f1; : : : ; ng. For 2Pn dene

3! 7! Lm;n; (!)= mn
n=m−1X
j=1
(X( jm+1)(!);:::; X( jm+m)(!)) 2M1(Sm):
This map is measurable and PL−1m;n;  does not depend on , because fXigi2N are inde-
pendent and identically distributed. We write Lm;n for Lm;n; , when  is the iden-
tity on f1; : : : ; ng. With Lemma 2.11 there exists a subset P 0n of Pn consisting of
m!
( n−1
m−1

permutations such that for every m-tuple (i1; : : : ; im) of distinct elements of
f1; : : : ; ng there exists exactly one pair (; j)2 (P 0n  f0; 1; : : : ; n=m − 1g) such that
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(i1; : : : ; im)= (( jm+1); : : : ; ( jm+m)). (There are
( n
m

subsets fi1; : : : ; img of f1; : : : ; ng
with m elements. The problem is whether they can be divided into
( n
m

m=n disjoint
classes such that each class is a partition of f1; : : : ; ng.) Now, the U -empirical measure
can be rewritten as
Lmn =
1
m!
(n−1
m−1
 X
2P 0n
Lm; n; : (2.14)
Since Lmn is an average, we arrive at
P(kMmn ()kH>)6m!
 
n− 1
m− 1
!
P
 ∥∥∥∥ nbn (Lm;n − ⊗m)()
∥∥∥∥
H
>
!
:
Now, we can apply (2.6) in Wu (1994) to Lm;n
lim
!0
lim sup
n!1
n
b2n
logP
 ∥∥∥∥ nbn (Lm;n − ⊗m)()
∥∥∥∥
H
>
!
=−1: (2.15)
Thus, Eq. (2.12) follows for every n which is divisible by m using
lim sup
n!1
n
b2n
logm!
 
n− 1
m− 1
!
=0
which follows from the assumption for fbngn2N. For the sake of completeness some
arguments of Wu (1994) for the proof of Eq. (2.15) are given: It is enough to consider
the class H0 := f(h+1)=2; h2Hg, which satises the assumption of Lemma 2.10. By
the assumptions on H (n; ) we arrive at P(k(n=bn)(Lm;n−⊗m)()kH>)=P(k(n=bn)
(Lm;n − ⊗m)()kH0>=2). Applying Lemma 2.10 we obtain
P
 ∥∥∥∥ nbn (Lm;n − ⊗m)()
∥∥∥∥
H0
>
!
6exp(−’K;S(n)(bn)):
Now, for  small enough we conclude as in Wu (1994) that
lim
!0
lim
n!1
n
b2n
’K;S(n)(bn)=1
and one gets Eq. (2.15).
Note that the assumption of uniform boundedness of the class H yields
kL⊗mn ()− Lmn ()kH61−

n
m

m!
nm
6
nm − (n− m)m
nm
6
m2
n
; (2.16)
and therefore
lim sup
n!1
n
b2n
logP

n
bn
kL⊗mn ()− Lmn ()kH>

=−1
for each >0. Thus, in this case the theorem follows by Dembo and Zeitouni (1993)
(Theorem 4.2.13).
For general n2N satisfying n>m, we dene Lmn = Lmm[n=m]. Since kL⊗mn ()− L⊗mm[n=m]
()kH61−(n−m)m=nm6m2=n, it follows with Eq. (2.16) that kL⊗mn ()−Lmn ()kH62m2=
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(n − m + 1). Using Dembo and Zeitouni (1993) (Theorem 4.2.13) once more we get
the result.
Proof of Theorem 2.6. Again notice that for niteH the result is a direct consequence
of Theorem 1.7 in Eichelsbacher and Schmock (1997). Since this result is true even
in a ner topology, we obtain the statement for any nite collection H of S⊗m-
E-measurable functions h : Sm!E, where E is an arbitrary real Banach space and h
satises the conditionZ
Sm
exp(khkE) d⊗m<1
for each >0.
The level sets K(JH; L) := fH 2 l1(H): JH(H)6Lg, L>0, are compact in l1(H)
by the same argument as in the proof of Theorem 2.4.
The LDP is established if we can check
lim
!0
lim sup
n!1
1
n
logP(kLmn ()− ⊗m()kH>)=−1 (2.17)
for all >0. Now, it is clear how to deduce the upper and lower bound from Eq. (2.17).
We omit the proof.
Proof of Eq. (2.17). Consider n2N which is divisible by m. The representation,
Eq. (2.14), of Lmn yields
P(kLmn ()− ⊗m()kH>)6m!
 
n− 1
m− 1
!
P(kLm;n()− ⊗m()kH>):
Now, we can apply (2.4) in Wu (1994) to Lm;n
lim
!0
lim sup
n!1
1
n
logP(kLm;n()− ⊗m()kH>)=−1: (2.18)
Thus, Eq. (2.17) follows. For general n2N satisfying n>m we can adapt the argu-
ments of the proof of Theorem 2.4.
2.2. Extension to unbounded functions
Consider a class H of real measurable functions on Sm with kh(x1; : : : ; xm)k<1 for
every (x1; : : : ; xm)2 Sm. Thus, the mapsH3 h 7! h(Xi1 ; : : : ; Xim) dene random elements
in the space l1(H). Via a well established truncation method we get the following
extension of Theorem 2.6.
Theorem 2.19 (Large deviations for U -processes of order m). Assume that H is a
class of functions in L2(Sm; ⊗m) such thatZ
Sm
exp

 sup
h2H
khk

d⊗m<1 (2.20)
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for every >0. If (H; d2) is totally bounded and
lim
!0
lim sup
n!1
H (n; )
n
=0;
then the laws of Lmn (H) satisfy the LDP on l1(H) with speed 1=n and with the
rate function JH() given by Eq. (2.8).
Proof. Consider the class HN := fhN := (h_ (−N ))^N : h2Hg. We claim that the
class HN satises the assumptions of Theorem 2.6. Since d2(fN ; gN )6d2(f; g), HN is
totally bounded in L2(Sm; ⊗m). If HN (n; ) denotes the quantity H (n; ) for the class
HN we have to check
lim
!0
lim sup
n!1
HN (n; )
n
=0; (2.21)
which is a little involved. For details see the proofs of Theorems 1 and 4 in Wu
(1994). The arguments can be applied for the \blocking" mean Lm;n(H), introduced
in the proof of Theorem 2.4. With Wu (1994) (Theorem 1) we obtain that (Lm;n −
⊗m)(H)! 0 in probability in l1(H). Via the steps of the proof of Wu (1994)
(Theorem 4), we get Eq. (2.21). Thus, Theorem 2.6 can be applied to HN for every
N 2N. By Dembo and Zeitouni (1993) (Theorem 4.2.13) we only have to check
lim
N!1
lim sup
n!1
1
n
logP

sup
h2H
kLmn (h− hN )− ⊗m(h− hN )k>

=−1
for all >0. Therefore, we can use Hoedings formula (2.1) and (Hoeding, 1963,
(5.2)) (see also Eichelsbacher, 1996) to obtain
P

sup
h2H
kLmn (h− hN )− ⊗m(h− hN )k>

6 exp(−[n=m])
Z
Sm
exp

 sup
h2H
kh− hN − ⊗m(h− hN )k
[n=m]
;
which gives us the result for Lmn (H) using the dominated convergence theorem and
the moment condition (2.20).
Notice that for a separable Banach space the condition (2.20) is the same as that
of the LDP result for Banach space valued U -statistics in Eichelsbacher and Schmock
(1997).
Corollary 2.22 (Large deviations for V -processes of order m). Assume that H is a
class of functions satisfying the assumptions of Theorem 2.19. Assume, moreover,
that there exists at least one H>0 such thatZ
Sm
exp

H sup
h2H
kh  k

d⊗m<1 (2.23)
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for every map : f1; : : : ; mg!f1; : : : ; mg, where : Sm! Sm, is dened by (s)=
(s(1); : : : ; s(m)) for every s=(s1; : : : ; sm)2 Sm. Then the laws of L⊗mn (H) satisfy the
LDP on l1(H) with speed 1=n and with the rate function JH() given by Eq. (2.8).
Proof. Notice that for every n>m and every h2H we can dene a function hn such
that L⊗mn (h)=L
m
n (hn). One possibility is to dene, for all x=(x1; : : : ; xm)2 Sm and
h2H,
hn(x)=
mX
j=1
n( j)
nm
X
2Tj
h(x(1); : : : ; x(m)); (2.24)
where Tj denotes the set of all surjective maps : f1; : : : ; mg!f1; : : : ; jg with (1)= 1
and (k)61 + maxf(1); : : : ; (k − 1)g for all k 2f2; : : : ; mg. (cf. Eichelsbacher and
Schmock, 1997, Eq. (2.24)). We only have to check
lim sup
n!1
1
n
logP

sup
h2H
kLmn (hn)− Lmn (h)k>

=−1
for every >0. Dene =(mm−1 +m2)−1H with H as in Eq. (2.23). By using the
exponential Chebychev inequality and independence,
P

sup
h2H
kLmn (hn)− Lmn (h)k>

6e−n
2
E

exp

n2 sup
h2H
kLmn (hn)− Lmn (h)k

6e−n
2
Z
Sm
exp

mn sup
h2H
kh− hnk

d⊗m
bn=mc
: (2.25)
Note that 1− n(m)=nm6m2=n. Using Eq. (2.24), it follows that
nkh(x)− hn(x)k6m2kh(x)k+
m−1X
j=1
X
2Tj
kh  (x)k
for all x2 Sm. Using this estimate, jSm−1j=1 Tjj6mm−1, Holder’s inequality and
Eq. (2.23), it follows that the expectation in Eq. (2.25) is bounded by a constant
which does not depend on n. Hence we are done (cf. Eichelsbacher and Schmock,
1997) (Proof of Theorem 1.10(b)).
As in Wu (1994), for the moderate estimations we can use a truncation method
established by Ledoux (1992) (Theorem) based on isoperimetric inequality (we state
the result for the Banach space l1(H)).
Lemma 2.26 (Ledoux). Let Yi=(X(i−1)m+1; : : : ; X(i−1)m+m) and let fbngn2N satises
Eq. (1.1) and the auxiliary condition
bnk6Ak−bn (2.27)
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for some A>1 and some 0<<1 (bn cannot be too near n). If (n=b2n)(Lm;n −
⊗m)(H)! 0 in probability in l1(H) and if there exists a constant M>0 such
that for all u>0
lim sup
n!1
n
b2n
log(nP(kYi()kH>u))6−
u2
M
;
then there exists some constant C depending only on M and A and  such that
lim sup
n!1
n
b2n
logP
 ∥∥∥∥ nbn Lm;n()
∥∥∥∥
H
>
!
6− 
C2
; (2.28)
where 2 is dened as in the proof of Theorem 2.6.
Theorem 2.29 (Moderate deviations for U -processes of order m). Assume that H is
a class of functions in L2(Sm; ⊗m) such that there exists a M>0 such that for all
u>0
lim sup
n!1
n
b2n
log(nP(kYi()kH>u))6−
u2
M
:
If H is totally bounded and
lim
!0
lim sup
n!1
H (n; )
bn
=0;
and fbngn2N satises Eqs. (1.1) and (2.27), then the laws of (Lmn − ⊗m)(H) satisfy
the MDP on l1(H) with speed n=b2n and with the rate function IH() given by
Eq. (2.5).
Proof. Let us only mention what has to be changed in Wu (1994) (Theorem 5).
The MDP is established if we can check Eq. (2.17). To do so, we use again the
representation of Lmn due to Baranyai. The only change from the proof of Theorem 2.4
is now to establish
lim
!0
lim sup
n!1
n
b2n
logP
 ∥∥∥∥ nbn Lm;n()
∥∥∥∥
H0
+ >=2
!
=−1;
without using Lemma 2.10. But this estimation follows from Eq. (2.28) using the fact
that
(2) := sup
h2H0
Z
((h− ⊗m(h))2 d⊗m)1=2
is smaller than 2. We can apply the lemma, since our assumptions on H imply via
the proof of Theorem 2 in Wu (1994), that (n=b2n)(Lm;n−⊗m)(H)! 0 in probability
in l1(H).
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3. Moderate deviation result for VC classes of functions
Here we will prove MDPs for nondegenerate U -processes indexed by a countable
classH which satises some conditions which will be given in terms of metric entropy.
Especially, we consider the case when H is a uniformly bounded Vapnik{ Cervonenkis
subgraph class of functions. As mentioned in the introduction, we will apply the results
of Wu (1994) to the linear part of the Hoeding decomposition and will handle the
rest by means of dierent types of Bernstein-type inequalities for uniformly bounded
-canonical processes proved in Arcones and Gine (1994) and Arcones (1995). The
conditions onH seem to be more natural than the conditions via the blocking approach.
Nevertheless, let us mention that this approach is not applicable for the large deviation
scale.
To state the results we have to introduce some more notations. Given a pseudometric
space (T; d), the -covering number N (; T; d) is dened as
N (; T; d)=minfn2N: there exists a covering of T by n balls of d-radius6g:
The metric entropy of (T; d) is the function logN (; T; d). We dene N2(;H; ) :=
N (;H; kkL2()). Some classes of functions satisfy a uniform bound in the entropy.
Let us recall the denition of a Vapnik{ Cervonenkis (VC for short) subgraph class
of functions. Let S be a set, C a class of subsets of S and A be a subset of S with
cardinality k. C shatters A if each subset of A is the trace of an element of C, i.e.
#(C\A)= 2k where C\A= fC \A: C 2Cg. C is called a VC class if there exists an
integer k>1 such that no subset A of S of cardinality k is shattered by C, i.e. for every
A in S with #(A)= k we have #(C\A)<2k . Examples in Rd include classes of all
rectangles, all ellipsoids, and all polyhedra of at most l sides (for any xed l). If G is a
nite-dimensional vector space of functions on S, then pos(G) := ffs : g(s)>0g: g2Gg
is a VC class. A class of real functions H is VC subgraph class if the subgraphs of
the functions in the class form a VC class of sets (subgraph of h2H: f(x; t)2 Sm 
R: 06t6h(x1; : : : xm) or h(x1; : : : ; xm)6t60g). Any nite-dimensional vector space of
functions (e.g., polynomials of bounded degree on Rd) is a VC subgraph class. Notice,
moreover, that if C is a VC class of sets and q a real function on C, then the class
f1C=q(C): C 2Cg corresponding to a weighted empirical process is a VC subgraph
class.
The envelope H of H is dened as suph2H jhj. It is well known (Pollard, 1984)
(Proposition II 2.5) that if H is a VC subgraph class then there are nite constants A
and v such that, for each probability measure  with ⊗m(H 2)<1,
N2(;H; )6A(⊗m(H 2)1=2=)v:
Consider the following dierent type of classes H:
Condition 3.1. Let H be a measurable class of functions h : Sm!R satisfying:
(a) H is uniformly bounded.
(b) There are A>0 and v<1 such that N2(;H; )6(A=)v for all probability
measures .
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Let fX (k)i : i2Ngmk=1 be i.i.d. copies of fXi: i2Ng and f(k)i : i2Ngmk=1 be indepen-
dent copies of fi: i2Ng (dened as in Section 2), independent of fX (k)i : i2Ngmk=1.
Condition 3.2. Let H be a measurable class of functions h : Sm!R satisfying:
(a) H is uniformly bounded.
(b) There is a nite constant c such that
E
0
@
∥∥∥∥∥∥n1−m
X
Im; n
(1)i1 
(2)
i2 h(x
(1)
i1 ; : : : ; x
(m)
im )
∥∥∥∥∥∥
H
1
A6c: (3.1)
Notice that uniformly bounded VC subgraph classes H satisfy Condition 3.1 as
well as Condition 3.2 (for Condition 3.2, see Arcones and Gine, 1991 (Proposition
2.6)). Condition 3.2 is of interest if one uses the decoupling inequality by de la
Pe~na (1992) together with symmetrization techniques (cf. Ledoux and Talagrand, 1991
(Lemma 6.3)) to get a bound for E(exp jtUmn (h)j) in terms of the left-hand side of
Eq. (3.1). For details see Arcones (1995).
We will use the following two types of Bernstein-type inequalities for U -processes:
The rst is a modication of Arcones and Gine (1994) (Theorem 3.2):
Lemma 3.4 (Arcones, Gine). Let H be a measurable class of -canonical functions
h : Sm!R satisfying:
(a) H is uniformly bounded by 1.
(b) There is a Lebesgue integrable function  : (0;1)! [0;1) such that for each
probability measures 
(logN2(;H; ))m=26(); >0:
Then there are constants c and c0 such that for all t>0 and n>m
P(knm=2Umn (h; )kH>t)6c exp(−c0t2=m): (3.5)
Proof. For any >0 by Chebyshev’s inequality we obtain
P(knm=2Umn (h; )kH>t)
6e−t
1=m
E[exp(knm=2Umn (h; )k1=mH )]
6e−t
1=m
E
2
4exp
0
@(mmm!)1=m
∥∥∥∥∥n−m=2
X
16i1<<im6n
h(Xi1 ; : : : ; Xim)
∥∥∥∥∥
1=m
H
1
A
3
5 :
Now, we can go on as in the proof of Arcones and Gine (1994) (Theorem 3.2).
The next result is proved in Arcones (1995) (Proposition 4):
Lemma 3.6 (Arcones). Let H be a measurable class of symmetric functions
h : Sm!R satisfying Condition 3.2 with suph2H jh(X )j6b. Then for each t>0 and
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n>m
P
 ∥∥∥∥∥n1=2
mX
k=2

m
k

Ukn (k;mh; )
∥∥∥∥∥
H
>t
!
62 exp

− tn
1=2
2m+5mm+1bc

:
To prove the MDP for the U -process, by Hoeding’s decomposition it is enough to
show that fUmn (1; mh; ): h2Hg satises the MDP in l1(H) and that the processes
f(n=bn)Ukn (k;mh; ): h2Hg! 0 in probability exponentially fast with speed n=b2n for
26k6m. For the second part we will apply the Bernstein inequalities:
Lemma 3.7. Let H be a class of symmetric functions satisfying Condition 3.1 or
Condition 3.2 and let fbngn2N (0;1) satisfy Eq. (1.1). In each case we obtain
lim sup
n!1
n
b2n
logP
 ∥∥∥∥∥ nbn
mX
k=2

m
k

Ukn (k;mh; )
∥∥∥∥∥
H
>
!
=−1 (3.8)
for all >0.
Proof. Assume that H satises Condition 3.1. Note that for any probability measure 
on Sk the quantity kk;mhkL2() is dominated by the sum of 2k L2-distances. Thus, the
condition N2(;H; )6(A=)v (for all probability measures ) implies that the classes
of canonical functions fk;mh: h2Hg satisfy the second part of the conditions of
Lemma 3.4. With Eq. (3.5) we get for each 26k6m:
P
∥∥∥∥ nbnUkn (k;mh; )
∥∥∥∥
H
>

= P

knk=2Ukn (k;mh; )kH>
bn
n
nk=2

6 ck exp
 
−c0k

bnnk=2
n
2=k!
:
This implies
n
b2n
logP
∥∥∥∥ nbnUkn (k;mh; )
∥∥∥∥
H
>

6
n
b2n
log ck − c0k2=k
b2=kn n
n2=k
n
b2n
=
n
b2n
log ck − c0k2=k
n2−2=k
b2−2=kn
and the right-hand side decreases to −1 by the assumptions for fbngn2N. Since(∥∥∥∥∥ nbn
mX
k=2

m
k

Ukn (k;mh; )
∥∥∥∥∥
H
>
)

m[
k=2
(
n
bn
∥∥∥∥

m
k

Ukn (k;mh; )
∥∥∥∥
H
>

m
)
:
Dembo and Zeitouni (1993) (Lemma 1.2.15) yields Eq. (3.8).
Now, assume that H satises Condition 3.2. We can apply Lemma 3.6 and obtain
immediately
P
 ∥∥∥∥∥n1=2
mX
k=2

m
k

Ukn (k;mh; )
∥∥∥∥∥
H
>
n1=2bn
n
!
62 exp

− bn
2m+5mm+1bc

;
290 P. Eichelsbacher / Stochastic Processes and their Applications 74 (1998) 273{296
which implies
n
b2n
logP
 ∥∥∥∥ nbn

m
k

Ukn (k;mh; )
∥∥∥∥
H
>
!
6
n
b2n
log 2− 1
2m+5mm+1bc
n
bn
and the lemma is proved.
Remark that the linear term U 1n (1; mh; ) in the Hoeding decomposition of U
m
n (h; )
is of the form
U 1n (1; m; )=m
1
n
nX
i=1
1; mh(Xi):
To deduce the MDP for nondegenerate U -processes from Lemma 3.7, we only have
to take care of the class fU 1n (1; mh; ): h2Hg. In Wu (1994) (Theorem 2) necessary
and sucient conditions for uniformly bounded classes of functions in one variable are
obtained. Introduce the following quantity:
H1(; ) :=E
∥∥∥∥∥
nX
i=1
i1; mh(Xi)
∥∥∥∥∥
H; 1
;
where
H;1 := f1; mf − 1; mg: f; g2H; d2(1; mf; 1; mg) := k1; mf − 1; mgkL2()6g:
The combination of these conditions with Lemma 3.7 yields the following theorem:
Theorem 3.9 (Moderate deviations for U -processes). Let fbngn2N be a sequence in
(0;1) which satises Eq. (1.1). Assume that the class H satises one of
(a) Let H be a class of symmetric functions satisfying Condition 3.1.
(b) Assume that H satises Condition 3.2. Moreover, assume that f1; mh: h2Hg
is totally bounded with respect to d2 and satises
lim
!0
lim sup
n!1
H1(n; )
bn
=0: (3.10)
Then the laws of (Lmn − ⊗m)(H) satisfy the MDP on the space l1(H) with speed
n=b2n and with the good rate function IH() given in Eq. (2.5).
Proof. Assume that the H satises the rst condition. We can use the proof of
Corollary 5.7 and the following remark in Arcones and Gine (1991), using the uni-
form boundedness of H, to get the following remarkable fact: all projections k;mH=
fk;mh: h2Hg; k =1; : : : ; m, satisfy the central limit theorem in l1(H). Especially,
this implies using Ledoux and Talagrand (1991) (Theorem 14.6) that the class f1; mh:
h2Hg satises the sucient (and necessary) conditions of Theorem 2 in Wu (1994):
the class is totally bounded and Eq. (3.10) holds. Notice that in both cases f1; mh:
h2Hg is uniformly bounded.
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Following the lines of the proof of Theorem 2.4, we have only to check Eq. (2.12).
By Eq. (1.4),
kUmn (h; )− ⊗m(h)kH6kU 1n (1; mh; )kH +
mX
k=2
∥∥∥∥

m
k

Ukn (k;mh; )
∥∥∥∥
H
:
Now, we use the fact that for linear functionals , we have kkH62kkH for each
>0. Thus, Lemma 3.7 implies that Eq. (2.12) is checked if the rst term on the
right-hand side satises
lim
!0
lim sup
n!1
n
b2n
logP
 ∥∥∥∥ nbnU 1n (1; mh; )
∥∥∥∥
H
>
!
=−1:
But by our assumptions this is an immediate consequence of Lemma 2.10, see the
proof of Theorem 2 in Wu (1994).
Notice that in the last theorem the assumptions on the sequence fbngn2N are weaker
than in Theorem 2.4. Here the log n term has been removed.
We will now discuss examples of classes H which satisfy the conditions of the last
theorem. An important and well studied class is the class of uniformly bounded VC
subgraph classes of symmetric functions on Sm with values in R.
Corollary 3.11. If H is a uniformly bounded VC subgraph class of symmetric func-
tions, then in both cases of Theorem 3.9 the assumptions on H are fullled.
Proof. We have already mentioned that a uniformly bounded VC subgraph class of
functions satises Condition 3.1 as well as Condition 3.2. The proof of Corollary 5.7
in Arcones and Gine (1991) shows that f1; mh: h2Hg is a measurable uniformly
bounded VC subgraph class. Thus, the conditions for f1; mh: h2Hg hold.
Remark 3.12. In our scaling the linear part of the Hoeding decomposition is the
leading one. The form of the rate function emphasizes this fact. Look at the nondegen-
erate form of the rate function Im() in Eq. (1.3), which is the rate for the moderate
U -empirical measure. We have checked in Eichelsbacher and Schmock (1997) that
Im() is nite for all measures 2M(Sm) which satisfy the conditions: (Sm)= 0;
1 and
=
mX
i=1
⊗i−1⊗ 1⊗ ⊗m−i :
By denition (2.5) of the rate function IH(H) we have to calculate for a given
H 2 l1(H) the inmum of Im() over all measures 2M(Sm) with Im() 6=1, such
that (H)=H . The symmetry of h yields
(h)=m
Z
  
Z
h(x1; : : : ; xm−1; xm) d⊗(m−1) d1 =m
Z
⊗(m−1)h d1:
So actually we operate on the class f1; mh: h2Hg and build the integral with respect
to a measure on S. This reects the nondegenerate form of the rate function.
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From Theorem 3.9 we can derive a law of the iterated logarithm for nondegenerate
U -processes for classes H satisfying Condition 3.1.
Corollary 3.13. Let H be a class of symmetric functions satisfying Condition 3.1.
Let bn=
p
2n log log n. Then the compact LIL holds for H, e.g. f(pn=bn)(Umn (h; )−
⊗mh): h2Hg is almost surely compact and its limit set coincide with
K := fH 2 l1(H): IH(H)61=2g:
We only point out that the MDP estimations obtained in Theorem 3.9 give the crucial
estimation required by the classical proof of the LIL (cf. Wu, 1994 for the case of
empirical processes). The result was obtained in Arcones and Gine (1994) (Corollaries
3.4 and 3.5). Arcones (1993) has shown that the uniform boundedness hypothesis for
the class H can be relaxed to nite second moment of its envelop. Remark that the
corollary also implies a law of the iterated logarithm for U -processes indexed by a
uniformly bounded VC subgraph class.
4. Examples
First of all we will discuss the conditions of Theorems 2.6 and 2.4. The sumP[n=m]
i=1 h(Yi) is a sum over the independent blocks Yi=(X(i−1)m+1; : : : ; X(i−1)m+m) with
values in Sm, which are identically distributed with law L(Yi)= ⊗m. So the func-
tions h can be interpreted as functions on ~S := Sm. Now, the conditions on H (as
a class of functions on ~S) are very well studied. For example if H is a Donsker
class of functions on ~S (with values in R), then (H; d2) is totally bounded and
lim!0 lim supn!1(H (n; ))=
p
n=0 (cf. Ledoux and Talagrand, 1991 (Theorem 14.6)).
Therefore, there is a variety of well-studied classes H which are possible examples of
our theorems. Notice, moreover, that on the moderate scale we are interested in classes
H which satisfy one of the two conditions 3.1 and 3.2, because we get a better result
with respect to the conditions for the sequence fbngn2N.
Since the LDP estimations oers a precise estimation associated to the law of large
numbers (LLN) and the MDP is often used to give further estimations related to the
central limit theorem (CLT) and the law of the iterated logarithm (LIL), we will
point out in each of the following examples, whether the class H satises these laws.
We will investigate classes which are well known and studied for example in Arcones
and Gine (1991) and Arcones (1995).
4.1. Simplicial depth process
Let S =Rd and  be a probability measure on Rd. Liu introduced the following
objects (Liu, 1990): The depth D(x) :=D(x; ) of a point x2Rd is dened as the
probability that the simplex whose vertices are d+1 independent observations from 
contains x, that is,
D(x)= d+1fx2 S(x1; : : : ; xd+1)g;
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where S(x1; : : : ; xd+1) is the closed simplex of Rd determined by the points x1; : : : ; xd+1.
For an i.i.d. sequence fXigi2N of random vectors in Rd with common law  the nth
empirical simplicial depth process is
Dn(x)=Ud+1n (Cx);
where
Cx = If(x1 ;:::; xd+1): x2S(x1 ;:::; xd+1)g:
For each x; Cx is a function dened on (Rd)d+1 or more specically, on simplices
of Rd. It is well known that H := fCx: x2Rdg is a collection of indicator func-
tions of a measurable VC class of sets (cf. Arcones and Gine, 1991 (Corollary 6.7)).
An immediate consequence is, that the simplicial depth process satises both the LLN
and the CLT (cf. Arcones and Gine, 1991 (Corollary 6.8)) as well as the LIL (cf.
Theorem 2.2 in Arcones, 1993). Since H is a uniformly bounded VC subgraph class
of functions the MDP holds for this U -process with the rate function (2.5). Notice that
we can apply Theorem 3.9 and thus we obtain the result for all fbngn2N satisfying
Eq. (1.1). The MDP result includes the law of the iterated logarithm. Since H is a
uniformly bounded VC class of functions, it is totally bounded and Eq. (2.7) holds.
Thus, the LDP holds for the simplicial depth process. We get the interesting implica-
tion that Dn(x) converges exponentially fast (uniformly in x) to D(x). The argument is
standard in the theory of large deviations: let K be a nonempty closed set in l1(H)
not containing a minimum point of JH(). Then the upper bound of the LDP result
implies that
P(Umn (H)2K)6exp(−nJH(K)=2)
for all suciently large n. If JH(K)>0, there is a number N =N (K) such that P(Umn
(H)2K)6e−nN for all suciently large n. Consider the set ~K =K \fH 2 l1(H):
JH(H)6JH(K)+1g. This set is nonempty and is compact. Therefore, IH(K)= IH( ~K).
Since a lower semi-continuous function attains its inmum over a nonempty compact
set, there exists a H 2 ~K such that IH(H)= IH(K). If IH(K)= 0 then H is a minimum
point of IH() and thus we are done. Now, choose K such that fUmn (H)2Kg=
fsupx2Rd jDn(x) − D(x)j>g, then the Borel{Cantelli lemma implies the strong law
of large numbers and we obtain that Dn(x) converges (uniformly in x) exponentially
to D(x).
The simplicial median x0 of  is dened as the argument of the supremum of D(x)
if it exists and is unique, or as any point in fargmaxD(x)g, if this set consists of more
than one point. The nth empirical simplicial median is any random variable xn almost
surely in the set fargmaxDn(x)g. So the estimator of x0 is a maximizer of a U -process.
The consistency (cf. Arcones and Gine, 1991 (Theorem 6.9)) of xn for x0 follows from
the law of large numbers for the corresponding U -process Dn(x). Another interesting
implication of the LDP is the exponentially convergence of xn to x0 in the following
sense: Let  be a probability measure on Rd satisfying: (a) D() is uniquely maximized
at x0 and (b) xn is a sequence of random variables with Dn(xn)= argmaxDn(x), then
xn! x0 a:s: exponentially fast:
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The proof is a simple adaption of the proof of Arcones and Gine (1991) (Theorem
6.9), using the exponential decay of the probability for any closed K2l1(H) not
containing a minimum point of JH() as seen above.
4.2. Empirical distribution function of U -statistic structure
Let h be a xed measurable and symmetric function on Sm. Consider the ran-
dom process dened by Umn (Ih6t ; ) − ⊗m(h6t); t 2R. These processes are stud-
ied, for example, in Helmers et al. (1988), Nolan and Pollard (1988) and Arcones
(1995). Building the supremum over t we get a Kolmogorov{Smirnov type statistic.
The class H= fIh6t : t 2Rg is Euclidean in the sense of Nolan and Pollard (1987):
there exists constants A and v such that N1(;H; )6A−v. A direct consequence
is N2(;H; )6(A22v)−2v. Therefore, the class H satises Condition 3.1 and thus
we obtain the MDP for the empirical distribution of U -statistic structure. The LLN
and the CLT are discussed in Nolan and Pollard (1988) (Theorem 5). The LIL is
a consequence of Arcones and Gine (1994) (Theorem 3.3). Moreover, H fullls all
conditions of Theorem 2.6 as discussed already at the beginning of this section. Thus,
the LDP holds for this class of processes, too. Moreover, it is easy to see that the
class of functions ~H= fIh6r − Ih6s: r; s2Rg is a VC subgraph class of functions.
Considering the MDP and the LDP bounds we can prove lower and upper bounds for
P(supa6r6s6b jUmn (Ih6s − Ih6r)j). It is not easy to a get an explicit expression for the
rate functions (for a xed h). Therefore, the bounds are not as \precise" as the one in
Arcones (1995). Notice, that we get a sharp result in the sense that we get an upper
and a lower bound with the same speed and the same rate function.
4.3. Weighted empirical distributions of U -statistic structure
In Helmers et al. (1988) and Arcones and Gine (1991) weighted discrepancies be-
tween Umn (Ih6t) and 
⊗m(h6t) are studied. Assume that q : (0; 1)!R+ is continuous,
nondecreasing on (0; ] and nonincreasing on [1−; 1) for some 0<< 12 , and satisesR 1
0 dt=q(t)6c for some constant c. Then the class
Ih6t − ⊗m(h6t)
q(⊗m(h6t))
is a uniformly bounded VC-subgraph class. If q satises
R 1
0 dt=q(t)<1, the LLN
follows as in Arcones and Gine (1991) (Example 3.4). Under our more restrictive
assumption on q we obtain the LDP and the MDP via the same arguments as in the
last example.
4.4. Uniform Holder functions
Let H :Rm!R, H>0 andZ
Rm
exp(H (x)) d⊗m(x)<1
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for every >0. Let, for 0<61 and c<1 H= fh :Rm!R: jh(x)j6H (x) for all
x2Rm; jh(x)− h(y)j6cjx − yj for all x; y2Rmg.
First of all we restrict ourselves to the case of a uniformly bounded class, i.e.
jH (x)j6K for all x2Rm and K 2R xed. Moreover, we will assume that the functions
of H are supported by a xed compact set. But then, by a result of Kolmogorov (cf.
Dudley, 1984 (Theorem 7.1.1)) the metric entropy of H with respect to the sup norm
is of the order of −m= which especially implies that there is a Lebesgue integrable
function  : (0;1)! [0;1) such that for each probability measure 
(logN2(;H; ))m=26(); >0:
Hence, both conditions of Lemma 3.4 are satised. Following the lines of the proof of
Lemma 3.7, we can prove the statement of this lemma. Notice, moreover, that we can
use the proof of Corollary 5.7 and the following remark in Arcones and Gine (1991)
(using the uniform boundedness of H) to see, that all projections k;mH satisfy the
CLT in l1(H). Therefore, the proof of Theorem 3.9 can be adapted and the MDP
for the class H is veried.
The observation from Corollary 5.7 in Arcones and Gine (1991) implies the LDP for
the U -process with the class H. But we can prove an LDP for the U -process of H
in general via truncation. Let hM = h^M _ (−M); M>0. Using Hoedings formula
(2.1) and formula (5.2) in Hoeding (1963) we obtain
P

sup
h2H
kLmn (h− hM )− ⊗m(h− hM )k>

6exp(−[n=m])
Z
Sm
exp(j2H j)
[n=m]
:
The dominated convergence theorem and the moment condition on H yields
lim
M!1
lim sup
n!1
1
n
logP

sup
h2H
kLmn (h− hM )− ⊗m(h− hM )k>

=−1
for all >0. Next, we can state the LDP for the class H, where each function h2H
is supported by the coordinate hypercube RM of side M centered at 0. Via Hoedings
formula we can check that the inuence of hIRcM is exponentially small. We omit the
details. Remark that we can prove the results for more general classes of dierentiable
functions considered in Dudley (1984) (Ch. 7.1). There for any >0 the class of
interest is the space of functions which have \bounded derivatives through order ". If
 is the greatest integer <, the functions in this class have partial derivatives through
order  bounded, and the derivatives of order  satisfy a uniform Holder condition of
order −. Notice that the LLN is proved in Arcones and Gine (1991) (Example 3.10).
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