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1 INTRODUCCIÓN, FUNDAMENTO TEÓRICO Y 
OBJETIVOS 
1.1 INTRODUCCIÓN 
Una red inalámbrica de sensores (WSN) consta de muchos dispositivos llamados 
nodos que miden una variable física del entorno y se comunican inalámbricamente 
entre sí para enviar sus medidas a un centro de recolección de información [1], [2]. 
Las redes WSN han sido catalogadas como una de las tecnologías que más 
desarrollo tendrán en el siglo XXI, ya que pueden tener múltiples aplicaciones 
dadas sus grandes ventajas sobre otro tipo de sistemas. Sin embargo, estas redes 
tienen limitaciones importantes en términos de energía, capacidad de 
procesamiento, radio de transmisión, entre otras [3], [4]. Dichas limitaciones no 
existen de una manera tan marcada en las redes tradicionales, por tanto, cada 
aspecto del diseño e implementación que concierne a las WSN debe tener en 
cuenta esas limitaciones.  
 
Una de las limitaciones más importantes, es la probabilidad relativamente alta de 
que los nodos de la red fallen, ya que las WSN suelen emplearse para operar en 
entornos hostiles y pueden agotar su energía rápidamente sin que exista la 
posibilidad de recargar las baterías. Esos fallos continuos de nodos generan 
cambios permanentes en la topología de la red, lo cual afecta la cobertura de la 
red, la confiabilidad en las transmisiones y la conectividad. Por tal motivo, las WSN 
deben ser resilientes, donde la resiliencia se define como la capacidad de la red 
para mantener un nivel aceptable en la calidad del servicio al enfrentarse a fallos 
y desafíos como los descritos anteriormente [5], [6].  
 
Generalmente, las WSN tienen nodos con radio de trasmisión pequeño, de manera 
que la comunicación entre ellos debe ser mutisalto. Lo anterior implica que la 
comunicación entre dos nodos puede ser interrumpida si falla un nodo que 
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pertenece a la ruta entre ellos. En vista de esto, se puede decir que la resiliencia 
de una WSN depende en gran medida del protocolo de enrutamiento que se 
emplee para transmitir los mensajes entre los nodos [7]. Existen diferentes clases 
de protocolos de enrutamiento cuya finalidad es garantizar la comunicación entre 
dos nodos de una WSN [8], [9], [10]. Sin embargo, una de las principales 
estrategias empleadas para el diseño de protocolos de enrutamiento que 
garanticen una resiliencia elevada en caso de fallas de nodos, es el enrutamiento 
multicamino. El enrutamiento multicamino consiste en descubrir varias rutas 
disjuntas entre dos nodos en lugar de una sola, de manera que, si la comunicación 
entre dos nodos se ve interrumpida debido a la falla de un nodo perteneciente a la 
ruta, pueda hacerse uso de una ruta alternativa [11].  
 
Por otra parte, la estructura de árbol es una de las más empleadas en aplicaciones 
de recolección de datos [12]. Existen diferentes propuestas con relación a cómo 
construir un árbol en una WSN. Sin embargo, el tipo de árbol más sencillo en el 
que cada nodo tiene un padre a través del cual enviar información a la raíz, no es 
muy resiliente dado que, si un nodo falla, todos sus nodos hijos pueden quedar 
desconectados de la red. Por tal motivo, existen protocolos de enrutamiento que 
además de construir un árbol que garantice la comunicación de muchos a uno, 
emplean enrutamiento multicamino para garantizar la resiliencia de la red [13], 
[14].  
 
En este contexto, en el presente informe se describe la implementación de un 
protocolo de enrutamiento multicamino basado en topología de árbol cuya finalidad 
es favorecer la conectividad de los nodos y la confiabilidad en la transmisión de 
los paquetes a medida que van muriendo nodos en una WSN. El protocolo de 
enrutamiento implementado es llamado árbol doble, y ofrece la siguiente garantía: 
si un nodo falla, todos los nodos restantes continúan teniendo al menos una ruta 
hasta la raíz, sin importar qué nodo ha fallado. Los resultados obtenidos 
demuestran que la implementación realizada favorece la conectividad y ofrece más 
garantías de resiliencia con respecto al algoritmo Shortest path tree (SPT). sin 
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incrementar el retardo en los paquetes enviados por los nodos por encima del 1%. 
El árbol doble solo necesita que los nodos empleen información local de la red, a 
diferencia de los protocolos H-SPREAD y DACA, presentados en [13] y [14] 
respectivamente. La implementación se realizó en el simulador OMNET++ versión 
4.6 haciendo uso de algunos módulos de MiXim versión 2.3. 
1.2 FUNDAMENTO TEÓRICO  
Una red inalámbrica de sensores (WSN) consiste en un conjunto de nodos 
distribuidos en un área geográfica que miden una variable física del entorno, 
procesan la información obtenida y colaboran entre sí para enviarla 
inalámbricamente a una estación remota [1], [2]. La principal ventaja de las WSN 
radica en que a pesar de las complejas tareas que realizan, sus nodos son de 
tamaño reducido y pueden operar en entornos hostiles, lo cual hace que tengan 
múltiples aplicaciones en sistemas de monitoreo, vigilancia, automatización de 
procesos, asistencia en casos de desastres, microcirugías, agricultura, la industria 
militar, entre otros [3]. Sin embargo, las WSN presentan características que 
suponen grandes desafíos para su funcionamiento, entre las cuales se cuentan 
múltiples limitaciones en términos de energía, capacidad de procesamiento y 
almacenamiento también limitada, radio de transmisión pequeño, presencia de 
cientos o miles de nodos y cambios permanentes en la topología de la red debido 
a fallas o adición de nodos [4].  
  
Una de las desventajas más importantes en las WSN, es que los nodos pueden 
fallar con frecuencia debido a que pueden operan en entornos hostiles y 
generalmente no se les puede recargar la batería. Además, muchas veces no se 
puede acceder físicamente a los nodos para programarlos una vez que han sido 
desplegados en el entorno. Por tal motivo, las WSN deben ser autoconfigurables 
y tener propiedades de auto curación que garanticen una alta confiabilidad en las 
transmisiones cuando se presenten fallas de nodos o enlaces, incrementándose 




Hay dos estructuras de topología bastante comunes en las WSN, que son: La 
topología de árbol y la topología de malla. En la topología de árbol, cada nodo 
tiene un nodo padre al cual siempre envía los datos de aplicación. Por otra parte, 
en la topología de malla existen una serie de múltiples conexiones entre los nodos, 
de manera que un mismo nodo no siempre envía los datos de aplicación al mismo 
nodo vecino. La ventaja de la topología de árbol es que facilita el enrutamiento, ya 
que cada nodo solo necesita almacenar la identidad del nodo padre en su tabla de 
enrutamiento. Sin embargo, la topología de árbol tiene problemas de resiliencia, 
ya que, si un nodo falla, todos sus hijos corren el riesgo de quedar desconectados 
de la red. Por otra parte, en la topología de malla deben almacenarse tablas de 
enrutamiento más complejas que en la topología de árbol, de manera que cada 
nodo sepa qué ruta usar en una situación particular. Sin embargo, la topología de 
malla generalmente es más resiliente que la topología de árbol en lo que respecta 
a la tolerancia a fallos y desafíos [45].  
 
Las topologías descritas anteriormente, generalmente se crean mediante un 
proceso de intercambio de mensajes de configuración, el cual tiene lugar antes del 
envío de datos de aplicación. Este hecho les representa una desventaja importante 
con relación a protocolos que no requieren la construcción previa de las rutas por 
las cuales se envían los datos de aplicación [38].  
 
Con relación a las aplicaciones más comunes en que se emplean las redes WSN, 
una de las más importantes consiste en el monitoreo de un entorno [46]. Para 
efectuar el monitoreo, los nodos deben recolectar información del entorno y 
enviarla a una estación central o raíz siguiendo las reglas de un protocolo de 
enrutamiento. La figura 1 presenta el diagrama básico de una red de sensores en 
aplicaciones de este tipo. 
 
Como se observa en la figura 1, una red WSN puede contener cientos o miles de 
nodos distribuidos aleatoriamente en un espacio geográfico que puede ser de 
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difícil acceso y hostil. En aplicaciones de recolección de información, los nodos 
deben enviar mensajes a un nodo llamado raíz, el cual se comunica con un centro 
de recolección que posee más capacidad de procesamiento y almacenamiento 
que los nodos de la red [22]. Debido a estas características, el centro de 
recolección puede procesar y transmitir la información recibida a una red mayor, 
de manera que un usuario ubicado remotamente pueda visualizar la información 
obtenida por los nodos. Las redes de recolección de información pueden tener 
varias raíces, dependiendo de la aplicación particular [15]. 
 
 
Figura 1. Diagrama básico de una red inalámbrica de sensores. 
 
Las aplicaciones de recolección de información como la que se ilustra en la figura 
1, generalmente siguen un patrón de comunicación de muchos a uno, es decir, 
todos los nodos de la red deben enviar información a la raíz. Dadas las limitaciones 
de potencia de transmisión de los nodos de una red WSN, la comunicación debe 
ser mutisalto, de manera que los nodos no solo envían información propia, sino 




1.3 ANTECEDENTES Y PLANTEAMIENTO DEL PROBLEMA 
Actualmente, existen estrategias orientadas a garantizar la confiabilidad y la 
tolerancia a fallos y desafíos en una WSN que sigue un patrón de comunicación 
de muchos a uno. En este contexto, en [14] se describe la implementación del 
protocolo DACA, el cual consta principalmente de tres fases. La primera fase 
consiste en seleccionar un sub-conjunto de nodos que se mantendrán operativos 
mientras el resto de los nodos duerme. El objetivo de esta fase es mantener la 
mayor cobertura posible del entorno con la menor cantidad posible de nodos 
encendidos, ahorrando así energía y prolongando el tiempo de vida de la red. La 
segunda fase propone un mecanismo para prender algunos nodos dormidos en 
caso de que uno de los nodos activos falle, de manera que la red continúe 
garantizando un adecuado nivel de resiliencia y cobertura. La tercera fase consiste 
en encontrar múltiples rutas disjuntas desde cada nodo de la red hasta la raíz 
empleando la estrategia descrita en H-SPREAD [13], la cual consiste en un 
protocolo de enrutamiento multicamino que tiene dos fases. En la primera fase, se 
construye un árbol simple donde cada nodo posee una ruta para enviar los datos 
de aplicación hasta la raíz. El árbol se construye mediante el intercambio de 
mensajes de configuración. En la segunda fase, se intercambian mensajes de 
configuración adicionales para que cada nodo encuentre la mayor cantidad posible 
de rutas disjuntas en nodos hasta la raíz. Así, si un nodo falla, los datos pueden 
desviarse a una ruta alternativa.  
 
Tanto H-SPREAD [13] como DACA [14] presentan limitaciones importantes, ya 
que el mecanismo de búsqueda de rutas implica un intercambio de mensajes de 
configuración adicional a los mensajes que se necesitan para la construcción de 
un árbol simple de un solo padre. Además, los protocolos mencionados tienen 
problemas de escalabilidad, ya que esos mensajes de configuración adicionales 
contienen las rutas completas hasta la raíz, elevando considerablemente el 
overhead. Además, posiblemente no se requieran todas las rutas disjuntas en 
nodos desde cada nodo de la red hasta la raíz, de manera que podrían disminuirse 
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el número de mensajes de configuración intercambiados si se flexibiliza tal 
requerimiento.  
 
En algunos casos, posiblemente solo se requiera tener la garantía de que, si M 
nodos fallan, los nodos restantes continúan conectados a la WSN, proveyendo así 
una medida concreta de la resiliencia de la red. Con relación a este punto, se han 
propuesto algunos algoritmos para construir una red k-connected, es decir, una 
red donde todos los nodos tienen una ruta para comunicarse entre sí aun cuando 
fallan k-1 nodos en la red [6].  
 
En el presente trabajo, se propone una estrategia llamada árbol doble, en la que 
cada nodo de la red posee dos rutas disjuntas en nodos hasta la raíz. La estrategia 
propuesta ofrece la siguiente garantía: si un nodo falla, los nodos restantes 
continúan teniendo al menos una ruta hasta la raíz, sin importar la localización del 
nodo que ha fallado. Dado que todos los datos de aplicación tienen como destino 
a la raíz, se podría decir que la anterior garantía asegura que la red es k-connected 
con k=2. Para encontrar las rutas, se emplea la misma cantidad de mensajes de 
configuración que se necesitan para construir un árbol simple, disminuyendo así 
el tráfico de control en comparación con [14]. Además, en árbol doble los nodos 







1.4.1 OBJETIVO GENERAL 
➢ Implementar y evaluar un protocolo de enrutamiento multicamino destinado 
a incrementar la tolerancia a fallos y desafíos en redes inalámbricas de 
sensores (WSN). 
 
1.4.2 OBJETIVOS ESPECÍFICOS 
 
➢ Diseñar las reglas mediante las cuales operará el protocolo implementado. 
 
➢ Implementar el protocolo de enrutamiento en una herramienta de 
simulación. 
 
➢ Evaluar el protocolo implementado en términos de la tolerancia a fallos 
progresivos de nodos en una red WSN.  
1.5 DELIMITACION DEL PROYECTO 
1.5.1 ALCANCES 
➢ Se considerarán redes de sensores de nodos distribuidos 
uniformemente en espacio de dos dimensiones. Los nodos se asumen 
homogéneos.  
 
➢ El protocolo de enrutamiento implementado será una adaptación de uno 





➢ Se implementará un segundo protocolo del estado del arte contra el que 




➢ La implementación y evaluación del protocolo se realizará en el simulador 
OMNET++ 4.6 y empleando la herramienta de simulación MiXim 2.3, de 
manera que no se hará una implementación real del sistema.  
 
➢ No se evaluará el protocolo cuando haya envío de datos de aplicación en la 
red.  
1.6 CONTRIBUCIONES 
➢ El protocolo implementado no necesita de intercambio de mensajes de 
configuración durante la fase de transmisión de datos de aplicación, de manera 
que el árbol no se calcula continuamente. 
 
➢ La cantidad de mensajes de configuración que se envían durante la fase de 
construcción de árbol doble es la misma que se emplea para construir un árbol 
simple de un solo padre.  
 
➢ La resiliencia de árbol doble es superior a la del árbol empleado en el protocolo 
SPT a medida que fallan nodos en la WSN. 
 
➢ A diferencia de H-SPREAD [13] y DACA [14], en árbol doble los nodos no 
requieren recibir ni enviar información global de la red para calcular las rutas.  
 
➢ El protocolo árbol doble ofrece la garantía de que la red es k-connected para k=2. 
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2 ESTADO DEL ARTE 
2.1 ENRUTAMIENTO BASADO EN TOPOLOGÍA DE ÁRBOL 
Una de las topologías más empleadas para la recolección de datos en una WSN 
es la de árbol. La topología de árbol que sigue un patrón de comunicación de 
muchos a uno se denomina Convergecast [16]. Es posible que en la red haya más 
de un nodo que actúe como raíz. En este caso, se puede construir una topología 
de árbol distinta por cada raíz, garantizando una ruta desde cada nodo de la red 
hasta cada raíz [15].  
 
Entre las ventajas de la topología de árbol, se cuentan que garantiza que cada 
nodo de la red tenga al menos una ruta hasta la raíz en caso de que la conectividad 
exista. Además, la topología de árbol es distribuida, de manera que cada nodo 
solo necesita conocer información sobre sus vecinos, no sobre todos los nodos de 
la red. La naturaleza distribuida de la topología favorece también la escalabilidad, 
simplificando el proceso de adición de nodos a la red [16]. La principal desventaja 
de esta topología es que requiere el intercambio de mensajes de configuración 
para construirse, lo cual debe llevarse a cabo antes del envío de datos de 
aplicación [17].  
 
Se han propuesto muchos protocolos y algoritmos para construir un árbol en 
aplicaciones de recolección de datos. La mayoría de estos se concentran en 
maximizar el tiempo de vida de la red [18] - [20], recolectar los datos con la mayor 
rapidez posible disminuyendo los retardos en los paquetes [21] y minimizar el costo 
de energía en árboles que emplean agregación de datos en el envío de datos hasta 
la raíz [23]. En la tabla 1 se presentan algunos de estos algoritmos.  
 
Uno de los árboles más empleados es el árbol de la ruta más corta (SPT) [24]. En 
SPT, cada nodo tiene la ruta más corta (de menor distancia) hasta la raíz, donde 
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la distancia está dada en términos de una métrica como puede ser el número de 
saltos hasta la raíz. SPT puede ser construido empleando una versión distribuida 
del algoritmo de Dijkstra. El proceso de construcción del árbol empieza en la raíz, 
que envía un mensaje de configuración a los nodos vecinos publicando su 
identidad y distancia igual a 0. El resto de los nodos empieza con distancia infinita. 
Cada vez que un nodo recibe un mensaje de configuración, el nodo calcula su 
distancia a la raíz a través de ese remitente. Si la distancia calculada resulta ser 
inferior a su distancia actual, el nodo actualiza tanto su distancia hasta la raíz como 
la identidad de su padre. Además de lo anterior, el nodo envía a sus vecinos su 
propio mensaje de configuración con su distancia actualizada. El proceso termina 
una vez que todos los nodos han enviado su propio mensaje de configuración y el 
árbol se ha estabilizado.  
 
Otro de los árboles más empleados es Breadth-first search (BFS), el cual también 
garantiza que cada nodo posee la ruta más corta hasta la raíz [25]. La 
particularidad de BFS es la forma como se construye el árbol. El algoritmo primero 
encuentra el número de vecinos que tiene la raíz, los cuales están a un salto de 
esta. Luego, el algoritmo encuentra todos los nodos que están a dos saltos de la 
raíz y los conecta a la red. El proceso se repite hasta que los nodos que están a n 
saltos de la raíz se han conectado a la red, donde n es la distancia en saltos del 
nodo más distante a la raíz a través de la ruta más corta. En BFS, los nodos que 
están a k saltos de la raíz solo se conectan a la red cuando todos los nodos de 
menor distancia en saltos ya están conectados.  
 
Debido a que los sensores en una WSN pueden operan en entornos hostiles, hay 
una probabilidad elevada de que los nodos fallen. En estos casos, debe 
garantizarse un elevado nivel de resiliencia a medida que los nodos de la red van 
fallando, donde resiliencia se define como la capacidad de la red de mantener un 
nivel aceptable en la calidad del servicio al enfrentarse a fallos de nodos o enlaces 
[5], [6], [30]. Por esta razón, la gestión de la topología es un aspecto importante en 
las WSN. Con relación a este punto, un árbol simple donde cada nodo tiene un 
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solo padre no es muy resiliente, dado que, si un nodo falla, todos sus nodos hijos 
corren el riesgo de quedar desconectados de la red. Por tanto, se requieren 
algunos mecanismos para limitar el número de nodos que permanecen 
desconectados en presencia de fallos de nodos o enlaces.  
 
Un protocolo de enrutamiento basado en topología de árbol que garantiza un 
adecuado nivel de resiliencia es Collection Tree Protocol (CTP) [26], [32]. En CTP, 
se construye un árbol dinámico que se actualiza periódicamente mediante el 
intercambio permanente de mensajes de configuración. CTP ha sido 
implementado en simuladores para redes de sensores como Castalia [27] o 
TOSSIM [28]. La principal desventaja de protocolos de este tipo es que 
incrementan considerablemente el overhead, dado que los mensajes de 
configuración empleados para recalcular continuamente el árbol conviven junto 
con el envío de datos de aplicación. Sin embargo, este tipo de protocolos proveen 
altos niveles de resiliencia, ya que el cálculo continuo del árbol hace que los nodos 
encuentren rutas hasta la raíz durante la fase de operación de la red en presencia 
de fallas de nodos [29]. 
 
Por otra parte, en [17] se propone el protocolo de enrutamiento EDGES, el cual se 
basa en topología de árbol y no requiere de intercambio permanente de mensajes 
de configuración. Para sobreponerse a fallas de nodos o enlace, EDGES guarda 
padres alternativos en la configuración inicial siguiendo unas reglas particulares, 
de manera que cuando un padre falla, los datos de aplicación sean desviados a 
un padre alternativo sin necesidad de que el árbol deba ser recalculado. Aunque 
el protocolo propuesto es escalable, un nodo puede requerir información sobre 
otro que está a dos saltos de distancia, y no solamente a uno tal como ocurre en 
la lógica de funcionamiento más simplificada de un protocolo de árbol típico. 
Además, EDGES no garantiza que, si un nodo falla, sus hijos automáticamente 





Algoritmo Variable que minimiza o maximiza Objetivos Tipo de red 
ADCMCST 
[47] 
Minimizar número de nodos hijos por nodo 
Balancear tráfico, 





Maximizar energía residual en los nodos y 
minimizar número de saltos (Cuando entran 
en conflicto, no establece cuál tendrá 
prioridad) 





Minimizar número de saltos entre nodos 
líderes (La red es dividida en clusters) 




[50] Maximizar número de nodos hijos por nodo 








Minimizar longitud de la ruta bajo la restricción 
de que cada nodo debe tener dos padres 





Tabla 1. Comparación de algoritmos que construyen árbol. 
2.2 TOLERANCIA A FALLAS 
En una WSN, los nodos y enlaces pueden fallar con frecuencia, de manera que el 
protocolo de enrutamiento empleado debe garantizar que la red mantendrá altos 
niveles de confiabilidad en las transmisiones aún si ocurren fallas. Cuando la 
topología es el árbol simple, la muerte de un nodo implica la desconexión de todos 
sus hijos, lo cual puede particionar la red o hacerla inoperante a pesar de que haya 
una gran cantidad de nodos funcionando adecuadamente. Por tal motivo, es 
necesario que existan técnicas de gestión de topología que permitan mantener la 
red funcionando en estos casos. De acuerdo con [5] y [31], las técnicas que hay 
actualmente en el estado del arte con relación a este punto, se enfocan en el 
descubrimiento de nodos, la gestión de ciclo de sueño, el clustering, el control de 
potencia de transmisión y el control de movimiento. Este trabajo se concentra en 
formar una topología inicial que no se actualiza para reducir al mínimo el tráfico de 
control. Por tal motivo, es de interés el aspecto relacionado con el descubrimiento 
de nodos, el cual se basa en detectar oportunamente los nodos que hay en la red 
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no solo en el proceso de configuración inicial, sino también durante su etapa de 
operación. Cuando se detecta la presencia de más nodos, la densidad se 
incrementa, lo cual aumenta la posibilidad de encontrar rutas alternativas hacia el 
destino en caso de fallas.  
 
Por otra parte, cuando una red es tolerante a fallas se dice que es resiliente. Se 
han establecido algunos mecanismos para medir la resiliencia en una WSN. Uno 
de los más importantes es el del k-connected. Se dice que una red es k-connected 
si dos nodos cualesquiera pueden establecer una comunicación mutisalto aún si 
fallan k-1 nodos en la red, sin importar qué nodos fallen [6].  
 
En el presente trabajo, se desea garantizar cierto nivel de resiliencia de la red, 
aunque se tienen varias limitaciones. Entre estas limitaciones se cuentan que no 
se puede controlar la posición de los nodos, no se pueden añadir nodos a la red y 
tampoco puede ajustarse la potencia de transmisión. Especialmente, se desea 
garantizar que la red es k-connected para k=2, donde el concepto de k-connected 
que se ha empleado varía con relación al concepto típico descrito en [6].  
 
En este trabajo, se dirá que una red es k-connected para k=2 si todos los nodos 
continúan teniendo al menos una ruta hasta la raíz en caso de que un nodo de la 
red falle, sin importar la localización del nodo que falló. El anterior es un concepto 
menos exigente que el descrito en [6], sin embargo, es apropiado dado que el 
patrón de comunicación en las WSN generalmente es de muchos a uno, no de 
muchos a muchos. A menos que se indique lo contrario, de aquí en adelante se 
empleará la expresión k-connected en el sentido descrito anteriormente, no en el 
sentido descrito en [6].  
 
De acuerdo con [5], [6] y [31], uno de los aspectos de diseño que más atención 
requieren para implementar una WSN resiliente, es el enrutamiento. El 
enrutamiento consiste en el descubrimiento, mantenimiento y utilización de rutas 
para transmitir mensajes de un nodo a otro en una red. Dado que una red k-
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connected requiere que se tenga una ruta entre dos nodos aún si fallan k-1 nodos, 
el enrutamiento debe encargarse de encontrar dichas rutas y establecer un 
mecanismo que dictamine cómo se emplearán esas rutas a medida que vayan 
fallando nodos en la red. 
2.3 ENRUTAMIENTO MULTICAMINO 
Existe una gran cantidad de protocolos de enrutamiento, los cuales pueden ser 
clasificados de acuerdo con la estructura de la red o al protocolo de operación. 
Con relación a la estructura de la red, el enrutamiento puede ser plano, Jerárquico 
o basado en la localización. Por otra parte, de acuerdo con el protocolo de 
operación, el enrutamiento puede ser basado en negociación, basado en consulta, 
multicamino, centrado en datos, entre otros [8] - [10]. En este trabajo, es de interés 
el enrutamiento plano, dado que los nodos son homogéneos.  
 
El tipo de enrutamiento empleado en una WSN depende de la aplicación en la que 
la red se utilice, las características de la red y los requerimientos en la calidad del 
servicio. En este trabajo en particular, se desean aprovechar las propiedades 
deseables del enrutamiento multicamino para incrementar la confiabilidad y la 
tolerancia de la red a fallas de nodo o enlace, lo cual se relaciona directamente 
con la resiliencia de la red. De hecho, el enrutamiento multicamino es una de las 
técnicas más empleadas para tal fin [5]. El enrutamiento multicamino consiste en 
proveer a cada nodo de la red múltiples rutas distintas hacia el destino en lugar de 
una única ruta. Esto permite que, si un nodo de la ruta principal falla, se haga uso 
de una ruta alternativa.  
 
Según [33], dos rutas distintas entre dos nodos pueden ser: 
 
- Disjuntas en nodos: Son rutas que no comparten nodos. Son las más resistentes 




- Disjuntas en enlaces: Son rutas que no comparten enlaces.  
 
- Parcialmente disjuntas: Son rutas distintas que comparten algunos nodos y 
enlaces.  
 
De lo anterior se deduce que, si existen N rutas disjuntas en nodos entre los nodos 
A y B, la conexión entre ambos siempre es posible aún si fallan N – 1 nodos en la 
red, lo cual se relaciona con el concepto de k-connected presentado en la sección 
anterior.  
 
De acuerdo con [33], El enrutamiento multicamino es empleado para diversos 
propósitos, entre los cuales se cuentan los siguientes:  
 
- Incrementar la confiabilidad y la tolerancia a fallos: Si se tienen varias rutas 
distintas de un nodo fuente a un nodo destino, es posible que la transmisión de un 
paquete se produzca aun cuando existan fallas de nodos o enlaces a lo largo de 
la ruta principal, lo cual sería imposible si hubiese una sola ruta disponible entre 
los nodos. Lo anterior puede lograrse mediante dos formas diferentes. La primera 
de ellas es desviando los datos de aplicación a la ruta alternativa en caso de fallas 
en la ruta principal. La segunda forma es transmitir el paquete por varias rutas, de 
manera que, si una de las rutas presenta un fallo, el paquete transmitido aún tenga 
probabilidades de llegar al destino. En el presente trabajo, la técnica que se 
emplea en el protocolo implementado es la de desviar los datos de aplicación a la 
ruta alternativa en caso de que falle un nodo perteneciente a la ruta principal [42].  
 
- Mejorar la calidad del servicio (QoS): Las rutas disponibles entre dos nodos 
pueden clasificarse de acuerdo con una métrica que determine la calidad –por 
ejemplo, el retardo-, de manera que los paquetes más importantes se transmitan 




- Prolongar el tiempo de vida: Al disponer de varias rutas hacia la raíz, los nodos 
pueden emplear aquellas cuyos nodos dispongan de mayor energía. De esta 
forma, la energía puede consumirse de manera uniforme en la red, evitando 
particiones prematuras que limiten su tiempo de vida [36].  
 
Otros objetivos que se persiguen al emplear enrutamiento multicamino son: 
incrementar la seguridad [35] y balancear el tráfico [37]. 
 
Algunos desafíos asociados al diseño de protocolos de enrutamiento multicamino, 
incluyen el diseño del mecanismo de búsqueda de rutas disjuntas, la minimización 
del número de mensajes intercambiados en la fase de descubrimiento de rutas 
disjuntas [38], la selección de las rutas a utilizar, la distribución y el balanceo del 
tráfico, el mantenimiento de las rutas, entre otros. Además, las rutas disjuntas 
pueden interferirse por estar demasiado cerca unas de otras en caso de que sean 
usadas simultáneamente, lo cual podría disminuir la calidad del servicio [39] - [41].  
 
La gran mayoría de protocolos de enrutamiento multicamino presentados en [33], 
se concentran en la búsqueda de rutas disjuntas entre dos nodos particulares de 
la red. Sin embargo, el patrón de comunicación en una WSN generalmente es de 
muchos a uno, es decir, múltiples nodos que recolectan datos y los envían a una 
raíz. Una forma elemental y eficiente de implementar una red que sigue este patrón 
consiste en usar una topología de árbol de una raíz, tal como se explicó 
anteriormente. Sin embargo, cuando una falla de nodo ocurre, gran parte de la red 
puede quedar desconectada. Por tal motivo, en [14] se presenta el protocolo 
DACA, el cual construye un árbol con una raíz mediante el intercambio de 
mensajes de configuración. Además, el protocolo sugiere intercambiar mensajes 
de configuración adicionales que permitan encontrar múltiples rutas disjuntas en 
nodos desde cualquier nodo de la red hasta la raíz. Este proceso de 
descubrimiento de rutas permite incrementar los niveles de confiabilidad de la red 
ante fallas de nodos. Sin embargo, el mecanismo tiene algunos problemas de 
escalabilidad, ya que, de acuerdo con sus reglas de operación, cada nodo debe 
almacenar todas las rutas disjuntas hasta la raíz e irlas transmitiendo como parte 
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de sus mensajes de configuración, contrario a lo que ocurre en los protocolos de 
árbol típicos donde solo se transmite la identidad del nodo que envía el mensaje 
de configuración y su distancia a la raíz. Además, en los protocolos basados en 
topología de árbol, solo se almacenan las identidades de los posibles siguientes 
padres a los cuales se deben enviar los datos de aplicación, no las rutas 
completas.  
 
En vista de lo anterior, en el presente trabajo se describe la implementación de un 
protocolo de enrutamiento llamado árbol doble, el cual está basado en una 
topología de árbol y garantiza que cada nodo tenga dos rutas disjuntas en nodos 
hasta la raíz. El árbol doble emplea los mismos mensajes de configuración que se 
requieren para construir un árbol típico, disminuyéndose así el overhead en 
comparación con H-SPREAD [13] y DACA [14]. Además, garantiza que la red sea 
k-connected para k=2. 
3 IMPLEMENTACIÓN DE PROTOCOLOS DE 
ENRUTAMIENTO 
3.1 ENRUTAMIENTO BASADO EN TOPOLOGÍA DE ÁRBOL  
La topología de árbol más sencilla de construir es aquella en la que cada nodo 
tiene un padre al cual enviar los datos medidos y retransmitir los datos recibidos. 
De esta forma, cada nodo envía sus datos a la raíz a través de múltiples saltos en 
la red. Generalmente, el padre de un nodo está más cerca a la raíz que el nodo 
mismo, de manera que cuando un nodo envía información a su padre, acerca el 
mensaje a su destino final, el cual es la raíz. 
 
De acuerdo con [25] y [51], para construir un árbol simple de manera distribuida 
deben intercambiarse mensajes de configuración entre los nodos antes de enviar 
información de tráfico. Los mensajes de configuración tienen dos campos 
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fundamentales que son: La identidad del nodo que envía el mensaje (ID) y su 
distancia hasta la raíz. La distancia generalmente está dada en términos de una 
métrica, la cual depende de los requerimientos del sistema. Esa métrica puede ser 
alguna de las siguientes: 
 
1. Número de saltos: Es el número de saltos que debe dar un paquete en la red 
para llegar a su destino. De acuerdo con esta métrica, la distancia entre cada 
par de nodos vecinos equivale a 1 salto. Minimizar el número de saltos equivale 
a minimizar el número de nodos por los que debe pasar un paquete para llegar 
a su destino. 
 
2. Número de retransmisiones (EXT): Esta métrica expresa la confiabilidad de un 
enlace como el promedio de retransmisiones que se deben realizar para que 
un paquete se envíe exitosamente a través de ese enlace. Téngase en cuenta 
que la confiabilidad puede tomar un valor entre 0 y 1, de manera que, si la 
probabilidad de que una transmisión sea exitosa a través de un enlace es de 
p, entonces el EXT equivale a 1/p [43].  
 
Es importante resaltar que previamente a la construcción de un árbol en una red, 
muchas veces se requiere una fase de pre-configuración en la que los nodos 
intercambian mensajes con sus vecinos para medir la calidad de los enlaces entre 
ellos. Esto es especialmente importante si la métrica de distancia se relaciona con 
la calidad en los enlaces, como es el caso del ETX. Asumiendo que esta fase ha 
concluido exitosamente, el envío de los mensajes de configuración para construir 
el árbol generalmente se ajusta a las siguientes reglas: 
 
1. Inicialmente, la raíz tiene distancia 0 hasta la raíz. El resto de los nodos 
empieza con distancia infinita hasta la raíz. La raíz da inicio al proceso de 





2. Cuando un nodo recibe un mensaje de configuración, el nodo calcula su 
distancia a la raíz a través del remitente del mensaje de la siguiente manera: 
Si el remitente publica distancia K hasta la raíz, el nodo tendrá distancia 
D=K+A, donde A es la distancia entre los nodos, la cual ha sido hallada en la 
fase de pre-configuración. Luego, el nodo escoge al remitente como su padre 
y envía su propio mensaje de configuración publicando su ID y su distancia D.  
  
Nótese que, de acuerdo con las reglas anteriores, un nodo no puede integrarse a 
la red ni enviar mensajes de configuración si no tiene al menos un padre. 
 
Para garantizar la calidad en el servicio, muchas veces se requiere que los nodos 
envíen los datos de aplicación a través de la ruta más corta. Para ello, el árbol 
simple se construye mediante el algoritmo de Dijkstra corrido de manera 
distribuida. El algoritmo se ejecuta de acuerdo con las reglas anteriormente 
mencionadas, sin embargo, requiere que cada nodo actualice la identidad de su 
padre y su distancia a la raíz cuando reciba un mensaje de configuración de un 
nodo a través del cual haya una ruta más corta hasta la raíz. Además, el algoritmo 
requiere que cada vez que el nodo actualice su distancia, retransmita su mensaje 
de configuración. De esta forma, el árbol se va actualizando continuamente hasta 
que todos los nodos están conectados a la red a través de la ruta más corta.  
 
En algunas ocasiones, los mensajes de configuración enviados por un nodo 
pudieran no llegar temporalmente a alguno de sus nodos vecinos debido a una 
falla de enlace temporal o a colisiones de los paquetes. Por tal motivo, algunas 
veces se requiere que los nodos envíen periódicamente su ID y su distancia a la 
raíz a sus nodos vecinos durante cierto tiempo o permanentemente. Cuando cada 
nodo actualiza y publica su estado con regularidad, el árbol simple puede 
calcularse continuamente, reparándose así ante fallas de nodos y enlaces. La 
principal desventaja de este cálculo continuo del árbol radica en que podría verse 
afectada la calidad del servicio debido a congestión en el tráfico cuando no hay 
fallas, dado que el envío de datos de aplicación debe convivir permanentemente 
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con el intercambio de mensajes de configuración. Además, también se ve afectado 
el tiempo de vida de la red, ya que los nodos deben intercambiar muchos mensajes 
de configuración adicionales a los datos de aplicación.  
 
La ventaja del cálculo continuo del árbol radica en que, ante casos de fallas de 
nodos, siempre se encontrarán rutas para cada nodo vivo hasta la raíz, siempre y 
cuando la ruta exista. En vista de esto, se tiene aquí un intercambio entre 
resiliencia y calidad del servicio, ya que entre más frecuentemente se calcule el 
árbol, mejor será la resiliencia de la red en detrimento de la calidad del servicio. 
Para lograr un equilibrio entre ambos aspectos, algunos algoritmos como 
Collection Tree Protocol (CTP) han optado por construir un árbol donde la 
frecuencia de envío de los mensajes de configuración va cambiando con el tiempo.  
 
De acuerdo con el protocolo CTP, el espacio de tiempo entre el envío de dos 
mensajes de configuración por parte de un mismo nodo viene dado por el algoritmo 
de Trickle. El algoritmo de Trickle básicamente indica que la frecuencia de envío 
de mensajes de configuración debe ser muy alta al inicio de la fase de 
configuración, e ir descendiendo paulatinamente a medida que pasa el tiempo y la 
topología tiende a estabilizarse.  
3.2 PROTOCOLO BASADO EN ÁRBOL DE LA RUTA MÁS CORTA (SPT) 
El primer protocolo basado en una topología de árbol que se implementó construye 
un árbol donde cada nodo tiene un solo padre a través del cual enviar los datos de 
aplicación. En esta implementación, cada nodo está conectado a la raíz a través 
de la ruta más corta. La implementación realizada es una adaptación del algoritmo 
descrito en [51]. Los mensajes de configuración tienen dos campos fundamentales 
que son: La identidad del remitente y su distancia hasta la raíz. La métrica 
empleada fue el número de saltos hasta la raíz. Se ha asumido que los enlaces 
entre dos nodos que son vecinos tienen confiabilidad del 100%. Así mismo, se ha 
asumido un modelo de transmisión ideal, es decir, que cada nodo tiene un círculo 
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a su alrededor de radio r en el cual todos los nodos que estén allí escuchan los 
mensajes con un 100% de probabilidad. Fuera de ese círculo se asume que la 
confiabilidad en las transmisiones es del 0%.  
 
Para implementar el protocolo SPT, se implementó el algoritmo de Dijkstra de 
manera distribuida siguiendo las siguientes reglas: 
 
1. Inicialmente, la raíz envía un mensaje de configuración publicando su identidad 
y distancia igual a 0.  
 
2. Cuando un nodo recibe un mensaje de configuración, el nodo calcula su 
distancia a través de ese remitente. Sea d la distancia publicada por el 
remitente, la distancia a través de él será d+1.  
 
3. Cuando un nodo envía su primer mensaje de configuración, envía otros nueve 
mensajes más esperando un tiempo T entre un mensaje y otro. Se ha 
establecido T como una variable aleatoria uniformemente distribuida entre 0 y 
1 segundo para minimizar la posibilidad de que haya colisiones.  En caso de 
que se presente una colisión, los nodos esperan a que les corresponda el turno 
de enviar el siguiente mensaje de configuración.  
 
4. Siempre que un nodo recibe un mensaje de configuración de un nodo que 
publica menor distancia que su padre actual, el nodo cambia de padre y 
actualiza su distancia. Cuando al nodo le corresponda enviar su siguiente 
mensaje de configuración, publicará su distancia actualizada, donde dicha 
distancia se calcula de acuerdo con lo explicado en la regla 2.  
 
En total, cada nodo transmite 10 mensajes de configuración, lo cual se ha 
establecido así para dar tiempo a que el cálculo del árbol converja. Así, una vez 
finalizado el cálculo, todos los nodos tienen la ruta más corta hasta la raíz. De esta 
forma, se tiene un árbol simple que se calcula continuamente en su fase inicial y 
en el que luego de un tiempo, se suspende el envío de mensajes de configuración. 
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La figura 2 muestra una red de 20 nodos. Dicha red se ha organizado en una 
topología de árbol simple de acuerdo con las reglas mencionadas en esta sección. 
El nodo 1 representa la raíz. Las líneas delgadas indican enlaces en los que la 
confiablidad en las transmisiones es del 100%. Por otra parte, las flechas gruesas 
indican los enlaces que se han establecido como parte de la topología luego de 
construirse el árbol.  
 
 
Figura 2. Red organizada en una topología de árbol simple. 
 
Como se ha podido notar, la topología de árbol simple es muy sencilla de construir 
y no requiere que los nodos conozcan las rutas completas por las que pasa el 
paquete que envían. De hecho, los nodos solo necesitan conocer información 
local, a saber, la identidad del padre al cual enviar los datos que deben llegar a la 
raíz. Por tal motivo, el enrutamiento es bastante sencillo, ya que sigue la siguiente 
regla: todo nodo debe dirigir hacia su padre el tráfico cuyo destino sea la raíz.  
 
La debilidad de la topología de árbol descrita es que no es muy resistente a fallos 
de nodos. En la figura 2 se evidencia claramente que, si un nodo falla, todos sus 
hijos quedan desconectados de la red, lo cual afecta negativamente el tiempo de 
vida, la cobertura y la confiabilidad en las transmisiones. Es por ello que se han 
ideado estrategias de enrutamiento para garantizar la resiliencia y la tolerancia a 
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fallos. La estrategia más importante para estos casos en los que se requiere elevar 
la tolerancia a fallos es el enrutamiento multicamino, el cual consiste en buscar y 
hacer uso de varias rutas disjuntas entre el nodo fuente y el nodo destino. Así, si 
un nodo falla, solo se ven afectadas las rutas que incluyen ese nodo, de manera 
que pueden emplearse rutas alternativas que se hayan encontrado en la fase de 
descubrimiento de rutas del protocolo. 
La mayor parte de las estrategias de enrutamiento multicamino, se concentran en 
hallar múltiples rutas disjuntas entre un nodo fuente y un nodo destino específicos, 
no entre muchos nodos fuente y un nodo destino [13]. Sin embargo, el patrón de 
comunicación más usual en aplicaciones de recolección de información es el de 
muchos a uno. Por tal motivo, se hace necesario disponer de una estrategia de 
enrutamiento multicamino que tenga en cuenta este patrón de comunicación, el 
cual es la base de la topología de árbol. H-SPREAD tiene en cuenta estos aspectos 
[13], sin embargo, propone una estrategia en la que, para encontrar múltiples rutas 
disjuntas en nodos desde cada nodo hasta la raíz, deben intercambiarse una 
cantidad de mensajes de configuración que es superior a los que se intercambian 
en la construcción del árbol simple. Además, H-SPREAD tiene problemas de 
escalabilidad, dado que los mensajes de configuración contienen rutas completas, 
y no solamente el ID y la distancia, como es el caso en la construcción de un árbol 
simple [13]. El protocolo que se propone a continuación intenta proporcionar 
múltiples rutas disjuntas desde cada nodo de la red hasta la raíz utilizando el 
mismo número de mensajes de configuración que se usarían para la construcción 
de un árbol simple, sin necesidad de que los nodos conozcan las rutas completas 
que deben seguir los paquetes para llegar a la raíz.   
3.3 DESCRIPCIÓN DE PROTOCOLO DE ENRUTAMIENTO DE ÁRBOL 
DOBLE 
En el enrutamiento de árbol simple, cada nodo tiene un padre y una distancia hasta 
la raíz. Para mejorar la resiliencia de este esquema de enrutamiento básico, se 
impuso un nuevo requerimiento, el cual se resume así: Para que un nodo pueda 
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integrarse a la red, debe encontrar al menos dos padres, de lo contrario, el nodo 
no podrá enviar mensajes de configuración para seguir extendiendo el árbol. Los 
únicos nodos que pueden omitir esta regla son los vecinos de la raíz, los cuales 
pueden extender el árbol teniendo de padre solamente a raíz, y la raíz misma, que 
no necesita tener padre para seguir extendiendo el árbol. Este tipo de 
enrutamiento es llamado árbol doble. La regla básica consiste en que cada nodo 
debe encontrar al menos dos padres antes de seguir extendiendo el árbol desde 
la raíz hacia los extremos de la red. Es posible probar que, si cada nodo tiene dos 
padres, existen entonces al menos dos rutas disjuntas en nodos desde cada nodo 
hasta la raíz, de tal forma que se puede garantizar una red que sea k-connected 
con k=2. La demostración antes mencionada aparece en la sección de resultados.  
 
La consecuencia de que existan dos rutas disjuntas en nodos desde cada nodo de 
la red hasta la raíz es que si un nodo en la red falla, todos los demás nodos quedan 
conectados a la red, sin importar qué nodo falló. El nodo que falla podría ser padre 
de muchos nodos, pero el hecho de que cada nodo tenga dos padres permite a 
sus nodos hijos desviar el tráfico a un padre alternativo para mantener la 
conectividad, sin incrementarse el retardo debido a una actualización de la ruta. 
Luego de la falla, la red podría quedar localmente más débil en términos de su 
resiliencia, debido a que algunos nodos quedarán ahora con un solo padre. Sin 
embargo, la resiliencia podría recuperarse mediante el intercambio de mensajes 
de configuración entre los nodos. La ventaja del árbol doble con relación a este 
punto es que el tiempo de recálculo de las rutas no sería crítico, ya que mientras 
el recálculo se realiza, continuaría habiendo al menos una ruta desde cada nodo 
de la red hasta la raíz. Lo anterior se asume verdadero siempre y cuando el 
proceso de recálculo se lleve a cabo antes de que se produzca la siguiente falla 
de algún nodo y la densidad de nodos permita configurar nuevamente un árbol 
doble. La figura 3 muestra una red configurada en una topología de árbol doble. El 




Para visualizar lo explicado anteriormente, obsérvese la red mostrada en la figura 
2. Si en esta red falla el nodo 5, los nodos 9, 13, 14, 16, 17 y 20 se desconectan 
automáticamente de la red. Esta es la principal desventaja del protocolo SPT 
donde cada nodo tiene un solo padre a través del cual enviar datos hasta la raíz. 
Sin embargo, obsérvese ahora la red mostrada en la figura 3. En esta red 
configurada en la topología establecida por el árbol doble, cada nodo posee dos 
padres, incluyendo el nodo 5. Por tanto, si se produce una falla única de nodo, 
todos los demás nodos quedarán conectados a la red. Por tanto, se puede afirmar 
que el protocolo de árbol doble refuerza la resiliencia de la red ante fallos de nodos. 
 
Al comparar las figuras 2 y 3 se puede observar también la principal desventaja 
del árbol doble con relación al árbol de un solo padre. En el árbol doble, las rutas 
de los nodos inicialmente son más largas, lo cual probablemente incrementa los 
retardos en las transmisiones de los paquetes. Por tanto, se puede observar que 
el árbol doble aumenta la resiliencia de la red, a la vez que incrementa los retardos 
en los paquetes durante la fase inicial de operación en la que ningún nodo ha 
fallado aún, de manera que se tiene un intercambio entre resiliencia de la red y 





Figura 3. Red organizada en una topología de árbol doble. 
3.3.1 Métricas usadas en el protocolo de árbol doble 
En el protocolo de enrutamiento de árbol doble, cada nodo emplea información 
disponible de su vecindario para construir gradualmente el árbol desde la raíz 
hacia la periferia de la red. El proceso de construcción se lleva a cabo de manera 
similar a la versión distribuida del algoritmo de Dijkstra, de manera que cada nodo 
actualiza continuamente su distancia hasta la raíz y selecciona dos padres en cada 
actualización. Cada enlace entre dos nodos tiene un valor determinado de 
distancia. El objetivo es minimizar la distancia de cada nodo hasta la raíz, como 
es lo usual en el algoritmo de Dijkstra. Las métricas que se proponen para distancia 
son las siguientes: 
 
1) Número de saltos. La distancia entre dos nodos vecinos equivale a 1. Minimizar 
la distancia en saltos equivale a minimizar el número de nodos que deben reenviar 




2) Número esperado de transmisiones (ETX). Esta métrica expresa la confiabilidad 
de un enlace (la cual toma un valor entre 0% y 100%) como una función del número 
esperado de transmisiones que se necesitan para que un paquete logre llegar a la 
raíz. Si la probabilidad de que una transmisión a través de un enlace sea exitosa 
equivale a p, entonces la distancia en EXT para ese enlace equivale a 1/p [43].  
3.3.2 Definición de distancia en el protocolo de árbol doble 
En el protocolo de árbol doble, cada nodo debe tener al menos dos padres antes 
de seguir extendiendo el árbol. Un padre se define como un nodo que está más 
cercano a la raíz y al cual se envían los mensajes propios o provenientes de nodos 
hijos. Dado que cada nodo tiene dos padres, estos deben ser ordenados, de 
manera que se priorice a alguno de estos al momento de enviar la información. El 
primer padre tendrá entonces prioridad al momento de realizarse el envío de los 
mensajes. Cuando ese padre falle, los mensajes se desviarán al segundo padre, 
sin necesidad de que el árbol deba recalcularse.  
Ahora se describirá la distancia empleada en el árbol doble. El hecho de tener dos 
padres significa que cada nodo recibe dos valores de distancia. Basándose en 
esos valores, el nodo debe entonces formular una distancia resultante que es la 
que finalmente propaga hacia sus vecinos para seguir extendiendo el árbol.  Ese 
valor único de distancia se obtiene como un valor de peor caso (distancia más 
grande Di,j
WC), el cual garantiza que cada nodo esté más lejos que sus padres en el 
árbol. Las letras WC corresponden a una abreviación de “worst-case”, lo cual 
indica que Di,j
WC corresponde a una distancia de peor caso. A continuación, se 
presenta cómo cada nodo calcula su distancia hasta la raíz luego de haber 
escogido a sus dos padres. Así mismo, se presentan los criterios bajo los cuales 
cada nodo escoge sus dos padres. Para ello, se empleará la siguiente notación: 
 
NALL    conjunto de todos los nodos de la red. 
di,j  distancia del nodo i al nodo j de acuerdo con la   métrica 
empleada. Si i ≠ j ⇔ di,j > 0. 
N(i)    conjunto de vecinos del nodo i.  
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M(i)     conjunto de padres del nodo i 
Di,j
WC via m distancia del nodo i al nodo j usando al padre m como 
siguiente salto en la ruta. Es igual a Dm,j
WC + di,m. 
 
Para el caso particular de la raíz, su distancia hasta ella misma equivale a cero, 
por tanto, la raíz no tiene padres. 
 
Dsink,sink
WC ≡ 0;      M(sink) = { }; (1) 
 
Los vecinos de la raíz tienen una distancia que equivale al valor dado por la métrica 
desde la raíz hasta ellos. Además, estos nodos no necesitan tener dos padres para 
extender el árbol, ya que son la única excepción a esta regla.  
∀i ϵ N(sink):  Di,sink
WC ≡ di,sink, M(i) ≡ {Sink}  (2)  
 
Todos los demás nodos en la red comienzan con distancia infinita hasta la raíz, 
por tanto, el conjunto de dos padres empieza vacío para cada uno de estos nodos. 
Además, deben actualizar continuamente su distancia hasta la raíz a medida que 
el árbol se va extendiendo.  
 
∀i ϵ {N
ALL − Sink − N(Sink)}:   Di,sink
WC = ∞, M(i) = { };   (3)   
 
Para que se compute el árbol doble, se requiere que cada nodo anuncie 
periódicamente su distancia hasta la raíz. Sea el nodo i, este actualiza su distancia 
basándose en la distancia Di,sink
WC  anunciada por cada uno de sus vecinos j ∈ N (i), 
haciéndose así uso de una variante de la regla del algoritmo de Dijkstra de la ruta 
más corta.  
 
En primer lugar, las distancia desde el nodo i hasta la raíz a través de cada uno 




∀j ϵ N(i): Di,sink
WC via j
= Dj,sink
WC + di,j     (4) 
 
A continuación, los vecinos de i son ordenados en una lista NLIST, donde el 
siguiente nodo de la lista ofrece una distancia hasta la raíz que es igual o superior 
a la distancia que ofrece el nodo anterior, de acuerdo con lo calculado empleando 
la ecuación (4). 
 
NLIST(i) = {j1, j2, … , j|N(i)|}     (5) 
 




WC via jn ≤ Di,sink
WC via jn+1      (6) 
Esta lista se reduce descartando los nodos cuya distancia a la raíz sea infinita. Por 
tanto, la lista se restringe solamente a aquellos nodos que tienen distancia finita 
hasta la raíz y que por tal motivo están incorporados al árbol: 
 
NCONN(i) = NLIST(i) − {j: Di,sink
WC = ∞} = {j1, j2, … , j|NCONN(i)|}     (7) 
 
En el algoritmo de Dijkstra que computa SPT, se toma únicamente el primer 
elemento j1 de la lista como el nodo padre al cual el nodo i envía sus datos de 
aplicación, de manera que el nodo i queda con una distancia hasta la raíz que 
equivale a Dj1,sink
WC + Di,j1. El resto de los nodos de la lista es descartado. La 
principal novedad del enrutamiento multicamino de árbol doble es que este 
selecciona los dos primeros elementos de la lista NLIST como padres del nodo i, no 
solamente el primero: 
 
M(i) ≡ NTOP(i) = {j1, j2}     (8) 
 
M(i) es un conjunto, de manera que sus elementos no están ordenados. Es posible 
que un nodo tenga pocos vecinos, de manera que su lista M(i) tenga solo un 
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elemento. En tal caso, a diferencia de lo que ocurre en el algoritmo de Dijkstra que 
construye un árbol típico, el nodo i tendrá una distancia Di,sink
WC = ∞, de manera que 
no extiende el árbol. 
 
Cuando M(i) tiene ya dos elementos, la distancia del nodo hasta la raíz se 






WC via j  
} = Di,sink
WC via j2      (9) 
 
Donde j2 equivale al nodo vecino a través del cual hay una distancia Di,j
WC más 
larga hasta la raíz entre aquellos que hacen parte de la lista NTOP(i). Lo anterior 
quiere decir que la distancia del nodo i hasta la raíz a través del nodo j2 (que es la 
que se ha escogido finalmente como distancia Di,sink
WC ) es más larga que la distancia 
desde i hasta la raíz a través de j1. La razón por la que se ha decidido lo anterior 
es la siguiente. Di,sink
WC  es la distancia más larga posible que separa al nodo i de la 
raíz, tomando en cuenta las distancias ofrecidas por los nodos de la lista NTOP(i). 
Aunque la escogencia de este valor como distancia que se propaga en el árbol 
parece ir en contra de la intuición, hay que tener en cuenta que la ruta con esta 
distancia no es necesariamente la ruta a través de la cual se enviarán los mensajes 
hasta la raíz.  Para enviar los mensajes, se utilizará una ruta más corta, como se 
explicará más adelante. Por tanto, la ruta de longitud  Di,sink
WC  más bien representa 
la ruta más larga posible que podrá tener el nodo i antes de que se desconecte de 
la red debido a la presencia de fallos de nodos.  
 
El enrutamiento de árbol doble intenta minimizar el valor de distancia Di,sink
WC  para 
un nodo cualquiera i en la red, donde i siempre escoge los dos padres j1 y j2 que 
ofrece las menores distancias Di,sink
WC via j1 y Di,sink
WC via j2 respectivamente. Por otra parte, 





WC > 0 (no negatividad) 
 
2) Di,sink
WC = 0 ⇔  i = sink (identidad) 
 
3) Las relaciones padre-hijo inducen un grafo dirigido en la red, con la raíz como 
destino final para cada uno de los nodos. Además, los nodos hijos siempre están 
más lejos de la raíz que sus respectivos padres.  
 
4) La suma de la distancia del nodo i al nodo j con la distancia del nodo j hasta la 






Por tanto, DWC es una métrica apropiada, donde cada nodo va actualizando 
continuamente su valor hasta que finalmente este converge a un valor mínimo. Sin 
embargo, debe establecerse un criterio que, una vez calculado el árbol doble, 
permita a los nodos seleccionar el padre (sea j1 o j2) al cual enviar los datos de 
aplicación. 
3.3.3 Ordenando los padres 
La selección del mejor padre debe seguir el principio de minimización de la longitud 
de la ruta que un paquete debe recorrer para llegar a la raíz. Por tanto, se debe 
incluir otro cómputo de distancia en las rutas multicamino del árbol doble desde un 
nodo i hasta la raíz. Esta nueva distancia obedece las reglas del protocolo SPT, 
pero está restringida al gráfico dirigido que resulta luego de la computación del 
árbol doble. Esta distancia será llamada distancia implícita más corta (DSE), y 
permite ordenar el conjunto de dos padres en cada nodo a fin de que cada nodo 
sepa a qué padre enviar los datos de aplicación. Las letras SE corresponden a una 
abreviación de “Shortest embedded”, lo cual indica que DSE corresponde a la 
distancia más corta del nodo hasta la raíz teniendo en cuenta solamente los 
enlaces establecidos por la topología de árbol doble. Finalmente, la distancia final 
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desde cada nodo hasta la raíz corresponderá entonces a la distancia más corta 
posible que puede resultar empleando los enlaces de la topología establecida por 
el árbol doble.  
 
Las reglas para calcular DSE son las mismas que aquellas empleadas por el 
algoritmo de Dijkstra. Cada nodo i debe anunciar periódicamente su distancia Di
SE 
hasta la raíz y actualizarla con base en la información publicada por sus vecinos. 
Inicialmente, la raíz anuncia su distancia: 
 
Dsink
SE ≡ 0;  M(Sink) = { }     (10) 
 
De manera similar, los vecinos de la raíz ∀i ϵ N(Sink) anuncian su distancia y 
escogen como padre a la raíz misma. 
 
Di
SE ≡ di,sink; M(i) ≡ Sink    (11) 
 
Los demás nodos tienen las siguientes condiciones iniciales: 
 
Di
SE ≡ ∞;  Mi
LIST ≡ { }     (12) 
 
Ahora bien, la distancia Di
SE desde el nodo i hasta la raíz a través de sus padres 
es obtenida así: 
 
∀m ϵ M(i): Di
SE,   via m = Dm,Sink
SE + di,m     (13) 
 
A continuación, los padres |M(i)| de i son ordenados en una lista:  
 
MLIST(i) = {m1, m2}     (14) 
 





SE via m1 ≤ Di
SE via m2      (15) 
 





m ϵ M(i) 
{Di
SE,via m } = Di
SE,via m1     (16) 
 
En los pasos anteriores se evidencia que m1 es el padre que ofrece la ruta más 
corta hasta la raíz de entre los dos padres seleccionados. Por tanto, m1 es el nodo 
al cual i envía los datos de aplicación. Cuando m1 falla, los mensajes se desvían 
a m2, el cual es escogido como padre alternativo.   
 
3.3.4 Escalabilidad del protocolo de árbol doble 
La escalabilidad comprende tanto el overhead del protocolo como la cantidad de 
variables de estado que este utiliza. A continuación, se analiza el protocolo de 
árbol doble en término de estos dos aspectos: 
 
1) Overhead del Protocolo. Cada nodo debe anunciar periódicamente el valor de 
su distancia hasta la raíz, tanto su distancia larga Di,sink
WC  como su distancia corta 
DSE, sin importar el tamaño de la red. Sin embargo, en DACA [14] algunos 
mensajes de configuración incluyen las rutas completas del nodo hasta la raíz, de 
manera que el tamaño del mensaje aumenta con el tamaño de la red para el caso 
de algunos nodos.  
 
2) Variables de estado. Cada nodo debe guardar las dos distancias mencionadas 
en el punto anterior, además de la identidad de sus dos padres. Estas cuatro 
variables deben almacenarse y actualizarse continuamente durante la fase de 
construcción del árbol. Además, cada nodo también debe conocer su distancia a 
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cada uno de sus vecinos de acuerdo con la métrica escogida, las cuales fueron 
presentadas en la sección 3.3.1. 
3.3.5 Algoritmo del protocolo de árbol doble 
El algoritmo del protocolo de árbol doble asume una red donde solo hay una raíz 
y cada nodo busca incorporarse por sí mismo a la topología de árbol. Cada nodo 
tiene una vista local de la red, representadas principalmente por las distancias 
entre los nodos de acuerdo con las métricas presentadas en la sección 3.3.1 y la 
información recolectada progresivamente de sus vecinos. El algoritmo requiere 
que cada nodo publique periódicamente dos distancias: Una para computar el 
árbol doble y establecer las rutas desde cada nodo hasta la raíz, y otra que permite 
ordenar los padres y establecer aquel que ofrece la ruta más corta hasta la raíz, 
donde dicha ruta solamente puede emplear los enlaces establecidos por la 
topología de árbol doble que se ha construido.  
Las ecuaciones (1–3) y (10–12) marcan el estado inicial de cada nodo, tanto la 
distancia empleada para escoger los padres como la distancia de la ruta más corta. 
La raíz es un nodo especial, ya que se asume que nunca falla. Los vecinos de la 
raíz también son nodos especiales, ya que no deben tener dos padres para seguir 
extendiendo el árbol. El resto de los nodos ejecuta lo descrito en las ecuaciones 
(4–9) y (13–16) una vez que reciben información proveniente de sus vecinos. Con 
relación a la forma en que se ejecuta este último punto, existen dos alternativas, 
que son: 
 
1) La información sobre el vecindario es recolectada y actualizada en una tabla 
dentro del nodo. Una vez que esto ocurre, el nodo actualiza la información y 
publica su mensaje de configuración haciendo uso de la información de la tabla. 
 
2) Una vez que se recibe información de un nodo vecino, todos los nodos que 
escuchan el mensaje actualizan su información. Sin embargo, cada nodo publica 




3.4 COMPARACIÓN ENTRE EL ÁRBOL SIMPLE Y EL ÁRBOL DOBLE 
Como se ha descrito hasta aquí, el algoritmo que construye un árbol simple y el 
algoritmo que construye un árbol doble en una red inalámbrica de sensores son 
diferentes. En la construcción del árbol doble, los requerimientos que debe cumplir 
un nodo para seguir extendiendo el árbol son más exigentes, ya que, para extender 
el árbol, un nodo debe tener al menos dos padres que le proporcionen dos rutas 
disjuntas hasta la raíz, a excepción de los nodos que son vecinos de la raíz. Estos 
últimos pueden extender el árbol teniendo de padre únicamente a la raíz. Esta 
diferencia hace que tanto el árbol simple como el árbol doble luzcan de una forma 
distinta, ya que crecen de manera diferente. Es de esperarse que el árbol doble 
tienda a crecer hacia donde hay mayor densidad de nodos, de manera que cada 
nodo quede conectado a la raíz a través de una zona lo suficientemente densa 
como para que la red satisfaga el requerimiento de resiliencia en el que cada nodo 
tiene dos rutas disjuntas hasta la raíz. Para observar más claramente este hecho, 
se tiene la red de la figura 4. En dicha red, las líneas azules indican los enlaces en 
los que puede establecerse comunicación. El nodo 1 representa la raíz. 
Recuérdese que se ha asumido que el modelo de trasmisión de los nodos es ideal, 
es decir, los enlaces tienen confiabilidad del 100% cuando la distancia entre dos 
nodos es menor que R, donde R es un número fijo. Por otra parte, cuando dos 
nodos están alejados una distancia mayor a R, se asume confiabilidad de 0% en 
el enlace. Para simplificar el modelo de transmisión, estas probabilidades no tienen 





Figura 4. Red con todos los enlaces disponibles. 
 
Inicialmente el nodo 1 transmite su propio mensaje de configuración. Cuando los 
nodos 2, 3 y 4 reciben dicho mensaje, cada uno de ellos establece a la raíz como 
su padre. Esto ocurre tanto en el árbol simple como en el árbol doble, tal como se 
observa en la figura 5.  
 
 
Figura 5. Árbol simple vs Árbol doble, paso 1. 
 
En la siguiente fase, los nodos 2, 3 y 4 envían sus propios mensajes de 
configuración. En el árbol simple, el resultado es que el nodo 5 adopta como padre 
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al nodo 2, el nodo 6 podría adoptar al nodo 3 o al nodo 4, mientras que los nodos 
7 y 8 adoptan como padre al nodo 4. En el árbol doble, el nodo 6 termina adoptando 
dos padres, a saber, el nodo 3 y el nodo 4, mientras que los nodos 5, 7 y 8 de 
momento solo tienen un padre. La figura 6 ilustra esta situación.  
 
 
Figura 6. Árbol simple vs Árbol doble, paso 2. 
 
De acuerdo con el protocolo de árbol simple, los nodos 5, 6, 7 y 8 están conectados 
a la red, de manera que envían sus propios mensajes de configuración (Véase la 
figura 6). Sin embargo, de acuerdo con el protocolo de árbol doble, de estos nodos 
solo el nodo 6 puede enviar mensajes de configuración, ya que es el único que 
tiene dos padres. En este hecho se evidencia la diferencia fundamental entre la 




Figura 7. Árbol simple vs Árbol doble, paso 3. 
En la figura 7 se observa claramente que, en el árbol doble, el nodo 7 adopta al 
nodo 6 como su padre cuando el nodo 6 envía su mensaje de configuración. Una 
vez que esto ocurre, el nodo 7 puede seguir extendiendo el árbol, ya que tiene dos 
padres, a saber, los nodos 4 y 6. En la figura 7 también se observa que, en el árbol 
doble, el nodo 5 no hace crecer el árbol debido a que solo tiene un padre. Sin 
embargo, en el árbol simple el nodo 5 sí hace crecer el árbol. Esto genera una 
debilidad en el árbol simple, ya que si el nodo 2 falla, tanto el nodo 5 como todos 
sus hijos quedan desconectados de la red. El hecho de que el nodo 5 no haga 
crecer el árbol en la topología de árbol doble, minimiza el número de nodos que 
quedarían desconectados en caso de que el nodo 2 falle.  
Dado que el nodo 7 ahora tiene dos padres, envía su propio mensaje de 
configuración en la topología de árbol doble. Ese mensaje es recibido por los 
nodos 8, 10 y 11, los cuales adoptan al nodo 7 como uno de sus padres. Por otra 
parte, en la topología de árbol simple, los nodos 9, 10 y 11 envían sus propios 
mensajes de configuración para seguir extendiendo el árbol, dado que satisfacen 




Figura 8. Árbol simple vs Árbol doble, paso 4. 
 
Como se observa en la figura 8, en la topología de árbol doble el nodo 8 tiene dos 
padres, de manera que envía su mensaje de configuración para seguir 
extendiendo el árbol. Los nodos 10 y 11 no extienden el árbol, dado que solo tienen 
un padre. Por otra parte, en la topología de árbol simple, los nodos 12, 13, 14, 15 
y 18 envían sus propios mensajes de configuración para seguir extendiendo el 
árbol, dado que tienen al menos un padre respectivamente. En la figura 9 se 
observa que luego de este proceso, en el árbol doble el nodo 11 adopta al nodo 8 
como padre, satisfaciendo así el requisito de tener dos padres para seguir 
extendiendo el árbol. Así, el nodo 11 puede enviar su propio mensaje de 
configuración. Por otra parte, en el árbol simple, los nodos 16, 17 y 19 se conectan 




Figura 9. Árbol simple vs Árbol doble, paso 5. 
  
Como se observa en la figura 9, los nodos 16, 17 y 19 pueden enviar sus propios 
mensajes de configuración en la topología de árbol simple, dado que tienen al 
menos un padre. El resultado de esto es que el nodo 20 se conecta a la red y 
adopta a alguno de estos nodos como su padre. Por otra parte, en el árbol doble 
el nodo 11 envía su mensaje de configuración para seguir extendiendo el árbol, 
dado que tiene dos padres. Ese mensaje de configuración enviado por el nodo 11, 
es recibido por los nodos 10 y 12, los cuales adoptan al nodo 11 como padre, tal 
como se observa en la figura 10.  
 
En la figura 10, se observa que ha finalizado la construcción del árbol simple. Sin 
embargo, la construcción del árbol doble continúa. En la topología del árbol doble, 
se observa que el nodo 10 ya satisface el requisito de tener dos padres, de manera 
que ahora envía su mensaje de configuración para seguir extendiendo el árbol. 
Ese mensaje llega a los nodos 12, 15 y 18, los cuales adoptan al nodo 10 como 





Figura 10. Árbol simple vs Árbol doble, paso 6. 
 
 
Figura 11. Árbol simple vs Árbol doble, paso 7. 
En la figura 11 se observa que, en la construcción del árbol doble, el nodo 12 tiene 
dos padres, de manera que ya satisface los requisitos para continuar extendiendo 
el árbol. El mensaje de configuración del nodo 12 es recibido por los nodos 15 y 
18, los cuales adoptan al nodo 12 como padre. A su vez, los nodos 15 y 18 quedan 
con dos padres, de manera que continúan extendiendo el árbol. Finalmente, la 
figura 12 muestra cómo queda la red una vez se han construido tanto el árbol 




Figura 12. Árbol simple vs Árbol doble, paso 8. 
 
Se pudo observar claramente que, en el árbol simple, el árbol crece más rápido 
que en el árbol doble. Sin embargo, en el árbol doble, cada nodo debe tener dos 
padres para seguir extendiendo el árbol, a excepción de los nodos que tienen a la 
raíz como padre. Este hecho hace que el árbol doble sea más resistente a fallas 
de nodos. Si en el árbol doble falla un nodo, se garantiza que todos los nodos 
restantes quedan conectados a la red, sin importar qué nodo falle, lo cual no puede 
ser garantizado por el árbol simple. Tómese como ejemplo lo observado en las 
figuras 13 y 14. En la figura 13 se observa que si el nodo 2 falla, se desconectan 
7 nodos de la red además del nodo dañado. Sin embargo, en el árbol doble, una 
falla en el nodo 2 no desconecta ningún otro nodo de la red. Esto es así dado que, 
en la construcción del árbol doble, el nodo 5 no extiende el árbol hasta no tener 
dos padres, de manera que el árbol que va creciendo es resistente a fallos únicos 
de nodos. Igualmente, en la figura 14 se observa que cuando el nodo 5 falla, 5 
nodos quedan desconectados en el árbol simple y ningún nodo aparte del que falla 




















4.1 DEMOSTRACIÓN DE TEOREMA 
Como se ha mencionado en secciones anteriores, una de las principales fortalezas 
del árbol doble es que garantiza que cada nodo de la red tenga dos rutas disjuntas 
en nodos hasta la raíz. Este teorema procede a probarse a continuación.  
 
Teorema. Una ruta multicamino de un nodo a otro donde cada nodo tiene dos 
padres tiene al menos dos rutas disjuntas en nodos hasta la raíz.   
 
Demostración: La demostración se hará por contradicción. La ruta multicamino 
puede verse como un gráfico dirigido desde el nodo fuente hasta la raíz, donde las 
flechas siempre van en la dirección de hijo a padre. Ahora asúmase que cada nodo 
tiene dos padres, pero no hay dos rutas disjuntas en nodos hasta la raíz. Lo 
anterior implica que en algún nodo la ruta doble debe colapsar. La figura 15 ilustra 
esta situación, donde los nodos A y B son hijos del nodo C y la ruta multicamino 
colapsa en ese nodo, invalidándose así la existencia de dos rutas disjuntas.  
 
 
Figura 15. Partición del gráfico dirigido inducido por la ruta multicamino con un 
nodo donde la ruta multicamino colapsa. 
En este punto es claro que los nodos que están a la derecha de C están más cerca 
a la raíz que el nodo C, y que los nodos a la izquierda de C están más lejos. 
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Considérese una partición del grafico dirigido que pasa por las conexiones que 
unen los nodos A y B con el nodo C. Los nodos en el gráfico multicamino dirigido 
quedan entonces divididos en dos conjuntos disjuntos: Alpha, en el cual están los 
nodos A, B y el nodo fuente, y Beta, el cual contiene el nodo C, sus padres, y la 
raíz.  
 
De acuerdo con las suposiciones realizadas, tanto el nodo A como el nodo B deben 
tener dos padres, donde uno de ellos es el nodo C. El otro padre debe estar dentro 
del conjunto Alpha. Los padres de A y B están más cerca a la raíz que los nodos 
A y B respectivamente, lo cual se deriva de la definición de distancia Di,sink
WC , como 
se explicó en la sección 3.3.2.  
 
Sea P el nodo más cercano a la raíz de entre los padres de A y B. El padre de P 
estará necesariamente en Alpha, ya que el único enlace que atraviesa la partición 
entre Alpha y Beta es aquella que va desde los nodos A y B hasta el nodo C. Los 
padres de P tendrán también padres en el conjunto Alpha, y así sucesivamente. 
Sin embargo, Alpha es finito, de manera que debe haber al menos un nodo en 
Alpha que no tenga padres en Alpha, contradiciéndose así la afirmación inicial de 
que la ruta multicamino colapsa en el nodo C. Por tanto, se concluye que existe al 
menos otra ruta simple dentro de la ruta multicamino que sea disjunta en nodos, 








4.2.1 Evaluación de resiliencia 
El protocolo de árbol doble fue implementado en el simulador para redes Omnet++ 
4.6 haciendo uso de la framework de MiXiM (v2.3) para modelar redes 
inalámbricas de sensores IEEE 802.15.4 de baja potencia. Actualmente, la 
framework de MiXiM se ha integrado con otra llamada INET, la cual está más 
orientada a interconectividad IP y cubre una mayor variedad de aplicaciones.  
 
El algoritmo del árbol doble ha sido evaluado para redes aleatorias confinadas a 
un área cuadrada donde los nodos fallan en un orden aleatorio, y por cada falla de 
nodo, se verifica cuántos quedan conectados a la raíz. Se ha implementado tanto 
SPT como el protocolo de árbol doble para la misma cantidad de redes aleatorias. 
El árbol doble no se recalcula luego de que se ha configurado. Cuando el padre 
de un nodo falla, el nodo reacciona desviando los datos de aplicación a su padre 
alternativo de acuerdo con lo estipulado en MLIST. 
 
1) Parámetros: 
Área: 150m x 150m 
Número de nodos: 100, posicionados aleatoriamente 
Radio de transmisión: 30m 
Modelo de transmisión: Circular e Ideal 
Estándar: IEEE 802.15.4 
Métrica de distancia: Número de saltos 




Número de nodos dañados: 1, 2,: : : ,99 




3) Métrica: Número de nodos que permanecen conectados 
 
4) Número de repeticiones: 50. 
  
La primera simulación se realizó con el objetivo de comprobar el teorema 
demostrado en la sección 4.2. Para ello, se implementó tanto el protocolo de árbol 
doble como el protocolo de árbol SPT en 50 redes distintas, donde cada red estaba 
conformada por 100 nodos distribuidos aleatoriamente en un área cuadrada de 
acuerdo con las condiciones descritas anteriormente. Para cada red, se procedió 
a hacer fallar aleatoriamente 1 nodo (distinto a la raíz). Luego de esto, se procedió 
a verificar cuántos nodos permanecían conectados a la red de acuerdo con la 
lógica de funcionamiento de cada uno de los dos algoritmos implementados. Dado 
que cada red tiene 100 nodos, lo ideal es que cuando un nodo falla queden 99 
nodos conectados a la red, de manera que el fallo del nodo no afecte la 
comunicación de ningún otro nodo con la raíz. Los resultados obtenidos fueron los 
siguientes: 
 
- De acuerdo con el protocolo SPT, en el 38% de los casos un fallo aleatorio de un 
de nodo afectó la comunicación de otros nodos con la raíz.  
 
- De acuerdo con el protocolo de árbol doble, en el 0% de los casos un fallo aleatorio 
de un nodo afectó la comunicación de otros nodos con la raíz. 
 
Los resultados anteriores confirman que, en el árbol doble, efectivamente cada 
nodo tiene dos rutas disjuntas en nodos hasta la raíz, ya que un fallo aleatorio de 
un nodo en la red no afectó la comunicación de ningún otro nodo con la raíz. 
Mediante estos resultados, se corrobora que el protocolo de árbol doble garantiza 
que la red sea k-connected para k=2 en una red con un patrón de comunicación 




A continuación, la evaluación tanto del protocolo de árbol doble como del protocolo 
SPT se realizó en simulaciones en Omnet++ como se describe a continuación: 
Primero se construía un árbol en la red siguiendo las reglas de cada protocolo 
respectivamente. Cuando un nodo fallaba, se verificaban cuantos nodos 
permanecían conectados a la red. Este procedimiento se repetía hasta que todos 
los nodos fallaban. Nunca fallaban dos nodos simultáneamente. Antes bien, antes 
de que el siguiente nodo fallase, se verificaba el número de nodos conectados a 
la red. De acuerdo con el protocolo ideal en términos de esta métrica, el número 
de nodos dañados siempre equivale al número de nodos desconectados de la red, 
de manera que una falla de nodo no afecta la comunicación de ningún otro nodo 
en la red. Sin embargo, generalmente cuando un nodo falla en una red configurada 
en topología de árbol, la conectividad de sus hijos se ve afectada, especialmente 
si los nodos hijos no cuentan con padres alternativos hacia los cuales desviar los 
datos de aplicación.  
 
Las figuras 16 y 17 presentan la media de los resultados obtenidos incluyendo los 
intervalos de confianza del 90%.  
 
Los resultados de la figura 16 muestran que, para los dos algoritmos evaluados, 
los intervalos de confianza no se traslapan, lo cual permite concluir los siguiente: 
En el árbol doble, la conectividad siempre es mayor que en el árbol típico de un 
solo padre para un número específico de nodos dañados. Por tanto, cuando el 
árbol crece siguiendo las reglas del protocolo de árbol doble, la resiliencia de la 
red se eleva considerablemente, sin que se incrementen los mensajes de 





Figura 16. Comparación del protocolo SPT con el protocolo de árbol doble. 
 
Los resultados también fueron graficados en término de nodos dañados en la red 
vs la proporción entre nodos conectados y nodos sobrevivientes en la red. Un nodo 
sobreviviente es un nodo que no ha fallado. Por otra parte, un nodo conectado es 
un nodo que aún tiene una ruta para mandar datos de aplicación a la raíz. El 
protocolo ideal en términos de la métrica mencionada es aquel en el que cuando 
un nodo falla, todos los nodos sobrevivientes quedan conectados a la red, de 
manera que la proporción entre nodos conectados y nodos sobrevivientes 
permanece en 1. Sin embargo, lo anterior no siempre ocurre, ya que cuando un 
nodo falla, posiblemente otros nodos (por ejemplo, sus hijos en el caso de una 
topología de árbol simple) que no presenten falla alguna se vean afectados y se 
desconecten de la red, especialmente si el nodo que ha fallado es empleado por 
muchos otros nodos como intermediario para enviar mensajes hasta la raíz. La 
figura 17 presenta la media de los resultados obtenidos con los intervalos de 
confianza del 90%. 
 
Los resultados de la figura 17 muestran que los intervalos de confianza no se 
traslapan en el intervalo en el que fallan hasta el 70% de los nodos, lo cual permite 
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concluir lo siguiente: Con un 90% de confianza, en el árbol doble la proporción de 
nodos conectados vs nodos sobrevivientes en la red es superior a la misma 
proporción en el protocolo SPT, para un número específico de nodos dañados en 
la red. Lo anterior permite comprobar que el árbol doble incrementa 
significativamente la resiliencia de la red en comparación con el protocolo SPT que 
construye un árbol típico. Es deseable que la proporción entre nodos conectados 
y nodos sobrevivientes sea lo más grande posible, ya que esto significa que son 
pocos los nodos que son funcionales y no están siendo empleados por estar 
desconectados de la red a causa de fallos en otros nodos. 
 
 
Figura 17. Comparación del protocolo SPT con el protocolo de árbol doble. 
4.2.2 Evaluación de retardo 
Como se pudo observar en la sección anterior, el protocolo de árbol doble resulta 
ser más resiliente que el protocolo SPT basado en un árbol sencillo cuando fallan 
progresivamente nodos en la WSN. Ahora obsérvese la figura 18, donde el nodo 
1 es la raíz. Allí se muestra una red de 20 nodos configurada tanto en la topología 
estipulada por el árbol doble como en una topología basada en el protocolo SPT. 
56 
 
Tómese ahora de ejemplo al nodo 9. En el protocolo SPT basado en una topología 
de árbol simple, el nodo 9 está a 3 saltos de la raíz a través de los nodos 5 y 2 
respectivamente. Esta es la ruta más corta posible entre los nodos 9 y 1. Ahora 
bien, en una topología de árbol doble, una de las rutas más cortas entre los nodos 
9 y 1 es a través de los nodos 14, 17, 15, 10, 7 y 4, de manera que el nodo 9 está 
a 7 saltos de la raíz. Es imposible que exista una ruta de menor tamaño en el árbol 
doble para la red de la figura 20. Por tanto, tomando como ejemplo la red de la 
Figura 18, es posible observar que, si bien el árbol doble es más resiliente que el 
árbol simple, las rutas en el árbol doble tienden a ser más largas que en el árbol 
simple, lo cual podría reflejarse en un aumento del retardo en los paquetes 
enviados por los nodos. El objetivo de esta sección es precisamente verificar 
mediante simulaciones cuál es el incremento de los retardos en los paquetes de 
los nodos en el árbol doble, en comparación con el retardo de los paquetes 
enviados por los nodos en la topología de árbol simple.  
 
 










Área: 150m x 150m 
Número de nodos: 100, posicionados aleatoriamente 
Radio de transmisión: 30m 
Modelo de transmisión: Circular e Ideal 
Estándar: IEEE 802.15.4 
Métrica de distancia: Número de saltos 
Módulo NIC de MiXiM: Nic802154_TI_CC2420 
 
2) Escenarios: 
Algoritmo: SPT, árbol doble 
Número de paquetes enviados por nodo (A excepción de la raíz): 30 
 
3) Métrica: Retardo  
 
4) Número de repeticiones: 30. 
 
Para evaluar el incremento del retardo en árbol doble en comparación con SPT, 
cada nodo enviaba 30 mensajes hasta la raíz. Cada mensaje era enviado cuando 
la red estaba completamente libre de tráfico adicional a dicho mensaje. Luego, se 
calculó el promedio del retardo de los 30 mensajes enviados por cada nodo, 
obteniéndose así 99 valores de retardo promedio, un valor por cada nodo 
(Recuérdese que, de los 100 nodos de la red, uno de ellos corresponde a la raíz, 
la cual no envía datos de aplicación). Sea entonces Ni
S el valor de retardo promedio 
del nodo i para el caso de SPT, y sea Ni
D el valor de retardo promedio del nodo i 




S para cada uno de los 99 
nodos. A continuación, se realizó el promedio de los 99 cocientes obtenidos, el 
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cual se llamará Ci̅. Finalmente, se realizó el intervalo de confianza del 90% para 
Ci̅, obteniéndose que 1.00610<Ci̅<1.00620. Lo anterior permite concluir que, con 
un 90% de confianza, el retardo promedio de los paquetes enviados en árbol doble 
se incrementa 0.62% en comparación con el retardo promedio de los paquetes 






















5 CONCLUSIONES Y TRABAJO FUTURO 
5.1 CONCLUSIONES 
El protocolo de árbol doble es un protocolo de enrutamiento que encuentra dos 
rutas disjuntas en nodos desde cada nodo de la red hasta la raíz en una red que 
sigue un patrón de comunicación de muchos a uno. El protocolo de árbol doble 
tiene dos fases. En la primera de ellas, los nodos encuentran las rutas mediante el 
intercambio de mensajes de configuración. El número de mensajes de 
configuración intercambiados equivale al mismo número de mensajes que se 
intercambiarían si se construyera un árbol típico de un solo padre en la red. La 
segunda fase del protocolo incluye las reglas que rigen su operación. La regla más 
importante es la siguiente: Cuando el primer padre de un nodo falla, el nodo desvía 
el tráfico hacia su padre alternativo, sin necesidad de que el árbol deba ser 
recalculado.  
 
Una de las principales ventajas del protocolo de árbol doble es que garantiza una 
red k-connected, donde k = 2, de manera que cada nodo posee dos padres que 
le proporcionan dos rutas disjuntas en nodos hasta su destino, que en este caso 
es siempre es la raíz. Además, el protocolo de árbol doble emplea la misma 
cantidad de mensajes de configuración para construirse que el protocolo de árbol 
más sencillo que existe, lo cual reduce significativamente el overhead en 
comparación con H-SPREAD [13] y DACA [14]. En comparación con el árbol de la 
ruta más corta, en el árbol doble los nodos solo propagan un dato adicional en sus 
mensajes de configuración, ya que el árbol doble emplea dos distancias distintas. 
Una de las distancias es empleada para escoger sus dos padres, y la otra es 
empleada para escoger el padre que tendrá prioridad al momento de enviarse los 




Otro aspecto importante es que el protocolo de árbol doble es de topología 
distribuida. En el árbol doble, los nodos no necesitan información global de la red, 
sino solo información proveniente de sus vecinos, lo cual favorece la escalabilidad. 
Lo anterior no puede afirmarse con respecto a H-SPREAD [13] y DACA [14], donde 
cada nodo almacena sus rutas hasta la raíz incluyendo la identidad de los nodos 
intermediarios de la ruta.  
 
Los resultados de las simulaciones en Omnet++ muestran que el protocolo de 
árbol doble es mucho más resiliente que el protocolo de árbol SPT en término de 
dos métricas. La primera de ellas corresponde al número de nodos conectados a 
la red a medida que fallan nodos progresivamente, donde los nodos fallan uno a 
la vez. La segunda métrica corresponde a la proporción entre nodos conectados 
vs nodos sobrevivientes en la red, donde un nodo conectado es un nodo que 
continúa teniendo una ruta hasta la raíz de acuerdo con el árbol doble construido. 
Por otra parte, un nodo sobreviviente corresponde a un nodo que no ha presentado 
fallas. La principal desventaja del protocolo de árbol doble con relación a SPT, es 
que en el árbol doble las rutas de los nodos tienen a ser más largas, lo cual 
incrementa el retardo en mensajes enviados desde los nodos hasta la raíz. Sin 
embargo, los resultados obtenidos en las simulaciones mostraron que ese 
incremento no es significativo, ya que con un 90% de confianza, no superó el 
0.62%.  
5.2 TRABAJO FUTURO 
Como trabajo futuro, se propone generalizar el concepto de árbol doble. En el árbol 
doble, un requerimiento importante es que los nodos no extienden el árbol hacia 
la periferia de la red si no tienen dos padres que tengan distancia finita hasta la 
raíz. Los únicos nodos que no siguen esta regla son: La raíz y los vecinos de la 
raíz. Sin embargo, este requerimiento puede generalizarse de la siguiente manera: 
Un nodo solo puede extender el árbol si y solo si tiene M padres que le provean M 
rutas disjuntas en nodos hasta la raíz. Nuevamente, los únicos nodos que podrían 
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ser excepción a esta regla serían: la raíz y sus vecinos. Si el requerimiento 
mencionado se modifica como se ha explicado, podría hablarse de árboles M y de 
redes que sean k-connected con k=M, de manera que garanticen que cada nodo 
tenga M rutas disjuntas en nodos hasta la raíz. La ventaja principal de esta forma 
de hacer crecer el árbol sería que se emplearían la misma cantidad de mensajes 
de configuración que se utilizan para construir un árbol sencillo de un solo padre. 
Además, la topología seguiría siendo distribuida, ya que los nodos solo 
necesitarían información local proveniente de sus vecinos para construir el árbol, 
no información global.  
 
La principal desventaja del árbol M sería que, en algunas redes poco densas, el 
árbol no podría crecer, ya que no podría garantizarse el requerimiento de que cada 
nodo tenga M padres para seguir extendiendo el árbol. Con relación a este punto, 
el árbol simple es ventajoso, ya que cada nodo necesita tener solo un padre para 
seguir extendiendo el árbol. Por tal motivo, se propone como trabajo futuro 
averiguar cuál es la densidad de nodos que debe haber en un espacio a fin de 
garantizar que el árbol M tenga una gran probabilidad de crecer adecuadamente. 
También se propone generalizar las reglas del protocolo de árbol doble con 
relación a la forma en que se escogería los M padres y la forma de escoger los 
padres a los cuales se envían los datos de aplicación a medida que van fallando 
nodos en una WSN. Finalmente, también se propone implementar el protocolo de 
enrutamiento de árbol M para compararlo con el protocolo N-to-1 en términos de 
la escalabilidad y el número de rutas disjuntas en nodos encontradas desde cada 
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