The use of marine controlled-source electromagnetic EM (CSEM) sounding to detect thin resistive layers at depths below the seafloor has been exploited recently to assess the resistivity of potential hydrocarbon reservoirs before drilling. We examine the sensitivity of the CSEM method to such layers with forward and inverse modeling in one and three dimensions. The 3D modeling demonstrates that if both source and receivers are over a tabular 3D target, 1D modeling predicts the observed response to very high accuracy. Experimental design can thus be based on 1D analysis in which hundreds of range and frequency combinations can be computed to find the optimal survey parameters for a given target structure. Modeling in three dimensions shows that the vertical electric-field response is largest over the edges of a 3D target. The 3D modeling also suggests that a target body needs to have a diameter twice the burial depth to be reliably seen by CSEM sounding. A simple air-wave model (energy propagating from source to receiver via the atmosphere) allows the effects of the target layer and atmosphere to be separated and shows where sensitivity to the target is diminished or lost because of finite water depth as a function of range, frequency, and seafloor resistivity. Unlike DC resistivity sounding, the marine CSEM method is not completely T-equivalent and, in principle, can resolve resistivity and thickness separately. Smooth inversion provides an estimate of the method's resolving power and highlights the fact that although the radial CSEM fields contain most of the sensitivity to the thin resistive target, inverted alone they produce only increasing resistivity with depth. Inclusion of the radial mode CSEM data forces the recovery of the thin resistor, but magnetotelluric data can be used more effectively to achieve the same result.
The 3D modeling demonstrates that if both source and receivers are over a tabular 3D target, 1D modeling predicts the observed response to very high accuracy. Experimental design can thus be based on 1D analysis in which hundreds of range and frequency combinations can be computed to find the optimal survey parameters for a given target structure. Modeling in three dimensions shows that the vertical electric-field response is largest over the edges of a 3D target. The 3D modeling also suggests that a target body needs to have a diameter twice the burial depth to be reliably seen by CSEM sounding. A simple air-wave model (energy propagating from source to receiver via the atmosphere) allows the effects of the target layer and atmosphere to be separated and shows where sensitivity to the target is diminished or lost because of finite water depth as a function of range, frequency, and seafloor resistivity. Unlike DC resistivity sounding, the marine CSEM method is not completely T-equivalent and, in principle, can resolve resistivity and thickness separately. Smooth inversion provides an estimate of the method's resolving power and highlights the fact that although the radial CSEM fields contain most of the sensitivity to the thin resistive target, inverted alone they produce only increasing resistivity with depth. Inclusion of the radial mode CSEM data forces the recovery of the thin resistor, but magnetotelluric data can be used more effectively to achieve the same result.
INTRODUCTION
Electrical resistivity provides important information on the porosity and pore geometry of geologic formations as well as the nature of the fluids that fill pore spaces. For these reasons, borehole resistivity logs are a standard commodity in hydrocarbon exploration. There are two basic methods of estimating formation resistivity without the use of boreholes: magnetotelluric (MT) and controlled-source electromagnetic (CSEM) sounding. Both approaches can be applied to marine exploration with appropriate modifications to instrumentation and methodology (Figure 1 ).
For the MT method, the frequency-domain transfer function between recordings of magnetic and electric fields provides an electromagnetic impedance of the seafloor beneath the recording site. The application to the marine environment is mostly an issue of instrumentation because if lateral variations in resistivity are not significant (rarely, the case because of the ubiquity of coastlines), then the effect of the overlying water can be neglected in the processing and interpretation of a seafloor MT site. Although Cagniard (1953) initially considered the possibility of carrying out marine measurements in his proposal for the MT method, the first seafloor MT study in which both electric and magnetic measurements were made appears to have been in 1973, reported by . Because the conductive (0.3 m) seawater attenuates MT source fields at periods shorter than a few thousand seconds on the deep seafloor, marine MT traditionally utilizes long-period instrumentation. Attempts to adapt commercial broadband land MT equipment to shallow-water marine exploration (Hoehn and Warner, 1983) were hampered by the bulk of the early land equipment and the noisy environment of shallow water. More recent improvements in instrumentation (Constable et al., 1998) have made the collection of continental shelf marine MT data in the band 1 s to 3,000 s a matter of routine in water 100-m to 4,000-m deep.
The horizontal electric-dipole marine-controlled CSEM method was originally developed for deepwater studies of the oceanic lithosphere (Cox, 1981) , and first experiments were carried out in 1979 (Spiess et al., 1980) . The relatively highfrequency energy lost to the MT method at the seafloor is replaced by a dipolar deep-towed transmitter, and seafloor receivers measure electric fields as a function of transmitterreceiver range and frequency. Academic applications of this method have included the study of the oceanic lithosphere (e.g., Constable and Cox, 1996) , midocean ridges (MacGregor et al., 2001) , and seafloor gas hydrates (e.g., Yuan and Edwards, 2000) . Early proposals to use the method for petroleum exploration (e.g., Chave et al., 1991) , similar to early MT efforts, concentrated on relatively shallow water and exploration targets. With the migration of hydrocarbon explo- Figure 2 . The geometry of CSEM dipole fields. Along the polar axis of the dipole transmitter, the field is purely radial. Along the equatorial axis, the field is purely azimuthal. At other azimuths the received fields are a trigononmetric mix of both modes.
ration into the deeper waters of the continental slopes, marine CSEM recently has become an important exploration tool for the hydrocarbon industry (e.g., MacGregor and Sinha, 2000; Ellingsrud et al., 2002; Eidsmo et al., 2002; Kong et al., 2002; Johansen et al., 2005) . In this paper we examine the sensitivity of marine EM methods (mainly CSEM, but we consider also the role of MT) to thin resistive layers buried in conductive media. This model represents an oil or gas reservoir in water-saturated sediments, but the reader is cautioned that it also may represent any thin, resistive lithological horizon of low porosity such as a volcanic sill, evaporite, or carbonate.
THE 1D RESPONSE OF A THIN RESISTIVE LAYER
We have long known that the marine CSEM method is preferentially sensitive to thin resistive layers (Constable et al., 1986; Cheesman et al., 1987) , thus making the method possibly useful for assessing the resistivity of potential drilling targets . Electric-field amplitudes and phases can be described in terms of radial and azimuthal modes with respect to transmitter orientation. Figure 2 defines these geometries. Figure 3 illustrates the sensitivity to thin layers by plotting the radial and azimuthal response of a canonical model consisting of a 100-m thick reservoir buried at a depth of 1000 m in 1 km seawater.
Our calculations use the 1D code of Flosadottir and , which combines Anderson's (1989) fast Hankel transform with Chave and Cox's (1982) kernel function evaluations, in this case, using a transmission frequency of 1 Hz. The amplitude plots show the electric-field magnitudes as a function of transmitter-receiver offset for the canonical model, a half-space of 1 m resistivity (i.e., sediments without a reservoir layer), and the component of the received energy that has propagated through the atmosphere. The latter, discussed more below, illustrates which parts of the model and half-space responses are associated with the seafloor and which parts are associated with the atmosphere. On the phase plots, we show only the response of the model and half-space; the effect of the atmosphere is clearly evident as a constant phase of ∼400
• . The dip in amplitude and phase -as the model and half-space curves intersect the socalled air-wave curve -presumably results from interaction at the seafloor of energy with similar magnitude but different phase from the two propagation paths.
Phase and amplitude respond in similar ways to 1D subseafloor structure and probably to 3D subseafloor structure as well. That is, part of the model that does not produce an amplitude response will not produce a phase response and vice versa. Furthermore, errors in processed in-phase and outof-phase components will propagate into both amplitude and phase estimates. Indeed, timing errors in the transmitter or receiver will degrade phase data but not amplitudes. However, it is possible that galvanic distortions associated with resistivity heterogeneity near the transmitter or receivers will have less effect on phase than amplitude, as is the case with land MT.
Because CSEM field amplitudes vary over such a large range, it is useful to consider fields normalized by the (halfspace) response. In Figure 3 the normalized fields show that the radial amplitudes are 20 times more sensitive to the presence of the thin resistive layer than the azimuthal fields. This is because the radial dipole geometry includes a vertical component of electric current, which is interrupted by the thin resistor, whereas the azimuthal dipole fields are largely horizontal and perturbed little by the presence of the thin inhomogeneity, noted previously by Eidsmo et al. (2002) . Although not shown here, the MT method, which depends on induced electric fields that are largely horizontal, is similarly blind to the existence of thin resistive layers.
THE 3D RESPONSE OF A THIN RESISTIVE LAYER
Below we use 1D forward and inverse modeling to examine further the sensitivity of the CSEM and MT methods to thin resistive layers, but first we introduce a simple 3D calculation to show that when the transmitter and receiver are both over the target of interest, insights obtained from 1D calculations are appropriate. Figure 4 shows the radial mode electric-field amplitudes and phases for a buried disk of various diameters. The calculations are carried out using the finite-difference code of Weiss (2001) , modified to include the horizontal dipole source. The thickness, depth, and resistivity of the disk and the resistivity of the host medium are the same as those of our canonical model; only the disk diameter varies. The transmitter is positioned over one edge of the disk, and the electric fields are plotted along a line passing from the transmitter, through the point over the center of the disk, and across the far edge.
Calculations for disk diameters of 2 km and 5 km are shown. An infinite disk is represented by the 1D layered calculations introduced above, as is a zero-diameter disk, which is represented by a half-space calculation using the 1D code. We see that for the 5-km disk, both the amplitude and phase of the electric fields are identical to the 1D layered calculation until the receiver is positioned directly over the disk edge. The fields then fall away rapidly at the same attenuation rate as for the half-space. The 2-km diameter disk is perhaps the smallest that reliably could be seen using this method, differing from the half-space calculations by approximately 50% in amplitude and about 20
• in phase. This suggests that a target such as this must be at least twice its burial depth in lateral extent before it is visible to the CSEM method. The agreement between the 1D and 3D calculations not only verifies the accuracy of the 3D code, but also shows that while the transmitter and receiver are both over a tabular target, 1D modeling is highly accurate. This is because the EM fields from the transmitter decay rapidly, a combination of a 1/r 3 dipole geometry and the exponential inductive attenuation. Therefore, the contribution from structure that is distant from the transmitter-receiver region is very small. This is in stark contrast to the MT method, in which the EM source field extends globally and can generate galvanic effects from structure far from the observation site. In addition to being geometrically compact, most of the galvanic effects associated with the CSEM response of the thin target are generated on the upper and lower surfaces, whereas in MT, galvanic effects are predominantly horizontal and produce laterally extensive electric fields.
Clearly, the agreement between one and three dimensions does not diminish the importance of 3D modeling in data interpretation and experimental design where the target's lateral extent is important. However, it does show that simple experimental design considerations such as frequency, range, and detectability can largely be addressed using 1D codes, which allow a vastly larger number of models and experimental parameters to be assessed. Furthermore, comprehensive studies consisting of many inversion runs of synthetic data are currently only practical using 1D methodology.
VERTICAL ELECTRIC-FIELD RESPONSE
One exception of 1D modeling to understand the behavior of the CSEM method is the role of the vertical electric field. In Figure 5 , we plot the vertical electric field generated by a horizontal dipole transmitter over the disk models. The vertical field responds only to the edge of the disks, while the 5-km radius disk produces a significant response in the horizontal fields at a range of about 2500 m. We do not see similar response in the vertical fields until we reach a range more than 4000 m and the edge of the structure. Vertical field CSEM data thus have potential for illuminating the edge of hydrocarbon structures. Although we have not modeled it, reciprocity suggests that the same effect can be achieved with a vertical transmitter and horizontal field receivers.
PROPAGATION THROUGH THE ATMOSPHERE
We can understand more fully the effect of the atmosphere on the seafloor CSEM response by separating the components of energy that propagate though the seawater/seabed and the atmosphere (which we call the air wave, for brevity). We can estimate the double half-space response (seawater and seabed) or a more complicated model by running the 1D forward code with a large water depth. While this code models the effect of the air on propagation and could be run a second time to show the effect of including the air layer, we note that a good approximation of the amplitude of the radial mode airwave is
where h is water depth, δ = 2/σ ωµ o is the skin depth in seawater of conductivity σ and permeability µ o at frequency ω, and r is the source-receiver range. This expression is derived from equation 14 of Bannister (1984) , but could be thought of as skin-depth attenuation up (e −h/δ ) and down (e −h/δ ) through the water column, coupled with the 1/r 3 geometric spreading associated with a dipole. Using this formula, we can demonstrate the behavior of the air wave independently of seafloor resistivity.
In Figure 6 , we plot separately the contributions to the horizontal electric-field magnitude from the seafloor and the atmosphere for various water depths and seafloor resistivity. The slope of the propagation through the atmosphere is given only by the 1/r 3 geometric spreading, but we determine the amplitude by the water depth, which decreases as the water gets deeper and the attenuation more severe. At short ranges the amplitude of the electric field propagating through the seafloor and seawater is similarly given by the 1/r 3 dipole decay and the resistivity of seawater, but at ranges greater than 1 km, exponential skin-depth attenuation in the seafloor rocks dominates the curves. A more resistive seafloor with larger skin depth supports large electric fields to greater source-receiver ranges.
It can thus be seen that as the seafloor gets more resistive and the seawater gets deeper, the seafloor signal dominates the atmosphere signal to longer ranges. At the range at which the curves cross for a given water depth and seafloor resistivity, the air wave starts to dominate the signal observed on the seafloor. Thus, the curves for a 1 m seafloor and 900-m water depth cross at a range of 4500 m. Because the seafloor signal attenuates much more rapidly than the air wave, by the time this range has doubled the air wave energy is more than 1000 times larger than the seafloor signal. Various schemes have been proposed to separate the air wave from the seafloor signal in the vicinity of the crossover (e.g., Røsten and Amundsen, 2004) . The simplest of these is just to include the air layer in the modeling and interpretation. Johansen et al. (2005) have shown that with a large deeply buried (1100 m) target, in 350-m water depth a signal amounting to a factor of 3 or 4 in electric-field amplitude may be measured in real data before the air wave dominates. In that study, at the 0.25-Hz transmission frequency the seawater was 0.6-skin-depths thick, and the 1.4-m overburden was 1.2-skin-depths thick, and so the air wave was not yet totally dominant.
It is difficult to see that seafloor data of sufficient precision can be collected to extend the effective source -receiver range significantly beyond the transition region -or to extend the operational water depth to areas where the atmosphere is much closer to the receiver (measured as skin depths in seawater) than is the target of interest (measured as skin depths in seafloor host rock). Ultimately, in very shallow water one is effectively operating in an environment that is more similar to working on land than the deep ocean. Thus, the strategy to deal with the air wave is to operate in the time domain rather than frequency domain as Wright et al. (2001) did for mapping a gas reservoir in France.
EFFECTS OF FREQUENCY AND RANGE
In Figure 3 , we show the normalized radial field as a function of source-receiver range for a 1-Hz transmission. The normalized fields also depend on frequency and are larger for higher frequencies. However, at higher frequency the magnitude of the fields falls below the instrument noise threshold. An easy way to assess the tradeoff for a given target structure is to contour normalized field versus range and frequency, as we do in Figure 7 for our canonical model. We overlay contours of the magnitudes of the received fields so that regions below the noise threshold of the instrument system can be identified. The strategy in designing an experiment or survey is to make the normalized field as large as possible for the shortest possible range (to increase lateral resolution) while main- taining an adequate signal-to-noise ratio. For example, with an instrument noise floor of 10 −16 V/(Am 2 ) and a required SNR of 30, we might choose a frequency of about 3 Hz. This would provide a signal from the target structure that is a factor of 10 above background at a range of about 3.5 km and an electric field that is several hundred times bigger than background at a range of 5 km.
The target structure is seen over a limited range of frequency and source-receiver offset. Frequencies below about 0.2 Hz do not produce large effects because there is little induction in the target layer, and large electric fields are dominated by the water and sediment. At frequencies above 25 Hz, skin depth in the sediments is only 100 m, and most energy is absorbed in the seawater and overburden. At ranges shorter than 2.5 km, the target is too deep (1 km) for the region sampled by the source-receiver geometry. At ranges larger than 15 km, the dominance of the air wave removes any sensitivity to the target.
This approach to experimental design provides an excellent way to ensure that surveys are carried out using frequencies that are appropriate for a given target depth (often estimated from seismic data). However, it does not ensure that sufficient data are collected to distinguish between shallow and deep targets or that other variations in host resistivity can be distinguished from the deeper target. For these reasons, other frequencies -and perhaps other data such as MT -may need to be collected.
NOISE FLOOR OF INSTRUMENT SYSTEMS
Clearly, the noise floor of the transmitter/receiver system plays an important role in survey design. Sources of noise in the receiver instruments include amplifiers, electrodes, water motion, instrument motion, and the magnetotelluric signal. Signal increases with the transmitter source dipole moment (SDM), stacking bandwidth, and the length of the receiver antennae (because most noise sources, with the exception of MT signals, are voltages rather than electric fields). The SDM is the product of the zero-to-peak amplitude of the current at the transmission frequency multiplied by the length of the transmission antenna. Specification of a single component of the system, such as transmitter current, fails to recognize the importance of the other components, so, for example, variations in receiver noise may easily exceed the range of transmitter SDM that may be attainable. For a receiver voltage noise V r , receiver dipole length l, and stacking bandwidth B, the electric-field noise floor is given by
For example, for instruments having a voltage noise of 10 −9 V √ Hz at 1 Hz (Hoversten et al., 2000) and 10-m antennae, a SDM of 45 kAm and 120-s stacking gives an En of 2 × 10 −16 V/(Am 2 ). Such noise levels can be approached in deep water at higher transmission frequencies, but for Figure 9 . Radial-and azimuthal-field amplitudes at a range of 4.6 km and frequency of 1 Hz for the canonical model as the thickness of the thin resistive layer varies from zero to 100 m. the water depths (around 1000 m) and frequencies (around 0.25 Hz) typical of continental shelf exploration, water motion and MT signals lift the noise floor to about an order of magnitude worse than this (Figure 8 ). Given that commercial transmitters with a SDM of around 200 kAm are feasible, and that MT noise can be predicted and removed from the CSEM data to some extent using remote references, 10 −16 V/(Am 2 ) probably represents a reasonable lower bound on what is attainable with current technology.
EFFECT OF VARYING RESISTIVITY AND TARGET THICKNESS
One possible application of the marine CSEM method is mapping the size (lateral extent and thickness) of hydrocarbon reservoirs. Electromagnetically, there are two contributions to size in the 1D sense -thickness and resistivitywhich are correlated inevitably to some extent. In the case of DC resistivity sounding, the tradeoff between resistivity and thickness is almost perfect for a thin resistive layer, and it is only the resistivity-thickness product, or transverse resistance, T = ρt, that is resolved -a phenomenon that is usually called T-equivalence. We investigate these issues for the marine CSEM method; we expect that the galvanic component of current flow will behave as in DC resistivity, and exhibit a T-equivalence, and that the inductive component of field attenuation will be sensitive to the resistivity of the target and, to some extent, be independent of thickness. Figure 9 shows the effect of reducing only the thickness of our 100-m layer. As one would expect, the electric-field response varies monotonically with thickness. The radial mode response varies almost linearly with thickness, which bodes well for using the method to map reservoir geometry. The azimuthal response is almost zero for layers thinner than 50 m, but again, increases linearly for the thicker layers, albeit at a much smaller rate than for the radial mode. To study T-equivalence, we increase the resistivity ρ as thickness t is reduced, to keep T invariant. We see from Figure 10 that true T-equivalence is observed only at low frequency (0.1 Hz), and that the relative T-equivalence breaks down progressively as frequency increases (but note that absolute field magnitudes are decreasing with frequency). As the target layer is made thinner at relatively higher frequencies, the normalized response actually gets larger -by 30% in the case of 3 Hz. This suggests that a galvanic response accounts for most, but not all, of the sensitivity to thin resistive layers, and as the resistivity and skin depth increase, there is an increase in inductive response. The implication is that by combining data at different frequencies, thickness and resistivity can be estimated separately.
SYNTHETIC-DATA INVERSION
One measure of resolution is the ability to recover structure by inversion of synthetic data. Regularized smooth inversion, such as the OCCAM algorithm (Constable et al., 1987) , provides an end-member approach to resolution analysis because it assumes no prior structure in the starting model and generates the model with the least structure.
We generated three types of synthetic data from our canonical model: (1) radial mode CSEM data at 20 ranges spaced evenly between 500 m and 10 km with 10% added noise (zero mean Gaussian); (2) azimuthal mode CSEM data at similar ranges with similar noise; and (3) MT apparent resistivity and phase at 20 periods spaced logarithmically between 1.5 s and 2150 s, with 10% error in resistivity and 2.9
• error in phase. We inverted these data in four different combinations: (1) radial CSEM data only (E r ), (2) radial and azimuthal CSEM data (E r + Eφ), (3) radial CSEM data with MT data (MT + E r ), and (4) the entire data set. The actual data are listed in Table 1. We started all inversions with a featureless half-space of 1 m. The one free variable in the regularized inversion algorithm is the degree of data misfit requested. Because we know what the misfit of the noisy data to the true (starting) model is, we can choose a target misfit accordingly and set this to 1.2 times the actual misfit to the true model response for each of the four data subsets. Figure 11 shows the results.
The E r only inversion is the most dramatic because it is completely unrepresentative of the starting model, with resistivity increasing steadily with depth from about 1 m to over 10 m. This behavior is somewhat disappointing in view of the forward modeling, which shows that the E r data contain most of the sensitivity to the resistive layer, and has been observed previously by Eidsmo et al. (2002) . The Eφ response to such a thick resistive layer, however, would be larger than is observed, and so inclusion of these data in the inversion (E r + Eφ) forces the model to generate a thinner resistive layer at approximately the right depth. The deeper resistivity is about twice as large as in the starting model because the CSEM data are losing resolution at depth. Interestingly, the MT data provides the same effect as the Eφ data, in that they too are relatively insensitive to the thin resistive layer but can eliminate the thicker layer as a possibility, and the E r + MT inversion does as good a job as the E r + Eφ inversion at recovering the target layer and actually does better at recovering the deeper resistivity because MT has greater sensitivity at depth than CSEM. Inversion of the entire data set produces only marginal improvement over the E r + MT inversion.
The fact that MT data plays a similar role to Eφ data is of significant practical importance. Collection of MT data during a CSEM survey is almost cost-free, since the seafloor receivers can collect both CSEM and MT data, and MT responses can be processed from data collected when the CSEM transmitter is turned off or out of range. Only a single MT site is needed to constrain the model, although in practice a significant fraction of the CSEM receivers could be used for MT as well. On the other hand, collection of Eφ data requires extra transmitter tows of appropriate geometry, consuming additional shiptime (usually the most expensive component of the survey) and increasing manpower and equipment costs.
The smoothing regularization produces an oscillation in the model at the top of the large step in target resistivity to approximate this boundary with minimum penalty. The effect of this structure is that the model slightly underestimates the depth to the target layer much the same way anisotropy would. While our purpose is to illustrate the intrinsic resolution of the CSEM and MT methods given no additional information, in practice, an explorer would not rely solely on the smooth inversion for interpretation and probably would know target layer's depth from seismic data and sediment resistivity from nearby well logs. More realistic models that are more realistic in some cases, and thus apparently higher resolution, may be obtained by assuming the existence of sharp boundaries in resistivity (Smith et al., 1999; deGroot-Hedlin and Constable, 2004 ). This is a reasonable approach as long as one recognizes that the improved resolution comes from a prior assumption that cannot be verified using EM data alone. We Figure 11 . Inversion of synthetic data sets generated by the canonical model, shown here as the broken line labeled truth. The E r is a smooth inversion of only radial mode CSEM data, and E r + Eφ is a smooth inversion of both CSEM modes. We also show the results of joint smooth inversion of singlesite MT data with both CSEM data sets (MT+E r +Eφ). While the smooth inversions show inherent resolution of the EM methods, if layered structure is assumed a priori, a joint layered inversion of the MT+E r +Eφ data set (solid line) almost recovers the starting model. demonstrate this here by a three-layer least-squares fit to the entire MT+CSEM data set. This model recovers the depth, thickness, and resistivity of the thin layer to 95% accuracy or better. Ultimately, joint inversion of CSEM and seismic data can be used to constrain reservoir properties such as hydrocarbon saturation (Hoversten et al., personal communication, 2005) .
CONCLUSIONS
Although 3D modeling will be important in the interpretation of large CSEM and MT data sets over targets of complicated geometry, simpler 1D modeling can be used reliably to design the survey parameters, given information such as sediment resistivity, water depth, and target depth. Because the marine CSEM method is not completely T-equivalent, particularly at higher frequencies where inductive effects are greatest, reservoir thickness and resistivity can be estimated as separate parameters. However, inversion of EM data without constraints or prior structural information will be limited by the intrinsically smooth resolution kernels and, in particular, the radial mode CSEM data, which otherwise carries most of the information about the target structure, requires the inclusion of azimuthal mode CSEM data, or, more economically, MT data, to recover even a smooth version of the target structure.
