With the advancement of biotechniques, a vast amount of genomic data is generated with no limit. Predicting a disease trait based on these data offers a cost-effective and time-efficient way for early disease screening. Here we proposed a composite kernel partial least squares (CKPLS) regression model for quantitative disease trait prediction focusing on genomic data. It can efficiently capture nonlinear relationships among features compared with linear learning algorithms such as Least Absolute Shrinkage and Selection Operator or ridge regression. We proposed to optimize the kernel parameters and kernel weights with the genetic algorithm (GA). In addition to improved performance for parameter optimization, the proposed GA-CKPLS approach also has better learning capacity and generalization ability compared with single kernel-based KPLS method as well as other nonlinear prediction models such as the support vector regression. Extensive simulation studies demonstrated that GA-CKPLS had better prediction performance than its counterparts under different scenarios. The utility of the method was further demonstrated through two case studies. Our method provides an efficient quantitative platform for disease trait prediction based on increasing volume of omics data.
Introduction
With the development of microarray and next-generation sequencing technology, people now have the ability to simultaneously measure the expression of thousands of genes with digital resolution. In addition to gene expression, large volume of other omics data such as (epi)genetic, DNA copy number, metabolomic and proteomic data are routinely generated. These data sources offer rich information about the underlying disease mechnism, and have opened a totally new arena where one can use these digital information to understand disease gene function and to further predict disease outcomes [1] . Gene expression data are among the first wave of intensive studies for candidate gene screening [2] . Based on these data, large efforts have been devoted to investigate and answer important scientific questions using statistical and computational techniques such as prediction and classification. While the underlying genetic machinary is far more complicated than we thought, it is critical to develop powerful and flexible statistical methods to understand the genetic and genomic basis of complex traits [3] .
Predicting a disease outcome with gene expressions has been one of the central topics in gene expression data analysis. Compared with disease classification (binary outcomes) using gene expression data [4, 5] , predicting a quantitative trait has received less attention. With the recent initiation of personalized medicine, gene expression profiling has been at the forefront of advancing personalized medicine [6] . For example, tumor necrosis factor a, identified as a pivotal factor in driving inflammation in Rheumatoid Athletic, can be predicted by blood-based gene expression data so as to optimize prescription for personalized treatment [7] . Other examples include the prediction of the SF2 (the surviving fraction of cells after a radiation dose of 2 Gy) based on gene expression data of NCI-60 cancer cell lines so as to optimize the personalized radation treatment [8] . Therefore, there is large demand to develop novel statistical methods for quantitative trait prediction with gene expression data or other omics data, which can shed novel insights into the underlying genetic machinary of diseases.
In fact, a large number of statistical models can be applied for such prediction purpose. For example, kernel partial least squares (KPLS) is one of the commonly applied techniques [9] . Owing to the nature of high dimensionality and small sample size of gene expression data, many methods adopt a feature selection or feature extraction technique to first reduce data dimenson. Feature selection is commonly done under the penalized regression framework such as Least Absolute Shrinkage and Selection Operator (LASSO) in which a high-dimensional linear regression model is fitted [10] . Then prediction is conducted in a lower dimensional model space, which has lower model variance. In these methods, a linear relationship between the features and the response is often assumed. A feature extraction method transforms the original data into a reduced dimension without removing any features, and can be classified into two categories: linear and nonlinear feature extraction [11] . The most popular linear feature extraction method is principal component analysis (PCA) and the partial least squares (PLS) method. Compared with feature selection, feature extraction loses data interpretability, but it has higher discriminating power and better control of overfitting [11] .
When complex nonlinear relationship between genes and a trait exists, which may result from multiple effects such as the autoregulation of a gene, the cooperativity and competition between genes [12] , the function of genes on a complex trait cannot be seen as a simple function of individual genes, but rather as a nonlinear mapping problem [13] . As such, the linear prediction model such as PCA and PLS may suffer from poor prediction performance. Kernel principal component analysis and KPLS are extensions of PCA and PLS using 'kernel trick' for nonlinear predictions. Using a kernel, the original linear algorithm of PCA and PLS can be done in a reproducing kernel Hilbert space through a nonlinear mapping function. Among the two, KPLS has gained popularity because it considers the relationship between the features and the response when extracting latent features [14] . In addition, the computational cost for KPLS only relies on the sample size, which makes KPLS a promising feature extraction method for dealing with the 'large p, small n' problem, as commonly seen in genomic data.
KPLS was initially proposed by Rosipal and Trejo [2001] . Some good features of KPLS methods include its flexibility in dealing with high dimension, small sample size and high multicollinearity problems. Moreover, it can capture nonlinear relationships between the input data (e.g. gene expression) and the output data (a disease trait). In addition, a KPLS regression model does not need to explicitly specify the nonlinear mapping function, and only requires a simple linear algebra algorithm, the same as implemented in PLS regression. In addition, KPLS can deal with a variety of data owing to its flexibility to adopt different kernel functions.
In general, constructing a prediction model includes two steps: a learning step to build the model and a prediction step to evaluate its prediction performance. Thus, the quality of a prediction model is determined not only by its ability to learn from the data, but also by its ability of predicting unknown data. These two characteristics are often termed as learning capacity and generalization ability [15] . For models based on the 'kernel trick', the choice of kernel functions directly affects the learning capacity and generalization ability [15] . Thus, it is critical to choose appropriate kernel functions in practical application using KPLS prediction models [16] .
As for the choice of kernel functions, there are two main types: local and global kernel. Gaussian kernel is a typical local kernel which has good learning ability, but its generalization ability is relatively weak [15] . In contrast, polynomial kernel is a typical global kernel, which has good generalization ability but has weak learning ability. Thus a complex problem such as prediction of disease outcomes cannot be solved satisfactorily using a single kernel [17] . An intuitively optimal solution is to combine different kernels to form a composite kernel for further prediction. Such a composite kernel carries the merit while it overcomes the drawbacks of individual kernels. For example, one can combine the good characteristics of Gaussian kernel and polynomial kernel to improve both learning capacity and generalization ability so as to improve the prediction performance.
Smits et al. [15] proposed an SVM (support vector machine) model using a mixture of Gaussian kernel and polynomial kernel and demonstrated that the SVM model with the mixed kernel had better interpolation and extrapolation ability than those models with a single kernel. Interpolation and extrapolation ability mentioned in their paper can be considered as a special case of learning capacity and generalization when a single feature is considered. However, no rigorous approach was proposed to choose the kernel parameters as well as the weight function for different kernels. In addition, the performance is unknown when extended to multiple features.
It is thus the purpose of this study to propose a composite kernel-based KPLS prediction model to handle potential nonlinear relationship between genomic data and a quantitative trait. We adopt the genetic algorithm (GA) to optimize the kernel parameters as well as optimal kernel weights. As demonstrated by the simulation studies, the proposed GA-based composite KPLS (GA-CKPLS) method outperforms single kernel approach as well as other counterparts under different evaluation criteria. Real data analyses further show the utility of the method.
The remainder of this article is organized as follows. The methods section describes the idea of CKPLS predictive model and parameter optimization using GA. The simulation section evaluates the prediction performance of the GA-CKPLS method under different scenarios. Applications to real data are given in the real data analysis section, followed by discussions.
Methods
The KPLS method is based on the mapping of input data into a feature space F, where a linear PLS algorithm can be performed by a feature mapping U :
. . . ; n; where n is the sample size, p is the dimension of the features and UðÁÞ is a feature mapping function that projects the input data from the original input space to a feature space F. Let U be an (n Â S) matrix whose ith row is the vector Uðx i Þ in an S-dimensional feature space F. By using the 'kernel trick', i.e. the fact that
Gram matrix (denoted as K) created by the cross products between all mapped input data points. Consequently, one can avoid performing feature mapping and computing dot products in the feature space F.
The composite kernel
Constructing an appropriate kernel function is the key in kernel-based prediction. There are many choices for the kernel functions, for example, Gaussian kernel and polynomial kernel. A KPLS prediction model can be constructed based on a single kernel. However, different kernels may perform differently with different data sets, and selecting the optimal kernel function has been a challenging issue. Most selection methods are quite ad hoc, for example, by looking at the prediction accuracy. Such an ad hoc analysis is subject to poor performance when data are subject to change. Moreover, a model based on a particular kernel function may have good learning capacity, but may not have good generalization ability [15] . To enhance the predictive performance, we propose a composite kernel approach in which the kernel used for prediction is a mixture of several kernels, each having its advantages in handling particular data distributions. We define the composite kernel (K C ) as a convex combination of multiple candidate kernels, i.e.
. . . ; L is a set of candidate kernels, and x l is the weight function. Two types of constraints can be applied when optimizing
The former has good interpretation because it gives a weighted average of different kernels. Different optimization algorithms can be applied depending on the choice of the constraint. Here we focus on the constraint X L l¼1
x l ¼ 1 and adopt the GA to optimize both the weights x l and the kernel parameters.
For simplicity, we choose two commonly applied kernel functions, Gaussian and polynomial kernel functions to illustrate the idea. Extension to more than two kernels is straightforward. A composite kernel based on Gaussian and polynomial kernels can be defined as
where K C ðx j ; x k Þ is the composite kernel which is also a valid kernel [18] ; K P ðx j ; x k Þ ¼ ðchx j ; x k i þ cÞ d is the polynomial kernel function, hx j ; x k i is the dot product between x j and x k , c ! 0 is a free parameter trading off the influence of higher-order versus lower-order terms in the polynomial kernel and d is the degree of polynomial;
2 Þ is the Gaussian kernel function with kÁk 2 defined as the L 2 -norm and r determining the width of the Gaussian kernel. In this setting, totally five parameters (w, c, c, d and r) need to be optimized in K C ðx j ; x k Þ. Before we describe the method to optimize the parameters, we first introduce the composite KPLS (CKPLS) prediction algorithm.
The CKPLS prediction algorithm
Let X be an n Â p matrix of features (i.e. the input data), and let Y be an n Â 1 vector of response variable measured over n individuals. For a given composite kernel function K C ðx j ; x k Þ optimized by GA (discussed later), a CKPLS predictive model can be derived from a sequence of nonlinear iterative partial least squares steps [14, 19, 20] detailed in the following:
The original data set is randomly divided into modeling data (with size denoted as n mod ) and external testing data (with size denoted as n ext ) with an 85:15 split ratio [21] . The modeling data are further divided into training set and internal testing set to determine the parameters of CKPLS model. Depending on the sample size, a leave-one-out cross validation (LOOCV) or five-fold CV (cross validation) can be applied to choose the optimal parameters for the modeling step. The external testing data set is used to evaluate the prediction performance of the CKPLS model. Take LOOCV as an example, centralize the response variable in the training set asỸ tr Ài 
where -i means data without the ith observation, Y tr Ài is the sample average without the ith observation.
Centralize the features in each training set in the feature space F. First, a kernel or Gram matrix K tr Ài can be created for the features in each training set. Here K tr Ài is an n tr Â n tr (n tr ¼ n mod -1 for leave-one-out CV; n tr ¼ 0.8n mod for five-fold CV) matrix whose entries can be evaluated by ðK tr Ài ðj;kÞ Þ ntr j;k¼1 ¼ K C ðx j ; x k Þ, where K C ðÁÞ is the proposed composite kernel function with parameters optimized by the GA (described later). Then we can get the centralized kernel matrixK tr Ài bỹ
where I is an n tr Â n tr identity matrix and 1 ntr represents a vector whose entries are ones with length n tr . Repeat steps (4)-(9) until a certain criterion is met, that is the minimum predicted residual sum of squares (PRESS) value (details given in the following section). The corresponding number of latent vector is defined as the optimal number denoted as m opt .
Prediction of future entries. For future new entries with size n new , the predicted values ( b Y new ) based on p features denoted as 
K new is an n new Â n mod kernel matrix and n mod is the sample size of the original modeling data. Entries of the matrix
and fx k g n mod k¼1 are the new and modeling data points, respectively;K mod and K mod are the centralized and non-centralized kernel matrix based on the modeling data, respectively, where K mod is an n mod Â n mod matrix whose entries can be evaluated by ðK mod Þ n mod j;k¼1
Þ. Here T mod and U mod are two n mod Â m opt matrices of the extracted m opt latent vectors where m opt is the optimal number of latent vectors determined in step (10) .
A schematic representation of the CKPLS algorithm is shown in Figure 1 .
Criterion to determine the optimal number of latent vectors m opt
In a KPLS prediction model, the number of latent vectors m opt need to be determined. They can be determined based on the PRESS with the internal testing set, which is defined as
where Y int i is the observed value of the ith internal testing set, and b Y int i is the predicted value which is defined as b
HereK int i is the centralized kernel matrix for the internal testing set and is calculated as
is an n tr Â 1 kernel vector for each internal testing set. Entries of the matrix
and fx k g ntr k¼1 are the internal testing and training points, respectively; T tr i and U tr i are two n tr Â m opt matrices whose columns consist of the extracted m opt latent vectors t tr i and u tr i , respectively.
We set the maximum number of latent vectors as n tr . Starting with m ¼ 1, the dimension of T tr i and U tr i increases by 1 until reaching m ¼ n tr . For given parameters in K C ðx j ; x k Þ, we can calculate the PRESS values for varying numbers of latent vectors. The optimal K C ðx j ; x k Þ and the number of latent vectors m opt can be chosen as the one that gives the minimum PRESS value.
Parameter optimization with GA
Taking a composite kernel with a combination of Gaussian and polynomial kernel as an example, there are five parameters (w, c, c, d and r) that need to be optimized. In this study, we propose to use the GA with LOOCV to solve the optimization problem.
Genetic Algorithm GA was introduced by Holland in the early 1970s as a gradientfree, parallel optimization algorithm. GA can deal with large search spaces efficiently, hence has more chance to get global optimal solution than other algorithms [23] . Moreover, GA can solve high-dimensional and nonlinear optimization problems [24] . GA obtains the optimal solution from a set of candidate chromosomes called a population by using techniques inspired by Darwinian principle of 'survival of the fittest', such as 'selection', 'crossover' and 'mutation'. After encoding the chromosome by a binary coding or other encodings, GA can evaluate each chromosome's quality via a predefined fitness function with fitter chromosomes having higher probability of being kept in the next generation. If the fittest chromosome in a population cannot meet the requirement, succeeding populations will be reproduced to provide alternate solutions by genetic operators such as 'crossover' and 'mutation'. The evolution will terminate when acceptable results are obtained after a series of iteration with each iteration called a 'generation'. Usually, the termination conditions of GA are either the number of generations reaching a prespecified number or a solution being found that satisfies the fitness level. Briefly, the original GA has five basic steps [25, 26] :
Coding of experimental condition: Taking the CKPLS model based on a mixture of polynomial and Gaussian kernel as an example, there are three parameters, i.e. c, c, d, that need to be optimized for the polynomial kernel function, one parameter r needs to be optimized for the Gaussian kernel function and one weighting parameter w needs to be optimized in the composite kernel. The five parameters constitute the experimental condition. Every experimental condition is considered to be a chromosome containing five genes (i.e. specific values of the five parameters).
Initiation of population: The original population consists of a set of candidate chromosomes, and the structure of each chromosome is determined in a random way.
Evaluation of response: GA can evaluate each chromosome's response or quality associated with the corresponding experimental conditions via a predefined fitness function (Table 1 for the function).
Reproduction: A new population which can be considered as the next generation is created in this step. Reproduction is composed of two genetic operators: 'selection' and 'crossover'. Following the 'selection' step, we can obtain a new population where the best chromosomes are selected more often, which can lead to a better average response. This step only increases the percentage of good chromosomes relative to the parent population. 'Crossover' is a process of taking more than one parent solutions and producing a child solution from them. Generally, the probability of 'crossover' is set at a higher level such as 0.8, so that the majority of parent solutions undergo this operator. After the reproduction step, if all chromosomes have the same genes with the same value, the evolution process reaches a deadlock. Then the 'mutation' step is usually used to maintain genetic diversity from one generation to the next.
Mutation: Mutation changes one or more gene values in a chromosome from its initial state. Hence, GA can obtain better solution by using mutation. Usually mutation occurs with a small probability such as 0.1. If it is set too high, the search will turn into a primitive random search.
In addition, GA is expected to be a global optimizer with global search capability [23] . So the elitist strategy is widely adopted in the GA's search processes to improve the chance of finding the global optimal solution [27] and guarantees that solution will keep the higher quality from one generation to the next.
Parameter set up in GA-CKPLS
The main goal of GA is to have a fast increase in the fitness to have a better solution in the early stages of the process. So the parameters in GA need to be set in such a way that the highest exploitation can be obtained [28] . A typical GA mainly requires two features: one is a genetic representation of the solution domain and the other is a fitness function. In addition, it is worth tuning other parameters such as the 'mutation' and 'crossover' probability and population size to find reasonable settings for an optimization problem. We adopt the GA package in R to • Polynomial kernel: c2(0,4); d2int [1, 6] ; c2(0,4)
• Gaussian kernel: r depends on data dimension • The weight of mixture kernel function: w2(0,1) implement the optimization. All parameter setups are reported in Table 1 .
A schematic representation of the flow chart of GA-CKPLS prediction model is shown in Figure 2 . It is worth noting that we optimize both the kernel parameters and the weight function simultaneously in a unified optimization framework implemented with the GA. This distinguishes from the previous study in which the kernel parameters and the weight functions are chosen separately [14] .
Evaluation criteria of the predictive performance of the CKPLS model
In general, only models that have been externally validated can be considered reliable and applicable for prediction [29] [30] [31] . Multiple criteria are generally suggested for an evaluation [32] . In our study, we adopt two common criteria for the acceptance of the CKPLS prediction model, namely, the Root Mean Square Error of Prediction (RMSEP) and Q 2 F1 . Here Q 2 F1 can be used to evaluate whether the observed and predicted values are consistent, and a lower bound of 0.6 is generally used for a reliable prediction model [32] . The two criteria are defined as follows: It should be noted that in case that the feature dimension is high, a feature selection method should be done to reduce the data dimension before applying the proposed method. This is because noisy features could potentially dilute the relationship if a kernel includes too much irrelevant features [33] .
Simulation study
We considered different simulation scenarios to illustrate whether the GA-CKPLS prediction model with the composite kernel have better prediction performance compared with a single kernel-based and other common prediction methods. We considered cases where a linear and/or nonlinear relationship may dominate the mean function. We generated the data from the following regression model:
where e i $ Nð0; 1Þ; hðÁÞ is a linear or nonlinear mean function that describes the relationship between Y and X; X i is a p-dimensional vector of genomic data with certain correlations. We assumed that marginally X j $ Uð0; 1Þ, j ¼ 1; Á Á Á; p. To simulate correlated uniform variables, we first generated a p Â p covariance matrix R pÂp ¼ q jsÀtj ð1 s; t pÞ, then computed the adjusted covariance matrix R adj pÂp ¼ 2sinð p 6 R pÂp Þ which is the covariance matrix for a p-dimensional uniform variable [34] . Next, we generated a p-dimensional normally distributed 
where c 1 and c 2 are constants that were used to balance the linear and nonlinear functions between the response Y and multiple genomic features. Specifically, we designed two scenarios. In scenario 1 (denoted as S1), we assumed c 1 ¼ 10 and c 2 ¼ 5 so that the linear part dominates h(X); and in scenario 2 (denoted as S2), c 1 ¼ 5 and c 2 ¼ 10 so that the nonlinear part dominates h(X). Such settings were intended to evaluate the robustness of the developed GA-CKPLS method under different relationships. If one focuses on gene expression data, sample size is typically small owing to the cost. Thus, in our simulation, we assumed a sample size of 40 and 60, but allowed the dimension of gene expressions to increase as the sample size increases. We assumed p ¼ 10 when n ¼ 40 and p ¼ 30 when n ¼ 60. Note that the number of genomic features are much larger than the sample size in real data. However, not all features are informative when predicting the response. Thus, a selection step can be implemented to reduce the feature size for further prediction as demonstrated in our real data analysis. Simulation results based on 1000 replicates were recorded.
To illustrate the predictive performance of the CKPLS model optimized with the GA algorithm, four regression models were used to compare. They are LASSO, Ridge Regression (RR), PLS and Support Vector Regression (SVR). The R package 'glmnet' was used to implement LASSO and RR. The tuning parameters in LASSO and RR were determined by LOOCV. The R package 'pls' was used to implement the PLS procedure. The number of latent vectors in PLS was determined based on the minimum 'PRESS' criterion with LOOCV. The R package 'e1071' was used to implement the SVR procedure incorporating the Gaussian kernel function. LASSO, RR and PLS are linear prediction models, while SVR equipped with the Gaussian kernel function is a nonlinear prediction model. Figure 3 displays the results for the setup with n ¼ 40 and p ¼ 10. The two plots in the top row show the boxplot results for scenario S1, i.e. the linear function dominates, while the two plots in the bottom row show the boxplot results for scenario S2, i.e. the nonlinear function dominates. C-KPLS, G-KPLS and P-KPLS correspond to the model with the composite kernel, single Gaussian kernel and single polynomial kernel, respectively. In all boxplots, the CKPLS method with the composite kernel gives the largest Q 2 F1 and smallest RMSEP values, and with the smallest variation among the seven prediction methods. Table 2 shows the median Q 2 F1 and RMSEP values as well as the interquantile range (IQR) out of 1000 simulation replicates. The performance of G-KPLS method is similar to C-KPLS. We found that the average weight in the composite kernel was 0.53 (6.2207) and 0.47 (6.2207) for the Gaussian and polynomial kernel, respectively, in S1 and 0.57 (6.2166) and 0.43 (6.2166) in S2. Thus it is not surprising that the prediction performance of the and RMSEP were listed in Table 2 . As we expected, the performance of the linear prediction models (i.e. LASSO, RR and PLS) in scenario S2 was dramatically reduced compared with the results in S1. Figure 4 shows the results for the setup with n ¼ 60 and p ¼ 30. C-KPLS outperforms other methods in both Q 2 F1 and RMSEP with the corresponding median and IQR values reported in Table 3 . Even though the prediction performance of P-KPLS is worse, using a mixture of the Gaussian and polynomial kernels does improve the prediction performance dramatically. As the sample size increases from 40 to 60, we did observe improved performance for different models when p is fixed (data not shown). However, for the case with p increasing from 10 to 30 as n increasing from 40 to 60, the overall prediction performance gets worse with increased RMSEP and decreased Q 2 F1 . This information implies that data dimension has big influences on the prediction performance. We also simulated data by adding noisy features into the model and found that the prediction performance decreases (data not shown). Thus, it is important to do a feature selection before prediction. Motivated by simulation studies, we proposed a nonlinear feature selection method given in the real data analysis section.
Simulation results
LASSO, RR and PLS are linear prediction models. From the simulation results, we can see that they perform well when the linear part dominates the mean function (upper panel versus lower panel in Figures 3 and 4) , with smaller RMSEP and larger Q 2 F1 values in S1 than in S2. On the other hand, KPLS and SVR are for nonlinear predictions. Thus, it is not surprising to see that the prediction difference between the linear and nonlinear prediction models is more striking in S2 than in S1. In our simulations, P-KPLS performs worse than G-KPLS does. This may be owing to the nature of simulated data. In our real data analysis, we did not see much difference between G-KPLS and P-KPLS.
In summary, the simulation results showed that the proposed CKPLS prediction model using a composite kernel while optimized by GA performs well compared with other prediction methods in terms of RMSEP and Q 2 F1 . Based on the evidence of training and testing, the proposed GA-CKPLS method has good fitting ability, and more importantly is reliable for prediction.
Real data analysis
Triiodothyronine (T3) is a vital thyroid hormone that increases the metabolic rate, protein synthesis and stimulates breakdown of cholesterol [35, 36] . We applied the GA-CKPLS method to a gene expression data set measured on the liver tissue of 24 six-monthold Yolkshire gilts. A total of 24,123 gene expressions were measured along with the T3 levels via microarray technique. More details about the data set can be found in Lkhagvadori et al. [36] . We predicted T3 level based on the gene expression data.
Feature selection before prediction KPLS is a model based on kernel functions. If a kernel includes too much irrelevant gene information, it will likely dilute the relationships [33] . So feature selection plays a crucial role with high-dimensional gene expression data before making predictions [37] . The relationship between a trait of interest and gene expression profiles is usually unknown and may be nonlinear [12] . Using a linear correlation coefficient to select features may filt our genes who have nonlinear relationships with the trait.
Here we adopted a method for gene selection based on mutual information (MI). MI is a quantitative measurement of the dependency between random variables and can capture both linear and nonlinear relationships [38] . The original MI measure is based on discrete variables. In this study, the gene expression and the trait are both continuous, so a transformation function based on correlations was applied, i.e. Iðx i ; yÞ ¼ À 1 2 lnð1 À qðx i ; yÞ 2 Þ;
, where qðx i ; yÞ is the Pearson correlation coefficient between trait y and the ith gene expression. Rather than using an arbitrary threshold, here we applied a permutation test to determine the significance of the MI measure for each gene expression [40] . Under the null hypothesis that a gene expression is not associated with the trait, i.e. H 0 : MI ¼ 0, the distribution of I(x j ,y) can be obtained by a permutation test. For each gene expression, we recorded the MI values (denoted as MI P ) out of 500 permutations. A gene expression is considered as having an association with the T3 level if the observed MI is larger than the 95th percentile of the permuted MI P .
Prediction comparison between models
After feature selection by MI, we obtained 2414 significant genes. We built the CKPLS prediction model based on the selected 2414 genes optimized with the GA. Again, we split the data into training (85%) and testing (15%), and repeated the process 1000 times. The average weight in the composite kernel was 0.497 (6.1348) and 0.503 (6.1348) for the Gaussian and polynomial kernel, respectively. Figure 5 shows the Q values. LASSO has the worst performance compared with others because the signals were not sparse after the feature selection step (LASSO requires the sparsity assumption). The three KPLS-based methods perform similar. Table S1 in the supplementary file lists the median RMSEP and Q 2 F1 values along with the IQR out of 1000 replications. Because both G-KPLS and P-KPLS methods perform similar, it is no surprise to see that the C-KPLS method performs similar to them, as it used a weighted kernel out of the two. This, on the other hand, shows the robustness of the proposed C-KPLS method.
Discussion
Owning to their potential to recover nonlinear relationship between multiple features and a response, kernel-based methods have gain much popularity in genomic data analysis. Applications of kernel-based methods include prediction [41] , classification [42] and testing [43] . With the recent radical advancements in sequencing technology, a vast amount of omics data is generated almost with no limit, which present unprecedented opportunities for nextgeneration drug discovery as well as personalized treatment. In the meantime, they bring daunting challenges for statistical modeling and computing owing to the complexity of data structure. In this work, we developed a composite kernel-based KPLS prediction method to predict a quantitative trait using genomic data. Both simulation and real data analyses showed the relative advantages of the GA-CKPLS approach compared with its counterparts.
Our method was demonstrated by predicting T3 level with gene expression data. However, the method is not limited to gene expression data only and can be applied to predict a trait with other omics data. We also applied the method to the breast cancer data from the TCGA Web site, to predict breast cancer recurrence events based on DNA copy number variants. Owing to space limit, the details were rendered in the supplemental file. This example also demonstrates the relative advantage of the GA-CKPLS method compared with its counterparts. In addition, the model is suited for expression data measured with both microarray and sequencing technology.
Although predicting a certain trait based on a single source of omics information could be limited owing to the nature of the underlying heterogeneity of a complex disease, prediction performance can be improved by integrating multiple data types simultaneously [44, 45] . In this study, the composite kernel idea was applied for a mixture of several candidate kernels based on one type of omics data. It can be easily extended to multiple data features, for example, integrating gene expression, DNA methylation, proteomics and genetics (e.g. SNPs (single nucleotide polymorphism) or CNVs (copy number variants)) copy number variants data together to predict a quantitative trait of interest. Using a technique termed data fusion can help us obtain higher-level and refined information by incorporating all kinds of genomic data in analysis [46] . In this case, each genomic data type can be represented by a single kernel function and a convex linear combination of these single kernels is still a kernel owing to properties of reproducing kernel Hilbert spaces [18, 47] . However, the weights of kernels may need to be optimized under different assumptions rather than assuming that their sum is one, as different data type may carry different information of the trait. This can be achieved under a kernel fusion framework [48] with parameters optimized using the proposed GA-CKPLS strategy. Back to our breast cancer recurrence event prediction example, we expect the prediction performance can be improved by a kernel fusion approach by incorporating other sources of omics data. This is currently under investigation. In this work, we focused on the kernel PLS for prediction rather than on a kernel PCA approach. Kernel-based PLS and PCA have been applied in many studies for classficiation and prediction owing to their flexibility to handle nonlinear problems [49, 50] . PCA regression and PLS regression differ in the methods used in extracting factor scores. The loading scores generated with the PCA method only reflect the covariance structure between the features, while PLS regression produces the factor scores reflecting the covariance structure between the features and response variables. Thus, the PLS-based predictive models intuitively should have higher prediction performance compared with the PCA-based method.
The application of our method is broad. It can be applied for prediction of patients' survival or disease recurrence time after initial treatment, as long as the disease has a strong genomic basis. With the recent wave of personalized medicine development, our method can also be applied for personalized medication prediction with genomic features. It should be noted that the prediction performance of our method depends on many factors such as the sample size and the underlying genetic/genomic architectures. In many studies, such as in cancer research, study has reported that more 80% of attributing factors for cancer are extrinsic [51] . Thus, it is essential to include important extrinsic factors to improve the prediction performance. In addition, gene-environment interactions also play key roles in many diseases. This information can be incorporated into our model by appropriately defined kernel functions.
Key Points
• We proposed a composite kernel approach based on the kernel partial least squares prediction framework. The composite kernel has good learning capacity as well as generalization ability compared with a single kernel-based prediction model.
• We combined the genetic algorithm together with cross validation to simultaneously select the kernel parameters and kernel weight functions.
• The proposed genetic algorithm-based composite kernel partial least squares (GA-CKPLS) method can be applied to include multiple genomic features to improve prediction performance under a data fusions framework.
• The GA-CKPLS method has broad applications such as for early disease diagnosis and for design of personalized treatment according to individual genomic profiles.
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