Dimensional scaling trends will eventually bring semiconductor critical dimensions (CDs) down to only a few atoms in width. New optical techniques are required to address the measurement and variability for these CDs using sufficiently small in-die metrology targets. Recently, Qin et al. [Light Sci Appl, 5, e16038 (2016)] demonstrated quantitative modelbased measurements of finite sets of lines with features as small as 16 nm using 450 nm wavelength light. This paper uses simulation studies, augmented with experiments at 193 nm wavelength, to adapt and optimize the finite sets of features that work as in-die-capable metrology targets with minimal increases in parametric uncertainty. A finite element based solver for time-harmonic Maxwell's equations yields two-and three-dimensional simulations of the electromagnetic scattering for optimizing the design of such targets as functions of reduced line lengths, fewer number of lines, fewer focal positions, smaller critical dimensions, and shorter illumination wavelength. Metrology targets that exceeded performance requirements are as short as 3 m for 193 nm light,feature as few as eight lines, and are extensible to sub-10 nm CDs. Target areas measured at 193 nm can be fifteen times smaller in area than current state-of-the-art scatterometry targets described in the literature. This new methodology is demonstrated to be a promising alternative for optical model-based in-die CD metrology.
INTRODUCTION
Continuous advances in photolithographic technology, techniques, and materials have led to a downward scaling of the critical dimensions (CDs) of semiconductor devices. These CDs, often correlating to the line width of the features of interest, are presently below 20 nm and given current trends will likely reach the atomic scale in the mid-2020s [1] . Current metrology techniques are being refined to meet the challenges presented by such small features. For example, scanning electron microscopy (SEM) is being developed with multi-beam columns that allow the stitching of simultaneously acquired images over larger areas than presently possible for defect inspection [2] and may also be applicable to CD metrology. Also, modeling of the fundamental physics of electron scattering in materials is enabling new model-based measurements using SEM imaging for the metrology of CDs as small as 10 nm [3] .
As these nascent advances are not yet fundamental to in-line process control in semiconductor manufacturing, the industrial workhorse for CD metrology remains optical scatterometry [4] , as optics provides lower cost, greater areal coverage, and non-destructive measurements. Traditional placements of metrology targets for conventional scatterometry are illustrated schematically as Fig. 1 . The measurement of the CD for features of interest is interpolated by evaluating the optical scattering from several multi-line arrays positioned on the scribe lines. From a manufacturing point-of-view, if the metrology is sufficiently accurate it is preferable to have metrology targets outside the active areas to allow for more devices in the active area with no constraints upon circuit design. Additional measurements by single-column scanning electron microscopes (SEMs) augment the optical CD metrology. These measurements may be combined through hybrid metrology to lower the parametric uncertainty for scatterometry [5] [6] [7] [8] .
However, there is a desire to shift towards accurate in-die metrology. In overlay metrology, meaning the alignment of one photolithography layer with a previous layer, intra-die variability is an increasing concern [9] . As CDs decrease, a lack of CD process control similar to that in overlay may exist between device features of interest and the metrology targets at the scribe lines. It is an ongoing question whether the placement of a scatterometry target within the active area is practical. It is a substantial obstacle to interpret the scattering once the incident beam size exceeds the area of the target. *bmbarnes@nist.gov; phone 1 301 975-3947; fax 1 301 975-4299; http://go.usa.gov/36fTB Figure 1 . (left) Schematic (not to scale) of the traditional placement of critical dimension (CD) scatterometry targets relative to the active area in semiconductor manufacturing. The active area contains the billions of devices that constitute a successfully patterned computer chip. In current practice, interpolation of CD measurements on the scribe lines permits process control of CD within the active area. (right) Initial proposed in-die target design (to scale) based upon the measured target from Ref. [10] . The target has 30 lines with 60 nm pitch and line length (ℓ ) of 6 m. Two unpatterned buffer areas are to the left and right of the target to minimize optical interactions. Distances are shown in SI units and relative to the illumination wavelength from Ref. [10] ,  = 450 nm. This paper explores through simulation optimizations of this target.
When the incident light underfills the target, the array can be often treated as a grating in simulation. When the beam overfills the target, "spurious" scattering and reflections arise that must be dealt with, although some metrology systems collect not only the 0 th order-scattering but also the ±1 st orders to augment their CD measurements [4] . Research is leading to reductions in the size of scatterometry targets, with some recent projections of targets as small as 12 m x 12 m in area for CD scatterometry [11] and 10 m x 10 m for diffraction-based overlay metrology [12] .
In this present paper we suggest the industrial application of an alternative optical methodology that is not limited by the minimum spot size. The technique uses the broad continuum of scattered spatial frequencies that is inherent to a finite grating in order to parametrically determine the dimensions of a finite array of features. A recent paper [10] published by our group has demonstrated quantitative critical dimension measurements as small as 16 nm with parametric uncertainties as small as 1 nm or less. These finite arrays of features are of sufficiently small area to be considered for in-die metrology.
In Ref. [10] , three 30-line arrays with deep-subwavelength dimensions were measured quantitatively. The narrowest of these lines was approximately 30 times smaller than the wavelength of the light,  = 450 nm, used to measure them.
Measurement was achieved by matching the scattered intensity profile against a library of simulated scattering profiles that were indexed by geometric parameters. Specifically, innovations in structured illumination [13] , tool characterization and Fourier domain normalization [14] , systematic error estimation, a priori information, and 3-D scattered light field analysis were all critical to unlocking deep-subwavelength information from sets of images acquired through-focus. This methodology is a new way of approaching the problem of in-die metrology and will have an impact upon how semiconductor manufacturers and equipment suppliers resolve critical issues in CD metrology. Figure 1 shows schematically the potential placement of such in-die targets as well as a potential target design based upon the quantitative performance of the finite set of features in Ref. [10] . While the patterned area of the 30-line targets was 1.8 m x 6 m, for a realistic metrology target there must also be unpatterned regions in close proximity to serve as buffers to minimize optical interactions between the target and semiconductor devices of interest. Addition of these buffers increases the area of this initial proposed target at 450 nm wavelength to 10.8 m x 6.9 m, smaller than the 12 m x 12 m scatterometry targets for CD metrology in Ref. [11] above. This paper uses simulation studies that are augmented with experimental data at  = 193 nm to advance this methodology towards industrial relevance. The target design in Fig. 1 must be optimized for reduced area with sufficient accuracy. Also, experimental conditions (e.g., focus positions, wavelength) must also be optimized. In order to properly define the scope of these simulation studies, some review of the details of this technique from Ref. [10] are provided in Section 2 as well as information regarding the electromagnetic modeling. In Section 3, target and experimental parameters are defined and quantitative simulation study results are presented. These results are discussed further in Section 4 with respect to sensitivity, parametric correlation, and noise model. Sections 5 and 6 provide comparisons against conventional scatterometry and estimates of the extensibility of this optical imaging methodology, respectively. In Section 7, new experimental results at  = 193 nm are shown to compare favorably to trends observed in the simulation study. 
SCATTERFIELD MICROSCOPY

Fundamentals of Scatterfield Microscopy
Scatterfield microscopy refers to the tailoring of the illumination and full use of the 3-D scattered light field above a scatterer to obtain metrology information [13, 15] . Experimental methods for making full use of this light field have included angle-resolved imaging in a high-magnification platform [5, [16] [17] [18] as well as the acquisition of focus-resolved images for defect metrology [16, 19, 20] and dimensional metrology [14, 21] .
The recently published work uses scatterfield microscopy to acquire images for the quantitative fitting of finite sets of features, which should be suitable as metrology targets, in a high magnification platform. There have been several key elements that were developed or refined to reach this objective. The process is described in full in Ref. [10] but summarized here for completeness. Quantitative measurement of these deep-subwavelength features is enabled by choosing a geometrical model from limited prior information, completing several electromagnetic simulations as functions of the parameters of that model, normalizing the simulated scattered fields using the observed tool functions, calculating images from those normalized fields, and estimating systematic errors including their correlations using nonlinear regression.
It is important to briefly compare the critical differences between the requirements of the experimental data fitting and these simulation studies. These studies assume a perfect microscope, negating the need for Fourier domain normalization of the scattered fields. In Ref. [10] , it was determined that several of the systematic errors were correlated, increasing the complexity of the uncertainty analysis. In this work, the error model will be reduced to a simple, uncorrelated random error that is scaled to the incident intensity, I0, as there is no systematic error or Type B uncertainty components to be considered in the perfect microscope. Therefore, the 1 uncertainties (coverage factor k=1) shown may be well below what is experimentally achievable. In the previous work, measurements were performed using a low illumination numerical aperture (INA) of 0.13 and a high collection numerical aperture (CNA) of 0.95 while moving the sample through-focus. For all wavelengths in these simulation studies, the chosen INA is 0.1, except where noted. The electromagnetic modeling and nonlinear regression will be discussed in more detail below as they are essential to the simulation studies presented in this work.
Modeling of Scatterfield Microscopy
The software that has been used in most of the present study is the commercially available JCMsuite* [22] , a solver for time-harmonic Maxwell's equations and other applications using the finite element method (FEM). The FEM approach together with the use of perfectly matched layers as absorbing boundaries makes it possible to investigate the scattering from a variety of non-periodic 2-D and 3-D geometries. In Ref. [10] , modeling was performed using an in-house implementation of the rigorous coupled-wave analysis (RCWA) with 2-D scattering and an assumption that the target was of sufficient length to be approximated as an infinite line, an assumption tested in the next sub-section.
Subsequent imaging of the scattering structures requires taking only the far field data into account. Here, the Fourier transform corresponding to the returning part of the total field is determined and the Fourier spectrum is used as input to propagate the field and calculate the images at different focus positions. In order to account for a finite INA we treat the light in the illumination path as the sum of plane waves originating from different points in a plane that is conjugate to the back focal plane (CBFP) of the objective lens. Here, a total of 12 plane waves are required to simulate this finite, 0.1 INA aperture, with each single plane wave taking about 70 s to calculate. Twelve plane waves have proven to be a good compromise between accuracy and computational effort; by taking advantage of the four-fold symmetry of the target geometry and the illumination set up, the finite aperture is computed with just three plane waves. Depending on the wavelength, the number of Fourier components lies around 520 per incident plane wave. *Certain commercial materials are identified in this paper in order to specify the experimental procedure adequately. Such identification is not intended to imply recommendation or endorsement by the National Institute of Standards and Technology, nor is it intended to imply that the materials are necessarily the best available for the purpose. , leading to a range from -2 m to 2 m for = 450 nm and -0.86 m to 0.86 m for = 193 nm. The sampling rate in direction corresponds to a pixel size of 25 nm with an overall range of 3 m between -1.5 m to 1.5 m relative to the center of the structure. Together with the above specifications this configuration leads to an individual data set for each simulated intensity profile that consists of 2640 data points.
Cross-sectional views of the structures in the two geometry models used in these simulation studies are shown in Fig. 2 .
In the coordinate system shown at the far left of Fig. 2 , the 2-D line and fin structures extend in the direction, with infinite length for 2-D modeling and fixed widths in 3-D modeling, with the focus variation along the z direction. Key considerations in choosing the geometric models for the simulation studies were parametric correlation and applicability to the semiconductor industry. The simplest possible model is a rectangular cross-section, and generally speaking the parametric correlation between the height and width parameters should be low in both cases. As this geometry is not reflective of actual manufacturing geometries, a second, more realistic, geometry model with fins and a SiO2 layer was used. Again, in the interests of simplicity a single height and single width parameter were floated with the sidewall angle of the buried structure, the optical constants, and the SiO2 oxide height all fixed. The number of geometric parameters and the optical properties of the materials involved can be expressed mathematically as the vector of parameters = { , … , } with notation following Ref. [8] .
Minimum Line Lengths
As a demonstration of the comparisons that are enabled by simulation studies on these structures, a qualitative study of the effects of finite line lengths, ℓ , upon the array is provided. Here, only a single plane wave of illumination was used for these comparisons. In Fig. 3 , the scattering intensity profiles at two orthogonal polarizations and three focus heights are shown for 450 nm wavelength light incident upon an array of 10 rectangular lines. The varied parameter in this study is the length of the finite line array, i.e. the extension in direction (cf. Fig. 2 ). Obviously there will always be a numerical difference between simulating finite isolated structures and simulations using 2-D codes, which implicitly assume infinitely long lines. One may still seek a minimum length ℓ , such that the modeling error incurred by using the 2-D code can be neglected within a chosen accuracy limit in order to optimize the tradeoff between accuracy and the computation time and resources relative to a full 3-D treatment.
At the left of Fig. 3 , the differences are difficult to discern graphically between the finite and infinite scattering profiles imaged when the focus is at the substrate for lines at least 4000 nm in length. In the middle and right of Fig. 3 , however, these distinctions for the finite line lengths are more apparent as the focus position increases. This is due primarily to an increase in the scattering interactions between the two ends of these finite lines that obscure the scattered intensity profile from the centers of the lines with increased defocus. It may be more useful to consider ℓ in determining the focal range
over which a finite length target can be used. Based on our understanding of the scattering of finite targets, for length ℓ = 6 μm, the similarity between finite and the infinite model is sufficient for simulations of the rectangular structure for (ℓ ) < 2 m, with a perceptible difference at ±2 m, likely due to a minor resonance occurring due to single plane wave scattering.
A 6 m line length is just over 13 wavelengths long at  = 450 nm. The scattering interaction distance should decrease linearly with wavelength, implying that, for these simple targets, it should be possible to reduce line lengths to as short as short as 3 m atnm wavelength. Similarly, the 10 wavelengths-wide buffer areas should also lead to a decreased width. From wavelength scaling it should be possible to reduce the scatterfield microscopy target down to an area below 7 m x 3 m at  = 193 nm, which if possible would represent a factor of fifteen less area than the 12 m x 12 m scatterometry target from Ref. [11] . is little distinction between the infinitely long and 6000 nm long lines within this focal range, but further research is required to validate this trend.
SIMULATION STUDY RESULTS
Quantitative analyses of parametric uncertainties from simulation data are now used to study the capability of scatterfield microscopy to determine the geometrical parameters of the line/fin structures described above and more importantly, Infinite Line Length=2000 nm Length=4000 nm Length=6000 nm
address the question of what an optimized combination of target and experimental would be that would require the least area on the wafer while being sized large enough for an accurate determination of the critical dimensions (CD) using scatterfield microscopy. Since in the regime where ≫ metrology is only possible using a model-based approach, we will review some basic facts about regression, before investigating the effects of changes in the measurement setup and in the measured targets. The approach to these simulation studies can be generalized and is by no means tied to a particular instrument. Again, we will use the nomenclature as defined as provided in Ref. [8] .
Regression of Simulated Data
In model-based metrology the parameters of interest, e.g., the height (h) and width (w) of a line structure, are determined by non-linear regression. Given a vector of measurement data { , … , } and a physical model that yields simulation data { ( , )}, = 1, … , that depend on the parameters of interest = { , ℎ}, we have a nonlinear regression for and ( , ) given by
with being the corresponding error on the i-th data point. We assume the random vector = { , … , } to be Gaussian with zero mean and covariance matrix . Once the best fit value is found, its uncertainty can be estimated using the covariance matrix
denoting the Jacobian matrix of the model function at the best fit value. In the context of regression this matrix is sometimes also called the sensitivity matrix, a term that will become clearer in Section 4. From Eq. (2) it can be seen that the uncertainty of the estimated parameters depends both on the variance of the input data and the simulations of the physical model.
The best fit value is usually found using gradient based optimization algorithms. Depending on the initial guess and the non-linearity of the model function this might be a cumbersome process, for each step requires the rigorous simulation of the scattering process. We therefore generate a grid on which we interpolate the model function, decreasing the computation time to 0.05 s for a single evaluation of the interpolation.
In order to prevent inverse crimes [23] we both generate the input data on a finer grid than the one we use for the regression and also add a 0.03 I0 uncorrelated random background noise to it, hence = (0.03) ⋅ , with denoting the Ndimensional identity matrix. This is in contrast to the full matrix presented in Ref. [10] and is used to simplify the simulation study. Specifically, determining a new matrix for every combination of wavelength, focus positions, and line number would be computationally prohibitive given the scope of this paper. Note that the 0.03 I0 uncorrelated random background noise has different effects on the simulation data, since the reflectivity varies between the wavelengths and the structures, see Table 1 and Fig. 4 . Table 1 . Reflectivity for the different structures as determined for the unpatterned buffer areas for two different wavelengths. 
Reflectivity
Number of Lines Required
In this work we want to investigate how the parametric uncertainties change with respect to the structure itself. More precisely the total number of lines or fins is varied in this first simulation study. From an industrial point of view this directly addresses how large the target needs to be for metrological purposes. Several libraries were generated for increasing numbers of lines and fins, from 2 to 32 in steps of 2. The input data corresponds to a nominal line width of 20 nm and a height of 35 nm for the rectangular structure and a nominal line width of 25 nm and a height of 40 nm for the fins, with random background noise added in both cases. Again, we used a coarser grid for the regression, once the best fit values were found their uncertainties were estimated using Eq. (2). From the results, found in Fig. 5 above, one can see the target size can be reduced to 8 lines or 8 fins without losing too much accuracy on the determination of the height of the structure. There is some tradeoff regarding the uncertainty of the width, but the potential benefits from a decreased target size may outweigh the increased width uncertainty.
Number of Focus Positions Required
In the next step we want to investigate the dependence of the number of focus positions upon the parametric uncertainties. One of the 11 focus positions is randomly picked to start and successive focus positions are added, again randomly picked from the remaining ones, thus increasing the total number until having exhausted all 11 focus positions. In each step the Compared to using only a single focus height, uncertainties can be dramatically improved by adding as few as three or four focus positions. Of course the estimated uncertainties do not only depend on the number, but also on the actual focus positions selected, especially in the early stages of this process, when only one or two positions are considered. Since there are possibilities to choose focus positions from a total of available focus positions it is nearly impossible to determine the optimal order for all possible permutations. However, from the realizations that were investigated, these general trends with respect to the number of focus positions appear to hold independent of the order in which they are drawn. Figure 6 . Dependence of the estimated uncertainties on the number of focus positions for rectangular profiles (left) and fins (right) using both polarizations for a single permutation of the focus positions.
Furthermore it was observed (not shown) that the uncertainties obtained using a wavelength of 193 nm in the simulations yields better results than using the larger wavelength of 450 nm. A detailed explanation for this behavior will be given in the upcoming section.
Dependence upon Illumination Wavelength & Incident Polarization
Finally, we want to present the estimated parametric uncertainties for a varying number of focus positions if only a single polarization is taken into account for the case of 8 fins and two wavelengths, 193 nm and 450 nm. An industrial measurement for example may select a single polarization to reduce measurement time. It turns out that for both wavelengths using only the X polarization data leads to very large parametric uncertainties. This is most problematic for the height parameter, which is therefore not shown here. The uncertainties for the width for both polarizations and the height for Y polarization for both wavelengths are presented in Fig. 7 below. 
4.
SENSITIVITY AND PARAMETRIC CORRELATION
Above, it has been shown that the target can be significantly smaller in area than that shown experimentally in Ref. [10] . Before accepting these findings at face value, the rationale behind these trends must be explored further to obtain a deeper understanding of the results presented above. A more detailed explanation of the results requires explanation of what governs the estimation of the parametric uncertainties. While the electromagnetic scattering from a finite set of features is an inherently non-linear problem, there are simple quantitative metrics that allow a qualitative understanding of the resultant parametric uncertainties. Many of the trends above can be explained by evaluating the sensitivity of the scattered intensity profiles and the parametric correlation inherent to the geometry and scattering. It has already been mentioned in the discussion of the regression approach that the parametric uncertainties depend on the Jacobian of the model function, also called the sensitivity matrix, and the covariance matrix of the error model. It is the interplay of those two quantities that eventually yields the parametric uncertainties in addition to the selected noise model. The noise model used on the scattered intensity profile in simulation studies provides the only source of error of the input data and for random error, scales the parametric uncertainty.
The first metric calculates the sensitivity of a specific tool producing a certain signal, with respect to a single measurand, e.g., the height or width of the profile. Here, this metric is a unitless, normalized sensitivity [24] , defined as
It can be shown that for the simulations, the matrix consisting of the normalized sensitivities for all data points with respect to all measurands, i.e., model parameters, is proportional to the Jacobian, thus from Eq. (2) a high sensitivity leads to a small parametric uncertainty.
In addition, the quality of the reconstruction of the geometry parameters also depends on the ability of distinguishing if a change in the signal was due to a change in one or the other parameter. Therefore we additionally report a second metric, the parametric correlation, which can be found from calculating the correlation matrix by
Note that in the case of uncorrelated errors, i.e. a diagonal matrix, both the normalized sensitivity and the correlation matrix only depend on the Jacobian matrix (0) of the model function. Both the "fins" and "rectangular" geometries were parameterized with two floating parameters, and choosing only two parameters should lead to lower parametric correlations than models with three or more parameters, thus this simple case is a best-case scenario. However, if the parametric correlation is high for two parameters, the parametric correlation for more models with more variables should be much, much worse. sensitivities scale with each other several data points, thus there is little to distinguish a change in height from a change in width. Therefore, there tends to be a higher parametric correlation between these two parameters in Fig. 8 . It is therefore beneficial to choose an optimal combination of focus positions and number of lines or fins that lead to a very low uncertainty even for a small number of input data, as seen in Fig. 10 as a possible approach for industrial applications. There is no easy method for determining the optimal configuration given all the possible variations in the measurement setup and target geometries, yet examples such as Fig. 10 illustrate how tailoring the illumination, polarization, target design, and focus position may dramatically benefit the metrology community. Figure 10 . Normalized sensitivities and correlation matrices along with the resulting parametric uncertainties for a wavelength of 450 nm for eight fins and three focus positions and a single polarization (Y).
COMPARISON WITH CONVENTIONAL SCATTEROMETRY
While the potential benefits of reduced target size with respect to conventional scatterometry have been discussed, it is important to also compare simulated parametric uncertainties between conventional methods for scatterometry and this approach to scatterfield microscopy. Not all modes of scatterometry can be addressed in this paper, and the error model used in this analysis assumes the same error for both hypothetical tools (0.03 I0) which may exceed the usual noise levels in scatterometry. However, as the parametric uncertainties scale linearly with this simple noise model, the comparison in this Section can serve as a key starting point for evaluating the merits of scatterfield microscopy to scatterometry. Scatterfield microscopy was simulated at  = 193 nm for this same example using JCMsuite (not shown) for using 11 focus positions and 2 polarizations, yielding width = 0.05 nm and height = 0.15 nm. While this is dramatically less than the uncertainties for conventional scatterometry, the time required to acquire 11 images at two different polarizations may be impractical for in-line metrology. Therefore, for this comparison scatterfield microscopy has been limited to a single focus position and two polarizations as shown at the right of Fig. 11 . The simulation with a single plane wave of illumination was performed in RCWA which requires periodic boundary conditions. To ensure minimal optical interactions between the periodic copies of the finite features, the period of the simulation domain was set to 10 m, more than 22 wavelengths wide. Using these scattered intensity profiles, the parametric uncertainties increase to width = 0.10 nm and height = 0.34 nm.
From this comparison, the two methodologies are comparable to each other.
COMPARISONS WITH EXPERIMENT
The simulation studies in this paper are designed to optimize the parametric uncertainties and minimize the area of the targets measured experimentally in Ref. [10] . To check the accuracy of the trends of these simulation studies, additional experiments are required. Here, three key targets are on the same wafer and in close proximity to the targets investigated in Ref. [10] . These new targets are measured at a shorter wavelength,  = 193 nm. The first target is a 30-line target of nominally 16 nm width with 60 nm pitch and line lengths of 2 m, which is three times shorter than the prior targets. This target will be used for qualitative evaluation of the effects of line length upon the scattered intensity profile. The second and third targets are 10-line targets of nominally 14 nm and 16 nm width with 60 nm pitch and 6 mm length. These targets demonstrate the sensitivity of the scattered intensity profiles to changes in line width. Each target was measured using scanning electron microscopy, from which widths were determined. For these targets, the nominally 14 nm and 16 nm wide, 6 m long lines were on average (18.1 ± 0.9 nm) and (22.6 ± 1.1 nm) wide, respectively, while the nominally 16 nm lines of length 2 μm had a width of (22.8 ± 1.1 nm). These values are consistent with atomic force microscopy measurements on nearby targets as were presented in Ref. [10] . Experiments were performed using the NIST  = 193 nm Microscope, a high-magnification imaging microscope that yields immediate benefits from wavelength scaling [26, 27] . The system features a catadioptric objective lens with an inner CNA = 0.11 and an outer CNA=0.74, meaning that in full-field illumination the incident angles range from  = 6° to  = 48°. The clear aperture in the CBFP for full-field illumination is shown at the upper left of Fig. 12 . In this tool, onaxis illumination is not available, thus direct comparison with the simulation study is not possible. However, some benefits of a lower INA can be realized with sufficient illumination intensity by placing a slit aperture in the CBFP that is aligned parallel to the lines of the target. While the full range of ky values are available to illuminate the target, the range of kx values are dramatically decreased, meaning that no large angles of incidence are illuminating the target perpendicular to Fig. 12 shows that the structured illumination can be decomposed into several plane waves that, on average, are parallel to the direction of the length of the lines.
For each of the three targets, detailed focus-resolved images were collected. These data and their scattering intensity profiles are currently being processed for a sensitivity analysis and for quantitative imaging. Therefore, only a limited amount of the data can be presented in these Proceedings. However, the data shown and described here can provide a baseline for qualitative comparisons. The three targets are shown at focal positions where there is a strong constructive interference near the edges of the finite set of lines. However, it should be noted that the apparent "edge" signal is actually comprised of scattering from approximately 10 of the lines nearest that edge. For the 2 m x 2 m target at the left of Fig. 13 , the scattered intensity profiles that could be taken from this image would be similar to each other throughout the middle 1.5 m length of this target, indicating that the target could be further reduced in size in the vertical direction at this focal height. The scattered intensity profiles of the two targets in the middle are shown at the right of Fig. 13 . A clear difference is seen in the profiles, indicating sensitivity.
Using Eq. 4, we can calculate the sensitivities for each position for the left image in Fig. 13 yielding a normalized sensitivity range for this target of -0.24 to 0.62. Further analysis of data from similar experiments indicates that the normalized sensitivities in general range from -0.5 to 0.5 and not -10 to 10 as in some of the simulation studies in Fig. 8 . A primary reason for this discrepancy is likely the difference in different illumination and collection numerical apertures. Specifically, the simulation study assumed a narrower INA and a wider CNA. Subsequent simulation using the experimental INA and CNA has shown a reduction in the sensitivity to a range of approximately -3 to 2. Secondary reasons for any differences include noise in the experimental data and the implicit assumption is that all other target parameters are fixed while the width is increased in the experimental sensitivity study.
These experimental images and experimental normalized sensitivities are qualitative checks upon the quantitative values provided from the simulation study while confirming sensitivity to changes in width. This experimental sensitivity demonstrates that the picoscale uncertainties shown in some of the graphs likely underestimate the sensitivity and therefore the parametric uncertainties found through experiment may be higher than those reported in these simulation studies. However, the experimental data reinforces the potential impact of these in-die-capable targets.
EXTENSIBILITY OF SCATTERFIELD MICROSCOPY
It must be further evaluated whether these targets are extensible to future semiconductor production nodes. Here, a simulation study is performed for 10 nm tall fins that range in width from 8 nm down to 4 nm. While it is known that o actual structures at sub-7 nm nodes may include concepts such as gate-all-around [28] , this simple fin structure is preserved for easier comparison with the rest of this paper.
Simulations were performed using JCMsuite with single plane-wave illumination using two orthogonal polarizations at  = 193 nm, imaging at 11 focus positions. This larger data set was used to establish the best case for extensibility. In Fig. 14 below, the quantitative performance of the imaging of 10 lines is shown for three different line widths. It can be directly observed that the signal for 8 nm CD is much stronger compared to 4 nm. Concatenation of all 11 focus positions and 2 polarizations (22 scanning intensity profiles) was used to calculate the uncertainties in the height and width parameters as shown at the right of Fig. 14. As expected, the parametric uncertainties increase as CD decreases. The proposed method appears extensible with current error model, multiple focus positions, and two polarizations. It should be observed however that all model-based optical techniques, including scatterometry, must begin to incorporate the effects of quantum confinement as CDs shrink below 5 nm. Our group at NIST is illustrating possible effects upon the static dielectric constant as a function of nanowire diameters below 5 nm using the available literature, as is presented in the paper [29] in this Volume from Benjamin Bunday of SUNY Poly SEMATECH. We are preparing for the opticalbased metrology of sub-5 nm features by presently tackling the fundamental physics of sub-5 nm low dimensional structures.
CONCLUSIONS
Based on a recently published paper [10] from our group that reported the quantitative measurement of deepsubwavelength, finite sets of features as small as 16 nm measured with = 450 nm light, this work presents simulation studies on the possibilities to extend this novel approach to different scatterometry targets and to a variety of tools with different inspection wavelengths. Additionally, we addressed the question of how to optimize the model-based measurement technique by investigating the effect of shorter line lengths, less lines, shorter wavelengths and smaller critical dimensions upon parametric uncertainties. It has been demonstrated that the methodology can be adopted with optimized targets by reducing the number of lines of the structure from 30 to 8 without sacrificing much of the method's accuracy, optimized data collection using a single polarization and reduced number of focus positions, and evaluated the maximum focal range for finite lines in terms of wavelength.
A deeper understanding of the underlying principles that govern the behavior of the parametric uncertainties was presented by taking into account the normalized sensitivity and the correlation between parameters. The data collected at an optimal choice of three focus positions and one polarization can be sufficient to yield a sub-nanometer parametric uncertainty.
Providing an a priori algorithm to choose the optimal configuration however lies beyond the scope of this paper.
Nevertheless, it was demonstrated that even with four randomly picked, non-optimal, focus positions the results are very promising. Compared to conventional scatterometry, scatterfield microscope already yields smaller parametric uncertainties using a single focus height and two polarizations. Current estimates from simulation show the extensibility of the method to the measurement of structures as small as 4 nm.
While some of the challenges that are present in a manufacturing environment, such as proper tool function characterization, have yet to be estimated, and future considerations such as the optical properties for CDs below 5 nm need to be explored further, the presented results show a promising route for model-based in-die metrology using a scatterfield imaging approach.
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