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ABSTRACT
Current Voronoi based moving mesh hydro codes suffer from “grid noise”. We identify
the cause of this noise as the volume inconsistency error, where the volume that is
transferred between cells is inconsistent with the hydrodynamical calculations. As a
result, the codes do not achieve second order convergence. In this paper we describe
how a simple fix allows Voronoi based moving mesh codes to attain second order
convergence. The fix is based on the understanding that the volume exchanged between
cells should be consistent with the hydrodynamical calculations. We benchmark our fix
with three test problems and show that it can significantly improve the computational
accuracy. We also examine the effect of initial mesh initialization and present an
improved model for the Green-Gauss based gradient estimator.
Key words: Hydrodynamics, Methods: Numerical
1 INTRODUCTION
The use of moving mesh hydro codes, and in particular
Voronoi based, in astrophysics are ever increasing. These
codes offer the ability to accurately capture shocks, di-
minish diffusion errors and preserve discontinuities ex-
tremely well (Springel 2010; Duffell & MacFadyen 2011;
Yalinewich et al. 2015). An added benefit is the complete
freedom to determine the location of the computational cells,
allowing for high resolution in the areas of interest.
Unfortunately, current Voronoi based moving mesh
codes exhibit grid noise (Bauer & Springel 2012; Mocz et al.
2014; Hopkins 2015; Duffell & MacFadyen 2015). This noise
manifests itself in errors with wavelengths of order the
cell size. The magnitude of the error is largest where the
topological changes between cells is largest. Until recently,
the exact nature of this noise was not well understood
(Yalinewich et al. 2015). Several authors have described var-
ious heuristic fixes for it. Duffell & MacFadyen (2015) have
described a method that smooths the velocity that is as-
signed to the mesh points hence lowering the velocity differ-
ence between neighboring mesh points. This causes topologi-
cal changes between neighboring mesh points to be smoother
as well. Mocz et al. (2015) proposed a new method to regu-
larize the mesh by successive Llyod iterations. This has the
benefit of making the Voronoi cells “round” even in regions
where the topological changes might be sharp without it.
Both suggested fixes indeed reduce the grid noise but do
not eliminate it.
⋆ E-mail: elad.steinberg@mail.huji.ac.il
In addition to the problem of grid noise, it has been
noted by Pakmor et al. (2016) that the method proposed
by Springel (2010) of estimating the gradient of a cell based
on the Green-Gauss theorem does not converge. We suggest
a slight variation to this method that allows the gradient
estimate to converge.
The paper is organized as follows. In Section 2 we derive
an improved Green-Gauss based gradient estimator. We de-
scribe our method of fixing the area inconsistency problem
in Section 3. The relation to recent works regarding reduc-
tion of mesh noise is discussed in Section 4. Several examples
illustrating how our fix improves the code are described in
Section 5.
2 IMPROVED GREEN-GAUSS GRADIENT
ESTIMATE
2.1 Prerequisite for Second Order Convergence
In order to achieve second order convergence in Godunov
type schemes, the primitive variables, which are the input
for the Riemann solver, must be linearly extrapolated from
the cell center to the edges where the flux is calculated. Sec-
ond order convergence can only be achieved if the error in
the gradient estimation decreases at least as one over the
resolution. Pakmor et al. (2016) have shown that the gra-
dient estimation based on the Green-Gauss theorem that is
currently used in Voronoi based moving mesh codes does
not converge with resolution in general, but only for centro-
dial meshes. In order to achieve second order convergence in
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AREPO, they use a linear least squares fit to find the gra-
dient. In the following section we show how a simple change
enables the Green-Gauss gradient estimate to converge and
result in second order convergence for the hydro scheme.
2.2 Improving the Green-Gauss Gradient
Estimate
The original Green-Gauss based gradient estimate assumes
that the information about the primitive variables are known
at the mesh generating points. However, since the primitive
variables are volume averaged quantities, their location is at
the cell’s center of mass. This gives rise to a relative error in
the estimation of the gradient of the order |~s−~r|/√A, where
~s is the cell’s center of mass, ~r is the location of the mesh
generating points and A is the cell’s volume (area in 2D). In
the following we derive a Green-Gauss based estimate that
assumes, as is more accurate, that the primitive variables
are known at the cell’s center of mass.
If we label the gradient of a cell by ~b, then according to
the Green-Gauss theorem up to zeroth order in
√
A we can
approximate ~b to be:
~b ≈
∑
j
φ(~fj)~Lj/A+O(
√
A) (1)
where φ is the quantity that we are calculating the gradient
for, ~fj is the middle of the j-th edge, ~Lj is a vector with
magnitude equal to the length of the edge and pointing out-
ward from the cell (normal to the edge) and the summation
is performed over all of the cell’s neighbors (i.e. over all of
the edges).
The value of φ(~fj) can be approximated as
φ(~fj) ≈ φ+~b · (~fj − ~s) +O(A) (2)
where φ is the volume averaged quantity. This can be sim-
plified by defining ~cj ≡ ~fj − (~s + ~sj)/2. This is similar to
what is defined in Springel (2010) but with the replacement
of the mesh generating points with the center of masses.
Equation 1 now becomes
~b ≈
∑
j
[φ+~b · (~cj + (~sj − ~s)/2)]~Lj/A+O(
√
A) (3)
Approximating the value of the neighbor as φj/2 ≈ φ/2 +
~b · (~sj − ~s)/2, gives(
I−
∑
j
~cj ⊗ ~Lj/A
)
~b =
∑
j
~Lj(φ+ φj)/2A+O(
√
A) (4)
where ⊗ denotes outer product. The matrix D is defined as
Dl,k =
∑
j
cj,kLj,l/A (5)
where l, k are the coordinates (x, y). This gives us
(I−D)~b ≈
∑
j
~Lj(φ+ φj)/2A+O(
√
A) (6)
Inverting the left hand matrix, E = (I−D)−1, gives us
~b = E ·
∑
j
~Lj(φ+ φj)/2A +O(
√
A) (7)
which converges as one over the resolution as needed. This
derivation is trivially extended to 3D by the substitution of
N10
2 103
L 1
10-6
10-5
10-4
10-3
10-2
Pakmor et al, Cartesian mesh
Pakmor et al, Poisson mesh
Improved GG, Poisson mesh
Improved GG, Cartesian mesh
∝ N-1
∝ N-2
Figure 1. L1 norm of the gradient estimate of the density field
for different types of meshes for the initial state of the Yee vortex
at t = 0.
the area of the cell with its volume and by replacing ~L with
a vector whose magnitude is the area of the relevant Voronoi
face and is pointing normal to the face.
Our end result resembles the one shown by Springel
(2010) with the replacement
D ·~b⇒
∑
j
Lj(φj − φ)
~fj − ~r+~rj2
A|~r − ~rj | . (8)
Transforming the old Green-Gauss gradient estimate to the
improved one requires very little coding. In contrast to
Springel (2010), where the gradient is calculated relative to
the mesh generating point but is used to interpolate from
the center of mass, we calculate the gradient and interpo-
late relative to the center of mass. In figure 1 we present the
results of our improved gradient estimate compared to the
least squares method of Pakmor et al. (2016). The gradient
is estimated for the Yee vortex problem (described in detail
in section 5.2) and compared with the analytical result. The
gradient estimate is calculated once using a Cartesian mesh
(which is centrodial) and once for a mesh whose points are
Poisson sampled based on the density distribution. Our im-
proved gradient estimate converges linearly as one over the
resolution for the Poisson sampled mesh and quadratically
for the Cartesian mesh. Our method gives comparable re-
sults compared to the least squares method of Pakmor et al.
(2016).
3 FIXING THE AREA INCONSISTENCY
PROBLEM
3.1 The Area Inconsistency Problem
As stated inYalinewich et al. (2015), there is an inconsis-
tency between the hydrodynamical calculation and the ac-
tual change in the volume (area in 2D, as we assume from
here onwards) of the cell in Voronoi based moving mesh
codes. During each timestep, the length and the velocity of
the edge is assumed constant. This implicitly assumes that
c© 0000 RAS, MNRAS 000, 000–000
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the edge sweeps over an area
∆Aflux = vnL∆t (9)
where vn is the normal component of the edge’s velocity
and L is the edge’s length. However, the actual change in
the cell’s area is not necessary equal to ∆Aflux and can be
quite different. When all the mesh generating points have
the same velocity, ∆Aflux is equal to the actual change in
the cell’s area, ∆Areal.
Simple dimensional analysis shows that
∆Aflux −∆Areal
A
∝ ∆vR∆t
A
∝ ∆v
cs
(10)
where ∆v is the order of magnitude of the velocity difference
between neighboring mesh generating points, cs is the speed
of sound, A is the cell’s area and R =
√
A. If the flow is
smooth and the velocities of the mesh generating points are
moved Lagrangianly (i.e. with the local fluid velocity), then
the velocity difference between neighboring mesh generating
points scales inversely with the resolution. The relative error
then scales as
∆Aflux −∆Areal
A
∝ ∆v
Cs
. (11)
where in a smooth flow ∆v ∝ R. This shows that for a
smooth flow with the mesh generating points moving La-
grangianly, the error decreases inversely with the resolution.
However, for stability reasons it is required that the Voronoi
cells be rather “round”. Since this mesh regularization is
achieved by assigning the mesh generating points a velocity
that is not sampled from a smooth field, the velocity differ-
ence between neighboring mesh generating points can be of
order the sound speed. This results in a relative area differ-
ence that is resolution independent, thus preventing Voronoi
based codes from properly converging.
Figure 2 shows an example of the assumed ∆Aflux and
the actual area exchanged, ∆Areal.
Since ∆t ∼ R/cs, higher order time integration schemes
cannot change the scaling of the error with the resolution.
Our fix, described below, allows the code to properly con-
verge with first order accuracy. In order for the code to con-
verge with second order accuracy, this fix must be applied
in tandem with standard second order methods (e.g. gradi-
ent extrapolation of the primitive variables coupled with a
Runge-Kutta time integration scheme).
The greater the deformation, the higher is the error.
This explains why in post shock regions, where cells get
suddenly compressed, or near shear boundaries, the mesh
noise is the largest.
3.2 The Fix
In order to fix the above problem, one must compensate for
the discrepancy between ∆Aflux and the actual change in
the cell’s area, ∆Areal.
Loube`re et al. (2010) solved a related problem in their
ALE code ReALE. In ReALE the vertices of the Voronoi
edges are moved in a Lagrangian fashion and each time step
the distorted Voronoi cells are mapped onto a new Voronoi
mesh. This mapping is done by finding the polygon clippings
of the distorted cell with the new Voronoi mesh.
We propose a similar scheme, and have implemented it
in our code RICH. The outline of the method is as follows:
Figure 2. Example of the difference between the assumed area
change in the hydrodynamical calculation and the actual area
change between cells. The assumed area change, ∆Aflux is shown
in the colored region while the actual area exchanged is shown
by the spotted area. Arrows denote the velocities of the mesh
generating points, the black solid line denotes the old mesh and
the dashed line the new mesh.
(i) Calculate the fluxes.
(ii) Move the mesh points and construct a new Voronoi
mesh.
(iii) Find the intersections between new Voronoi cells and
the old mesh.
(iv) Calculate for each intersection, a modified area, δA,
which is the area of the intersection between the two poly-
gons minus the relevant ∆Aflux.
(v) Denoting U the conserved variables per unit area;
transfer an amount of δA · U˜ of conserved variables between
the cell that has lost area to the cell that gained area , where
U˜ is taken as the average between the cells if there is less
than a factor of two difference between the cells and solely
from the donor cell if the factor is larger.
Preliminary results show that this fix enables second order
convergence but at the expense of a heavy computational
cost. Calculating the polygon intersections takes about 5
times as much time as running the rest of the code, so it is
not a reasonable approach.
Based on Harribey et al. (2013) we propose an alterna-
tive scheme that approximates the above. We modify steps
(iii) and (iv) as follows:
(iii) Find for each edge in the old mesh its corresponding
edge in the new mesh. This is achieved by the requirement
that the edges have the same neighbors.
(iv) δA is now calculated as the difference between the
quadrangular defined by the two edges and ∆Aflux.
Since not all of the edges in the old tessellation have
corresponding edges in the new tessellation, special care is
required to deal with those edges. We discuss this in the
appendix. The advantage of this approximate scheme, is that
the run time for the fix is only about 15% of the code’s total
run time.
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4 RELATION TO RECENT WORKS
Both Duffell & MacFadyen (2015) and Pakmor et al. (2016)
have addressed similar issues in their works.
Duffell & MacFadyen (2015) correctly related the shear
velocity between neighboring mesh generating points as con-
tributing to grid noise. Large shear velocity typically induce
a large area inconsistency error since the shear velocity is
not taken into account during the velocity of a cell’s edge
calculation. Their proposed fix to smooth out the velocities
assigned to the mesh generating points in order to minimize
the shear velocity reduces the error. However, as we will
show, this smoothing does not eliminate the error since it
only reduces the shear velocity and does not eliminate it.
Pakmor et al. (2016) have presented a method for sec-
ond order time integration in moving mesh codes as well as
correctly pointing out the error in the Green-Gauss based
gradient estimate of Springel (2010) and fixing it. Their
method has the benefit of requiring only one mesh con-
struction per time step and thus shortens the run time.
While their method achieved second order convergence for
a mesh that captures the symmetry of the problem, it failed
to achieve second order convergence for a general mesh or-
dering. Mocz et al. (2015) proposed a method to give the
mesh generating points a correction velocity based on try-
ing to predict where the centroid of the Voronoi cell will be.
As we show in section 5, this method lowers significantly the
area inconsistency error but fails to get rid of it and at high
resolution fails to achieve second order convergence.
Both of these works help improve the accuracy of
Voronoi based moving mesh codes and go hand in hand with
our work. A second order time integration scheme coupled
with a converging gradient estimator as well as applying our
fix is required to achieve second order convergence.
5 RESULTS
In this section we use the RICH code (Yalinewich et al.
2015) to compare results with and without our fix for the
area inconsistency problem. All of the tests are run with a
CFL number of 0.6 and use a second order Runge-Kutta
time integration scheme (midpoint method).
5.1 Pure Advection
A simple problem which all codes should handle well is a
pure advection problem in 2D. The initial setup for this
problem is
ρ = 1
P = 1
vx = 1
vy = 0
(12)
with periodic boundary conditions on the unit square. This
initial profile should remain constant for all times. Naively,
in this problem there should be no area inconsistency er-
ror since in our Lagrangian scheme all of the cells have the
same velocity. However, the mesh points have an additional
velocity that tries to make the Voronoi cells “rounder”. This
additional velocity causes neighboring cells to have different
velocities and gives rise to the area inconsistency problem.
N
102 103
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No Fix
Figure 3. The L1 error norm of the density as a function of linear
resolution for the pure advection test.
We run this setup twice up to t = 1. The first run is without
the area inconsistency fix and the second is with it. For both
runs the mesh generating points are sampled from a uniform
random distribution and then relaxed with 20 Llyod itera-
tions. In figure 3 we plot the L1 norm of the error in the
density defined as
L1 =
∑
i |ρi − 1|Ai∑
iAi
. (13)
Without the area inconsistency fix, the error is resolution
independent in agreement with the prediction and is about
∼ 2 · 10−5. Since the velocity and pressure are uniform, the
mass is advected along with the flow and traces the change
in the area of a cell. Hence, the error in the density can only
arise from the area inconsistency.
When applying the fix, we once again see an error that
is roughly resolution independent (even though we used a
second order time integration scheme) but is about a fac-
tor 40 smaller than the previous scenario. This error arises
from the few rare cases which we do not deal with (e.g. a
cell changing two adjacent neighbors). On a side note, when
running this test with the polygon clipping method, the L1
error is comparable to machine precision. Overall, our fix im-
proves the performance of RICH and reduces the L1 error
by a factor 40 for this test.
5.2 Yee Vortex
The Yee vortex test (Yee et al. 2000) is a good test problem
to see how our fix handles smooth flows. In this test, isen-
tropic vortices that balance the centrifugal force and the
pressure gradient are evolved. The setup is
ρ(r) =
(
Tinf − (γ − 1)β
2
8γπ2
e1−r
2
)1/(γ−1)
(14)
P (r) = ργ/γ (15)
vx(r) = −y β
2π
e(1−r
2)/2 (16)
vy(r) = x
β
2π
e(1−r
2)/2 (17)
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Figure 4. The L1 error norm of the density as a function of linear
resolution for the Yee vortex test.
and the parameters are set to be Tinf = 1, β = 5 and
γ = 1.4.
We run this test for three different methods for setting
the velocity of the mesh generating points. The first is the
one suggested by Mocz et al. (2015), which we call centroid
motion, the second is the one described in Springel (2010)
and Yalinewich et al. (2015), which we call standard motion
and the third is the one proposed by Duffell & MacFadyen
(2015), which we call smooth motion. For each one of the
three methods we preform a run with and without our sug-
gested fix. For all of the runs the initial mesh is drawn from
a uniform random distribution and relaxed with 20 Llyod
iterations.
In figure 4 we show the L1 error at time t = 10 for all of
the runs. At low resolutions all of the runs give comparable
results. Once the L1 error norm of the density is approxi-
mately ∼ 10−4 the standard motion without our fix starts
to level off.
The runs with the smooth motion suffer less from the
area inconsistency error than the standard motion since the
velocity difference between mesh generating points is lower.
However, the high resolution runs failed to complete due to
cells with very high aspect ratio which give rise to a large
error in the hydrodynamic scheme. This method is very un-
stable without adding an additional velocty term to make
the cells “rounder”.
Moving the mesh generating points with centroid mo-
tion gives a significantly better result than the other two
motions (without applying the fix), but it starts to level off
when L1 ∼ 10−6. This result rises naturally from the area
inconsistency problem. The correction term in the velocity
of the mesh generating point is a factor of d/R smaller for
centroid motion relative to the standard motion, where d is
the distance between the cell’s center of mass and the mesh
generating point and R is the cell’s width. Mocz et al. (2015)
have shown that this factor is typically ∼ 0.01, thus we ex-
pect the area inconsistency error to be about two orders
of magnitude smaller for this scheme. It is worth mention-
ing that if the correction velocity in the standard motion is
changed from cs to csd/R then the original point steering
method and the one introduced in Mocz et al. (2015) give
R0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
D
en
sit
y
0
5
10
15
20
No Fix
Area Fix
Analytical Solution
Figure 5. The density as a function of radius of the Noh test.
The error bars are calculated by taking the 1σ deviation of cells
in a given radial bin.
comparable results at all resolutions. When our fix is applied
the L1 error norm starts to level off a factor of a few less
then for the centroid motion due to the rare cases which we
don’t account for in our fix, in agreement with the results of
the previous section.
5.3 Noh Problem
The Noh problem (Noh 1987) checks how the code handles
strong shocks and highly supersonic flow. The setup for the
test is a uniform density ρ = 1, small uniform pressure P =
10−6 and uniform radial inflow velocity v = 1 while the
adiabatic index is set to γ = 5/3.
Our computational domain is [−1, 1]2 and we use 104
mesh generating points, randomly distributed across the do-
main and relaxed with 10 Llyod iterations, and the boundary
conditions are dictated from the analytic solution. We split
cells once their volume increases above 150% of their initial
value and remove them when their volume drops below 25%
of their initial value in order to prevent pile up of cells at the
center and too large cells at the boundaries. We run the test
once without the fix and once with it. Figure 5 shows the
density as a function for the radius for both runs as well as
the analytical solution overlaid in the black line. The most
pronounced difference between the runs is in the post shock
area where our fix suffers less noise. This is a direct result
of how the area inconsistency error produces noise behind
shock fronts.
6 CONCLUSIONS
We have presented a method to fix the area consistency error
that has been labeled previously as “grid noise”. This noise
prevents Voronoi based moving mesh hydro codes from con-
verging. Our tests show that this fix indeed allows our code
to achieve second order convergence, and greatly improves
its accuracy. This fix is not computationally expensive, is
easy to implement and can be extended to non-Voronoi
based moving mesh codes that also suffer from the area in-
consistency problem.
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Our proposed fix goes hand in hand with other recent
works regarding methods to reduce mesh noise by correct-
ing the velocities of the mesh generating points. Improving
the methods of assigning velocities to the mesh generating
points can reduce both the hydrodynamical errors as well as
reduce the area inconsistency error. Our fix greatly reduce
the area inconsistency error and is best used in tandem with
a scheme that moves the mesh generating points in such a
way as to maintain “roundish” cells (but doing this with a
low velocity compared to the sound sped), while keeping the
mesh motion as close to Lagrangian as possible. If our fix is
not applied, it is crucial to keep the velocity difference be-
tween mesh generating points as small as possible (including
their correction terms) or the area inconsistency error can
be high.
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APPENDIX A: FLIPPED EDGE
The most common scenario when an edge does not have a
corresponding edge in the new tessellation is an “edge flip”
scenario. Other cases, such as a cell changing two adjacent
neighbors we neglect and apply no fix. These cases are rare
and do not impact the convergence as was seen. An “edge
flip” occurs when there is an edge, E1, in the old mesh and an
edge, E2, in the new mesh with the following relation. E1 has
neighbors n0 and n1, and both n0 and n1 have two mutual
neighbors n2 and n3. E2 has neighbors n2 and n3, and both
n2 and n3 have two mutual neighbors, n0 and n1. Figures
A1 and A2 shows an illustration of such an occurrence when
Figure A1. An example of how edge E1 flipped into edge E2.
The solid black tessellation is the tessellation at the beginning of
the time step and the dashed red tessellation is at the end of the
time step.
Figure A2. The four vertices that form the flipped edges. Edge
E1 is composed of vertices P0 and P1 while edge E2 is composed
of vertices P2 and P3.
the 4 cells exchange neighbors among themselves. When this
occurs, each one of the 4 cells calculates the area it has lost
or gained. This is done by computing the area of the triangle
composed of the relevant edge and the cell’s boundary. For
example, in figure A1, cells n0 and n1 lose area while cells
n2 and n3 gain it. Cell n0 lost the area from the triangle
formed by the points P0P1P3, cell n1 lost the area from the
triangle formed by the points P2P1P0, while cell n2 gained
the area from the triangle formed by the points P2P3P0 and
cell n3 gained the area from the triangle formed by the points
P1P3P2.
We calculate ∆Aflux only for the edge in the old mesh
since the new edge has no flux calculated for it. If a cell has a
negative δA, it donates −δA ·U , while if a cell has a positive
c© 0000 RAS, MNRAS 000, 000–000
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δA, it gains δA · Utot where
Utot =
∑
i
−δAi · Ui/Atot (A1)
Atot =
∑
i
−δAi (A2)
and both summations are taken only over cells with nega-
tive δA. The creation and destruction of new edges almost
always occurs via edge flips. The only scenarios where there
are edges created/destroyed without edge flips is the de-
generate case of an edge shrinking exactly to zero length or
via interactions with the computational domain. The former
scenario is extremely rare while the latter produces no area
inconsistency error since the domain walls do not move.
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