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FROM FIBERED SYMMETRIC BIMONOIDAL CATEGORIES TO
SYMMETRIC SPECTRA
JOSE´ MANUEL GO´MEZ
Abstract. In here we define the concept of fibered symmetric bimonoidal cate-
gories. These are roughly speaking fibered categories Λ : D → C whose fibers are
symmetric monoidal categories parametrized by C and such that both D and C have
a further structure of a symmetric monoidal category that satisfy certain coherences
that we describe. Our goal is to show that we can correspond to a fibered symmetric
bimonoidal category an E∞-ring spectrum in a functorial way.
1. Introduction
The goal of this paper is to study in general what we denote by fibered symmet-
ric bimonoidal categories. These are fibered categories Λ : D → C, such that D
and C are topological categories and such that each fiber Dc has the structure of a
symmetric monoidal category (Dc,⊕c, 0c). In addition, both D and C are symmetric
monoidal categories, (D,⊗, 1) and (C,⊗1), and the functor Λ is a continuous sym-
metric monoidal functor. The operations ⊗ and ⊕c, are compatible in the sense that
they satisfy some coherences. These coherences are similar to those satisfied by a
symmetric bimonoidal category plus some new coherences that we require. (For the
precise definition see Definition 1 below). We show that given a fibered symmetric
bimonoidal category, we can correspond an E∞-ring spectrum in a functorial way.
Our motivation to study fibered symmetric bimonoidal categories comes from an
attempt to produce a geometric based model for elliptic cohomology. In [9], Hu
and Kriz proposed a construction of an elliptic cohomology type spectrum based on
a concept that they referred to as elliptic bundles. These are defined to be stringy
bundles on a fixed elliptic curve that are invariant under translations. Roughly speak-
ing, a stringy bundle is a holomorphic analogue of Segal’s elliptic objects (see [9] for
definitions). The category of elliptic bundles and isomorphisms between them is a
symmetric monoidal category under a product ⊗. One difficulty in the construction
of [9] is, that as defined, there is no obvious way to add elliptic bundles. Hu and Kriz
get around this inconvenience by using some machinery from homotopy theory. In
[5], Go´mez, Hu and Kriz propose a geometric model of elliptic cohomology using a
modified version of stringy bundles over C with compact supports. This produces an
example of a fibered symmetric bimonoidal category which is our motivating exam-
ple. More precisely, our main motivation for studying fibered symmetric bimonoidal
categories is the following construction. Let C be the SPCMC of worldsheets over the
stack of finite dimensional complex manifolds. Given a Riemann surface X we can
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associate a SPCMC CX (see [5] for the definition). We have the topological category
A of conformal field theories (CFT’s) on C which is a fibered symmetric bimonoidal
category over the discrete category MF of modular functors over C. In addition, we
have the topological category B of CFT’s CC over modular functors pullback from C.
This is also fibered symmetric bimonoial category. Using the machinery that we de-
scribe here we can correspond to this data, two E∞-ring spectra EA and EB, together
with a map of spectra φ : EA → EB. The fiber of this map is our proposed elliptic
cohomology type spectrum. (See [5] for more details).
We begin our study of fibered symmetric bimonoidal categories by first studying
the discrete case; that is, we first study the case where all the structure insight is
discrete. By applying a streefication process we show that in general a discrete fibered
symmetric bimonoidal category can be replaced by an equivalent fibered category
Λ : Ds → Cs such that (Ds,⊗, 1) and (Cs,⊗, 1) are permutative categories and
Λs : Ds → Cs is a strict map. In addition for every object c of Cs the fibers Dsc
have the structure of a permutative category (Dsc ,⊕c, 0c). We also have distributivity
maps satisfying coherences similar to those satisfied by a bipermutative category.
Thus Λs : Ds → Cs is what we call a discrete fibered bipermutative category. (See
Definition 6 below).
In general, having a fibered category Λ : D → C is equivalent to having a con-
travariant lax 2-functor Cop → Cat and the latter can be replaced by an equivalent
functor Cop → Cat. This is shown for example in [16, Sections 3.1.2 and 3.1.3]. We
use this idea as our starting point. Thus we can correspond to a fibered bipermutative
category Λ : D → C, a functor Cop → P, where P is the category of small permu-
tative categories. However, in order to capture the multiplicative structure present
we need to enlarge the category Cop. Thus given a fibered bipermutative category
Λ : D → C we consider the permutative category A that is defined as the wreath
product category Inj
∫
(Cop)∗, for a functor
(Cop)∗ : Inj→ P.
We show that given a fibered bipermutative category Λ : D → C, we can correspond
a functor Ψ : A → P. This functor preserves the multiplicative structure in the sense
that for objects u and v of A, we have a functor
⊗u,v : Ψ(u)×Ψ(v)→ Ψ(u⊙ v)
that satisfies certain conditions. (These are conditions (c.1)−(c.14) of Theorem 25).
The functor Ψ : A → P induced by a fibered bipermutative category motivates
the study in general of the category of functors E → P, where (E ,⊗, 1) is a general
permutative category. We define a multicategory structure on the this category. This
is a special case of a more general construction; that is, if M is a multicategory,
then we show that we can find a multicategory ME whose objects are the functors
E → M. In addition, we show that for the functor Ψ : A → P induced by a
fibered bipermutative category the additional multiplicative structure given by the
permutative structure on D and the coherences gives rise to an enriched multifunctor
FROM FIBERED SYMMETRIC BIMONOIDAL CATEGORIES TO SYMMETRIC SPECTRA 3
over Cat
T1 : EΣ∗ → P
A.
Here EΣ∗ is the category valued operad, whose value at k ≥ 0, is the translation
category EΣk that has as object set Σk and there is only one morphism between any
two objects of EΣk.
We also show that given an enriched multifunctor F : M1 → M2 between two
multicategories M1 and M2 enriched over Cat, then composition with F gives rise
to a multifunctor F∗ : ME1 → M
E
2 . In particular, if we take the multifunctor K :
P→ ΣS defined by Elemendorf and Mandell [4, Theorem 1.1], we get a multifunctor
K∗ : P
E → ΣSE . By composing the multifunctors T1 and K∗ in the case of E = A, we
obtain a multifunctor T : EΣ∗ → ΣSA. In addition, we show that in general, given
a multicategory M enriched over simplicial sets, then the positive model structure
on ΣS can be lifted as to get a closed model category structure on the category of
multifunctors M→ ΣSE . We use this model structure to show that a multifunctor
T : EΣ∗ → ΣSE can be rectified as to obtain a multifunctor T ′ : ∗ → ΣSE . It turns
out that having such a multifunctor is equivalent as having a lax map E → ΣS. Thus
in the case of A, we obtain a lax map ϑ : A → ΣS.
We have a canonical map W : A → Cop that is a strict map. Using the model
structure mentioned above, we show that this map induces, via a left adjoint in a
Quillen adjunction, a lax map φ : Cop → ΣS. In a similar way, we show that such
a functor gives rise to a lax map φ′ : (Cop)−1Cop → ΣS. In particular, the image
of the unit give us a strictly commutative symmetric ring spectrum. The outlined
construction is functorial, thus we obtain a functor
Z : FS → ΣCRS ,
where FS is the category of discrete fibered categories and ΣCRS is the category of
strictly commutative symmetric ring spectra.
Finally, given a topological fibered category, by applying the singular functor, we
can see it as a simplicial fibered category; that is, given a topological fibered category
we correspond a functor
∆op → FS
and by composing this functor with the functor Z we obtain a simplicial commutative
ring spectrum whose realization is the desired spectrum.
A big part of this work was inspired from the ideas of Elmendorf and Mandell
in their beautiful work [4] and [3]. Some propositions and theorems here are direct
adaptations of their ideas to our settings. Also I would like to thank Igor Kriz and
Po Hu for all their help and useful comments throughout this work.
2. From fibered symmetric bimonoidal categories to fibered
bipermutative categories
In this section we define fibered symmetric bimonoidal categories and fibered biper-
mutative categories. Then we show, using a standard procedure in category theory,
that every fibered symmetric bimonoidal category can be replaced by an equivalent
4 JOSE´ MANUEL GO´MEZ
fibered bipermutative category. The latter will be used as input for the machine that
we construct and that produces an E∞-ring spectrum.
Definition 1. A discrete fibered symmetric bimonoidal category is a fibered category
Λ : D → C, (see Definition 10), where (D,⊗, 1, γ⊗) and (C,⊗, 1, γ⊗) are two small
symmetric monoidal categories and Λ is a symmetric monoidal functor. In addition,
for each object c of C, the fiber Dc has the structure of a symmetric monoidal category
(Dc,⊕c, 0c, γ
⊕
c ). These structures are compatible in the sense that we have natural
distributivity maps
dl : (x⊗ y)⊕ (x′ ⊗ y)→ (x⊕ x′)⊗ y,
dr : (x⊗ y)⊕ (x⊗ y′)→ x⊗ (y ⊕ y),
defined whenever x and x′, y and y′ are in fibers Dc, Dd respectively. The mor-
phisms dl and dr and are morphisms in DΛ(x⊗y) = DΛ((x⊕x′)⊗y). We also have natural
isomorphisms
λ′c :0c ⊕ x→ x, ρ
′
c : x⊕ 0c → x
′
c
λ∗c :0d ⊗ x→ 0d⊗c, ρ
∗
d : x⊗ 0d → 0c⊗d,
for an object x in Dc. We require similar coherences than those described by Laplaza
for symmetric bimonoidal categories as described in [10] to hold whenever they make
sense with the zero and null morphisms replaced by the above morphisms. In addition,
we can add morphisms in D over a same morphism in C; that is, given morphisms
α : x → y and β : x′ → y′ with Λ(α) = Λ(β) = f , for f : c → d, then we can find a
morphism
α⊕ β : x⊕ x′ → y ⊕ y′,
with Λ(α ⊕ β) = f . In the case that f = idc, then α ⊕ β = α ⊕c β. We require the
following diagrams to be commutative:
x⊕ x′
α⊕β //
γ⊕c

y ⊕ y′
γ⊕
d

x′ ⊕ x
β⊕α // y′ ⊕ y
(x⊕ x′)⊕ x′′
(α⊕β)⊕δ
//
∼=

(y ⊕ y′)⊕ y′′
∼=

x⊕ (x′ ⊕ x′′)
α⊕(β⊕δ)
// y ⊕ (y′ ⊕ y′′)
Also, given any morphism f : c → d in C we can find a morphism 0f : 0c → 0d over
f such that
x⊕ 0c
∼=

α⊕0f // y ⊕ 0d
∼=

x
α
// y.
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The morphisms 0f ’s are defined in a functorial way; that is, given f : c → d and
g : d→ e morphisms in C, then 0g◦f = 0g ◦ 0f and if f = id : c→ c, then 0idc = id0c.
Remark 2. The naturality statement for all the morphisms in the above definition
means naturality whenever this makes sense, for example for the distributivity mor-
phisms dl and dr, the naturality means that given g : x → x1 and g
′ : x′ → x′1
morphisms over f : c → c′ and a morphism h : y → y′ over f ′ : d → d′, then the
following diagram is commutative
(x⊗ y)⊕ (x′ ⊗ y)
dl //
(g⊗h)⊕(g′⊗h)

(x⊕ x′)⊗ y
(g⊕g′)⊗h

(x1 ⊗ y1)⊕ (x′1 ⊗ y1)
dl
// (x1 ⊕ x′1)⊗ y1
and similarly for dr.
Remark 3. If C is the trivial category with only one object and one morphism, then a
discrete fibered symmetric bimonoidal category over C is just a symmetric bimonoidal
category.
In the case of symmetric bimonoidal categories, it is convenient to work in a more
rigid scenario by requiring the operations in sight to be strictly associative and to
have strict units. Similarly, we have a strict version of a fibered symmetric bimonoidal
category. We call these fibered bipermutative categories. Before giving the precise
definition, we recall the definition of a permutative category.
Definition 4. A permutative category consists of a category C, a functor ⊗ : C×C →
C that is strictly associative, a strict unit 1; that is, x⊗ 1 = 1 = 1⊗ x for all objects
x and a natural isomorphism γ : x⊗ y → y ⊗ x such that the following diagrams are
commutative
x⊗ 1
γ
∼=
//
=
""D
DD
DD
DD
DD
1⊗ x
=
||zz
zz
zz
zz
z
x⊗ y = //
∼=
γ $$J
JJ
JJ
JJ
JJ
x⊗ y
x y ⊗ x,
∼=
γ
::ttttttttt
x⊗ y ⊗ z
γ //
id⊗γ ''OO
OOO
OOO
OOO
z ⊗ x⊗ y
x⊗ z ⊗ y.
γ⊗id
77ooooooooooo
We have three different notions of morphisms between permutative categories that
will be useful for us. Suppose that (D,⊗, 1) and (E ,⊗, 1) are permutative categories,
then:
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• A functor f : C → D is said to be a strict map if f(x ⊗ y) = f(x) ⊗ f(y),
f(1) = 1 and
f(x⊗ y)
= //
f(γ)

f(x)⊗ f(y)
γ

f(y ⊗ x) =
// f(y)⊗ f(x)
is a commutative diagram.
• A functor f : C → D is said to be a lax∗ map if f(1) = 1 and there exists a
natural transformation
λ = λf : f(x)⊗ f(y)→ f(x⊗ y)
such that λ = id whenever x = 1 or y = 1 and the following diagrams are
commutative
f(x)⊗ f(y)⊗ f(z)
id⊗λ //
λ⊗id

f(x)⊗ f(y ⊗ z)
λ

f(x⊗ y)⊗ f(z)
λ
// f(x⊗ y ⊗ z),
f(x)⊗ f(y)
λ //
γ

f(x⊗ y)
f(γ)

f(y)⊗ f(x)
λ
// f(y ⊗ x).
• A functor f : C → D is said to be a lax map, if we can find a map η : 1→ f(1)
and a natural transformation
λ = λf : f(x)⊗ f(y)→ f(x⊗ y)
such that the following similar coherences are satisfied together with those
coherences involving the unit.
From now on we will denote by P the category whose objects are the small permu-
tative categories and whose morphisms are the lax∗ maps. This category P will play
a crucial roll throughout this work.
Definition 5. A bipermutative category is category that has two permutative category
structures (C,⊕, 0, γ⊕) and (C,⊗, 1, γ⊗). These satisfy that x⊗ 0 = 0 = 0⊗x and we
have natural distributivity isomorphisms
dl : (x⊗ y)⊕ (x′ ⊗ y)→ (x⊕ x′)⊗ y,
dr : (x⊗ y)⊕ (x⊗ y′)→ x⊗ (y ⊕ y),
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that satisfy the following coherences:
(a.1) (x⊗ y)⊕ (x′ ⊗ y)⊕ (x′′ ⊗ y)
dl⊕id //
id⊕dl

((x⊕ x′)⊗ y)⊕ (x′′ ⊗ y)
dl

(x⊗ y)⊕ ((x′ ⊕ x′′)⊗ y)
dl
// (x⊕ x′ ⊕ x′′)⊗ y,
(a.2) (x⊗ y)⊕ (x′ ⊗ y)
dl //
γ⊕

(x⊕ x′)⊗ y
γ⊕⊗id

(x′ ⊗ y)⊕ (x⊗ y)
dl
// (x′ ⊕ x)⊗ y,
(a.3) (x⊗ y ⊗ z)⊕ (x′ ⊗ y ⊗ z)
dl //
dl

(x⊕ x′)⊗ y ⊗ z
((x⊗ y)⊕ (x′ ⊗ y))⊗ z
dl⊗id
44iiiiiiiiiiiiiiiii
are commutative diagrams. Also we have similar commutative diagrams with dl re-
placed by dr. Also the following diagrams are commutative:
(a.4) (x⊗ (y ⊕ y′))⊕ (x′ ⊗ (y ⊕ y′))
dl
8
88
88
88
88
88
88
8
(x⊗ y)⊕ (x⊗ y′)⊕ (x′ ⊗ y)⊕ (x′ ⊗ y′)
dr⊕dr
44jjjjjjjjjjjj
id⊕γ⊕⊕id

(x⊕ x′)⊗ (y ⊕ y′),
(x⊗ y)⊕ (x′ ⊗ y)⊕ (x⊗ y′)⊕ (x′ ⊗ y′)
dl⊕dl **TT
TTTT
TTT
TTT
((x⊕ x′)⊗ y)⊕ ((x⊕ x′)⊗ y′)
dr
BB
(a.5) (x⊗ y)⊕ (x′ ⊗ y)
dl //
γ⊗⊕γ⊗

(x⊕ x′)⊗ y
γ⊗

(y ⊗ x)⊕ (y ⊗ x′)
dr
// y ⊗ (x⊕ x′).
Definition 6. A fibered category Λ : D → C is said to be a fibered bipermutative
category if it satisfies the following properties: Λ : D → C is a fibered category such
that (D,⊗, 1) and (C,⊗, 1) are small permutative categories and Λ : D → C is a strict
map. In addition, we require that the fibers of Λ have an additional structure of a
permutative category (Dc,⊕c, 0cγ⊕c ). We assume that x⊗ 0d = 0c⊗d and 0c⊗ y = 0c⊗d
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for all objects x and y of Dc and Dd respectively. We also require the operations
⊗ and ⊕c to be compatible in the sense that we can find natural distributivity maps
which are isomorphisms
dl : (x⊗ y)⊕ (x′ ⊗ y)→ (x⊕ x′)⊗ y,
dr : (x⊗ y)⊕ (x⊗ y′)→ x⊗ (y ⊕ y),
that are defined for objects x and x′, y and y′ of Dc and Dc′ respectively. The distribu-
tive maps are required to be maps in the category Dc⊗c′ and also to satisfy the coher-
ences (a.1)− (a.5) where they make sense. We name these conditions (b.1)− (b.5).
In addition, given g : x → y and g′ : x′ → y′ morphisms over f : c → c′, then we
require the existence of a morphism g ⊕ g′ : x⊕ x′ → y ⊕ y′ defined in a natural way;
that is, if we have morphisms h : y → z and h′ : y′ → z′ over f ′ : c′ → c′′, then the
following diagram is commutative
(b.6) x⊕ x′
g⊕g′

(h◦h)⊕(h′◦g′)
$$J
JJ
JJ
JJ
JJ
y ⊕ y′
h⊕h′
// z ⊕ z′.
In the case that f = id : c → c, then g ⊕ g′ = g ⊕c g′. Also, we require this addition
to be associative; that is,
(b.7) (g ⊕ g′)⊕ g′′ = g ⊕ (g′ ⊕ g′′)
for morphism g, g′ and g′′ over f . Moreover, we need the following diagram to com-
mute
(b.8) x⊕ x′
g⊕g′ //
γ⊕c

y ⊕ y′
γ⊕
c′

x′ ⊕ x
g′⊕g // y′ ⊕ y.
Finally, for each morphism f : c→ c′ in C we can find a morphism 0f : 0c → 0c′ over
f , defined in a natural way in the sense that if f ′ : c′ → c′′ is another morphism in C
then 0f ′ ◦ 0f = 0f ′◦f and the 0f satisfy that
(b.9) g ⊕ 0f = g = 0f ⊕ g.
If f = id : c → c, then 0id = id0c . Note that the naturality of the distributivity
morphisms dl and dr means that given g : x → x1 and g′ : x′ → x′1 morphisms over
f : c→ c′ and a morphism h : y → y′ over f ′ : d→ d′, then the following diagram is
commutative
(b.10) x⊗ y ⊕ x′ ⊗ y
dl //
g⊗h⊕g′⊗h

(x⊕ x′)⊗ y
(g⊕g′)⊗h

x1 ⊗ y1 ⊕ x′1 ⊗ y1
dl
// (x1 ⊕ x′1)⊗ y1
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and similarly for dr.
Remark 7. A fibered bipermutative category over the trivial category is just a biper-
mutative category as defined above.
For symmetric bimonoidal categories, it is well known that every symmetric bi-
monoidal category is equivalent to a bipermutative category. In our case this is also
true; that is, every fibered symmetric bimonoidal category is equivalent to a fibered
bipermutative category. We show this in the following theorem.
Theorem 8. Given a fibered symmetric bimonoidal category Λ : D → C, we can
find equivalent categories Ds and Cs together with a functor Λs : Ds → Cs that is
a fibered bipermutative category. Moreover, there are equivalences Φ′ : C → Cs and
Θ′ : D → Ds that are symmetric monoidal functors, and such that the following
diagram is commutative
D
Θ′ //
Λ

Ds
Λs

C
Φ′
// Cs.
Proof: To begin, let us replace the symmetric monoidal category C by an equivalent
permutative category Cs. This is an standard construction in category theory. The
objects of Cs are formal products of the form
c = c1 ⊠ · · ·⊠ cn,
where n ≥ 0. When n = 0, c = () is the empty product. Given such a sequence we
define
Φ(c1 ⊠ · · ·⊠ cn) = c1 ⊗ (· · · ⊗ (cn−1 ⊗ cn) · · · )
for n > 0, and for n = 0 we define
Φ() = 1.
Here 1 is the unit of the symmetric monoidal category (C,⊗, 1, γ⊗). The morphisms
of Cs are defined in the following way. Suppose
c = c1 ⊠ · · ·⊠ cn,
d = d1 ⊠ · · ·⊠ dm
are two objects of Cs. Then a morphism f : c → d in Cs is a morphism in C
f : Φ(c)→ Φ(d). This way we obtain a category and Φ : Cs → C is an equivalence of
categories. The inverse Φ′ : C → Cs is defined on objects by Φ′(c) = c, where on the
right c is the string of objects of C of length 1. Similarly Φ′ is defined on morphisms.
Note that Cs is a permutative category. Indeed, the product ⊠ is given by juxta-
position; that is, given c and d objects of Cs as before, then
c⊠ d = c1 ⊠ · · ·⊠ cn ⊠ d1 ⊠ · · ·⊠ dm.
Similarly, if f : c→ c′ and g : d→ d′ are two morphisms in Cs, then we define
f ⊠ g : c⊠ d→ c′ ⊠ d′
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to be the following composite in C
Φ(c⊠ d)
∼=
→ Φ(c)⊗ Φ(d)
f⊗g
→ Φ(c′)⊗ Φ(d′)
∼=
→ Φ(c′ ⊠ d′).
Here the outer isomorphisms, are the coherent isomorphisms in C arising from a
rearrangement of parenthesis in a given product.
Before continuing we introduce some notation. Given a formal sequence
x = x1 ⊠ · · ·⊠ xk
of objects of D, then we denote
∆(x) = ∆(x1 ⊠ · · ·⊠ xk) = x1 ⊗ (· · · ⊗ (xk−1 ⊗ xk) · · · ).
Thus ∆(x1⊠· · ·⊠xk) is the object of D obtained by multiplying the elements x1, ..., xk
in a consistent way.
On the other hand, since Λ : D → C is a fibered category, as explained in Theorem
13, for every morphism f : c → c′ we can correspond a functor f ∗ : Dc′ → Dc in
such a way that the correspondence c 7→ Dc, f 7→ f ∗ is a contravariant lax 2-functor
C → Cat. We will fix from now on such an assignment.
Now we want to replace the category D by an equivalent category Ds. The objects
of Ds will be the set of formal sequences of the form
X = (c1 ⊠ · · ·⊠ cn, (x1, f1)⊞ · · ·⊞ (xm, fm)),
where n ≥ 0, m ≥ 0, each xi is a formal product
xi = xi1 ⊠ · · ·⊠ xiki
and
fi : Φ(c1 ⊠ · · ·⊠ cn)→ Λ(∆(xi))
is an isomorphism in C.
For an object
X = (c1 ⊠ · · ·⊠ cn, (x1, f1)⊞ · · ·⊞ (xm, fm)),
of Ds we define Θ(X) in the following way. If m > 0,
Θ(X) = f ∗1 (∆(x1))⊕ (· · · ⊕ (f
∗
m−1(∆(xm−1))⊕ f
∗
m(∆(xm)))).
When m = 0 and n > 0, then X = (c1 ⊠ · · ·⊠ cn, ) and define
Θ(X) = 0Φ(c).
Finally, in Ds we have an object of the form X = ((), 1) which will be the multiplica-
tive unit and we define
Θ((), 1) = 1,
the unit of D.
Note that Θ(X) is a well defined object in D, this is because for every 1 ≤ i ≤ m,
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each f ∗i (∆(xi)) is an object in DΦ(c) and addition is well defined on fibers.
To define the morphisms of Ds we use Θ as follows. Take two objects in Ds
X = (c1 ⊠ · · ·⊠ cn, (x1, f1)⊞ · · ·⊞ (xm, fm)),
Y = (d1 ⊠ · · ·⊠ dr, (y1, g1)⊞ · · ·⊞ (ys, gs)).
Then a morphism f : X → Y in Ds, is precisely a morphism f : Θ(X)→ Θ(Y ) in D.
In this way we obtain a category Ds and we trivially see that Θ : Ds → D is a functor.
It’s easy to see that the Θ : Ds → D defines an equivalence of categories with inverse
Θ′ : D → Ds the functor that for an object x of Dc corresponds Θ′(x) = (c, (x, idc)).
We continue now with the definition of the functor Λs : Ds → Cs. Given an object
of Ds
X = (c1 ⊠ · · ·⊠ cn, (x1, f1)⊞ · · ·⊞ (xm, fm)),
define
Λs(X) = c1 ⊠ · · ·⊠ cn.
If f : X → Y is a morphism in Ds, then f : Θ(X) → Θ(Y ) is a morphism in D and
thus Λ(f) : Λ(Θ(X)) = Φ(Λs(X)) → Λ(Θ(Y )) = Φ(Λs(Y )) is a morphism in C. We
define then
Λs(f) = Λ(f).
We want to see that Λs : Ds → Cs satisfies the required properties. To begin, note
that by the definition we can easily see that
D
Θ′ //
Λ

Ds
Λs

C
Φ′
// Cs
is a commutative diagram.
Our next step is to show that each fiber Dsc has the structure of a permutative
category. Suppose then that
X = (c1 ⊠ · · ·⊠ cn, (x1, f1)⊞ · · ·⊞ (xm, fm)),
Y = (c1 ⊠ · · ·⊠ cn, (y1, g1)⊞ · · ·⊞ (ys, gs))
are two objects in the fiber Dsc . Define
X ⊞c Y = (c1 ⊠ · · ·⊠ cn, (x1, f1)⊞ · · ·⊞ (xm, fm)⊞ (y1, g1)⊞ · · ·⊞ (ys, gs)).
We want to see that this defines a permutative category on Dsc . First of all, it is clear
that ⊞c is strictly associative. In addition, if we denote by
0c = (c1 ⊠ · · ·⊠ cn, )
then it is clear that 0c is strict unit for ⊞c. We need to find a symmetry isomorphism
γ⊕c . Given objects X and Y in the fiber D
s
c as before, then we define a symmetry
isomorphism
γ⊞c : X ⊞c Y → Y ⊞c X
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to be the composite
Θ(X ⊞c Y )
∼=
→ Θ(X)⊕Θ(Y )
γ⊕
c1⊗(···(cn−1⊗cn))
→ Θ(Y )⊕Θ(X)
∼=
→ Θ(Y ⊞c X)
where the outer isomorphism are the coherent isomorphisms in DΦ(c) coming from
the associativity of ⊕Φ(c). Then using some coherent theory it follows that each
(Dsc ,⊞c, 0c, γ
⊞
c ) is a permutative category.
Let us show now that the category Ds has the structure of a permutative category
under a product ⊠. We begin by defining the functor ⊠. Suppose then that
X = (c1 ⊠ · · ·⊠ cn, (x1, f1)⊞ · · ·⊞ (xm, fm)),
Y = (d1 ⊠ · · ·⊠ dr, (y1, g1)⊞ · · ·⊞ (ys, gs))
are two objects of Ds with n,m, r, s > 0. We define
X ⊠ Y =
(c1 ⊠ · · ·⊠ cn ⊠ d1 ⊠ · · ·⊠ dr, (x1 ⊠ y1, f1 ⊠ g1)⊞ · · ·⊞ (x1 ⊠ ys, f1 ⊠ gs)⊞
· · ·⊞(xm ⊠ y1, fn ⊠ g1)⊞ · · ·⊞ (xm ⊠ ys, fm ⊠ gs)).
Here, if
xi = xi1 ⊠ · · ·⊠ xiki ,
y
j
= yj1 ⊠ · · ·⊠ yjtj
then
xi ⊠ yj = xi1 ⊠ · · ·⊠ xiki ⊠ yj1 ⊠ · · ·⊠ yjtj ,
and fi ⊠ gj is defined to be the composite in D
Φ(c⊠ d)
∼=
→Φ(c)⊗ Φ(d)
fi⊗gj
→ Λ(∆(xi))⊗ Λ(∆(yj))
λΛ→
Λ(∆(xi)⊗∆(yj))
∼=
→ Λ(∆(xi ⊠ yj)).
The outer maps are the ones obtained by a rearrangement of parenthesis. Also we
we define
((), 1)⊠X = X = X ⊠ ((), 1)
for all objects X of Ds. Finally, if X is any object in Dsc , then
0d ⊠X = 0d⊠c
X ⊠ 0d = 0c⊠d.
In a similar way we define ⊠ on morphisms of Ds.
Let us show that this defines a permutative category on Ds. We begin by checking
the associativity property. Suppose that
X = (c1 ⊠ · · ·⊠ cn, (x1, f1)⊞ · · ·⊞ (xm, fm)),
Y = (d1 ⊠ · · ·⊠ dr, (y1, g1)⊞ · · ·⊞ (ys, gs)),
Z = (e1 ⊠ · · ·⊠ el, (z1, h1)⊞ · · ·⊞ (za, ha))
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are three objects of Ds. Then by definition we have that
(X ⊠ Y )⊠ Z = (c⊠ d⊠ e,(x1 ⊠ y1 ⊠ z1, (f1 ⊠ g1)⊠ h1)⊞
· · ·⊞ (xm ⊠ ys ⊠ za, (fm ⊠ gs)⊠ ha)),
X ⊠ (Y ⊠ Z) = (c⊠ d⊠ e,(x1 ⊠ y1 ⊠ z1, f1 ⊠ (g1 ⊠ h1))⊞
· · ·⊞ (xm ⊠ ys ⊠ za, fm ⊠ (gs ⊠ ha)))
so the only question to be answered is whether or not (fu⊠gv)⊠hw and fu⊠(gv⊠hw)
agree for all u, v and w. But these morphisms agree by coherence. Thus ⊠ is strictly
associative. By definition , ((), 1) is a strict unit for ⊠.
We construct now a symmetry isomorphism γ⊠ : X ⊠ Y → Y ⊠X . To do so, take
objects of Ds of the form
X = (c1 ⊠ · · ·⊠ cn, (x, f)),
Y = (d1 ⊠ · · ·⊠ dr, (y, g))
where
x = x1 ⊠ · · ·⊠ xm,
y = y1 ⊠ · · ·⊠ ys.
We will define first the symmetry isomorphism in this case
γ⊠ : X ⊠ Y → Y ⊠X.
By definition, we have that
Θ(X ⊠ Y ) = (f ⊠ g)∗(∆(x⊠ y)),
Θ(Y ⊠X) = (g ⊠ f)∗(∆(y ⊠ x)).
We want to define a natural isomorphism
γ⊠f,g : (f ⊠ g)
∗(∆(x⊠ y))→ (g ⊠ f)∗(∆(y ⊠ x)).
By definition of a fibered category, there is a unique morphism γ⊠f,g making the fol-
lowing diagram commutative
(f ⊠ g)∗(∆(x⊠ y)) //
γ⊠
f,g
))TT
TT
TT
TT_

∆(x⊠ y)
_

∆(γ⊠)
''PP
PPP
PPP
PPP
P
(g ⊠ f)∗(∆(y ⊠ x)) //
_

∆(y ⊠ x)
_

Φ(c⊠ d)
f⊠g //
γ⊠
))TTT
TTT
TTT
TTT
TTT
TT
Λ(∆(x⊠ y))
Λ(∆(γ⊠ ))
''PP
PPP
PPP
PPP
P
Φ(d⊠ c)
g⊠f // Λ(∆(y ⊠ x))
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Because of the uniqueness condition, the morphism γ⊠f,g is natural and satisfies the
required coherences. We extend the definition of the γ⊠ to all the objects of Ds in
the following way. Suppose that
X =(c1 ⊠ · · ·⊠ cn, (x1, f1)⊞ · · ·⊞ (xm, fm)),
Y =(d1 ⊠ · · ·⊠ dr, (y1, g1)⊞ · · ·⊞ (ys, gs))
are two general objects of Ds. Then we define γ⊠ to be the composite
Θ(X ⊠ Y ) =
m∑
i=1
r∑
j=1
(fi ⊠ gj)
∗(∆(xi ⊠ yj))
Pm
i=1
Pr
j=1 γ
⊠
fi,gj
→
m∑
i=1
r∑
j=1
(gj ⊠ fi)
∗(∆(y
j
⊠ xi))
∼=
→
r∑
j=1
m∑
i=1
(gj ⊠ fi)
∗(∆(y
j
⊠ xi))
= Θ(Y ⊠X)
Here by
∑m
i=1
∑r
j=1 xij we mean the sum with a consistent way of inserting parenthesis
as before and the unlabeled isomorphism is the isomorphism obtained by rearranging
the terms of summation using the isomorphism γ⊕. This way defined we see by using
some coherence theory that (Ds,⊠, ((), 1), γ⊠) has the structure of a permutative
category.
Our next step is to construct distributivity maps
dl : (X ⊠ Y )⊞ (X ′ ⊠ Y )→ (X ⊞X ′)⊠ Y,
dr : (X ⊠ Y )⊞ (X ⊠ Y ′)→ X ⊠ (Y ⊞ Y ),
wherever they make sense; that is, for objects X and X ′ of Dsc and Y and Y
′ of Dsd.
By a straight forward computation we can see that
dl = id : (X ⊠ Y )⊞ (X ′ ⊠ Y ) = (X ⊞X ′)⊠ Y.
On the other hand, if we write
X = (c1 ⊠ · · ·⊠ cn, (x1, f1)⊞ · · ·⊞ (xm, fm)),
Y = (d1 ⊠ · · ·⊠ dr, (y1, g1)⊞ · · ·⊞ (ys, gs)),
Y ′ = (d1 ⊠ · · ·⊠ dl, (y
′
1
, g′1)⊞ · · ·⊞ (y
′
s′
, g′s′))
then we have that
X ⊠ Y ⊞X ⊠ Y ′ =
(c⊠ d,(x1 ⊠ y1, f1 ⊠ g1)⊞ · · ·⊞ (xm ⊠ ys, fm ⊠ gs)
⊞ (x1 ⊠ y
′
1
, f1 ⊠ g
′
1)⊞ · · ·⊞ (xm ⊠ y
′
s′
, fm ⊠ g
′
s′))
and
X ⊠ (Y ⊞ Y ′) =
(c⊠ d,(x1 ⊠ y1, f1 ⊠ g1)⊞ · · ·⊞ (x1 ⊠ y
′
s′
, f1 ⊠ g
′
s′)
⊞ (xm ⊠ y
′
1
, f1 ⊠ g
′
1)⊞ · · ·⊞ (xm ⊠ y
′
s′
, fm ⊠ g
′
s′)).
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Thus we define
dr : (X ⊠ Y )⊞ (X ⊠ Y ′)→ X ⊠ (Y ⊞ Y )
as an iteration of γ⊞c⊠d. By a trivial but long computation one can see that these
distributivity maps are natural and satisfy the coherences of a fibered bipermutative
category as in Definition 6.
To finish we need to show that we have addition on morphisms in Ds over the same
morphism in Cs. Thus suppose that α : c → d is a morphism in Cs and β : X → Y ,
δ : X ′ → Y ′ are two morphism in Ds over f , where X , X ′ are objects in Dsc and Y ,
Y ′ are objects in Dsd. As noted before, we have a natural coherent isomorphism
µX,X′ : Θ(X ⊞c X
′)
∼=
→ Θ(X)⊕Θ(X ′).
This isomorphism is obtained by rearranging the parenthesis in the summations. With
this in mind, we define α⊞ β to be the following composite
Θ(X ⊞c X
′)
µX,X′
→ Θ(X)⊕Θ(X ′)
α⊕β
→ Θ(Y )⊕Θ(Y ′)
µ−1
Y,Y ′
→ Θ(Y ⊞c Y
′).
This way defined we see that ⊞ is strictly associative and that
X ⊞c X
′ α⊞β //
γ⊞c

Y ⊞d Y
′
γ⊞
d

X ′ ⊞c X
β⊞α // Y ′ ⊞d Y
is a commutative diagram.
In addition, note that by definition Θ(0c) = 0Φ(c) and we have a coherent morphism
0f : 0Φ(c) → 0Φ(d) in D, therefore we define a morphism 0f : 0c → 0d in D
s to be the
morphism 0f : 0Φ(c) → 0Φ(d) in D. The coherences satisfied by 0f in D imply that
0f ⊞ α = α = α⊞ 0f .
Finally, since Λ : D → C is a fibered category, it follows easily that Λs : Ds → Cs is
also a fibered category. We conclude then that Λs : Ds → Cs is a fibered bipermutative
category. This proves the theorem. 
3. Fibered categories
In this section we review briefly some aspects of fibered categories. In particular, we
recall the fact that there is a one to one correspondence between fibered categories and
contravariant functors to the category of small categories. We use this construction
as motivation for our study of fibered bipermutative categories. Indeed, as mentioned
before, using this correspondence, given a fibered bipermutative category Λ : D → C
we can assign a functor Cop → P. However, this functor does not capture all the
information present in a fibered bipermutative category and because of this we need
to enlarge the category Cop. Thus we show that for a given fibered bipermutative
category Λ : D → C we can correspond a functor Ψ : A → P, where A is a wreath
product for a functor (Cop)∗ : Inj→ P. The category Cop canonically includes into A
and under this inclusion, the functor Ψ recovers the construction for fibered categories.
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Moreover, the functor Ψ recovers the multiplicative structure on D.
The goal of this section is to construct the functor Ψ. We begin by recalling the
definition of a fibered category.
Definition 9. If F : D → C is a functor and c an object of C, we denote by Dc the
fiber F−1(c); that is, the subcategory of D whose objects are the objects d such that
F (d) = c and the morphisms are the morphisms mapping to the identity of c.
Definition 10. A fibered category over C is a functor F : D → C that satisfies the
following properties:
• for any morphism f : c → c′ in C and any object d′ of Dc′, we can find an
object d of Dc and a morphism g : d→ d′ such that F (g) = f ,
• given any pair of morphisms g : d → d′ and g′ : d′′ → d′ in D, let f = F (g) :
c→ c′ and f ′ : F (g′) : c′′ → c′ their image in C. Then for any f˜ : c′′ → c such
that f f˜ = f ′, there is a unique morphism g˜ : d → d′′ such that gg˜ = g′ and
F (g˜) = h.
In general for a functor F : D → C there is the possibility that there is an isomor-
phism f : c→ c′ with Dc and Dc′ not equivalent categories. This does not happen in
the case of fibered categories as any such isomorphisms f induces an equivalence of
categories f ∗ : Dc′ → Dc.
Definition 11. Let F : D → C be a functor and g : d → d′ an arrow in D. Take
g′ : d′′ → d′ in D, and let f = F (g) : c → c′, f ′ = F (g′) : c′′ → c′ their image in C.
We say that g is a cartesian arrow if for any f˜ : c′′ → c such that f f˜ = f ′, there is a
unique morphism g˜ : d′′ → d such that gg˜ = g′ and F (g˜) = h. Such a cartesian arrow
g over f is called a pullback of f .
This definition is summarized by the following diagram
d′′_

g˜ &&M
M
M
g′
&&
d_

g
// d′_

c′′
f˜ &&
MM
MM
MM
f ′
''
c
f
// c′.
Thus a fibered category over C is precisely a functor F : D → C such that given any
morphism f : c→ c′ in C and d′ any object in Dc′, there exists an object d in Dc and
a cartesian arrow g : d→ d′ such that F (g) = f .
Example: If u is an object of C, then the comma category C/u is fibered category
over C by considering θu : C/u → C defined on objects by θu(f : v → u) = v and if
φ : (g : w → u)→ (f : v → u) is a morphism in C/u; that is, φ : w → v is such that
fφ = g, then θu(φ) = φ.
Definition 12. If F : D → C and G : E → C are two fibered categories over C, then
a morphism of fibered categories, φ : D → E , is a functor such that F = Gφ and φ
sends cartesian arrows to cartesian arrows.
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Given two fibered categories F : D → C and G : E → C, we denote by HomC(D, E)
the category whose objects are the morphisms of fibered categories φ : D → E . If
φ, ψ : D → E are objects in HomC(D, E), then a morphism α : φ→ ψ is a base point
preserving natural transformation; that is, a natural transformation α such that for
every object d of D over c, the morphism αd is a morphism in the category Ec.
Note that the definition of a fibered category over C states that given any morphism
f : c → c′ and any object d′ of Dc′, then we can choose an object f ∗d′ over c and
a morphism η : f ∗d′ → d′ over f . We call such a morphism a pullback of f . The
morphism η is uniquely determined up to composition with an isomorphism in the
fiber Dc. So for each f and each object d′ over c′ we can fix such a pullback η over f .
Also, if α : d′ → e′ is a morphism in Dc′, then by the uniqueness part in the definition
of a cartesian arrow, we see that there is a unique morphism f ∗α in the category Dc
such that the following diagram commutes
f ∗d′
ηd′ //
f∗α

d′
α

f ∗e′
ηe′ // e′.
This defines a functor f ∗ : Dc′ → Dc. Notice that if f and g are composable morphisms
in C, then (fg)∗ does not necessarily agree with g∗f ∗. However, we can find a canonical
isomorphism between (fg)∗ and g∗f ∗. Thus for a fibered category F : D → C,
and a choice of pullbacks for each morphism f in C, we can associate the following
correspondence:
• for an object c of C we associate the category Dc,
• for a morphism f : c→ c′ we associate the functor f ∗ : Dc′ → Dc.
At a first glance it would seem that this defines a functor Cop → Cat, but as we just
pointed out, this is not the case. However, Cat has the structure of a 2-category
and the previous assignment gives rise to a lax 2-functor and we have the following
theorem.
Theorem 13. The above assignment defines a one to one correspondence between
isomorphism classes of fibered categories with a choice of pullbacks and isomorphisms
of contravariant lax 2-functors C → Cat.
Proof: See [16, 3.1.2 and 3.1.3]. 
In fact up to isomorphism, we can replace any given fibered category F : D →
C with an isomorphic fibered category F ′ : D′ → C such that the corresponding
assignment Cop → Cat is indeed a functor. Conversely, given any functor Cop →
Cat, we can associate a fibered category F : D → C. This defines a one to one
correspondence between isomorphism classes of fibered categories and isomorphism
classes of functors Cop → Cat. We show this in the following theorem.
Theorem 14. There is a one to one correspondence between isomorphism classes of
fibered categories and isomorphism classes of functors Cop → Cat.
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Proof: We only sketch the proof of this theorem. For the details we refer the
reader to [16, Chapter 3]. Suppose first that F : D → C is a fibered category.
We want to define a functor f : Cop → Cat. For an object u define f(u) to be
the category HomC(C/u,D). Given a morphism g : u → v in C, by composing
with g we obtain a morphism of fibered categories g∗ : C/u → C/v. This induces
f(g) : HomC(C/v,D) → HomC(C/u,D). It follows easily that this defines a functor
f : Cop → Cat. On the other hand, given a functor f : Cop → Cat we can construct
a fibered category F : D → C in the following way. The objects of D are the pairs
(x, c), where c is an object in C and x is an object in F (c). If (x, c) and (y, d) are
two such pairs, then a morphism in D from (x, c) to (y, d) is a pair (α, f), where
f : c→ d is a morphism in C and α : x→ F (f)y is a morphism in the category F (c).
If (α, f) : (x, c)→ (y, d), (β, g) : (y, d)→ (z, e), then
(β, g) ◦ (α, f) := (F (f)(β) ◦ α, g ◦ f) : (x, c)→ (z, e).
It’s easy to see that this defines a category. In addition we have a functor F : D → C
that sends a pair (x, c) to c and a morphism (α, f) to f . This makes D into a
fibered category over C whose fiber Dc over an object c of C is naturally isomorphic
to the category f(c). We leave to the reader to show that this is indeed a one to one
correspondence. 
We can apply this procedure to a bipermutative category on fibers Λ : D → C. This
way we obtain a functor f : Cop → Cat that has the further property that each f(u)
has the structure of a permutative category and the functor f can be seen as a functor
f : Cop → P. However, this functor does not behaves well under the multiplicative
structure on D. We show however, that the fibered category Λ : D → C determines
and is determined by a functor Ψ : A → P that behaves well under multiplication.
Here A is a category that is obtained as a wreath product Inj
∫
(Cop)∗ for a functor
(Cop)∗ : Inj→ P. The category C naturally embeds into A and under this embedding
we recover the functor f : Cop → P arising from the fibered category Λ : D → C. After
the construction of the functor Ψ, we show in theorem 26 that it satisfies conditions
(c.1)−(c.14) of theorem 25. We will explain how to construct the functor Ψ : A → P
in what follows.
We begin by constructing the category A. This is a straight forward generalization
of [4, Definition 5.1]. Let us denote by Inj the category whose object set is the set
of integers n ≥ 0, where we identify the integer n with the set n = {1, ..., n}. The
morphism set from n to m is the set of injective functions from n = {1, ..., n} to
m = {1, ..., m} with composition the composition of functions. Define the functor
(Cop)∗ : Inj→ P
such that (Cop)∗(n) = (Cop)n. If q : n→ m is a morphism in Inj; that is, q : n→ m is
an injective map, then (Cop)∗(q) : (Cop)n → (Cop)m is the functor that for an n-tuple
u = (u1, ..., un) corresponds q∗u = (u
′
1, ..., u
′
m), where
u′j =
{
ui if q
−1(j) = {i},
1 if q−1(j) = ∅,
FROM FIBERED SYMMETRIC BIMONOIDAL CATEGORIES TO SYMMETRIC SPECTRA 19
and if f = (f1, ..., fn) : u → v is a morphism in (Cop)n, then C∗(f) = f
′ : q∗u → q∗v,
where f ′ = (f ′1, ..., f
′
m) and
f ′j =
{
fi if q
−1(j) = {i},
id1 if q
−1(j) = ∅.
Then associated to this functor, there is a wreath product category A = Inj
∫
(Cop)∗.
More explicitly, the objects of A are the sequences of the form (u1, ..., un) where
n ≥ 0 and a morphism from u = (u1, ..., un) to v = (v1, ..., vn) is a pair (q, f), where
q : n → m is an injection and f : q∗u → v is a morphism in (Cop)n. Note that
A is a permutative category by concatenation. Indeed, for objects u = (u1, ..., un)
and v = (v1, ..., vm), we can define u ⊙ v = (u1, ..., un, v1, ..., vm) and similarly on
morphisms. The unit of A is the empty tuple ().
Suppose that u = (u1, ..., un) is an object of A. We will denote by C/u the product
category C/u1×· · ·×C/un. We can see C/u as a category over C by defining the functor
θu : C/u→ C as follows. Given objects fi : wi → ui in C/ui, then θ(f1, ..., fn) = w1 ⊗
· · ·⊗wn. Also, if φi : wi → w′i is a morphism in C/ui, then θ(φ1, ..., φn) = φ1⊗· · ·⊗φn.
As explained above, this makes θu1 : C/u1 → C into a fibered category in the case
where n = 1. This is not the case in general for n > 1. When u = () is the empty
tuple, then we will understand by C/() the trivial category with only object id : 1→ 1
and over C. With this convention then the category HomC(C/(),D) is isomorphic to
the category D1. Note that since we are assuming that every morphism in C is
an isomorphism, then a morphism of fibered categories C/u → D is just a functor
F : C/u→ D such that Λ ◦ F = θu.
Let us construct now the functor Ψ : A → P. Take u = (u1, ..., un) an object of
A. Define Ψ(u) to be the category whose objects are the functors F : C/u→ D such
that Φ ◦ F = θu and such that F is of the form
F =
r∑
i=1
Fi1 ⊗ · · · ⊗ Fin,
where each Fij is an object of HomC(C/ui,D). This means that given an object
f = (f1, ..., fn) in C/u, then
F (f) = F11(f1)⊗ · · · ⊗ F1n(fn)⊕ · · · ⊕ Fr1(f1)⊗ · · · ⊗ Frn(fn)
and given φ = (φ1, ..., φn) a morphism in C/u, then
F (φ) = F11(φ1)⊗ · · · ⊗ F1n(φn)⊕ · · · ⊕ Fr1(φ1)⊗ · · · ⊗ Frn(φn).
This defines the objects of Ψ(u). Given
F =
r∑
i=1
Fi1 ⊗ · · · ⊗ Fin and G =
s∑
j=1
Gj1 ⊗ · · · ⊗Gjn
two such functors, then a morphism α : F → G in Ψ(u) is a base point preserving
natural transformation F → G; that is, α is a natural transformation such that for
an object f of C/u, with fi : wi → ui, then αf : F (f) → G(f) is a morphism in
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D⊗wi. As the composition of a base preserving natural transformation is also a base
preserving natural transformation we obtain this way a well defined category Ψ(u).
When u = () is the empty tuple, then Ψ(()) is then the category whose objects are
functors F : C/() → D such that F =
∑n
i Fi with Fi an object of HomC(C/(),D)
and with morphisms the base preserving natural transformations. This category is
canonically isomorphic to D1 under the isomorphism F 7→ F (id : 1→ 1).
We want to show that if Λ : D → C is a fibered bipermutative category, then the
category Ψ(u) has the structure of a permutative category. To do so, we need to
define a functor ⊕ : Ψ(u) × Ψ(u) → Ψ(u) and show that is satisfies the respective
coherences. Suppose then that F =
∑r
i=1 Fi1⊗· · ·⊗Fin and G =
∑s
j=1Gj1⊗· · ·⊗Gjn
are two objects of Ψ(u). Define
F ⊕G =
r∑
i=1
Fi1 ⊗ · · · ⊗ Fin ⊕
s∑
j=1
Gj1 ⊗ · · · ⊗Gjn.
This way defined we see that given f an object in C/u
(F ⊕G)(f) = F (f)⊕G(f).
Given φ = (φ1, ..., φn) : f → f
′ a morphism in C/u, then
(F ⊕G)(φ) = F (φ)⊕G(φ) : F (f)⊕G(f)→ F (f ′)⊕G(f ′)
is well defined as both F (φ) and G(φ) are morphisms over ⊗φi and we can add two
such morphisms. It is easy to see that since the sum of morphisms over ⊗φi is natural
then F ⊕G is also an object of Ψ(u). This defines ⊕ on the objects of Ψ(u). Suppose
now that α : F → G and β : H → K are two morphism in Ψ(u). Given f an object
in C/u, define
(α⊕ β)f = αf ⊕ βf : F (f)⊕H(f)→ G(f)⊕K(f).
It follows at once that this way defined, α ⊕ β is a base preserving natural transfor-
mation and that ⊕ : Ψ(u) × Ψ(u) → Ψ(u) is a functor. We claim that ⊕ is strictly
associative. Indeed, if F,G and H are objects of Ψ(u), then both (F ⊕ G) ⊕H and
F ⊕ (G ⊕H) agree as functors as by assumption each ⊕u is strictly associative and
the addition of morphisms is also strictly associative.
Next we define an additive unit. We need to define an object Ou of C/u. To do
so, given u an object of C we define Ou to be the object of HomC(C/u,D) defined
by as follows. If f : w → u is an object in C/u, then O(f) = 0w, where 0w is the
unit of the permutative category Dw. If φ : w → w′ is a morphism in C/u then
O(φ) = 0φ : 0w → 0w′ is the coherent morphism over φ as whose existence is guaran-
teed by hypothesis. Then we define Ou = Ou1 ⊗· · ·⊗Oun . This way defined Ou is an
object of Ψ(u). We claim this is a strict unit; that is, we want to see that for every
F object of Ψ(u)
F ⊕Ou = F = Ou ⊕ F.
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Indeed, if f is an object of C/u, then by definition
(F ⊕Ou)(f) = F (f)⊕Ou(f) = F (f)⊕ 0⊗wi = F (f)
(Ou ⊕ F )(f) = Ou(f)⊕ F (f) = 0⊗wi ⊕ F (f) = F (f)
and similarly on morphisms.
We also need to construct a symmetry isomorphism. Suppose then that F and G
are two objects of Ψ(u). Define γ : F ⊕ G → G ⊕ F to be the transformation that
for each object f of C/u assigns
γf = γ
⊕
⊗wi
: F (f)⊕G(f)→ G(f)⊕ F (f).
This is a natural transformation as addition commutes with the different γ⊕u and is
base preserving by definition. In order to conclude that (Ψ(u),⊕, γ) is a permutative
category we need to verify that the following diagrams are commutative
F ⊕G
= //
γ %%KK
KK
KK
KK
KK
F ⊕G
G⊕ F,
γ
99ssssssssss
F ⊕G⊕H
γ //
id⊕γ ((QQ
QQQ
QQQ
QQQ
Q H ⊕ F ⊕G
F ⊕H ⊗G.
γ⊕id
66mmmmmmmmmmmm
But the commutativity of these diagrams follows as we have the commutativity of
the corresponding diagrams when we evaluate on objects and morphisms, therefore
Ψ(v) is an object of P.
We now want to show that we can extend the definition of Ψ as to get a functor
Ψ : A → P. To start, for a given morphism f : u→ v in C we define a functor
f ∗ : HomC(C/v,D)→ HomC(C/u,D)
F 7→ f ∗F
α 7→ f ∗α.
The functor f ∗F is defined as follows. For an object g : w → u of C/u f ∗F (g) =
F (f ◦ g) and if φ : f → f ′ is a morphism in C/u then φ can be seen as a morphism
in C/v between f ◦ g and f ′ ◦ g, thus we define f ∗F (φ) = F (φ). Similarly we define
f ∗α for a base preserving natural transformation α : F → G. Suppose now that
u = (u1, ..., un) and v = (v1, ..., vm) are two objects of A and that (q, f) : u → v is a
morphism in A, thus f : q∗u = u′ → v is a morphism in (Cop)m; that is, fi : vi → u′i
is a morphism in C. We want to define a lax∗ map Ψ(q, f) : Ψ(u) → Ψ(v). Suppose
first that m = n and thus q = σ : n→ n is a permutation. Then each fi : vi → uσ−1(i)
is a morphism in C. Take
F =
r∑
i=1
Fi1 ⊗ · · · ⊗ Fin,
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an object of C/u, where each Fij is an object of HomC(C/ui,D) . Define
Ψ(σ, f)F =
r∑
i=1
f ∗1Fiσ−1(1) ⊗ · · · ⊗ f
∗
nFiσ−1(n).
By definition it is clear that this is an object in Ψ(v). Suppose now that α : F → G
is a morphism in Ψ(u), where
F =
r∑
i=1
Fi1 ⊗ · · · ⊗ Fin and G =
s∑
j=1
Gj1 ⊗ · · · ⊗Gjn.
Then we need to define
Ψ(σ, f)α : Ψ(σ, f)F → Ψ(σ, f)G.
For each 1 ≤ i ≤ n, the symmetry isomorphism γ⊗ determines a coherent natural
isomorphism
τσ,f∗1 Fiσ−1(1),...,f∗nFiσ−1(n) : f
∗
1Fiσ−1(1) ⊗ · · · ⊗ f
∗
nFiσ−1(n) → f
∗
σ(1)Fi1 ⊗ · · · ⊗ f
∗
σ(n)Fin
and similarly for G. Since Φ is assumed to be a strict map, then for each object
g = (g1, ..., gn), with gi : wi → vi of C/v the morphism
τσ,f∗1 Fiσ−1(1),...,f∗nFiσ−1(n)(g)
: f ∗1Fiσ−1(1)(g1)⊗ · · · ⊗ f
∗
nFiσ−1(n)(gn)→ f
∗
1Fiσ(1)(gσ(1))⊗ · · · ⊗ f
∗
nFiσ(n)(gσ(n))
is a morphism over τσ,w1,...,wn : w1⊗· · ·⊗wn → wσ(1)⊗· · ·⊗wσ(n) which is the coherent
isomorphism in C provided by γ⊗.
Then we define (Ψ(σ, f)α)g, by the following commutative diagram∑r
i=1 f
∗
1Fiσ−1(1)(g1)⊗ · · · ⊗ f
∗
nFiσ−1(n)(gn)
(Ψ(σ,f )α)g
**TTT
TTT
TTT
TTT
TTT
a

∑s
j=1 f
∗
1Gjσ−1(1)(g1)⊗ · · · ⊗ f
∗
nGjσ−1(n)(gσ(n))
∑r
i=1 f
∗
σ(1)Fi1(gσ(1))⊗ · · · ⊗ f
∗
σ(n)Fin(gσ(n))
ασ∗(f◦g) ))TTT
TTT
TTT
TTT
TTT
∑s
j=1 f
∗
σ(1)Gj1(gσ(1))⊗ · · · ⊗ f
∗
σ(n)Gjn(gσ(n)).
b
OO
Here
a = (
r∑
i=1
τσ,f∗1 Fiσ−1(1),...,f∗nFiσ−1(n))(g)
b = (
r∑
i=1
τ−1σ,f∗1Giσ−1(1),...,f∗nGiσ−1(n)
)(g).
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The naturality of Ψ(σ, f)α follows by the naturality of α and the maps
τσ,f∗1 Fi1,...,f∗nFin and τσ,f∗1Gj1,...,f∗nGjn .
We need to check that Ψ(σ, f)α is base point preserving. To do so, note that
Λ((Ψ(σ, f)α)g) = τ
−1
σ,w1,...,wn
◦ τσ,w1,...,wn = id, and thus (Ψ(σ, f)α)g is a morphism
in the category D⊗wi. This defines Ψ(q, f) : Ψ(u)→ Ψ(v) in the case that q : n→ m
is an isomorphism. Let us define Ψ(q, f) for the case where q : n → n+ 1 is the
injective map that misses the value n + 1, v = (u1, ..., un, 1) and each f = id. Thus
in this case u′i = ui for 1 ≤ i ≤ n and u
′
n+1 = 1. Let us fix I : C/1 → D a morphism
of fibered categories such that I(id) = 1. Then for an object
F =
r∑
i=1
Fi1 ⊗ · · · ⊗ Fin
of Ψ(u), we define
Ψ(q, f)F =
r∑
i=1
Fi1 ⊗ · · · ⊗ Fin ⊗ I.
This way defined we see that Ψ(q, f)F is an object of Ψ(v). On the other hand, if
α : F → G is a morphism in the category Ψ(u), where
F =
r∑
i=1
Fi1 ⊗ · · · ⊗ Fin and G =
s∑
j=1
Gj1 ⊗ · · · ⊗Gjn.
then we define Ψ(q, f)α to be the morphism defined in the following diagram
∑r
i=1 Fi1 ⊗ · · · ⊗ Fin ⊗ I
∼=

Ψ(q,f)α
// G =
∑s
j=1Gj1 ⊗ · · · ⊗Gjn ⊗ I
∼=

(
∑r
i=1 Fi1 ⊗ · · · ⊗ Fin)⊗ I α⊗id
// (
∑s
j=1Gj1 ⊗ · · · ⊗Gjn)⊗ I,
where the vertical arrows are obtained by application of the distributivity maps in
D. It is easy to see that this way defined Ψ(q, f)α is a base point preserving natural
transformations. This defines Ψ(q, f) in this case. Note that any morphism in A can
be factorize into a composition of the previous form, hence this way we define Ψ(q, f)
for every morphism (q, f) in A. By a direct inspection, we see that Ψ(σ, f) is a lax∗
map, in fact it is a strict map. We conclude then that Ψ : A → P is a functor. Thus
we have proved the following theorem.
Theorem 15. To every fibered bipermutative category Λ : D → C we can associate a
functor Ψ : A → P. The functor determines and is determined by Λ : D → C up to
canonical isomorphism.
In Theorem 26, we will show that the functor Ψ : A → P has special proper-
ties arising from the multiplicative structure of the fibered bipermutative category
Λ : D → C. The functor Ψ motivates the study in general of functors out of a
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permutative category to the multicategory of permutative categories or in general to
a multicategory. We show in the next section that we can give such functors the
structure of a multicategory.
4. Multicategories and general construction
In this section we review multicategories. Roughly speaking a multicategory or col-
ored operad, is a generalization of both operads and symmetric monoidal categories.
Our main goal in this section is to show that given a permutative category (E ,⊗, 1)
and a multicategoryM, we can give the structure of a multicategory to the category
of functors E →M.
Definition 16. A multicategory M consists of the following:
(1) A collection of objects which we usually denote OM.
(2) For k ≥ 0 and any (k + 1)-tuple of objects a1, ..., ak and b, a set
M(a1, ..., ak; b),
called the set of “colored” k-morphisms.
(3) A right action of Σk on the collection of all k-morphisms, where for σ ∈ Σk
σ∗ :M(a1, ..., ak; b)→M(aσ(1), ..., aσ(k), b).
(4) A 1-morphism 1a ∈M(a; a) called the unit, for each object a of M.
(5) A multiproduct function
ΓM :M(b1, ..., bn; c)×M(a11, ..., a1j1; b1)× · · · ×M(an1, ..., anjn; bn)
→M(a11, ..., anjn; c)
that satisfies properties Multi(1)-Multi(4) in [4, Definition 2.1] that generalize the
properties of an operad as in [12, Definition 1.1].
As mentioned before a multicategory is a generalization of both operads and sym-
metric monoidal categories, to be more precise, an operad can be seen as a multicat-
egory with only one object. Also, if (E ,⊕, 0) is a symmetric permutative category,
we can see E as a multicategory by considering as objects the objects of E and for
c1, ..., ck, d objects of E , the set of k-morphisms
E(c1, ..., ck; d) := E(c1 ⊕ · · · ⊕ ck, d).
Here c1 ⊕ · · · ⊕ ck means the iterated application of ⊕ by inserting parenthesis in a
consistent way.
In [4], Elmendorf and Mandell gave the category P the structure of a multicategory.
To describe the k-morphisms of this multicategory we need the following definition.
Definition 17. Let C1, ..., Ck and D be small permutative categories. A functor
f : C1 × · · · × Ck → D
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is said to be a k-linear map, if f(c1, ..., ck) = 0 whenever ci = 0 for some 1 ≤ i ≤ k
and in addition, we have natural transformations δi, for 1 ≤ i ≤ k, that are thought
of as distributivity maps,
δif = δ
i : f(c1, ..., ci, ..., ck)⊕ f(c1, ..., c
′
i, ..., ck)→ f(c1, ..., ci ⊕ c
′
i, ..., ck).
These transformations are such that δi = id whenever either ci or c
′
i is 0, or if any
of the other cj’s are 0. In addition, these natural transformations are subject to
commutativity of a suitable collection of diagrams as in definition [4, 3.2].
If C1, ..., Ck,D are small permutative categories, then P(C1, ..., Ck,D), the set of
k-morphisms in the multicategory P, is precisely the set of all k-linear maps
f : C1 × · · · × Ck → D.
The k-morphism set P(C1, ..., Ck,D) forms a category. If
f, g : C1 × · · · × Ck → D
are two k-linear maps, then a morphism α : f → g is a natural transformation such
that α(c1, ..., ck) is the identity map whenever ci = 0 for some i and also the following
diagram is commutative for each 1 ≤ i ≤ k
f(c1, ..., ci, ...ck)⊕ f(c1, ..., c′i, ...ck)
δi
f //
α⊕α

f(c1, ..., ci ⊕ c′i, ...ck)
α

g(c1, ..., ci, ...ck)⊕ g(c1, ..., c′i, ...ck)
δig
// g(c1, ..., ci ⊕ c′i, ...ck).
Throughout this paper we will be dealing with functors and multifunctors in a
setup where the two concepts make sense (and are different). To avoid confusion
we will start by setting up the notation that will be used through this paper. In
this section M and N will denote general multicategories enriched over Cat and
(E ,⊕, 0) a general permutative category. Note that as explained before we can see E
as a multicategory and also we can see M as a category by consider the objects and
1-morphisms and forgetting the rest of the data.
Notation:
• We will denote by F(E ,M) or ME the category whose objects are functors
E →M and the morphisms are the natural transformation between them.
• Also, we will denote by M(E ,M) the category whose objects are multifunc-
tors E → M and the morphisms the natural transformations preserving the
multiproduct.
• Finally, by M1F2(M, E ;N ) we mean the category whose objects are assign-
ments F : M× E → N that are multifunctors in the first component and
are functors in the second component and the morphisms are the transforma-
tions preserving the multi-structure in the first component and are natural
transformations in the second component.
26 JOSE´ MANUEL GO´MEZ
Remark 18. As categories, M(M,N E) and M1F2(M, E ;N ) are naturally isomor-
phic. In what follows, we will identify those two categories without further comment.
We will denote by OE and OM the object sets of E and M respectively. We are
interested in studying the functors
E →M
and want to construct a multicategoryME , whose objects are precisely those functors.
The goal of this section is then to prove the following theorem.
Theorem 19. There is a multicategory ME whose objects are the functors E →M.
This multicategory is enriched over Cat if M is enriched over Cat.
Before proving this we need some remarks and definitions. First of all, note that
given a functor G : E → M and any k ≥ 0, we can see G as a functor G : Ek →M
by considering G(c1, ..., ck) = G(c1 ⊗ · · · ⊗ ck). With this in mind we can give the
following definition.
Definition 20. Suppose that F1, ..., Fk, G : E → M are functors. A k-linear natural
transformation from F1, ..., Fk to G, is an assignment that for each k-tuple c1, .., ck ∈
OE , corresponds a k-morphism
φc1,...,ck ∈M(F1(c1), ..., Fk(ck), G(⊗
k
i=1ci))
satisfying the naturality condition described below.
The naturality condition that we require is the following: suppose that fi : ci → c
′
i
is a morphisms in E for 1 ≤ i ≤ k, then we have 1-morphisms Fi(fi) : F (ci)→ F (c′i)
for 1 ≤ i ≤ k and G(⊗ki=1fi) : G(⊗
k
i=1ci) → G(⊗
k
i=1c
′
i). The multiproduct ΓM of M
gives maps
ΓM :M(G(⊗
k
i=1ci);G(⊗
k
i=1c
′
i))×M(F1(c1), ..., Fk(ck);G(⊗
k
i=1ci))
→M(F1(c1), ..., Fk(ck);G(⊗
k
i=1c
′
i)),
ΓM :M(F1(c
′
1), ..., Fk(c
′
k);G(⊗
k
i=1c
′
i))×
k∏
i=1
M(Fi(ci);Fi(c
′
i))
→M(F1(c1), ..., Fk(ck);G(⊗
k
i=1c
′
i)).
We require that
ΓM(G(⊗
k
i=1fi);φc1,...,ck) = ΓM(φc′1,...,c′k;F1(f1), ..., Fk(fk)).
Remark 21. Note that if we take k = 1 in the previous definition, then a 1-linear
natural transformation φ : F → G, is an assignment that for c ∈ OE , a 1-linear map
φc : F (c)→ G(c) and for each morphism f : c→ c′ in E
ΓM(G(f);φc) = ΓM(φc′;F (f))
This means that φ : F → G is a natural transformation such that φc is 1-linear for
each object c of E .
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Proof of Theorem 19. To prove Theorem 19 we need to define a class of objects, a set
of k-morphisms for k ≥ 0, a right action of Σk on the set of k-morphisms, a unit 1F
for every object F ofME and a multiproduct such that properties Multi(1)-Multi(4)
of [4, Definition 2.1] are satisfied.
The objects of ME are the functors F : E → M. To define the k-morphisms in
ME , suppose that F1, ..., Fk, G : E → M are objects in ME . Then a k-morphism
in ME(F1, ..., Fk;G) is a k-linear natural transformation from F1, ..., Fk to G. When
k = 0, then a 0-morphism in ME(, G) is a 0-morphism in M(, F (1)), where 1 is the
coherent unit of E .
The multicategory ME will be an enriched category over Cat whenever M is
enriched over Cat. Thus for objects F1, ..., Fk, G in ME , ME(F1, ..., Fk, G) is the
category whose objects are the k-linear natural transformations from F1, ..., Fk to G.
If φ, ψ are two such transformations, then a morphism f : φ→ ψ inME(F1, ..., Fk, G),
is an assignment, for objects ci, 1 ≤ i ≤ k, a morphism fc1,...,ck : φc1,...,ck → ψc1,...,ck in
the category ME(F1(c1), ..., Fk(ck), G(⊗
k
i=1ci)).
Let’s define the multiproduct on ME . Suppose that φi ∈ ME(Fi1, ..., Fiji;Gi) is a
ji-morphism for 1 ≤ i ≤ k and that ψ ∈ ME(G1, ..., Gk;H) is an k-morphism. We
want to define ΓME (ψ;φ
1, ..., φk) ∈ ME(F11, ..., Fkjk ;H), a (j1 + · · ·+ jk)-morphism.
To do so, take c11, ..., ckjk ∈ OE and define
ΓME (ψ;φ
1, ..., φk)c11,...,ckjk = ΓM(ψ⊗j1r=1c1r ,...,⊗
jk
r=1ckr
;φ1c11,...,c1j1
, ..., φkck1,...,ckjk
).
This definition readily extends to morphisms in the case thatM is enriched over Cat.
We need to show that ΓME (ψ;φ
1, ..., φk) satisfies the naturality condition. Since M
is a multicategory, then by definition we have that
ΓM(ψ⊗j1r=1c1r ,...,⊗
jk
r=1ckr
;φ1c11,...,c1j1 , ..., φ
k
ck1,...,ckjk
)
is a (j1 + · · ·+ jk)-morphism. Suppose then that we have morphisms frs : crs → c′rs
in E , for 1 ≤ r ≤ k and 1 ≤ s ≤ jr. The multiproduct of M gives us the maps
ΓM :M(H(⊗r,scrs);H(⊗r,sc
′
rs))×M(F11(c11), ..., Fkjk(ckjk);H(⊗r,scrs))
→M(F11(c11), ..., Fkjk(ckjk);H(⊗r,sc
′
rs))
ΓM :M(F11(c
′
11), ..., Fkjk(c
′
kjk
), H(⊗rsc
′
rs))×
∏
r,s
M(Frs(crs), Frs(c
′
rs))
→M(F11(c11), ..., Fkjk(ckjk), H(⊗r,sc
′
rs)).
We need to check that
ΓM(H(⊗r,sfrs); ΓME (ψ;φ
1, ..., φk)c11,...,ckjk )
=ΓM(ΓME (ψ;φ
1, ..., φk)c′11,...,c′kjk
;F11(f11), ..., Fkjk(fkjk)).
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On the one hand by definition and property Multi(1) for M we have
ΓM(H(⊗r,sfrs); ΓME (ψ;φ
1, ..., φk)c11,...,ckjk)
=ΓM(H(⊗r,sfrs); ΓM(ψ⊗j1r=1c1r ,...,⊗
jk
r=1ckr
;φ1c11,...,c1j1
, ..., φkck1,...,ckjk
))
=ΓM(ΓM(H(⊗r,sfrs);ψ⊗j1r=1c1r ,...,⊗
jk
r=1ckr
);φ1c11,...,c1j1 , ..., φ
k
ck1,...,ckjk
)
but as ψ is an k-morphism in ME , we have that
ΓM(H(⊗r,sfrs);ψ⊗j1r=1c1r,...,⊗
jk
r=1ckr
) =
ΓM(ψ⊗j1r=1c′1r ,...,⊗
jn
r=1c
′
kr
;G1(⊗sf1s), ..., Gk(⊗sfks))
hence
ΓM(H(⊗r,sfrs); ΓME (ψ;φ
1, ..., φk)c11,...,ckjk) =(1)
ΓM(ΓM(ψ⊗j1r=1c′1r ,...,⊗
jk
r=1c
′
kr
;G1(⊗sf1s), ..., Gk(⊗sfks));φ
1
c11,...,c1j1
, ..., φkck1,...,ckjk
).(2)
On the other hand, again using the definition and property Multi(1) for M we have
ΓM(ΓME (ψ;φ
1, ..., φk)c′11,...,c′kjk
;F11(f11), ..., Fkjk(fkjk))
=ΓM(ΓM(ψ⊗j1r=1c′1r ,...,⊗
jk
r=1c
′
kr
;φ1c′11,...,c′1j1
, ..., φkc′
k1,...,c
′
kjk
);F11(f11), ..., Fkjk(fkjk))
=ΓM(ψ⊗j1r=1c′1r ,...,⊗
jk
r=1c
′
kr
;α1, ..., αk),
where
αi = ΓM(φ
i
c′i1,...,c
′
iji
;Fi1(fi1), ..., Fiji(fiji)).
But as each φi is a ji-morphism, by definition we get that
αi = ΓM(G(⊗sfis);φ
i
ci1,...,ciji
) = ΓM(φ
i
c′i1,...,c
′
iji
;Fi1(fi1), ..., Fiji(fiji)),
therefore
ΓM(ΓME (ψ;φ
1, ..., φk)c′11,...,c′kjk
;F11(f11), ..., Fkjk(fkjk)) =(3)
ΓM(ΓM(ψ⊗j1r=1c′1r ,...,⊗
jk
r=1c
′
kr
;G1(⊗sf1s), ..., Gk(⊗sfks));φ
1
c11,...,c1j1
, ..., φkck1,...,ckjk
)(4)
By (1) and (3) we see that ΓME (ψ;φ
1, ..., φk) also satisfies the naturality condition.
We define now a right action of Σk on the set of all k-morphisms. Suppose then
that φ ∈ ME(F1, ..., Fk;G) is a k-morphism in ME and σ ∈ Σk. Define σ∗φ ∈
ME(Fσ(1), ..., Fσ(k), G) as follows: for objects c1, ..., ck of E , define
σ∗φcσ(1),...,cσ(k) = σ
∗Γ(G(τσ,c1,...,ck);φc1,...,ck).
Here
τσ,c1,...,ck : c1 ⊗ · · · ⊗ ck → cσ(1) ⊗ · · · ⊗ cσ(k),
is the natural isomorphism in E and
σ∗ :M(F1(c1), ..., Fk(ck), G(⊗
k
i=1cσ(i)))→
M(Fσ(1)(cσ(1)), ..., Fσ(k)(cσ(k)), G(⊗
k
i=1cσ(i)))
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is the action of Σk on the k-morphisms of the multicategoryM. By a similar argument
as in the definition of the multiproduct, it follows that this way defined, σ∗φ satisfies
the naturality condition and thus σ∗φ is well defined. This definition extends easily
to morphisms in the category of k-morphisms when M is enriched over Cat. This
indeed defines an action as Σk acts on the right on the set of k-morphisms of M.
If F : E → M is an object of ME , then the identity 1F ∈ ME(F ;F ) is the 1-
linear natural transformation 1F , such that for each object c of E , (1F )c = 1F (c) ∈
M(F (c);F (c)). 1F clearly satisfies the naturality condition and thus it defines a 1-
morphism in ME(F ;F ) that is clearly a unit.
Let’s check now that this data defines a multicategory; that is, we need to check the
conditions Multi(1)-Multi(4) of [4, Definition 2.1]. Conditions Multi(1) and Multi(2)
are satisfied pointwise as M is a multicategory and thus these conditions hold for
ME . Let’s check that condition Multi(3) is satisfied. To do so, take Fir, Gi and H
objects in ME for 1 ≤ i ≤ k and 1 ≤ r ≤ ji. Also take σ ∈ Σk. We need to show the
commutativity of the following diagram
ME(G1, ..., Gk;H)×
∏k
i=1M
E(Fi1, ..., Fiji;Gi)
Γ
++WWWW
WWWW
WWWW
WWWW
WWW
σ∗×σ−1

ME(F11, ..., Fkjk ;H)
(σ<jσ(1),...,jσ(k)>)
∗

ME(Gσ(1), ..., Gσ(k);H)×
∏k
i=1M
E(Fσ(i)1, ..., Fσ(i)jσ(i) ;Gσ(i))
Γ ++VVVV
VVVV
VVVV
VVVV
VVV
ME(Fσ(1)1, ..., Fσ(k)jσ(k);H).
To show the commutativity of this diagram, take objects c11, ..., ckjk of E , φ
i ∈
ME(Fi1, ..., Fiji;Gi) for 1 ≤ i ≤ k and ψ ∈ M
E(G1, ..., Gk;H) an k-morphism. Then
by definition we have that
((σ<jσ(1),...,jσ(k)>)
∗Γ(ψ, φ1, ..., φk))cσ(1)1,...,cσ(k)jσ(k)
=
(σ<jσ(1),...,jσ(k)>)
∗Γ(H(τσ,c11,...,ckjk); Γ(ψ;φ
1, ..., φk)c11,...,ckjk ) =
(σ<jσ(1),...,jσ(k)>)
∗Γ(H(τσ,c11,...,ckjk); Γ(ψ⊗j1i=1c1i,...,⊗
jk
i=1cki
;φ1c11,...,c1j1
, ..., φ1ck1,...,ckjk
)).
On the other hand
Γ((σ∗ × σ−1)(ψ;φ1, ..., φk))cσ(1)1,...,cσ(k)jσ(k) =
Γ(σ∗ψ;φσ(1), ..., φσ(k))cσ(1)1,...,cσ(k)jσ(k)
=
Γ(σ∗ψ
⊗
jσ(1)
i=1 cσ(1)i,...,⊗
jσ(k)
i=1 cσ(k)i
;φσ(1)cσ(1)1,...,cσ(1)jσ(1)
, ..., φσ(k)cσ(k)1,...,cσ(k)jσ(k)
) =
Γ(σ∗Γ(H(τσ,c11 , ..., ckjk);ψ⊗j1i=1c1i,...,⊗
jk
i=1cki
);φσ(1)cσ(1)1,...,cσ(1)jσ(1)
, ..., φσ(k)cσ(k)1,...,cσ(k)jσ(k)
).
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Since M is a multicategory, by property Multi(3) we get
Γ(σ∗Γ(H(τσ,c11 , ..., ckjk);ψ⊗c1i,...,⊗cki);φ
σ(1)
cσ(1)1,...,cσ(1)jσ(1)
, ..., φσ(k)cσ(k)1,...,cσ(k)jσ(k)
)
= Γ((σ∗ × σ−1)(Γ(H(τσ,c11 , ..., ckjk ;ψ⊗c1i,...,⊗cki);φ
1
c11,...,c1j1
, ..., φ1ck1,...,ckjk
)))
= (σ<jσ(1),...,jσ(k)>)
∗Γ(Γ(H(τσ,c11 , ..., ckjk ;ψ⊗c1i,...,⊗cki);φ
1
c11,...,c1j1
, ..., φ1ck1,...,ckjk
)),
but again using the fact thatM is a multicategory, by property Multi(1) we get that
Γ(Γ(H(τσ,c11 , ..., ckjk ;ψ⊗j1i=1c1i,...,⊗
jk
i=1cki
);φ1c11,...,c1j1 , ..., φ
1
ck1,...,ckjk
))
= Γ(H(τσ,c11,...,ckjk); Γ(ψ⊗j1i=1c1i,...,⊗
jk
i=1cki
;φ1c11,...,c1j1
, ..., φ1ck1,...,ckjk
)).
Thus diagram Multi(3) commutes. In the case that M is enriched over Cat, a
similar argument shows that the respective diagram commutes on morphisms. The
commutativity of diagram Multi(4) is similar. This proves Theorem 19. 
Example: Our main application of the previous theorem is the case whereM = P.
Explicitly, the multicategory PE , has objects the functors
E → P.
If F1, ..., Fk and G are objects in P
E , then the k-morphism set, PE(F1, ..., Fk;G) forms
a category, its objects are the k-linear natural maps; that is, the assignments φ that
for each c1, ..., ck ∈ OE correspond a k-linear map
φc1,...,ck : F1(c1)× · · · × Fk(ck)→ G(c1 ⊗ . . .⊗ ck)
such that φ satisfies the naturality condition as described before. If φ and ψ are two
objects in PE(F1, ..., Fk;G), then a morphism α : φ → ψ is a morphism of natural
k-linear transformations; that is, for c1, ..., ck
αc1,...,ck : φc1,...,ck → ψc1,...,ck
is a natural map such that the following diagram is commutative
φc1,...,ck(x1, ..., xi, ..., xk)⊕ φc1,...,ck(x1, ..., x
′
i, ..., xk)
δi
φc1,...,ck//
αc1,...,ck⊕αc1,...,ck

φc1,...,ck(x1, ..., xi ⊕ x
′
i, ..., xk)
αc1,...,ck

ψc1,...,ck(x1, ..., xi, ..., xk)⊕ ψc1,...,ck(x1, ..., x
′
i, ..., xk)
δi
ψc1,...,ck
// ψc1,...,ck(x1, ..., xi ⊕ x
′
i, ..., xk).
Here, δiφc1,...,ck
and δiψc1,...,ck
are the structural maps of the k-linear maps φc1,...,ck and
ψc1,...,ck.
The action of Σk on k-morphisms, is defined in the following way. If σ ∈ Σk and
φ ∈ PE(F1, ..., Fk, G). For c1, ..., ck ∈ OC , define σ∗φcσ(1),...,cσ(k) is the k-linear map
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making the following diagram commutative
∏k
i Fσ(i)(cσ(i))
σ∗φcσ(1),...,cσ(k)//
σ−1

G(⊗ki=1cσ(i))
∏k
i Fi(ci) φc1,...,ck
// G(⊗ki=1ci)
G(τσ,c1,...,ck ).
OO
Here τσ,c1,...,ck is the coherent isomorphism c1 ⊗ · · · ⊗ ck
≈
→ cσ(1) ⊗ · · · ⊗ cσ(k) in E
obtained by iterated applications of γ. On the other hand, the multiproduct in PE is
defined as follows: suppose φi ∈ PE(Fi1, ..., Fiji;Gi), ψ ∈ P
E(G1, ..., Gn;H). For any
objects cis of E , for 1 ≤ i ≤ n, 1 ≤ s ≤ ji, define
Γ(ψ, φ1, ..., φn)c11,...,cnjn = ψc11⊗···⊗c1j1 ,...,cn1⊗···⊗cnjn (φ
1
c11,...,c1j1
, ..., φncn1,...,cnjn).
Suppose now that M1 and M2 are two multicategories and that F :M1 →M2 is a
multifunctor. Then F induces a functor F∗ :ME1 →M
E
2 defined by composition with
F . This functor preserves the multicategory structure; that is, F∗ is a multifunctor.
In the case where that both M1 and M2 are enriched over Cat and that F is
an enriched multifunctor, then F∗ is also enriched. We prove this in the following
theorem.
Theorem 22. The functor F∗ is a multifunctor that is enriched if M1 and M2 are
enriched over Cat and F is an enriched multifunctor.
Proof: Suppose that F1, ..., Fk, G : E → M1 are objects in ME1 , then F∗(F1) =
F ◦ F1, ...,F∗(G) = F ◦ G : E → M2. Take φ ∈ ME1 (F1, ..., Fk, G). Thus given
objects c1, ..., ck in E , by definition φc1,...,ck ∈ M1(F1(c1), ..., Fk(ck), G(⊗
k
i=1ci)) and
thus F(φc1,...,ck) ∈M2(F(F1)(c1), ...,F(Fk)(ck),F(G)(⊗
k
i=1ci)). We define
F∗(φ) ∈M
E
2 (F∗(F1), ...,F∗(Fk);F∗(G))
by
F∗(φ)c1,...,ck = F(φc1,...,ck) ∈M2(F∗(F1)(c1), ...,F∗(Fk)(ck);F∗(G)(⊗
k
i=1ci)).
We need to show that F∗(φ) satisfies the naturality condition; that is, if we are given
morphisms fi : ci → c′i in E, we need to show that
Γ(F∗(G)(⊗fi);F∗(φ)c1,...,ck) = Γ(F∗(φ)c′1,...,c′k;F∗(F1)(f1), ...,F∗(Fk)(fk)).
But we know that this is true for φ, thus we know that
Γ(G(⊗fi);φc1,...,ck) = Γ(φc′1,...,c′k;F1(f1), ..., Fk(fk)).
Applying F to both sides and using that F is a multifunctor we see that
Γ(F∗(G)(⊗fi);F∗(φ)c1,...,ck) = F(Γ(G(⊗fi);φc1,...,ck))
F(Γ(φc′1,...,c′k;F1(f1), ..., Fk(fk))) = Γ(F∗(φ)c′1,...,c′k;F∗(F1)(f1), ...,F∗(Fk)(fk)),
which proves that F∗(φ) also satisfies the naturality condition.
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Let’s show now that F∗ respects the multiproduct. To do so consider Fir, Gi and H
objects in ME1 for 1 ≤ i ≤ k and 1 ≤ r ≤ ji. Also consider φ
i ∈ ME1(Fi1, ..., Fiji, Gi)
and ψ ∈ME1 (G1, ..., Gk, H) for 1 ≤ i ≤ k and cir objects in E . Then by definition
(F∗Γ(ψ;φ
1, ..., φk))c11,...,ckjk = F∗Γ(ψ⊗j1r=1c1r,...,⊗
jk
r=1ckr
;φ1c11,...,c1j1
, ..., φkck1,...,ckjk
)
=Γ(F∗(ψ)⊗j1r=1c1r ,...,⊗
jk
r=1ckr
;F∗(φ
1)c11,...,c1j1 , ...,F∗(φ
k)ck1,...,ckjk )
=(Γ(F∗(ψ);F∗(φ
1), ...,F∗(φ
k)))c11,...,ckjk ,
and thus F∗ preserves the multiproduct. On the other hand, it’s trivial to show that
F∗ preserves units. We still need to show that F∗ is compatible with the action of
Σk. Thus take σ ∈ Σk. We need to show that the following diagram is commutative
ME1 (F1, ..., Fk;G)
F∗ //
σ∗

ME2 (F∗(F1), ...,F∗(Fk);F∗(G))
σ∗

ME1 (Fσ(1), ..., Fσ(k);G) F∗
//ME2 (F∗(Fσ(1)), ...,F∗(Fσ(k));F∗(G)).
But by definition and the fact that F is a multifunctor we have that
F∗(σ
∗φ)cσ1 ,...,cσk = F(σ
∗φcσ1 ,...,cσk) = F(σ
∗Γ(G(τσ,c1,...,ck);φc1,...,ck))
=σ∗(F∗(Γ(G(τσ,c1,...,ck);φc1,...,ck))) = σ
∗(Γ(F∗(G)(τσ,c1,...,ck);F∗(φc1,...,ck)))
=σ∗(F∗(φ))cσ(1),...,cσ(k).
This proves that F∗ is a multifunctor. In the case that M1, M2 are enriched over
Cat and F and enriched multifunctor, then by a similar argument we see that F∗ is
a multifunctor. 
In [4] Elmendorff and Mandell constructed a multifunctor K : P→ ΣS. Using this
multifunctor and the previous theorem we get the following corollary.
Corollary 23. The multifunctor K : P → ΣS induces an enriched multifunctor
K∗ : P
E → ΣSE
5. Multifunctors to PE
In this section we study the multicategory PE ; that is, the multicategory obtained
by taking M = P in the previous construction. In particular we characterize the
multifunctors to PE out of certain parameters multicategories Σ∗ and EΣ∗ that are
defined in this section. In [4] Elmendorf and Mandell proved that multifunctors
Σ∗, EΣ∗ → P are determined by additional structure on the image of the only object
of Σ∗ and EΣ∗ respectively. Following their idea, we show that multifunctors from
Σ∗ and EΣ∗ to P
E are determined by additional structure on the fibered category
associated to the functor E → P that is the image of the only object of Σ∗ and EΣ∗.
We will denote by Σ∗ the associative operad; that is, Σ∗ is the operad whose
value at k ≥ 0 is the symmetric group Σk. This operad is relevant as its algebras
on a symmetric monoidal category are the associative monoids. We regard Σ∗ as a
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multicategory with only one object. The goal of this section is to give an explicit
description to the multifunctors
S : Σ∗ → P
E .
Such a multifunctor maps the unique object of Σ∗ to an object F of P
E . The mul-
tifunctor Σ∗ → PE , then factors through the multicategory generated by F in PE .
Suppose we have such a multifunctor Σ∗ → PE mapping the only object of Σ∗ to F .
Consider 12 ∈ Σ2 the identity element. This is a 2-morphism in the multicategory
Σ∗, hence it is mapped to a 2-morphism ⊗ ∈ P
E(F, F ;F ). This operation is strictly
associative, there is a unit 1 that is an object of F (1E). The operation ⊗ and the unit
1 satisfy similar coherences as in [4, Definition 3.3]. To be more precise, we have that
⊗ ∈ PE(F, F ;F ), this means that for every pair c1, c2 ∈ OE we have a 2-linear map
⊗
c1,c2
: F (c1)× F (c2)→ F (c1 ⊗ c2)
Each ⊗
c1,c2
comes equipped with distributivity maps
dlc1,c2 : (x ⊗
c1,c2
y)⊕ (x′ ⊗
c1,c2
y)→ (x⊕ x′) ⊗
c1,c2
y,
drc1,c2 : (x ⊗
c1,c2
y)⊕ (x ⊗
c1,c2
y′)→ x ⊗
c1,c2
(y ⊕ y′)
that are the identity whenever x or x′ equal 0c1 or whenever y or y
′ equal 0c2.
By the definition of a 2-linear map the following coherences are satisfied.
(c.1) (x ⊗
c1,c2
y)⊕ (x′ ⊗
c1,c2
y)⊕ (x′′ ⊗
c1,c2
y)
dlc1,c2
⊕id
//
id⊕dlc1,c2

((x⊕ x′) ⊗
c1,c2
y)⊕ (x′′ ⊗
c1,c2
y)
dlc1,c2

(x ⊗
c1,c2
y)⊕ ((x′ ⊕ x′′) ⊗
c1,c2
y)
dlc1,c2
// (x⊕ x′ ⊕ x′′) ⊗
c1,c2
y
is a commutative diagram and there is a similar commutative diagram for drc1,c2.
Also
(c.2) (x ⊗
c1,c2
y)⊕ (x′ ⊗
c1,c2
y)
dlc1,c2 //
γ⊕

(x⊕ x′) ⊗
c1,c2
y
γ⊕⊗c1,c2 id

(x′ ⊗
c1,c2
y)⊕ (x ⊗
c1,c2
y)
dlc1,c2
// (x′ ⊕ x) ⊗
c1,c2
y
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is a commutative diagram and there is a similar commutative diagram for drc1,c2.
We also need the following diagram to commute
(c.3) (x ⊗
c1,c2
(y ⊕ y′))⊕ (x′ ⊗
c1,c2
(y ⊕ y′))
dlc1,c2
2
22
22
22
22
22
22
22
22
2
(x ⊗
c1,c2
y)⊕ (x ⊗
c1,c2
y′)⊕ (x′ ⊗
c1,c2
y)⊕ (x′ ⊗
c1,c2
y′)
drc1,c2
⊕drc1,c2
66lllllllllllll
id⊕γ⊕⊕id

(x⊕ x′) ⊗
c1,c2
(y ⊕ y′).
(x ⊗
c1,c2
y)⊕ (x′ ⊗
c1,c2
y)⊕ (x ⊗
c1,c2
y′)⊕ (x′ ⊗
c1,c2
y′)
dlc1,c2
⊕dlc1,c2 ((R
RRR
RRR
RRR
RRR
((x⊕ x′) ⊗
c1,c2
y)⊕ ((x⊕ x′) ⊗
c1,c2
y′)
drc1,c2
FF
In addition, we require that ⊗ vanishes whenever one of the inputs is zero, more
concretely, we require that
0c1 ⊗
c1,c2
x = 0c1⊗c2,(c.4)
x ⊗
c1,c2
0c2 = 0c1⊗c2.
Diagrams (c.1), (c.2), (c.3) and (c.4) say that each⊗c1,c2 is a 2-linear map. In order
for ⊗ to be a 2-morphism in the multicategory PE we need the naturality condition
to be satisfied; that is, given morphisms fi : ci → c
′
i in E for i = 1 and i = 2, then
the following diagram is commutative
(c.5) F (c1)× F (c2)
F (f1)×F (f2) //
⊗
c1,c2 
F (c′1)× F (c
′
2)
⊗
c′1,c
′
2
F (c1 ⊗ c2)
F (f1⊗f2)
// F (c′1 ⊗ c
′
2).
We need this diagram to be a commutative diagram of 2-linear maps; that is, given
x and x′ objects in F (c1), y object in F (c2) we need the maps (∗) and (∗∗) to be the
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same
F (f1)x ⊗
c′1,c
′
2
F (f2)y ⊕ F (f1)x
′ ⊗
c′1,c
′
2
F (f2)y
dl
c′
1
,c′
2→ F (f1)x⊕ F (f1)x
′ ⊗
c′1,c
′
2
F (f2)y(*)
λF (f1)→ (F (f1)(x⊕ x
′)) ⊗
c′1,c
′
2
F (f2)y,
F (f1 ⊗ f2)(x ⊗
c1,c2
y)⊕ F (f1 ⊗ f2)(x
′ ⊗
c1,c2
y)
λF (f1⊗f1)→(**)
F (f1 ⊗ f2)(x ⊗
c1,c2
y ⊕ x′ ⊗
c1,c2
y)
F (f1⊗f2)(dlc1,c2 )→ F (f1 ⊗ f2)((x⊕ x
′) ⊗
c1,c2
y);
that is, we have that
(c.6) λF (f1) ◦ d
l
c′1,c
′
2
= F (f1 ⊗ f2)(d
l
c1,c2
) ◦ λF (f1⊗f2),
and a similar condition is satisfied for drc1,c2.
Also we have that 1, which is an object of F (1E), is a strict unit, in this case this
means that
(c.7) 1⊗
1,c
x = x = x⊗
c,1
1.
We also need strict associativity, which in this case this means that for every objects
c1, c2 and c3 of E , and every objects x, y and z of F (c1), F (c2) and F (c3) respectively,
we have
(c.8) (x ⊗
c1,c2
y) ⊗
c1⊗c2,c3
z = x ⊗
c1,c2⊗c3
(y ⊗
c2,c3
z).
In addition we need the following diagram (c.9) to commute and a similar for dr
(c.9) (x ⊗
c1,c2⊗c3
(y ⊗
c2,c3
z))⊕ (x′ ⊗
c1,c2⊗c3
(y ⊗
c2,c3
z))
dlc1,c2⊗c3
6
66
66
66
66
66
66
66
66
66
((x ⊗
c1,c2
y) ⊗
c1⊗c2,c3
z)⊕ ((x′ ⊗
c1,c2
y) ⊗
c1⊗c2,c3
z)
=
66mmmmmmmmmmmmm
dlc1⊗c2,c3

(x⊕ x′) ⊗
c1,c2⊗c3
(y ⊗
c2,c3
z).
((x ⊗
c1,c2
y)⊕ (x′ ⊗
c1,c2
y)) ⊗
c1⊗c2,c3
z
dlc1,c2
⊗c1,c2⊗c3 id ((QQ
QQQ
QQQ
QQQ
QQ
((x′ ⊕ x) ⊗
c1,c2
y) ⊗
c1⊗c2,c3
z
=
CC
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Finally we need the diagram (c.10) to be commutative.
(c.10)
((x ⊗
c1,c2
y) ⊗
c1⊗c2,c3
z)⊕ ((x ⊗
c1,c2
y′) ⊗
c1⊗c2,c3
z)
dlc1⊗c2,c3//
=

((x ⊗
c1,c2
y)⊕ (x ⊗
c1,c2
y)) ⊗
c1⊗c2,c3
z
drc1,c2
⊗c1⊗c2,c3 id

(x ⊗
c1,c2⊗c3
(y ⊗
c2,c3
z))⊕ (x ⊗
c1,c2⊗c3
(y′ ⊗c2,c3 z))
drc1,c2⊗c3

(x ⊗
c1,c2
(y ⊕ y′)) ⊗
c1⊗c2,c3
z
=

x ⊗
c1,c2⊗c3
((y ⊗
c2,c3
z)⊕ (y′ ⊗
c2,c3
z))
id⊗c1,c2⊗c3d
l
c2,c3
// x ⊗
c1,c2⊗c3
((y ⊕ y′) ⊗
c2,c3
z).
We have the following theorem.
Theorem 24. Having a multifunctor Σ∗ → PE mapping the only object of Σ∗ to a
functor F : E → P is equivalent to having a functor F : E → P, a functor
⊗
c1,c2
: F (c1)× F (c2)→ F (c1 ⊗ c2)
for each pair c1, c2 ∈ OE , a unit 1 which is an object in F (1E) and distributivity maps
dlc1,c2 : (x ⊗
c1,c2
y)⊕ (x′ ⊗
c1,c2
y)→ (x⊕ x′) ⊗
c1,c2
y,
drc1,c2 : (x ⊗
c1,c2
y)⊕ (x ⊗
c1,c2
y′)→ x ⊗
c1,c2
(y ⊕ y′)
satisfying conditions (c.1)− (c.10).
Proof: First suppose that we have a multifunctor S : Σ∗ → PE . Then S factors
through the multicategory generated by F : E → P, for some F . Thus, we may
regard S as a multifunctor S : Σ∗ → {P
E(F, ..., F ;F )}, sending the only object of Σ∗
to F . Let 1n ∈ Σn be the identity element. Then 12 is a 2-morphism and we let ⊗ =
S2(12) ∈ PE(F, F ;F ). Unraveling the definitions, we see that ⊗c1,c2 is 2-linear map
for every c1, c2 ∈ OE . Therefore conditions (c.1)− (c.4) hold. In addition, properties
(c.5) and (c.6) hold as ⊗ satisfies the naturality condition, this follows from the fact
that ⊗ is a 2-morphism in the multicategory PE . Consider 10 ∈ Σ0. This element is
mapped under S0 to a 0-morphism in P
E(;F ). By definition, this is just an object in
the category F (1E) which we define as the unit 1. Condition (c.7) follows from the
fact that, in Σ∗, we have the equality ΓΣ∗(12; 11, 10) = 11 = ΓΣ∗(12; 10, 11). Property
(c.8), the associativity property, follows from the fact that in the multicategory Σ∗,
we have ΓΣ∗(12; 12, 11) = ΓΣ∗(12; 11, 12), thus we have that
ΓPE (⊗;⊗, 1F ) = ΓPE (⊗; 1F ,⊗).
The previous equation implies condition (c.8). Note that both ΓPE (⊗;⊗, 1F ) and
ΓPE (⊗; 1F ,⊗) are 3-morphisms in P
E . Therefore, for every triple c1, c2, c3 ∈ OE ,
ΓPE (⊗;⊗, 1F )c1,c2,c3 and ΓPE (⊗; 1F ,⊗)c1,c2,c3,
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are 3-linear maps that agree, in particular their structural maps δi must agree. This
shows that conditions (c.9) and (c.10) are satisfied.
On the other hand, suppose we have a functor F : E → P, a collection of 2-
linear maps ⊗c1,c2 for each pair c1 and c2 ∈ OE and a unit 1 that satisfy properties
(c.1)− (c.10). We want to define a multifunctor S : Σ∗ → PE . To begin, we define
S evaluated on the only object of Σ∗ as F .
Note that conditions (c.1)− (c.4) say precisely that ⊗c1,c2 is a 2-linear map
⊗
c1,c2
: F (c1)× F (c2)→ F (c1 ⊗ c2),
with structural maps dlc1,c2 and d
r
c1,c2
for every pair c1 and c2 ∈ OE . In addition, by
properties (c.5) and (c.6) we see that ⊗ satisfies the naturality condition, therefore
⊗ is a 2-morphism in PE(F, F ;F ). We claim that properties (c.7)− (c.8) imply that,
as 3-morphisms in PE(F, F, F ;F ),
(5) ΓPE (⊗;⊗, 1F ) = ΓPE (⊗; 1F ,⊗).
Indeed, for c1, c2 and c3 ∈ OE we have
ΓPE (⊗;⊗, 1F )c1,c2,c3 = ⊗
c1⊗c2,c3
◦( ⊗
c1,c2
×idF (c3)),
ΓPE (⊗; 1F ,⊗)c1,c2,c3 = ⊗
c1,c2⊗c3
◦(idF (c1) × ⊗
c2,c3
).
By equation (c.8), ΓPE (⊗;⊗, 1F )c1,c2,c3 and ΓPE (⊗; 1F ,⊗)c1,c2,c3 agree as functors. On
the other hand, the 3-linear map ΓPE (⊗;⊗, 1F )c1,c2,c3 has structural maps δ
1, δ2, δ3,
where δ1 is given by
(6) δ1 = (dlc1,c2 ⊗c1⊗c2,c3 id) ◦ d
l
c1⊗c2,c3.
Similarly we can find equations δ2 and δ3. On the other hand, the 3-linear map
ΓPE (⊗; 1F ,⊗)c1,c2,c3 has structural maps δ
1
∗, δ
2
∗, δ
3
∗, where δ
1
∗ is given by
(7) δ1∗ = d
l
c1,c2⊗c3
.
Similarly we can find equations δ2∗ and δ
3
∗ . By diagram (c.9), we see that (6) and (7)
agree. The same statement is true for δ2, δ3 and δ
2
∗, δ
3
∗ and it follows by conditions
(c.9) and (c.10).
To construct the multifunctor S, we need to define for k ≥ 0 a functor
Sk : Σk → P
E(F, ..., F ;F )
that respects the action of Σk and the multiproduct. As Σk is a discrete category,
it suffices to define Sk(σ) for all σ ∈ Σk. We will define first Sk(1k) for k ≥ 0. For
k = 0 we define S0(10) = 1. To define Sk(1k) for k ≥ 1, we will use the following
notation. Suppose that c1, ..., ck ∈ OE and that xi is an object in the permutative
category F (ci), for 1 ≤ i ≤ k. Define
x1,...,k = x1 ⊗ · · · ⊗ xk = (· · · ((x1 ⊗
c1,c2
x2) ⊗
c1⊗c2,c3
x3) · · · ⊗
c1⊗···⊗ck−1,ck
xk).
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Note that by condition (c.8), this is well defined and equals any rearranging of the
parenthesis using the respective operations ⊗. With this in mind, define
Sk(1k)c1,...,ck(x1, ..., xk) = x1 ⊗ · · · ⊗ xk = x1,...,k.
We need to define the structural maps of the Sk(1k)c1,...,ck’s in order for it to be a
k-linear map. To do this, note that by condition (c.8) we have that
Sk(1k)c1,...,ck(x1, ..., xk) = x1,...,k = x1,...,i−1 ⊗ xi ⊗ xi+1,...,k.
Then we define
δi :Sk(1k)c1,...,ck(x1, ..., xi, ..., xk)⊕ Sk(1k)c1,...,ck(x1, ..., x
′
i, ..., xk)
=x1,...,i−1 ⊗ xi ⊗ xi+1,...,k ⊕ x1,...,i−1 ⊗ x
′
i ⊗ xi+1,...,k
→ x1,...,i−1 ⊗ (xi ⊕ x
′
i)⊗ xi+1,...,k
=Sk(1k)c1,...,ck(x1, ..., xi ⊕ x
′
i, ..., xk),
to be the diagonal map in the following commutative diagram
x1,...,i−1 ⊗ xi ⊗ xi+1,...,k ⊕ x1,...,i−1 ⊗ x′i ⊗ xi+1,...,k
dl
**UUU
UUU
UUUU
UUUU
UU
dr

(x1,...,i−1 ⊗ xi ⊕ x1,...,i−1 ⊗ x′i)⊗ xi+1,...,k
dr⊗id

x1,...,i−1 ⊗ (xi ⊗ xi+1,...,k ⊕ x′i ⊗ xi+1,...,k)
id⊗dl **TTT
TTT
TTTT
TTT
TTT
x1,...,i−1 ⊗ (xi ⊕ x′i)⊗ xi+1,...,k.
The previous diagram is commutative by condition (c.10) and by a direct computa-
tion we see that the condition of commutation with ⊕ for δi is satisfied.
In general, we define for σ ∈ Σk
Sk(σ) = σ
∗Sk(1k).
This way defined, Sk is clearly respects the Σk action. Let’s see that it respect the
multiproduct. To do so, take φi ∈ Σji for 1 ≤ i ≤ k and σ ∈ Σk. We need to verify
the equality
Sj1+···+jk(ΓΣ∗(σ;φ1, ..., φk)) = ΓPE (Sk(σ);Sj1(φ1), ..., Sjk(φk)).
In Σ∗, the multiproduct is defined by
ΓΣ∗(σ;φ1, ..., φk) = σ〈j1,...,jk〉 ◦ (φ1 ⊕ · · · ⊕ φk).
Here, φ1 ⊕ · · · ⊕ φk means the image of φ1, ...φk under the canonical embedding
Σj1 × · · · × Σjk → Σj1+···jk .
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By definition we have
Sj1+···+jk(ΓΣ∗(σ;φ1, ..., φk)) =(ΓΣ∗(σ;φ1, ..., φk))
∗Sj1+···+jk(1j1+···+jk)
=(σ〈j1,...,jk〉 ◦ (φ1 ⊕ · · · ⊕ φk))
∗Sj1+···+jk(1j1+···+jk).
On the other hand,
ΓPE (Sk(σ);Sj1(φ1), ..., Sjk(φk)) = ΓPE (σ
∗Sk(1k);φ
∗
1Sj1(1j1), ..., φ
∗
kSjk(1jk)).
Using properties Multi(3) and Multi(4) in the multicategory PE , we obtain
ΓPE (Sk(σ);Sj1(φ1), ..., Sjk(φk))
= (σ〈j1,...,jk〉 ◦ (φ1 ⊕ · · · ⊕ φk))
∗ΓPE (Sk(1k);Sj1(1j1), ..., Sjk(1jk)).
Thus it suffices to show that
Sj1+···+jk(1j1+···+jk) = ΓPE (Sk(1k);Sj1(1j1), ..., Sjk(1jk)).
But this follows by induction and equation (5). Since S respects identities by defi-
nition, we see that S is a multifunctor mapping the only object of Σ∗ to F . Finally,
the fact that these correspondences are inverses of each other follows by a direct
computation. 
We now discuss the case where the operations ⊗c1,c2, satisfy some sort of commuta-
tivity up to coherent isomorphisms. Let’s denote by EΣ∗ the category valued operad
that for each j, corresponds EΣj the translation category of Σj ; that is, the object
set of EΣj is Σj and there is exactly one morphism between any pair of objects of
EΣj . We can see EΣ∗ as a multicategory with only one object and that is enriched
over Cat. In the same spirit as in the previous theorem, we want to give an explicit
description to the enriched multifunctors
S : EΣ∗ → P
E .
Such a multifunctor maps the unique object of EΣ∗ to an object F of P
E . The
multifunctor EΣ∗ → PE , then factors through the multicategory generated by F in
PE . We can see each Σj as the trivial category with only the identity morphisms.
Thus we have an inclusion functor ij : Σj → EΣj for every j ≥ 0. The collection of
all ij gives rise to a multifunctor
i : Σ∗ → EΣ∗.
This multifunctor is trivially enriched over Cat. By composing S with i, we see that
for F conditions (c.1)− (c.10) are satisfied. In addition, we also have the following
properties. Let ξ ∈ Σ2 is the map that permutes the two elements of {1, 2}. Then we
can find a map of 2-morphisms
µ : ⊗ → ξ∗⊗;
that is, for each pair of objects c1 and c2 of E , we have a map of 2-linear maps
µc1,c2 : x ⊗
c1,c2
y → F (τξ,c2,c1)(y ⊗
c2,c1
x)
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satisfying the following coherence diagrams
(c.11) x ⊗c1,c2
0c2
µc1,c2 //
=

F (τξ,c2,c1)(0c2 ⊗
c2,c1
x)
=

0c1⊗c2 =
// F (τξ,c2,c1)(0c2⊗c1),
(c.12) x ⊗c1,c2
y µc1,c2 //
=
((QQ
QQQ
QQQ
QQQ
QQQ
Q
F (τξ,c2,c1)(y ⊗
c2,c1
x)
F (τξ,c2,c1 )(µc2,c1 )

F (τξ,c2,c1)F (τξ,c1,c2)(x ⊗
c1,c2
y),
(c.13) (x⊕ x
′) ⊗
c1,c2
y
µc1,c2
8
88
88
88
88
88
88
88
88
88
8
(x ⊗
c1,c2
y)⊕ (x′ ⊗
c1,c2
y)
dlc1,c2
66mmmmmmmmmmmmm
µc1,c2⊕µc1,c2

F (τξ,c2,c1)(y ⊗
c2,c1
(x⊕ x′)),
F (τξ,c2,c1)(y ⊗
c2,c1
x)⊕ F (τξ,c2,c1)(y ⊗
c2,c1
x′)
λF (τξ,c2,c1
) ((QQ
QQQ
QQQ
QQQ
QQ
F (τξ,c2,c1)((y ⊗
c2,c1
x)⊕ (y ⊗
c2,c1
x′))
F (τξ,c2,c1)(d
r
c2,c1
)
CC
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(c.14)
x ⊗
c1,c2⊗c3
(y ⊗
c2,c3
z)
id ⊗
c1,c2⊗c3
µc2,c3
//
=

x ⊗
c1,c2⊗c3
(F (τξ,c3,c2)z ⊗
c3,c2
y)
=

(x ⊗
c1,c2
y) ⊗
c1⊗c2,c3
z
µc1⊗c2,c3

F (1⊗ τξ,c3,c2)(x ⊗
c1,c3⊗c2
(z ⊗
c3,c2
y))
=

F (τξ,c3,c1⊗c2)(z ⊗
c3,c1⊗c2
(x ⊗
c1,c2
y))
=

F (1⊗ τξ,c3,c2)((x ⊗
c1,c3
z) ⊗
c1⊗c3,c2
y)
F (id⊗τξ,c3,c2)(µc1,c3 )⊗id

F (τξ,c3,c1⊗c2)((z ⊗
c3,c1
x) ⊗
c3⊗c1,c2
y)
=
// F (1⊗ τξ,c3,c2)(F (τξ,c3,c1)(z ⊗
c3,c1
x) ⊗
c1⊗c3,c2
y).
The equalities in the previous diagram are obtained by applying the naturality prop-
erty of ⊗ and the associativity property of ⊗ which are satisfied as conditions (c.1−
c.10) hold. We have the following theorem.
Theorem 25. Having a multifunctor EΣ∗ → P
E mapping the only object of EΣ∗ to
a functor F : E → P is equivalent to having a functor F : E → P, for each pair c1, c2
a functor
⊗
c1,c2
: F (c1)× F (c2)→ F (c1 ⊗ c2),
a unit 1 which is an object in F (1E), distributivity maps
dlc1,c2 : (x ⊗
c1,c2
y)⊕ (x′ ⊗
c1,c2
y)→ (x⊕ x′) ⊗
c1,c2
y
drc1,c2 : (x ⊗
c1,c2
y)⊕ (x ⊗
c1,c2
y′)→ x ⊗
c1,c2
(y ⊕ y′)
and a natural transformation
µc1,c2 : x ⊗
c1,c2
y → F (τξ,c2,c1)(y ⊗
c2,c1
x)
satisfying conditions (c.1)− (c.14).
Proof: Suppose that S : EΣ∗ → PE is an enriched multifunctor sending the only
object of EΣ∗ to a functor F : E → P. Let ⊗ = S2(12), µ the image of the unique
morphism in EΣ2 between 12 and ξ under S2 and 1 the image of 10 under S0. Then
we see by the way we derived conditions (c.1) − (c.14) that these are satisfied by
F,⊗, ξ, 1.
On the other hand, suppose we have a functor F : E → P, a collection of 2-linear
maps ⊗c1,c2, natural transformations µc1,c2 for each pair c1 and c2 ∈ OE and a unit 1
that satisfy properties (c.1)−(c.14). We want to define a multifunctor S : EΣ∗ → PE .
To begin, note that in particular conditions (c.1)− (c.10) are satisfied and thus by
Theorem 24 we have a multifunctor S : Σ∗ → PE sending the only object of Σ∗ to
F . We want to see that this multifunctor extends to a multifunctor S : EΣ∗ → PE .
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We claim that the natural transformations {µc1,c2}, form a map of 2-morphisms from
⊗ to ξ∗⊗. Indeed, if c1 and c2 ∈ OE , and xi is an object in the category F (ci) for
i = 1, 2, then µc1,c2 is a natural map
µc1,c2(x1, x2) : x1 ⊗
c1,c2
x2 → (ξ
∗ ⊗
c1,c2
)(x1, x2).
Also, µc1,c2(x1, x2) is the identity whenever x1 or x2 is zero. This is a consequence of
condition (c.11). In order to conclude that µc1,c2 is a map of 2-linear maps, we need
to show that the following diagram is commutative
x1 ⊗
c1,c2
x2 ⊕ x
′
1 ⊗
c1,c2
x2
dlc1,c2 //
µc1,c2⊕µc1,c2

(x1 ⊕ x′1) ⊗
c1,c2
x2
µc1,c2

(ξ∗ ⊗
c1,c2
)(x1, x2)⊕ (ξ
∗ ⊗
c1,c2
)(x′1, x2)
δ1
ξ∗⊗c1,c2
// (ξ∗ ⊗
c1,c2
)(x1 ⊕ x
′
1, x2)
and a similar one for δ2ξ∗⊗c1,c2 . But by definition,
δ1ξ∗⊗c1,c2 = F (τξ,c2,c1)(d
r
c2,c1
) ◦ λF (τξ,c2,c1 ),
and thus the commutativity of the previous diagram follows from condition (c.13).
We need to define a functor Sk : EΣk → PE(F, ..., F ;F ). Suppose ρ, σ ∈ Σk and
f : ρ→ σ is the only morphism in EΣk from ρ to σ. Using the action of Σk we only
need to define Sk(f) in the case of ρ = 1k. Thus we need to define a morphism on the
category PE(F, ..., F ;F ) from Sk(1k) to Sk(σ). Let’s consider first the case where σ is
a transposition. Thus assume σ = (m,n), where 1 ≤ m < n ≤ k. Take c1, ..., ck ∈ OE
and xi an object of F (ci) for i = 1, ..., k. By definition we have
Sk(σ)c1,...,ck(x1, ..., xk) = F (τ(m,n),ci,cj)(x1,...,m−1 ⊗ xm ⊗ xm+1,...,n−1 ⊗ xn ⊗ xn+1,...,k)
Define Sk(f)c1,...,ck to be the following composite in the category P
E(F, ..., F ;F )
x1,...,k = x1,...,m−1 ⊗ xm ⊗ xm+1,...,n−1 ⊗ xn ⊗ xn+1,...,k
→ F (id⊗ τξ ⊗ id)(x1,...,m−1 ⊗ xm+1,...,n−1 ⊗ xm ⊗ xn ⊗ xn+1,...,k)
→ F (id⊗ τξ ⊗ id)F (id⊗ τξ ⊗ id)
(x1,...,m−1 ⊗ xm+1,...,n−1 ⊗ xn ⊗ xm ⊗ xn+1,...,k)
→ F (id⊗ τξ ⊗ id)F (id⊗ τξ ⊗ id)F (id⊗ τξ ⊗ id)
(x1,...,m−1 ⊗ xn ⊗ xm+1,...,n−1 ⊗ xm ⊗ xn+1,...,k)
= F (τσ)(xσ(1),...,σ(k))
By condition (c.14), this is well defined and agrees with any other composition
of maps obtained by applying µ to a sequence that starts in x1,...,k and finish in
F (τσ,c1,...,ck)(xσ(1),...,σ(k)). As any element of Σk can be obtained by composition of
transpositions, we see that we can extend this definition by using the Σk action. This
way we define Sk(f), where f is a morphism in EΣk from 1k to σ. Using the Σk
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action we can extend the definition to all the morphisms in EΣk. We need to verify
that this way defined, we obtain functors
Sk : EΣk → P
E(F, ..., F ;F ).
This is done by induction on k. For k = 0 and k = 1 it is trivial as EΣi is a
discrete category. For k = 2 there are only two morphisms that are not the identity,
namely, f : 12 → ξ and its inverse. By condition (c.12) we see that S2(f)◦S2(f−1) =
S2(f
−1)◦S2(f) = id. The case where k ≥ 2 follows easily by induction using condition
(c.14) and is left for the reader. We are left to prove that Sk respects the multiproduct
on the level of morphisms of the categories EΣk and P
E(F, ..., F ;F ). To see this, note
that by the Σk action and using properties Multi(3)-Multi(4) as in Theorem 24 we
only need to prove that
ΓPE (Sk(g);Sj1(f1), ..., Sjk(fr)) = Sj1+·+jk(ΓEΣ∗(g; f1, ..., fk))
in the case where fi : 1ji → σi, and g : 1k → ρ. But for each cir ∈ OE , for 1 ≤ i ≤ k
and 1 ≤ r ≤ ji we have that both
ΓPE (Sk(g);Sj1(f1), ..., Sjk(fr))c11,...,ckjk and Sj1+·+jk(ΓEΣ∗(g; f1, ..., fk))c11,...,ckjk
are obtained by successive applications of µ starting and ending in the same place.
By (c.14) it follows that these morphism have to agree.
Finally, the fact that these correspondences are inverses of each other follows by a
direct computation. 
The application of Theorem 25 that we are looking for is the following theorem.
Theorem 26. If Λ : D → C is a fibered bipermutative category then for the associated
functor Ψ : A → P, we can find functors
⊗
u,v
: Ψ(u)×Ψ(v)→ Ψ(u⊙ v)
for each pair u and v of objects of A, a unit 1 which is an object in Ψ(()), distributivity
maps
dlu,v : (F ⊗
u,v
G)⊕ (F ′ ⊗
u,v
G)→ (F ⊕ F ′) ⊗
u,v
G,
dru,v : (F ⊗
u,v
G)⊕ (F ⊗
u,v
G′)→ F ⊗
u,v
(G⊕G′)
and a natural transformation
µu,v : F ⊗
u,v
G→ Ψ(τξ,u,v)(G ⊗
v,u
F )
satisfying conditions (c.1)− (c.14) of Theorem 25.
Proof: Let’s begin by defining ⊗u,v. Take u = (u1, ..., un) and v = (v1, ..., vm) and
F =
r∑
i=1
Fi1 ⊗ · · · ⊗ Fin, and G =
s∑
j=1
Gj1 ⊗ · · · ⊗Gjm,
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objects of Ψ(u) and Ψ(v) respectively. Define
F ⊗
u,v
G =
s∑
j=1
r∑
i=1
Fi1 ⊗ · · ·Fin ⊗Gj1 ⊗ · · · ⊗Gjm.
In the case where v = (), we define
F ⊗
u,()
G =
s∑
j=1
r∑
i=1
Fi1 ⊗ · · · ⊗ (Fin ⊗G).
Note that every object of C/u⊙v can be written in the form f⊙g = (f1, ..., fn, g1, ..., gm),
where f = (f1, ..., fn) is an object of C/u and g = (g1, ..., gm) and object of C/v. Then
using the distributivity maps dl and dr of D we can obtain a coherent isomorphism
λf,g : F (f)⊗G(g)
∼=
→ (F ⊗
u,v
G)(f ⊙ g).
For morphisms α : F → F ′ and β : G → G′, define α ⊗ β to be the base point
preserving natural transformation defined by the following diagram
(F ⊗
u,v
G)(f ⊙ g)
(α⊗β)f⊙g
//
λ−1
f,g

(F ′ ⊗G′)(f ⊙ g)
F (f)⊗G(g)
αf⊗βg
// F ′(f)⊗G′(g).
λf,g
OO
Using the coherence of the distributivity map and the fact that these preserve the
base point, we see that this way defined α ⊗ β is a base point preserving natural
transformation. This defines the functor ⊗u,v.
We also need to define the distributivity maps
dlu,v : (F ⊗
u,v
G)⊕ (F ′ ⊗
u,v
G)→ (F ⊕ F ′) ⊗
u,v
G,
dru,v : (F ⊗
u,v
G)⊕ (F ⊗
u,v
G′)→ F ⊗
u,v
(G⊕G′).
Given an object f ⊙ g of C/u⊙ v we define (dlu,v)f⊙g by the following diagram
(F ⊗
u,v
G)(f ⊙ g)⊕ (F ′ ⊗
u,v
G)(f ⊙ g)
(dlu,v)f⊙g
//
λ−1
f,g
⊕λ−1
f,g

((F ⊕ F ′) ⊗
u,v
G)(f ⊙ g)
F (f)⊗G(g)⊕ F ′(f)⊗G(g)
dl
// (F (f)⊕ F ′(f))⊗G(g).
λf,g⊕λf,g
OO
We define dru,v in a similar fashion.
This way defined ⊗u,v satisfies conditions (c.1) − (c.3) as similar conditions are
satisfied in D. We also have that for any objects
F =
r∑
i=1
Fi1 ⊗ · · · ⊗ Fin and G =
s∑
j=1
Gj1 ⊗ · · · ⊗Gjm
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of Ψ(u) and Ψ(v) respectively, we have
F ⊗
u,v
Ov =
r∑
i=1
Fi1 ⊗ · · · ⊗ Fin ⊗Ov1 ⊗ · · ·Ovm = Ou⊙v
Ou ⊗
u,v
G =
s∑
j=1
Ou1 ⊗ · · · ⊗Oun ⊗Gj1 ⊗ · · · ⊗Gjm = Ou⊙v
and thus condition (c.4) is satisfied.
We want to show next that if (q, f) : u → u′ and (p, g) : v → v′ are morphisms in
A, then the following diagram is commutative
Ψ(u)×Ψ(v)
Ψ(σ,f)×Ψ(ρ,g)
//
⊗
u,v

Ψ(u′)×Ψ(v′)
⊗
u′,v′

Ψ(u⊙ v)
Ψ(σ⊙ρ,f⊙g)
// Ψ(u′ ⊙ v′),
where p ⊙ q : n +m → n′ +m′ is the injective map that acts as q in the first n-
elements and acts as p in the last m-elements. To show the commutativity of this
diagrams suppose first that q = σ ∈ Σn and p = ρ ∈ Σm are permutations. Take
F =
r∑
i=1
Fi1 ⊗ · · · ⊗ Fin and G =
s∑
j=1
Gj1 ⊗ · · · ⊗Gjm
objects of Ψ(u) and Ψ(v) respectively. Then by definition we have
Ψ(σ, f)F ⊗
u′,v′
Ψ(ρ, g)G
=
(
r∑
i=1
f ∗1Fiσ−1(1) ⊗ · · · ⊗ f
∗
nFiσ−1(n)
)
⊗
u′,v′
(
r∑
i=1
g∗1Gρ−1(1) ⊗ · · · ⊗ g
∗
nGiρ−1(n)
)
=
s∑
j=1
r∑
i=1
(
f ∗1Fiσ−1(1) ⊗ · · · ⊗ f
∗
nFiσ−1(n) ⊗ g
∗
1Gρ−1(1) ⊗ · · · ⊗ g
∗
nGiρ−1(n)
)
.
On the other hand, we have
Ψ(σ ⊙ ρ, f ⊙ g)
(
F ⊗
u′,v′
G
)
=Ψ(σ ⊙ ρ, f ⊙ g)
(
s∑
j=1
r∑
i=1
Fi1 ⊗ · · ·Fin ⊗Gj1 ⊗ · · · ⊗Gjm
)
=
s∑
j=1
r∑
i=1
(
f ∗1Fiσ−1(1) ⊗ · · · ⊗ f
∗
nFiσ(n) ⊗ g
∗
1Gρ−1(1) ⊗ · · · ⊗ g
∗
nGiρ−1(n)
)
.
This shows that condition (c.5) is satisfied. In addition, as each ψ(σ, f) is strict
map, and the distributivity maps are natural, this also shows that condition (c.6) is
satisfied. A similar argument shows that the same is true for a general morphism in
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(q, f) and (p, g) in A.
We now want to construct a multiplicative unit 1. This is an object in Ψ(()). By
definition, the objects of Ψ(()) are the functors of the form F =
∑r
i=1 Fi with Fi an
object of HomC(C/(),D). In particular, the functor 1 : C/()→ D that sends the only
object of C/() to the unit 1 of D is an object of Ψ(()). We claim that this is a unit
for ⊗u,v. Indeed, if F =
∑r
i=1 Fi1 ⊗ · · · ⊗ Fin is an object in Ψ(u), then
F ⊗
u,()
1 =
r∑
i=1
Fi1 ⊗ · · · ⊗ (Fin ⊗ 1) = F
and similarly 1⊗(),vG = G for any object G of Ψ(v). This shows that condition (c.7)
is satisfied. On the other hand, from the coherences in the category D we see at once
that conditions (c.8)− (c.10) are also satisfied.
We now want to study the symmetry of the functor ⊗u,v. Note that given objects
u = (u1, ..., un) and v = (v1, ..., vm) of A, then the symmetry isomorphism τγ,v,u =
γ⊙ : v ⊙ u → u ⊙ v is given by the pair (ξ, id), where ξ ∈ Σn+m is the permutation
that interchanges the first m-block with the last n-block and id is the (n +m)-tuple
of copies of id. With this in mind note that if
F =
r∑
i=1
Fi1 ⊗ · · · ⊗ Fin and G =
s∑
j=1
Gj1 ⊗ · · · ⊗Gjm,
are objects of Ψ(u) and Ψ(v) respectively, then we obtain
Ψ(τγ,v,u)(G ⊗
v,u
F ) = Ψ(τγ,v,u)
(
s∑
j=1
r∑
i=1
Gj1 ⊗ · · · ⊗Gjm ⊗ Fi1 ⊗ · · · ⊗ Fin
)
=
s∑
j=1
r∑
i=1
Fi1 ⊗ · · · ⊗ Fin ⊗Gj1 ⊗ · · · ⊗Gjm
and
F ⊗u,v G =
r∑
i=1
s∑
j=1
Fi1 ⊗ · · · ⊗ Fin ⊗Gj1 ⊗ · · · ⊗Gjm.
Define
µu,v : F ⊗
u,v
G→ Ψ(τγ,v,u)(G ⊗
v,u
F )
to be the natural isomorphism that rearranges the summation order; that is, µu,v is
an iterated application of the natural isomorphism γ⊕ in D. With this definition, it
follows by the use of coherence theory that the conditions (c.11)− (c.14) of theorem
25 are satisfied. 
Corollary 27. A fibered bipermutative category Λ : D → C gives rise to a multifunc-
tor T1 : EΣ∗ → PA. By composing with the multifunctor K∗ we obtain a multifunctor
T : EΣ∗ → ΣSA.
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6. Model Categories
In this section we use the machinery of closed model categories to rigidify a given
multifunctor T : EΣ∗ → ΣSE , as to obtain a multifunctor T ′ : ∗ → ΣSE , here
E is a general permutative category. The application that we have in mind is the
multifunctor T : EΣ∗ → ΣSA provided by the previous corollary. Here ∗ is the operad
whose algebras are commutative monoids which can be seen as a multicategory with
only one object. Later we show that having a multifunctor ∗ → ΣSE is equivalent
to having a lax map E → ΣS. Thus in the case of the T : EΣ∗ → ΣSA provided
by the previous corollary, we obtain a lax map A → ΣS. Finally, we show that this
map induces a lax map (Cop)−1Cop → ΣS via a right adjoint in a Quillen equivalence
coming from a lax map A → (Cop)−1Cop.
The core of this section is to give a model structure to M1F2(M, E ; ΣS). This
is done in [4] for the case that E is the trivial category. In this case, the category
M1F2(M, E ; ΣS) is isomorphic to the category of multifunctors M→ ΣS. The case
where E is a general permutative category follows by a straight forward modification
of the construction in [4]. We include the proofs here for completeness following very
closely the treatment in [4, Section 11]. Therefore no originality is claimed for this
part of the work. The reader is suggested to read the beautiful work of Elmendorf
and Mandell [4].
To begin, we recall briefly cofibrantly generated model categories and the positive
model structure on symmetric spectra. For a complete discussion about cofibrantly
generated model categories we refer the reader to [14] and [7] and for symmetric
spectra [8] and [11].
Let λ an ordinal and C a cocomplete category. We can see λ as a category with
a unique arrow f : x → y whenever x ≤ y. By a λ-sequence we mean a colimit
preserving functor X : λ → C. We refer to the map X0 → colimβ<λXβ as the
composition of the λ-sequence.
Definition 28. Let I be a set of maps in a category C that is cocomplete. A map
f : A→ B in C is said to be a relative I-cell complex if there exists an ordinal λ and
a λ-sequence X : λ → C such that f is the composition of X and for each β with
β + 1 < λ there is a pushout
Cβ //
gβ

Xβ

Dβ // Xβ+1
such that gβ ∈ I. The collection of relative I-cell complexes will be denoted by I-cell.
Thus a relative I-complex is a (possibly) transfinite composition of maps that are
pushouts of maps in I.
Definition 29. Let I be a class of maps in a category C. A map f is said to be I-
injective if it has the right lifting property with respect to any map in I. We denote by
I-inj. the class of I-injective maps in C. Similarly, a map f is said to be I-projective
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if it has the left lifting property with respect to any map in I. We denote by I-proj.
the class of I-projective maps in C
Definition 30. A model structure on a small category C is said to be cofibrantly
generated if there are sets I and J of maps such that the following conditions are
satisfied.
• The domains of the maps of I are small relative to I-cell.
• The domains of the maps of J are small relative to J-cell.
• The class of fibrations is J-inj.
• The class of trivial fibrations is I-inj.
Let us review now briefly the positive closed model structure on symmetric spectra.
This is an example of cofibrantly generated closed model structure with generating
sets that we denote by I+ and J+. The set I+ can explicitly described as follows.
For m ≥ 0, let Fm be the the left adjoint functor to the evaluation functor Evm from
symmetric spectra to simplicial sets, then
I+ = {Fm∂∆[n]+ → Fm∆[n]+|m > 0, n ≥ 0}.
Note that the maps in I+ have small domain and codomain. The set J+ can be
described in a similar fashion, all we need to know is that all the maps in J+ also have
small domain and codomain. According to this, the positive closed model structure on
symmetric spectra has as weak equivalences the stable maps of symmetric spectra;
that is, the maps f : X → Y such that f ∗ : [Y,E] → [X,E] is a bijection for all
injective Ω-spectrum E. A map of symmetric spectra is a cofibration if and only if it
is a retract of a relative I+-complex and a map is an acyclic cofibration if and only if
it is a retract of a relative J+-complex. The fibrations are the maps that satisfy the
right lifting property with respect to the maps in J+.
As mentioned before we want to rectify a multifunctor T : EΣ∗ → ΣSE as to
obtain a multifunctor T ′ : ∗ → ΣSE . As our first step, we give a closed model
category structure to the category of multifunctors EΣ∗ → ΣS
E . To avoid any
confusion we work in a general context. Thus let us fix M a multicategory enriched
over Cat which we can see as enriched over simplicial sets by taking the nerve.
We will give a model structure to the category M(M,ΣSE) of multifunctors M →
ΣSE . As our first step, we identify the categories M(M,ΣSE) and M1F2(M, E ; ΣS)
under the canonical isomorphism that sends a multifunctor F : M → ΣSE to the
assignment F ′ : M× E → ΣS defined by F ′(m, c) = F (m)(c). F ′ is a multifunctor
in the first variable and a functor in the second variable and as explain before, this
defines an isomorphism of categories. Next, we give a model structure to the category
M1F2(M, E ; ΣS).
Let us denote by OM (resp. OE) the object set of M (resp. E). On the product
category ΣSOM×OE we have a closed model structure for every closed model structure
on ΣS, in particular, we have a model category on ΣSOM×OE coming from the positive
model structure on ΣS. We will show that the categoryM1F2(M, E ; ΣS) can be seen
as the category of algebras of a suitable monad on ΣSOM×OE . Using this monad we
will see that we can lift the positive model category on ΣSOM×OE to the category
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M1F2(M, E ; ΣS). This way we will obtain a cofibrantly generated model category
on M1F2(M, E ; ΣS).
To begin, consider the functor ι(a,c) : ΣS → ΣS
OM×OC for each object (a, c) ∈
OM×OE , that is defined on objects as follows. Take X a symmetric spectrum, then
(ι(a,c)X)(b,d) =
{
X if (a, c) = (b, d)
∗ else.
Similarly, ι(a,c) is defined on morphisms. The functor ι(a,c) is precisely the left adjoint
to the projection functor pi(a,c) : ΣS
OM×OE → ΣS. The positive stable model structure
on ΣSOM×OE is cofibrantly generated with generating sets ιI+ and ιJ+, where
ιI+ = {ι(a,c)f |f ∈ I
+, (a, c) ∈ OM ×OE},
ιJ+ = {ι(a,c)f |f ∈ J
+, (a, c) ∈ OM ×OE}.
Thus a map in ΣSOM×OE is a cofibration if and only if it is a retract of a relative
ιI+-complex and a map in ΣSOM×OE is an acyclic cofibration if and only if it is a
retract of a relative ιJ+-complex.
Given (ai, d) ∈ OM ×OE for 1 ≤ i ≤ n, we are going to use the notation
F(a1,...,an;d) = F(a1,d) ∧ · · · ∧ F(an,d).
With this in mind we have the following definition.
Definition 31. For (b, c) ∈ OM ×OE and F : OM ×OE → ΣS, let
(DF )(b,c) =
∨
d∈OE ,E(d,c)
∨
n≥0
( ∨
a1,...,an∈OM
M(a1, ..., an; b)+ ∧ F(a1,...,an;d)
)/
Σn.
Let η : F → DF be the map such that for (b, c) ∈ OM ×OE
η(b,c) : F(b,c) ∼= 1b+ ∧ F(b,c) →M(b; b)+ ∧ F(b,c) → (DF )(b,c)
and µ : DDF → DF is the map induced by the multiproduct inM and the composition
in E .
By a direct and standard computation, it follows that (D, µ, η) is a simplicial monad
on the category ΣSOM×OE . Also, we see that a D-algebra structure on an object of
ΣSOM×OE is equivalent to an assignment M×E → ΣS that is a multifunctor in the
first variable and a functor in the second variable and that the simplicial category of
D-algebras is isomorphic to M1F2(M, E ; ΣS). Finally, if we see D as a functor
D : ΣSOM×OE →M1F2(M, E ; ΣS),
then D is left adjoint to the forgetful functor M1F2(M, E ; ΣS)→ ΣSOM×OE .
From now on, if a1, ...an, x, b ∈ OM and for k ≥ 0, we will denote the (n + k)-
morphism set M(a1, ..., an, x, ..., x, b) with k-copies of x by M(a1, ..., an, x
k, b). With
this notation, note that in particular if F = ι(x,y)X , for some (x, y) ∈ OM × OE and
a symmetric spectrum X , then for (b, c) ∈ OM ×OE
(Dι(x,y)X)(b,c) =
∨
E(y,c)
∨
n≥0
M(xn; b)+ ∧Σn X
(n)
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One advantage of seeing M1F2(M, E ; ΣS) as the category of D-algebras, is the fol-
lowing lemma.
Lemma 32. The category M1F2(M, E ; ΣS) is bicomplete.
Proof: Since M1F2(M, E ; ΣS) is the category of algebras over a monad on a com-
plete category, M1F2(M, E ; ΣS) is complete. On the other hand, it follows as in [2,
Proposition 7.2] that D preserves reflexive coequalizers, thus by [2, Proposition 7.4] it
follows that M1F2(M, E ; ΣS) is cocomplete with colimits formed in ΣSOM×OE as in
[2, Proposition 7.4]; that is, given a diagram Fi of D-algebras, with structural maps
ξi : DFi → Fi, let colimiFi be its colimit in ΣSOM×OE and let fi : Fi → colimFi be
the natural maps. Also consider
α : colimDFi → DcolimFi
the unique map in ΣSOM×OE whose composite is the natural map DFi → colimiDFi.
Then the underlying object of the colimit of the Fi’s in the categoryM1F2(M, E ; ΣS)
is the (reflexive) coequalizer in ΣSOM×OE of
D(colimDFi)⇒ D(colimFi),
where one of the maps is D(colimξi) and the other map is µ ◦Dα. 
We are now ready to give the weak equivalences, fibrations and cofibrations for the
positive stable model category in M1F2(M, E ; ΣS).
Definition 33.
• A morphism in M1F2(M, E ; ΣS) is said to be a weak equivalence if the un-
derlying morphism in ΣSOM×OE is a stable equivalence.
• A morphism in M1F2(M, E ; ΣS) is said to be a positive stable fibration if the
underlying morphism in ΣSOM×OE is a positive stable fibration.
• A morphism in M1F2(M, E ; ΣS) is said to be a positive stable cofibration if
it satisfies the left lifting property with respect to the acyclic stable fibrations.
In order to show that under these definitions we obtain a closed model structure
on M1F2(M, E ; ΣS), we will show that this description is precisely the description
of a cofibrantly generated model structure on M1F2(M, E ; ΣS) with generating sets
DιI+ and DιJ+, where
DιI+ ={Dι(a,c)f |f ∈ I
+, (a, c) ∈ OM ×OE},
DιJ+ ={Dι(a,c)f |f ∈ J
+, (a, c) ∈ OM ×OE}.
To do so, we will first characterize the positive stable fibrations and acyclic positive
fibrations in the proposition below.
Proposition 34.
• A map in M1F2(M, E ; ΣS) is an acyclic positive fibration if and only if it has
the right lifting property with respect to retracts of relative DιI+-complexes;
that is, the class of acyclic positive fibrations equals DιI+-inj.
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• A map in M1F2(M, E ; ΣS) is a positive fibration if and only if it has the right
lifting property with respect to retracts of relative DιJ+-complexes; that is, the
class of positive fibrations equals DιJ+-inj.
Proof: The result follows by the adjunction of D and the forgetful functor. We show
the first result, the second part follows in a similar fashion. As explained before a
map in ΣSOM×OE is a cofibration if and only if it is a retract of a relative ιI+-complex.
Thus the positive stable acyclic fibrations on ΣSOM×OE are precisely the maps that
satisfy the right lifting property with respect to retracts of relative ιI+-complexes.
Thus by the adjunction of D and the forgetful functor, a map in M1F2(M, E ; ΣS)
satisfies the right lifting property with respect retracts of relative DιI+-complexes if
and only if the underlying map in ΣSOM×OE satisfies the right lifting property with
respect to retracts of relative ιI+-complexes. 
The hardest part of showing that under the given definitions of weak equivalences,
fibrations and cofibrations we obtain a closed model structure onM1F2(M, E ; ΣS) is
the proposition below. Once we prove it, all the properties of a closed model structure
are easy to verify and follow by applications of Quillen’s small object argument and
by the adjunction of D and the forgetful functor.
Proposition 35. A relative DιJ+-complex is a stable equivalence.
To prove this proposition we follow the same ideas used to prove [4, Lemma 11.7];
that is, we study pushouts in the category M1F2(M, E ; ΣS) of the form
F
∐
Dι(x,y)X
Dι(x,y)Y,
for some (x, y) ∈ OM × OE , f : X → Y morphism in ΣS and g : ι(x,y)X → F
morphism in ΣSOM×OE .
We begin with the following lemma that helps us study certain coproducts in the
category M1F2(M, E ; ΣS).
Lemma 36. Let C be a cocomplete category and (T, µ, η) a monad in C that T pre-
serves reflexive coequalizers. Given a T-algebra X with structural map ξX : TX → X
and an object Y of C, the coproduct X
∐
TY in the category of T-algebras C[T] is
computed as the reflexive coequalizer in C
T(TX
∐
Y )
α
⇒
β
T(X
∐
Y )→ P,
where
α = µ ◦ T(T(i1
∐
Ti2 ◦ ηY )),
β = T(ξX
∐
i2).
Moreover, P is the coequalizer of the previous diagram in C[T].
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Proof: By [2, Lemma 6.6], we have that P is a T-algebra and that P is the coequalizer
in C[T] of the diagram
T(TX
∐
Y )
α
⇒
β
T(X
∐
Y )→ P.
As X is a T-algebra, we see that X is the coequalizer of the diagram
TTX
µX
⇒
TξX
TX → X.
Moreover the maps
h = T(i1TX) : TTX → T(TX
∐
Y )
k = T(i1X) : TX → T(X
∐
Y )
are so that the following diagrams are commutative
TTX
µX //
h

TX
k

TTX
TξX //
h

TX
k

T(TX
∐
Y )
α
// T(X
∐
Y ), T(TX
∐
Y )
β
// T(X
∐
Y ).
By the universal property of the coequalizer, the previous diagrams guarantee the
existence of a map j1 : X → P . Moreover, as both X and P are the coequalizers
in the category of T-algebras, we see that this map is a map of T-algebras. On the
other hand, we have the map j2 = T(i2) : TY → T(X
∐
Y ) which is also a map of
T-algebras. By a direct computation one can see that P together with the maps j1
and j2 satisfy the universal property of the coproduct in the category C[T]. 
Note that we can apply the previous lemma to the monad D, as ΣSOM×OE is
bicomplete and D preserves reflexive coequalizers. Thus if X is a symmetric spec-
trum, (x, y) ∈ OM × OE and F an object in M1F2(M, E ; ΣS), then the coproduct
F
∐
Dι(x,y)X in the category M1F2(M, E ; ΣS) is computed as the reflexive coequal-
izer in the category ΣSOM×OE
(8) D(DF
∐
ι(x,y)X)
α
⇒
β
D(F
∐
ι(x,y)X).
We can rewrite this coequalizer in a better way using the fact that the functor
− ∧ X preserves coequalizers. Thus define T0F = F and for k ≥ 1, define TkF in
ΣSOM×OE so that for (b, c) ∈ OM × OE , (TkF )(b,c) is the coequalizer in ΣS of the
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following diagram
∨
E(y,c)
∨
n≥0
( ∨
a1,...,an∈OM
M(a1, ..., an, x
k; b)+ ∧ DF(a1,...,an;y)
)/
Σn
⇒
∨
E(y,c)
∨
n≥0
( ∨
a1,...,an∈OM
M(a1, ..., an, x
k; b)+ ∧ F(a1,...,an;y)
)/
Σn,
where one of the maps is induced by the algebra structural map ξF : DF → F and the
other is induced by the multiproduct in M and composition in E . Using the TkF ’s,
we can rewrite the coequalizer (8) as to obtain that for a symmetric spectrum X ,
(x, y) ∈ OM×OE and F an object in M1F2(M, E ; ΣS), the coproduct F
∐
Dι(x,y) in
M1F2(M, E ; ΣS) is given by
(F
∐
Dι(x,y)X)(b,c) =
∨
k≥0
(TkF )(b,c) ∧Σk X
k.
We also use the Tk’s as defined above to study pushouts of the form
F
∐
Dι(x,y)X
Dι(x,y)X.
To do so, we will use the same construction Qki (g), for k ≥ 0, 0 ≤ i ≤ k and a map of
symmetric spectra g : X → Y as in [4, Section 12]. We include it for completeness.
The Qki (g)’s are inductively defined as follows: Q
k
0(g) = X
k, Qkk(g) = Y
k. For
0 < i < k, define Qki (g) as the pushout square
Σk+ ∧Σk−i×Σi X
k−i ∧Qii−1(g) //

Σk+ ∧Σk−i×Σi X
k−i ∧ Y i

Qki−1(g)
// Qki (g)
The Qki ’s are defined so that essentially, Q
k
i is the Σk-subspectrum of Y
k with i factors
of Y and k− i factors of X . We are now ready to describe our final construction. For
an object F of M1F2(M, E ; ΣS), let F0 = F and for k > 0 let Fk to be the pushout
in ΣSOM×OE
TkF ∧Σk Q
k
k−1(g)
//

TkF ∧Σk Y
k

Fk−1 // Fk.
Where the map in the top is the map induced by Qkk−1(g) → Y
k and the map on
the left is induced by ι(x,y)X → F . Let F∞ = colimFk where the colimit is computed
on ΣSOM×OE . The relevance of the Fk’s is given in the following proposition which
corresponds to [4, Proposition 12.6].
Proposition 37. F∞ is isomorphic to the underlying object in ΣSOM×OE of the
pushout
∐
Dι(b,c)X
Dι(b,c)Y .
54 JOSE´ MANUEL GO´MEZ
Proof: The proof goes by showing that F∞ satisfies the universal property of the
pushout
F
∐
Dι(b,c)X
Dι(b,c)Y
in the category M1F2(M, E ; ΣS). 
With the given filtration F = F0 → F1 → · · ·F∞ of F
∐
Dι(b,c)X
Dι(b,c)Y we can
prove proposition 35.
Proof of proposition 35. We want to show that if h : X → Y is a relative DιJ+-
complex then h is a positive stable equivalence. We are going to consider first the
special case where h is obtained as a pushout h : F → F
∐
Dι(x,y)X
Dι(x,y)Y , for a
map f : X → Y of symmetric spectra in J+ and g : ι(x,y)X → F a morphism in
ΣSOM×OE . We have a filtration F0 = F → F1 → · · · → F∞ as in the previous
proposition such that h : F = F0 → F∞ is the transfinite composition of the maps
Fk → Fk+1. To prove that h is a positive stable equivalence it’s enough to prove
then that each map Fk → Fk+1 is a positive stable equivalence as the composition
of (transfinite) acyclic positive cofibrations is again an acyclic positive cofibation in
the positive stable model category. By [4, Proposition 12.6] we have that Fk → Fk+1
is an objectwise level cofibration of symmetric spectra. Also note that the quotient
Fk+1/Fk is naturally isomorphic to Tk+1F ∧Σk+1 (Y/X)
k+1. As X → Y is an acyclic
positive cofibration it follows that Y/X is positive cofibrant and stably equivalent to
∗. Hence Fk+1/Fk is stably equivalent to ∗ in ΣSOM×OE . But as mentioned before
Fk → Fk+1 is an objectwise level cofibration and then we conclude that Fk → Fk+1 is
a stable equivalence. To finish the proof, note that we can write any relative DιJ+-
complex as a retract of a possible transfinite composition of pushouts of the form
we just considered. These are stable equivalences by the previous consideration. On
the positive model structure a transfinite composition of stable equivalences is also a
stable equivalence. This finishes the proof. 
With the proof of the Proposition 35 completed we can now move on to proving
that we in fact have defined a model structure on M1F2(M, E ; ΣS). We start by
constructing factorizations of morphisms in M1F2(M, E ; ΣS). To do so, note that
as mentioned before, the domains of the maps in I+ and J+ are small, this implies
that the domains of the maps in DιI+,DιJ+ are also small. Therefore we can apply
Quillen’s small object argument as in [7, Theorem 2.1.14] to factorize a morphism f
in M1F2(M, E ; ΣS) in the form f = pi, where
• i is in DιI+-cell and p is in DιI+-inj. or
• i is in DιJ+-cell and p is in DιJ+-inj.
By Proposition 34 a map in DιI+-inj is precisely an acyclic positive fibration and a
map in DιJ+-inj is a positive fibration. Thus we obtain the following proposition.
Proposition 38.
• A map f in M1F2(M, E ; ΣS) can be factored as f = pi, where i is a relative
DιI+-complex and p is an acyclic positive stable fibration.
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• A map f in M1F2(M, E ; ΣS) can be factored as f = pi, where i is a DιJ+-
complex and p is a positive stable fibration.
In order for these to be the required factorizations we need to prove the following
lemma.
Lemma 39.
• A map in M1F2(M, E ; ΣS) is a positive stable cofibration if and only if it is
a retract of a relative DιI+-complex.
• A map in M1F2(M, E ; ΣS) is an acyclic positive stable cofibration if and only
if it is a retract of a relative DιJ+-complex.
Proof: Let’s prove the first assertion. Any retract of a relative DιI+-complex satis-
fies the left lifting property with respect to the class DιI+-inj. Thus by Proposition
34 and the definition any retract of a relative DιI+-complex is a positive stable cofi-
bration. On the other hand, take f a map that is a positive stable cofibration. By the
Proposition 38, we can factor f = pi, where i is a relative DιI+-complex followed and
p is an acyclic positive stable fibration. But since f is a cofibration, by definition it
follows that f satisfies the left lifting property with respect to p. By [7, Lemma 1.19]
we have that f is a retract of i and thus f is a retract of a relative DιI+-complex.
The second assertion is proved in the same way. If f is a retract of a relative
DιJ+-complex then by Proposition 35 we have that f is a stable equivalence. Also,
f satisfies the left lifting property with respect to the class DιJ+-inj. and thus by
Proposition 34, f satisfies the left lifting property with respect to the class of positive
stable fibrations, in particular f is a positive stable cofibration. On the other hand,
take f a map that is an acyclic stable cofibration. By the Proposition 38, we can factor
f = pi, where i is a relative DιJ+-complex followed and p is a positive stable fibration.
By Proposition 35, i is a stable equivalence and so is f . Since stable equivalences
satisfy the two out of three property we see that p is also a stable equivalence, hence
p is an acyclic stable fibration. In particular f satisfies the left lifting property with
respect to p and by [7, Lemma 1.19] we have that f is a retract of i and thus f is a
retract of a relative DιJ+-complex. 
Combining Propositions 38 and 39 we obtain the desired factorizations as in the
following lemma.
Lemma 40. A map f in M1F2(M, E ; ΣS) can be factored as f = pi, where i is a
stable cofibration and p is an acyclic positive stable fibration or we can take i is an
acyclic cofibration and p is a positive stable fibration.
After proving these factorizations we are now ready to show that this choice of weak
equivalences, fibrations and cofibrations gives rise a closed model category structure
on the category M1F2(M, E ; ΣS).
Theorem 41. There exists a model category structure on M1F2(M, E ; ΣS) whose
weak equivalences are the morphisms that are stable equivalences, the fibrations are
the positive stable fibrations and the cofibrations are the positive stable cofibrations.
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Proof: We need to verify axioms MC1.-MC5. of [1, Definition 3.3]. We need to note
first that it is clear by the definition that the classes of weak equivalences, fibrations
and cofibrations contain the identity and are closed under composition.
• MC1. By Proposition 32 we know that M1F2(M, E ; ΣS) has all small limits
and colimits in particular those that are finite.
• MC2. Since in ΣSOM×OE the two out of three property is satisfied, it follows
at once that it is satisfied on M1F2(M, E ; ΣS)
• MC3. By the same reason as in MC2. retracts of weak equivalences are weak
equivalences. Also by the characterizations of Propositions 34, 39 we see that
fibrations and cofibrations are closed under retracts.
• MC4. The cofibrations satisfy the left lifting property with respect to acyclic
fibrations by definition. On the other hand by Propositions 34, 39 we have that
fibrations satisfy the right lifting property with respect to acyclic fibrations.
• MC5. The factorization properties follow by Lemma 40.

Our next step toward rectifying a multifunctor T : EΣ∗ → ΣSE is to study the
relationships between the previous model structure when we change the multicategory
M. To be more precise, we want to show that if f : M → M′ is a multifunctor
between multicategories enriched over simplicial sets, then
g∗ := (f × id)∗ :M1F2(M
′, E ; ΣS)→M1F2(M, E ; ΣS)
is a right adjoint in a Quillen adjunction. Also we want to show that in the case that f
is a weak equivalence between multicategories, then this Quillen adjunction is actually
a Quillen equivalence. We will apply this to the particular case whereM = EΣ∗ and
M′ = ∗ as to get the desired rectification of the multifunctor T : EΣ∗ → ΣSE .
Once again we will follow very closely those ideas presented on [4] with only slight
modifications as to adapt them to our situation.
Suppose we have a multifunctor f : M→M′ between two small multicategories,
let O and O′ be the object sets of M and M′. Also let D and D′ be the monads on
ΣSOM×OE and ΣSOM′×OE , induced by M and M′ respectively. By composing with
g := f × id, we obtain a functor between the product categories
pig : ΣS
OM′×OE → ΣSOM×OE .
This functor has a left adjoint which we denote by κg,
κg : ΣS
OM×OE → ΣSOM′×OE .
An explicit formula for κg is given as follows: if F : OM ×OE → ΣS, then
(κgF )(b,c) =
∨
a∈f−1(b)
F(a,c).
Note that we can see the multifunctor f as a natural transformation
κgD→ D
′κg.
With this definition we can prove the following theorem.
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Theorem 42. Let M and M′ be multicategories enriched over simplicial sets and
f :M→M′. Then there exists a functor
g# : M1F2(M, E ; ΣS)→M1F2(M
′, E ; ΣS)
left adjoint to g∗ such that the pair (g#, g
∗) forms a Quillen adjunction.
Proof: For an object F of M1F2(M, E ; ΣS) define g#F as the reflexive coequalizer
of the following diagram
D
′κgDF ⇒ D
′κgF → g#F,
where one of the arrows comes from the multifunctor f seen as a natural transfor-
mation κgD → D
′κg and the other arrow comes from the algebra structure map
ξF : DF → F of F . It follows at once by the universal property of this coequalizer
and the adjunctions that this way defined g# is left adjoint to
g∗ :M1F2(M
′, E ; ΣS)→M1F2(M, E ; ΣS).
On the other hand, it follows by the definition that g∗ preserves fibrations and acyclic
fibrations. Thus by [1, Theorem 9.7] we get that the pair (g#, g
∗) forms a Quillen
adjunction. 
We will see now that in the case that f is a weak equivalences of multicategories then
this Quillen adjunction actually forms a Quillen equivalence. We begin by recalling
the definition of a weak equivalence between multicategories from [4, Section 12].
Definition 43. Let M and M′ be two multicategories enriched over simplicial sets
and f : M →M′ an (enriched) multifunctor. We say that f is a weak equivalence
whenever the functor pi0f is an equivalence between the category of components and
for all objects a1, ..., an, b of M, the map of simplicial sets
M(a1, ..., an, b)→M
′(f(a1), ..., f(an), f(b))
is a weak equivalence.
We show now that in the case where f :M→M′ is a weak equivalence then the
pair (g#, g
∗) forms a Quillen equivalence.
Theorem 44. If f :M→M′ is a weak equivalence between multicategories enriched
over simplicial sets, then the Quillen adjunction (g#, g
∗, ) forms a Quillen equivalence.
Proof: By [1, Theorem 9.7], we need to show that for every cofibrant object A of
M1F2(M, E ; ΣS) and every fibrant object B of ΣSM
′×E , a map h : g#A → B is a
weak equivalence if and only if its adjoint j : A→ g∗B is a weak equivalence. By the
Lemma 45 below, we know that h is a weak equivalence if and only if g∗h is a weak
equivalence. By definition, j equals the composite
A
ψ
→ g∗g#A
g∗h
→ g∗B
where ψ : A → g∗g#A is the unit of the adjunction. We show below in Theorem
47 that whenever A is cofibrant ψ is positive stable equivalence. By the two out of
three axiom we see that h : A→ g∗B is a weak equivalence if and only if its adjoint
j : g#A→ B is a weak equivalence 
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Lemma 45. A map h : F → G in M1F2(M′, E ; ΣS) is a weak equivalence if and
only if g∗h is a weak equivalence in M1F2(M, E ; ΣS).
Proof: The proof is a straight forward generalization of the proof of [4, Lemma12.4].

Note that the initial object of M1F2(M, E ; ΣS) is the assignment
M×E → ΣS
(b, c)→M(; b)+ ∧ S.
Definition 46. Let λ an ordinal and F a cofibrant object of M1F2(M, E ; ΣS). We
say that F can be built in λ-stages, if we can find a λ-sequence
X : λ→M1F2(M, E ; ΣS)
such that X0 =M(;−)+ ∧ S, the initial object, and for each β with β + 1 < λ there
is a pushout
Cβ //
gβ

Xβ

Dβ // Xβ+1,
such that gβ is the coproduct of maps in DιI
+ and that X0 → F is isomorphic to the
transfinite composition X0 → colimβ<λXβ.
Note that if β ≤ λ and A can be built in β-stages, then clearly A can be built in
λ-stages. We are now ready to prove the following theorem.
Theorem 47. If A is a cofibrant object in M1F2(M, E ; ΣS), then the unit
ψ : A→ g∗g#A
of the Quillen adjunction (g#, g
∗) is a stable equivalence.
Proof: The proof of this theorem is taken from the proof of [4, Theorem 12.5]
with small modifications as to fit into our situation. Let A be a cofibrant object in
M1F2(M, E ; ΣS). Then M(;−)+ ∧ S → A is a retract of a relative DιI+-complex.
It suffices then to prove the statement for the case where A can be built in λ-stages
for an ordinal λ. The proof goes by transfinite induction on the stages that A can be
built in. Thus we want to show that for every ordinal λ and every cofibrant object
that can be build in λ-stages, the map
ψ : A→ g∗g#A
is a stable equivalence. For λ = 0, we have that a cofibrant object that can be build
in 0-stages is isomorphic to M(;−)+ ∧ S. In this case
g∗g#(M(;−)+ ∧ S) =M
′(;−)+ ∧ S,
A =M(;−)+ ∧ S →M
′(;−)+ ∧ S = g
∗g#A
and the statement follows as f is weak equivalence.
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We also need the case λ = 1. In this case, a cofibrant object that can be built in
1-stage is an object of the form A = DF , where F is an object in ΣSOM×OE that is
objectwise cofibrant. In this situation the map A→ g∗g#A equals
DX → g∗DκgX.
By definition we see that for (b, c) ∈ OM ×OE
(g∗DκgX)(b,c) =
∨
d∈OE ,E(d,c),n≥0

 ∨
a′1,...,a
′
n∈OM′
n∨
i=1
∨
ai∈f−1(a′i)
(M′a′1,...,a′n;f(b))+ ∧ F(a1,...,an;d)

/Σn.
Where here (M′
a′1,...,a
′
n;f(b)
) means M′(a′1, ..., a
′
n; f(b)). Since f is a weak equivalence,
it follows that DX → g∗DκgX is a stable equivalence and thus the statement is true
for λ = 1. Suppose the statement is true for all ordinals β < λ and that λ is a limit
ordinal. Take a λ-sequence X : λ → M1F2(M, E ; ΣS) with X0 = M(;−)+ ∧ S and
with M(;−)+ ∧ S → colimβ<λXβ isomorphic to X0 → A. We have that
(9) g∗g#Xβ = colimβ<λg
∗g#Xβ
and since each Xβ can be build in β-stages and β < λ, the statement is true for
X0 → Xβ and by (9) we see that the statement is true for Xλ and hence for A. Thus
we are left to prove the statement for β + 1 provided it’s true for β and β ≥ 1. By
a separate transfinite induction, this case reduces to showing that if A is a cofibrant
object with A→ g∗g#A a stable equivalence then the same is true for B, where B is
obtained as the pushout in M1F2(M, E ; ΣS) of the following diagram
Dι(x,y)X //

A

Dι(x,y)Y // B.
By Proposition 37, we have filtration A = A0 → A1 → · · · → A∞ = B, where each
map Ak → Ak+1 is an objectwise level cofibration. The associated graded to this
filtration is ∨
k≥0
Tk ∧Σk (Y/X)
k.
Note that this is isomorphic in ΣSOM×OE to the underlying object of
A
∐
Dι(x,y)(Y/X).
Let A′ = g#A and B
′ = g#B. Note that
B′ = A′
∐
D′ι(f(x),y)X
D
′ι(f(x),y)X.
For B′ we also have a filtration A′ = A′0 → A
′
1 → · · · → A
′
∞ = B
′, where each map
A′k → A
′
k+1 is an objectwise level cofibration and whose associated graded is isomor-
phic in ΣSOM′×OE to A′
∐
D′ι(f(x),y)(Y/X). The map B → g
∗B′ = pigB
′ preserves the
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given filtrations. Also the map of associated graded is
A
∐
Dι(x,y)(Y/X)→ pig(A
′
∐
D
′ι(f(x),y)(Y/X)) ≈ g
∗g#(A
∐
Dι(x,y)(Y/X)),
and we that this is a stable equivalence. This follows from the fact that the cofi-
brant object A
∐
Dι(x,y)(Y/X) can be built in β stages. Indeed, suppose W : β →
M1F2(M, E ; ΣS) is a β-sequence such that W0 = M(;−)+ ∧ S and for each γ with
γ + 1 < β there is a pushout
Cγ //
gγ

Wγ

Dγ // Wγ+1
such that gγ is the coproduct of maps in DιI
+ and that W0 → A is the transfinite
composition W0 → colimγ<βWγ . Let W ′ : β → M1F2(M, E ; ΣS) be the β-sequence
defined as follows: Take W ′0 =M(;−)+∧S, define W
′
1 as the pushout of the diagram
C0
∐
M(;−)+ ∧ S //
g0
‘
i

W ′0

D0
∐
Dι(x,y)(Y/X) // W ′1.
Thus W ′1 =W1
∐
Dι(x,y)(Y/X). In general define for γ ≥ 2
W ′γ = Wγ
∐
Dι(x,y)(Y/X).
This way defined we see that for all γ < β, W ′γ+1 is the pushout of
Cγ //
gγ

W ′γ

Dγ // W
′
γ+1.
By the induction hypothesis, it follows that
A
∐
Dι(x,y)(Y/X)→ g
∗g#(A
∐
Dι(x,y)(Y/X))
is a stable equivalence. Since each map Ak → Ak+1, and A′k → Ak+1 are objectwise
level cofibrations and the map of associated graded is a stable equivalence we have
that each map Ak → pigAk is a stable equivalence. From here we conclude that
B → pigB′ ≈ g∗g#B is a stable equivalence. 
Corollary 48. A multifunctor T : EΣ∗ → ΣSE gives rise to a multifunctor T ′ : ∗ →
ΣSE
Proof: Consider the multifunctor f : EΣ∗ → ∗ that sends every k-morphism in
EΣk to the only k-morphism in ∗. This defines trivially a multifunctor between
multicategories enriched over simplicial sets. (We see EΣ∗ enriched over simplicial
sets by taking the nerve of the category EΣk, for k ≥ 0). Note that for every k ≥ 0,
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the geometric realization of EΣk is contractible and thus f is a weak equivalence
between the multicategories M = EΣ∗ and M = ∗. By Theorem 44, we have that
the functor g# := (f × id)# is a left adjoint in a Quillen equivalence. Let T
′ = g#(T ),
then T ′ : ∗ → ΣSE is the required multifunctor. 
We show in the following proposition that such a multifunctor structure is equiva-
lent as having a lax map F : E → ΣS.
Proposition 49. Having a multifunctor L : ∗ → ΣSE is equivalent as having a lax
map F : E → ΣS
Proof: Suppose we have a multifunctor L : ∗ → ΣSE . The multicategory ∗ has
only one object so we consider F : E → ΣS the image under L of this object. Thus
F : E → ΣS is a functor. On ∗ we have a unique 2-morphism, let φ ∈ ΣSE(F, F ;F ),
be the image of this morphism. Unraveling the definitions we see that φ is a 2-linear
natural transformation, thus for every objects c1, c2 of E we have a map of symmetric
spectra
φc1,c2 : F (c1) ∧ F (c2)→ F (c1 ⊗ c2).
The collection of maps {φc1,c2} satisfy the naturality condition as in Definition 20.
Suppose that f : c1 → c′1, g : c2 → c
′
2 are morphisms in E . Then the following
naturality condition must be satisfied
F (c1) ∧ F (c2)
F (f)∧F (g)
//
φc1,c2

F (c′1) ∧ F (c
′
2)
φc′1,c
′
2

F (c1 ⊗ c2)
F (f⊗g)
// F (c′1 ⊗ c
′
2)
This means that the map φc1,c2 : F (c1) ∧ F (c2) → F (c1 ⊗ c2) is a natural map. On
the other hand, ∗ has a unique 0-morphism, let η ∈ ΣSE be the image of this unique
0-morphism. Then η : S → F (1), where here S is the symmetric sphere spectrum.
The maps η, φ satisfy some coherences coming from the fact that L preserves the
multifunctor structure, for example if σ ∈ Σ2 is the nontrivial element, then φ = σ∗φ,
this means that for every objects c1, c2 in E , the following diagram is commutative
F (c1) ∧ F (c2)
α //
φc1,c2

F (c2) ∧ F (c1)
φc2,c1

F (c1 ⊗ c2)
F (γ)
// F (c2 ⊗ c1)
here α is the natural isomorphism in symmetric spectra that changes the factors and
γ is the natural isomorphism coming from the permutative structure on E . The other
coherences for a lax map are obtained in a similar way.
Conversely, suppose that F : E → ΣS is a lax map. Thus we have a natural maps
η : S → F (1) and φc1,c2 : F (c1)∧F (c2)→ F (c1⊗ c2). Then using the coherences that
these maps satisfy we see that the assignment
L : ∗ → ΣSE
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that sends the unique object of ∗ to F , the unique 0-morphism to η and the unique
2-morphism to φ defines a multifunctor. 
According to Corollary 48 and Proposition 49, a multifunctor T : EΣ∗ → ΣS
E can
be rectified as to obtain a lax map ϑ : E → ΣS. In particular, the multifunctor T :
EΣ∗ → ΣSA induced by a bipermutative category of fibers Λ : D → C, induces a lax
map ϑ : A → ΣS. We show now that this lax map induces a lax map φ : Cop → ΣS.
We show this in the following corollary.
Corollary 50. A fibered bipermutative category Λ : D → C induces a lax map φ :
Cop → ΣS.
Proof: We have already seen that Λ : D → C a lax map ϑ : A → ΣS. Recall that
the category A has as objects the sequences u = (u1, ..., un) and as morphisms the
tuples (q, f) : u→ v, where q : n→ m is an injection and f : q∗u→ v is a morphism
in (Cop)m. We have a functor W : A → Cop defined as follows. Given an object u of
A, then
W(u) = u1 ⊗ · · · ⊗ un.
If (q, f) : u → v is a morphism in A, then f : q∗u → v is a morphism in (Cop)m,
thus fi : u
′
i → vi is a morphism in C
op, where u′i is either 1 or one of the uj’s.
In particular note that ⊗mi=1u
′
i = ⊗
n
j=1uσ(j) for some permutation σ ∈ Σn. Define
W((σ, f)) :W(u)→W(v) to be the following composite in Cop
u1 ⊗ · · · ⊗ un
τσ,u1,...,un→ uσ(1) ⊗ · · · ⊗ uσ(n) = u
′
1 ⊗ · · · ⊗ u
′
m
f1⊗···⊗fm
→ v1 ⊗ · · · ⊗ vm.
Where τσ,u1,...,un : u1 ⊗ · · · ⊗ un → uσ(1) ⊗ · · · ⊗ uσ(n) is the coherence isomorphism
given by γ in Cop.
We claim that this functor is a strict map of permutative categories. Note that by
definition it follows thatW(u⊙v) =W(u)⊗W(v). On the other hand, given u and v
object in A, the symmetry isomorphism in A is given by γ = (ξn,m, id) : u⊙v → v⊙u,
where ξn,m ∈ Σn,m is the permutation of (n + m)-letters that interchanges the first
n-block with the last j-block. By definition and the coherence of the we see that
W((ξn,m, id)) : u1⊗· · ·⊗un⊗ v1⊗· · ·⊗ vm → v1⊗· · ·⊗ vm⊗u1⊗ . . .⊗un equals the
isomorphism given by γ in Cop. Thus we see that W is a strict map. In particular,
we can see A and Cop as multicategories and a lax map between them is precisely a
multifunctor. Thus W is an object in M(A, Cop). If we take M = A, M′ = Cop,
f = W and E the trivial category in Theorem 42 (which in this case agrees with [4,
Corollary 12.3]) then we see that the functor
W∗ :M(Cop,ΣS)→M(A,ΣS)
has a left adjoint
W# :M(A,ΣS)→M(C
op,ΣS)
such that the pair (W#,W∗) forms a Quillen adjunction. Thus the image of the lax
map ϑ : A → ΣS which we call φ : Cop → ΣS is a lax map. 
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7. Group completion
In this section we show that a lax map φ : Cop → ΣS gives rise to lax map φ′ :
(Cop)−1Cop → ΣS. (Here (Cop)−1Cop denotes the Grayson-Quillen group completion of
Cop). In particular the image of the identity is a strictly commutative ring spectrum
which is the ring spectrum we are looking for. We begin by recalling the definition of
(Cop)−1Cop.
Definition 51. Let (D,⊕, 0) be a small symmetric monoidal category. Then the
group completion of D is the category D−1D, whose objects are the pairs (a, b) , where
a, b are object of D. The pair (a, b) is thought of as the formal difference b − a. If
(a, b), (c, d) are two objects in D−1D, then a morphism in D−1D, f : (a, b) → (c, d)
is an equivalence class of data of the form (s, α, β), where s is an object in D and
α : a⊕ s→ c, β : b⊕ s→ d are morphisms in D. Two pairs (s, α, β), (s′, α′, β ′) are
equivalent if there exists a morphism γ : s→ s′, such that the following diagrams are
commutative
a⊕ s
α //
1⊕γ

c, b⊕ s
β //
1⊕γ

d
a⊕ s′
α′
<<yyyyyyyyy
b⊕ s′
β′
==zzzzzzzzz
If in D every morphism is an isomorphism and for every object a of D, the functor
a⊕− : D → D is faithful then the functor i : D → D−1D that assigns to every object
a the object (0, a), gives rise to a group completion on the level of classifying spaces.
See [15] and [6] for a complete treatment. The following lemma follows by a straight
forward computation.
Lemma 52. Let (D,⊕, 0) be a small permutative category for which every morphism
is an isomorphism. Then D−1D is also a permutative category and the map i : D →
D−1D is a (strong) lax map.
As a particular case of the previous lemma, we have that the map i : Cop →
(Cop)−1Cop is a lax map for a permutative category C. Since Cop, (Cop)−1Cop are per-
mutative categories, we can see them as multicategories and a lax map between them
is precisely a multifunctor. Thus i is an object in the category M(Cop, (Cop)−1Cop). If
we takeM = Cop, M′ = (Cop)−1Cop, f = i and Cop in Theorem 42 (which in this case
agrees with [4, Corollary 12.3]) then we see that the functor
i∗ :M((Cop)−1Cop,ΣS)→M(Cop,ΣS)
has a left adjoint
i# :M(C
op,ΣS)→M((Cop)−1Cop,ΣS)
such that the pair (i#, i
∗) forms a Quillen adjunction. We have proved the following
theorem
Theorem 53. A discrete fibered symmetric bimonoidal category Λ : D → C gives rise
to a lax map φ′ : (Cop)−1Cop → ΣS. In particular we can associate to Λ : D → C the
image of 1 under φ′ which a strictly commutative symmetric ring spectrum.
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8. Functoriality
In this section we show that the assignment of Theorem 53 is functorial.
Definition 54. Suppose that Λ : D → C and Λ′ : D′ → C are two discrete fibered
symmetric bimonoidal categories. A morphism from Λ : D → C to Λ′ : D′ → C is a
functor Θ : D → D′ such that
D
Θ //
Λ

D′
Λ′~~}}
}}
}}
}}
C
is a commutative diagram. In addition, we require that Θ is a lax map with respect
to the operations ⊗ and for each object c of C, the restriction Θ|Dc : Dc → D
′
Θ(c) is a
lax map with respect to the operations ⊕ and ⊕c.
Definition 55. We denote by FS the category of discrete fibered symmetric bi-
monoidal categories and morphisms between them.
We want to show that the assignment of Theorem 53 is functorial. To begin,
suppose that Λ : D → C and Λ : D′ → C are two objects in FS and Θ : D → D′ a
morphism between them. Then after the streefication process, the functor Θ induces a
strict map Θs : Ds → D′s. The next step of the construction is to correspond functors
Ψ and Ψ′ : A → P to Λs : Ds → Cs and Λs : D′s → Cs respectively. Here A is a certain
wreath product category as defined on section 3 and P is the multicategory of small
permutative category. Using the map Θs, we can obtain a multifunctor Ξ : P→ P by
defining it to be trivial for those permutative categories not in the image of Ψ. The
multifunctor Ξ is such that the following diagram is commutative
A
Ψ //
Ψ′   @
@@
@@
@@
@ P
Ξ

P.
After this we apply the multifunctor K and obtain a commutative diagram of
multifunctors
EΣ∗
TD //
TD′ ##H
HH
HH
HH
HH
ΣSA

ΣSA.
The rectification performed on section 6 can be done in a functorial way and thus
after passing to the completion we obtain a commutative diagram of lax maps
CopC
φ′
D //
φ′
D′ ##G
GG
GG
GG
GG
ΣS

ΣS.
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In particular, by looking at the image of the unit, we obtain a map of symmetric
spectra
(10) φ′D(1)→ φ
′
D′(1).
Thus we obtain the following theorem.
Theorem 56. There is a functor
Z : FS → ΣCRS
that for a discrete fibered symmetric bimonoidal category Λ : D → C corresponds
Z(Λ), the image of the unit under the lax map
φ′ : CopC → ΣS.
If Θ : D → D′ is a morphisms of discrete fibered categories, then Z(Θ) is the mor-
phism of symmetric spectra
Z(Λ)→ Z(Λ′)
as in (10).
9. The definition
In this section we define the concept of topological fibered symmetric bimonoidal
categories and show that to such each object we can correspond an E∞-ring spectrum
in a functorial way. This spectrum is our ultimate goal.
Definition 57. A topological fibered category is a fibered category Λ : D → C, where
D and C are topological categories and the functor Λ is a continuous functor that
satisfies the same properties than a discrete fibered category in such a way that all the
functors insight are continuous.
In a similar way as in the discrete case we can form the category T FS of topological
fibered symmetric bimonoidal categories.
Remark 58. Whenever we talk about a topological category we mean a small category
C whose object set is discrete and its morphism set is topological space in such a way
that the structural maps are continuous.
Suppose now that Λ : D → C is a topological fibered symmetric bimonoidal cat-
egory. By applying the singular functor from topological spaces to simplicial sets
on the level of objects and morphism, we can see a topological fibered symmetric
bimonoidal category as a functor
D : ∆op → FS;
that is, we can see a topological fibered symmetric bimonoidal category as a simpli-
cial object in the category FS. By composing D with Z, we can correspond to a
topological fibered symmetric bimonoidal category a functor
∆op → ΣCRS ,
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where ΣCRS is the category of strictly commutative symmetric ring spectrum. By
realizing this simplicial object we obtain an E∞-ring spectrum. Since this construction
is functorial we finally arrive to the following theorem.
Theorem 59. There is a functor
Z : T FS → E∞
where E∞ is the category of E∞-ring spectra, that for a topological fibered symmetric
bimonoidal category corresponds the realization of the simplicial object in the category
ΣCRS as mentioned above.
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