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We report on the ab initio discovery of a novel putative ground state for quasi two-dimensional
TiO2 through a structural search using the minima hopping method with an artificial neural net-
work potential. The structure is based on a honeycomb lattice and is energetically lower than the
experimentally reported lepidocrocite sheet by 7 meV/atom, and merely 13 meV/atom higher in
energy than the ground state rutile bulk structure. According to our calculations, the hexagonal
sheet is stable against mechanical stress, it is chemically inert and can be deposited on various
substrates without disrupting the structure. Its properties differ significantly from all known TiO2
bulk phases with a large gap of 5.05 eV that can be tuned through strain engineering.
Low dimensional materials have attracted significant
interest in the recent years, especially since the discov-
ery of graphene in 2004 through its exfoliation from
graphite.1 Due to its extraordinary properties, ranging
from high mechanical strength2 and the presence of mass-
less Dirac electrons3 to excellent thermal conductivity,4
many other 2D materials have been considered and iso-
lated for potential applications in electronics and energy
conversion.5 Buckled graphene analogues like silicene6–8
have been grown on silver substrates,9 and germanene6
was synthesized on gold.10 Similarly, the theoretically
predicted boron counterpart11–14 with a partially filled
honeycomb lattice was recently realized on silver sub-
strates15–17 and confirmed to exhibit Dirac fermions.18
This class of materials however lacks a finite band gap,
rendering them unsuitable for transistor electronics.
On the other hand, promising 2D semiconductors have
been investigated for potential applications in nano elec-
tronics, optoelectronics and photonics.19–23 Besides the
wide band gap h-BN monolayer,4,24 transition metal di-
chalcogenides (TDM)4,24 have been intensely studied,
which exhibit gaps that can be readily tuned based on
the number of stacked monolayers,4 and electronic prop-
erties that can be fundamentally modified through in-
plane25–29 and vertical heterostructuring.29–33 More re-
cently, layered metal oxides have emerged as a new fam-
ily of 2D materials, which exhibit an overall higher sta-
bility in air compared to TDMs.34 Besides monolayers
of MoO3,
35 WO3,
36 SnO,37 and perovskite type oxides,5
TiO2 is considered one of the most promising candidates.
As an important multi-functional oxide widely used in
industrial products ranging from consumer goods to ad-
vanced materials for photovoltaic cells,38 sensors,39 hy-
drogen storage,40 and rechargeable lithium ion batter-
ies,41–44 titania based materials have also drawn the fo-
cus of research for nanoelectrics due to their structure
dependent, high dielectric constant.45 TiO2 nanosheets
and nanostructures are touted to possess enhanced pho-
tocatalytic, photovoltaic, electrochemical and dielectric
properties,46–49 and immense efforts have been made to
improve their performance by fabricating controlled size
and/or shape at the nano scale.40,50
Despite these efforts, the atomistic structures in the
majority of studies on 2D TiO2 remains unclear, and
its ground state structure is not fully resolved. Only a
few studies explicitly investigate the microscopic struc-
ture of TiO2 nanosheets,
51–53 and almost all theoreti-
cal studies are based on slabs cut out of bulk structures
along different crystallographic planes. These include
anatase (001)53,54 and (101),51,52,55 fluorite (111),50,51
rutile (011),50 (110)50,51,56 and (100),54 and TiO2(B)
(001).57 The only fully reconstructed, truly 2D material
of TiO2 known to date is the lepidocrocite type nanosheet
(LNS),48,51,54,57 which was also found to exhibit the low-
est formation energy among all sheets reported so far in
the literature. Using density functional theory (DFT)
calculations, Orzali et al.58 showed that the LNS can be
readily obtained from a slab of anatase (001) with six
atomic layer by a simple structural rearrangement.
While the practice of using bulk-like structures as
a starting point for theoretical investigations is under-
standable, it is based on the assumption that atomi-
cally thin layers of TiO2 will adopt a structure close to
the crystalline phase. However, physical epitaxy experi-
ments have shown that many 2D materials often exhibit
structural motifs that strongly differ from any bulk poly-
morphs.17,59 To address this issue, we performed a global
search for 2D TiO2 materials using a constrained minima
hopping (MHM)60,61 approach together with a recently
developed high dimensional artificial neural network po-
tential based on the charge equilibrated neural network
technique (CENT)62. A plethora of structures were re-
covered, including the majority of the previously reported
sheets discussed in the literature, indicating that the
structural search was sufficiently converged. The most
promising candidate structures were subsequently refined
at the DFT level.
We discovered a novel nanosheet with hexagonal sym-
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FIG. 1. Panel (a) shows a single layer of the HNS from a
perspective view. Panel (b) shows the projected views along
the c direction and along the a-b plane, where the Ti-O bonds
are represented by gray polyhedra. The green (large) and red
(small) spheres represent the Ti and O atoms, respectively.
metry to have the lowest energy, hereafter referred to as
hexagonal nano sheet (HNS), shown in panel (a) of Fig-
ure 1. In particular, the HNS is energetically favorable
compared to the LNS, which had been considered to be
the most stable 2D structure of TiO2 to date. From the
structural point of view, the unit cell of HNS is composed
of four-fold coordinated Ti and two-fold coordinated O
atoms, arranged in a lattice with P6/mmm symmetry
(see Table I for the lattice vectors and atomic coordi-
nates). It is isostructural to a previously reported silicon
dioxide sheet grown on a Ru surface.63 The TiO4 units
form tetrahedra in two layers, which are stacked on top of
each other and linked by shared corners, as illustrated in
the side view in panel (b) of Figure 1. Large, hexagonal
pores are formed along the out-of-plane axis and arranged
in a honeycomb lattice, as shown from the top view in
panel (b) of Figure 1. In strong contrast to the HNS, the
LNS has a much denser structure, where each Ti atom is
six-fold and the O atoms are two-fold or four-fold coordi-
nated, respectively. The edge-sharing octahedra are ar-
ranged in an orthorhombic lattice, forming a sheet which
is 0.4 A˚ thinner than the HNS. Similar to the HNS, many
other 2D materials have a similar hexagonal lattice: the
large lattice constant of 6.03 A˚ in the HNS compares for
example with values of 2.46 A˚ in graphene,64 3.90 A˚ in
silicene8 and 3.15 A˚ in MoS2,
65 potentially allowing the
construction of various (commensurate) 2D heterostruc-
tured materials with improved properties.
Due to the unique hexagonal nano pores in the HNS
we expect it to have a very low atomic density compared
to other sheets. To quantify the density we considered as
the volume the product of the thickness h of each sheet
and the area A of the unit cell along the two periodic
directions, where h is given by the distance between the
two outmost atoms (column 4 in Table II). Furthermore,
we analyzed the bond lengths in all 2D structures and
crystalline polymorphs by comparing the minimum and
maximum bonds in each system (column 5 and 6 in Ta-
ble II). In general, small maximum bond length indicate
TABLE I. The structural parameters of the HNS with the
Wyckoff positions of Ti and O. The values of x and y are given
in reduced coordinates, whereas the z is given in cartesian
coordinates in units of A˚. The equilibrium lattice parameter
is a = 6.03 A˚.)
x y z
Ti 4h 1/3 2/3 1.82
O1 6i 1/2 0/0 2.36
O2 2d 1/3 2/3 0.00
strong and stiff bonds between Ti and O atoms. It is
somewhat surprising that, although the HNS exhibits the
shortest maximum bond lengths, its pseudo-density is the
lowest among all sheets with a value of only 3.536 g/cm3,
16 % lower than any other sheet, indicating that the nano
pores are stabilized through strong interatomic bonds.
Furthermore, we also quantify the roughness of the sur-
face in terms of the amount of buckling in the outermost
atomic layers (SB), essentially corresponding to the out-
of-plane distance of the two outmost Ti and O atoms
(column 3 in Table II).
From the energetic point of view we consider the disso-
ciation energies per atom as a measure of (meta) stabil-
ity and compare them to the LNS and other configura-
tions that have been reported in the literature (column
2 in Table II). The values were computed according to
Ediss = (E − NTiETi − NOEO)/N , where NTi and NO
are the number of Ti and O atoms in the cell, respec-
tively, with the corresponding energies of the isolated
atoms ETi and EO, whereas E is the energy of the whole
system and N is the total number of atoms per cell. All
structures that were directly cut from bulk have signif-
icantly higher Ediss than the HNS, at least for the slab
thicknesses that we considered in our study. In fact, the
HNS is only 45 and 13 meV/atom higher in energy than
bulk anatase and rutile, respectively, but most impor-
tantly 7 meV/atom lower than the LNS, rendering it the
most stable nanosheet among all known quasi-2D nano
structures. A comparative summary of the quantities dis-
cussed above is listed in Table II, showing that the HNS
simultaneously has the lowest density and dissociation
energy with respect to bulk anatase, ∆Ediss.
We further studied the electronic properties of the new
HNS using hybrid functionals due to the well-known se-
vere underestimation of the band gaps of semilocal func-
tionals. The HSE0668 and PBE069 functionals were em-
ployed to assess their accuracy by computing the band
gaps of the experimentally well studied rutile and anatase
phases. The values for HSE06 with gaps of 3.40 eV and
3.58 eV for rutile and anatase, respectively, are closer
to the experimental values (3.0 eV and 3.2 eV for rutile
and for anatase, respectively66) than PBE0, which signif-
icantly overestimates the gap with 4.16 eV and 4.32 eV
3TABLE II. Table contains the dissociation energy with re-
spect to anatase (∆Ediss) in meV/atom, surface buckling
(SB) in A˚, pseudo-density in g/cm3, maximum Ti-O bond
length (dmin) and minimum Ti-O band length (dmax) in A˚,
and HSE06 level band-gap energy (Eg) in eV. For structures
cut from bulk material the last column indicates the number
of atomic layers they contain as a measure of the initial slab
thickness (Nlayer). Lattice parameters of rutile and anatase
phases in our calculations are a = 4.65 A˚ and c = 2.97 A˚ for
rutile and a = 3.80 A˚ and c = 9.70 A˚ for anatase. These val-
ues compare well with experimental data, i.e. a = 4.59 A˚ and
c = 2.95 A˚ for rutile66 and a = 3.78 A˚ and c = 9.50 A˚ for
anatase.66 The calculated lattice parameters of LNS (a =
3.02 A˚, b = 3.74 A˚) are in good agreement with the theo-
retical values of Sato et al.,67 and close to the experimental
values of Orzali et al.58 (arepresent bulk densities).
structure ∆Ediss SB den. dmin dmax Eg Nlayer
rutile(100) 158 > 1.06 4.199 1.83 2.09 4.84 6
fluorite(111) 137 > 1.30 5.967 1.85 2.07 4.54 3
anatase(101) 120 > 1.10 5.967 1.78 2.10 4.87 6
rutile(110) 83 > 1.06 4.597 1.78 2.14 3.95 6
TiO2(B)(001) 60 0.67 4.951 1.81 2.07 4.16 7
LNS 52 1.03 5.481 1.83 1.97 4.65 6
HNS 45 0.54 3.536 1.82 1.82 5.05
rutile 32 4.127a 1.99 2.00 3.40
anatase 0 3.765a 1.94 2.00 3.58
for rutile and anatase, respectively. Hence, all subse-
quent electronic structure calculations were performed
with HSE06, and the band gaps for the structures con-
sidered in this work are compiled in Table II.
The band structure for the pristine HNS and LNS are
shown in Figure 2, revealing that the LNS has a direct
band gap, in contrast to the HNS. However, the valence
band of the HNS exhibits very little dispersion, leading to
a quasi-direct gap at the K-point with a value of 5.17 eV.
The partial DOS of the HNS, shown in the top panel
of Figure 3, indicates that the main contribution to the
valence band stems from oxygen p-states, while empty
d-states of the Ti atoms contribute mainly to the con-
duction bands. The magnitude of the HNS gap is very
large, and in fact larger than any other TiO2 polymorph
studied here, and lies well beyond the range of visible
light. However, there are various methods to tune band
gaps which could be employed in practice, such as im-
purity doping, introducing vacancies, elemental substitu-
tion, and creating heterostructures with other 2D build-
ing blocks.70–73 Since defects can significantly influence
the gap energies, the effect of oxygen vacancies on the
electronic band structure was investigated. Monovacan-
cies were created in a supercell containing 108 atoms by
removing each of the two symmetrically distinct oxygen
sites 6i and 2d. The resulting electronic pDOS for the
two types of vacancies, depicted in the two bottom panels
of Figure 3, shows that the vacancies create an occupied
valence state in the band gap of the pristine HNS and
essentially reduces the energy differences between con-
duction and valence bands. The values of the gaps are
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FIG. 2. (a) Electronic band structures of HNS (left) and LNS
(right) along a path in the 2D Brillouin zone with the HSE06
functional. The red and green arrow indicate the values of
the direct and indirect band gap, respectively. (b) The band
gap energies for different values of strain. The color coded ar-
rows in the inset indicate the direction of biaxial and uniaxial
strain.
thus 2.1 eV and 2.3 eV for the 6i and 2d vacancies, re-
spectively.
Another pathway to modify gaps in 2D materials is
strain engineering.74 Since 2D sheets are the fundamen-
tal building blocks for layered heterostructures in func-
tional materials, they are often grown through chemical
vapor deposition (CVD) and physical epitaxy on a sub-
strate or as mechanically assembled stacks.4,17,75 Both
approaches can lead to strain, and its effect on the band-
gap was studied at the HSE06 level by applying three
different kind of strains: biaxial strain simultaneously
along the two equivalent lattice vectors ~a and ~b, uniax-
ial strain along ~a only, and along 12~a +
~b. As shown in
panel (b) of Figure 2, the gap energies increase and de-
crease upon compressive and tensile strain, respectively,
and the change only weakly depends on the direction of
uniaxial strain. Although a biaxial tensile strain of 10%
leads to a large reduction of the band gap by 20%, the
gaps never reaches the range of visible light. Neverthe-
less, growing the HNS on an appropriate substrate would
enable a continuous tuning of the gap in a wide range.
Large strains experienced for example during the lithi-
ation process in lithium ion batteries or hydrogenation in
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FIG. 3. Electronic pDOS of the pristine HNS (top panel) and
the sheet with oxygen vacancies (two bottom panels) at the
HSE06 level. The Fermi level of the two vacancy structures
was shifted to align with the pristine HNS: the defect states
are occupied.
hydrogen storage applications can also compromise the
mechanical stability of a layered material. Therefore, all
internal degrees of freedom were fully relaxed when ap-
plying strain. Although the atomic structure of the HNS
remains intact even at +10% tensile strain, the outer-
most layers of O atoms start to buckle at compressive
strains below -8% for uniaxial and below -6% for biaxial
strain, and the hexagonal voids start to deform slightly.
The dynamical stability of the HNS was assessed at its
equilibrium lattice parameters by computing the phonon
dispersion in the whole 2D Brillouin zone with the frozen
phonon approach. The calculated phonon spectrum in
Figure 4 shows no imaginary modes, indicating that the
HNS is indeed viable and a metastable structures corre-
sponding to a local minimum on the energy landscape.
Like other 2D materials, two acoustic branches are linear
as q → 0. Since force constants related to the transverse
motion of the atoms decay rapidly, the lowest acoustic
mode shows a quadratic behavior close to the Γ point.8
In fact, this quadratic dispersion is common to all layered
materials, as recently discussed in detail by Carrete et
al.76
In addition to the mechanical properties, a high chem-
ical stability is essential in order for a 2D material to
be viable in practical applications. We can deduce a
first evidence of the high chemical stability of the HNS
from its band gap energy, which is the largest among all
TiO2 polymorphs (Table II). Next, we analyzed the crys-
tal orbital Hamilton population (COHP) and its integral
(ICOHP) using the LOBSTER code.77–80 Negative and
positive values of the COHP correspond to bonding and
antibonding states, respectively, while the ICOHP is con-
sidered here as a measure to compare bond strengths.79,81
The COHP between neighboring Ti and O atoms were
calculated for the HNS, LNS and the anatase (001) slab.
No antibonding interactions are present in the LNS and
HNS for the occupied states. On the other hand, anti-
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FIG. 4. The phonon band structure of HNS in the 2D Bril-
louin zone, together with the partial phonon density of states
(PDOS). The shaded ares indicates the total density of states.
The inset shows the acoustic branches along Γ-M, illustrating
that the soft, acoustic phonon branch does not exhibit any
imaginary modes. Furthermore, the dispersion clearly shows
the two linear and one quadratic branches as M→ Γ, charac-
teristic for 2D materials.
bonding states exist for anatase (001) slightly below the
Fermi level, indicating an electronic instability. Indeed,
the anatase (001) undergoes a structural distortion and
transforms to the LNS sheet upon relaxation with a very
tight force convergence criterion. Furthermore, a com-
parison of the -ICOHP at the Fermi level between the
HNS and LNS results in values of 5.33 eV and 3.54 eV,
respectively, indicating stronger Ti–O bonds in HNS, an-
other evidence for its superior chemical stability.
Furthermore, we verified the chemical stability of the
HNS by investigating its potential reactivity with the
most common molecules in the air, such as N2, O2, CO2,
and H2O. For this purpose, these molecules were placed
at different sites of the sheet and local geometry relax-
ations were performed to check if chemical bonds would
form between the sheet and the molecules. Four different
sites were investigated as shown in Figure 5: on top of
an O atom, Ti atom, and in the center of the hexagon
at the surface of the sheet, and within the void of the
hexagons. The initial distance from the sheet was cho-
sen to be smaller than the sum of the covalent radii rscov
of the closest two atoms of the adsorbate and the sheet
whenever possible in order to induce a chemical reac-
tion. However, all molecules placed on the surface were
repelled immediately, leading to interatomic distances
larger than rscov. Similarly, molecules inside the sheet at
the center of the hexagons remained intact and did not
form chemical bonds with any atoms of the host struc-
ture. These findings were also supported by essentially
no change in the charge density plots of the sheet and
the adsorbate. A similar conclusion can be drawn from
the COHP of the relevant atomic interactions, i.e. be-
tween the host and guest atoms closest to each other. As
shown in Figure 5, the interaction between the molecules
and the HNS is negligible for O2, CO2 and N2. How-
ever, a relatively strong interaction is observed for the
H2O molecule placed on a Ti atom, which might be of
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FIG. 5. COHP plots showing the Ti-O bonding interaction
of the HNS in red, together with the bonds between the HNS
and CO2, H2O, N2 and O2 molecules. The geometric location
where these molecules are adsorbed on the sheet is shown by
the large, purple sphere in the insets.
interest in photocatalytic water-splitting application for
hydrogen production.82 Nevertheless, the magnitude of
this interaction is much smaller compared to the Ti–O
bonds within the sheet and we can safely conclude that
even water will not disrupt the HNS structure.
If the HNS were to be grown or adsorbed on a sub-
strate, its crystal and electronic structure will be affected
due to the interaction at the interface. To study the ef-
fect of this interaction we deposited a layer of HNS on
two substrates commonly used in CVD, namely Au (111)
and Ag (111). 83,84 All atoms were fully relaxed at the
equilibrium lattice constant of the bulk material, and Van
der Waals interactions were taken into account using the
Tkatchenko-Scheffler method with Hirshfeld partition-
ing.85 The atomic structure of the HNS remains over-
all unaffected during the relaxation, indicating that the
sheet only weakly interacts with the substrates, leading
to a final distance between the HNS and slabs of 2.9 A˚ for
Ag(111) and 3.1 A˚ for Au(111). These findings are sup-
ported by the COHP analysis, which show essentially no
bonding states between Au–O/Ti and Ag–O/Ti, another
strong indication that the HNS is chemically inert. We
also investigated a heterostructure of a single HNS layer
and a graphene sheet. Due to a small lattice mismatch,
a supercell containing 16 f.u. of TiO2 and 50 C atoms
is required to construct a commensurate cell, covering a
very large surface area of 130.8 A˚2. The equilibrium dis-
tance between graphene and the HNS was found to be
3.22 A˚. Again, a careful analysis of the COHP indicates
that there are effectively no bonding states between HNS
and graphene, providing the final evidence that the HNS
is chemically inert.
In summary, we predict a novel 2-dimensional sheet of
TiO2 by systematically searching for layered structures
using an extended minima hopping structure prediction
approach and ab initio calculations. According to our
results, this sheet is energetically favorable to any other
previously reported 2D material of TiO2, even surpassing
the well known lepidocrocite sheet, and is dynamically
stable with no imaginary modes in the whole Brillouin
zone. A thorough study with respect to its structural
and chemical stability shows that the HNS is chemically
inert and highly resistant against a wide range of me-
chanical stress. In fact, uniform and uniaxial strain can
be readily used to tune the band gap of the HNS. These
findings provide strong evidences that the HNS is viable
once synthesized and is a promising candidate material
for strain engineered optical applications or for photo-
catalytic water-splitting due to its large surface area and
voids. Furthermore, the HNS can readily serve as a build-
ing block for heterostructures with potential applications
in energy conversion and storage, ranging from lithium
batteries to materials in photovoltaics. Due to its weak
interaction with various substrates, we propose CVD as a
potential route for its synthesis, or to use inert template
atoms and thermal degassing to form the large hexag-
onal voids in analogy to the approaches used to create
group-IV clathrate materials.
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METHODS
The structural search was conducted with the min-
ima hopping method (MHM),60,61 which implements an
efficient algorithm to explore the energy landscape of
a system by performing consecutive molecular dynam-
ics (MD) escape steps followed by local geometry relax-
ations. The Bell-Evans-Polanyi principle is exploited to
accelerate the search by aligning the initial MD veloci-
ties preferably along soft mode directions.86 In order to
perform predictions for quasi-2D materials the function-
ality of the MHM was modified to model 2D and lay-
ered materials. For this purpose, the target function to
be optimized was extended by including 2-dimensional
confining potentials Ci(ei, r
α
j ), where α denotes the axis
6α = {x, y, z} along the non-periodic direction, rj are the
cartesian coordinates of the N atoms in the system, and
ei are the equilibrium positions along α at which the
potentials are centered. Our confinement functions are
sums of atomic contributions and is zero within a cutoff
region rc around ei, while it has a polynomial form of or-
der n with amplitude Ai beyond rc: C
α
i =
∑N
j=1 c(ei, r
α
j )
where c(ei, r
α
j ) = Ai(|ei−rαj |−rc)n for |ei−rαj | ≥ rc and
zero otherwise. During the local geometry optimization
and the MD escape trials the additional forces acting on
the atoms fj =
∂Ci
∂rj
and on the cell vectors σj =
∂Ci
∂hj
were fully taken into account, where the atomic posi-
tions are expressed in the reduced coordinates ri = hsi
and h = (a,b, c) is the matrix containing the lattice vec-
tors. For our calculations, a single confinement potential
C1 was used with e1 centered along the lattice vector c,
with a cutoff rc = 1 A˚, n = 4 and A1 = 0.1 eV. Multiple
MHM structure prediction runs were performed, starting
from a variety of random initial seeds using 2-10 f.u./cell
in conjunction with the CENT potential.
To accelerate the structural search, we prescreened
the energy landscape using a recently developed high
dimensional artificial neural network (ANN) potential
based on the charge equilibrated neural network tech-
nique (CENT)62 specifically fit to the TiO2 system. In
order to train the CENT potential we first prepared a
database containing the DFT energies of about 3000 clus-
ter structures, with sizes ranging from 6 to 70 formula
units (f.u.). An approximate potential was obtained by
fitting CENT to DFT data of randomly generated struc-
tures in an initial step. Subsequently, further structures
were added to the training set by performing short MHM
simulations with the approximate potential. The result-
ing low energy structures from these MHM runs were
carefully filtered to avoid duplicate structures and to en-
sure a large diversity in structural motifs within the aug-
mented data set, a task performed by comparing struc-
tures with a structural fingerprint87,88. This procedure
was repeated several times until a desired accuracy was
reached for a predefined validation dataset. Even though
the CENT potential was generated from cluster struc-
tures, it provides accurate results for periodic systems.
This high transferability of CENT was recently demon-
strated for calcium fluoride.89
The DFT calculations to generate the training data
and to refine the results from the MHM simulations were
carried out with the FHI-aims code,90 using the tier 2
basis set for both the Ti and O elements. The general-
ized gradient approximation parametrized according to
Perdew-Burke-Ernzerhof (PBE)91 was employed for the
exchange-correlation functional. Geometry relaxations
were performed until the atomic forces were less than
0.01 eV/A˚, and Monkhorst-Pack k-point grids with a
density of 0.03/A˚ were used, resulting in total energies
converged to within 1 meV/atom. For all calculations in-
volving 2D structures a vacuum space of about 12 A˚ was
used in the direction perpendicular to the sheets to sup-
press the interaction between periodic images of the lay-
ers.
The chemical bonding was studied by analyzing the
crystal orbital Hamilton population (COHP) as imple-
mented in the LOBSTER package,77–80 based on the
wave functions computed with the Vienna Ab Initio Sim-
ulation package (VASP).92 Phonon calculations were car-
ried with the finite difference approach as implemented
in the PHONOPY code,93 using atomic displacements
of 0.01 A˚. The dielectric tensor and the born effective
charges were computed with VASP. Large supercells con-
taining 192 atoms were used to ensure sufficient conver-
gence of the force constants.
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