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Abstract
Aerosol particles in the atmosphere are complex mixtures of different chemical species, and their compositions are
constantly evolving as coagulation and multiphase processes act on the particle population. The particles interact
with the climate system directly by scattering and absorbing solar radiation, and indirectly by forming clouds. These
macroscale climate effects depend on the size and composition of individual particles. Simulating the evolution of
aerosols and predicting their impacts remains a challenge due to the multiscale nature of the system. Various methods
exist for representing aerosols in models, which range in complexity and computational cost—from very simple and
computationally efficient, suitable for simulation on the regional and global scale, to highly-detailed and computational
expensive, suitable for box model simulations on the process level.
With the development of the particle-resolved model PartMC-MOSAIC, it became possible to simulate the aerosol
mixing state in great detail. However, previous applications of PartMC-MOSAIC have lacked spatial resolution, which
only a three-dimensional chemical transport model can provide. To address this shortcoming, the goal of this thesis
was to create a particle-resolved aerosol modeling framework that is also spatially resolved, the first of its kind.
Several modeling advances were required to attain this goal. At the core was the development of efficient algorithms
for particle transport in three dimensions and particle removal at the surface by dry deposition. Additionally, we
have contributed a framework for developing particle-resolved, source-oriented aerosol emissions. This framework is
flexible and can make use of a variety of user-defined emission data sets.
We applied the newly developed model system to simulate an episode during the Carbonaceous Aerosol and
Radiative Effects Study (CARES) campaign in California in June 2010. The interactions of atmospheric transport and
spatially distributed emissions led to a rapid aging of aerosols in urban areas resulting in internally mixed populations
in those areas. Errors in cloud condensation nuclei concentrations when assuming internally mixed aerosols were
quantified using a composition-averaging technique to replicate a sectional aerosol representation, which is common
in many state-of-the-art chemical transport models. These errors amount up to 100% for more externally mixed
populations, and can remain up to 50% for region that are internally mixed. This dissertation research created a
new framework model for high-detail aerosol simulations on the regional scale and a benchmark capability for the
community to quantify errors in predicted aerosol impacts due to simplified aerosol representations.
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This chapter provides necessary background of aerosol science from two perspectives. First, we present the physical
system of aerosols and their life cycle, the role that composition has in determining aerosol-climate impacts, the ob-
served variation of aerosol composition spatially and temporally, and mixing state theory necessary for quantifying
this complexity. Second, we describe the numerical methods that are applied to represent aerosol composition, rang-
ing from simplistic methods to advanced methods that capture aspects of mixing state for modeling aerosol-climate
interactions. We conclude this chapter with the scientific questions addressed by this thesis and the main contributions
of this thesis.
1.1 Atmospheric aerosol in the physical world
Atmospheric aerosols are defined as solid or liquid particles suspended in air. Particles may be emitted to the atmo-
sphere directly, referred to as primary particles, or they may form in the atmosphere from nucleation of gas-phase
precursors, referred to as secondary particles. Aerosols can originate from either anthropogenic or natural sources.
Examples of anthropogenic emissions particles are from combustion engines, electric generation, industrial processes
and evaporation of chemical products. Examples of natural sources include volcanic eruptions, biomass burning and
suspension from wind-driven processes such mineral dust and sea spay. Beyond particles directly emitted into the
atmosphere, secondary aerosols are formed in the atmosphere by the process of nucleation. Given the wide variety of
emissions sources, particles can be a complex mixture of a wide variety of species, such as soluble inorganic salts and
acids, insoluble crustal materials (dust), trace metals, and carbonaceous materials (Murphy et al., 2006; Noble and
Prather, 2000; Pratt and Prather, 2009; Zelenyuk and Imre, 2009; Clarke et al., 2004; Hinz et al., 2005; Guanzzotti
et al., 2001; Bein et al., 2005; Ault et al., 2010; Jimenez et al., 2003; Healy et al., 2012). Figure 1.1 shows electron
microscope images of individual particles (Li et al., 2011) demonstrating the variation in particle composition between
different types of aerosols.
The size of particles can vary over four orders of magnitude, from a few nanometers to 100 µm. Particle size
is one of the most important parameters to describe the behavior of aerosols. As a result, the aerosol population is
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Figure 1.1: Electron microscope images show variation in particle size, shape, and chemical composition of aerosols.
Figure taken from Li et al. (2011) with permission.
measured or represented in models using a continuous size distribution, which captures the number or mass concen-
tration of particles as a function of particle size. Figure 1.2 shows a common distribution of aerosols, which are often
comprised of three modes, the nucleation mode, the accumulation mode and the coarse mode. The nucleation mode,
or Aitken mode, consists of particles with diameter less than 0.1 µm and are formed by the nucleation of vapors. The
accumulation mode consists of particles with diameters greater than 0.1 µm and less than 1.0 µm. These aerosols
may be directly emitted into the atmosphere or created from growth of particles in the nucleation mode. Particles
within this mode typically accumulate in the atmosphere as removal mechanisms are least efficient in this mode. The
coarse mode consists of particles with diameter greater than 1.0 µm. Particles within this mode are typically created
by mechanical processes, sea spray or dust suspension, and due to their size tend to have short residence times. The
aerosol number distribution is dominated by tiny particles while the mass distribution is dominated by a small number
of large particles.
The particle size distribution and composition evolve over time, referred to as “aging”. Once emitted, particles size
and composition change due to coagulation with other particles, condensation and evaporation of secondary aerosol
species, and multiphase processes (Weingartner et al., 1997; Kotzick and Nießner, 1999). Particles are eventually
removed from the atmosphere by dry deposition and wet processes, below and in-cloud scavenging, with a typical
2
FIGURE 8.11 Typical urban aerosol number, surface, and volume distributions. 
FIGURE 8.12 Measured and fitted multimodal number distributions at different distances 
downwind from a major road in Los Angeles (a) 30 m downwind, (b) 60 m downwind, (c) 90 m 
downwind, and (d) 150 m downwind. Please note the different scale for the y axis. Modal parameters 
given are the geometric mean diameter and geometric standard deviation (Zhu et al. 2002). 
372 
Figure 1.2: Typical number and volume distributions of atmospheric particles in an urban environment. Taken from
Seinfeld and Pandis (1998) with permission.
residence time on the order of a few days to a few weeks (Seinfeld and Pandis, 1998). The “aging” process leads
to particles interacting differently with the environment than when originally emitted. For example, condensation of
soluble species onto black carbon-containing particles transform particles that are initially hydrophobic to hydrophilic
(McFiggans et al., 2006; Zhang et al., 2008), and enhances the particle absorption properties (Bond et al., 2006).
Aerosols interact with the Earth’s radiation budget both directly and indirectly. The direct radiative forcing is due
to scattering and absorbing sunlight (McCormick and Ludwig, 1967; Charlson and Pilat, 1969; Charlson et al., 1992).
The indirect radiative forcing is a result of changing the microphysical structure, lifetime, and coverage of clouds. For
the indirect effect, referred to as the Twomey effect (Twomey, 1977), an increase in aerosol number concentration will
increase the cloud droplet number concentration and result in an overall smaller cloud droplet size, which enhances
the cloud albedo and thus reduces solar radiation reaching the surface. Another consequence of an overall increase in
aerosol concentrations and smaller droplets sizes is that cloud lifetimes may lengthen due to the decrease in the rates
of collision and coalescence. This is referred to as the second indirect effect (Albrecht, 1989).
Aerosol-cloud interactions remain a significant uncertainty in our estimate of global radiative forcing. The 2013
IPCC report (Boucher t al., 2013) stim ted the total (di ect+indirect) erosol effective radiation forcing (ERF) is
between −1.9 and −0.1 W m−2, with 5 to 95% uncertainty, and a best estimate value of −0.9 W m−2 with medium
3
confidence. The direct effect has an estimated ERF−0.45 (−0.95 to +0.05) W m−2. The reason for this uncertainty is
the complexity of the aerosol-atmospheric interactions. This complexity originates from the aerosol size distribution,
species hygroscopicity, chemical composition, optical and cloud nucleation properties. Because removal processes
lead to relatively short residence times, and because the geographical distribution of particle sources is highly hetero-
geneous, aerosols vary spatially and temporally, unlike greenhouse gases that are generally homogeneously distributed
throughout the atmosphere.
Two barriers impede the improvement of aerosol representation in models. For some physical processes such
as ice nucleation, a lack of fundamental understanding prohibits us to formulate a mathematical model that can be
implemented in a model. For other processes such as in-cloud chemistry and aerosol activation/resuspension, we have
a good process-level understanding but due to the multiscale nature of the aerosols and their climate interactions, it
might be impossible to directly incorporate the process. Since aerosols evolve on the microscale and have complex
spatial heterogeneity, they are difficult to represent within models that are resolving on the scale of kilometers.
1.1.1 Overview of aerosol mixing state theory
Figure 1.3: Three examples of particle populations: (left) fully externally mixed population where each particle
contains only one species, (right) fully internally mixed population where each particle contains all species in equal
ratios, and (center) intermediate mixing state where particles contain any number of the available species and with any
possible mass fraction.
Mixing state refers to the relative proportions of chemical species and the way these species are distributed amongst
the particle population (Winkler, 1973). Figure 1.3 shows three representative populations; either a population where
4
each particle consists of a single species (left), referred to as ‘externally mixed’, or where all particles individually
consist of two or more species (right), referred to as ‘internally mixed’, or the case where particles may contain any
number of available species in any kind of mass fractions (center).
To describe aerosol mixing state, aerosol composition can be defined in terms of a number of chemical species,
where possible species could be sulfate, nitrate, black carbon, organic carbon, sodium, etc. Each particle can be
represented as an A-dimensional vector ~µi ∈ RA with components (µi1, µi2, . . . , µiA), with µia being the mass of
species a in particle i, for a = 1, . . . , A and i = 1, . . . , Np where Np is the number of particles. Each particle can
be visualized as a point in the A-dimensional-composition space and moves within this composition space due to
coagulation and condensation/evaporation.
Figure 1.4 depicts the concept of aerosol composition space for an aerosol population that has a given number
distribution, shown in Figure 1.4(a), and mass distribution, shown in Figure 1.4(b) for two aerosols species (A =
2). Figure 1.4(c), (d), and (e) show three of the many possible configurations of mixing state in two-dimensional
composition space. Each population is consistent with the bulk aerosol properties shown in Figure 1.4(a) and (b).
Figure 1.4(c) is referred to as fully externally-mixed where particles contain either species 1 or species 2. In
contrast, Figure 1.4(d) shows a particle population that is considered fully internally mixed where all particles contain
identical mass fractions of the aerosol species. These two cases represent the most extreme situations of the distribution
of aerosol species, but these are often the assumptions applied to mixing state. Figure 1.4(e) depicts an intermediate
state where the population is neither fully internally or externally mixed, which is more atmospheric-relevant, where
the mass fractions of species 1 and 2 vary between each particle.
1.1.2 Measurements of particle composition
Early approaches in aerosol sampling focused on the measurement of aerosol bulk properties e.g. mass concentrations,
number concentrations, and average composition for a population (Christoforou et al., 2000; Chow et al., 1993, 1996;
He et al., 2001; Kim et al., 2003; Lim and Turpin, 2002; Turpin and Huntzicker, 1995). However over the last two
decades, advances in aerosol instrumentation has enabled on-line measurements of detailed particle composition.
These in situ measurements, both ground based and with aircraft, help characterize aerosol populations at specific
locations and within different environments.
The Aerosol Mass Spectrometer (AMS) provides real-time, quantitative size and composition information of at-
mospheric aerosols (DeCarlo et al., 2006) and has been used to investigate the distribution of aerosol composition in
different locations around the world (Zhang et al., 2007; DeCarlo et al., 2008; Jimenez et al., 2009). As an extension of
the AMS, single particle mass spectrometry measures per-particle size and composition making it suitable for inves-

































































































































































































































































































































































Species µ1 µ2 µ3 µ4 µ5 µ6 µ7 µ8 µ9 µ10
Species 1 1 2 3 4 5 0 0 0 0 0



























External mixture: Each particle 
consists of a single species. 
 
Internal mixture: All particles 
contain the same mass fractions of 
species 1 and 2. 
Real-world mixture: Mass 
fractions of species 1 and 2 vary 
between particles. 
(a) (b) 
(c) (d) (e) 
Figure 1.4: An example of aerosol composition space for a population consisting of two chemical species. (a)
Example number size distribution, (b) corresponding mass distribution, (c), (d) and (e) three possible populations of
particles consistent with the bulk quantities of (a) and (b).
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its low concentrations (w1.4% of the NR-PM1; Table 1), the influ-
ence of this species on the total size distribution should be
negligible. The size distributions of inorganic species were very
similar, showing a major accumulation mode peaking at a vacuum
aerodynamic diameter (Dva; DeCarlo et al., 2004) at w600 nm. This
observation, together with the good correlations among species for
their mass concentrations in the accumulation mode size range,
implies that NH4þ, SO42", and NO3"were likely internally mixed in the
accumulation mode. Organic species showed a much broader size
distribution and were increasingly more important in smaller
particles. On average, 70%–90% of the ultrafine particle mass
(Dva < 100 nm) was organic. In general, particles smaller than
200 nm were predominately organic, while the accumulation mode
particles were dominated by sulfate and nitrate in Beijing. The
enrichment of organics in smaller particles is frequently observed
at urban locations (e.g., Allan et al., 2003; Alfarra et al., 2004; Zhang
et al., 2005c). It is consistent with findings that the ultrafine
particles in urban environments are primarily associated with local
combustion emissions (Zhang et al., 2005c) while the larger
mode is indicative of aged regional particulates containing
mixed inorganic and organic species (e.g., Alfarra et al., 2004;
Zhang et al., 2005c).
3.2. Organic aerosol components
Organic species were apparently an important aerosol compo-
nent in Beijing, accounting for 16%–93% of the NR-PM1 mass during
this campaign. The average OA concentration in Beijing
(28.1 mg m"3; Table 1) was more than three times the value
measured in a dozen of urban environments (Zhang et al., 2007a). In
order to better understand the chemical composition and sources of
OA in Beijing, we analyzed the AMS mass spectral matrix of OA with
Positive Matrix Factorization (PMF, Paatero and Tapper, 1994) using
the analysis and evaluation tool described by Ulbrich et al. (2009).
The mass concentrations and mass spectra of three distinct
components, including one hydrocarbon-like OA (HOA) and two
oxygenated OA (OOA I and OOA II), were determined (Fig. 7). Taken
together the three factors account for 98.4% of the measured organic
mass. Increasing the number of factors appears to result in an
apparent splitting of the HOA factor (Ulbrich et al., 2009) and does



















































































Fig. 6. Average chemically speciated size distributions and size-resolved percent
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Fig. 7. Time series of the mass concentrations of a) HOA and BC, b) OOA I and sulfate, and c) OOA II and nitrate. Mass spectra of d) HOA, e) OOA I, and f) OOA II. Diurnal variation box
plots of g) HOA, h) OOA I, and i) OOA II. The box plots are read as follows: the upper and lower boundaries of the box indicate the 75th and the 25th percentiles, the line within the
box marks the median, and the whiskers above and below the box indicate the 90th and 10th percentiles. Cross symbols represent the means.
J. Sun et al. / Atmospheric Environment 44 (2010) 131–140136
Figure 1.5: Average chemically speciated size d stributi ns and size-resolved percent fraction of chemical composi-
tions of aerosols measured by the AMS. Figure taken from Sun et al. (2010) with permission.
composition of non-refractory materials uch as ammonium, nitrate, ulfates and rganics on a particl level. While
the AMS provides size-resolved composition inf rmation, the mixing state with given size range is ot known. For
example, in Figure 1.5, it is not clear if the organics form an int rnal or external m xture with the inorganic compo-
nents.
The soot particle aerosol mass spectrometry (SP-AMS) measures the non-refractory chemical components of the
AMS but also can measure particles consisting of refractive black carbon. As a result, this instrument provides size-
resolved composition information. Figure 1.6 shows an example of SP-AMS measurements. Figure 1.6 shows the
measured size distribution, mass fractions of different species as a function of particle diameter and diurnal profiles of
the mass distribution for each chemical species.
The aerosol time-of-flight mass spectrometry (ATOFMS) (Prather et al., 1994; Gard et al., 1997) has been deployed
globally providing real-time single particle measurements for measuring the mixing state (Dall’Osto et al., 2010;
Sullivan et al., 2007; Cahill et al., 2012). For each particle, a mass spectrum is recorded, which can be used to estimate
per-particle composition (Healy et al., 2014).
The single-particle soot photometer (SP2) is specialized to measure black carbon particles (Gao et al., 2007), a
species of great interest from the climate implications of absorbing solar radiation. In particular, the SP2 can measure
the scattering properties of individual particles, the particle size and the black carbon mass. The SP2 has been applied
7
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(c)
Figure 4. Time series of (a) sulfur oxidation ratio, fS = nSO2 4 / (nSO
2 
4 + nSO2), and sulfate; (b) diurnal variations of fS and RH (the
lines and cross symbols indicate the mean values, the lines in the boxes indicate the median values, the upper and lower boundaries of the
boxes indicate the 75th and 25th percentiles, and the whiskers above and below the boxes indicate the 90th and 10th percentiles); (c) sulfate
and nitrate concentrations vs. RH, the circles or squares represent the average concentrations within different RH bins (5 % increment) for
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Figure 5. (a) Mass-based average size distributions of organics, rBC (left y axis), sulfate, nitrate, chloride, and ammonium (right y axis)
(Dva, vacuum aerodynamic diameter), (b) fractional contributions of the six PM1 species as a function of particle size (left y axis), and size
distribution of total PM1 (right y axis), (c) diurnal profiles of the size distributions of rBC, organics, nitrate, chloride, and sulfate.
www.atmos-chem-phys.net/16/9109/2016/ Atmos. Chem. Phys., 16, 9109–9127, 2016
Figure 1.6: Examples of measurements from soot particle aerosol mass spectrometry (SP-AMS). (a) mass size distri-
bution, (b) mass fractions as a function of particle size and (c) diurnal profiles of mass size distributions. Figure taken
from Wang et al. (2016) with permission.
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Condensation mode Droplet mode
Figure 5. (a) Dp number size distribution histogram for the SP2-
detected rBC-containing particles. (b) Dva number fraction distri-
bution of SPAMS-detected BC-containing particles color-coded by
the particle type. (c) Dc and ACT with number size distribution in
the condensation and droplet modes.
and droplet mode peak was centered around ⇠ 380 nm. The
presence of condensation mode (Dva= ⇠ 200–500 nm) and
droplet mode (Dva= ⇠ 550–1200 nm) was confirmed by the
SPAMS data (Fig. 5b). Here the SPAMS size distribution was
based on the number fraction of BC-containing particles in
all detected particles. Similar particle size distributions were
also found in other studies in China (Huang and Yu, 2008;
Zhang et al., 2014).
The specific composition in condensation and droplet
modes were quite different (Fig. 5b). BBBC particles exhib-
ited a higher number fraction in the droplet mode than in the
condensation mode. Ammonium nitrate can condense on par-
ticle surfaces during atmospheric transport if sulfate is fully
neutralized and excess ammonia is available (Riemer et al.,
2004). The sulfate condensation on BC surfaces occurs soon
after the BC emission, while ammonium nitrate condensa-
tion occurs over longer timescales during transport (Healy et
al., 2012a). In this work, most KBC and BBBC particles and
all the BCOC-NOx particles showed stronger NO 3 signals
than SO 4 signals (as shown in Fig. S5), suggesting that most
BC-containing were deeply aged. Based on the particle clas-
sification and source apportionment analysis, the internally
mixed BC particles from traffic emissions accounted for al-
most all of the particles observed in the condensation mode.
However, the particle sources in the droplet mode were more
diverse, including traffic emissions and biomass burning.
Previous studies revealed that different sources emit dif-
ferent core diameters for rBC-containing particles (Liu et
al., 2014; Takahama et al., 2014; Reddington et al., 2013;
Schwarz et al., 2008) and the aging processes affect the coat-
ing thickness (Laborde et al., 2013; Liu et al., 2014). We
identified the sources and estimated aging process of rBC-
containing particles by using 2-D image plot “fingerprint”
of Dc and absolute coating thickness (ACT) information.
Figure 5c shows the dependence of ACT on Dc, weighed
by the number concentration. In the condensation mode,
the particles were characterized by small Dc values (⇠ 60–
80 nm) with thin ACT (⇠ 50–130 nm). In combination with
the SPAMS information, these particles with small Dc and
thin ACT should be mainly from the traffic sources (Fig. 5b).
However, the droplet mode was very different from the
condensation mode and showed a diversity of sources. In
the droplet mode, the “fingerprint” showed two peaks in the
size distribution. The first peak had small Dc values (⇠ 60–
80 nm) and thick ACT (⇠ 130–300 nm). We assume that the
rBC-containing particles in the first peak were from traffic
emissions. In previous studies, the particles associated with
traffic emissions had small core sizes and thin coating thick-
ness (Laborde et al., 2013; Liu et al., 2014). However, in this
study, we found that the rBC-containing particles from traf-
fic could be highly-aged, resulting in a much thicker coating
than previously observed. This could be because polluted air
masses promote faster rBC aging processes (Matsui et al.,
2013). The second peak showed larger Dc (⇠ 80–130 nm)
and thick ACT (⇠ 110–300 nm). These particles were pre-
sumably from biomass burning. It has been reported using
SP2 measurements that fresh biomass burning rBC particles
are thickly coated (Schwarz et al., 2008; Sahu et al., 2012;
Liu et al., 2014).
Since there was no clear-cut separation between traffic
emissions and biomass burning rBC-containing particles in
the droplet mode, it was hard to distinguish them when we
just used the core and shell information from SP2 (Liu et
al., 2014). We selected SP2-detected particles with larger
core sizes (80–130 nm) and thicker coating (120–300 nm)
and compared with the biomass burning particles number
concentration from SPAMS, as shown in Fig. S9. The good
correlation (R2 = 0.71) verified the conclusion that the rBC-
containing particles with larger cores and thicker coating
were from biomass burning. Even though these larger rBC-
containing particles only accounted for less than 20% num-
ber fraction, they are likely to be more hygroscopic (Liu et
al., 2013; Wang et al., 2014) and be scavenged by wet depo-
sition (Moteki et al., 2012). Such particles will have greater
potential to enhance the semi-direct effect (Koch and Del Ge-
nio, 2010) through interaction with cloud processes.
The diversity of sources of the droplet mode BC-
containing particles was also detected in SPAMS, as we dis-
cussed before. SPAMS data showed that the internally mixed
BC particles from traffic emissions were more abundant in
the droplet mode than those from biomass burning (Fig. 5b).
However, the SP2 data showed that particles with a small
core and thick ACT (major traffic emission) were less abun-
Atmos. Chem. Phys., 16, 5399–5411, 2016 www.atmos-chem-phys.net/16/5399/2016/
Figure 1.7: Examples of measurements from single particle soot photometer (SP2). Core diameter and absolute
coating thickness with number size distribution in the condensation and droplet modes. Figure taken from Gong et al.
(2016) with permission.
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Fig. 17. SEM (left panel) and STXM (right panel) images show-
ing internal heterogeneity of particles collected in CARES study.
STXM maps derived by singular value decomposition depict or-
ganic dominant phase (green), inorganic dominant phase (blue) and
elemental carbon (red). Images are not from the same sample re-
gion.
CCSEM/EDX and STXM/NEXAFS analyses of TRAC-
collected particles onboard the G-1 on 15 June (a strong SW
flow event) showed the presence of sea salt particles over
Sacramento. Forward trajectories simulated by WRF (Fast et
al., 2012) coupled with Lagrangian particle dispersion model
(Doran et al., 2008) analysis confirmed that the sea salt par-
ticles were transported from the Pacific Ocean/Bay Area. In-
terestingly, these particles were found to be internally mixed
with organics, which were likely SOA species formed in
these particles during the transit from the Bay Area. Surpris-
ingly, these particles had experienced substantial chloride de-
pletion that could not be explained by the known reactivity
of sea salt with nitric and sulfuric acids. This study, recently
published by Laskin et al. (2012), is the first field evidence
that SOA, consisting of weak organic acids, may effectively
react with sea salt particles and displace HCl gas, leaving
behind particles depleted in chloride and enriched in the cor-
responding organic salts.
The microscopy and spectromicroscopy methods dis-
cussed above help visualize particle morphology and inter-
nal structure at the nanometer scale (Laskin, 2010; Moffet
et al., 2010a) and provide valuable chemical information on
elemental composition (SEM/EDX) and organic group func-
tionalities present in particles (STXM/NEXAFS). High reso-
lution Nanospray Desorption Electrospray Ionization (Nano-
DESI) mass spectrometry on field-collected particles can
provide additional detailed information on the molecular
structures of organic aerosol species, but this method ac-
quires integrated signal from an ensemble of particles and
therefore eliminates knowledge of individual particle com-
position (Roach et al., 2010). Thus, analyses of the various
particle samples collected during CARES will include com-
plementary analytical methods that provide comprehensive
information ranging from microscopic details of individual
particles to advanced molecular characterization of complex
molecules comprising particulate matter.
Other types of offline chemical and radio isotopic anal-
yses of ambient aerosol require large amounts of samples,
which were obtained during CARES using several high-
volume samplers. Carbon levels in the submicron particle
samples taken at the T1 site with high-volume samplers were
found to be quite low, and visual examination indicated lit-
tle BC present for most of the study. This result is qualita-
tively consistent with the measurements of BC mass by the
SP2 at the T1 site. Carbon-14 analysis of four samples col-
lected over 12 and 24 h periods at the beginning and end
of the CARES campaign show that 74 ± 0.6 % of the car-
bon was modern, suggesting that there was a significant bio-
genic component in the carbonaceous aerosols. Furthermore,
stable carbon isotopic content ( 13C) for these samples was
found to be  27.5 ± 3.5‰ relative to the Pee Dee Belem-
nite standard. This is equal to the global average  13C for C3
plants such as Ponderosa Pines, which dominate the region
(Ehleringer and Monson, 1993; Cerling and Harris, 1999).
The combined data indicate that a significant amount of the
carbonaceous aerosols at this site were from secondary or-
ganic carbonaceous aerosols, likely produced from oxidation
of isoprene, monoterpenes, and sesquiterpenes by ozone and
OH radicals. Further work on these quartz filter samples is
planned, including examination of natural radionuclides (7Be
and 210Pb) as well as use of integrating sphere methods to ex-
amine the UV-Visible absorption of the terpene-dominated
SOA (Gaffney et al., 2004; Marley et al., 2009).
Another high-volume PM2.5 sampler was deployed at the
T0 site from 2–15 June and at the T1 site from 16–28 June.
Detailed chemical analysis of these samples is also planned,
with a focus on studying the distribution of organic acids and
aldehydes with respect to total organic carbon (Jaoui et al.,
2004).
4.4 Optical properties and radiation observations
4.4.1 In situ aerosol optical properties
In situ aerosol optical properties were measured at multiple
wavelengths at each site with several instruments, including
nephelometer, PSAP, PAS, and CRDS. The flow to the neph-
elometer and PSAP instruments at each site was subjected
to alternating size cutoffs of 1 and 10 µm aerodynamic di-
ameters for 6 min each; the difference between the two gives
the scattering and absorption by super-micron particles. Such
variable size cutoffs were not applied to flows on other instru-
ments. Nephelometer, PSAP, and PAS instruments were also
deployed aboard the G-1. As mentioned earlier, the aerosol
inlet on the G-1 allowed transmission of particles up to 5 µm
aerodynamic diameters, and no additional cutoffs were ap-
plied to the flows to the optical instruments. In this report
we limit the discussion to the nephelometer, PSAP, and PAS
observations at green wavelength to illustrate the behavior
and consistency of the scattering and absorption coefficients
observed on the three different platforms through the entire
www.atmos-chem-phys.net/12/7647/2012/ Atmos. Chem. Phys., 12, 7647–7687, 2012
Figure 1.8: Examples of images from SEM (left) nd STXM (right). STXM maps, derived by singular value decom-
position, depict organic dominant phase (green), inorganic dominant phase (blue) and elemental carbon (red). Figure
taken from Zaveri et al. (2012) with permission.
to various environments to investigate the mixing state of black carbon (Schwarz et al., 2008; Huang et al., 2012;
Sedlacek III et al., 2012; Moteki et al., 2007) ranging from measuring background to polluted urban environments as
well measurements from plumes downwind from urban areas and biomass burning events. Figure 1.7 illustrates the
measurement capabilities of the SP2. Figure 1.7 shows how coating thickness varies as a function of black carbon
core size for two modes. The condensation mode consists of black carbon particles that are thinly coated while the
droplet mode consists of similar sized black carbon cores that are more thickly coated. However, this instrument does
not provide any speciation of the coating material.
While the previously discussed instruments identify particle composition and size, the morphology of particles
is difficult to determine with these techniques. For morphological studies, scanning electron microscopy (SEM) and
transmission electron microscopy (TEM) techniques are applied. Images show the complex aerosol composition in
polluted urban a as (Adachi et al., 2010), clean and polluted marine boundary layers (Li et al., 2010), and within
clouds (Li et al., 2011). Figure 1.8 (left) onsists of a SEM image showing particle morphology and composition.
Figure 1.8 (right) shows a particles processed by scanning transmission X-ray microscopy (STXM) which is capable
of identifying different chemical components.
Aerosol composition varies both spatially and temporally as observed by field measurements. The HIAPER Pole-
to-Pole Observations campaign provided extensive vertical coverage of the remote troposphere in the Pacific, Arctic,
and near-Antarctic regions (Schwarz et al., 2010). Schwarz et al. (2006, 2008) measured the mass, mixing state, and
optical size of individual black carbon (BC) particles in the fine mode in fresh emissions from urban and biomass
burning sources with an airborne SP2. In terms of exploring particle aging, Pratt and Prather (2010) used the aircraft
aerosol time-of-flight mass spectrometer to measure vertical profiles of single-particle composition over Wyoming
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and northern Colorado and found that carbonaceous particles were mixed with ammonium, nitrate and sulfate at low
altitudes, while they were mixed with sulfate and sulfuric acid at higher altitudes. Measurements with the single-
particle soot photometer (SP2) showed that the fraction of black carbon particles that are heavily coated increases
with altitude (McMeeking et al., 2011). Creamean et al. (2013) measured dust and biological aerosols and detected
these types of particles as more abundant in certain altitudes, which had an ability to affect IN concentrations. Overall,
vertical variation in aerosol mixing state is important but also understudied.
1.1.3 Mixing state impacts on climate-relevant properties
Because the mixing state is often not known, assumptions must be applied to calculate aerosol impacts. There is no
consensus about the importance of detailed knowledge of aerosol mixing state in modeling CCN number concentra-
tions. While CCN activation is primarily based on particle size, and therefore the size distribution is seen as most
critical, there has been investigation into the importance of mixing state assumptions to more accurately predict CCN
number concentrations. CCN closure studies seek closure between measurements of CCN and model prediction by
applying different assumption regarding the aerosol mixing state (Cubison et al., 2008; Ervens et al., 2010; Medina
et al., 2007; Wang et al., 2010).
Ervens et al. (2010) conducted a closure study for six different locations. Four simplified mixing state assumptions
regarding the organics were applied and a few trends were identified. Figure 1.9 shows the predicted activated size
distribution for an example size distribution depending on mixing state assumptions applied. By treating the particles
as internally mixed (as in case III and IV), all particles beyond the critical diameter activate while the population
containing externally mixed organics (as in case I and II) contains a fraction of particles that activate at a given size.
Additionally, the hygroscopicity of the organics, represented by κ where a lower κ is a more hydrophobic species, is
another important compositional detail to resolve. While CCN concentrations, denoted by the area enclosed by each
color line, may be similar between simulations, different types of particles in the population activated under different
cases. In areas very close to pollution sources, simple assumptions of organic mixing state and bulk composition were
not sufficient to predict CCN number concentrations. More complex assumptions about composition and size-resolved
mixing state should be made. However as particles are aged during transport, initially externally mixed, hydrophobic
organic particles are likely to be sufficiently aged within a few tens of kilometers downwind. At this point, the CCN
composition could be well represented by internally mixed, hygroscopic organics.
Numerous closure studies have applied different mixing state assumptions to their measurements in both urban
environments as well as rural environments. Often bulk assumptions have resulted in overestimation on CCN number
concentrations and different mixing state assumptions may be valid at different times of day depending on aging
processes (Wang et al., 2010) or different transport patterns (Medina et al., 2007). Treatment of externally-mixed
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Figure 1.9: Schematic of activated number concentrations under different mixing state assumptions. Figure taken
from Ervens et al. (2010) with permission.
components may be necessary to approach closure in the presence of freshly emitted particles (Cubison et al., 2008).
In each of these studies, realistic treatment of the mixing state was critical in order to eliminate model bias in CCN
concentrations.
In terms of composition importance for radiative properties, there is evidence that the absorption of black carbon
can be strongly enhanced by coatings, both found in laboratory experiments (Shiraiwa et al., 2010) and in situ obser-
vations (Lack et al., 2012; Liu et al., 2015, 2017). However, the extent of the impact varies widely across different
studies. For example Wu et al. (2018) observed absorption enhancement Eabs = 1.5 in their study, but previous
observations have varied from nearly no enhancement, Eabs = 1.06, (Cappa et al., 2012) to a factor greater than 2.0
(Chen et al., 2017). Closure studies found that complex partially-internally-mixed assumptions give the best closure
and best assumptions to apply to mixing state varied over the course of the day (Ma et al., 2012). In addition to diurnal
variations, there may be seasonal variations in mixing state (Dey et al., 2008), which causes changes in absorption
enhancement.
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Figure 1.10: Particle diversity. Lowest possible particle diversity is a particle containing only a single species.
Greatest possible particle diversity is the number of species A when all available species appear in equal quantities.
1.1.4 Mixing state quantification
To this point, we have discussed the details of aerosol mixing state qualitatively in terms of referring to particle pop-
ulations as either internally or externally mixed. The mixing state parameter χ, as described in Riemer and West
(2013), quantifies the extent to which the particle population is internally mixed by examining how complex indi-
vidual particles are and how similar the particles are within the population. Figure 1.10 shows particle diversity Di
which represents the effective species of a particle. This value ranges from 1 to the total number of species A if a
particle contains all species in equal amounts. By calculating the Di of all particles in a particle population, average
per-particle diversity Dα and bulk diversity Dγ can be determined. The mixing state parameter χ is given by the
relationship, χ = (Dα−1)/(Dγ−1), whereDα is the alpha diversity andDγ is the gamma diversity. Alpha diversity
Dα reflects the average per-particle effective number of species in the populations. Values of Dα can fall in the range
1 ≤ Dα ≤ A, where A is the number of species. This represents a range of conditions where Dα = 1 when all par-
ticles are composed of a single species, while Dα = A when all particles have identical mass fractions. The gamma
diversity Dγ reflects the bulk population species diversity. Values of bulk species diversity range from 1 ≤ Dγ ≤ A,
where Dγ = A when all species in the bulk appear in equal amounts. The values of χ range from 0 – reflecting a fully
externally mixed particle population – to 1, reflecting a fully internally mixed particle population.
Figure 1.11 shows how the mixing state parameter χ can quantify the extent that a population is internally mixed.
In terms of bulk quantities, both aerosol populations have identical mass. However, when examining the composition
of each particle, it shows that in Population 1 that each particle only contains two species in equal quantities, while
Population 2 consists of particles containing equal amounts of all four species. In this case,Dα = 2 in the Population 1
case which yields a mixing state parameter of χ = 33%, which indicates that the population is fairly externally mixed.
In the case of Population 2, Dα = 4 and the mixing state parameter χ = 100% indicating that this is a fully internally
mixed population. Hence, while the bulk composition of these two cases is identical, the species distributions are
different which may lead to differences in CCN and optical properties (Zaveri et al., 2010).
Figure 1.12 summarizes the concept of mixing state parameter by mapping various populations onto the mixing
state space. Populations that are fully externally mixed appear along the vertical axis as average per-particle diversity
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Figure 1.11: Example of bulk and particle composition of two populations. Both populations have the same bulk
composition, each species accounting for 25% of the total aerosol mass. However, population 1 contains particles that
have a lower average per-particle diversity than population 2.
Dα = 1 while populations that appear as fully internally mixed map onto the diagonal. Populations that contain equal
amount of bulk but have the composition distributed different appear along the horizontal Dγ = 3 axis.
The mixing state parameter χ can be applied by particle measurements (Healy et al., 2014; O’Brien et al., 2015;
Giorio et al., 2015; Fraund et al., 2017; Bondy et al., 2018) and measurement-model comparisons (Zhu et al., 2016b).
The mixing state parameter χ can be used to analyze error in climate-relevant quantities, such as cloud condensation
nuclei concentration (Ching et al., 2017) and nucleation-scavenging of black carbon-containing particles (Ching et al.,
2018).
1.2 Atmospheric aerosol in the model world
Measurements indicate a wide variability in aerosol composition at a single particle level. From closure studies, we
also know that the distribution of aerosol species in a particle population is necessary for accurately predicting aerosol
properties such as CCN concentrations and absorption. While measurements are critical for improving our under-
standing of aerosols as well as their cloud and optical properties, measurements conducted during a field campaign
involve sampling at select locations and for typically short periods of time. Therefore, models act as a tool to investi-













































Figure 1.12: Mixing state diagram to illustrate mixing state parameter χ as a function of average particle diversityDα
and bulk population diversity Dγ for seven example populations. Each color represents a different chemical species
where the number of species A = 3.
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Aerosol models have advanced over time to capture the evolution of aerosol mixing state due to the impact on
aerosol properties. Freshly emitted black carbon and dust particles are externally mixed, i.e. pure black carbon or dust
particles coexist with particles containing other species. As a result of their composition, these particles are insoluble
and unable to act as CCN, impacting both CCN concentration and particle removal due to wet deposition. Over the
atmospheric lifetime of black carbon and dust containing particles, the aging process modifies particle composition
resulting in these particles becoming internally mixed, i.e. a particle contains black carbon and/or dust mixed with
other species. These particles, once insoluble, are now able to act as CCN. Additionally, the existence of coatings
on black carbon alter the optical properties of the particle, with coatings shown to enhance the absorption of solar
radiation (Jacobson, 2001). To address the complexity of aerosol composition for prediction of climate impacts,
models look to represent mixing state by introducing multiple aerosol distributions. However, the representation of
aerosols within models remains a challenge due to complexity and computational cost. As a result, there are various
methods that range in amount of complexity and computational cost for resolving aerosols in models.
Figure 1.13 summarizes aerosol representations in composition space. Figure 1.13(a) shows the true particle
population that the representations attempt to capture. This particle population consists of two distinct subpopulations,
one with mass fractions [1.5,3.5] and the other [3.5,0.5] with the second population having two peaks in the size
distribution. Figure 1.13(b) illustrates the projection of a modal model with three different overlapping modes where
each mode has a different average composition. Figure 1.13(c) illustrates the projection of the true composition space
that a 1D sectional model imposes. Each bin represents the average particle composition with all particles in each
bin being fully internally mixed. The average composition of a bin could potentially represent very few of the actual
particles in the population. This is the case in this scenario for larger bins as the internally mixed particles consist of
approximately 50% µ1 and 50% µ2.
1.2.1 Bulk methods
Bulk aerosol methods are the most simplistic of aerosol representation. Bulk models track the aerosol mass concen-
trations of individual aerosol species, such as sulfate, black carbon, sea salt and dust, where each is treated as an
externally mixed aerosol population. The size distribution is prescribed for each aerosol species for computing bulk
aerosol cloud and radiative properties. Due to the simplicity of this approach, bulk schemes are particularly desirable
for global climate modeling due to their computationally efficiency (Chung and Seinfeld, 2002). Examples of bulk
modals include GOCART (Chin et al., 2002) and MOZART4 (Emmons et al., 2010). Climate models, using bulk
aerosol representation, can capture some aspect of mixing state with aging timescales for hydrophobic aerosol types,































































Figure 1.13: Aerosol representation of a population consisting of two aerosol species: (a) true population, (b) modal
model, (c) sectional model, (d) particle-resolved model. The left column is the number size distribution while the
middle and right columns show each representation in composition space.
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1.2.2 Modal methods
Modal models treat the aerosol distribution by several overlapping modes, where each mode is described by a log-
normal function of particle diameter. Aerosols within a given mode are considered internally mixed. An example
of a modal model is Modal Aerosol Dynamics model for Europe (MADE) which consists of 3 log-normal modes
Ackermann et al. (1998).
Box model simulations allow for highly-detailed studies of the aerosol mixing state and revealed that considering
mixing state, in particular the aging of black carbon, which is important for calculating optical and CCN properties. As
a result, large-scale models have incorporated additional modes for tracking aerosol evolution. MADEsoot (Riemer
et al., 2003) added special treatment of black carbon modes to MADE Ackermann et al. (1998) by tracking 3 modes:
(1) a soot-free mode composed of sulfate, nitrate, ammonium and water, (2) an externally mixed mode of pure soot
and (3) a mode of soot internally mixed with sulfate, nitrate, ammonium and water. This accounted for the aging
process and showed that externally mixed soot only occurs in the vicinity of the sources (Riemer et al., 2003). Many
of the box models presented previously were embedded into regional models to investigate the spatial distribution and
aerosol-climate impacts
Global models have also incorporated mixing state to some extent due to the importance in calculating climate-
relevant radiative and cloud properties despite the additional computational burden of tracking more chemical scalars.
Global models typically have used modal representation due to the lessened computational burden. A primary focus
of the global models is to accurately simulate the insoluble and soluble modes rather than represent them as a single
mode. The Modal Aerosol Module originally consisted of three log-normal modes in MAM3 (Liu et al., 2012) but
added additional modes for black carbon (Liu et al., 2016) and black carbon, sea salt and dust (Liu et al., 2012) to better
track soluble and insoluble aerosol. The Multiconfiguration Aerosol TRacker of mIXing state (MATRIX) (Bauer et al.,
2008) model, found in the Goddard Institute for Space Studies (GISS) climate model (ModelE), consists 16 mixed-
mode aerosol classes consisting of varying coating fractions to dust and black carbon particles. The Consortium
for Small-scale Modeling-Aerosol and Reactive Trace gases (COSMO-Art) consists of five modes, two modes are
black carbon-free and three black carbon-containing modes, one which is purely black carbon (insoluble) and two
size modes that represent aged (soluble) soot particles. M7 (Vignati et al., 2004), which is used in ECHAM-HAM
(Stier et al., 2005), describes the aerosol distribution with one soluble nucleation mode, and both soluble and insoluble
Aitken, accumulation and coarse modes. MADE-IN (Aquila et al., 2011) describes three classes of particles, black
carbon-containing, dust-containing and particles that contain no black carbon and dust, through a superposition of
seven log-normally distributed modes, and predicts the evolution of their size distribution and chemical composition.
This was improved in MADE3 (Kaiser et al., 2014) which represented the aerosol size distribution as nine lognormal




Sectional models discretize the aerosol diameter into sections and track the number concentration within each bin. In
contrast to modal methods, no assumption is made regarding the shape of the distribution and to an extent, there is
size-resolved composition. These models have the underlying assumption that the particles are either fully externally
mixed or fully internally mixed within a size bin. Examples of sectional models include Model of Aerosol Dynamics,
Reaction, Ionization, and Dissolution (MADRID) (Zhang et al., 2004) and Model for Simulating Aerosol Interactions
and Chemistry (MOSAIC) (Zaveri et al., 2008), which track a small number of bins and assume each bin is fully
internally mixed.
Sectional models have applied two approaches to resolving mixing state, resolving multiple separate distributions
and adding additional dimensions to the aerosol representation. In the first approach, Kleeman et al. (1997) and
Kleeman and Cass (1998) developed a Lagrangian aerosol processes trajectory model that tracked many externally
mixed emission modes, such a diesel, road dust and meat cooking and also tracked sources by age. In terms of sectional
models, source-resolving models were applied to regional models that track multiple externally mixed subpopulations.
Kleeman and Cass (2001) expanded on Kleeman et al. (1997) applied source-oriented external mixture representation
in which particles from different sources tracked separately to be able to determine the spatial distribution of particle
source contributions at a regional scale Kleeman and Cass (2001). Source oriented WRF-Chem (Joe et al., 2014),
(Zhang et al., 2014) developed a sectional model that contained distinct sources for diesel, wood smoke, sulfur fuels,
cooking and other remaining sources. By resolving sources, hydrophobic diesel engine particles remained largely
uncoated during the mixing state-resolved simulation. In contrast, the internal mixture model predicted significant
accumulation of secondary nitrate and water on the diesel engine particles. As a result, the optical properties were
altered and had impacts on boundary layer heights, temperature and wind fields Zhang et al. (2014).
Jacobson (2002) utilized 18 different distributions that differ in the combination of chemical species and each
distribution is tracking 60 size bins. Different types of classes included black carbon classes with various amounts of
coating. A benefit of these methods is providing details regarding particle class.
The second approach used in sectional models changes the formulation from representing a single dimension of
particle diameter to adding additional dimensions. Oshima et al. (2009b) used a two-dimensional aerosol representa-
tion, in which aerosol mass and number are given for individual particle diameters and black carbon mass fractions.
Oshima et al. (2009a) investigated CCN and optical properties in representing the black carbon mixing state. In com-
parison to a model that treated aerosols as fully internally mixed, the simulated absorption coefficients were larger
(35-44%) and single scattering albedos were smaller (7-13%) than the mixing state-resolving simulation. In contrast
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to source-resolving models, multi-dimensional sectional models capture particle size and black carbon mass frac-
tion (Matsui et al., 2013, 2014) or particle size and species mass fraction (Zhu et al., 2016a,b). Matsui et al. (2013,
2014) showed that absorption and heating rates were overestimated in the boundary layer and suggested that there
exists a possibility for cancellation of errors between the enhanced absorption efficiency and reduced black carbon
concentrations due to wet removal processes as they are less hydrophobic.
To capture CCN impacts and optical impacts, MOSAIC-mix (Ching et al., 2016b) extended the particle diameter
and black carbon mass fraction space to include hygroscopicity as another dimension. Overall these studies indi-
cate that it is essential to represent black-carbon-free particles separately from black-carbon-containing particles in
aerosol models for the accurate prediction of aerosol optical properties. For accurate prediction of CCN activities, it
was suggested that resolving into more black carbon categories to capture hydrophobic and hydrophilic black-carbon
containing particles. it was shown that consider at least some black carbon bins. While the previous models have
focused on black carbon, the Size-Composition Resolved Aerosol Model (SCRAM) (Zhu et al., 2015) focuses on gen-
eral mixing state and simulates the mass fractions of particles by tracking different compositional groups, hydrophilic
inorganic, hydrophobic organics, hydrophilic organics, dust and black carbon mass fractions. When comparing the
results of internally and externally mixed simulations, size distributions may be similar but the particle compositions
in the population are different. Overall, these models show that adding at least some level of mixing state represen-
tation led to an improvement in CCN and optical properties when compared to traditional internally mixed model
representation. Zhu et al. (2016a) investigated the impacts of supersaturation on the importance of mixing state. At
low supersaturation, the internally mixed simulation led to lower CCN activation percentage than the mixing state-
resolved simulation as hydrophobic components of internally mixed particles inhibiting activation, while in the mixing
state resolved simulation there existed hydrophilic particles that could be activated. However at high supersaturation,
the internally mixed simulation leads to higher CCN activation percentage than the mixing stater resolved simulation,
because most particles are activated except for the particles that are mostly hydrophobic in the mixing state-resolved
simulation. Zhu et al. (2016b) investigated the mixing state parameter χ in France and observed an average χ = 69%
in the urban area. Overall, χ values showed that traditional methods may be suitable in rural regions but internally
mixed assumptions do not hold in urban areas.
While sectional models are considered more expensive and generally too expensive for global models, ATRAS2
(Matsui, 2017; Matsui and Mahowald, 2017) improved on ATRAS (Matsui et al., 2014) by reducing computational
cost of the aerosol module by simplifying the treatment of aerosol processes and reducing the 2D sectional represen-
tation such that it could be used in CAM5 (Neale et al., 2010).
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1.2.4 Particle-resolved methods
While models have added the ability to capture some aspects of mixing state, various assumptions are still applied
regarding composition either by emissions, lack of interactions between modes, fixed size modes and shapes, the aging
process, or creation of mixed classes. Various observational studies have indicated that mixing state assumptions,
either where particles are either internally mixed or externally mixed, do not always apply in space and time. In
contrast to the previous methods, particle-resolved modeling allows greater flexibility for simulation of the aerosol
mixing state and play a crucial role to investigate the importance of mixing state. By simulating at a much higher level
of detail, particle-resolved models can help close the gap in understanding the effects of modeling choices in regional
and climate models.
Particle-resolved representation explicitly resolves the composition of individual particles in a given aerosol pop-
ulation. The particle-resolved model PartMC-MOSAIC simulates a representative group of particles distributed in
composition space, treating coagulation, condensation/evaporation, and other important processes on an individual
particle level. PartMC-MOSAIC is uniquely suited to investigate the evolution of particle mixing state and the associ-
ated CCN activation and optical properties. Previously PartMC-MOSAIC has been applied to modeling ship plumes
(Tian et al., 2014), urban plumes (Riemer et al., 2009; Zaveri et al., 2010) and chamber experiments (Tian et al., 2017).
It has been applied to investigate the importance of representing aerosol composition (Fierce et al., 2015, 2016) and for
error quantification of bulk aerosol properties (Zaveri et al., 2010; Ching et al., 2016a, 2018). Additionally, it serves as
a useful benchmark for other more approximate models (Kaiser et al., 2014; Ching et al., 2016b). Detailed information
on the governing equations and the algorithms of PartMC-MOSAIC is provided in Chapter 2 (see Section 2.2) and
Chapter 3.
1.3 Motivation and research questions
Aerosol modeling techniques traditionally have made simplifying assumptions regarding the aerosol mixing state,
often assuming the extreme cases with either fully internally mixed or fully externally mixed aerosols. However, field
measurements have observed aerosol mixing state is far more complex and closure studies have shown that these
complexities are important for determining CCN and optical properties. Recent model developments have begun to
incorporate some level of mixing state information, but no modeling capability exists that fully-resolves the aerosol
mixing state. This motivates the research in this dissertation.
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Sichuan basin (49 mg m!2). The column burdens are also low in North and Northeast China. The average surface concentration
and column burden of SOA over China are 1.34 mg m!3 and 2.58 mg m!2 (Table 3), respectively.
Fig. 5 presents the seasonal mean surface SOA concentration. As illustrated in the figures, there are different
distribution patterns and concentration levels in the four seasons. The mean surface SOA concentrations over China in
spring, summer, autumn, and winter are 0.94, 2.54, 1.41, and 0.43 mg m!3, respectively. In spring, the high SOA
concentrations are mainly found in Hunan and Jiangxi province (around 3–4 mg m!3). The highest SOA concentrations
are found in summer and in Central China, with values exceeding 8 mg m!3. In addition, high SOA concentrations are also
found in Northeast China and West China. The spatial pattern during summer is somewhat similar to that simulated by
Han et al. (2008). However, the simulated concentrations are in general higher than those reported by Han et al. (2008),
especially in Central China and North China. This may be attributed to the higher anthropogenic emissions in the latest
emission inventory and a more reasonable SOA gas/particle partitioning scheme used in this study. When it comes to
Fig. 3. The emission rates from biogenic sources over China (a, for annual total emissions; b, the emissions in summer season; left, isoprene; center, API;
right, LIM; ton km!2). (a) Annual total emissions and (b) Emissions in summer.
Fig. 4. The distribution of annual mean SOA concentration (a, on the surface, mg m!3; b, on total column, mg m!2).
F. Jiang et al. / Journal of Aerosol Science 43 (2012) 57–73 63
(b)
Figure 1.14: Examples of output from the two models coupled in this study. (a) PartMC-MOSAIC shows detailed
aerosol mixing state with particle while (b) WRF model captures spatial variability of bulk aerosol species. Figure
taken from Jiang et al. (2012).
1.3.1 Research questions and tasks
To study the importance of mixing state regionally, we will couple two state-of-the-art models shown in Figure 1.14.
PartMC-MOSAIC is a particle-resolved aerosol model box model that tracks the evolution of particle on an indiv d-
ual basis. Figure 1.14(a) shows the model capabilities of PartMC-MOSAIC to capture a complex mixing state where
particles at a given size may have a continuum of mixing state. However, existing particle-resolved studies using
PartMC-MOSAIC have been applied to idealized environments and as a box model has been unable to account for
spatial heterogeneity of emissions. Meanwhile at the regional modeling scale, mixing state has begun to be incor-
porated to an extent but there remain various assumptions regarding the aerosol evolution. Figure 1.14(b) shows the
Weather Research and Forecast coupled with chemistry (WRF-Chem) model (Grell et al., 2005), which is a state-of-
the-art regional weather model that captures chemical transport but makes simplifying assumptions regarding aerosols
by treating particles as internally mixed within modes or sectional bins.
The goal of this thesis is to combine the strengths of particle-resolved aerosol representation with a framework
suitable for modeling at the regional scale, the WRF model, for investigating the importance of aerosol mixing state.
The scientific questions guiding the research of this dissertation are:
1. How does mixing state, quantified by the mixing state parameter χ, vary spatially and temporally?
2. What are the errors incurred in computed bulk aerosol properties, such as CCN number concentration, when a
population is assumed to be fully internally mixed compared to the particle-resolved representation?
To answer these science questions, these model innovations will be necessary:
1. Coupling the particle-resolved model PartMC-MOSAIC with a regional model, Weather and Research Forecast
model, with the development of stochastic particle transport methods.
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2. Developing an efficient algorithm for simulation of single particle removal processes such as dry deposition.
3. Developing a framework for particle-resolved emissions to allow for non-fully internally mixed emissions at the
time of emission.
1.3.2 Organization of the thesis
Chapter 2 presents the coupling of the Weather Research and Forecast (WRF) model with PartMC-MOSAIC. This
work includes discretizing the governing equation for the evolution of the aerosol particle population with the inclusion
of stochastic transport due to turbulent diffusion. The stochastic particle transport approach enabled the first simulation
of highly-detailed particle-resolved mixing state with spatial heterogeneity. This work was published in Geoscientific
Model Development, entitled “A single-column particle-resolved model for simulating the vertical distribution of
aerosol mixing state: WRF-PartMC-MOSAIC-SCM v1.0” (Curtis et al., 2017).
Chapter 3 discusses a method for improving the efficiency of single particle removal algorithms. In this work,
we developed an improved algorithm for particle removal processes and analyze its performance with application to
the atmospherically relevant process of aerosol dry deposition. This algorithm is a game-changer that made particle-
resolved modeling possible for large model domains as demonstrated in Chapter 5 below. This work is published
in Journal of Computational Physics, entitled “Accelerated simulation of stochastic particle removal processes in
particle-resolved aerosol models” (Curtis et al., 2016).
Chapter 4 presents the extension of the single-column model to a three-dimensional regional model. In this work,
we developed stochastic advection, source-oriented emissions and detailed aerosol source tracking. Chapter 5 uses the
newly developed three-dimensional model, and quantifies the spatial and temporal variation of aerosol mixing state on
the regional scale. This work is in preparation for Geoscientific Model Development and will be entitled “Development
of a regional particle-resolved aerosol model to investigate spatial and temporal variation of aerosol mixing state:
WRF-PartMC-3D v1.0”. Chapter 6 summarizes the findings and implications of spatially-resolved particle-resolving
aerosol modeling and proposes future scientific and computational research directions that this thesis has opened up.
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Chapter 2
A particle-resolved single-column model for
resolving the vertical distribution of mixing
state
This chapter presents the model development for coupling the Weather Research and Forecast (WRF) model to the
particle-resolved aerosol model PartMC-MOSAIC. This consists of detailed discretization of the turbulent transport
equation for transporting particles, verification and error analysis of the numerical algorithms and an idealized scenario
to investigate the variation in aerosol mixing state with altitude. The material contained within this chapter was
published in Curtis et al. (2017).
2.1 Background
Aerosol particles impact the Earth’s radiative budget directly by scattering and absorbing shortwave radiation (Mc-
Cormick and Ludwig, 1967; Charlson and Pilat, 1969; Charlson et al., 1992), and indirectly by modifying cloud
microphysical properties (Twomey, 1977; Albrecht, 1989; Rosenfeld, 2000). The magnitude of these impacts on cli-
mate depends not only on the bulk amount of aerosol material in the atmospheric column, but also on its vertical
distribution within the column (Haywood and Shine, 1997; Schulz et al., 2006; Zarzycki and Bond, 2010; Samset and
Myhre, 2011; Ban-Weiss et al., 2012), and on the microphysical characteristics of the aerosol population, such as the
size distribution of the particles and the aerosol composition on a per-particle level (McFiggans et al., 2006; Moffet
and Prather, 2009; Zelenyuk and Imre, 2009; Zelenyuk et al., 2010). For the purposes of this chapter we use the term
“aerosol mixing state” to refer to the distribution of chemical species across the aerosol population (Riemer and West,
2013; Winkler, 1973). This is distinct from the use of the term “mixing state” for the arrangement of components
within a particle (e.g., homogeneous mixture or core-shell arrangements).
Observational evidence shows that aerosol mixing state varies with altitude. For example, Pratt and Prather (2010)
used the aircraft aerosol time-of-flight mass spectrometer to measure vertical profiles of single-particle composition
over Wyoming and northern Colorado and found that carbonaceous particles were mixed with ammonium, nitrate and
sulfate at low altitudes, while they were mixed with sulfate and sulfuric acid at higher altitudes. Measurements with
the single-particle soot photometer (SP2) showed that the fraction of black carbon particles that are heavily coated
increases with altitude (McMeeking et al., 2011).
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These experimental findings confirm that the composition of individual aerosol particles constantly changes dur-
ing the particles’ lifetime as a result of aging processes such as coagulation (Fassi-Fihri et al., 1997), condensation
(Pósfai et al., 1999) and photochemical processes (Kotzick and Nießner, 1999), and that this is intimately linked to
the transport processes in the atmosphere. To better represent these processes in chemical transport models, several
two-dimensional sectional models have been developed, such as MADRID-BC (Oshima et al., 2009b,a), the MS-
Resolved WRF-Chem (Matsui et al., 2013), and WRF-Chem/ATRAS-MOSAIC (Matsui et al., 2014). A common
feature of these models is that they use a two-dimensional sectional framework to represent black-carbon-containing
particles, with one dimension being dry diameter and the other dimension being black carbon mass fraction. Building
on previous two-dimensional sectional frameworks, the MOSAIC-MIX model (Ching et al., 2016b) adds an addi-
tional dimension to represent hygroscopicity and shows that this optimizes the calculations of CCN concentrations
and aerosol optical properties. The SCRAM model (Zhu et al., 2015, 2016a), also a two-dimensional sectional model,
uses an alternative discretization based on both size and composition where composition is tracked by mass fractions
of different chemical groups such as inorganic hydrophilic, organic hydrophilic, organic hydrophobic, black carbon,
and dust.
From the application of the different types of aerosol models described above within spatially-resolved 3D chemi-
cal transport models we learn that it is important to track the aerosol mixing state in order to accurately predict particle
aging, the associated aerosol optical properties, and the resulting heating rates (Riemer et al., 2003; Matsui et al., 2013;
Zhang et al., 2014; Matsui, 2016; Zhu et al., 2016a,b). While some chemical transport models focus on representing
black carbon mixing state (Matsui et al., 2013; Matsui, 2016), other models have allowed for more general mixing
state representations (Zhang et al., 2014; Zhu et al., 2016a). However further extension of aerosol bin schemes to
include additional dimensions to capture greater mixing state detail eventually becomes computationally prohibitive.
In contrast to the distribution-based models mentioned here, particle-resolved aerosol models simulate a represen-
tative group of particles distributed in composition space, treating coagulation, condensation/evaporation, and other
important processes on an individual particle level. Relative particle positions within this computational volume are
not tracked but instead processes such as coagulation are simulated stochastically, following the approach pioneered
by Gillespie (1975). Particle methods are attractive, because they resolve the full aerosol mixing state without any ad
hoc assumptions. The storage cost of these models is proportional to the number of particles, the computational cost
for evaporation/condensation is proportional to the number of particles, and the computational cost for coagulation is
proportional to the number of coagulation events (Riemer et al., 2009).
For the large number of computational particles needed for atmospheric simulations, we developed efficient algo-
rithms for coagulation (Riemer et al., 2009; Michelotti et al., 2013a) and for appropriately weighting computational
particles (DeVille et al., 2011). These were implemented it in the Particle Monte Carlo (PartMC) model for simu-
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lating atmospheric aerosol dynamics and coupled with the state-of-the-art aerosol chemistry model MOSAIC (Zaveri
et al., 2008), which simulates the gas- and particle-phase chemistries, particle-phase thermodynamics, and dynamic
gas-particle mass transfer in a deterministic manner. The coupled model system, PartMC-MOSAIC, predicts number,
mass, and full composition distributions, and is therefore suited for applications where any or all of these quantities are
required. The particle-resolved approach eliminates any errors associated with artificial numerical diffusion in com-
position space. As a result, its treatment of aerosol mixing state dynamics and chemistry makes PartMC-MOSAIC
suitable for use as a numerical benchmark of mixing state for more approximate models (McGraw et al., 2008; Kaiser
et al., 2014).
In previous work PartMC-MOSAIC has been used as a box model (Zaveri et al., 2010; Tian et al., 2014; Fierce
et al., 2016; Ching et al., 2016b), and hence it was not possible to resolve spatial gradients in aerosol mixing state.
To overcome this limitation, we have now coupled PartMC-MOSAIC with the Weather Research and Forecast (WRF)
model to allow transport of aerosol particle populations and gas species concentrations. In this chapter we present the
model development that couples PartMC-MOSAIC with the WRF Single Column Model, resulting in a fully-coupled
1D atmospheric-dynamics/aerosol-particle model that not only resolves the particle mixing state on a per-particle level
but also resolves the vertical structure of the atmosphere.
This chapter is structured as follows. In Sec. 2.2 we write the governing equations for the coupled gas-aerosol
1D column model. In Sec. 2.3 we discuss the specifics of the coupled model including numerical approximations to
model the vertical transport of aerosols. In Sec. 2.4 we present test-case verification of the two new model processes of
turbulent transport and particle removal by dry deposition. Section 2.5 shows the multidimensional particle-resolved
results for an idealized scenario, focusing on the evolution of black-carbon-containing particles.
2.2 Coupled aerosol-gas governing equations
In this section we describe the model equations that govern the evolution of aerosol particles and trace gases in a ver-
tical column. We include gas phase chemistry, gas-to-particle conversion, coagulation of aerosol particles, emission
of aerosol and gases, and the transport of aerosol particles and trace gases in the vertical column. We ignore hori-
zontal diffusion and advection of trace gases and aerosol particles into and out of the column by assuming horizontal
homogeneity.
An aerosol particle contains mass µa ≥ 0 of species a, for a = 1, . . . , A, so that the particle composition is de-
scribed by the A-dimensional vector ~µ ∈ RA. The cumulative aerosol number distribution at height z with constituent
masses ~µ at time t is N(z, ~µ, t) (m−3). The aerosol number distribution at height z and time t with constituent masses
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~µ is then defined by
n(z, ~µ, t) =
∂AN(z, ~µ, t)
∂µ1∂µ2 . . . ∂µA
(2.1)
with units m−3 kg−A.
The concentration of gas phase species i at height z and time t is given by gi(z, t), for i = 1, . . . , G, so that gas
phase concentrations form the G-dimensional vector ~g(z, t) ∈ RG. We assume that the first C aerosol and gas species
undergo gas-to-particle conversion and are indexed in the same order so that gas species i partitions with aerosol
species i for i = 1, . . . , C. Additionally, species C + 1 is assumed to be water.
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where w(z, t) (m s−1) is the vertical velocity, Kh(z, t) (m2 s−1) is the diffusion coefficient of heat, K(~µ, ~µ′) (m3 s−1)
is the coagulation rate between particles ~µ and ~µ′, ṅemit(z, ~µ, t) (m−3 kg−A s−1) is the number distribution rate of
aerosol emissions which can be specified at any height, ca (kg mol−1) is the conversion factor from moles of gas
species a to aerosol species a, Ia(~µ,~g, t) (mol s−1) is the condensation flux of gas species a, and cw (kg mol−1) is the
conversion factor for water, and Iw(~µ,~g, t) (mol s−1) is the condensation flux for water. The turbulent transport term is
written using the gradient of mixing ratio rather than the gradient of concentration to account for the vertical variations
in density that are present in the atmosphere (Equation (6), Venkatram (1993)). Equation (2.2) does not contain a term
for gravitational sedimentation since we focus our test case on submicron particles for which the settling velocities
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are very small. As an example, over the course of the 48-hour simulation period a 1 µm particle would only settle by
about 10 m, which is less than the smallest vertical grid size used here. Gravitational settling should be included in
scenarios that involve larger particles such as sea salt and dust or simulations with finer vertical resolution.















































where ġemit,i(z, t) (mol m−3 s−1) is the emission rate of gas species i and Ri(~g(z, t)) (mol m−3 s−1) is the concen-
tration growth rate of gas species i due to gas-phase chemical reactions.
For Eq. (2.2) and Eq. (2.3) we use reflective boundary conditions at the top of the domain and partly reflecting,
partly absorbing boundary conditions at the surface. For the aerosol distribution in Eq. (2.2), this is given at the top of








= 0 at z = h, (2.4)








= Vd(~µ)n(z, ~µ, t) at z = 0. (2.5)
Here Vd(~µ) (m s−1) is the dry deposition velocity, which depends on particle size and composition. Dry deposition
velocities for aerosols are computed using the size-dependent dry deposition scheme described in Zhang et al. (2001)
by their equations (1), (2), (3), (5), (6), (7c), (8), and (9). Instead of using Equation (4) in Zhang et al. (2001), which
describes the calculation of the aerodynamic resistance, the aerodynamic resistance computed by the WRF model is
used, as described by McRae et al. (1982). Further, we do not need to use the parameterization for the correction of
particle size for high relative humidity conditions given in equation (10) in Zhang et al. (2001), since we explicitly
compute the water content of the aerosol particles and hence directly calculate the particles’ wet diameters.
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= 0 at z = h, (2.6)








= Vd,i gi(z, t) at z = 0, (2.7)
where Vd,i (m s−1) is the dry deposition velocity of gas species i. The dry deposition velocity of each gas species is
determined by WRF/Chem as described in Grell et al. (2005) with the use of the surface resistance parameterization
from Wesely (1989).
2.3 Model discretization
We coupled the different model components (WRF, PartMC, and MOSAIC) by using the operator splitting (Press
et al., 2007, section 20.3.3)
Φ∆t = Φ
WRF
∆t ◦ ΦPartMC∆t ◦ ΦMOSAIC∆t ◦ ΦTrans∆t , (2.8)
which allows for the use of independent numerical methods to solve each portion.
The Advanced Research Weather Research and Forecasting (WRF-ARW) Model (ΦWRF∆t ) is used to solve for
the meteorological variables, details of which are further described in Skamarock et al. (2008). WRF computes
temperature, pressure, eddy diffusivity, aerodynamic resistance and dry deposition velocity for gases, which are then
used in Eqs. (2.2) and (2.3). The WRF model is discretized using a terrain-following hydrostatic-pressure coordinate
system η which is constant in time. The aerosols and gas species are evolved in the transport step (ΦTrans∆t ) on a
geometric height coordinate system z that is computed from the geopotential field and changes over time due to
column pressure changes. The vertical advection terms found in Eqs. (2.2) and (2.3) are entirely due to pressure-
induced grid changes and do not cause particles to be transported across grid cell edges. At every time step the z grid
is moved by WRF, and this accounts for vertical advection.
The Particle-resolved Monte Carlo (PartMC) model (ΦPartMC∆t ) is used to treat the coagulation term and the emis-
sion term in Eq. (2.2). Emissions are simulated by stochastically sampling a finite number of particles at each time
step, approximating the continuum emission distribution. Coagulation is efficiently simulated using a fixed time step
method and a binned acceptance procedure. These approaches are further described in Riemer et al. (2009), DeVille
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et al. (2011), and Michelotti et al. (2013a).
The Model for Simulating Aerosol Interactions and Chemistry (MOSAIC) (ΦMOSAIC∆t ) is used to solve gas-phase
and gas-to-particle chemistry terms in Eqs. (2.2) and (2.3). The composition of each particle can change due to
evaporation and condensation of chemical species to and from the gas phase. The MOSAIC model (Zaveri et al.,
2008) determininistically treats gas-phase chemistry and gas-particle partitioning. MOSAIC consists of the gas-phase
mechanism Carbon-Bond Mechanism version Z (CBM-Z) (Zaveri and Peters, 1999), the Multicomponent Equilibrium
Solver for Aerosols (MESA) for aerosol solid-liquid partioning (Zaveri et al., 2005a), the Multicomponent Taylor Ex-
pansion Method (MTEM) for estimating activity coefficients of electrolytes and ions in aqueous solutions (Zaveri
et al., 2005b) and the Adaptive Step Time-split Euler Method (ASTEM) for gas-particle partitioning (Zaveri et al.,
2008). MOSAIC uses the Secondary Organic Aerosol Model (SORGAM) scheme (Schell et al., 2001) for the treat-
ment of secondary organic aerosol. The transport model (ΦTrans∆t ) solves the turbulent transport terms for gas species
and particles, deterministically for gases and stochastically for particles as described in Sec. 2.3.1. The finite volume
method used for particle transport is also applied to gas transport to provide consistency between the transport of gases
and aerosols.
2.3.1 Stochastic aerosol transport algorithm for turbulent diffusion
This section details the treatment of the turbulent transport term of Eq. (2.2). We use a stochastic sampling approach
for moving particles between grid boxes, rather than tracking the exact location of each simulated particle. This is
done for computational efficiency. By using a stochastic sampling approach, only a fraction of particles will have their
grid cell positions updated in each time step. In many cases, this transported fraction is rather small.
Within each grid cell k of the model domain we represent the aerosol state Πk with Nkp particles, where Πk =
{~µ1, ~µ2, . . . , ~µNkp }, and the particle order is not significant. There may be multiple identical particles in a single grid
cell, so Πk is a multiset in the sense of Knuth (1998, p. 473). Each particle is an A-dimensional vector ~µi ∈ RA so
that µia is the mass of species a in particle i, for a = 1, . . . , A and i = 1, . . . , N
k
p .
The aerosol population Πk can be thought of as populating a computational volume Vk which is smaller than the
physical volume of the grid cell. The computational volume is representative of the mean properties of that grid cell.
The value of the computational volume is the ratio of the number of computational particles contained in the grid
cell over the number concentration of the grid cell. The assumption that the modeled aerosol represents the aerosol
throughout the grid cell is the same as the one used for the box model version of PartMC-MOSAIC presented in
Riemer et al. (2009), which simulated particles within a given computational volume that was representative of the
well-mixed boundary layer during the day, and of the residual layer during the night. For simplicity we use here a flat









Figure 2.1: Schematic of the single column domain centered on grid cell k with neighboring grid cells k − 1 and
k + 1.
Since PartMC-MOSAIC resolves a finite population of particles Πk in a given volume Vk within grid cell k, we
must determine the finite number of particles that are transported in and out of grid cell k due to turbulent transport.
To determine the set of particles to remove from particle set Πk as well as to add to Πk from neighboring grid cells,
we discretize the vertical turbulent transport term of Eq. (2.2) with respect to space, time, and particle number. This
is in contrast to conventional models, which transport scalar variables such as mass mixing ratios. Therefore, the
discretization process requires an additional step to transport particles.
We first present the discretization in space and time in terms of deterministic number concentrations and particle
number (Sec. 2.3.1). The resulting equation for turbulent transport of determinstic particle number is then discretized
for stochastic particle number as shown in Sec. 2.3.1, and time step selection is presented in Sec. 2.3.1
Discretization in space and time in terms of deterministic particle number
Figure 2.1 introduces our notation for the spatial discretization of the single column model domain. The vertical
grid spacing ∆z is non-uniform and also varies over time. The variation over time is a result of WRF using the
pressure-based vertical coordinate η, while the physical height z of grid cells is computed from geopotential height.
To account for the variation in ∆z both with respect to height and to time, we define the distance from the top to




− zsk− 12 , (2.9)
and the distance between the center of grid cells k and k + 1 at ts by
∆zsk+ 12
= zsk+1 − zsk. (2.10)
To obtain transported number concentrations and eventually a discrete number of transported particles, we define
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n(z, ~µ, t) dµ1dµ2 · · · dµA, (2.11)
where n(z, ~µ, t) is the multidimensional aerosol number distribution. We then apply the turbulent transport process in

















An explicit, second-order accurate discretization scheme was selected for this work. While an explicit method simpli-
fies the parallel implementation because it only requires communication between neighboring grid cells, there exists
no theoretical reason why other numerical schemes may not be used, including higher-order, semi-implicit, or implicit
methods.
Following a finite volume discretization, we arrange the derivation (see Appendix A.2 for details) to isolate gain




































































The four transport terms are illustrated in Fig. 2.2. The arrows in Fig. 2.2 show the transported number concentrations
from and to grid cell k. The first subscript indicates the origin grid cell, and the second subscript indicates the
destination grid cell. The superscripts indicate either gain (G) for the destination grid cell or loss (L) for the origin
grid cell at time step s. For example NG,sk+1,k is the number concentration transported from grid cell k+ 1 to grid cell k











Figure 2.2: Schematic of Eq. (2.14) depicting number concentrations lost by grid cell k to neighboring cells and the
number concentrations gained by grid cell k.
at time s, representing a loss for grid cell k. These transport terms can also be expressed in terms of the product of a
coefficient β and the number concentration in the origin grid cell.
Eventually, we want to perform turbulent transport of discrete particles, therefore as the next step we express
Eq. (2.14) in terms of real-valued particle number instead of number concentration. The deterministic real-valued






where V sk is the computational volume of grid cell k at time t
s. Applying Eq. (2.15) to Eq. (2.14) and multiplying by






































































where naming conventions are used similarly to Eq. (2.14) with particle number C replacing number concentration N





























∆zsk 6= ∆zsk+1, V sk 6= V sk+1
(b)
6=
Figure 2.3: Schematic of the transport process for particle number from grid cell k to k + 1. Panel (a) shows the
scenario when the particle number removed from grid cell k is equal to the particle number added to grid cell k + 1.
Panel (b) shows the scenario when the particle number lost from grid cell k is not equal to the particle number gained
by k + 1, which arises when the gain and loss probabilities are unequal due to differences in grid cell sizes and
computational volumes.
Stochastic turbulent transport of particles
Equation (2.16) expresses the gains and losses of grid cell k in terms of deterministic real-valued particle number Ck.
However, the PartMC model simulates a finite set of particles for each grid cell rather than a number concentration
or deterministic real-valued particle number. Therefore, an additional step is required to transform equations from
the deterministic real-valued particle number to an integer number of particles that are lost and gained from the finite
particle population Πk. We use the same subscript and superscript notation as previously.
To determine the discrete particle gain and loss sets, we discretize the deterministic real-valued particle number
gains and losses of Eq. (2.16) by applying binomial (or multinomial) sampling of the particle set, where a binomial
sample of the finite particle set Π with a probability p of selecting each particle is denoted by Binom(Π, p) for
0 ≤ p ≤ 1 . For example, the discretization of real-valued particle number from cell k + 1 to k, CG,sk+1,k, with
coefficient pG,sk+1,k is given by
ΠG,sk+1,k ∼ Binom(Πsk+1, p
G,s
k+1,k), (2.17)





































Comparing Eq. (2.18) and Eq. (2.19), we see that these gain and loss numbers are generally different from one another
due to two factors, namely the difference in the vertical grid cell sizes and the difference in the computational volumes
containing the particles as illustrated in Fig. 2.3.
When we sample the sets of gain and loss populations, we wish to ensure that the gain and loss populations have
as many particles in common as possible. This is done in order to minimize particle duplications and removals. To













This ratio contains the quantities that cause the particle number lost from grid cell k to k + 1 to be different from the














































= CT,sk,k+1 min(1, γ
s
k,k+1), (2.25)
where the maximum transport term CT,sk,k+1 and transport probability p
T,s












This ensures that CG,sk,k+1 and C
L,s
k,k+1 are always less than or equal to C
T,s
k,k+1, with at least one of them being equal.
Applying binomial sampling to Eq. (2.26) for each grid cell simultaneously, we obtain the finite transport particle sets.


















where each Π is a finite set of particles, ΠT,sk,k+1 is the set of particles which are candidates for addition to k + 1 and
removal from Πk, Π
T,s
k,k−1 is the set of particles which are candidates for addition to k − 1 and removal from Πk,
and Mult (Π, p1, p2, p3) is a multinomial distribution that samples particles into three subpopulations according to the











































Some of the particles initially sampled into the transport sets ΠT,sk,k+1 and Π
T,s




























where ] is the multiset sum.
Binomial samples satisfy a conditional property. IfX ∼ Binom (N, p) and, conditional onX , Y ∼ Binom (X, q),





























However, these binomial samples are not independent and so the particle transport sets must be sampled u Eqs. (2.29)–
(2.35) and not Eqs. (2.39)–(2.42).
Selection of sub-cycle time step
To maintain numerical stability with the explicit finite volume scheme, sub-cycle time steps are taken for vertical
transport that differ from the model time step for other processes. Within each sub-cycle time step ∆tT, particles will
only transition between immediate grid cell neighbors. However, within a full model time step ∆t, particles may be
transported more than one grid cell away.
To determine an appropriate sub-cycle time step, the transfer rates are first computed for all grid cells in the
column. The sub-cycle time step must be chosen such that the total particle transition probabilities are always in [0, 1].

































k,k−1) ≤ 1 for all k. To see this, we observe that (2.44) and (2.45) imply that ∆tT ≤ ∆tc.
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From (2.43) we have that ∆tc p
T,s
k,k+1 ≤ ∆t/2, and similarly for p
T,s
k,k−1, giving the desired result. Note that scaling
the probabilities by the ratio ∆tT/∆t is the same as computing the probabilities with time step ∆tT because the
probabilities are linear in ∆t.
The complete algorithm for stochastic turbulent transport of finite particle sets is given in Algorithms A.1 and A.2
(Appendix C1). The Binom(Π, p) binomial samples reflect the fact each particle has equal probability of being trans-
ported. A Binom(Π, p) sample can be implemented by first sampling a scalar binomial function n ∼ Binom(Np, p)
where Np = |Π| is the number of particles in population Π, and then choosing n particles uniformly from Π.
Rebalancing of computational particle number
During a given simulation, the number of computational particles changes as particles are added due to emission, are
transferred from one grid cell to another due to turbulent transport, and are removed by coagulation and dry deposition.
When the number of computational particles falls below half the initial prescribed number in a given grid cell, in order
to maintain an adequate statistical sample, we duplicate every particle and double the computational volume. When
the number of particles is twice the initially prescribed number, in order to alleviate the higher computational cost, half
the computational particles are discarded and the computational volume is halved. This strategy has been previously
used for particle populations in the 0-D box model PartMC-MOSAIC (Riemer et al., 2009) as well as other Monte
Carlo simulations for particle dynamics (Efendiev and Zachariah, 2002; Maisels et al., 2004).
2.3.2 Aerosol dry deposition algorithm
Particles near the surface are subject to removal by the process of dry deposition. This is parameterized by evaluating
a dry deposition velocity for each particle in the aerosol population of the lowest grid cell Π1. The parameterization
presented in Zhang et al. (2001) is applied here on a per-particle basis. The dry deposition velocity is dependent on
the per-particle diameter and density, in addition to the meteorological conditions and surface characteristics. Given a





where ∆z1 is the lowest model layer thickness. Algorithm A.3 in Appendix A.3 shows the procedure for the removal of
particles from the particle population Π1, where each particle i is tested for removal with the associated dry deposition
loss rate probability `d,i.
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2.4 Verification of the stochastic particle algorithms
In the following section, we will present separate numerical verifications of the new algorithms for particle transport
by turbulent diffusion (Sec. 2.4.1) and particle removal by dry deposition (Sec. 2.4.2). These verification scenarios are
motivated by atmospheric applications, but have somewhat artificial grid structures (see Figure 2.4), chosen to enable
smooth refinement studies. Therefore, the numerical values in this section will differ from those in actual atmospheric
case studies.
2.4.1 Particle transport by diffusion
For verification of the stochastic transport method of particles presented in Algorithm A.1, the particle transport code







where N(z, t) is total aerosol number concentration as defined by Eq. (2.11). Here, the eddy diffusion coefficient Kh
is taken to be constant in both time and space so that the equation can be solved analytically. To isolate diffusion, all
other aerosol processes that may contribute to the evolution of the aerosol state were excluded from the simulation.
Reflective boundary conditions were imposed at the surface and at the top of the domain. The model was initialized
with an instantaneous area source in the x-y plane, with an initial thickness ∆z, centered at altitude z′ and with
uniform perturbation number concentrationN0 and a background number concentrationNback. The analytical solution
for comparison to model results is



































where the method of images was applied to impose boundary conditions, with imaginary sources at z′a and z
′
b. In
this diffusion test case the background particle concentration was Nback = 3.2 × 103 cm−3. The instantaneous
finite-thickness particle cloud was placed at the altitude z′ = 7 500 m with thickness ∆z = 2000 m and consisted
of a perturbation particle number concentration of N0 = 3.2 × 104 cm−3. Other input parameters were z = 0 m
and z = 15 000 m for the altitudes of the surface and the top of the model domain, respectively. The altitudes
for the imaginary sources were z′a = −7500 m and z′b = 22500 m, and the turbulent diffusion coefficient was
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Figure 2.4: Variable grid cell edges for the transport test case domain with 10, 20, 40 and 80 vertical layers.
Kh = 50 m2 s−1.





















for k = 1, . . . , nz .
Figure 2.4 shows the variation in vertical spacing of grid cells resulting from Eq. (2.50) where the small grid cells,
located at 7500 m, are approximately half as large as the largest grid cells, located at the domain edges. We use a
sequence of grids, each with twice as many grid cells as the last, giving nz = 10, 20, 40, 80.
Figure 2.5 shows the aerosol particle number concentration evolution for a single simulation with nz = 20 grid
cells, using Np = 104 computational particles. The simulated number concentration is compared to the analytical
Gaussian solution and shows good agreement. The noise in the number concentration is a result of stochastic sampling
and could be further reduced by averaging several independent simulations to form an ensemble mean.
To verify the convergence of the transport algorithm to the analytical solution, we quantified the error in the total
number concentration for ensemble member j by the weighted L2 error:





N̂ t,jk − N̄ tk
)2
∆zk, (2.51)
where nz is the total number of grid cells, N̂
t,j
k is the stochastic number concentration for grid cell k at time t for
ensemble member j, N̄ tk is the average analytical number concentration over grid cell k, and ∆zk is the grid cell size
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Figure 2.5: Number concentration as predicted by the model at t = 0 h (blue), t = 4 h (red), and t = 24 h (green)
with analytical solution (black) for an instantaneous area source released in the center of the domain at t = 0.








where N(z, t) is the number concentration given by the analytical solution Eq. (2.48).
The total relative error for ensemble member j is given by
et,j =
||N̂ t,j − N̄ t||2
||N̄ t||2
. (2.53)













(et,j − ēt)2. (2.55)
Figure 2.6 shows the error convergence behavior as the number of computational particles, Np, and average grid
cell size, ∆z, vary. The average grid cell size is given by the domain height divided by the number of grid cells, so
∆z = (15 000 m)/nz . The ensemble size was nrun = 20 and the number of computational particles Np ranged from
20 to 107. Error bars represent the 95% confidence interval.
We expect that the stochastic particle solution N̂ tk will converge to the finite volume solution N
t
k (see Eq. (A.7))
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Figure 2.6: (a) Convergence of the stochastic solution to the analytical solution of the 1D diffusion equation as a
function of number of computational particles per grid cell Np. (b) Convergence of the error as a function of ∆z for
number of computational particles Np →∞. Black triangles show the expected convergence rates.
as Np → ∞. In turn, we expect N tk to converge to the analytical solution N̄ tk as ∆z → 0. Thus, we anticipate the
convergence





To understand the rates of convergence, we decompose the error as


































stochastic error → 0
as Np → ∞
+









finite volume error → 0
as ∆z → 0
(2.58)
Here we see that the total error is bounded by the stochastic and finite volume errors. The stochastic error is
O(1/
√
Np), while the finite volume error is O(∆z2) since the spatial discretization is second order accurate.
Figure 2.6(a) shows convergence of total error for fixed ∆z as Np → ∞, with the expected −1/2 slope until the
finite volume error dominates. Figure 2.6(b) shows the convergence as the grid size ∆z decreases for large Np. Each
data point in Fig. 2.6(b) corresponds to the converged value of a line in Fig. 2.6(a), taken withNp = 107. In this figure
we see the expected slope of 2.
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2.4.2 Particle dry deposition
To verify Algorithm A.3 for dry deposition we developed a test case that only considered the removal of particles by
dry deposition. The simulation was initialized with two monodisperse particle populations with different diameters,
1 µm and 10 µm, and identical densities of 1800 kg m−3. The number concentration of the 1 µm particle population
was 103 higher than the number of concentration of the 10 µm population, so that the mass concentrations of the initial
particle populations were equal. The dry deposition velocities of the two populations did not change over time due to
the absence of coagulation and condensation. Each population was expected to decay at a rate based on their computed







where MD is the aerosol mass concentration of a given population of particles with diameter D. The loss rate of the
particles, λD, for population with diameter D is given by the deposition velocity of particles in that population, Vd,D,
and the reference height ∆zref. The analytical solution is
MD(t) = MD,0 exp (−λDt) , (2.60)
where MD,0 is the initial aerosol mass concentration and MD(t) is the aerosol mass concentration at time t.
Figure 2.7 shows the evolution of initial identical mass concentrations for two particle populations, one with
particles with diameter of 1 µm and the other with diameter of 10 µm. The results are an average of 10 independent
model runs. The average mass concentration and 95% confidence interval are shown to be in good agreement with
the analytical concentrations as given by Eq. (2.60). The mass concentration associated with particles with diameter
of 10 µm decays more quickly because 10 µm particles have a higher settling velocity than 1 µm particles. Particles
with diameter of 1 µm experience a very slow loss in mass concentration as a result of ineffective removal by any
of the processes represented by dry deposition. These particles are too large to be removed effectively by Brownian
diffusion and too small to be removed by gravitational settling.
2.5 Application of single column model with an idealized scenario
2.5.1 Setup of idealized scenario
We constructed an idealized scenario to illustrate the model capabilities of WRF-PartMC-MOSAIC-SCM. The sce-
nario is similar to the box model study presented in Riemer et al. (2009) and Zaveri et al. (2010), but for the first time
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Figure 2.7: Evolution of mass concentration due to dry deposition for particles of diameter 1 µm, indicated by red
dots, and particles of diameter 10 µm, indicated by blue dots. Respective analytical results from Eq. (2.60) are shown
as solid lines. The error bars at each point represent 95% confidence intervals from 10 ensemble runs.
we now gain insight into aerosol mixing state as it varies spatially with altitude.
We simulated a 48-hour episode, starting at 06:00 local standard time (LST). Initial gas mixing ratios were based
on initial conditions given by Riemer et al. (2009) and decreased linearly with height to a height of 3.5 km. Gas phase
emissions were specified only at the surface and were also based on the urban plume case described in Riemer et al.
(2009), adapted from the Southern California Air Quality Study (SCAQS) simulation (26–29 August 1988 period)
of Zaveri et al. (2008). Table 2.1 shows the initial aerosol distributions and aerosol emissions used in this scenario
with two aerosol modes, an Aitken mode and an accumulation mode. Both aerosol modes consisted of particles that
contained ammonium sulfate and primary organic aerosol. Initial aerosol number concentration was constant with
height.
The model allows for the inclusion of aerosol emissions within any grid cell in the column and has flexibility
in the choice of the parameters of the size distribution as well as the particle composition of the emitted particles.
Carbonaceous aerosols were emitted at the surface from three different sources: diesel vehicles, gasoline vehicles,
and meat cooking. Due to the importance of the timing of atmospheric turbulent mixing and emissions, we applied
a diurnal cycle to the particle emission rates. This is in contrast to Riemer et al. (2009), where the particle emission
rates were held constant with time. The gasoline and diesel emission source strengths were varied over time by
redistributing the mean aerosol emissions from Riemer et al. (2009) based on the weekday traffic distribution fractions
as described in Marr et al. (2002). The resulting 48-hour time series used for this scenario are shown in Fig. 2.8. We
consider this set of simplified surface emissions, as the underlying assumption of the 1D column setup is horizontal
homogeneity.
WRF-PartMC-MOSAIC-SCM was initialized with 59 vertical levels, logarithmically spaced with 16 levels in the
lowest 1 km of the domain. The Mellor-Yamada-Janjic (MYJ) planetary boundary layer scheme (Janjic, 1994) was
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Table 2.1: Initial and emitted aerosol distribution parameters.
Initial N / m−3 Dgn / µm σg Composition by mass
Aitken Mode 3.2× 109 0.02 1.45 50% (NH4)2)SO4, 50% POA
Accumulation Mode 2.9× 109 0.116 1.65 50% (NH4)2)SO4, 50% POA
Emissionsa E / m−2 s−1 Dgn / µm σg Composition by mass
Meat cooking 9.0× 106 0.086 1.9 100% POA
Diesel vehicles 1.1× 108 0.05 1.7 30% POA, 70% BC
Gasoline vehicles 3.5× 107 0.05 1.7 80% POA, 20% BC
a Diesel and gasoline vehicle emission values are averaged over the 48-h simulation period.
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Figure 2.8: Time series of diesel and gasoline area source surface emissions for the 48-hour simulated period.
used to model turbulent transport and parameterize the diffusion coefficient for the particle transport scheme. The
presented model formulation requires the use of local boundary layer schemes such as MYJ and Mellor-Yamada-
Nakanishi-Niino (MYNN) (Nakanishi and Niino, 2006, 2009). Non-local schemes such as Asymmetric Convection
Model 2 Scheme (ACM2) (Pleim, 2007) may be included in future work. The model was initialized with approxi-
mately 25 000 computational particles for each level, resulting in approximately 1.5 million particles in the column.
The number of computational particles within each level fluctuated during the simulation due to emission, coagula-
tion, transport and dry deposition, and was restricted to a range between half and double the initial number of particles
(12 500 to 50 000) to maintain accuracy while avoiding higher computational costs as described in Sec. 2.3.1.
2.5.2 Aerosol distribution functions
Given the complexities of the multidimensional aerosol distribution, we must project the distribution for purposes of
displaying results. We takeN(D) to be the cumulative number distribution whereN(D) is the number of particles per












where µa is the mass of species a in a given particle and µdry is the total dry mass of the particle. Here species a can
be a single aerosol species such as black carbon (BC), sulfate (SO4), or nitrate (NO3), or it consist of a group aerosol
species such as secondary organic aerosol (SOA).
The one-dimensional cumulative number distribution N(wa,dry) is the number concentration of particles with dry





We can also construct two-dimensional number distributions with respect to dry diameter, Ddry, and dry mass





whereN(Ddry, wa) is the number concentration of particles that have dry diameter less thanDdry and dry mass fraction
of species a less than wa.
2.5.3 Simulation results
In this section we present an illustration of model output and will focus on the evolution of the mixing state of
black-carbon-containing particles within the boundary layer. However, before we discuss the results of the aerosol
mixing state in detail, we will provide a brief description of the bulk quantities of the scenario. For this 48-hour
scenario, the temperature and relative humidity varied over time, as simulated by the WRF model and shown in
Fig. 2.9. Figure 2.10 shows the evolution of O3 and NO2 profiles for the 2-day simulation period. During the daytime
we observed production of O3, with the highest mixing ratio of 137 ppb occurring in the afternoon of the second
simulation day and peak surface O3 mixing ratio of 132 ppb at 15:00 LST. NO2 reached a maximum mixing ratio of
38.8 ppb found at the surface at 07:20 LST on the second day.
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Figure 2.9: Time-height sections of (a) temperature and (b) relative humidity over the course of the 48-hour simula-
tion.
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(b) NO2 mixing ratio
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Figure 2.10: Time-height sections showing mixing ratios of (a) ozone and (b) NO2.
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Figure 2.11: Time-height sections of aerosol mass concentrations of (a) black carbon, (b) nitrate, (c) sulfate, and
(d) secondary organic aerosol. Note that color scales for each chemical species differ. Also shown are time-height
distributions of (e) total number concentration and (f) number mean wet diameter.
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Figure 2.11 gives an overview of the evolution of aerosol bulk properties. Figure 2.11(a) shows the time evolution
of vertical profiles of black carbon mass concentration. Black-carbon-containing particles were emitted at the surface
and vertically mixed in the boundary layer by turbulent diffusion. As the stable boundary layer developed around
18:00 LST on each day, black carbon emissions accumulated within that layer with a depth of ∼ 250 m, resulting in
higher surface concentrations. A maximum black carbon mass concentration of 4.63 µg m−3 was found at the surface
at 08:20 LST as vehicle emissions began to increase and before the mixing layer began to deepen. Later in the morning
the boundary layer height increased, allowing black carbon concentrations to be dispersed vertically and become well
mixed.
Figures 2.11(b)–(d) show the bulk aerosol mass concentrations of nitrate, sulfate, and SOA. Ammonium nitrate
formation was responsible for the majority of the aerosol mass, with a peak mass concentration of 27.7 µg m−3.
Maximum sulfate and SOA concentrations were 3.2 µg m−3 and 7.7 µg m−3, respectively, at the surface.
Figure 2.11(e) shows the evolution of the total number concentration. Aerosol number concentrations were im-
pacted by emissions, coagulation, deposition and turbulent transport. During the afternoon, the boundary layer re-
mained well-mixed with respect to number concentration. During the nighttime, the aerosol number concentration
decreased with time most noticeably from the top of the stable boundary layer (∼ 250 m) to the top of the residual
layer due to coagulation and lack of transport of surface emissions. The maximum number concentration at the sur-
face was ∼ 14 000 cm−3 at 19:30 LST, when vehicle emissions became trapped near the surface as a result of the
development of the nocturnal boundary layer. Number concentrations in the stable boundary layer decreased with time
overnight due to coagulation and dry deposition in combination with relatively lower emission rates over that period.
Figure 2.11(f) shows how the number mean wet diameter varied with height and time. The mean wet diameter
was largest in the residual layers of each night due to the particle populations containing high amounts of ammonium
nitrate, which resulted in water uptake of particles in the high relative humidity environment as indicated in Fig. 2.9(b).
To understand how the mixing state of black-carbon-containing particles evolves in time and with respect to height,
Fig. 2.12 shows the two-dimensional number distribution n(Ddry, wBC, dry) at 06:00 and 12:00 LST on day 2 at heights
of 25 m, 241 m and 552 m. Fresh emissions occur at the surface and appear as horizontal lines, with diesel emissions
prescribed as wBC,dry = 70% and gasoline emissions as wBC, dry = 20%.
At 06:00 LST on the second day, the horizontal lines representing fresh emissions were most pronounced at the
surface. As a result of the stable boundary layer limiting the vertical extent of turbulent mixing, the fresh emissions
were contained to levels near the surface. By 12:00 LST, the height of the boundary layer had grown to a height of
∼ 750 m. As a result, particles with high BC mass fraction were vertically transported to higher levels. However,
the greatest number concentrations of the fresh particles were still found near the surface. Diagonal band structures
of high number concentrations were a result of condensation of nitrate, which gradually shifted particles to larger
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Figure 2.12: Two-dimensional number distributions n(Ddry, wBC, dry), as defined by Eq. (2.64), after 24 and 30 h of
simulation (left and right) at three vertical model levels (top to bottom).
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diameters and lower BC mass fraction.
While Figure 2.12 only shows the BC-diameter distribution of the aerosol, the simulation results contain the full
high-dimensional distribution over all constituent species, thus permitting the calculation of any desired mixing state
measures or visualizations.
2.5.4 Computational costs
The WRF-PartMC-MOSAIC-SCM model has computational cost for evaporation/condensation proportional to the
number of computational particles, computational cost for coagulation proportional to the number of coagulation
events, and computational cost for transport proportional to the number of sampled particles. As a result, the evapo-
ration/condensation of secondary species is the dominant cost of the model, comprising more than 97% of the com-
putational cost for the simulation presented here. By contrast, the particle transport is computationally inexpensive,
typically representing less than 2% of the cost.
The WRF-PartMC-MOSAIC-SCM model is both computationally and memory intensive and therefore benefits
greatly from parallelization. While the host WRF model utilizes a horizontal decomposition that is not applicable to
the single-column model, the WRF-PartMC-MOSAIC-SCM model features a vertical domain decomposition where
the gas and aerosol domain is distributed across multiple cores. Since the dominant cost is evaporation/condensation,
which is a per-particle process and requires no communication with neighboring grid cells, the model scales efficiently
even when the domain is decomposed to a single grid cell per core.
2.6 Code availability
The box model version of PartMC is available from http://lagrange.mechse.illinois.edu/mwest/partmc/ under the GNU
General Public License (GPL) license. The version of WRF-PartMC-MOSAIC-SCM presented here, excluding cou-
pling with MOSAIC, is available upon request from Nicole Riemer (nriemer@illinois.edu) and is available under the
GNU GPL. To couple chemistry, MOSAIC may be obtained upon request from Rahul Zaveri (rahul.zaveri@pnl.gov).
2.7 Conclusions
In this chapter we presented the development and application of the WRF-PartMC-MOSAIC-SCM model. This model,
for the first time, resolves the aerosol composition on a per-particle level in an Eulerian single-column domain and
couples the aerosol and gas phase chemistry with the meteorology.
We developed and implemented two new algorithms, a stochastic aerosol transport algorithm to treat vertical
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turbulent diffusion, and a stochastic aerosol dry deposition algorithm. Both model processes were verified with test
cases and performed as expected when compared to analytical solutions. A stochastic sampling strategy, which does
not track particle position, was used to reduce the computational burden of particle transport. This method relies on
an explicit discretization of the diffusion equation and the use of nearest-neighbor diffusion. Potential future model
development includes the implementation of other numerical methods for turbulent diffusion, such as higher-order
and/or semi-implicit schemes, and non-local boundary layer schemes such as ACM2.
To illustrate the newly coupled model capabilities, an idealized urban scenario was developed. This 48-hour
simulation showed the evolution of the black carbon mixing state due to coagulation, secondary aerosol formation,
particle emission, dry deposition and turbulent transport. In the presented scenario, freshly emitted diesel and gasoline
particles existed in the highest concentrations near the surface where they were emitted. As particles were vertically
mixed due to turbulent transport, emitted particles experienced changes in composition due to coagulation with aged
particles as well as due to condensation of secondary aerosol species. While we focused on the composition of
black-carbon-containing particles to demonstrate the model capabilities, we do store the full composition for each
computational particle, so a similar analysis can be made for other aerosol species.
Future applications of the model include quantifying the impact of aerosol mixing state on secondary aerosol for-
mation and on climate-relevant aerosol properties, such as aerosol absorption and CCN concentration, and to compare
these findings to existing studies (Matsui et al., 2013; Zhang et al., 2014; Zhu et al., 2016a).
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Chapter 3
Accelerated simulation of stochastic particle
removal processes in particle-resolved
aerosol models
This chapter presents the mathematical theory and numerical implementation of an improved method for simulating
particle removal mechanisms, referred to as the Binned algorithm. The algorithm was verified against analytical
solutions for particle loss and a cost analysis was performed. Results showed that the Binned algorithm performed on
the order of 50 times faster than the method presented in Section 2.4.2 and that the method contributes no additional
error. This work was published in Curtis et al. (2016).
3.1 Background
Monte Carlo particle techniques are used in various disciplines to solve population balance equations numerically.
Particle methods have been applied to cloud physics (Shima et al., 2009; Arabas and Shima, 2013; Sölch and Kärcher,
2010), polymer science (Saliakas et al., 2008; van Peborgh Gooch and Hounslow, 1996; Haseltine et al., 2005), and
aerosol physics (Efendiev and Zachariah, 2002; Debry et al., 2003; Maisels et al., 2004; Riemer et al., 2009; Xu et al.,
2014; Balthasar and Kraft, 2003; Lee et al., 2015; Violi, 2004; Celnik et al., 2007), the focus of this chapter. Particle-
resolved techniques are particularly advantageous for simulating multidimensional systems and do not suffer from
artificial numerical diffusion found in implementations of finite difference methods. Unfortunately, the computational
expense of these techniques remains a substantial drawback.
An atmospheric aerosol population is a multidimensional system in the space of aerosol composition. Aerosol
particles consist of a complex mixture of chemical species, such as soluble inorganic salts and acids, insoluble crustal
materials (dust), trace metals, and carbonaceous materials (Murphy et al., 2006; Pratt and Prather, 2009; Zelenyuk
and Imre, 2009; Jimenez et al., 2003). The aerosol life-cycle consists of three stages: formation, transformation, and
removal. Atmospheric aerosols can originate from primary emission sources or may be formed by nucleation. The
composition of aerosol particles evolves over time due to coagulation with other particles and to mass transfer to
and from gas-phase species. Ultimately, aerosol particles are removed from the atmosphere by precipitation (“wet
deposition”) or by deposition to the ground or other surfaces in the absence of precipitation (“dry deposition”).
To model the multidimensional aerosol size distribution, particle-resolved models (Riemer et al., 2009) explicitly
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resolve the evolution of individual aerosol particles within a representative volume of air. These processes can include
coagulation, gas-particle mass transfer, emission, dilution with background air, and wet or dry deposition.
In this chapter we use the particle-resolved model PartMC-MOSAIC (Particle Monte Carlo—Model for Simulating
Aerosol Interactions and Chemistry) (Zaveri et al., 2008) as a testbed. While particle-based models have the advantage
of avoiding a priori assumptions regarding particle composition, they can be very expensive computationally, resulting
in the need for highly efficient algorithms (Riemer et al., 2009; DeVille et al., 2011; Michelotti et al., 2013b; Patterson
et al., 2011). Efficient implementations, such as the PartMC-MOSAIC code, have storage cost proportional to the
number of particles, computational cost for evaporation/condensation proportional to the number of particles, and
computational cost for coagulation proportional to the number of coagulation events.
In this chapter, we focus on the simulation of dry deposition as an important representative of aerosol removal
processes, however our method applies to single-event particle removal processes in general. Dry deposition—the
removal of particles in absence of precipitation—determines the particles’ residence time in the atmosphere. Cal-
culating the dry deposition rate is highly complex due to its dependence on physical and chemical properties of the
aerosol, land surface characteristics, and meteorological conditions. As dry deposition is a size-dependent process, it
also shapes the aerosol size distribution.
A naive approach to simulating dry deposition results in computational cost proportional to the number of parti-
cles. The naive approach becomes computationally expensive for simulations that involve a large number of particles
and becomes computationally prohibitive for inclusion of particle-resolved aerosol representation within 3D regional
weather models. Here we present an algorithm, based on the Stochastic Simulation Algorithm (SSA), to improve the
performance of particle removal due to dry deposition. The contribution of Chapter 3 is (1) a new algorithm that uses
one-dimensional binning and geometric sampling while maintaining exactness and (2) its application to the process
of dry deposition where we showed a very significant reduction in the computational cost with no additional error
incurred.
The Stochastic Simulation Algorithm (SSA) Gillespie (1975, 1977) is a Monte Carlo procedure for producing
an exact realization of a continuous-time Markov chain. The original formulation of SSA was designed for Markov
chains that involved pairwise interacting entities, such as coagulating aerosol particles. However, it can be modified
easily to consider events that involve only a single entity, such as stochastic particle deposition.
The high computational cost of SSA has motivated the development of more efficient variants for specific ap-
plications. Some of these retain the exactness of SSA (e.g. Eibeck and Wagner (2000); Gibson and Bruck (2000);
Kuwahara and Mura (2008)), while others sacrifice exactness to gain numerical efficiency. Popular examples of ap-
proximate methods are Tau Leaping Gillespie (2001) and later variants Rathinam et al. (2003); Gillespie and Petzold
(2003); Gillespie et al. (2009); Wu et al. (2015); Fu et al. (2013), which can achieve greater efficiency by simulating
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all events within a small time interval τ but which does not generate exact realizations of the stochastic process. In
Michelotti et al. (2013b), binned versions of SSA and Tau Leaping were developed that are more efficient for particle
processes. These binned variants have similar properties to the original methods, in that Binned SSA is exact while
Binned Tau Leaping can be more efficient but is not exact, and they can both be adapted to single-particle processes
such as deposition.
We present a new binned algorithm (Algorithm 3.2) that combines the advantages of Binned Tau Leaping and
Binned SSA when applied to single-particle non-interacting processes such as particle deposition. This new algorithm
is at least as efficient as Binned Tau Leaping and follows it in using a discrete time step τ and being simple to
implement. However, it retains the exactness of Binned SSA, making it both fast and exact. We demonstrate the
performance of the new algorithm using numerical results from an implementation of this algorithm that we integrated
with the PartMC software library Riemer et al. (2009, 2010); Zaveri et al. (2010); DeVille et al. (2011).
3.2 Formulation
Consider a set of possible “particles” P . In our model problem, we model atmospheric aerosol particles and represent
each particle by the volume of d different chemical species, where d = 20 is typical. We will also impose minimum
and maximum volumes vmin and vmax. Thus, we will use the following set:
P =
{
p ∈ Rd : p ≥ 0, vmin ≤ ‖p‖1 ≤ vmax
}
. (3.1)
Let π ⊂ P be the finite set of particles currently present in the simulation. There may be multiple identical particles,
so π is a multiset in the sense of Knuth (Knuth, 1998, p. 473). Throughout a simulation, these particles may be
affected by several processes. For atmospheric aerosol modeling, the set of particles π may be affected by emissions,
coagulation, condensation, chemical reactions, etc.
Consider the process of particle deposition. Let K : P → R be a kernel denoting the rate of deposition. A
particle p ∈ π should be removed from the simulation at stochastic rate K(p). If p and K are not affected by any
other processes, the time at which p is removed from the simulation should be chosen from an exponential distribution
with rate K(p). However, p and K are likely to be affected by other processes, so it is better to take a time-stepping
approach in which we must determine which particles should be removed from the simulation over a time step of size
τ .
Algorithm 3.1 is a Naive Algorithm to simulate particle deposition over a time step of size τ , which checks each
particle individually. The function randUnif() returns a uniform random number from [0, 1). Note that Algorithm 3.1
requires O(|π|) computation time, regardless of how many particles are actually removed. This is reasonable if
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Algorithm 3.1 Naive Algorithm
1: for p ∈ π do
2: if randUnif() < 1− e−τK(p) then
3: remove p from π
4: end if
5: end for
we have many removals, but suppose the number of removals is much less than |π|. In this case, the algorithm is
inefficient.
Theorem 3.1. Algorithm 3.1 produces an exact sampling of the probability of the output π at time τ .
Proof. This follows immediately from independence of the trials for each particle.
Let us consider a binned approach. Partition P into m sets, denoted r1, r2, . . . , rm. These sets will be referred
to as bins. While many binning strategies are in principle possible, in practice we follow Michelotti et al. Michelotti
et al. (2013b) and use a magnitude operator | · | : P → R such as particle volume, diameter, mass, etc, and define bins
by ri = {p ∈ P : νi−1 < |p| ≤ νi} for each i = 1, . . . ,m and a strictly increasing sequence ν0, . . . , νm ∈ R of bin
boundaries. We will use the following definitions to describe the bins:
r(p) = ri where i is chosen such that p ∈ ri, (3.2)
πi = π ∩ ri, (3.3)
Kup(ri) ≥ K(p) for all p ∈ ri. (3.4)
The sets πi are referred to as the bin contents and partition the set of particles according to the bins. The function Kup
provides an upper bound on the kernel for each bin. Its value may be known explicitly, determined by an optimization
algorithm, or estimated by sampling possible values and applying an overestimation factor.
Algorithm 3.2 Binned Algorithm
1: for i = 1, 2, . . . ,m do
2: k ← |πi|+ 1
3: loop




5: if k ≤ 0 then
6: break out of loop
7: end if
8: p← kth element from πi














In Algorithm 3.2 we present a Binned Algorithm to simulate particle deposition over a time step of size τ . The
function randGeom(s) returns a geometric random number with success rate s (we will use the version of geometric
random numbers defined as the number of Bernoulli trials needed until a success is observed, implying randGeom(s) is
at least 1). This algorithm utilizes the binning structure and iterates over particles with geometrically-sampled jumps.
This strategy avoids the need to check every particle, significantly reducing the computation time.
Theorem 3.2. The probability distribution of the random output π is the same for both Algorithm 3.1 and Algo-
rithm 3.2.
Proof. For each particle p ∈ π initially present, the probability that Algorithm 3.1 removes p from π is 1−e−τK(p). It
is clear in both algorithms that the decision using randUnif() to remove p is independent of the decision to remove any
other particle. Thus, we need demonstrate only that Algorithm 3.2 removes p from π with probability 1− e−τK(p).
Let i be the bin index corresponding to particle p, so that p ∈ πi. Algorithm 3.2 iterates over the bin con-




. Recall that the definition of a random geometric
number is the number of Bernoulli trials needed until a success is observed. Thus, the probability that p will even













1− e−τKup(ri) = 1− e
−τK(p), (3.5)
which is the desired result.
Corollary 3.3. Algorithm 3.2 produces an exact sampling of the probability of the output π at time τ .
Proof. This simply combines Theorems 3.2 and 3.1.
In order to implement Algorithm 3.2 efficiently, we must be careful in representing πi. In particular, implementing
πi as an unsorted array of particles allows us to remove a particle from anywhere in the array in constant time. Note
that we iterate backwards over this array so that the removal of a particle does not alter the particles we will consider
in the future. Since we iterate over particles in order, there will be fewer cache misses than if we were to use an
algorithm like Binned SSA, which accesses particles from the array at random.



















When implementing this, we must take into account the possibility of integer overflow.












Following the analysis in Michelotti et al. Michelotti et al. (2013b), we define the sampling efficiency of Algorithm 3.2





By definition, 0 ≤ Eff ≤ 1 and Eff ≈ 1 means that the algorithm is close to sampling the minimum number of can-
didate events. To study the sampling efficiency it is convenient to introduce the lower bound Kmin and overestimation
Kover,
Kmin(ri) := inf{K(p) : p ∈ ri}, (3.11)
Kover := max{Kup(ri)−Kmin(ri) : i = 1, . . . ,m}. (3.12)
Theorem 3.4. Algorithm 3.2 has Eff→ 1 as Kover → 0 for fixed particle set π and fixed time step τ .














where we use the fact that τ is a Lipschitz constant for e−τx on R≥0. Observing that M is bounded below by K0
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implies





and because π and K0 are fixed for a given set of particles this gives the desired result.
Theorem 3.4 shows that the sampling efficiency of Algorithm 3.2 improves as the upper boundKup approaches the
kernel lower bound for each bin, which would typically be achieved by decreasing the size of each bin and increasing
the number of bins. However, increasing bin number will tend to increase the computational cost, so it is necessary to
understand the resulting trade-off.
Algorithm 3.2 has expected running time O(m+M). Note that M is bounded above by |π|, so we can expect the
running time to be at most O(|π|), assuming we have fewer bins than particles. Note also that M is bounded below
by the expected number of removals to occur in this time step. If the expected number of removals is near |π|, then
we will achieve performance similar to the Naive Algorithm. However, if the 1 − e−τKup(ri) values are small, then
M  |π| and we may have a much faster algorithm. Naturally we also want to have m  |π|, so there is some
trade-off between the number of bins and the removal candidate rate. Depending on the running time constants, it
may be beneficial to consider a hybrid algorithm where we use the naive approach if 1 − e−τKup(ri) ≈ 1 and use the
geometric approach otherwise.
3.3 Implementation for particle removal due to dry deposition in PartMC
Due to the complexity of the physical and chemical processes, dry deposition is typically parameterized within models
by the particle dry deposition velocity, which captures the removal processes from Brownian diffusion, turbulent
transport, particle impaction with the surface, particle interception with surface features, and gravitational settling.
Dry deposition velocity is a function of particle size and density, as well as environmental conditions. For very small
particles, which behave much like gases, Brownian diffusion is an effective pathway for particle removal. For very
large particles, gravitational settling becomes a more effective removal pathway due to large particle mass. Within
the intermediate size range, particles experience a relative minimum in removal rates due to those transport processes
being less effective.
To parameterize particle loss due to dry deposition within PartMC, we implemented the size-dependent dry de-
position scheme described in Zhang et al. (2001). To determine the dry deposition velocity, equations (1), (2), (3),
(5), (6), (7c), (8) and (9) of Zhang et al. (2001) are evaluated based on per-particle size and composition. The exact
implementation of this scheme is detailed further in B.1.
58






















Figure 3.1: Schematic of Binned Algorithm applied to a dry deposition velocity curve. Binned Algorithm applies a
logarithmic grid along the particle diameter axis where particles in a given bin have similar removal rates.
Given computed particle deposition velocities and subsequent loss rates, particles are possibly removed from the
aerosol population. This removal proceeds either by the Naive Algorithm, given by Algorithm 3.1, or the Binned
Algorithm, given by Algorithm 3.2. The Naive Algorithm proceeds by determining each particle’s deposition rate
and tests for possible particle removal. The Binned Algorithm is illustrated by Figure 3.1, where a representative
dry deposition velocity curve is shown with the particle diameter axis divided into 15 logarithmically spaced bins
for particle sorting. The efficiency of this algorithm relies on minimizing the amount of overestimation for a given
bin, shaded for one bin in red as an example. In practice, a larger number of bins is used to minimize the amount of
overestimation. Particles within a given bin consist of different chemical components and therefore particle density
varies amongst the particle population within one bin. To address this, the upper bound of the removal rate within a
given bin is calculated based on the particle diameters of the bin while assuming that the particle is composed of the
species with the largest density. The result is that, within a bin, particles with lower densities have a lower adjusted
probability of being removed which makes the accept-reject procedure slightly less efficient. In practice, it turns out
that differences in particle density have only a small impact on removal rates because density in atmospherically-
relevant particles varies by a factor of about 3.
3.4 Numerical experiments
3.4.1 Aerosol distribution functions
We take N(D) to be the cumulative number distribution, which gives the number of particles per unit volume that
have a diameter less than D. Given the cumulative number distribution, we define the number distribution n(D) as a
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where N is the total number concentration, Dgn is the geometric mean diameter and σg is the geometric standard
deviation. The initial set of particles π(0) is Poisson-sampled from n(D) using the procedure in Riemer et al. (2009)
so that the expected number of initial particles E [|Π(0)|] is a prescribed value Np.
In order to display the number distribution n(D), we post-process particle resolved results into a one-dimensional
histogram with nbin bins for a given range of diameters dmin to dmax. To display the results and compute the error in
the solution in Sect. 3.4.3, we used 150 logarithmically spaced bins from 0.001 µm to 100 µm.
3.4.2 Model setup
For this study, we considered an idealized scenario for particle removal due to dry deposition where simulations pro-
ceeded in the absence of all other processes that affect the aerosol size distribution, such as coagulation, condensation,
emission and dilution with the background air. The purpose of the simulations was to isolate and clearly demonstrate
the capabilities of the two removal algorithms. The isolation of dry deposition also permits the calculation of the
extant analytical solution for comparison with numerical results, as detailed in B.2.
We prescribed conditions representative of the atmosphere. The meteorological conditions were constant, with
temperature T = 288 K, pressure p = 100 kPa and relative humidity RH = 99%. The value of relative humidity was
chosen to minimize the ability of particles to rebound from the surface. We set a mean wind of 5 m s−1 at a reference
height of 20 m and neutral atmospheric stability, corresponding to Class D of the Pasquill Stability Class (Pasquill,
1961). A box height of 50 m was selected to represent a typical lowest model layer.
We prescribed the land use category (LUC) to be crops/mixed farming and the seasonal category (SC) to be
midsummer with lush vegetation, corresponding to LUC 7 and SC 1 respectively from Table 2 of Zhang et al. (2001).
Given this choice of the LUC and SC parameters, the roughness height Z0 = 0.1 m, the characteristic radius of
collectors A = 2 mm and specified constants α = 1.2 and γ = 0.54 were applied to all simulations as determined
from Table 3 of Zhang et al. (2001).
Particle size is a major factor determining dry deposition velocity as shown in Figure 3.1. To explore this depen-
dence on particle size, we selected three initial aerosol modes where only the geometric mean diameter was varied as
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Table 3.1: Initial aerosol distribution parameters.
Mode name N/m−3 Dgn/µm σg
Small 1.8× 109 0.01 1.334
Intermediate 1.8× 109 1.00 1.334
Large 1.8× 109 10.0 1.334
10−3 10−2 10−1 100 101 102
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Figure 3.2: Comparison of analytical solution to ensemble averaged number distribution n(D) for three different
aerosol size modes at t = 0, 3, and 6 h for Naive and Binned Algorithms.
given in Table 3.1. Particles in the Small mode, with Dgn = 0.01 µm, are efficiently removed due to the contribution
of Brownian diffusion. Particles in the Large mode, withDgn = 10 µm, experience enhanced dry deposition velocities
due to impaction and gravitational settling. Particles within the Intermediate mode, with Dgn = 1.0 µm, experience a
minimum in the dry deposition velocity as no mechanism is particularly effective in this size range.
To quantify the performance of the Naive Algorithm and the Binned Algorithm, we performed an ensemble of
runs varying the expected initial number of computational particles Np as 103, 104, 105, and 106, where the number
of the ensemble runs nrun was 100.
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3.4.3 Numerical results
Figure 3.2 shows the ensemble average of the number distribution n(D) for Np = 104 at t = 0, 3, and 6 h for each
of the three modes given in Table 3.1 for the Naive Algorithm, the Binned Algorithm and the exact solution. The dry
deposition velocity Vd is also shown to visualize the expected removal rates for each of the modes. The Small mode
experienced the highest deposition velocities and decreased in number the most over time. Due to low dry deposition
velocities for particles in the Intermediate mode, the number concentration decayed slowly. The particles in Large
mode varied over an order of magnitude in terms of dry deposition velocities, which resulted primarily in loss of the
larger particles of that mode. We see that the PartMC-simulated number distribution for both algorithms agrees well
with the analytical solution.





(n(D)− Φ(D))2 d logD, (3.15)











where nji is the number concentration density of bin i for run j, nbin is the number of bins, Φi is the analytical solution





























(ej − ē)2. (3.20)
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Figure 3.3: Root mean square error ē as expected number of computational particlesNp increases, based on ensemble
of 100 runs, for Naive and Binned Algorithms for each of three aerosol modes. Error bars represent 95% confidence
intervals for mean error. Expected rate of convergence is shown as slope of −0.5.
Figure 3.3 shows the relative mean error ē and the 95% confidence intervals from 100 ensemble members for each
algorithm and mode with varying number of computational particles Np. For all particle methods, we expect the error
to decrease as the number of computational particles Np increases, with a slope of −0.5, as the ensemble members
are iid. Figure 3.3 shows that no additional mean relative error was incurred by selecting the Binned Algorithm over
the Naive Algorithm, in keeping with Theorem 3.2.
Figure 3.4 compares the computation time of the Naive Algorithm and Binned Algorithm for each of the three
different particle size modes as a function of increasing number of computational particles Np from 103 to 106 for a
single averaged time step. As the number of computational particles Np increases, the computational time increases
linearly, as expected. The Naive Algorithm requires that all particles in a simulation are tested for possible removal. As
a result, all modes require the same computational time ofO(|π|). This occurs regardless of how loss rates vary within
each of the three modes shown in Figure 3.2. By contrast, the Binned Algorithm achieves greater efficiency gains for
some modes than for others due to the size dependence of particle loss rates. Here, compared to the Naive Algorithm,
the Intermediate mode required nearly three orders of magnitude less computation time. Despite experiencing higher
removal rates, both Small and Large mode efficiency still improved by more than an order of magnitude compared to
the Naive Algorithm.
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Figure 3.4: Comparison of computation time of each of three aerosol modes as number of computational particles Np
increases from 103 to 106 for Naive Algorithm and Binned Algorithm.
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Figure 3.5: Comparison of computation time of a single time step of Binned Algorithm and Naive Algorithm for each
of three aerosol modes with varied fraction of particle removals. Ensemble size was 100 and computational particles
Np = 100 000 were used for all data points.
Figure 3.5 shows the computational time of a time step for the two removal algorithms based on total percentage
of particles removed. Again, the Naive Algorithm results in constant computational time regardless of the fraction
of particles removed, because the computational cost is proportional to the number of particles in the simulation. In
contrast, the Binned Algorithm has a cost that is linear in the fraction of particle removals, as the computational time is
designed to be proportional to the number of particle removals. Therefore, the Binned Algorithm becomes particularly
desirable for the very low removal rates encountered by most particles in the atmosphere. We observe that even for
removal fractions approaching unity the Binned Algorithm is still cheaper than the Naive Algorithm, and numerical
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extrapolation shows that parity in cost will occur only when almost all particles are removed in a single time step (a
physically unrealistic situation).
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Figure 3.6: Root mean square error as a function of computation time for Binned and Naive Algorithms. Ensemble
size was 100. We observe speedup of about 50 times with no increase in error.
Figure 3.6 shows the root mean square error as a function of computational time for an average single time step
for the Binned Algorithm over the Naive Algorithm. These results are based on the three-mode scenario presented in
Figure 3.2. The Binned Algorithm resulted in a decrease in computational time and contributed no additional error.
To examine the benefits in practice, the Binned Algorithm for removal by dry deposition was applied to a typical
scenario with 105 computational particles. While gas-aerosol phase chemistry remains the dominant cost, the percent-
age of computational time determining particle loss decreased from 0.8% to 0.004%. When chemistry was disabled,
the particle removal represents a more substantial portion of the total computation time and is reduced from from 35%
to 0.2%.
3.5 Code availability
The source code for the PartMC model is available from http://lagrange.mechse.illinois.edu/mwest/partmc/. The Naive
algorithm and the Binned algorithm described in this manuscript were implemented in PartMC version 2.3.0.
3.6 Conclusions
We introduced the Binned Algorithm (Algorithm 3.2) for efficiently sampling single-particle events in particle simu-
lations. We proved that this algorithm always generates exact samples of the stochastic process (Corollary 3.3) and
that it achieves perfect sampling efficiency in the limit of perfect kernel estimates (Theorem 3.4).
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As shown in Figure 3.6, the Binned Algorithm for particle removals shows about a 50-fold reduction in compu-
tational time on atmospherically relevant applications while contributing no additional error. When applied to dry
deposition, the benefits are most substantial for particles in the size range of 50 nm to 1 µm, since these particles
have the lowest removal probabilities. While efficiency gains will be most noticeable for studies in the absence of
gas-particle chemistry, benefits apply for all model runs given that the Binned Algorithm presented here provides pure
efficiency gains where no additional error is incurred.
The Binned Algorithm may be also applied to other single-particle removal processes. For example, laboratory
experiments with aerosols in a chamber environment include two loss processes, namely wall loss due to particle
diffusion and sedimentation, where both processes have a dependence on size (Naumann, 2003). Within particle-
resolved 1D and 3D atmospheric models, gravitational settling may be included in situations where particles are large
enough to have non-negligible settling velocities (Curtis et al., 2015). The simulation of the fragmentation of soot
particles may be represented with a dependence on particle size (Harris and Maricq, 2002). For processes that depend
on additional variables that have only a weak influence on probabilities, this can be accounted for by adjusted upper
bounds on probabilities. For example, density is a weakly dependent variable for dry deposition and is accounted
for by overestimating particle density for computation of upper bounds, as described in Section 3.3. For processes
depending strongly on multiple variables, multidimensional binning may be required and remains computationally
feasible if the number of dimensions remains small. For example, 2D binning for coagulation was used in Michelotti
et al. (2013b) where the process depends strongly on the masses of the two coagulating particles. By applying the




Development of a regional particle-resolved
aerosol model to investigate spatial and
temporal variation of aerosol mixing state
This chapter presents the extension of the single-column model from Chapter 2 to a fully three-dimensional model
to simulate the regional scale. We extended the stochastic particle transport to simulate advection, developed source-
oriented emissions framework, and developed a process to construct initial and boundary conditions.
4.1 Introduction
The purpose of this Chapter is to describe the structure and development of the three-dimensional WRF-PartMC,
a model using source-oriented particle-solved aerosol representation to capture the particle aging process over time
due to coagulation and condensation at the regional scale. Figure 4.1 shows schematically the levels of detail that
WRF-PartMC is able to resolve. At the kilometer scale, WRF-PartMC can simulate the gas and aerosol species
concentrations. However, at the grid cell level, WRF-PartMC tracks thousands of individual particles including their
complex composition and sources. This is made possible by tracking single-particle level details where the exact
composition and contributing sources of a particle are known.
In Section 4.2 we describe the governing equations extended to three dimensions. We discuss the model develop-
ment that extended the single-column model to a fully three-dimensional model. The model development consists of
four components: (1) stochastic particle advection (Section 4.3), (2) source-oriented aerosol emissions (Section 4.4),
(3) initial and boundary conditions for aerosols (Section 4.5) and (4) a method for tracking aerosol source components
(Section 4.6).
For application to realistic three-dimensional simulations, the WRF-PartMC-MOSAIC-SCM model described in
Section 2 required two significant model developments, the extension to three-dimensions and improvements related to
handling realistic emissions. Section 4.3 briefly describes the extension of stochastic aerosol transport to include three-
dimensional advection and turbulent diffusion. Section 4.4 describes a modeling pipeline that produces highly-detailed
particle-resolved aerosol emissions, with improved spatial, temporal and compositional information. Both model
developments are designed so that comparisons of WRF-PartMC results to traditional chemical transport models such
as WRF-Chem are possible.
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Figure 4.1: Schematic of the three levels of detail tracked within the WRF-PartMC model. In addition to bulk quan-
tities of concentrations, WRF-PartMC explicitly resolves thousands of particles per grid cell that allows investigation
on a particle population level and single-particle level.
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4.2 Governing equations to extend to three-dimensions
In this section we describe the extension of the model equations presented in Section 2.2 to evolve aerosol particles
and trace gases in three-dimensional space. We include gas phase chemistry, gas-to-particle conversion, coagulation
of aerosol particles, emission of aerosol and gases, and the transport of aerosol particles and trace gases by advection
and turbulent diffusion.
An aerosol particle contains mass µa ≥ 0 of species a, for a = 1, . . . , A, so that the particle composition is
described by the A-dimensional vector ~µ ∈ RA. The cumulative aerosol number distribution at position ~x, where ~x is
the position vector (x, y, z), with constituent masses ~µ at time t is N(~x, ~µ, t) (m−3). The aerosol number distribution
at location ~x and time t with constituent masses ~µ is then defined by
n(~x, ~µ, t) =
∂AN(~x, ~µ, t)
∂µ1∂µ2 . . . ∂µA
(4.1)
with units m−3 kg−A.
The concentration of gas phase species i at height z and time t is given by gi(~x, t), for i = 1, . . . , G, so that gas
phase concentrations form the G-dimensional vector ~g(~x, t) ∈ RG. We assume that the first C aerosol and gas species
undergo gas-to-particle conversion and are indexed in the same order so that gas species i partitions with aerosol
species i for i = 1, . . . , C. Additionally, species C + 1 is assumed to be water.
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where u(~x, t) (m s−1) is the east-west velocity, v(~x, t) (m s−1) is the north-south velocity, w(~x, t) (m s−1) is the
vertical velocity, Kh(~x, t) (m2 s−1) is the diffusion coefficient of heat, K(~µ, ~µ′) (m3 s−1) is the coagulation rate
between particles ~µ and ~µ′, ṅemit(~x, ~µ, t) (m−3 kg−A s−1) is the number distribution rate of aerosol emissions which
can be specified at any height, ca (kg mol−1) is the conversion factor from moles of gas species a to aerosol species
a, Ia(~µ,~g, t) (mol s−1) is the condensation flux of gas species a, and cw (kg mol−1) is the conversion factor for water,
and Iw(~µ,~g, t) (mol s−1) is the condensation flux for water. The turbulent transport term is written using the gradient
of mixing ratio rather than the gradient of concentration to account for the vertical variations in density that are present
in the atmosphere (Equation (6), Venkatram (1993)).
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where ġemit,i(~x, t) (mol m−3 s−1) is the emission rate of gas species i and Ri(~g(z, t)) (mol m−3 s−1) is the concen-
tration growth rate of gas species i due to gas-phase chemical reactions.
For Eq. (4.2) and Eq. (4.3) we use reflective boundary conditions at the top of the domain and partly reflecting,
partly absorbing boundary conditions at the surface. For the aerosol distribution in Eq. (2.2), this is given at the top of








= 0 at z = h, (4.4)








= Vd(~x, ~µ)n(~x, ~µ, t) at z = 0. (4.5)
Here Vd(~x, ~µ) (m s−1) is the dry deposition velocity, which depends on particle size and composition in addition to
surface properties and meteorological conditions. Dry deposition velocities for aerosols are computed using the size-
dependent dry deposition scheme described in Zhang et al. (2001) by their equations (1), (2), (3), (5), (6), (7c), (8), and
(9). Instead of using Equation (4) in Zhang et al. (2001), which describes the calculation of the aerodynamic resistance,
the aerodynamic resistance computed by the WRF model is used, as described by McRae et al. (1982). Further, we do
not need to use the parameterization for the correction of particle size for high relative humidity conditions given in
equation (10) in Zhang et al. (2001), since we explicitly compute the water content of the aerosol particles and hence
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directly calculate the particles’ wet diameters.








= 0 at z = h, (4.6)








= Vd,i(~x) gi(~x, t) at z = 0, (4.7)
where Vd,i(~x) (m s−1) is the dry deposition velocity of gas species i. The dry deposition velocity of each gas species
is determined by WRF/Chem as described in Grell et al. (2005) with the use of the surface resistance parameterization
from Wesely (1989).
4.3 Stochastic particle advection
qi−1 qi qi+1ui− 12 ui+ 12
∆x
Figure 4.2: Schematic of a 1D horizontal domain centered at grid cell i with neighboring cells i− 1 and i+ 1.































where ui+ 12 represents the velocity component along the x direction that is calculated on the edge of the cell between
i and i+1 and qi is the mixing ratio of grid cell i. We then separate the gain and loss terms and transform from mixing



































































where V si is the computational volume of grid cell k at time t
s. Applying Eq. 4.12 and multiplying by V si to form the
































V si−1︸ ︷︷ ︸
pG,si−1,i
Csi−1. (4.13)





















































































= CT,si,i+1 min(1, γ
s
i,i+1), (4.21)
where the maximum transport term CT,si,i+1 and transport probability p
T,s











This ensures that CG,si,i+1 and C
L,s
i,i+1 are always less than or equal to C
T,s
i,i+1, with at least one of them being equal.
Applying binomial sampling to Eq. (4.22) for each grid cell simultaneously, we obtain the finite transport particle sets.











i,i−1, 1− pT,si,i+1 − pT,si,i−1
)
, (4.24)
This is evaluated using the identical procedure for vertical turbulent diffusion presented in Sec. 2.3.1, where the
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i \ΠT,si,i+1 \ΠT,si,i−1. (4.27)





















Some of the particles initially sampled into the transport sets ΠT,si,i+1 and Π
T,s
i,i−1 are not lost to transport and will remain











Finally, the sets above are combined to give the new set of particles contained in grid cell i at time s+ 1 by
Πs+1i = Π
U,s
i ]ΠR,si,i+1 ]ΠR,si,i−1 ]ΠG,si−1,i ]ΠG,si+1,i, (4.34)
where ] is the multiset sum.
4.4 Source-oriented aerosol emissions
Particle-resolved modeling allows for complex representation of aerosol composition. To leverage this capability, a
methodology is needed to take emissions from a mass-based aerosol emission framework as it is typical for traditional
WRF-Chem simulations, to number-based source-oriented emissions, consistent with the PartMC framework. Impor-
tantly, one aerosol species (e.g. black carbon) can be emitted by different sources within a grid cell. This information
is tracked in the emissions inventories such as the National Emission Inventory. For traditional sectional models,
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however, these individual emission fluxes are combined to one total species emission, hence the source attribution is
lost. Another consequence of the sectional approach is that within a given size bin, the particles all have identical
composition (fully internally mixed assumption). In contrast, particle-resolved emissions allow sources with different
composition to be represented. Figure 4.3 (left) depicts the difference between bulk emissions and source-oriented
emissions, where the emissions of this grid cell consists of seven different emission sources with difference in com-
position where these details are averaged out in a traditional model. Within sectional models, emission sources within
a grid cell are combined as a total emission and all particles are assigned identical composition. Figure 4.3 (center)
depicts the resulting difference in black carbon mass fractions. With particle-resolved emissions, many sources with
different composition can be represented. This is most pronounced in black carbon mass fraction where in the sec-
tional case, all particles have identical amounts of black carbon while the particle-resolved case has many different
types of particles at each particle size. Figure 4.3 (right) shows the resulting critical supersaturation of the particle
populations. The sectional method consists of all particles at a given size having identical critical supersaturations,
while the particle method has varying critical supersaturations at each diameter. In the instance of the particle-resolved
representation, for a given environmental supersaturation, not all particles of a given size will activate. This results in
differences in CCN concentrations between the two populations despite having identical total mass and total particle
number, the difference being how the species are distributed. Assigning average composition results in error in bulk
aerosol properties.
Figure 4.4 shows the emissions framework to construct model-ready emissions from emissions inventory data.
This process consists of utilizing two programs. The Sparse Matrix Operator Kernel Emissions model (SMOKE)
(Baek and Seppanen, 2018) system and how it must be configured will be discussed in Section 4.4.1. The WRF-
PartMC emissions preprocessor responsible for taking source tagged emissions from SMOKE to create WRF-PartMC
model-ready emissions is described in Section 4.4.2.
4.4.1 Sparse Matrix Operator Kernel Emissions model (SMOKE)
The Sparse Matrix Operator Kernel Emissions model (SMOKE), which is under active development at the Institute
for the Environment at the University of North Carolina and is partially supported by the Community Modeling and
Analysis System (CMAS), converts the resolution of the emission inventory data to the resolution needed by air
quality models. Emission inventories are typically available with an annual-total emissions value for each emissions
source, or perhaps with an average-day emissions value. However, air quality models require emissions data on
an hourly basis, for each model grid cell, and for model species that are potentially not tracked in the emissions
inventory. The SMOKE model transforms annual emissions by temporal allocation, chemical speciation and spatial
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Figure 4.3: Traditional representation of emissions (top) contrasted with particle-resolved emissions (bottom). Total
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Figure 4.4: Emissions framework for producing source-resolving particle-resolved emission inputs for WRF-PartMC
from an emissions inventory.
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Table 4.1: Example of source grouping file for SMOKE.









converts annual emissions specified from the NEI and converts them to hourly emissions based on specified monthly,
weekly, and diurnal temporal profiles to approximate the seasonal, weekday versus weekend, and hourly variability
of emissions. Chemical speciation is needed to map emissions inventory pollutants to model species. Specifically
the NEI is based on criteria pollutants such as CO, NOx, VOCs, PM10 and SO2 while the chemical mechanism in
the model contains numerous VOC-related species and aerosol species e.g. black carbon, organic carbon and sulfate.
Therefore, emissions processing applies speciation profiles, specified for each emission type, to convert the emissions
from measured pollutant values to the model species used. Spatial allocation is responsible for transform the emissions
found in the inventory to the model grid. For point sources, emissions are placed within the grid cell containing the
coordinates of the emission source. For area sources, the NEI provides a county-total emissions. Spatial processing
distributes county-level emissions among the model grid cells located with the county through the use of spatial
surrogates. For mobile sources, line-source emissions are allocated based on their length within a grid cell.
To construct emissions suitable for WRF-PartMC, SMOKE v3.7 was used with anthropogenic emissions data
supplied by the US EPA’s 2011 National Emissions Inventory version 2 (2011NEIv2). In order to capture source
variability of composition, SMOKE uses source apportionment. Source apportionment groups emission sources by
particular characteristics, such as location using U.S. Federal Implementation Planning Standards (FIPS) state and
county codes or by type of emission source using source classification codes (SCC). SMOKE assigns an integer
number to each emission and these ID numbers are used to construct different aerosol emissions classes. For source
grouping in SMOKE, a text file containing the desired grouping must be supplied and for complete details regarding
the components of this file, see Appendix C.1. Multiple grouping criteria can be assigned to the same source group
ID by using additional lines.
As an example, source classification codes for two types of emissions is shown in Table 4.1. Of the example
sources, those beginning with “220”, denoting light-duty vehicles using gasoline, are assigned to Group 1. Those that
begin with “223”, denoting light-duty vehicles using diesel, will be assigned to Group 2.
This method for grouping is fully flexible as it can resolve every source with a unique identification number or
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group types of emissions by user-defined groups. To produce emissions for a traditional model, all sources can be
assigned the same identification number to produce fully internally mixed emissions. For WRF-PartMC applications,
it is desirable to consolidate the number of emission sources to a reasonable number of classes. The NEI v2011 data
set used in this study consisted of over 14,000 unique source classification codes. To accomplish this, emissions
were combined based on similar source classification codes to create 50 emission categories. Details of the emission
categories are available in Table 4.2. These groups take into account the source category of emissions as well as the
type of fuel being used.
4.4.2 WRF-PartMC emissions preprocessor
Upon completion of SMOKE emissions processing, the output consists of hourly mass fluxes for all emission sources
within the domain, each source having an (x, y, z) location. The particle emissions within the WRF-PartMC model are
sampled from a size distribution and therefore require information regarding geometric median diameter, geometric
standard deviation and aerosol composition of the mode. To accomplish this, an additional preprocessor was devel-
oped. The WRF-PartMC-MOSAIC emissions preprocessor aggregates emissions data by emissions class by utilizing
the identification numbers and the grid cell location of each emission as assigned by SMOKE. This transformation
requires a number of assumptions. To produce this transformation, equations describing the moments of the size




dkpnn(ln dp)d(ln dp), (4.35)
where the moment of interest here is k = 3 as this moment is proportional to volume by a factor of π/6 and the density
of the aerosol species. The number emission flux is able to be determined by assuming a log-normal distribution which


















where M3 is the total mass emission flux of the source, Nflux is the total number emission flux, and size distribution
parameters are used from Table 4.3. The mass emission flux is distributed between the two size modes with 20% of the
mass emission flux placed into the nuclei mode and 80% into the accumulation mode. All the emission size distribution
parameters and the distribution of mass emissions were selected to match the assumptions applied in WRF-Chem to
achieve a level of consistency for future comparison studies between WRF-PartMC and WRF/Chem. It is important
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Table 4.3: Emission size distribution parameters.
mode geometric mean diameter dpg (m) geometric standard deviation σg fraction of mass flux
nuclei 0.01× 10−6 1.7 0.2
accumulation 0.07× 10−6 2.0 0.8
to note that the WRF-PartMC model can apply any size distribution parameters and that these parameters can be
uniquely specified for each emission group. This flexibility will allow the incorporation of observed size distribution
for different emissions sectors as well as the utilization of number-based emission inventories.
The composition profile of an emission group is determined by the mass fractions of the different chemical species
of each emission class found within each grid cell. A particular class contains many similar types of sources, with
variable compositions and variable emission strength on a per grid cell level. As a result of this procedure, the same
emission class in different grid cells are comprised of different, but typically similar, mass fractions and the mass
fractions in a particular grid cell will change over time as different individual sources contribute to the total emission
of a group. This is in contrast to other source-resolving models that specify a particular constant-in-time-and-space
profile for an emission source.
4.4.3 Particle-resolved aerosol emissions
We applied the emissions framework described in Sections 4.4.1 and 4.4.2 over the domain of northern and central
California. Figure 4.5a shows the total number flux rate for the domain averaged over the timeframe of a day. The
largest number emission fluxes are found in regions of interstates and major urban areas. Figure 4.5b shows the total
count of source sectors found at any particular time of day within each grid cell based on the sectors in Table 4.2.
Figure 4.6 shows the spatial distribution of four example emission classes. Onroad light-duty gasoline and onroad
heavy-duty diesel emissions are found in the vicinity of highways and roads. Point oil combustion emissions are
found sparsely but they are clustered in the San Joaquin Valley. Nonpoint natural gas combustion emissions are found
primarily in populated areas.
Figure 4.7 shows the diurnal profile of different emission classes. Point oil combustion is a process that exclusively
occurs during the day, while nonpoint natural gas combustion ramps up gradually in the morning and down in the
evening. In terms of onroad sources, light-duty gasoline vehicles have the largest perk during the morning rush hour
around 7AM and a smaller broader peak for the evening rush hour. This is in contrast to the heavy duty diesel
emissions, which primarily occur overnight. By separating out different classes, WRF-PartMC captures this diurnal
variations in particle types and compositions which are otherwise lost when applying the internal mixture assumption.
Figure 4.8 shows the speciation profiles of different emission classes. The emission classes depicted in Table 4.2
were specifically chosen to preserve aspects of composition, which is predominantly determined by emission source
82
104 106 108 1010
number emission rate (#/m2 s−1)
0 5 10 15 20
number of sources
Figure 4.5: Time-averaged number flux rate (left) and total number of different sources residing within a grid cell
(right).
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Figure 4.6: Spatial distribution of source emissions for four classes averaged during one day. Average composition for
each emission sector is shown in lower left corner where black in black carbon, green is organic carbon, red is sulfate
and blue is nitrate.
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Figure 4.7: Diurnal pattern of source emissions for four classes.
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Figure 4.8: Emission flux averaged composition profiles of source emissions for four classes.
and fuel type. For example, our goal was to not internally mix all vehicle emissions, as diesel and gasoline vehicles in
addition to light and heavy duty types have different composition profiles. The emission composition of each source
is determined hourly at a grid cell level. This is in contrast to other models that prescribe a composition profile for a
source. The implication of this is that composition for a certain source category will change over time in addition to
being different that a neighboring grid cell as shown in Fig. 4.9. However, emission classes have been chosen in such
a way that the standard deviation for the mass fractions across all grid cells is relatively low - on the order of 1% mass
fraction across each tracked emission class.
4.5 Boundary and initial conditions
The procedure for producing lateral boundary and initial conditions follows the framework to create inputs for
WRF/Chem but requires an additional step to create data suitable for WRF-PartMC. While reanalysis products are
typically used for meteorological inputs for WRF boundary and initial conditions, no such product exists for chem-
istry and as a result, global model output must be relied on. Initial and time-varying lateral boundary conditions for
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Figure 4.9: Black carbon mass fraction of four example emission classes.
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MOZART-4 model output
1.9 × 2.5 degrees
Units: volume mixing ratio
mozbc
wrfinput and wrfbdy input files
4 km WRF grid




4 km WRF grid
Units: ppb and # m−3
Figure 4.10: Initial and boundary condition framework
chemical species are produced from Model for Ozone and Related chemical Tracers (MOZART) version 4 outputs.
4.5.1 mozbc: conversion from MOZART to WRF/Chem
The Model for Ozone and Related chemical Tracers, version 4 (MOZART-4) (Emmons et al., 2010) is an offline global
chemical transport model particularly suited for studies of tropospheric chemistry. The standard MOZART-4 chemical
mechanism includes 85 gas-phase species, 12 bulk aerosol compounds, 39 photolysis and 157 gas-phase reactions.
Model output is provided every 6 hours with horizontal grid spacing 1.9× 2.5 degrees and 56 vertical levels.
MOZART-4 gas and aerosol concentrations are mapped to the respective chemical mechanism to be used in
WRF/Chem. NCAR developed mozbc to create lateral boundary and initial conditions from MOZART-4 output
for WRF/Chem inputs. Boundary conditions are specified for every 3 hours.
The preprocessor distributes MOZART species into WRF/Chem species by performing the units conversion from
volume mixing ratios to ppm, for gases, or to µg kg−1air for aerosols and also applying relevant mapping from one
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Table 4.4: Bulk aerosol parameters used by MOZART-4 as from Table 6 of Emmons et al. (2010).
Aerosol Mode geometric mean diameter (nm) geometric standard deviation (µm) density (kg m−3)
CB1, CB2 11.8 2.00 1000
OC1, OC2 21.2 2.20 1800
SO4 69.5 2.03 1700
NH4NO3 69.5 2.03 1700
SOA 21.2 2.20 1800
species to another. Additionally, since MOZART is a bulk aerosol model, aerosols must be redistributed using size
distributions for sectional (MOSAIC) or modal (MADE/SORGAM) WRF-Chem packages.
In the case for the WRF-PartMC model, a MOZART mapping to MOSAIC aerosol chemistry (8 bins) with CBMZ
gas-phase species is used as the chemical species corresponding to PartMC-MOSAIC model species.
The output of this process is initial conditions for gas and aerosol species mapped to the WRF domain and MO-
SAIC with CBMZ chemical mechanism, placed into WRF input file. The boundary conditions are time-varying and
placed into the WRF boundary condition files.
4.5.2 WRF-PartMC initial and boundary condition processor
Following the creation of standard WRF/Chem initial and boundary conditions, the aerosols undergo an additional
processing step. Similar to emissions, a size distribution and composition fraction must be specified rather than
bulk mass concentrations. The size distribution assignment procedure is similar to Sec. 4.4. However for initial and
boundary conditions, each MOZART aerosol class is assigned different distribution parameters as shown in Table 4.4
that consists of parameters assumed in MOZART-4 (Emmons et al., 2010). In the MOZART model, black carbon
modes CB1/CB2 and organic carbon modes OC1/OC2 contain different amounts of hydrophobic material to capture
some aspect of mixing state. Aerosol emissions are prescribed where 80% BC is assigned to the hydrophobic class
and 50% OC is assigned to the hydrophobic class. This detail is unable to be resolved in standard WRF-Chem aerosol
representations such as MOSAIC, but it is possible to resolve these hydrophobic/hydrophilic modes in WRF-PartMC
inputs.
However to remain as similar to WRF/Chem as possible for future model comparisons, the hydrophobic and
hydrophilic modes are combined. Therefore, WRF-PartMC utilizes 3 initial condition modes and 3 boundary condition
modes: (1) black carbon mode, (2) organic carbon mode and (3) a sulfate-nitrate mode with the size distribution
parameters specified in Table 4.5. The number of modes chosen was determined based on grouping similar sized
aerosols together as a subpopulation rather than assuming fully internally mixed.
88
Table 4.5: WRF-PartMC initial and boundary condition mode parameters.
Aerosol class geometric mean diameter Dm (nm) geometric standard deviation σg (µm)
Black carbon 23.6 2.00
Organic carbon 42.4 2.20
Inorganic 139.0 2.03
4.6 Tracking of particle source information
Particle-resolved modeling is unique as it allows for tracking the contributing sources of particles with minimal ad-
ditional computational cost. This is in contrast to other models where computational cost increases greatly with
additional particle classes, as is the case in sectional and modal models as these models must add additional compu-
tations. Particle-resolved source tracking also captures the complex source history of a particle. This is in contrast to
other models that eventually assign complex particles to a “mixed” class (Jacobson, 2002) or transfer the particle to
one of the source modes e.g. the larger particle source (Zhang and Ying, 2010; Zhang et al., 2014).
The box-model PartMC-MOSAIC (Riemer et al., 2009), as well as WRF-PartMC-MOSAIC-SCM (Curtis et al.,
2017), track the number of original particles from each source that coagulated to form every particle. While this tech-
nique is useful for knowing all contributing sources, this method scales poorly in terms of memory usage for complex
three-dimensional simulations when a greater number of source categories exist with many particles containing very
few sources. While the box-model simulations have consisted of idealized emissions where the number of particle
sources is typically less than 10 such that the memory cost of source tracking is relatively small, the source grouping
described in Section 4.4 results in simulations having over 60 tracked sources. To alleviate the memory cost to track
source information, we have developed a method for maintaining a list of the contributing components of each particle.
Figure 4.11 shows an example of the two source tracking methods where seven different particle sources are
tracked in the simulation. Figure 4.11(a) shows the coagulation event of two particles, one consisting of a single
source, and the other consisting of two sources. Figure 4.11(b) shows the naive method where two source arrays are
stored for the particles, and integers are added to the array index position of the particle sources. The newly formed
particle in this case is the addition of these two arrays. Figure 4.11(c) shows the improved method where lists of
sources for each particle are tracked. In this example, the first particle is tracked by a list of length l = 1 as it consists
of a single source and the second particle list is l = 2 as it consists of two sources. The coagulated particle that
results has a list of only length l = 3 rather than of l = 7 as in the previous method. With the new method at the
time of particle creation, each particle contains one aerosol component, that of the emission source. Over time when
particles coagulate, the lists of each particles’ contributing sources are combined for the newly created particle. The
benefits of this method are two-fold: (1) memory usage scales to the number of coagulation events for a particle rather























































Figure 4.11: Example of two source tracking methods with 7 total sources in the scenario. (a) Particle coagulation
event between two particles, one consisting of a single source and the other consisting of two sources, to form a new
particle with their combined source information. (b) Naive method where an array to the total number of sources in
the simulation is tracked and two vectors are added together to form the new particle. (c) Improved source-tracking
method where lists of particle sources are tracked and concatenated when two particles coagulate.
component and the geographical origin of the component and will not result in greater storage costs.
4.7 Determination of chemistry time step
Particle-resolved modeling increases simulation computational costs greatly when compared to traditional models that
incorporate simplified aerosol representation. While various methods have been developed to make simulations more
efficient, such as binned coagulation, binned dry deposition and stochastic advection, simulating billions of particles
remains the majority of the computational cost associated with the model. To decrease this computational cost, a large
time step is desired for aerosol physics and chemistry. However, the WRF model requires rather small time steps to
meet CFL criteria for transport equations. To approach this problem, a separate chemistry time step may be used that
is a multiple of the WRF model time step. This is similar to how the WRF model allows radiation drivers to be called
on a different interval and is consistent with WRF-Chem allowing chemistry to be called on a different interval.
To look at timesteps, the box model PartMC-MOSAIC was run with with varying time step sizes with 10 ensemble
members. Figure 4.12 shows a timeseries of O3 and SO2. Error occurs in both the maximum and the temporal
evolution. However as the timestep ∆t decreases, the solutions converge to a solution and the difference becomes
less distinguishable. Gases species are deterministic, there is no ensemble error. Figure 4.13 shows the time series
of total number and total mass concentration. The simulation of aerosol processes, such as emission, coagulation and
dilution, are stochastic and therefore results in some variation between simulations. As the timestep ∆ decreases, the
simulations fall within the confidence intervals of the means. These box model results indicate that difference between
simulating chemistry every time step is close to simulating chemistry every few minutes. WRF-PartMC allows a user
defined variable time step for chemistry rather than the master time step of the WRF model.
To isolate the impact of timestep on the accuracy MOSAIC chemistry, we constructed a scenario consisting of
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∆t = 30 s
∆t = 60 s
∆t = 180 s
∆t = 300 s
∆t = 600 s
∆t = 900 s
∆t = 1800 s
∆t = 3600 s
Figure 4.12: Time series for gas mixing ratios of O3 (left) and SO2 (right) for varying timestep sizes.




















































Figure 4.13: Time series for total number (left) and total mass concentration (right) for varying timestep sizes. Error
bars denote the 95% confidence interval for ensemble size n = 10.
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(b)
Mass SO4 SOA
Figure 4.14: (a) Relative error in gas mixing ratio of O3, SO2 and NO2 and (b) bulk quantities of total aerosol mass
concentration, SO4 mass and secondary organic aerosol (SOA) mass aerosol properties for varied timestep sizes. Black
line denotes expect rate of convergence (first order). Black dashed line indicates the timestep selected for simulation
































































































 t = 3600 s
 t = 1800 s
 t = 1200 s
 t = 600 s
 t = 60 s
 t = 6 s
Figure 2: Expected L2-norm of the mean number (left) and mass (right) distribution errors as a function of the ensemble size.
All runs used a weighting exponent of ↵ =  1. The expected value was estimated with 100 trials and the dotted lines are
the corresponding 95% confidence intervals. For the top panels the number of computational particles was Np = 104 and the
timestep  t varied. For the bottom panels the timestep was  t = 60 s and the number of computational particles Np varied.


































































































 t = 3600 s
 t = 1800 s
 t = 1200 s
 t = 600 s
 t = 60 s
 t = 6 s
Figure 2: Expected L2-norm of the mean number (left) and mass (right) distribution errors as a function of the ensemble size.
All runs used a weighting exponent of ↵ =  1. The expected value was estimated with 100 trials and the dotted lines are
the corresponding 95% confidence intervals. For the top panels the number of computational particles was Np = 104 and the
timestep  t varied. For the bottom panels the timestep was  t = 60 s and the number of computational particles Np varied.
































































































 t = 3600 s
 t = 1800 s
 t = 1200 s
 t = 600 s
 t = 60 s
 t = 6 s
Figure 2: Expected L2-no m of the mean number (left) and ma s (right) distribution errors as a function of the ensemble size.
All runs used weighting exponent of ↵ =  1. The expected va ue w s estimated with 100 trials and the dotted lines are
the corresponding 95% confidence in erv ls. For the top panels the umb r of computational particles was Np = 104 and the
timestep  t varied. For the bottom panels the timestep was  t = 60 s and the number of computational particles Np varied.
We see that f r ti esteps f  t = 60 s or less and any number of computational particles Np, the error is dominated by the
finite-ensemble error.
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Figure 4.15: Expected L2-norm of the mean number (left) and mass (right) distribution errors as a function of the
ensemble size. The expected value was estimated with 100 trials and the dotted lines are the corresponding 95%
confidence intervals. The number of computational particles was Np = 104 and the timestep ∆t varied. Figure taken
from DeVille et al. (2011) with permis ion.
prescribed particle population from an urban plume scenario after 6 hours. Simulations were ran for various timestep
sizes ranging from 60 seconds to 3600 seconds and results in bulk quantities were compared. Figure 4.14 shows the
relative error in gas mixing ratios and mass concentrations of aerosol species after 6 additional hours of simulation.
The relative rror decreases as ∆t→ 0 at a rate of first order convergence.
E ors in Brownian coagulation due to times e in PartMC was investigated in DeVille et al. (2011). Figure 4.15
shows the mean number- and mass-distribution errors compared to the a high-resolution sectional solution. Simula-
tions used 10 000 computational particles. The difference in error due to time-discretization from 6 to 600 seconds is
relatively small.
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In order to balance computational cost and accuracy, it is advisable to not simulate coagulation and chemistry
every model timestep, which is typically on the order of 10-20 seconds. A larger timestep, on the order of a few
minutes, may be used to save an order of magnitude in computational cost at the expense of 1-2% error.
4.8 Computational performance
The Blue Waters system is a Cray XE/XK hybrid machine composed of AMD 6276 “Interlagos” processors (nominal
clock speed of at least 2.3 GHz) and NVIDIA GK110 (K20X) “Kepler” accelerators. The system utilizes the Cray
Gemini torus interconnect. WRF-PartMC uses MPI for parallelization and utilizes the XE nodes that consist of 32
cores.
Figure 4.16 shows the scaling of WRF-PartMC on Blue Waters. For weak scaling, the problem size per core was
fixed and the total size of the domain was increased as additional cores were added. Each core was used to simulate a
1× 1× 60 subdomain with 10 000 computational particles per grid cell, representing the small amount of domain per
core. For strong scaling, we simulated a model domain of 120× 120× 60. We varied the number of cores from 1 600
to 14 400, which represents the domain being divided from 3 × 3 × 60 to 1 × 1 × 60. This range represents realistic
per-core problem sizes for WRF-PartMC simulations. Per-core subdomains larger than 3 × 3 × 60 typically exceed
available memory constraints. The smallest per-core subdomain allowed is 1 × 1 × 60 as the model utilizes only
horizontal decomposition. The model performs well even at very small problem sizes as the computational demand is
for per-particle chemistry and coagulation, which require no communication.








































Figure 4.16: Scaling properties of the 3D particle-resolved WRF-PartMC on Blue Waters on XE nodes. Left: Data
shows the weak scaling properties in terms of wall clock time per model time step. Right: Strong scaling performance
using 10 000 computational particles per grid cell and an initial domain size of 120× 120× 60.
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4.9 Summary of modifications to WRF
This section briefly describes the changes made to the WRF model to allow the coupling to PartMC. Changes were
required to the WRF Registry, to the high-level WRF code to call interface routines between WRF and PartMC.
Figure 4.17 illustrates the WRF-PartMC call structure.
The WRF Registry stores information regarding every variable within the WRF modeling framework from variable
name, type, array dimension, and use in input and output. The purpose of the WRF Registry is define all the variables
contained within the grid data type and automate the generation of model code. If a user wishes to modify an aspect
of WRF such as adding a physics packages, the user defines variables here and WRF will handle all the code structure
so the user does not need to worry about the WRF parallelization or model output. Once added, the user can modify
low-level packages to add their code.
However due to the complexity of data structures in PartMC, the WRF Registry is unable to be utilized for this
task. Therefore alterations were required to the highest level calls of WRF to pass PartMC data types and structures.
Figure 4.17 highlights modules in blue that required modification.
Boxes highlighted red in Figure 4.17 are newly created modules to couple the two models. The partmc_driver
module is responsible for iterating over all grid cells to model the processes of coagulation, emission and chemistry.
The partmc_trans module is responsible for modeling the gas and aerosol transport processes. Because we were
unable to add these variables to the WRF Registry, infrastructure was added for to allow for parallelization as particles
are advected from grid cell to grid cell across compute cores.
The Registry was utilized to include new PartMC variables based on the highly-detailed particle state. Outputting
the full particle state to storage is an expensive task in terms of amount of time required, the most costly component,
and also requires terabytes of storage space per output timestep. Both of these prohibit high-temporal resolution. To
increase the temporal frequency, on-line processing was developed to compute values, such as number, mass and CCN
concentrations, from the particle population. These variables are then stored in the WRF grid data type. WRF allows
for auxiliary output files to be produced for users who want particular variables output more frequently. By utilizing
the WRF Registry and auxiliary output, this process is efficient in terms both communication costs to collect variables













Figure 4.17: Schematic showing the flow of WRF-PartMC. Boxes highlighted in blue are a part of the WRF model




With the newly developed model, we simulated a regional test case over northern California for a period during the
Carbonaceous Aerosol and Radiative Effects Study (CARES) campaign in 2010. The majority of the contents of this
chapter will be submitted to Geoscientific Model Development and be entitled “Development of a regional particle-
resolved aerosol model to investigate spatial and temporal variation of aerosol mixing state: WRF-PartMC-3D v1.0”.
5.1 Model setup
The model domain is shown in Figure 5.1. A single grid was used that consisted of 170 × 160 grid cells in the
horizontal with 4 km grid spacing. The vertical dimension was divided into 40 levels, with 11 levels contained in the
lowest 2 km. The model was initialized with approximately 5 000 computational particles for each grid cell, resulting
in approximately 5 billion simulated particles. Within each grid cell, computational particles are distributed among
various particle sources to adequately resolve rarer particle types. The number of computational particles per grid cell
fluctuates over time due to emission, coagulation, transport and dry deposition. When the number of computational
particles becomes less than half the prescribed total, particles are duplicated to improve statistical accuracy. When the
number of computational particles becomes double the prescribed total per source, half of the particles are discarded
Figure 5.1: WRF model domain used in this study. Grid spacing for the domain is 4km. Within each grid cell, an
average of 5 000 computational particles are tracked.
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Table 5.1: Selected configuration options for the Weather Research and Forecast (WRF) model v3.9.1.
Atmospheric Process Option
Boundary layer Mellor-Yamada-Janjic




Table 5.2: Selected configuration options for PartMC-MOSAIC components.
Namelist option Value
Number of computational particles per grid cell 5000




to control both computational and memory costs. The specific physics parameterizations used for various atmospheric
processes are summarized in Table 5.1, and are all commonly used within the WRF modeling community. A timestep
of 20 second was chosen to avoid numerical instability in model results. A chemistry timestep of 300 seconds was
chosen to balance accuracy with computational cost. Initial and boundary conditions for the meteorological variables
were based on analyses from the National Center for Environmental Prediction’s North American Mesoscale (NAM)
model. Initial and boundary conditions for the chemistry variables were based on model output from MOZART-4 as
described in Section 4.5. Boundary conditions were updated every 6 hours for both meteorology and chemistry.
The scenario was simulated on Blue Waters using 6 636 cores. By selecting a chemistry timestep of 300 seconds,
simulations ran at roughly real time. Coagulation and MOSAIC chemistry are responsible for the majority of the
computational cost requiring approximately 40% and 50% of the computational time, respectively. Aerosol transport
amounts to less than 5% of the cost as a result of the efficient stochastic sampling. WRF model processes are of
negligible cost. The storage requirements for full particle data for the entire domain varies over time due to the
fluctuation in number of computational particles. This value is typically on the order of 1 TB for every snapshot
in time, ranging from 0.9 TB to 1.4 TB. Due to this prohibitive cost, online statistical processing was essential for
increasing the temporal resolution of quantities including number concentrations, gas mixing ratios and mixing state
information. By utilizing this, nearly 500 3D variables regarding particle-resolved data are captured every 10 minutes.
This resulted in a manageable file size on the order of 0.5 TB for the entire simulation.
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5.2 Mixing state metrics
The mixing state parameter χ, as described in Riemer and West (2013) and Section 1.1.4, quantifies the extent to
which the particle population is internally mixed. The mixing state parameter χ is given by the relationship, χ =
(Dα − 1)/(Dγ − 1), where Dα is the alpha diversity and Dγ is the gamma diversity. Alpha diversity Dα reflects the
average per-particle effective number of species in the populations. Values of Dα can fall in the range 1 ≤ Dα ≤ A,
where A is the number of species. Dα = 1 when all particles are composed of a single species, while Dα = A when
all particles have identical mass fractions. The gamma diversity Dγ reflects the bulk population species diversity.
Values of bulk species diversity range from 1 ≤ Dγ ≤ A, where Dγ = A when all species in the bulk appear in equal
amounts. The values of χ range from 0—reflecting a fully externally mixed particle population—to 100%, reflecting
a fully internally mixed particle population. As a result of the ability to quantify the extent the particle population
is internally mixed, the mixing state parameter is suitable for error quantification studies (Ching et al., 2017, 2018;
Hughes et al., 2018).
In addition to diversity based on chemical species, surrogate species may be created for species with similar
physical properties. In this chapter, we will group the chemical species according to hygroscopicity consisting of
two groups, one hydrophobic and one hydrophilic. The rationale for this is that CCN activation is governed by the
way how hygroscopic and hydrophobic species are distributed over the particle population, while the exact identities
of the chemical species are not relevant. For example, sulfate and nitrate are similar in terms of their hygroscopic
properties and are lumped together in the “hygroscopic” species group. Hygroscopicity is quantified by the aerosol
species hygroscopicity parameter κ which ranges from 0 for the most hydrophobic to 1 for the most hydrophilic. The
hydrophobic consists of black carbon and primary organic aerosol since their hygroscopicities are very low, κ = 0
and κ = 0.001 respectively. All other model species (inorganic and secondary organic aerosol species) are combined
into a second surrogate species. The hygroscopicities of model species is summarized in Table 5.3.
5.3 Composition averaging
The purpose of the composition-averaging is to separate out the importance of composition resolution by decreasing
the highly detailed per-particle composition to a level of detail represented within traditional sectional aerosol models.
In other words, after composition averaging, the information about particle composition is reduced to what a traditional
sectional model would have available. We applied the procedure on a per-bin basis that matches the MOSAIC 8 bin
sectional method found in WRF-Chem. Particles are sorted by their dry diameters into size bins based on Table 5.4. We
apply the method presented in Ching et al. (2012). Particles retain their original sizes but have assigned compositions
based on the average within their diameter bin. The total volume of species a for all particles associated with a given
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Table 5.3: Aerosol species and their hygroscopicities in WRF-PartMC

















Other inorganics OIN 0.1
Organic carbon OC 0.001
Black carbon BC 0
Water H2O 0
Table 5.4: MOSAIC 8 size bins (nm) used for composition-averaging.
Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8
39.1–78.1 78.1–156 156–313 313–625 625–1250 1250–2500 2500–5000 5000–10000
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where vai is the volume of species a in particle i and Np is the number of particles in that particular size bin. The total




















for species a = 1, ..., A and particle i = 1, ...Np. This composition-averaging technique conserves individual particle
volumes, total species volumes and total particle volume in addition to ratios of per-particle species and volumes.
Figure 5.2 shows the impact of the composition averaging technique on a particle population. Figure 5.2(a) shows
the particle-resolved black carbon mass fraction and Figure 5.2(b) shows the same quantities after composition-
averaging. The composition-averaging technique forces all particles of a certain size to consist of identical mass
fractions. This is in contrast to allowing a continuum of composition.
A particle’s ability to activate as a CCN depends on its dry diameter and its hygroscopicity parameter κ. We
apply the κ-Köhler model (Köhler, 1936; Petters and Kreidenweis, 2007) to determine the critical supersaturation of
each particle. Figure 5.2c and Figure 5.2d show the calculated critical supersaturations of the particles for the two
populations. Here we can see the impact of composition-averaging on CCN properties. For the particle-resolved
representation in Figure 5.2c, κ varies between particles of a given size, and therefore critical supersaturations vary.
However, in Figure 5.2d, the composition-averaging case, all particles in a given size range have the same κ as they are
fully internally mixed. As an example, the horizontal line represents an environmental supersaturation of 0.3%. For
Figure 5.2c and Figure 5.2d, all particles below this line would activate to be cloud droplets, and all particles above the
line are unable to activate. At particle diameters around 100 nm, composition plays an important role in determining
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Figure 5.2: Comparison of the black carbon mass fraction as a function of the particle dry diameter for (a) the particle-
resolved simulation and (b) after composition averaging. Comparison of the critical supersaturation value Sc as a
function of the particle dry diameter for (c) the particle-resolved simulation and (d) after composition averaging. The
black horizontal line indicates a critical supersaturation Sc = 0.3% where all particles below the line are capable of
acting as cloud condensation nuclei (CCN).
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Figure 5.3: Critical supersaturation of particles versus their supersaturation when assigned average composition. (A)
particles activate only when particle-resolved, (B) particles never activate, (C) particles always activate and (D) parti-
cles only activate after being assigned average composition.
whether or not a particle activates. In the particle-resolved case, some particles at a given diameter activate while
others do not. Composition-averaging artificially coated black carbon-containing particles at particle diameters where
particles both hydrophobic and hydrophilic particles existed.
Figure 5.3 shows the critical supersaturations of individual particles with their particle-resolved composition and
their modified critical supersaturations from composition-averaging. Particles in quadrants B and C are unaffected by
the composition-averaging. Errors in CCN concentrations occur due to particles that fall into the quadrants A and D.
Particles in quadrant D are particles that only activate with composition-averaging and leads to overestimation of CCN
concentrations. This is potentially offset by particles that exist in quadrant A.
5.4 Simulation results
Before we discuss the results on simulated aerosol mixing state we provide the context for the conditions in our
simulation. Figure 5.4 shows the spatial evolution of temperature in the lowest model layer. Highest temperatures
were found in the San Joaquin Valley region. Figure 5.5 shows the evolution of the wind field during the simulation.
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Figure 5.4: Temperature at the lowest model layer after 0, 12, 24 and 36 hours of simulation.
The WRF model wind field is responsible for advection of gas species and particles. Flow patterns are generally
complex due to terrain as there is a diurnal upslope and downslope flow along the Sierra and coastal ranges. During
the chose simulation period, the synoptic flow was northwesterly, associated with the passage of a trough on June
16th.
Figure 5.6 shows evolution of the spatial distribution of ozone mixing ratio, measured as mole fraction in parts per
billion (ppb). During the daytime we observed a considerable photochemical production of ozone. Higher tempera-
tures in the San Joaquin Valley resulted in higher ozone mixing ratios during the day However, these mixing ratios
decreased in the overnight period due to lack of production, removal by dry deposition, and reactions with NO and
NO2. These features are consistent with other CARES modeling studies (Fast et al., 2012). The greatest reduction in
ozone was near highways as vehicles act as a source of NO and NO2 throughout the night.
Figure 5.7 shows total initial number concentration and concentrations after 12, 24 and 36 hours of simulation.
Aerosol number concentrations were impacted by emissions, coagulation, deposition, transport, and boundary layer
height. Particle number concentrations are largest in the vicinity of urban areas and highways due to mobile emission
sources, which is consistent with expectations. The total number concentrations are higher during the nighttime
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Figure 5.5: Vector winds at lowest model layer after 0, 12, 24 and 36 hours of simulation.
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Figure 5.6: Evolution of ozone mixing ratio after 0, 12, 24 and 36 hours of simulation.
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Figure 5.7: Evolution of particle number concentration per cm−3 after 0, 12, 24 and 36 hours of simulation.
because of the reduced boundary layer height.
Figure 5.8 examines the sources that are contributing to the number concentration. Figure 5.8 shows the num-
ber concentration fraction associated with four example sources. WRF-PartMC, by using the component tracking
described in Section 4.6, can produce maps that show the number concentration of particles that contain at least one
component from a particular source of interest. Light duty gasoline contributions are wide spread and are found in
on average 8% of the total number concentration. Heavy duty diesel particles dominate near highways as the source
is attributed to 20% of the particle number concentration on average. Point oil combustion is a relatively rare source
and contributes the most (up to 35%) in more remote regions with a nearby strong point source. Nonpoint natural gas
combustion is found most heavily concentrated along the coast but is found in 10% of particles.
Figure 5.9 shows the spatial distribution of the fraction of aerosol particles that act as CCN at critical supersat-
urations of 0.1%, 0.3% and 0.6%. The largest fraction of CCN-active particles is located in the San Joaquin Valley
downwind from the source region of San Francisco. These particles have been advected to this region and aged during
their transport. Evaluating CCN fractions for different environmental supersaturations, senv = 0.3% and senv = 0.6%,
an increase in CCN fractions becomes apparent, as more particles become active upwind toward the source areas. At
senv = 0.1%, the percentage of particles that are activated over land is relatively low compared to over the ocean.
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Figure 5.8: Number concentration fraction associated with four example source types, onroad light duty gasoline,
onroad heavy duty diesel, point oil combustion and nonpoint natural gas combustion on June 17 18:00 LST. Note that
color scale is logarithmic.
106
senv = 0.1% senv = 0.3% senv = 0.6%



























Figure 5.9: Spatial distribution of the percentage of the total number concentration that become activated at three
different environmental supersaturation thresholds.
This is due to the particles over the ocean aging, albeit slowly, and having no source of fresh particles to increase the
non-active number concentration. At higher supersaturations, the percentage of particles activated becomes greater
over land as these particles have been more significantly processed than the background aerosol over the ocean.
Figure 5.10 shows the mixing state parameter χCCN at 06:00 LST and 18:00 LST on June 17 2010. As mentioned
above, the mixing state parameter χCCN represents the extent that hydrophobic and hydrophilic species are internally
mixed. At 06:00 LST, these components remain mostly externally mixed with exceptions in the vicinity of urban areas
and roadways. At 18:00 LST, χCCN increased and is more spatially homogeneous. This indicates that the hydrophobic
and hydrophilic material is becoming more internally mixed over the course of the day.






where NCCN,comp-avg is the CCN concentration for the composition-averaged particle population and NCCN,PR is the
CCN concentration for the particle-resolved population.
Figure 5.11 shows the relative error in CCN concentrations at 06:00 LST and 18:00 LST where positive values
indicate that the composition-averaged particle population has higher CCN concentrations. At 06:00 LST, the mixing
state parameter χCCN remained low for most of the domain in Figure 5.10, which indicates that hydrophobic and
hydrophilic aerosol species were externally mixed at this time. As a result, assuming an internal mixture resulted in
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Figure 5.10: Spatial distribution of hydrophobic/hydrophilic mixing state parameter χCCN (right) at 06:00 LST and
18:00 LST on June 17.
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Figure 5.11: CCN error due to composition-averaging at 06:00 and 18:00 LST at senv = 0.3% on June 17. Blue shades
indicate that the composition-averaged CCN concentration is higher than the particle-resolved CCN concentration.
large errors in predicted CCN concentrations. At 18:00 LST, as the particles are aged, the mixing state parameter
χCCN increased in the Central Valley. However, a range of error values are still found in the zoomed in region of
interest, ranging from nearly no error to an overestimation of 25%-50%.
To characterize mixing state and investigate the relationship of χCCN and CCN error, it is useful to look at statistics
on a larger scale. Figure 5.12 shows the frequency distribution of χCCN every 6 hours during the simulation. The
initial condition (not shown) consists of all grid cells χCCN = 0 as the particles are externally mixed as three particle
populations. Over time, particles tend to become more internally mixed. However, the behavior is more complex as
mixing state is a function of emissions, transport and amount of condensation. For example, the mixing state parameter
for 23:00 LST (after 30 hours) has shifted to lower mixing state parameters compared to 6 hours previous. This is
likely attributed to fresh emissions that remain fresh longer due to slower condensational rates during the night.
Figure 5.13 shows the frequency distribution of relative error in CCN concentrations for three selected environ-
mental supersaturation thresholds as a function of mixing state parameter χCCN. Simulation errors were binned from
0% to 100% in χCCN in intervals of 1% and CCN errors from −100% to 250% in intervals of 1%. The black line
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t = 12 hr (05:00 LST)
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Figure 5.12: Time evolution of the mixing state parameter χCCN over entire simulated domain.
indicates the median value within a χCCN bin and the dashed line indicates the 10th and 90th percentiles, respec-
tively. The grey line indicates zero error in CCN concentrations where values above/below this line are an overesti-
mation/underestimation in CCN concentrations after composition-averaging. Each grid cell located in the lowest 10
model levels was considered a sample over the final 12 hours of the simulation.
In the case of low supersaturations as with s = 0.1%, the error in CCN concentration is independent of mixing state
parameter χCCN. However the relative error is predominantly an overestimation in CCN concentrations. At higher
supersaturation values of 0.3% and 0.6%, the highest errors are predominantly observed at lower values of χCCN.
This has important implications for the importance of mixing state on clouds. Low environmental supersaturations
correspond to environments with weak updraft velocities which can be expected in the stratocumulus decks off the
coast of California. In this case, our results show that CCN concentration error when assuming internal mixture is
typically less than 25% even when the χCCN indicates the particles are externally mixed. Larger supersaturations
correspond to clouds with higher updraft velocities as they cool faster. In the case of senv = 0.6%, for mixing
state indices larger than 50%, the error becomes negligible, but for indices below 30%, there is a large penalty for
composition averaging (i.e. assuming an internal mixture) as the median error amounts up to 100%. Overestimations
in CCN concentrations has implications for cloud droplet concentrations, where a greater number of small droplets
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Figure 5.13: Relative error in CCN number concentrations as a function of mixing state parameter χCCN for environ-
mental supersaturations senv0.1%, 0.3% and 0.6%. Positive values indicate that composition-averaging resulted in an
overestimation in CCN concentrations. Solid black line indicates median value within each χCCN bin (dashed lines
marking the 10th and 90th percentile).
may lead to a higher cloud albedo in contrast to a cloud with less available CCN.
It is important to note that a wide range of errors can exist at any value of χCCN. This is the result of the amount
of cancellation present within a population as shown in Figure 5.3. Overall this is consistent with the expectation that




6.1 Overview of work
This dissertation focuses on the development and application of particle-resolved model WRF-PartMC. This model
development provides a highly-detailed benchmark model regarding aerosol mixing state. Such a benchmark model is
needed by the aerosol community to quantify errors in the estimation of aerosol impacts on climate by state-of-the-art
chemical transport models that use simplified aerosol representations. The overall research question is: How does
mixing state, quantified by the mixing state parameter χ, vary spatially and temporally? And what are the errors
incurred in computed bulk aerosol properties, such as CCN number concentration, when a population is assumed to
be fully internally mixed compared to the particle-resolved representation?
To answer the research question, the model technology needed to be developed. First, we developed the single-
column model by developing a stochastic algorithm for particle transport due to turbulent diffusion and algorithm for
particle removal by dry deposition (Chapter 2). We verified the both algorithms against analytical solutions. Second,
we improved on the naive dry deposition algorithm by developing an efficient binned algorithm (Chapter 3). We
verified this algorithm against the naive algorithm and analytical solutions. Third, we extend the single-column-
model to a fully three-dimensional model (Chapter 4). This involved (1) the addition of stochastic particle transport
by advection and (2) a framework for particle-resolved emissions to allow for emission inputs that were not fully
internally mixed at the time of emission.
We then applied the WRF-PartMC model to a simulation over Central California. We found that for low supersat-
urations, the error in CCN concentrations was insensitive to how internally or externally mixed the aerosol population
was. However, at supersaturations of 0.3% and 0.6%, error in CCN concentrations was higher for lower values of
mixing state parameter χCCN. This behavior was noted in Ching et al. (2017).
6.2 Contributions
Key advances in representing aerosols at the regional scale. Various steps led to the creation of the model technol-
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ogy of WRF-PartMC, a model capable of simulating complex aerosol mixing states. We have extended the PartMC
model from a box model to a full three-dimensional model that is coupled to meteorology. The development of ef-
ficient algorithms for transport and particle removal enable WRF-PartMC simulations. This allows future studies
with particle-resolved details to be possible. Additionally, we have contributed a framework for developing particle-
resolved source-oriented aerosol emissions. This framework is flexible and can utilize a variety of user-defined emis-
sions data sets.
Key advances in the understanding of mixing state spatially and temporally. This study is the first particle-
resolved modeling application to take into account the spatial heterogeneity of emissions. As a result of incorporating
transport and spatially distributed emissions, the spatial distribution and temporal evolution of mixing state becomes a
complex interaction of these processes with chemistry. Particle populations in urban areas quickly become internally
mixed, as expected. However the mixing state becomes less internally mixed when transported populations interact
with fresh particle emissions. Similarly, particle populations become potentially less internally mixed at night as any
fresh emissions remain rather externally mixed from the pre-existing aged particles because aging processes tend to
be driven by photochemistry.
Key advances in the understanding of error in CCN predictions. This study investigates errors in CCN due to
representation as a function of mixing state parameter χCCN. Even in regions where mixing state parameter is high,
errors can reach up to 50%. While this study added spatial variability, the overall behavior of χCCN remains similar
to previous studies using PartMC in Ching et al. (2017).
6.3 Directions for future work
Improving emissions inputs. It is great importance to incorporate more detailed emission size and composition
information. While modeling the evolution of the aerosol mixing state can be done in great detail with particle-
resolved representation, the quality of the simulation is limited by the inputs and the assumptions used to construct
those inputs. The clearest path forward is improving the size distribution information for different particle sources. In
the presented work here, we applied the same size distribution to all emission classes as this is the assumption used in
other models including WRF-Chem and assumed the same distribution of mass between two size modes. To avoid this
simplication, sources could have different assumptions applied. There has been work in this area of research from an
inventory perspective such as of Winijkul et al. (2015), which has recommended different size distributions for particle
emissions originating from power, industrial, residential and transportation sectors. While traditionally models have
relied on mass based emission inventories, number-based emission inventories may be more useful for WRF-PartMC
is it aligns with the inputs.
113
Considering aerosol microphysics feedbacks on atmosphere. In terms of model development, a current limita-
tion of the WRF-PartMC model is the lack of feedback of aerosols on radiation and microphysics. Within WRF-Chem,
Goddard shortwave scheme and RRTMG shortwave and longwave schemes are capable of utilizing aerosol informa-
tion of size and composition. In terms of indirect effects, aerosols are currently capable of feedback to Lin and
Morrison microphysics schemes within WRF. Additional schemes should also be considered that can utilize aerosol
size and composition information. The representation of aerosol-radiation and aerosol-cloud interactions ranges from
very simple assuming prescribed values to less simple where WRF-Chem predicted aerosol size and composition is
included. The addition of particle-resolved representation can address the assumption in WRF-Chem that aerosols are
internally mixed, either within a mode or size bin. This is an important pathway for investigating how mixing state at
the microscale impacts the macroscale properties of the atmosphere.
Model validation. In terms of model application, the WRF-PartMC model has potential as a model component
to field campaigns where the focus is on aerosol measurements of mixing state properties. Typical previous field
campaigns such as CARES have incorporated of WRF-Chem modeling as an important component. An end goal is to
be able to compare WRF-PartMC model simulations of mixing state against field observations of mixing state. While
particle-resolved measurements have improved to allow for some calculations of mixing state in the literature (Healy
et al., 2014; O’Brien et al., 2015; Ye et al., 2018), these measurements remain limited.
Model comparison against other aerosol representations. In nearer term applications, the WRF-PartMC should
be compared to other aerosol representations in model comparison projects. In order to isolate the impact of aerosol
representation, it is most useful to compare against models that are configured in the same fashion as WRF-PartMC.
This leaves a two reasonable candidates with publically available and used chemistry options: (1) WRF-Chem with
MOSAIC aerosol chemistry and (2) WRF-Chem with MAM3 or MAM7 aerosol representation. In both of these
cases, the model species are nearly identical, processes are represented similarly and share a common gas-phase
chemical mechanism of CBM-Z. Such model comparisons should aim to compare bulk properties and feedbacks on
the atmosphere. Beyond this for error quantification, model comparisons should be done using other mixing state
models such as SCRAM that are capable of calculating a mixing state parameter χ.
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Appendix A
Appendix to Chapter 2
A.1 List of symbols
See Table A.1 for list of symbols used in this chapter.
Table A.1: Symbols used in this chapter
Symbol Definition
a aerosol species index
A number of aerosol species being tracked
ca conversion factor from moles of gas species a to aerosol species a
cw conversion factor for water
Csk deterministic real-valued particle number in grid cell k at time step s
CG,sl,m deterministic real-valued particle number from cell l to m, gained by m
CL,sl,m deterministic real-valued particle number from cell l to m, lost by l





ġemit,i(z, t) emission rate of gas species i at height z and time t
G number of gas phase species being tracked
gi(z, t) concentration of gas phase species i at time t and height z
i gas species or particle index
Ii(~µ,~g, t) condensation flux of gas species i onto particles with composition ~µ at time t
Iw(~µ,~g, t) condensation flux for water onto particles with composition ~µ at time t
k vertical grid cell index
Kh(z, t) diffusion coefficient of heat at height z and time t
Kh,k± 12 diffusion coefficient of heat at top and bottom edge of grid cell k
K(~µ, ~µ′) coagulation rate between particles ~µ and ~µ′
`d removal probability of an aerosol particle due to dry deposition
~µi particle i
~µ A-dimensional vector describing the per-species masses of an aerosol particle
n(z, ~µ, t) aerosol number distribution at time t, height z with constituent masses µ
ṅemit(z, ~µ, t) number distribution rate of aerosol emissions for particles with composition µ at
time t and height z
NG,sl,m number concentration transported from cell l to m, gained by m
NL,sl,m number concentration transported from cell l to m, lost by l
Nsk average total aerosol number concentration of grid cell k
N̄ tk average total aerosol number concentration of grid cell k from analytical solution
Nkp number of computational particles in grid cell k




Πsk finite set of particles of grid cell k at time step s
ΠG,sl,m finite set of particles from cell l to m, gained by m
ΠL,sl,m finite set of particles from cell l to m, lost by l
ΠR,sl,m finite set of particles sampled from cell l to m but not removed from l
ΠT,sl,m finite set of particles for transfer
pG,sl,m loss probability from cell l to m, gained by m
pL,sl,m loss probability from cell l to m, loss by l
pT,sl,m maximum probability of loss and gain from cell l to m
Ri(~g(z, t)) concentration growth rate of gas species i due to gas phase chemical reac-
tions.
ρ(z, t) density of air at height z and time t
ρsk density of air for grid cell k at time step s
ρs
k± 12
density of air at grid cell k edge at time step s
s time step index
Vd,i dry deposition velocity of particle i
V sk computational volume for aerosol population in grid cell k at time step s
∆zsk height difference of top and bottom edge of grid cell k at time step s
∆zs
k± 12
height difference between center points of grid cells k ± 1 and k at time
step s
A.2 Finite volume discretization
This appendix contains the derivation steps between Eq. (2.12) and Eq. (2.14).
We consider a finite-volume discretization of Eq. (2.12) where we seek a solution for the cell average total number

























































































where ∆t = ts+1 − ts is the constant time step. Let Nsk be the approximate solution of Nk(ts) and qsk be the























We then replace the mixing ratio terms in Eq. (A.7) using the relationship qsk =
Nsk
ρsk



































Given that we seek to represent the loss of particles from each grid cell to the neighboring cells and the gain of
particles from those neighboring cells, we need a form of the equation in terms of gains and losses rather than a flux
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See Algorithm A.1 for the sub-cycling method used to simulate stochastic particle transport over a single model time
step ∆t as derived in Section 2.3.1. See Algorithm A.2 for how particles are stochastically sampled from one grid cell
to another. See Algorithm A.3 for the dry deposition algorithm as described in 2.3.2.
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are the grid-cell particle populations at the start of the time step
{Vk}nzk=1 are the computational volumes for the particle populations
















are the diffusion coefficients at grid cell boundaries
Output:




















Kh,k−1/2 for k = 2, . . . , nz


















pGk,k+1 ← ∆tT p̃Gk,k+1; pGk+1,k ← ∆tT p̃Gk+1,k; pLk,k+1 ← ∆tT p̃Lk,k+1; pLk+1,k ← ∆tT p̃Lk+1,k for k =
1, . . . , (nz − 1)
Πk ← Π0k for k = 1, . . . , nz
for sT ← 1 to nT do






























































for k = nz
ΠGnz+1,nz ← ∅; ΠG0,1 ← ∅
for k = 1 to nz do





Algorithm A.2 Stochastic aerosol particle transport from a grid cell.
function PARTICLESAMPLE
(







Π is the starting particle population of the source grid cell
pG is the particle gain probability
pL is the particle loss probability
pprev is the sum of previous transfer probabilities
Output:
ΠG is the particle population to be gained by the destination grid cell
ΠR is the particle population that is temporarily removed from the source grid cell
ΠU is the unsampled particle population in the source grid cell
pnew is the updated sum of transfer probabilities








ΠU ← Π \ΠT
γ ← pL/pG












ΠR ← ΠT \ΠL
end if
pnew ← pprev + pT
end function









Π01 is the initial particle population in the grid cell closest to surface at the start of the time step
{`d,i}Np,1i=1 are the particle loss rate probabilities for each particle in Π01; see Eq. (2.46)
Output:
Π1 is the updated particle population with particle removals due to dry deposition after the time step
Π1 ← Π01 (copy the initial particle population)
for i = 1, . . . , N1p do
r ∼ [0, 1] (randomly sample r in [0, 1])
if r < `d,i then





Appendix to Chapter 3
B.1 Computing particle dry deposition velocity
The PartMC determination of dry deposition velocity and dry removal rate follows closely from the size-segregated
particle dry deposition scheme presented in Zhang et al. (2001). Dry deposition velocity of a particle Vd can be
expressed as




where Vs is the gravitational settling velocity, ra is the aerodynamic resistance and rs is the surface resistance. Gravi-





where ρ is the density of the particle, dp is the particle diameter (used in place of D in this appendix to differentiate
from Brownian diffusion), g is the acceleration due to gravity, Cc is the Cunningham slip correction factor, and µ is
the dynamic viscosity of air. The Cunningham slip-flow correction factor to account for non-continuum
















and ρa is the density of air, µ is the dynamic viscosity and v̄a is the mean thermal speed of an air molecule. From
Jacobson (2005), the dynamic viscosity µ is calculated as









where T is temperature.
To determine the aerodynamic resistance ra, we specify a mean wind speed ū at a reference height zref and a










where κ = 0.4 is the von Karman constant and u∗ is the frictional velocity. Frictional velocity, under neutral stability





The surface resistance rs is computed as
rs =
1
ε0u∗ (EB + EIM + EIN)R1
, (B.8)
where EB is collection efficiency from Brownian diffusion, EIM is collection efficiency from impaction and EIN is
collection efficiency from interception. ε0 is an empirical constant, taken to have a value of 3. R1 is a correction factor
for particle for large particles and is parameterized as a function of particle size.
The collection efficiency due to Brownian diffusion EB is given by
EB = Sc
−γ , (B.9)
























where α and β are constants and St is the Stokes number, which depends on surface type. The Stokes number for











where A is the characteristic radius for different land use and seasonal categories (given by Table 3 in Zhang et al.









Large particles may rebound after hitting the surface and this is accounted for by modifying the collection efficiency
by the factor R1 which has the form
R1 = exp(−St1/2). (B.17)
Per-particle dry deposition velocities may be calculated by application of these equations. Given a dry deposition





where ∆z is a reference or lowest grid cell height.
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B.2 Computing exact solution
The exact solution of the number concentration density n(D, t) at time t can be represented as an exponential decay
proportional to the dry deposition rate at diameter D and is given by







where n0(D) is the initial number distribution and Vd(D) is the dry deposition velocity at diameter D.
To replicate the post-process binning of particle-resolved simulations, the analytical solution of Equation (B.19) is
evaluated on a high-resolution diameter grid D̂ with nbin = 1500 logarithmically-spaced from 0.001 µm to 100 µm.
The high-resolution number concentration density n(D̂) is then averaged to the particle-resolved post-processing grid









Appendix to Chapter 4
C.1 Additional SMOKE material
Table C.1: Format for SMKMERGE_GROUPS file
Position Description
A Source group number, zero is reserved for default source group (Integer) (required)
B Country/state/county code (6-digit Integer YSSCCC) (optional):
· leave blank or enter zero if not country/state-dependent
· set to YSS000 for country/state-dependent
· set to YSSCCC for county-dependent
C 10-digit SCC (Character) (optional, set to zero if not SCC-dependent)
D Plant ID (Character) (optional; leave blank for not plant-specific)
E Point ID (Character) (optional; leave blank for not point-specific)
C.2 mozbc settings
The following mapping was used to convert from MOZART-4 species from volume mixing ratios to CBMZ gas species
with units of ppb and MOSAIC aerosol species with units of µgkg−1air for WRF/Chem.
spc_map = ’co -> CO’, ’o3 -> O3’, ’so2 -> SO2’, ’no -> NO’, ’no2 -> NO2’,
’h2o2 -> H2O2’, ’no3 -> NO3’, ’n2o5 -> N2O5’, ’hno3 -> HNO3’,
’nh3 -> NH3’,’hcho -> CH2O’, ’ccho -> CH3CHO’, ’pan -> PAN’,
’hno4 -> HO2NO2’, ’ethene -> C2H4’, ’c2h6 -> C2H6’, ’c3h8 -> C3H8’,
’alk3 -> 0.5*BIGALK’, ’alk4 -> 0.3*BIGALK’, ’alk5 -> 0.2*BIGALK’,
’ole1 -> C3H6’, ’ole2 -> BIGENE’,
’aro1 -> 0.5*TOLUENE’, ’aro2 -> 0.5*TOLUENE’,



























































Appendix to Chapter 5
Table D.1: All available configuration options for the WRF-PartMC-MOSAIC model under the &partmc section.
namelist option default value description
num_particles 100.0 Number of computational particles per grid cell
do_coagulation .false. Brownian coaguluation on/off
do_emission .true. Emissions on/off
do_mosaic .false. MOSAIC chemistry on/off
do_deposition .false. Dry deposition on/off
do_transport .true. Aerosol and gas transport on/off
record_removals .false. Record particle removals on/off
do_optical .false. Compute optical properties
random_seed 0 Random seed value (0 is random)
partmc_prefix_out Output prefix
partmc_prefix_in "./" Location of inputs
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