Abstract-The facial expression recognition has become one of the research focuses in recent years. Since smile is one of the most significant facial expressions, the recognition of smile can contribute to the development of the research of human facial expression recognition. In this paper, an automatic system for smile recognition is proposed. Face areas are firstly extracted from the original images. Meanwhile, on the basis of face extraction, the convolutional neural network (CNN) is trained by different optimizers. The experiments show that the highest accuracy of this system is 93.16% by RMSProp with momentum. And the maximum accuracy for face images is 92.09% by Adam optimizer while it's just 69.53% for original images, which suggests the combination of face detection and CNN can further improve the performance of the classifier.
I. INTRODUCTION
As a vital method for human interaction, human facial expression recognition, a non-verbal communication cue, has been widely studied [1] , among which smile recognition is one of the most important research focuses since smile is one of the most important facial expressions. In general, the recognition of smile has a wide range of applications such as the development of emotional robots, the support for the research of psychology, the prediction of the social behavior of mental patients, the survey about customer satisfaction and automatic focusing [2] , in addition, the research of smile recognition may contribute to the development of facial expression recognition. In fact, facial expression recognition is never an easy task, there are some challenges for this research, it's difficult to define facial expression since there is no unambiguous definition for facial expression and it's not so easy to detect facial expression with the variations of head-pose, illumination, shooting angles and hairstyle [1] .
To overcome the challenges above, some methods have been proposed. In 2010, Zhang and Qi proposed a new method to build up an automatic system for the recognition of smile, Fractional Fourier Transform and LBP are combined to extract features from images and support vector machine is applied for classification [3] . In 2012, Guo and Bai presented a hybrid method to classify smile, PHOG features are firstly extracted from images, after which clustering linear discriminant analysis is used for dimension reduction, finally support vector machine and Adaboost are applied for classification [4] . In 2015, Yu and Zhang proposed an system for the automatic recognition of static facial expression with deep CNNs and the overall accuracy for this system reached 61.29 [5] . In 2017, an automatic system for facial expression classification was built up by Mehta, LOG-Gabor filter is implemented to extract features, after which principal component analysis (PCA) is applied for dimensionality reduction, and the classification of human facial expressions is based on the Euclidean distance metric [6] . Although these methods realize the basic function of smile recognition, the methods used are typical and support vector machine is the most frequently-used method, however, these methods directly deal with the whole image, in fact, we just care about the human face and the existence of background may have bad effects on the performance of classifiers. To overcome the defects of existed methods, this paper proposed an automatic system based on face detection and CNN, face areas are firstly extracted from the original images and CNN, which is one of the most popular deep learning methods, is implemented to build up classifiers [24] . As Fig.1 shows, rectangular face areas are firstly extracted from the training images, the CNN with different updating functions for weights is then implemented to build up the classifier, finally, this paper compares the proposed system with the system without face extraction with the purpose of verifying the importance of the human face detection.
II. PROPOSED METHOD

A. Database
The MPLab GENKI-4K Database, which consists of 4000 RGB images including 2162 images with the label of smile and 1838 images with the label of not smile, is used in this paper. In fact, as Fig.2 shows, the images from this database are different in the illumination, hairstyle, geographical location, imaging conditions and camera models [7] , as a result, the recognition of these images is a challenging task. 
B. Face Detection
In fact, the classification of smile just cares about the human face region since the features on human face such as the closure of the eyes and the conditions of mouth can reflect whether a person is smiling or not, and the existence of the background may do harm to the prediction accuracy of the classifier. To avoid the disturbance from the background, the face areas are firstly extracted from the original images. There are two kinds of frequently-used methods for face detection: face detection based on skin color, of which the main idea is to detect the face area in the color space according to the color of skin [8] and face detection based on the combination of Haar-like features and Ada-Boost. In this paper, the face detection based on the combination of Haar-like features and Adaboost, which was proposed by Paul Viola in 2001, is adopted [9] .
As Fig.3 shows, (b) is the face detection based on skin color while (c) is the face detection based on the combination of Haar-like features and Adaboost, the face detection based on skin color can't detect the face area accurately while the method based on the combination of Adaboost and Haar-like features performs better. In this system, face areas of 3787 images from the MPLab GENKI-4K Database are extracted accurately while the face areas of the remaining 213 images can't be detected, which means the detection rate of this method is 3787/4000=94.67%. 
C. CNN
Convolutional Neural Network (CNN) is one of the most popular deep learning methods for the recognition of image and speech [10] . In fact, it's a biologically inspired trainable architecture that can learn invariant features [11] . Compared with the traditional machine learning methods such as BP neural network, SVM [14] , KNN and decision tree, CNN is a more intelligent tool for classification since features can be extracted automatically, which means there is no need for us to select the features manually. In essence, CNN is a kind of feed-forward neural network, the only difference between CNN and traditional BP neural network is that there is convolution layer and pooling layer in CNN, which is inspired by the concept of biological receptive field of cats [12] . Biological concept receptive field refers to the nature of neurons in the proprioceptive system, the hearing system and the visual system. It essentially means that the stimulation can just activate the neurons in a certain area [12, 13] . Input images are firstly mapped to the feature maps, which is followed by the process of pooling, and finally, the feature maps are converted to a vector, which is then used as an input of a fully connected neural network [11] . In general, with the increase of parameters, multi-layer network may lead to the high computation complexity, and to improve the efficiency, three basic concepts: local receptive field, weight sharing and pooling are introduced into CNN.
Local receptive field means that each neuron in the convolution layer is just connected with the neurons in the certain area of the previous layer, which can contribute to decrease the number of weights [11] . Weight sharing is the key factor, for which CNN is widely used. It means that the neurons in the convolution layer shares the same weights, and to get abundant information of features, many convolution kernels are applied in the convolution layer [15] . In essence, the main idea of pooling is to resize the feature images in order to reduce the computation complexity. The main procedures of pooling is to divide the feature images into many cells with the size of 2*2, which is followed by the computation of output of each cell. In general, there are two kinds of pooling methods: max pooling and average pooling.
Max pooling means to select the maximum of each cell as the output while average pooling means to select the means of each cell as the output [11, 16] .
In this paper, The images to be identified are firstly converted into grayscale images with the size of 28*28, which is followed by the design of convolution kernel and the selection of corresponding activation function. In this system, a 10-layer CNN with 5 convolution layers and 2 pooling layers is adopted as Fig.4 shows. 16 convolution kernels with the size of 3*3 are applied to extract the features in the input image and 16 feature images with the size of 28*28 are acquired, which are convolved with 32 convolution kernels and thus 32 feature maps are acquired in the second layer. Further, 64 convolution kernels are applied to the third layer and 64 feature maps with the size 28*28 are acquired. In order to reduce the computation complexity, max pooling is implemented in the fourth layer and thus 64 feature maps with the size of 14*14 are regarded as the output of the first pooling layer, which are convolved with 64 convolution kernel. And the max pooling is applied to the output of the fourth convolution layer to acquire 64 feature maps with the size of 7*7, which is followed by a convolution layer again and thus produce 128 feature maps with the size of 7*7. The feature maps of the last convolution layer are converted to a vector with the length of 6272 and is delivered to the input layer of the 3-layer fully connected neural network. The structure of this fully connected neural network is 5000-512-2 and the activation functions of the hidden layers and the output layer are Relu and Softmax respectively. In addition, the update of the weights is based on the back propagation methods and some algorithms can be selected such as GD [11] , Momentum [17] , Adam optimizer [18] , RMSProp and RMSProp with momentum [19] . To verify the effects of the process of face detection, 4000 original images including 2162 images with the label of smile and 1838 images with the label of not smile are also tested, from which 850 images including 460 images labeled with smile and 390 images labeled with not smile are selected as testing samples. After the division of the database, training samples are converted to the grayscale image and resize them to the standard size of 28*28, which is then delivered to the input of the proposed CNN. In addition, the most commonly-used index to measure the performance of the classifier is accuracy, of which the definition is as equation (1), TN and TP mean the negative samples and positive samples that are classified correctly while FN and FP mean the negative samples and positive samples that are classified in error [20] .
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TP TN Accuracy (1) Face images and original images are trained by CNN with Adam optimizer, the learning rate and the maximum iteration times are set as 0.001 and 20000 respectively . As Table 1 shows, the maximum accuracy of face images is 92.09%, which is 22.56% higher than the maximum accuracy of original images, while the ultimate accuracy of face images is 91.21, which is 22.56% higher than the ultimate accuracy of original images. Record the accuracy of face images and the original images per 100 iteration times and the line chart of the change of accuracy for face images and the original images is as Fig. 5 shows. The result shows that the process of face detection increases the accuracy of the classifier enormously, for which the reason may be because there are less disturbance in face areas. In general, the accuracy of the classifier is related to the selection of the optimizer. To verify the relationship between optimizer and the performance of the classifier, Adam optimizer, standard gradient descent (SGD), momentum, RMSProp, and RMSProp with momentum are tested on the face images. As Table 2 shows, the highest maximum accuracy and ultimate accuracy are achieved by RMSProp with momentum while the performance of the classifier with standard gradient descent is the worst, the highest accuracy is 93.16%. In addition, as Fig. 6 shows, the convergence rate of standard gradient descent and the momentum is almost the same, compared with standard gradient descent and the momentum, the convergence rate and the accuracy of Adam optimizer and RMSProp are higher, the accuracy of RMSProp and RMSProp with momentum is the highest, however, the RMSProp with momentum converges faster. Finally, there is a comparison between the proposed method and some kinds of existed methods as Table 3 shows. And it's suggested that the proposed method has brought great performance of the classifier. Figure 6 . The relationship between the accuracy and iteration times for each optimiz
IV. CONCLUSION
In this paper, an automatic system based on CNN is proposed. To improve the performance of the classifier, the combination of Haar-like features and Adaboost is applied to extract the face areas from the original images, the results show that face detection in advance contributes to the improvement of the performance of classifier as the accuracy for original images is 69.53% while the accuracy for face images is 92.09%. Further, a 10-layer CNN with 5 convolution layers and 2 pooling layers is built up to train the classifier. And different optimizers are tested, the maximum accuracy of the proposed method achieves 93.16%, which is a huge improvement compared with the existed methods.
