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Abstract
One of the fundamental characteristics of Cloud Computing is its elasticity. It is about
the ability to dynamically adapt computer resources consumption to workload while main-
taining performance and quality of service. Most current industrial as well as academic
solutions have limitations in terms of elasticity control, which affects the availability and
performance of systems. In this paper, we propose a modeling of an elastic Cloud platform
in terms of the markovian queuing model where the number of active servers depends on
the current workload. A quantitative analysis of the steady state of our model allows to
analyze and calculate the value of the elasticity in a precise way.
1 Introduction
The emergence of cloud computing has given rise to a new type of autonomic systems called elastic
cloud systems, where elasticity is the main foundation.
Elasticity is one of the five characteristics of cloud computing [1]. It can be considered as a great
advantage of the cloud computing paradigm that distinguishes it from other paradigms [2]. The concept
of elasticity has its origin in the field of physics, where an object or a solid material is said elastic, if it is
able to return to its original shape after being deformed. In cloud computing, elasticity is a key feature
that dynamically adjusts the amount of allocated resources to meet changes in workload demands [3].
Indeed, we can compare the elasticity in cloud computing to the elasticity in the field of physics: an
elastic cloud system (a cloud elastic platform) is a solid object; the resource (e.g., virtual machines
(VMs)) utilization and quality of service (e.g. the average task response time) are properties and status
of the platform. Dynamic workload (e.g., the number of service requests) is an external force. When
the workload increases (respectively decreases), resource utilization increases (respectively decreases)
and the quality of service decreases (respectively increases), i.e. the platform is deformed. To return
to its original status, the platform must be able to adjust itself, for example by increasing (respectively
decreasing) the number of virtual machines, so that the resources utilization and the quality of service
can return to their original status [4].
In the literature, there are several definitions of elasticity in cloud computing (see [3, 5, 6, 7]).
Some authors consider the concepts of scalability and elasticity as identical (e.g. [8, 9]), others as
distinct (e.g. [7, 10]). According to [7], elasticity is defined as the degree to which a system is able to
adapt to demands by provisioning and de-provisioning resources in an autonomic manner, such that
the resources provided are consistent with the systems request. In [10], elasticity is also defined as the
ability of a system to add and remove resources to adapt to the load variation in real time. On the
other hand, scalability is defined as the ability of the system to sustain increasing workloads by making
use of additional resources [7]. Scalability is time independent and it is similar to the provisioning state
in elasticity but the time has no effect on the system [10]. In [11], scalability is defined as the ability
of the system to meet the resource needs, without taking into account the speed, time, frequency
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or granularity of its actions. The following equation summarizes the concept of elasticity in Cloud
Computing [10]:
Elasticity = scalability+automation︸ ︷︷ ︸
auto-scaling
+ optimization,
this means that elasticity is based on scalability and can be considered as an automation of this
concept, but it aims to optimize at best and as quickly as possible the resources at a given time.
Another concept related to elasticity is efficiency, which characterizes how resources can be efficiently
used. It is a measure linking demand capacity to services consumed over time [12]. There is also the
concept of resilience which is the ability of a service to continue to operate despite the failure of one or
more infrastructure elements [13].
From the point of view of the authors [4] and [14], the above definitions are classified in two
categories. The first category includes definitions that are only qualitative, but not quantitative (e.g.
[3, 7]) and the second category includes quantitative definitions, but not analytically treatable (e.g.
[15]). Therefore, the authors presented a new quantitative and formal definition of elasticity in cloud
computing. In other words, the authors considered that a cloud computing system is in (1) a normal
state if the provided computing resources match the current workload; (2) an over-provisioning state if
the provided computing resources exceed the current workload; (3) an under-provisioning state if the
provided computing resources cannot handle the current workload. Thus, they defined the elasticity
of a cloud computing platform with dynamically variable workload is the percentage of time (or, the
probability) that the system is in the normal state and they have given the following equation for its
numerical calculation:
Elasticity = Tnormal
T
= 1− Tover+Tunder
T
,
where T = Tnormal + Tover + Tunder is a time period during which the system operate Tnormal (respec-
tively Tover, Tunder) is the total time that the system is in the normal (respectively over-provisioning,
under-provisioning).
If the system has been operating for a sufficiently long period of time and is in a stable state, then:
• pnormal = TnormalT is the probability that the system is in the normal state.
• pover = ToverT is the probability that the system is in the over-provisioning state.
• punder = TunderT is the probability that the system is in the under-provisioning state.
• Elasticity = 1− (pover + punder).
Based on this new definition, the authors developed a Markov chain for computing the value of elasticity
in the cloud computing.
In previous analytical modeling of cloud computing systems (see [16, 17, 18, 19, 20]), the authors
considered non-markovian queuing systems in order to capture and analyze the dynamic behavior of
the cloud computing environment. However, none of these models captured the real behavior of the
elastic services. Specifically, all these models analyzed the cloud systems without taking into account
the characteristic of elasticity and its analytical calculation.
In [4] and [14], the cloud platform has been traited as a markovian queuing system. In these works,
the authors focused on the calculation of the value of elasticity in the cloud computing (as it is men-
tioned above). In fact, they considered an M/M/c queue with an infinite number of servers that
activate/deactivate at any time depending on the state of the system (normal, over-provisioning and
under-provisioning states) to study an elastic cloud computing platform. However, it is important to
minimize the number of active servers and to minimize the passages from on to off and vice versa in
order to reduce the power consumption. Otherwise, the Markov chain developed in [4] and [14] can
not lead to closed-form expressions for elasticity metrics, such as pnormal, pover, punder. According to
the author of [4], this makes the analytical study of an elastic cloud computing platform very difficult.
Therefore, in this paper, we develop a queuing model for the analytical modeling of cloud platform.
This model allows us to obtain closed-form expressions for elasticity metrics. In addition, we perform a
2
A New Analytical Model for Calculating Elasticity in Cloud Computing Outamazirt, Barkaoui and Aı¨ssani
quantitative steady-state analysis of our model in order to analyze and calculate the value of elasticity
in a precise way.
To sum up, we treat a cloud platform as a queuing system. To model the elasticity in the cloud
computing, we develop a new analytical model that we noted by M/M/s+ r/k queue. In this model,
we consider that the number of active VMs when the system is in the normal state is s and the number
of VMs that can be added is r. So, a new VM can be added if the current state is under-provisioning
and the number of service requests waiting reaches a specific level. An active VM can be removed if
the current state is over-provisioning and the number of service requests is less than a specific level.
Then, to calculate the value of elasticity, we perform a quantitative steady-state analysis of our model.
Finally, we present some numerical data just to show the impact of system parameters on elasticity.
The remainder of the paper is organized as follows. Section 2.1, describes our analytical model.
Section 3 is devoted to present the quantitative steady-state analysis of our model. In Section 4, we
compute the value of elasticity in the cloud computing and we present some numerical results. Finally,
Section 5 concludes the work.
2 M/M/s+r/k queuing model
There are no analytical approaches that can analyze and predict elasticity in cloud computing in a
precise way. In this section, we propose and study a queuing model for modeling, analyzing and
calculating the elasticity in cloud computing.
2.1 M/M/s+r/k queuing model
A cloud computing platform is a multi-server system which has c (we note c = s+ r) identical servers
(VMs). In this paper, we consider a multi-server system as an M/M/s+r/k queuing model (see Figure
1), where the arriving service requests are assumed to follow a Poisson process. The task execution
times are i.i.d. exponential random variables with mean 1
µ
. The s + r servers are homogeneous and
have identical service rate. A multi-server system maintains a queue with finite capacity for waiting
tasks when all the s + r servers are busy. The First-Come-First-served (FCFS) queueing discipline is
adopted, and when an incoming service request finds the system full, it will be lost.
As in an elastic cloud platform, the number of servers adapts to the current workload, so we
consider the queuing model M/M/s+ r/k with a variable number of servers which activate according
to a specified rule and provide service following an exponential distribution (as it is mentioned above)
with mean service rate µj (= µ) for jth (j = 1, 2, ..., s+ r) server.
Figure 1: Modeling an elastic cloud computing platform as an M/M/s+ r/k queuing model.
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2.2 Notations and hypotheses
We denote (a, b) a pair of integers which is used to determine the status of a system state with a < b
and (i ≥ 0) is the number of service requests present in the system at the instant t:
• A state is an over-provisioning state if: 0 ≤ i ≤ a.
• A state is a normal state if: a < i ≤ b.
• A state is an under-provisioning state if: i > b.
The number of servers employed (VMs used) depends upon the number of customers present in the
system according to a threshold policy governed by the following rules:
• When we have the system is in a normal state, the first s servers are operating in the system.
• The time to initialize a new server is an exponential random variable with mean 1
α
(i.e., the VM
start-up rate is α).
• As soon as there are L1 service requests are waiting, the (s + 1)-th server will start providing
service, but it will be removed from the system if the number of service requests becomes less
than L1. In this case, L1 = b.
• In general, when the number of service requests waiting reaches a specific level Lj , the (s+ j)-th
server (j = 1, 2, 3, ..., r) will be available for service. As soon as the number of service requests is
less than Lj , the (s+ j)-th server will be removed from the system.
• Also, when the number of service requests is less than less than equal to a, the (j)-th server
(j = 1, 2, 3, ..., s) will be removed from the system.
The state-transition-rate diagram of our Markov chain is shown in the Figure 2.
Figure 2: A state-transition-rate diagram.
3 Steady state probabilities
Since the M/M/s+r/k queuing model has a finite number of states, then the Markov process describing
the evolution of the number of service requests in the system is always ergodic, so the system is stable
regardless of the arrival rate λ and the service rate µ.
3.1 Balance equations
We define pii as the steady state probability that there are i service requests in the system. By using
birth-and-death process, the steady-state equations for the finite capacity queuing system considered
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in this paper are given as follows:
λpi0 = µpi1. (1)
(λ+min(s− 1, i)µ)pii = λpii−1 +min(s− 1, i+ 1)µpii+1, for 0 ≤ i ≤ a. (2)
(λ+ sµ)pii = λpii−1 + sµpii+1, for a < i ≤ b. (3)
(λ+ (s+ j − 1)µ)piLj−1 = λpiLj−2 +
(s+ 1)αµ+ (s+ j − 1)µ2
α+ µ
piLj , for j = 1, r − 1.
(4)(
λ+
(s+ j)αµ+ (s+ j − 1)µ2
α+ µ
)
piLj = λpiLj−1 + (s+ j)µpiLj+1, for j = 1, r. (5)
(λ+ (s+ j − 1)µ)pii = λpii−1 + (s+ j − 1)µpii+1, for j = 2, r, Lj−1 + 1 ≤ i ≤ Lj − 2.
(6)
(λ+ (s+ r)µ)pii = λpii−1 + (s+ r)µpii+1, for Lr + 1 ≤ i < k. (7)
(s+ r)µpik = λpik−1. (8)
From equations (1) to (8), we can obtain the closed-form expressions for pii, with i = 0, k. First, we
derive pii, for i = 1, k in terms of pi0 as follows:
pii =

1
i!
(
λ
µ
)i
pi0, for 0 ≤ i ≤ a+ 1 ≤ s;
1
si−ss!
(
λ
µ
)i
pi0, for s+ 1 ≤ i ≤ b;
(
1
sb−ss!
(
λ
µ
)b)( j∏
i′=1
λ(α+µ)
(s+i′)αµ+(s+i′−1)µ2
)(
j−1∏
κ=0
1
(s+κ)κ
)(
1
(s+j)
i−Lj
)(
λ
µ
)i−b−j
pi0,
for j = 1, i = L1,where L1 = b+ 1 and for j = 1, r − 1, Lj + 1 ≤ i ≤ Lj+1 − 1;(
1
sb−ss!
(
λ
µ
)b)( j∏
i′=1
λ(α+µ)
(s+i′)αµ+(s+i′−1)µ2
)(
j−2∏
κ=0
1
(s+κ)κ
)(
1
(s+j−1)(i−Lj−1)−1
)(
λ
µ
)i−b−j
pi0,
for j = 2, r, i = Lj ;(
1
sb−ss!
(
λ
µ
)b)( r∏
i′=1
λ(α+µ)
(s+i′)αµ+(s+i′−1)µ2
)(
r−2∏
κ=0
1
(s+κ)κ
)(
1
(s+r−1)(Lr−1)−Lr−1
)(
1
(s+r)i−Lr
)(
λ
µ
)i−b−r
pi0,
for Lr + 1 ≤ i ≤ k.
(9)
Writing ρ = λ
µ
, ϕ = 1
sb−ss! , φ =
r∏
i′=1
λ(α+µ)
(s+i′)αµ+(s+i′−1)µ2 , σ =
r−2∏
κ=0
1
(s+κ)κ
and % = 1
(s+r−1)(Lr−1)−Lr−1 ,
pi0 can be obtained using the normalizing condition:
s∑
i=0
pii +
b∑
i=s+1
pii + pib+1 +
r−1∑
j=1
Lj+1−1∑
i=Lj+1
pii
+ r∑
j=2
pii=Lj +
k∑
i=Lr+1
pii = 1 (10)
whith:
s∑
i=0
pii = γ1pi0, γ1 =

s∑
i=0
1
i!
ρi, if ρ 6= 1;
s∑
i=0
1
i!
, if ρ = 1.
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b∑
i=s+1
pii = γ2pi0, γ2 =

b∑
i=s+1
1
si−ss!ρ
i, if ρ 6= 1;
b∑
i=s+1
1
si−ss! , if ρ = 1.
pib+1 = γ3pi0, γ3 =

ϕρb λ(α+µ)
(s+1)αµ+sµ2
, if ρ 6= 1;
ϕ λ(α+µ)
(s+1)αµ+sµ2
, if ρ = 1.
r−1∑
j=1
Lj+1−1∑
i=Lj+1
pii
 = γ4pi0, γ4 =

ϕρb
r−1∑
j=1
{[( j∏
i′=1
λ(α+µ)
(s+i′)αµ+(s+i′−1)µ2
)( j−1∏
κ=0
1
(s+κ)κ
)]
×(
1
s+j
1−( 1
s+j
)
Lj+1−1−Lj
1− 1
s+j
)(
ρ 1−ρ
Lj+1−1−Lj
1−ρ
)}
, if ρ 6= 1;
ϕ
r−1∑
j=1
{[( j∏
i′=1
λ(α+µ)
(s+i′)αµ+(s+i′−1)µ2
)( j−1∏
κ=0
1
(s+κ)κ
)]
×(
1
s+j
1−( 1
s+j
)
Lj+1−1−Lj
1− 1
s+j
)(
Lj+1 − 1− Lj
)}
, if ρ = 1.
r∑
j=2
pii=Lj = γ5pi0, γ5 =

ϕρb
r∑
j=2
{[( j∏
i′=1
λ(α+µ)
(s+i′)αµ+(s+i′−1)µ2
)( j−2∏
κ=0
1
(s+κ)κ
)(
1
(s+j−1)(Lj−Lj−1)−1
)]
×
ρLj−b−j
}
, if ρ 6= 1;
ϕ
r∑
j=2
{( j∏
i′=1
λ(α+µ)
(s+i′)αµ+(s+i′−1)µ2
)( j−2∏
κ=0
1
(s+κ)κ
)(
1
(s+j−1)(Lj−Lj−1)−1
)}
,
if ρ = 1.
k∑
i=Lr+1
pii = γ6pi0, γ6 =

ϕρbφσ%
(
1
s+r
1−( 1
s+r
)K−Lr+1
1− 1
s+r
)(
ρ 1−ρ
K−Lr
1−ρ
)
, if ρ 6= 1;
ϕφσ%
(
1
s+r
1−( 1
s+r
)K−Lr+1
1− 1
s+r
)
, if ρ = 1.
Therefore, equation (10) can be written as:
pi0 =
1
γ1 + γ2 + γ3 + γ4 + γ5 + γ6
(11)
3.2 Other System Metrics
Now, we find some more performance characteristics by using steady state probabilities as follows:
• Probability that the (s+ j)-th (j = 1, 3, ..., r − 1) server is operating in the system:
P (s+ j) = P (i ≥ b+ 1) = (γ3 + γ4 + γ5 + γ6)pi0.
• Probability that all servers are operating in the system:
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P (s+ r) = P (Lr + 1 ≤ i ≤ k) = γ6pi0.
• Probability that the 1st server is operating in the system:
P (1) = P (i ≥ 1) = 1− pi0.
4 Calculation of elasticity in cloud computing
From the steady state probabilities, we can also calculate the value of elasticity in Cloud Computing.
The probability that the system is in the over-provisioning state is:
pover =
a∑
i=0
pii. (12)
The probability that the system is in the normal state is:
pnormal =
b∑
i=a+1
pii. (13)
The probability that the system is in the under-provisioning state is:
punder =
k∑
i=b+1
pii. (14)
Using the probabilities 12, 13 and 14, the value of the elasticity can be obtained:
Elasticity =
b∑
i=a+1
pii = 1− (
a∑
i=0
pii +
k∑
i=b+1
pii). (15)
4.1 Graphic illustration
We present some numerical data just to show the impact of system parameters on elasticity. In Figure
3, we show pover, pnormal and punder as functions of the task arrival rate λ, where s = 10, r = 1, a = 9,
b = 13, k = 20, µ = 1 and α = 2.
Figure 3: pover, pnormal and punder vs. λ.
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In this Figure, we observe that when the arrival rate λ increases, pover decreases, i.e., a large
number of service requests reduces the probability of over-provisioning; punder increases, i.e., more
service requests increase the probability of under-provision and pnormal increases, i.e. the elasticity
increases.
In Figure 4, we show pover, pnormal and punder as functions of the task service rate µ, where s = 10,
r = 1, a = 9, b = 13, k = 20, λ = 10 and α = 2.
Figure 4: pover, pnormal and punder vs. µ.
In this Figure, we observe that as µ increases, pover increases significantly, i.e., the increasing of
service rate results in greater the probability of over-provisioning; punder decreases, i.e., a higher service
rate reduces the probability of under-provisioning and pnormal significantly decreases, i.e., the elasticity
decreases significantly.
5 Conclusion
Elasticity is one of the five characteristics of Cloud Computing and can be considered a major advantage
of cloud computing. However, there are no analytical approaches that can analyze and predict elasticity
in a precise way. In this work, we considered a quantitative and formal definition of elasticity in cloud
computing, and we developed an analytical model to study elasticity by treating a cloud platform as
an M/M/s + r/k queuing system with the number of active servers dependent on number of tasks
present in the system. To analyze and calculate the value of elasticity in a precise way, we performed
a quantitative steady-state analysis of our model. The model proposed in this paper can enable cloud
service providers and its users to obtain accurate value of elasticity in cloud computing by using a few
essential parameters of a cloud platform, such as the start-up rate of virtual machines, the arrival rate
of cloud service requests and the service rate.
For the future, we plan to extend the model proposed in this paper to consider a doubly stochastic
Poisson process to model the arrival process; this takes into account the arrival rate variation of cloud
service user requests over time. We also plan to extend the proposed model to consider a general service
time distribution to substantiate the actual service time of the cloud service request
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