Consider a critical K type Galton-Watson process fZ(t) : t = 0 1 :::g and a real vector w = (w 1 ::: w K ) > : It is well-known that under rather general assumptions, Z(t) w := P k Z k (t)w k conditioned on non-extinction and appropriately scaled has a limit in law a s t " 1 ( Vat77]). But the limit degenerates to 0 if the vector w deviates seriously from`typical' type proportions, i.e. if w is orthogonal to the left eigenvectors related to the maximal eigenvalue of the mean value matrix. We s h o w that in this case (under reasonable additional assumptions on the o spring laws) there exists a better normalization which leads to a non-degenerate limit. Opposed to the nite variance case, which w as already resolved in Athreya and Ney AN74] and Badalbaev and Mukhitdinov BM89], the limit law (for instance its index ) may seriously depend on w.
where 2 (0 1] and L is a (positive) function slowly varying at 0+: Moreover, for the survival probability the following asymptotics holds: Q j (t) := P j ; Z(t) 6 = 0 u j t ;1= L (t) as t " 1 :
Here L is an appropriate function slowly varying at in nity. Finally, for each initial type j the conditioned random vector q(t)Z(t) Z(t) 6 = 0 where q(t) := X j2K v j Q j (t) t ;1= L (t) as t " 1 (6) has a well-described long-term limit in law independent of the initial state: 2) j 2 K w > 2 R K : Hence, the limit law speci ed by its Fourier transform (7) is supported by t h e r a y f v : 0g in R K : In this sense, the left eigenvector v describes typical limiting type p r oportions. Consequently, for a xed w with vw = 0 (i.e. xing attention to a deviating type situation), n q(t) Z(t) w Z(t) 6 = 0 o ;! t"1 0 in P j ;probability:
Our aim is to ask for a better scaling factorq(t) in order that for such a w 6 = 0 a limiting distribution of the conditional random variable q(t) Z(t) w Z(t) 6 = 0 exists non-trivially. Athreya and Ney AN74] and Badalbaev and Mukhitdinov BM89] resolved this problem for processes with nite covariances which implies that = 1 in (4)]. Hereq(t) = p q(t) (which is of order t ;1=2 ) and the limit law i s symmetric exponential (with the parameter depending on w):
Main result
In order to nd a scaling, we impose a b i t stronger condition than (4). Start with introducing some additional notation. Recalling (2) and (1), we i n troduce 
Recall that 3) jD(1 ; z)j c k1 ; zk :
2) If > 0 in the case of the complex function z 7 ! z we a l w ays consider the main branch, i.e. the branch for which 1 = 1 :
3) If z is a (row) vector, we denote by jzj the vector with components jz k j : Similarly, we w i l l proceed with matrices. Furthermore, with the small letter c we a l w ays denote a positive constant, or with c such a v ector, which m a y c hange from term to term. 
withL 1 a function also slowly varying at 0 + : In fact,R can be selected to be monotone ( Sen76, 4 , p.19]), and, moreover, we assume throughout thatR is a monotone non-decreasing function de ned on all of (0 1).
Recall the notation q(t) introduced in (6). Set q(t) : = R ; q(t) :
In view of (20) and (6),
Here is our main result:
Theorem 3 (limiting deviations) Under Hypothesis 2, the following convergence statements hold. For all j 2 K and 2 R (a) (ratio limit theorem) Consequently, using the sample normalization such a s i n ( a ) w e get ( Fel71, formula (XVII.3.18)]) a stable limit law of index 1 + G (note that G might b e larger than ) whereas in the`absolute' scaling case of (b) we get a mixture of such l a ws, with the weights chosen according to the classical limit law ( 7 ) .
Remark 4 (G = 1 ) We excluded the case G = 1 since the latter would require more delicate arguments (see, for instance (34) and (50) below) and would enlarge the exposition seriously.
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After some preparations in Section 2, the proof of the theorem will follow i n the nal section.
Example
Here we want to illustrate the assumptions to our Theorem 3 in terms of an example with G > . The proof requires some preparations, it will then be completed in the end of Subsection 2.4.
Preliminary estimates
As a preparation for the proof of Proposition 5, we rst deal with the case t = 1 :
From the de nition (33) of (1 ) and (9) : (52) In view of the recursive relation (28), for t 1 Note that by the limit law (7) with w = u and the asymptotics (5) of the scaling factor q(t), 
On the other hand, by M a r k ov's inequality, P j n R (t ;1= ) Z(t) M s w > " N t o R ; t ;1= " P j (N t ) E j Z(t) M s w :
In view of (20) and (5) Proof of claim (a) By construction, We k n o w that under the conditions of the theorem, as t " 1 and in P j law, Z k (t) N t ! 1 
