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Abstract 
Introduction: The threat of elevated temperatures and more intense and prolonged heat waves coupled with urban heat islands 
presents a significant risk to human health. City planners and policymakers need tools that predict how overheating risk varies 
within a city under different climate change and mitigation scenarios. A key driver of determining overheating risk is exposure to 
local urban temperatures and the extent to which such exposure may be modified by built environments where the majority of 
people spend their time. Due to the dispersion of monitoring stations, techniques are needed to extrapolate from single point 
measurements and their modifying determinants. This research aims to compare nine GIS spatial interpolation techniques of 
estimating street-level temperature in a subtropical city. Methods: Taipei city, Taiwan, is located in a subtropical zone with one 
of the highest population densities in the world. Taipei experienced warmer winters and hotter summers in recent 10 years with 
average temperature from 16.4 to 30.1°C, and expected to rise from 0.8(RCP2.6) to 3.2(RCP8.5)°C in 2081-2100. In this study, 
data from the Taiwan Central Weather Bureau weather stations and the Taiwan Environmental Protection Administration air 
monitoring sites were used. Nine interpolation techniques were applied. These were validated by using records from two sources 
to cross-validate by comparing Standardised mean error and Standardised Root-Mean-Square error. Results: Kriging techniques 
have better prediction performance than four non-geostatistical interpolation techniques. The performance of OCK techniques 
indicated the built environment, such as the nearby village park area or home density, can be important modifiers of external 
temperature in cities. Discussion: Local urban climates are complex systems; selecting a robust interpolation technique that 
accounts for underlying drivers is essential for policymakers. This research provides the basis to further estimate overheating risk 
by estimating local outdoor street-level temperature and the modifying effects of the built environment. 
© 2017 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the organizing committee of the Urban Transitions Conference. 
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1. Introduction 
The Fifth Assessment Report (AR5) published by the Intergovernmental Panel on Climate Change (IPCC) 
indicated that the average temperature of the earth increased by 0.85°C (0.69-1.08°C) from 1880 to 2012, and it is 
extremely likely (> 95%) that this is related to greenhouse gas emissions from human activities [1]. Rising 
temperatures may lead to an increasing probability of extreme weather events, changes in precipitation patterns, sea 
level rise, etc. These changes will lead to substantial impacts on ecosystem functions and thereby threaten the 
survival of organisms and the safety of human health [2]. Climate change can have direct and indirect impacts on 
public health in numerous ways. Direct effects include increases in heat-related mortality and morbidity due to 
extreme heat events; indirect effects include potential changes in the levels of air pollution, infectious diseases, food 
security, and mental health [3,4].  
Urban heat island (UHI) is the phenomenon of inadvertent local climate modification arising from human 
habitation [5,6,7] resulting in a warmer urban centre than its surrounding environment [8]. Due to the characteristics 
of artificial urban surface materials and higher blockage effects by adjacent buildings in cities, a larger proportion of 
anthropogenic heat and solar radiation are captured by and emitted within the built environment [9]. Within the 
urban environment, the UHI will affect the health and thermal comfort of people [10,11]. The elevated temperatures 
due to the UHI will exacerbate the adverse heat-related health effects caused by global climate change in cities, such 
as heat stroke, heat exhaustion, cardiovascular and respiratory problems from rising temperatures [12]. It can also 
increase the city-scale energy demand for cooling which would also result in a vicious circle from the waste heat 
exhausted by air conditioners, thus further increasing outdoor temperatures [9]. Rapid urbanisation replaces green 
spaces with artificial impervious surfaces and is, thus, a key factor that could exacerbate the UHI effect [13,14,15]. 
Overheating risk is influenced not only by changes in the external climate but also by human factors. The 
personal susceptibility refers to the physical condition of individuals and the interaction of social, economic, 
behavioural and political characteristics. Both will influence heat exposure directly or vulnerability to heat indirectly 
[16]. When determining indoor overheating risk, the key driver is exposure to local urban temperatures and the 
extent to which such exposure may be modified by the buildings where the majority of people spend their time 
[17,18]. 
In summary, the threat of elevated temperatures and more intense and prolonged heat waves due to anthropogenic 
climate change coupled with the UHI effect present a significant risk to human health in urban environments [19]. 
City planners and policymakers need tools that predict how outdoor and indoor overheating risk varies 
spatiotemporally within a city under different climate change scenarios and associated mitigation and adaptation 
pathways. Due to the limited number of external temperature monitoring stations in most cities, prediction methods 
are commonly used to obtain a more comprehensive distribution of urban temperature. Various techniques can 
interpolate the temperatures within a region from single point measurements. Satellite images, sophisticated local 
urban climate modelling, and Geographic Information System (GIS) spatial interpolation are the three main methods 
used to predict and map the whole-city external temperature distribution.  
x Land surface temperature (LST) from satellite data is widely used to map the urban surface temperature and 
monitor the surface heat island [20]. Although satellite data offer measured values comprehensively, they are 
costly, with lower spatial resolution and asynchronous (except for the geostationary meteorological satellite) in 
general. It is also not easy for nonprofessionals or general users to downscale the data to get high resolution 
interpolation data. Further, satellite measurements are not a measure of the experienced air temperature and 
therefore may not give a good indication of the relationship with health. 
x Sophisticated local urban climate models, such as the ADMS-Urban model and the Reading Urban Model that 
were used in the ‘development of a Local Urban Climate model and its application to the Intelligent Development 
of cities’ (LUCID) project [7,21,22], offer a comprehensive system for modeling the urban microclimates in large 
urban areas, cities and towns. The advantage is that detailed street-level air temperature forecasts can be obtained, 
but the disadvantage is that these models are usually complex and comprising complicated input factors, 
including shadowing and reflection by buildings on the radiative fluxes, storage of heat in the building fabric and 
356   S. Hsu et al. /  Procedia Engineering  198 ( 2017 )  354 – 365 
transport of heat into the atmospheric boundary layer and surface features on the airflow and local fluxes of heat 
and moisture. It is often not easy to collect such detailed input data or adjust input factors to represent the 
conditions in different cities [21]. 
x GIS spatial interpolation can assess the spatial autocorrelation and spatial dependence by measuring the 
relationship and dependence between near and distant objects [23] and be easily implemented and adjusted in 
using GIS software. Most studies agree that climate prediction at regional and local scales is important [24], but 
the common problem of ignoring the spatial heterogeneity in models may decrease model accuracy [25]. GIS is, 
therefore, a useful and increasingly common method for investigating the potential impacts of climate change on 
people and infrastructure in cities [26]. 
This paper aims to compare GIS spatial interpolation techniques of estimating street level air temperature in a 
subtropical city. Modifying factors which may affect the local temperature, such as green spaces, proximity to water, 
population and building characteristics, were also considered in order to factor in the potential effects of 
environmental characteristics on the spatial variability of temperature. 
 
2. Materials and Methods 
Taipei city, Taiwan is located in a subtropical zone with one of the highest population densities in the world, 
9,945 people per km2 [27]. In the last 10 years, Taipei experienced warmer winters and hotter summers with average 
temperature from 16.2°C to 30.1°C compared to the 1981-2010 baseline from 16.1°C to 29.6°C [28]. Average 
temperatures are expected to rise from 0.8°C under the Representative Concentration Pathway 2.6 (RCP2.6) to 
3.2°C of RCP8.5 by 2081-2100 [29].  
According to the existing meteorological statistics of Taipei city (Figure 1), July is the hottest month with a 
maximum monthly average temperature of 29°C and a maximum daily temperature of 33°C; February is the coldest 
month with a minimum monthly average temperature of 15°C and a minimum daily temperature of 12°C since 1995 
on average [30]. 
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Figure 1. Taipei climate graph [30] 
 
In this study, the most recent monthly average temperature data of February 2016 retrieved from the online 
archives of the Taiwan Central Weather Bureau weather stations [31] and the Taiwan Environmental Protection 
Administration air quality monitoring sites [32] were used for temperature prediction and validation. There are 10 
weather stations and 25 air quality monitoring sites in total in northern Taiwan across two counties and five cities 
including Hsinchu, Ilan counties and Taipei, New Taipei, Keelung, Taoyuan, Hsinchu cities. Weather stations are 
mainly used to measure hourly meteorological conditions including temperature, humidity, wind, atmospheric 
pressure and precipitation. Air quality monitoring sites are used to monitor hourly air pollutants, such as PM2.5, 
PM10, O3, CO, NO2, SO2, etc., and hourly basic weather conditions including temperature, humidity, wind and 
precipitation. The precision of temperature measurement in both datasets is within one decimal.  
Nine GIS spatial interpolation techniques were applied in this paper to predict external air temperatures across the 
city. The tested techniques were divided into two categories and briefly described below [23,33]: 
x Non-geostatistical techniques and 
x Geostatistical techniques. 
Non-geostatistical techniques we used in this paper were mainly deterministic methods having no assessment of 
errors with the predicted values, while geostatistical techniques are stochastic methods providing an assessment of 
the errors. Geostatistical techniques include a family of kriging algorithms which use generalised least-squares 
regression for estimating continuous attributes. 
The non-geostatistical techniques include: 
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x Splines, which use mathematical polynomials passing through all input points to estimate values, are the best 
techniques for representing phenomena fitted on a smooth surface. 
x Trend Surface Analysis (TSA) is a statistical technique that fits the samples in a regression model and predicts 
the values by geographical coordinates. TSA is a stochastic interpolator, but it can detect the trend in sample data. 
x Inverse Distance Weighting (IDW) is a weighted-average technique generally for dense points to interpolate cell 
values by a combination of sample points and the weighting function of inverse distance. 
x Natural Neighbor (NaN), generally working well with clustered scatter points, is another weighted-average 
technique with the identical equation of IDW but using unique triangulation of the data. 
The geostatistical techniques include: 
x Ordinary Kriging (OK), 
x Universal Kriging (UK) and 
x Simple Kriging (SK), three types of classic kriging. 
x Empirical Bayesian Kriging (EBK), which differs from other kriging methods by accounting for the error in 
estimating the underlying semivariogram through repeated simulations, automates parameters to receive accurate 
results when building a prediction model. EBK are especially suitable for small datasets [34]. 
x Original CoKriging (OCK) uses the autocorrelation which depends on the distance and direction between sample 
points for each variable as well as the cross-correlations between main variable and other variables to help make 
predictions. Theoretically, the prediction performance would be better than kriging in which there is no cross-
correlation. However, there is more variability as well because the more unknown autocorrelation parameters are 
included [35]. 
The three most frequently used or cited techniques based on the review of 51 studies [33] are OK, IDW and OCK. 
Built-in tools in ArcGIS 10.3.1 were used to apply all of the above techniques. Krigings are powerful sophisticated 
weighted-average techniques considering the spatial correlation of distance and direction between sample points, 
which are most appropriate when a spatially correlated distance or directional bias in the data is known. 
When applying the OCK interpolation technique to predict local temperature, in addition to the spatial 
autocorrelation of monitoring sites, modifying variables were included for weighting in the prediction model of the 
whole-city outdoor air temperature, including the following datasets: 
x Data on the altitude level of the monitoring sites was derived from ASTER Global Digital Elevation Model 
(GDEM) Version 2 released by the Ministry of Economy, Trade, and Industry (METI) of Japan and the United 
States National Aeronautics and Space Administration (NASA). The resolution of GDEM is 30 m x 30 m 
(ASTER 2011). Altitude is also the only variable which used to estimate external temperature in the cokriging 
studies, mainly in mountainous areas [36,37,38,39]. 
x Data on population and home density in a Basic Statistical Area1 was provided by the Department of Statistics, 
Minister of the Interior, Taiwan [40]. 
x Data on nearby village park area and nearby river area (dimensions) were provided by the Taipei city government 
open data website [41,42]. 
Cross-validation was used to quantify the prediction model accuracy. The measured value from one location at a 
time was removed and the rest of the measured values were used to create a prediction model to predict the value in 
this location. The predicted value was then compared to the measured value. The performance metrics of spatial 
interpolation included five indicators:  
 
 
1 The Basic Statistical Area is defined as the smallest spatial unit available which archives population or socioeconomic data. Different datasets 
will have their own Basic Statistical Area size and the population in the Basic Statistical Area is usually less than 450 people. 
359 S. Hsu et al. /  Procedia Engineering  198 ( 2017 )  354 – 365 
x Mean error, 
x Standardised mean error, 
x Root mean square error 
x Average standard error and, 
x Standardised root mean square error. 
A better performing model would have the following features. If the predicted value is close to the measured 
value, the mean error and standardised mean error should be near zero. If the standardised root mean square error is 
close to one, which means the average standard error is close to the root mean square error, the average standard 
error is valid to assess the variability correctly. By comparing the mean error, standardised mean errors and 
standardised root mean square errors between different interpolation techniques, the quality of interpolation can be 
assessed. 
3. Results 
Among the four non-geostatistical interpolation techniques tested in this paper, the Splines technique had the 
worst prediction performance, because all monitoring sites are located in the same spatiotemporal temperature 
section of predicted surface and some predicted sections are wrongly ranged as well. For example, the ranges of 
lower than 0°C and higher than 38°C in figure 2 are unreasonable. The predicted surface of TSA technique includes 
only three sections across Taipei, so it is also poor to locate all monitoring sites in the correct temperature section 
accordingly. For example, the monitoring site of 11.2°C was located in the wrong section from 16.0°C to 16.7°C in 
figure 3. The IDW technique had the lowest mean error among all interpolation techniques and both of IDW (Figure 
4) and NaN (Figure 5) techniques have better predicted temperature surfaces across Taipei, nine sections of IDW 
and eight sections of NaN respectively, compared to the Splines and TSA techniques. The eight predicted 
temperature sections of NaN technique are mainly centered in northern Taipei and there are only three sections 
across most part of Taipei (Figure 5), so the prediction of local temperatures across Taipei would not be accurate 
and detailed enough. Although a low mean error of was obtained for the IDW technique, it would be problematic to 
assess the variability correctly, since IDW is a deterministic method having no assessment of errors with the 
predicted values in ArcGIS. Therefore, it is hard for us to compare the prediction performance of IDW technique 
with other spatial interpolation techniques by the same standard. 
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Figure 2. The predicted temperature (°C) surface of the Splines technique. 
 
 
Figure 3. The predicted temperature (°C) surface of the TSA technique. 
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Figure 4. The predicted temperature (°C) surface of the IDW technique. 
 
 
Figure 5. The predicted temperature (°C) surface of the NaN technique. 
 
Comparing five geostatistical interpolation techniques (Table 1), the OCK1 technique with three weighting 
factors, the autocorrelation value of monitoring temperatures and two cross-correlations between monitoring sites 
and nearby village park area, home density, had the best prediction performance, of which the standardised mean 
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error is closest to zero and the standardised root mean square error is closest to one. OCK1 was found to be the best 
performing technique with a standardised mean error of 0.034, followed by EBK (-0.060), SK (-0.071), OK (-0.091) 
and UK (0.092). With regard to variability, OCK1 is also the best performing technique with a standardised root 
mean square error of 0.984, followed by OK (0.893), EBK (0.841), SK (0.692) and UK (2.682). 
 
Table 1. Prediction errors of five geostatistical interpolation techniques 
Prediction Errors OK UK SK EBK 1OCK1 2OCK2 
Sample (N) 35 35 35 35 35 35 
Mean -0.134 0.040 -0.050 -0.093 0.040 -0.116 
Root-Mean-Square 0.898 1.227 0.915 0.950 1.227 0.864 
Mean Standardised  -0.090 0.092 -0.071 -0.060 0.034 -0.079 
Root-Mean-Square Standardised 0.890 2.682 0.692 0.841 0.984 0.896 
Average Standard Error 1.035 0.454 1.483 1.168 1.236 1.089 
1 OCK1 technique with three weighting factors, monitoring temperatures, nearby village park area and home density 
2 OCK2 technique with three weighting factors, monitoring temperatures, nearby village park area and population density 
 
When applying different modifying factors in the OCK interpolation technique (Table 2), the suitability is also 
accessed by comprising the standardised mean errors and standardised root mean square errors for comparing 
accuracy and variability (Figure 6). Because of the upper limitation of the dataset numbers in ArcGIS 10.3.1, 
temperature and any additional three variables were chosen each time as the four weighting datasets out of the five 
modifying factors: altitude level, nearby village park area, nearby river dimensions, home density or population 
density in the Basic Statistical Area. The cross-validation performance of each OCK interpolation combination was 
subsequently compared. Home density (OCK1) was shown to have better interpolation performance than population 
density (OCK2), and the nearby village park area (OCK1) had better interpolation performance than the nearby river 
dimensions (OCK3).  
 
Table 2. Prediction errors of OCK geostatistical interpolation techniques 
Prediction Errors 1OCK1 2OCK2 3OCK3 4OCK4 5OCK5 6OCK6 
Sample (N) 35 35 35 35 35 35 
Mean 0.040 -0.116 -0.122 -0.058 -0.119 0.040 
Root-Mean-Square 1.227 0.864 0.893 1.432 0.972 1.227 
Mean Standardized 0.034 -0.079 -0.083 -0.031 -0.056 0.034 
Root-Mean-Square Standardized 0.984 0.896 0.902 0.802 0.817 0.984 
Average Standard Error 1.236 1.089 1.019 1.785 1.331 1.236 
1 OCK1 technique with three weighting factors, monitoring temperatures, nearby village park area and home density 
2 OCK2 technique with three weighting factors, monitoring temperatures, nearby village park area and population density 
3 OCK3 technique with three weighting factors, monitoring temperatures, nearby river dimensions and home density 
4 OCK3 technique with two weighting factors, monitoring temperatures, home density 
5 OCK3 technique with two weighting factors, monitoring temperatures, nearby village park area 
6 OCK3 technique with four weighting factors, monitoring temperatures, nearby river dimensions and home density, altitude 
of monitoring sites 
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Figure 6. The prediction plots of OCK geostatistical interpolation techniques 
 
When comparing the prediction performance of the OCK technique with different numbers of weighting datasets, 
it was found that with only one additional modifying factor, the prediction performance of the OCK technique with 
only home density (OCK4) weighting was better than the interpolation with only nearby village park area weighting 
(OCK5); OCK6 prediction performance with three additional modifying factors (altitude level, home density, and 
nearby village park area) was equal to OCK1 when only two additional modifying factors (home density and nearby 
village park area) were used, so considering the altitude level of monitoring sites did not appear to influence the 
results considerably. The best factors for estimating the local outdoor air temperature across the whole city were 
home density and nearby village park area as shown in Table 2. 
 
4. Discussion 
Local urban climates are complex systems; tools that simulate local urban climate variables at a fine spatial 
resolution are essential for policymakers, especially when the monitoring sites are scattered and scarce in a given 
area. Spatial interpolation can be a useful tool towards this goal as they are significantly less computing and 
resource intensive compared to, for example, sophisticated local urban climate models. GIS-based spatial 
interpolation techniques are easy to implement for assessing spatial autocorrelation and dependence [23]. 
People spend 90-95% of their time in indoor environments and 66% of that time in their own homes [17], so the 
built environment has become an important modifier for predicting the health effect of environmental factors [43]. 
Climate change trends and UHI effects, combined with building stock transformations driven by energy efficiency 
are predicted to affect indoor environmental quality and associated health effects as well [11,43,44]. External 
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temperature is an important determinant of indoor temperature and overheating risk. This research provides the basis 
of a selection method of an appropriate spatial interpolation technique of external temperature that could be used to 
predict outdoor and indoor overheating risk and thermal discomfort in future researches. 
This study suggests the local home density and nearby green land area are two important determinants of the local 
outdoor temperature in a city. This is in agreement with previous studies which indicated a strong correlation 
between the increasing of temperature and the disappearance of green areas and increasing urban density in the city 
[45,46,47,48]. This study also revealed a similar result with previous studies, which is OCK is one of recommended 
GIS spatial interpolation techniques for predicting environmental characteristics [34]. 
There are a number of limitations in this study. The spatial interpolation only used average monthly temperatures 
for February 2016. Future studies could explore whether the prediction performance varies by season, and whether 
the prediction performance would be better if more weighting factors are included. 
5. Conclusions 
This paper evaluated the prediction performance of nine frequently adopted GIS spatial interpolation techniques 
on local urban temperature. It has shown that the five geostatistical interpolation techniques have better overall 
prediction performance than the four non-geostatistical interpolation techniques. The modifying effects of 
environmental characteristics on the performance of the OCK technique were also compared with different 
combinations of weighting factors for predicting the local external temperature; it is indicated that the built 
environment, such as the nearby village park area or home density, can be important modifiers of external 
temperature in cities. 
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