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QUANTITATIVE OPPENHEIM CONJECTURE FOR
S-ARITHMETIC QUADRATIC FORMS OF RANK 3 AND 4
JIYOUNG HAN
Abstract. The celebrated result of Eskin, Margulis and Mozes ([7])
and Dani and Margulis ([6]) on quantitative Oppenheim conjecture says
that for irrational quadratic forms q of rank at least 5, the number
of integral vectors v such that q(v) is in a given bounded interval is
asymptotically equal to the volume of the set of real vectors v such that
q(v) is in the same interval.
In dimension 3 or 4, there are exceptional quadratic forms which fail
to satisfy the quantitative Oppenheim conjecture. Even in those cases,
one can say that almost all quadratic forms hold that two asymptotic
limits are the same ([7, Theorem 2.4]). In this paper, we extend this
result to the S-arithmetic version.
1. Introduction
History. The Oppenheim conjecture, proved by Margulis [15], says that
the image set q(Zn) of integral vectors of an isotropic irrational quadratic
form q of rank at least 3 is dense in the real line (See [17] for the original
statement of Oppenheim conjecutre).
Let (a, b) be a bounded interval and let Ω ⊂ Rn be a convex set containing
the origin. Dani and Margulis [6] and Eskin, Margulis and Mozes [7] estab-
lished a quantitative version of Oppenheim conjecture: for a quadratic form
q, let V(a,b),Ω(T ) be the volume of the region TΩ∩ q
−1(a, b) and N(a,b),Ω(T )
be the number of integral vectors in TΩ ∩ q−1(a, b). They found that if an
irrational isotropic quadratic form q is of rank greater than or equal to 4
and is not a split form, then V(a,b),Ω(T ) approximates N(a,b),Ω(T ) as T goes
to infinity. Moreover, in this case, the image set q(Zn) is equidistributed in
the real line.
Their works heavily rely on the dynamical properties of orbits of a certain
semisimple Lie group, generated by its unipotent one-parameter subgroups,
on the associated homogeneous space.
The S-arithmetic space is one of the optimal candidates to consider a
generalization of their work, since it has a lattice ZnS which is similar to the
integral lattice Zn in Rn. Borel and Prasad [4] extend Margulis’ theorem to
the S-arithmetic version and Han, Lim and Mallahi-Karai [12] proved the
quantitative version of S-arithmetic Oppenheim conjecture. See also [27]
and [13] for flows on S-arithmetic symmetric spaces. Ratner [19] generalized
her measure rigidity of unipotent subgroups in the real case to the cartesian
product of real and p-adic spaces.
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Main statements. Consider a finite set Sf = {p1, . . . , ps} of odd primes
and let S = {∞} ∪ Sf . For each p ∈ S, denote by Qp the completion field
of Q with respect to the p-adic norm. If p = ∞, the norm ‖ · ‖∞ is the
usual Euclidean norm and Q∞ = R. Define QS =
∏
p∈S Qp. The diagonal
embedding of
ZS = {mp
n1
1 · · · p
ns
s : m,n1, . . . , ns ∈ Z}
is a uniform lattice subgroup in an additive group QS. We will define an
S-lattice ∆ in QnS as a free ZS-module of rank n. An S-quadratic form qS
is a collection of quadratic forms qp defined over Qp, p ∈ S. We call qS
nondegenerate or isotropic if every qp in qS is nondegenerate or isotropic,
respectively. We say that qS is rational if there is a single rational quadratic
form q such that qS = (λpq)p∈S , where λp ∈ Qp−{0} and qS is irrational if
it is not rational.
Notation. For a nonzero vector v = (vp)p∈S ∈ Q
n
S , the p-adic norm ‖v‖p
refers the p-adic norm ‖vp‖p of p-adic component vp ∈ Q
n
p . We will use the
following notation
σ(p) =
{
−1 if p <∞,
1 if p =∞.
We use the notation v/‖v‖σp := (vp/|vp|
σ
p )p∈S for a vector consisting of
unit vectors in each place p ∈ S.
For p ∈ S, we fix a star-shaped convex set Ωp on Q
n
p centered at the origin
defined as
Ωp =
{
v ∈ Qnp : ‖v‖p < ρp(v/‖v‖
σ
p )
}
,
where ρp is a positive function on the set of unit vectors in Q
n
p and let
Ω =
∏
p∈S Ωp. If p <∞, we will assume that ρp is (Zp − pZp)-invariant: for
any u ∈ Zp − pZp and for any unit vector vp ∈ Z
n
p − pZ
n
p ,
ρp(uvp) = ρ(vp).
Let Ip ⊂ Qp be a bounded convex set of the form (a, b) if p = ∞ and
a + pbZp if p < ∞. We call Ip a p-adic interval. Define an S-interval
IS =
∏
p∈S Ip. Denote by T = (Tp)p∈S ∈ R≥0 ×
∏
p∈Sf
(pZ ∪ {0}) the collec-
tion of radius parameters Tp, p ∈ S. Consider TΩ =
∏
p∈S TpΩp the dilation
of Ω by T.
We are interested in the number N(T) = N(qS ,Ω, IS)(T) of vectors v in
ZnS ∩ TΩ such that qS(v) ∈ IS . Let µ be the product of Haar measures µp
on Qp, p ∈ S. We assume that µ∞ is the usual Lebesgue measure on R and
µp(Zp) = 1 when p <∞. Let V(T) = V(qS ,Ω, IS)(T) be the volume of the
set {v ∈ TΩ : qS(v) ∈ IS} with respect to µ
n on QnS .
Recall that a quadratic form of rank 4 is split if it is equivalent to x1x4−
x2x3. In [12], when an isotropic irrational quadratic form qS is of rank n ≥ 4
and does not contain a split form, then as T → ∞, N(T) is approximated
to V(T). Here, we say that T → ∞ if Tp → ∞ for all p ∈ S. Moreover, it
is possible to estimate V(T) in terms of IS and T. As a result, there is a
constant C(qS,Ω) > 0 such that
lim
T→∞
N(T) = C(qS ,Ω)µ(IS)|T|
n−2,
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where |T| =
∏
p∈S Tp.
When qS is of rank 3 or qS is of rank 4 and contains a split form, there exist
quadratic forms such that N(T) fails to approximate V(T). For instance,
there is an irrational quadratic form qS of rank 3 and a sequence (Tj) for a
given ε > 0 so that N(Tj) ≥ |Tj |(log |Tj |)
1−ε (see [7, Theorem 2.2] and [12,
Lemma 9.2]).
Even in the low dimensional cases, one can expect that for generic isotropic
quadratic forms, N(T) approximates V(T), which is our main theorem.
Here, the term generic is with respect to the following measure: fix some
quadratic form q0S . One can identify SO(q
0
S) \ SLn(QS) with the space of
quadratic forms of the same discriminant with q0S . Under this identifica-
tion, one can assign a natural SLn(QS)-invariant measure on the space of
quadratic forms.
Theorem 1.1. For almost all isotropic quadratic forms qS of rank 3 or 4,
as T→∞,
N(qS ,Ω, IS)(T) ∼ λqS ,Ω µ(IS)|T|
n−2,
where n = rank(qS) and λqS ,Ω is a constant depending on a quadratic form
qS and a convex set Ω.
For real quadratic forms of signature (2, 2), Eskin, Margulis and Mozes de-
scribe quadratic forms such thatNa,b,Ω(T ) does not approximate toVa,b,Ω(T )
([8]).
On the generic quadratic forms and their Oppenheim conjecture-type
problems, there is a work of Bourgain [5] for real diagonal quadratic forms
using analytic number theoretical method. Ghosh and Kelmer [9] showed an-
other version of quantitative version of Oppenheim problem for real generic
ternary quadratic forms and Ghosh, Gorodnik and Nevo [10] extended this
result for more general setting, such as for generic characteristic polynomial
maps. Recently, Athreya and Margulis [2] provided the bound of error terms
N(a,b),Ω(T ) − V(a,b),Ω(T ) for almost every real quadratic forms of rank at
least 3.
For a pair of a quadratic form q and a linear form L of Rn, Gorodnik [11]
showed the density of {(q(v), L(v)) : v ∈ P(Zn)} ⊆ R2 under the certain
assumption and Lazar [14] generalized his result for the S-arithmetic setting.
Sargent showed the density of M({v ∈ Zn : q(v) = a}) ⊆ R, where q is a
rational quadratic form and M is a linear map ([21]). In [22], he showed the
quantitative version of his result.
In Section 2, we briefly review the symmetric space of the real and p-
adic Lie groups. In Section 3, we introduce an S-arithmetic alpha function,
defined on SLn(QS)/SLn(ZS) and equidistribution properties. We prove the
main theorem in Section 4.
Acknowledgments. I would like to thank Seonhee Lim and Keivan Mallahi-
Karai for suggesting this problem and providing valuable advices. This pa-
per is supported by the Samsung Science and Technology Foundation under
project No. SSTF-BA1601-03.
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2. Symmetric spaces
Let us denote by G an S-arithmetic group of the form G =
∏
p∈S Gp,
where Gp is a semisimple Lie group defined over Qp, p ∈ S. An element
of G is g = (gp)p∈S = (g∞, g1, . . . , gs), where gi ∈ Gpi . In most of cases, G
will be SLn(QS) :=
∏
p∈S SLn(Qp), n ≥ 3. Consider the lattice subgroup
Γ = SLn(ZS) of G and the symmetric space G/Γ, which can be embedded
in the space of unimodular S-lattices in QnS.
The notation q0S refers to a standard quadratic form, which is the collection
of quadratic forms such that{
q∞(x1, x2, x3) = 2x1x3 + x
2
2,
qp(x1, x2, x3) = 2x1x3 + a1x
2
2, p ∈ Sf ,
if rank(q0S) = 3,{
q∞(x1, x2, x3, x4) = 2x1x4 + a1x
2
2 + a2x
2
3,
qp(x1, x2, x3, x4) = 2x1x4 + a1x
2
2 + a2x
2
3, p ∈ Sf ,
if rank(q0S) = 4,
where a1, a2 ∈ {±1} if p = ∞ and a1, a2 ∈ {±1,±u0,±p,±pu0} if p < ∞.
Here u0 is some fixed square-free integer in Qp (See [24, Section 4.2]).
In SO(q0S), we fix a maximal compact subgroup K of SO(q
0
S)
K = K∞ ×
∏
p∈Sf
Kp =
(
SO(q0∞) ∩ SO(n)
)
×
∏
p∈Sf
(
SO(q0p) ∩ SLn(Zp)
)
and a diagonal subgroup
(2.1) A =
at = ∏
p∈S
atpi : t = (t∞, t1, . . . , ts) ∈ R≥0 × p
Z
1 × · · · × p
Z
s
 ,
where at∞ = diag(e
−t∞ , 1, . . . , 1, et∞ ) and atp = diag(p
tp , 1, . . . , p−tp), p ∈
Sf . These groups K and A will be heavily used throughout the paper.
We assume that T and t have the relation
T∞ = e
t∞ and Tp = p
tp , ∀p ∈ Sf ,
unless otherwise specified. Also we briefly denote by Ti or ti instead of Tpi
or tpi respectively.
In this section, we take G∞ = SLn(R) and Gp = GLn(Qp), p <∞, where
n = 3 or 4. Corresponding maximal compact subgroups are Kˆ∞ = SO(n)
and Kˆp = GLn(Zp), respectively.
2.1. The 3-dimensional hyperbolic space H3. Let q0∞ be a standard
isotropic quadratic form of rank n, n = 3, 4. The special orthogonal sub-
groupH∞ = SO(q
0
∞) is one of the well-known linear groups SO(2, 1), SO(3, 1)
and SO(2, 2). Let us examine the symmetric space of H∞ quotiented by K∞
and define a metric invariant by right multiplication.
Case i) H∞ = SO(3, 1): Set H
3 to be the 3-dimensional hyperbolic space
H3 = {z + ti : z = x + yj ∈ C and t ∈ R>0 }. The group SO(3, 1) is lo-
cally isomorphic to PSL2(C), which is the group Isom
+(H3) of orientation-
preserving isometries of H3. Since the stabilizer of the point i in PSL2(C)
is the maximal compact subgroup PSU(2), we may identify the symmetric
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space K∞ \SO(3, 1), which is isomorphic to PSU(2)\PSL2(C), with the hy-
perbolic space H3. Let p : SO(3, 1)→ K∞ \SO(3, 1) ≃ H
3 be the projection
given by p(g) = g.i. Define the metric d∞ of K∞ \ SO(3, 1) by
d∞(g1, g2) = d∞(K∞g1,K∞g2) := dH3(p(g1),p(g2)).
Case ii) H∞ = SO(2, 1): Consider the isomorphism K∞ \ SO(2, 1) ≃
PSO(2) \ PSL2(R) ≃ H
2 = {x + ti : x ∈ R and t ∈ R>0 }. We will use
the notation p for the projection SO(2, 1) → H2 as well. We define the
metric d∞ of K∞ \ SO(2, 1) by
d∞(g1, g2) := dH2(p(g1),p(g2)).
Case iii)H∞ = SO(2, 2): In the case of H∞ = SO(2, 2), consider the iso-
morphism between real vector spaces R4 and M2(R) given by
(x, y, z, w) 7→
(
x y
z w
)
.
The split form xw−yz of R4 corresponds to the determinant of
(
x y
z w
)
in M2(R). Moreover, there is the local isomorphism from SL2(R)× SL2(R)
to SO(2, 2), which is induced by the action
(2.2) (g1, g2).
(
x y
z w
)
= g1
(
x y
z w
)
gt2.
Hence we deduce that
K∞ \ SO(2, 2) ≃loc (SO(2) × SO(2)) \ (SL2(R)× SL2(R)) ≃ H
2
1 ×H
2
2,
where H21 ≃ H
2 ≃ H22. Note also that the action of at splits into the action
of (bt, bt), where bt = diag(e
t/2, e−t/2). Put
d∞ = dSO(2,2) := max{dH2
1
, dH2
2
}.
Lemma 2.1. Let H∞ be one of SO(2, 1), SO(3, 1) or SO(2, 2). Let K∞ be
a maximal compact subgroup of H∞. Then there exists a constant C∞ > 0
such that for any t > 0 and for any r ∈ (0, 2t),
(2.3)
∣∣{k ∈ K∞ : d∞(atka−1t , 1) ≤ r}∣∣ < C∞e−2t+r,
where | · | is the normalized Haar measure on K∞.
Proof. Assume that H∞ = SO(3, 1) ∼= SL2(C) and K∞ ∼= SU(2). For each
t > 0, K∞ acts transitively on the hyperbolic sphere S2t ⊂ H
3 of radius 2t
centered at i.
Since d∞ is H∞-invariant,∣∣{k ∈ K∞ : d∞(atka−1t , 1) ≤ r}∣∣ = |{k ∈ K∞ : d∞(atk, at) ≤ r}|
=
∣∣{y ∈ S2t : dH3(y, e2ti) ≤ r}∣∣ .
TheK∞-invariant measure of S2t is identified with the normalized Lebesgue
measure of the unit sphere S2 which is isomorphic to ∂H3.
Let x = e2ti and let θ be the angle between two geodesics from i to x and
from i to y (Figure 1). By the hyperbolic law of cosines
cosh(d(x, y)) = 1 + sinh2(2t) · (1− cos θ) = 1 + 2 sinh2(2t) sin2(
θ
2
),
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and since d(x, y) ≤ r, we obtain that θ is bounded by e−2t+r/2. Hence∣∣{k ∈ K∞ : d∞(atka−1t , 1) ≤ r}∣∣ ≤ C∞e2(−2t+r/2)
for some constant C∞ > 0.
The case of H∞ = SO(2, 1) ∼= SL2(R) follows immediately from the com-
patibility between two embeddings SO(2, 1) →֒ SO(3, 1) and H2 →֒ H3 with
the projection p (see also [7, Lemma 3.12]).
If H∞ = SO(2, 2), using the local isometry (2.2), K∞ ∼= SO(2) × SO(2)
acts transitively on the product St×St of two hyperbolic spheres in H
2×H2.
Thus we have∣∣{k ∈ K∞ : d∞(atka−1t , 1) ≤ r}∣∣
= |{k1 ∈ SO(2) : dH(btk1, bt) ≤ r} × {k2 ∈ SO(2) : dH(btk2, bt) ≤ r}|
< C
(
e−t+r/2
)2
= Ce−2t+r.

H2
H3
i
x y
θ
Figure 1. The 3-dimensional hyperbolic space H3. The
measure of the set in (2.3) is equal to the Lebesgue measure
of the grey area on the top of the sphere.
2.2. A tree in the building Bn. For a prime p and n ≥ 2, let us briefly
recall the Euclidean building Bn, whose vertex set V(Bn) is isomorphic to
GLn(Zp) \GLn(Qp). Recall the Cartan decomposition ([18, Theorem 3.14])
GLn(Qp) = GLn(Zp) · Aˆ ·GLn(Zp) = GLn(Zp) · Aˆ
+ ·GLn(Zp),
where
Aˆ = {diag(pm1 , pm2 , . . . , pmn) : m1,m2, . . . ,mn ∈ Z},
Aˆ+ = {diag(pm1 , pm2 , . . . , pmn) : 0 ≤ m1 ≤ m2 ≤ · · · ≤ mn} ⊆ Aˆ.
Consider the space of free Zp-modules L of rank n in Q
n
p on which
GLn(Qp) acts by
g.(Zpv1 ⊕ · · · ⊕ Zpvn) = Zp(v1g)⊕ · · · ⊕ Zp(vng),
QUANTITATIVE OPPENHEIM FOR S-ADIC QUADRATIC FORMS 7
where g ∈ GLn(Qp) and v1, . . . ,vn ∈ Q
n
p are Zp-basis of L. Two rank-n
free Zp-modules L1 and L2 are said to be equivalent if L1 = p
mL2 for some
m ∈ Z.
The building Bn is an (n − 1)-dimensional CW complex whose vertices
are equivalence classes of free Zp-modules [L] of rank n. Vertices [L0], . . .,
[Lk] in Bn form a k-simplex if there are representatives L0, . . ., Lk in Q
n
p
such that
pL0 ( L1 ( · · · ( Lk ( L0.
In particular, at each vertex [L] in Bn, the number of adjacent vertices
with [L] equals the number of proper nontrivial subspaces of the space
(Zp/pZp)
n. Note that at most (n − 1) vertices form a simplex in Bn: there
is an Zp-generating set {v1,v2, . . . ,vn} of L such that
[pL] = [〈pv1, pv2, . . . , pvn〉] ( [〈v1, pv2, . . . , pvn〉] (
[〈v1,v2, pv3, . . . , pvn〉] ( [〈v1, . . . ,vn−1, pvn〉 ( [〈v1, . . . ,vn〉] = [L].
Vertices [L] in Bn is also denoted by n by n matrices whose rows are Zp
generators of L. By right multiplication of GLn(Zp), they are represented
by upper triangle matrices whose diagonal entries are in pZ≥0 .
In Bn, an apartment A is defined as follows. The vertex set V(A) is
V(A) = {[ag] ∈ GLn(Zp) \GLn(Qp) : a ∈ Aˆ}
for some g ∈ GLn(Qp). A k-simplicial complex is in A if its vertices are all
contained in A. Denote by A0 the apartment whose vertex set is
{[diag(pm1 , . . . , pmn)] : mi ∈ Z≥0}.
Note that A is isometric to Rn−1 and V(A0) is a lattice in R
n−1 (See Figure
2), which is the reason that Bn is called a Euclidean building. There is the
natural covering map p : Bn → A0 given by
p :


pm1 v12 · · · v1n
pm2 · · · v2n
. . .
...
pmn

 7→ [diag(pm1 , pm2 , . . . , pmn)],
where the matrix in the above map is a reduced type, i.e., mi ≥ 0 and
gcd{pmj , vij} = 1, 1 ≤ i < j ≤ n.
We give a distance d on V(Bn) by d([L1], [L2]) = ℓ, where ℓ is the minimal
number of edges connecting [L1] and [L2].
Let a : Z → V(A0) be any geodesic in the vertex set of A0. Then the
inverse image
p−1({a(m) : m ∈ Z})
is a tree in Bn. If the above set {a(m)} is generated by one element, then
p−1({a(m)}) is a regular tree. More basic properties about buildings can be
found in [1], [20] for Euclidean buildings, and see also [25] for Bruhat-Tits
trees.
Lemma 2.2. Let Hp be a Qp-rank one connected and simply connected
semisimple algebraic subgroup of GLn(Qp). Denote the Cartan decomposi-
tion of Hp by Hp = Kp · Aˆ · Kp, where Kp = Hp ∩ GLn(Zp). Then the
symmetric space Kp \Hp is a tree.
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Id3 diag(1, 1, p)
diag(1, p, p) diag(1, p, p2) ≃ diag(p−1, 1, p)
Figure 2. Apartment A0 of B3. Kp \ SO(2x1x3 − x
2
2) is
embedded in the inverse image of the blue line.
Proof. Note that there is the natural embedding from Kp \Hp to GLn(Zp) \
GLn(Qp) given by Kpg 7→ GLn(Zp)g, g ∈ Hp. For g ∈ Hp, we denote
GLn(Zp)g by Kpg and {GLn(Zp)g : g ∈ Hp} by Kp \Hp.
Since Hp is of Qp-rank one, up to an appropriate conjugation, KpAˆ is
generated by some element a = diag(pm1 , . . . , pmn) with m1 ≤ · · · ≤ mn
and m1 6= 0. Hence we may assume that KpAˆ = 〈a〉. Choose a geodesic
{a(m) : m ∈ Z} in V(A0) containing KpAˆ. Then Kp \ Hp is a subset of a
tree p−1({a(m) : m ∈ Z}). 
Let us show that for a 4-dimensional nondegenerate isotropic quadratic
form qp on Q
4
p, if it is not a split form, then the special orthogonal group
SO(qp) is of Qp-rank one, similar to the case of real.
Lemma 2.3. Let qp be an isotropic non-split quadratic form of rank 4. If
we denote SO(qp) = K · Aˆ · K, where K = SO(qp) ∩ SL4(Zp), then Aˆ is
isomorphic to the diagonal subgroup
{
diag(p−t, 1, 1, pt) : t ∈ Z≥0
}
.
Proof. Without loss of generality, let qp(x, y, z, w) = 2xw + α1y
2 + α2z
2,
where α1, α2 ∈ {1, u0, p, u0p} for some fixed 1 ≤ u0 ≤ p− 1, square-free over
Qp. Since qp is not a split form, α2/α1 6= −1. Hence, up to a change of
variables, we may further assume that
(1) α2/α1 ∈ {p, pu0, pu
−1
0 } if −1 is square-free;
(2) α2/α1 ∈ {p, pu0, pu
−1
0 , u0} otherwise.
Since any semisimple element of a connected algebraic group is contained
in a maximal abelian subgroup and two maximal abelian subgroups are
conjugate to each other ([26, Theorem 6.3.5]), we may assume that{
diag(p−t, 1, 1, pt) : t ∈ Z≥0
}
⊆ Aˆ.
If theQp-rank of Aˆ is larger than one, there is an element a = (aij)1≤i,j≤4 ∈
Aˆ− SL4(Zp) such that a 6= diag(p
−t, 1, 1, pt) for any t.
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From the commutativity, diag(p−t, 1, 1, pt) a = adiag(p−t, 1, 1, pt) for any
t ∈ Z, it follows that
a =

a11 0 0 0
0 a22 a23 0
0 a32 a33 0
0 0 0 a44
=

a11 0 0 0
0 1 0 0
0 0 1 0
0 0 0 a44


1 0 0 0
0 a22 a23 0
0 a32 a33 0
0 0 0 1
 .
Since a ∈ SO(qp), it satisfies that for any (x, y, z, w) ∈ Q
4
p,
2xw + α1y
2 + α2z
2
= 2(a11x)(a44w) + α1(a22y + a23z)
2 + α2(a32y + a33z)
2
= 2 (a11a44)xw +
(
α1a
2
22 + α2a
2
32
)
y2 + 2 (α1a22a23 + α2a32a33) yz
+
(
α1a
2
23 + α2a
2
33
)
z2.
Since a11, a44 have no restriction except a11a44 = 1, by multiplying appro-
priate (p−t, 1, 1, pt) and (u, 1, 1, u−1) to a, where t ∈ Z and u ∈ Zp−pZp, we
may assume that a11 = a44 = 1. Hence we need to find (a22, a23, a32, a33) /∈
Z4p such that (a) a
2
22 + (α2/α1)a
2
32 = 1, (b) a22a23 + (α2/α1)a32a33 = 0, (c)
(α1/α2)a
2
23 + a
2
33 = 1.
If α2/α1 = p, pu0, pu
−1
0 , let us denote α2/α1 = pu, where u ∈ {1, u0, u
−1
0 }.
Suppose that (a22, a32) /∈ Z
2
p and let a
2
22 + pua
2
32 =
∑
i≥m cip
i, where
m ∈ Z is the first term such that cm 6= 0. Denote by ν : Qp → Z the p-adic
valuation. Then
(1) If |a22|p ≥ |a32|p, then m is even and ν(a22) < 0. Then cm =(
a22p
m/2
)2
mod pm and m = 2ν(a22) < 0 which contradicts to (a).
(2) If |a22|p < |a32|p, then m is odd and ν(a32) < 0. Then cm =
u
(
a32p
(m−1)/2
)2
mod pm and m = 2ν(a32) + 1 < 0 which is also
impossible according to (a).
Hence (a22, a32) ∈ Z
2
p. Similarly, (a23, a33) ∈ Z
2
p.
Now, assume α2/α1 = u0. In this case, −1 is a square. If there exists
(a22, a23, a32, a33) satisfying (a) through (c), then u0 = −(a22/a32)
2 which
contradict to the fact that u0 is square-free. 
If qp is an isotropic quadratic form of rank 3, SO(qp) is isomorphic to
SL2(Qp). Then the symmetric space Kp \ SO(qp) is isomorphic to a subtree
of the (p + 1) regular tree Tp. By Lemma 2.2 and Lemma 2.3, if qp is an
isotropic non-split quadratic form of rank 4, then Kp \SO(qp) is a subtree of
the building Bn. Lastly, if qp is a split form of rank 4, then SO(qp) is locally
isomorphic to SL2(Qp)× SL2(Qp) as in (2.2). Then Kp \ SO(qp) is properly
embedded to the product Tp × Tp of two (p+ 1)-regular trees.
Corollary 2.4. Let q0p be a standard p-adic isotropic quadratic form of rank
n = 3 or 4. Let Kp = SO(qp) ∩ SLn(Zp). For any r ∈ (0, 2t),
(2.4)
∣∣{k ∈ Kp : dp(atka−1t , 1) ≤ r}∣∣ ≤ pp+ 1p−(2t−r).
Proof. Suppose that qp is an isotropic quadratic form of rank 3 or of rank 4
and non-split. By Lemma 2.2 and Lemma 2.3, Kp \ SO(qp) is isomorphic to
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a tree. Since dp is right Kp-invariant, the left hand side of (2.4) is
|{k ∈ Kp : dp(atk, at) ≤ r}| =
#{Kpatk : dtree(Kpatk,Kpat) ≤ r}
#{Kpatk : k ∈ Kp}
.
For any k ∈ Kp, consider the geodesic segment [Kp,Kpatk] in Tp. If
dp(atk, at) ≤ r, since Kp \ SO(qp) is a tree, [Kp,Kpatk] and [Kp,Kpat] have
the common segment of length at least 2t− ⌈r/2⌉. Therefore
|{k ∈ Kp : dp(atk, at) ≤ r}| =
#{Kpatk : Kpat−⌈r/4⌉k = Kpat−⌈r/4⌉}
#{Kpatk : k ∈ Kp}
=
1
#{Kpat−⌈r/4⌉k : k ∈ Kp}
,
where ⌈r⌉ is the largest integer less than or equal to r.
Since SO(2xz − y2)(Qp) is embedded in SO(qp), for any t ∈ N, there are
at least (p+ 1)p(p2)(t−1)−⌈r/4⌉ vertices in the sphere of radius 2t− ⌈r/2⌉ in
Kp \ SO(qp).
In the split case, the action of a2t = diag(p
2t, 1, 1, p−2t) on Kp \ SO(qp) is
converted to the action of (bt, bt) on SL2(Zp)\SL2(Qp)×SL2(Zp)\SL2(Qp) ∼=
Tp × Tp, where bt = diag(p
t, p−t). Then similar to the case of SO(2, 2)(R),
we obtain the inequality (2.4). 
3. Equidistribution property for generic points
For x ∈ G/Γ, let ∆x be an S-lattice in Q
n
S associated to x, i.e., if x = gΓ,
∆x = gZ
n
S . We call L ⊆ Q
n
S a ∆x-rational subspace if L is generated by
elements in ∆x. If L is a ∆x-rational subspace, ∆x ∩ L is an S-lattice in
L. Let d(L) = d∆x(L) be a covolume of ∆x ∩ L in L. If {v1, . . . ,vj} is an
ZS-basis of a j-dimensional ∆x-rational subspace L, then d(L) is given by
d(L) =
∏
p∈S
‖v1 ∧ · · · ∧ vj‖p.
Here for each p ∈ S, the p-adic norm ‖ · ‖p of Qp is canonically extended to∧j(Qnp ), which we also denote by ‖ · ‖p.
Define a function αS : G/Γ→ R>0 by
αS(x) = sup
{
1
d(L)
: L is ∆x-rational subspace
}
.
The following lemma is originated from [23], stated for lattices in Rn. The
statement and the proof of the S-arithmetic version can be found in [12].
Lemma 3.1. For a bounded function f : QnS → R of compact support, the
Siegel transform f˜ of f is defined by
f˜(x) =
∑
v∈∆x
f(v), x ∈ G/Γ.
Then there is a constant Cf > 0 such that f˜(x) < CfαS(∆x) for any
x ∈ G/Γ.
By Lemma 3.1 and Proposition 3.2, one can easily deduce that a Siegel
transform f˜ is in Ls.
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Proposition 3.2. [12, Lemma 3.9] The function αS on SLn(QS)/SLn(ZS)
belongs to every Ls, 1 ≤ s < n.
In this section, we prove the equidistribution theorem for functions bounded
by αS . We first recall the Howe-Moore theorem for SLn(QS). The statement
for more general settings can be found in [3] or [16].
Theorem 3.3. Consider G = SLn(QS) and Γ = SLn(ZS), n ≥ 3. Take a
maximal subgroup Kˆ of G as Kˆ =
∏
p∈S
Kˆp = SO(n)×
∏
p∈Sf
SLn(Zp). Then, there
exist constants λp > 0, p ∈ S satisfying the following: if f1, f2 ∈ L
2
0(G/Γ)
satisfy either
(1) both f1 and f2 are smooth of compact support or
(2) both f1 and f2 are left Kˆ-invariant,
then there exists a constant Cf1,f2 > 0 so that∫
G/Γ
f1(gx)f2(x)dx ≤ Cf1,f2e
−λ∞d(g∞,1)
∏
p∈Sf
p−λpd(gp,1),
where g = (gp)p∈S ∈ G.
Recall that at is a diagonal element of A defined in (2.1).
Lemma 3.4. Let qS be a nondegenerate isotropic quadratic form of rank
n = 3 or 4. Let K be a maximal compact subgroup of SO(qS) as in Section
3. Then there exist t0 ≻ 0 and a constant CS > 0 such that for t ≻ t0 and
for any r > 0,
(3.1)
∣∣∣∣∣∣
k ∈ K :∑
p∈S
dp(atka
−1
t , 1) ≤ r

∣∣∣∣∣∣ < CS r|Sf | exp
r −∑
p∈S
tp
.
Proof. Let s = |Sf | and consider (k1, . . . , ks) ∈ Z≥0 such that
∑
i ki ≤ r.
From Lemma 2.1 and Lemma 2.2,∣∣∣∣∣
{
k = (kp) ∈ K :
d∞(at∞k∞a
−1
t∞ , 1) ≤ r −
∑s
i=1 ki and
dpi(atpi
kpia
−1
tpi
, 1) ≤ ki, 1 ≤ i ≤ s
}∣∣∣∣∣
< C∞ e
(r−
∑
i ki)−t∞ ×
s∏
i=1
pi
pi + 1
pi
ki−2tpi .
The number of such nonnegative vectors (k1, . . . , ks) is bounded above
by rs. Since e < p for any odd prime p, the inequality (3.1) holds for
CS := C∞
∏
i pi/(pi + 1). 
We say that a sequence (tj) is divergent if (tj) escapes any bounded subset
of R>0×
∏
p∈Sf
pZ as j →∞. Recall that in Theorem 1.1, we are interested
in the asymptotic limit of the given quantity when every component tp of
t goes to infinity. However, for the proof of the main theorem, we need to
consider more general divergence in the next proposition and corollary.
Proposition 3.5. Let qS and K be as in Lemma 3.4 and let φ be a continu-
ous function on G/Γ = SLn(QS)/SLn(ZS). Assume that there are constants
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s ∈ (0, n/2) and Cφ,s > 0 for which
|φ(x)| < Cφ,sα(x)
s
S , ∀x ∈ G/Γ.
Then for any nonnegative bounded function ν on K and a divergent se-
quence (tj),
(3.2) lim
j→∞
∫
K
φ(atjkx0)ν(k)dm(k) =
∫
G/Γ
φ dg
∫
K
ν dm
for almost all x0 ∈ SLn(QS)/SLn(ZS).
Proof. Let ε > 0 be arbitrary. For any function f on G/Γ, define
Atf(x) =
∫
K
f(atkx)ν(k)dm(k).
For t ≻ 0, let us denote by s(t) =
∑
p∈S tp. We claim that one can find
t0 ≻ 0 and constants C, λ > 0 such that for any t ≻ t0,
(3.3)∣∣∣∣Et := {x ∈ G/Γ : ∣∣∣∣At′φ(x)− ∫ φ∫ ν∣∣∣∣ > ε for some t′ ≻ t }∣∣∣∣ < Ce−λs(t).
Then (3.3) implies that
∣∣∣∣{x ∈ G/Γ : ∣∣∣∣ limj→∞
∫
K
φ(atjkx0)ν(k)dm(k)
−
∫
G/Γ φ dg
∫
K
ν dm
∣∣∣∣ > ε}∣∣∣∣ ≤
∣∣∣∣∣∣
∞⋂
j=1
Etj
∣∣∣∣∣∣ = 0.
Let A(r) = {x ∈ G/Γ : αS(x) > r}. Choose a smooth non-negative func-
tion gr : G/Γ→ [0, 1] such that
(1) gr is K-invariant, i.e., gr(kx) = gr(x) for all k ∈ K;
(2) gr(x) = 1 if x is in A(r + 1) and gr(x) = 0 if x is outside of A(r).
Take φ1 = φgr and φ2 = φ(1−gr). Then φ = φ1+φ2 and φ2 is compactly
supported. Choose θ > 0 such that 1 ≤ s+ θ < n/2. Then for any x ∈ G/Γ,
φ1(x) = φ(x)gr(x) ≤ Cφα
s
S(x)gr(x) = Cφα
−θ
S (x)α
s+θ
S (x)gr(x)
≤ Cφr
−θαs+θS (x).
Put ψ = Cφr
−θαs+θS (x). By the above inequalities and Proposition 3.2,
|φ1| ≤ ψ and ψ ∈ L
1(G/Γ) ∩ L2(G/Γ).
Let f ∈ L20(G/Γ) be either a smooth function of compact support or a
left K-invariant function. Later, we will put f = φ2−
∫
K
φ2 or ψ−
∫
K
ψ. By
Theorem 3.3, there are λf , Cf > 0 such that for any g ∈ G,
(3.4)
∣∣∣∣∣
∫
G/Γ
f(gx)f(x)dx
∣∣∣∣∣ ≤ Cf exp
−λf∑
p∈S
dp(gp, 1)
 ,
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where g = (gp)p∈S. For instance, we can take λf = min{λp, p ∈ S}, where
λp’s are in Proposition 3.3. Note that
‖Atf‖
2
2 =
∫
G/Γ
(∫
K
f(atkx)ν(k)dm(k)
)2
dx
=
∫
G/Γ
∫
K
∫
K
f(atk1x)f(atk2x)ν(k1)ν(k2)dm(k2)dm(k1)dx
=
∫
G/Γ
∫
K
∫
K
f(atk1k
−1
2 a
−1
t x)f(x)ν(k1)ν(k2)dm(k2)dm(k1)dx
=
∫
K
∫
G/Γ
f(atka
−1
t x)f(x)dx
∫
K
ν(kk2)ν(k2)dm(k2)dm(k)
=
∫
K
(∫
G/Γ
f(atka
−1
t x)f(x)dx
)
(ν ∗ νˆ)(k)dm(k),
where νˆ(k) := ν(k−1), ∀k ∈ K. By Lemma 3.4,∣∣∣∣∣∣U :=
k ∈ K :∑
p∈S
dp(atka
−1
t , 1) ≤ s(t)

∣∣∣∣∣∣ ≤ CS (s(t))|Sf | exp (−s(t)) .
Hence by Cauchy-Schwartz inequality, we have that∣∣∣∣∣
∫
U
∫
G/Γ
f(atka
−1
t x)f(x)dx(ν ∗ νˆ)(k)dm(k)
∣∣∣∣∣
≤ max(ν ∗ νˆ)‖f‖22 CS (s(t))
|Sf | exp (−s(t)) .
(3.5)
It is deduced from (3.4) that
(3.6)∣∣∣∣∣
∫
K−U
∫
G/Γ
f(atka
−1
t x)f(x)dx(ν ∗ νˆ)(k)dm(k)
∣∣∣∣∣ ≤ max(ν∗νˆ)Cf exp (−λf s(t)) .
Hence by combining (3.5) and (3.6), there are t10 ≻ 0 and a constant
λ1 = λ1(f, t10) > 0 such that for t ≻ t
1
0,
‖Atf‖
2
2 ≤ exp(−λ
1s(t)).
Now let us show following inequalities:
(3.7)∣∣∣∣∣
{
x ∈ G/Γ :
∣∣∣∣∣At′φ1 −
∫
G/Γ
φ1
∫
K
ν
∣∣∣∣∣ > ε2 for some t′ ≻ t
}∣∣∣∣∣ < C1 exp(−λψs(t)),
(3.8)∣∣∣∣∣
{
x ∈ G/Γ :
∣∣∣∣∣At′φ2 −
∫
G/Γ
φ2
∫
K
ν
∣∣∣∣∣ > ε2 for some t′ ≻ t
}∣∣∣∣∣ < C2 exp(−λφ2s(t))
for some positive constants C1 and C2. It is obvious that (3.7) and (3.8)
imply (3.2).
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First we note that αS(gx)/αS(x) ≤ max{
∏
p∈S ‖ ∧
i (g)‖p : i = 1, . . . , n}.
Let tτ = (τ, 0, . . . , 0). Then there is M > 0 such that for all x ∈ G/Γ, for all
τ ∈ [0, 1], αs+θS (atτx) ≤Mα
s+θ
S (x). Hence we have
ψ(atτx) ≤Mψ(x), ∀τ ∈ [0, 1].
Choose r > 0 sufficiently large so that ‖φ1‖1 ≤ ‖ψ‖1 ≤ ε/(8max(ν∗νˆ)M).
Then{
x ∈ G/Γ :
∣∣∣∣At+tτφ1 − ∫ φ1 ∫ ν∣∣∣∣ > ε2 for some τ ∈ [0, 1]
}
⊆
{
x ∈ G/Γ : |At+tτφ1| >
ε
4
for some τ ∈ [0, 1]
}
⊆
{
x ∈ G/Γ : |Atφ1| >
ε
4M
}
⊆
{
x ∈ G/Γ : |Atψ| >
ε
4M
}
⊆
{
x ∈ G/Γ :
∣∣∣∣Atφ1 − ∫ ψ ∫ ν∣∣∣∣ > ε8M
}
.
By taking f = ψ −
∫
G/Γ ψ in (3.6) and using the Chebyshev’s inequality,
there are tψ0 ≻ 0 and λψ > 0 such that for any t ≻ t
ψ
0 ,∣∣∣∣E(t, t+ t1) = {x ∈ G/Γ : ∣∣∣∣At+tτφ1 − ∫ φ1 ∫ ν∣∣∣∣ > ε2 for some τ ∈ [0, 1]
}∣∣∣∣
≤
(
8M
ε
)2
exp(−λψs(t)).
Hence using the geometric series argument, there is a constant C1 > 0
such that the inequality (3.7) holds.∣∣∣∣{x ∈ G/Γ : ∣∣∣∣At′φ1 − ∫ φ1 ∫ ν∣∣∣∣ > ε2 for some t′ ≻ t
}∣∣∣∣
≤
∑
t′∞ = t∞ + n,
∀n ∈ N ∪ {0}
∑
∀t′p ≥ tp,
p ∈ Sf
∣∣E(t′, t′ + t1)∣∣ ≤ C1 exp(−λψs(t)).
For (3.8), note that since φ2 is compactly supported, φ2 is uniformly
continuous. Hence there is δ > 0 such that
|At+tτφ2(x)−Atφ2(x)| <
ε
4
for all t ≻ 0, x ∈ G/Γ and τ ∈ [0, δ]. Again by (3.6) and Chebyshev’s
inequality, there are tφ20 ≻ 0 and λφ2 > 0 such that for all t ≻ t
φ2
0 ,∣∣∣∣∣
{
x ∈ G/Γ :
∣∣∣∣∣At+tτφ2 −
∫
G/Γ
φ2
∫
K
ν
∣∣∣∣∣ > ε2 for some τ ∈ [0, δ]
}∣∣∣∣∣
≤
∣∣∣∣∣
{
x ∈ G/Γ :
∣∣∣∣∣Atφ2 −
∫
G/Γ
φ2
∫
K
ν
∣∣∣∣∣ > ε4
}∣∣∣∣∣ ≤
(
4
ε
)2
exp(−λφ2s(t)).
Then (3.8) follows from the similar geometric argument used above. 
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From now on, a function fp on Q
n
p , p ∈ S, is always assumed to be
compactly supported. If p <∞, we additionally assume that fp is (Zp−pZp)-
invariant:
(3.9) fp(ux1, x2, . . . , xn−1, u
−1xn) = fp(x1, x2, . . . , xn), ∀u ∈ Zp − pZp.
Let ν be the product of non-negative continuous functions νp on the unit
sphere in Qnp , p ∈ S. For p ∈ Sf , we also assume that
(3.10) νp(uv) = νp(v), ∀u ∈ Zp − pZp.
Define a function Jf for f =
∏
p∈S fp by Jf =
∏
p∈S Jfp , where
Jf∞(r, ζ∞) =
1
rn−2
∫
Rn−2
f∞(r, x2, . . . , xn−1, xn)dx2 · · · dxn−1,
Jfp(p
−r, ζp) =
1
pr(n−2)
∫
Qn−2p
fp(p
−r, x2, . . . , xn−1, xn) dx2 · · · dxn−1, p ∈ Sf ,
where xn is determined by the equation ζp = q
0(p−r, x2, . . . , xn−1, xn) (If
p =∞, replace p−r by r). By Lemma 3.6 in [7] and Lemma 4.1 in [12], for
sufficiently small ε > 0, there are c(Kp) > 0 and t
0
p > 0 for each p ∈ S, such
that if tp > t
0
p,∣∣∣∣c(K∞)et∞(n−2) ∫
K∞
f∞(at∞k∞v)ν(k
−1
∞ e1)dm(k∞)
−Jf∞(‖v‖∞e
−t∞ , q0∞(v))ν(
v
‖v‖σ∞
)
∣∣∣∣ < ε,(3.11) ∣∣∣∣∣c(Kp)ptp(n−2)
∫
Kp
fp(atpkpv)νp(k
−1
p e1)dm(kp)
− Jfp(p
tp‖v‖σp , q
0
p(v))ν(
v
‖v‖σp
)
∣∣∣∣ < ε, p ∈ Sf .
(3.12)
Recall that σ = 1 for the infinite place and σ = −1 for the finite place.
Define
‖gv‖σ/Tσ = (‖gpv‖
σ
p/T
σ
p )p∈S .
By Lemma 3.6 in [7] and Lemma 4.1 in [12], there is a constant c(K) > 0
such that for sufficiently small ε > 0 and sufficiently large t ≻ 0,∣∣∣∣Jf (‖gv‖σTσ , qS(gv)
)
ν
(
gv
‖gv‖σ
)
−c(K)|T|n−2
∫
K
f˜(atkg)ν(k
−1e1)dm(k)
∣∣∣∣ ≤ ε.(3.13)
Corollary 3.6. Let (Tj = (Tj,p)p∈S)j∈N be a divergent sequence. Define
S′ = {p ∈ S : (Tj,p)j∈N is bounded } ( S.
Let Ω, IS = (Ip)p∈S be as in Theorem 1.1. Then for almost all nondegener-
ate isotropic quadratic form qS = (qp)p∈S, there is a constant C = C(S
′) > 0
such that
|{v ∈ ZnS ∩ TjΩ : qS(v) ∈ IS}| < C
∏
p∈S−S′
(Tj,p)
n−2,
where n is the rank of qS.
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Proof. Since we want to show the upper bound, for simplicity, we may as-
sume that Ω is the product of unit balls in Qnp , p ∈ S.
Let ε > 0 be given. For each p ∈ S, let Cp be a compact set of the space of
nondegenerate isotropic quadratic forms over Qp of a given signature. Let
C =
∏
p∈S Cp.
Let gq
S
be an element of SLn(QS) such that qS(v) = q
0
S(gqSv) for all
v ∈ QnS . Then for each p ∈ S, there is βp = βp(Cp) > 0 such that if qS ∈ C,
β−1p ≤ ‖gqSv‖p/‖v‖
σ
p ≤ βp for all v ∈ Q
n
S .
Choose bounded continuous functions fp, p ∈ S, of compact support such
that
Jfp ≥ 1 + ε on [
1
2βp
, βp]× Ip.
If v satisfies that Tp/2 ≤ ‖v‖p ≤ Tp and qp(v) ∈ Ip, then
Jfp(‖gv‖p/T
σ
p , q
0
p(gv)) ≥ 1 + ε
for g = gq
S
with qS ∈ C. By (3.11) and (3.12), there is T
0 = (T 0p )p∈S ≻ 0
such that for each p ∈ S and for all Tp > T
0
p ,∣∣∣∣∣c(Kp)T n−2p
∫
Kp
fp(atpkpv)dm(kp)− Jfp
(
‖v‖σp
T σp
, ζ
)∣∣∣∣∣ < ε.
For p ∈ S′, we may further assume that Tj,p ≤ T
0
p for all j.
Finally for each p ∈ S, choose a nonnegative bounded function gp on Q
n
p
of compact support such that if ‖v‖p ≤ T
0
p and tp ≤ logp(T
0
p ),∫
Kp
gp(atpkpv)dm(kp) ≥ 1.
Take hS′ =
∏
p∈S′ gp ×
∏
p∈S−S′ fp and let h˜S′ be the Siegel transform of
hS′ defined in Lemma 3.1. Then for T = (Tp) such that Tp > T
0
p , ∀p ∈ S−S
′,
we obtain that∣∣∣∣{v ∈ ZnS : ‖v‖p ≤ T 0p , ∀p ∈ S′Tp/2 < ‖v‖p ≤ Tp, ∀p ∈ S − S′ , qS(v) ∈ IS
}∣∣∣∣
≤
∑
v∈Zn
S
∏
p∈S′
∫
Kp
gp(atpkpgqSv)dm(kp)×
∏
p∈S−S′
T n−2p
∫
Kp
fp(atpkpgqSv)dm(kp)

=
 ∏
p∈S−S′
T n−2p
∫
K
h˜S′(atkgqSv)dm(k).
By Proposition 3.5, for almost all quadratic form qS , as t diverges,∫
K
h˜S′(atkgqSSLn(ZS))dm(k)→
∫
G/Γ
h˜S′dg <∞.
Hence there is a constant C ′ > 0 such that for all Tj ,∣∣∣∣{v ∈ ZnS : ‖v‖p ≤ T 0p , ∀p ∈ S′Tj,p/2 < ‖v‖p ≤ Tj,p, ∀p ∈ S − S′ , qS(v) ∈ IS
}∣∣∣∣ < C ′∏
p∈S−S′
(Tj,p)
n−2.
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Therefore we have
|v ∈ ZnS ∩ TjΩ : qS(v) ∈ IS}| <
C ′ ∏
p∈S−S′
p
p− 1
 ∏
p∈S−S′
Tj,p
n−2 .

4. The proof of the main theorem
The proof of Theorem 1.1 is similar to that of Theorem 1.5 in [12] except
we use Proposition 3.5 instead of Theorem 7.1 in [12]. Let C be any compact
subset of the space of isotropic quadratic forms with equal signature and let
ε > 0 be given. Let φ and ν be compactly supported functions defined as
before.
Theorem 7.1 in [12] says that there is t0 = t0(C) ≻ 0 such that except on
a finite union of orbits of SO(q0S), x ∈ C satisfies the following: for all t ≻ t0,∣∣∣∣∣
∫
K
φ(atkx)ν(k)dm(k) −
∫
G/Γ
φdg
∫
K
νdm
∣∣∣∣∣ < ε.
Proposition 4.1. Let qS be an isotropic quadratic form of rank n = 3 or
4. Let f =
∏
fp and ν =
∏
νp be as before. Assume further that f satisfies
the following condition: there is a nonnegative continuous function f+ of
compact support on QnS such that supp(f) ⊂ supp(f
+)◦, where A◦ is an
interior of A and
(4.1) sup
t≻0
∫
K
f˜+(atkgΓ)dm(k) = M <∞.
Then there exists t0 ≻ 0 such that if t ≻ t0,∣∣∣∣∣∣|T|−(n−2)
∑
v∈Zn
S
Jf
(
‖gv‖σ
Tσ
, qS(gv)
)
ν
(
gv
‖gv‖σ
)
−c(K)
∫
K
f˜(atkg)ν(k
−1e1)dm(k)
∣∣∣∣ ≤ ǫ.
(4.2)
Proof. We first claim that there is a constant c > 0 such that
(4.3)
∣∣∣∣Π := {v ∈ ZnS : Jf (‖gv‖σTσ , qS(gv)
)
ν
(
gv
‖gv‖σ
)
6= 0
}∣∣∣∣ < c|T|n−2.
Since the interior of supp(f+) contains supp(f), there is ρ > 0 such that
Jf+ > ρ on supp(Jf ).
Note that since Jf+ is compactly supported, the set Π is finite. Take
ε > 0 such that ε < ρ/2. Then by (3.13), for sufficiently large t, we have
that
ρ|Π| ≤
∑
v∈Π
Jf+
(
‖gv‖σ
Tσ
, qS(gv)
)
≤ c(K)|T|n−2
∫
K
f˜+(atkgΓ)dm(k) + ε|Π|.
By (4.1), ρ/2 |Π| ≤ c(K)M |T|n−2. This implies (4.3).
Now (4.2) follows from applying (3.13) by putting ε/(c(K)ρM) instead of
ε and taking summation over all v ∈ ZnS. 
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Recall that a convex set Ω is defined using a non-negative continuous
function ρ =
∏
p∈S ρp, where ρp is a positive function on the unit sphere of
Qnp , p ∈ S.
Define the shell Ωˆ of Ω by
Ωˆ =
{
v ∈ QnS : ρp(v/‖v‖
σ
p )/2 < ‖v‖p ≤ ρp(v/‖v‖
σ
p ), ∀p ∈ S
}
.
Note that when p < ∞, the inequality in the above definition is in fact
the equality: ‖v‖p = ρp(v/‖v‖
σ
p ).
The following proposition was originally stated for Ω but the proof can
be easily modified for Ωˆ.
Proposition 4.2. [12, Proposition 1.2] There is a constant λ = λ(qS ,Ω) > 0
such that as T→∞,
vol
{
v ∈ QnS ∩ TΩˆ : qS(v) ∈ IS
}
∼ λ(qS , Ωˆ) · |IS | · |T|
n−2.
Lemma 4.3. [12, Lemma 5.2] Let f and ν be as in Proposition 4.1. Take
hp(vp, ζp) = Jfp(‖vp‖
σ
p , ζp)νp(vp/‖vp‖
σ
p ), p ∈ S
and set h(v, ζ) =
∏
p∈S hp(vp, ζp). Then we have
lim
T→∞
|T|−(n−2)
∫
Qn
S
h
( v
Tσ
, qS(v)
)
dv
= c(K)
∫
G/Γ
f˜(g) dg
∏
p∈S
∫
Kp
νp(k
−1
p e1)dm(kp).
(4.4)
Proof of Theorem 1.1. Since f in Proposition 4.1 is compactly supported,
there is f+ such that supp(fp) ⊂ supp(f
+
p )
◦. By Proposition 3.5 with φ =
f+ and ν ≡ 1,
lim
t→∞
∫
K
f˜+(atkgΓ)dm(k) =
∫
G/Γ
f˜+dg
for almost all x = gΓ ∈ G/Γ. By Lemma 3.1 and Proposition 3.2, the
integral of f˜+ over G/Γ is finite. Hence one can apply Proposition 4.1 for
almost all x ∈ G/Γ.
We also remark that the set of functions of the form Jfν, where f =
∏
fp,
ν =
∏
νp with (3.9) and (3.10) respectively, is a generating set of
L = {F (v, ζ) : (QnS)×QS → R | F (uv, ζ) = F (v, ζ), ∀u ∈ Zp−pZp, ∀p ∈ Sf}.
Hence Proposition 4.1 holds for functions in L as well (see details in [12]).
Define
L(h) := lim
T→∞
|T|−(n−2)
∫
Qn
S
h
( v
Tσ
, qS(v)
)
dv, h ∈ L.
The characteristic function 1
TΩˆ×IS
(gv, ζ) is contained in L. Let ε > 0 be
given. Take continuous functions ha, hb ∈ L, depending on T, ε and qS such
that
(4.5) hb(gv, ζ) ≤ 1
TΩˆ×IS
(gv, ζ) ≤ ha(gv, ζ) and
∣∣∣L(ha)− L(hb)∣∣∣ < ε.
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From (4.2), (3.2) and (4.4), for h = ha, hb and any ε > 0, there is T0 ≻ 0
such that if T ≻ T0,
(4.6)
∣∣∣∣∣∣|T|−(n−2)
∑
v∈Zn
S
h
( gv
Tσ
, qS(gv)
)
− L(h)
∣∣∣∣∣∣ < ε
for almost every gΓ ∈ G/Γ. By the definition of L(h) and rescaling T0 ≻ 0
if necessary, we also obtain that
(4.7)
∣∣∣∣∣|T|−(n−2)
∫
Qn
S
h
( gv
Tσ
, qS(gv)
)
− L(h)
∣∣∣∣∣ < ε.
Combining (4.6) and (4.7) with (4.5), if we regard h as the characteristic
function of TΩˆ× IS ,∣∣∣ ∣∣∣{v ∈ ZnS ∩ TΩˆ : qS(v) ∈ IS}∣∣∣− vol({v ∈ QnS ∩ TΩˆ : qS(v) ∈ IS})∣∣∣ < 4ε.
Since
|{v ∈ ZnS ∩ TΩ : qS(v) ∈ IS}|
=
∑
nj ∈ {0} ∪ N
j ∈ {0, . . . , s}
∣∣∣{v ∈ ZnS ∩ (2−n0T∞, p−n11 T1, . . . , p−nss Ts)Ωˆ : qS(v) ∈ IS}∣∣∣ ,
the lemma follows from Proposition 4.2 and the classical argument of geo-
metric series, if we obtain the following: as T → ∞, the summation over
all S = (S∞, S1, . . . , Ss) = (2
−n0T∞, p
−n1
1 T1, . . . , p
−ns
s Ts) with S ⊁ T0 =
(T 0∞, T
0
1 , . . . , T
0
s ) is∑
S
∣∣∣{v ∈ ZnS ∩ SΩˆ : qS(v) ∈ IS}∣∣∣ = o(|T|n−2) as T→∞.
For this, by rescaling T0 if necessary, let us assume that Corollary 3.6
holds for any S′ ( S. Denote the set {S = (2−n0T∞, p
−n1
1 T1, . . . , p
−ns
s Ts) ≺
T : S ⊁ T0} by ∪{ΨS′ : S
′ ⊆ S}, where
ΨS′ :=
{
S = (S∞, S1, . . . , Ss) : Sp ≤ T
0
p , ∀p ∈ S
′ and Sp > T
0
p , ∀p ∈ S − S
′
}
.
Then for S′ ( S, by Corollary 3.6, there is a constant C(S′) > 0 such
that
∑
S∈ΨS′
∣∣∣{v ∈ ZnS ∩ SΩˆ : qS(v) ∈ IS}∣∣∣ < |{v ∈ ZnS ∩ TS′Ω : qS(v) ∈ IS}|
< C(S′)
∏
p∈S−S′
(Tp)
n−2,
(4.8)
where TS′ = (T
′
p)p∈S . Here T
′
p = T
0
p for p ∈ S
′ and T ′p = Tp for p ∈ S − S
′.
Hence the left hand side of (4.8) is o(
∏
p∈S−S′ T
n−2
p ). If S
′ = S, since∑
S∈ΨS
∣∣∣{v ∈ ZnS ∩ SΩˆ : qS(v) ∈ IS}∣∣∣ ≤ |{v ∈ ZnS ∩ T0Ω : qS(v) ∈ IS}| <∞,
it is obviously o(|T|n−2). 
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