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Abstract
Online convex optimization is a sequential pre-
diction framework with the goal to track and
adapt to the environment through evaluating
proper convex loss functions. We study efficient
particle filtering methods from the perspective of
such framework.
We formulate an efficient particle filtering meth-
ods for non-stationary environment by making
connections with the online mirror descent al-
gorithm which is known to be universal online
convex optimization algorithm. As a result of
this connection, our proposed particle filtering al-
gorithm proves to achieve optimal particle effi-
ciency.
1. Introduction
Inference in online settings is challenging. It is because
not only the posterior distributions should be approximated
sequentially, but also one should take into account the non-
stationary characteristics of the data. In these situations,
suitable sequential inference procedures are required to
track and bind the suitable probabilistic distance between
the approximate and true posterior distribution at each time
step. Otherwise the prediction errors would be propagated
and leads to very poor predictions. A suitable framework
for achieving online inference is online convex optimiza-
tion (OCP) framework [18]. It is a sequential prediction
framework with the goal to track and adapt to the environ-
ment through evaluating proper convex loss functions. By
making connection between OCP and a recent efficient par-
ticle inference, we propose a particle filtering method that
is suitable for online inference algorithms.
Main related works Using online convex optimization for
sequential posterior approximation has been already dis-
cussed in [16,22]. However they parametrize the environ-
ment strategy space through the use of parameterized ex-
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ponential family of distributions which resembles the vari-
ational inferences methodology and therefore carrying its
limitations. Moreover the calculation of the loss term in
[22] is not straightforward and requires other inference al-
gorithms such as Monte Carlo Marko Chains (MCMC).
Our proposed algorithm computes the loss term by reusing
the generated particle. Another interesting related work to
ours is [19]. It takes advantage of the mirror descent al-
gorithm, particle methods and provides theoretical guaran-
tees. However, 3 main key differences are: a) we address
online filtering for time series data. b) unlike [19,4], our
proposed online inference algorithm doesn’t have any as-
sumption on the length of data a priori. c) Unlike [19] our
proposed method follows a deterministic particle selection
approach. [23] builds an online inference algorithm using
particle learning (PL) method [24]. PL methods differ from
sequentialMonte Carlo (SMC) in that PL reverses the order
of resampling and propagation procedures.
2. Preliminaries
All the vectors are denoted by bold symbols.
2.1. Online convex optimization
One way to explain the OCP framework, in the context of
adversarial environments, is by considering it as a repeated
game between a forecaster and an adversary. It includes the
following key ingredients:
1. Parameters of the environment wn ∈ ∆, forecaster
strategiesQ(wn) ∈ Q , adversary strategies S(wn) ∈
S.
2. convex loss function l(.) over the strategies.
3. Shifting/Tracking Regret defined as the followingmin-
imax metric:
RshiftingN ≡
min
Q∈Q
max
w∈∆
max
S∈S
N∑
n=1
l(Q(wn))− l(S(wn))
(1)
where N is the length of the sequence of observations.
The forecaster’s goal is to yield the lowest total loss when
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played against the arbitrary sequence of adversary strate-
gies. The goal of the OCP algorithms is to achieve sub-
linearly bounded regret metric. One universal OCP algo-
rithm is the online mirror descent algorithm MD [14]. MD
casts the OCP framework to a first-order loss decrease opti-
mization problem with Bregman distance regularizer as in
Eq. 2:
wˆn+1 = argmin
wn∈∆
ǫn〈wn,∇wn ln〉+D(wn‖wˆn) (2)
where ∇w is the gradient w.r.t parameters of the environ-
ment , ǫn is the step size parameter and D is the Bregman
distance. Given the fixed per-observation computational
complexity constraint, the MD algorithm [16] achieves the
optimal shifting regret of
√
N . In the section 3, we show
how we can incorporate an online MD algorithm into par-
ticle filtering algorithms.
2.2. Particle Filtering
Assume a hidden Markov model (HMM) with the ob-
servations yN = {y1, ..., yN}, the hidden states xN =
{x1, ..., xN}, xn ∈ {1, ...,Mn} and θN = {θ1, ..., θN} as
a set of parameters that controls the transition and emission
processes in Eq. 3:
p(xn, θn, yn|xn−1, θn−1) =
p(θn) p(yn|xn, θn)
emission
p(xn|xn−1, θn−1)
transition
(3)
We build our framework based on flexible non-parametric
models. The complexity of these models (for example the
number of hidden states, etc.) increase as the amount of
data grows, in a flexible manner. To this aim, an infi-
nite capacity HMM (iHMM) model assumes that the pos-
terior distribution of parameters p(θn) depends on the hid-
den states xn and observations yn through a low dimen-
sional vector of sufficient statistics cn i.e p(θn|xn,yn) =
p(θn|cn). The sufficient statistic must be updated using a
deterministic recursion algorithm C sequentially such that
cn = C(cn−1, xn−1, yn−1). The existence of such deter-
ministic recursion as well as proper analytical integrations
imply that one can marginalize out the parameters θN from
Eq. 3 as in Eq. 4.
p(xn, yn|xn−1, cn−1) =
p(yn|xn, cn = C(cn−1, xn−1, yn−1))
dependency between observations yn and yn−1 through recursion algorithm C(.)
×p(xn|xn−1, cn−1)
(4)
1 In the filtering problems, one is interested in deriving the
posterior p(xn+1,yn+1) from p(xn,yn). One popular fil-
1For better readability, the details on the analytical integration,
sufficient statistics cn and their updating process for iHMM is
moved to Appendix I.
tering approach is particle method. This especially comes
in handy when the closed form expressions for the poste-
riors are not available. A well-known example is the se-
quential Monte Carlo (SMC) method [2]. In the case of
generative process in Eq. 4, it first initializes a set of par-
ticles {xk0}Kk=1. Also for the readability of the paper, we
assume that each particle encapsulates the sufficient update
process {ckn = C(ckn−1, xkn−1, yn−1)}Kk=1 as well as the an-
alytical integration. Therefore from now on xkn represents
(xkn, c
k
n).
It then follows these recursive steps:
1. Propagation. Using particles {xkn}Kk=1:
{W kn = p(yn, xkn)}Kk=1, wkn = W
k
n∑
K
j=1W
j
n
(5)
Q(xn,yn) =
K∑
k=1
wknδ[xn, x
k
n] (6)
where δ is Kronecker-delta.
2. Resampling. Sample K new particles with replace-
ment {xkn+1}Kk=1 ∼ Multinomial(K,w1n, ..., wKn )
3. Mirror descent variational particle filtering
In order to reformulate the online filtering problem from
an OCP perspective, we treat the environment as a pos-
terior distribution, the strategies as the filtering strategies
Q(wn) and the MC particles and their weights wn =
[w1n, ..., w
K×Mn
n ] ∈ ∆K×Mn as the parameters of the en-
vironment whereMn is the number of hidden states at se-
quence index n andK is the number of particles. Moreover
the constraint of fixed per-observation computational com-
plexity in OCP gets translated to the constraint of fixed K
number of particles.
Similar to [3] we builds our framework based on the
Markov random field (MRF) assumption for the posterior
p(xn,yn) as in Eq. 7
p(xn,yn) =
∏n
i=1 f(xi, yi)
exp(Φ)
(7)
where Φ is the log-partition function and f(xi, yi) =
p(yi|xi)p(xi|xi−1) the potential function.
Let’s define the loss function as the average of the predic-
tive log-likelihood over the space of the environment space
parameterswn ∈ ∆K×Mnn as in Eq. 8:
ln(wn) =
−
∫
wn∈∆
K×Mn
n
log(p(xn,y
yn←yn+1
n ))dwn
(8)
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Algorithm 1 Mirror Descent Variational Particle Filtering
(MD-VPA)
1: Input: A decreasing sequence of strictly positive dis-
counting factors {ǫn}, e.g 1n ,M0,K and initial weight
vectorsw0 = [w
1
0 , ..., w
K×M0
0 ] ∈ ∆K×M0
2: for n = 1, 2, 3, ..., N do
3: form = 1, ...,Mn & k = 1, ...,K do
4:
Wn(k,m) =
f(xkn = m, yn)
Free energy related term
f(xkn = m, yn+1)
ǫn
(
∑K
k=1 f(x
k
n = m, yn+1))
ǫn
K
regret related term
5: end for
6: Select K largestWn and normalize the weights w
k
n
for the new particles xkn.
7: Q(xn,yn) =
K∑
k=1
wknδ[xn, x
k
n]
8: end for
It is as if we were observing yn+1 instead of yn and cal-
culate the potential function fn with yn+1, given that noth-
ing else in the history of hidden states and observation has
changed. By replacing Eq. 8 in Eq. 2 and resolving a co-
ordinate ascent algorithm leads to the proposed Mirror De-
scent Variational Particle Filtering (MD-VPA) described in
Alg. 1. It deletes or propagates K particles deterministi-
cally (out ofK×Mn candidates living in the simplex space
∆K×Mn ) based on their relative contribution to the nega-
tive free energy and loss. The derivation of this coordinate-
ascent algorithm is demonstrated in Appendix II. As the
result of the MD prediction strategy, the following theorem
is in order:
Theorem 1. MD-VPA achieves the optimal shifting regret
of O(√N) for a sequence of length N .
Proof. The proof is almost the same as [16]. However [16]
assumes that the set of parameters wn are selected such
that strong Hessian convexity of Φ(wn) holds true. MD-
VPA is free of this assumption. Given the finite number
of particles K , the deterministic nature of the particle se-
lection process (coordinate-ascent) in MD-VPA dictates all
the particles to have high probability. By noting the equiv-
alence of the ∇2
wn
Φ(wn) with Fisher information matrix,
J (wn) = −Ewn(∇2wn log p(xn,yn)) then it is guaran-
teed that ∃H > 0,∇2Φ(wn)  H1KMn×KMn . In other
words, the weight of the particles are sufficiently “informa-
tive” and therefore strong Hessian convexity requirement is
guaranteed.
3.1. Discussion on Loss-function
Using Eq. 8 one can interpret the loss as the average
predictive log-likelihood over the weight of the particles
wn. Theorem 1 then guarantees that average predictive
log-likelihood stays bounded under the well-defined worst
case scenarios. It achieves this by casting the variational
distance as its regularizer. 2 The variational distance how-
ever is evaluated using the yn rather than yn+1. We can
evaluate it using yn+1 instead. But one gets best filter-
ing result when evaluating using yn, since this way we
can incorporate the information of 2 consecutive obser-
vations in a one-pass filtering fashion. This is where the
non-parametric nature of the iHMM comes to the picture
where evaluating the loss (evaluated using yn+1) and vari-
ational free energy (evaluated using yn) in one single step
is a straightforward task thanks to the existence of suffi-
cient statistics. The idea of incorporating the loss term
and MD algorithm into Bayesian Inference is mentioned
in [22] as well. Their method however requires comput-
ing the loss term using the MCMC approach. The natural
particle interpretation of the Alg. 1 enables it to compute
the term Ewn(log f(xn, yn+1)) =
∑K
k=1
log f(xkn,yn+1)
K
by reusing the generated particle. Moreover, the suffi-
cient statistics cn and the deterministic update algorithm C,
{ckn = C(ckn−1, xkn−1, yn−1)}Kk=1 comes handy to compute
the {f(xkn, yn+1)}Kk=1 terms easily. This makes the imple-
mentation of the MD-VPA algorithm very straightforward.
4. Simulation Results
We ran our simulations for both artificial and real data with
the hyper-parameters α = γ = 1. ǫn =
1
n
is set for all
MD-VPA filtering algorithms. The hyper-parameters are
explained in the Appendix I.
4.1. Artificial Non-Stationary Data
We first generated a sequence of 150 data using a (non-
negatively correlated)HMMwith 3 states and the following
transition and emission matrixes respectively:[
0 1/2 1/2
1/2 1/2 0
1/2 0 1/2
]
,
[
1/2 0 1/2
1/3 1/3 1/3
0 1/2 1/2
]
concatanated by a neg-
atively correlated HMM with 4 states and a multinomial
emission distribution with 8 categories using the following
transition and emission matrixes respectively:[
0 1/2 1/2 0
0 0 1/2 1/2
1/2 0 0 1/2
1/2 1/2 0 0
]
[
1/3 0 0 0 0 0 1/3 1/3
1/3 1/3 1/3 0 0 0 0 0
0 0 1/3 1/3 1/3 0 0 0
0 0 0 0 1/3 1/3 1/3 0
]
2Variational distance is equivalent to Bregman distance for
Markov Random Fields
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Results for K = 100 particles are reported in Fig. 1 . We
purposely generated the first half of the sequence (first 150
sequence) using a non-negatively correlated HMM with 3
states, to show that SMC performs better when less explo-
ration in the state space is required. However as posterior
gets updated, MD-VPA tracks faster and performs better
than SMC and VPA in terms of both the predictive log-
likelihood and the estimation variance.
Figure 1. Particle filtering for changing posterior
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4.2. Alice in Wonderland, Harry Potter and War and
Peace
We concatenated 600 subsequent characters from begin-
ning of “Alice in Wonderland”, 600 from “Harry Potter”
and 600 from “War and Peace”. The results are shown in
Fig. 2 for 50 particle and 50 random initial states. MDA
outperforms SMC and VPA in terms of both the predictive
log-likelihood and the estimation variance.
Figure 2. Alice in Wonderland, Harry Potter , War and Peace
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4.3. Web-Click
MD-VPA performs exceptionally goodwhen it gets applied
to the MSNBC.comWeb Data Set [26]. It contains sequen-
tial categorical data collected from news-related portions of
msn.com. Each sequence in the dataset corresponds to page
views of a user. Each event in the sequence corresponds
to a user’s request for a page. Requests are recorded at
the level of page category. It is natural that different users
have different interests for visiting pages. Therefore data
contains arbitrary sequences of users’ web-hopping strate-
gies. The results are shown in Fig. 3 with 100 particles.
We have avoided plotting the estimation error as we ob-
served no considerable difference between the compared
algorithms.
Figure 3. Particle filtering for web-click
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5. Conclusion
The main novelty of our work is to address the efficient
particle inference for non-stationary sequential data from
the perspective of online convex optimization approaches.
MD-VPA is implemented for iHMM modeling of the arti-
ficially generated data as well as the text and web data. It
approximates and tracks the change in the posterior faster
and more efficiently compared with other filtering mecha-
nisms. One interesting future work is to compareMD-VPA
against adversarial environments. Strong links between the
particle filtering methods and problem of sequential loss-
less coding can be established using our work and the re-
sults in [16,20]. For example, the particle efficiency con-
cept in the online particle filtering methods can be mapped
to the concept of code redundancy in the sequential lossless
coding. An interesting future work can be examining these
connections in more details.
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7. Appendix I
The sufficient statistics are cn = (Mn, {tjc}) whereMn is the number of distinct hidden
states up to the time n and {tjc} is the number of transitions between states j and c up to time
n.
The analytical integrations is according to the Chinese restaurant franchise in [13]. xn is as-
signed to state c with probability proportional to txn−1c or to a state never visited fromxn−1 ,
(txn−1c = 0) with probability proportional to α. If an unvisited state is selected, xn is as-
signed to state c with probability proportional to
∑
j tjc , or a new state (i.e, one never visited
from any state,
∑
j tic = 0) with probability proportional to γ. The parameters α, γ are the
hyper parameters for the iHMM.
The sufficient statistic updating process Cn is then simply the book keeping of the number of
counts {tjc} and updating them at each time n recursively.
8. Appendix II
The goal is to solve the Eq. 2. First note that Variational distance is equivalent to Bregman distance
for Markov Random Fields. The using the following relation, we instead maximize negative free
energyL(Q).
Φ = KL[Q‖p] + L[Q] (9)
whereKL[Q‖p] =
∑
xn
Q(xn,yn) log
Q(xn,yn)
p(xn,yn)
and
L(Q) =
∑
xn
∑n
i=1Q(xn, yn) log
f(xi,yi)
Q(xn,yn)
(10)
Using Eq. 6, one can parametrizeQ and in turn the negative free energy termL(Q) as follows:
L[wn] =
K×Mn∑
k=1
w
k
n log
f(xkn, yn)
wknV
k
n
(11)
Moreover we want to use onlyK particles (fixed per-observation computational complexity). This
introduces the constraint
∑K
k=1 w
k
n = 1. With this constraint being added as a Lagrange
multiplierλ to the Eq. 3, and substituting forL[wn] using Eq. 11, we end up with the following
formulation:
wn+1 = argmax
wn∈∆
K×Mn
− ǫn〈wn,∇wn ln〉+
L[wn] + λ(
K∑
k=1
w
k
n − 1)
(12)
Noting that derivatives of log-partition function ∇wn (Φ(wn)) =
[E
w1
(log f), ...,E
wK×Mn
(log f)] and taking derivative w.r.t wkn and equating
to zero we obtain:
log f(xkn, yn)− logw
k
n − log V
k
n + λ− 1
+ǫn log f(x
k
n, yn+1)− ǫnEwkn
(log f(xn, yn+1)) = 0 =⇒
wkn+1 =
Z−1wn
f(xkn,yn)f(x
k
n,yn+1)
ǫn
exp(ǫnE
wkn
(log f(xn,yn+1)))V
k
, where
Zwn = exp(λ− 1)
−1
=
K∑
k=1
fn(x
k
n, yn)f(x
k
n, yn+1)
ǫn
exp(ǫnEwkn
(log f(xn, yn+1)))V
k
n
(13)
Moreover the Hessian convexity ∇2
wn
Φ(wn) ≻ 0 implies the concavity of the max-
imization problem and therefore existence of a solution can be confirmed. By computing
Ewn (log f(xn, yn+1)) =
∑K
k=1
log f(xkn,yn+1)
K
and replacing it in Eq. 13, we
end up with Algorithm 1.
