Relationships between two or more variables are considered a phenomenon of interest in a world where modeling risk is becoming more and more popular. Having a variable that can explain the behavior of another can prove an important aid in understanding the variable of interest. This relationship is described as dependence between variables.The most common measure used to quantify dependence between variables is the Pearson's correlation coefficient. However, the Pearson's correlation coefficient is only a single figure and therefore; there is only a limited amount of information we can derive from it concerning the dependence between. In addition to this, the Pearson's correlation coefficient assumes a linear relationship exists between the variables. Copulas on the other hand are distributions used to join the marginal distributions of the variable to obtain multivariate distributions. This enables one to derive more information regarding the dependence between the variables. The following paper seeks to study the dependence between report lag and the claim amount variables in the insurance context using copulas.
Introduction
A reserve in an insurance company context refers to the amount of money an insurance company sets aside to cater for unexpected downside risks such as claims occurrences or cancellation of policies. One of the important reserves an insurance company is required to keep are the Incurred but not reported reserves (IBNR). These reserves are kept to cater for all claims that may have occurred but have not yet been notified to the insurer. To be able to determine how much to set aside for the IBNR, two factors must be considered; how long it takes to report a claim and the size of the claims.
Correlational research is commonly used to see if two variables are related and to make predictions based on this relationship. Wolley K. (1997) argues that one way of explaining how certain events predict an outcome is by measuring how the predictive variables are, when measured together. This implies that establishing a relationship between the two main factors considered in estimating the (IBNR) could go a long way into developing predictive methods of estimating these reserves in an insurance company.
Common correlation measures such as the Pearsons correlation coefficient have illustrated a number of drawbacks in measuring dependence. The main drawback has been an assumption of linear dependence between the variables. Such measures only determine how well two possible correlated variables depend on each other in a linear manner. These measures are expressed in terms of single figures. This does not allow more information regarding the dependence between variables to be obtained.
The topic of dependence between variables is a wide topic in the statistical and actuarial fields. Beyond the common correlational measures many studies have been conducted in the topic of dependence between variables. Some of the common theories that have been taken into consideration include; the Bayesian theorem and Sklars theorem. These theories have also been considered in modelling the report lag and claim amount variables in the insurance context.
Weissner (1999) for instance; proposes using the exponential distribution to model the distribution of the report lag, conditioned on the unknown parameter and the maximum report lag for claims already observed using the Bayes result. This resulted in a conditional truncated exponential distribution. Another Bayesian approach in modelling the report lag and claims distribution is illustrated by De Souza and Veiga (2014) ; who use the Bayes result to obtain the joint distribution of the reported delay, claims reported and claims occurred.
Neahaus W. (2004) uses a compound distribution approach to model the aggregate claim amounts of claims not yet reported. While the frequency parameter is modelled using a Poisson process dependent on the report lag; the individual claim amounts are taken to be independent and are modelled with a distribution also dependent on the report lag.
The term copula was first used by Abe Sklar in 1959, when he proposed the Sklar theorem; which shows the relationship between multi-variate distributions and copulas by joining the marginal distributions of the individual variables. The concept of using copulas in the insurance setting has also been explored in quite a number of studies. Frees and Valdez (2007) apply copula in modelling claim types that may have dependence on other claims. An illustration is given for the automobile industry where for instance an accident may lead to both own property damage and third party property damage claims.
Weke and Ratemo (2013) consider the application of copulas in determining the IBNR. Three Archimedean copulas are considered; Clayton, Frank and Gumbel. The Mann-Whitney U test statistic is then used to determine which copula best explains the relationship between the report lag and the claim amount variable.
Copulas
Sklar (1959) defined a copula by showing the relationship between the copula and the joint distribution function by joining the marginal distribution functions.
Let H be an dimensional distribution function with margins; F 0 , F 1 , ...., F n , Then a copula C exists such that for all x in the set of real numbers, it follows that:
Similarly, we can express the copula in terms of the distribution function as;
The density function c(u 1 , u 2 , ...., u n ) associated with a copula C(u 1 , u 2 , ...., u n ) is defined as;
Copulas are usually categorized into three types:
-Fundamental -These copulas represent perfect positive dependence, independence and perfect negative dependence. point;
-Implicit -These copulas are extracted from well-known multivariate distributions and do not have closed form expressions.
-Explicit (Archimedean) -These are simple closed form expressions and follow general mathematical construction to yield copulas.
Archimedean Copulas
These are copulas that are derived from mathematical functions known as generator functions. A generator function can is described as a function ψ(t) with the following properties;
-Continuous -Decreasing with respect to t -Convex function with ψ(1) = 0
Construction of Archimedean copulas
Consider ψ(t) ; a continuous and strictly decreasing generator function from I to [0, ∞)and that ψ(1) = 0 The Archimedean copula function C is then given by;
Where ψ 
Clayton Copula
This is an Archimedean copula also known as the Pareto family of copulas. It was first introduced by Clayton (1978) . Its generator function is taken to be;
The Clayton Copula distribution is;
The Clayton Copula density function is;
Franks Copula
The Franks copula (1979) is an Archimedean copula whose generator function is defined as;
The distribution function for the Franks copula is;
The Franks Copula density function is;
where
Gumbel Barnett Copula
This is an Archimedean copula whose generator function is;
The copula distribution is;
The Gumbel Barnett Copula density function is;
Nelson Number 7 Copula
This is one of the Archimedean copulas proposed by Robert Nelson. Its generator function is defined as;
Nelson Number 10 Copula
This is another Archimedean copula proposed by Robert Nelson whose generator function is;
The Nelson number 10 copula density function is;
Numerical Results
The method proposed was applied to data from an insurance company. The data considered was the claims reported in a period of one month. The data was arranged on a per claim basis and therefore the date of loss, date reported and amount per claim was easily attainable. The copulas were fit using the inference for margins method. This method required fitting the individual marginal distribution separately using the maximum likelihood method and using the results obtained to fit the copula distributions using the maximum likelihood method. The Newton Raphson numerical method was used in estimating the parameters where the log-likelihood function was too complex to differentiate. In order to compare the efficiency of the different copulas in explaining the dependence between the two variables the Akaike Information criterion was obtained and the copula that minimized the AIC statistic the most was considered the most favorable.
The report delay was obtained as the number of days between when the claim was incurred and when the claim was reported. The amount considered in this case was the original estimate of the claim.
Fitting the marginal distributions
Two distributions were fit for both the report lag and claim amount variables and the better fit was selected. Based on the results; the negative binomial distribution was considered the better fit for the report lag distribution.
The claim amount variable yielded the following results; The results implied that the lognormal distribution was a better fit for the claim amount variable.
Fitting the copula distributions
Fitting the copulas discussed earlier and comparing their Akaike Information Criterion results for comparisons yielded the below results; 
Discussions and Conclusions
The results obtained in the previous section all pointed to an existence of weak negative dependence between the variables report lag and claim amount variable. The Clayton and Franks copulas are comprehensive in nature. This implies that they are able to model negative dependence, positive dependence and independence. The parameters obtained through maximum likelihood estimation seem to indicate that there exists negative dependence due to their negative nature and their low absolute values indicate that the existence is weak in nature.
The Nelson number 10 and Gumbel Barnett copulas are copulas suited for measuring weak negative dependence. According to the AIC values, the Gumbel Barnett copula is the copula most suited for measuring the dependence between the report lag and claim amount variables.
