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8 The b Heat Equation and Multipliers via theWave Equation
Brian Street
Abstract
Recently, Nagel and Stein studied the b-heat equation, where b is
the Kohn Laplacian on the boundary of a weakly-pseudoconvex domain
of finite type in C2. They showed that the Schwartz kernel of e−tb sat-
isfies good “off-diagonal” estimates, while that of e−tb −pi satisfies good
“on-diagonal” estimates, where pi denotes the Szego¨ projection. We offer
a simple proof of these results, which easily generalizes to other, simi-
lar situations. Our methods involve adapting the well-known relationship
between the heat equation and the finite propagation speed of the wave
equation to this situation. In addition, we apply these methods to study
multipliers of the form m (b). In particular, we show that m (b) is an
NIS operator, where m satisfies an appropriate Mihlin-Ho¨rmander condi-
tion.
1 Introduction
In [NS01b], Nagel and Stein study the heat operator e−sb , whereb is the Kohn
Laplacian (acting on functions) on the boundary M , of a weakly pseudoconvex
domain of finite type in C2 (or with b on a polynomial model domain in C
2).
Let π be the Szego¨ projection, e−seb = (1− π) e−sb , and for any operator T ,
let KT denote the Schwartz kernel of T . The bounds in [NS01b] were in terms
of a Carnot-Carathe´odory distance ρ on M (see Section 2.1). In [NS01b] it is
shown that:
∣∣Ke−sb (x, y)∣∣ . 1V (x, ρ (x, y))
(
sN
sN + ρ (x, y)
2N
)
(1)
for every N > 0, and,∣∣∣K
e−s
eb (x, y)
∣∣∣ . 1
V (x, ρ (x, y) ∨ √s) (2)
with appropriate estimates for the derivatives in each variable as well (see The-
orem 2.4). Here, V (x, δ) denotes the volume of the ball of radius δ in the ρ
metric, centered at x. In an unpublished result of Nagel and Mu¨ller, using the
1
methods of [JSC86] the bounds in (1) are improved to:∣∣Ke−sb (x, y)∣∣ . 1V (x, ρ (x, y))e−c ρ(x,y)2s (3)
for some c > 0. The main insight of [NS01b] was that one needs to prove off
diagonal estimates (ie, (1),(3)) for e−sb and on diagonal estimates (ie, (2)) for
e−seb . The main goal of this paper is to reprove these results, keeping this
insight in mind, using well-known methods for the classical heat equation as
can be found, for instance, in [Sik04].
The novelty of our approach is that we shall use only two estimates specific
to b. Namely,
• There is a relative fundamental solution ˜−1b (ie, b˜−1b = ˜−1b b = 1−π,
π˜−1b = 0 = ˜
−1
b π) which is an NIS operator of order 2 (see Definition
3.1, and Theorem 3.4 for the related estimate).
• The b wave equation has finite propagation speed (see Theorem 2.3).
and the rest of the proofs follows completely formally, from a modified version
of the proofs in [Sik04]. In particular, we do not need any of the new bounds
that were used in [NS01b].
That ˜−1b is an NIS operator of order 2 is well known (see [NRSW89,
CNS92]), while the finite propagation speed is a result of Melrose [Mel86]. Be-
cause of this, essentially no new estimates need to be proven to achieve the main
results of this paper: all of the work is completely formal use of the spectral
theorem.
In fact, one may consider the methods of this paper as a (quite simple)
generalization of the methods in [Sik04] where the heat equation e−tL is studied
for some positive semi-definite operator L, whose wave equation has finite speed
of propagation. The methods in this paper allow one to consider the case when
the L2 kernel of L is non-trivial,1 and the Schwartz kernel of the orthogonal
projection onto the L2 kernel of L satisfies appropriate estimates (see Example
8.1).
After we study the b heat equation, in Section 7 we turn to studying
multipliers m (b). We show (using essentially the same methods that we use
for the heat equation) that m (b) is an NIS operator of order 0, provided
m satisfies an appropriate Mihlin-Ho¨rmander condition (see Theorem 2.7). In
addition, we prove m (b) is bounded on L
p for ms that satisfy only a finite
level of smoothness (see Theorem 2.8).
Finally, since we use only the two above basic assumptions on b, in Section
8 we present a few other examples where the same methods yield analogous
results. We hope this will convince the reader that these methods are easily
adapted to other situations.
1Here, “trivial” does not necessarily mean 0 dimensional. It could, for instance when
working on a compact manifold, mean a finite dimensional space of smooth functions.
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All of the results in this paper are well known when b is replaced by, for
instance, the sublaplacian on a compact manifold, defined in terms of vector
fields X1, . . . , Xm which satisfy Ho¨rmander’s condition, or the sublaplacian on
a stratified group. See Examples 8.4 and 8.5, and the references there.
2 Setup, Notation, and Statement of Results
Despite the fact that the methods of this paper work in more general situations
(see Section 8; in particular, Examples 8.1 and 8.2) it seems difficult to devise an
appropriate abstract setting in which the entirety of this paper will go through,
without needlessly complicating matters (in particular, the obvious generaliza-
tion (Example 8.4) doesn’t contain Example 8.2). Because of this, we prove
our results, in detail, in the simplest setting (as discussed in the introduction)
and mention a few other settings in which these methods work, with only minor
modifications, in Section 8. Throughout the paper we will use A . B to denote
A ≤ CB where C is a constant independent of any relevant parameters.
Let M ⊂ C2 be a C∞ pseudoconvex hypersurface and assume that M is the
boundary of a bounded pseudoconvex domain Ω ⊂ C2 of finite type m. Let b
denote the Kohn-Laplacian acting on functions in C∞ (M). Let π : L2 (M) →
L2 (M) be the orthogonal projection on to the L2 kernel of b (ie, the Szego¨
projection).
We write Lps (M) for the usual (isotropic) L
p Sobolev spaces of order s. Also,
if ζ, ζ′ ∈ C∞0 (M) we write ζ ≺ ζ′ if ζ′ ≡ 1 on the support of ζ. Finally, for an
operator T : C∞0 (M) → C∞0 (M)′, we write KT (x, y) ∈ C∞0 (M ×M)′ for the
Schwartz kernel of the operator T .
2.1 Geometry of M
Choose real vector fields X1, X2 so that we can identify ∂bf with
(X1 + iX2) f
by identifying functions and (0, 1) forms, see [NS01b] for details. That Ω is of
finite type m means that X1, X2 and their commutators up to orderm span the
tangent space TM at each point (ie, X1 and X2 satisfy Ho¨rmander’s condition).
There is a natural metric defined in terms of these vector fields, called the control
metric, or Carnot-Carathe´odory metric, and is defined by:
ρ (x, y) = inf
{
T > 0 :∃γ : [0, T ]→M, γ piecewise C1,
γ (0) = x, γ (T ) = y,
γ′ (t) = c1 (t)X1 + c2 (t)X2 for a.e. t,
and |c1 (t)|2 + |c2 (t)|2 ≤ 1
}
We define B (x, δ) = {y ∈M : ρ (x, y) < δ} and let V (x, δ) denote the volume
of B (x, δ). The following result is contained in [NSW85]:
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Proposition 2.1. There is a Q such that V (x, γδ) . γQV (x, δ) for all γ ≥ 1.
For the rest of the paper Q will denote this number. In addition, there is a
q > 0, and a δ0 > 0 such that for all δ ≤ δ0 and all γ < 1, we have V (x, γδ) .
γqV (x, δ).
Remark 2.2. It is not hard to see, from the results of [NSW85], that Q = m+2,
where M was of finite type m.
We write D = (X1, X2) and use order multi-index notation: D
α where α is
a sequences of 1s and 2s, and |α| denotes the length of that sequence. So that,
for instance, D(1,2,1,1) = X1X2X1X1 and |(1, 2, 1, 1)| = 4.
2.2 The Operator b
As in [NS01b], we have identified ∂b with a linear first order partial differential
operator (by identifying functions and (0, 1) forms), and ∂
∗
b with its adjoint (also
a linear first order partial differential operator). Then, as in [NS01b] we may
define b = ∂
∗
b∂b, and see that with an appropriate definition of domain, b
is a self-adjoint operator (we refer the reader to [NS01b] for the details of the
Hilbert space theory).
Since b is a self-adjoint operator, it admits a spectral decomposition E (λ);
so that, in particular, π = E (0). Hence, for any bounded Borel measurable
function F : [0,∞)→ C, we may define:
F (b) =
∫
[0,∞)
F (λ) dE (λ)
and with an abuse of notation, we define:
F
(
˜b
)
=
∫
(0,∞)
F (λ) dE (λ)
So that
F
(
˜b
)
= (1− π)F (b) = F (b)− F (0)π
2.3 Statement of Results
Theorem 2.3 ([Mel86]). There exists a constant κ > 0 such that:
supp
(
K
cos
“
t
√
b
”
)
⊆ {(x, y) : ρ (x, y) ≤ κt}
See Section 5 for a discussion of this result and for another proof.
We will fix the constant κ as in Theorem 2.3, and all of our other results
will be in terms of this κ. Our main results are now as follows:
As in [NS01b], we study the operators e−tb and e−teb which satisfy:
e−tb = e−t
eb + π (4)
We have:
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Theorem 2.4. K
e−t
eb ∈ C∞ ((0,∞)×M ×M). Moreover, for every integer
j and ordered multi-indices α and β, there is a constant C = C (α, β, j) such
that: ∣∣∣DαxDβy ∂jtKe−t eb (x, y)∣∣∣ ≤ C
(
ρ (x, y) ∨ √t)−2j−|α|−|β|
V
(
x, ρ (x, y) ∨√t)
and∣∣∣∣DαxDβy ∂jtKe−tb (x, y) ∣∣∣∣ ≤CV (x, ρ (x, y))−1
(
ρ(x,y)
t
)|α|+|β|+2j (
ρ(x,y)2
t
)Q− 12
e−
ρ(x,y)2
4κ2t if t <
ρ(x,y)2
κ2
,
CV (x, ρ (x, y))
−1
ρ (x, y)
−2j−|α|−|β|
if t ≥ ρ(x,y)2
κ2
Corollary 2.5. Fix c < 14κ2 . Then, for 0 < t <
ρ(x,y)2
κ2
, we have:∣∣∣∣DαxDβy ∂jtKe−tb (x, y) ∣∣∣∣ . V (x, ρ (x, y))−1 ρ (x, y)−|α|−|β|−2j e−c ρ(x,y)2t
Theorem 2.6 ([NS01b]). e−tb and e−teb are NIS operators of order 0 uni-
formly in t > 0. We offer a new proof of this result. See Definition 3.1 for the
definition of NIS operators.
Theorem 2.7. Supposem : [0,∞)→ C andm
∣∣
(0,∞) satisfies a Mihlin-Ho¨rmander
condition of the form:
|(λ∂λ)am (λ)| ≤ Ca
for every a > 0, then m (b) is an NIS operator of order 0.
In light of Theorem 2.7, we see that m (b) is bounded on L
p (1 < p <∞).
One expects that we do not need an infinite amount of smoothness for m to
achieve this Lp boundedness. Indeed, fix η ∈ C∞0
((
1
2 , 2
))
, with η = 1 on a
neighborhood of 1, and define:
‖m‖L2
a,sloc
= sup
t>0
‖η (·)m (t·)‖L2a(R)
Where ‖·‖L2a(R) denotes the usual a L
2 Sobolev space. (One gets essentially the
same norm with any non-trivial choice of η ∈ C∞0 ((0,∞)). See [Chr91].)
Theorem 2.8. Suppose a > Q+12 , and that ‖m‖L2a,sloc < ∞. Then, m (b) is
bounded on Lp, 1 < p <∞.
Remark 2.9. Note that, by the Sobolev embedding theorem, m|(0,∞) in the
statement of Theorem 2.8 is equal to a continuous function. m (b) is defined
in terms of this continuous version of m. That is, we are not allowed to change
m on a set of measure 0.
For results similar to Theorem 2.8 see [Ale94] and references therein. Indeed,
the methods in that reference are related to the methods in this paper.
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Remark 2.10. Due to the results in [Chr91], one expects a stronger version of
Theorem 2.8, with a > Q2 . This does not seem to follow directly from our
methods. This is due to the fact that all of the proofs we know of for multipliers
that yield this sharper result take place on groups, and use a Plancheral type
theorem, for which we do not seem to have a convenient analog.
3 Background
In this section, we review the theory of NIS operators. In addition, we discuss
the main inequality that we will use throughout the paper.
NIS operators were first studied in [NRSW89] and the definition we use is
from [Koe02].
Definition 3.1. Let T : C∞0 (M) → C∞ (M) be a linear operator, with
Schwartz kernel KT (x, y). We say T is an NIS operator, smoothing of order r,
if KT is C
∞ away from the diagonal of M ×M and the following conditions are
satisfied:
1. For s ≥ 0, there exist parameters a(s) < ∞ and b < ∞ such that if
ζ, ζ′ ∈ C∞0 (M) with ζ ≺ ζ′, then there exists C = C (s, ζ, ζ′) such that
for all f ∈ C∞0 (M),
‖ζT f‖L2s(M) ≤ C
(
‖ζ′f‖L2
a(s)
(M) + ‖f‖L2
b
(M)
)
2. There exist constants Cα,β such that for x 6= y,
∣∣DαxDβyKT (x, y)∣∣ ≤ Cα,β ρ (x, y)r−|α|−|β|V (x, ρ (x, y))
3. For each integer l ≥ 0, there is an integer N = N (l) ≥ 0 and a constant
C = C (l) such that if φ ∈ C∞0 (B (x, δ)), then,∑
|α|=l
|DαT (φ) (x)| ≤ Cδr−l sup
y∈M
∑
|β|≤N
δ|β|
∣∣Dβφ (y)∣∣
4. The above conditions also hold for the adjoint operator T ∗.
The following results about NIS operators are well-known (see [Koe02, NS01b]
and references therein):
• π is an NIS operator of order 0.
• There is a self-adjoint NIS operator ˜−1b of order 2 such that b˜−1b =
1− π = ˜−1b b and π˜−1b = 0 = ˜−1b π.
• If T is an NIS operator of order m, then DαT and TDαare NIS operators
of order m− α.
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• NIS operators of order ≥ 0 are bounded on Lp (1 < p < ∞). For NIS
operators of order > 0 this is related to the fact that M is compact.
• NIS operators of order 0 form an algebra.
• If T is an NIS operator of order 0, and α is a fixed ordered multi-index,
then there exist NIS operators Tβ of order 0 such that:
DαT =
∑
|β|≤|α|
TβD
β
• If S is an NIS operator of order 0 and α is a fixed ordered multi-index,
then there exist NIS operators Sβ of order 0 such that:
SDα =
∑
|β|=|α|
DβSβ
Remark 3.2. In Examples 8.3 and 8.5 below, we actually have that:
DαT =
∑
|β|=|α|
TβD
β
For NIS operators T of order 0.
Remark 3.3. Property 1 of Definition 3.1 was originally (in [NRSW89]) replaced
with that there existed functions KjT ∈ C∞ (M ×M) satisfying properties 2-4
uniformly such that KjT → KT in C∞0 (M ×M)′. These two definitions (at
least when, say, r = 0) turn out to be equivalent, as was remarked to us by
Ken Koenig. Indeed, it was shown [NS01b] that the identity satisfied both
definitions. Let Kj ∈ C∞ (M ×M) be an approximation of δx=y satisfying
properties 2-4 uniformly in j. Let Tj be the operator with Schwartz kernel Kj .
Then, if S is an operator of order 0 in the sense of Definition 3.1, STj will be
an appropriate smooth approximation. The other direction is easy.
Closely related to NIS operators is the main inequality that we shall use (it
is essentially contained in Theorem 3.4.2 of [NS01b]):
Theorem 3.4. There is a constant R0 > 0 such that for all R ≤ R0 and
all f ∈ C∞ (M) such that πf = 0, we have that for every α, there exists an
L = L (α) such that:
sup
B(x,R)
|Dαf | . V (x,R)− 12
L∑
j=0
R2j−|α|
∥∥∥jbf∥∥∥
L2(M)
Proof. This theorem is closely tied to the fact that ˜−1b is an NIS operator of
order 2. In fact, one way of showing that ˜−1b is an NIS operator of order 2
is to prove something like the above theorem. Conversely, assuming ˜−1b is an
NIS operator of order 2, the above theorem follows. Indeed, the theorem is well
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known for all f ∈ C∞ if b is replaced by the sublaplacian L := X∗1X1+X∗2X2,
and is proven with standard scaling arguments. Now the theorem follows easily:
sup
B(x,R)
|Dαf | . V (x,R)− 12
L∑
j=0
R2j−|α|
∥∥Ljf∥∥
L2(M)
But,
∥∥Ljf∥∥
L2(M)
is a linear combination of terms of the form
∥∥Dβf∥∥
L2(M)
where |β| ≤ 2j. And we see, for f ∈ C∞ such that πf = 0:∥∥Dβf∥∥
L2(M)
=
∥∥∥Dβ˜−1b bf∥∥∥
L2(M)
But it is easy to see Dβ˜−1b =
∑
|γ|≤|β|−2AγD
γ where Aγ is an NIS operator
of order ≥ 0. Using L2 boundedness of NIS operators of order ≥ 0, we see that:∥∥∥Dβ˜−1b bf∥∥∥
L2(M)
.
∑
|γ|≤|β|−2
∥∥Dβbf∥∥L2(M)
The result now follows by induction.
Remark 3.5. In Examples 8.3 and 8.5 the same proof works, since (due to
Remark 3.2) only the L2 boundedness of NIS operators of order 0 is needed.
Moreover, in these cases we may take R0 =∞.
4 On Diagonal Bounds
In this section we present the bounds for K
e−t
eb , which we call “on diagonal
bounds,” due to the fact that they are analogous to the on diagonal bounds for
the classical heat operator. This is all essentially contained in [NS01b], however
we include it here as we will need some of the side results later on, and we wish
to emphasize a particular approach, so as to make it clear how to generalize
these results. We close the section with the main part of the proof of Theorem
2.6.
First, we note that since ∂te
−tb = −be−tb and ∂te−teb = −be−teb
and since b is a polynomial of degree 2 in X1, X2 it follows that the results of
Theorem 2.4 when j 6= 0 follow from the case when j = 0. For this reason, we
focus only on the case j = 0.
Second, we note that the bounds in Theorem 2.4 for K
e−tb
when t ≥ ρ(x,y)2
κ2
follow from those for K
e−t
eb , the fact that π is an NIS operator of order 0, and
(4). Similarly, the bounds in Theorem 2.4 for K
e−t
eb when t <
ρ(x,y)2
κ2
follow
from those for Ke−tb , the fact that π is an NIS operator of order 0, and (4).
Hence, in this section, we are only concerned with the bounds for K
e−t
eb when
t ≥ ρ(x,y)2
κ2
.
In this section, and in the rest of the paper, we will need some elementary
inequalities that are essentially contained in [Sik04] (see Equations (2.7) and
(2.11) of [Sik04] for the below results without any derivatives). We state these
without proof.
Lemma 4.1. Suppose S1, S2 : L
2 (M) → L2 (M). Fix an ordered multi-index
α. Suppose that for some open set U , DαxKS1S2 (x, y) ∈ L1loc (U ×M), and that
supx∈U ‖DαxKS1 (x, ·)‖L2(M) <∞. Then, for x ∈ U ,
‖DαxKS1S2 (x, ·)‖L2(M) ≤ ‖S2‖L2(M)	 ‖DαxKS1 (x, ·)‖L2(M) (5)
Furthermore, if instead we have two neighborhoods, U, V ⊆M , and if
DαxKS1 (x, y) , D
β
yKS2 (x, y) ∈ L1loc (M ×M)
with
sup
x∈U
‖DαxKS1 (x, ·)‖L2(M) + sup
y∈V
∥∥DβyKS2 (·, y)∥∥L2(M) <∞
then for x ∈ U, y ∈ V ,∣∣DαxDβyKS1S2 (x, y)∣∣ ≤ ‖DαxKS1 (x, ·)‖L2(M) ∥∥DβyKS2 (·, y)∥∥L2(M) (6)
Remark 4.2. The main point of (6) is that:
KS1S2 (x, y) =
∫
M
KS1 (x, z)KS2 (z, y)dz
Note that, by (6), and using the fact that e−teb is self-adjoint:∣∣∣DαxDβyKe−t eb (x, y)∣∣∣ ≤ ∥∥∥DαxKe− t2 eb (x, ·)∥∥∥L2(M) ∥∥∥DβyKe− t2 eb (·, y)∥∥∥L2(M)
=
∥∥∥DαxKe− t2 eb (x, ·)∥∥∥L2(M) ∥∥∥DβyKe− t2 eb (y, ·)∥∥∥L2(M) (7)
Here, we have implicitly used that K
e−t
eb ∈ C∞ (M ×M), which follows easily
from Theorem 3.4, since jbe
−tebkb is bounded on L2 (M) for every j, k, and
πe−teb = 0 = e−tebπ. (7) shows that to prove the on diagonal estimates for
e−teb , the following proposition will be sufficient:
Proposition 4.3. For t > 0,
∥∥∥DαxKe−t eb (x, ·)∥∥∥2L2(M) .
√
t
−2|α|
V
(
x,
√
t
)
Remark 4.4. To see that Proposition 4.3 is sufficient, we must use that, in
this case we are concerned with, V
(
x,
√
t
) ≈ V (y,√t), which follows from
Proposition 2.1 and the fact that
√
t & ρ (x, y).
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Proof of Proposition 4.3. Fix x and α, and recall the number R0 from Theorem
3.4. There are two cases:
√
t ≤ R0 and
√
t > R0. We first investigate the case√
t ≤ R0. Let φ ∈ C∞ (M). We apply Theorem 3.4 to see that there exists an
L such that:∣∣∣(Dαxe−tebφ) (x)∣∣∣ . V (x,√t)− 12 L∑
j=0
√
t
2j−|α| ∥∥∥jbe−tebφ∥∥∥
L2(M)
= V
(
x,
√
t
)− 12 L∑
j=0
√
t
−|α| ∥∥∥(tb)j e−tebφ∥∥∥
L2(M)
. V
(
x,
√
t
)− 12 √
t
−|α| ‖φ‖L2(M)
where in the last line, we have used that (tb) e
−teb is bounded on L2 uniformly
in t. Taking the supremum over all ‖φ‖L2(M) = 1, we see that the statement of
the proposition follows in this case.
If R0 = ∞, we would be done. Since in this case R0 may not equal ∞, we
use the fact the ˜−1b : L
2 (M) → L2 (M) (a fact we do not have in all of the
examples we consider in Section 8, however, in those examples where we do not
have it, we instead have R0 =∞).
We now assume
√
t > R0. We use that V (x,R0) ≈ 1 ≈ V
(
x,
√
t
)
for all x.
We apply the above proof with R0 in place of
√
t to see:
∣∣∣(Dαx e−tebφ) (x)∣∣∣ . V (x,R0)− 12 L∑
j=0
R
2j−|α|
0
∥∥∥jbe−tebφ∥∥∥
L2(M)
≈
L∑
j=0
∥∥∥jbe−tebφ∥∥∥
L2(M)
=
L∑
j=0
∥∥∥˜−1b j+1b e−tebφ∥∥∥
L2(M)
.
L∑
j=0
∥∥∥j+1b e−tebφ∥∥∥
L2(M)
. · · · .
L∑
j=0
∥∥∥j+Nb e−tebφ∥∥∥
L2(M)
. t−N ‖φ‖L2(M)
. V
(
x,
√
t
)− 12 √
t
−|α| ‖φ‖L2(M)
provided 2N ≥ |α|, which completes the proof.
Remark 4.5. One might note that following the same method we used when
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√
t > R0, one could use the L
2 (M) boundedness of ˜−1b to show that:∥∥∥DαxKe−t eb (x, ·)∥∥∥2L2(M) .
√
t
−2N
V
(
x,
√
t
)
for all N ≥ |α|. Indeed, this is not surprising given that the spectrum of b is
discrete, and we actually expect the above bound to fall off exponentially in t.
This will follow from our study of multipliers in Section 7. However, we do not
expect this sort of decay in (say) Examples 8.3 and 8.5 below, where 0 is not
an isolated point of the spectrum of generator of the heat semigroup.
From Proposition 4.3 we obtain the following:
Proposition 4.6. For every α an ordered multi-index, and every m > Q+2 |α|
we have: ∥∥∥∥DαxK(1+teb)−m4 (x, ·)
∥∥∥∥
L2(M)
.
√
t
−|α|
V
(
x,
√
t
) 1
2
Proof. This follows just as in Theorem 1 of [Sik04], by using Proposition 4.3.
We now close this section with the main part of the proof of Theorem 2.6.
Indeed we will show that property 3 of Definition 3.1 holds uniformly in t > 0
for e−teb . (4), along with the fact that π is an NIS operator of order 0, then
shows that the same is true for e−tb . Fix an ordered multi-index α, and apply
Theorem 3.4 to see, for φ ∈ C∞0 (B (x, δ)) (with δ ≤ R0):∣∣∣Dαe−tebφ (x)∣∣∣ . V (x, δ)− 12 L∑
j=0
δ2j−|α|
∥∥∥jbe−tebφ∥∥∥
L2(M)
. V (x, δ)
− 12
L∑
j=0
δ2j−|α|
∥∥∥jbφ∥∥∥
L2(M)
.
∑
|β|≤2L
δ|β|−|α| sup
B(x,δ)
∣∣Dβφ∣∣
The case when δ > R0 follows just as above, but by using R0 in place of δ.
Once we have established the off diagonal bounds for e−tb , the remainder
of Theorem 2.6 will follow immediately. We leave the details to the reader.
5 Finite Speed of Propagation
In this section, we discuss Theorem 2.3, which will be one of our main tools in
proving the off diagonal bounds for e−tb . The results in [Mel86] are stated in
terms of a metric which (in this case) is defined in terms of b. It is easy to see
that b and the sublaplacian X
∗
1X1 +X
∗
2X2 give rise to the same metric. It is
well known that the metric in [Mel86] induced by the sublaplacian is equivalent
to the metric ρ. Then Theorem 2.3 follows from [Mel86].
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The above outline gives rise to a somewhat round-about proof. Indeed, the
result in [Mel86] follows by approximating b by elliptic operators, and proving
a corresponding result for the approximating elliptic operators. Then one must
note the above equivalence of metrics. In the special case of b, however, a
more direct proof will suffice. Indeed, we need only adapt the proof on page
162 of [Fol95] and the one in the appendix of [Mu¨l04] to this situation, and we
present this argument below. One benefit of this argument is that it requires
essentially no work to adapt it to Examples 8.2 and 8.3, below; though these
cases can also be covered by the methods of [Mel86], with a little more work.
To proceed, we need a result from [NS01a]:
Proposition 5.1 ([NS01a]). There exists a function d : M ×M → R+ such
that:
d (x, y) ≈ ρ (x, y)
and for x 6= y, ∣∣DαxDβy d (x, y)∣∣ . d (x, y)1−|α|−|β|
By replacing d (x, y) with d (x, y)+d (y, x) we may assume that d (x, y) = d (y, x).
By multiplying d by a fixed constant, we may also assume:
sup
x 6=y
∑
|α|=1
∣∣Dαy d (x, y)∣∣ ≤ 1
Proposition 5.2. Suppose u (x, t) ∈ C2 (M × [0, T ]) such that ∂2t u+bu = 0,
and u = ∂tu = 0 on the ball
{(y, 0) : d (x0, y) ≤ t0}
where x0 ∈M and 0 < t0 ≤ T . Then u vanishes in the region:
Ω = {(y, t) : 0 ≤ t ≤ t0, d (x0, y) ≤ (t0 − t)}
Proof. Given δ > 0, small, let χδ ∈ C∞0 (R) be such that χδ (s) is equal to 1
when s ≤ 1, χδ (s) = 0 for s ≥ 1+δ, and χ′δ ≤ 0, and let χ0 be the characteristic
function of (−∞, 1]. Note that limδ→0 χδ = χ0, pointwise. Define, for δ ≥ 0:
Eδ (t) =
1
2
∫ (
|∂tu (y, t)|2 + |(X1 + iX2)u(y, t)|2
)
χδ
(
d (x0, y)
t0 − t
)
dy
where X1 and X2 are acting in the y variable.
Consider, writing 〈a, b〉 = ab, we have for δ > 0:
dEδ
dt
(t) = Re
∫
(〈utt, ut〉+ 〈(X1 + iX2)u, (X1 + iX2)ut〉)χδ
(
d (x0, y)
t0 − t
)
dy
+
1
2
∫ (
|ut|2 + |(X1 + iX2)u|2
)
χ′δ
(
d (x0, y)
t0 − t
)
d (x0, y)
(t0 − t)2
dy
=: I + II
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Since χ′δ ≤ 0, II is clearly negative. We will show that (for t < t0), |I| ≤ |II|,
and then it will follow that dEδ
dt
(t) ≤ 0.
We use the fact that X∗1 = −X1 + g, where g ∈ C∞ (M) and similarly for
X2 to see that:
|I| ≤
∣∣∣∣∫ (〈utt, ut〉+ 〈(−X∗1 + iX∗2 ) (X1 + iX2)u, ut〉)χδ (d (x0, y)t0 − t
)
dy
∣∣∣∣
+
∑
|α|=1
∣∣∣∣∫ (〈(X1 + iX2) u, ut〉)(Dαy (χδ (d (x0, y)t0 − t
)))
dy
∣∣∣∣
=: III + IV
Now the integrand of III contains the term:
〈utt, ut〉+ 〈(−X∗1 + iX∗2 ) (X1 + iX2)u, ut〉 = 〈utt +bu, ut〉 = 0
and it follows that III = 0. To bound IV , note that:∣∣∣∣∣∣
∑
|α|=1
Dαy
(
χδ
(
d (x0, y)
t0 − t
))∣∣∣∣∣∣ ≤ −χ′δ
(
d (x0, y)
t0 − t
) ∑
|α|=1
∣∣∣∣Dαy d (x0, y)t0 − t
∣∣∣∣
≤ −χ′δ
(
d (x0, y)
t0 − t
)
d (x0, y)
(t0 − t)2
In the last line, we used that d(x0,y)
t0−t ≥ 1 on the support of χ′δ
(
d(x0,y)
t0−t
)
.
Thus, we have that:
IV ≤
∫
|〈(X1 + iX2)u, ut〉|
(
−χ′δ
(
d (x0, y)
t0 − t
))
d (x0, y)
(t0 − t)2
≤ 1
2
∫ (
|ut|2 + |(X1 + iX2)u|2
)(
−χ′δ
(
d (x0, y)
t0 − t
))
d (x0, y)
(t0 − t)2
= |II|
Hence, |I| ≤ |II|, and therefore dEδ
dt
(t) ≤ 0 for all 0 ≤ t < t0. It follows that
Eδ (t) ≤ Eδ (0) (8)
for all 0 ≤ t ≤ t0. Taking the limit of both sides of (8) as δ → 0 and applying
dominated convergence, we see:
E0 (t) ≤ E0 (0)
for all 0 ≤ t ≤ t0.
However, by our assumption on u, E0 (0) = 0. It follows that E0 (t) = 0 for
all 0 ≤ t ≤ t0, and in particular ∂tu = 0 on Ω. It follows that u (y, t) = 0 on
Ω.
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Now Theorem 2.3 will follow immediately from the following corollary:
Corollary 5.3. For t > 0,
supp
(
K
cos
“
t
√
b
”
)
⊆ {(x, y) : d (x, y) ≤ t}
Proof. For this proof, define Bd (x, δ) = {y ∈M : d (x, y) < δ}. Fix x0, y0 ∈M
and t1 > 0 such that d (x0, y0) > t1. Fix ǫ > 0 so small that for all x ∈ Bd (x0, ǫ)
and y ∈ Bd (y0, ǫ), we have d (x, y) > t1 + ǫ. We will show that for every
φ ∈ C∞0 (Bd (x0, ǫ)), ψ ∈ C∞0 (Bd (y0, ǫ)), we have:∫
ψ (z)
(
cos
(
t1
√
b
)
φ
)
(z)dz = 0
and the claim will follow.
Define u (x, t) = cos
(
t
√
b
)
φ. We first claim that u ∈ C∞ (M × R). Note
that,
u = πφ+ cos
(
t
√
˜b
)
φ =: u1 + u2
u1 is independent of t and is C
∞ since π is an NIS operator. Fix t and note
that πu2 (·, t) = 0. Thus, since

j
bu2 = cos
(
t
√
˜b
)

j
bφ ∈ L2 (M)
for each fixed t, we have that u2 (t, ·) is in C∞ for each fixed t. Moreover, since
∂4Nt u2 = 
2N
b u2 ∈ L2 (M) for every N (in distribution), the usual Fourier inver-
sion trick now shows that u2 ∈ C∞ (M × R). It follows that u ∈ C∞ (M × R).
Thus, we are in a position to apply Proposition 5.2. Note that u (y, 0) = 0 =
∂tu (y, 0) for all y ∈ Bd (y0, t1 + ǫ). Taking t0 = t1 + ǫ in Proposition 5.2 and
taking the t = t1 slice of Ω we see that:
u (y, t1) = 0
for all y ∈ Bd (y0, ǫ). Hence,∫
ψ (y)u (t1, y) dy = 0
completing the proof.
Remark 5.4. Note that cos
(
t
√
˜b
)
does not have finite propagation speed.
This is essential in understanding why we do not get off-diagonal Gaussian
bounds for e−teb .
Corollary 5.5. Suppose F̂ is the Fourier transform of an even bounded Borel
function F with suppF̂ ⊆ [−r, r]. Then,
supp
(
K
F
“√
b
”
)
⊆ {(x, y) : ρ (x, y) ≤ κr}
Proof. This follows just as Lemma 3 of [Sik04], using Theorem 2.3.
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6 Off Diagonal Bounds
In this section, we complete the proof of Theorem 2.4 by proving the bounds on
K
e−tb
(x, y) when t < ρ(x,y)
2
κ2
; to do so, we modify the proof of Theorem 4 of
[Sik04]. We use the same notation as [Sik04] to make our modifications obvious.
Fix x0, y0 ∈M , t > 0, with t < ρ(x0,y0)
2
κ2
.
Fix a function ψ ∈ C∞ (R), satisfying
ψ (x) =
{
0 if x ≤ −1,
1 if x ≥ − 12
and for s > 1 define φs (x) = ψ (s (|x| − s)). Define:
Fs (x) = φs (x)
1√
4π
e−
x2
4
Rs (x) = (1− φs (x)) 1√
4π
e−
x2
4
so that F̂s (λ) + R̂s (λ) = e
−λ2 (here F̂s denotes the Fourier transform of Fs)
and therefore F̂s
(√
tb
)
+ R̂s
(√
tb
)
= e−tb . In [Sik04] equation (5.2) it is
shown that for every natural number N there exists a C such that for all s > 1,∣∣∣F̂s (λ)∣∣∣ ≤ C 1
s
(
1 + λ
2
s2
)N e− s24 (9)
Note, also, that supp (Rs) ⊆
[−s+ 12s , s− 12s] and thus if we set sx0,y0 =
ρ(x0,y0)
κ
√
t
, Corollary 5.5 tells us that
DαxD
β
yK bRsx0,y0
“√
tb
” (x, y)
∣∣∣∣x=x0
y=y0
= 0
Thus,
DαxD
β
yKe−tb (x, y)
∣∣∣∣x=x0
y=y0
= DαxD
β
yK bFsx0,y0
“√
tb
” (x, y)
∣∣∣∣x=x0
y=y0
= DαxD
β
yK bFsx0,y0
„√
teb
« (x, y)
∣∣∣∣x=x0
y=y0
+ F̂sx0,y0 (0)D
α
xD
β
yKπ (x, y)
∣∣∣∣x=x0
y=y0
(10)
We bound these two terms separately.2 First, we start with the second term.
We use the bound (9) with λ = 0 and the fact that π is an NIS operator of
2The second term is the main difference between this proof, and the one in [Sik04].
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order 0 to see:∣∣∣∣∣F̂sx0,y0 (0)DαxDβyKπ (x, y)
∣∣∣∣x=x0
y=y0
∣∣∣∣∣ . 1sx0,y0 e−
s2x0,y0
4
ρ (x0, y0)
−|α|−|β|
V (x0, ρ (x0, y0))
≈
√
t
ρ (x0, y0)
e−
ρ(x0,y0)
2
4κ2t
ρ (x0, y0)
−|α|−|β|
V (x0, ρ (x0, y0))
.
√
t
ρ (x0, y0)
(
ρ (x0, y0)
t
)|α|+|β|
1
V (x0, ρ (x0, y0))
e−
ρ(x0,y0)
2
4κ2t
(11)
where in the last line, we have used the fact that
1
ρ (x0, y0)
.
ρ (x0, y0)
t
(11) is even better than the bound in the conclusion of Theorem 2.4.
We now turn to the first term in the last line of (10). Let J (λ) be a mea-
surable function such that J (λ)2 = F̂sx0,y0
(
t
1
2λ
)
(we suppress Js dependence
on sx0,y0). Note that, by (9), we have for every N ≥ 0:
sup
λ≥0
∣∣∣∣∣∣J (λ)
(
1 +
λ2t2
ρ (x0, y0)
2
)N ∣∣∣∣∣∣ . 1√ρ (x0, y0) t− 12 e−
ρ(x0,y0)
2
8κ2t (12)
Then we have, by Lemma 4.1 and Proposition 4.6 (taking N large, depending
on γ):∥∥∥∥∥DγxKJ„√eb« (x, ·)
∥∥∥∥∥
L2(M)
.
e−
ρ(x0,y0)
2
8κt√
ρ (x0, y0) t−
1
2
∥∥∥∥∥∥DγxK„I+ t2 ebρ(x0,y0)2 «−N (x, ·)
∥∥∥∥∥∥
L2(M)
.
e−
ρ(x0,y0)
2
8κt√
ρ (x0, y0) t−
1
2
(
ρ (x0, y0)
t
)|γ|
V
(
x,
t
ρ (x0, y0)
)− 12
Applying Lemma 4.1 again, we see:∣∣∣∣∣DαxDβyK bFsx0,y0„√teb« (x, y)
∣∣∣∣x=x0
y=y0
∣∣∣∣∣
.
∥∥∥∥∥DαxKJ„√eb« (x, ·)
∣∣∣∣
x=x0
∥∥∥∥∥
L2(M)
∥∥∥∥∥DβyKJ„√eb« (y, ·)
∣∣∣∣
y=y0
∥∥∥∥∥
L2(M)
.
e−
ρ(x0,y0)
2
4κt
ρ (x0, y0) t−
1
2
(
ρ (x0, y0)
t
)|α|+|β|
V
(
x0,
t
ρ (x0, y0)
)− 12
V
(
y0,
t
ρ (x0, y0)
)− 12
Now Theorem 2.4 will follow directly from the following lemma:
16
Lemma 6.1.
V
(
x0,
t
ρ (x0, y0)
)−1
, V
(
y0,
t
ρ (x0, y0)
)−1
.
(
ρ (x0, y0)
2
t
)Q
1
V (x0, ρ (x0, y0))
Proof. For V
(
x0,
t
ρ(x0,y0)
)−1
this follows directly from Proposition 2.1. For
V
(
y0,
t
ρ(x0,y0)
)−1
this follows from Proposition 2.1 and the fact that
V (y0, ρ (x0, y0)) ≈ V (x0, ρ (x0, y0))
(Which is also a consequence of Proposition 2.1.)
Corollary 2.5 is a simple corollary of Theorem 2.4.
7 Multipliers
In this section, we prove Theorems 2.7 and 2.8. We prove the two in tandem,
as some of the estimates needed for Theorem 2.8 are sharper than those needed
for Theorem 2.7, however Theorem 2.7 will allow us to create a convenient
Littlewood-Paley square function, with which we will complete the proof of
Theorem 2.8. The arguments in this section are closely related to those of
[Mu¨l04], however, since we are not in the case of a stratified group, we are
forced to deviate from those arguments (in particular, this is why we have Q+12
in Theorem 2.8, instead of Q2 ).
Proposition 7.1. Suppose m is supported in
[
1
4 , 4
]
, r > 0 is fixed, α, β are
fixed ordered multi-indices, a > Q+12 + |α| ∨ |β|, and ‖m‖L2a(R) <∞. Then, for
every Q2 + |α| ∨ |β| < b ≤ a− 12 , there exists a C = C
(
α, β, a, b, ‖m‖L2a(R)
)
, but
not depending on r, such that:
∣∣DαxDβyKm(r2b) (x, y)∣∣ ≤ C (1 + ρ (x, y)r
)−a+ 12+b (r ∨ ρ (x, y))−|α|−|β|
V (x, ρ (x, y) + r)
Proof. Fix x0, y0 ∈M . We wish to bound:
DαxD
β
yKm(r2b) (x, y)
∣∣∣∣x=x0
y=y0
We begin with the harder case ρ (x0, y0) ≥ r. Define ψ (λ) = m
(
λ2
)
, so that
‖ψ‖L2a(R) . ‖m‖L2a(R) (due to the support of m). Let ψr (λ) = ψ (rλ), so that
ψr (b) = m
(
r2b
)
, and ψ̂r (ξ) =
1
r
ψ̂
(
ξ
r
)
. Let φ ∈ C∞ (R) be such that:
φ (ξ) =
{
0 if |ξ| ≤ 14
1 if |ξ| ≥ 12
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For s > 0, define:
F̂s (ξ) = φ
(
ξ
s
)
1
r
ψ̂
(
ξ
r
)
where we have suppressed the dependence of F on r. We will use the following
elementary fact: for all 0 ≤ b˜ ≤ a− 12 ,
sup
s>0,r>0,λ>0
(1 + λs)
eb (
1 +
s
r
)a− 12−eb |Fs (λ)| . 1 (13)
Here, the implicit constant depends on the same parameters as in the statement
of the proposition. We leave the proof of (13) to the interested reader.
Set s = ρ(x0,y0)
κ
, so that s
r
& 1. Note that, by the definition of F̂s, Theorem
2.3, and Corollary 5.5, we have:
DαxD
β
yKm(r2b) (x, y)
∣∣∣∣x=x0
y=y0
= DαxD
β
yKFs
“√
b
” (x, y)
∣∣∣∣x=x0
y=y0
= DαxD
β
yK
Fs
„√eb
« (x, y)
∣∣∣∣x=x0
y=y0
+ Fs (0)D
α
xD
β
yKπ (x, y)
∣∣∣∣x=x0
y=y0
(14)
We bound the two terms in the last line of (14) separately. For the second term,
we apply (13) (with b˜ = 0) and the fact that π is an NIS operator of order 0 to
see: ∣∣∣∣∣Fs (0)DαxDβyKπ (x, y)
∣∣∣∣x=x0
y=y0
∣∣∣∣∣ .
(
1 +
ρ (x0, y0)
r
)−a+ 12 ρ (x0, y0)−|α|−|β|
V (x, ρ (x0, y0))
which, in light of the fact that ρ (x0, y0) ≥ r, is at least as good as the bound
in the statement of the proposition. We now turn to the first term in the last
line of (14). We let Js (λ) be a measurable function such that Js (λ)
2 = Fs (λ)
(we again suppress the dependence on r, and note that all of our bounds will
be uniform in r); we now have, from (13), with b˜ = b:
sup
s>0,r>0,λ>0
(1 + λs)
b
2
(
1 +
s
r
) a
2− 14− b2 |Js (λ)| . 1
Proceeding just as in the proof of off-diagonal estimates in Theorem 2.4, we see:∥∥∥∥∥DαxKJs„√eb« (x, ·)
∥∥∥∥∥
L2(M)
.
(
1 +
s
r
)− a2+ 14+ b2 ∥∥∥∥DαxK(1+s2 eb)− b2 (x, ·)
∥∥∥∥
L2(M)
.
(
1 +
ρ (x0, y0)
r
)−a2+ 14+ b2 ρ (x0, y0)−|α|
V (x, ρ (x0, y0))
where in the last step, we have applied Proposition 4.6, using our assumption
on b. We have a similar inequality for∥∥∥∥∥DβyKJs„√eb« (·, y)
∥∥∥∥∥
L2(M)
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Thus, we have:∣∣∣∣∣DαxDβyKFs„√eb« (x, y)
∣∣∣∣x=x0
y=y0
∣∣∣∣∣
.
∥∥∥∥∥DαxKJs„√eb« (x, ·)
∣∣∣∣
x=x0
∥∥∥∥∥
L2(M)
∥∥∥∥∥DβyKJs„√eb« (·, y)
∣∣∣∣
y=y0
∥∥∥∥∥
L2(M)
.
ρ (x0, y0)
−|α|−|β|
V (x0, ρ (x0, y0))
1
2 V (y0, ρ (y0, y0))
1
2
(
1 +
ρ (x0, y0)
r
)−a+ 12+b
Using that V (y0, ρ (x0, y0)) ≈ V (x0, ρ (x0, y0)) ≈ V (x0, r + ρ (x0, y0)) com-
pletes the proof of the bound in the case ρ (x0, y0) ≥ r.
We now turn to the case when ρ (x0, y0) ≤ r. This will follow in much the
same manner as the on-diagonal bounds in Section 4, and we merely sketch the
proof. Let j (λ) be a measurable function such that j (λ)
2
= m
(
r2λ
)
. Note,
that by the compact support of m, we have for every N ,
sup
λ>0
(
1 + r2λ
)N |j (λ)| . 1
with constants independent of r. Here we have used that (by the Sobolev
embedding theorem) m (and therefore j) is bounded. This bound is the point
where Remark 2.9 is essential. Note also that m (0) = 0 = j (0), and therefore
j (b) = j
(
˜b
)
. Thus, we have:∣∣∣∣∣DαxDβyKm(r2b) (x, y)
∣∣∣∣x=x0
y=y0
∣∣∣∣∣
≤
∥∥∥∥∥DαxKj(eb) (x, ·)
∣∣∣∣
x=x0
∥∥∥∥∥
L2(M)
∥∥∥∥∥DβyKj(eb) (·, y)
∣∣∣∣
y=y0
∥∥∥∥∥
L2(M)
.
∥∥∥∥∥DαxK(1+r2eb)−N (x, ·)
∣∣∣∣
x=x0
∥∥∥∥∥
L2(M)
∥∥∥∥∥DβyK(1+r2 eb)−N (·, y)
∣∣∣∣
y=y0
∥∥∥∥∥
L2(M)
.
r−|α|−|β|
V (x0, r)
1
2 V (y0, r)
1
2
.
r−|α|−|β|
V (x0, r)
Where in the last line, we have used that V (y0, r) ≈ V (x0, r), since r ≥
ρ (x0, y0). This completes the proof of the proposition, since
V (x0, r) ≈ V (x0, ρ (x0, y0) + r)
19
Proposition 7.1 motivates the following definition:
Definition 7.2. Let r > 0, and K ∈ C∞ (M ×M). We say K is a pre-r-
elementary kernel if, for all N > 0:
∣∣DαxDβyK (x, y)∣∣ ≤ CN,α,β (1 + ρ (x, y)r
)−N
r−|α|−|β|
V (x, ρ (x, y) + r)
If S ⊂ C∞ (M ×M) × (0,∞) is a set of pairs (K, r) where K is a pre-r-
elementary kernel, we say the Ks are uniformly pre-r-elementary kernels if the
constants CN,α,β can be chosen independently of (K, r) ∈ S.
Remark 7.3. The “pre” in the definition above is put there so as to not conflict
with the similar definition in [Str08].
Next we prove an analog of Lemma 6.36 of [FS82]:
Proposition 7.4. Suppose m ∈ S ([0,∞)), m (0) = 0, and r > 0, then
Km(r2b) is a pre-r-elementary kernel. Moreover, as r ranges over (0,∞) and
m ranges over a bounded subset of S ([0,∞)), the Km(r2b) are uniformly pre-
r-elementary kernels.
Proof. For m ∈ C∞0
((
1
4 , 4
))
(which is the only case we shall use in this paper),
the result follows immediately from Proposition 7.1 (by taking a >> b >> 0).
For the general case, a proof similar to the one in Proposition 7.1 works, merely
by keeping track of the decay of m at∞. Since we do not use this, we leave the
details to the reader.
Lemma 7.5. Fix N0 ∈ Z. Suppose for each j ∈ Z, j ≤ N0, Kj is a pre-2j-
elementary kernel, uniformly in j. Then, K (x, y) :=
∑
j≤N0 Kj (x, y) converges
in C∞ off of the diagonal of M ×M . Moreover, the function K satisfies the
estimates of part 2 of Definition 3.1.
Proof. Fix x, y ∈M ×M , x 6= y. We will show that the sum:∑
−N1≤j≤N0
∣∣DαxDβyKj (x, y)∣∣
satisfies the desired estimates uniformly in N1. The result will then follow
immediately.
Consider, suppressing the −N1 ≤ j ≤ N0, and writing a = |α| + |β|, and
δ = ρ (x, y),
∑
j
∣∣DαxDβyKj (x, y)∣∣ .∑
j
(
1 +
δ
2j
)−N
2−ja
V (x, δ + 2j)
(15)
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We separate (15) into three sums. For the first we take N = 0 and recall the
numbers δ0 and q from Proposition 2.1:∑
δ0≥2j≥δ
2−ja
V (x, δ + 2j)
.
∑
δ0≥2j≥δ
2−ja
V (x, 2j)
.
∑
δ0≥2j≥δ
(
δ
2j
)q
2−ja
V (x, δ)
.
δ−a
V (x, δ)
which is the desired bound. Turning to the second sum:
∑
2j≤δ
(
1 +
δ
2j
)−N
2−ja
V (x, δ + 2j)
.
∑
2j≤δ
(
2j
δ
)N
2−ja
V (x, δ)
.
δ−a
V (x, δ)
for N sufficiently large.
Finally, the term ∑
δ0≤2j≤2N0
Kj (x, y)
is just a finite sum of C∞ functions and so satisfies the desired bounds trivially.
Proof of Theorem 2.7. Since m (b) = m
(
˜b
)
+m (0)π, and π is an NIS op-
erator of order 0, we need only verify that m
(
˜b
)
is an NIS operator of order
0. Property 3 follows just as in the case of e−teb . The main point is property
2. Let φ ∈ C∞0 (R) be such that
φ (x) =
{
0 if |x| ≥ 2,
1 if |x| ≤ 1
let ψ = φ (x) − φ (2x), and let mj (λ) = ψ
(
2jλ
)
m (λ). Thus, we have that,
for λ 6= 0, m (λ) = ∑j∈Zmj (λ), and consequently, ∑j∈Zmj (b) = m(˜b),
with convergence in the strong operator topology. Note, that since 0 is an
isolated point of the spectrum of b (this follows from the easily provable fact
that ˜−1b is compact), we have that there exists an N0 such that mj (b) = 0
for j > N0. By Proposition 7.4, we have that mj (b) is a pre-2
j-elementary
operator, uniformly in j. Lemma 7.5 then shows that
m
(
˜b
)
=
∑
j≤N0
mj (b)
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satisfies property 2 of the definition of NIS operators. Property 1 follows from
Remark 3.3 and the fact that∑
−N≤j≤N0
Kmj(b) ∈ C∞ (M ×M)
for every N . Finally, property 4 follows immediately from what we have already
done.
We now turn to constructing a Littlewood-Paley square function which will
help us prove Theorem 2.8. Define φ, ψ ∈ C∞0 (R) as in the proof of Theorem 2.7.
That is φ (x) = 1 if |x| ≤ 1, and φ (x) = 0 if |x| ≥ 2, and ψ (x) = φ (x)− φ (2x);
furthermore, we assume that ψ is real and even. Let ψj (λ) = ψ
(
2jλ
)
, so that∑
j ψj (λ) = 1 for λ 6= 0. Define:
ψ˜ (λ) =
ψ (λ)∑
j∈Z |ψj (λ)|2
Thus, if ψ˜j (λ) = ψ˜
(
2jλ
)
, we have:∑
j
ψ˜j (b)ψj (b) = 1− π (16)
Hence, for f ∈ C∞ (M), if we define
Λ (f) =
∑
j
|ψj (b) f |2

1
2
, Λ˜ (f) =
∑
j
∣∣∣ψ˜j (b) f ∣∣∣2

1
2
We have, for all 1 < p <∞:
‖Λ (f)‖Lp(M) . ‖f‖Lp(M) ,
∥∥∥Λ˜ (f)∥∥∥
Lp(M)
. ‖f‖Lp(M) (17)
(17) follows from standard arguments. Indeed, for any sequence ǫj (j ∈ Z) of
−1s and 1s, we have that: ∑
j
ǫjψj (b)
is bounded on Lp, since it is equal to an NIS operator of order 0, just as in the
proof of Theorem 2.7. The result now follows from the standard trick of taking
the ǫjs to be iid random variables of mean 0 taking values of ±1. See Chapter
4, Section 5 of [Ste70] and page 267 of [Ste93].
It now follows, again from standard arguments ([Ste70, Ste93]), that for
1 < p <∞:
‖Λ (f)‖Lp(M) + ‖πf‖Lp(M) ≈ ‖f‖Lp(M) (18)
for λ 6= 0. To see this, it suffices to see that for f such that πf = 0,
‖Λ (f)‖Lp(M) ≈ ‖f‖Lp(M)
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and this follows just as in Chapter 4, Section 5.3.1 of [Ste70] by using (16).
Define the maximal function:
M (f) (x) = sup
δ>0
1
V (x, δ)
∫
B(x,δ)
|f (y)| dy
We have:
Lemma 7.6. Suppose a > Q+12 , m is supported in
[
1
4 , 4
]
, r > 0 is fixed, and
‖m‖L2a(R) < ∞. Then, there exists a C = C
(
a, ‖m‖L2a(R)
)
, but not depending
on r, such that: ∣∣m (r2b) f (x)∣∣ ≤ CM (f) (x)
Proof. Fix b such that Q2 < b < a− 12 , and define ǫ = a− 12 − b > 0. Applying
Proposition 7.1, we have that:
∣∣Km(r2b) (x, y)∣∣ . (1 + ρ (x, y)r
)−ǫ
1
V (x, r + ρ (x, y))
Hence,
∣∣m (r2b) f (x)∣∣ . ∑
2j≥r
∫
ρ(x,y)≤2j
(
2j
r
)−ǫ
1
V (x, 2j)
|f (y)| dy
.
∑
2j≥r
(
2j
r
)−ǫ
M (f) (x)
.M (f) (x)
Proof of Theorem 2.8. Take m as in the statement of Theorem 2.8. We know
thatm (0)π is bounded on Lp, and so it suffices to show thatm
(
˜b
)
is bounded
on Lp. The proof will follow from a standard Littlewood-Paley decomposition,
which we sketch. Fix f ∈ C∞ (M), and define Fj = ψj (b)m
(
˜b
)
f . Note
that, since ψj (b) ψ˜k (b) = 0 unless |j − k| ≤ 1, we have (applying Lemma
7.6):
|Fj | =
∣∣∣∣∣
1∑
k=−1
ψj (b)m
(
˜b
)
ψ˜j+k (b)ψj+k (b) f
∣∣∣∣∣
.
1∑
k=−1
M (ψj+k (b) f)
.
(
1∑
k=−1
(
M (ψj+k (b) f)2
)) 12
23
And thus, since πm
(
˜b
)
= 0, we have:
∥∥∥m(˜b) f∥∥∥
Lp(M)
≈
∥∥∥∥∥∥∥
∑
j
|Fj |2

1
2
∥∥∥∥∥∥∥
Lp(M)
.
∥∥∥∥∥∥∥
∑
j
1∑
k=−1
M (ψj+k (b) f)2
 12
∥∥∥∥∥∥∥
Lp(M)
.
∥∥∥∥∥∥∥
∑
j
M (ψj (b) f)2
 12
∥∥∥∥∥∥∥
Lp(M)
. ‖Λ (f)‖Lp(M)
. ‖f‖Lp(M)
where we have used the vector-valued inequality for M. See Chapter 2, Section
1 of [Ste93].
8 Other Examples
In this section we state some results withb replaced by other operators. In each
case π will denote the orthogonal projection onto the L2 kernel of the operator
in question. All of the proofs of the below results are similar to the proofs above,
and we therefore confine ourselves to brief comments on the necessary changes.
8.1 Example: A Generalization of Theorem 4 of [Sik04]
In this example, we discuss how the above methods may be applied in the
general situation of [Sik04], except that we allow the infinitesimal generator of
the heat semi-group to have non-trivial L2 kernel.
We first quickly review the setup of that paper, though we refer the reader
there for more rigorous details. Let X be a metric measurable space with metric
ρ, and let µ be a Borel measure on X . We define B (x, δ) and V (x, δ) as above,
but with µ in place of Lebesgue measure. We suppose that:
V (x, γδ) . γQV (x, δ)
for all γ ≥ 1.
We suppose TX is a continuous vector bundle with base X (with fibers
Cd), and scalar product (·, ·)x. We define the space L2 (TX, µ) of sections
of TX in the usual way. Now, suppose that L is a, possibly unbounded, self-
adjoint positive semi-definite operator acting on L2 (TX, µ). For bounded Borel
measurable functionsm, we definem (L) andm
(
L˜
)
analogous to the definitions
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earlier in the paper for b. Let π be the orthogonal projection onto the L
2 kernel
of L.
Suppose that, for bounded continuous sections φ, ψ ∈ L2 (TX, µ) with dis-
joint support, we have that:
〈ψ, πφ〉 =
∫
(ψ (x) ,Kπ (x, y)φ (y))x dydx
for a measurable functionKπ defined onX×X without the diagonal, and taking
values in Hom (TyX,TxX). We suppose that, for x 6= y:
|Kπ (x, y)| . 1
V (x, ρ (x, y))
where |·| denotes the operator norm on Hom (TyX,TxX).
We suppose that e−t eL satisfies the on-diagonal estimate:∥∥∣∣K
e−t
eL (x, ·)
∣∣∥∥
L2(M)
. V
(
x,
√
t
)− 12
and that cos
(
t
√L
)
has finite propagation speed, in the sense used in [Sik04].
Informally, that:
supp
(
Kcos(t
√L)
)
⊆ {(x, y) : ρ (x, y) ≤ t}
Then, e−tL satisfies the off diagonal estimates, for t < ρ (x, y)2,
|Ke−tL (x, y)| . V (x, ρ (x, y))−1
(
ρ (x, y)
2
t
)Q− 12
e−
ρ(x,y)2
4t
The proof of this fact follows just by putting together the methods of [Sik04]
and the methods of this paper.
Remark 8.1. Actually, [Sik04]. has a slightly better bound. This is due to the
fact that there is a slight difficulty meshing the bounds for the heat kernel with
those for π.
8.2 Example: Pseudoconvex CR Manifolds of Finite Type
In this example, we letM be a compact pseudoconvex CR manifold of dimension
2n− 1 (n ≥ 3), and we assume that the range of ∂b (as an operator on L2 (M))
is closed, and we assume that M is of finite commutator type. Let x0 ∈M be a
fixed base point, and let U be a neighborhood of x0. We think of U as small and
may shrink it throughout the discussion. Fix a local basis L1, . . . , Ln−1 for T 1,0
on U (which we may do by making U small enough). Fix a Hermitian metric
on CTM such that L1, . . . , Ln−1 are orthonormal.
Put Xj = Re (Lj) , Xj+n−1 = Im (Lj), by assumption the Xks along with
their commutators up to a certain fixed order span the tangent space TU ; we
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use these vector fields to define a metric ρ as in Section 2.1 and define Dα for
an ordered multi-index α in terms of these vector fields, as well. In addition,
we assume that condition D (q) holds on U . This is the setup of [Koe02], and
we refer the reader there for more details.
We use a definition from [Koe02]:
Definition 8.2. An operator T on functions f ∈ C∞ (M) is said to be an NIS
operator smoothing of order r in U if T satisfies the properties of Definition 3.1
except for the following modifications:
• In property 2, we only consider x, y ∈ U .
• In property 3, we only consider x and δ such that B (x, δ) ⊂ U .
This definition extends to operators on forms in the obvious way; see [Koe02],
page 158.
Consider the operator ∂b acting on (0, q) forms. We define the operator
L = ∂∗b∂b acting on (0, q) forms via the Hermitian product that we fixed above
(here ∂
∗
b is acting on (0, q + 1) forms). Let π be the projection onto the L
2
kernel of L. It is shown in [Koe02] that π is an NIS operator of order 0 in U
and that the relative fundamental solution L˜−1 is an NIS operator of order 2 in
U .
One may write ∂b and ∂
∗
b in terms of Lj (see (2.6) and (2.7) of [Koe02]) and
with this a proof almost exactly the same as the one above for Theorem 2.3
shows that
supp
(
Kcos(t
√
L)
)
∩ U × U ⊆ {(x, y) ∈ U × U : ρ (x, y) ≤ κt}
for some fixed constant κ. The results in Section 2.3 hold with the following
modifications:
• The bounds in Theorem 2.4 and Corollary 2.5 hold for x, y ∈ U .
• In Theorem 2.6 and Theorem 2.7 “NIS operators” must be replaced with
“NIS operators in U .”
• In Theorem 2.8, we consider m (L) taking Lp (U)→ Lp (U).
The proofs are essentially the same as the ones in this paper, however one must
work with operators on forms as in [Sik04] and Example 8.1. We leave the
details to the reader.
8.3 Example: Polynomial Model Domains
In this example, we discuss the other case treated in [NS01b]. In this case, there
is a subharmonic, nonharmonic polynomial h : C→ R such that
M =
{
(z, w) ∈ C2 : Im (w) = h (z)}
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We define b as in that reference, and refer the reader there for details. All
of the results in Section 2.3 hold without any changes in the statement of the
results, however, we must address a few differences in the proofs.
The analog of Theorem 2.3 follows just as before, just by using the smooth
metric constructed for this case in Section 4 of [NS01a].
The main differences between this case and the case treated above are (the
closely related facts) that ˜−1b is not bounded on L
2 and that the spectrum
of b is not discrete. The fact that ˜
−1
b is not bounded on L
2 can be worked
around by using that we may take R0 =∞ in Theorem 3.4.
That the spectrum of b is not discrete forces us to have a replacement for
Lemma 7.5. Indeed, we replace it with the same result but with N0 =∞. This
is proven in a similar manner, by using the fact that (in this case) we may take
δ0 in Proposition 2.1 to be ∞. At this point, all of the proofs go through with
only minor changes. We leave the details to the reader. For some related results,
see [Rai07].
8.4 Example: Operators on a Compact Manifold, Defined
by Vector Fields
For this example, letM be a compact Riemannian manifold, and let X1, . . . , Xn
be vector fields satisfying Ho¨rmander’s condition. Let L be an second order, self
adjoint, polynomial in the vector fields X1, . . . , Xn. Using these vector fields,
we obtain a metric ρ, as in Section 2.1. We assume that L has the following
properties:
• The L wave operator, cos
(
t
√L
)
, has finite propagation speed. That is,
it satisfies the conclusion of Theorem 2.3.
• The relative fundamental solution, L˜−1, of L is an NIS operator of order
2.
Then, all of the results in Section 2.3 remain true with L in place of b, with
essentially the same proofs.
Remark 8.3. Actually, that L be of second order is inessential. We leave such
generalizations to the reader.
In particular, all of the proofs in this paper work with L equal to the sub-
laplacian:
L = X∗1X1 + · · ·+X∗nXn
where we identify L with its Friedrich extension. The finite propagation speed
follows just as in the proof of Theorem 2.3. In this case, π is just the projection
onto the constant functions. Note that, since e−tL = e−t eL+ π, bounds for e−tL
and e−t eL are essentially the same. In the case of the sublaplacian, though, most
of the results in this paper are quite well known. For instance, Theorem 2.3 can
be found in [Mel86], Corollary 2.5 can be found in [JSC86], and Theorem 2.6
was implicitly proven in [NS01b].
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8.5 Example: Quasi-homogeneous Vector Fields
In this example, we let X1, . . . , Xn be vector fields on M = R
d satisfying
Ho¨rmander’s condition, and which are homogeneous of degree 1 with respect
to a one parameter family of dilations on Rd. An example would be the left
invariant vector fields of degree 1 on a stratified group. Let L be a second
order, self-adjoint, homogeneous polynomial in X1, . . . , Xn, and assume that L
satisfies the same two assumptions as in Example 8.4. Then, all of the results
in Section 2.3 go through with proofs almost exactly the same as Example 8.3.
Just as in Example 8.4, the sublaplacian:
L = −X21 − · · · −X2n
is a special case of this. The finite propagation of the wave equation may be
verified for x, y in a fixed compact neighborhood of 0 by the same proof as
in Theorem 2.3, and then extended to all x, y by homogeneity. In this case,
π = 0, and so e−tL and e−t eL satisfy the same bounds. Just as in Example 8.4,
these results are well known. In particular, in the case of the sublaplacian on a
stratified group, all of the results in this paper can be improved, and are quite
well known. See [FS82, Chr91, Ale94], and references therein.
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