We establish some delay integral inequalities on time scales, which on one hand provide a handy tool in the study of qualitative as well as quantitative properties of solutions of certain delay dynamic equations on time scales and on the other hand unify some known continuous and discrete results in the literature.
Introduction
During the past decades, with the development of the theory of differential and integral equations as well as difference equations, a lot of integral and difference inequalities have been discovered e.g., see 1-13 and the references therein , which play an important role in the research of boundedness, global existence, stability of solutions of differential and integral equations as well as difference equations. On the other hand, Hilger 14 initiated the theory of time scales as a theory capable to contain both difference and differential calculus in a consistent way. Since then many authors have expounded on various aspects of the theory of dynamic equations on time scales including various inequalities on time scales e.g., see [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] , and the references therein . However, delay integral inequalities on time scales have been paid little attention so far. Recent results in this direction include the works of Li 25 and Ma and Pečarić 26 to our best knowledge.
Remark 2.7. If T R, then f
Δ t becomes the usual derivative f t , while f Δ t f t 1 −f t if T Z, which represents the forward difference. where
The following two theorems include some important properties for delta derivative and the Cauchy integral on time scales.
Abstract and Applied Analysis 3 Theorem 2.9 see 27 . If f, g ∈ T, R , and t ∈ T κ , then
2.3
ii If f, g are delta differentials at t, then fg is also delta differential at t, and
Theorem 2.10 see 27 . If a, b, c ∈ T, α ∈ R, and f, g ∈ C rd , then
where Log is the principal logarithm function. 
2.7
For more details about the calculus of time scales, we advise to refer to 29 .
Main Results
In the rest of this paper, for the sake of convenience, we denote T 0 t 0 , ∞ ∩ T, where t 0 ∈ T, and always assume T 0 ⊂ T κ . Suppose u ∈ C rd T 0 , R , ω ∈ R , R with ω u > 0 for u > 0, and ω is nondecreasing. τ i ∈ T 0 , T with τ i t ≤ t, i 1, 2, and
are constants, and p > q > 0, C ≥ 0. If for t ∈ T 0 , u t satisfies the following inequality:
Abstract and Applied Analysis 5 with the initial condition
where φ ∈ C rd α, t 0 ∩ T, R , then,
where G x
Proof. Assume C > 0. Denote the right side of 3.4 by z t . Then
If τ i t ≥ t 0 , for t ∈ T 0 , since τ i t ≤ t, then τ i t ∈ T 0 , and from 3.7 we have
If τ i t ≤ t 0 , from 3.5 we obtain
So from 3.8 and 3.9 we always have
Furthermore,
that is,
3.13
Combining 3.12 and 3.13 , we obtain
3.14 Setting t s in 3.14 , an integration with respect to s from t 0 to t yields
Since
3.16
Fix T ∈ T 0 , and let t ∈ t 0 , T ∩ T. Then,
3.17
Denote v t by C
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On the other hand, for
If σ t t, then
where ξ lies between v s and v t . So from 3.21 and 3.22 we always have
Combining 3.20 and 3.23 , we deduce
Setting t s in 3.24 , an integration with respect to s from t 0 to t yields
Considering v t 0 C T t 0 g τ 2 s Δs, and G is increasing, then we obtain
Combining 3.7 , 3.18 , and 3.26 , we have
Setting t T in 3.27 , considering that T ∈ T 0 is selected arbitrarily, after substituting T with t, we get the desired result.
If C 0, then we carry out the process above with C replaced by ε, where ε > 0, and after letting ε → 0, we also get the desired result. So the proof is complete. 
3.31
Proof. Assume a 0 > 0. Fix T ∈ T 0 , and let t ∈ t 0 , T ∩T. On the other hand, since 1 − μ t F 1 t > 0, then 1 μ t
, and e −F 1 t, t 0 > 0, ∀t ∈ T 0 . By Theorem 2.14 i , we have e −F 1 t 0 , t 0 1. Furthermore, by a combination of Theorem 2.9 ii , Theorems 2.15, and 2.14, we obtain
3.38
Combining 3.37 and 3.38 , we deduce
Setting t s in 3.39 , an integration with respect to s from t 0 to t yields
Considering v t 0 1/a T , it is then followed by
and furthermore
Combining 3.32 and 3.42 , we obtain
Setting t T in 3.43 , since T ∈ T 0 is selected arbitrarily, after substituting T with t, we get the desired result.
If a 0 0, then we carry out the process above with a t replaced by a t ε, and after letting ε → 0, we also get the desired result. So the proof is complete.
Remark 3.5. If we take T R, t 0 0, then Theorem 3.4 reduces to 34, Corollary 2.5 . If T R, Proof. Denote the right side of 3.46 by z t . Then, u t ≤ z t , t ∈ T 0 , and 
3.62
After letting ε → 0, we get the desired result. So the proof is complete. 
