Ethylene response factor (ERF) constitutes one of the most important gene families which are related to environmental responses and tolerancein plants . ERF genes are defined by the domain AP2/ERF, which comprises approximately 60 amino acids and are involved in DNA binding. Development of computational tools using machine learning tools will definitely enhance rice genome annotation. Machine learning algorithm involves construction and study of systems that can learn from data, rather than follow only explicitly programmed instructions. This study primarily emphasizes on the development of prediction tool, ERFPred, for drought responsive protein ERF in rice using machine learning algorithms. We have used fourteen different feature extraction methods including amino acid features, dipeptide, tripeptide, hybrid methods and exchange group features. Using, Random Forest classifier, we have obtained a precision rate of 100% for the ERFPred tool. To prove that species specific tool is better than an All plant tool, a general tool for plants, two different approaches were used and validated. The results obtained were also further compared with sequence similarity search tool, PSI-BLAST. 
Introduction
Indian agriculture heavily depends on the climatic conditions. The failure of the monsoons results in water shortages in some parts of India, which subsequently results in a below-average crop yield. This is particularly true for major drought-prone regions in India such as southern and eastern Maharashtra, northern Karnataka, Andhra Pradesh, Odisha, Gujarat, and Rajasthan.
Many biotic and abiotic agents can induce stress to cultivated plants by negatively affecting their yield. However, during evolution, plants have developed many mechanisms which make them capable of perceiving environmental changes regulating the induction or repression of many genes. The majority of these genes take part in metabolic response pathways, thus enabling them for the adaptation to adverse environmental conditions 11 . One of the most important gene families associated with environmental responses and tolerance is the ethylene response factors (ERF) gene family. These genes are not only regulated by ethylene, but also by other molecules such as abscissic, salicylic, jasmonic, gibberellic acids and their interactions 9 . Majority of ERF members recognize the cis element GCC-Box (AGCCGCC); however, despite the high conservation on the amino acid sequence in the ERF binding domain, these factors can also bind other motifs specifically 7 . Transcription factors belonging to the ERF family have been reported to be involved in many developmental processes like, biotic 12 and abiotic 10 stress responses 6 . In a recent study, 122 and 139 ERF genes were identified in Arabidopsis and rice, respectively, revealing a strong tendency for redundancy and conservation in this family 7 . Tremendous amount of information is being generated by ongoing whole genome sequencing projects. In such a scenario, annotating the newly sequenced genes manually is cumbersome and time-consuming. Computationally developed tools play a major role in such situations by aiding prediction and annotation of genes in a rapid and efficient manner. In the present study, we have carried out the development of a machine learning algorithm for drought responsive protein ERF using WEKA workbench which indeed will be a helpful tool for the biologists in future annotation work.
Methods

Data retrieval
We have selected 320 ERF proteins and 300 non-ERF proteins from rice as the training dataset. The positive and negative datasets of ERF proteins were taken from Uniprot knowledgebase. Proteins, which were putative uncharacterized proteins, were run through Prosite and Pfam to confirm their protein family. The set of 300 non-ERF datasets were constructed from other plants which were non-ERF proteins. For independent data testing, 10 proteins were removed from the training set of positive and negative dataset. This is because in this kind of validation testing, both training and testing sets has to be independent from one another.
Methods for feature extraction
Residue method
In this method of feature extraction, a protein is represented by a feature vector of 20. In another method to encapsulate the global information of each protein sequence utilizing the sequence order, dipeptide methods was calculated where two amino acid sequences was taken from the sequence for calculation. This consists of 400 features. In the tripeptide method, representation which gave a fixed pattern length of 8000 (20x400) consisting of the information about the amino-acid composition and local order of amino acids, was also calculated.
Exchange group
In this method, we adopted a 8-letter exchange group based on amino acid properties e1, e2, e3, e4, e5, e6, e7, e8 to represent a protein sequence where e1 ∈ (G, A, L, V, I) , e2 ∈ (F,Y,W) , e3 ∈ (S,T), e4 ∈ (D,E), e5 ∈ (N,Q), e6 ∈ (R,K,H), e7 ∈ (C,M) and e8 ∈ P. Here the amino acid were classified as: aliphatic, aromatic, hydroxyl, carboxylic, amines, amides, sulphur and cyclic group. These exchange groups are effective classes of amino acids that have similar properties. Here, the protein sequences are represented as exchange groups. In first method, count of amino acids based on exchange group is considered. In the second method 2-gram exchange group is considered where two from exchange group is considered. For each protein sequence, both single letter exchange group and 2-gram exchange group is considered. Here the former has a feature dimension of 8 and later has a dimension of 64 features.
Hybrid group
We have considered 9 hybrid modules which are the combination of different methods. Hybrid1 was developed by combining amino acid and dipeptide features of amino acid with a dimension of 420 (20 + 400), Hybrid 2 was a combination of amino acid and single letter exchange group with dimension of 28 ( 20 + 8), Hybrid 3 was developed as a combination of amino acid and 2-gram exchange group with dimension of 84 (20+64), Hybrid4 was a combination of dipeptide and single letter exchange group with dimension of 408 ( 400 + 8), Hybrid5 a combination of dipeptide and 2-gram exchange group with dimension of 464 (400 + 64), Hybrid6 was obtained by combining single letter and 2-gram exchange group consisting of dimension 72, Hybrid7 was a combination of tripeptide and amino acid with feature dimension of 8020, Hybrid8 a tripeptide and single letter exchange group combination with dimension of 8008 and finally Hybrid9 , a combination of of 2-gram exchange group and tripeptide with dimension 8064.
Machine learning algorithm
Sequential Minimum Optimization (SMO)
SMO is a simple algorithm that quickly solves the simple quadratic programming (QP) problem without any matrix storage and initiating an iterative numerical routine for each sub problem 8 . This algorithm solves the smallest possible problem optimization at every step. SMO also has the advantage of solving two Lagrange multipliers analytically. Thus, an entire iteration because of numerical QP optimization is avoided. In this work, we have used SMO with both RBF and polynomial kernel.
J48 Decision Tree
The J48 algorithm, an algorithm of WEKA, a data mining tool, was used to implement univariate decision tree approach 5 . A decision tree based on the attribute values of the available training data was created by J48 algorithm to classify a new item.
Random Forest (RF)
A Random Forest (RF) is an ensemble classifier that consists of many decision trees. According to Breiman, definition a random forest is a classifier consisting of a collection of tree-structured classifiers 2 . It uses a divide-andconquer approach to improve performance and is also good for classification and regression problems.
Performance Evaluation
For evaluating the performance of the prediction tool, independent data test and cross validation test were carried out 4 . In independent data test validation, training dataset and testing set is considered to be independent of one another and hence the name. Cross validation is a model validation method for measuring how the results of a statistical analysis will generalize to an independent data set. In this work we have used k-fold cross validation where original sample is partitioned into k equal subsamples and for testing the model a single subsample is retained as the validation data, and the remaining (k −1 )subsamples as training data. The goal of this validation is to define a dataset to test the model in the training phase itself. In general 10-fold cross-validation is commonly used. The tool was further evaluated by different performance metrics namely Precision, F-measure, Recall and MCC which are used for evaluating machine learning experiments.
The proportion of actual positives are called Recall or Sensitivity, in some fields and it measures the correctly identified data, example, the percentage of ERF proteins that are correctly identified. It is defined by the equation:
In machine learning, MCC is used as a measure of the quality of binary (two-class) classifications. Both true and false positives and negatives are taken into account and is generally considered as a balanced measure. MCC can also be used even if the classes are of very different sizes. The MCC acts as a correlation coefficient between the observed and predicted binary classification and returns a value between −1 and +1. A perfect prediction is one with coefficient of +1, 0 indicates no better than random prediction and −1, a total disagreement between prediction and observation. MCC is also called phi coefficient.
In pattern recognition and information retrieval with binary classification, precision is the fraction of retrieved instances that are relevant. Both precision and recall are therefore based on an understanding and measure of relevance.
Precision(PR) = T P T P + FP
In statistical analysis of binary classification, test's accuracy is measured by F-measure. It is calculated as a weighted average of the precision and recall, where this measure is considered the best at value 1 and worst at 0. Traditionally, F-measure is calculated as the harmonic mean of precision and recall.
Results and Discussion
Analysis of Independent data test
The analysis result of independent data test in WEKA with positive and negative samples collected only from rice for both training and testing is shown in Table 1 . From the table, the ensemble classifier RF was selected as the best among all since it had better results for almost all compositions. Among the compositions, the single letter exchange group (monomer) which has dimension of 8 had RF having a precision and recall rate of 100%. Since this composition has least dimension among the compositions where RF has very good result, it was chosen for the development of prediction tool. Performance of different compositions with RF classifier is shown in Figure 1 . 
Analysis of Cross validation test
On analyzing the cross validation data test result in WEKA from Table 2 ,we have many compositions having very good precision and F-measure. In this case also, we have taken the ensemble classifier RF as the best among other three classifiers and single letter exchange group (monomer) as the best among 14 different compositions. As explained in section 3.1, this composition has the least feature dimension and hence tool developed with this composition will be faster.
Comparison of prediction tool with similarity search tool
To summarize the evolutionary information about the proteins, similarity search PSI-BLAST was carried out. To produce the homology of the given sequence with other related sequences in the database, a protein sequence in the test set was compared with a created database which provided a broad range of information about each functional encoded protein in the database 1 . An independent dataset test was conducted with PSI-BLAST which achieved very less significant hits and an accuracy of only 74% 3 .This result suggests that similarity based search tools are not efficient and consistent as compared to the different composition based modules implemented based on computational methods. Table 3 . Prediction result of ERF proteins with similarity search.
Test
No
Comparison of prediction tool with All plant method
A common question which may arise in general is that when non-rice ERF proteins are included in the training set, would the prediction tool perform better or worse compared to rice dependent proteins? To be confident in answering this question, we have carried out two different experiments. In the first, non ERF from other plants was included in the training set as the negative set and model was developed as shown in Table 5 . These results obtained were analyzed compared to that of rice dependent model and it was concluded that former was far better than the latter. In another experiment, ERFPred was compared with an All plant module based on rice independent training set where model was developed using single letter exchange group and RF classifier. From the Table 4 , it is clear that independent data test could achieve only 60% precision and for cross validation 50% could be achieved which on comparison with Table 1 was poor. This further proves that species specific classifier is always better than a general tool. 
Comparison of prediction tool with other prediction tools
Predicting the characteristics of an unknown gene is useful for gene annotation especially in the era of high genome sequencing. With respect to drought tolerant proteins, some work already have been carried out. have described a tool NACSVM using Support Vector Machine and PSSM composition for drought responsive protein NAC 3 . They obtained an accuracy of 100% with respect to the tool. In their work, they tried around seven methods for prediction. Drought responsive genes, ERF and DREB genes was worked out in an earlier study, where an accuracy of only 81% could be achieved 3 using different window length features of genes. In the present study, we have attempted with many new features and have obtained a very good accuracy of 100% with ensemble classifier RF. The accuracy was obtained with monomer feature which has feature dimension of only eight. 
ROC Analysis
The utility of ROC analysis to machine learning was highlighted by Flach [28] . The ROC plot allows to compare classifiers (models) and choose one that is closest to (0, 1). To evaluate classifiers performance on independent data test, an ROC curve was plotted 2 . If the classifier is a perfect one, resultant ROC curve will be a reverse L ie. a straight line up to the left and then to the top right corner. The figure depicts the ROC curves to be very close to the left side of the chart, primarily because specificity at all the thresholds are relatively high and this property is highly desirable for ROC curves.
Description of web based tool
ERFPred is a dynamic web server implemented on the World Wide Web using the best performing algorithm RF. The tool was implemented using PHP and HTML scripting language (http://210.212.229.52/ERFPred/). The tool is user friendly and allows the user to enter the queries either through standard FASTA format or allows uploading of sequence through a file. The result of the user entered sequence will be displayed in a page with more description. The algorithm followed for the development of tool is depicted in Figure 3 .
Conclusion
Computational tools as compared to techniques implemented experimentally provide faster and accurate prediction for any organism or plant. There is a lack of gene prediction programs with respect to rice functionalities and various strains. Because of the availability of rice genome, development of tools for various strains and functionalities of rice is achievable. In this work, we have attempted some new methods of feature extraction for the development of a prediction tool and the performance of the same was found to be highly satisfactory.
