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Abstract
This paper concerns the matrix Langevin distributions, exponential-type distributions
deﬁned on the two manifolds of our interest, the Stiefel manifold Vk;m and the manifold Pk;mk
of m  m orthogonal projection matrices idempotent of rank k which is equivalent to the
Grassmann manifold Gk;mk: Asymptotic theorems are derived when the concentration
parameters of the distributions are large. We investigate the asymptotic behavior of
distributions of some (matrix) statistics constructed based on the sample mean matrices in
connection with testing hypotheses of the orientation parameters, and obtain asymptotic
results in the estimation of large concentration parameters and in the classiﬁcation of the
matrix Langevin distributions.
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1. Introduction
The Stiefel manifold Vk;m is the space a point of which is a set of k orthonormal
vectors in Rm ðkpmÞ; so that Vk;m ¼ fXðm  kÞ; X 0X ¼ Ikg; where Ik is the k  k
identity matrix. The manifold Vk;m is an analytic manifold with dimension km 
1
2
kðk þ 1Þ: For m ¼ k; Vk;m is the orthogonal group OðmÞ of m  m orthonormal
matrices. A random matrix X on Vk;m is said to have the matrix Langevin (or
von Mises–Fisher) distribution, denoted by Lðm; k; FÞ; if its density function is
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given by [14]
etrðF 0X Þ=0F1ð12m; 14F 0FÞ with F an m  k matrix; ð1:1Þ
where etrðAÞ ¼ expðtr AÞ; and the pFq is a hypergemetric function with matrix
argument due to e.g., [12,19,24]. Writing the (unique) singular value decomposition
(s.v.d.) of F of rank pðppkÞ as
F ¼ GLY0 with GAV˜p;m;YAVp;k and L ¼ diagðl1;y; lpÞ;
l1X?Xlp40; ð1:2Þ
the li’s control concentrations in the directions determined by the orientations G and
Y: Here V˜p;m denotes the 2pth part of Vp;m consisting of matrices whose elements of
the ﬁrst row are positive. The distribution has the modal orientation GY0; which is
unique if and only if lk40:
The Grassmann manifold Gk;mk is the space whose points are k-dimensional
hyperplanes in Rm containing the origin, and is equivalent to the manifold Pk;mk;
the set of all m  m orthogonal projection matrices idempotent of rank k: The
manifold Pk;mk is an analytic manifold with dimension km  k2; on which we shall
conduct statistical analysis.
For a random matrix P on Pk;mk; the distribution having the density function
etrðBPÞ=1F1ð12k; 12m; BÞ ð1:3Þ
is a slight modiﬁcation of the Downs’ [14] distribution (1.1) on the Stiefel manifold,
and may be called the matrix Langevin distribution on Pk;mk; which is denoted by
LðPÞðm; k; BÞ: Here B is an m  m symmetric matrix having the (unique) spectral
decomposion (s.d.) of rank p;
B ¼ GLG0 with GAV˜p;m and L ¼ diagðl1;y; lpÞ; l1X?Xlp: ð1:4Þ
We impose identiﬁability restrictions on B;
tr B ¼ b being fixed ð1:5Þ
or
rank B ¼ pom: ð1:6Þ
The distribution has the mode G1G
0
1; for G ¼ ðG1G2Þ; with G1 being m  k; which is
unique if and only if rank BXk and lk4lkþ1: When B is positive semi-deﬁnite, the
li’s may control the concentrations of the distribution about the mode. Chikuse and
Watson [11] deﬁned and discussed distribution (1.3) as a special case of a more
general family of distributions expressed in terms of zonal polynomials or
hypergeometric functions with matrix argument.
Both of the Lðm; k; FÞ and LðPÞðm; k; BÞ distributions are of exponential type and
have been used most commonly on our manifolds Vk;m and Pk;mk; respectively. The
sample mean matrices %X ¼Pni¼1 Xi=n and %P ¼Pni¼1 Pi=n are sufﬁcient statistics
and useful for inferential problems, where X1;y; Xn and P1;y; Pn are random
samples of size n from the respective distributions. The distributions of %X; %P and
related statistics are expressed in integral forms involving hypergeometric functions
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with matrix arguments, which seem to be intractable in themselves, and thus we must
resort to asymptotic theory. Chikuse [5] and Chikuse and Watson [11] obtained some
asymptotic results on distributional and inferential problems concerning the matrix
Langevin distributions, for the cases of small concentrations (i.e., near the
uniformities) and large sample sizes on Vk;m and Pk;mk; and Chikuse [6] for the
case of high dimension m on Vk;m: In this paper we discuss asymptotic theorems
concerning the distributions for the cases when the concentration parameters L’s are
large on both Vk;m and Pk;mk:
For the special case k ¼ 1; the observations from the unit hypersphere V1;m are
directed unit vectors, i.e., directions, and those from the real projective space G1;m1
are axes or undirected lines through the origin, i.e., one-dimensional subspaces.
There exists a large literature of applications of these directional statistics and its
statistical analysis. Most directional statistics in practice occur in two or three
dimensions, i.e., on the circle ðm ¼ 2Þ and the sphere ðm ¼ 3Þ: Directional analysis of
data played important roles in the Earth Sciences, Astrophysics, Biology,
Meteorology, Animal Behavior and many other ﬁelds; see e.g., [16,26].
The analysis of data on the general Stiefel manifold Vk;m is required in particular
for kpmp3 in practical applications in the Medical Sciences, Astronomy and other
ﬁelds. See [14,16,20,27] for the analyses of the data of vectorcardiogram orientations
and of measurements of orbits of commets. One is naturally interested in k-
dimensional subspaces as observations from the general Grassmann manifold
Gk;mk: We note that if X is an observation on the Stiefel manifold Vk;m; XX 0 is an
observation on the manifold Pk;mk equivalent to the Grassmann manifold Gk;mk:
Examples of observations on Gk;mk arise in the signal processing of radar with m
elements observing k targets. The Grassmann manifold is a rather new subject
treated as a statistical sample space.
In Section 2 we investigate the asymptotic behavior of distributions of some
(matrix) statistics constructed based on the sample mean matrices in connection with
testing hypotheses of the orientation parameters G and Y of the Lðm; k; FÞ
distribution and of the orientation parameter G of the LðPÞðm; k; BÞ distribution,
when L’s are known and large.
Section 3 discusses asymptotics in the estimation of large concentration
parameters L’s and in the classiﬁcation of the matrix Langevin distributions for
large L’s. We deal with the maximum likelihood estimators (m.l.e.’s) and related
maximum marginal and/or maximum semi-marginal likelihood estimators of L;
which are given by the solutions of systems of partial differential equations involving
hypergeometric functions with matrix arguments. We show methods to give
approximate solutions for large L’s. Asymptotic distributions of the classiﬁcation
function are obtained in the problem of classiﬁcation into one of two matrix
Langevin distributions under the condition of local closeness of the two distributions
on each of our manifolds.
Some more discussions of the Lðm; k; FÞ and LðPÞðm; k; BÞ distributions and the
related statistical analyses on the manifolds Vk;m and Pk;mk may be found in e.g.
[8,20,22,25] and [9,10], respectively.
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Before closing this section, we present some distributional results which are
relevant for the discussion in the following sections.
Let Z be an m  k random matrix (of rank k). For the (unique) polar
decomposition of Z; Z ¼ HZT1=2Z ; with HZ ¼ ZðZ0ZÞ
1=2
AVk;m and TZ ¼ Z0Z;
we have (see [17, Lemma 1.4]; [24, Theorem 2.1.14])
ðdZÞ ¼ ½pkm=2=Gkð12mÞjTZj
ðmk1Þ=2ðdTZÞ½dHZ; ð1:7Þ
where ðdZÞ; ðdTZÞ and ½dHZ are the Lebesgue measures on the spaces of m  k
matrices and of k  k symmetric matrices and the normalized invariant measure on
Vk;m (see [15,18]), respectively. Here A
1=2 denotes the unique square root of a positive
semi-deﬁnite matrix A; and GkðaÞ ¼ pkðk1Þ=4
Qk
i¼1 G½a  12ði  1Þ: Throughout the
paper, density functions of distributions are expressed with respect to the Lebesgue
measures and the normalized invariant measures on the respective spaces and
manifolds; for the invariant measures on Gk;mk and Pk;mk; see [11,18].
An m  k random matrix Z is said to have the normal Nm;kð0; Im#IkÞ distribution
if the density function is given by
jm;kðZÞ ¼ ð2pÞkm=2etrð1
2
Z0ZÞ;
so that the characteristic function is given by
FZðTÞ ¼ Eðetr T 0ZÞ ¼ etrð12T 0TÞ;
for an m  k matrix T : The random matrix Y ¼ S1=21 ZS1=22 þ M; for an m  k
matrix M and m  m and k  k positive deﬁnite matrices S1 and S2; respectively, is
said to have the normal Nm;kðM;S1#S2Þ distribution, whose density function is
written as
jðm;kÞðY ; M;S1#S2Þ ¼ jS1jk=2jS2jm=2jðm;kÞ½S1=21 ðY  MÞS1=22 :
2. Asymptotics in connection with testing problems
2.1. On the Stiefel manifold Vk;m
We are concerned with the matrix Langevin Lðm; k; FÞ distribution (1.1) with the
s.v.d. (1.2). When the concentration parameter L is known and large, we consider
testing the null hypothesis
H0 : G ¼ G0 and Y ¼ Y0 with G0AVp;m and Y0AVp;k given; ð2:1Þ
against a sequence of local alternative hypotheses
H1 :
G ¼ ðG0 þC1L1=2ÞðIp þ L1=2C01C1L1=2Þ1=2 with C01G0 ¼ 0;
Y ¼ ðY0 þC2L1=2ÞðIp þ L1=2C02C2L1=2Þ1=2 with C02Y0 ¼ 0;
8<
:
ð2:2Þ
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so that we can write
C1 ¼ G>0 F1 and C2 ¼ Y>0 F2;
for certain ðm  pÞ  p and ðk  pÞ  p matrices F1 and F2; respectively, where G>0
and Y>0 are chosen such that ðG0 G>0 ÞAOðmÞ and ðY0 Y>0 ÞAOðkÞ; respectively.
Under the hypothesis H1 (2.2), we can write
G ¼ G0 þC1L1=2  12G0L
1=2C01C1L
1=2 þ OðL3=2Þ
and
Y ¼ Y0 þC2L1=2  12Y0L
1=2C02C2L
1=2 þ OðL3=2Þ;
where OðLlÞ denotes the terms of order l in the elements of L1:
For the sample mean matrix %X ¼Pni¼1 Xi=n with a random sample X1;y; Xn
from the Lðm; k; FÞ distribution, we shall investigate asymptotic behavior for large L
of the following matrix statistics in connection with the above-mentioned test:
Y ¼ n1=2
G00
G>
0
0
0
@
1
AðG0Y00  %XÞY0L1=2 ¼ n1=2 ðIp  G
0
0 %XY0ÞL1=2
G>0 %XY0L1=2
2
4
3
5 ¼ Y1
Y2
 !
;
ð2:3Þ
Z ¼ n1=2L1=2G00ðG0Y00  %XÞðY0 Y>0 Þ
¼ n1=2½L1=2ðIp  G00 %XY0Þ  L1=2G00 %XY>0  ¼ ðZ1 Z2Þ ð2:4Þ
and
V ¼ 2n1=2Y1L1=2; ð2:5Þ
we note the similarity between (2.3) and (2.4) with the relationship Z1 ¼
L1=2Y1L
1=2
:
The characteristic function of Y under the hypothesis H1 (2.2) is, for an m  p
matrix T ¼ ðT 01 T 02Þ
0
with T1 being p  p;
FY ðTÞ ¼ Eðetr iT 0YÞ ¼ etrðin1=2L1=2T 01ÞQn; ð2:6Þ
where
Q ¼ 0F1ð12m; 14AA0Þ=0F1ð12m; 14L
2Þ
with
A ¼Y0LG00
þ ½in1=2Y0L1=2ðT 01G00 þ T 02G>
0
0 Þ þY0L1=2F01G>
0
0 þY>0 F2L1=2G00
þ ½1
2
Y0L
1=2F01F1L
1=2G00  12Y0L
1=2F02F2L
1=2G00 þY>0 F2F01G>
0
0 
þ OðL1=2Þ:
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We have
AA0 ¼ O2ðL2Þ þ O3=2ðL3=2Þ þ O1ðLÞ þ OðL1=2Þ; ð2:7Þ
where
O2ðL2Þ ¼ Y0L2Y00; O3=2ðL3=2Þ ¼ O3=2 þ O03=2
with
O3=2 ¼ in1=2Y0LT1L1=2Y00 þY0L3=2F02Y>
0
0
and
O1ðLÞ ¼ n1Y0L1=2ðT 01T1 þ T 02T2ÞL1=2Y00 þ O1 þ O01 þY>0 F2LF02Y>
0
0 ð2:8Þ
with
O1 ¼ Y0ðin1=2L1=2F01T2L1=2 þ 12L
3=2F02F2L
1=2ÞY00
 in1=2Y0L1=2T 01L1=2F02Y>
0
0 :
Now, when AA0 is of rank p having nonzero latent roots
a21;y; a
2
pða21X?Xa2p40Þ; the function 0F1ð12m; 14AA0Þ is asymptotically, for large
A; expressed as in [23, Section 5]. The latent roots ai for the matrix AA
0 given by (2.7)
may be obtained by using the perturbation theory for large L: The following lemma
on the perturbation theory is essentially due to Bellman [3, Chapter 4].
Lemma 2.1. Let B0; B1 and B2 be k  k symmetric matrices, B0 have latent roots
x1;y; xk and the corresponding latent vectors x1;y; xk of unit length, and xi have
multiplicity one for a fixed i: Let B0 be perturbed to
B ¼ B0 þ eB1 þ e2B2 þ Oðe3Þ;
and assume that the corresponding perturbations of xi and xi are
mi ¼ xi þ exi1 þ e2xi2 þ Oðe3Þ and yi ¼ xi þ exi1 þ e2xi2 þ Oðe3Þ:
Then we have
xi1 ¼ x0iB1xi; ð2:9Þ
xi1 ¼
Xk
j¼1;jai
cjðiÞ
xj  xi
xj with cjðiÞ ¼ x0jB1xi ð2:10Þ
and
xi2 ¼ x0iB1xi1 þ x0iB2xi: ð2:11Þ
Proof. Equating the coefﬁcients of e and e2 in Byi ¼ miyi gives
ðB0  xiIkÞxi1 ¼ ðxi1Ik  B1Þxi ð2:12Þ
and
ðB0  xiIkÞxi2 ¼ ðxi1Ik  B1Þxi1 þ ðxi2Ik  B2Þxi; ð2:13Þ
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and equating the coefﬁcients of e in y0iyi ¼ 1 gives
x0ixi1 ¼ 0: ð2:14Þ
Premultiplying (2.12) by x0i and using B0xi ¼ xixi and x0ixi ¼ 1 gives the desired result
(2.9). Since the right-hand side of (2.12) is expressed as
Pk
j¼1 cjðiÞxj; with cjðiÞ being
given in (2.10) and ciðiÞ ¼ 0; substituting xi1 ¼
Pk
j¼1;jai bjðiÞxj; with bjðiÞ ¼ x0jxi1;
into the left-hand side of (2.12), and using B0xj ¼ xjxj ; j ¼ 1;y; k; we obtain
bjðiÞðxj  xiÞ ¼ cjðiÞ; for jai; j ¼ 1;y; k; which yields the desired result (2.10).
Similarly, premultiplying (2.13) by x0i; in view of (2.14), gives the desired
result (2.11). &
Putting L ¼ NL0; with Nð40Þ large and L0 ﬁxed, and e ¼ N1=2; we apply
Lemma 2.1 to the matrix
B ¼ AA
0
N2
¼ O2ðL20Þ þ eO3=2ðL3=20 Þ þ e2O1ðL0Þ þ Oðe3Þ;
where O2ðÞ; O3=2ðÞ; and O1ðÞ are deﬁned by (2.8). We obtain
xi ¼ l20i; xi1 ¼ 
2i
n1=2
l
3=2
0i T1ii;
xi2 ¼  l0i
1
n
ðT 01T1 þ T 02T2Þ þ
2i
n1=2
F01T2 þ F02F2
 
ii
þ l0i
n
Xp
j¼1;jai
l0jðl1=20i T1ij þ l1=20j T1jiÞ
l
2
0j  l20i
þ l0i
Xk
j¼pþ1
F22;jp;i; for i ¼ 1;y; p
ð2:15Þ
and
xi ¼ xi1 ¼ xi2 ¼ 0; for i ¼ p þ 1;y; k;
where li ¼ Nl0i; i ¼ 1;y; p; and, in general, Aij indicates the ij-element of a matrix
A: We can express the latent roots ai as
ai ¼ Nx1=2i 1þ e
xi1
2xi
þ e2 xi2
2xi
 x
2
i1
8x
2
i
 !
þ Oðe3Þ
" #
: ð2:16Þ
Thus, substituting (2.15) into (2.16) and using Muirhead [23, Section 5] with large
AA0 and L2; we obtain, from (2.6),
FY ðTÞ ¼ exp 1
2
tr T 01T1 þ
1
2
Xp
i¼1
Xp
j¼1
ðl1=2i T1ij þ l1=2j T1jiÞ2
li þ lj
"
 tr T 02T2  2in1=2 trF01T2
i
½1þ OðL1=2Þ:
A similar method is applied to Z deﬁned by (2.4). Next, the characteristic function
of the vector v ¼ ðV11;y; VppÞ0 of the diagonal elements of V ¼ ðVijÞ deﬁned by
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(2.5), for a p  1 vector t ¼ ðt1;y; tpÞ0; is also expanded, by using the perturbation
method, as
FvðtÞ ¼E expðit0vÞ ¼ exp in
Xp
i¼1
Diiti
1 2iti
 !Yp
i¼1
ð1 2itiÞðmpÞn=2

Yp
ioj
1 2iðliti þ lj tjÞ
li þ lj
 n=2
½1þ OðL1Þ
with D ¼ ðDijÞ ¼
X2
i¼1
F0iFi:
Hence, although the vector variate v is correlated, v ¼ tr V ¼Ppi¼1 Vii is shown to
be asymptotically distributed as noncentral w2r;n tr D with r ¼ 12 pnð2m  p  1Þ; for
large L:
The above discussion is summarized in
Theorem 2.2. Under the hypothesis H1 (2.2), for large L; the distributions of the
matrix statistics Y ; Z and V defined in (2.3)–(2.5) have the following asymptotic
properties:
(i) Y1 and Y2 are independent, and Y2 is distributed as normal Nmp;p ðn1=2F1;
Imp#IpÞ: The distribution of Y1 is such that the diagonal elements of Y1 are equal to
zero almost everywhere, that ðY1ij; Y1jiÞ0; iaj; is bivariate normal with zero means and
covariance matrix
gij hij
hji gji
 !
with gij ¼ ljli þ lj and hij ¼ hji ¼
ðliljÞ1=2
li þ lj ; for iaj;
and that Y1ij is independent of all the other elements Y1i0j0 ½ði0; j0Þaðj; iÞ of Y1: Here we
assume the ratios li=lj are constant for large L:
(ii) Z1 and Z2 are independent, Z2 is distributed as normal
Np;kpðn1=2F02; Ip#IkpÞ; and the distribution of Z1 is similar to that of Y1 except
that the variance of Z1ij ; iaj; is gij ¼ li=ðli þ ljÞ instead of gij:
(iii) Y2 and Z2 are independent.
(iv) v ¼ tr V is distributed as noncentral w2r;n tr D; where r ¼ 12 pnð2m  p  1Þ and
D ¼P2i¼1 F0iFi:
Remark 2.3. We note that, with Li being the density of the sample under the
hypothesis Hi; i ¼ 0; 1; logðL0=L1Þ ¼ nðtr G>
0
0 %XY0L
1=2F01 þ trY>
0
0 %X
0G0L
1=2F02Þ;
ignoring the terms of Oð1Þ: Therefore, it might be recommended to use statistics
based on Y2 for the test on the parameter G; Z2 on the parameter Y; and Y2 and Z2
combined or tr V on the parameters G and Y simultaneously, for large L:
Corollary 2.4. Putting F1 ¼ 0 and F2 ¼ 0 in Theorem 2.2 yields the asymptotic
properties under the null hypothesis H0 (2.1).
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For the rest of Section 2.1, we obtain some asymptotic results for large L
concerning the Lðm; k; FÞ distribution with the (unique) s.v.d. F ¼ GLY0 of rank
p ¼ k; which can be derived from Theorem 2.2. Letting X be a random matrix
distributed as Lðm; k; FÞ; we can express
X ¼ GY0 þ GY1L1=2Y0 þ G>Y2L1=2Y0 þ OðL1Þ; for large L;
where Y1 and Y2 are independent random matrices distributed as described in (i) of
Theorem 2.2 with F1 ¼ 0; indicating that X approaches the mode GY0 in probability
for large L:
We consider the problem of testing the null hypothesis H0 : G ¼ G0 and Y ¼ Y0
against the alternative hypothesis H1 : GaG0 and YaY0; when L is known and
large. Putting the (unique) s.v.d. of the sample mean matrix %X of sample
size n as %X ¼ %H1 %Xd %H02; where %H1AV˜k;m; %H2AOðkÞ; and %Xd ¼ diagðx1;y; xkÞ;
x14?4xk40; we have the m.l.e.’s of G and Y; #G ¼ %H1 and #Y ¼ Hˆ2 (see Section
3.1), and the likelihood ratio test statistic is given by 2n trð %Xd  G00 %XY0ÞL; being
distributed asymptotically for large n and L as w2kðmkÞ under H0: We have already
seen that tr V ¼ 2n trðIk  G00 %XY0ÞL is distributed asymptotically for large L as
w2nkð2mk1Þ=2 under H0:
Now, interpreting the terms in the indentity ‘‘n trðIk  G00 %XY0ÞL ¼
n trðIk  %XdÞLþ n trð %Xd  G00 %XY0ÞL’’, as the dispersion of sample about true
mode being equal to the sum of those of sample about sample mode and of
sample mode about true mode, the argument of analysis of variance may lead us
to use the F-test statistic
ðf2=f1Þ½trð %Xd  G00 %XY0ÞL=½trðIk  %XdÞL; ð2:17Þ
with f1 ¼ kðm  kÞ and f2 ¼ 12nkð2m  k  1Þ  f1; which is distributed asymptoti-
cally for large n and L as Ff1;f2 under H0; statistic (2.17) becomes asymptotically
noncentral Ff1;f2;n tr D; with D ¼
P2
i¼1 F
0
iFi under the alternative hypothesis H1 (2.2).
Khatri and Mardia [21] considered some problems of the concentrated matrix
Langevin Lðm; k; FÞ distributions, e.g., the maximum likelihood estimator of L and
some test statistics. Large-concentration asymptotics for the Langevin distribution
with k ¼ 1 were obtained in connection with some test problems by Watson [27,28].
2.2. On the manifold Pk;mk
We are concerned with the matrix Langevin LðPÞðm; k; BÞ distribution (1.3) with
the s.d. (1.4) of rank pom [see (1.6)], where L ¼ diagðl1;y; lpÞ; l1X?Xlp40; is
known and large. We consider testing the null hypothesis
H0 : G ¼ G0 with G0AVp;m given; ð2:18Þ
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against a sequence of local alternative hypotheses
H1 : G ¼ðG0 þCL1=2ÞðIp þ L1=2C0CL1=2Þ1=2
¼G0 þCL1=2  12G0L
1=2C0CL1=2 þ OðL3=2Þ with C0G0 ¼ 0;
ð2:19Þ
so that we can write C ¼ G>0 F for an ðm  pÞ  p matrix F:
For the sample mean matrix %P ¼Pni¼1 Pi=n with a random sample P1;y; Pn
from the LðPÞðm; k; BÞ distribution, we shall investigate the asymptotic behavior for
large L of the matrix statistic S in connection with the above-mentioned test, where
S ¼ 2n L
1=2
0
0 Imp
 !
ðG0 G>0 Þ0ðIm  %PÞðG0 G>0 Þ L
1=2
0
0 Imp
 !
¼ 2n
L1=2G00ðIm  %PÞG0L1=2 L1=2G00ðIm  %PÞG>0
G>
0
0 ðIm  %PÞG0L1=2 G>
0
0 ðIm  %PÞG>0
0
@
1
A ¼ S11 S12
S012 S22
 !
: ð2:20Þ
The characteristic function of S under the hypothesis H1 (2.19) is, for an m  m
symmetric matrix T ¼ ðTijÞ having the partition in accordance with (2.20),
FSðTÞ ¼ Eðetr iTSÞ ¼ etr½2inðLT11 þ T22ÞQn; ð2:21Þ
where
Q ¼ 1F1ð12k; 12m; AÞ=1F1ð12k; 12m;LÞ
with
A ¼ L
1=2ðIp  2iT11  12F
0FL1  1
2
L1F0FÞL1=2 L1=2ðF0  2iT12Þ
ðF 2iT 012ÞL1=2 FF0  2iT22
2
4
3
5
þ OðL1=2Þ ð2:22Þ
We use the asymptotic expansions for the 1F1 functions with the matrix argument L
and with the matrix argument A of type (2.22) for large L (see [13, Theorems 3.2 and
3.1, respectively]). In view of the Kummer relationship for the 1F1 function (see [19,
(51)]), we obtain, from (2.21),
FSðTÞ ¼ jIp  2iT11jðmkÞn=2f1F1½12ðm  kÞ; 12ðm  pÞ;
ðF0  2iT12Þ0ðIp  2iT11Þ1ðF0  2iT12Þ þ 2iT22  FF0gn½1þ OðL1=2Þ; ð2:23Þ
from which S11; S12; and S22 are seen to be, in general, dependent.
Now putting T11 ¼ 0 and T12 ¼ 0 in (2.23) gives the limit characteristic function of
S22
FS22ðT22Þ ¼ f1F1½12ðm  kÞ; 12ðm  pÞ; 2iT22g
n
: ð2:24Þ
When pok; the right-hand side of (2.24) indicates the characteristic function of the
matrix variate 2
Pn
i¼1 Ri; where the Ri are independent and uniformly distributed on
the manifold Pmk;ðmpÞðmkÞ ¼ Pmk;kp: When p ¼ k; it follows that we have S22 ¼
2nImk (almost everywhere) which is independent of S11 and S22 in the limit.
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In the sequel, we assume that p ¼ k: By the inversion of (2.23), we have the limit
joint density function f S ðSÞ of S11; S12 and S22; with respect to the measure ðdSÞ ¼
ðdS11ÞðdS12ÞðdS22Þ;
f S ðSÞ ¼ am
Z
etrðiSTÞFSðTÞðdTÞ with am ¼ 2
mðm1Þ=2
ð2pÞmðmþ1Þ=2
; ð2:25Þ
where
FSðTÞ ¼ jIk  2iT11jðmkÞn=2etr n½ðF0  2iT12Þ0
 ðIk  2iT11Þ1ðF0  2iT12Þ þ 2iT22  FF0:
Evaluating (2.25) with T22 ¼ 0; with respect to ðdT12Þ and then ðdT11Þ; we obtain the
limit joint density function of S11 and S12
f S11;S12ðS11; S12Þ ¼ f2kðmkÞðn1Þ=2ð4npÞ
kðmkÞ=2
Gk½12ðm  kÞðn  1Þg
1
 jS11  12n S12S012j
½ðmkÞðn1Þk1=2
etrð1
2
S11  FS12  nF0FÞ;
for S11  S12S012=2n40; ð2:26Þ
that is, S12 is marginally distributed as normal Nk;mkð2nF0; 2nIk#ImkÞ; and
S11  S12S012=2nð40Þ is distributed as Wishart Wkððm  kÞðn  1Þ; IkÞ conditionally
with given S12:
To obtain the limit marginal distribution of S11 from (2.26), we have only to
evaluate the integral I ; say, with respect to ðdS12Þ for S114S12S012=2n in (2.26).
Making the transformation S12-S12H for HAOðm  kÞ and integrating over
Oðm  kÞ in view of the integral representation of the 0F1 function (see [19, (27)]), the
term etrðFS12Þ can be replaced by 0F1½12ðm  kÞ; 14F
0FS12S012 in the integral I : Next,
transforming the resulting integral with respect to ðdS12Þ to that with respect to
ðdUÞ; where U ¼ S1=211 S12S012S1=211 =2n; assuming kpm  k; in view of (1.7), the
integral I becomes
I ¼ cjS11jðmkÞ=2
Z Ik
0
jU jðm2k1Þ=2jIk  U j½ðmkÞðn1Þk1=2
 0F1½12ðm  kÞ; 12nS1=211 F
0FS1=211 U ðdUÞ; ð2:27Þ
for a suitable constant c: Expressing the 0F1 function in (2.27) as the inverse Laplace
transform of the 0F0 function (see [19, (29)]), integrating over 0oUoIk in view of
the integral representation of the 1F1 function (see [19, (47)]), and ﬁnally evaluating
the inverse Laplace transform of the 1F1 function (see [19, (29)]), we are led to, for a
suitable constant c0;
I ¼ c0jS11jðmkÞ=2 0F1½12ðm  kÞn; 12nF
0FS11:
Summarizing the above results establishes
Theorem 2.5. We assume that p ¼ k and that the hypothesis H1 (2.19) holds. For large
L; the distribution of the matrix statistic S ¼ ðSijÞ defined by (2.20) has the following
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asymptotic properties:
(i) S22 is independent of S11 and S12; and it holds that S22 ¼ 2nImk almost
everywhere.
(ii) S12 has the marginal normal Nk;mkð2nF0; 2nIk#ImkÞ distribution, and hence
S12S
0
12 follows the marginal noncentral Wishart Wkðm  k; 2nIk; 4n2F0FÞ distribution
(assuming kpm  k). S11  S12S012=2n is distributed as Wishart Wk½ðm  kÞ
ðn  1Þ; Ik conditionally with given S12 (assuming S11  S12S012=2n40).
(iii) S11 has the marginal noncentral Wishart Wk½ðm  kÞn; Ik; 2nF0F distribution.
The conditional density function of S12 given S11 is given by
Gk½12ðm  kÞn
pkðmkÞ=2Gk½12ðm  kÞðn  1Þ
jIk  ð2nS11Þ1S12S012j
½ðmkÞðn1Þk1=2
etrðFS12Þ
j2nS11jðmkÞ=2 0F1½12ðm  kÞn; 12nF
0FS11
:
Remark 2.6. From Theorem 2.5, it might be suggested to use statistics based on S11
for the test on the parameter G; for large L: We note that, with Li being the density
of the sample under the hypothesis Hi; i ¼ 0; 1; logðL0=L1Þ ¼ n trðL1=2G00 %PG>0 F
F0G>
0
0 %PG0L
1=2Þ; ignoring the terms of Oð1Þ: Therefore S12 (or S12S012) may be also a
useful matrix statistic for the test on the parameter G; for large L: Further correction
terms of OðL1Þ; in terms of the noncentral Laguerre polynomials with matrix
arguments, of the asymptotic expansion for the distribution of S11 have been given
by Chikuse [7].
Corollary 2.7. Putting F ¼ 0 in Theorems 2.5 yields the asymptotic properties under
the null hypothesis H0 (2.18).
For the rest of Section 2.2, we discuss some asymptotic results for large L
concerning the LðPÞðm; k; BÞ distribution with the (unique) s.d. B ¼ GLG0 of rank
kom; which can be derived from Theorem 2.5. Letting P be a random matrix
distributed as LðPÞðm; k; BÞ; we can express
P ¼ GG0 þ 12GL
1=2
S12G
>0 þ 12G
>
S012L
1=2G0 þ OðL1Þ for large L;
where S12 is distributed as Nk;mkð0; 2Ik#ImkÞ; indicating that P approaches the
mode GG0 in probability for large L:
We consider the problem of testing the null hypothesis H0 : G ¼ G0 against the
alternative hypothesis H1 : GaG0; when L is known and large. Putting the (unique)
s.d. of the sample mean matrix %P of sample size n as %P ¼ %H %Pd %H0; where
%H ¼ ð %H1 %H>1 ÞAOðmÞ with %H1 being m  k; and %Pd ¼ diagðp1;y; pmÞ ¼
diagð %Pdð1Þ; %Pdð2ÞÞ; 14p14?4pm40; with %Pdð1Þ being k  k; we have the m.l.e. of
G; #G ¼ %H1 (see Section 3.1), and the likelihood ratio test statistic is given by
2n trð %Pdð1Þ  G00 %PG0ÞL; being distributed asymptotically for large n and L as
w2kmkðkþ1Þ=2 under H0: We use the argument of analysis of variance, where we
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have the identity ‘‘n trðIk  G00 %PG0ÞL ¼ n trðIk  %Pdð1ÞÞLþ n trð %Pdð1Þ  G00 %PG0ÞL’’,
and we have already seen that 2n trðIk  G00 %PG0ÞL is distributed asymptotically for
large L as w2nkðmkÞ: Thus we may use the F-test statistic
ðf2=f1Þ½trð %Pdð1Þ  G00 %PG0ÞL=½trðIk  %Pdð1ÞÞL; ð2:28Þ
with f1 ¼ km  kðk þ 1Þ=2 and f2 ¼ nkðm  kÞ  f1; which is distributed asympto-
tically for large n and L as Ff1;f2 under H0; and as noncentral Ff1;f2; 2n tr F0F under the
alternative hypothesis H1 (2.19).
3. Other asymptotics
3.1. Estimation of large concentration parameters
3.1.1. On the Stiefel manifold Vk;m
Let X1;y; Xn be a random sample from the matrix Langevin distribution (1.1)
where l14?4lp40 are distinct, and put %X ¼ Sni¼1Xi=n: The m.l.e.’s #G; #Y; and
#L ¼ diagð#l1;y; #lpÞ of G;Y; and L are given by the matrix of the latent vectors of
%X %X0; that of %X0 %X; corresponding to the ﬁrst p largest ones of the latent roots
x21;y; x
2
k of %X
0 %X ðx14?4xk40Þ; and the solution of
@ log0F1ð12m; 14 #L2Þ=@ #li ¼ xi; i ¼ 1;y; p; ð3:1Þ
respectively (see [21]).
The matrix variate %X is a sufﬁcient statistic, and its density function f %Xð %X; FÞ was
obtained by Chikuse [4]. It is seen that f %Xð %X; FÞ is invariant both under the
simultaneous transformation
#G-H1 #G and G-H1G; for H1AOðmÞ ð3:2Þ
[and #G>-H1 #G>; where ð #G #G>ÞAOðmÞ is the matrix of the latent vectors of %X %X0],
and under the simultaneous transformation
#Y-H2 #Y and Y-H2Y; for H2AOðkÞ ð3:3Þ
[and #Y>-H2 #Y>; where ð #Y #Y>ÞAOðkÞ is the matrix of the latent vectors of %X0 %X].
Therefore, %Xd ¼ diagðx1;y; xkÞ is quasi-sufﬁcient for L in the sense of Barnard [2],
and it is suggested to estimate L based on the marginal distribution of %Xd : It is
seen that this maximum marginal likelihood estimator (m. marginal l.e.) ##L ¼
diagð##l1;y; ##lpÞ of L is obtained as the Bayes estimator of L by employing the
uniform prior distributions for G and Y: Then the marginal likelihood function is
given by
0F
ðkÞ
1 ð12m; 14L
2
; n2 %X2dÞ=½0F1ð12m; 14L
2Þn;
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which leads to the m. marginal l.e. ##L given by the solution of
@½n log 0F1ð12m; 14 ##L2Þ þ log0F ðkÞ1 ð12m; 14 ##L2; n2 %X2dÞ=@ ##li ¼ 0; i ¼ 1;y; p: ð3:4Þ
Here the pF
ðkÞ
q is a hypergeometric function with two matrix arguments (see
e.g., [19]).
Next, taking the simultaneous transformation (3.2) only into consideration, %X0 %X is
quasi-sufﬁcient for Y and L: The maximum semi-marginal likelihood estimator
(m. semi-marginal l.e.) ##L ¼ diagð##l1;y; ##lpÞ of L is obtained from the distributions
of %X0 %X; and is equivalent to the Bayes estimator of L obtained by employing the
uniform prior distribution for G: Then the semi-marginal likelihood function is
given by
0F1ð12m; 14n2YL
2Y0 %X0 %XÞ=½0F1ð12m; 14L
2Þn:
It is seen that the m. semi-marginal l.e. of Y is equal to the m.l.e. #Y; and the m. semi-
marginal l.e. ##L is given by the solution of
@½n log 0F1ð12m; 14 ##L
2Þ þ log0F1ð12m; 14n2 ##L
2
%X2dð1ÞÞ=@ ##li ¼ 0; i ¼ 1;y; p;
ð3:5Þ
where %Xdð1Þ ¼ diagðx1;y; xpÞ:
When we take the simultaneous transformation (3.3) only into consideration, %X %X0
is quasi-sufﬁcient for G and L; and a similar method leads to the m. semi-marginal
l.e.’s of G and L which are equal to the m.l.e #G and the m. semi-marginal l.e. ##L given
by (3.5), respectively.
Systems (3.1), (3.4), and (3.5) of partial differential equations can be solved
approximately for small L (see [5]). Here we shall show a method to evaluate the
approximate estimators of large L: Using the asymptotic expansion for 0F1ð12m; 14 #L2Þ
for large #L (see [23, Section 5]), (3.1) becomes
1 m  p
2#li
 1
2
Xp
j¼1;jai
1
#li þ #lj
þ Oð #L2Þ ¼ xi; i ¼ 1;y; p; ð3:6Þ
and, similarly for large ##L; (3.5) becomes
ð1 xiÞ  ðm  pÞðn  1Þ
2n
##li
 1
2
Xp
j¼1;jai
1
##li þ ##lj
þ 1
2n
Xp
j¼1;jai
xi
xi
##li þ xj ##lj
þ Oð ##L2Þ ¼ 0; i ¼ 1;y; p: ð3:7Þ
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Using the asymptotic expansion for 0F
ðkÞ
1 ð12m; 14 ##L2; n2 %X2dÞ for large ##L (see [23, (6.4)]),
(3.4) becomes
ð1 xiÞ  ðm  pÞðn  1Þ  k þ p
2n
##li
 1
2
Xp
j¼1;jai
1
##li þ ##lj
þ 1
n
Xp
j¼1;jai
##li
##l2i  ##l2j
þ Oð ##L2Þ ¼ 0; i ¼ 1;y; p: ð3:8Þ
It is seen that the above three kinds of estimators are asymptotically equivalent to
one another for large sample size n: Asymptotic solutions (3.6)–(3.8) may be
obtained by iterative methods. For a simple comparison, let us consider the case
p ¼ 1: We have
#l1 ¼ ðm  1Þ=½2ð1 x1Þ þ Oðl11 Þ;
##l1 ¼ #l1  ½ðm  1Þ=2nð1 x1Þ þ Oðl11 Þ
and
##l1 ¼ ##l1  ½ðk  1Þ=2nð1 x1Þ þ Oðl11 Þ;
and hence, #l1X
##l1X
##l1; ignoring the terms of Oðl11 Þ; where the ﬁrst and second
equalities hold if and only if m ¼ 1 and k ¼ 1; respectively.
3.1.2. On the manifold Pk;mk
Let P1;y; Pn be a random sample from the matrix Langevin distribution (1.3),
where l14?4lp are distinct with pom [see (1.6)], and put %P ¼ Sni¼1Pi=n: Let the
s.d. of %P be %P ¼ %H %Pd %H0; where %HAOðmÞ; and %Pd ¼ diagðp1;y; pmÞ;
14p14?4pm40: Due to Chikuse and Watson [11], the m.l.e. #G of G is seen to
be %H1; where %H ¼ ð %H1 %H>1 Þ with %H1 being m  p; and the m.l.e. #L ¼ diagð#l1;y; #lpÞ
of L is given by the solution of
@ log1F1ð12k; 12m; #LÞ=@ #li ¼ pi; i ¼ 1;y; p: ð3:9Þ
The matrix variate %P is a sufﬁcient statistic, and its density function is seen to be
invariant under the simultaneous transformation
G-HG and #G-H #G; for HAOðmÞ ð3:10Þ
(and #G>-H #G>; where #G> ¼ %H>1 ). %Pd is quasi-sufﬁcient for L in the sense of
Barnard [2], and we shall estimate L based on the marginal distribution of %Pd by the
Bayes method employing the uniform prior distribution for G: Then the marginal
likelihood function is seen to be
0F
ðmÞ
0 ðL; n %PdÞ=½1F1ð12k; 12m;LÞ
n
;
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which leads to the m. marginal l.e. ##L ¼ diagð##l1;y; ##lpÞ given by the solution of
@½n log 1F1ð12k; 12m; ##LÞ þ log0F ðmÞ0 ð ##L; n %PdÞ=@ ##li ¼ 0; i ¼ 1;y; p: ð3:11Þ
The approximate evaluation of systems (3.9) and (3.11) of partial differential
equations for small L was given (see [11]), and here we shall solve the systems for
large L: Using the asymptotic expansion for 1F1ð12k; 12m; #LÞ for large #L (see [13,
Theorem 3.2]), (3.9) becomes
1 ½ðm  kÞ=2#li þ Oð #L2Þ ¼ pi; i ¼ 1;y; p; ð3:12Þ
that is,
#li ¼ ðm  kÞ=½2ð1 piÞ þ OðL1Þ; i ¼ 1;y; p: ð3:13Þ
Similarly, using the asymptotic expansion for 0F
ðmÞ
0 ð ##L; n %PdÞ for large ##L (see [13,
Section 5]), (3.11) becomes
ð1 piÞ  ðm  kÞn  m þ p
2n
##li
þ 1
2n
Xp
j¼1;jai
1
##li  ##lj
þ Oð ##L2Þ ¼ 0; i ¼ 1;y; p:
ð3:14Þ
It is seen that the above two kinds of estimators are asymptotically equivalent to
one another for large sample size n: An asymptotic solution given by (3.14) may be
obtained iteratively. For the simple case p ¼ 1; we have
#l1 ¼ ðm  kÞ=½2ð1 p1Þ þ Oðl11 Þ
and
##l1 ¼ #l1  ½ðm  1Þ=2nð1 p1Þ þ Oðl11 Þ:
Therefore, ignoring the terms of Oðl11 Þ; we have #l1X##l1; where the equality holds if
and only if m ¼ 1:
3.2. Classification of the matrix Langevin distributions
3.2.1. On the Stiefel manifold Vk;m
We consider the problem of classiﬁcation into one of two (known) matrix
Langevin distributions pj : Lðm; k; FjÞ; with the s.v.d.’s Fj ¼ GjLjY0j ; j ¼ 1; 2: For the
classiﬁcation analysis the reader may be referred to a standard textbook of
multivariate statistical analysis (e.g. [1]). Taking the ratio of the density functions,
the best classiﬁcation rule is such that, given an observation XAVk;m; we choose
p1 if uðXÞ ¼ trðF1  F2Þ0XXc
and
p2 if uðXÞoc; ð3:15Þ
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for a suitably chosen constant c: The misclassiﬁcation probabilities are given by
PrðuðXÞoc j p1Þ and PrðuðXÞXc j p2Þ: We investigate the asymptotic behavior of the
classiﬁcation function uðX Þ when L1 and L2 are both large.
We may be interested in the situation where the two populations are locally close
in the following sense. Assuming that L1 ¼ L2 ¼ L being of rank p; for simplicity of
argument, we consider the case where the following conditions are satisﬁed:
G2 ¼ ðG1 þC1L1=2ÞðIp þ L1=2C01C1L1=2Þ1=2 with C01G1 ¼ 0
and
Y2 ¼ ðY1 þC2L1=2ÞðIp þ L1=2C02C2L1=2Þ1=2 with C02Y1 ¼ 0; ð3:16Þ
so that we can write C1 ¼ G>1 F1 and C2 ¼ Y>1 F2 for certain ðm  pÞ  p and
ðk  pÞ  p matrices F1 and F2; respectively.
The characteristic function of uðX Þ when p1 is true is
Fðp1ÞðtÞ ¼ Ep1eituðXÞ ¼ 0F1ð12m; 14AA0Þ=0F1ð12m; 14L
2Þ;
with
A ¼ ð1þ itÞY1LG01  itY2LG02: ð3:17Þ
Under condition (3.16), we have
AA0 ¼ O2ðL2Þ þ O3=2ðL3=2Þ þ O1ðLÞ þ OðL1=2Þ;
where
O2ðL2Þ ¼ Y1L2Y01; O3=2ðL3=2Þ ¼ itðY1L3=2F02Y>
0
1 þY>1 F2L3=2Y01Þ
and
O1ðLÞ ¼ itY1ðL1=2F01F1L1=2 þ 12L
3=2F02F2L
1=2 þ 12L
1=2F02F2L
3=2ÞY01
þ ðitÞ2ðY1L1=2F01F1L1=2Y01 þY>1 F2LF02Y>
0
1 Þ:
Putting L ¼ NL0 with N ð40Þ large and L0 ﬁxed, and e ¼ N1=2; we apply the
perturbation method to the matrix B ¼ AA0=N2 as in Section 2. Writing the latent
roots mi of B as mi ¼ xi þ exi1 þ e2xi2 þ Oðe3Þ; we obtain
xi ¼ l20i; xi1 ¼ 0;
xi2 ¼ itð1þ itÞl0i
X2
j¼1
F0jFj
 !
ii
; for i ¼ 1;y; p;
xi ¼ xi1 ¼ xi2 ¼ 0; for i ¼ p þ 1;y; k;
where li ¼ Nl0i; i ¼ 1;y; p; leading to
Fðp1ÞðtÞ ¼ exp 1
2
dðt2  itÞ
 
½1þ OðL1Þ; with d ¼ tr
X2
j¼1
F0jFj
 !
:
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The characteristic function Fðp2ÞðtÞ of uðXÞ when p2 is true is given in the form (3.17)
with A ¼ itY1LG01 þ ð1 itÞY2LG02: Interchanging ‘‘it’’ with ‘‘1þ it’’ in the previous
discussion for Fðp1ÞðtÞ may yield
Fðp2ÞðtÞ ¼ exp½1
2
dðt2 þ itÞ½1þ OðL1Þ:
Summarizing the above discussion yields
Theorem 3.1. The classification function uðXÞ defined by (3.15) for the problem of
classification is distributed asymptotically, for large L; as normal Nð1
2
d; dÞ when p1 is
true, and Nð1
2
d; dÞ when p2 is true, where d ¼ trð
P2
j¼1 F
0
jFjÞ may indicate a local
distance between the two sets of orientations ðGj ;YjÞ; j ¼ 1; 2: The misclassification
probabilities are given by
PðuðX Þoc j p1Þ ¼ ð2pdÞ1=2
Z c
N
exp  1
2d
u  1
2
d
 2" #
du
and
PðuðX ÞXc j p2Þ ¼ ð2pdÞ1=2
Z N
c
exp  1
2d
u þ 1
2
d
 2" #
du:
3.2.2. On the manifold Pk;mk
We shall consider a similar classiﬁcation problem into one of two (known) matrix
Langevin distributions pj : LðPÞðm; k; BjÞ; with the s.d.’s Bj ¼ GjLG0j; j ¼ 1; 2; with L
being of rank pom: The best classiﬁcation rule is such that, given an observation
PAPk;mk; we choose
p1 if uðPÞ ¼ trðB1  B2ÞPXc
and
p2 if uðPÞoc; ð3:18Þ
for a suitably chosen constant c: We may be interested in the case where the two
populations are locally close, that is, when
G2 ¼ ðG1 þCL1=2ÞðIp þ L1=2C0CL1=2Þ1=2 with C0G1 ¼ 0;
so that we can write C ¼ G>1 F for a certain ðm  pÞ  p matrix F:
The characteristic function of uðPÞ when p1 is true is
Fðp1ÞðtÞ ¼ Ep1eituðPÞ ¼ 1F1ð12k; 12m; AÞ=1F1ð12k; 12m;LÞ; ð3:19Þ
where
A ¼ L
1=2½Ip þ 12itðF
0FL1 þ L1F0FÞL1=2 itL1=2F0
itFL1=2 itFF0
2
4
3
5þ OðL1=2Þ: ð3:20Þ
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Using the asymptotic expansions for the 1F1 functions with the matrix argument L
and with the matrix argument of type (3.20) for large L (see [13, Theorems 3.2 and
3.1, respectively]), and assuming p ¼ k; we obtain
Fðp1ÞðtÞ ¼ exp½1
2
dðt2  itÞ½1þ OðL1=2Þ with d ¼ 2 trF0F:
The characteristic function of Fðp2ÞðtÞ of uðPÞ when p2 is true is given by (3.19)
together with (3.20) with ‘‘it’’ being interchanged with ‘‘1þ it’’, and hence
Fðp2ÞðtÞ ¼ exp½1
2
dðt2 þ itÞ½1þ OðL1=2Þ:
Thus summarizing the above discussion yields the following.
Theorem 3.2. The classification function uðPÞ defined by (3.18) for the problem of
classification is distributed asymptotically, for large L; as normal Nð1
2
d; dÞ when p1 is
true, and Nð1
2
d; dÞ when p2 is true, where d ¼ 2 trF0F may indicate a local distance
between the orientations G1 and G2: The misclassification probabilities are given by
PðuðPÞoc j p1Þ ¼ ð2pdÞ1=2
Z c
N
exp  1
2d
u  1
2
d
 2" #
du
and
PðuðPÞXc j p2Þ ¼ ð2pdÞ1=2
Z N
c
exp  1
2d
u þ 1
2
d
 2" #
du:
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