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Abstract. It is control that turns scientific knowledge into useful technology: in physics and engineering
it provides a systematic way for driving a system from a given initial state into a desired target state
with minimized expenditure of energy and resources – as famously applied in the Apollo programme. As
one of the cornerstones for enabling quantum technologies, optimal quantum control keeps evolving and
expanding into areas as diverse as quantum-enhanced sensing, manipulation of single spins, photons, or
atoms, optical spectroscopy, photochemistry, magnetic resonance (spectroscopy as well as medical imag-
ing), quantum information processing and quantum simulation. — Here state-of-the-art quantum control
techniques are reviewed and put into perspective by a consortium uniting expertise in optimal control the-
ory and applications to spectroscopy, imaging, quantum dynamics of closed and open systems. We address
key challenges and sketch a roadmap to future developments.
PACS. 02.30.Yy Control theory in mathematical physics – 03.67.Lx Quantum computation architectures
and implementations – 07.57.Pt Submillimeter wave, microwave and radiowave spectrometers; magnetic
resonance spectrometers, auxiliary equipment, and techniques – 82.53.Kp Coherent spectroscopy of atoms
and molecules
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Foreword
The authors of the present paper represent the QUAINT
consortium, a European Coordination Action on Optimal
Control of Quantum Systems, funded by the European
Commission Framework Programme 7, Future Emerging
Technologies FET-OPEN programme and the Virtual Fa-
cility for Quantum Control (VF-QC). This consortium
unites expertise in optimal control theory and applications
to quantum systems both in existing and widely used areas
such as spectroscopy and imaging and in emerging quan-
tum technologies such as quantum information processing,
quantum communication, quantum simulation and quan-
tum sensing. Challenges to quantum control have been
gathered by a broad poll of leading researchers across the
communities of general and mathematical control theory,
atomic, molecular, and chemical physics, electron and nu-
clear magnetic resonance spectroscopy as well as medical
imaging, quantum information, communication and sim-
ulation. 144 experts of these fields have provided feed-
back and specific input on the state of the art, as well
as mid-term and long-term goals. These have been sum-
marized in this document, which can be viewed as a per-
spectives paper, providing a roadmap for the future de-
velopment of quantum control. As such an endeavour can
hardly be complete and there are many additional areas of
quantum control applications, such as spintronics, nano-
optomechanical technologies etc., this roadmap is designed
as a living document that is available at at the homepage
of the VF-QC web page, [1], where additional aspects as
well as new developments and ideas will be included.
1 Introduction
It is control that turns scientific knowledge into technol-
ogy. The general goal of quantum control is to actively
manipulate dynamical processes at the atomic or molec-
ular scale, typically by means of external electromagnetic
fields or forces. The objective of quantum optimal control
is to devise and implement shapes of pulses of external
fields or sequences of such pulses, that reach a given task
in a quantum system in the best way possible. Quantum
control builds on a variety of theoretical and technological
advances from the fields of mathematical control theory
and numerical mathematics to better electronic devices
such as arbitary-waveform generators with sub nanosec-
ond time resolution or stronger magnetic fields.
The challenge to manipulate nature at the quantum
level offers a huge potential for current and future applica-
tions. Quantum systems and processes cover a wide range
from atomic and molecular physics, chemistry, materials
(such as semiconductors, superconductors) to biosystems
and medicine. Useful applications range from magnetic
resonance imaging and spectroscopy and the precise con-
trol of chemical reactions to emerging second generation
quantum technologies. Quantum optimal control is part
of the effort to engineer quantum technologies from the
bottom up, and many striking examples of surprising and
non-intuitive - but extremely efficient and robust - quan-
tum control techniques have been discovered in recent
years. Examples of important current applications are the
precise measurement of magnetic fields with nanometer-
scale resolution using NV centers in diamond, state en-
gineering of Bose-Einstein condensates and high-fidelity
quantum gates in superconducting quantum processors.
Similar to the first generation of quantum-based technol-
ogy that brought forward the semiconductor transistor,
the laser, magnetic resonance imaging and spectroscopy
in the last century, also the currently developing second
generation of quantum technology based on superposition,
entanglement and many body quantum systems are ex-
pected to expand on the potential for new disruptive tech-
nologies – from spintronic devices, quantum metrology,
computing technology, to elucidating chemical reaction
dynamics and material properties to biophysics. Quantum
control is a strategic cross-sectional field of research, en-
abling and leveraging current and future quantum tech-
nology application.
While the precise way to manipulate the behavior of
these systems may differ – from ultrafast laser control to
radio waves, the control, identification and system design
problems encountered share commonalities, while at the
same time being quite distinct from classical control prob-
lems. Advancing quantum control therefore requires bring-
ing together researchers from different application areas to
forge a community, create a common language and identify
common challenges. The further development of this field
of research offers many beneficial effects for today’s and to-
morrow’s society, related to health through faster, better,
safer diagnostics and treatment, secure communication in
a digital world, highly accurate navigation systems, more
efficient and clean harvesting of solar power, the search
for resources, efficient energy storage and transportation,
quantum machines and precision sensing and monitoring
of the environment [54, 91, 340, 377, 404, 442].
The paper is organized as follows: Section 2 is focussed
on mathematical optimal control theory, which is followed
by a description of the state of the art as well as mid-and
long-term perspectives of quantum control applications in
atomic, molecular, and chemical physics (section 3), mag-
netic resonance (section 4) and quantum information and
communication (section 5). Prospects for applications and
commercial exploitation are outlined (section 6) and, in
the end, conclusions are given (section 7).
2 General aspects and mathematics of
optimal control
The recent advances of quantum control, by now recog-
nized to be essential for the further development of quan-
tum technologies (see, e.g., [100, 109]) and reviewed in sec-
tions 3 to 5 below, are based on powerful tools from math-
ematical control theory [61, 85, 191, 213, 241, 321, 390]. As
often in the interplay of mathematics and physics, mathe-
matical concepts not only proved fruitful for the solution
of physics problems, but in turn specific physical features
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required further mathematical development. In the con-
text of quantum control, these are for example entangle-
ment and the nature of quantum measurements. Eventu-
ally, a new research domain, mathematical quantum con-
trol theory [7, 40, 54, 83, 91, 106, 447] has emerged.
In general, quantum control theory needs to answer
two fundamental questions, that of controllability, i.e.,
what control targets are accessible, cf. section 2.1, and
that of control design, i.e. how can a target be reached.
Approaches for control design can be open-loop or closed-
loop. In the latter case, the specific nature of quantum
measurements needs to be taken into account. This is cov-
ered in section 2.3 whereas the remaining control design
approaches are reviewed in section 2.2. Open loop tech-
niques include approaches based on the Pontryagin max-
imum principle [321], i.e., quantum optimal control, with
solutions obtained analytically (section 2.2.1) or numeri-
cally (section 2.2.2). Optimal control does not make any
assumptions on the quantum system and also experimen-
tal constraints and robustness requirements can be fully
taken into account, i.e. it is generally applicable. However
in some cases, adiabatic control and its variants (cf. sec-
tion 2.2.3) can provide a more straight-forward approach
to consider robustness issues and constraints.
2.1 Controllability and simulability
2.1.1 State of the art
Controllability analysis determines whether a quantum
system can be brought from any given initial state to
any desired target state, or, more generally, from a given
set of initial states to any set of target states. Adapt-
ing results from classical linear control systems [191, 390]
to bilinear systems with a non-switchable drift term, a
rigorous Lie-framework was developed for closed systems
[56, 57, 119, 188, 189, 402]. Based on this work, for quan-
tum systems with finite dimension, controllability by now
is well understood [5, 91, 101, 231] 1. Different notions of
controllability have been introduced for pure states, mixed
states, and evolution operator dynamics [362]. The main
controllability test is based on the rank of the dynami-
cal Lie algebra, which is generated by the drift and the
different control Hamiltonians. The difficulty of using the
rank condition in large systems has motivated a geometric
approach based on graph theory [8], yielding eventually a
complete set of symmetry criteria for controllability [463].
In infinite-dimensional systems, the mathematics is much
more intricate and the few existing results are confined
to quantum systems with a discrete spectrum. A first re-
sult is a general obstruction property to exact controlla-
bility [279, 419]. This was recently amended by positive
results about exact [27, 28] and approximate controllabil-
ity [76], based on Galerkin techniques. For the specific case
of a generalized Jaynes-Cummings model, i.e., several two-
level systems coupled to a harmonic oscillator, symmetry
methods were used to assess controllability [200].
1 Note that only the standard bilinear situation (as in the
Schro¨dinger equation) is discussed here.
Simultaneous controllability concerns the control of
a continuum of finite dimensional quantum systems by
only a few control fields. This is also known as ensem-
ble controllability. Approximate and exact controllabil-
ity results have been obtained recently in this direction
[28, 249, 251]. This analysis is important for designing
control fields which are robust to experimental imperfec-
tions [144, 216, 218, 219, 379, 420].
In addition to experimental imperfections and fluctu-
ations, decoherence may pose an obstacle to control. For
open quantum systems, the control field usually cannot
fully compensate dissipation, as rigorously shown for the
case of Markovian dynamics [9]. These results for Marko-
vian dynamics were recently generalized to a complete
Lie semi-group picture [102, 300]. In contrast, controlla-
bility of systems with non-Markovian dynamics presents
by and large uncharted territory [333]. Reachability is ex-
pected to be larger for non-Markovian dynamics since non-
Markovianity implies information back-flow from the en-
vironment to the system [53]. Indeed, an explorative study
showed non-Markovian map synthesis to be stronger than
its restriction to the Markovian case (as anticipated in
Ref. [257]). In contrast, and surprisingly so, for the sim-
pler problem of state transfer under swichable Markovian
noise this is not the case [30].
Finally, even if a system (A) is not fully controllable, its
controlled dynamics may still suffice to generate a desired
effective evolution as brought about by another quantum
dynamical system (B). This is the paradigm of finite-
dimensional quantum simulation. Adapting the tools from
controllability analysis, one readily sees that system A can
simulate system B if the system algebra of A encompasses
that of system B. A recent generalisation of the results
in Ref. [463] provides a complete set of symmetry criteria
together with an algorithm in order to decide simulability
on system-algebraic grounds [467]. Resorting to exactly
solvable problems may help this case [64].
2.1.2 Mid-term prospects: goals and challenges
The major challenge is to better understand controllability
in open quantum systems. For infinite-dimensional open
systems with a discrete spectrum which undergo Marko-
vian evolution, a rigorous understanding is non-trivial but
may be pursued by extending the standard Lie-Galerkin
techniques to non-unitary evolution. With the final goal of
identifying sufficient conditions for approximate control-
lability of open systems analogous to closed systems [76],
a mid-term perspective is to perform a sound regularity
analysis of a well-posed and defined mathematical control
problem.
No rigorous controllability analysis so far has tackled
open quantum systems which undergo non-Markovian dy-
namics. From a control point of view, non-Markovianity
may be connected to beneficial aspects of the system-
environment interaction, whereas the detrimental part is
linked to those Markovian dynamics that cannot be reme-
died – an aspect important not only for controllability but
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also for dissipative state engineering and quantum memo-
ries. Along similar lines, projective measurements may en-
tail Zeno-type dynamics exploring directions that do not
show up in the unobserved system [63].
Even for closed quantum systems, several highly rel-
evant questions are still open. These include the exact
or approximate controllability of the Schro¨dinger equa-
tion with mixed or continuous spectrum. This question is
important since it covers dissociation and ionization pro-
cesses, the control of which is a major goal in chemical
physics, cf. section 3.
Beyond controllability, a precise description of the reach-
able set (in the open case) and upper bounds on minimal
time to reach target states are largely unknown. Also a
universal estimate time to control finite-dimensional quan-
tum systems (with necessary drift) is still an open chal-
lenge.
2.2 Control design
2.2.1 Geometric optimal control—state of the art
Optimal control theory can be viewed as a generalization
of the calculus of variations for problems with dynamical
constraints. Its modern version was born with Pontrya-
gin’s Maximum Principle in the late 1950’s [321]. Its de-
velopment was boosted by using Kalman filters [191, 192]
in the Apollo programme and it is now a key tool in many
applications including quantum mechanics.
Solving an optimal control problem means finding a
control law, i.e., a pulse sequence, such that the corre-
sponding trajectory satisfies given boundary conditions
and equation of motion and minimizes a cost criterion
such as the energy or duration of the control. Pontrya-
gin’s Maximum Principle can be formulated in terms of
classical Hamiltonian equations. Usually, first one obtains
extremal trajectories, i.e., controls, by solving these equa-
tions. Secondly, one selects among the extremals those
which minimize the cost. Although looking straightfor-
ward, the practical use of Pontryagin’s Maximum Prin-
ciple is far from trivial and control problems require ge-
ometric analysis and numerical methods. The latter are
described below in section 2.2.2.
If the system is sufficiently simple, for example low-
dimensional, the optimal control problem may be solved
analytically. Typically, this requires a geometric analysis
of the control problem from which one can deduce the
structure of the optimal solution, a proof of global op-
timality, and physical limits such as the minimal time to
reach the target [241]. Mathematical tools that were devel-
oped recently [4, 34, 44, 188] allowed to solve problems of
increasing difficulty including fundamental control prob-
lems for closed [42, 43, 91, 92, 135, 209] and open quantum
systems [35, 205, 238, 291, 400, 461]. This method is able
to treat quantum control problems ranging from two and
three level quantum systems, two and three coupled spins
to two-level dissipative quantum systems whose dynamics
is governed by the Lindblad equation.
Extending methods of geometric control to infinite di-
mensions [76] was unexpectedly successful. Also, the Car-
tan decomposition method turned out to be an efficient
tool for the control of spin systems [201, 208]. This de-
composition leads to a drastic reduction of the dimen-
sionality of the quantum system, and may enable its geo-
metric description. A relatively little explored way to de-
rive analytic control fields is singular optimal arcs [34].
This method has been applied to some exemplary quan-
tum systems [206, 238, 338, 450, 456, 457, 458], but many
aspects remain to explored. In particular, this approach
could be interesting to derive analytical optimal control
fields. These methods can also be advantageously com-
bined with numerical optimization techniques in order to
manipulate more complicated quantum systems [240].
2.2.2 Numerical optimal control—state of the art
If the set of control equations, resulting from the max-
imum principle, cannot be solved analytically, numeri-
cal optimal control theory provides a viable alternative.
Algorithms comprise (i) gradient ascent algorithms [210]
(which can be extended to second-order quasi-Newton and
Newton methods [79, 98, 264]) and (ii) Krotov-type meth-
ods [226, 266, 332], also permitting this extension [118].
The main difference between these two approaches is that
the control is updated (or replaced) for all times simulta-
neously in case (i) and sequentially in case (ii) which im-
plies different convergence properties. The algorithms are
comparatively easy to use and several program packages
include optimal control modules, i.e., SIMPSON [415],
SPINACH [169], DYNAMO [264], and QuTiP [184]. Mod-
ifications to account for experimental imperfections and
limitations and to ensure robustness of the solution have
been introduced [167, 180, 218, 237, 283, 335, 383, 391,
438, 445], and numerical optimal control theory has been
extended to open quantum systems [22, 128, 145, 190, 365,
368].
It is also possible to restrict the control solution to a
predefined analytical form. In this case, the control only
depends on a limited set of free parameters which are op-
timized [265, 276, 380]. Applications of numerical optimal
control are discussed below in sections 3 to 5 but by now
have grown too numerous for a complete bibliography.
A caveat of numerical algorithms which are derived
from the maximum principle is that they require to solve
the system’s equations of motion many times, at least
twice per iteration step. This potentially hampers appli-
cation to high-dimensional quantum systems. So far, three
approaches have been pursued to cope with this issue. (i)
Optimization of the state space representation: For the
high-temperature regime of ensemble NMR spectroscopy,
the SPINACH package [169] uses state propagation with
interactions limited to pertinent short-range ones (thus
leading to efficient truncation of the underlying spin Lie al-
gebra) for simulating unprecedentedly large spins systems
such as entire biomolecules [355] with striking precision.
(ii) Gradient-free optimization: For many-body quantum
systems, the chopped random basis (CRAB) method uses
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a parametrization of the control and interfaces the tensor
compression of the time-dependent density matrix renor-
malization group with parameter optimization [69, 107].
The number of propagations may be significantly reduced
compared to gradient-based optimization, provided a small
basis is sufficient to represent the control. (iii) Local con-
trol theory: It determines the control field from instan-
taneous dynamical properties of the system by requiring
monotonic increase or decrease of a performance index
[121, 398]. Under well-established conditions [439], the
system converges asymptotically towards the target. Lo-
cal controls are reminiscent of the closed-loop Lyapunov
method in stabilization; and correspondingly the approach
has also been termed tracking. Due to the inherent nature
of the quantum measurement process, this approach has
been transformed into an open-loop control law in the
quantum world. In this approach, the equation of motion
needs to be solved only once.
Mathematical quantum optimal control theory shows
how to design optimal control fields and describes under
which conditions they exist [5, 312]. It does, however, not
investigate the complexity inherent to the search [256].
The search complexity is related to the description of the
control landscape which specifies the control objective as
a function of the control variables. Different results on the
structure of the control landscape have been established
recently [75, 97, 310, 327]. One of the main claims has been
that, provided there are no constraints on the control, the
control landscape does not contain local traps in all con-
trollable closed and some specific open quantum systems
[54]. This proof has recently been contested and is still the
object of a vivid debate [310, 311, 327]. Once constraints
are present, such as finite control field amplitude, this may
induce traps in the control landscape [343, 410]. Whether
and how imposing robustness of the control influences the
control landscape is an open question.
2.2.3 Control via adiabatic dynamics—state of the art
While optimal control theory is a general approach that
is particularly well suited for identifying fast controls, the
target can also be tackled by adiabatic techniques [31,
158, 409, 435]. The most widely known among these is
Stimulated Raman Adiabatic Passage (STIRAP)[31]. Adi-
abatic techniques usually employ a sequence of very in-
tense pulses over a comparatively long timescale which
enforces adiabatic following of the system dynamics. The
pulses can be frequency chirped according to the structure
of the energy levels. Such processes are inherently robust
to small variations of laser or system parameters and thus
well-suited to open-loop control. A main drawback of adi-
abatic control is the total time and energy, requirements
which cannot always be met in an experiment.
To address this issue, shortcuts to adiabaticity were de-
veloped [413]. This approach can be viewed as an inverse
engineering technique based on Lewis-Riesenfeld invari-
ants. It has been applied to a variety of quantum systems
[20, 77, 90, 347] for which such an invariant exists. Even
for an ensemble of quantum systems, analytical solutions
based on this technique are not out of reach [90]. Similarly
to enforcing robustness in ensemble optimization using op-
timal control [144, 218], the basic idea consists in selecting
among a family of (exact) solutions the ones that are ef-
fectively robust to some extent to variations of the system
parameters.
2.2.4 Mid-term prospects: goals and challenges for control
design
As with controllability analysis, the major challenge for
control design is posed by open quantum systems since
most systems of interest interact with their environment to
a non-negligible extent. An important challenge is the ex-
tension of the standard adiabatic and shortcut techniques
to open quantum systems. Beyond some preliminary re-
sults [186, 354], there are many open questions, for exam-
ple, how to generalize Lewis-Riesenfeld invariants to open
system dynamics.
All open-loop control approaches discussed above as-
sume sufficient knowledge of the quantum system. Corre-
spondingly, for open quantum systems, system identifica-
tion needs to include dissipative parameters. A first step
to combine quantum control with implicit learning about
the system parameters is the ADHOC technique [112].
Decoherence in open quantum systems can also be
used as a resource in what has become known as dissipa-
tive state engineering [62, 225, 364, 428]. Optimal control
theory allows for tackling dissipative state engineering for
quantum systems that are too complex for manual design
of the driven-dissipative dynamics. This naturally includes
incorporation of the noise as additional optimization pa-
rameter [30, 309]. When added to coherent controls, time-
dependent Markovian noise (amplitude-damping) enables
the control system to transform any initial into any desired
target state [30]. It can be easily integrated in toolboxes
like DYNAMO [264], yet the implementation in realistic
settings remains unexplored.
On an algorithmic level, the basics of numerical quan-
tum optimal control are well established for both Marko-
vian and non-Markovian open system evolutions, as de-
scribed above. The main challenge there is the efficient
numerical modeling of increasingly complex dynamics. A
promising route is provided by stochastic methods which
only require propagation of (several) pure states to unravel
the true dynamics [46, 306, 365]. These methods are ap-
plicable to both systems interacting with an environment
or subjected to measurements that can be modelled by a
stochastic process. An open question in this context is to
find the most efficient way to control these systems such
that the control is robust with respect to the stochastic
parameter [14].
In view of numerical optimal control theory as an open-
loop technique, integration with application is a crucial is-
sue that has only very partially been addressed. In order to
make the theory more useful for specific experiments, the
gap between theory and experiments needs to be bridged.
In spite of recent progress, a systematic and efficient algo-
rithm addressing this issue is still lacking. One option con-
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sists in combining open-loop optimal algorithms to closed-
loop control techniques in order to reduce their respective
drawbacks [112]. Using these two tools cooperatively is
expected to provide flexible quantum control. A current
challenge is still to improve the computational speed and
accuracy of the algorithms. A promising approach to this
end is the combined use of numerical and geometric op-
timal control methods [240]. Analogously to open quan-
tum systems, improving the computational speed will be
an important prerequisite to attack control problems of
increasing complexity, representing experimental settings
in a realistic way. Eventually, the goal is to enable the
problem-adapted design of controls in time-critical appli-
cations.
In view of a better understanding of control complex-
ity, a rigorous understanding of two crucial issues needs
to be developed – interrelation between minimum control
dimension and (effective) system dimension [256, 265] and
the questions of traps in the quantum control landscape.
Even if many quantum control problems have no traps,
i.e., their control landscapes are well-suited to the local
numerical optimization approaches discussed above, this
is not always the case. One then needs to resort to global
optimization techniques which are numerically expensive
and generally do not perform very well. Whether and how
global optimization methods such as dynamic program-
ming may be (better) adapted to quantum control is also
an open question. The efforts to solve more complicated
control problems via geometric optimal control techniques
must continue with a special emphasis on open quantum
systems and on non-linear dynamics [465].
Another fundamental open question is whether it is
possible to connect the Lewis-Riesenfeld invariants, used
for the shortcuts to adiabaticity, with the formal frame-
work of the Pontryagin Maximum Principle of optimal
control theory. This would hold the promise of combining
the best of two worlds.
2.3 Quantum feedback control theory
2.3.1 State of the art
In contrast to the open-loop techniques discussed in sec-
tion 2.2, closed-loop strategies [106] are capable of coping
with unpredictable disturbances. This approach is widely
used in classical control theory, where information from
the state of the system is fed back to the controller to
correct the field in action. However the perturbing ef-
fect of quantum measurements precludes direct applica-
tion of classical concepts. It required development of new
techniques tailored to quantum dynamics [104, 447]. An
indirect application is found in experimental closed-loop
quantum control, where each cycle of the loop is realized
experimentally, including preparation of a new sample in
each cycle [187]. Different learning algorithms, such as ge-
netic algorithms, have been developed to design the new
control field after each iteration [54].
Controlling a quantum system by feedback in a closed
loop can be realized in two different ways [453] – using
the measurement-based feedback approach [446] or the
coherent feedback method [258]. As in classical control
theory, the first option is based on a measurement process
and real-time manipulation of the system depending on
the measurement result. The measurement feedback ap-
proach built on quantum filtering techniques [46] is nowa-
days mathematically well described [47, 447]. Quantum
filtering consists in generating an estimate of the state
of the system from the measurements performed on it.
Measurement-based feedback has been shown to be effi-
cient [81, 82], making real-time control of quantum sys-
tems experimentally feasible [212, 356].
In the second option, no measurement is used and the
quantum system is directly connected to a quantum con-
troller. The experimental feasibility of coherent feedback
control has recently led to impressive results [149, 173,
178, 262].
2.3.2 Mid-term prospects: goals and challenges
It is the specific quantum nature of systems that in gen-
eral makes them susceptible to measurement backaction.
Thus in the quantum domain, finding an experiment-class
adapted balance between open-loop control techniques and
closed-loop feedback counterparts is one of the major chal-
lenges. Moreover, since measurement-based feedback is re-
stricted to the processing time of the classical components,
which have the slowest time scale, exploiting the limits
of coherent feedback control is useful in view of future
technologies. An advantage of coherent feedback over its
measurement-based counterpart is the reduced noise pro-
duced by the control process since there is no disturbance
from a system measurement. Feedback control methods
promise particular robustness and flexibility, but some im-
portant questions related to the quantum nature of the
dynamics remains to be solved. In particular, there is not
a general theory showing that quantum controllers per-
form better than their classical counterparts, and if so, in
which cases and under which experimental conditions.
Many other questions are still open in quantum feed-
back control. They extend from a general theory about
the role of weak measurements in the control of quantum
systems to feedback control of non-Markovian dynamics
and the influence of model uncertainties on the feedback
control. Similarly, another interesting perspective is to ex-
plore whether programmable quantum processors [65, 166]
themselves could be used or programmed such as to steer
quantum systems.
Most of the developments of quantum feedback con-
trol have been made in the context of quantum optics
[336, 356, 446, 447]. Recent technological progresses have
enabled advances in superconducting circuits both theo-
retically [269] and experimentally [342, 433]. A problem
which is starting to attract attention is feedback control
in quantum transport [120]. In other words, the question
is to understand how the current quantum control tech-
niques developed for quantum optical systems can be ap-
plied to hybrid systems involving quantum dots, super-
conducting qubits and opto-mechanical resonators. The
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existing quantum feedback theory has to be adapted to
these new dynamics.
2.4 Long-term vision
Quantum optimal control theory has reached a level of
maturity that enables tackling the question of quantum
control in a world which is never fully quantum, be it
due to residual couplings to the environment or due to
imperfections in the controls or system characterization.
The ultimate goal is to develop a rigorous understand-
ing of the fundamental limits as well as the opportunities
for quantum control under real-life conditions, in terms
of both controllability and control design. This includes
in particular control of quantum systems undergoing non-
Markovian evolution, as found in condensed phase physics
and chemistry. It will most likely require a combination of
the techniques described above and a synergy of efforts,
ranging from pure mathematics via algorithm design all
the way to developing techniques for integrating theory
and experiment. Meeting these challenges would provide
the mathematical and algorithmic underpinnings for the
application of quantum control in all of the three fields
described in the following.
3 Atomic, molecular, and chemical physics
3.1 State of the art
Within the realm of atomic, molecular and chemical physics,
quantum control was first discussed in the context of chem-
ical reactions. It was termed ’coherent control’ at the time
and conceived as a method to determine the fate of a re-
action using laser fields [224, 405, 406]. The basic idea was
to employ interference of matter waves to enhance the de-
sired outcome and suppress all others [58, 341]. A way to
create the desired matter wave interference is by tailor-
ing laser fields [224, 405, 406]. A reaction is viewed as the
following sequence of events—approach of the reactants;
formation of a new chemical bond; intermediate dynamics
of the generated molecular complex; stabilization into the
target products, typically involving the breaking of an-
other chemical bond. Each of these steps can in principle
be controlled.
The advent of femtosecond lasers and pulse shaping
technology [280, 444] in the 1990s allowed for experimen-
tally testing the idea of controlling chemical reactions. In
the lab, the laser pulse shape can most easily be deter-
mined in feedback loops combined with e.g. genetic al-
gorithms [187]. Very soon after the theoretical proposals
several pioneering experimental papers were published de-
scribing control of unimolecular dissociation or fragmen-
tation, see Refs. [55, 93, 94, 147, 228, 244, 297, 326, 448]
and references therein. Yet much still remains to be under-
stood about the mechanisms and even whether quantum
coherence is involved [59].
Control strategies include both weak- and strong-field
scenarios. In the first case, a wavepacket is launched, and
its ensuing (ro-)vibrational dynamics is exploited. In the
strong-field regime, the laser pulse coherently controls the
dynamics during the pulse while utilizing the effective
modification of the energy levels of atoms [24, 25, 416,
417] or, respectively, the potential energy landscape ex-
perienced by the molecules, via the dynamic Stark ef-
fect [26, 401, 422].
Weak field control of non-resonant excitation may em-
ploy optical interferences to control e.g. the population in
a final state [278]. Weak field here implies low order per-
turbation theory to be applicable. It was proven early in
the development of quantum control, that for weak fields
in an isolated quantum system, phase-only control is im-
possible for an objective which commutes with the free, or
drift, Hamiltonian [60]. A qualitative explanation is that
under such conditions there are no interfering pathways
leading from the initial to the final stationary states. Ex-
perimental evidence has challenged this assertion, claim-
ing demonstration of weak-field phase-only control for an
excited state branching ratio [325]. The phenomena were
attributed to the influence of the environment. A sub-
sequent study showed that such controllability is solvent
dependent [425]. A theoretical demonstration that phase-
only control is possible in weak field for an open quantum
system soon followed [194]. It is still an open question if
weak-field phase-only control is possible for targets that
commute with the Hamiltonian in open quantum systems.
For example, can population transfer from a ground to the
excited surface be phase-controlled for a dye molecule in
solution? While this has theoretically been shown to be
impossible if the time evolution is Markovian [10], most
solvents lead to non-Markovian system dynamics.
In the context of coherent control of a chemical re-
action, the bimolecular process of bond formation using
femtosecond lasers remained much more elusive [11, 157,
221, 270, 277, 298, 349, 353] than bond breaking. Its coher-
ent control was demonstrated only very recently [243]. Full
control of a binary reaction—from its entrance channel of
scattering reactants to the targeted products in a selected
internal state—is still an open goal. Realizing this dream
would create a new type of photochemistry with selective
control of yields and branching ratios.
Coherent control of bond formation in the gas phase
turned out to be so difficult because it starts from an
incoherent thermal ensemble. The laser pulse then needs
to pick those scattering pairs which show some correla-
tion in their translational or rotational motion. Averag-
ing over rotations can be avoided by orienting or align-
ing the molecules using strong laser fields [394]. Adiabatic
alignment occurs in-field and is achieved with nanosecond
pulses. In contrast, femtosecond laser pulses create non-
adiabatic alignment that persists after the pulse is over.
This second option where the alignment is produced in
field-free conditions is more interesting in view of the ap-
plications since the laser pulse does not disturb the molec-
ular system [374, 399].
Spatial averaging in the gas phase implies an integral
over the beam profile and blurs coherent effects as the
atoms or molecules are exposed to different intensities.
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Spatial resolution is thus a prerequisite for control [193].
Subwavelength dynamic localization of the laser intensity
can be achieved on the nanometre scale [3], lifting the
restrictions of conventional optics. Optimal control theory
can be used for spatial shaping of the laser fields used in
nanoexcitation [314].
Another way to overcome thermal and spatial averag-
ing is by cooling and trapping the atoms or molecules.
Coherent control was suggested as a method to cool inter-
nal molecular degrees of freedom [22, 23]. This has been
realized experimentally for cooling vibrations of ultracold
cesium dimers [388] and rotations of trapped aluminum
hydride ions [253]. While restrictions imposed on the cool-
ing efficiency by the molecular structure can be circum-
vented using optimal control [334], a persistent challenge
to cooling internal molecular degrees of freedom are the
timescale separation between vibrations and rotations as
well as the enormous bandwidths that are required for
strong bonds. In order to prepare molecules that are cold
in their translational degrees of freedom, molecules are as-
sembled from atoms which are much easier to cool. How-
ever, a major problem in creating molecules from atoms is
the extreme change in time and length scale. Optimal con-
trol was studied to overcome this issue [220]. Initial exper-
iments employed the simple scheme of a chirped pulse to
compress two atoms to closer proximity [449]. This can be
viewed as a first step in ultracold laser-induced, i.e., photo-
association. Association yielding ultracold molecules in a
single internal quantum state has been demonstrated em-
ploying magnetic field ramps (magneto-association) fol-
lowed by STIRAP-type protocols [95, 293]. An experimen-
tal challenge still unfulfilled is complete coherent control
of ultracold photoassociation.
One of the important issues here, particularly in poly-
atomics, is the need for accurate ground and excited po-
tential energy surfaces to design optimal pulses a priori,
as well as to interpret the mechanism of pulses that are
found by experimental optimization. For this reason there
has been significant interest in recent years in inverting
the information in optical spectroscopies in order to recon-
struct excited state potential energy surfaces [17, 18, 252].
In addition to making or breaking chemical bonds, co-
herent control has demonstrated its versatility in study-
ing energy transfer [165] and for spectroscopy. The latter
includes in particular non-linear and multi-dimensional
spectroscopies [110, 133, 162, 376] and microscopy [89,
110, 308]. In this context, coherent control allows to in-
crease both the resolution and the specificity to a single
molecule. Originally developed with phase-locked time-
delayed laser pulses, non-linear and multi-dimensional spec-
troscopies utilize the interference created by these pulses.
Laser pulse shaping not only lifts the constraint of hav-
ing separate pulse beams in non-linear spectroscopy and
microscopy [110, 162, 376], it also addresses naturally the
requirement to decipher the interference which is at the
basis of the non-linear spectroscopies. Eventually, this un-
derstanding has lead to the use of laser pulse shaping in
optical imaging with compensation of the effect of scat-
tering media such as biological tissue [12, 195]; optical
microscopy with enhanced chemical sensitivity and con-
trast [299, 301, 315, 331]; chemical analysis and detec-
tion via optical discrimination [86, 214, 248, 397]; can-
cer diagnosis [273]; and material processing [122]. Simi-
larly, laser pulse shaping is expected to enhance chemical
sensitivity in other detection methods such as mass spec-
troscopy [33, 411].
Initially, the coherent control of molecules, be it in the
context of chemical reactions or non-linear spectroscopies
or energy transfer, considered the dynamics of the nuclear
degrees of freedom, using femtosecond laser pulses as the
main workhorse. More recently, the focus has shifted to
controlling electron dynamics. This is being made possible
by the development of advanced x-ray sources which probe
the dynamics of electrons within atoms and molecules on
attosecond time scales. Their potential for exploring the
quantum nature of the nanoworld is unprecedented. For
example, using xuv and x-ray light for multidimensional
spectroscopy could probe valence excitations locally on
different atomic sites in a molecule. This would be invalu-
able for understanding energy transfer in biological sys-
tems and quantum devices. The use of x-ray light sources
is currently facing a number of challenges that can be
tackled by quantum optimal control. First of all, the large
energy of xuv and x-ray pulses results in a high probabil-
ity of ionization, reflecting the problem of controllability
when a continuum of states is involved. This has been
addressed in a recent study, where optimal control the-
ory was used to predict experimentally feasible pulses to
drive xuv-Raman excitations through the ionization con-
tinuum [151].
Another control problem is the creation of the xuv light
pulses themselves. In particular, high harmonic genera-
tion, where a very strong near-infrared femtosecond laser
pulse accelerates an electron in such a way that it emits
xuv light, is an ideal candidate for coherent control: The-
oretical predictions for optimum driving should be easy
to adapt in experiment, given the existing pulse shaping
capabilities. The challenge that high harmonic generation
poses to optimal control theory is a frequency-domain tar-
get [358, 375, 445]. A conclusive answer whether shaping
the femtosecond laser pulses can improve high harmonic
generation has not yet been provided.
Optimal control theory was first applied to chemical
reactions using Krotov’s method [389, 407] and gradient
ascent [156, 466]. The theory was quickly extended to
Liouville space [22, 454] to treat condensed phase situ-
ations and cooling. The major experimental constraint in
expimerents with shaped femtosecond laser pulses is the
fixed bandwidth. This can be accounted for by including
frequency filtering in the optimization [146, 237, 366, 438]
or by imposing spectral constraints [305, 335]. Optimal
control techniques have also been applied with success to
molecular alignment and orientation in gas phase [393].
The design of optimal solutions has allowed to reach the
best possible degree of alignment and orientation [352]
within the experimental constraints such as temperature [236]
or collisions [328]. In addition to improving existing con-
trol strategies, optimal control has also been used to ex-
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plore new regimes of alignment dynamics such as planar
alignment [171].
3.2 Mid-term prospects: goals and challenges
Thirty years after the conception of reaction control, it
is fair to ask whether the idea of coherently controlling
a chemical reaction can work at all. In this respect it is
important to realize that the basic ingredients for achiev-
ing this goal have all been developed. The challenge that
remains to be overcome, is their assembly and application
to a specific reaction. The dream of coherently controlling
a chemical reaction all the way from its entrance channel
to the reaction products thus seems to be within reach. It
includes the controlled formation (or photoassociation) of
a new chemical bond, the controlled dynamics of the in-
termediate complex, most likely involving a conical inter-
section, the controlled cleavage of another chemical bond
as well as the stabilization of the reaction product. Realis-
tically, demonstration of control over a complete reaction
can be expected within the next few years for a sufficiently
simple reaction complex, involving only a few atoms.
Experimental techniques are currently developed to
trap and cool a single molecule. These are particularly ad-
vanced for single molecular ions [164, 346]. The molecules
can be simple diatomics or large biological chromophors
such as rhodopsin. Such trapped species are ideal candi-
dates for control, inducing for example isomerization in
rhodopsin. Instead of trapping and cooling molecules di-
rectly, they can also be assembled from cold atoms one
by one. The number of different atoms which have been
cooled and trapped has been increasing steadily. Atoms
other than the first row alkali metals have the poten-
tial for complex chemistry with multipole bonds. This
raises the challenge of assembling molecules from these
constituents. The experimental obstacle is the develop-
ment of pulse shaping techniques in the picosecond and
nanosecond range.
Another mid-term goal for quantum control is the con-
trol of electron dynamics. The capability to control elec-
trons implies Angstrom-scale ultrafast imaging methods
which can be realized in the form of laser-induced elec-
tron diffraction and high-harmonic spectroscopy. Specific
mid-term goals that seem within reach using these tools
include the control of subfemtosecond charge migration;
the controlled generation of spin-polarized electrons from
laser ionization; recognition of the absolute configuration
of chiral molecules with shaped laser pulses; and, using
high-harmonic spectroscopy of molecules, ultrafast imag-
ing of structure and dynamics on sub-atomic length scales.
3.3 Long-term vision
3.3.1 Synthesis
The ultimate chemical synthetic challenge is to assemble
large chiral molecules from elementary building blocks.
Currently such syntheses are carried out in solution where
the chemical products are stabilized by entropy generation
caused by heat transfer to the environment. The vision
would be composed of synthesis by photoassociation via
polarization shaped light where the final product is sta-
blized by laser cooling and trapped by light.
3.3.2 Analysis
The vision is a light field tailored to a specific molecule
or functional group generating a specific physical outcome
such as light emission or ionization. Such a capability will
enhance the threshold of detection of a specific hazard
or in medical applications. Combined with spatial super-
resolution, the analytic methods are expected to find ap-
plications in molecular-scale microscopy.
4 Magnetic resonance
The optimal control of spin dynamics is at the heart of well
established magnetic resonance technologies and of emerg-
ing new fields of quantum technologies. Nuclear magnetic
resonance spectroscopy (NMR) [2, 125, 247], electron spin
resonance spectroscopy (ESR) [373] and magnetic reso-
nance imaging (MRI) [32] are based on the control of nu-
clear or electron spins with the help of time-dependent
electromagnetic fields. In fact, magnetic resonance is one
of the most impressive success stories of quantum control
and technology.
The mathematical description of the state and dynam-
ics of nuclear spins or electron spins is essentially iden-
tical to the canonical description of abstract quantum
bits (qubits). In terms of the theoretical and experimen-
tal control of spins or qubits, NMR had a long head start
compared to other quantum technologies as the commu-
nity has actively explored and developed quantum-control
methods for more than 60 years. This was driven by many
very concrete and important applications in physics, chem-
istry, biochemistry, biology and medicine. The interdisci-
plinary impact of quantum-control enabled magnetic res-
onance is impressively reflected by Nobel prizes in physics
(Felix Bloch, Edward Purcell, 1952), chemistry (Richard
Ernst, 1991; Kurt Wu¨thrich; 2002), and medicine (Paul
Lauterbur, Peter Mansfield, 2003) [124, 268, 451].
Today, NMR is arguably the most important tool in
chemistry to determine the molecular structure and dy-
namics of molecules. ESR is an essential technique in radi-
cal reaction chemistry, catalysis, electrochemistry and pho-
tosynthesis research. MRI is one of the most informa-
tive and frequently used modalities in medical diagnostics.
The huge range of practical applications has generated
multi-billion dollar branch of the instrument manufactur-
ing industry (Bruker, Siemens, Phillips, General Electric,
JEOL, etc.). This in turn has resulted in the continu-
ous development of more and more sophisticated instru-
ments with superb flexibility in terms of the available con-
trol schemes: For example, arbitrary waveform generators
and linear amplifies are standard NMR and MRI equip-
ment for more than three decades (and have more recently
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also become available with sub-nanosecond time resolu-
tion for ESR applications [196, 391]). With their help,
even very complex pulse shapes can routinely be imple-
mented with high fidelity [217]. The excellent agreement
between theory and experiments (as a result of the highly
accurate theoretical description of the physics of coupled
spins and the availability of very reliable hardware to im-
plement virtually arbitrary pulse sequences and shapes)
also has made NMR an attractive testing ground for the
experimental demonstration of new control approaches for
finite-dimensional quantum systems in general. Concepts
of quantum control and sophisticated quantum-control de-
sign tools developed in the field of NMR have found many
applications in other fields, such as in quantum informa-
tion processing [185, 348, 427], optics (photon echos) [232],
in neutron scattering or in the control of nano devices
based on quantum dots, artificial atoms etc.
Two important emerging fields of magnetic resonance
are hyperpolarization methods for bulk NMR and the con-
trol and measurement of individual spins or spin systems,
e.g. of NV centers in diamond with many potential ap-
plications in sensing and quantum information processing
[105, 159, 182]. Hyperpolarization techniques (also known
as spin cooling), [227, 357, 431] can generate highly po-
larized non-thermal spin states. Hence, the relatively low
sensitivity of NMR (due to the small magnetic moments
of nuclear spins and the resulting weak thermal polariza-
tion) can be overcome by using a variety of approaches.
In particular, there are two different methods that have
recently become increasingly popular in practical applica-
tions. The first one is based on transfer of the much higher
thermal polarization from unpaired electrons onto the nu-
clear spin ensemble in a process called dynamic nuclear
polarization (DNP) [153, 294, 302]. The second method in-
volves the use of parahydrogen and a transfer of its highly
populated singlet spin state onto nuclear spins in receptor
molecules [48]. Both methods have been known already for
many years but only recently significant progress has been
made in terms of a full quantum description of the under-
pinning spin physics and the optimization of the required
experimental hardware.
The detection and control of individual nuclear spins
close to Nitrogen-vacancy (NV) centers in diamond [181,
287] is a premier example of a new area of optimal con-
trol of individual spin systems. In these experiments, sin-
gle nuclear-spin detection is achieved by an efficient read-
out based on couplings of the nuclear spins to electron
spin states and their detection using optical techniques.
In the field of spintronics, spins of individual atoms (such
as 31P donors) or quantum dots can be electrically de-
tected and controlled by radio- or microwave pulses with
high fidelity[19, 317].
4.1 State of the art
The design of pulse sequences that provide maximum sen-
sitivity, selectivity, as well as maximum resilience to in-
strumental imperfections, is central in the ongoing effort
to improve magnetic resonance technologies. Both ana-
lytical and numerical methods have been used to design
multiple-pulse sequences (including composite or shaped
pulses).
Since the 1950s, the field of NMR has been a highly
active ”breeder” for methods to control finite-dimensio-
nal quantum systems. The wide spectrum of applications
has motivated the development of more and more sophis-
ticated tools for quantum control in a quest to push the
experimental performance to their limits. Pulsed magnetic
resonance techniques such as the two-pulse Hahn echo
and the three-pulse stimulated echo [161] were important
milestones on the path to multiple-pulse sequences, which
often consist of tens or hundred thousands of individual
pulses with defined amplitudes and phases. This was en-
abled by the development of theoretical tools such as Av-
erage Hamiltonian Theory (AHT) [160] and the symmetry
analysis of composite pulses and multiple-pulse cycles and
supercycles [131, 245, 246, 247].
More recently, sophisticated theoretical approaches of
geometric optimal control theory [34, 44, 188, 206, 208,
209, 322] have been applied to quantum control problems
motivated by magnetic resonance applications. Although
these analytical approaches are typically limited to low-
dimensional quantum systems, they are able to provide
the best possible solutions to a given problem by proving
global optimality. The resulting physical performance lim-
its are important theoretical results in their own right and
also provide benchmarks for numerical and experimental
optimization techniques. Geometric optimal control has
been very successfully applied to highly non-trivial exam-
ples of uncoupled and coupled spins both in the absence
and presence of relaxation (dissipation and decoherence).
For example, based on geometrical optimal control anal-
ysis, the minimal time for quantum gates in systems of
two and three coupled spins (qubits) have been deter-
mined and experimentally implemented [208, 209, 339].
And in this context, the so-called quantum-gate design
metric was discovered, which plays an important role for
the design of so-called geodesic unitary gates [203, 209].
For example, time-optimal control schemes for the simu-
lation of effective trilinear couplings in systems with only
next-neighbor couplings were derived based on geometric
optimal control and experimentally demonstrated using
NMR. This is a particularly impressive example, because
in the limit of small time increments∆tsim under the simu-
lated trilinear Hamiltonian, the actual duration of the con-
trols also approaches zero, whereas previous approaches
based on AHT have a minimal duration of 1/(2J), i.e.
for ∆tsim → 0, the gain of the optimal-control schemes
approaches infinity [203, 209]. Examples of geometric op-
timal control applications involving singular arcs [34] in
NMR are relaxation-optimized polarization transfer ex-
periments [205, 206, 291, 395], minimal-time controls for
the saturation of spins, [238], for maximizing contrast in
MRI [240] and for maximizing the achievable signal-to-
noise ratio per unit time [234, 261].
Since the 1980s, numerical algorithms such as conju-
gate gradients, downhill simplex (Nelder Mead), genetic
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algorithms and simulated annealing have been applied to
find efficient and robust quantum-control schemes for mag-
netic resonance applications [130, 132, 140, 254, 289, 423].
Powerful optimal-control algorithms based on the Pon-
tryagin Maximum Principle (PMP) were applied already
since the mid 1980s to the design of shaped pulses for
the manipulation of nuclear spin ensembles [84, 174, 175].
Potent variants of these PMP-based algorithms were also
developed in the context of NMR applications for coupled
spins in NMR spectroscopy and quantum information pro-
cessing [98, 210, 250]. They are able to optimize pulse se-
quences for an ensemble of spin systems with realistic pa-
rameter ranges for detunings, scalings of the control field
etc., i.e. they can take into account variations or uncer-
tainties of experimental parameters. Numerical ensemble-
control methods have resulted in extremely powerful con-
trol schemes with unprecedented resilience to pulse im-
perfections, while at the same time taking experimentally
bounded control amplitudes and pulse energy limits into
account.
In magnetic resonance, an efficient and user-friendly
software landscape is starting to emerge – there are a
few software packages that support sophisticated quan-
tum mechanical magnetic resonance simulations as well
as optimal control. Spinach [169] supports all forms of
magnetic resonance spectroscopy under the same roof, im-
plements sophisticated spin relaxation theories as well as
most mainstream optimal control algorithms that are pre-
sently used in magnetic resonance spectroscopy: GRAPE
[210], GRAPE-BFGS [98, 264], Krotov [226] and Krotov-
BFGS [118]. Another advantage of Spinach is the avail-
ability of polynomially scaling spin dynamics simulation
algorithms that make previously intractable NMR and
EPR simulation (and therefore control) problems acces-
sible [111, 355]. In the solid-state NMR community, the
SIMPSON software package (SIMulation Program for SOlid
state Nuclear magnetic resonance) has been the most ex-
tensively used general-purpose software and also includes
an optimal control toolbox to facilitate robust experiment
design [415]. MATPULSE [137, 255], DYNAMO [264] and
QuTiP [184] are versatile Matlab and Python based sim-
ulation and optimization programs. Other software pack-
ages for the simulation and/or optimization of spin dy-
namics include SIMONE [141], OCTOPUS(SI) [115, 215],
Gamma [351] and SPINEVOLUTION [429].
Both analytical and numerical methods have been pro-
ven very effective for two- and three-level systems [6, 35,
35, 38, 41, 42, 43, 135, 138, 139, 233, 238, 239, 286, 381,
384, 385, 386, 400, 403, 465], two uncoupled spins [15, 16],
and two coupled spins [29, 116, 163, 204, 208, 338, 432,
457]. Moreover, significant progress has been made in un-
derstanding how to optimally control coupled spin systems
with more than two spins [36, 37, 45, 64, 71, 72, 73, 74,
202, 203, 209, 235, 296, 339, 363, 369, 395, 396, 424, 440,
441, 456, 458, 459, 460, 462]. Recent advances include ro-
bust broadband and band-selective pulses in NMR and
ESR. Depending on their role in a given experiment, uni-
versal rotation (UR) pulses (e.g. for refocussing) or point-
to-point (PP) pulses (e.g. for excitation or inversion of
spins) are required. Systematic studies of the offset band-
width (range of detunings) and robustness with respect to
scaling of the control amplitude (width of B1 inhomogene-
ity distribution) of optimized PP [218, 219] and UR pulses
have been performed [216]for experiments where the max-
imum control amplitudes (e.g. in many applications of
NMR or ESR spectroscopy) or the pulse energy (e.g. in
MRI) are experimentally limiting factors. For a desired fi-
delity, the bandwidth covered by a (composite or shaped)
pulse can be made much larger than the maximum con-
trol amplitude (maximum Rabi frequency) at the price of
increased pulse duration. Surprisingly, it was found empir-
ically that the pulse duration typically scales only linearly
with the desired offset range of operation. Hence, unprece-
dented fidelities can be achieved that are e.g. required for
quantitative NMR applications or for quantum error cor-
rection schemes. In addition, it was demonstrated that
coherence transfer elements can be designed that are not
only resilient to offset and control amplitude variations
but also to variations in coupling constants [116, 117].
In general, UR pulses are significantly longer than PP
pulses for the same error resilience, which was exploited
in a new strategy to build complete sequences based on
standardized UR pulses when necessary and standardized
PP pulses whenever they are sufficient [295]. The recent
application of optimal control methods to the problem
of heteronuclear decoupling yields not only significantly
improved performance, [292, 361] but also unprecedented
flexibility in the design of tailored decoupling sequences
[223, 360, 464]. Individual pulses were also optimized for
Carr-Purcell-Meiboom-Gill echo train sequences [39, 267].
Beyond individually optimized pulses, the simultaneous
optimization of pulses provides significant performance
gains by exploiting cooperative effects either in a single
scan [50] or in multiple scans [51] with first applications
in Ramsey-type experiments and in Hahn echo sequences.
In liquid-state NMR, optimized broadband pulses have
found applications in a number of experiments. Early ex-
amples are the CLIP-HSQC [123] and P.E.HSQC [421]
for the measurement of one-bond and geminal couplings
as well as more recent experiments involving homonuclear
decoupling [337] and the rapid acquisition of heteronu-
clear correlation experiments [371]. All these experiments
are of special interest as they are recorded in large num-
bers every day in chemical laboratories and improvements
in robustness, accuracy, or acquisition time are of high
interest.
For the specific conditions of solid-state NMR and ex-
periments in oriented systems, specific pulse sequences
have been optimized [198, 242, 259, 263, 414, 436, 455].
In ESR spectroscopy, the first broadband optimal-control
pulses have recently been developed and experimentally
implemented [196, 391]. In this context, the efficiency of
novel approaches to take into account transient effects due
to transfer line effects and limited resonator bandwidth
was both numerically and experimentally demonstrated
[391].
Motivated by magnetic resonance imaging applications,
optimal control pulses have been developed [84, 154, 174,
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175, 240, 255, 272, 434, 452]. Applications include im-
proved spatially selective excitation schemes [179, 180,
382], pulses with minimal radio-frequency (rf) power and
pulses to counteract rf inhomogeneity in parallel transmis-
sion at ultra-high field [154, 255]. For chemical exchange
saturation transfer (CEST) imaging, chemical exchange
effects were taken into account in pulse sequence opti-
mizaion [329].
In DNP, optimal polarization transfer schemes from
electron to nuclear spins have been investigated for a small
set of relatively simple model systems [153, 172, 275, 319,
320]. Optimal control was also used in conjunction with
the use of parahydrogen to generate high nuclear spin po-
larization. In particular, it was shown that the initial lon-
gitudinal two-spin order arising from the hydrogenation
reaction can be equally distributed between several spins
and converted into detectable magnetization [52].
Geometric and numerical tools from optimal control
theory have not only provided pulse sequences of unprece-
dented quality and capabilities, but also new analytical in-
sight and a deeper understanding both of the mode of ac-
tion of optimal pulses. Numerically optimized pulses can
often be interpreted as robust implementations of ana-
lytically derived optimal trajectories [238]. These can be
understood based on geometrical concepts [233]. In addi-
tion, useful tools have been developed to analyze complex
pulses [222] and the resulting dynamics in coupled spin
systems [136, 229, 320].
4.2 Mid-term prospects: goals and challenges
An important goal is to make optimal control algorithms
easier to use, generally applicable and to further increase
their speed. Depending on the applications, very differ-
ent convergence rates are encountered and a systematic
characterization of optimal control landscapes is still miss-
ing. With more efficient numerical optimizations meth-
ods, optimal control theory will make it possible to design
problem-, sample- and patient-specific pulse sequences on
the fly. The fast reoptimization of pulse sequences or of
sequence elements, e.g. in response to the presence of mag-
netic susceptibility jumps, will significantly improve their
performance. In addition to MRI applications, this could
be important in production or process monitoring by NMR,
where the pulse sequence should be able to adapt to the
sample in the same way as shim currents currently do – ex-
amples are magnetic susceptibility and tuning variations
in imaging, metabolomics and oil well logging [39].
Optimal control methods are expected to reduce the
time which is required to determine structural and dy-
namical information of biomolecules (e.g. proteins). In this
field, coping with large coupled spin networks, especially
in the presence of relaxation, is computationally hard and
further improved numerical/analytical approaches are high-
ly desirable. Characterizing the experimental imperfec-
tions and fine-tuning the spectrometer and setting up the
experiment is time-consuming and efficient closed loop
feedback-based automatic procedures have to be devel-
oped, implemented and integrated with the adaptive de-
sign of pulse sequences to automate this process.
In the field of medical imaging it is expected that opti-
mal control methods will lead to more sensitive and more
efficient pulse sequences, such that a patient has to spend
less time in a scanner for an examination. This may be
achievable by using multi-band excitation techniques and
optimized image acquisition based on multiple transmit
and receive channels. Optimal control methods are also
expected to help in the extension of the clinical applica-
bility of ultra-high-field scanners and to provide in-vivo
spectroscopy with improved diagnostic value. Apart from
better localized excitation, progress in the field of mag-
netization preparation (e.g. reducing the B0 sensitivity of
fat saturation) might be achievable. Improved saturation
pulses are expected to be useful for many different task,
from chemical shift imaging (CSI) and chemical exchange
saturation transfer (CEST) imaging [329] to single voxel
spectroscopy. Also methods for improved quantification
accuracy and biomarker imaging are highly desirable.
Small molecule NMR spectroscopy forms the central
basis of chemical analysis on a molecular level in solution.
Applications are already manifold, but are expected to in-
crease significantly during the next decade. Mostly identi-
fication and quantification of compounds in complex mix-
tures is needed. Especially for quantification tasks, meth-
ods to be derived from optimal control will deliver more
reliable and robust results. Optimal control derived se-
quences will also improve the detection level of side prod-
ucts, making products safer and better defined. Especially
quality control of food, pharmaceuticals and other prod-
ucts as well as metabolomics-type applications and per-
sonalized medicine will benefit from improved experiments
and thereby directly affect everyday life.
In the field of hyperpolarization, further hardware ad-
vances are expected, in particular in generating and mod-
ulating high-frequency microwave fields and it is envis-
aged that optimal control methods will play an impor-
tant role in the development of more sophisticated exper-
imental schemes to transfer the electron polarization to
surrounding nuclear spins. Ideas how to control electron-
nuclear spin systems in a optimal way have already been
published and discussed. This includes the manipulation
of the nuclear spins using the anisotropy of the hyper-
fine interaction [168, 207] and the exploitation of repeated
generation of dipolar spin order to enhance polarization
transport by spin diffusion [99]. Since more sophisticated
catalysts are being developed for parahydrogenation reac-
tions [357], it is also anticipated that pulse shapes derived
from optimal control principles will be more frequently
used to maximize the achievable polarization and to me-
diate polarization transfer to specific molecular site.
4.3 Long-term vision
Important theoretical and practical aspects of optimal
control in magnetic resonance are the physical limits of
quantum dynamics. On the one hand, the questions of
quantum state reachability in dissipative systems remain
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largely unresolved. On the other, many practical usage
scenarios are time-constrained, and a more general under-
standing of the best possible performance in a give amount
of time is highly desirable.
A very desirable outcome of the continued progress in
optimal control technology could be that, for a given level
of performance, the use of optimal control sequences could
significantly reduce the instrument costs as well as costs of
sample preparation and purification. Sophisticated shim
coils, frequency locks, complicated combinations of sus-
ceptibility matched materials in NMR probes and other
expensive arrangements had originally been introduced
to maximize spectral resolution and selectivity. If both
could be achieved by tailored pulse sequences under less
than ideal conditions, the complexity could be transferred
from the instrument design to the mathematical optimiza-
tion procedure. The concomitant reduction of hardware
cost could result in more affordable instruments, e.g. for
MRI examinations. Also, the integration of control de-
sign with image reconstruction and spectral calculation in
NMR and with instrument design could result in better
performance. The combination of open loop and feedback
strategies may result in fast and fully automated tune-
up procedures, which would further reduce the required
experimental time.
A long-term vision of magnetic resonance techniques is
the detection of the nuclear spins of individual molecules,
such as a protein. The ability to image the shape of a
single molecule similar to the way we can image humans
today would revolutionize structural biology and the ra-
tional and efficient development of medication. The recent
developments in sensing based ib NV centers in diamonds
(see section 5) may provide a potential road to this goal,
as well as completely new application areas e.g. in medical
diagnostics.
5 Quantum information and communication
5.1 State of the art
Quantum technologies (see, e.g., [109]) exploit quantum
coherence and entanglement as essential elements of quan-
tum physics. Applications include high-precision measure-
ments and sensing, which would reach unprecedented sen-
sitivity, the simulation of physical and biological systems,
which would be impossible to study otherwise, and quan-
tum information processing, which would allow to solve
computationally hard problems. Successful implementa-
tion of quantum technologies faces the challenge to pre-
serve the relevant nonclassical features at the level of de-
vice operation. More specifically, each task of the device
operation needs to be carried out with sufficient accuracy,
despite imperfections and potentially detrimental effects
of the surroundings. Quantum optimal control not only
provides toolboxes that allow for identifying the perfor-
mance limits for a given device implementation, it also
provides the protocols for realizing device operation within
those limits.
Prominent tasks include the preparation of useful quan-
tum states as well as implementation of quantum oper-
ations. The power of the quantum optimal control ap-
proach for implementing these tasks has very recently
been demonstrated in a number of impressive experiments.
For example, nonclassical motional states of a Bose-Ein-
stein condensate were prepared with optimized control
sequences for wavepacket interferometry [426], and the
loading of an ultracold atomic gas into an optical lat-
tice was improved [345]. With respect to quantum opera-
tions, quantum optimal control allowed for error resistant
single-qubit gates with trapped ions [412] and for single
qubit gates without the need for invoking the rotating
wave approximation in nitrogen vacancy (NV) centers in
diamond [359]. For the latter platform, optimal control
is also at the basis of a spectroscopy protocol allowing to
image nanoscale magnetic fields [159]. In quantum proces-
sor candidates based on superconducting circuits, leakage
to non-computational states in the most common type
of qubit, the transmon [78, 260, 284], was avoided and
frequency crowding was accomodated [372, 430] thanks
to optimal control results. Closed-loop optimal control
[112, 199] enabled fine-tuning of gates that were deter-
mined manually, allowing them to reach consistent record
fidelities within this platform. Control of donor qubits
in Si has been achieved and characterized [285]. Control
strategies for spins in semiconductors currently trade off
conceptually simple single-spin schemes [197, 316] with
more robust and accessible two- and three spin techniques
[211, 274, 313]. The short natural time scales suggest adi-
abatic schemes to be attractive [49, 126, 152] In view
of scaling up control, the design and implementation of
unitary maps have recently been demonstrated in a 16-
dimensional Hilbert space, spanned by the electron and
nuclear spins of individual cesium atoms [13].
The use of control methods in a broader sense has al-
lowed for further significant experimental achievements,
such as to improve of the coherence of a qubit, realized by
the electron spin in an NV center, using dynamical decou-
pling [66]. A famous further example of high-end control
techniques is the Paris experiment of stabilizing a quan-
tum state with predefined photon number via real-time
closed-loop feedback [356], which required to include the
noise back-action of controls onto the system by way of
stochastic differential calculus.
These experimental achievements were preceded by a
large number of theoretical predictions on how optimal
control may improve or enable quantum state preparation,
operation and readout. State preparation protocols in-
clude transport of atoms [96] and ions [134, 378] as well as
transport in a spin chain [68, 202, 290, 296, 363, 396, 456],
photon storage [148], preparation of squeezed states [155],
cluster-states [127], non-classical states in a cavity [344] or
in spin chains [440, 441], as well as preparation of a quan-
tum register [107] and many-body entangled states [70]—
to name just a few.
Likewise, optimal control helped to implement high-
fidelity quantum gates such as two-qubit gates with neu-
tral atoms in dipole traps [67, 108], on atom chips [418],
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or with Rydberg atoms [87, 143], two-qubit gates between
ions [323], between an ion and an atom [103], error-correct-
ing qubit gates of electron and nuclear spins within single
NV centers [437], or entangling gates between distant NV
centers [105]. For superconducting qubits [80], two-qubit
gates were optimized, starting from Cooper pair boxes
[88, 183, 281, 392] to modern transmon-based schemes
[114, 145]. In these optimizations, special attention was
paid to robustness against noise [281, 330] which can even
be used as a tool for control [333]. Also, readout has been
addressed [113]. In order to adapt to the strong filtering of
control lines in superconducting qubits, transfer functions
had to be taken into account [167, 176, 283, 391] and ex-
perimental fluctuations and noise were accomodated [145,
282, 440]. Fidelity limits on two-qubit gates due to deco-
herence were studied for Markovian [144, 145, 368] as well
as non-Markovian [128] time evolutions. It is noteworthy
in this context that non-Markovian time evolutions also
play a role in quantum simulation, e.g., of collision mod-
els [350].
In view of quantum computation, it has been sug-
gested how to retain universality in spite of limited local
control [64, 440] by using environmental degrees of free-
dom [333]. The Jones polynomial, i.e., a central invari-
ant in knot theory, can be evaluated, using an NMR spin
ensemble at ambient temperature, in an algorithm equiv-
alent to deterministic quantum computing with a single
pure qubit [271, 307, 367].
In order to obtain these results, the quantum opti-
mal control methodology had to be adapted to the re-
quirements of Quantum Technologies. Optimization algo-
rithms had to be derived for specific quantum gates [303,
304, 408], dissipative evolution as seen in the reduced sys-
tem dynamics [144, 190, 330, 368], or exploiting invari-
ants in system-bath models [150], optimization up to lo-
cal equivalence classes [288], which can also be used for
arbitrary perfect entanglers [142, 443] or optimizing for
many-body entanglement [318]. Moreover, control tech-
niques were adapted to non-linear dynamics as found in
a BEC [170, 177, 387] and to general dynamics, function-
als and couplings to be controlled [332]. Many-body sys-
tems can be optimized numerically with the chopped ran-
dom basis (CRAB) method [69, 107] by interfacing the
time-dependent density matrix renormalization group (t-
DMRG) with parameter optimization via e.g. the simplex
algorithm. Other techniques specifically cover robustness
with respect to experimental fluctuations or noise [144,
145, 344, 440] or filters in experimental implementation of
controls [167, 176, 283, 391].
5.2 Mid-term prospects: goals and challenges
The field of quantum technologies has matured to the
point that quantum enhancement is explored beyond quan-
tum computation only. Devices such as quantum simula-
tors or quantum sensors are currently under active devel-
opment. Control methods will be crucial to operate these
devices reliably and accurately. This involves the device
preparation, or reset, the execution of the desired time
evolution, and the readout of the result. These tasks set
the agenda for the next few years.
More specifically, central mid-term milestones include
the robust implementation of gates in a multi-qubit ar-
chitecture, finding solutions to readout and fast reset lim-
itations, automatization of key tasks of surface code er-
ror correction and optimal as well as robust generation
of multi-particle entangled states for a variety of quantum
technology platforms. All of these will require decoherence
control.
A main challenge for optimal quantum control is to
reach convergence of numerical optimal control and ex-
perimentation. To date, either optimal control is used for
computer-aided discovery of analytical schemes that can
be remodeled in an experiment or the quantum proces-
sor itself is employed to calibrate gates. In order to better
combine numerical optimal control and experimentation,
the modeling of qubits as well as errors and other non-
idealities of the system, in particular for open systems,
needs to be improved and the robustness of pulses en-
hanced. Also, optimized pulses should initially be reduced
to few parameters before more complicated and effective
solutions can be pursued. On the other hand, pulse shap-
ing platforms need improvement.
Coming to specific quantum technology platforms, ap-
plications of quantum control in superconducting qubits
should follow the current European thrust towards analog
and digital quantum simulation and lead to the prepara-
tion of entangled ground states, fast and accurate quan-
tum gates and tools for quantum machines. For some in-
stances, compatibility with quantum error correction is
desired. For trapped ions, it seems realistic to combine
quantum gates with ion transport in segmented traps, us-
ing optimal control techniques, which can also be applied
to the systematic optimization of pulse sequences for effi-
cient generation of complex operations. In the field of cold
atoms, challenges for optimal control are twofold. On the
side of quantum simulations, the goal is to enable high-
fidelity preparation and manipulation of many-body quan-
tum states of increasing complexity, with and without lo-
cal control. On the side of quantum communication, the
goal is to enable efficient interconversion between flying
qubits and quantum memories via coherent atom-photon
coupling, with and without cavities. In the case of color
centers in diamond, with major applications in quantum
sensing, the goal is to enhance the sensitivity of the de-
fect spins employed as quantum probes via improved pro-
tection from environmental noise e.g. through dynamical
decoupling techniques.
In general, control techniques are expected to con-
tribute to decoupling and dissipative state-engineering [62,
225, 428], for instance in view of enhancing the lifetime of
quantum memories. In order to improve the lifetime of
a quantum register, control can also be used to imple-
ment error-correcting gates and circuits [437]. Moreover,
while quantum compilation, i.e., the translation of a uni-
tary gate into the machine language of pulses and evolu-
tions, can readily be done via optimal control up to some
10 qubits [370], a scalable assembler of elementary gates
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(up to 10 qubits) into many qubits is an open problem
that may benefit from tensor-contraction techniques.
Both numerical optimal control and closed-loop con-
trol are expected to be useful for tackling these goals.
Numerical optimal control has the advantage of versa-
tility, whereas closed-loop control can easily be tuned to
specific tasks such as determining parameter uncertain-
ties. A hybridization of both approaches is conceivable
as well. The main difficulties that need to be overcome
to reach the above mentioned mid-term milestones are a
sufficiently accurate modelling of complex quantum dy-
namics to build control on top, integration of tomography
and system identification with optimal control, efficient
ways to take into account experimental constraints and
uncertainties, and bridging the gap between the quantum
control community and the communities of the respective
quantum technology platforms.
5.3 Long-term vision
Several current quantum technology platforms show a strong
scaling potential. Thus in the long term, control schemes
need to be made scalable. This represents a severe chal-
lenge, but meeting this challenge will make quantum con-
trol a basic building block of every quantum technology
and ensure, at the same time, their proper functioning in
a world that is only partially quantum.
Take the examples of superconducting qubits, NC cen-
ters or spins in Si, where fabrication is a key task that
could and should be improved by control techniques. The
controlled adjustment of fabrication parameters should
be simple, and the qubits should to a certain extent be
robust to the influences of the rest of the architecture
they are placed in. Independent of a specific platform,
error correction at large, for instance by toric codes [21,
129], is one of the strategic long-term goals that is ex-
pected to benefit from control techniques given recent ad-
vances by randomized benchmarking [199]. To this end,
system-identification protocols matched with optimal con-
trol modules will be of importance. A pioneering step in
this direction was made by the ADHOC technique [112]
that combines open-loop control as a first step with closed-
loop feedback learning (with implicit parameter identifi-
cation). Moreover, taking quantum control algorithms to
match with tensor-contraction techniques in order to ad-
dress quantum-many body systems (where first steps have
been made by CRAB [69, 107]) is expected to pave the
way to more accurate handling of experimental quantum
simulation setups.
In short, quantum control will be the means to get
the most performance out of an imperfect system and
combine challenging physics at the few-qubit level with
engineering at the multi-qubit level. This should aim for
example at enabling quantum simulations that are im-
possible on classical computers. In addition, the realiza-
tion of the following long-term goals, using optimal con-
trol techniques, seems challenging yet conceivable: demon-
strating the practical usefulness of engineered quantum
states, for example in quantum metrology; implement-
ing reliable strategies for the control of mesoscopic sys-
tems; exploring the dynamics of quantum many-body sys-
tems beyond equilibrium; and understanding the micro-
scopic origin of thermodynamic laws. In other words, the
long-term goal of quantum optimal control for quantum
technologies is to develop a software layer enhancing the
performance of quantum hardware for tasks in comput-
ing, simulation, communication, metrology and sensing
beyond what is achievable by classical means, enabling
the achievement of quantum supremacy [324].
6 Prospects for applications and commercial
exploitation
Quantum-control enabled technologies have potential for
truly revolutionary innovation. More sophisticated quan-
tum control techniques are making current technologies
more powerful and also help to create novel technologies,
e.g. in sensing with super sensitive magnetic detectors,
microscopic temperature measurement devices, molecular
imaging etc. Better control of quantum systems has the
potential to significantly reduce instrument costs, turning
perhaps million dollar NMR spectrometers into small and
portable devices with many new fields of applications.
As visible above, quantum optimal control applications
broadly fall into two classes: Applications to novel quan-
tum technologies and applications in chemistry-related ar-
eas such as spin resonance. The magnetic resonance in-
dustry as we know it today would not exist without quan-
tum control. Novel optimal control strategies have already
been implemented in commercial NMR spectrometers and
implementations of optimal control sequences in MRI are
being pursued. Clearly, with more and more improved se-
quences being developed, this trend is expected to con-
tinue. Other chemistry-related applications where coher-
ent control plays out powerfully are imaging, optical mi-
croscopy and various variants of spectroscopy as well as
chemical analysis where shaped laser pulses improve the
resolution and enhance the specificity to a particular mo-
lecule. Areas of application range from remote chemical
detection all the way to cancer diagnosis.
On the other end of the spectrum, there is presently an
emerging industrial effort in Quantum Computing lead by
IBM, Google, and Microsoft. The first two companies have
invested into the development of superconducting qubits
and both of them use optimal control techniques [88, 199].
This is no coincidence - optimal control can have impact
in systems that have reached some technical maturity in
research laboratories, which is the point at which indus-
try gets interested. Further industrial perspectives will be
linked to the further development of a quantum technolo-
gies industry. Early convergence could happen in quantum
sensing, which takes sensing ideas similar to those appear-
ing in spin resonance and combines them with ideas from
quantum technologies.
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7 Conclusions
Quantum control is a key facilitator for spectroscopy and
imaging as well as AMO physics and emerging quantum
technologies for computation, simulation, metrology, sens-
ing and communication. For all these applications, it is
crucial to reach the required precision given experimen-
tal limits on control amplitudes, power, timing, accuracy
of instruments as well as the ever-present interaction with
the environment. Optimal control theory provides a frame-
work to identify which quantum tasks can be accomplished
with what precision in the presence of decoherence and ex-
perimental imperfections and limitations.
Quantum control systems theory will require the inte-
gration of control aspects at many different levels. Future
quantum technologies will rely on integrated architectures
of hybrid quantum systems [230] with e.g. nuclear spins for
long-term storage, quantum-nanomechanical devices for
sensing and photons for the communication of quantum
states. This will require also the integration of quantum
mechanics in engineering education and vice versa. It will
be necessary to establish strong links of quantum control
experts to quantum engineering and to the manufacturing
of quantum devices.
Due to its interdisciplinary nature with applications in
many diverse fields, future advances in the optimal con-
trol of quantum systems will require the combined effort
of people with expertise in a wide range of research fields.
Only the close link of basic research, development and
applications will open scientifically and economically re-
warding perspectives and will foster the innovation poten-
tial of emerging quantum technologies in an optimal way.
The Virtual Facility for Quantum Control (VF-QC) under
the umbrella of the EU Coordinated Action for Quantum
Technologies in Europe (QUTE-EUROPE) marks an im-
portant step in this direction. The primary goal of the
VF-QC is to provide a common structure for the growing
quantum control community in Europe, for the promotion
of quantum control and to provide expertise to other sci-
entific communities, to policy makers and the general pub-
lic. Establishing common terminology, common standards
and common visions are crucial prerequisites to maximize
the beneficial impact of optimal quantum control methods
on current and future technology, economics and society.
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