Abstract. We study the following question: Given a locally compact group when does its Fourier algebra coincide with the subalgebra of the FourierStieltjes algebra consisting of functions vanishing at infinity? We provide sufficient conditions for this to be the case.
Introduction
If G is a locally compact abelian group with dual group G, then the Fourier transform on G maps the group algebra L 1 ( G) injectively onto a subset A(G) of the continuous functions on G. Also, the Fourier-Stieltjes transform on G maps the measure algebra M ( G) injectively onto a subset B(G) of the continuous functions on G. Using the usual identification L
( G) ⊆ M ( G) we see that A(G) ⊆ B(G). Every function in B(G) is bounded, and every function in A(G) vanishes at infinity.
In the very special case when G = R n , the fact that functions in A(G) vanish at infinity is the Riemann-Lebesgue lemma.
In the paper [11] , Eymard introduced the algebras A(G) and B(G) in the setting where G is no longer assumed to be abelian. Let G be a locally compact group. The Fourier-Stieltjes algebra B(G) is defined as the linear span of the continuous positive definite functions on G. There is a natural identification of B(G) with the Banach space dual of the full group C * -algebra C * (G), and under this identification B(G) inherits a norm with which it is a Banach space. The Fourier algebra A(G) is the closed subspace in B(G) generated by the compactly supported functions in B(G). Other descriptions of A(G) and B(G) are available (see Section 2) . The Fourier and Fourier-Stieltjes algebras play an important role in non-commutative harmonic analysis. For general locally compact groups it is still true that A(G) ⊆ C 0 (G) just as in the abelian case, and it is natural to ask whether every function in B(G) which vanishes at infinity belongs to A(G). 
Question 1. Let G be a locally compact group. Does the equality

A(G) = B(G)
∩
hold?
Of course, if G is compact then B(G) = A(G), and (1.1) obviously holds. But for non-compact groups the question is more delicate.
In 1916, Menchoff [25] proved the existence of a singular probability measure µ on the circle such that its Fourier-Stieltjes transform µ satisfies µ(n) → 0 as |n| → ∞.
In other words, µ ∈ B(Z)∩C 0 (Z), but µ / ∈ A(Z), and thus the answer to Question 1 is negative when G is the group Z of integers. In 1966, Hewitt and Zuckerman [15] proved that for any abelian locally compact group G the answer to Question 1 is always negative, unless G is compact. In 1983 it was shown that for any discrete group G one has A(G) = B(G) ∩ C 0 (G), unless G is finite (see [29, p. 190] and [5] ).
The first non-compact example of a group satisfying (1.1) was given by Khalil in [18] and is the (non-unimodular) ax + b group consisting of affine transformations x → ax+b of the real line, where a > 0 and b ∈ R. We remark that the ax+b group is isomorphic to the minimal parabolic subgroup in the simple Lie group PSL 2 (R) of real rank one.
It is proved in [12] , [5] that if (1.1) holds for some second countable, locally compact group G, then the regular representation of G is completely reducible, i.e., a direct sum of irreducible representations. For a while, this was thought to be a characterization of groups satisfying (1.1), but this was shown not to be the case (see [4] or [24] ). However, it follows from the fact that second countable, locally compact groups satisfying (1.1) have completely reducible regular representations combined with [22, Theorem 3 .1] that (1.1) fails for second countable, locally compact INgroups, unless they are compact. Recall that an IN-group is a group which has a compact neighborhood of the identity which is invariant under all inner automorphisms. In particular, abelian, discrete and compact groups are all IN-groups.
It follows from Baggett's work [3] that if G is a locally compact, second countable group which is also connected, unimodular and has a completely reducible regular representation, then G is compact (see [30, Theorem 3] ). In particular, Question 1 has a negative answer for locally compact second countable connected unimodular groups which are non-compact. This gives an abundance of examples of groups where Question 1 has a negative answer. An example given in [31] of a unimodular group satisfying (1.1) shows that the assumption about connectedness cannot be removed from the previous statement, and of course the assumption about unimodularity cannot be removed as the ax + b group shows.
It should be apparent from the above that there are plenty of examples of groups for which Question 1 has a negative answer. In this paper we provide new examples of groups answering Question 1 in the affirmative. Our main source of examples is formed by the minimal parabolic subgroups in connected simple Lie groups of real rank one. But first we give a more straightforward example which is a subgroup of SL 3 (R). The method of proof in this example can be seen as an easy version of what follows after. We prove the following. we have A(P ) = B(P ) ∩ C 0 (P ).
If we think of SL 2 (R) ⋉ R 2 as a subgroup of SL 3 (R) in the following way   SL 2 (R)
then we can think of P as a subgroup of SL 2 (R) ⋉ R 2 . This viewpoint will be relevant in a forthcoming paper [14] by the author and U. Haagerup.
Apart from the group in (1.2), our examples of groups satisfying (1.1) arise in the following way. Let n ≥ 2, let G be one of the classical simple Lie groups SO 0 (n, 1), SU(n, 1), Sp(n, 1) or the exceptional group F 4(−20) , and let G = KAN be the Iwasawa decomposition. If M is the centralizer of A in K, then P = M AN is the minimal parabolic subgroup of G. We refer to Section 6 for explicit descriptions of the groups G, K, A, N and M . We prove the following theorem concerning the Fourier algebra of the minimal parabolic subgroup.
Theorem 3.
Let P be the minimal parabolic subgroup in one of the simple Lie groups SO 0 (n, 1), SU(n, 1), Sp(n, 1) or F 4 (−20) . Then A(P ) = B(P ) ∩ C 0 (P ).
In order to prove Theorem 2 and Theorem 3 we develop a general strategy for providing examples of groups that answer Question 1 affirmatively. The strategy is based on (1) determining all irreducible representations of the group, (2) determining the irreducible subrepresentations of the regular representation and (3) disintegration theory. An often useful tool for (1) is the Mackey Machine (see [13, Chapter 6] Then
In particular, the left regular representation λ G is completely reducible.
It was pointed out to the author by T. de Laat that with the assumptions of Theorem 4 one can deduce that (G, H) has the relative Howe-Moore property (defined in [6] ). In fact, condition (1) can be dropped, and condition (2) still implies that (G, H) has the relative Howe-Moore property as is immediately seen from [6, Proposition 2.3] and the well-known fact that the regular representation is a C 0 -representation.
Since we prove Theorem 2 and Theorem 3 by verifying the conditions in Theorem 4 for the groups in question, we obtain the following corollary. The non-compact subgroup H can be described explicitly. For a more precise statement see Corollary 28 below. We refer to [6] for a treatment of the relative Howe-Moore property.
In order to verify the two conditions in Theorem 4 for the minimal parabolic subgroups P , we rely primarily on earlier work of J.A. Wolf. In [32] the irreducible representations of some parabolic subgroups are determined by employing the Mackey Machine, and the approach of [32] carries over to our situation almost without changes. Using [19] we can easily determine the irreducible subrepresentations of the regular representation of P .
The paper is organized as follows. In Section 2 we describe the basic properties of the Fourier and Fourier-Stieltjes algebra, and Section 3 contains the proof of Theorem 4. Section 4 contains a few results to be used later when we verify condition (2) of Theorem 4 for the groups in question. In Section 5 we prove Theorem 2. This includes determining all irreducible unitary representations of the group (1.2), determining the Plancherel measure for the group and finally verifying conditions (1) and (2) of Theorem 4 for the group.
In Section 6 we turn to the minimal parabolic subgroups P in the simple Lie groups of real rank one that we will be working with. We give an explicit description of the groups as matrix groups (at least in the classical cases). In Section 7 we describe the irreducible representations of the minimal parabolic subgroups, and then, in Section 8, we verify the two conditions in Theorem 4 for the minimal parabolic subgroups. Theorem 3 then follows immediately.
Section 9 contains the proof of Corollary 5 concerning the Howe-Moore property, and Section 10 contains some concluding remarks.
The Fourier and Fourier-Stieltjes algebra
This section contains a brief description of the Fourier and Fourier-Stieltjes algebra of a locally compact group introduced by Eymard in [11] . We refer to the original paper [11] for more details. Let G be a locally compact group equipped with a left Haar measure. By a representation of G we always mean a continuous unitary representation of G on some Hilbert space (except for the vector and spin representations in Section 6.2). If π is a unitary representation of G on a Hilbert space H, and x, y ∈ H, then the continuous complex function
is a matrix coefficient of π. The Fourier-Stieltjes algebra of G is denoted B(G) and consists of the complex linear span of continuous positive definite functions on G.
It coincides with the set of all matrix coefficients of representations of G, H) is a representation of G and x, y ∈ H}.
Since the pointwise product of two positive definite functions is again positive definite, B(G) is an algebra under pointwise multiplication. Given ϕ ∈ B(G), the map
is equipped with the universal C * -norm. Hence ϕ defines a functional on C * (G), the full group C * -algebra of G, and this gives the identification of B(G) with C * (G) * as vector spaces. The Fourier-Stieltjes algebra inherits the norm
of C * (G) * from this identification. With this norm B(G) is a unital Banach algebra.
Given ϕ ∈ B(G), a representation (π, H) and x, y ∈ H such that ϕ(g) = π(g)x, y we have ϕ ≤ x y , and conversely, it is always possible to find (π, H) and x, y ∈ H such that ϕ(g) = π(g)x, y and ϕ = x y .
The Fourier algebra of G is denoted A(G) and is the closure of the set of compactly supported functions in B(G), and A(G) is in fact an ideal. The Fourier algebra coincides with the set of all matrix coefficients of the left regular representation of G,
. This is often written as
It is known that ϕ ∞ ≤ ϕ for any ϕ ∈ B(G), and hence A(G) ⊆ C 0 (G).
Although we will not study von Neumann algebras in this paper, we note that A(G) may be identified with the predual of the group von Neumann algebra L(G) 
In the non-abelian case it is still true that A(G) identifies isometrically with the predual of the group von Neumann algebra via the duality
where T ∈ L(G) and ϕ =h * f for some f, h ∈ L 2 (G).
Proof of Theorem 4
In this section we prove Theorem 4, which is the basis of proving Theorems 2 and 3. We first prove that the conditions in Theorem 4 ensure that the regular representation is completely reducible. 
where µ is a Borel measure on G and n p ∈ {0, 1, 2, . . . , ∞} (see [13, Theorem 7 .40]).
We note that if π p ∈ B, then π p is a subrepresentation of λ G . By the previous corollary, B is countable. Since λ G has no subrepresentation which is trivial on a non-compact subgroup, we must have µ(A) = 0. Then
and since B is countable, λ G is a direct sum of irreducibles.
Lemma 9. Let G be a locally compact, second countable group with left regular representation λ and a closed subgroup H such that (1) G is type I; (2) Every irreducible unitary representation of G is either trivial on H or is a subrepresentation of λ; (3) λ is completely reducible.
Then every unitary representation
Proof. For each p ∈ G, we let π p denote a representative of the class p, and we assume that the choice of representative is made in a measurable way ([13, Lemma 7.39]). There is a decomposition
for some countable C ⊆ G and suitable multiplicities m p ∈ {1, 2, . . . , ∞}. We may write π is a direct integral of irreducibles,
where µ is a Borel measure on G and n p ∈ {0, 1, 2, . . . , ∞} (see [13, Theorem 7 
then we see that
where σ 1 (g) = 1 for every g ∈ H. Also,
Lemma 10. Let G be a locally compact group with left regular representation λ and a closed, non-compact subgroup H. Suppose every unitary representation
Then there is a continuous, unitary representation π of G on some Hilbert space H and vectors x, y ∈ H such that
By assumption we may split π = σ 1 ⊕ σ 2 . Accordingly, we split ϕ = ϕ 1 + ϕ 2 , where ϕ 1 is a coefficient of σ 1 etc. We will show that ϕ 1 = 0 and ϕ 2 ∈ A(G), which will complete the proof.
Since σ 2 ≤ λ ∞ , we see that ϕ 2 is of the form
is in A(G) with norm at most x i y i . Since A(G) is a Banach space and i x i y i < ∞, we deduce that ϕ 2 ∈ A(G), and in particular ϕ 2 ∈ C 0 (G). It then follows that ϕ 1 ∈ C 0 (G). Since σ 1 is trivial on H, we see that ϕ 1 is constant on H cosets. Since H is non-compact, we deduce that
Theorem 4 is an easy consequence of the previous statements.
Proof of Theorem 4.
We assume that G is a locally compact, second countable group satisfying the two conditions in the statement of the theorem. It follows from Proposition 8 that λ G is completely reducible. So by Lemma 9, every unitary representation π of G is a sum σ 1 ⊕ σ 2 , where σ 1 is trivial on H and σ 2 ≤ λ ∞ . From Lemma 10 we conclude that
Invariant measures on homogeneous spaces
To describe the irreducible representations of the groups P in question, we rely on a general method known to the common man as the Mackey Machine. Essential in the Mackey Machine is the notion of induced representations. For a general introduction to the theory of induced representations we refer to [13, Chapter 6] which also contains a description of (a simple version of) the Mackey Machine. The general results about the Mackey Machine can be found in the original paper [21] .
The construction of an induced representation from a closed subgroup H to a group G is more easily described when the homogeneous space G/H admits an invariant measure for the G-action given by left translation. Regarding homogeneous spaces and invariant measures we record the following easy (and well-known) facts.
Proposition 11. Consider topological groups G, N , H, K, A, B and topological spaces X and Y .
(
closed subgroup of H, then there is a canonical isomorphism
N H/N K ≃ H/K as G-spaces. Here the G-action on H/K is the H-action, and N acts trivially on H/K. (2) Suppose G = N × H, and A ≤ N , B ≤ H are closed subgroups. Then there is a canonical isomorphism
(N × H)/(A × B) ≃ N/A × H/B as G-spaces, where the G-action on N/A × H/B is the product action of N × H. (3) Suppose G X and H Y have invariant, σ-finite Borel measures. Then the product G × H X × Y has an invariant, σ-finite Borel measure. (4) Suppose G is
compact (or just amenable) and X is compact. Then any
action G X has an invariant probability measure.
Proof.
( The following lemma will be relevant in Section 5 and Section 8 when we verify condition (2) of Theorem 4 for the minimal parabolic groups P . 
Lemma 12. Let G be a locally compact group with closed subgroups N ⊆ H ⊆ G, and suppose N ⊳ G. If σ is a unitary representation of H which is trivial on N , and if G/H admits a G-invariant measure, then the induced representation Ind
Since G/H admits an invariant measure, the action on F 0 is simply given by left
It follows that π(n) = 1.
The first example
In this section we prove Theorem 2. Let P be the group defined in (1.2). In the following proposition we describe the unitary dual of P , i.e. the equivalence classes of the irreducible representations of P . To do so we apply the Mackey Machine, which works particularly well in our case, where P decomposes as a semidirect product N 0 ⋊ P 0 with N 0 abelian. For an account on the Mackey Machine we refer to Chapter 6 in [13] .
Consider the following closed subgroups of P .
Observe that P = N 0 ⋊ P 0 . We note that P 0 is isomorphic to the ax + b group, i.e. the group of affine transformations x → ax + b of the real line, where a > 0 and b ∈ R. The dual of the ax+b group is well-known (see for instance [13, Section 6.7] ). The dual of N 0 ≃ R 2 is N 0 ≃ R 2 which we as usual identify with R 2 .
Proposition 13. Let π be an irreducible representation of P . Then π is equivalent to one of the following representations (and these are all inequivalent).
where σ ∈ P 0 and q : P → P 0 is the quotient map.
Proof. We follow the strategy of the Mackey Machine as described in Theorem 6.42 in [13] , which gives a complete description of the unitary dual of P . We think of P = N 0 ⋊ P 0 as a subgroup of R 2 ⋊ SL 2 (R), where SL 2 (R) acts on R 2 by matrix multiplication. The action P 0 N 0 is then simply matrix multiplication, and the
2 we see that p ∈ P 0 acts on R 2 by matrix multiplication by the transpose of the inverse of p. Thus, if p has the form in (5.1), then the action of p on R 2 is
There are five orbits in N 0 under this action, which give the five alternatives in the proposition. The orbits are
Since there are only finitely many orbits, the action of P 0 on N 0 is regular. As representatives of the orbits we choose the points
Case 1: ν = (1, 0). In this case the stabilizer subgroup of ν inside P 0 is trivial, and hence we obtain the representation π = Ind P N0 (ν).
Case 2: ν = (−1, 0). This is similar to case 1.
Case 3: ν = (0, 1). The stabilizer subgroup of ν inside P 0 is P 1 , and hence we obtain π = Ind P N0P1 (νρ), where ρ ∈ P 1 . Here the representation νρ on
Case 4: ν = (0, −1). This is similar to case 3.
Case 5: ν = (0, 0). In this case the stabilizer subgroup of ν inside P 0 is everything. It follows that π is a representation which satisfies π(n) = n, ν for every n ∈ N 0 . In other words, π is trivial on N 0 and factors to an irreducible representation σ of
The Plancherel measure of a group describes how the left regular representation decomposes as a direct integral of irreducible representations. For example, the Plancherel measure of a locally compact abelian group is simply the Haar measure on the dual group. This is seen using the Fourier transform. The following proposition determines the Plancherel measure of P and shows in particular that the measure is purely atomic. Hence the left regular representation of P is completely reducible.
Proposition 14.
The left regular representation λ P of P is (equivalent to) the countably infinite direct sum of π 1 ⊕ π 2 , where π 1 and π 2 are as in Proposition 13.
Proof. Again it is useful to view P as the semidirect product P = N 0 ⋊ P 0 . We follow the approach described in [4, Section 1]. Their results are stated for the right regular representation, but everything works mutatis mutandis for the left regular. As before, the dual group N 0 is identified with R 2 , and the Plancherel measure on N 0 is simply Lebesgue measure. The orbits under the dual action P 0 N 0 which have positive Lebesgue measure are O 1 and O 2 , and their complement in N 0 is a null set (the y-axis). The stabilizer subgroups inside P 0 of the points (1, 0) and (−1, 0) are trivial, so in particular these stabilizer subgroups have completely reducible regular representations. Thus criteria (a) and (b) of [4] are satisfied, and it follows from their calculation on page 595 that Proof. We divide the proof into the cases according to the description in Proposition 13.
If π = π 1 or π = π 2 , then it follows from Proposition 14 that π ≤ λ P .
Suppose now π = π 3,ρ , where ρ ∈ P 1 . If we let ν = (0, 1) ∈ N 0 , then we see that N 1 = ker ν. Hence the representation νρ of N 0 P 1 is trivial on N 1 which is normal in P . Since N 0 P 1 is a normal subgroup of P , the homogeneous space P/(N 0 P 1 ) has a P -invariant measure, Haar measure. It follows from Lemma 12 that π = Ind P N0P1 (νρ) is trivial on N 1 .
The case π = π 4,ρ is similar to the previous case. We simply note that kerν = N 1 , whereν = (0, −1).
In the case π = π 5,σ , it is clear that π(g) = 1 for every g ∈ N 0 , and hence in particular for every g ∈ N 1 .
Lemma 16. The group P is of type I.
Proof. The group P is a connected, real algebraic group, and such groups are of type I according to [8, Theorem 1] .
We collect the previous results of this section in the following proposition, which together with Theorem 4 immediately implies Theorem 2. 
Simple Lie groups of real rank one
Let G be a connected simple Lie group with finite center and of real rank one. Let G = KAN be an Iwasawa decomposition of G. Then K is a maximal compact subgroup, A is abelian of dimension 1, and N is nilpotent. Let M be the centralizer of A in K, and let P = M AN be the minimal parabolic subgroup of G.
It is known that G is locally isomorphic to one of the classical groups SO 0 (n, 1), SU(n, 1), Sp(n, 1) or the exceptional group F 4(−20) (see for instance the list on p. 426 in [20] ), and we now describe these groups in more detail, including explicit descriptions of the Iwasawa subgroups and the minimal parabolic subgroup P .
6.1. The classical cases. Let F be one of the three finite-dimensional division algebras over the reals, the real field R, the complex field C or the quaternion division ring H. In the exceptional case treated later, F will be the non-associative real algebra O of octonions, also known as the Cayley algebra. We let Re F and Im F denote the real and imaginary part of F, so that F = Re F + Im F, and in the standard notation
We use the notation F ′ to denote the unit sphere in F,
and
Let F p,q denote the real vector space F p+q equipped with the hermitian form
We also think of F p,q as a right F-module. Of course, F n = F n,0 . We write w t for the row vector which is the transpose of a column vector w ∈ F n . Also, w * =w t and |w| 2 = w * w = w, w , when w ∈ F n .
Let U(p, q, F) denote the unitary group of F p,q , i.e. the square matrices over F of size p+q that preserve the hermitian form. If F is R or C, we will be concerned with the unitaries of determinant 1. We write SU(p, q, F) for this group. It is customary to write
The groups SU(p, q) and Sp(p, q) are connected, and Sp(p, q) is even simply connected (see [20, Section I.17] ).
We let U 0 (p, q, F) denote the connected component of U(p, q, F). Note that
and in particular U 0 (1, R) = {1}. We remark that U 0 (n, F) acts transitively on the unit sphere in F n except for the case n = 1 and F = R.
The following is taken from [23] . Let G be one of SO 0 (n, 1), SU(n, 1), Sp(n, 1). Then the subgroups related to the Iwasawa decomposition of G are the following.
The subgroups M and A of P commute. The group N is normal in P , and P is the semi-direct product of M A and N . To describe the action of M and A on N , it will be easier to work with a group isomorphic to P (but no longer a subgroup of G) obtained by conjugating P by the orthogonal matrix 
Then A and N become, with α = e t ,
while M remains the same. We have chosen to rescale the parameter z in (6.5) by a factor of two compared with (6.3) and replace w by its conjugatew, so that the group law in N matches the one from [32] . We think of the group N as F n−1 × Im F with group structure
and write (w, z) for the matrix in (6. itself. The group P is best described using the octonion non-associative division algebra O. For a detailed description of the octonions we refer to [28, §1] . Another reference is [1, 2] .
We recall that O is an 8-dimensional real vector space, and thus we usually identify O with R 8 . We use the notationȳ for the conjugate of y ∈ O, and we let x, y = xȳ. The real bilinear form (x|y) = Re x, y corresponds to the usual inner product on R 8 . The imaginary octonions Im O form a subspace identified with R 7 .
The group N is O × Im O with group product
The center of N is Z(N ) = {(0, z) | z ∈ Im O}, and the quotient N/Z(N ) is then isomorphic to (O, +). The group N is connected and nilpotent.
The group A is R + , and the action A N is given by
The group M is the spin group Spin (7), which is the (2-sheeted) universal cover of SO (7) . In order to describe the action M N , we need to consider two orthogonal representations of Spin (7), the spin representation σ : M → SO(8) and the vector representation ν : M → SO(7). Then the action M N is then given as
If we identify Im O with R 7 in the usual way, then SO(7) acts on Im O by matrix multiplication. The vector representation ν is simply the covering homomorphism ν : Spin(7) → SO (7) . Under the identification of Im O with R 7 , the purely imaginary unit octonions are identified with the unit sphere S 6 . Since SO(7) acts transitively on S 6 , it follows that M A acts transitively on Im O * .
The spin representation σ : Spin(7) → SO (8) gives a transitive action of Spin (7) 
The irreducible representations of parabolic subgroups
In this section we describe the unitary dual of the minimal parabolic subgroups P from the previous section. The result is contained in Theorem 18 and Theorem 20. We also prove that P and N are of type I. 7.1. The classical cases. Let G be one of the classical groups SO 0 (n, 1), SU(n, 1), Sp(n, 1), and let P = M AN be the minimal parabolic subgroup of G. To describe the irreducible representations of P we rely on the work of [32] , in which groups very similar to our P are considered as well as many other groups. In fact, they consider the group M AN , where M is
Their conclusion about the irreducible representations is contained in [32, Proposition 7.8]. Actually, if F = H, which is the case we are most interested in because of future applications [14] , then M = M , and Theorem 18 is a special case of [32, Proposition 7.8].
The discussion below is based on Section 4 and 7 from [32] to which we refer for proofs and more details. The arguments carry over without any challenges to our situation. The representations of P fall into three series.
(1) The subgroup N is normal in P , and P/N ≃ M A. We let q : P → P/N denote the quotient map. Of course, any irreducible representation σ of P/N gives rise to the irreducible representation σ • q of P , and these are precisely the irreducibles of P that annihilate N .
(2) Next we describe the irreducibles of P arising from characters on N . Let v ∈ F n−1 be non-zero, and define the character 
Let γ be an irreducible representation of L v . Extend γ to be the irreducible representation of N ⋊ L v defined by letting γ be trivial on N . Form the tensor product representation χ v ⊗ γ and induce this representation from N ⋊ L v to P to get a representation π 2,v,γ of P ,
Before we move on to the last series in P , we describe the action of M A on the non-trivial characters on N in more detail. The action is given by (6.6) and (6.7),
We see that unless G = SO 0 (2, 1), the action of M A on F n−1 \ {0} is transitive, and if G = SO 0 (2, 1), the action of M A on R * has two orbits R + and R − . A set of representatives for the orbits M A F n−1 \ {0} is then
(3) Finally, we consider representations that do not come from characters on N . This happens only when F = R. Let m ∈ Im F * , and define λ : Im F → R by λ(z) = −Re(mz). Then λ is a non-trivial R-linear map. It is known that there exists an infinite dimensional irreducible representation η m of N , uniquely determined be the property 
Then η m extends to a representation of N ⋊ L m as discussed in [32, Section 7] , and the extension is of course still irreducible. given by (6.6) and (6.7),
If F = C, there are two orbits under this action, iR + and iR − , and if F = H, there is only one orbit Im F * . As a set of representatives for the orbits we choose
We note that the stabilizer L m ⊆ M .
The three constructions given above exhaust the unitary dual of P . According to [21, Theorem 9 .3] we may now conclude that P is of type I.
7.2. The exceptional case. Let P = M AN be the minimal parabolic subgroup of F 4(−20) . We will now describe the irreducible representations of P . Again, this is based on [32] . They consider the group M AN , where M = Spin(7) × {±1}. The complete description of the unitary dual of M AN can be found in (8.12) and (8.15) in [32] . The discussion below is based on Section 8 in [32] to which we refer for proofs and more details. The representations fall into two series. 
Let γ be an irreducible representation of L v . Extend γ to be the irreducible representation of N ⋊ L v defined by letting γ be trivial on N . Form the tensor product representation χ v ⊗ γ and induce this representation from N ⋊ L v to P to get a representation π 1,v,γ of P ,
From the definition of the action M A N we see that
Since M acts transitively on S 7 ⊆ O, we see that M A acts transitively O * and thus on the characters {χ v } v∈O * .
Since σ(u) preserves the norm of elements in O, we see that Proof. Since N is a connected nilpotent Lie group, N is of type I (see [9, Corollaire 4] ).
Theorem 9.3 in [21] provides a way of establishing that P is type I. First of all, N is a standard Borel space, because N is of type I. The action M A N has only three orbits,
where χ 0 is the trivial representation. Then, clearly, there is a Borel set in N which meets each orbit exactly once. By [21, Theorem 9.2] the action M A N is regular.
We now verify that when π ∈ N , the stabilizer According to [21, Theorem 9 .3] we may now conclude that P is of type I.
The Fourier algebra of P
In this section we verify the last condition in Theorem 4 for the minimal parabolic subgroups P . The result is contained in Proposition 27.
Recall that part of the Peter-Weyl Theorem asserts that the left regular representation of a compact group is completely reducible, and every irreducible representation of the compact group occurs as a direct summand (see [13, Theorem 5.12] ).
We now set out to determine which irreducible representations of P that occur as subrepresentations of the left regular representation. For this we will rely on Corollary 11.1 in [19] . In order to apply the corollary we first need to verify the assumptions I-IV from [19] . For this it will suffice to observe that N and P are of type I (see Lemma 19 and Lemma 21) , and all stabilizers L v and L m are closed and contained in M , so they are compact and in particular of type I. Proof. We divide the proof into the cases according to the description in Theorem 18.
In the case π = π 1,σ , it is clear that π(g) = 1 for every g ∈ N .
Consider now a representation π = π 2,v,γ where v is non-zero. Since L v is compact, γ ∈ L v is a subrepresentation of the regular representation of L v . If n = 2, then the action of M A on the non-zero characters of N is transitive. In particular, the orbit has positive Plancherel measure in N . If n = 2, then the orbit of χ v is either R + or R − inside N ≃ R, and both of these sets have positive measure. By Corollary 11.1 in [19] we conclude that π is a subrepresentation of λ P .
The case π = π 3,m,γ does not occur, when F = R.
From Proposition 8 we can now conclude that the left regular representation of P is completely reducible. From the proof of Lemma 22 we then obtain the following. Proof. We divide the proof into the cases according to the description in Theorem 18.
In the case π = π 1,σ , it is clear that π(g) = 1 for every g ∈ N , and hence in particular for every g ∈ Z(N ).
Suppose now π = π 2,v,γ . Since χ v is trivial on Z(N ) and γ is trivial on N , it follows that χ v ⊗ γ is trivial on Z(N ). Since Z(N ) ⊳ P , it now follows from Lemma 12 that π is trivial on Z(N ), once we show that the homogeneous space P/N L v admits a P -invariant measure. Using Proposition 11 we find * } has two orbits, so the simple argument for H does not apply. Luckily, the Plancherel measure of N is well-known. In fact, N is the Heisenberg group of dimension 2n−1, and the Plancherel measure for the Heisenberg group can be found on p. 241 in [13] . We see that the measure of the orbit of η i is
Hence the orbit of η i has positive, in fact infinite, measure. Similarly, the orbit of η −i has positive measure. By Corollary 11.1 in [19] we conclude that π is a subrepresentation of λ P .
From Proposition 8 we can now conclude that the left regular representation of P is completely reducible. From the proof of Lemma 24 we then obtain the following. (1) P is type I.
(2) There is a non-compact, closed subgroup H of P such that every irreducible unitary representation of P is either trivial on H or is a subrepresentation of the regular representation λ P .
In fact, if G = SO 0 (n, 1), then one can take H = N , and otherwise one can take
From Proposition 27 and Theorem 4 we immediately obtain Theorem 3.
The relative Howe-Moore property
In this section we prove Corollary 5 concerning the relative Howe-Moore property. We recall from [6] Proof. Apply Proposition 17 or Proposition 27, respectively. Since any subrepresentation of the left regular representation λ P is a C 0 -representation, we immediately obtain the result.
Concluding remarks
Theorem 3 shows that Question 1 has a positive answer for the minimal parabolic subgroups P = M AN in the groups SO 0 (n, 1), SU(n, 1), Sp(n, 1) and F 4(−20) . One could ask if the same is true for the smaller groups M N , AN or N . We will now discuss these cases. Recall from the introduction that a non-compact second countable connected unimodular groups never satisfy (1.1).
Let G be one of the groups classical groups SO 0 (n, 1), SU(n, 1), Sp(n, 1) with n ≥ 2 or the exceptional group F 4(−20) . Let F be the corresponding division algebra, R, C, H or O. We start by discussing the groups N . Since N is nilpotent, N is unimodular. Indeed, a locally compact group G is unimodular if and only if G/Z is unimodular, where Z is the center of G (see [26, p. 92] ). Induction on the length of an upper central series then shows that all locally compact nilpotent groups are unimodular. Since N is also connected and second countable, it follows that
Next we discuss the groups M N . Since M N is a semi-direct product of the unimodular group N by the compact group M , we will argue that M N itself is unimodular. 
Alternatively, one could show that all orbits in N under the action of M have zero Plancherel measure. This type of argument will be used below for the groups AN .
For the groups SO 0 (n, 1), Sp(n, 1) and F 4(−20) it will usually also be the case that Question 1 has a negative answer for the groups AN as well. However, there is one exception. If G = SO 0 (2, 1), then M is trivial and P coincides with AN . Hence it follows from Theorem 3 that Question 1 has an affirmative answer for the group AN . In this special case let us remark that in fact AN is isomorphic to the ax + b group, and the result that A(AN ) = B(AN ) ∩ C 0 (AN ) is actually the original result of Khalil from [18] .
The unimodularity argument used for the groups N and M N cannot be replicated for AN , since these groups are not unimodular (see [17, (1.14) It this point we split the argument in cases. Consider first the case when F = R and n ≥ 3. Then N ≃ R n−1 , and the Plancherel measure on N ≃ R n−1 is the Lebesgue measure. Since A acts on N by dilation, every orbit except {0} is a a half-line. Since n ≥ 3 every half-line in R n−1 has vanishing Lebesgue measure, and hence every orbit in N has vanishing Plancherel measure.
In the other cases F is C, H or O. For convenience, when F = O, we set n = 2. As mentioned earlier, the dual N then consists of the characters {χ v } v∈F n−1 and the infinite dimensional representations N r = {η m } m∈Im F * .
Fortunately, the Plancherel measure for N is known. It is described in [7, Section 3] . Since the characters are trivial on the center Im F of N which is non-compact, the characters form a null set for the Plancherel measure. Let k be the dimension of Im F as a real vector space so that k is either 1, 3 or 7. If we identify N r with Im F * which in turn is identified with the punctured Euclidean space R k \ {0}, then it follows from [7, p. 524 ] that the Plancherel measure on N r is absolutely continuous (has density) with respect to the Lebesgue measure.
Since A acts on N r by dilation, every orbit in N r is a a half-line. Every half-line has vanishing Lebesgue measure, unless k = 1, and hence every orbit in N r has vanishing Plancherel measure, except when F = C. Combined with the fact that the characters have vanishing Plancherel measure, we conclude that every orbit in N has vanishing Plancherel measure. As pointed out, the argument breaks down when F = C.
We collect the discussion above in the following proposition. Proof. We will verify the conditions of Theorem 4 for the group AN .
First we verify that AN is a group of type I. We mimic the proof of Lemma 19. Recall that N is of type I, and hence N is a standard Borel space. Using the notation from Section 7, we identify N with the union of the characters {χ v } v∈C n−1 and the infinite dimensional representations {η m } m∈iR * . The action A N is described by (7.1) and (7.2), and it is easy to read off the orbits of the action.
The characters in N , which we think of simply as C n−1 , form an invariant subset whose orbits consist of the origin {0} and half-lines originating at the origin. The infinite dimensional representations in N , which we think of simply as iR * also form an invariant subset which has two orbits, iR + and iR − .
If S denotes the unit sphere in C n−1 ≃ R 2n−2 , then R = {0} ∪ S ∪ {i, −i} is a set of representatives for the orbits of A N . We claim that R is a Borel subset of N . To see this, it suffices to prove that S is a Borel subset, since points are always Borel subsets in a standard Borel space.
The group N is the Heisenberg group of dimension 2n − 1, and the Fell topology on N is well-known (see e.g. [13, Chapter 7] ). The characters {χ v } v∈C n−1 form a closed subset in N , and on the set of characters the Fell topology coincides with the Euclidean topology (on C n−1 ). In particular S is closed in the Fell topology. By [13, Theorem 7.6 ], the Mackey Borel structure on N is induced by the Fell topology, since N is of type I. It follows that S is a Borel set.
We may now conclude from [21, Theorem 9.2] that the action A N is regular, that is, N is regularly embedded in AN .
Next we verify that if π ∈ N , then the stabilizer L π = {α ∈ A | α.π ≃ π} is of type I. Indeed, if π is the trivial character on N , then L π = A which is abelian group. Hence the stabilizer A is of type I. If π is not the trivial character, then the stabilizer L π is trivial. So all stabilizers are of type I. According to [21, Theorem 9 .3] we may now conclude that AN is of type I.
The unitary dual of AN is described in [32, Proposition 7.6] . The irreducible representations of AN fall into three series as follows (retaining earlier notation). As mentioned before, the action of A on the representations {η m ∈ N | m ∈ iR * } has two orbits, iR + and iR − . The Plancherel measure of N is known and can be found on p. 241 in [13] . We see that the measure of the orbit of η i is The conditions of Theorem 4 have now been verified for the group AN , and our proof is complete.
