In functional data analysis, the time warping model aims at representing a set of curves exhibiting phase and amplitude variation with respect to a common continuous process. Many biological processes, when observed across the time among different individuals, fit into this concept. The observed curves are modeled as the composition of an "amplitude process," which governs the common behavior, and a "warping process" that induces time distortion among the individuals. We aim at characterizing the first one. Because of the phase variation present among the curves, classical sample statistics computed on the observed sample provide poor representations of the amplitude process. Existing methods to estimate the mean behavior of the amplitude process consist on aligning the curves, that is, eliminating time variation, before estimation. However, since they rely on the use of sample means, they are very sensitive to the presence of outliers. In this article, we propose the use of a functional depth-based median as a robust estimator of the central behavior of the amplitude process. We investigate its properties in the time warping model, and we evaluate its performance in different simulation studies where we compare it to existing estimators, and we show its robustness against atypical observations. Finally, we illustrate its use with real data on a yeast time course microarray data set.
INTRODUCTION
In many biomedical applications, individual observations are real functions of the time, observed at discrete time points. Each curve provides the evolution over time of certain process of interest for a given individual. When the grid of points is dense enough, and the underlying biological process is known to be continuous, curves can be treated as functional data. In this context, data can be seen as a sample of curves, in which it is common that individual curves present both phase and amplitude variation. One example may be the analysis of time course microarray data, in which the expression levels of thousands of genes are measured simultaneously over time under certain experimental conditions. Thus, the curves representing the expression profiles of genes may present common features, such as peaks or valleys, which may appear at different times for each gene. Another example arises in the analysis of human growth curves, in which events of interest, such as the pubertal growth spurt, are not registered at the same time in every individual.
In this framework, the observed functions can be seen as the composition of a common amplitude process with individual timescale transformations. It is well known that, due to the time variation present in the different curves, common sample statistics such as the cross-sectional mean are inadequate to represent this kind of observations. Then, 2 main questions arise: How to summarize such a set of curves and how to eliminate time variation within functions.
The answer to the second question is known as "curve registration," "time warping," or "curve alignment." Among the different existing methods, "template registration" procedures consist in aligning the observed curves to a given target or template by applying to each one a monotone transformation of the time that minimizes the distance, in a certain metric, to the target curve. Examples of template registration are the time shift model of Silverman (1995) or the continuous monotone registration method of Ramsay and Li (1998) . Another well-known class of methods are "landmark registration" procedures, in which the most outstanding features of the curves are aligned to those of a target curve or to average locations of these features (Kneip and Gasser, 1992; Gasser and Kneip, 1995) . Landmark registration works very well in practice; however, it is necessary that all the curves present the same common identifiable features in order to apply it. Recently, different approaches for curve registration have been considered. Among other approaches that do not use landmarks or a template for registration, we find self-modeling warping (Gervini and Gasser, 2004) or nonparametric maximum-likelihood warping (Gervini and Gasser, 2005; Rønn, 2001 ). More recently, Kneip and Ramsay (2008) combine functional principal components and classical curve registration to define an alignment procedure that aims at reducing phase variation within the sample, Rong and Müller (2008) propose a pairwise curve registration approach based on parametric modeling of the warping functions, and Telesca and Inoue (2008) propose a Bayesian Hierarchical curve registration method.
Once the curves are aligned, one can consider to use common sample statistics in the registered sample to address the first question. However, curve registration procedures are in general computationally expensive, and defining sample statistics to estimate a suitably defined population mean in the time warping model remains a problem on its own. Some answers to this question have been provided by Liu and Müller (2004) , Gervini and Gasser (2005) , and Dupuy and others (2011) for particular time warping models. Nevertheless, all the above mentioned methods rely on the calculation of sample means, on different time-synchronized spaces. And because of that, they are very sensitive to the presence of atypical observations, which is an important issue in functional data analysis, in general, and in the time warping model, in particular. Indeed, in the time warping model, because of the phase variation present among the curves, it may be difficult to identify the atypical observations. In the time course microarray example, for instance, an outlying expression profile may be one containing atypical high or low values due to noise and error measurements, but it could also be one corresponding to a gene with a completely different expression pattern yet showing typical expression levels.
The aim of this article is to provide robust estimators of the central amplitude behavior in the time warping model based in the concept of functional data depth introduced by López-Pintado and Romo (2009). There, the authors define the deepest curve of a sample as the one that maximizes the depth of a set of curves. This can be seen as a generalization of the median to functional data since, intuitively, it is the curve most surrounded by other curves in the sample. The deepest curve or functional median of a sample provides an accurate measure of centrality since: (i) it is a curve geometrically located in the center of the sample and (ii) it presents a typical shape because it is one of the observed curves. Moreover, it is a robust statistic against atypical observations, being an atypical functional observation understood as a curve with an atypical shape or with a common shape but taking atypical values Romo, 2007, 2009) . In this work, we show that the properties of the functional median make it a suitable sample statistic targeting the central behavior of the amplitude process in a time warping model, being this defined as the population median of the amplitude process. We establish some theoretical properties for this estimator, and we illustrate its good performance through simulated and real data.
The rest of the paper is as follows. In Section 2.1, we introduce the general time warping model and the particular common amplitude model, in which amplitude is modeled by a common unknown deterministic function. In Section 2.2, we present the band depth and modified band depth medians. In Section 2.3, we analyze the properties of both depth-based medians as estimators of the amplitude function in the common amplitude model. We discuss the differences between them and establish that the modified band depth median is a more suitable estimator in a wider class of situations. In Section 3, we conduct 3 simulation studies to evaluate the performance of the modified band depth median in the time warping model. We compare it to other estimators and illustrate its robustness in contaminated samples. We also show that it can be used as a target in classical template registration procedures and compare the results to those obtained with other registration methods (see the supplementary material available at Biostatistics online). Finally, in Section 4, we illustrate the use of the modified band depth median with the Spellman and others (1998) yeast time course microarray data set.
MODELS AND METHODS

The time warping model
In the general time warping model, we observe continuous random functions Y 1 , . . . , Y n of the form 
The warping process H and the amplitude process X are independent and we assume that E[X ] and E[H ] exist. Moreover, for identifiability purposes, we may also assume that E[H (t)] = t, t ∈ I. This is a classical assumption in the time warping model (see Rong and Müller, 2008, or Kneip and Ramsay, 2008 , for instance). Indeed, since
i , for any h ∈ W(I), there are infinitely many different representations of the same observed process in terms of the composition of an amplitude and a warping process. Then, unless some identifiability assumption is made on H , we cannot uniquely determine the amplitude process X . That is, we cannot expect to estimate Dupuy and others, 2011, for details) . In practice, we cannot verify any assumption on the warping process, but it is not restrictive to consider that the curves observed in the center of the sample correspond to individuals with a "regular" timing of the amplitude process (instead of a delayed or an advanced one). Then, we may assume that the warping process is centered around the identity function.
In this paper, we will consider a more specific time warping model, in which all the variation comes from the warping process since all the individuals share a common amplitude function. That is, we observe
where h i are i.i.d. realizations of a general warping process and x is a deterministic unknown amplitude function in C(I).
Functional band depth and modified band depth medians
Now, we define functional band and modified band depths (BD and MBD, respectively). The technical details can be found in López-Pintado and Romo (2009). For any x ∈ C(I), we denote G(x) the graph of x in R 2 , that is, G(x) = {(t, x(t)), t ∈ I}. And for any collection of continuous functions x 1 , . . . , x n ∈ C(I), we denote B(x 1 , . . . , x n ) the band that they define in R 2 , that is, B(x 1 , . . . , x n ) = {(t, y), t ∈ I, min k=1,...,n x k (t) y max k=1,...,n x k (t)}. Then, for a given sample of continuous functions x 1 , . . . , x n , the sample "band depth" is defined as
for some 2 J n. That is, for each curve of the sample, we count the number of bands defined by 2, . . . , J curves, in which this particular curve is contained. López-Pintado and Romo (2009) recommend using J = 3 in practice since the order induced by the band depth in the set of curves is very stable in J , and BD {x 1 ,...,x n },J (x) can be computationally intensive for larger values of J . In the following, we will assume that J = 3, and for simplicity, we will write BD {x 1 ,...,
The population band depth of a functional random variable X with values in C(I) is defined as
Finally, the deepest function of a sample and the deepest function of a population, in terms of the band depth, are respectively defined as
We will refer to them as the sample and population "band medians," BM. If they are not unique, then, the medians are defined as the average of the functions maximizing depths. Under certain regularity conditions on the functions, the sample BM is a consistent estimator of the population BM.
Despite of its good asymptotic properties, the functional band depth defined above may not be flexible enough in the time warping model since, because of phase variation, it may be difficult to find a curve entirely contained in the band defined by other curves. A more flexible definition is obtained by measuring the time that a function is contained in a band. This yields to the sample "modified band depth":
..,n x k (t)} ⊆ I and λ stands for the Lebesgue measure on I.
Its corresponding population version is
, and the sample and population deepest functions, in terms of the modified band depth, are
We will refer to them as the sample and population "modified band medians," MBM.
One of the main advantages of depth-based medians as descriptive statistics of a sample of curves is that they preserve the common shape of the curves of that sample since they are themselves one of the curves of the sample (see Figure 2 ). This is especially important in the time warping problem since, because of phase variation, any classical sample statistic computed pointwise, such as the cross-sectional mean or median, will not provide an accurate representation of the common functional shape. The other main feature of depth-based medians is their robustness against atypical observations. Indeed, because of the way in which band and modified band depths are calculated, that is, by taking into account the whole structure of the curve sample, the presence of any atypical curve, being atypical a curve that either takes unusual values or has an atypical shape, may hardly affect the curve at which depths are maximized.
Depth-based medians have been defined and studied both in the functional and in the multivariate framework. This is an important point because, although through this paper, we use the functional notation for simplicity, in practice, we deal with high-dimensional multivariate data since the curves are observed at discrete time points over a dense grid. The advantage of the band and modified band depths with respect to other multivariate depths is their computational efficiency. Indeed, the computational cost of the band depths over a sample of n curves observed at m points is O(n 3 · m), that is, it is linear on the number of discretization points. Then, the existence and computational efficiency of the multivariate BD and MBD allow us to work with the original data, unlike other functional approaches in which dimension is reduced through basis representation of the observed curves.
Depth-based medians in the time warping model
The sample depth-based medians presented in the previous section are known to be consistent and robust estimators of the population medians of the observed process Y . In this section, we provide the main contribution of this article by presenting the depth-based medians as estimators of the corresponding population medians of the nonobserved amplitude process X .
In the time warping model with common amplitude function (2.2), the aim is to retrieve the amplitude function x from the observed curves. Thus, a natural property that a statistic should fulfill is to be preserved through composition with warping functions. This is of course not true for the sample mean. In the following proposition, we state that, when x is a strictly monotone function, the depth-based medians of a sample of curves generated by model (2.2) are the composition of the common amplitude function and the inverse of the depth-based medians of the warping functions. This can be easily shown from the definitions of the band and modified band medians. The reader is referred to the supplementary material available at Biostatistics online.
PROPOSITION 1 Given a collection of curves
. . , n, with x ∈ C(I) a strictly monotone function, and h i ∈ W(I) deterministic warping functions, it holds that
Then, considering the median of the observed curves, we obtain a robust estimator of x • m(H ) −1 (hereafter, we will use m(H ) to generally refer to both BM(H ) and MBM(H )). Moreover, since the sample band depth median is a consistent estimator of the population band depth median, we get that BM {Y 1 ,...,Y n } is a consistent estimator of x, under the identifiability condition m(H ) = ID I , where ID I is the identity function in I.
When the amplitude function x is not monotone, the behavior of the BM and MBM is quite different. Indeed, the composition of a nonmonotone function with the warping functions results in a sample of observed curves with many cross points. In such a framework, the BM is in general not unique. On the other hand, the MBM of the observed curves is, in many cases, the observed curve corresponding to the deepest warping function. However, even for the MBM, the result of Proposition 1 does not hold in general. This is illustrated with an example in Figure 1 .
Following the ideas of Dupuy and others (2011) , we can deal with the case, in which x is a general continuous function on I to derive an estimator of x • m −1 (H ). Indeed, in a first step, they propose a consistent estimator of x • E[H ] −1 in model (2.2) for a strictly monotone function x. The estimator is defined as the inverse of the sample mean of the inverses of the observed curves. Thus, the observed Observed curves with MBM of observed curves (asterisks) and curve corresponding to the MBM of the monotone curves (circles). (d) Monotone curves after applying (2.4) to the curves in (c) and MBM of the monotone curves (circles). In this example, the BM of the warping functions coincides with the MBM and so is the case for the monotone curves. However, all the observed curves have the same value for the band depth, so the BM will be defined as the CSA in the observed sample. curves need to be strictly monotone. In a second step, they deal with the general case, in which x may be nonmonotone by applying a "monotonizing transformation" to the observed functions. They consider the following operator T : C(I) −→ M(I) defined by
Robust estimation in the time warping model
where for t ∈ (s k−1 , s k ), π(t) = sign(y(s k )−y(s k−1 )), k = 1, . . . , r +1, and a = s 0 , s 1 , . . . , s r +1 = b ∈ I are the minima or maxima of y. That is, T transforms a nonmonotone function into a monotone function by "unfolding" it at any of its maxima. Dupuy and others (2011) prove that the operator defined in this way preserves the warping functions, that is, that T (x • h −1 ) = T (x) • h −1 , for any x ∈ C(I) and any h ∈ W(I). Then, by applying such a transformation to the observed curves, we get a sample of monotone curves generated by model (2.2) with a strictly monotone amplitude function T (x), which can be estimated as before. In practice, we do not know the exact location of the local minima and maxima of the observed curves. However, Dupuy and others (2011) show that
withT (y(t 1 )) = y(t 1 ), converges to T (y(t j )) when m tends to infinity, where t 1 , . . . , t m are the observation time points. So we may useT instead of T in those cases in which the locations of the extremes are unknown.
We can follow these same ideas to estimate the amplitude function in the monotone sample through the depth-based medians. Note that once we get estimates of T (x) orT (x) from the monotone sample, we cannot invert the operators T orT to obtain an estimate of x since they are not injective. Indeed, in Dupuy and others (2011) , the monotonizing transformation is only used to estimate the warping functions but cannot be used to get an estimator of x in the general framework without performing registration of the curves. The advantage of using depth-based medians, compared to any other sample statistic defined in the monotone sample, is that we do not need to invert the monotonizing transformation since the deepest curve in the monotone sample automatically corresponds to one of the curves of the original sample. Moreover, we get the following result.
PROPOSITION 2 Given a collection of curves
i (t)), t ∈ I, i = 1, . . . , n, with x ∈ C(I) and h i ∈ W(I) deterministic warping functions, and T : C(I) −→ M(I) a monotonizing operator preserving the warping functions, it holds that
That is, the observed curve whose monotone transformation is the band median in the sample T (y 1 ), . . . , T (y n ), is exactly x • BM −1 {h 1 ,...,h n } (and the same holds for the MBM). Then again, under identifiability assumptions on the warping functions, we obtain an estimator of the amplitude function x, which is known to be consistent when we use the band depth. The result of Proposition 2 is illustrated in Figure 1 .
Proof of Proposition 2.
Since T preserves the warping functions, the monotone transformations of the observed curves are T (
i , where T (x) is a strictly monotone function on I. Then, from Proposition 1, we have that
and thus, we get that h Even for the cases in which Propositions 1 and 2 hold, note that if the warping functions have one or several crossing points, that is, also the case for the observed curves, and then the band median may not be unique. In practice, the observed curves may intersect at many different points, and we may have many curves maximizing the band depth. In such cases, the BM is defined as the average of these curves, and thus, it may look similar to the cross-sectional average (CSA). This is the main reason to prefer the modified band median in the time warping model. Note that from model (2.2), we can handle amplitude (but not shape) variation by considering an amplitude process X = Ax, where A is a real random variable and x is an unknown continuous function. Under this model we observe
(2.5) Then, it is enough to normalize the observed curves by consideringỸ i (t) = Y i (t)/ Y i ∞ to fall into model (2.2) with amplitude functionx = x/ x ∞ . Propositions 1 and 2 do not hold in the general time warping model (2.1). However, in Section 3, we show that the modified band depth median may perform very well in practice at estimating the central amplitude behavior even in a general time warping model.
SIMULATIONS
In this section, we present 2 simulation studies, which illustrate the behavior of the modified band depth median in different time warping models. The differences rely on the amplitude processes. In the first case, we consider curves generated by an strictly increasing amplitude process as in (2.5). In the second one, curves are generated by model (2.2), with a nonmonotone amplitude function, and a monotone transformation is applied to the observed curves. In addition, a third simulation study is available in the supplementary material available at Biostatistics online, in which we consider curves generated by the general time warping model (2.1).
Simulation study 1
We generated 50 curves under model (2.5) with amplitude functions
where a i are uniformly distributed in [1, 2] . The 50 warping functions were generated using a slightly modified version of the iterative procedure described by Dupuy and others (2011) . Namely, for i = 1, . . . , 50, let
. Then, warping function h i was generated by iterating 25 times the following process:
where h
i is the identity function. The warping functions generated in this way are symmetric with respect to the identity and verify E[H ] = m(H ) = ID [0, 1] . The fact that the expectation and the population median of the warping process coincide is important since it guarantees that the different estimation methods are comparable as they all aim at estimating the same target function. The observed curves were sampled at 200 equidistant points in the interval [0, 1]. In Figure 2(a-b) , we present the registered Figure 2(c-d) , we show the CSA, the MBM, the estimate obtained with the estimator defined by Dupuy and others (2011) (x ES hereafter) , and the target curve in a single simulation run. In fact, we have normalized the observed curves previous to estimation, as explained in Section 2.3. Then, the target function displayed in the graphics is the normalized counterpart of x(t) = 1.5 (sin(4πt) + 4πt), t ∈ [0, 1]. We can appreciate how the MBM andx ES preserve the shape of the mean amplitude function, whereas CSA presents less curvature in the central part of the interval. To compare their performances, we use the integrated square error (ISE), ISE(x) = Robustness against atypical observations. To evaluate the robustness of the modified band depth sample median, we added a 10% of atypical curves by introducing 5 atypical warping functions of the form:
with β i equally spaced between 10 and 14. Then, the atypical curves were obtained by composition of 5 amplitude functions generated by (3.6) and the inverses of these warping functions. That means that the new curves exhibit the same shape as the rest of the curves but present an atypical timing. We could have considered curves with a complete different shape. However, we recall that in order to computex ES , we need to observe curves with the same range of values. This is not a necessary condition for the MBM, which can be calculated in any set of curves, and which is flexible to misspecification of model (2.2). The sample of curves, including the atypical ones, is shown in Figure 3 (b) . For this contaminated sample, the average ISE values over 100 simulations were 1.55 · 10 −3 (SE 0.43 · 10 −3 ) for the CSA, 0.43 · 10 −3 (SE 0.27 · 10 −3 ) forx ES , and 0.11 · 10 −3 (SE 025. · 10 −3 ) for the MBM. For the modified band depth median, we get similar values to those of the uncontaminated framework; however, the performance of both CSA andx ES is affected by the presence of atypical observations. This is illustrated in Figure 3 (c-d).
Simulation study 2
Following a simulation study conducted by Dupuy and others (2011) , we generated 50 curves from model (2.2) with amplitude function
and warping functions (3.7). The observed curves were sampled at 200 equidistant points in the interval [0, 1]. They are presented in Figure 4 (a). Since x(t) is nonmonotone, we transformed the observed curves into a monotone sample by applying (2.4). The monotone transformed of the original functions are shown in Figure 4 (b). For this sample of strictly monotone curves, we calculated the CSA, T (x) ES , and the modified band median. For sake of clarity, only the 2 last ones are displayed in Figure 4 (d) where they are compared to the monotone transformed of the target curve. In Figure 4 (c), we show the target curve, the CSA of observed curves, and the curve whose monotone transformed is the MBM in the monotone sample. We can not displayx ES in the original sample since we can not invert the monotonizing transformationT .
In this sample, all the curves clearly exhibit the same common features, so we also performed landmark registration, which is the benchmark in this framework. To this purpose, we previously smoothed the data using order 4 B-splines with 25 equally spaced knots in [0, 1]. We used 15 B-spline functions to model the warping functions, and we took λ = 10 −5 as value for the smoothing parameter. The landmarks considered were the 3 local minima and 2 local maxima observable in Figure 4 . They were aligned to their mean locations. The CSA of the registered curves is shown in Figure 4(c) .
In order to compare the performance of the different estimators, we have calculated the ISE with respect to the target curve and with respect to the monotone transformed of the target curve. Indeed, as we have already mentioned, the estimator of Dupuy and others (2011) is only defined for the monotone sample. Over 100 simulation runs, the mean values of ISE with respect toT (x) for the CSA, T (x) ES , and the MBM on the monotone sample are 1.51 · 10 −3 (SE 1.00 · 10 −3 ), 1.42 · 10 −3 (SE 1.55 · 10 −3 ), and 0.33 · 10 −3 (SE 0.59 · 10 −3 ), respectively. If we now compare the ISE values with respect to the target curve in the original sample, we get 4.53 · 10 −3 (SE 1.29 · 10 −3 ) for the CSA of the observed curves, 1.24 · 10 −3 (SE 1.40 · 10 −3 ) for the CSA after landmark registration, and 0.33 · 10 −3 (SE 0.58 · 10 −3 ) Fig. 3 . (a) Fifty original warping functions generated by (3.7) plus 5 atypical warping functions generated by (3.8).
(b) Observed curves generated by the composition of (3.6) and (3.7) and 5 atypical curves generated by the composition of (3.6) and (3.8). (c) Target curve x(t) (solid line) and CSA of the original and contaminated samples (black and gray dash-dotted lines, respectively); (d) Target curve x(t) (solid line), MBM of the original and contaminated samples (black and gray dotted lines, respectively), andx ES of the original and contaminated samples (black and gray dashed lines, respectively). For the MBM, the estimates on the original and the contaminated sample are the same in this particular run.
for the curve corresponding to the MBM in the monotone sample. Then, by considering the modified band median of the monotone curves, we get an accurate estimator of the target function in the original sample, which performs even better than landmark registration in this example. Also, it has the advantage of being more flexible than the estimator of Dupuy and others (2011) . Indeed, not only T (x) ES may not be straightforward taken to the original sample (so is the case for the CSA). Also, its calculation in the monotone sample is restricted to the observation of the same range for every curve. We recall
, which means that in order to have all the inverses A . A RRIBAS-GIL AND J. ROMO 408 (T (y i )) −1 defined over the same interval, the original curves must exactly fit into model (2.2), unless previous smoothing is performed to obtain curves without any scale variation.
Robustness against atypical observations. To generate a contaminated sample, we introduced a 10% of atypical curves by considering 5 atypical warping functions of the form:
with β i equally spaced in [0.45, 0.55] . Then, the atypical curves were the composition of 5 amplitude functions generated by (3.9) and the inverses of these warping functions. As in the first simulation study, we could have considered here atypical curves not sharing the common shape induced by (3.9). However, we needed all the curves to present the same amplitude variation and the same common features in order to computex ES and to perform landmark registration. The warping functions and the resulting contaminated sample are presented in Figure 5 (a-b). In Figure 5(c-d) , we show the estimates of the target curve in the original and in the monotone sample. Over 100 simulation runs, the mean values of ISE with respect toT (x) for the CSA, T (x) ES , and the MBM on the monotone sample are 8.41 · 10 −3 (SE 3.49 · 10 −3 ), 14.59 · 10 −3 (SE 5.10 · 10 −3 ), and 0.44 · 10 −3 (SE 0.80 · 10 −3 ), respectively. In the nonmonotone sample, the average ISE values with respect to the target Fig. 5. (a) Fifty original warping functions generated by (3.7) plus 5 atypical warping functions generated by (3.10). (b) Observed curves generated by the composition of (3.9) and (3.7) and 5 atypical curves generated by the composition of (3.9) and (3.10). (c) Target curve x(t) (solid line), CSA of the original and contaminated samples (black and gray dash-dotted lines, respectively), CSA after landmark registration of the original and contaminated samples (black and gray dashed lines, respectively), and curves corresponding to the MBMs of the original and contaminated monotone samples (black and gray dotted lines, respectively, which are almost coincident). (d) Monotone transformed of the target curve (solid line), MBM of the original and contaminated monotone samples (black and gray dotted lines, respectively, which are almost coincident), andx ES of the original and contaminated monotone samples (black and gray dashed lines, respectively). curve are 8.82 · 10 −3 (SE 1.84 · 10 −3 ) for the CSA of observed curves, 9.72 · 10 −3 (SE 4.39 · 10 −3 ) for the CSA after landmark registration, and 0.44 · 10 −3 (SE 0.79 · 10 −3 ) for the curve corresponding to the MBM in the monotone sample. Let us comment on the first 2 values, which may look counterintuitive. Indeed, one would expect a lower mean ISE for the CSA after registration than for the CSA on the warped sample. If we consider for instance the simulation run depicted in Figure 5 , the CSA after registration looks closer, at least in shape, to the target than the CSA before registration. However, let us point out that the ISE does not always reflect this shape similarity. In fact, for that particular simulation run, the ISE values corresponding to the CSA before and after registration are 0.0102 and 0.0146, respectively. Thus, the definition of a similarity measure which can take into account the function shape is an important challenge.
Coming back to the simulation results, they show again how the performance of the MBM is very slightly affected by the presence of atypical observations unlike other estimators based in pointwise means.
APPLICATION TO TIME COURSE MICROARRAY DATA
In a time course microarray experiment, the expression levels of thousands of genes are measured over the time. The observed trajectories are then analyzed to characterize the gene expression profiles. This may allow the identification of genes whose expression depends on an experimental or phenotypic factor or those who are associated to certain biological processes.
With the aim of identifying yeast genes whose expression profiles are synchronized with the cell cycle, Spellman and others (1998) measured the expression levels of 6178 genes simultaneously using complementary DNA microarrays and several cell synchronization methods. The data are publicly available at http://genome-www.stanford.edu/cellcycle/. Among the analyzed genes, 104 genes had previously been identified as cell cycle regulated by traditional methods. Applying Fourier analysis and using these known genes as a reference, Spellman and others (1998) identified 800 periodically expressed genes and classified them into 5 different groups in terms of the peak location of their expression profiles. Indeed, all of them shared a common periodic expression profile but with different phases and amplitudes among the different genes. With a different approach, but also based on the expression profiles of known genes, Luan and Li (2004) identified 1010 cell cycle-regulated genes. Then, since the expression profiles of known genes are used as reference for further analysis and classification on the complete data set, estimating the average expression level of the set of known genes is an important issue. In this context, the use of depth-based medians to summarize the observed data may be appropriate. On the one hand, this kind of data exhibit phase and amplitude variation with respect to a common function and then fit into the time warping model. And on the other hand, the presence of outliers is common in time course microarray data. Indeed, among the 104 known genes of the Spellman data set, 14 of them were not identified as cell cycle regulated by the analysis of Luan and Li (2004) since their trajectories either did not show any periodic expression patterns or had very low expression levels (see http://www.cceb.upenn.edu/˜hli/period.html for details).
We use this data set as an example to illustrate the behavior of the modified band median. Although the analysis of Spellman and others (1998) and Luan and Li (2004) were based in 3 different synchronization methods, we will only consider the data from one of them, namely the α-factor microarray experiment. In this experiment, the expression levels of the genes were measured every 7 min for 119 min over approximately 2 cell cycles. Only, 103 genes are used since one of the known genes is not available in the Spellman database. There were several missing values that we estimated by averaging the 8 nearest values corresponding to genes with no missing data (Hastie and others, 1999) . The resulting data set used for the analysis is available in the supplementary material available at Biostatistics online. In Figure 6 (a), we show the normalized expression profiles of the set of known genes. Normalization is performed by replacing each curve y(t) by y(t)/ y(t) ∞ . In Figure 6 (b), we show the normalized expression profiles after smoothing. Indeed, since this kind of microarray data is very noisy, we smoothed the data using cubic B-splines with 6 equally spaced knots on [0, 119] . However, because smoothing may introduce some bias in the analysis, we have also calculated the modified band median from the original raw data. In both cases, the MBM has been calculated after applying a monotone transformation to the curves, as explained in Section 2.3. Indeed, although some amplitude variation is still present after normalization, we treat the data as coming from model (2.5), which provides good results in this case. In Figure 6(c-d) , we show the MBM of the original and smoothed data. We compare it to the CSA and, in the case of the smoothed data, to the CSA after continuous monotone registration of the data. Landmark registration is not possible for this data set since we do not observe the same common features in all the curves.
We observe 2 clear peaks in all the estimates of the average common expression profile, corresponding to 2 cell cycles. However, the CSA of both unregistered and registered curves have lower peak values than the modified band median. As Luan and Li (2004) explain, lower expression levels are expected in the second cell cycle due to attenuation in gene expression over the time. This is only true for the modified band median since both the CSA before and after registration present higher expression values for the second cycle. Also, the function estimated by Luan and Li (2004) through a shape invariant model (figure 1(a) of their paper) presents a higher value for the peak corresponding to the second cell cycle, although it provides a more regular estimate than the MBM.
So for this data set in which most of the individual expression profiles present a higher first peak, we have seen how this feature is only captured by the MBM, which is able to represent the typical expression profile unlike other estimation methods based in sample means.
CONCLUSIONS
We have introduced the modified band median as a robust estimator of the central behavior of the amplitude process in the time warping model. We have proved that depth-based medians, or their monotone transformation, are preserved through composition with warping functions in the common amplitude model (2.2). In the case of the band depth median, this would provide a consistent estimator of the common amplitude function under identifiability assumptions. However, the band depth median is not flexible enough in the time warping framework, and the modified band median is preferred in practice. We have shown through 3 different simulation studies its performance compared to other registration-based estimators and its robustness against atypical observations, not only in model (2.2) but also in the general time warping model. Finally, we have illustrated its behavior in the analysis of the common expression profile of a set of cell cycle-regulated genes from the Spellman database (Spellman and others, 1998) . In this kind of time course microarray data, we usually deal with phase variation among the curves and with the presence of atypical expression profiles. There, we have shown that the modified band median is able to capture important features of the data not recovered by other estimation methods.
SUPPLEMENTARY MATERIAL
Supplementary material is available at http://biostatistics.oxfordjournals.org.
