We study a recursive procedure, based on the Euler scheme with decreasing step, for the computation of the invariant distribution of a Brownian diffusion process satisfying weak stability conditions. We are able to extend some of the results of [4] to diffusions for which the drift size at infinity is very small.
Introduction
In a recent paper (cf. [4] ), we investigated the properties of an Euler scheme with decreasing step as a tool for the approximation of the invariant distribution of a diffusion satisfying a strong stability condition. The purpose of the present paper is to extend some of the results of [4] under weaker stability conditions.
More precisely, we consider a diffusion process, with values in R d , (Y t ) t≥0 , satisfying
where b : R d → R d is a continuous vector field and σ is continuous on R d , with values in the set of d × q matrices and W is a q-dimensional Brownian motion. An Euler scheme with varying step for (1) can be implemented as follows. We start from a deterministic X 0 ∈ R d and set
where (U n ) n≥1 is a sequence of i.i.d. square integrable random variables defined on a probability space (Ω, A, P), with values in R q , such that E U n = 0, and with covariance matrix equal to the unit matrix (Var(U n ) = I q ), and (γ n ) n≥1 is a sequence of positive numbers satisfying lim n→∞ γ n = 0 and
One can think of X n as an approximation (in some sense) of Y Γn , with the notation
The idea at the origin of [4] is that, under suitable assumptions, the empirical measures of the sequence (X n ) n≥0 can be used as an approximation for the invariant distribution of (1) . Note that this idea also appeared (in a compact setting) in an earlier paper by Piccioni and Scarlatti [7] , with convergence results in L 2 .
We will study weighted empirical measures, defined as follows. Given a sequence η = (η n ) n≥1 of positive numbers satisfying ∞ n=1 η n = +∞, we denote by ν η n (where n is a positive integer) the probability distribution on R d defined by
In order to establish results concerning invariant distributions for (1), stability conditions are needed. These conditions will be stated through the existence of a Lyapunov function V . Throughout the paper, we assume that we are given a function V : R d → R, of class C 2 , with bounded second derivatives, satisfying
for some positive constant C V . Here, and throughout the paper, we use the notation | · | for the Euclidean norm. A typical example of a function satisfying the above conditions is given by V (x) = 1 + |x| 2 . Note that the condition |∇V | ≤ C V √ V implies that √ V is Lipschitz continuous and, therefore, has sublinear growth.
The Lyapunov function V will appear in the statements of two types of conditions on b and σ: growth conditions and reverting conditions. We denote by a a parameter in the interval (0, 1] and introduce the following growth assumptions:
Here σ * is the transpose matrix of σ and Tr(σσ * ) is the trace of the matrix σσ * .
The stability conditions that we will assume are variants of the classical mean-reverting assumption AV ≤ β − αV , where A is the infinitesimal generator of (1) (see [3, 6] 
where (·|·) denotes the inner product on R d and λ p :=
∇V ⊗∇V V (x) . Assumption (R 1,p ) is slightly more stringent than the above mean-reverting assumption for the diffusion and this is the stability assumption used in [4] . So when a ∈ (0, 1), (R a,p ) appears as a weak mean-reverting or stability assumption.
One of our main results is the following theorem. It shows that the invariant distribution can be approximated along the paths of the Euler scheme with decreasing steps, even if the increments of Brownian motion are replaced by a rather general white noise. 
Theorem 1 Let
Remark 1 When a = 1, we recover the framework of [4] . The difficulty of extending the results of [4] to the case a < 1 comes from the fact that we are no longer able to prove L p -boundedness of the sequence (V (X n )) n≥0 (see Lemma 1 of [4] ). In Lemma 4 of Section 2 below, we will obtain a substitute estimate, but this will require conditions on the steps and weights which were not needed in the case a = 1.
Remark 2
In the case V (x) = 1 + |x| 2 , given a parameter a ∈ (0, 1], the conditions (G a ) and (R a,p ) (for all values of p) are satisfied if σ(x) = o(|x| a ) and
for some ε > 0 and for |x| large enough. This example shows that we can handle a rather large class of stable diffusions. In particular, the drift size may be very small at infinity (when a < 1/2, b(x) goes to 0 at a 1 |x| 1−2a rate which can be arbitrarily close to 1/|x| when a is close to 0). The paper is organized as follows. In Section 2, we derive a series of preliminary results. In Section 3, we prove that, if (η n /γ n ) n≥1 is nonincreasing, the sequence ν η is almost surely tight as soon as conditions (G a ) and (R a,p ) hold, with (p/2)+a−1 > 0 (see Theorem 2) . In Section 4, we study the identification of any weak limit of ν η as an invariant distribution. Some of the arguments used in this section are new, even for the case a = 1, so that a by-product of the paper is to improve and simplify some of the statements of [4] . In Section 5, we give a convergence theorem (see Theorem 3), from which Theorem 1 follows easily. We also include an additional result (Theorem 4) which emphasizes the balance between moment and stability assumptions on one hand and step-weight assumptions on the other hand.
Throughout the paper, the letter C is used to denote a positive constant, which may vary from line to line.
Preliminary results
Our first lemma is a rather straightforward extension of part (a) of Lemma 1 of [4] .
Proof: With the notation ∆X n+1 = X n+1 − X n , we have, using (G a ),
We will use the Lipschitz property of V 1/2 and the following elementary inequality, valid for u, v > 0 and r ≥ 1,
where the constant C θ involves the Lipschitz coefficient of √ V . For the last inequality, we have used aθ ≤ θ + a−1 2 , which follows from a ≤ 1 and θ ≥ 1/2. ♦ Now, we introduce a set of conditions ( R a,p ) (with p ≥ 0), which can be viewed as stability conditions for the algorithm and are closely related to (R a,p ).
There exist α > 0, β ∈ R, and n 0 ∈ N such that
Here F n denotes, for n ≥ 1, the σ-field generated on Ω by the random variables U 1 ,. . . , U n , and F 0 is the trivial σ-field.
Before showing the relation between (R a,p ) and ( R a,p ), we make the following observation, based on a convexity argument.
Proof:
The inequality
is equivalent to
Now, if ρ ∈ (0, 1], the concavity of
and we can deduce from (7) that
where we have used concavity again. The lemma follows by taking p = ρp. ♦
The next lemma highlights the connection between (R a,p ) and ( R a,p ).
Proof: The proof is very close to that of part (b) of Lemma 1 in [4] . We start from Taylor's formula applied to V p :
Therefore, from the very definition of λ p ,
At this stage, one needs to investigate successively the cases p = 1 and p > 1.
Assume first that p = 1. By taking conditional expectation in (8) and using (G a ) and (R a,1 ), we get
It is now clear (recall that lim n→∞ γ n = 0) that there exist α > 0 and n 0 ∈ N, such that, for every n ≥ n 0 ,
,
Then, using the following straightforward inequalities, valid for every u, v ≥ 0,
one derives that
We have, from (6),
Observe that, since a ≤ 1, p + 3(a−1) 2 ≤ p + a − 1, and, since p ≥ 1, ap ≤ p + a − 1. Hence
By plugging (10) into (8) and taking conditional expectation, one gets
n+1 .
For the first inequality, we have used E|U n+1 | 2p < +∞. As γ
, there exist α > 0, β > 0 and n 0 ∈ N such that, for every n ≥ n 0 ,
Therefore, we have ( R a,p ). ♦
Our last preliminary result is the key to L p -estimates for the sequence (V (X n )) n∈N . It provides a substitute for the L p -boundedness of (V (X n )) n∈N obtained when a = 1 in [4] .
Lemma 4 Let p ∈ (0, +∞). Assume ( R a,p ) and E|U
Proof: First, observe that the condition E|U 1 | 2p < +∞, together with Lemma 1, allows us to prove by a straightforward induction that, for every n ∈ N * , V (X n ) ∈ L p . On the other hand, we deduce from ( R a,p ) that, for k ≥ n 0 + 1,
Since V is bounded away from 0 and a > 0, one can find a positive constant δ such that
Multiplying by θ k and taking expectations, we obtain
where the last inequality follows from the fact that the sequence (θ n ) is nonincreasing. By summing up this inequality from n 0 + 1 to infinity, the lemma follows. ♦
Tightness of the empirical measures
The main result of this section is the following theorem. 
Theorem 2 Let
sup n≥1 1 H n n k=1 η k V p 2 +a−1 (X k−1 ) < +∞ a.s..
Consequently, if we also have
The assumption that η n /γ n is nonincreasing may appear unnatural, as it implies that lim n→∞ η n = 0. In particular, it excludes constant weights. In fact, in the case a = 1, we know from [4] that more general weights can be used. In the general case (0 < a < 1), we need some monotonicity assumptions in order to apply Lemma 4, but we can still cover constant weights (see Remark 3 at the end of this section). In any case, it seems that, in many situations, the choice η n = γ n is optimal (see [4] , Sections 6.1 and 7). The simplicity of the proof in the case of nonincreasing weight-step ratios is another reason for making this assumption.
In order to prove Theorem 2, we will establish a result showing how tightness can be derived from moment estimates.
Then, we have
Note that here we do not assume that η n /γ n is nonincreasing. The proof of Theorem 2 will use Proposition 1 withp = p/2.
Proof of Proposition 1:
We deduce from ( R a,p ) that, for k ≥ n 0 + 1,
Since, for any ε > 0, one can find C ε such that Vp −1 ≤ εVp +a−1 + C ε , there existα > 0 andβ ∈ R, such that, for k ≥ n 0 + 1,
It now suffices to prove that
We first look at the first sum in the right hand side. We have
It follows from Condition (ii) in Proposition 1 and Kronecker's Lemma (see [5] 
We now look at the other sum in (12). We introduce the martingale
Therefore, using condition (iii) in Proposition 1 and Chow's Theorem (see [2] ), the martingale (M n ) is almost surely convergent (when s = 2, it is bounded in L 2 ). Using Kronecker's Lemma again, we conclude that We now prove that the third condition is satisfied with s = 2. From Lemma 1, we have
Hence,
Now, the sequence (η 2 n /γ 2 n ) is nonincreasing, and so is (
We then deduce from Lemma 4 that ∞ n=1 θ n γ n EV p+a−1 (X n−1 ) < +∞, and, thus, the third condition is fulfilled.
♦

Remark 3
The techniques of this Section can be used to derive tightness results for the sequence ν η when η n /γ n is not nonincreasing. Thus, if we take η n = 1, the conclusion of Theorem 2 remains valid if the step sequence (γ n ) satisfies the following conditions (13):
(ii) (γ n ) and 
Remark 4
We also observe, still in the case η n = 1, that if the step sequence is constant, say γ n = γ, with γ small enough, the conclusion of Theorem 2 holds. Therefore, we have then an a.s. tightness criterion for the natural empirical measure of the standard Euler scheme.
Remark 5
For the proof of Theorem 2, we have used Proposition 1 withp = p/2 and s = 2, so that Chow's Theorem was not needed. In fact, Chow's theorem can be used to relax moment conditions on U 1 or stability assumptions on the diffusion, but this will require stronger conditions on the step and weight sequences (see Assumption (14) in Proposition 2 below). It essentially imposes the step sequence to decrease not too fast. 
Proposition 2 Let
n η n H n √ γ n s < +∞,(14)then sup n≥1 1 H n n k=1 η k V p s +a−1 (X k−1 ) < +∞ a.s..
Consequently, as soon as
The proof is very similar to that of Theorem 2 and uses Proposition 1 withp = p/s.
Remark 6
Note that if γ n = Cn −α and η n = C n −β , with 0 < α ≤ β ≤ 1, the stepweight condition (14) is satisfied for a given s
Proposition 2 requires more stringent assumptions on the step sequences on one hand but provides tightness under looser moment and stability assumptions. For fixed a and p, it establishes higher integrability for any (weak) limiting distribution of the sequence ν η .
Identification of the limit
In this section, we want to prove that any weak limit of the sequence ν η is an invariant distribution for (1) . For that purpose, it suffices to show that for every C 2 function f on R d , with compact support, we have
where A is the infinitesimal generator of (1). This is a consequence of the Echeverria-Weiss Theorem (see [1] , Chapter 4 and Section 4.1 of [4] ). Recall the definition of A:
where the a ij (x) are the coefficients of the matrix σ(x)σ * (x). One can think of
. In fact, the convergence of ν η n (Af ) will be proved in two steps, corresponding to Proposition 3 and Proposition 4 below. We will use the notation ∆f (X k ) = f (X k ) − f (X k−1 ). 
Proposition 4 Let
Proof: We have, for k ≥ 1,
and To complete the proof, we now show that
with the notation
