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Abstract
The computation of free energy is pivotal to understanding the fundamental nature of
chemical phenomena. That is, whether a specific molecular outcome occurs spontaneously
or is inherently unfavorable. The need to do this with consistent accuracy begs for the use of
quantum mechanical (QM) methods. However, techniques for directly computing free energy
differences with QM or mixed QM/MM methods are untenable, as the computational expense
is quite exorbitant. At present, the most feasible approach for obtaining QM/MM free
energies is employing the so-called indirect cycle, which relies on accurately computing free
energy differences between low (e.g., molecular mechanical, MM) and high (e.g., QM/MM)
levels of theory.
Unfortunately, the most prevalent equilibrium methods prove insufficient due to the poor
configurational overlap between MM and QM/MM. Herein, methods are introduced, both
in the equilibrium (Chapter 2 & 3) and non-equilibrium (Chapter 4) regime that improve
the calculation of free energies between levels of theory. This is followed by an evaluation of
the validity for a common approximation invoked (Chapter 5) that short cuts much of the
challenges in computing free energies between levels of theory, and concludes with a study
on how employing “better” MM levels of theory (Chapter 6) can facilitate indirect QM/MM
free energy calculations.

vi

1

Introduction

Free energy is the probabilistic litmus that determines the likelihood of chemical events,
such as chemical reactions, enzymatic binding, and drug permeability. Thus the accurate
prediction of free energies is key to rational drug design. The most robust approach to
calculating free energy, free energy simulation (FES), is often challenging for all but the most
well parameterized, purely classical systems due to the ease of configurational sampling. In
situations where a system is not well characterized classically, or reactivity is needed, the
requisite level of theory to describe these systems is quantum mechanical (QM, e.g., DFT,
post-Hartree-Fock, etc.) in nature 3–8 . Therefore, FES is prohibitive due to the need for
rigorous sampling at the prescribed QM (or QM/MM) level of theory.
However, there are some fundamental “tricks” that can be employed in order to bypass
having to perform comprehensive dynamics at a high level of theory, such as QM/MM.
Specifically, taking advantage of the fact that free energy is a state function allows one
to, in principle, avoid high-level sampling by detouring through classical low-level states.
This so-called “indirect” approach (i.e., reference potentials, book-end methods, etc.)
QM/MM

∆A0→1

(ii)

0MM

1QM/MM
MM→QM/MM

(i) = (iii) − (ii) + (iv)

(iv)

∆A1

∆A0

MM→QM/MM

0QM/MM

∆AMM
0→1

(iii)

1MM

Figure 1.1: Thermodynamic cycle employed in the indirect approach

1

allows practitioners to perform stringent free energy calculations at the classical level with
QM/MM corrections to the free energy performed at the end states (see Fig. 1.1). 9–14 To
keep computational cost low, these corrections, in principle, should be done using a onesided approach (i.e., requiring sampling only at a single end-state) such as Free Energy
Perturbation (FEP, i.e., Zwanzig’s equation). 15,16
1.1

Classical Free Energy Simulations

Computing a free energy difference between two states (e.g., 0 and 1) in the classical regime
(e.g., low-level MM) hinges on the relative ease and efficiency of performing sampling (at least
for attempting the same calculation with a QM/MM Hamiltonian). Specifically, if obtaining
configuration overlap between states 0 and 1 proves problematic, intermediate states can
be incorporated with minimal overhead cost (e.g., using an alchemical intermediate state
Hamiltonian defined by mixing H0 and H1 , Hλ = (1 − λ)H0 + λH1 ). In this scheme, the
spread of intermediate states need not be uniform; rather, they are arranged to maximize the
configurational overlap between successive states. In this case, given K λ states to connect
states 0 (i.e., λ0 = 0) and 1 (i.e., λK = 1), the free energy difference between 0 and 1 is
accumulated as
∆A0→1 =

K−1
X

∆Aλi →λi+1 .

i=0

Methods to compute free energy inherently assume the ergodic hypothesis (e.g., the
ensemble average of a system is equivalent to the time-series average, Eq. 1), as most
derivations heavily rely on evaluating ensemble averages.
N
1 X
hXi =
Xi
N i

(1)

Herein, we discuss the two major approaches for computing free energy: Equilibrium and
Non-Equilibrium methods.

2

1.1.1

Equilibrium Approaches

Equilibrium methods for computing free energy differences employ ensemble averages that
are functions of potential energy differences (in some cases, this can be total energy
differences). In general, the post-processing required to calculate a free energy difference
between states is trivial.

However, if the configurational overlap is negligible, the use

of intermediate states (as discussed prior) is advised, as converging free energies between
disparate states will be prohibitive.

Free Energy Perturbation (FEP)

is a one-sided approach to computing free energy

differences. 15,16 In other words, all the information required comes from simulations
performed at a single end-state. When considering the classical free energy difference between
two states 0 and 1, the equation is as follows:
1
∆A0→1 = − log e−β∆U0→1
β

0

=

1
log e−β∆U1→0 1 .
β

(2)

In situations where the configurational overlap between states 0 and 1 is bountiful, the
approach is sound, and the equality between the ensemble averages holds. However, in
practice, significant fluctuations in ∆U often prevent convergence. Some sanity checks for
proper convergence include checking for the presence of bias, validating the equality between
the ensemble averages in Eq. 2, and checking that the standard deviation of ∆U is reasonably
small. 17

Bennett’s Acceptance Ratio (BAR)

on the other hand, is a two-sided approach to computing

free energy differences. 18 The BAR equation,
∆A0→1 =

hf (∆U1→0 + C)i1
1
log
+ C,
β
hf (∆U0→1 − C)i0

3

(3)

where f (x) =

1
,
1+eβx

is used to obtain the free energy difference by finding the value of C

such that
hf (∆U1→0 + C)i1 = hf (∆U0→1 − C)i0 = O

(4)

which gives C = ∆A0→1 . The derivation of BAR is based on minimizing variance of the
free energy estimate, and thus is a minimum variance estimator. The construction of BAR
also facilitates use of ensembles of unequal sample size (i.e., the number of points used to
evaluate h...i0 need not be equal to the number of points used for h...i1 ). The BAR equation
also provides a means for estimating the standard deviation of the free energy, and the value
of O from Eq. 4 provides a measure of configurational overlap.

Thermodynamic Integration (TI)

is an approach utilizing multiple intermediate states

between two end states (e.g., 0 and 1). 19 The TI equation,
Z

1



∆A0→1 =
0

∂H
∂λ


dλ,

(5)

λ

hinges on having enough intermediate states to capture the behavior of the function being
integrated. The free energy obtained is also somewhat sensitive to the numerical integration
method chosen (particularly when the number of intermediate states is small). For most
cases, the kinetic energy component drops out, and the quantity integrated over is just
∂U
.
∂λ λ

In the case of states defined through straightforward linear mixing (e.g., Uλ =
R1
(1 − λ)U0 + λU1 ), the integration simply becomes 0 h∆U0→1 iλ dλ. In the case of fairly
linear

∂U
,
∂λ λ

the number of intermediate states needed to perform TI is small, and proves

to converge calculations rather rapidly (however, this is not always known a priori ).

Multistate Bennett’s Acceptance Ratio (MBAR)

is a multistate extension of BAR. 20 The

MBAR equation,
K

Nj

XX
1
e−βUi (xjn )
Âi = − log
,
PK
β [Âk −Uk (xjn )]
β
N
e
k
j=1 n=1
k=1

4

(6)

can be self consistently solved to generate free energy estimates Âi (which only have physical
meaning when considering the free energy differences between states, as all the absolute free
energies Âi have an additive offset implicitly included). MBAR can be considered a “zero
bin-width” limit of the weighted histogram analysis method. Since the derivation is similar
in manner to BAR, the solutions obtained are based on minimum variance principles, and
gives a quantification of overlap in the results (i.e., in the overlap matrix derived from the
MBAR equation). Although this approach is generally the most effective for equilibrium free
energies (assuming overlap between successive states), given K states of interest (whether
it be points along a reaction path or intermediates for an alchemical mutation), there is
a requisite K energy evaluations per state coordinate snapshot, which assuming identical
sample size N in each state, results in a total of K × K × N energy evaluations, which can
result in a large post-processing overhead.
1.1.2

Non-equilibrium Approaches

Non-equilibrium methods, on the other hand, compute free energy differences by evaluation
of ensemble averages that are a function of non-equilibrium work (as opposed to the potential
energies utilized in equilibrium methods). 21–28 Each work value utilized for non-equilibrium
methodologies is obtained by a non-equilibrium work simulation (whether it be a pulling
simulation or a fast-switching simulation). This makes the collection of work data a more
intensive process than the trivial post-processing of energies for equilibrium calculations.
However, non-equilibrium calculations will have better convergence, regardless of how poor
the overlap between end-states is, as simulations can be performed as long as necessary to
bridge configurational disparity.

Jarzynski’s Equation (JAR)

is a one-sided non-equilibrium approach to free energy

calculations. 29 Widely considered the “general extension” of the FEP equation, JAR takes
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on the following form:
1
∆A0→1 = − log e−βW0→1
β

0

=

1
log e−βW1→0 1 .
β

(7)

Similar to FEP, JAR utilizes work simulations initialized from a single end state, and also
demonstrates marked sensitivity to large fluctuations in W. The same metrics for convergence
in FEP calculations can also be applied to JAR (e.g., σW being reasonably small, detecting
the presence of bias, and checking the equality between the ensemble averages of Eq. 7).
Although the same caveats of FEP hold for JAR, employing non-equilibrium work mitigates
poor overlap between configurational space, particularly when implementing rather long
non-equilibrium work simulations.

Crook’s Equation (CRO)

is the non-equilibrium equivalent of BAR. 30 The CRO equation

is a direct result of Crook’s Fluctuation Theorem, and is as follows:
∆A0→1 =

hf (W1→0 + C)i1
1
log
+ C.
β
hf (W0→1 − C)i0

(8)

The solution is found by obtaining the value of C that yields equality between the ensemble
averages shown. In a similar manner as BAR, the CRO equation inherits all the strengths of
BAR (e.g., minimal variance, utility in measuring overlap, method for determining standard
deviations, and works in cases with small configurational overlap). As with the JAR equation,
converging the free energy difference with CRO can be improved by employing longer nonequilibrium work simulations.
1.2

Free Energy Differences Between Levels of Theory

Regarding the computation of free energy differences between high and low levels of theory
(i.e., QM and MM, respectively), some general guidelines must be followed in order to
make the calculation feasible. Arguably the most significant hurdle to tackle is the need
to minimize sampling at QM/MM levels of theory, as performing QM/MM dynamics is
6

intractably expensive. Because of this, the most attractive approach is the one-sided FEP
equation, as one can employ sampling at the classical end state with only post-processing
QM/MM energies from classical trajectory snapshots required.
Unfortunately, the utility of FEP can be quite limited in cases of computing
∆AM M →QM/M M as the overlap is not quite sufficient enough between configurational
spaces. 1,31–37 There are two possibilities to get over the hurdles of FEP calculations. First,
one can employ a better method for computing free energy difference between MM and
QM/MM, abandoning FEP altogether. Second, choosing a “better” low level of theory that
facilitates convergence with FEP is another viable alternative.
1.2.1

Better Methods for Computing ∆AM M →QM

It is important to note that the methods introduced herein are general in the sense that any
two different levels of theory may be used. The only restrictions are that the low level of
theory (e.g., MM) be inexpensive to simulate, and the high level of theory (e.g., QM/MM)
be a more accurate energetic description that is prohibitive to sample (generally due to
computational expense). A good example would be performing underlying dynamics with
an additive force field and correcting to a polarizable (or some other next-gen) force field.

QM Non-Boltzmann Bennett (QM-NBB)

is an equilibrium approach to computing free

energy differences that cleverly combines the BAR equation with following reweighting
approach 38 ,
D
hXiQM/MM =

Xe−β∆U

MM→QM/MM

E
MM

e−β∆U MM→QM/MM

,

(9)

MM

to compute QM/MM free energy differences using BAR without having to evaluate
QM/MM ensemble averages. Further explored in Chapter 2, the method is employed in
tackling hydration free energies using a QM implicit solvent model, and in the alchemical
transformation of ethane to methanol. 32 The computation of solvation free energies with a
QM implicit solvent model falls along the lines of a “direct” free energy difference (i.e., no
intermediate states are required), as shown in Fig. 1.2a.
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0SQM
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Figure 1.2: Illustrations demonstrating use of QM-NBB for common situations that arise in indirect free
energy calculations. The Vb indicate reweighting of an MM ensemble to evaluate a QM/MM ensemble. The
three cases presented show (a) a “direct” calculation using QM-NBB, (b) implementing a corner cutting
approach with QM-NBB, and (c) computing free energy between levels of theory by reweighting a semiempirical QM (SQM) ensemble.

However, in calculations that either require an intermediate state by construction
or detouring through classical states proves advantageous (e.g., the ability to use soft
core potentials), a “corner-cutting” approach can be employed.

Specifically, in the

case of incorporating alchemical intermediates (λ=0.1,...,0.9), we can utilize the following
decomposition:
QM/MM

∆A0→1

QM/MM→MM

= ∆A0→0.1

MM→QM/MM

+ ∆AMM
0.1→0.9 + ∆A0.9→1.0

.

The “corner-cutting” calculations follow a scheme similar to that shown in Fig. 1.2b.
The most general (and albeit most useful) calculation for use in the indirect approach is
just a straight-forward ∆AMM→QM/MM at some fixed state. Pursuant to this, in Chapter 3
we show that by employing a “middle” level of theory (e.g., semi-empirical QM, SQM),
one can employ the QM-NBB equation to get the free energy difference between MM and
QM/MM for use in computing QM/MM Potentials of Mean Forces (PMFs). 1 The middle
level of theory is chosen such that it overlaps well with the QM/MM level, but remains
moderately inexpensive to generate (but impractical to generate rigorous FES). In this case,
we opt to use semi-empirical QM (SQM), and the calculation is based on the scheme shown
in Fig. 1.2c.
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Non Equilibrium Approaches

Although QM-NBB is a marked improvement over FEP in

computing indirect free energy differences, convergence problems still persist when disparity
between MM and QM/MM configurational spaces is appreciable. The main contributor
to this mismatch is by and large the so called “stiff” degrees of freedom (e.g., bonds and
angles). This challenge led to applying non-equilibrium methodologies to bridge the gap
between quantum and classical configurational spaces, as seen in Chapter 4. 39 By employing
fast switching work between MM and QM/MM in combination with the JAR equation,
differences between stiff degrees of freedom resolve fairly rapidly (e.g., on the order of 50 fs).
The advantage of using non-equilibrium work (NEW) is the fact that given long enough work
switches, NEW methods will elicit a converged ∆AMM→QM/MM . NEW approaches have
become a valuable asset for computing indirect QM/MM free energies, as they can act as
rigorous benchmarks to compare validity of other techniques to computing ∆AMM→QM/MM

The (in)validity of the Interaction Energy Approximation (IEA)

has been a contentious

topic in respect to performing indirect free energy calculations. The overarching philosophy
behind IEA is that total energy differences required for FEP between MM and QM/MM are
subject to large fluctuations, and therefore cause convergence issues. To ameliorate this, one
MM→QM/MM

can employ differences in the MM and QM/MM interaction energy, ∆Uinter

where

MM→QM/MM

Uinter = Usys − Ulig − Uenv . The motivation behind this being that ∆Uinter

does

not fluctuate nearly as much as ∆U MM→QM/MM and the interaction free energy difference
MM→QM/MM

∆Ainter

can be used to substitute total free energy differences as outlined in the

indirect scheme. For example, in a solvation free energy calculation, one would replace the
MM→QM/MM

rigorous correction to the classical solvation free energy ∆Aaq
MM→QM/MM

with ∆Ainter,aq

QM/MM

to give ∆Asolv

MM→QM/MM

= ∆Ainter,aq

approximation is heavily explored in Chapter 5. 40
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MM→QM/MM

− ∆Agas

+ ∆AMM
solv . The nature of this

1.2.2

“Better” Low Levels of Theory

Although NEW approaches are fairly robust and facilitate converging differences in the
“stiff” degrees of freedom between levels of theory, the NEW simulation timescales required
to correct the “soft” (i.e., conformational) degrees of freedom becomes unwieldy (e.g., on
the order picoseconds). However, by re-examining the low level of theory chosen, we can
implement a low level of that has better configurational overlap with our chosen QM/MM
level of theory. As seen in more detail in Chapter 6, one can opt to use a classical force
field derived from intramolecular force matching, and thus minimize discrepancies in the
configurational sampling between levels of theory. 41
Herein, all of the above and more will be explored in greater detail, with an emphasis on
answering the question ”Which is more important: a better method or a better low level of
theory when computing indirect QM/MM free energies?”.
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2

Multiscale free energy simulations: An efficient method for
connecting classical MD simulations to QM or QM/MM free
energies using Non-Boltzmann Bennett reweighting schemes

This chapter is reproduced from Ref. 32 with permission from The American Chemical Society. See Fig A.1 for
relevant permissions.
Abstract
The reliability of free energy simulations (FES) is limited by two factors: a) the need for correct
sampling and b) the accuracy of the computational method employed. Classical methods (e.g., force
fields) are typically used for FES and present a myriad of challenges, with parameterization being
a principle one. On the other hand, parameter-free quantum mechanical (QM) methods tend to be
too computationally expensive for adequate sampling. One widely used approach is a combination of
methods, where the free energy difference between the two end states is computed by, e.g., molecular
mechanics (MM), and the end states are corrected by more accurate methods, such as QM or hybrid
QM/MM techniques. Here we report two new approaches that significantly improve the aforementioned
scheme; with a focus on how to compute corrections between e.g., the MM and the more accurate
QM calculations. First, a molecular dynamics trajectory that properly samples relevant conformational
degrees of freedom is generated. Next, potential energies of each trajectory frame are generated with a
QM or QM/MM Hamiltonian. Free energy differences are then calculated based on the QM or QM/MM
energies using either a Non-Boltzmann Bennett approach (QM-NBB) or Non-Boltzmann free energy
perturbation (NB-FEP). Both approaches are applied to calculate relative and absolute solvation free
energies in explicit and implicit solvent environments. Solvation free energy differences (relative and
absolute) between ethane and methanol in explicit solvent are used as the initial test case for QM-NBB.
Next, implicit solvent methods are employed in conjunction with both QM-NBB and NB-FEP to compute
absolute solvation free energies for 21 compounds. These compounds range from small molecules such as
ethane and methanol to fairly large, flexible solutes, such as triacetyl glycerol. Several technical aspects
were investigated. Ultimately some best practices are suggested for improving methods that seek to
connect MM to QM (or QM/MM) levels of theory in FES.

2.1

Introduction

Free energy simulations (FES) have become an indispensable tool in biophysics. Application
of FES has become amazingly broad and includes free energy calculations of ligand
binding 42–47 , solvation 48,49 , protein mutation 50,51 , pKa 52–56 , redox potentials 57,58 and more.
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Although the application of FES has become more routine, there are still two fundamental
prerequisites: the accurate description of inter- and intramolecular interactions, and adequate
sampling of all relevant conformational degrees of freedom. 59,60 For example, the recent
SAMPL blind prediction competitions 61–69 have highlighted the need for proper treatment
of polarization, high quality charges, and bonded parameters, as well as the necessity of
extensive conformational sampling.
One logical approach to improving the treatment of inter- and intramolecular interactions
in FES is to move beyond molecular mechanical (MM) methods; in fact, the application of
quantum mechanical (QM) and QM/MM techniques in FES is now the source of intense
interest. 3,4,70–81 However, the requirement for adequate conformational sampling presents a
major challenge. Typically, free energy differences between two states are computed via a
series of molecular dynamics (MD) or Monte Carlo (MC) simulations, each consisting of
typically 105 –107 energy and force calculations. While this level of computational effort is
routine in MM simulations, it quickly becomes prohibitive if ab initio or Density Functional
Theory (DFT) is required. Semi-empirical QM (SQM)1 or empirical valence bond (EVB)
approaches can reduce the computational effort; 9–11,13,82–85 however, these come with wellknown accuracy limitations. 86–89 Highlighting these weaknesses is an active resurgence in the
development of improved SQM potentials, 86,90–92 but higher level ab initio / DFT methods
remain essential where accurate results are desired and/or unique chemical environments
encountered. 93–96
So-called indirect schemes for FES employing QM Hamiltonians remove some of the
contradictory requirements of accuracy and sufficient sampling. This technique was largely
pioneered by Gao and co-workers and Warshel and co-workers, 9–11,13,82 with generalizations
and extensions made by numerous others. 31,83,97–104 The basic premise behind indirect FES
is the use of a thermodynamic cycle to calculate the free energy between two states, 0 and
1, at a high level of theory in three steps:
1 For the remainder of this manuscript, we will use the following abbreviations: QM/MM refers to ab initio or DFT (e.g.
HF, DFT, MP2, etc.) based Hamiltonians coupled to MM; SQM/MM indicates semi-empirical QM (e.g. SCC-DFTB, AM1,
PM3, etc.) based Hamiltonians coupled to MM; and (S)QM/MM denotes the use of either semi-empirical or EVB methods.
For convenience, we subsume all of the these approaches as “QM” since the FES methods described herein are independent of
Hamiltonian.
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∆A(0high →1high )

0high −−−−−−−−−→ 1high
x
x


∆A(0low →0high )(i)
(iii)∆A(1low →1high )
∆A(0low →1low )

0low −−−−−−−−→ 1low
(ii)

Scheme 1: Typical thermodynamic cycle used in indirect free energy calculations.

i.e.,
∆A(0high → 1high ) = −∆A(0low → 0high ) + ∆A(0low → 1low ) + ∆A(1low → 1high )

(10)

Here, high denotes the use of an accurate method, typically QM or QM/MM, which in
general is too expensive for large scale MD simulations. The label low, on the other hand,
denotes a level of theory at which MD simulations can be carried out easily; this could be
plain MM or SQM/MM. Thus, expensive QM calculations are only required in steps (i) and
(iii) of the thermodynamic cycle, whereas the transformation (ii) 0low → 1low is carried out
at, e.g., the MM level. Aside from lowering computational cost, this makes it possible to use
specialized techniques, such as soft-core potentials to avoid the so-called van der Waals end
point problem. 105,106
Indirect approaches reduce the computational complexity of QM FES significantly since in
practice no QM MD simulations are carried out at all. The free energy differences ∆A(0low →
0high ) and ∆A(1high → 1low ) are typically computed by free energy perturbation (FEP, also
known as Thermodynamic Perturbation or Zwanzig’s exponential formula), 15 using only
a subset of configurations at the MM end states, for which the QM energy is computed.
However, if the potential energy surfaces of the MM and the QM description of states 0
and 1 are significantly different, configurations sampled by MM will not be representative
of those at QM. In such situations FEP does not converge and the free energy differences
for steps (i) and (iii) above will be inaccurate and “noisy”. Yang and co-workers 107 , as
13

well as Rod and Ryde 99,100 circumvented the problem by “freezing” the QM region2 during
the pure MM calculations; these fixed atoms interact with the MM atoms through assigned
electrostatic potential (ESP) derived point charges. The dual-level strategy for QM/MM
calculations by Moliner and Tuñón provides an alternative to frozen QM regions; however,
while the method was used in computations of kinetic isotope effects, it has not been used
in “traditional” QM/MM free energy simulations. 108,109
Warshel and co-workers have criticized the use of frozen QM regions for quite some
time; 110,111 clearly, any entropic contributions from that region will not be accounted for.
To overcome the large differences between the MM and QM potential energy surfaces,
Warshel and co-workers replace the MM description with an EVB one that is specifically
parameterized to reproduce the QM target states. 81,110 Recently, Heimdal and Ryde also
pointed out the limitations of frozen QM regions 31 . However, despite either using specially
parameterized force fields or a SQM/MM description of the quantum region, the FEP steps
connecting the low and high levels of theory (i, iii) converged poorly; or at least very slowly,
when a flexible QM region was employed. Recent work by Essex and co-workers avoided
convergence problems of FEP by inserting differences in interaction energy rather than total
energy differences into the FEP formula 112,113 .
In classical FES it has been known for quite some time 114–117 that FEP is much less
efficient than Bennett’s acceptance ratio (BAR) method. 118 Specifically, BAR can often be
used to compute a free energy difference in a single step where other methods, such as
FEP or thermodynamic integration (TI), 19 require intermediate steps. 119 FEP and BAR are
examples of what has been referred to as one- and two-sided methods to compute free energy
differences, respectively 16 . Two-sided methods require simulations at both end points; i.e.,
in the present context simulations with both the MM and the QM Hamiltonian. Since
calculations with the latter are prohibitively expensive, BAR so far seems not to be used
in QM FES. In some cases, Warshel and co-workers employed another two-sided method,
linear response approximation. 80,81,120
2 QM

region denotes those atoms which at the high level of theory are computed by ab initio or DFT.
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It follows from the overview just given that an ideal (indirect) QM FES employs a flexible
QM region and computes the free energy differences for steps (i) and (iii) above accurately
and precisely by employing a BAR-like approach. One possible way to avoid the costs of
directly simulating the QM end states, as required for BAR, is to generate them “virtually”
from MM or SQM/MM simulations. Recently, it was demonstrated how to conduct such
calculations by regarding low level simulations as a special case of high level simulations in
the presence of an unusual biasing potential. By accounting for those biasing potentials,
it is possible to obtain free energy differences between the virtual high level end states; an
approach referred to as Non-Boltzmann-Bennett (NBB) 121 . In Ref. 121 the utility of this
approach was illustrated for two classical implicit solvent models with significantly different
computational costs, saving about a factor of ten in computer time compared to using
the more accurate, but expensive model throughout. Herein, we describe how NBB can be
combined with an indirect QM FES approach without actually having to carry out expensive
QM simulations. As in standard indirect schemes, it is enough to recompute energies of
selected configurations sampled with a low level of theory, e.g., MM, at the desired QM
level. Since this is a post-processing step and individual configurations are independent of
each other, these calculations are embarrassingly parallel.
In the current work, technical details of this new approach (i.e., QM-NBB) are presented
with particular emphasis on methodological and technical aspects of FES methods that
connect MM and QM levels of theory. In addition to utilizing NBB in indirect QM FES
schemes, we also extend FEP to incorporate unusual biasing potentials; this results in a
formulation of FEP better suited to connecting two levels of theory (NB-FEP). QM-NBB is
then applied to a number of test cases in explicit and implicit solvent with both absolute and
relative solvation free energy differences computed. The solutes studied range from frequently
used model compounds, such as ethane and methanol, to flexible molecules of up to 30 atoms,
e.g., bis-2-chloroethylether and triacetyl glycerol. Further, QM-NBB is compared critically
to the both the standard FEP based indirect scheme and the newly developed NB-FEP
approach. A first large-scale application of the methodology described here to the blind
15

hydration free energy test set of the SAMPL4 competition is reported elsewhere, leading to
very good results (König et al., Predicting hydration free energies with a hybrid QM/MM
approach: An evaluation of implicit and explicit solvation models in SAMPL4, submitted to
J. Comput. Aided. Mol. Des.).
2.2
2.2.1

Theory
Standard methods to compute free energy differences

Given two states 0 and 1, the free energy difference between them can be computed according
to
∆A(0 → 1) = −kB T ln hexp[−(U1 − U0 )/kB T ]i0

(11)

Here kB is Boltzmann’s constant, T the temperature, and U0 and U1 are the potential energies
of coordinates evaluated for state 0 and 1, respectively. The angular brackets hi0 denote an
ensemble average obtained for state 0, i.e., averaging over frames in a trajectory generated
in a simulation corresponding to state 0. Eq. 11 forms the basis of FEP or thermodynamic
perturbation, and is commonly attributed to Zwanzig, 15 although the method can be traced
back far earlier 16,122 .
Over the past decade, an extension to FEP suggested originally by Bennett 118 and, hence,
usually referred to as Bennett’s acceptance ratio method (BAR), has become increasingly
popular 16,48,114–117 . In contrast to FEP, one needs simulations at both states to compute
∆A(0 → 1).

∆A(0 → 1) = kB T

hf (U0 − U1 + C)i1
ln
hf (U1 − U0 − C)i0


+C

(12)

where f (x) denotes the Fermi function f (x) = (1 + exp( kBxT ))−1 and
C = kB T ln

Q0 N1
Q1 N0

(13)

Here Q0 and Q1 are the canonical partition functions of the two states, N0 and N1 are the
number of data points used to compute the ensemble averages for states 0 and 1, respectively.
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Eq. 12 is iterated until the condition
hf (U0 − U1 + C)i1 = hf (U1 − U0 − C)i0

(14)

is fulfilled. With C determined in this manner, one immediately obtains
∆A(0 → 1) = −kB T ln

N1
+C
N0

(15)

As already mentioned in the Introduction, BAR has been shown to be much more efficient
as compared to FEP for classical FES; i.e., fewer intermediate states are needed to compute
a free energy difference of interest. 16,114–117 The need for simulations of both end states,
however, has so far prevented the use of BAR to connect MM and QM calculations as MD
simulations of sufficient length at the QM end state are too expensive. In classical FES, there
is a third, widely used method, thermodynamic integration (TI); 19 however, in connection
with QM it is less frequently used, and thus not a focus of the current work. 4
2.2.2

Unusual biasing potentials

Recently, it was shown that results obtained with a relatively cheap (i.e, low computational
effort) potential energy function, U low , can be viewed as higher quality results (i.e., more
computationally demanding), U high , in the presence of a biasing potential; V b = U low −
U high . 121 Classical simulations are the most common basis for sampling conformational space,
hence U low = U MM , whereas an improved target for FES results would be QM potentials;
U high = U QM . Thus, in the context of QM FES we consider an MM simulation in the
presence of the following biasing potential:

V b = U M M − U QM

(16)

Torrie and Valleau showed how to obtain an unbiased ensemble average hXi of some
property X from simulations of a biased state: 38
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X exp βV b
hXi =
hexp (βV b )ib

b

(17)

where β has the usual meaning of 1/kB T , and we use the notation h ib to indicate that the
ensemble averages on the right hand side of Eq. 17 are evaluated from simulations of the
biased state.
2.2.3

“Non-Boltzmann” Free Energy Methods

Non-Boltzmann Bennett.

Applying Eq. 17 to Eq. 12 (i.e., BAR) leads to what we call Non-

Boltzmann Bennett (NBB). 121 In the context of classical biasing potentials (e.g., accelerated
molecular dynamics), this method has also been referred to as weighted BAR 123 . Ref. 121
contains several successful examples of free energy simulations based on biased states (i.e.,
U = U biased ). In the current work, the computationally cheap MM potential energy function
(U low = U MM ) is used for the exploration of phase space with the QM energy being the
ultimate target (U high = U QM ). Thus, regular classical MD simulations are followed by an
analysis of the trajectories at the more exact, but computationally demanding QM level of
theory. This leads to the equivalent of Eq. 12 for NBB:
∆A(0 → 1) = kB T ln

f (U0 − U1 + C) exp βV1b



f (U1 − U0 − C) exp βV0b





1,b

exp βV0b



0,b

exp βV1b

!
0,b

+C

(18)

1,b

The notation follows that of Eq. 12; however, the additional subscript b indicates that the
ensemble averages were obtained in the presence of an unusual biasing potential (Eq. 16).
To use Eq. 18 it is necessary to evaluate three quantities for each frame of the trajectories:
U0 , U1 and V0b for state 0 and U0 , U1 and V1b for state 1. Note that U0 and U1 denote the
energies without the biasing potential, i.e., both the MM and QM energies of interest.
The workflow for NBB is illustrated in Fig. 2.1. In the first step, an MD simulation is
conducted for each of the end states, saving coordinates to trajectories at regular intervals.
For each frame of the trajectory, state i, the potential energies are evaluated using both MM
18

Figure 2.1: Workflow for using Non-Boltzmann Bennett in the hybrid QM/MM free energy simulation
approach.

and QM. The difference between these energies is the biasing potential Vib (i = 0, 1) and is
required for NBB. Calculating V b at every step of the simulation would obviously be cost
prohibitive; however, since typically only every hundredth or thousandth MD step is saved,
the expensive QM calculations are needed for only a small fraction of the total simulation
steps; this greatly reduces the computational cost. In fact, ideally the saving frequency
should be long enough to ensure that consecutive data points are statistically independent.
In the remainder of this paper, we refer to the use of NBB to connect MM and QM energy
surfaces as “QM-NBB” or as reweighting from MM to QM.

Non-Boltzmann FEP.

In this study we also tested the utility of reweighting from MM to

QM based on FEP, which in analogy to NBB we refer to as NB-FEP. Applying Eq. 17 to
Eq. 11 gives:

∆A(0 → 1) = −kB T ln

hexp[−β(U1 − U0 )] exp(+βV0b )i0,b
hexp(+βV0b )i0,b

19

(19)

As in the case for QM-NBB, U0 and U1 are the re-evaluated energies without the biasing
potentials; i.e., in the present case the QM energies. Note that the idea of carrying out,
e.g., FEP based on simulations in the presence of a biasing potential is hardly new. It was
first described by Straatsma and McCammon in 1994 124 and has been gradually rediscovered
recently. 121,125 However, in most cases the purpose of the biasing potential was to overcome
barriers; the only applications of unusual biasing potentials as employed in this work we are
aware of are Ref. 121 and, to some extent, Ref 44.
2.2.4

Practical aspects

Implicit solvent QM calculations.

Calculating solvation free energies using an implicit

solvent (IS) model is a special case. The free energy difference between the solute in the gas
phase and IS can be computed in one step (i.e., no intermediate states), in particular, if BAR
is used. 119,126 Thus Eq. 18 can be used directly. States 0 and 1 represent gas phase and IS,
respectively, with separate simulations (e.g., MM and MM/IS) in addition to re-evaluated
QM and QM/IS energies required for both. This leads to the generic symbols in Eq. 18
and 19 having the following concrete meaning: U0 = U QM , U1 = U QM /IS , and the biasing
potentials are V0b = U MM − U QM , V1b = U MM /IS − U QM /IS . In all IS calculations presented
here, all atoms are treated by either MM or QM (i.e., MM/IS, QM/IS).

Reweighting in indirect QM FES.

In practice, FES usually require intermediate λ states; i.e.,

one needs to carry out simulations at λ = λ0 , λ1 , . . . λn−1 , λn , with λ0 = 0 and λn = 1. Since
the free energy is a state function, one does not have to reweight every λ-state; it is sufficient
to carry out the reweighting only at the end states. This is the basis of the indirect approach
to QM FES; Scheme 10. The corresponding indirect QM-NBB scheme can be seen in Fig. 2.2.
We outline the approach for end state 0. For the analogous steps at state 1 replace λ0 by λn−1
and λ1 by λn . The MM simulation at, e.g., λ0 is considered a QM simulation in the presence
of the biasing potential V b = U MM − U QM . Together with an MM simulation at λ1 , NBB
is used to compute the free energy difference ∆A(λ0 , QM/MM → λ1 , MM). This should be
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contrasted with the usual FEP based indirect scheme where ∆A(λ0 , MM → λ1 , MM) would
be computed by some method and combined with ∆A(λ0 , MM → λ0 , QM/MM).

Figure 2.2: Illustration of the QM-NBB scheme applied to indirect alchemical FES (i.e., reweighting only the
end states). Grey nodes represent simulated states, white nodes are virtual states that are generated through
reweighting (thin arrows). Except for the first and the last free energy step, all free energy calculations are
performed with regular BAR (Eq. 12); i.e., without reweighting. The first and the last free energy calculation
use NBB to calculate the free energy difference between a virtual QM state and a simulated MM state.

2.3
2.3.1

Methods
Calculations in explicit solvent

All explicit solvent simulations were conducted with CHARMM 127,128 , using the
CHARMM22 129 force field. The QM and QM/MM calculations were performed with QChem 130 based on the Q-Chem/CHARMM interface 131 .

Calculation of alchemical intermediate states with QM/MM.

Many applications of FES

involve alchemical mutations of one molecule to another; e.g., to compare binding affinities of
two ligands to a particular target or calculate relative solvation free energy differences. Such
alchemical mutations are usually realized by mixing the potential energy functions (U ) of
both end states 0 and 1 as a function of the coupling parameter λ (e.g., Uλ = (1−λ) U0 +λ U1 )
to form artificial intermediate states between the two end states.
In order to evaluate the potential energies U0 and U1 , the coordinates of the atoms of both
end states have to be defined. This can be achieved in two possible ways. The first strategy
involves a single topology setup 132,133 , where the bonded and non-bonded parameters of
atoms are changed according to λ (e.g., in the mutation of ethane to methanol where the
C-C bond length is slowly changed to the C-O bond length). While this approach is viable
in MM, it is more problematic for QM or QM/MM approaches. The second approach, dual
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Figure 2.3: Dual topology setup of a mutation from ethane to methanol. Starting from the hybrid molecule
(middle), it is possible to calculate the potential energy of both end states by ignoring all atoms corresponding
to the other end state. The system is divided into three groups: The common environment that is present
in both end states (black); atoms that only exist in the ethane initial state (blue); and atoms that only exist
in the methanol final state (red). The last two groups do not interact with each other.

topology 132,133 , is illustrated for the mutation of ethane to methanol in Fig 2.3. It involves a
hybrid molecule that contains three sets of coordinates: a) the common environment (atoms
that are the same in both end states, e.g., for ethane-methanol the first methyl group shown
in black); b) atoms that exist only in the initial state 0 (e.g., the second methyl group in
ethane, shown in blue); c) atoms that exist only in the final state 1 (e.g., the hydroxyl
group in methanol, shown in red). It is important to ensure that there are no interactions
between groups b and c. This approach is easy to implement in QM calculations, as the
potential energy evaluations are only performed using coordinates of the pure end states
(i.e., to produce the initial state 0, groups a and b are used, while for the final state 1 groups
a and c are required).

Ethane-Methanol.

Solvation free energy differences between ethane and methanol were

calculated using the standard thermodynamic cycle 134 . The dual topology hybrid scheme was
implemented using the MSCALE module 135 of CHARMM and follows the recommendations
by Boresch and Karplus. 133,136 For the simulations, each energy evaluation was divided into
three tasks: calculate energetic contributions of all a) bond, angle, and Urey-Bradley terms
MM
from the full hybrid molecule, Ucommon

bonds

(this was done in the “main” MSCALE process

to maintain the connectivity of the hybrid molecule); b) dihedral angle and non-bonded
contributions corresponding to state 0, U0M M (i.e., all atoms that are not part of ethane
or the common environment were deleted); c) dihedral angle and non-bonded contributions
corresponding to state 1, U1M M (i.e., all atoms that are not part of methanol or the common
environment were deleted). The λ states were generated by mixing those three energy
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MM
contributions according to UλM M = Ucommon

bonds

+ (1 − λ)U0M M + λU1M M .

To calculate the biasing potential, V b , individual potential energies were calculated
with Q-Chem and CHARMM based on input files generated by the Q-Chem/CHARMM
interface. 131 B3LYP/6-31G∗ was used to describe the solute in both gas phase and explicit
solvent QM/MM calculations (solvent was treated classically with the TIP3P water model).
Each frame of the trajectory was calculated as follows: a) by removing all atoms not
corresponding to the initial state 0 (ethane) and calculating the potential energy, U0QM ;
b) by removing all atoms not corresponding to the final state 1 (methanol) and calculating
the potential energy, U1QM . To calculate the potential energy of λ states, the two terms were
mixed according to UλQM = (1 − λ)U0QM + λU1QM . Of course it is not necessary to compute
the terms that are multiplied with zero at the corresponding end state.
Unfortunately, at the time those calculations were conducted, periodic boundary
conditions (PBC) and Particle Mesh Ewald (PME) calculations were not supported by QChem. Therefore, the approach to calculate UλQM as outlined in the last paragraph could
only be used in gas phase. Instead, the explicit solvent QM/MM calculations in Q-Chem
used a single box of water molecules that were centered around the solute for each frame of
QM/M M
).
pbc

the trajectory (since no PBCs were used, we refer to this energy as Uno

To make the

calculation of V b possible, we also performed MM calculations with CHARMM in exactly
the same setup (i.e., without PBC and water molecules centered around the solute, using
QM/M M
pbc

MM
b
MM
a cutoff of 999 Å; Uno
pbc ). Thus, V = Uno pbc − Uno

for the solvent trajectories. To

include the effects from periodic boundary conditions in the FES, each U in the QM-NBB
MM
b
MM
calculations consisted of U QM/M M = Uwith
pbc − V , where Uwith pbc is the potential energy

of the hybrid molecule as used in the simulation (i.e., with PME using CHARMM). This
assumes that long range polarization effects are minimal. To generate potential energies for
QM/M M

each λ state, U QM/M M was evaluated once for the initial state 0 (U0
QM/M M

final state 1 (U1

QM/M M

), leading to Uλ

QM/M M

= (1 − λ)U0

) and once for the

QM/M M

+ λU1

for simulations

in solution. Correspondingly, the biasing potential for each lambda state Vλb is given by
QM/M M
pbc 0

MM
MM
Vλb = (1 − λ)Uno
pbc 0 + λUno pbc 1 − (1 − λ)Uno
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QM/M M
pbc 1 ,

− λUno

where the indices 0 and 1

indicate which end state is used.
Gas phase simulations were conducted with Langevin dynamics, using a friction coefficient
of 5 ps−1 on all atoms and random forces according to a target temperature of 300 K. In
solution, we used 862 water molecules and an octahedral box that was cut from a cube with
a side length of 32.168 Å. The temperature was maintained at about 300 K by a NoséHoover thermostat 137 . Lennard-Jones interactions were switched off between 10 and 12 Å,
while electrostatic interactions were computed with the PME method. 138 Three different
time steps were evaluated: 0.5, 1, and 2 fs. For the last two time steps (1 and 2 fs), we also
compared simulations with and without SHAKE on all hydrogen atoms. In the gas phase,
the cut-off radius was set to 998 Å.
Free energy differences were calculated based on simulations of 5 ns in gas phase and 1 ns
in solution. Trajectories were written every 100 steps in gas phase and every 20 steps in
solution. For the free energy calculations, five λ points were employed in gas phase (0.00,
0.25, 0.50, 0.75 and 1.00) and eleven in solution (0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9,
1.0). The standard deviations of the free energy results were determined by repeating each
simulation four times, starting with different initial random velocities.

Absolute solvation free energies.

The classical absolute solvation free energies of ethane and

methanol were calculated by turning off all non-bonded interactions of the solute in both gas
phase and solution. Since turning off both inter- and intramolecular interactions at the QM
level is non-trivial, the indirect FES approach was employed. The alchemical mutation was
done in two steps: first, all charges of the solute were set to zero using 6 λ states in gas phase
(λ=0.00, 0.05, 0.15, 0.40, 0.80, and 1.00) and 12 in solution (λ=0.00, 0.05, 0.10, 0.20, ... ,
0.90, and 1.00). QM/MM potential energy calculations were carried out only at λ = 0.00
and λ = 0.05 of the uncharging step. In the second step, all Lennard-Jones interactions of
the solute were set to zero, using 7 λ states in gas phase (λ=0.00,0.15, 0.35, 0.65, 0.80, 0.90,
and 1.00) and 13 in solution (λ=0.00, 0.05, 0.10, 0.20, ... , 0.90, 0.95, and 1.00). Soft core
potentials, as implemented in the PERT module of CHARMM, were employed to avoid the
24

end point problem. Free energy differences were calculated based on simulations of 50 ns
in gas phase and 0.5 ns in solution with coordinates saved every 1000 steps and 20 steps,
respectively. Simulations were repeated in triplicate with different random seeds to compute
standard deviations.
Gas phase simulations were conducted with Langevin dynamics, using a friction coefficient
of 5 ps−1 on all atoms and random forces according to a target temperature of 300 K. In
solution, we used 1492 water molecules and an octahedral box that was cut from a cube
with a side length of 38.604 Å. The temperature was maintained at about 300 K by a NoséHoover thermostat. Lennard-Jones interactions were switched off between 10 and 12 Å, while
electrostatic interactions were computed with PME. Both molecules were equilibrated for
0.1 ns using constant pressure and, prior to production, each λ point was further equilibrated
for 0.1 ns using constant volume.
2.3.2

Calculations in implicit solvent (IS)

The reweighting formalism described in Sects. 2.2.2 and 2.2.4 can be directly applied to
solvation free energy calculations employing IS models. Analogous to previous work, 121 we
carry out classical gas phase and GBMV 139 IS simulations. Subsequently, the solvation
free energy differences were reweighted via NBB to approximate results obtained using
DFT (e.g., M06-2X, 140 B3LYP 141,142 ) and QM/IS models (e.g., SMD, 143,144 SM8, 130,145
SM12 130,146 ). To demonstrate the applicability of QM-NBB, we chose model compounds
from two groups. First, a set of amino acid side chain analogs that are neutral at pH = 7
were chosen; these have been established as a gauge for the accuracy and efficiency of free
energy simulations. 48,147,148 Second, in a study combining BAR with implicit solvent models
Mobley and co-workers pointed out a number of compounds where contributions from solute
entropy were expected to be significant; 126 this list included methyl formate, 2-methoxy
phenol, bis-2-chloroethylether, 1-octanol, phenyl trifluoroethyl ether, and triacetyl glycerol,
which we, therefore, also include in our set. The MM simulations on which the reweighting
was based employed the CHARMM36 generalized (CGenFF) and protein force fields. 149,150
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Static QM/IS calculations.

In addition to solvation free energy differences obtained from

MD simulations, we also computed solvation free energy differences based on single
coordinate frames. The starting geometry of each solute, taken from the supplementary
material of Ref. 126, was minimized at the M06-2X/6-31G∗ level of theory using GAMESSUS 140–142,144 with and without the SMD IS model. 143 ∆Asolv is the difference between the
minimized energy in the gas phase and in the presence of the SMD model. These data are
referred to as “static” SMD results, labeled just “SMD” in Table 2.5.

Data generation.

CHARMM version c38b1 was used to carry out Langevin dynamics

simulations of the model compounds in the gas phase and in GBMV IS. A friction coefficient
of 5 ps−1 was applied to all atoms. All interactions were included in both gas phase and
GBMV simulations; i.e., there was no truncation of non-bonded interactions. The time step
in all simulations was 0.5 fs and the molecules were fully flexible; no bond-length constraints
were used. For each solute, at least 5,000 coordinate sets were saved in the gas phase
and in solution; see third column in Table 2.5. The time interval for saving consecutive
coordinates ∆t is specified in the fourth column of Table 2.5. The total simulation length
in gas phase and implicit solvent, respectively, for a particular compound was, therefore,
the number of coordinate sets times ∆t; it ranged from 100 ns (e.g., propane) to 500 ns
(bis-2-chloroethylether, triacetylglycerol).

Analysis.

For each of the coordinates saved, both classical and QM energies were

recomputed (gas phase and IS – GBMV, SMx (x = D, 8, 12)). Benchmark results for SMx
models were examined and the M06-2X/6-31G∗ level of theory was determined appropriate
for SMD and SM8 IS models while B3LYP/6-31G∗ showed good performance for the SM12
model. All SMD calculations were carried out with GAMESS-US 144 while SM8/SM12 results
were generated with Q-Chem. 130 Initially, classical simulation data was used to estimate
the solvation free energy differences (i.e., gas phase → GBMV); referred to as “GBMV”.
Second, NBB was applied to the forward and backward energy differences obtained from
QM/IS calculations, treating the differences between MM and QM energies for the respective
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reference state as the “biasing” potential. These results are referred to as “SMD,NBB”,
“SM8,NBB” etc.
In addition to using QM-NBB, the raw data were also evaluated by FEP and NB-FEP
(SMD only). For these, the standard thermodynamic cycle of indirect QM FES (Scheme 1)
was used; applied to the calculation of ∆Asolv for a solute X using an IS model, the scheme
shown in Fig. 2.2 simplifies to:

∆A

∆A

∆A

1
2
3
X(QM) −−→
X(MM) −−→
X(MM, GBMV) −−→
X(QM, SMx) = ∆AFEP
solv

trad

(20)

Here, ∆A2 is the classical GBMV result. ∆A1 and ∆A3 were computed by FEP, perturbing
from the end points of the MM FES to the corresponding QM target states. We refer to
results obtained in this manner as “traditional” FEP (FEPtrad ). Next, based on classical gas
phase and GBMV simulations, NB-FEP (Eq. 19) was applied to estimate both the “forward”
(FW; QM → QM/IS) and “backward” (BW; QM/IS → QM) directions, respectively. Similar
to QM-NBB, the difference between MM and QM energies for the respective reference state
was considered the biasing potential, V b .

Estimating error.

All free energy differences, regardless of method, reported in Table 2.5 are

the values obtained from the full data set. The standard deviations reported were calculated
as follows. Free energy differences for blocks of 1000 coordinate frames were calculated,
and the standard deviation of these block averages is reported. Given that the coordinate
frames should already be almost statistically independent (∆t ≥ 20 fs), this is likely to
overestimate the statistical error; yet the number gives some feeling for the variability of the
data. We also always compared ∆Asolv computed from the full data and the mean value of
the block averages. If the calculations are converged, the two values should be identical. Any
discrepancies between these two numbers indicate that the results are not (fully) converged.
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Table 2.1: Free energy differences between ethane and methanol (kcal/mol).

∆Agas
∆AH2 O
∆∆Asolv b
a

Experiment - Ref. 152.

2.4
2.4.1

b

MM-BAR
+6.02 ± 0.01
-0.86 ± 0.02
-6.89 ± 0.02

QM-NBB
-22517.95 ± 0.01
-22524.91 ± 0.04
-6.96 ± 0.01

Exp.a
-6.93

Relative solvation free energy difference: (∆∆Asolv = ∆AH2 O - ∆Agas ).

Results and Discussion
Calculations in explicit solvent

Relative solvation free energy difference between ethane and methanol.

Many applications

of FES involve alchemical mutations of one molecule to another to predict relative free
energies. Further, many systems of interest are poorly described by current classical force
fields. Therefore, the capability to efficiently and accurately conduct QM alchemical FES is of
critical importance. Here, we evaluate the performance of the proposed QM-NBB approach
for a simple mutation of ethane to methanol in water. Calculation of the corresponding
solvation free energy difference (∆∆Asolv ) has become somewhat of a benchmark for FES. 151
A variety of MM force fields yield highly accurate results within very short simulation lengths.
Therefore, this system is a useful test for computationally expensive QM free energy methods,
as different approaches can be evaluated within reasonable time.
In Table 2.1 we compare the results of FES based on MM with BAR (MM-BAR, left), and
the QM-NBB approach (QM-NBB, middle). The first row gives the free energy difference
between ethane and methanol in gas phase (∆Agas ), while the second row represents the
corresponding free energy change in aqueous solution (∆AH2 O ). Subtracting ∆Agas from
∆AH2 O leads to the solvation free energy difference, ∆∆Asolv , which is shown in the last
row together with the experimental reference result (Exp., rightmost column). 152 Both MMBAR and QM-NBB are in excellent agreement with experiment (deviations of 0.04 and
0.02 kcal/mol). While this small difference in accuracy between MM-BAR and QM-NBB is
probably fortuitous, it is still an indicator that QM-NBB FES can lead to improved accuracy
even in cases where the MM parameters are well developed.
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Table 2.2: Comparison of relative solvation free energies for ethane and methanol from several approaches
based on the same set of QM potential energy data. All energies are reported in kcal/mol.
∆∆AExp
solv
Ethane-Methanol
a
d

a

-6.93

−N BB
∆∆AQM
solv

-6.96 ± 0.04

b

−BAR
∆∆AQM
solv

-6.09 ± 0.02

c

EP
∆∆AF
solv

trad

d

-7.14 ± 0.09

Experiment - Ref. 152. b QM-NBB. c QM-BAR (i.e., no reweighting is employed for QM data).
Zwanzig’s equation (i.e., the traditional FEP approach).

Obviously, the QM data for ∆Agas and ∆AH2 O are orders of magnitude larger than the
corresponding MM-BAR results. This reflects the differences in internal energies between
ethane and methanol (i.e., the energetic costs of creating the atoms in the respective method).
The major contribution to the internal energy in QM methods arises from the interactions
between core electrons and the nuclei. In particular for systems consisting of different
numbers of atoms, this results in large differences in internal energies. However, such
electron–nuclei interactions are not present in MM methods, since they do not contribute to
the chemical bond. In other words, the apparent discrepancies between MM and QM single
free energy differences ∆Agas and ∆AH2 O reflect the different reference states of the methods.
It should be pointed out that the single free energy differences for MM would also be very
different if another force field had been used (cf., Fig. 1 of Ref. 119). Strictly speaking,
only the difference between ∆Agas from ∆AH2 O , which leads to ∆∆Asolv in the last row, is
of relevance, as the effect of the arbitrary reference state cancels out. The only practical
ramification of the large values in QM is that the computer codes for NBB or BAR have to
be stable numerically. This is easily accomplished by factoring out large offsets and/or using
a suitable starting value for C in Eqs. 12 and 18.
In Table 2.2, we compare experimental solvation free energies (∆∆AExp
solv , first column) with
QM −N BB
QM-NBB results (∆∆Asolv
, second column) and alternative free energy methods to

analyze the same set QM potential energy data (columns three and four). All computational
results presented in this section are based on the same set of trajectories. Thus, any errors
resulting from sampling should be consistent and provide a fair test environment for a relative
evaluation of accuracy and precision.
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One conceivable alternative to QM-NBB consists of using BAR with the QM potential
energy data (which does not involve reweighting). This approach assumes that all frames in
the MM trajectory are generated with the correct Boltzmann probability in regard to the
−BAR
are shown in the third column of Table 2.2.
QM energy surface. The results for ∆∆AQM
solv

As can be seen, the omission of any kind of reweighting step in the workflow leads to errors
of about 0.8 kcal/mol. This large deviation illustrates that a correction for the change of
probabilities from the MM to the QM energy surface is absolutely necessary. Interestingly,
−BAR
the standard deviation of ∆∆AQM
is the same as for pure MM (c.f. last row of MMsolv

BAR in Table 2.1). This indicates that QM-NBB suffers from some loss of precision (σ 0.04
vs. 0.02) and that it is not a result of using QM energies instead of MM, but rather an effect
of changing the weights of the frames with NBB.
The second alternative consists of using Zwanzig’s exponential FEP formula 15 instead
of NBB; i.e., the traditional approach according to Scheme 1. In contrast to BAR or
NBB that employ two trajectories per FES, FEP uses only a single trajectory, which
lowers computational costs. The corresponding results are shown in the rightmost column
EP
of Table 2.2 (∆∆AFsolv

trad

).

As can be seen, the use of FEP leads to a deviation of

0.21 kcal/mol from experiment. While this deviation might be considered acceptable for
standard applications of FES, it is an order of magnitude higher than the QM-NBB deviation
(0.03 kcal/mol). In addition, the standard deviation (0.09 kcal/mol) is more than twice
that of QM-NBB (0.04 kcal/mol). The poor performance of FEP here agrees with recent
observations for MM FES 114–116 , where FEP was considerably less accurate and precise than
all other free energy methods.

Influence of time step and SHAKE.

One main difference between MM and QM/MM is the

treatment of chemical bonds. Most MM simulations replace the Morse potential of bonds
by a harmonic potential. Far from the equilibrium bond length, the errors incurred by this
approximation can be considerable. One common way to avoid this problem consists of using
SHAKE to keep bond lengths fixed at their equilibrium distances, thus avoiding errors from
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Table 2.3: QM-NBB solvation free energy results from simulations with different time steps (δt) and with
and without SHAKE. All energies are reported in kcal/mol.

Ethane-Methanol
a
d

s a
∆∆A0.5f
solv
-6.96 ± 0.06

s b
∆∆A1.0f
solv
-6.96 ± 0.04

1.0f s/SHAKE c

∆∆Asolv
-6.65 ± 0.02

2.0f s/SHAKE d

∆∆Asolv
-6.45 ± 0.02

QM-NBB, δt = 0.5 fs, No Shake. b QM-NBB, δt = 1.0 fs, No Shake.
QM-NBB, δt = 2.0 fs, Shake. e Experiment - Ref. 152.

c

∆∆AExp
solv
-6.93

e

QM-NBB, δt = 1.0 fs, Shake.

the harmonic approximation. As a side effect, SHAKE also allows the use of larger time steps
in molecular dynamics simulations; leading to improved sampling and thus higher efficiency.
One potential drawback to this approach, however, comes from the neglect of anharmonicity,
i.e., non-harmonic behavior upon bond stretching.
Table 2.3 reports data used to analyze the effects of SHAKE and simulation time step on
the accuracy of QM-NBB FES. In particular, we compare the performance of simulations that
0.5f s
1.0f s
use 0.5 fs and 1 fs time steps without SHAKE (∆∆Asolv
and ∆∆Asolv
) as well as simulations
1f s/SHAKE

with 1 fs and 2 fs time steps with SHAKE (∆∆Asolv

2.0f s/SHAKE

and ∆∆Asolv

). Notably,

2 fs time steps are only possible when using SHAKE, so the two sets of 1 fs time step
simulations serve as a control to possible errors resulting from SHAKE.
As illustrated in Table 2, using time steps of 0.5 fs and 1 fs without SHAKE (first two
columns) has negligible effect on accuracy. Notably, there is a small difference in terms of
precision (standard deviation of 0.06 vs. 0.04 kcal/mol), which likely can be attributed to
sampling since simulation time doubles when going from 0.5 fs → 1.0 fs. Therefore, a 1 fs
time step is recommended in the underlying simulations used in QM-NBB FES; however,
when high frequency bond stretching is expected to significantly contribute to free energy
differences a smaller time step may be required.
To determine the effect of SHAKE, two 1 fs time step simulations are employed (with
and without SHAKE, second and third column respectively). While the deviation from
experimental results is small for the FES without SHAKE (0.03 kcal/mol) the error becomes
significantly higher when using SHAKE (0.28 kcal/mol). Notably, a similar error is found for
MM-BAR FES of the same trajectories, where the computed solvation free energy difference
is -6.73 kcal/mol (error of 0.20 kcal/mol). However, the accuracy deteriorates further when
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a time step of 2 fs with SHAKE is used, yielding an error of almost 0.5 kcal/mol. This is
significantly higher than the error of the underlying MM-BAR FES, which yields a result
of -6.76 kcal/mol (error of 0.17 kcal/mol). This suggests that the difference in fixed versus
flexible X-H bond treatment (X = N, C, O) can have a significant effect on the free energy
when QM-based FES are employed.
To gain additional insight into errors associated with SHAKE, both standard harmonic
and anharmonic gas phase QM calculations were carried out on ethane and methanol using
the transition-optimized shifted Hermite (TOSH) method. 153 From Table 2, the energetic
penalty of using SHAKE on the 1 fs simulations is 0.31 kcal/mol. This appears to be a result
of limiting high frequency bond stretching in two systems where the effects do not cancel;
i.e., a larger effect in methanol due to its O-H bond. Calculations at the B3LYP/6-31G∗
Anharm
Harm
level of theory seemingly confirm this. Examining ∆Stotal ( = Stotal
− Stotal
) reveals that

0.21 kcal/mol of entropy is gained for methanol upon accounting for anharmonicity whereas
0.09 kcal/mol is lost in ethane. This yields a total effect of 0.30 kcal/mol, in near perfect
agreement with QM-NBB results (vide supra). This should serve as another point of caution
for approaches that connect MM ↔ QM using either fixed or restrained QM regions. 31,110,111

Absolute solvation free energies of ethane and methanol.

The calculation of absolute

solvation free energies involves the gradual deactivation of solute-solvent interactions until the
solute is in a non-interacting ideal gas state. This process requires scaling all solute-solvent
interactions and naturally leads to the application of the indirect FES scheme. Table 2.4
reports the performance of both MM and QM/MM based results for ethane and methanol.
The MM results are shown in the first column, while the QM-NBB results are shown in the
second. Again, the difference between MM and QM/MM is statistically significant. Both
methods show good agreement with experiment; root mean square deviations, RMSD, of
about 0.4 and 0.2 kcal/mol, respectively (see last row of Table 2.4). Of note, RMSD results
indicate that the previously observed excellent experimental agreement (∆∆Asolv , Table 2.2)
was fortuitous and likely a result of cancellation of errors. Nevertheless, it is also clearly
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Table 2.4: Absolute solvation free energies for ethane and methanol. All energies are reported in kcal/mol.

Ethane
Methanol
RMSDd

QM −N BB b
∆Asolv
2.03 ± 0.10
-4.82 ± 0.04
0.22

M M −BAR a
∆Asolv
2.29 ± 0.10
-4.68 ± 0.03
0.42

a

MM-BAR FES. b QM-NBB, indirect FES approach.
results.

c

∆AExp
solv
1.83
-5.06

Experiment - Ref. 152.

c

d

RMSD from experimental

demonstrated that significant error reduction can be realized when applying QM-NBB FES.
2.4.2

Calculations in implicit solvent

In Table 2.5 we report ∆Asolv for 21 compounds, ranging in size from 5 to 29 atoms; see second
column in the table. Aside from the experimental values, taken from the supplementary
material of Ref. 126, we report computed free energy differences obtained by BAR based on
the MM gas phase and GBMV raw data, by DFT/SMD based on a single coordinate set,
by QM-NBB based on the reweighting to DFT/SMD, as well as DFT/SMD results obtained
by FEP and NB-FEP (cf. Methods). Results obtained by reweighting to DFT/SM8 and
DFT/SM12 are shown in Table 2.6; cf. below.
The classical force field combined with the GBMV implicit solvation model (column
“GBMV” in Table 2.5) does reasonably well for most compounds; however, there are some
severe errors, such as for ethyl-methylsulfide, methyl formate and triacetyl glycerol. The
statistical error of all results is extremely low (< 0.1 kcal/mol in all cases, data not shown);
thus, the results reflect the strengths and weaknesses of the classical force field and solvation
model.
Overall, the results obtained with DFT and the SMD solvation model, based both on
single configurations (column “SMD”) and QM-NBB (column “SMD, NBB”), are in better
agreement with experiment. There are fewer huge outliers compared to MM/GBMV; yet,
the results for alcohols are somewhat disappointing and unexpected. Much better agreement
with experiment is obtained with the SM8 and SM12 solvation models, cf. Table 2.6. The
last line in this table lists the RMSDs of the computed ∆Asolv results relative to experiment.
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While SMD (1.47 kcal/mol) is an improvement over GBMV (1.79 kcal/mol), it compares
poorly to the values of 0.76 and 0.85 kcal/mol for SM8 and SM12. Interestingly, the
newer SM12 model fares slightly worse than its predecessor SM8 for this particular set
of 21 compounds; however, this could be a consequence of the functional and grid employed
(B3LYP (SG-1) vs. M06-2X (99,590), respectively).
The focus of this study is not a critical evaluation of implicit solvation models. Instead,
it is more interesting to note that introducing flexibility has a large influence on results in
some cases, e.g., bis-2-chloroethylether or large influence on results in some cases, e.g., bis2-chloroethylether or phenyl-trifluoroethyl-ether, where static and MD based results differ
by over 1 kcal/mol. Overall, the QM-NBB results are in slightly better agreement with
experiment (i.e., SMD vs. SMD,NBB results in Table 2.5). The standard deviation is quite
low in most cases; the largest variation of results was observed for bis-2-chloroethylether.
However, the difference between the free energy difference obtained for the full data set and
the average of the individual blocks (cf. Methods) is less than 0.1 kcal/mol for all solutes,
i.e., well below the statistical error estimated based on the standard deviation of the block
results. This indicates that the results are well converged; e.g., for bis-2-chloroethylether,
although the standard deviation is ±0.49 kcal/mol, the discrepancy is only 0.02 kcal/mol
(data not shown).
While our QM-NBB approach performs well and leads to converged results in all cases, the
standard indirect approach (FEPtrad ) based on FEP from MM → QM (Eq. 20) is problematic.
It does work for small molecules, e.g., methane or ethane. In those cases, the FEPtrad result
(see column “SMD,FEPtrad ”) agrees with the QM-NBB result, the standard deviation is low,
and the free energy difference obtained from all data agrees with the average of the block
results (data not shown). However, already for, e.g., propane with FEPtrad , the quality of
the result is noticeably poorer than QM-NBB; differing by more than 0.2 kcal/mol with
considerably higher standard deviation (±0.27 kcal/mol for FEPtrad vs. ±0.01 for QMNBB). For larger molecules, e.g., toluene, the FEPtrad results are unusable. The standard
deviation is now almost 1 kcal/mol, while the free energy difference obtained from all data
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Figure 2.4: Sampling of butane’s conformational space. The x-axis is butane’s central dihedral angle while
the y-axis is probability.

(0.59 kcal/mol) is quite different from the average of the block results (0.1 kcal/mol, data
not shown); both values differ noticeably from the QM-NBB result (-0.12 kcal/mol).
By contrast, NB-FEP performs surprising well. In most cases, the NB-FEP results agree
within error bars with QM-NBB; the QM-NBB result is usually close to the average value of
the forward and backward NB-FEP result. However, for larger molecules the hysteresis
between forward and backward results increases.

The outlier is acetamide, where the

hysteresis is over 1 kcal/mol; this is the only case where the forward and backward result
cannot be reconciled based on the statistical error estimate. Given that the computational
effort of doing NB-FEP in both forward and backward direction is comparable to that of
QM-NBB, the latter is clearly advantageous.
Several of the compounds studied can adopt multiple conformations that require sufficient
sampling, the simplest example being butane. In Ref. 48 the authors observed that the
central dihedral angle of butane was poorly sampled even in simulations of 1 ns length, cf.
their Fig. 7.
Fig. 2.4 shows the degree of sampling of the central dihedral angle of butane in the data
used for the reweighting. The red line is a reference histogram obtained from a separate
500 ns simulation, whereas the green curve displays the histogram obtained from the 10,000
data points (gas phase) used in the free energy simulations. The two curves are practically
identical. The data underlying our FES (green curve) should be contrasted to the amount of
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sampling achieved in a simulation of just 50,000 MD steps, saving every 10th step (blue line).
One gauche minimum is not sampled at all, and the other gauche minimum and the trans
minimum have wrong weights. Of course, 50,000 MD steps may seem ridiculously short, but
a brute force simulation with a QM potential as used in this work for reweighting (DFT M06-2X, SMD, or SM8 IS model) would already be a significant computational undertaking.
Performing a 1 ns simulation, the simulation length used in the study by Shirts et al., 48 would
be prohibitively expensive even today. The present implicit solvent work relied on regular
long MD simulations for sufficient sampling, as the MM simulations are cheap compared
to re-evaluation at the QM level. However, the approach would work equally well (or even
better) if enhanced sampling techniques would have been used to generate conformations for
reweighting; evaluation of this is already underway.
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atomsa)
5/1
8/2
11/3
14/4
14/4
6/2
9/3
6/2
12/4
8/4
17/9
15/7
27/9
19/12
29/15
9/4
12/5
12/6
15/7
16/8
19/9

no.ptsb)
5,000
15,000
5,000
5,000
10,000
15,000
5,000
5,000
5,000
12,500
5,000
10,000
5,000
5,000
5,000
5,000
5,000
5,000
5,000
5,000
5,000

∆t/psc)
20
20
20
20
40
20
20
20
20
40
50
50
60
60
100
20
20
20
20
20
20

exp.d)
1.99
1.83
1.96
2.32
2.07
-5.10
-5.00
-1.24
-1.50
-2.78
-5.57
-4.23
-4.09
-1.29
-8.84
-9.68
-9.38
-10.27
-0.89
-6.13
-5.88

GBMVe)
1.35
1.33
1.37
1.47
1.52
-5.27
-4.96
-0.29
1.09
-6.39
-4.42
-3.04
-3.62
-2.88
-14.55
-8.95
-8.56
-11.27
0.11
-4.46
-5.50

SMDf)
2.23
1.83
1.91
2.22
2.11
-3.88
-3.60
-0.88
-0.33
-1.62
-1.06
-5.24
-1.88
-1.60
-7.21
-7.96
-7.43
-7.81
-0.14
-3.41
-3.64

SMD,NBBg)
2.17±0.03
1.76±0.03
1.88±0.01
2.21±0.01
2.09±0.03
-4.00±0.09
-3.85±0.06
-0.78±0.08
-0.30±0.09
-1.67±0.07
-3.33±0.13
-4.02±0.49
-2.42±0.28
-0.57±0.13
-6.37±0.36
-7.98±0.28
-7.15±0.29
-8.05±0.18
-0.12±0.04
-3.69±0.03
-3.35±0.11

SMD,FEPtrad h)
2.16±0.07
1.74±0.11
1.61±0.27
2.27±0.36
1.87±0.28
-3.98±0.31
-5.20±0.90
-1.16±0.26
0.08±0.26
-1.78±1.59
-2.67±0.33
-2.34±1.27
-2.50±0.65
-3.21±2.33
-4.02±2.70
-9.02±0.58
-7.65±0.55
-8.81±0.41
0.59±0.90
-4.30±0.87
-3.50±0.50

NB-FEP,fwi)
2.16
1.77
1.88
2.20
2.05
-4.06
-3.71
-0.76
-0.36
-1.63
-3.39
-4.46
-2.46
-0.67
-6.09
-7.18
-7.32
-8.01
-0.15
-3.75
-3.45

NB-FEP,bwj)
-2.17
-1.75
-1.88
-2.21
-2.12
3.92
3.97
0.79
0.26
1.67
3.05
4.07
2.35
0.56
6.54
8.57
7.05
8.08
0.10
3.58
3.25

Number of atoms / number of non-hydrogen atoms b) Total number of conformations used to compute ∆Asolv by the various methods c) Time
interval for saving conformations d) Experimental ∆Asolv taken from the supplementary material Ref. 126 e) ∆Asolv based on the classical GBMV
implicit solvent model calculated with BAR f) “Static” ∆Asolv calculated with the quantum chemical SMD implicit solvent model based on a single
trad
conformation g) ∆Asolv based on the quantum chemical SMD implicit solvent model calculated with NBB h) ∆AFEP
based on the quantum chemical
solv
SMD implicit solvent model calculated from the classical GBMV result plus corrections between classical and quantum chemical description computed
with FEP; cf. Eq. 20 and Scheme 1 i) ∆Asolv based on the quantum chemical SMD implicit solvent model calculated with NB-FEP in the forward
direction j) ∆Asolv based on the quantum chemical SMD implicit solvent model calculated with NB-FEP in the backward direction.

a)

compound
methane
ethane
propane
i-butane
n-butane
methanol
ethanol
methanethiol
ethyl-methylsulfide
methylformate
2-methoxyphenol
bis-2-chloroethylether
1-octanol
phenyl-trifluoroethyl-ether
triacetylglycerol
acetamide
propionamide
4-methylimidazole
toluene
p-cresol
3-methylindole

Table 2.5: Simulation details for and results of absolute solvation free energy difference calculations based on implicit solvent models. All solvation
free energies are in kcal/mol.

Table 2.6: Simulation results of absolute solvation free energy difference calculations based on QM implicit
solvent models SMD, SM8 and SM12. All solvation free energies are in kcal/mol.
methane
ethane
propane
i-butane
n-butane
methanol
ethanol
methanethiol
ethyl-methylsulfide
methyl formate
2-methoxy phenol
bis-2-chloroethylether
1-octanol
phenyl-trifluoroethyl-ether
triacetyl glycerol
acetamide
propionamide
4-methylimidazole
toluene
p-cresol
3-methylindole
RMSDa)
a)

exp.
1.99
1.83
1.96
2.32
2.07
-5.10
-5.00
-1.24
-1.50
-2.78
-5.57
-4.23
-4.09
-1.29
-8.84
-9.68
-9.38
-10.27
-0.89
-6.13
-5.88

GBMV
1.35
1.33
1.37
1.47
1.52
-5.27
-4.96
-0.29
1.09
-6.39
-4.42
-3.04
-3.62
-2.88
-14.55
-8.95
-8.56
-11.27
0.11
-4.46
-5.50
1.79

SMD,NBB
2.17
1.76
1.88
2.21
2.09
-4.00
-3.85
-0.78
-0.30
-1.67
-3.33
-4.02
-2.42
-0.57
-6.37
-7.98
-7.15
-8.05
-0.12
-3.69
-3.35
1.47

SM8,NBB
1.72±0.01
1.12±0.01
1.12±0.01
1.42±0.01
1.21±0.01
-4.88±0.01
-4.71±0.07
-0.50±0.01
-0.42±0.05
-2.56±0.04
-5.40±0.09
-3.66±0.14
-3.45±0.05
-1.89±0.06
-9.03±0.19
-10.93±0.17
-10.57±0.30
-9.18±0.19
-0.95±0.01
-5.35±0.04
-4.66±0.05
0.76

RMSD of the solvation free energy compared to the experimental result.
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SM12,NBB
1.33±0.01
0.82±0.01
0.85±0.01
1.12±0.01
0.97±0.01
-5.02±0.02
-4.91±0.08
-1.11±0.01
-0.70±0.03
-3.12±0.03
-6.14±0.04
-4.16±0.11
-3.49±0.04
-2.26±0.09
-9.71±0.14
-10.89±0.04
-10.58±0.10
-8.84±0.08
-1.17±0.01
-5.58±0.02
-4.79±0.01
0.85

2.5

Conclusions

Two new approaches (QM-NBB and NB-FEP) are presented for effectively connecting MM
simulations with QM calculations to determine free energy differences. Both methods are
based on the use of “unusual” biasing potentials to obtain more accurate results; i.e.,
simulations carried out at low levels of theory (MM) in conjunction with high level (QM)
potential energy evaluations. QM-NBB is initially applied to calculate both absolute and
relative solvation free energy differences of ethane and methanol in explicit solvent. Our
results demonstrate that the reweighting step is necessary. Just inserting the QM energies
into regular BAR (“QM-BAR” in Table 2.2) leads to a clearly erroneous result. This can
be explained by the differences in the underlying MM and QM potential energy surfaces;
i.e., the ensemble of “important” states on the two surfaces are significantly different.
The effect of those differences can be aggravated by constraining degrees of freedom with
SHAKE (Table 2.3). In this case, the results became incorrect because the MM and QM
description of the system did not match. Quite generally, the potential energy surface at
which sampling is carried out has to be, to some degree, representative of the QM surface,
with mismatches being caused by a variety of energetic components; e.g., electrostatics,
harmonic approximates, and more. While two-sided methods, such as BAR/NBB are much
more efficient than, e.g., FEP, some minimal amount of overlap is required. However,
if sampling is adequate, QM-NBB leads to a more accurate and precise result than the
EP
traditional indirect scheme coupled with FEP (∆∆AFsolv

trad

in Table 2.2).

The computation of solvation free energies for a diverse series of 21 compounds further
validates the usefulness of these new approaches. The employed compounds range from small
molecules to fairly large, flexible solutes, such as triacetyl glycerol, and, therefore, can be
considered representative of practical FES applications. Triacetyl glycerol is an example of a
compound where force fields result in poor solvation free energies (cf. “GBMV” in Table 2.5
and Supplementary Material of Ref. 126). The traditional FEP approach for QM/MM
FES also leads to inaccurate results, as it becomes numerically unstable or completely
unusable for systems much larger than 10 atoms. NB-FEP greatly improved performance
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compared to standard FEP, however, numerical inconsistencies were still observed. Thus,
QM-NBB is established as the preferred method to connect MM to QM (or QM/MM) levels
of theory. This is clearly reflected by comparisons to experiment. The combination of a
classical force field with BAR and the GBMV implicit solvent model leads to a RMSD of
1.79 kcal/mol while the use of QM-NBB with SM8 reduces this RMSD to 0.76 kcal/mol. To
put those numbers into perspective, the best results of the SAMPL0 to SAMPL2 prediction
competitions exhibited RMSDs between 1.3 and 3.6 kcal/mol. 61,62,65,154
While the quality of traditional MM FES strongly depends on the selected parameters
(in particular charges) 69 , conventional QM solvation free energy evaluations based on a
single conformation can suffer from not accounting for solute entropy. QM-NBB overcomes
these weaknesses by combining the strengths of both approaches; efficient sampling from
MM and accurate intra- and intermolecular interactions from QM. Thus, QM-NBB with
the right choice of QM level of theory holds significant promise as an “affordable” method
for calculating highly accurate free energies; e.g., on par or better than standard methods
currently being employed.
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3

Efficiently computing pathway free energies: New approaches
based on chain-of-replica and Non-Boltzmann Bennett reweighting schemes

This chapter is reproduced from Ref. 1 with permission from Elsevier. See Fig A.2 for relevant permissions.
Abstract
Background: Accurately modeling condensed phase processes is one of computation’s most difficult
challenges. Include the possibility that conformational dynamics may be coupled to chemical reactions,
where multiscale (i.e., QM/MM) methods are needed, and this task becomes even more daunting.
Methods: Free energy simulations (i.e., molecular dynamics), multiscale modeling, reweighting schemes.
Results: Herein, we present two new approaches for mitigating the aforementioned challenges. The
first is a new chain-of-replicas method (off-path simulations, OPS) for computing potentials of mean
force (PMF) along an easily defined reaction coordinate. This development is coupled with a new
distributed, highly-parallel replica framework (REPDstr) within the CHARMM package. Validation of
these new schemes is carried out on two processes that undergo conformational changes. First is the
simple torsional rotation of butane, while a much more challenging glycosidic rotation (in vacuo and
solvated) is the second. Additionally, a new approach that greatly improves (i.e., possibly an order
of magnitude) the efficiency of computing QM/MM PMFs is introduced and compared to standard
schemes. Our efforts are grounded in the recently developed method for efficiently computing QM-based
free energies (i.e., QM-Non-Boltzmann Bennett, QM-NBB). Again, we validate this new technique by
computing the QM/MM PMF of butane’s torsional rotation.
Conclusions: The OPS-REPDstr method is a promising new approach that overcomes many limitations
of standard pathway simulations in CHARMM. The combination of QM-NBB with pathway techniques
is very promising as it offers significant advantages over current procedures.
General Significance: Efficiently computing potentials of mean force is a major, unresolved, area of
interest.
Keywords: Reaction Path, Free Energy, QM/MM, Potential of Mean Force, Bennett’s acceptance ratio, BAR, reweighting,
QM-Non-Boltzmann Bennett, QM-NBB.
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3.1

Introduction

The determination of free energy differences, which has been stated to be the most important
general quantity in physical chemistry, has fascinated computational scientists for many
years. Work in this area falls in two major categories. First, it is of obvious interest to
calculate the free energy difference between two states, such as solvation free energies or
binding free energies. Such calculations rely on long known statistical mechanical identities,
such as “free energy perturbation” (FEP) 15,16,122,155 or “thermodynamic integration” (TI). 19
More recently, Bennett’s acceptance ratio method (BAR) 118 has been rediscovered 156 and
shown to be more efficient than either FEP or TI. 115–117 The second group of application
is concerned with the determination of potentials-of-mean-force (PMF), i.e., the free energy
along a degree of freedom of interest, such as a torsional angle. Methods to compute PMFs
include TI or the use of umbrella potentials, 38,157 often in connection with the weighted
histogram analysis method (WHAM). 158,159
More recently, a vast array of techniques have been developed that combine chain-ofreplica methods 160–162 with sampling approaches to compute free energy profiles. 163–176 In
contrast to these methods, which have primarily been used to model processes via classical
mechanics (i.e., MM), many alternative “string” type methods have been developed with the
intention of modeling reactive processes via quantum mechanical (QM) or hybrid QM/MM
Hamiltonians. This shift is not surprising as the improvement of QM methods has made
possible the study of new areas of chemical space. 177–182 Currently, the majority of these new
QM and QM/MM based reaction path methods have focused on obtaining minimum energy
pathways (MEPs); 131,172,183–197 however, more and more effort is being devoted to employing
simulations and/or normal mode analysis to generate QM/MM potentials of mean force
(PMF). 4,73,75,76,97,101,104,198–205
Although copious work has been done in this area there are still two fundamental,
if not contradictory, requirements for both class of approaches.

First is the need for

adequate sampling of all relevant conformational degrees of freedom. In this, the former
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class of methods (i.e., using MM potentials) have a significant advantage over QM based
approaches. This is not based simply on efficiency, but also on the fact that numerous
enhanced sampling methods have been developed specifically for classical simulations. 206–214
The other requirement is the accurate description of intra- and intermolecular interactions;
here, the use of a QM-based Hamiltonian is desirable if not essential, in particular if chemical
reactions are to be described. While satisfying these two requirements is extremely difficult,
even for MM based approaches, they create a quandary when QM or QM/MM is used. 4
To circumvent this problem, the so-called indirect scheme 9–13,83 for computing QM/MM
free energies between two states was developed by Gao and co-workers and Warshel and coworkers and subsequently generalized and extended by numerous others. 31,97,99–101,104,200 One
particular extension (i.e., using “fixed” QM regions to avoid expensive QM/MM simulations)
was proposed by Yang and co-workers as well as Ryde and co-workers. This technique has
been used on numerous occasions to approximate QM/MM free energies as a function of
reaction coordinate. The approach is carried out as follows: (1) The free energy difference
between the MM and QM/MM description of the initial state A is calculated by using a
single-step FEP. (2) The atoms belonging to the “QM region” are assigned electrostatic
potential derived point charges (ESP) and held fixed during the classical AM M → BM M
step, followed by (3) a single step FEP for BM M → BQM/M M . In its simplest form the FEP
steps are based on MM simulations of A and B, i.e., no MD with a QM/MM Hamiltonian
is carried out.
This approach has been successfully applied to numerous questions surrounding enzyme
mechanisms; 99–101,200,215 however, recently serious doubts have been raised about both the
accuracy and precision of results obtained from these indirect approaches if no QM/MM
simulations are actually performed. 31 In that study Heimdal and Ryde proposed two
new strategies to more accurately account for MM → QM/MM connections: (1) heavily
optimizing a classical force field to improve overlap with the QM region during MM
simulations and (2) performing the underlying sampling using semi-empirical QM/MM
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(SQM/MM) rather than MM. For both cases they determined that the “QM region” degrees
of freedom were too dissimilar from either the optimized force field or the SQM methods
employed.
One potential source of error in these approaches is the use of FEP in the MM → QM
connection steps. The poor convergence of FEP is well known for the calculation of free
energy differences between two states and has been well documented, 16,114,116 with superior
methods gaining popularity in such applications, in particular BAR 115 and generalizations
thereof. 20 Recently, we have developed a robust new method for connecting MM and QM
descriptions of a system, combining “unusual” biasing potentials, reweighting, and BAR. 32
This new technique, to which we refer to as QM-Non-Boltzmann Bennett (QM-NBB),
was successfully applied to a series of solvation free energy calculations and showed vast
improvements compared to FEP for connecting MM → QM levels of theory. 32,216
In the current paper we will focus on both aspects critical to computing QM/MM reaction
free energies via the indirect scheme. Initially, we will introduce and validate a novel pathway
sampling method; referred to as Off-Path Simulations (OPS). This new method combines the
chain-of-states Replica Path framework (RPATh, see below for a review of this methodology)
with an umbrella like approach for determining the PMF of a particular reaction in root mean
square deviation (RMSD) phase space. Further, we will describe the implementation of a
new replica framework (i.e., distributed replica or REPDstr) and validate this using OPS. In
addition, we will detail a newly introduced classical, QM, and QM/MM eigenvector following
procedure implemented in CHARMM and Q-Chem. 127,128,130,131 Finally, we present results
that demonstrate the potential for greatly improved efficiency (as compared to standard
FEP) for obtaining QM/MM reaction PMFs using a combination of the indirect scheme and
our new QM-NBB method.
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3.2

Methods

The replica path (RPATh) method has been developed as an extension to the self-penalty
walk method of Elber and coworkers. 160–162 The RPATh method is built on top of topology
replication functionality (i.e., the REPLica module of CHARMM). This allows N number
of replicas to be created with the user having complete control as to the subset of atoms
to include in these newly replicated structural elements. Energy penalty functions (i.e.,
restraints) are used to define the pathway, ensure equidistance of replicas, and prevent
pathway reversal. 131,184,186 The definition of the pathway itself is one of the more attractive
features of the RPATh method as smaller portions of the system can be selected and used
to define the pathway of interest. Additionally, the entire or subsections of the pathway
can subsequently be treated quantum mechanically (e.g., SCC-DFTB, ab initio, DFT). For
example, in previous work a 6 Å region surrounding the substrate has been chosen as the
pathway with the substrate itself being treated quantum mechanically. 131,184,186 As noted
previously the RPATh method is comprised of two major restraints. The first of these is a
distance restraint that consists of an energetic penalty which is applied when the distances
between adjacent points deviate away from the average of all pathway distances. This
restraint helps to maintain a smooth evenly spaced pathway and takes the following form:

Erms

N
X
1
Krms (ri − r)2
=
2
i=1

ri = RMSd(i,i + 1)

(21)

(22)

where RMSd is
sP

N
i=1 (ri , rref ) mi wi
PN
i=1 mi wi

RMSd(ri , rref ) =
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(23)

N
X
ri
r=
N
i=1

(24)

where r is the average step length over the entire path and N is the number of points along the
pathway. Krms is a user defined parameter with suggested values that result in pathway-point
variation being no larger than 10-15%.
The second major restraint term controls the angle between adjacent and next adjacent
pathway points (i, i + 1, i + 2) with θ defined as the deviation from linearity.

Eangle =

N
X

Eiangle

i=1

Eiangle =

1
Kangle (COSMAX − cos(θ)i )2 ; COSMAX > cos(θ)i
2

Eiangle = 0;

(25)

COSMAX < cos(θ)i

This term is controlled by two adjustable parameters; COSMAX and Kangle .

The

recommended value of COSMAX is: 0.8 - 1.0. A COSMAX=1.0 corresponds to a linear
pathway and a value of 0.8 allows each angle to bend up to ∼30◦ before a penalty is applied.
The Kangle parameter should be set depending on the desired smoothness and flexibility of
the pathway. For example, a value in the range 100 - 500 kcal·mol−1 ·rad−2 is a reasonable
choice.
3.2.1

Classical, Quantum, and Hybrid QM/MM Transition State Searching

To complement the functionality of the replica path method CHARMM’s Newton-Raphson
minimizer has been extended. 127,128 Eigenvector following routines have been added in a
flexible manner that allows efficient minimization of both harmonic and anharmonic degrees
of freedom. Specifically, if a mode sufficiently satisfies the harmonic approximation then
standard Newton-Raphson minimization will occur employing the energy (E), gradient of
the energy (∇E) and Hessian of the energy (∇2 E). However, if a mode is not sufficiently
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harmonic then a line search will be executed along the specified eigenvector(s).1 During
the line search procedure the aforementioned energy terms are employed along with two
additional gradient calculations (∇E). ∇E in both the positive and negative directions of
the eigenvector(s) are computed and combined with the three previous data points and fit
to a third order polynomial (f (x) = ax3 + bx2 + cx + d) which is subsequently solved
via a linear least squares fit procedure.
The default Newton-Raphson procedure, defined above, has been modified to change the
direction of eigenvector(s) searching. Therefore, rather than minimizing all modes, which is
typical, the new routines allow specific modes to be maximized thereby searching for a nonminima stationary point. The order of the stationary point can be specified with transition
states defined to have a stationary point of one. This new feature supports classical, QM,
and QM/MM Hamiltonians. 199,205
3.2.2

Off-Path Simulation Method

The off-path simulation (OPS) method is an extension of the replica path method that
employees umbrella-like restraining potentials to compute potentials of mean force (PMF).
The basic premise of the OPS method is biased sampling of a pathway by allowing a
simulation to propagate on planes orthogonal to a previously defined pathway. Using this
information, data are accumulated and a biased PMF is computed at the conclusion of the
simulation. As a usability feature, the statistical information can be saved and the simulation
can be restarted if the PMF is determined to be not converged.
A prerequisite of this method is a previously computed reference path. It is not necessarily
suggested that the reference path be a minimum energy pathway (MEP) as MEPs are likely
to have a significant amount of curvature. This curvature can cause numerical inaccuracies in
free energy procedures, therefore, a curvature correction has been built into the OPS method.
For example, exploration of orthogonal path space can often lead to sampling regions of phase
1 The criteria for performing this line search is determined from numerical estimates of each eigenvector’s shape. Forward
and backward perturbations are made along the eigenvector and energies and forces calculated. If the energies in both directions
increase or the gradient of the perturbations are negative the mode is identified as “harmonic”.
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Figure 3.1: Illustration of the restraints used to define an off-path simulation.

space that differ from the pathway of interest (i.e., the reaction coordinate). These differences
can then result in either under- or overestimation of the free energy for moving along the
chosen reaction coordinate. This is typically referred to as “corner cutting”. Following this
logic the nudged elastic band method is not recommended for generating reference paths.
Rather, the RPATh method, which has extensive controls on the smoothness of the path is
a better choice. Once a smooth path is obtained the procedure begins by assigning this as
the reference path and creating a “simulation path”. In CHARMM this is accomplished by
copying the path into the COMParison coordinate set (i.e., COOR COPY COMP). At this
point the RPATh command can be issued adding the keyword “OPTI”.
The OPS method consists of two major restraints that define the plane the points are
allowed to move on during the simulation (Eqn. 26) and an additional penalty that specifies
how far points are allowed to move away from the reference path.

Erms =

N
−2
X
i=1

1
Krms (riref j − rjkref )2
2

(26)

where i = j − 1 = k − 2 and riref j and rjkref refer to root mean square best-fit distances
between point j of the current path and points iref and kref of the reference path. This
effectively defines a plane bisecting points i and k of the reference path; allowing point j to
move freely along this plane. The biasing term takes a similar form:
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N
−2
X

Emax =

i=1

1
Krms (rjjref − RM AX)2
2

(27)

where rjjref is the root mean square best-fit distance between points on the reference path
and simulation path and RMAX is user adjustable parameter (in Å). An illustration of the
pathway restraints is presented in Fig. 3.1
Once the pathway is defined and OPS parameters set, the simulation begins collecting
statistics that will be used to determine the PMF (i.e., work). This is done using the following
approximation.
1

Z
W ork =
0

N
−1
X
∂V
h
i∂λ ≈
h∇Ṽi i∆lref
i
∂λ
i=1

(28)

where ∇Ṽi is

∇Ṽi = ∇Vi · Rrot

(29)

the force on each simulation projected into the frame of the reference path and ∆lref is

ref

∆l



ri,j + rj,k
1
= (rij + rjk ) ∗
2
ri,k

(30)

with all RMSd values in Eqn. 30 referring to reference path distances, thus implicitly building
in a curvature correction based on the fundamental triangle inequality theorem.
As with the replica path method, OPS is designed to work with MM, QM, or QM/MM
potentials. This allows OPS to function in a highly flexible parallel/parallel manner. That
is each QM/MM point can be run a different processor or group of processors with the
constraint that the total number of processors be an integer multiple of the total number
of pathway points (i.e., # of processors = # of replicas × N; N = 1, 2, 4, 6, 8. . .).
Currently, there are four quantum mechanical packages that support the QM and QM/MM
off-path simulations method: Q-Chem, 130,131 SCC-DFTB,
2 As

2 73,92,217

GAMESS-US, 218,219 and

SCC-DFTB is not a parallel QM package the parallel/parallel functionality is not supported
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GAMESS-UK. 87,220
3.2.3

Distributed Replica Framework: REPDstr

Currently, the classical version of the off-path simulation method is implemented to run
each point of the pathway sequentially, either in serial or parallel. In contrast, the QM or
QM/MM version of OPS is fully parallelized; i.e., each point of the pathway executes on a
different processor or group of processors. This difference in behavior is facilitated by the
difference in time lengths of QM versus MM calculations; i.e., time of QM calculation >>
parallel communication of energy and forces.
To improve performance of the classical OPS methodology, the fully parallel REPDstr
module was developed and implemented in CHARMM. This module is a facility to group
a specified number of independent CHARMM executions. Each group can either read the
same input script or each can execute its own input script. In this way, one can run many
different input scripts from a single parallel run. Similarly, output and all other files written
to disk during the simulation can optionally be divided based on the replica numbers.
A major benefit of grouping parallel processes is that everything within the group works
the same way as a standard CHARMM parallel job. There is no code change needed for intra
group communication or special splitting of the workload. The only addition of such division
is that for some methods one needs to communicate data amongst specific groups. Most of
the time this is just data swap between the neighboring groups and almost never requires
global communication, i.e., that every processor in all groups have the same data. Therefore,
the communication is significantly reduced, and parallel efficiency is almost perfect.
For CHARMM developers, it is easy to implement new methods which can take advantage
of the two level parallel framework. Specifically for OPS we needed to add the communication
of comparison coordinate sets from two neighboring replicas. This is performed only at
the start of the simulation, since the reference path does not change during the course of
simulation. The simulations of individual replicas are then independent of each other and
parallel efficiency is close to 100%, unless replicas have significantly different number of
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atoms and load unbalance comes into play. Additionally, final communication was added at
the end of the off-path simulation job to compute and print the path summary.
Recently we implemented a variety of methods using the REPDstr module, most of which
are derivatives of standard replica exchange methods, such as Self Guided Langevin Dynamics
Replica Exchange 214 or calculations of absolute free energy. 221 Additionally, the REPDstr
module greatly facilitates improving parallel performance in CHARMM without having to
make code modifications. For example, it is now possible to parallelize standard PERT
(free energy perturbation) calculations in CHARMM. 127 All the user need do is specify the
REPDstr command in a PERT input script and use IF statements to select which group of
processors is attached to which λ state / simulation.
3.3

Results and Discussion

In this paper, we are reporting the implementation and validation of a novel method for
calculating PMFs within a chain-of-states (i.e., replica) framework. Further, this framework
is compatible with standard restraint pathway determination procedures (i.e., reaction
coordinate driving) and herein is combined with our new QM-NBB procedure and shown
to greatly enhance convergence in indirect QM/MM pathway free energy simulations. To
validate the implementation of the new chain-of-states framework, we calculate the simple
conformational pathway of butane’s torsional rotation in the gas phase. As part of this test
case, both the original REPLica and the new REPDstr frameworks are employed. Following
the initial butane test case, the one-dimensional PMF is calculated for the rotation about
the φ,ψ glycosidic dihedral angles of maltose in both gas phase and explicit solvent; results
are compared to previously published data from Naidoo and coworkers 2 . Finally, the model
system butane is again used to introduce the application of QM-NBB to efficiently compute
QM/MM reaction pathway free energies.
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Figure 3.2: Comparison of the OPS-REPL (Red) and OPS-REPD (Blue) methods. Each simulation was run
for 10ps at 300K with an RMAX of 0.275.

3.3.1

Torsional Potential of Butane

The torsional rotation of butane is an iconic illustration of steric effects on the conformational
positions of a molecule. This potential is defined as a total of 4 unique conformations: anti,
gauche(2,4), eclipsed-gauche (1,5), and eclipsed(3); see Fig. 3.2. The surface of the torsional
potential is dominated by van der Waals repulsion arising from varying levels of substituent
interactions on the chain. The anti and gauche conformations correlate to minima along the
potential while the eclipsed-gauche and eclipsed positions correspond to maxima. Standard
harmonic limit free energies (using the vibrational analysis, VIBRan, module) were obtained
using the CHARMM force field and are used as the “gold standard” with which to compare
OPS results. A comparison of replica frameworks (i.e., OPS-REPLica versus OPS-REPDstr)
was performed to validate implementation of REPDstr.
All OPS simulations used force constants of 10,000 kcal·mol−1 ·Å−2 for both KRMS and
KMAX, a 1fs time step, and a temperature of 300K. The reaction was discretized into 58
points (i.e., 58 replicas) while the total simulation time and RMAX values were varied during
testing of the OPS-REPL method. The range of simulation times were: 1ps, 5ps, 10ps, 25ps,
50ps, 100ps, 250ps, and 1000ps. The RMAX value varied from 0.050 – 0.450 in increments
of 0.025 for each time length. Thus producing a wide array of simulation conditions used
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Methods
NMA
OPS-REPL
OPS-REPD

1
3.5
3.5
3.4

2
1.0
0.9
1.0

3
5.7
5.7
5.7

4
1.0
1.1
1.0

5
3.5
3.5
3.5

Table 3.1: Computed potentials of mean force using all three methods at 300K: Normal Mode Analysis
(NMA), OPS-REPL, and OPS-REPD. Each of the OPS simulations was run for 10ps with an RMAX of
0.275. All values are given in kcal·mol−1 .

in determining the overall success of the new methodology. A simulation lasting 10ps was
utilized for the OPS-REPL method to highlight the possible reduction in computational
time. Table 3.1 contains a comparison of the values calculated for each of the minima and
maxima along the energy surface that correspond to the conformations illustrated in Fig. 3.2.
This paper is meant to outline the implementation of the OPS method as well a new
replica framework (i.e., REPDstr). To validate this implementation, the torsional potential
of butane was also calculated with OPS-REPD. Results of these simulations were again
compared to harmonic limit free energies and those generated via OPS-REPL (Table 3.1).
The torsional energy surface was reproduced to within quantitative accuracy and differed
only in the replica framework employed with OPS (Fig. 3.2). Thus, we conclude that both
the OPS-REPL and OPS-REPD procedures function efficiently and accurately.
3.3.2

Double Torsional Potential of the Dissacharide Maltose

The majority of systems of interest are larger than a simple butane molecule, thus it is
necessary for us to demonstrate that OPS can produce qualitative and quantitative results
of interest for a larger system. To this end, the PMF for the rotation about the α(1 → 4)glycosidic linkage (Fig. 3.3) in a molecule of maltose was computed in vacuum and explicitly
solvated in TIP3P waters.
In 2005, Kuttel and Naidoo 2 used an iterative adaptive umbrella sampling method 222–226
to compute the PMF along the φ,ψ dihedral angles of α(1 → 4)-glycosidic linkage of maltose
in vacuum and water. Approximately 500ns of simulation time was required to produce
each of the final PMF surfaces with individual data collections in each simulation being
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Figure 3.3: Illustration of maltose molecule (gluc α-1→4 gluc). The arrows in the image refer to the angles
of interest in the calculation of the PMF.

1ns-10ns. Populations of φ values were calculated for each ψ, and these relative populations
were then used to calculate a one-dimensional PMF. Herein, we have used these results as a
comparison set for the PMF values determined via OPS (Table 3.2). The maltose was built
using CHARMM topology and parameters for the CSFF type force field, 227 corresponding
to the setup of Naidoo and coworkers. It is crucial to employ the same force fields in these
simulations to allow for comparison of the computed PMFs.

Figure 3.4: Visual representations of the 4 most prominent conformations of the maltose molecule. These
images display the 4 conformations for which Naidoo and coworkers 2 based their method evaluation on.

As mentioned in the Methods section, one shortcoming of the REPLica framework is
the inability to efficiently replicate and parallelize simulations that employ explicit solvent,
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therefore the REPDstr infrastructure was developed and employed herein.

The force

constants (i.e., KRMS, KMAX) for all maltose simulations were set to 10,000 kcal·mol−1 ·Å−2
and the pathway was discretized into 78 points (i.e., replicas).
In examining the in vacuo and solvated PMFs of maltose, there are several features
highlighted by Naidoo and coworkers. One such feature is the lowering of the PMF upon
solvation. The general decrease and broadening of the energy wells is thought to arise form
the reduction in enthalpic advantage from intramolecular hydrogen bonds, particularly that
of the inter-monomer hydrogen bonds. This also increases the likelihood of forming the
X, and Y conformations (Fig. 3.4) that cannot form inter-monomer hydrogen bonds due
to the favorable interactions with the solvent. Another feature we have examined is how
the solvation of maltose has affected the transition barriers between different states in the
molecule. Specifically, the transition barrier between the Anti, X and Y conformations. The
results from Naidoo and coworkers show no significant change in relative transition energy
from Anti→X barrier but show a marked change in the Anti→Y transition. Further, they
determined the difference between intramolecular and intermolecular hydrogen bonding from
solvent is in the range of 1 kcal·mol−1 . This difference was determined using QM and classical
MD simulations and gives us an idea of the significance that each hydrogen bond plays in
determining the potential of mean force.
Results from the OPS-REPD PMF calculations are presented in Fig. 3.5. The values
corresponding to the transitions barriers between each of the major conformations mentioned
previously are listed in Table 3.2. Previously published data is also presented in that table.
Finally, it is clear from Table 3.2 that PMFs generated using OPS-REPD, in vacuo and
solvent, agree well with previously published exhaustive sampling results. Additionally, there
is a considerable reduction in total simulation time required to obtain these results; however,
additional testing needs to be performed to establish optimal simulation conditions (i.e., user
adjustable parameters, time length, time step, etc.). Overall, the off-path simulation method
appears to be a promising step forward for efficiently computing PMFs of conformational
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Figure 3.5: Illustration of the simulations performed with maltose using OPS-REPD methodology in vacuum
and explicit solvent. An RMAX value of 0.225 was run for 40ps in vacuum (Red curve)for the above results.
The solvated system (Blue curve) was run for 1000ps with an RMAX of 0.225. This data represents a
quantitative match to the previous published data used for comparison. 2

changes and ultimately reactions via QM/MM.
3.3.3

Accurate PMFs using a novel reweighting scheme: QM-NBB

As highlighted in the Introduction, computing accurate free energies has two fundamental
requirements: adequate sampling and accurate description of inter- and intramolecular
interactions. To help overcome these, often, conflicting requirements, we recently developed
a new reweighting scheme that allows more efficient connecting of low level simulations
(e.g., MM, semi-empirical QM) to high level results (e.g., Hartree-Fock, DFT, etc.). 32 The
efficiency and accuracy of this new approach for calculating solvation free energy has been
further demonstrated in the SAMPL4 competition. 216 Further, the potential that QM-NBB
has for improving the computation of free energies as a function of reaction is vast.
As stated previously, FEP has traditionally been the method of choice for connecting MM
→ QM while using the indirect QM/MM free energy scheme. However, if the potential energy
surfaces of the MM force field is not representative of the ensemble that would exist at the
QM level of theory then overlap between them will be poor and lead to convergence problems.
This is clearly an issue for all methods that seek to connect two disparate ensembles; however,
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Transition
Vacuum Solvated
Naidoo and coworkers
∆G(syn→anti)
4
3
∆G(syn→X)
10
8
∆G(syn→Y)
15
12
∆G(anti→X)
6
6
∆G(anti→Y)
11
9
OPS
∆G(syn→anti)
4.1
2.5
∆G(syn→X)
9.7
8.3
∆G(syn→Y)
15.1
11.7
∆G(anti→X)
5.6
5.8
∆G(anti→Y)
11.0
9.2
Table 3.2: Table of potential of mean force from Naidoo and coworkers 2 (top) and from the OPSREPD simulations (bottom). The data represents the transition barriers between the SYN, Anti, X and
Y conformations. All values are given in kcal·mol−1 .

the QM-NBB procedure has been shown to be far more robust in this respect as compared
to FEP. 32 Further, Pohorille et al. recently reported a detailed analysis of why two-sided
methods, such as BAR and, thus, also QM-NBB, to compute free energy differences converge
more rapidly than one-sided approaches, such as FEP. 16 Therefore, we again take the simple
butane torsion as our initial validation of coupling QM-NBB to QM/MM PMF generation.
The conformational changes in butane (i.e., torsion) were discretized into 10◦ increments
(i.e., 37 points along the path).3

Gas phase MM and semi-empirical QM (i.e., SCC-

DFTB with the 3OB parameters) 73,92,217,228,229 simulations were carried out using Langevin
dynamics with a time step of 1fs and time length of 2ns. To ensure simulations stayed close
to their respective dihedral angle, harmonic restraints were employed with a force constant
of 50 kcal · mol−1 ·rad−2 . Coordinates were saved every 10 steps and reevaluated at the
Hartree-Fock (HF) level of theory using the 6-31G* basis set. This resulted in a total of 7.4
million (200K per simulation) QM calculations to compute the complete PMF. Further, all
frames in the MM trajectory were reevaluated using SCC-DFTB and vice versa.
Next, we computed the PMFs at the MM and SCC-DFTB levels, i.e., the levels of theory
at which the simulations were carried out. We employed BAR for these calculations, states
3 Although the REPLica framework was not used for the initial data collection, we subsequently confirmed that combining
simple harmonic restraints (i.e., as demonstrated in Ref 186) with either the original RPATh method or OPS will yield equivalent
results.

57

0 and 1 in the working equations (see below) refer to neighboring values of the restraining
potentials.


hf (U0 − U1 + C)i1
+C
∆G(0 → 1) = kB T ln
hf (U1 − U0 − C)i0

(31)

where f (x) denotes the Fermi function f (x) = (1 + exp( kBxT ))−1 and

C = kB T ln

Q0 N1
Q1 N0

(32)

Here Q0 and Q1 are the canonical partition functions of the two states, N0 and N1 are the
number of data points used to compute the ensemble averages for states 0 and 1, respectively.
Eqn. 31 is iterated until the condition

hf (U0 − U1 + C)i1 = hf (U1 − U0 − C)i0

(33)

is fulfilled. With C determined in this manner, one immediately obtains

∆G(0 → 1) = −kB T ln

N1
+C
N0

(34)

The individual free energy differences obtained in this manner were combined to yield the
PMF as a function of the central torsional angle. While the use of BAR to compute a
PMF is unusual, the resulting PMFs were highly precise, i.e., differences between the free
energy at ϕ = −180◦ and ϕ = +180◦ , which were not restrained to be identical, were
≤ 0.02 kcal·mol−1 in all cases. Further, our emphasis is on connecting a low level of theory
(e.g., MM, SCC-DFTB) to a high level (e.g., QM). This was initially done using FEP as
follows:

∆G(0 → 1) = −kB T ln hexp[−(U1 − U0 )/kB T ]i0

(35)

where U0 is MM or SCC-DFTB and U1 is QM. Care was taken (by employing suitable offsets)
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Figure 3.6: Butane PMFs computed via standard FEP (i.e., with ∆G(SCC-DFTB → QM)) using all 200K
data points (Blue, 2ns simulations) per simulation, 50K data points (Green, 500ps simulations), and 10K
data points (Red, 100ps simulations).

to avoid numerical overflow when calculating the exponential functions in Eqn. 35.
Results from these calculations serve as a powerful illustration as to what can happen
when there is poor overlap between ensembles you are trying to connect via FEP. Results
showing the butane PMF generated from using all 200K points per simulation are plotted
in Fig. 3.6 along with a subset of points that were generated during the first 100ps and
500ps (i.e., time scales that are currently accessible if QM simulations were required). Just
by visual inspection, several problems with these PMFs are evident. The first concerns
the PMF generated from the full 200K simulation points. There is a clear asymmetry
about the global maximum; the point at 10◦ does not correspond to the one at -10◦ . This
problem is only exacerbated when more limited data sets are considered (i.e., 100ps, 500ps).
Further asymmetry can be observed when comparing the non-global maxima (±120◦ ) and
minima (±70◦ ). For later reference we introduce two simplistic measures to quantify such
asymmetries: the maximum absolute difference between PMF(−ϕ) and PMF(+ϕ), as well
as as root mean squared deviation over all points of the PMF that should be symmetric. For
the 500 ps data, these are 0.72 kcal·mol−1 and 0.048 kcal·mol−1 , respectively; for the 100 ps
data, the numbers are 0.62 kcal·mol−1 and 0.075 kcal·mol−1 . The large discrepancy between
the maximal absolute deviation and the root-mean-square criterion results from the fact that
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the asymmetries affect mostly individual points in the PMF; as is clearly discernible also in
the figure.
In contrast, the PMF generated using all 7.4 million saved frames from the SCC-DFTB
simulations (i.e., ∆G(SCC-DFTB → QM obtained using standard FEP)) displayed none
of the asymmetry observed in the MM → QM PMF (see Fig. 3.7). Again, this behavior
highlights the importance of using a level of theory for conformational searching (e.g.,
fixed QM regions, MM, SCC-DFTB) that adequately describes the ensemble that would
be generated if searching was done at the high level of theory (e.g., QM). This is especially
problematic when using FEP to connect levels of theory.
To help mitigate the limitations of the indirect scheme, we have recently developed
the QM-NBB approach. This new method shows significantly better convergence when
computing the free energy between two disparate levels of theory as compared to FEP. 32,216

∆G(0 → 1) = kB T ln

f (U0 − U1 + C) exp βV1b



βV0b



f (U1 − U0 − C) exp



1,b

exp βV0b



0,b

βV1b

exp

!
0,b

+C

(36)

1,b

The notation follows that of Eqn. 31; however, the additional subscript b indicates that the
ensemble averages were obtained in the presence of an “unusual” biasing potential (Eqn. 37).

V b = U low − U high

(37)

To use Eqn. 36 it is necessary to evaluate three quantities for each frame of the trajectories:
U0 , U1 and V0b for state 0 and U0 , U1 and V1b for state 1. Thereby, U0 and U1 are evaluated
at the respective high level of theory; the fact that sampling was carried out at a low level
is taken care of by Eqn. 37. In regular BAR, each forward/backward energy difference
contributes equally to the sums <> in the numerator and denominator of Eqn. 31. In NBB,
on the other hand, the summands have different weights exp(βV b ). In case of poor overlap
the sums in Eqn. 36 become dominated by just a few terms having the most positive V b . One
very attractive feature of both standard BAR and QM-NBB is the fact that no requirement
60

Figure 3.7: Butane PMFs computed via standard FEP (i.e., with ∆G(SCC-DFTB → QM)) using all 200K
data points (Blue) and with QM-NBB (Red) using only 10K data points from MM simulations (i.e., 100ps
simulations) and 1K data points from SCC-DFTB simulations (i.e., 10ps simulations).

exists that N1 = N0 (Eqn. 34); i.e., the simulations at different levels of theory can be of
different length. Here we apply QM-NBB methodology taking particular advantage of this
feature and using the following definitions: MM = state 0; SCC-DFTB = state 1; V0b = 0;
and V1b = U SCC −DFTB − U QM . Further, U0 in Eqn. 36 is just the MM energy, whereas U1
is the QM (HF/6-31G*) energy for coordinates sampled at the MM and SCC-DFTB level,
respectively.
In practice, this entails using MM and QM potential energies obtained from saved
trajectories of MM and SCC-DFTB simulations; hU0 , U1 i0 and hU0 , U1 i1 in Eqn. 36. The
forward and backward free energy differences between MM and QM are obtained from
the real MM simulation and a “QM” simulation in the presence of the biasing potential
V1b = U SCC −DFTB − U QM . In general, if an “intermediate” level of theory is used that more
closely overlaps with QM then significant improvement in convergence should be realized.
PMFs obtained using QM-NBB and the aforementioned energies are shown in Fig. 3.7.
Here, the reference PMF is obtained using all 200K frames from each simulation in
combination with SCC-DFTB → QM free energies determined using standard FEP. Further,
the QM-NBB PMF is computed using data obtained from a 100ps MM simulation and
a 10ps SCC-DFTB simulation (i.e., 10K-1K in Fig. 3.7). This is roughly equivalent in
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computational effort to the FEP results generated using only 10K MM data points; however,
the result is remarkably improved. For example, the symmetry of the PMF is almost perfectly
fulfilled and closely matches the reference. In terms of our quantifiers, the maximal absolute
deviation from perfect symmetry was 0.11 kcal·mol−1 , and the root-mean-square-deviation
was 0.016 kcal·mol−1 .
Again, it should be noted that this approach allows different time length simulations at
the different levels of theory to be employed (i.e., low level = MM, intermediate level =
SCC-DFTB). It is therefore easy to envision this approach offering significant improvement
over current techniques (i.e., FEP) used with the indirect QM/MM scheme. For example,
if SCC-DFTB is treated as the “low level” of theory then a simulation at a very cheap QM
level of theory (e.g., HF) could be used for “intermediate” data and ultimately reweighted
to a more accurate QM Hamiltonian (e.g., M06-2X, ωB97X-V, RIMP2, etc.). 140,230–232
3.4

Conclusion

Computing free energies as a function of reaction coordinate is extremely challenging. Herein,
we presented two new approaches that have the potential to greatly increase the accuracy
and efficiency of this task. First, the off-path simulation method (OPS) has several attractive
features. These include both a straightforward definition of reaction coordinate (i.e., based
on weighted RMSD or a subset of atoms) and coupling to a new distributed replica (i.e.,
OPS-REPDstr) framework that offers both efficiency and usability improvements over the
standard infrastructure (i.e., OPS-REPLica).
This new approach and framework were validated by computing the PMF of rotating
butane around its central torsion. Additionally, the much more challenging PMF of the
disaccharide maltose’s glycosidic rotation was also carried out both in vacuo and explicit
solvation. The later case was compared to a previously published adaptive umbrella sampling
study and found to reproduce both the qualitative and quantitative results while significantly
reducing the overall simulation time required. This application of the OPS-REPD procedure
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suggests that this new highly parallelized infrastructure overcomes the previous limitations of
the OPS-REPL framework, which is highlighted by the maltose explicit solvent simulations.
In addition to the new OPS method and REPDstr framework, we have also implemented
transition state searching functionality into CHARMM’s Newton-Raphson minimizer. This
procedure uses eigenvector following and allows the user to specific which order saddle point
is of specific interest; this will be 1 in cases where the transition state is the ultimate target.
As most potential energy surfaces can be rather complex it is suggested that an initial
structural perturbation, in the direction of the desired saddle point, be performed prior to
beginning the optimization. This can be done easily with coordinate fixing or restraining
potentials in CHARMM or other software.
Finally, the recently developed QM-NBB scheme for computing high level (i.e., QM or
QM/MM) free energy differences at affordable costs (i.e., MM or semi-empirical QM) has
been incorporated into the so-called indirect QM/MM scheme for computing reaction free
energies. In this procedure, an underlying PMF is generated at lower level of theory and then
connected to higher level results via standard FEP. However, this connection has been shown
to be problematic if the lower and higher level potential energy surfaces are too different or if
fixed QM regions are employed and entropic effects play a significant role. To help circumvent
these problems, connecting levels of theory via QM-NBB, rather than FEP, is suggested.
Specifically, we have shown that even for a simple molecule like butane connecting MM →
HF/6-31G* via FEP already encounters non-ideal behavior. However, augmenting the data
with those obtained at an “intermediate” level of theory, (e.g., SCC-DFTB) that overlaps
more closely with the high level data, significantly improves results while simultaneously
reducing the number of QM calculations necessary by up to an order of magnitude; with a
factor of 2-5 almost guaranteed. Although butane is a rather simplistic first example, it is
clear that combining QM-NBB with reaction path techniques offers significant advantages
over current procedures.
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4

Use of Non-Equilibrium Work Methods to Compute Free
Energy Differences Between MM and QM Representations of
Molecular Systems.

This chapter is reproduced from Ref. 39 with permission from The American Chemical Society. See Fig A.3 for
relevant permissions.
Abstract
Carrying out free energy simulations (FES) using QM Hamiltonians remains an attractive, albeit
elusive goal. Renewed efforts in this area have focused on using “indirect” thermodynamic cycles to
connect “low level” simulation results to “high level” free energies. The main obstacle to computing
converged free energy results between MM and QM (∆AMM →QM ), as recently demonstrated by us
and others, is differences in the so-called “stiff” degrees of freedom (e.g., bond stretching) between the
respective energy surfaces. Herein, we demonstrate that this problem can be efficiently circumvented
using non-equilibrium work (NEW) techniques; i.e., Jarzynski’s and Crooks’ equations.

Initial

→QM
applications of computing ∆AMM
, for blocked amino acids alanine and serine as well as to generate
NEW

butane’s potentials of mean force via the indirect QM/MM FES method, showed marked improvement
over traditional FES approaches.
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4.1

Introduction

Alchemical free energy simulations (FES) have become a standard tool of computational
chemistry and biophysics. While classical force fields are sufficient in many cases, certain
applications require the use of combined quantum chemical molecular mechanical (QM/MM)
descriptions of interactions. The computational cost of using QM/MM Hamiltonians in free
energy calculations, which typically require several simulations to obtain the final result of
interest, is extremely high, even prohibitively so in many cases. To circumvent this limitation,
Warshel and co-workers, as well as Gao and coworkers, introduced what is often referred to
as the indirect approach to QM/MM FES. 9–11,13,14,82
QM

[A]

∆AQM
A→B

[B]

→QM
∆AMM
A

QM

→QM
∆AMM
B

MM

[A]

MM

∆AMM
A→B

[B]

MM →QM
Figure 4.1: Thermodynamic cycle of the “indirect” scheme for QM/MM FES. ∆AQM
+
A→B = −∆AA
MM
→QM
∆AMM
+
∆A
.
See
Fig.
S1
for
depiction
of
indirect
scheme
for
potential
of
mean
force
generation.
A→B
B

The thermodynamic cycle shown in Fig. 4.1 is used to obtain the QM free energy difference
between two states A and B in a stepwise fashion (i.e., ∆AQM
A→B ). The connection between
low and high level of theory, i.e., ∆AMM →QM , is almost exclusively done with free energy
pertubation (FEP) 15 with a few noteable exceptions, such as linear response approximation
(LRA). 80,81,120 However, it is well known that using FEP to compute free energy differences
in one step is reliable only if the two end states are very similar, which may not be the
case for ∆AMM →QM . 16 In fact, recent work by numerous groups denote this problem and
highlight consequences that limit the applicability of QM/MM FES. 1,31–36,233
We recently introduced the so-called QM Non-Boltzmann Bennett method (QM-NBB)
32
which was shown to be a more robust alternative to FEP for computing ∆AQM
A→B in Fig. 4.1 .

However, when attempting to compute solvation free energy differences for the N-acetyl66

methylamide amino acids Alanine (Ala) and Serine (Ser) (“blocked” amino acids, often
referred to as alanine and serine “dipeptides”), we also encountered severe convergence
problems even when utilizing the QM-NBB framework (unpublished). We attributed this
failure to poor overlap, primarily caused by the “stiff” degrees of freedom (e.g., bond
stretching terms) in accord with our own, and others’ previous findings. 1,31–36,233
The difficulties of obtaining converged ∆AMM →QM results have typically been addressed
by changing how the “low level” ensemble is generated 81,110 or by excluding energy terms
that are responsible for poor overlap (e.g., stiff degrees of freedom). 34,36,233 However, herein
we investigate the use of more robust FES techniques to connect MM and QM(/MM) levels
of theory, in particular the use of non-equilibrium-work (NEW) methods. Our efforts are
focused on the use of non-equilibrium equivalents of FEP and Bennett’s Acceptance Ratio
(BAR), i.e., Jarzynski’s (JAR) and Crooks’ (CRO) equations, respectively. 29,30,118 In these
approaches, the potential energy differences between two states, 0 and 1, are replaced by the
non-equilibrium work carried out in (relatively) short switching simulations between the two
states. E.g., JAR has the same formalism as Zwanzig’s equation and reduces to Zwanzig’s
result in the case of instantaneous switching.†

∆A0 →1




−W0→1
= −kB T ln exp
kB T
0

(38)

Crooks’ equation (Eq. 19 of Ref. 30) is realized analogously by replacing forward (0 → 1) and
backward (1 → 0) energy differences in BAR with the corresponding forward and backward
non-equilibrium work values.
Interestingly, in traditional alchemical FES these NEW methods are rarely used as there is
little practical gain in efficiency. 21 However, we expect them to be well-suited for the specific
problem of calculating ∆AMM →QM . In this study, we investigate ∆AMM →QM descriptions
of the dihedral rotation of butane and the ∆AMM →SQM of blocked amino acids, exactly
† Symbols in Eq. 38 have the usual meaning, k
B is Boltzmann’s constant, T is the temperature, and the angular brackets
denote averaging over multiple switching simulations. The subscript 0 indicates that the switching calculations are initiated
from an equilibrium distribution sampled at state 0.
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those systems where we observed convergence failure not only with FEP (butane), but also
with QM-NBB (Ala → Ser).‡ In this initial study we focus on the gas phase; after all, if
NEW methods cannot overcome the documented problems from the stiff degrees of freedom
arising in FEP and QM-NBB, their use in real world (S)QM/MM applications would be
highly doubtful.
4.2

Results

The central goal of this work is the calculation of converged values of ∆AMM →(S )QM (MM
→ SCC-DFTB for Ala/Ser and MM → QM for butane). For the first model systems
(i.e., Ala/Ser), ∆AMM →SQM could be computed by two-sided methods (BAR, CRO) since
sufficiently long simulations at the “high” level of theory were feasible. For all energetic
transitions studied, the BAR and CRO results agree extremely well, strongly suggesting
that results are truly converged.
Detailed results for the various methods used can be found in Table 4.1.† For all four
transitions, FEP does a poor job, deviating by at least 0.5 kcal/mol from the BAR and CRO
results. In each FEP case, there is either a strong indication of sample size hysteresis, 235
as seen by relatively large values in column ‘Hy’, or a much larger standard deviation of
the ∆Ai subset results about their mean (column ‘s’). In contrast, even with short switches
the NEW methods, such as JAR with 100 forward switching steps (FW100), considerably
improve the agreement with BAR/CRO reference results compared to FEP. Interestingly,
the longer switching simulations (JAR,FW500) improve agreement even more although only
one tenth of the available configurations were used (i.e., 20,000 vs 200,000). Clearly, the
convergence behavior of the JAR,FW100 and JAR,FW500 results suggest some potential
for optimizing the protocols used in these NEW techniques.
The relatively small size of the systems and the use of SCC-DFTB made it possible to
compute ∆ADF T B→DF T B3 directly via BAR; results listed in Table S1. Clearly, in the present
‡ (S)QM

refers to the use of either semi-empirical QM (SQM; e.g., SCC-DFTB) or ab initio/DFT QM Hamiltonians.
= CHARMM22 protein force field, C22(CMAP) = C22 + backbone corrections 234 , DFTB = SCC-DFTB, and DFTB3
= SCC-DFTB with 3rd order corrections. The mio-1-1 parameters were used for both DFTB and DFTB3
† C22
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Table 4.1: Free energy differences in kcal/mol for the indicated step between MM and SCC-DFTB (cf.
Fig. 4.1). All Ala free energy differences are offset by +16, 400 kcal/mol, all Ser results by +18, 500 kcal/mol.
The values in columns “∆A” are the free energy difference obtained with the indicated method using all
available 200,000 configurations; the exception being JAR,FW500 for which only 20,000
P configurations were
used. The Hy(steresis) column is an estimate of sample size hysteresis, |∆A − 1/n i ∆Ai |, using n = 10
blocks of 20,000 (2,000
for JAR,FW500) configurations to compute the ∆Ai . The standard deviation of the
P
block mean 1/n i ∆Ai is listed in column ‘s’. 235
Method
FEP
JAR,FW100
JAR,FW500
BAR
CRO,100

∆AC22→DF T B
∆A
Hy
s
-47.46 0.21 0.50
-48.40 0.03 0.17
-48.18 0.00 0.06
-48.08 0.01 0.05
-48.12 0.00 0.02

Ala
∆AC22(CM AP )→DF T B3
∆A
Hy
s
-55.31 1.29
1.00
-54.98 0.02
0.12
-54.80 0.01
0.08
-54.83 0.00
0.03
-54.82 0.00
0.02

∆AC22→DF T B
∆A
Hy
s
-34.20 0.15 0.48
-35.51 0.07 0.29
-35.28 0.03 0.19
-35.30 0.01 0.13
-35.28 0.00 0.09

Ser
∆AC22(CM AP )→DF T B3
∆A
Hy
s
-45.72 0.55
1.02
-46.71 0.15
0.43
-46.74 0.12
0.40
-46.71 0.02
0.17
-46.72 0.02
0.16

case both ∆ADF T B→DF T B3 and ∆AC22→C22(CM AP ) could be calculated with extremely high
precision. There are no indications of sample size hysteresis, and the overlap between forward
and backward energy difference distributions∗ was > 90% at both the MM, as well as the
SCC-DFTB level of theory.
Thus, it follows that any differences between ∆ADF T B→DF T B3 computed directly versus
indirectly, cycle (Table

4.2), are likely caused by problems computing ∆AMM →SQM .

Pertinent results are summarized in Table 2. In the case of Ala, the cycle closing error
for FEP is over 1.1 kcal/mol, whereas it is < 0.2 kcal/mol for all other methods. For Ser,
all methods have a low cycle closing error, but it is clear that FEP benefits from fortuitous
error cancellation (i.e., both ∆AMM →SQM are systematically wrong, see Table 4.1). Again,
we see that the uncertainty, s, of FEP for the Ser cycle closing error is significantly higher
than for all other methods used.
To illustrate why fast switching improves convergence, we plot the energy / work
distributions generated from the respective FES (Fig. 4.2). The histograms of the energy
differences are quite broad, but still show some overlap. This overlap, albeit small, is
sufficient for BAR to yield accurate results; however, for FEP the ensembles are far from
ideal. In general, for any one sided method to yield converged results the sampled initial
∗ When

using BAR (Crooks’ equation), we check (ii) how many of the forward energy differences (work values) lie within the
range of the negative backward energy differences (work values), and (ii) perform the same check for the backward differences
vs. the negative forward differences. The lower of the two values, expressed in percent of the total number of energy differences
(work values) is our indicator of overlap.
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Table 4.2:
Comparison of ∆ADF T B→DF T B3 generated directly using BAR (see Table S1) and
DF T B→DF T B3
∆Acycle
(= −∆AC22→DF T B + ∆AC22→C22(CM AP ) + ∆AC22(CM AP )→DF T B3 ) computed via the
indirect approach using the thermodynamic cycle depicted in Fig. 4.1 and the data from Tables 4.1 and S1.
The error estimate, s, is obtained by Gaussian error propagation from the individual standard deviations. The
DF T B→DF T B3
cycle closure error cycle (= ∆Acycle
−∆ADF T B→DF T B3 ) is the difference to ∆ADF T B→DF T B3 (Ala)
= -7.29 and (Ser) = -12.13, respectively. All values are reported in kcal/mol.

FEP
JAR,FW100
JAR,FW500
BAR
CRO,100

Ala

Ser

DF T B→DF T B3
∆Acycle

s

cycle

T B→DF T B3
∆ADF
cycle

s

cycle

-8.43
-7.16
-7.20
-7.33
-7.28

1.12
0.21
0.10
0.06
0.03

-1.14
0.13
0.09
-0.04
0.01

-12.27
-11.95
-12.21
-12.16
-12.19

1.13
0.52
0.45
0.22
0.19

-0.14
0.18
-0.08
-0.03
-0.06

(a) ∆U Histograms

(b) Work Histograms

Figure 4.2: Histograms of (a) forward potential energy differences ∆U FW |MM = U SQM |MM − U MM |MM vs.
that of the backward energy differences−∆U BW |SQM = −(U MM |SQM −U SQM |SQM ) and (b) non-equilibrium
forward work W MM →SQM |MM vs. the non-equilibrium backward work −W SQM →MM |SQM . The notation
. . . |M M and . . . |SQM indicates that the energy differences / work values were computed for configurations
sampled at the MM and SQM level of theory, respectively, where in the present case SQM stands for SCCDFTB. Data shown for Ser, C22(CMAP) → SCC-DFTB.

state (MM) configurations should be representative, i.e., low energy target state (SQM)
conformations. 16 In the case of FEP (Fig. 4.2), the almost non-existent ∆U M M →SQM overlap
between the MM and the SQM ensembles indicates a large disparity of conformations at
both states preventing convergence of ∆AM M →SQM . In contrast, the irreversible work,
W M M →SQM histograms (Fig. 4.2b) are not only more narrowly distributed, but also give
significant overlap between the MM and SQM ensembles, allowing for smooth convergence
in computing ∆AM M →SQM .
While NEW simulations appear to easily circumvent the problem of “stiff” degrees of
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freedom when switching between MM and QM levels of theory, an equally troubling problem
comes to light: the “soft” degrees of freedom. Therefore, we examined distributions of the
pseudo backbone dihedral angles φ and ψ in the blocked amino acids, and for Ser also the
χ1 side chain dihedral angle (Fig. 4.3). The resulting plots clearly indicate that significant
conformational differences exist between the ensembles generated at MM (Figs. 4.3a and 4.3c)
and SCC-DFTB (Figs. 4.3b and 4.3d). Furthermore, while the timescale for non-equilibrium
switching is sufficient for the “stiff” degrees of freedom, the “soft” ones remain close to their
initial MM values (Figs. S2-S3). Thus, Figs. 4.3, S2 and S3 may raise the question why
the NEW simulations work, given the differences in conformational preferences between MM
and SCC-DFTB. The key observation is that the MM simulations, as well as the switching
simulations, do sample conformational space relevant at the SCC-DFTB level of theory,
albeit rarely. Using NEW approaches, these few configurations are enough, since mismatches
between the stiff degrees of freedom for these configurations were mostly removed during the
switching simulations. By contrast, in the case of FEP practically all configurations which
are relevant in terms of conformational preferences will be unfavorable because of the stiff
degrees of freedom differences. Nevertheless, it is easy to envision situations where the low
level of theory will fail to sample conformational regions that are important at the high level
of theory. In such cases any treatment focusing exclusively on the stiff degrees of freedom is
likely to fail.

(a) C22(CMAP)

(b) SCC-DFTB

(c) C22(CMAP)

(d) SCC-DFTB

Figure 4.3: Distribution of φ/ψ (a,b) and χ1 (c,d) angles in Ser equilibrium simulations at the following
levels of theory: (a) C22(CMAP), (b) SCC-DFTB, (c) C22(CMAP), and (d) SCC-DFTB.

Although the use of Crooks’ equation is clearly the most attractive choice, this would
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(a) PMFs generated using traditional FEP.

(b) PMFs generated using Jarzynski’s equation.

Figure 4.4: Butane potentials of mean force (PMF) generated (a) via traditional FEP (∆AM M →QM ) using
data from 1 ns MM simulations (100,000 points per dihedral step; red) compared to a reference PMF
constructed with FEP (∆ASCC−DF T B→QM ) using data obtained from 2 ns SCC-DFTB simulations (200,000
points per dihedral step; blue); 1 and (b) via Jarzynski’s equation to obtain ∆AM M →QM using data from 1 ns
MM simulations (1,000 W M M →QM values per dihedral step; red) compared to the aforementioned reference
PMF (i.e., FEP(SCC-DFTB → QM); blue. Here QM means HF/6-31G*).

be prohibitively expensive if the “high” level of theory was ab initio or DFT based (i.e.,
requiring long equilibrium MD simulations). Thus, for our initial test case (dihedral rotation
of butane) we have focused on generating accurate potentials of mean force (PMF) using
Jarzynski’s one-sided method (Fig. S1). A cursory glance at Fig. 4.4a showcases the failure
of FEP to produce meaningful ∆AMM →QM results for butane’s PMF. Of particular concern
is the relative extrema at 120◦ and 60◦ in which the standard deviations are larger than
the free energy difference to the next consecutive step, implying a large level of sample
size hysteresis. Results obtained using JAR,FW50 fast switching (Fig. 4.4b), however, yield
marked improvement over FEP between MM and HF/6-31G*; pathway RMSE 0.03 vs.
0.13 kcal/mol, respectively. Some slight discrepancies observed in the NEW QM PMF are
seen at the maxima, again, indicating that the soft, dihedral, degree of freedom is critical.
Although QM-based NEW methods may be impractical to switch between states (e.g., along
the reaction coordinate), the computational cost of generating butane’s PMF via indirect
→QM
, n = 180, 170, . . . , 10, 0) was ∼3/4 that of traditional indirect FEP.†
FES (i.e., ∆AMM
n◦
† The computational cost of FEP vs. JAR,FW50 was determined based on total number of QM calculations per ∆AM M →QM
(NEW: 1,000 fast switches of 50 steps [QM force] each = 50,000; FEP: 100,000 QM single point energy calculations). Further,
we estimate that a QM force (energy + gradient) will take approximately 1.5 times that of a QM single point. Thus, ∼75,000
(NEW) vs 100,000 (FEP).
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Our results clearly demonstrate that NEW methods make it possible to compute
converged free energy differences ∆AM M →QM as required in indirect QM/MM FES
approaches. During the (fast) switching simulations, the stiff degrees of freedom, which are
now widely considered as the root cause of poor convergence in traditional FEP, can relax,
leading to much improved convergence. The present study is an initial proof-of-concept;
obviously, further work is needed to determine the most efficient protocol for use with
QM/MM NEW approaches. Concerning the potentially significant computational costs, two
aspects should be kept in mind. First, use of Jarzynski’s equation, just as FEP, constitutes a
post-processing step, which can be parallelized very efficiently. Second, given that the use of
NEW techniques is an exact approach, it can be used at least for model systems to gauge the
correctness of alternative, faster methods. Finally, our results show that differences between
low (e.g., MM) and high (e.g., QM) levels of theory are not restricted to the stiff degrees
of freedom (e.g., bond stretching, angle bending); in fact, differences in conformational
preferences may well prove to be the more daunting challenge when connecting levels of
theory.
4.3

Methods

In this work, state 0 corresponds to a low level of theory (e.g., MM), whereas state 1 is
the high level of theory (e.g., SCC-DFTB, QM). Using CHARMM, mixing MM and QM
descriptions is possible via the MSCALE facility. 127,135 This allows combining of various
“in house” features such as CHARMM’s MM force field with a SCC-DFTB semi-empirical
Hamiltonian or CHARMM’s QM/MM routines coupled with an external program (e.g. QChem, GAMESS, etc.). 55,131,144,220,236
Further, MSCALE supports the PERT free energy facility of CHARMM; thus, the degree
of mixing between MM and QM is not only controllable, but can be modified continually
through the course of a MD simulation as in slow-growth free energy simulations. Free
energy differences obtained by slow-growth are in fact non-equilibrium work values. While
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in typical slow-growth calculations the control parameter λ is changed so slowly that the
system is assumed to be almost at equilibrium, we deliberately used rather rapid switches
and recover equilibrium free energy differences through Jarzynski’s and Crooks’ equation.
The work between two steps of a switching simulation is accumulated according to:
W (t + δt) = W (t) + H(r(t + δt), λ(t + δt)) − H((r(t + δt), λ(t)).

(39)

H is the Hamiltonian of the system, and r(t) denotes the state of the system. The switch
is enforced by changing the control parameter λ = λ(t) from λ(0) = 0 to λ(tswitch ) = 1
over nswitch time steps for the full switching simulation, i.e., the switching time is given
by tswitch = nswitch δt. The total non-equilibrium work W0→1 of Eq. 38 is the sum of the
nswitch individual contributions given by Eq. 39. The switching simulations are started from
coordinates/velocities saved during an equilibrium simulation in the canonical ensemble, the
actual switch can then be carried out during dynamics in the microcanonical or canonical
ensemble, including Langevin dynamics (LD). 21
The free energy differences for the blocked amino acids, as shown in the cycle Fig. 4.1
were computed based on extensive simulations of each state (i.e., level of theory), C22,
C22(CMAP), DFTB, DFTB3. Excluding equilibration, a total of 200 million steps of LD
for each state and amino acid were carried out. This consisted of two sets of LD simulations,
each consisting of 100 million steps, started from different initial velocities. When using SCCDFTB, a total of 20 simulations, each consisting of 10 million MD steps, started from different
initial random velocities were carried out. Unless otherwise noted, the data generated during
these individual simulations were treated as if obtained from a single, cumulative simulation.
The time step in all simulations was 0.5 fs, and the friction coefficient was 5 ps−1 for all atoms.
Coordinates and velocities were saved every 0.5 ps (1,000 steps) by means of writing restart
files (200,000 coordinate/velocity sets total). Neither cutoff, nor switching and/or shifting
functions were applied to the intramolecular nonbonded interactions. In all simulations, as
well as fast switching calculations (see below), a center of mass restraint was applied to keep
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the molecule near the origin.
The coordinates saved during the production simulations were used to compute the free
energy differences of interest (see Fig. 4.1) by equilibrium methods (BAR, FEP). First, the
coordinate information was used to compute the energy differences ∆U needed for FEP
and BAR. All possible energy differences along the arrows in Fig. 4.1, both in forward
and backward direction, e.g., ∆U C22 →DFTB based on coordinates saved during the C22
simulation, as well as ∆U DFTB →C22 based on coordinates saved during the DFTB simulation
were calculated.
Second, free energy differences ∆AM M →SQM along the vertical legs of the thermodynamic
cycle Fig. 4.1 were also computed by non-equilibrium methods. To do so, fast switching
simulations were carried out to compute W of going from the MM to the SCC-DFTB
Hamiltonian. The switches were carried out under identical conditions to those of the initial
equilibrium simulations (i.e., those where the coordinate/velocity information was generated
and saved). Switches were made linearly from the initial to final state using the MSCALE
module of CHARMM. Fast switches over 100 steps of LD were carried out in both directions
for all 200,000 restart files available, i.e., from MM to SCC-DFTB, as well as from SCCDFTB to MM. In addition, fast switches over 500 LD steps were carried out in the MM to
SCC-DFTB direction. Here, only every tenth restart file was used, i.e., only 20,000 switches
were carried out. The NEW data were then used to compute ∆AM M →SQM using Jarzynski’s
equation as well as Crooks’ equation.
To analyze our results for systematic and statistical errors, a simple test was carried out
in a similar manner to analysis by Wood et al. of how FEP fails for disparate states. 235 Free
energy differences were first computed using all available data; 200,000 data points in most
cases, denoted ∆A∗ . Then the full data set was divided into 10 sets, each containing 1/10 of
the data, and the free energy was computed for each of the ten subsets (∆Ai , i = 1, . . . , 10).
For the two-sided methods (BAR, CRO), the subsets were comprised of both forward and
P
backward data. We then computed h∆Ai i = 1/n i ∆Ai for n = 10. If the FES are well
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converged one should find ∆A∗ ≈ h∆Ai i. Any sizable deviations between ∆A∗ and h∆Ai i
indicates systematic errors due to sample size hysteresis. 235 For FEP and JAR, it was also
helpful to monitor the cumulative average of ∆A for sudden jumps as an indication of sample
size hysteresis. The 10 ∆Ai results were also used to compute a standard deviation about
their mean, which again is an indicator of statistical error. The coordinates saved during
the production simulations were further used to compute statistics about φ/ψ distributions,
and, in the case of Ser, also statistics of the χ1 distribution.
The potentials of mean force (PMF) for butane were obtained as follows. Simulations were
carried out at an MM level with CHARMM General Force Field (CGenFF) 149 and with a
100 kcal mol−1 rad−2 harmonic restraint on the main “soft” degree of freedom, i.e., the C-CC-C dihedral angle, at 10◦ increments between 0◦ and 180◦ for a total of 19 MM simulations.
Each butane MM gas phase simulation underwent a short equilibration prior to production
simulations. Data collection was done during a 1 ns Langevin dynamics simulation that
was propagated with a 1 fs timestep and used a friction coefficient of 1 ps−1 . During the
simulation, coordinates were saved every 10 fs and coordinate/velocity information was saved
every 1 ps.
The final QM level PMF was elucidated via the indirect framework as laid out in Fig. S1.
Each incremental ∆AM M was computed with BAR using 1.9 million MM snapshots (100,000
per step along the reaction path). Calculation of the ∆AMM →QM was performed using both
one-sided equilibrium and non-equilibrium methods. First, the standard FEP free energies
were generated based on all data collected from the MM ensembles, i.e., computing 1.9 million
HF/6-31G* single point energies. 236 Next, the NEW, WM M →QM , was calculated through a
series of 50 step fast switching simulations between MM and HF/6-31G*, starting from the
coordinate/velocity information collected during the production MM simulations (1,000 fast
switching simulations per step along the reaction path), and used to find ∆AM M →QM via
JAR.
Both the FEP and the JAR,FW50 standard deviations and hysteresis estimates were
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generated analogously to Ala/Ser (see above); i.e., via block averaging of 10 sequential
subsets of data with blocks of 10,000 and 100 data points for FEP and JAR,FW50,
respectively. The reference PMF, from 0◦ to 180◦ , used for comparison was generated as
described in Ref. 1 i.e., via FEP between SCC-DFTB (3ob-3-1) and HF/6-31G* using a
total of 3.6 million data points. This reference is very well converged as the overlap between
SCC-DFTB and HF is nearly perfect for butane.
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5

On the use of interaction energies in QM/MM free energy
simulations

This chapter is reproduced from Ref. 40 with permission from The American Chemical Society. See Fig A.4 for
relevant permissions.
Abstract
The use of the most accurate (i.e., QM or QM/MM) levels of theory for free energy simulations
(FES) is typically not possible. Primarily, this is because the computational cost associated with the
extensive configurational sampling needed for converging FES is prohibitive. To ensure the feasibility
of QM-based FES, the “indirect” approach is generally taken, i.e., necessitating the computation of
∆AMM →QM . Ideally, this step is performed with standard Free Energy Perturbation (FEP) as it only
requires simulations be carried out at the low level of theory, however, work from several groups over the
past few years has conclusively shown that FEP is ill-suited to this task. As such, many approximations
have arisen to mitigate difficulties with FEP. One particularly popular notion is that the convergence
of FEP calculations can be improved by using interaction energy differences instead of total energy
differences, the so-called “Interaction Energy Approximation” (IEA). Although problematic numerical
fluctuations (a major problem when using FEP) are indeed reduced, our results and analysis demonstrate
that IEA is theoretically incorrect, and the implicit approximation invoked is spurious at best. Herein,
we demonstrate this via solvation free energy calculations using IEA from two different low levels of
theory to the same target high level. Results from this proof-of-concept consistently yield the wrong
results, deviating by ∼1.5 kcal/mol from the rigorously obtained value.
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∆Ahigh
X →Y
X high

Y high

→high
∆Alow
X

→high
∆Alow
Y

X low

Y low
∆Alow
X →Y

Figure 5.1: Thermodynamic cycle underlying the “indirect” scheme in FES employing (S)QM/MM potential
energy functions.

5.1

Introduction

For many applications, the use of (S)QM/MM∗ Hamiltonians is essential 3–8 . Unfortunately,
when implementing molecular dynamics (MD) based methods for computing free energy
differences (i.e., free energy simulations, FES), direct use of (S)QM/MM Hamiltonians causes
two major problems. First, particularly for strict QM methods, the computational cost for
the requisite configurational sampling quickly becomes prohibitive. Second, many crucial
techniques frequently employed in FES using MM force fields, most notably the use of
soft-core potentials 105,106 are incompatible with (S)QM/MM Hamiltonians 4 . Many of these
limitations can be circumvented by the so-called “indirect” approach to (S)QM/MM FES 9–14 .
The key idea is outlined in Fig. 5.1. The goal is to compute the free energy difference between
two states X and Y at a high level of theory (∆Ahigh
X→Y , dashed arrow), where high denotes
an accurate, but expensive method; e.g., strict QM/MM. Similarly, the label low denotes
a computationally affordable method that may not be accurate enough for the intended
application. Often, the low level of theory is a standard MM force field, but it could also be
a sufficiently fast SQM/MM method (although at the cost of most alchemical tricks). Since
the free energy difference along any closed path is zero, the identity
low →high
low →high
∆Ahigh
+ ∆Alow
X →Y + ∆AY
X →Y = −∆AX

(40)

∗ Throughout this paper, the following nomenclature/abbreviations are used: MM: molecular mechanics, QM: quantum
chemistry, SQM: semi-empirical quantum chemical techniques, (S)QM applies to use of either strict (i.e., ab initio/DFT) or
semi-empirical quantum chemical methods.
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follows immediately from Fig. 5.1.
Eq. 40 is the foundation of indirect FES using (S)QM/MM Hamiltonians. The challenge
is to compute ∆Alow →high for states X and Y ; the free energy difference at the respective
low level of theory, ∆Alow
X →Y , is assumed to be easy to compute. In the majority of past
applications of the indirect scheme, ∆Alow →high was computed using Zwanzig’s equation,
often called free energy perturbation (FEP) 15,16 , i.e.,
low →high

∆A




−∆U low →high
= −kB T ln exp
kB T
low

(41)

Here kB and T are Boltzmann’s constant and temperature; ∆U low →high = U high − U low is
the difference in energy of the system evaluated at the low and high levels of theory, and
h. . .ilow denotes an ensemble average of configurations sampled at the low level of theory.
Use of Eq. 41 has the advantage that MD simulations need to be carried out only at the low
level of theory and the energy U high is computed only for selected configurations during a
post-processing step.
Recent evidence, however, shows that attempts to use FEP to compute ∆Alow →high
converge poorly, if at all 1,31–37 .

Analysis carried out by various groups suggests that

this is mostly caused by differences in the internal energy at the two levels of theory, in
particular bond lengths and angles. E.g., in MM simple harmonic terms approximate the
bond stretching energy, whereas the true functional dependence is more complicated. Thus,
configurations generated with MM Hamiltonians are always slightly “wrong” at the (S)QM
level of theory. This leads to large fluctuations of the central quantity entering Zwanzig’s
equation, the energy difference ∆U low →high , and, thus, FEP convergence failure 16 . In the
context of indirect (S)QM/MM FES this can be the case for quantum regions as small as
10 atoms 17 . This configurational mismatch between levels of theory only compounds with
growing system size, and by proxy so will the observed fluctuations in ∆U low→high , i.e.,
σ∆U low→high becomes large, easily exceeding several kcal/mol.
Usually, convergence problems in FEP are mitigated by the use of intermediate states
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with Hamiltonian H(λ), where λ is the so-called coupling parameter 16 . However, under the
specific circumstances H(λ) = (1 − λ)H low + λH high , so simulations at any intermediate
state λ > 0 require energy/force evaluations at the high level Hamiltonian. Thus, any
performance gain of the indirect scheme is lost. The same problem arises in the other
standard methods to compute free energy differences.

For Bennett’s acceptance ratio

(BAR) method 118 simulations at both the low and the high level of theory are needed.
In thermodynamic integration 19,117 by construction several MD simulations at intermediate
Hamiltonians H(λ), all of which require force evaluations at the high level of theory, are
needed.
In recent years, a growing number of studies attempted to circumvent the poor
convergence of FEP in connection with (S)QM/MM FES by taking into account changes
in interaction energies, rather than full energies. 33,34,36,112,113,233,237–247 We will refer to this
practice as the interaction energy hypothesis (IEA). To clarify the term interaction energy,
consider a solute, S, in water, W . The interaction energy Uinter of such a system is defined
as
Uinter = Utotal (rS , rW ) − US (rS ) − UW (rW )

(42)

where Utotal (rS , rW ) is the total potential energy of the solute–solvent system, with rS , rW
denoting solute and solvent coordinates. US (rS ) and UW (rW ) are the potential energies
for just the solute and solvent coordinates, respectively. The separation of energy terms in
Eq. 42 is always possible, even in the case of non-pairwise interactions, such as a (S)QM/MM
description of interactions. The interaction energy between a protein and a ligand can be
defined analogously. The IEA consists of replacing total energies in Zwanzig’s equation by
interaction energies. Thus, the free energy difference between a system described at the low
and high level of theory becomes
*

∆Alow→high
inter

"

low →high
−∆Uinter
= −kB T ln exp
kB T
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#+
.
low

(43)

low→high
high
low
Since the interaction energy difference ∆Uinter
= Uinter
− Uinter
does not contain

contributions from “mismatches” in intramolecular terms, in particular bond stretching and
angle bending terms, σ∆U low→high  σ∆U low→high .
inter

An early use of interaction energies is a study by Wood et al. from 1999. 242 Using FEP,
they sought to account for changes in interaction energies in solute–solvent systems between
classical and quantum levels of theory. Specifically, they considered a classical solvated solute
system, then perturbed to a state where both solute and solvent were treated classically, but
the solute-solvent interactions were obtained with DFT. Within the well-defined scope of
low→high
this study ∆U low→high is identical to ∆Uinter
. The work focused on the averages and

fluctuations of ∆U low→high , with the goal of refining solvent nonbonded parameters in a way
that minimized those quantities. In follow-up work, Wood and co-workers used this approach,
referred to as “ABC-FEP”, in several applications ranging from solvation to potential of mean
force (PMF) calculations. 242–247 More recently, Essex and co-workers adopted the notion of
using interaction energy rather than total energy differences. 33,34,36,113 Unlike in the earlier
work by Wood et al., however, the approach appears more and more as a workaround to avoid
the use of total energies as required by the cycle in Fig. 5.1 and Eq. 41, whilst researchers
maintain results are full QM/MM free energy differences.
Based on statistical mechanics (see also Theory), Eq. 43 as replacement for Eq. 41
in the context of the indirect thermodynamic cycle (i.e., Fig. 5.1) cannot be justified
rigorously. In fact, in their first use of the IEA, Essex and co-workers stated that use of
low→high
∆Uinter
constitutes an approximation 113 . However, the nature of the approximation was

not analyzed; the argument given in favor of interaction energies is that their use captures
polarization between solute and solvent, or protein and ligand, and, hence, includes types of
interactions not accounted for by, e.g., MM force fields. Essex and co-workers also showed
conclusively that FEP using ∆U low→high (Eq. 41) led to an incorrect result, as convergence
could not be achieved 34 . Lately, the improved convergence seems to have become the main
justification for use of interaction energies 34,237 . On the other hand, there are cases when
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use of interaction energies is not appropriate. One obvious counter example would be the
calculation of a PMF along a reaction coordinate when studying a chemical reaction. Clearly,
during bond breakage and formation, changes in intramolecular geometries and interactions
will lead to an essential contribution to the PMF; hence, they cannot be omitted. Given
the increasing use of the IEA, we are not aware of any detailed investigation into the
approximation(s) implied by the use of interaction energies, and no systematic comparison
low→high
of results obtained with ∆Uinter
instead of ∆U low→high for computing ∆Alow →high is

available.
Providing such an analysis and comparison is the goal of this work. Until recently, this
would have been challenging because of the failure of FEP to converge when using energy
differences ∆U low→high in all but the simplest applications. In recent studies, however, we
have demonstrated that Jarzynski’s equation (JAR) 29 can be used to obtain converged
values for ∆Alow →high via non-equilbrium fast switching work simulations 39,248 . Since the
mismatches in bond lengths and bond angles correct themselves during even short (less than
100 fs) switching simulations, this source of error is removed easily, regardless of the size of the
quantum region. While the method may be too expensive in large scale applications, it can
provide reference results in select applications. Several examples are presented in this work,
which is organized as follows. In the Theory section we work out in detail the differences
between the use of full energies and interaction energies, providing indications when use of
the latter may or may not be appropriate. In addition, we briefly summarize the use of
non-equilibrium work methods to compute ∆Alow →high . The theoretical considerations are
illustrated by numerical results for several model tasks, all concerned with the determination
of solvation free energies. In Methods we present the rationale behind the choice of model
problems and provide the technical details of the calculations. The Results section is followed
by a discussion in which we point out similarities between the IEA and the role of “self-terms”
or “intraperturbed-group interactions” in alchemical FES 133,136 .
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5.2
5.2.1

Theory
Interaction vs. total energies

At the risk of belaboring the obvious, we

Brief recapitulation of FEP / Zwanzig’s equation.

start by briefly recapitulating the derivation of Zwanzig’s equation. The customary starting
point is two systems (or alternatively, energetic states) X and Y , having potential energies
UX and UY .† Defining ∆UX→Y = UY − UX , one can obviously write UY = UX + ∆UX→Y .
Further, the free energy of system X, AX is assumed to be known. Thus, to determine AY
it suffices to compute the free energy difference ∆AX→Y = AY − AX .
∆AX→Y = −kB T ln
where Z is the configurational partition Z =

R
Γ

ZY
ZX

(44)

dr exp[−U (r)/kB T ] integrated over the

configuration space Γ in the canonical ensemble of the two systems X and Y , respectively.
Employing the identity

1 = exp[+UX (r)/kB T ] exp [−UX (r)/kB T ]
and the notation
Z

exp[−UX (r)/kB T ]
=
dr Θ(r) R
dr exp[−UX (r)/kB T ]
Γ
Γ

Z
dr Θ(r)PX (r) = hΘiX
Γ

† Here and in the following, we assume that the kinetic energy part of the Hamiltonian can always be decoupled and, thus,
can be ignored. This holds true even when (S)QM/MM Hamiltonians are considered as the equations of motion are treated
classically.
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for some observable Θ with the Boltzmann probability distribution of state X, PX , leads to
R
dr exp[−UY (r)/kB T ]
∆AX→Y = −kB T ln R Γ
dr exp[−UX (r)/kB T ]
Γ
R
dr exp[−UY (r)/kB T ](exp[+UX (r)/kB T ] exp[−UX (r)/kB T ])
R
= −kB T ln Γ
dr exp[−UX (r)/kB T ]
Γ
Z
exp[−UX (r)/kB T ]
= −kB T ln dr exp[−∆UX→Y (r)/kB T ] R
dr exp[−UX (r)/kB T ]
Γ
Γ
= −kB T lnhexp[−∆UX→Y /kB T ]iX ;

(45)

i.e., the general form of Eq. 41. The subscript X emphasizes that the average h...iX is sampled
using the potential energy function of state X. When analyzing what contributes to a free
energy difference obtained by Zwanzig’s equation (Eq. 41 or 45), one has to consider both
the details of ∆U , as well as the (energy function of the) ensemble at which configurations
are sampled.
While the exponentials within the integral can be rearranged in various manners,
the integral in the ensemble average hexp(−∆U/kB T )iX cannot be split into two
(or more) additive terms in a unique manner.

Specifically, the energy difference

between the two states may consist of two or more distinct terms, e.g., differences
in electrostatic (elec) and Lennard-Jones (LJ ) interactions, i.e., ∆U
∆ULJ .

= ∆Uelec +

While separable at the level of energies, it is not possible in an unambiguous

fashion to split the exponential average hexp[−(∆Uelec + ∆ULJ )/kB T ]iX , and, hence, the
corresponding free energy difference, into contributions from ∆Uelec and ∆ULJ 249 .

In

LJ
other words, ∆AX→Y 6= ∆Aelec
X→Y + ∆AX→Y since −kB T lnhexp[−∆UX→Y /kB T ]iX 6=
elec
LJ
−kB T lnhexp[−∆UX→Y
/kB T ]iX − kB T lnhexp[−∆UX→Y
/kB T ]iX .‡
‡ Formally, one can obtain “components” ∆A
X→Y = ∆AX→Y (elec),X(LJ ) + ∆AY (elec),X→Y (LJ ) by changing, e.g., first the
electrostatic interactions (while retaining LJ interactions of state X), then the LJ interactions from X to Y in separate steps.
However, any such decomposition depends on the path, i.e., the order how interactions are changed. A numerical example can
be found, e.g., in Ref. 249.
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QM /MM

∆Asolv
QM
Sgasp

QM /MM

Saq

→QM
∆AMM
gasp

MM →QM /MM

∆Aaq

MM
Sgasp

MM
Saq

∆AMM
solv
Figure 5.2: Indirect scheme to refine a MM solvation free energy at a QM/MM level of theory.
The special case of solvation free energies — definitions.

For the following analysis we focus

on the calculation of a solvation free energy for some solute S by an indirect QM/MM FES
(Fig. 5.2). We assume that a solvation free energy has been computed using a MM force
M
field (∆AM
solv ); this result is to be refined by a QM/MM method. The IEA has been used

in such scenarios 112,237,238 ; also, all model problems considered in this work are related to
solvation free energies. The considerations given below can be straightforwardly extended to
other situations, such as the calculation of binding affinities of protein–ligand interactions.
In other words, we are interested in the following specialization of Fig. 5.1, i.e., the
QM /MM

computation of the free energy difference ∆Asolv

for transferring solute S from the gas

phase (gasp) into aqueous solution (aq). In the full indirect scheme, instead of following the
dotted arrow in Fig. 5.2, we would use Eq. 40 and compute
QM /MM

∆Asolv


MM →QM /MM
MM →QM
= ∆AMM
+
∆A
−
∆A
.
solv
aq
gasp

(46)

Using the IEA, i.e., using Eq. 43 instead of Eq. 41, we would instead compute


QM /MM
MM →QM /MM
∆Asolv (inter ) = ∆AMM
+
∆A
solv
aq,inter

(47)

since by construction there is no (solute-solvent) interaction energy in the gas phase. The
QM /MM

central question we want to address is how ∆Asolv
QM /MM

one can expect that ∆Asolv

QM /MM

QM /MM

and ∆Asolv (inter ) differ and whether

≈ ∆Asolv (inter ) , i.e., whether use of Eq. 47 instead of Eq. 46
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will lead to an identical or, at least, comparable result. As a shorthand for later, we add a
conditional expression for the MM → QM /MM (low → high) correction encompassing both
cases:

→QM /MM
∆AMM
corr



MM →QM /MM

→QM
= ∆Aaq
− ∆AMM
gasp

: full cycle (Fig. 5.2)


MM →QM /MM

≈ ∆Aaq,inter

: IEA

(48)

We start by writing down, in a schematic way, the various potential energy functions
needed to compute the terms in Eqs. 46 and 47. The gas phase is straightforward, the solute
QM
MM
(rS )).
(rS )) or QM potential energy function (Ugasp
(S) is described either by a MM (Ugasp

For the aqueous solution, we assume that water (W ) is always treated classically, i.e., by a
MM
MM force field (UW
(rW )). Here rS and rW denote the coordinates of the solute and water,

respectively. Therefore, the potential energy describing the solute in water at the MM and
QM/MM levels of theory is given by
MM
MM
MM
MM
MM
Uaq
= US,S−W
(rS , rW ) + UW
(rW ) = USMM (rS ) + US−W
(rS , rW ) + UW
(rW )

(49)

and
QM /MM

QM /MM
MM
Uaq
= US,S−W (rS , rW ) + UW
(rW ).

(50)

We assume an additive MM force field; hence, in Eq. 49 we have separated intra-solute
MM
USMM (rS ) and solute–solvent interactions US−W
(rS , rW ). For QM/MM this is not possible,
QM /MM

as reflected by the combined term US,S−W (rS , rW ) in Eq. 50.
In preparation for the analysis of the IEA, we also need to give matching expressions for
the interaction energies at the two levels of theory:
MM
MM
Uaq,inter
= Uaq

MM
− USMM − UW

MM
= US−W
(rS , rW )

QM /MM

MM
− USQM − UW

= US,S−W (rS , rW ) − USQM (rS )

QM /MM
Uaq,inter = Uaq

QM /MM

(51)
(52)

Eqs. 51 and 52 follow directly from Eqs. 49 and 50 above; US denotes the potential energy
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of the solute at either the MM or QM level of theory, computed as if the waters were not
present.
We now turn to the analysis of the free

Analysis of using interaction energy differences.

energy differences involved in computing a solvation free energy when using the exact
thermodynamic cycle (Fig. 5.2) and when using the IEA. For the former, the difference
in total energies between the MM and QM/MM levels of theory is needed. In the gas phase
one trivially has
MM
QM
M M →QM
(rS ).
(rS ) − Ugasp
= Ugasp
∆Ugasp

(53)

In aqueous solution, subtracting Eq. 49 from Eq. 50 one obtains
M M →QM/M M
QM /MM
MM
∆Uaq
= Uaq
− Uaq
QM /MM

MM
= US,S−W (rS , rW ) − USMM (rS ) − US−W
(rS , rW ).

(54)

MM
(rW ) present
Since interactions between waters are always treated classically, the term UW

in both Eqs. 49 and 50 cancels from the difference Eq. 54. If interaction energies are used
instead, the corresponding interaction energy difference (subtracting Eq. 51 from Eq. 52) is
M M →QM/M M

∆Uaq,inter

QM /MM

MM
=Uaq,inter − Uaq,inter
QM /MM

MM
=US,S−W (rS , rW ) − USQM (rS ) − US−W
(rS , rW )

(55)

Eqs. 53, 54, and 55 are the energy differences entering Zwanzig’s equation to compute
MM →QM /MM

→QM
∆AMM
, ∆Aaq
gasp

MM →QM /MM

, and ∆Aaq,inter

MM →QM /MM

We first focus on comparing ∆Aaq

, respectively.
MM →QM /MM

and ∆Aaq,inter

. These two quantities

are obtained from the same underlying simulation of the solute in water, modeled at the
MM
low level of theory (MM). Its potential energy Uaq
is given by Eq. 49. Recall from the

recapitulation of Zwanzig’s equation that, given an initial state X, the energy of the final
MM
state Y can be written as UY = UX + ∆UX→Y . Here, UX = Uaq
and is given by Eq. 49.
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M M →QM/M M

One can easily convince oneself that adding ∆Uaq
QM /MM

to the potential energy function Uaq

MM
(Eq. 49) leads
(Eq. 54) to Uaq

of the QM/MM description (Eq. 50), as expected.
M M →QM/M M

Repeating this seemingly trivial exercise for the IEA, we add ∆Uaq,inter

(Eq. 55)

MM
to the potential energy Uaq
(Eq. 49) of the reference state. This leads to

QM /MM
Ũaq

=

QM /MM
US,S−W (rS , rW )

+

MM
UW
(rW )

QM /MM
= Uaq

h
i
QM
MM
+ US (rS ) − US (rS ) =
h
i
QM
MM
+ US (rS ) − US (rS ) .
QM /MM

where the tilde ˜ is used to distinguish this result from the true Uaq

(56)

(Eq. 50). The

difference between Eq. 50 and Eq. 56, USMM (rS ) − USQM (rS ), reflects that the difference in
intramolecular energies between the two levels of theory is excluded when using interaction
energies. However, we can go further. Eq. 56, after all, is the effective potential energy
function corresponding to the high level of theory when using the IEA. What is the
QM /MM

nature of a system described by Ũaq

? The intramolecular energy of the solute in

this hypothetical state is described by the low level of theory (MM), whereas solute–water
interactions are treated at the desired high level of theory (QM/MM). Thus, when using the
MM →QM /MM

IEA ∆Acorr

(Eq. 48) is the free energy difference between the MM representation

of the system and a hybrid representation in which the intramolecular interactions of the
solute, our quantum region, are described by MM, and only the solute–water interactions
correspond to a QM/MM treatment.
Use of the IEA involves a second assumption.

Note that formally the difference

between Eq. 50 and Eq. 56, USMM (rS ) − USQM (rS ), is the same as Eq. 53, the energy
→QM
difference needed to compute the gas phase free energy difference ∆AMM
, which
gasp

closes the full thermodynamic cycle (Fig. 5.2). However, while any exact calculation of
→QM
∆AMM
requires a gas phase simulation, this step/calculation is carried out implicitly
gasp

based on configurations/conformations sampled in aqueous solution in the IEA. Casting
aside the question whether this can be justified theoretically, the computation of a gas
phase contribution based on sampling carried out in solution implicitly assumes that
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configurational/conformational sampling of the solute is identical (or at least very similar)
in the two states.
The approximation involved here can also be seen from a comparison of Eqs. 46 and 47.
QM /MM

For the two expression to agree, i.e., for ∆Asolv

QM /MM

= ∆Asolv (inter ) , the identity
MM →QM /MM

→QM /MM
→QM
∆AMM
= ∆AMM
+ ∆Aaq,inter
aq
gasp

has to hold.

.

(57)

Clearly, Eq. 57 is not rigorously correct on strict statistical mechanical
MM →QM /MM

grounds. It would require that the free energy difference ∆Aaq

can be separated

unambiguously into two independent contributions, which, as mentioned earlier, is not
the case. Furthermore, as just discussed, the prerequisite for such a separation would
be that configurational/conformational sampling is the same in the gas phase and in
aqueous solution. We note that the effective omission of any gas phase contributions to
MM →QM /MM

∆Acorr

in the IEA case is specific to the calculation of solvation free energies. In the
MM →QM /MM

case of, e.g., protein–ligand affinities, ∆Acorr

always consists of two contributions,

one calculated for the free ligand, the other for the ligand bound to the receptor.
Thus, two assumptions are made implicitly when applying the IEA to the calculation
of solvation free energy differences. (1) The gas phase free energy difference required to
close the exact thermodynamic cycle (Fig. 5.2) can be accounted for based on configurations
sampled in aqueous solution. (2) The IEA connects the low level of theory (MM in our
analysis) with a hypothetical high level state, in which the solute is described by MM and
only the solute-solvent interactions obey the QM/MM potential energy function.
5.2.2

A brief summary of Jarzynski’s and Crook’s equation

Next, we briefly describe the theoretical basis of non-equilibrium work methods to accurately
compute ∆AMM →QM /MM corrections even in cases when FEP (Zwanzig’s equation) fails to
converge. Approximately twenty years ago, Jarzynski 29 showed that Zwanzig’s equation is
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merely a limiting case of a much more general identity, i.e.,
X →Y

∆A

−W X→Y
= −kB T ln exp
kB T





(58)
X

Here, W X→Y is the non-equilibrium work (NEW) of transforming state X into Y in finite
time. We refer to a simulation, during which the potential energy function is changed
between two states and the corresponding work W is recorded as ‘switch’. The average h...iX
is carried out over multiple such switches, each starting from an equilibrium configuration
and velocity set obtained at state X. Zwanzig’s equation is recovered when carrying out
the switch instantaneously, in this case W X→Y reduces to ∆U X→Y = U X − U Y . Similarly,
thermodynamic integration can be viewed as Jarzynski’s equation in the limit of infinitely
slow switching times, thus keeping the system at each intermediate step in equilibrium.
Jarzynski’s equation has become an indispensable tool to model biophysical/biochemical
processes that range from pulling experiments to ligand (un)binding; more recently it is also
used in alchemical FES 50,250 . As we showed in earlier work 39,248 , it is also well suited for the
problem at hand, the reliable computation of ∆Alow →high . Even short switching protocols
(50–100 MD steps) can ameliorate mismatches between the low and high level description
of the system, in particular disparity in bonded degrees of freedom. While quite costly, in
particular if true QM methods are used, the switches are a post-processing step, and hence
any number of switching simulations can be trivially carried out in parallel.
Just as Jarzynski’s equation is the non-equilibrium extension of Zwanzig’s equation, its
two-sided equilibrium variant, BAR, can also be generalized to averages of forward and
backward non-equilibrium work values. In particular, Crooks 30 proved the general theorem

exp(−β∆A) =

hf (W )iX
hf (−W ) exp(−βW )iY

(59)

Eq. 59 is true for any function f (W ), where, as in the above discussion of Jarzynski’s
equation, W denotes a non-equilbrium work value. The average h. . .i is taken over multiple
work values, starting from equilibrated configurations corresponding to state X or Y (as
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indicated by the subscript). By minimizing the statistical variance with respect to the
arbitrary function f (W ), Bennett was the first to show that the choice

f (W ) = [1 +

nX→Y
exp(β(W − ∆A)]−1
nY →X

(60)

minimizes the variance in the free energy estimate. 118 Here nX→Y , nY →X are the number
of forward and backward switches, respectively. While Bennett’s derivation was carried
out for the equilibrium case, Eq. 60 can also be used to compute free energy differences
from Crooks’ theorem. Additional details about using Jarzynksi’s and Crooks’ equation to
compute ∆Alow →high can be found in our earlier work; for general background we refer the
reader to a recent review of NEW methods by Dellago and Hummer 251 .
In principle, BAR and Crooks are problematic methods for computing ∆Alow →high since
in both cases simulations at the high level of theory are required (cf. the Introduction).
However, both in previous work 39,248 , as well as in this study SQM/MM was/is employed as
the high level of theory for model problems. For these systems, simulations at an SQM/MM
level of theory are feasible. Being able to use two-sided perturbation methods, such as BAR
or Crooks serves as a stringent test whether free energy differences obtained by one-sided
methods (i.e., Jarzynski’s equation) have indeed converged.
5.3

Methods

Overview of model calculations.

Validating the IEA is challenging due to the poor

convergence of Zwanzig’s equation when computing ∆Alow →high . Specifically, it is difficult to
obtain reference results for the full thermodynamic cycle (Fig. 5.2) for all but the simplest
systems. E.g., Ref. 34 convincingly demonstrated the convergence failure of Zwanzig’s
equation, but because of the practical impossibility to achieve convergence, it could not
be shown that the use of interaction energies instead of the full thermodynamic cycle would
lead to identical results. In contrast, ∆Alow →high with NEW methods is much more robust
as compared to FEP; thus, we will rely heavily on these to obtain reference results.
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Although (S)QM/MM calculations are the ultimate target, it seems instructive to start
with purely MM test cases. For such systems reference results and results based on the IEA
can be calculated with high precision. The application we will be studying is the solvent
affinity of blocked amino acids using three CHARMM force fields to describe the solute with
the TIP3 water model employed in all three cases. We arbitrarily consider one force field
the low level of theory, and the two others high levels of theory.
Our proof-of-concept work demonstrating the utility of Jarzynski’s equation to compute
∆Alow →high contained examples of varying complexity 39,248 . Thus, we will use some of these
earlier results for ∆Alow →high as reference values and compare them to values obtained with
the IEA. First, we chose the zeroth order test application of FES, the solvation free energy
differences of ethane and methanol, and refine MM results at the SQM/MM level of theory
(see below for details), using both the full indirect cycle as shown in Fig. 5.2, as well as
the approximation based on interaction energies. For these systems, we expect the use
of interaction energies to suffice. Second, we report results for the blocked amino acids
alanine (N-acetyl-alanine-methylamide, Ala) and serine (N-acetyl-serine-methylamide, Ser).
These are flexible systems, with different conformational preferences in the gas phase and
in aqueous solution, as well as when described by force fields and at the SQM/MM level of
theory. Thus, they contain all the potential complications discussed in the Theory section
which might result in incorrect results relying on interaction energies.
In Ref. 248 we also reported results for bis-2-chloro diethyl ether (2CLE) in the gas
phase. This rather small molecule proved quite difficult since MM parameters obtained from
the CHARMM generalized (CGenFF) force field 149 led to rather different conformational
preferences compared to SQM. While we could obtain converged results for ∆Alow →high using
Jarzynski’s equation, the low to high correction could be obtained more easily using reoptimized force field parameters. Here, we present results not only for the gas phase but for
2CLE’s full free energy of solvation calculation, using two different MM representations as
the low and SQM/MM as the high level of theory according to Fig. 5.2. The result obtained
93

with the full indirect cycle will be compared to the use of the IEA.

Free energy differences between force fields.

The first generation of the CHARMM all-atom

protein force field 129 was revised in 2004 by the introduction of the so-called cross-term
correction (“CMAP”) 234 . We consider the initial protein force field 129 , referred to here as
C22,noCMAP, to be the low level of theory, and the revised force field 234 , referred to as C22,
a possible “high” level of theory. The two parameter sets differ only by the absence / presence
of the cross-term correction. The CMAP force field term is an intramolecular energy term
and would pertain only to the solute. Hence, using the interaction energy approach, the
free energy difference of solvation between any system described with the C22,noCMAP and
the C22 force fields will be, by definition, zero, as the interaction energies are the same in
both cases. We will compare this theoretical result based on the IEA with the true relative
solvation free energy difference for Ala and Ser when using the two force fields. Further, we
will repeat this comparison for C22,noCMAP and the current CHARMM36 protein force field
(C36) 150,252 . In this case, there are several differences between the two parameters sets, some
→high
also directly affecting protein–water interactions. Hence, both corrections ∆∆Alow
, the
solv

one based on the IEA and the one on the full thermodynamic cycle Fig. 5.2, need to be
computed.
Specifically, MD simulations of blocked Ala and Ser were carried out in the gas phase and
in aqueous solution, using the three force fields C22,noCMAP, C22, and C36. Trajectories
were saved and energies recomputed at the respective other states. E.g., configurations
saved during simulations with C22 were reevaluated with C22,noCMAP, and C36. Based on
these energy time series, BAR was used to compute the free energy differences between force
fields in a single step, in analogy to Ref. 119. Trajectories generated in aqueous solution
were further used to compute interaction energies (the energy of the solute and water-water
energies were subtracted from the full energies). Then, Zwanzig’s equation was used to
compute the free energy difference corrections based on the IEA. Error bars for the BAR and
Zwanzig’s equation free energy differences were obtained as follows. Dividing the full data
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set (here 100,000 ∆U values) into ten sequential blocks, we computed ∆Ai (i = 1, . . . 10)
for each block independently. The standard deviation s of these ten ∆Ai is reported as
statistical error estimate.§ The approach just outlined was motivated by an approach of
Wood et al. 235 to estimate “sample size hysteresis” and was also used in Refs. 248, 17.
The Langevin dynamics simulations in the gas phase employed a timestep of 1 fs.
Equilibration consisted of 1 million steps (1 ns), followed by a production simulation of
100 million steps (100 ns). 100,000 configurations were saved, i.e., 1 ps interval. The solute
molecules were fully flexible. Temperature was maintained by Langevin dynamics around
300K, and a friction coefficient of 5 ps−1 was applied to all atoms. Neither cut-offs nor
tapering functions were applied when computing non-bonded interactions.
Simulations in aqueous solution also employed a timestep of 1 fs and consisted of 1 million
steps equilibration (1 ns), followed by a production simulation of 100 million steps (100 ns).
The solutes (Ala, Ser) were solvated in a cubic box of 986 TIP3 waters. Simulations were
carried out at fixed volume (side length L = 30.915 Å); this value was the average box
size observed during initial constant pressure equilibration runs for solvated Ala and Ser.
Temperature was maintained near 300 K by a Nosé-Hoover thermostat. In all simulations,
Lennard-Jones interactions were truncated beyond 12Å, and force switching 253 was applied
between 10–12Å. Electrostatic interactions were computed by the particle mesh Ewald
method 138,254 with a real space cut-off radius of 12Å and κ = 0.34Å−1 ; a 32×32×32 grid
was used for the fast Fourier transform calculations. The solute was fully flexible, while
SHAKE 255 was used to maintain rigid water geometries. As in the gas phase 100,000
coordinate sets were saved for post-processing.

Ethane/methanol, Ala/Ser.

We take results from Ref. 248 for ∆Alow →high , with low referring

to the C36 force field, and high to the semi-empirical SCC-DFTB method 92,256–259 with
the 3ob-3-1 parameter set 228,229,260,261 and third order corrections (herein referred to as
DFTB3). The trajectories saved during earlier work 248 were used to compute interaction
§s

=

q
P
2
1/(N − 1) N
i=1 (∆Ai − ∆A) , where in this work N = 10
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energy differences and to compute ∆Alow →high according to the IEA. In particular, we report
results for ethane (ETHA), methanol (MEOH), blocked Ala and Ser, for which we had
computed values for ∆Alow →high both in the gas phase and in aqueous solution. The details
of the underlying simulations can be found in Ref. 248.

Solvation free energy of bis-2-chloro diethyl ether (2CLE).

Finally, we carried out a full

solvation free energy calculation for 2CLE. As reported for the gas phase earlier 248 , for
this molecule the CGenFF force field parameters generated by PARAMCHEM 262,263 turned
out to lead to very different conformational sampling than at the DFTB3 level of theory.
Using refined force field parameters obtained with GAAMP 264 resulted in more similar
→high 248
conformational sampling and facilitated convergence of ∆Alow
. Results using this
gasp

parameterization will be referred to as “GAAMP”. Here we again use the CGenFF and
GAAMP force field parameters as low levels of theory and refine results obtained with them
to the DFTB3 level of theory.¶
Fig. 5.3 depicts the individual steps used to compute the solvation free energy of 2CLE,
using either the CGenFF or the GAAMP force field, and to refine the classical results to the
DFTB3 level of theory. The calculation of the classical solvation free energy ∆AMM
solv consists
of three steps, denoted (iii)–(v) in the figure: First, in step (iii) the charges of the solute
atoms were turned off in five steps. Next, step (iv), all Lennard-Jones interactions of the
solute were turned off (six steps, see below for details). In the PERT module of CHARMM,
one cannot selectively turn on/off solute–solvent interactions, so steps (iii) and (iv) also
removed solute intramolecular nonbonded interactions. This contribution was calculated in
step (v), in which nonbonded intramolecular interactions were turned on again (vide infra).
Steps (i) and (ii) are the corrections steps ∆Alow →high for aqueous solution and the gas phase,
respectively.
Gas phase simulations were carried out using the two force fields, as well as the DFTB3
¶ We note that certain nonbonded options of the GAAMP derived force field parameters were set differently here to make
them consistent with regular CHARMM force field calculations (constant vs. distance dependent dielectric constant, use of 1-4
Lennard-Jones parameters for atom types from the regular force field). Therefore, the numerical results reported for the gas
phase differ from those of Ref. 248.
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Figure 5.3: Detailed thermodynamic cycle to compute the solvation free energy of 2CLE, including an
overview of the purely classical steps. S denotes the solute, W water.

level of theory. In all gas phase simulations, neither nonbonded cut-offs nor switching or
shifting functions were applied; the timestep was 0.5 fs. Average temperature was kept
close to 300K by means of Langevin dynamics with a friction coefficient of 5 ps−1 applied to
all atoms. The force field simulations were 400 ns long, during the course of which 40,000
coordinate frames were saved. In addition, to compute the free energy correction (v) of
Fig. 5.3 an additional, analogous simulation with all nonbonded interactions turned off was
carried out. BAR based on the simulations with nonbonded interactions turned off and on
was used to compute the free energy correction (v) in a single step. We also carried out
Langevin dynamics simulations (friction coefficient 5 ps−1 , timestep 0.5 fs) at the DFTB3
level of theory. Ten simulations, consisting of 500 ps equilibration and 10 ns production were
carried out, starting from different initial velocities. Restart files were saved every 10 ps,
resulting in a total of 10,000 coordinate/velocity sets.
2CLE was solvated in a box of length 30.9120 Å containing 989 TIP3 waters. SHAKE
was applied to the waters; the solute was flexible. Lennard-Jones interactions were switched
off between 10 to 12 Å. Electrostatic interactions were computed by the particle mesh Ewald
method 138,254 with a real space cut-off radius of 12Å and κ = 0.34Å−1 ; a 32×32×32 grid
was used for the fast Fourier transform calculations. We carried out NVT MD simulations
using a Nosé-Hoover thermostat with the solute described with the CGenFF and GAAMP
force fields, as well as using a SQM/MM setup in which waters were treated classically
and the solute was described by DFTB3. The timestep in the purely classical simulations
was 1 fs; 300 ps of equilibration were followed by production simulations of 20 ns, during
which 20,000 restart files were saved as the starting point for non-equilibrium work switching
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simulations. Each simulation was repeated twice, starting from different random velocities.
For the SQM/MM case, we carried out five 4 ns simulations starting from different random
velocities. The timestep of each simulation was 0.5 fs. An additional equilibration period of
100 ps was discarded, then restart files were saved every 0.5 ps (i.e., 40,000 restart files in
total).
The calculation of the free energy difference for turning off solute charges (step (iii)
in Fig. 5.3) employed 5 alchemical states (λ = 0.00, 0.25, 0.50, 0.75, 1.00) where U (λ) =
MM
. Each λ state was simulated for 50 ns at constant volume and temperature,
U M M − λUelec

with a timestep of 0.5 fs, and pre-equilibrated for 500 ps. Coordinates were saved to disk
every 1 ps during production phase (i.e., 50,000 snapshots) and BAR was used to compute
the free energy differences for each of the λ intervals. The Lennard-Jones interactions of
the solute were turned off over 6 alchemical states (λ=0.0, 0.2, 0.4, 0.6, 0.8, 1.0) where
MM
MM
(step (iv) of Fig. 5.3). The first λ state (λ=0.0) is directly
U (λ) = U M M − Uelec
− λULJ

equivalent to the λ=1.0 state of the discharging step, and thus did not need to be explicitly
run. For λ=0.2 to λ=0.6, MD simulations were performed, whereas for λ=0.8 and λ=1.0,
Langevin dynamics (LD) simulations with a friction coefficient of 5 ps−1 (as the solute
began to take on more gas phase like behavior). Simulations at λ = 0.2–1.0 as well as
all post-processing steps (recalculations of energies needed for BAR) were carried out with
the PERT module of CHARMM. Van der Waals endpoint problems were avoided by the
PERT/PSSP soft-core potential 127 . Each simulation between λ=0.2 and λ=1.0 was initiated
with 5 random initial velocities, performed for 10 ns with a timestep of 1 fs, and preceded
by a thermal equilibration of 200 ps. Coordinate snapshots were saved every 1 ps, and BAR
was used to compute the free energy differences between the individual λ-intervals.
Given the relatively small system size and the semi-empirical level of theory chosen we
could afford to carry out MD simulations at the high level of theory. Thus, we used Crooks’
equation (Eqs. 59 and 60) to compute the free energy difference between the high and low
level of theory (steps (i) and (ii) in Fig. 5.3). Non-equilibrium switches in the two directions
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were carried out using the MSCALE 135 facility of CHARMM combined with the slow-growth
mode of the PERT module; cf. Refs. 39, 248 for further details. In the gas phase, 10,000
forward (low → high) and backward (high → low) switches were carried out; only every
fourth of the 40,000 restart files saved at the low level of theory were used. Switches were
started from the restart files saved during the production simulations at the two levels of
theory and were carried out during 1000 steps of Langevin dynamics (friction coefficient
5 ps−1 on all atoms, 0.5 fs timestep). The same switching protocol was also used in solution.
Out of the 40,000 restart files collected during simulations using the CGenFF and GAAMP
force field, as well as the SQM/MM simulation (cf. above), every second was used, resulting
in 20,000 forward and backward work values.
Finally, coordinates saved during the force field simulations in aqueous solution (CGenFF,
GAAMP) were also used to compute interaction energies, Uinter , at the low and high levels
low →high
, were then inserted
of theory, respectively. The interaction energy differences, ∆Uinter

into Eq. 43 to compute ∆Alow→high
according to the IEA.
inter
5.4

Results

Free energy differences between force fields.

Table 5.1 summarizes results for the differences

in solvation free energies for Ala and Ser using three generations of CHARMM protein force
fields, C22,noCMAP, C22, and C36. As described in Methods, these were computed exactly
and employing the IEA. The case C22,noCMAP vs. C22 is of particular interest, as it is clear
in this case that the free energy resulting from the IEA has to be exactly zero. By contrast,
as one sees in Table 5.1, the exact result is approximately 0.5 kcal/mol for both Ala and Ser.
A similar discrepancy is obtained for C22 vs. C36. For Ala, the IEA again suggests a free
energy difference of zero, whereas the correct value is 0.4 kcal/mol. For Ser, the exact result
is 0.1 kcal/mol, whereas the IEA leads to a value of −0.2 kcal/mol. While the discrepancy
in results is not large, it clearly is not negligible.
The cross-term (CMAP) correction modifies the φ/ψ backbone angle distribution sampled
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by peptides and proteins.

Thus, there are two ways in which its presence / absence

contributes to the solvation free energy. First, as the average conformation of the peptide
is different with and without the CMAP term, solute–solvent interactions are changed, even
though the nonbonded force field terms are identical in both cases. Since in the framework
of the IEA the respective other state is never simulated, this contribution is not accounted
for. Second, the effect of the CMAP correction on the preferred φ/ψ values is different in the
gas phase and in water. As the gas phase is not even considered in the IEA, any free energy
contributions resulting from this cannot be accounted for. Thus, although the numerical
discrepancy for these purely classical systems is not large, it nicely illustrates the types of
contributions ignored by the IEA, in line with the earlier theoretical analysis.

Ethane/methanol, Ala/Ser.

Table 5.2 summarizes several results from Ref. 248 concerning

MM → SQM(/MM) corrections which are required to compute solvation free energies. In
addition, we used our raw data to compute the corrections using the IEA. For two model
systems, ethane and methanol, the results are in quite good agreement. However, for Ala
and Ser, the deviations between the two approaches (exact thermodynamic cycle Fig 5.2 vs.
IEA) are considerable. In both cases, the MM→SQM/MM correction obtained from the
IEA is too negative, −1.9 kcal/mol for Ala, and −1.2 kcal/mol for Ser. Given the flexibility
of the two peptides and their different conformational preferences observed when described
by MM and by SQM/MM 39,248 , these findings are not too surprising. As outlined in the
Theory section, use of the IEA implicitly relies on the assumption that the simulations at
the low level of theory result in configurational and conformational sampling that is also
representative for the high level of theory. Our earlier results showed this not to be the case;
hence, the expected failure.
Finally, the Ala/Ser results of Table 5.2 are worrisome in a second regard. One main
justification for the IEA is that the modified Zwanzig equation (Eq. 43) is expected to
converge more quickly than the exact expression, Eq. 41. Indeed, we showed in Refs. 39, 248
that attempts to compute ∆AMM →SQM /MM for Ala and Ser by Zwanzig’s equation fail to
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converge, both in the gas phase and in solution. Using non-equilibrium work methods, on
the other hand, the exact correction can be computed, though in aqueous solution relatively
long switching protocols were required. The interaction energy results for Ala and Ser in
Table 5.2 have relatively high standard deviations, almost ±1 kcal/mol. Further, they fail
several of the criteria we recently suggested to gauge convergence of Zwanzig’s equation 17 .
Despite being computed from 200,000 interaction energy differences each, the Π value, 265
which ideally should be > +0.5, is only −0.26 for Ala and −0.15 for Ser. The standard
deviation of the interaction energy differences themselves is ≈ 4kB T in both cases, the
absolute upper limit we found for Zwanzig’s equation to lead to correct results. Thus, while
the use of interaction energies helps convergence and makes it possible to use somewhat larger
quantum regions, it does not remove all of the underlying difficulties hindering convergence.
In Ref. 248 we pointed out that the solute’s charge distribution was quite different for
MM and SQM; hence, water configurations appropriate for a MM charge distribution may
be quite “incorrect” for a SQM solute. Clearly, this factor hampering convergence is also
present when using interaction energies.

Solvation free energy of bis-2-chloro diethyl ether (2CLE).

Finally, we report solvation free

energies of 2CLE at the SQM/MM level of theory. Two MM force fields were used as the low
level of theory; the MM results were refined either by the full thermodynamic cycle Fig. 5.2,
or according to the IEA. All results are summarized in Table 5.3.
With the regular CHARMM CGenFF force field (C36), one obtains a solvation free
energy difference ∆AMM
solv of -3.26 kcal/mol, deviating slightly less than 1 kcal/mol from
the experimental value of −4.23 kcal/mol 266 . When this MM result is refined through the
SQM /MM

indirect cycle Fig. 5.2, the solvation free energy ∆Asolv

becomes −3.46 kcal/mol, in

slightly better agreement with experiment. If one does the same with the IEA (column
’IEA’ in Table 5.3), the agreement with experiment becomes much poorer. The “corrected”
SQM /MM

solvation free energy ∆Asolv (inter ) = −1.53 kcal/mol, which deviates by almost 3 kcal/mol
from the experimental value.
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Since the C36 MM simulations led to conformations of 2CLE which were rather different
from those obtained with SQM 248 , we repeated the MM simulations with parameters
obtained from GAAMP (lower half of Table 5.3). Somewhat surprisingly, the MM solvation
free energy is in much poorer agreement with experiment than the one obtained using the
C36 force field (see below). Correcting to the SQM/MM level of theory improves this result
considerably, although the deviation of ≈ 1.2 kcal/mol from the experimental result remains
higher than for the SQM/MM corrected result based on C36 (deviation ≈ 0.8 kcal/mol).
Using the IEA, the “corrected” number is close to the one based on C36 and is far off the
experimental value. Thus, we have two clear cases where the use of the IEA leads to a
poor result and in one case even makes the MM result worse. The “performance” of the
IEA here is particularly treacherous, as the results appear well converged (pass all our usual
convergence criteria). Further, the “corrected” solvation free energy differences obtained
from the two MM representations agree almost perfectly.
Two aspects of the results merit additional consideration.

First, it is somewhat

surprising that the assumed “better” MM force field used as the low level of theory
gives a much poorer solvation free energy.

It should be kept in mind that GAAMP

refinement is an automated process which is not optimized to reproduce solvation free
energies. Further, the main rationale for using a different low level of theory was to make
the configurations/conformations sampled more high-level like. We already showed that this
is the case in Ref. 248, and this is also reflected by the much lower statistical uncertainty
MM →SQM /MM

of ∆∆Acorr

, ±0.04 for GAAMP vs. ±0.20 for C36. More generally, one should

keep in mind the role of the low level in indirect (S)QM/MM FES. The purpose of the low
level is to act as a bridge, helping to generate configurations/conformations which are also
meaningful at the desired high level of theory. There is no reason to expect that such a low
level automatically reproduces energetics, let alone thermodynamics correctly.
The second observation worth mentioning is that the two corrected SQM/MM results
do not fully agree, though, given the rather high statistical uncertainty of the C36 based
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result, stemming from the difficulty to converge the ∆AMM →SQM /MM corrections, the two
final results are quite close. The GAAMP re-parameterization led to changes of some
Lennard-Jones parameters.

In CHARMM based (S)QM/MM calculations, electrostatic

interactions between the (S)QM and the MM region are computed based on the (S)QM
charge distribution; however, the apolar interactions are still calculated using the classical
Lennard-Jones parameters for the (S)QM region.

Since these are different in the two

parameterization, differences in solvation free energies are to be expected.
5.5

(Concluding) Discussion

The data just presented clearly indicate that the IEA may lead to erroneous results, or,
at least, to results which deviate systematically from a full correction to a (S)QM/MM
level of theory. If one looks back to the initial use of interaction energies by Wood and
co-workers 242 , this finding is not surprising as the IEA and the full thermodynamic cycle
(Fig. 5.1) represent different end states. In the latter case, casting aside practical difficulties
in obtaining converged results, the free energy difference of interest is calculated at the desired
high level of theory, typically some (S)QM/MM potential energy function. By contrast, use
of the IEA corresponds to a ‘chimeric’ potential energy function: the interactions within the
high level region (in our cases the intramolecular energy of the solute) are described at the
low level of theory, and only the interactions between the high level region of interest and
the remainder of the system are computed at the high level of theory. In fact, this is the
exact construction of the Hamiltonian used by Wood et al. However, in recent applications
of the IEA this distinction became blurred, and use of interaction energy differences rather
than differences in total energy were suggested as a means to improve convergence. 34,237 The
considerations given in the Theory section hopefully serve as a reminder of the differences
between the two approaches.
In principle, use of the IEA is not wrong, provided it is understood that results obtained
in this manner are not the same as would be obtained with a full indirect cycle (S)QM/MM
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free energy simulation. That being said, there are further aspects which limit the utility
of free energy differences obtained by the IEA. First, use of the IEA was advocated /
justified because of the improved convergence of Eq. 43 compared to Eq. 41. Our IEA
results for Ala and Ser (Table 5.2), however, strongly suggest that the use of IEA only
mitigates convergence problems. The reason for this is that the IEA only removes one
factor which makes convergence difficult, the mismatch in stiff, bonded degrees of freedom,
whereas, e.g., the differences in charge distribution between low and high levels of theory
are still present when using the IEA. Second, describing interactions between a region of
interest and the environment at a (S)QM/MM level of theory may improve results, as, e.g.,
polarization effects are accounted for. While there may be cases where including such effects
is important and beneficial, it may not suffice in others; to us, it is unclear how to predict
when using the IEA will be enough. Finally, by construction use of the IEA omits one leg
of the full thermodynamic cycle Fig. 5.2, i.e., the correction between low and high level of
theory in the gas phase. If a system (a solute) has different conformational preferences in
the gas phase as compared to aqueous solution, use of IEA effectively omits any free energy
contributions which may result from this.
Curiously, this last issue bears resemblance to a 20+ year old question in classical
alchemical FES, specifically, whether the so-called “self-terms” or “intra-perturbed group
interactions” cancel from relative free energy differences 133,136,267 . As a reminder, consider
the thermodynamic cycle used to compute a relative free energy difference of solvation.
Along the alchemical, horizontal paths, identical changes in intra-molecular interactions
occur in the gas phase and in aqueous solution. The resulting contributions to the free
A→B
energy changes ∆Agasp
and ∆AA→B
have been called self-terms (intra-perturbed group
aq

interactions). However, while, at least in additive force fields, the changes in potential
energy are always separable, the additivity of interactions is not mirrored by an additivity
of free energy differences, i.e., in general
A→B
∆AA→B
6= ∆AA→B
aq
gasp + ∆Aaq,inter .
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Nevertheless, several free energy codes in wide use 20 years ago excluded intramolecular
would
energy terms from the calculations of free energies, assuming that ∆AA→B
gasp
approximately cancel out of Eq. 61. This approach had the added advantage that no
gas phase calculations were required. Boresch and Karplus investigated this question in
detail 133,136 , taking into account the underlying differences between a single or a dual
topology approach to carry out the alchemical transformation 132 . It was concluded at the
time that “the present results indicate that selected terms of the energy function might be
omitted from the free energy formalism unless single free energy differences are required” 136 .
In particular, it could be derived that contributions from changes in stiff, bonded degrees of
freedom, i.e., bond stretching and angle bending terms, canceled more or less completely from
parallel legs of a thermodynamic cycle. For the soft bonded terms, dihedral angles etc. the
theoretical considerations were less conclusive, though for the model systems investigated
any errors were negligible. However in a later study focused on computing the relative
solvation free energy differences between leucine and asparagine, it was concluded that
“. . . because of the different conformations adopted by the two molecules in the gas phase and
in solution . . . , the contributions to ∆Agasp and ∆Aaq from changes in the potential energy
function that are identical along the alchemical portions of the thermodynamic cycle (i.e., all
intramolecular energy terms of leucine and asparagine affected by the alchemical mutation)
are not the same” 125 . Thus, there is very concrete evidence in the context of classical FES
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that (indirectly) “omitting” different conformational preferences in two parallel legs of a
thermodynamic cycle can lead to systematic errors.
As discussed, the rationale given for the use of interaction energy differences is the
mismatch in bond lengths and bond angles at the two levels of theory, which, in MM
parlance, are exactly the bond stretching and angle bending terms. Ideally, one would
therefore envision a reduced variant of the interaction energy approach where one would just
exclude these contributions (differences in bond lengths/angles), which except for chemical
reactions, are likely to be minor and of limited interest. In this case, a strong argument for
the cancellation of the omitted contributions from parallel legs of a thermodynamic cycle
could be made. However, this is impossible at the high level of practical interest, i.e., SQM
or QM. Hence, one is required to discard all intramolecular contributions. By doing so, the
possibility of rather different conformational preferences in the gas phase and solution, or for
the free and bound ligand, is tacitly ignored, potentially adding a source of error. We note,
however, in passing that recently König and Brooks outlined an approach which permits an
approximate separation of hard and soft bonded degrees of freedom in (S)QM/MM FES 35 .
Based on the theoretical considerations and the results reported here, we advise against
the IEA. While it may lead to useful results in some cases, in our opinion the potential for
omitting contributions and obtaining wrong results is too large. Overall, the free energy
community at large needs to refocus on improving ways to rigorously compute indirect
free energies as opposed to finding ways to “cut corners” with theoretically unjustified
approximations. Our own work is based on a two-pronged approach: on the one hand, we
explore more powerful methods to compute ∆Alow →high , such as NEW based techniques 39,248 .
Recent work by Ryde and co-workers is moving in this direction as well 268,269 . On the other
hand, we are searching for ways to make the low level of theory more high level like, as
reflected in present work focusing on using force matching as a means to reparameterize
force-fields to better provide accurate indirect free energy calculations. 41,270,271 Additionally,
we are very interested in machine learning approaches that facilitate more quantum-like
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treatment of systems at a fraction of the computational cost. 272–275
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Table 5.1: Toy problems based on purely classical mechanical force fields. All free energy differences are in
kcal/mol.

Ala
fulla
,noCMAP→C22
∆AC22
-0.57 ± 0.01
gasp
C22 ,noCMAP→C22
∆Aaq
-0.12 ± 0.11
C22 ,noCMAP→C22 c
0.45 ± 0.11
∆Acorr
,noCMAP→C36
∆AC22
-0.04 ± 0.01
gasp
C22 ,noCMAP→C36
∆Aaq
0.39 ± 0.07
,noCMAP→C36 c
0.43 ± 0.07
∆AC22
corr

a Corrections

Ser
IEAb

fulla

IEAb

0.00d

-0.82 ± 0.06
-0.27 ± 0.07
0.55 ± 0.09

0.00d

-9×10−4 ± 0.00

2.85 ± 0.10
2.93 ± 0.08
0.08 ± 0.13

-0.18 ± 0.00

∆Alow →high (low = C22 , noCMAP , high = C22 or C36 ) computed separately in gas phase and in solution, cf.

Fig. 5.2.
b Correction ∆Alow →high (low = C22 , noCMAP , high = C22 or C36 ) computed according to the IEA.
aq,inter
c Eq. 48.
d Theoretical result — there is no change in interaction energy between C22,noCMAP and C22
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Table 5.2: Test of IEA in an SQM/MM setting. All free energy differences are in kcal/mol.

Etha
→DFTB3 a
∆AC36
gasp
→DFTB3 a
∆AC36
aq
C36 →DFTB3 d

(∆)∆A

a

→DFTB3
∆AC36
gasp
C36 →DFTB3 a
∆Aaq
→DFTB3
∆AC36
corr

d

fullb
-86.5 ± 0.0
-86.8 ± 0.0
-0.3 ± 0.0

Meoh
IEAc

-0.2 ± 0.0

fullb
-8.6 ± 0.0
-6.8 ± 0.0

IEAc

1.8 ± 0.0

1.9 ± 0.0

Ala
-46.1 ± 0.0
-57.0 ± 0.0
-10.9 ± 0.0

Ser
-27.3 ± 0.2
-36.1 ± 0.1

-12.8 ± 0.9

-8.8 ± 0.2

-10.0 ± 0.8

a For better readability, free energies listed in the table are offset by +4, 100 (Meoh), +3, 500 (Etha), +16, 400 (Ala) and
+18, 500 kcal/mol (Ser). All ’full’ results taken from Tables 2 and 3 of Ref. 248. A statistical error estimate of 0.0 indicates
that the numerical value was < 0.05.
b Corrections ∆AC36 →DFTB3 computed separately in gas phase and in solution, cf. Fig. 5.2.
c Correction ∆AC36 →DFTB3 computed according to the IEA.
aq,inter
d Eq. 48.
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Table 5.3: IEA compared to rigorous free energy correction as applied to the computation of the solvation free
energy ∆Asolv of bis-2-chloroethylether (2CLE). All free energies in kcal/mol. The experimental solvation
free energy is −4.23 kcal/mol. 266

fullb
a

→DFTB3
∆AC36
gasp
→DFTB3 a
∆AC36
aq
→DFTB3
∆AC36
corr
e
∆AC36
solv

-27.34 ± 0.20
-27.54 ± 0.53

d

DFTB3 /MM f

∆Asolv

a

∆AGAAMP→DFTB3
gasp
a
∆AGAAMP→DFTB3
aq
∆AGAAMP→DFTB3
corr
e
∆AGAAMP
solv
DFTB3 /MM f

∆Asolv

IEAc

d

-0.20 ± 0.57
-3.26 ± 0.08

1.73 ± 0.26
-3.26 ± 0.08

-3.46 ± 0.57

-1.53 ± 0.27

-33.55 ± 0.13
-35.79 ± 0.04
-2.24 ± 0.14
-0.81 ± 0.03

-0.88 ± 0.20
-0.81 ± 0.03

-3.05 ± 0.14

-1.69 ± 0.20

a For

better readability, free energies listed in the table are offset by +12, 200 kcal/mol.
∆AMM →DFTB3 (MM is C36 or GAAMP) computed separately in gas phase and in solution, cf. Fig. 5.2.
c Correction ∆AMM →DFTB3 (MM is C36 or GAAMP) computed according to the IEA.
aq,inter
d Eq. 48, MM is C36 or GAAMP.
e Classical solvation free energy for 2CLE computed using the C36 or GAAMP force field parameters for the solute.
f Solvation free energy for 2CLE corrected to the DFTB3/MM level of theory: ∆ADFTB3 /MM = ∆AMM + ∆AMM →DFTB3 ,
corr
solv
solv
where MM is C36 or GAAMP.
b Corrections
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Accelerating

QM/MM

Free

Energy

Computations

via

Intramolecular Force Matching
This chapter is reproduced from Ref. 41 with permission from The American Chemical Society. See Fig A.5 for
relevant permissions.
Abstract
The calculation of free energy differences between levels of theory has numerous potential pitfalls.
Chief amongst them is the lack of overlap, i.e., ensembles generated at one level of theory (e.g., “low”)
not being good approximations of ensembles at the other (e.g., “high”). Numerous strategies have
been devised to mitigate this issue. However, the most straight-forward approach is to ensure that the
“low” level ensemble more closely resembles that of the “high”. Ideally, this is done without increasing
computational cost. Herein, we demonstrate that by reparameterizing classical intramolecular potentials
to reproduce high level forces (i.e., force matching) configurational overlap between a “low” (i.e., classical)
and “high” (i.e., quantum) level can be significantly improved. This procedure is validated on two test
cases and results in vastly improved convergence of free energy simulations.
∆Ahigh
0→1

(i)

(ii)

0low

1high
∆A1low→high

∆Alow→high
0

0high

∆Alow
0→1

(iii)

(iv)

1low

Figure 6.1: The thermodynamic cycle of the indirect FES scheme

6.1

Introduction.

Obtaining highly accurate free energy differences via molecular simulations remains an
open challenge. So-called alchemical free energy simulations (FES) are rapidly becoming
a standard tool in computational chemistry 276–280 . While most FES employ molecular
mechanical (MM) force fields, the use of hybrid quantum chemical / molecular mechanical
(QM/MM) Hamiltonians may be required 3–8 . Using high level QM methods is, in principle,
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straightforward and permits a much more accurate representation of inter- and intramolecular interactions. However, to compute free energy differences accurately necessitates
adequately sampling the configurational space of interest. 59,281 For the foreseeable future
performing the associated configurational sampling with high level QM/MM methods
remains prohibitively expensive.
To circumvent this obstacle, the “indirect” approach to FES is widely utilized
(Fig. 6.1). 9–11,13,14,82 In this approach, the quantity of interest ∆Ahigh
0→1 (dashed arrow, step
(i) in Fig. 6.1) is computed via steps (ii)–(iv). In step (iii) the free energy ∆Alow
0→1 between
the two states is computed at a low level theory, using any standard method of choice (BAR,
MBAR, vFEP, WHAM, etc.) 20,118,159,282 . Steps (ii) and (iv) “correct” the free energies of
each end state by accounting for the free energy difference between levels of theory. In
most applications of the indirect cycle approach, the free energy differences ∆Alow→high were
obtained by “one-sided” free energy perturbation, often referred to as Zwanzig’s equation
(FEP, Eq. 1). 15

1
∆Alow→high = − log exp −β∆U low→high
β

low

(62)

One can clearly see the advantage of using FEP, as the ensemble average of interest (h...ilow )
is generated at the low level of theory (i.e., simulations only need to be run at the low level
of theory).
However, recent work has shown that convergence issues, due to insufficient
configurational overlap between levels of theory, are almost unavoidable when using FEP. 34,37
Failure of Eq. 1 to converge has largely been attributed to disparities between the
intramolecular degrees of freedom (i.e., differences in bonds, angles, and dihedrals). 1,31–36
Much of our previous work has focused on utilizing better approaches in computing
∆Alow→high with significant success. 1,32,39,248 The use of non-equilibrium approaches,
specifically Jarzynski’s non-equilibrium work theorem, has proven particularly helpful. 39,248

1
∆Alow→high = − log exp −βW low→high
β
112

low

(63)

Eq. 2, introduced by Jarzynski in 1997, 29 operates in a similar capacity to FEP (Eq. 1),
but instead of potential energy differences, we now use values obtained from fast-switching
non-equilibrium work simulations.
When using Eq. 62 to connect levels of theory, 39,248 the length of the switching
simulations required to generate converged ∆Alow→high depended largely on the magnitude of
configurational mismatch between the levels of theory (e.g., between 50 fs to 5 ps depending
on severity). In other words, if the disparity between low and high level configurations is
(too) large, the computational cost to converge the free energy difference quickly increases.
This suggests that in addition to utilizing more robust methods to compute free energy
differences ∆Alow→high accurately, it may be necessary to modify the chosen low level of
theory in a manner that ameliorates configurational disparity. In fact, if the configurational
mismatch between the two levels of theory were sufficiently small, it should be possible to
compute the free energy differences (ii) and (iv) of Fig. 6.1 with just FEP. The obvious
choice for an improved low level of theory would be the use of more rigorous methods (e.g.,
semi-empirical quantum mechanics (SQM) instead of molecular mechanics (MM)). However,
the only real requirement for a better low level of theory is that configurational overlap is
improved relative to the target, high level, Hamiltonian. 17 Hence, we aim to improve the
convergence of ∆Alow→high while retaining the efficiency of a classical force field.
There have been countless efforts towards improving low level force fields to better
reproduce QM energetics and configurations (e.g., to name a few, corrections to protein
backbone dihedrals, and incorporation of polarizability 283–285 ), with varying degrees of
success through many forms of validation. However, often times the implicit need for
parameter transferability, as well as the approach to parametrization in popular force fields
can inhibit configurational overlap with desired QM levels of theory. To be more specific, in
the case of the CHARMM 127 General Force Field 149 (CGenFF), molecules are parameterized
to reproduce MP2/6-31G* energetics in condensed phase. It stands to reason that these same
parameters would perform poorly when applied to a system in gas-phase, and/or attempting
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to produce an ensemble of DFT-like configurations. This is evidenced by work from Mackerell
et al. to improve the description of peptide backbones in the CHARMM22 force field with
grid based corrections. 234 After applying the so-called “CMAP” correction, they found that
the agreement with respect to condensed phase QM properties was improved, but gas phase
performance deteriorated. They concluded that “it is evident that the current potential
energy functions in use cannot simultaneously treat both gas and condensed phases with
high accuracy”. 234
Herein, we explore an approach that forgoes transferability and reparameterize the low
level force fields for the system of interest on a “case by case” basis.

In the interest

of our goal (i.e., increasing configurational overlap with the high level Hamiltonian), we
seek to find a parameter set that best reproduces the high level forces and, therefore,
the generated configurational ensemble. This approach is commonly referred to as force
matching (FM) 286,287 , and has been used in the past to adjust potential forms ranging from
coarse-grained 288 (CG) to semi-empirical quantum 289–291 (SQM). In essence, the fitting is
performed by taking a collection of generated configurations (i.e., a test set) and computing
high level forces (e.g., SQM or QM) for each configuration. Parameters from the potential
of interest (e.g., SQM, MM, or CG) are then adjusted until the difference between the high
level force and the estimated force is minimized. Although in some cases the configurations
were generated via high level (e.g., ab initio QM) dynamics, this need not be the case.
Often referred to as either “on the fly” or “adaptive FM” 238,292–299 , initial configurations
are generated using standard force field parameters, which are then fit to create a set
of force matched parameters. The resulting parameters are then used to generate more
configurations, which are again fit. This process is repeated until satisfactory convergence
is achieved. In fact, the work performed in Ref. 296 strongly demonstrates the ability of
adaptive force matching to improve the quality of ensembles generated by reweighing force
matched configurations to evaluate QM ensemble averages, with strong implications for its
use with the FEP equation.
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When attempting to make the low level “more similar” to the desired high level of theory,
the question arises how to describe / quantify “similarity”. As observed, e.g., by Bennett, to
compute a converged free energy difference between two states of interest, it is a fundamental
criterion that there is overlap between the potential energy difference distributions. 118 More
specifically, in the context of computing ∆Alow→high , this requires that the distribution of
potential energy differences from the low level ensemble, Plow (∆U low→high ), and from the high
level ensemble, Phigh (−∆U high→low ), overlap (i.e., Plow (∆U low→high ) ∩ Phigh (−∆U high→low ) 6=
0, see Fig. S3a). Overlap of these probability distributions indicates how well configurations
sampled at the low level of theory represent important (e.g., low energy) regions of the high
level conformational space. 16 If the overlap is non-existent, no equilibrium approach will
succeed, and use of non-equilibrium techniques is advised.
When using two-sided approaches, such as Bennett’s acceptance ratio (BAR), a relatively
small degree of overlap suffices to obtain converged results. However, this would require
generating ensembles at the low and high levels of theory, which in many applications is
not practical. To achieve convergence using one-sided methods (e.g., FEP), at least some
configurations sampled (e.g., the low level of theory in our application) must also be relevant
at the respective other end point (the high level of theory in our case) 16,265 . In other
words, a much higher degree of overlap is required when using FEP compared to BAR.
These considerations also hold true for use of non-equilibrium approaches (e.g., JAR and
the two sided Crook’s equation, CRO 30 ). Here insufficient overlap in the relevant work
distributions, Plow (W low→high ) and Phigh (−W high→low ), can, in principle, be mitigated by
increasing switching simulation lengths, but the computational expense may render this
impractical.
As mentioned earlier, the difficulty of converging free energy differences between levels
of theory with one-sided approaches (e.g., FEP) was attributed to discrepancies in the
intramolecular degrees of freedom between high and low level configurational space. While
the differences in the “stiff” (e.g., bonds and angles) intramolecular degrees of freedom
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between levels of theory is often considered the prohibitive factor 6,33,35,36,39,112,113,233,241–243,248
to computing ∆Alow→high , the discrepancy can be ameliorated rather quickly using nonequilibrium work (i.e., JAR) approaches. In the case of computing the QM torsional PMF of
gas phase butane, we achieved converged ∆AMM→QM results with as little as 1000 switches
of 50 fs length. 39 The real challenge proved to be the conformational disparity resulting from
the “soft” intramolecular degrees of freedom (e.g., dihedral conformational preferences), as
was the case for computing ∆AMM→SQM for gas phase “blocked” serine dipeptide (i.e., Nacetyl-methylamide serine, Ser), specifically the backbone φ,ψ dihedral angles and the χ1
sidechain dihedral angle (Fig. S1). 248 This suggests that to investigate the utility of FM
to help improve convergence when calculating the correction steps (ii) and (iv) in indirect
cycle QM/MM FES simulations, one should initially focus on the intramolecular degrees of
freedom, both the “stiff”, as well as the “soft” ones. Therefore, in this study we apply FM
to modify the bonded energy terms of typical MM force fields.
6.2

Methods

As mentioned, to reduce computational cost in practice one has to compute ∆Alow→high (the
correction steps (ii)/(iv) of Fig. 6.1) by one-sided methods (FEP, JAR). Having just outlined
why converging such calculations is difficult, they are complicated further by the fact that the
convergence of the resulting free energy differences is difficult to assess. Since no ensembles
are generated at the high level of theory, information about the overlap between forward
and backward distributions (as depicted in Fig. S3a) is not available. Recently, Boresch
and Woodcock 17 investigated this question and proposed two practical criteria. First, since
in FEP and JAR the key step is averaging over exponentials hexp(−βX)i, where X =
∆U low→high for FEP and X = W low→high for JAR, the associated standard deviation, σX (Fig.
S3b) must not be too large. 21,235 Comparing results obtained with FEP and JAR to reference
results obtained with two-sided methods (Bennett, Crooks theorem), they recommended that
σX ≤ 4kB T (∼2.4 kcal/mol).
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Second, they utilized the so-called bias measure ΠX of Wu and Kofke 265
s
ΠX =



WL

 q
1
2
(N − 1) − 2β (hXilow − ∆Alow→high ),
2π

(64)

where WL is the Lambert function, ∆Alow→high is the result obtained with either FEP or
JAR, and N is the sample size. In line with the recommendations of Ref. 265, Boresch
and Woodcock found that FEP and JAR results agreed with reference results once ΠX >
0.5. While these two guidelines are at best necessary, rather than sufficient criteria for
convergence, they certainly can detect cases where FEP, and possibly JAR results are likely
to be unreliable. In this work, we will use them to describe how disparities between low and
high levels of theory are reduced when attempting to improve the low level by FM.
The work performed focuses on computing free energy differences between a low and
high level of theory for two gas-phase test cases: butane and “blocked” serine dipeptide. For
both molecules, all simulations were performed using langevin dynamics (LD), at 300K with a
2

friction coefficient of 5 ps−1 and a 0.5 kcal/mol·Å harmonic center of mass restraint. Details
for the functional form of the intramolecular FM , as well as the training sets generation and
a flow chart outlining the matching process are provided in Supporting information (SI Sec.
1 and SI Sec. 4, respectively).

Butane:

The initial low and high levels of theory are, MM[CGenFF] and DFTB3

respectively, and MM[FM] as the resulting parameter set from the FM procedure.†
Ensembles for DFTB3 and the MM[FM] parameter set were generated under conditions
identical to the MM[CGenFF] training set (see SI Sec 3.1), which was used in the overlap
calculations seen in Fig. 6.2. To compute the butane PMFs, we generated 1 ns LD simulations
with a 100 kcal/mol·rad−2 harmonic restraint on the C-C-C-C dihedral angle centered at
10◦ increments between 0◦ and 180◦ , for a total of 19 simulations, at each aforementioned
level of theory (MM and DFTB3). All dynamics were performed with a 1 fs time step
† MM[CGenFF] = CHARMM General Force Field 149 , and DFTB3 = SCC-DFTB with third order corrections using the
3ob 261 parameter set. MM refers to both MM[CGenFF] & MM[FM]
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and configurations were saved every 0.1 ps (i.e., 10,000 configurations per dihedral). The
classical MM and reference DFTB3 PMFs of butane were generated using Multistate Bennett
Acceptance Ratio (MBAR). 20 Following this, FEP was used to compute ∆AMM→DFTB3 along
each step of the MM reaction profile. Each FEP calculation was performed with 10,000
MM configurations (i.e., 10,000 DFTB3 single point energies), and was used to indirectly
compute the DFTB3 PMF. Estimations of standard deviation and hysteresis were performed
by dividing the 10,000 data points used in each FEP calculation into 10 sequential blocks
of 1,000 configurations. From each block, FEP was performed and the distribution of these
estimates yielded the variance (as outlined in Ref.39).

Serine:

The initial low level of theory was MM[C22(CMAP)] and DFTB3 was used for the

high level; our force matching procedure was used to derive MM[FM] as the alternative, low
level of theory.‡ Once the MM[FM] parameters were found, gas phase Ser LD simulations
were carried out. These consisted of 10 LD simulations using both MM force fields, each
starting from random initial velocities, a time step of 0.5 fs, and a production length of 100
ns (1 µs total production per force field). A 1 ns equilibration prefaced each simulation and
coordinate/velocity sets were saved every 10 ps (100,000 total). Gas phase DFTB3 LD Ser
simulations were performed with a 500 ps equilibration and production length of 10 ns for
10 random starting velocities (100 ns total). Each simulation had a time step of 0.5 fs and
configurations/velocities were saved every 5 ps (20,000 total). The MM coordinate snapshots

were used to compute PMM ∆U MM→DFTB3 and DFTB3 coordinate snapshots were similarly

used to compute PDFTB3 −∆U DFTB3→MM for both butane and Ser.
From the coordinate and velocity sets gathered for Ser, two sets of non-equilibrium
switching simulations were performed, one set switching from MM to DFTB3 (i.e., the
forward work direction) and the other switching from DFTB3 to MM (i.e., the backward

work direction). This data was used to obtain PMM W MM→DFTB3 from the forward

switches, and PDFTB3 −W DFTB3→MM from the backward switches. Non-equilibrium work
‡ MM[C22(CMAP)]

= CHARMM22 protein force field with backbone corrections 234 , DFTB3 = SCC-DFTB with third order
corrections using the mio-1-1 92,300 parameter set. MM refers to both MM[C22(CMAP)] & MM[FM]
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values were generated with the MSCALE 135 facility in CHARMM via the PERT slow
growth procedure, which when shifted rapidly is equivalent to non-equilibrium work (see
Ref. 39, 248, 21 for more details). Each of the non-equilibrium switching simulations was
initiated using coordinate/velocity information saved incrementally during MM and DFTB3
dynamics production phase (vide supra) and thus allowing for the calculation of overlap
between work distributions.
6.3

Results and Discussion

Butane:

We first tested our FM procedure by generating a MM[FM] ensemble for butane

in the gas phase without restraints. From this, we computed the Plow (∆U low→high ) and
Phigh (−∆U high→low ) overlap of our low (MM) and high (DFTB3) level ensembles (Fig. 6.2).
Qualitatively, we see that the overlap with DFTB3 increased dramatically by using MM[FM]
instead of MM[CGenFF]. In fact, the overlap of MM[FM] is nearly three times greater
than that of MM[CGenFF] (69.4% vs. 23.6%, respectively). It is also worth noting that
MM[FM]

the standard deviation of ∆U for MM[FM] (σ∆U
MM[CGenFF]

than for MM[CGenFF] (σ∆U
MM[FM]

(Π∆U

= 0.48 kcal/mol) is three-fold lower

= 1.49 kcal/mol). Further, the MM[FM] bias measure
MM[CGenFF]

= 3.08) is twice that of MM[CGenFF] (Π∆U
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= 1.46).

Figure 6.2: (a) Gas-phase butane potential energy difference histograms between a high level DFTB3
(PDFTB3 configurations) ensemble and a MM[CGenFF] (PMM[CGenFF] configurations) low level ensemble.
(b) Gas-phase butane potential energy difference histograms between a DFTB3 and a MM[FM] (PMM[FM]
configurations) low level ensemble. Histograms (PDFTB3 , PMM[CGenFF] , and PMM[FM] ) were generated
using 20,000 configurational snapshots from a 2 ns LD simulation. (c) Comparison of the gas-phase butane
dihedral potential of mean force (PMF) generated with FEP using MM[CGenFF] as the low level of theory
(∆AMM[CGenFF]→DFTB3 ) using data from 1 ns of LD (10,000 points every 10◦ , red) to a reference DFTB3
PMF generated with MBAR (10,000 points every 10◦ , blue). (d) Comparison of the gas-phase butane
dihedral potential of mean force (PMF) generated with FEP, but using using MM[FM] as the low level of
theory (∆AMM[FM]→DFTB3 ) using data from 1 ns of LD (10,000 points every 10◦ , red) compared to the
reference DFTB3 PMF (blue).

Using our newly generated MM[FM] parameters, we investigated the ability to reproduce
butane’s rotational PMF about its central bond at the DFTB3 level. Two low level PMFs
(MM[CGenFF] and MM[FM]) were generated via MBAR, applying corrections from the low
to high level of theory using FEP at each value of the dihedral coordinate (in generalization of
the correction steps ii./iv. of Fig. 6.1). The resulting PMFs are shown in Fig. 6.2. Examining
the indirect PMF generated with ∆AMM[CGenFF]→DFTB3 , we see rather marked deviations from
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the reference DFTB3 PMF (RM SD = 0.12 kcal/mol) with a maximum deviation of 0.37
kcal/mol. This is largely in contrast with the PMF obtained using ∆AMM[FM]→DFTB3 , which
has noticeably smaller error bars and a smaller deviation from the reference (RM SD = 0.07
kcal/mol) with a maximum of only 0.13 kcal/mol.

Serine:

Calculating converged free energy corrections and correctly sampling backbone

dihedrals for Ser offers a more challenging case for testing the MM[FM] procedure. From
the Plow (∆U low→high ) and Phigh (−∆U high→low ) plots (Fig. 6.3) we see that the ∆U overlap
between MM[C22(CMAP)] and DFTB3 is rather poor (0.3%, see Fig. 6.3a). Considering
MM[C22(CMAP)]

the rather large standard deviation of ∆U for MM[C22(CMAP)] (σ∆U
MM[C22(CMAP)]

kcal/mol) in conjunction with the bias measure (Π∆U

= 3.86

= -1.36), we find that

MM[C22(CMAP)]→DFTB3 completely fails the convergence criteria. Using MM[FM] as
the low level of theory, overlap with DFTB3 increases significantly (11.9%, Fig. 6.3b). The
associated standard deviation and bias measure of MM[FM] fall within satisfactory ranges
MM[FM]

(σ∆U

MM[FM]

= 1.58 kcal/mol and Π∆U

= 1.44).
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Figure 6.3: (a) Gas phase Ser potential energy difference histograms between the high level DFTB3 (PDFTB3
configurations) and the MM[C22(CMAP)] (PMM[C22(CMAP)] configurations) low level ensemble. (b) The
same between the high level DFTB3 and the MM[FM] (PMM[FM] configurations) low level ensemble. Each of
the low level (e.g., PMM[C22(CMAP)] and PMM[FM] ) histograms were generated using 100,000 configurational
snapshots from 1 µs of LD, whereas the high level (e.g., PDFTB3 ) was generated using 20,000 snapshots
of 100 ns LD. (c) Gas phase Ser histograms of non-equilibrium work collected during 25 fs (50 step)
fast switching W DFTB3→MM[C22(CMAP)] simulations, started from coordinates and velocities generated at
MM[C22(CMAP)] (100,000 snapshots) and DFTB3 (20,000 snapshots) levels of theory. (d) Non-equilibrium
work histograms for W DFTB3→MM[FM] simulations, starting from MM[FM] (100,000 snapshots) and DFTB3
(20,000 snapshots) configurations as the respective low and high levels of theory.

The plots in Figs. 6.3c and d show the effect of using the two low levels of theory
(MM[C22(CMAP)] vs. MM[FF]) on the forward / backward distributions of non-equilibrium
work values from short (25 fs) switching simulations (50 step with 0.5 fs time step, W50 ).
The combination of the MM[FM] approach with non-equilibrium work switches results in the
highest overlap (21.4%, Fig. 6.3d). By comparison, using MM[C22(CMAP)] with the W50
switching protocol yielded a significantly lower overlap of only 4.7% (Fig. 6.3c). The resulting
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free energy corrections ∆AMM→DFTB3 for the two low levels of theory, using equilibrium and
non-equilibrium techniques, are summarized in Table 6.1.
Remarkably, gauged against our overlap/convergence criteria the use of short nonequilibrium switches (W50 ) between MM[C22(CMAP)] and DFTB3 performs worse than
using MM[FM] and DFTB3 in combination with forward / backward energy differences (cf.
Figs 6.3b and c). This strongly indicates that, although choosing a better one-sided method
(e.g., JAR) can provide critical improvement when encountering poor overlap between levels
of theory, selecting the “right” low level of theory will have an equally, if not stronger,
MM[C22(CMAP)]

influence. Further, the standard deviation of W50 for MM[C22(CMAP)] (σW50
MM[C22(CMAP)]

1.93 kcal/mol) is almost half of σ∆U

MM[C22(CMAP)]

bias measure threshold (ΠW50

=

, but still falls just below the recommended

= 0.44 < 0.50). The standard deviation of W50 for

FM
MM[FM] (σW
= 1.41 kcal/mol) is slightly reduced, and the associated bias measure (ΠFWM
50
50

= 1.69) is dramatically improved.
Table 6.1: Results from various free energy methods to compute the MM to DFTB3 free energy correction
for serine dipeptide in gas phase. All values are in units of kcal/mol, and ∆AMM→DFTB3 values have been
offset for clarity by +18, 500 and +19, 800 kcal/mol for MM[C22(CMAP)] and MM[FM], respectively).
The columns labeled ‘s’ represent the standard deviation estimate obtained from the aforementioned block
averaging procedure (i.e., generating statistics by breaking data sets up into blocks of ten).

∆AMM→DFTB3
FEPa
BARb
JAR50c
JAR100d
CRO50e
CRO100f
a Obtained
b Obtained
c Obtained
d Obtained
e Obtained
f Obtained

using
using
using
using
using
using

100,000
100,000
100,000
100,000
100,000
100,000

MM[C22(CMAP)]

s

MM[FM]

s

-45.22
-46.65
-46.82
-46.62
-46.66
-46.67

0.25
0.12
0.19
0.16
0.09
0.08

-6.43
-6.66
-6.82
-6.77
-6.66
-6.66

0.09
0.06
0.10
0.08
0.06
0.06

MM snapshots
MM snapshots and 20,000 DFTB3 snapshots
MM→DFTB3 W50 switching simulations
MM→DFTB3 W100 switching simulations
MM→DFTB3 and 20,000 DFTB3→MM W50 switching simulations
MM→DFTB3 and 20,000 DFTB3→MM W100 switching simulations

From these ∆U and W values, a variety of methods can be used to compute ∆AMM→DFTB3
(e.g, FEP, JAR, BAR, and CRO). Reviewing the results for ∆AMM→DFTB3 clearly reflects
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the expected failure of FEP to generate any meaningful result (off by about 2.5kB T ) when
choosing MM[C22(CMAP)] as the MM level of theory. Somewhat surprisingly, the FEP
results using MM[FM] are possibly adequate, falling within 0.5kB T of the true result. Results
obtained with JAR50 and JAR100 (50/100 step switches with 0.5 fs timestep), although
similar in accuracy, differ significantly in standard deviation and thus again point to the
MM[FM] result as the more reliable of the two. Results obtained with BAR demonstrate
strong agreement to those found for the CRO50 and CRO100 switches, though the BAR
result for MM[C22(CMAP)] clearly has a larger standard deviation.
To demonstrate the effectiveness of the intramolecular FM procedure in correcting “soft”
degrees of freedom, we re-examine the problematic Ser dihedrals (Fig. S1), as previously
demonstrated in Ref.39.

Looking at the φ, ψ (Fig. S2a) and χ1 (Fig. S2b) plots, we

see that the mismatch between MM[C22(CMAP)] and DFTB3 is fairly dramatic, with
MM[C22(CMAP)] having a global conformational minimum around (φ, ψ, χ1 )=(-160◦ , 165◦ ,
-170◦ ) versus DFTB3 with the minimum at (φ, ψ, χ1 )=(-80◦ , 80◦ , 55◦ ). The MM[FM]
generated plots, on the other hand, show both conformational minima of interest, and, thus,
appreciably more configurational overlap with DFTB3 is expected.
6.4

Conclusions

In this study, we described the development and implementation of a straightforward
procedure for “improving” classical force field parameters. This FM based procedure utilizes
QM or SQM forces as the target to produce a modified classical force field (e.g., CHARMM
topology and parameters). This new FM technique was applied to two test cases that
are representative of the problems associated with efficiently and effectively utilizing the
indirect thermodynamic cycle for QM/MM free energy simulations; i.e., converging free
energy simulations between “low” (i.e., classical, MM) and “high” (i.e., quantum, QM)
levels of theory (i.e., ∆AMM→QM ).
The results from these initial, proof-of-concept, test cases clearly establish the usefulness
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of FM techniques for enhancing conformational overlap between levels of theory. Even though
high level probabilities and energetics were not perfectly captured, the MM[FM] ensemble
significantly improved sampling in the relevant regions of DFTB3’s conformational space.
Further, the improved accuracy and precision of the MM[FM] parameters increased the
efficiency of reweighting techniques (e.g., NBB 32 ) and possibly make FEP a viable option.
Ultimately, the combination of MM[FM] with non-equilibrium work techniques appears to
be a very promising and robust approach.
Take note, in most practical applications of FM approaches, parameter transferability is
abandoned. This means that, as demonstrated with the gas-phase test cases presented, FM
can allow for better reproduction of gas phase dynamics. However, this does not necessarily
mean that gas phase FM parameters would be appropriate for all situations (i.e., reproducing
condensed phase properties). This is exemplified in the discussion of Ref. 234, where it was
noted that in order to properly model solution phase properties, the gas phase description
deteriorated. Questions of best practice regarding how well FM parameters perform in
changing environments will be addressed in a follow up publication.
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7

Concluding Remarks

Throughout this work, many significant approaches for computing QM/MM free energies
indirectly have been presented. Although the QM-NBB method (Chapters 2 & 3) presents a
significant contribution to equilibrium methodologies for computing free energy differences
between levels of theory, it, unfortunately, suffers the same pitfalls as most other equilibrium
methods (i.e., the poor configurational overlap between high and low levels of theory). As
shown in Chapter 5, it is virtually impossible to “cheat” the need to compute rigorous
corrections in the indirect approach. The incorporation of NEW methods (Chapter 4) in
computing free energy differences between levels of theory is a promising improvement over
standard equilibrium techniques. This is not without drawbacks though, as dissimilarity in
conformational degrees of freedom make the convergence of NEW approaches a challenge.
In Chapter 6, it is shown that by constructing a classical force field in a manner that
guarantees improved configurational overlap between high and low levels of theory (e.g.,
using a force field based on force matching to the target high level of theory), it is possible
to make equilibrium methods viable again. One of the key findings in that study is the
fact that the best gains to overlap are found when utilizing a “better” low level of theory, as
opposed to implementing a better method such as NEW with JAR. However, the best results
were obtained when using both NEW and force matching to reparameterize the classical force
field.
The next logical steps in this research is to start considering extending the force matching
methodology to include fitting intermolecular interactions 301 , as well as applying force
matching to more complicated potentials (e.g., reparameterizing SQM and DFTB based
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methods 289–291 ) to perform indirect free energy calculations.

Other future aspects to

consider are the ways to expedite NEW switching simulations between levels of theory (e.g.,
incorporating the hybrid differential relaxation algorithm 302 ). One particularly promising
avenue of interest is the application of NEW approaches to classically reactive force fields,
where deficits in bond breaking/formation can be readily corrected in NEW switching
simulations. 303
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Alchemical free energy

calculations and multiple conformational substates. J. Chem. Phys., 122:084109, 2005.
143

[126] David L. Mobley, Ken A. Dill, and John D. Chodera.

Treating entropy and

conformational changes in implicit solvent simulations of small molecules. J. Phys.
Chem. B, 112:938–946, 2008.
[127] B.R. Brooks, C.L. Brooks III, A.D. Mackerell Jr., L. Nilsson, R.J. Petrella, B. Roux,
Y. Won, G. Archontis, C. Bartels, S. Boresch, A. Caflisch, L. Caves, Q. Cui, A.R.
Dinner, M. Feig, S. Fischer, J. Gao, M. Hodoscek, W. Im, K. Kuczera, T. Lazaridis,
J. Ma, V. Ovchinnikov, E. Paci, R.W. Pastor, C.B. Post, J.Z. Pu, M. Schaefer,
B. Tidor, R.M. Venable, H.L. Woodcock, X. Wu, W. Yang, D.M. York, and M. Karplus.
CHARMM: The Biomolecular Simulation Program. J. Comput. Chem., 30(10, Sp. Iss.
SI):1545–1614, 2009.
[128] Bernard R. Brooks, Robert E. Bruccoleri, Barry D. Olafson, David J. States,
S. Swaminathan, and Martin Karplus. CHARMM: A program for macromolecular
energy, minimization and dynamics calculations. J. Comput. Chem., 4:187–217, 1983.
[129] A D MacKerell, D Bashford, M Bellott, R L Dunbrack, J D Evanseck, M J Field,
S Fischer, J Gao, H Guo, S Ha, D Joseph-McCarthy, L Kuchnir, K Kuczera, F T K
Lau, C Mattos, S Michnick, T Ngo, D T Nguyen, B Prodhom, W E Reiher, B Roux,
M Schlenkrich, J C Smith, R Stote, J Straub, M Watanabe, J Wiorkiewicz-Kuczera,
D Yin, and M Karplus. All-atom empirical potential for molecular modeling and
dynamics studies of proteins. J. Phys. Chem. B, 102:3586, 1998.
[130] Yihan Shao, Laszlo Fusti Molnar, Yousung Jung, Joerg Kussmann, Christian
Ochsenfeld, Shawn T. Brown, Andrew T. B. Gilbert, Lyudmila V. Slipchenko,
Sergey V. Levchenko, Darragh P. O’Neill, Robert A. DiStasio, Jr., Rohini C. Lochan,
Tao Wang, Gregory J. O. Beran, Nicholas A. Besley, John M. Herbert, Ching Yeh Lin,
Troy Van Voorhis, Siu Hung Chien, Alex Sodt, Ryan P. Steele, Vitaly A. Rassolov,
Paul E. Maslen, Prakashan P. Korambath, Ross D. Adamson, Brian Austin, Jon Baker,
Edward F. C. Byrd, Holger Dachsel, Robert J. Doerksen, Andreas Dreuw, Barry D.
144

Dunietz, Anthony D. Dutoi, Thomas R. Furlani, Steven R. Gwaltney, Andreas Heyden,
So Hirata, Chao-Ping Hsu, Gary Kedziora, Rustam Z. Khalliulin, Phil Klunzinger,
Aaron M. Lee, Michael S. Lee, WanZhen Liang, Itay Lotan, Nikhil Nair, Baron Peters,
Emil I. Proynov, Piotr A. Pieniazek, Young Min Rhee, Jim Ritchie, Edina Rosta,
C. David Sherrill, Andrew C. Simmonett, Joseph E. Subotnik, H. Lee Woodcock, III,
Weimin Zhang, Alexis T. Bell, Arup K. Chakraborty, Daniel M. Chipman, Frerich J.
Keil, Arieh Warshel, Warren J. Hehre, Henry F. Schaefer, III, Jing Kong, Anna I.
Krylov, Peter M. W. Gill, and Martin Head-Gordon.

Advances in methods and

algorithms in a modern quantum chemistry program package. Phys. Chem. Chem.
Phys., 8(27):3172–3191, 2006.
[131] H Lee Woodcock, Milan Hodoscek, Andrew T B Gilbert, Peter M W Gill, Henry F
Schaefer, and Bernard R Brooks. Interfacing Q-Chem and CHARMM to Perform
QM/MM Reaction Path Calculations. J. Comput. Chem., 28(9):1485–1502, jul 2007.
[132] David A. Pearlman. A comparison of alternative approaches to free energy calculations.
J. Phys. Chem., 98:1487–1493, 1994.
[133] Stefan Boresch and Martin Karplus.

The role of bonded terms in free energy

simulations: 1. theoretical analysis. J. Phys. Chem. A, 103:103–118, 1999.
[134] B. L. Tembe and J. A. McCammon. Ligand-receptor interactions. Comput. Chem.,
8:281–283, 1984.
[135] H. Lee Woodcock, Benjamin T. Miller, Milan Hodoscek, Asim Okur, Joseph D. Larkin,
Jay W. Ponder, and Bernard R. Brooks. MSCALE: A General Utility for Multiscale
Modeling. J. Chem. Theory Comput., 7(4):1208–1219, APR 2011.
[136] Stefan Boresch and Martin Karplus.

The role of bonded terms in free energy

simulations. 2. calculation of their influence on free energy differences of solvation.
J. Phys. Chem. A, 103:119–136, 1999.
145

[137] W. G. Hoover. Canonical dynamics: Equilibrium phase-space distributions. Phys. Rev.
A, 31:1695–1697, 1985.
[138] Ulrich Essmann, Lalith Perera, Max L. Berkowitz, Tom Darden, Hsing Lee, and Lee G.
Pedersen. A smooth particle mesh Ewald method. J. Chem. Phys., 103:8577–8593,
1995.
[139] Michael S. Lee, Michael Feig, Freddie R. Salsbury, and Charles L. Brooks, III. New
analytic approximation to the standard molecular volume definition and its application
to generalized born calculations. J. Comput. Chem., 23:1348–1356, 2003.
[140] Yan Zhao and Donald G Truhlar. The M06 suite of density functionals for main group
thermochemistry, thermochemical kinetics, noncovalent interactions, excited states,
and transition elements: two new functionals and systematic testing of four M06-class
functionals and 12 other function. Theor. Chem. Acc., 120:215–241, 2007.
[141] Axel D. Becke. A new mixing of hartree-fock and local-density-functional theories. J.
Chem. Phys., 98:1372–7, 1993.
[142] Chengteh Lee, Weitao Yang, and Robert G. Parr. Development of the colle-salvetti
correlation-energy formula into a functional of the electron density. Phys. Rev. B,
37:785–9, 1988.
[143] Aleksandr V. Marenich, Christopher J. Cramer, and Donald G. Truhlar. Universal
solvation model based on solute electron density and on a continuum model of the
solvent defined by the bulk dielectric constant and atomic surface tensions. J. Phys.
Chem. B, 113:6378–6396, 2009.
[144] M. S. Gordon and M. W. Schmidt. Advances in electronic structure theory: GAMESS
a decade later. In C. E. Dykstra, G. Frenking, K. S. Kim, and G. E. Scuseria, editors,
Theory and Applications of Computational Chemistry: the first forty years, pages 1167–
1189. Elsevier, Amsterdam, 2005.
146

[145] Aleksandr V. Marenich, Christopher J. Cramer, and Donald G. Truhlar. Universal
solvation model based on the generalized born approximation with asymmetric
descreening. J. Chem. Theory Comput., 5:2447–2468, 2009.
[146] Aleksandr V. Marenich, Christopher J. Cramer, and Donald G. Truhlar. Generalized
Born Solvation Model SM12. J. Chem. Theory Comput., 9:609–620, 2013.
[147] Alessandra Villa and Alan E. Mark. Calculation of the free energy of solvation for
neutral analogs of amino acid side chains. J. Comput. Chem., 23:548–553, 2002.
[148] Y Q Deng and B Roux. Hydration of amino acid side chains: Nonpolar and electrostatic
contributions calculated from staged molecular dynamics free energy simulations with
explicit water molecules. J. Phys. Chem. B, 108:16567–16576, 2004.
[149] K. Vanommeslaeghe, E. Hatcher, C. Acharya, S. Kundu, S. Zhong, J. Shim, E. Darian,
O. Guvench, P. Lopes, I. Vorobyov, and A. D. Mackerell. Charmm general force field:
A force field for drug-like molecules compatible with the charmm all-atom additive
biological force fields. J. Comput. Chem., 31(4):671–690, 2010.
[150] Robert B. Best, Xiao Zhu, Jihyun Shim, Pedro E. M. Lopes, Jeetain Mittal, Michael
Feig, and Alexander D. MacKerell. Optimization of the additive charmm all-atom
protein force field targeting improved sampling of the backbone φ, ψ and side-chain χ1
and χ2 dihedral angles. J. Chem. Theory Comput., 8(9):3257–3273, 2012.
[151] D. L. Beveridge and F. M. DiCapua. Free energy via molecular simulation: A primer.
In Wilfred. F. van Gunsteren and Paul K. Weiner, editors, Computer Simulation of
Biomolecular Systems, pages 1–26. ESCOM Science, Leiden, 1989.
[152] A. Ben-Naim and Y. J. Marcus. Solvation thermodynamics of nonionic solutes. J.
Chem. Phys., 81:2016–2027, 1984.
[153] Ching Yeh Lin, Andrew T. B. Gilbert, and Peter M. W. Gill. Calculating molecular

147

vibrational spectra beyond the harmonic approximation. Theor. Chem. Acc., 120:23–
35, 2007.
[154] David L. Mobley, Christopher I. Bayly, Matthew D. Cooper, Michael R. Shirts, and
Ken A. Dill. Small molecule hydration free energies in explicit solvent: An extensive
test of fixed-charge atomistic simulations. J. Chem. Theory Comput., 5(2):350–358,
2009.
[155] Robert W Zwanzig. High-Temperature Equation of State by a Perturbation Method.
II. Polar Gases. J. Chem. Phys., 23(10):1915–1922, 1955.
[156] Michael Shirts, Eric Bair, Giles Hooker, and Vijay Pande. Equilibrium Free Energies
from Nonequilibrium Measurements Using Maximum-Likelihood Methods. Phys. Rev.
Lett., 91(14):140601, 2003.
[157] Benoı̂t Roux.

The calculation of the potential of mean force using computer

simulations. Comp. Phys. Comm., 91:275–282, 1995.
[158] Alan M. Ferrenberg and Robert H. Swendsen. Optimized monte carlo data analysis.
Phys. Rev. Lett., 63(12):1195–1198, 1989.
[159] Shankar Kumar, Djamal Bouzida, Robert H. Swendsen, Peter A. Kollman, and John M.
Rosenberg. The weighted histogram analysis method for free-energy calculations on
biomolecules. I. the method. J. Comput. Chem., 13:1011–1021, 1992.
[160] R. Czerminski and R. Elber. Reaction path study of conformational transitions in
flexible systems: Applications to peptides. J. Chem. Phys., 92:5580–5601, 1990.
[161] Ryszard Czerminski and Ron Elber. Self-avoiding walk between two fixed points as a
tool to calculate reaction paths in large molecular systems. Int. J. Quantum Chem.,
38(S24):167–185, 1990.
[162] R. Elber and M. Karplus. A method for determining reaction paths in large molecules:
Application to myoglobin. Chem. Phys. Lett., 139:375–380, 1987.
148

[163] Weinan E, Weiqing Ren, and Eric Vanden-Eijnden. Simplified and improved string
method for computing the minimum energy paths in barrier-crossing events. J. Chem.
Phys., 126(16):164103, 2007.
[164] Weiqing Ren, Eric Vanden-Eijnden, Paul Maragakis, and Weinan E.

Transition

pathways in complex systems: Application of the finite-temperature string method
to the alanine dipeptide. J. Chem. Phys., 123(13):134109, 2005.
[165] Luca Maragliano, Alexander Fischer, Eric Vanden-Eijnden, and Giovanni Ciccotti.
String method in collective variables: minimum free energy paths and isocommittor
surfaces. J. Chem. Phys., 125(2):24106, 2006.
[166] Wolfgang Quapp. Finding the transition state without initial guess: the growing
string method for Newton trajectory to isomerization and enantiomerization reaction
of alanine dipeptide and poly(15)alanine. J. Comput. Chem., 28(11):1834–1847, 2007.
[167] Weinan E, Weiqing Ren, and Eric Vanden-Eijnden. String method for the study of
rare events. Phys. Rev. B, 66(5):052301, 2002.
[168] Albert C Pan, Deniz Sezer, and Benoı̂t Roux. Finding transition pathways using the
string method with swarms of trajectories. J. Phys. Chem. B, 112(11):3432–3440, 2008.
[169] Albert C Pan and Benoı̂t Roux. Building Markov state models along pathways to
determine free energies and rates of transitions. J. Chem. Phys., 129(6):064107, 2008.
[170] Eric Vanden-Eijnden. Some recent techniques for free energy calculations. J. Comput.
Chem., 30(11):1737–1747, 2009.
[171] Weinan E, Weiqing Ren, and Eric Vanden-Eijnden. Finite temperature string method
for the study of rare events. J. Phys. Chem. B, 109(14):6688–6693, 2005.
[172] Elena F Koslover and David J Wales. Comparison of double-ended transition state
search methods. J. Chem. Phys., 127(13):134102, 2007.
149

[173] Joanne M Carr, Semen A Trygubenko, and David J Wales. Finding pathways between
distant local minima. J. Chem. Phys., 122(23):234903, 2005.
[174] David J. Wales. Energy landscapes: calculating pathways and rates. Int. Rev. Phys.
Chem., 25(1-2):237–282, 2006.
[175] Semen A Trygubenko and David J Wales. Analysis of cooperativity and localization
for atomic rearrangements. J. Chem. Phys., 121(14):6689–97, 2004.
[176] L. Cao, C. Lv, and Wei Yang. Hidden Conformation Events in DNA Base Extrusions:
A Generalized-Ensemble Path Optimization and Equilibrium Simulation Study. J.
Chem. Theory Comput., 9(8):3756–3768, 2013.
[177] Denis Jacquemin, Benedetta Mennucci, and Carlo Adamo. Excited-state calculations
with TD-DFT: from benchmarks to simulations in complex environments. Phys. Chem.
Chem. Phys., 13(38):16987–16998, 2011.
[178] M E Casida and M. Huix-Rotllant. Progress in time-dependent density-functional
theory. Annu. Rev. Phys. Chem., 63(1):287–323, 2012.
[179] Aron J. Cohen, Paula Mori-Sánchez, and Weitao Yang.

Challenges for density

functional theory. Chem. Rev., 112(1):289–320, 2012.
[180] Christopher J Cramer and Donald G Truhlar. Density functional theory for transition
metals and transition metal chemistry. Phys. Chem. Chem. Phys., 11(46):10757–10816,
2009.
[181] Stefan Grimme. Density functional theory with London dispersion corrections. Wiley
Interdiscip. Rev. Comput. Mol. Sci., 1(2):211–228, 2011.
[182] Wolfgang Hieringer and Andreas Görling. Reply to Comment on ’Failure of timedependent density functional methods for excitations in spatially separated systems’
by Andreas Dreuw and Martin Head-Gordon. Chem. Phys. Lett., 426(1–3):234–236,
2006.
150

[183] Graeme Henkelman and Hannes Jónsson. Improved tangent estimate in the nudged
elastic band method for finding minimum energy paths and saddle points. J. Chem.
Phys., 113(22):9978, 2000.
[184] H. Lee Woodcock, Milan Hodoscek, Paul Sherwood, Yong S Lee, Henry F. Schaefer
III, and Bernard R Brooks. Exploring the quantum mechanical/molecular mechanical
replica path method: a pathway optimization of the chorismate to prephenate Claisen
rearrangement catalyzed by chorismate mutase.

Theor. Chem. Accounts Theory,

Comput. Model. (Theoretica Chim. Acta), 109(3):140–148, 2003.
[185] Jhih-Wei Chu, Bernhardt L. Trout, and Bernard R. Brooks.
minimization scheme for the nudged elastic band method.

A super-linear
J. Chem. Phys.,

119(24):12708, 2003.
[186] H Lee Woodcock, Milan Hodoscek, and Bernard R Brooks. Exploring SCC-DFTB
paths for mapping QM/MM reaction mechanisms. J. Phys. Chem. A, 111(26):5720–
5728, 2007.
[187] Semen A Trygubenko and David J Wales. A doubly nudged elastic band method for
finding transition states. J. Chem. Phys., 120(5):2082–2094, 2004.
[188] Baron Peters, Andreas Heyden, Alexis T Bell, and Arup Chakraborty. A growing string
method for determining transition states: comparison to the nudged elastic band and
string methods. J. Chem. Phys., 120(17):7877–7886, 2004.
[189] Anthony Goodrow, Alexis T Bell, and Martin Head-Gordon.

Development and

application of a hybrid method involving interpolation and ab initio calculations for
the determination of transition states. J. Chem. Phys., 129(17):174109, 2008.
[190] Daniel Sheppard, Rye Terrell, and Graeme Henkelman. Optimization methods for
finding minimum energy paths. J. Chem. Phys., 128(13):134106, 2008.
[191] Anthony Goodrow, Alexis T Bell, and Martin Head-Gordon. Transition state-finding
151

strategies for use with the growing string method. J. Chem. Phys., 130(24):244108,
2009.
[192] Anthony Goodrow, Alexis T Bell, and Martin Head-Gordon. A Strategy for Obtaining
a More Accurate Transition State Estimate Using the Growing String Method. Chem.
Phys. Lett., 484(4-6):392–398, 2010.
[193] Wolfgang Quapp and Josep Maria Bofill. A comment to the nudged elastic band
method. J. Comput. Chem., 31(13):2526–2531, 2010.
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Adèle D. Laurent, Keith V. Lawler, Sergey V. Levchenko, Ching Yeh Lin, Fenglai Liu,
Ester Livshits, Rohini C. Lochan, Arne Luenser, Prashant Manohar, Samuel F. Manzer,
Shan-Ping Mao, Narbe Mardirossian, Aleksandr V. Marenich, Simon A. Maurer,
Nicholas J. Mayhall, Eric Neuscamman, C. Melania Oana, Roberto Olivares-Amaya,
Darragh P. O’Neill, John A. Parkhill, Trilisa M. Perrine, Roberto Peverati, Alexander
Prociuk, Dirk R. Rehn, Edina Rosta, Nicholas J. Russ, Shaama M. Sharada, Sandeep
Sharma, David W. Small, Alexander Sodt, Tamar Stein, David Stück, Yu-Chuan Su,
Alex J.W. Thom, Takashi Tsuchimochi, Vitalii Vanovschi, Leslie Vogt, Oleg Vydrov,
Tao Wang, Mark A. Watson, Jan Wenzel, Alec White, Christopher F. Williams, Jun
Yang, Sina Yeganeh, Shane R. Yost, Zhi-Qiang You, Igor Ying Zhang, Xing Zhang,
Yan Zhao, Bernard R. Brooks, Garnet K.L. Chan, Daniel M. Chipman, Christopher J.
Cramer, William A. Goddard, Mark S. Gordon, Warren J. Hehre, Andreas Klamt,
Henry F. Schaefer, Michael W. Schmidt, C. David Sherrill, Donald G. Truhlar, Arieh
Warshel, Xin Xu, Alán Aspuru-Guzik, Roi Baer, Alexis T. Bell, Nicholas A. Besley,
Jeng-Da Chai, Andreas Dreuw, Barry D. Dunietz, Thomas R. Furlani, Steven R.
Gwaltney, Chao-Ping Hsu, Yousung Jung, Jing Kong, Daniel S. Lambrecht, WanZhen
Liang, Christian Ochsenfeld, Vitaly A. Rassolov, Lyudmila V. Slipchenko, Joseph E.
Subotnik, Troy Van Voorhis, John M. Herbert, Anna I. Krylov, Peter M.W. Gill, and
Martin Head-Gordon. Advances in Molecular Quantum Chemistry Contained in the
Q-Chem 4 Program Package. Mol. Phys., 113(2):184–215, jan 2015.
[237] Xiangyu Jia, Meiting Wang, Yihan Shao, Gerhard Konig, Bernard R. Brooks, John
Z. H. Zhang, and Ye Mei. Calculations of Solvation Free Energy through Energy
Reweighting from Molecular Mechanics to Quantum Mechanics. J. Chem. Theory
Comput., 12(2):499–511, feb 2016.
[238] Meiting Wang, Pengfei Li, Xiangyu Jia, Wei Liu, Yihan Shao, Wenxin Hu, Jun Zheng,
158

Bernard R. Brooks, and Ye Mei. Efficient strategy for the calculation of solvation free
energies in water and chloroform at the quantum mechanical/molecular mechanical
level. J. Chem. Inf. Model., 57:2476–2489, oct 2017.
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