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We provide an analytic solution to the first-passage time (FPT) problem of a piecewise-smooth
stochastic model, namely Brownian motion with dry friction, using two different but closely related
approaches which are based on eigenfunction decompositions on the one hand and on the backward
Kolmogorov equation on the other. For the simple case containing only dry friction, a phase transi-
tion phenomenon in the spectrum is found which relates to the position of the exit point, and which
affects the tail of the FPT distribution. For the model containing as well a driving force and viscous
friction the impact of the corresponding stick-slip transition and of the transition to ballistic exit
is evaluated quantitatively. The proposed model is one of the very few cases where FPT properties
are accessible by analytical means.
PACS numbers: 02.50.–r, 05.40.–a, 46.55.+d, 46.65.+g
I. INTRODUCTION
The study of first-passage time (FPT) problems has a
very long tradition with its roots in the first half of the
last century by the seminal study of Kramers on chemi-
cal kinetics [1] (see also Ref. [2] for an excellent review).
While FPT problems originated in physical chemistry
concepts of this type have turned out to be relevant in
diverse disciplines, like mathematical finance [3], biolog-
ical modelling [4], complex media [5], and others. In an
abstract setting the FPT is defined as the time when a
stochastic process, often governed by a stochastic differ-
ential equation (SDE), exits a given region for the first
time. Beyond the classical setup problems of this type are
relevant in different subjects. Renewed interest in FPT
problems has been triggered by studies to characterize
large deviation properties, extreme events, and nonequi-
librium processes in many particle systems (see, e.g.,
Refs. [6, 7]). FPT problems are normally nontrivial to
solve and a deeper analytical understanding of FPT prop-
erties, e.g., the dependence on parameters of the system
is often hampered by the lack of analytically tractable
model systems. There exists a vast literature about this
topic, whereby applications often require the application
of numerical tools. Various simple model systems can be
handled by analytical means. Among those are the pure
diffusion process [8], the Brownian motion with constant
drift [9], to some extent the Ornstein-Uhlenbeck process
[10, 11] and Bessel processes [12, 13]. It is one aim of
the present study to provide analytic insight into a FPT
problem which has some relevance for the phenomeno-
logical description of friction processes often used in the
engineering context.
Dynamical systems with discontinuities are frequently
used for the phenomenological modelling in engineering
science. The impact of such discontinuities on dynami-
cal behavior has attracted recently considerable attention
from the general dynamical systems point of view (see,
e.g., Ref. [14]). While the general mathematical theory
as well as the theory of corresponding stochastic mod-
els is still incomplete, models of such a type have been
used successfully in the engineering context for decades.
The most prominent examples are dry friction processes,
which themselves are not fully understood from the mi-
croscopic point of view (see, e.g., Ref [15]). Here we
want to go beyond the deterministic dynamical systems
setup and intend to study the interrelation between noise
and discontinuities, in particular, with regards to FPT
problems. We aim at an analytic investigation of a sim-
ple piecewise-smooth stochastic model. While some ex-
act results for the propagator of a few simple piecewise-
constant or piecewise-linear SDEs have been known (see
for instance Refs. [16–19]), exact results for the FPT
problems of piecewise-smooth SDEs are to the best of
our knowledge not available in the literature.
To investigate the effect of discontinuities on a FPT
problem we take as a motivation Brownian motion with
dry (also called solid or Coulomb) friction [20, 21]. We
consider for our analytic investigations a paradigmatic
model system, the phenomenological description of a par-
ticle subjected to dry and viscous friction, noise, and a
static driving force, resulting in a piecewise-linear SDE
v˙(t) = −µσ(v(t)) − γv(t) + b +
√
Dξ(t). (1)
Here σ(v), denoting the sign of v, represents the dry fric-
tion force with coefficient µ > 0, γ ≥ 0 denotes the vis-
cous friction coefficient, b is a constant biased force and
D > 0 is the strength of the Gaussian white noise ξ(t)
characterized by
〈ξ(t)〉 = 0, 〈ξ(t)ξ(t′)〉 = 2δ(t− t′). (2)
The notation 〈· · · 〉 stands for the average over all possible
realizations of the noise. Physically, this model describes
the velocity of a solid object of unit mass sliding over an
inclined surface with dry and viscous friction. Since the
motion of two solid objects over each other is a ubiquitous
problem in nature, the dry friction model (1) is impor-
tant to understand the underlying dynamics of the mo-
tion. Mathematically, Eq. (1) is a piecewise-linear SDE,
which allows us to obtain analytic results. For instance,
expressions for the propagator can be derived analytically
2by using spectral decomposition methods [17] or Laplace
transforms [18]. In particular the propagator of the pure
dry friction case (also called Brownian motion with two-
valued drift, i.e., Eq. (1) with γ = b = 0) is available in
closed analytic form (see, e.g., Refs. [16, 17, 22]). The
weak-noise limit of the model (1) has also been studied
in detail by using a path integral approach [23–25]. As
a piecewise-smooth SDE [19, 25], Eq. (1) shows many
interesting features such as stick-slip transitions [23, 24]
and a noise-dependent decay of correlation functions [17].
Some of these features have also been shown experimen-
tally in Refs. [26–29].
Hence, for such a paradigmatic model it is obvious to
have a closer look at the corresponding FPT problem,
which is the purpose of this paper. In our investigation
we consider the exit from a semi-infinite escape inter-
val (a,∞). We can confine the analysis to negative exit
points, i.e., a < 0. Otherwise, for a ≥ 0 the discontinuity
at v = 0 will not enter the FPT problem and we are left
with the well known FPT problem of Brownian motion
with constant drift (γ = 0) [9] or the Ornstein-Uhlenbeck
process (γ 6= 0) [30], respectively.
We address the FPT problem for Eq. (1) by solving
a corresponding Fokker-Planck equation via a spectral
decomposition method on the one hand, and by solving
a corresponding backward Kolmogorov equation on the
other (see, e.g., Refs. [31, 32]). To keep the presentation
self-contained these two methods will be briefly revis-
ited in Section II. In Section III, we apply these methods
to solve the seemly trivial case without viscous friction
(γ = 0) and without bias (b = 0), i.e., the pure dry fric-
tion case. This simple example already shows a phase
transition phenomenon in the spectrum which is related
to the position of the exit point. Thereafter, in Section
IV the distribution of the FPT is derived for the model
including viscous friction and external force. Here the
focus will be on the stick-slip transition and a transition
to ballistic exit. Results are summarized in Section V.
II. REMARKS ON THE FPT PROBLEM
The approach to FPT problems is well documented in
the literature, and suitable expositions can be found in
standard textbooks, e.g., Ref. [31]. Here we just sum-
marize the essential ideas not only for the convenience
of the reader but also to address the few technical issues
related to piecewise-smooth drifts. We will focus on the
Langevin equation
v˙ = −Φ′(v) + ξ(t), (3)
where the potential Φ(v) is smooth everywhere apart
from v = 0 and its derivative may have a discontinuity.
In particular we will compare and contrast two different
but closely related approaches based on eigenfunction de-
compositions on the one hand and on the backward Kol-
mogorov equation on the other.
A. Spectral decomposition
If one considers the stochastic dynamics according to
Eq. (3) on the interval (a,∞) it is well known that the
corresponding distribution of the FPT for orbits starting
at v(0) = v0 ∈ (a,∞) is given by (see Ref. [31])
f(T, v0) = − ∂
∂T
∫ ∞
a
p(v, T |v0, 0)dv, (4)
where the propagator p(v, t|v0, 0) satisfies the corre-
sponding Fokker-Planck equation
∂
∂t
p(v, t|v0, 0) = ∂
∂v
[Φ′(v)p(v, t|v0, 0)] + ∂
2
∂v2
p(v, t|v0, 0)
(5)
with an initial condition
p(v, 0|v0, 0) = δ(v − v0), (6)
an absorbing boundary condition at the left interval end-
point
p(a, t|v0, 0) = 0, (7)
and a reflecting boundary, i.e., a vanishing probability
current at infinity. To get the solution p(v, t|v0, 0) we
follow a spectral decomposition method for piecewise-
smooth systems used, e.g., in Ref. [17], and first solve
the associated eigenvalue problem of Eqs. (5)–(7)
−ΛuΛ(v) = [Φ′(v)uΛ(v)]′ + u′′Λ(v) (8)
with the (formal) boundary conditions
uΛ(a) = 0, [Φ
′(v)uΛ(v) + u
′
Λ(v)]|v→∞ = 0. (9)
Since we are here concerned with the piecewise-smooth
potential Φ(v), we have to solve Eq. (8) on the two do-
mains v > 0 and v < 0, respectively, and have to apply
suitable matching conditions, i.e.,
uΛ(0−) = uΛ(0+) (10)
coming from the continuity of the eigenfunction and
Φ′(0−)uΛ(0−) + u′Λ(0−) = Φ′(0+)uΛ(0+) + u′Λ(0+)
(11)
from the continuity of the probability current in Eq. (5).
As in the standard case of Fokker-Planck equations with
reflecting boundary conditions the eigenfunctions of the
Fokker-Planck operator and the eigenfunctions of the for-
mally adjoint problem are related to each other by an ex-
ponential factor containing the potential Φ(v). Further-
more, both types of eigenfunctions are mutually orthog-
onal sets and thus result in the orthogonality relations
∫ ∞
a
uΛm(v)uΛn(v)e
Φ(v)dv = ZΛnδmn, (12)∫ ∞
a
uΛ(v)uΛ′(v)e
Φ(v)dv = ZΛδ(Λ− Λ′), (13)
3depending on whether the eigenvalue is contained in the
discrete or the continuous part of the spectrum. These
conditions implicitly take the reflecting boundary at in-
finity into account. Furthermore, it is worth mentioning
that the reasoning for Fokker-Planck equations with re-
flecting boundary conditions can be also applied to map
the eigenvalue problem to a formally Hermitian positive
operator (see Refs. [31, 32]). Thus, all eigenvalues are
positive, in particular they are real. Finally, the solution
of Eq. (5) is given by (see, e.g., Ref. [33] for an accessible
account on the completeness of the spectrum)
p(v, t|v0, 0) = eΦ(v0)
(∑
n
uΛn(v0)uΛn(v)e
−Λnt/ZΛn
+
∫
uΛ(v0)uΛ(v)e
−Λt/ZΛdΛ
)
, (14)
where the sum is taken over the discrete eigenvalues and
the integral is taken over the continuous part of the spec-
trum. The normalization factors ZΛn and ZΛ are deter-
mined by Eqs. (12) and (13), respectively.
B. Backward Kolmogorov equation
The propagator p(v, t|v0, 0), which determines the
FPT distribution (4), obeys the backward Kolmogorov
equation [32] with absorbing boundary condition at v0 =
a and reflecting boundary condition at infinity. Hence
the FPT distribution obeys the backward Kolmogorov
equation as well, i.e.,
∂
∂T
f(T, v0) = −Φ′(v0) ∂
∂v0
f(T, v0) +
∂2
∂v20
f(T, v0) (15)
with initial condition
f(0, v0) = 0 for v0 > a. (16)
The two boundary conditions, i.e., Eq. (7) and vanishing
probability current at infinity, translate into
f(T, v0 → a) = δ(T ) (17)
at the left interval endpoint, and into
∂
∂v0
f(T, v0 →∞) = 0 (18)
at infinity. If we use the Laplace transform
f˜(s, v0) =
∫ ∞
0
f(T, v0)e
−sTdT, (19)
the partial differential equation (15) turns into the ordi-
nary boundary value problem
∂2
∂v20
f˜(s, v0)− Φ′(v0) ∂
∂v0
f˜(s, v0)− sf˜(s, v0) = 0, (20)
where Eq. (17) obviously results in
f˜(s, v0 → a) = 1. (21)
As for the other boundary condition we observe that the
Laplace transform (19) converges uniformly in v0 for s
being in the right half plane, as the integral converges
uniformly at s = 0. Hence Eq. (18) yields
∂
∂v0
f˜(s, v0 →∞) = 0 for Re(s) > 0. (22)
Intuitively the two boundary conditions (21) and (22)
take care of the fact that on the one hand the FPT is
δ-distributed in the limit v0 → a and that on the other
hand the particle cannot exit the given region (a,∞) at
infinity. In addition, Eq. (20) should be solved for v0 > 0
and v0 < 0 separately with matching conditions at v0 =
0, i.e.,
f˜(s, 0−) = f˜(s, 0+), ∂
∂v0
f˜(s, 0−) = ∂
∂v0
f˜(s, 0+),
(23)
where the first condition follows from the solution f˜(s, v0)
being continuous at v0 = 0 and the second one is derived
by integrating Eq. (20) across v0 = 0.
The approach via the backward Kolmogorov equation
enables us to obtain the Laplace transform of the FPT
distribution in closed analytic form. Even though it may
not be possible to perform the inverse transform by ana-
lytical means to compute f(T, v0), by taking derivatives
the moments of the FPT, 〈T n〉, are then easily evaluated
as
〈T n〉 = (−1)n ∂
n
∂sn
f˜(s, v0)
∣∣∣∣
s=0
for n = 1, 2, 3, . . . (24)
III. THE INVISCID CASE
Let us first consider the seemingly trivial case without
viscous friction (γ = 0) and without any external bias
(b = 0), i.e., a particle which is only exposed to dry fric-
tion with a piecewise-constant drift term. We consider
this simplest case as it already shows, somehow coun-
terintuitively, the main phase transition behavior in the
FPT distribution. As a by-product we can also illustrate
all the analytical tools in a very transparent setup.
If we consider Eq. (1) for γ = b = 0 we can special-
ize to the choice µ = D = 1 without loss of generality.
Other nonvanishing values are covered by the appropriate
rescaling
x = µv/D, τ = µ2t/D. (25)
Hence, in this case Eq. (1) can be written in the form (3)
with
Φ(v) = |v|. (26)
4The corresponding eigenvalue problem (8) consists of a
discrete eigenvalue for Λ < 1/4 and a continuous spec-
trum for Λ > 1/4 (cf. also Ref. [34]). The details of the
derivation are summarized in Appendix A for the conve-
nience of the reader.
For Λ < 1/4, the sole eigenfunction is given by [see
Eqs. (A3) and (A5)]
uΛ(v) =


2λe−(λ+1/2)v for v > 0
(2λ− 1)e−(λ−1/2)v
+e(λ+1/2)v for a < v < 0,
(27)
where λ =
√
1/4− Λ > 0. The discrete eigenvalue is de-
termined by the absorbing boundary condition (9), which
results in
e2aλ = 1− 2λ for λ > 0. (28)
It is obvious that Eq. (28) has no real solution for λ
in the region [1/2,∞). Hence we have Λ > 0 and can
confine ourselves to search the solution of Eq. (28) for
λ in the region (0, 1/2). Since exp(2aλ) is convex as
a function of λ and the right hand side of Eq. (28) is
a straight line, it is easy to verify [see Fig. 1(a)] that
Eq. (28) has no real solution in (0, 1/2) when a ≥ −1 and
admits a unique solution, denoted by λ0, when a < −1.
The unique eigenvalue Λ0 = 1/4 − λ20 can be obtained
numerically from Eq. (28), being a monotonic function of
the parameter a [see Fig. 1(b)]. As an aside we remark
that the solution of Eq. (28) can be expressed in terms
of the main branch of the Lambert W function [35] by
λ0 = 1/2−W [a exp(a)]/(2a). The other quantities which
enter the FPT distribution are easily computed. For the
normalization factor, Eqs. (12) and (27) yield
ZΛ0 =
∫ ∞
a
u2Λ0(v)e
|v|dv
=
[−e2aλ0 + (1/2− λ0)2e−2aλ0] /λ0
−4λ0 + 2(1 + a). (29)
The integral of the eigenfunction which enters the distri-
bution [see Eqs. (4) and (14)] is evaluated as
∫ ∞
a
uΛ0(v)dv = 2e
(1/2−λ0)a − e(1/2+λ0)a/(1/2 + λ0).
(30)
For Λ > 1/4, the eigenfunction can be obtained explic-
itly as [see Eqs. (A3) and (A7)]
uΛ(v) =


sin(κa) sin(κv)e−v/2
+κ sin[κ(v − a)]e−v/2 for v > 0
κ sin[κ(v − a)]ev/2 for a < v < 0,
(31)
where κ =
√
Λ− 1/4 > 0. Moreover, the normalization
factor in Eq. (13) is given by [see Eq. (A9)]
ZΛ = pi[κ
2 + κ sin(2aκ) + sin2(aκ)]/2, (32)
and the integral over the eigenfunction which enters
Eq. (14) is evaluated as
∫ ∞
a
uΛ(v)dv = κ
2ea/2/(1/4 + κ2). (33)
Thus, the spectrum consists of a continuous part Λ >
1/4 and an additional discrete lowest eigenvalue Λ0 for
a < −1 which merges with the continuous spectrum at
a = −1 [see Fig. 1(b)]. Hence we expect qualitative
changes to appear at such a critical value.
By using Eqs. (4) and (14) we obtain the distribution
of the FPT as follows
f(T, v0) = χ{a≤−1}Λ0uΛ0(v0)e
|v0|−Λ0T
∫ ∞
a
uΛ0(v)dv/ZΛ0
+
2
pi
e|v0|−T/4+a/2
∫ ∞
0
κ2uΛ(v0)e
−κ2T /[κ2 + κ sin(2aκ) + sin2(aκ)]dκ, (34)
where χ{a≤−1} denotes the indicator function of the set
{a ≤ −1}, uΛ0(v0) the eigenfunction of the discrete eigen-
value (27), and uΛ(v0) the eigenfunction of the continu-
ous part of the spectrum (31). The normalizations ZΛ0
and
∫∞
a
uΛ0(v)dv are given in Eqs. (29) and (30), respec-
tively. In the trivial case a = 0 the discontinuity does not
enter the FPT problem and the pure dry friction model is
equivalent to that of the one-dimensional Brownian mo-
tion with constant drift [9]. In such a case, the first term
in Eq. (34) does not contribute and the integral can be
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FIG. 1: (Color online) (a) Graphical solution of Eq. (28) in terms of the convex function exp(2aλ) and the straight line 1− 2λ.
As examples, a = −0.5 and a = −2 are used here to illustrate the shapes of the function exp(2aλ) for the two phases a > −1
and a < −1, respectively. (b) The discrete eigenvalue Λ0 for a < −1. When a = −1, the discrete eigenvalue merges with the
continuous spectrum Λ ≥ 1/4.
evaluated in closed analytic form to yield
f(T, v0) =
2
pi
ev0/2−T/4
∫ ∞
0
κ sin(κv0)e
−κ2Tdκ
=
1
2
√
pi
v0
T 3/2
e−(v0−T )
2/(4T ) for v0 > 0,(35)
a result which is consistent with Refs. [9, 36]. Apart from
this trivial case it seems to be difficult to obtain a closed
analytic expression from the representation (34).
Certainly the FPT distribution changes qualitatively
at a = −1 when the contribution in Eq. (34) coming
from the discrete eigenvalue comes into play. That can
be demonstrated by focussing on the tail behavior of the
distribution which in itself is of interest when rare events
are of interest. First of all it is obvious that for a < −1
the first term in Eq. (34) determines the decay which is
plainly exponential exp(−Λ0T ). For a ≥ −1, the first
term in Eq. (34) vanishes, as the coefficient of the char-
acteristic function vanishes at a = −1, and the tail is de-
termined by evaluating the Laplace-type integral in the
second term. If we have a closer look at the kernel enter-
ing the Laplace-type integral
ρ(κ, a) = κ2uΛ(v0)/[κ
2 + κ sin(2aκ) + sin2(aκ)], (36)
it is evident that for a > −1 the properties
lim
κ→0
ρ(κ, a) = 0, (37)
lim
κ→0
∂κρ(κ, a) = 0, (38)
lim
κ→0
∂2κρ(κ, a) 6= 0 (39)
hold (see Fig. 2). Hence it is straightforward to eval-
uate the Laplace-type integral to obtain a decay as
T−3/2 exp(−T/4) for a > −1. For the critical case
a = −1 the situation differs as
lim
κ→0
ρ(κ,−1) =
{
1 for v0 > 0
1 + v0 for − 1 < v0 < 0 (40)
holds. Here the Laplace method yields T−1/2 exp(−T/4)
for a = −1. To summarize, in the long time limit we
have
f(T, v0) ∼


e−Λ0T for a < −1
T−1/2e−T/4 for a = −1
T−3/2e−T/4 for a > −1.
(41)
To obtain closed analytic expressions for the FPT dis-
tributions we alternatively can resort to the Laplace
transform of the backward Kolmogorov equation. In this
pure dry friction case Eq. (20) reads [see Eq. (26)]
∂2
∂v20
f˜(s, v0)− σ(v0) ∂
∂v0
f˜(s, v0)− sf˜(s, v0) = 0, (42)
where the solution has to satisfy the boundary conditions
(21) and (22) as well as the matching condition (23) at
v0 = 0. It is in fact rather straightforward to compute
the solution of this linear second order problem and we
end up with
f˜(s, v0) =
{
exp
{
[
√
1 + 4s(a− v0) + a+ v0]/2
}√
1 + 4s/θ(s, a) for v0 > 0
exp[(1 +
√
1 + 4s)(a− v0)/2]θ(s, v0)/θ(s, a) for a < v0 < 0, (43)
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FIG. 2: (Color online) The kernel ρ(κ, a) [see Eq. (36)] appearing in the spectral decomposition (34) for two different values of
v0 and various values of the exit point a. Here uΛ(v0) is given by Eq. (31).
where we have introduced the abbreviation
θ(s, a) = exp
(
a
√
1 + 4s
)
+
√
1 + 4s− 1 (44)
for the contribution appearing mainly in the denomina-
tor. Clearly Eq. (43) has a branch cut at s = −1/4
which relates with the continuous spectrum found pre-
viously. In addition, the condition θ(s, a) = 0, which is
equivalent to Eq. (28), determines a pole for a < −1.
Hence, when a < −1 the simple pole dominates the FPT
distribution in the tail to yield an exponential decay [37].
Overall, the analytical structure of the Laplace transform
reflects the spectral properties mentioned previously.
The inverse Laplace transform of Eq. (43) does not
seem to be available in closed analytic form. As before,
only the trivial case a = 0 can be handled with ease which
then results in Eq. (35). For the other cases we resort to
a so-called Talbot method [38–40] to compute the FPT
distribution in the time domain [45]. Fig. 3 shows that
the expressions (34) and (43) give identical results, as
expected. In addition, evaluation of those expressions
confirm as well the asymptotic decay given by Eq. (41)
(see Fig. 4).
The closed form of the characteristic function (43) al-
lows us to obtain easily the moments of the FPT via
Eq. (24). For the first moment, i.e., for the mean first-
passage time (MFPT) we have
〈T 〉 =
{
2e−a + a+ v0 − 2 for v0 > 0
2e−a + a− v0 − 2e−v0 for a < v0 < 0. (45)
The first moment clearly displays a transition when the
initial condition changes sign (see also Fig. 5). For v0 > 0
the MFPT depends linearly on the initial velocity. No
particular feature is visible at the transition at a = −1,
as a change in the tail behavior has no impact on the low
order moments of the distribution.
IV. BIASED BROWNIAN MOTION WITH DRY
AND VISCOUS FRICTION
In this section, we consider the full model (1) and set
γ = D = 1 without loss of generality. Other cases can be
covered by using the appropriate rescaling
x = (γ/D)1/2 v, τ = γt. (46)
Thus the model (1) can be written as Eq. (3) with
Φ(v) = (|v|+ µ)2/2− bv. (47)
The corresponding eigenvalue problem (8) with potential
(47) can be solved by using parabolic cylinder functions
[41], which are denoted by Dν(z). For the convenience of
the reader we summarize the details of the derivation in
Appendix B.
The eigenvalues are discrete and determined by the
characteristic equation [see Eq. (B12)]
θ¯(Λ, a, µ, b)
= Γ(1− Λ){[DΛ(µ+ b)DΛ−1(µ− b)
+DΛ(µ− b)DΛ−1(µ+ b)]DΛ(a− µ− b)
−[DΛ(−µ− b)DΛ−1(µ− b)
−DΛ(µ− b)DΛ−1(−µ− b)]DΛ(−a+ µ+ b)}
= 0. (48)
For µ = 0, the model considered here reduces to the
Ornstein-Uhlenbeck process and the characteristic equa-
tion (48) simply reads
DΛ(a− b) = 0, (49)
which agrees with the standard result of the Ornstein-
Uhlenbeck process (see for instance Ref. [10]). It is
furthermore unexpected that the characteristic equation
(49) coincides with those of the odd part of the spec-
trum for a Fokker-Planck equation subjected to dry and
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FIG. 3: (Color online) The FPT distribution of the pure dry friction case [see Eq. (26)] for two values of initial velocity, v0 = 0.2
and v0 = −0.2, and different escape ranges. Lines correspond to a numerical inversion of Eq. (43), and points to the evaluation
of Eq. (34).
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FIG. 4: (Color online) Comparison of the FPT distribution
obtained from Eq. (34) (solid) with the asymptotic result (41)
(dashed) for the initial velocity v0 = −0.2 and different escape
ranges. Data are plotted on a doubly logarithmic scale to
uncover the power law corrections to the leading exponential
behavior.
viscous friction only [17]. While odd eigenfunctions van-
ish at the origin and thus fulfil some kind of absorbing
boundary condition it is not intuitively obvious why the
argument of the parabolic cylinder function is in one case
the absorbing boundary and in the other case the dry
friction itself.
To link the current result with the previous section let
us first consider the special case without bias (b = 0).
Intuitively, we expect that if the dry friction term domi-
nates the viscous friction force then the particle will be-
have like the one subjected to dry friction only. Hence
the spectrum obtained from Eq. (48) for large values of
µ should resemble the spectrum described in the previ-
ous section [see, e.g., Fig. 1(b)]. In particular it means
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FIG. 5: (Color online) The MFPT 〈T 〉 for different escape
ranges. Lines correspond to the analytic result (45), and
points to a numerical evaluation of the first moment by using
the spectral representation (34).
that a large gap should develop between the lowest eigen-
value and a quasicontinuous part for small negative val-
ues of a. For comparison of the models with and with-
out viscous friction [see Eqs. (26) and (47)] we observe
that a rescaling of the velocity by µ and of time by µ2
transforms the stochastic differential equation with dry
and viscous friction to the model with dry friction and a
small viscous part of O(1/µ2) which vanishes in the limit
µ→∞. Thus, to compare the eigenvalues obtained from
the characteristic equation (48) with the spectrum com-
puted in the previous section we rescale velocities by µ
and eigenvalues by 1/µ2. Then, indeed numerical eval-
uation of Eq. (48) confirms what one expects intuitively
(see Fig. 6). The eigenvalues as a function of the exit
position a develop a gap if µ is sufficiently large, even
though the transition is smoothened by the finite viscous
8friction. If dry and viscous friction become comparable,
i.e., if µ becomes too small such a feature is going to
disappear.
If we impose a force on the particle the finite bias will
cause a stick-slip transition at |b| = µ where the min-
imum of the potential (47), i.e., the deterministic sta-
tionary state, changes from vanishing to finite velocity.
The characteristics of such a transition are reflected by
the eigenvalue spectrum as well (see Fig. 7). For small
value of the bias, |b| < µ, a case which we will call for
brevity the dry phase, a substantial spectral gap appears
between the lowest and the subleading eigenvalues. This
gap shrinks when the transition at |b| = µ is approached.
The spectral gap corresponds to a fast decay of velocity
correlations in the system with small bias (see Ref. [17]).
If the bias is sufficiently negative, i.e., b < −µ, a case
which we will call the wet phase, the potential (47) de-
velops a quadratic minimum and the spectrum resembles
that of the Ornstein-Uhlenbeck process. As with regards
to the exit time problem a second transition will occur
when on decreasing the force further the quadratic min-
imum of the potential moves beyond the exit point at
b = −µ + a. Then the exit from the region occurs in a
purely ballistic way which decreases the exit time con-
siderably. Hence that transition is related with an in-
crease of the lowest eigenvalue (see Fig. 7). These two
transitions are clearly visible if the diffusion is sufficiently
small, i.e., µ sufficiently large. But they become obscured
by noise for large diffusion, i.e., if µ becomes too small.
Finally, in the dry phase the spectrum shows avoided
level crossings for small bias, which are reminiscent of
spectral properties in nonintegrable dynamical systems.
As we have access to the entire spectrum we can derive
from Eqs. (4) and (14) the FPT distribution
f(T, v0) = e
Φ(v0)
∑
Λ
ΛuΛ(v0)e
−ΛT
∫ ∞
a
uΛ(v)dv/ZΛ,
(50)
where the sum is taken over all the discrete eigenvalues
[see Eq. (48)], uΛ(v0) refers to the eigenfunction given by
Eq. (B3), the integral
∫∞
a
uΛ(v)dv is stated in Eq. (B13)
and the normalization factor ZΛ is given by Eq. (B16).
It is thus straightforward to evaluate the shape of the
distribution function (see, e.g., Fig. 8). While it seems
to be difficult to obtain a closed analytic expression for
this distribution we may pursue the approach used in the
previous section and focus on the Laplace transform. In
fact, Eq. (20) tells us that [see Eq. (47)]
∂2
∂v20
f˜(s, v0)−(v0+µσ(v0)−b) ∂
∂v0
f˜(s, v0)−sf˜(s, v0) = 0,
(51)
where the Laplace transform has to obey the boundary
conditions (21) and (22) as well as the matching con-
dition (23). Solving Eq. (51) is rather straightforward,
as the boundary value problem for the Laplace trans-
form is the formally adjoint of the eigenvalue problem
[see Eqs. (B1) and (B2)]. It is well known and easy to
confirm that the solution of the adjoint problem can be
written in terms of the analytic expression for the eigen-
function (see Ref. [32]) if we multiply the eigenfunction
with an exponential factor exp[Φ(v0)] containing the po-
tential (47). Thus, the solution of Eq. (51) can be written
down directly as
f˜(s, v0) =
e(a−µ−b)
2/4−Φ(a)
θ¯(−s, a, µ, b) u−s(v0)e
Φ(v0) for v0 > a,
(52)
where u−s(v0) refers to Eq. (B3), and the additional nor-
malization factor containing the characteristic equation
(48) is obtained by using the boundary condition (21).
Obviously the poles of the Laplace transform are deter-
mined by the characteristic equation (48) and thus reflect
the spectral structure discussed previously. In addition,
the smallest simple pole determines the exponential tail
of f(T, v0).
As stated before, for µ = 0 the model investigated here
corresponds to the exit time problem of the Ornstein-
Uhlenbeck process, which has been paid much attention
to in the past (see for instance Refs. [10, 11, 30, 42–44]).
In this case Eq. (52) simplifies considerably and reads
[see Eqs. (48) and (B3)]
f˜(s, v0) =
e(v0−b)
2/4D−s(v0 − b)
e(a−b)2/4D−s(a− b) for v0 > a, (53)
which is consistent with the standard result stated, for
instance, in Ref. [10].
The analytic expressions Eqs. (50) or (52) now allow
us to discuss the dependence of the exit time problem on
the initial velocity v0. Both expressions, if properly eval-
uated, give of course identical results (see Fig. 8). Here
we are going to pay particular attention to the impact of
the discontinuity appearing at the origin. Depending on
the sign of the initial velocity the particle has to pass the
discontinuity at v = 0 before exiting at a < 0. Thus, a
qualitative change of the FPT distribution is expected
depending on the sign of v0. In fact, such a feature
is already visible from Eq. (52), as different analytical
branches of the eigenfunction (B3) come into play if v0
changes sign. The dependence on v0 is still smooth but
not differentiable of higher order. The FPT distributions
for small positive and small negative values of v0 look
distinctively different, as shown in Fig. 8. For v0 > 0 the
particle has to pass through v = 0 before exiting and thus
sticks at the origin at least if the bias is small, causing
larger exit times. Thus, the distribution overall is shifted
to the right, compared to the case v0 < 0.
The just mentioned phenomenon can be better illus-
trated by looking at the MFPT which can be obtained
in closed analytic form via Eqs. (24) and (52) even for
very small values of the diffusion, i.e., for large values of
µ. While the analytic expression can be written down we
just refer to the graphical evaluation of the expressions
(see Fig. 9). For small bias, |b| < µ, i.e., in the dry phase
there is a possibility that the particle sticks at the origin
which will impact on the MFPT. If the particle starts
90
1
2
3
4
Μ=1
HaL
-3.0 -2.5 -2.0 -1.5 -1.0 -0.5 0.0
0
2
4
6
8
10
Μa
L
n
Μ
2
0
1
2
3
4
Μ=5
HbL
-3.0 -2.5 -2.0 -1.5 -1.0 -0.5 0.0
0.0
0.2
0.4
0.6
0.8
Μa
L
n
Μ
2
FIG. 6: (Color online) The first five rescaled eigenvalues Λn/µ
2 for the model without bias (b = 0) as a function of the rescaled
exit point µa for two different values of µ, according to Eq. (48). The dashed line in (b) depicts the discrete branch of the
model with dry friction only [see Fig. 1(b)].
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FIG. 7: (Color online) The first five eigenvalues as a function
of the bias b for exit point at a = −5 and dry friction coeffi-
cient µ = 5, obtained from Eq. (48). The stick-slip transition,
i.e., the narrowing of the spectral gap at b = ±µ = ±5 and
the transition to a ballistic exit at b = −µ + a = −10 are
clearly visible.
at v0 < 0 it has less chance to stick at the origin when
v0 becomes smaller, and the change of the MFPT with
regards to v0 becomes fairly large. On the contrary, if we
choose a positive initial velocity v0 > 0, the particle has
always to pass v = 0 before exiting at a < 0. Thus no
huge variation of the MFPT with v0 is detected. If we
decrease the bias and enter the wet phase b < −µ, the
particle does not stick any more and the just mentioned
feature almost disappears. This scenario is much more
pronounced if we look at the first derivative ∂v0〈T 〉 [see
Fig. 9(b)]. Like the distribution function itself the MFPT
is continuously differentiable, but loses analyticity due to
the discontinuity at v0 = 0. A kink can be seen clearly
at the origin for small bias |b| < µ, which separates the
two different regimes of the MFPT for negative and pos-
æ
æ
æ
æ
æ
æ æ æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
à
à
à
à à à à à à à à à à à à à à à à
ì
ì
ì
ì ì ì ì ì ì ì ì ì ì ì ì ì ì ì ì
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ æ æ
à
à
à
à
à
à
à
à
à à à à à à à à à
ì
ì ì
ì
ì
ì
ì
ì ì ì
b=-1
b=0
b=1
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.2
0.4
0.6
0.8
1.0
1.2
T
fH
T
,
v
0L
FIG. 8: (Color online) The distribution of the FPT for µ = 1,
a = −1, two values of initial velocity, v0 = 0.2 (solid) and
v0 = −0.2 (dashed), and different values of the bias b. Lines
correspond to a numerical inversion of the Laplace transform
(52), and points to the evaluation of Eq. (50) taking the first
twenty modes into account. A larger number of modes would
be required to reproduce the exact result for very small values
of t.
itive initial velocities. This feature is suppressed if we
decrease the bias and finally enter the wet phase with
b < −µ where the kink almost disappears.
V. CONCLUSION
In this paper we have studied the FPT problem of
Brownian motion with dry and viscous friction. There
has been renewed interest in such exit time problems from
two different points of view. On the one hand prediction
and forecasting of extreme events and the related large
deviation theory are closely related to exit time problems.
On the other hand, the particular setup studied here is a
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FIG. 9: (Color online) (a) MFPT 〈T 〉 as a function of the initial value v0 for µ = 1, exit condition a = −1, and different values
of the bias, covering the dry phase |b| < µ as well as the wet phase b < −µ. (b) First derivative of the MFPT with respect to
the initial value for the same data.
special example of a piecewise-smooth dynamical system.
While such systems are extensively used in engineering
sciences only recently the attempt has been made to put
this subject in the systematic framework of dynamical
system’s theory.
As a case study we have considered here a simple
piecewise-linear model which can be largely solved by
analytical means. In physicists terms we have considered
a particle subjected to dry and viscous friction, to noise,
and to an external force. This is one of the few models
for which the FPT distribution can be obtained analyti-
cally either by solving the Fokker-Planck equation via a
spectral decomposition method or by solving the back-
ward Kolmogorov equation in the Laplace space. While
the first method gives more insight into the underlying
dynamical mechanisms through the additional spectral
information, the second is able to deliver closed analytic
expressions for the MFPT.
The simplest case, where only dry friction acts on the
particle, already shows one of the main features, a phase
transition phenomenon in the spectrum which is related
to the position of the exit point. A unique discrete eigen-
value links up with the continuous part of the spectrum at
a critical size of the exit region. Such a transition trans-
lates into different asymptotic properties of the FPT dis-
tribution. The signature of this transition persists if the
viscous friction and the external bias are taken into ac-
count, even though the transition is blurred by the finite
diffusion. In this full model two new features occur, i.e.,
a stick-slip transition and a transition to a ballistic exit
of the particle. All three transitions are clearly visible in
the discrete spectrum of the full model, especially at low
diffusion, signalling the different rates of asymptotic de-
cay of the FPT distribution. As an aside, the analysis of
this model covers as special cases the Ornstein-Uhlenbeck
process on the one hand, and the previously discussed dry
friction case on the other.
The availability of analytical results for higher dimen-
sional stochastic models is rather limited, contrary to the
one-variable case. Even the computation of the station-
ary distribution is often a challenge if detailed balance
is violated, and dynamical quantities, like correlations or
exit probabilities are certainly out of reach. Having said
that, models with more than one degree of freedom are
prevalent in applications and any progress on the ana-
lytical side is certainly welcomed, even if simple model
systems are considered. In that sense the inclusion of
inertia in the model discussed here is a rewarding goal,
which could lead to predictions that are experimentally
relevant and could trigger corresponding experimental in-
vestigations. Progress in that direction seems possible
even though the analysis may not be entirely straightfor-
ward.
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Appendix A: Eigenvalue problem for the inviscid
case
Without viscous damping and driving Eq. (8) reads
[see Eq. (26)]
− ΛuΛ(v) = u′Λ(v) + u′′Λ(v) for v > 0 (A1)
−ΛuΛ(v) = −u′Λ(v) + u′′Λ(v) for a < v < 0.(A2)
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Let
uΛ(v) = e
−|v|/2ϕΛ(v), (A3)
then Eqs. (A1) and (A2) can be written as
ϕ′′Λ(v) = (1/4− Λ)ϕΛ(v) for v 6= 0. (A4)
On the one hand, for Λ < 1/4 let us introduce the
positive variable λ =
√
1/4− Λ. Then the solution of
Eq. (A4) which results in a finite normalization factor
[see Eq. (12)] is given by
ϕΛ(v) =
{
Aλe
−λv for v > 0
Bλe
λv + Cλe
−λv for a < v < 0.
(A5)
Choose Aλ = 2λ and use the matching conditions
(10) and (11) to determine the other two coefficients in
Eq. (A5) as
Bλ = 1, Cλ = 2λ− 1. (A6)
The eigenvalue is now determined by the absorbing
boundary condition (9), i.e., ϕΛ(a) = 0, which results
in Eq. (28).
On the other hand, for Λ > 1/4 the solution of Eq. (A4)
which vanishes at v = a, i.e., which satisfies the absorbing
boundary condition (9), is given by
ϕΛ(v) =
{
A¯κ sin(κv) + B¯κ cos(κv) for v > 0
C¯κκ sin[κ(v − a)] for a < v < 0,
(A7)
where we have introduced the abbreviation κ =√
Λ− 1/4 > 0. Choose C¯κ = κ, then by using the match-
ing conditions (10) and (11), the two parameters A¯κ and
B¯κ are evaluated as
A¯κ = κ cos(aκ) + sin(aκ), B¯κ = −κ sin(aκ). (A8)
Hence Eq. (31) follows from substituting Eq. (A7) into
Eq. (A3). For the normalization, Eqs. (A3) and (A7)
result in
∫ ∞
a
uΛ(v)uΛ′ (v)e
|v|dv
=
∫ ∞
0
[A¯κ sin(κv) + B¯κ cos(κv)][A¯κ′ sin(κ
′v) + B¯κ′ cos(κ
′v)]dv +
∫ 0
a
κκ′ sin[κ(v − a)] sin[κ′(v − a)]dv
=
∫ ∞
0
{
1
2
(
A¯κA¯κ′ + B¯κB¯κ′
)
cos[(κ− κ′)v] + 1
2
(
B¯κB¯κ′ − A¯κA¯κ′
)
cos[(κ+ κ′)v]
+
1
2
(
A¯κB¯κ′ − A¯κ′B¯κ
)
sin[(κ− κ′)v] + 1
2
(
A¯κB¯κ′ + A¯κ′B¯κ
)
sin[(κ+ κ′)v]
}
dv − κA¯κB¯κ′ − κ
′A¯κ′B¯κ
κ2 − κ′2
=
pi
2
(A¯2κ + B¯
2
κ)δ(κ− κ′), (A9)
which shows that the normalization factor ZΛ satisfies
Eq. (32) if we take Eq. (A8) into account. To derive
Eq. (A9), we have used the standard identities for the δ–
and the principal value distribution
∫ ∞
0
cos(κv)dv = piδ(κ),
∫ ∞
0
sin(κv)dv = P
(
1
κ
)
.
(A10)
Appendix B: Eigenvalue problem for the general
case
For the model (1), the eigenvalue problem (8) reads
− ΛuΛ(v) = [(v + µ− b)uΛ(v)]′ + u′′Λ(v) for v > 0 (B1)
−ΛuΛ(v) = [(v − µ− b)uΛ(v)]′ + u′′Λ(v) for a < v < 0, (B2)
if we adopt the notation used for Eq. (47). These two equations are a special case of the so-called Kummer’s equation,
which can be solved in terms of parabolic cylinder functions [17]. The solution of Eqs. (B1) and (B2) which vanishes
at infinity is given by (see Refs. [18, 41])
uΛ(v) =
{
AΛe
−(v+µ−b)2/4DΛ(v + µ− b) for v > 0
BΛe
−(v−µ−b)2/4DΛ(v − µ− b) + CΛe−(v−µ−b)2/4DΛ(−v + µ+ b) for a < v < 0,
(B3)
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where DΛ denotes the parabolic cylinder function. Here we have used a fundamental system in terms of Dν(z) and
Dν(−z) to write down the solution. Such a fundamental system degenerates for ν being an integer. Thus, our
expressions may contain spurious singularities at integer values of Λ which have to be taken care of. The coefficients
AΛ, BΛ and CΛ depend on the parameters b and µ as well, but are independent of v.
Using Eq. (B3) the matching conditions (10) and (11) result in a set of linear homogeneous equations
BΛDΛ(−µ− b) + CΛDΛ(µ+ b) = eµbAΛDΛ(µ− b), (B4)
BΛD1+Λ(−µ− b)− CΛD1+Λ(µ+ b) = eµbAΛ[D1+Λ(µ− b)− 2µDΛ(µ− b)] (B5)
when the property
de−z
2/4Dν(z)
dz
= −e−z2/4Dν+1(z) (B6)
of the parabolic cylinder function is employed. For AΛ
we choose
AΛ =
√
2pie−µb. (B7)
Then, the other two coefficients in Eq. (B3) follow as
BΛ = −ΛΓ(−Λ)[DΛ(µ+ b)DΛ−1(µ− b)
+DΛ(µ− b)DΛ−1(µ+ b)], (B8)
CΛ = ΛΓ(−Λ)[DΛ(−µ− b)DΛ−1(µ− b)
−DΛ(µ− b)DΛ−1(−µ− b)], (B9)
where we have used the identities
Dν(z)Dν+1(−z) +Dν(−z)Dν+1(z) =
√
2pi
Γ(−ν) , (B10)
zDν(z)−Dν+1(z)− νDν−1(z) = 0 (B11)
to simplify the above two expressions.
The characteristic equation simply follows from the
boundary condition (9), and is thus given by
BΛDΛ(a− µ− b) + CΛDΛ(−a+ µ+ b) = 0. (B12)
Using the identities (B10) and (B11) we arrive at
Eq. (48).
For the integral over the eigenfunction which enters
the FPT distribution (50) we obtain by using, e.g., the
differential identity (B6)
∫ ∞
a
uΛ(v)dv = AΛe
−(µ−b)2/4DΛ−1(µ− b)− e−(µ+b)
2/4[BΛDΛ−1(−µ− b)− CΛDΛ−1(µ+ b)]
+e−(a−µ−b)
2/4[BΛDΛ−1(a− µ− b)− CΛDΛ−1(−a+ µ+ b)]. (B13)
Finally to compute the normalization let us consider the integral
(Λ− Λ′)
∫ ∞
a
e(v+µσ(v))
2/2−bvuΛ(v)uΛ′ (v)dv
= e−µb−b
2/2(Λ− Λ′)
∫ 0
a
[BΛDΛ(v − µ− b) + CΛDΛ(−v + µ+ b)]
×[BΛ′DΛ′(v − µ− b) + CΛ′DΛ′(−v + µ+ b)]dv
+eµb−b
2/2(Λ− Λ′)AΛAΛ′
∫ ∞
0
DΛ(v + µ− b)DΛ′(v + µ− b)dv
= e−µb−b
2/2(Λ− Λ′)
∫ −µ−b
a−µ−b
[BΛDΛ(v) + CΛDΛ(−v)][BΛ′DΛ′(v) + CΛ′DΛ′(−v)]dv
+eµb−b
2/2(Λ− Λ′)AΛAΛ′
∫ ∞
µ−b
DΛ(v)DΛ′ (v)dv
= e−µb−b
2/2
{−BΛDΛ+1(a− µ− b)[BΛ′DΛ′(a− µ− b) + CΛ′DΛ′(µ− a+ b)]
+BΛ′DΛ′+1(a− µ− b)[BΛDΛ(a− µ− b) + CΛDΛ(µ− a+ b)]
+CΛDΛ+1(µ− a+ b)[BΛ′DΛ′(a− µ− b) + CΛ′DΛ′(µ− a+ b)]
−CΛ′DΛ′+1(µ− a+ b)[BΛDΛ(a− µ− b) + CΛDΛ(µ− a+ b)]
}
. (B14)
13
For the last computational step we have used the prop-
erties (B6) and the analogous identity
dez
2/4Dν(z)
dz
= νez
2/4Dν−1(z). (B15)
Indeed, if we choose for Λ and Λ′ two different eigenval-
ues we obtain (bi-)orthogonality of the eigenfunctions if
the characteristic equation (B12) is taken into account.
Furthermore dividing Eq. (B14) on both sides by Λ−Λ′
and taking the limit Λ′ → Λ we end up with the normal-
ization factor
ZΛ = e
−µb−b2/2 [BΛDΛ+1(a− µ− b)− CΛDΛ+1(µ− a+ b)] ∂Λ [BΛDΛ(a− µ− b) + CΛDΛ(µ− a+ b)] . (B16)
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