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In this paper, we present a Legendre Petrov–Galekin method for one-dimensional linear
fourth-order differential equations. A Legendre Petrov–Galerkin andChebyshev collocation
method is developed for the nonlinear Kuramoto–Sivashinsky equation. Numerical results
are presented to demonstrate the efficiency of the proposed schemes, and optimal rates of
convergence in the L2-norm are rigorously derived.
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1. Introduction
There aremany applications of theGalerkinmethod and collocationmethod in the literatures for fourth-order differential
equations. In [1,2], Shen proposes a class of spectral Galerkin methods for the direct solution of second- and fourth-order
equations based on Legendre and Chebyshev polynomials, respectively. In [3], a Legendre spectral Galerkin method is
presented for the solution of the biharmonic Dirichlet problem. Their approach is based on a mixed method that uses a
variational formulation of two second-order differential equations. A similar approach has been applied in the Legendre
spectral collocation solution of the same problem in [4]. In [5], the authors present some efficient spectral algorithms based
on the Jacobi Galerkinmethod for fourth-order equations. Numerical analysis of the twomethods for fourth-order equations
can be found in [6–8].
The tau method has been applied to numerical solutions of differential equations [9,10]. It is well known that the test
functions of the tau method do not have to satisfy the boundary conditions. It can be advantageous in parallel computation
of multi-domain problems because the test functions are less coupled. However, there are some negative comments on the
tau method for fourth-order differential equations [10,2]. Some optimal convergence results on the tau method for second-
order equations have been obtained in [11]. In contrast, there is notmuchwork available in the literature on the taumethods
for fourth-order equations.
In this paper, we present a Legendre Petrov–Galerkin (LPG) method for fourth-order equations. The way to treat test
functions of the LPG method is similar to that of the tau method, namely, that the test functions of the LPG method do
not have to satisfy the two boundary conditions. The Petrov–Galerkin method is an efficient algorithm, which has been
widely used in many problems [12–15]. Through the numerical experiments, we note that the LPG method is also suitable
to fourth-order equations. Furthermore, optimal error estimates in the L2-norm of the method can be obtained.
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In a recent work [11], we made some preliminary computation for a linear fourth-order equation by using the
LPG method, and the numerical results are encouraging. In this paper, we continue our work and prove the optimal
rate of convergence in the L2-norm for linear fourth-order differential equations. Moreover, a Legendre Petrov–Galerkin
and Chebyshev collocation (LPG–CC) method is developed for nonlinear equations such as the Kuramoto–Sivashinsky
equation which is an important equation in physical models. The linear part in the scheme is formulated in the LPG
form while the nonlinear term is treated with the Chebyshev collocation method. The time discretization is a classical
leapfrog/Crank–Nicolson scheme. To get optimal error estimate, we apply the approach of [11] in which a norm stronger
than the standard L2-norm is used.
The paper is organized as follows. In the next section, we propose the LPG scheme and the LPG–CC scheme for linear and
nonlinear fourth-order equations, respectively. Some numerical experiments are presented in Section 3. In Section 4, we
recall some recent results for certain projections and a Chebyshev–Gauss–Lobatto interpolation, and optimal error estimates
of the two schemes are given. The final section is for concluding remarks.
2. Schemes
2.1. Linear equation
At first, we consider the following linear fourth-order equation:
∂4x U − β∂2x U + αU = f (x), x ∈ (−1, 1)
U(±1) = ∂xU(±1) = 0. (1)
Let PN denote the space of polynomials of degree≤ N and set
VN = {u ∈ PN : u(±1) = ∂xu(±1) = 0} ,
WN−2 = {u ∈ PN−2 : u(±1) = 0} .
A LPG method for the problem (1) is to find uN ∈ VN such that for any v ∈ WN−2,
− ∂3x uN , ∂xv− β ∂2x uN , v+ α (uN , v) = (f , v). (2)
Appropriate base functions of VN and WN−2 are chosen to set up the corresponding system of equations as in [1]. For
0 ≤ n ≤ N − 4, let
cn = 1
2(2n+ 3)2(2n+ 5) , dn =
1
2n+ 1
and
φn(x) = cn
[
Ln(x)− 2(2n+ 5)2n+ 7 Ln+2(x)+
2n+ 3
2n+ 7 Ln+4(x)
]
, ψn(x) = dn+1 [Ln(x)− Ln+2(x)] ,
where Ln(x) is the Legendre polynomial of degree n. Expanding uN(x) =∑N−4n=0 uˆnφn(x) and taking v = ψm(x) in (2) lead to
N−4−
n=0
− ∂3x φn, ∂xψm− β ∂2x φn, ψm+ α (φn, ψm) uˆn = (f , ψm) , 0 ≤ m ≤ N − 4. (3)
Let anm = (φn, ψm), bnm = (∂2x φn, ψm), pnm = −(∂3x φn, ∂xψm), then
anm =

2cndm+1 (dn + 2dn+3) , n = m,
−2cndm+1dn, n = m+ 2,
−2cndm+1 (2dn+3 + dn+3dn+4/dn+1) , n = m− 2,
2cndm+1dn+3dn+4/dn+1, n = m− 4,
0, otherwise.
bnm = cn(2n+ 3) ((Ln+3 − Ln+1) , Lm+1)
=
2cn(2n+ 3)dn+3, n = m− 2,
−2cn(2n+ 3)dn+1, n = m,
0, otherwise.
pnm = cn(2n+ 3)(2n+ 5)

L′n+2, Lm+1

=

0, m ≥ n+ 1,
cn(2n+ 3)(2n+ 5)

1− (−1)m+n+3 , m ≤ n.
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Denote
A = {anm}0≤n,m≤N−4, B = {bnm}0≤n,m≤N−4, P = {pnm}0≤n,m≤N−4,
fˆm = (f , ψm) , fˆ =

fˆ0, fˆ1, . . . , fˆN−4
T
.
The scheme (3) can be written in a matrix form as follows:
(P − βB+ αA)uˆ = fˆ , uˆ = uˆ0, uˆ1, . . . , uˆN−4T . (4)
2.2. Nonlinear equation
Next, we consider the Kuramoto–Sivashinsky (K–S) equation∂tU + ∂xF(U)+ ∂
2
x U + ∂4x U = f (x, t), (x, t) ∈ (−1, 1)× (0, T ]
U(±1, t) = ∂xU(±1, t) = 0, t ∈ (0, T ]
U(x, 0) = U0(x) x ∈ (−1, 1),
(5)
where F(z) is a smooth function of z.
The semidiscrete LPG–CC method for the problem is to find uN(t) ∈ VN such that for any v ∈ WN−2,
(∂tuN , v)+

∂xICNF(uN), v
+ ∂2x uN , v− ∂3x uN , ∂xv = ICN f (t), v , t ∈ (0, T ]
uN(0) = ICNU0, (6)
where ICN is the Chebyshev interpolation operator at the Chebyshev–Gauss–Lobatto (CGL) points. It combines the Legendre
spectral method for linear terms and Chebyshev collocation for the nonlinear term. Such a combination enjoys both
advantages of good stability of the Legendre method and easy computation of the nonlinear term with the help of the fast
Legendre transform (FLT) between the Legendre coefficients and the Chebyshev points.
Let τ be the step size in time space and St = {kτ : k = 1, 2, . . . , nt; t = ntτ }. For simplicity, denote utˆ = 12τ
(u(t + τ)− u(t − τ)), u¯(t) = 12 (u(t + τ)+ u(t − τ)).
Using leapfrog/Crank–Nicolson scheme in time such that the linear part is treated implicitly and the nonlinear part
explicitly, we get the fully discrete LPG–CC approximation to (5): to find uN ∈ VN such that for any v ∈ WN−2,

uNtˆ , v
+ ∂xICNF(uN), v+ ∂2x u¯N , v− ∂3x u¯N , ∂xv = ICN f¯ , v , t ∈ ST−τ ,
(uN(τ ), v) =

ICN [U0 + τ∂tU(0)] , v

,
uN(0) = ICNU0.
(7)
In computation, if we choose {φn} as the basis of VN and take v = ψm for 0 ≤ m ≤ N − 4, the linear part in the scheme
can be written in a matrix form as in (4). The nonlinear term can be computed by the fast Legendre transform between the
coefficients of the Legendre series and its values at the CGL points, such as
{uˆn} FLT−→

uN(xj)
→ F uN(xj) FLT−→  ICNF(uN)Ln

,
where ( ICNF(uN))
L
n are the Legendre expansion coefficients of I
C
NF(uN).
3. Numerical results
We first give some numerical experiments. The maximum error is as follows: for x ∈ [a, b],
max
i
|U(xi)− u(xi)|, xi = a+ (b− a)iM , 0 ≤ i ≤ M, M = 2000.
Example 3.1. The 1D fourth-order equation
∂4x U − ∂2x U + U = f (x), x ∈ (−1, 1),
where f (x) is chosen such that the equation has exact solutions
U(x) = sin(6πx), U(x) = 1− |x|5 and U(x) = 1− x27/2 ,
respectively.
We compute Example 3.1 by the LPG method compared with the Legendre Galerkin (LG) method [1] and the Legendre
tau (LT) method. The maximum errors of different exact solutions are listed in Tables 1–3, respectively.
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Table 1
Maximum error for Example 3.1 with U(x) = sin(6πx).
N 16 32 64 128 256 512
LG 5.83 5.89e−6 3.55e−13 3.50e−14 5.54e−14 1.16e−13
LT 4.02 2.37e−5 5.29e−13 1.60e−13 1.11e−13 1.35e−13
LPG 5.28 1.15e−5 3.65e−13 4.30e−14 5.28e−14 1.21e−13
Table 2
Maximum error for Example 3.1 with U(x) = 1− |x|5 .
N 16 32 64 128 256 512
LG 1.76e−5 4.96e−7 1.48e−8 4.54e−10 1.40e−11 4.37e−13
LT 3.54e−5 6.89e−7 1.74e−8 4.91e−10 1.46e−11 4.46e−13
LPG 2.43e−5 5.82e−7 1.60e−8 4.72e−10 1.43e−11 4.39e−13
Table 3
Maximum error for Example 3.1 with U(x) = (1− x2)7/2 .
N 16 32 64 128 256 512
LG 4.44e−6 7.18e−8 1.61e−9 4.35e−11 1.28e−12 4.21e−14
LT 3.46e−4 8.45e−6 2.82e−7 1.09e−8 4.48e−10 1.91e−11
LPG 3.74e−5 5.91e−7 1.26e−8 2.83e−10 6.52e−12 1.55e−13
Table 4
Maximum error for Example 3.2.
N The sixth-order method [18] N LPG
16 9.99e−9 8 2.58e−8
32 1.89e−10 12 2.17e−13
64 2.82e−12 16 1.11e−16
Remark 3.1. Note that, in general, the accuracy of the three methods are almost the same. However, for the solutions with
certain singularity on the boundary, the LG method gives better results than the LPG method and the LT method. This phe-
nomenon could be understood well in theoretical by estimating errors in the Jacobi–weighted norm as discussed in [16,17].
Example 3.2. The 1D fourth-order equation
∂4x U + 4U = 1, x ∈ (−1, 1),
with an exact solution
U(x) = 1
4
[
1− 2(sin(1) sinh(1) sin(x) sinh(x)+ cos(1) cosh(1) cos(x) cosh(x))
cos(2)+ cosh(2)
]
,
which is taken from [18].
We compute the example by the LPG method and make a comparison with the sixth-order method based on non-
polynomial spline functions [18]. The maximum errors are listed in Table 4. Example 3.2 shows that the proposed method
in this paper can achieve the same accuracy as the sixth-order method [18] with less points involved.
Example 3.3. The 1D fourth-order equation [18]
∂4x U + xU = −

8+ 7x+ x3 ex, x ∈ (0, 1),
with an exact solution
U(x) = x(1− x)ex.
We still compare ourmethodwith the sixth-ordermethod based on non-polynomial spline functions [18]. Themaximum
errors of U and its nth-order derivatives (n = 1, 2, 3, 4) by the sixth-order method are listed in Table 5. The results by our
method are listed in Table 6.
It is seen that the result by our method is more accurate than by the sixth-order method [18] except for the fourth-order
derivative with N = 8, 12. Note that the error for fourth-order derivatives given in [18] is much smaller, which may be
due to the simple relation between the solution and its fourth-order derivative governed by the equation and the error is
evaluated only at the grid points of the scheme.
Finally, we compute a nonlinear evolution equation by the LPG–CC method (7).
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Table 5
Maximum errors of U and its nth-order derivatives (n = 1, 2, 3, 4) by the sixth-order method in [18] for Example 3.3.
N max0≤i≤N |Ui − ui| max0≤i≤N |U ′i − u′i| max0≤i≤N |U ′′i − u′′i | max0≤i≤N |U ′′′i − u′′′i | max0≤i≤N |U (4)i −u(4)i |
8 3.70e−10 4.91e−6 3.42e−4 7.20e−3 1.85e−10
16 7.51e−12 1.99e−7 2.24e−5 1.20e−3 4.16e−12
32 6.99e−14 6.21e−9 1.85e−6 1.78e−4 3.90e−14
Table 6
Maximum errors of U and its nth-order derivatives (n = 1, 2, 3, 4) by our method for Example 3.3.
N max0≤i≤M |Ui − ui| max0≤i≤M |U ′i − u′i| max0≤i≤M |U ′′i − u′′i | max0≤i≤M |U ′′′i − u′′′i | max0≤i≤M |U (4)i −u(4)i |
8 2.80e−8 1.76e−7 1.08e−6 2.36e−5 5.05e−4
12 1.06e−14 1.10e−13 1.12e−12 4.96e−11 2.74e−9
16 5.55e−17 2.22e−16 4.44e−16 8.88e−16 3.11e−15
Table 7
Errors of MQ method [19] and LPG–CC method for Example 3.4.
t 0.1 0.3 0.5 0.7 1.0
L∞-error MQ method 1.03e−4 1.85e−4 2.89e−4 3.85e−4 5.23e−4LPG–CC 2.56e−5 2.58e−5 2.53e−5 2.57e−5 3.52e−5
L2-error MQ method 1.73e−5 3.86e−4 7.30e−4 7.13e−4 1.51e−3LPG–CC 6.77e−5 8.30e−5 9.40e−5 1.03e−4 1.15e−4
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Fig. 1. The shock profile wave propagation for Example 3.4 with C = 5, k = 12

11
19 , x0 = −12.
Example 3.4. The Kuramoto–Sivashisky equation
∂tU + U∂xU + ∂2x U + ∂4x U = 0, x ∈ (−30, 30),
with an exact solution
U(x, t) = C + 15
19

11
19

11tanh3 (k (x− Ct − x0))− 9tanh (k (x− Ct − x0))

.
In Table 7, L∞ and L2 errors are recorded at time t = 0.1; 0.3; 0.5; 0.7; 1 with N = 120, τ = 0.001, C = 0.1, k = 12

11
19 ,
x0 = −10.We compare the results with those presented in [19] by themesh-free collocationmethod based onmultiquadric
(MQ) with c(MQ) = 2.5 advancing in time by the Crank–Nicolson scheme. It is noticed that the LPG–CC method shows
better accuracy than theMQmethod [19] from Example 3.4. In Fig. 1, the regular shock profile wave propagation for the K–S
equation computed by the LPG–CC method is given.
Example 3.5. The Kuramoto–Sivashisky equation
∂tU + U∂xU + ∂2x U + ∂4x U = f (x, t), x ∈ (−1, 1),
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Table 8
Maximum error at T = 1 for Example 3.5.
N 8 16 32 64
JC 1.39e−2 8.63e−3 4.56e−3 8.76e−4
LPG–CC 8.43e−4 1.71e−7 9.49e−9 9.49e−9
where f is chosen such that the equation has an exact solution
U(x, t) = 1− x22 sech(x− t).
This examplewas computed in [20] by a Jacobi collocation(JC)method advancing in time by the fourth order Runge–Kutta
method. The numerical errors of Example 3.5 at T = 1 with τ = 0.001 are reported in Table 8. From Table 8, we can see
that in this example the LPG–CC method is of higher accuracy than the JC method.
4. Convergence of the schemes
4.1. Properties of some operators
Let I = (−1, 1), and ωα,β(x) = (1 − x)α(1 + x)β be a certain weight function in the usual sense. Denote by (·, ·)ωα,β
and ‖ · ‖ωα,β , the inner product and the norm of the weighted space L2ωα,β (I), respectively. We adopt the standard notation
Hσωα,β (I) for weighted Sobolev spacewith norm ‖·‖ωα,β ,σ and semi-norm |·|ωα,β ,σ . The subscriptωwill be omittedwhenever
ωα,β(x) ≡ 1. Let PN(I) be the space of polynomials of degree atmostN on the interval I . Throughout this paper, C will denote
a generic positive constant.
The Jacobi orthogonal projection operator with the weight ωα,β(x) is defined P
α,β
N : L2ωα,β → PN . For simplicity, we set
PN = P 0,0N . Next, we introduce the spectral projection operator PkN : Hk(I)→ PN [7,21,22,11] defined by
PkNu = u(−1)+
∫ x
−1

Pk−1N−1∂ξu

dξ, k ≥ 1,
where P0N = PN . The projection operator has the following properties:
∂ lxP
k
Nu

(±1) = ∂ lxu(±1), 0 ≤ l ≤ k− 1, (8)
∂kx

PkNu− u

, v
 = 0, ∀v ∈ PN−k. (9)
We will need an estimate in the following negative norm:
‖u‖−1 := sup
v∈H10 (I),v≠0
|(u, v)|
‖v‖1 .
Lemma 4.1 ([11]). If u ∈ Hr(I), then it holds that for all 0 ≤ l ≤ k ≤ r,
‖∂ lx

PkNu− u
 ‖ωl−k,l−k ≤ CN l−r‖∂ rxu‖ωr−k,r−k . (10)
Denoting by ICN the CGL interpolation operator, we have the following lemma.
Lemma 4.2 ([22,23]). If u ∈ Hr(I) and r ≥ 1, then it holds that for all 0 ≤ l ≤ 1,
‖∂ lx

ICNu− u
 ‖ωl−1,l−1 ≤ CN l−r‖∂ rxu‖ωr−1,r−1 . (11)
4.2. Error analysis for the linear equation
First, we give an optimal rate of convergence for scheme (2). Assume that the exact solution U(x) is smooth enough and
α, β > 0. Let η = U − u∗ and e = uN − u∗, where u∗ = P3NU . From (1) and (2), we have
α(e, v)− β ∂2x e, v− ∂3x e, ∂xv = α(η, v)− β η, ∂2x v , (12)
where we have used the fact (∂3x η, ∂xv) = 0 for all v ∈ WN−2, according to (9).
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Because of e(±1) = ∂xe(±1) = 0 by (8), we can take v = ω−1,−1e. It is easy to get the following equalities:
− ∂3x e, ∂xv = 2|∂xv(1)|2 + 2|∂xv(−1)|2 + 4‖∂xv‖2 + ‖∂2x v‖2ω1,1
− ∂2x e, v = ‖∂xv‖2ω1,1 + ‖v‖2.
Therefore, we can get
α‖e‖2ω−1,−1 + β‖v‖2 + β‖∂xv‖2ω1,1 + 2|∂xv(1)|2 + 2|∂xv(−1)|2 + 4‖∂xv‖2 + ‖∂2x v‖2ω1,1
≤ β‖η‖ω−1,−1‖∂2x v‖ω1,1 + α‖η‖‖v‖
≤ β2‖η‖2ω−1,−1 +
1
4
‖∂2x v‖2ω1,1 +
α2
β
‖η‖2 + β
4
‖v‖2.
Hence,
‖e‖2ω−1,−1 + ‖v‖2 + ‖∂xv‖2 ≤ C‖η‖2ω−1,−1 .
According to (10), we have
‖e‖ω−1,−1 ≤ C∗N−r .
Furthermore,
‖∂xe‖ ≤ C(‖v‖ + ‖∂xv‖) ≤ CN−r .
It can be shown that forα, β > 0,we arrive at the following convergence result via the triangle inequality and Lemma4.1.
Theorem 4.1. Assume that r ≥ 3 and U ∈ Hr(I), then
‖U − uN‖ ≤ ‖U − uN‖ω−1,−1 ≤ CN−r ,
and
‖U − uN‖ + N−1‖∂x(U − uN)‖ ≤ CN−r .
4.3. Error analysis for the nonlinear equation
The stability and an optimal rate of convergence for the semidiscrete scheme (6) of the LPG–CC method is given.
Suppose that uN and the term on the right-hand side in (6) have the error u˜N and f˜ , respectively. Then by (6), we have
∂t u˜N , v
+ ∂xICN F˜ , v+ u˜N , ∂2x v− ∂3x u˜N , ∂xv = (f˜ , v),
where F˜ = F(uN + u˜N)− F(uN). Taking v = ω−1,−1u˜N ∈ WN−2, we have
1
2
d
dt
‖u˜N‖2ω−1,−1 + 2|∂xv(1)|2 + 2|∂xv(−1)|2 + 4‖∂xv‖2 + ‖∂2x v‖2ω1,1
≤ ‖ICN F˜‖2 +
1
4
‖∂xv‖2 + ‖u˜N‖2ω−1,−1 +
1
4
‖∂2x v‖2ω1,1 + ‖f˜ ‖2−1 +
1
4
‖∂xv‖2.
Let
uM = max
0≤s≤T
‖uN(s)‖L∞(I) + ‖∂xuN(s)‖L∞(I) ,
CF (z1, z2) = max|z|≤|z1|+|z2| |∂zF(z)| + (|z1| + |z2|) max|z|≤|z1|+|z2| |∂
2
z F(z)|.
As in [11], we get the result under the assumption,
‖u˜N(s)‖L∞(I) ≤ C1, ∀s ∈ (0, t].
By (11), we have
‖ICN F˜‖ ≤ ‖ICN F˜‖ω−1,−1 ≤ ‖ICN F˜ − F˜‖ω−1,−1 + ‖F˜‖ω−1,−1 ≤ CN−1‖∂xF˜‖ + ‖F˜‖ω−1,−1
≤ CF (uM , C1) ‖u˜N‖ω−1,−1 .
So,
1
2
d
dt
‖u˜N‖2ω−1,−1 + 2|∂xv(1)|2 + 2|∂xv(−1)|2 + 4‖∂xv‖2 + ‖∂2x v‖2ω1,1
≤ C∗‖u˜N‖2ω−1,−1 +
1
2
‖∂xv‖2 + 14‖∂
2
x v‖2ω1,1 + ‖f˜ ‖2−1.
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Therefore, integrating the inequality in time leads to
E(t) ≤ ρ(t)+ C∗
∫ t
0
E(τ )dτ , (13)
where C∗ is a positive constant dependent on CF (uM , C1), and let
E(t) = ‖u˜N(t)‖2ω−1,−1 +
∫ t
0
2|∂xv(1)|2 + 2|∂xv(−1)|2 + 72‖∂xv‖
2 + 3
4
‖∂2x v‖2ω1,1ds,
ρ(t) = ‖u˜N(0)‖2ω−1,−1 +
∫ t
0
‖f˜ ‖2−1ds.
We can get the following theorem.
Theorem 4.2. If ρ(T ) ≤ C21 e−C∗T/N, then
E(t) ≤ ρ(t)eC∗t .
Proof. We first prove that
max
0≤s≤T
‖u˜N(s)‖L∞(I) ≤ C1. (14)
Otherwise, there must exist t1 < T such that
max
0≤s≤t1
‖u˜N(s)‖L∞(I) ≤ C1, ‖u˜N(t1)‖L∞(I) = C1. (15)
while by (13) and the Gronwall inequality we have
E(t1) ≤ ρ(t1)eC∗t1 < ρ(T )eC∗T ≤ C21/N.
And for all v ∈ PN , we have
‖v‖2L∞(I) ≤ N‖v‖2ω−1,−1 .
Therefore,
‖u˜N(t1)‖2L∞(I) ≤ N‖u˜N(t1)‖2ω−1,−1 < C21 ,
which is contradictory with (15). Thus (14) holds, and we derive the result from the Gronwall inequality. 
Now, we consider the convergence of the scheme (6). Let u∗ = P3NU , η = u∗ − U and e = u∗ − uN . By (5), (6) and (9), we
have
(∂te, v)+

∂xICN G˜, v

+ e, ∂2x v− ∂3x e, ∂xv
= (∂tη, v)+

∂x

F(U)− ICNF(u∗)

, v
+ η, ∂2x v− ∂3x η, ∂xv+ f − ICN f , v
= (∂tη, v)+

∂xICN(F(U)− F(u∗)), v
+ ∂x F(U)− ICNF(U) , v+ η, ∂2x v+ f − ICN f , v
= I1 + I2 + I3 + I4 + I5,
where G˜ = F(uN + e)− F(uN). Taking v = ω−1,−1e, we get
|I1| = | (∂tη, v) | ≤ ‖∂tη‖2−1 +
1
4
‖∂xv‖2 ≤ CN−2r‖∂tU‖2max{3,r−1} +
1
4
‖∂xv‖2.
Let
UM = max
0≤s≤T
‖U(s)‖L∞(I) + ‖∂xU(s)‖L∞(I)
|I2| = |

ICN

F(U)− F(u∗) , ∂xv | ≤ ‖ICN F(U)− F(u∗) ‖2 + 14‖∂xv‖2
≤ ‖ICN

F(U)− F(u∗)− F(U)− F(u∗) ‖2 + ‖F(U)− F(u∗)‖2 + 1
4
‖∂xv‖2
≤ CCF

UM , ‖U − u∗‖L∞(I)

N−2r‖U‖2r +
1
4
‖∂xv‖2,
|I3| = |

F(U)− ICNF(U), ∂xv
 | ≤ ‖F(U)− ICNF(U)‖2 + 14‖∂xv‖2
≤ CN−2r‖F(U)‖2r +
1
4
‖∂xv‖2,
16 T.-T. Shen et al. / Computers and Mathematics with Applications 61 (2011) 8–16
|I4| = |

η, ∂2x v
 | ≤ ‖η‖2ω−1,−1 + 14‖∂2x v‖2ω1,1 ≤ CN−2r‖U‖2r + 14‖∂2x v‖2ω1,1 ,
|I5| ≤ CN−2r‖f ‖2r +
1
4
‖∂xv‖2.
For the initial error, we have from (10) and (11) that
‖e(0)‖ω−1,−1 ≤ ‖

ICN − P3N

U0‖ω−1,−1 ≤ CN−r‖U0‖r .
According to Theorem 4.2, we can get the following convergence theorem.
Theorem 4.3. Assume that r ≥ 3 and U ∈ C(0, T ;Hr(I) ∩ H20 (I)) ∩ H1(0, T ;Hmax{3,r−1}(I) ∩ H20 (I)), F(z) ∈ C r(R) and
f ∈ Hr(I), then there exists a positive constant C∗ such that when N is large enough, we have
‖U(t)− uN(t)‖ ≤ ‖U(t)− uN(t)‖ω−1,−1 ≤ C∗N−r , t ∈ (0, T ]. (16)
5. Conclusion
In this work, we study the Legendre Petrov–Galerkin method for linear fourth-order equations. However, for the
solutions with certain singularity on the boundary, the LG method gives better results than the LPG method and the LT
method. For the K–S equation, the Legendre Petrov–Galerkin and Chebyshev collocation method in space combined with
the leapfrog/Crank–Nicolson method in time is presented. Numerical results demonstrate the efficiency of the proposed
schemes and coincide very well with theoretical analysis. The optimal error estimates in the L2-norm of the two methods
for fourth-order differential equations are also obtained.
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