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Abstract 
Simulations of the ocean dynamics in the cavity under the Amery Ice Shelf, 
East Antarctica, were carried out using a three-dimensional numerical ocean 
model. The aims were as follows: first, to describe the ocean circulation, the 
temperature and salinity distributions, and the interaction of the ocean with 
the base of the ice shelf; second, to investigate the strength of the influence of 
the external circulation in Prydz Bay on the circulation in the ocean cavity; 
third, to investigate the impact of any change in climate on the dynamics of 
the ocean cavity and the basal mass balance of the Amery Ice Shelf. 
The simulations show that the circulation in the ocean cavity is predom-
inantly horizontal and approximately follows the contours of water column 
thickness. It is driven by the density gradient in the cavity, which is strongly 
influenced by the heat and salt fluxes from melting and freezing processes at 
the ice-ocean interface and by the horizontal exchange of heat and salt across 
the open ocean boundary at the ice front. This horizontal exchange is strongly 
influenced by the velocity field at the ice front. 
Estimates of the basal component of the mass loss of the Amery Ice Shelf 
were found from model runs with different ice front boundary conditions. The 
computed loss varied between 10.6 Gta-1 and 20.2 Gta-1, depending on which 
boundary condition was applied at the ice front. The bulk of the melting oc-
curred near the southern grounding line of the ice shelf, although substantial 
melting also occurred in areas where heat transport by the horizontal circula-
tion was large. Accretion was restricted to areas where water, from upstream 
melting, was supercooled as it ascended the ice shelf base. 
In further studies the model domain was expanded to the north to encompass 
the adjacent ocean in Prydz Bay. The aim was to allow flow across the ice front 
to evolve freely. To ensure realistic circulation and water mass distribution 
in Prydz Bay, temperature and salinity observations were assimilated into the 
Prydz Bay portion of the domain. This eliminated the need for complicated 
sea ice models and the arbitrary specification of water mass characteristics. 
This was only partially successful. The model circulation in Prydz Bay was 
consistent with observations, but the temperature and salinity were not. This 
inconsistency raises doubts about the corresponding temperature and salinity 
distribution in the ocean cavity, and about the fluxes between the ocean and 
the ice shelf. 
The impact of possible ocean climate change to the north of the Amery Ice 
Shelf was investigated using the smaller domain model. First, two cooler ocean 
scenarios appropriate to glacial climates or reduced sea ice growth were applied. 
Second, temperature increases in the range of 0.1°C to 3.0°C were applied at 
the ice front boundary. For some of these scenarios changes in salinity were 
considered. The circulation in the ocean cavity, in particular the strength and 
structure of some gyres close to the ice front, was affected by the changes. In 
addition, heat flux from warmer water increased the mean melt rate and the net 
rate of mass loss from the ice shelf. These rates increased approximately lin-
early with temperature (at rv0.45 ma-10c-1 and ""22.0 Gta-10c-1 ), suggesting 
substantial modification of the ice shelf would occur in a warmer climate. 
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Chapter 1 
Introduction 
Ice Shelves are regions of thick floating ice, which fringe approximately 40% 
of the coast of Antarctica (Figure 1.1). Ice shelves around Antarctica form an 
important part of the global climate system. They provide a direct connection 
between the Antarctic Ice Sheet and the world's oceans, as the majority of the 
ice which forms Antarctica's ice shelves originates from the Antarctic Ice Sheet. 
Melting from the base of the ice shelves could account for approximately 20% 
of the ice lost from the Antarctic Ice Sheet [Jacobs et al., 1992]. 
The small scale features of the interaction between ice shelves and the ocean 
underneath are well understood, however, the overall details of individual ice 
shelves are poorly known. Observing the ocean cavity is physically difficult be-
cause the thickness of the ice shelf, generally between 1200 m near the grounding 
line and 250 m near the ice front, restricts access to the ocean. Some observa-
tions in ocean cavities have been made, but they are sparse and generally cover 
short time spans [e.g., Jacobs et al., 1979; Nicholls et al., 1991; Nicholls et al., 
1997]. Due to these restrictions, numerical ocean modelling is an essential tool 
for understanding this environment. 
Ocean modelling under ice shelves is a problem which has unique aspects. 
In contrast to the remainder of the world's oceans where the surface layers are 
heavily influenced by atmosphere-ocean exchange, the ice shelf insulates the 
ocean from the affects of the atmosphere. 
The interaction between the ice shelves and the ocean is largely thermo-
dynamic, with heat and salt fluxes occurring between the ice shelf and the 
underlying ocean. The local nature of these fluxes is largely understood and 
can be easily characterised. This characterisation is, however, highly dependent 
on the properties of the ocean beneath the ice shelf. Thus to determine these 
fluxes the ocean needs to be well described. 
Water cooled below the surface freezing temperature is generated by inter-
action with the ice shelf. This water mass, known as Ice Shelf Water (ISW), 
only forms under ice shelves. ISW may have a significant impact on the wa-
ters of the continental shelf. It is believed to provide a suitably cold source of 
water to help in the formation of Antarctic Bottom Water (AABW) [Foldvik 
and Gammelsr!(jd, 1988]. AABW is the dominant water mass at the bottom of 
most of the world's ocean basins and it has a key role in driving the deep global 
ocean circulation. 
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Figure 1.1: Map of Antarctica showing the ice shelves (shaded) and the 1000 
m isobath. 
Various modelling strategies have been used to simulate the ocean circu-
lation under ice shelves and quantify the impact of the circulation on the ice 
shelf basal processes. Of the different strategies tried, three-dimensional nu-
merical ocean models have generally been the most successful. To date, three-
dimensional numerical models have been applied to cavities under several the-
oretical ice shelves [Determann and Gerdes, 1994; Grosfeld et al., 1997], the 
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Filchner-Ronne Ice Shelf [Determann et al., 1994], and the Filchner Ice Shelf 
[Grosfeld and Gerdes, 1998]. Given the success of the three-dimensional model 
in representing the circulation under the Filchner-Ronne Ice Shelf, it is timely 
to apply the model to cavities under other ice shelves. 
Even though the detailed cavity geometry under the Amery Ice Shelf is 
not well known, applying a three-dimensional model to the cavity will improve 
the general understanding of the processes involved in modelling ocean cavities 
under ice shelves. In addition, answers are needed for the following questions 
related to the Amery Ice Shelf and the adjacent seas. First, what role does 
the Prydz Bay Gyre, which lies to the north of the Amery Ice Shelf, play in 
the circulation and distribution of temperature and salinity under the ice shelf? 
Second, what affect does the ocean cavity under the Amery Ice Shelf have on 
the mass balance of the ice shelf? Third, how do possible climate variations 
change the mass balance of the ice shelf? 
The Amery Ice Shelf is the third largest embayed ice shelf in Antarctica and 
constitutes the outflow from the Lambert Basin, East Antarctica. There are 
uncertainties in the components of the mass balance calculation for the Lambert 
Basin, including the net basal melting from the Amery Ice Shelf. Knowledge of 
the amount of ice lost by basal melting from the Amery Ice Shelf will assist in 
improving the assessment of the mass balance of the Lambert Basin. 
The scale of the interaction between the cavity under the Amery Ice Shelf 
and the Prydz Bay Gyre is unknown. Oceanographic observations have been 
made in Prydz Bay, and from these, estimates of flow between the bay and the 
cavity under the ice shelf have been proposed, including suggestions that the 
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gyre is driving the inflow waters [e.g., Wong 1994; Wong et al. 1998]. Outflow 
from under the Amery Ice Shelf also appears important within Prydz Bay, as 
it is linked to the formation of dense bottom like waters. 
This study attempts to answer these questions, along with characterising 
the oceanography of the cavity under the Amery Ice Shelf, and the interaction 
between the ice shelf and the ocean cavity. 
In Chapters 2 to 4 background material for the overall study is presented. 
Chapter 2 contains a review of the developments in ocean modelling under ice 
shelves. This discusses the strategies which have been used to study the ocean 
circulation and the processes at the ice shelf-ocean interface over the past 10 
to 15 years. This includes a summary of the previous numerical study of the 
ocean cavity under the Amery Ice Shelf [Hellmer and Jacobs, 1992]. In Chapter 
3 short summaries of the oceanography of Prydz Bay and the glaciology of 
the Amery Ice Shelf relevant to this thesis are presented. This is followed in 
Chapter 4 by a detailed description of the governing equations of the numerical 
ocean model utilised in the study, along with the boundary conditions on the 
model domain. Details on the formation of the model data fields for the water 
column thickness, ice shelf draft, and the temperature and salinity conditions 
along the ice front boundary of the model are also included. 
In the chapters which follow the background material the results from sev-
eral modelling studies are presented. In Chapter 5, the different boundary 
conditions which can be applied along the ice front and the effect these have 
are examined. Using the results from several simulations, estimates are derived 
for comparison with more direct analysis of observations. These include marine 
ice layer thicknesses and estimates of the basal component of mass balance for 
the ice shelf. 
In Chapter 6 the impact of different climate change scenarios on the pro-
cesses in the cavity are examined. The climate change experiments were im-
plemented by modifying the ocean temperature, and in some cases the salinity 
along the ice front while retaining the cavity geometry. The main aspect ex-
amined was the effect of changes on the basal component of the ice shelf mass 
balance. Changes in the ocean circulation and the water column structure are 
also discussed. These are generally related to the change in the heat and salt 
fluxes at the model boundaries. 
The model domain is extended in Chapter 7 to include Prydz Bay. This 
extension moves the boundary away from the ice front, removing the need to 
prescribe flow across the ice front. This is done because the results of Chapter 5 
indicate there is some difficulty in realistically prescribing the boundary condi-
tions at the ice front. In an attempt to ensure that the temperature and salinity 
in Prydz Bay are realistically reproduced, temperature and salinity observations 
are assimilated into the Prydz Bay part of the ocean domain. It was expected 
the assimilation of these observations into the model domain would also ensure 
a realistic circulation developed in the model domain, and this would lead to 
water masses with appropriate temperature and salinity flowing under the ice 
shelf. 
In Chapter 8 the results from the previous chapters are drawn together, 
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and general conclusions are made. These include the implications from the 
thesis regarding future field observations, which the results suggest are needed 
to provide a more accurate understanding of the ocean circulation and mass 
exchange under the ice shelf. 
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Chapter 2 
Review of modelling ocean 
cavities under ice shelves 
The lack of an extensive observational database in cavities under ice shelves, 
places a great reliance on the use of mathematical models to describe the 
oceanography under ice shelves. In this chapter a review of previous and current 
modelling efforts is presented. In the first section the boundary conditions at 
the ice shelf-ocean interface are discussed. These are a distinctive component 
of ocean cavity models. In the sections which follow the individual models are 
discussed. 
A variety of different modelling approaches have been used. Numerical 
models of ocean circulation under ice shelves can be easily grouped into three 
categories. These are: tidal models, tidally driven models, and thermohaline 
circulation models. Of these, the tidally driven and thermohaline circulation 
models focus on the circulation and water mass properties in the ocean cavity. 
Little work has been done on tidally driven models, as the thermohaline circu-
lation appears to be the dominant process. The tidal models generally focus on 
determining the tidal constituents in the ocean cavity and the tidal response of 
the ice shelf, and are not considered in this review. 
A recent study [Williams et al., 1998a] reviews a similar range of material 
to that presented in this chapter. 
2.1 Boundary processes at the ice shelf-ocean 
interface 
The description of processes occurring at the boundary between the ice shelf 
and the ocean cavity are important in all models of circulation in ocean cavities 
under ice shelves. The ice shelf is a solid boundary with negligible horizontal 
motion ( < 10-4 ms-1), so its dynamic influence is to exert a drag on the motion 
of the water, much like that exerted by the sea bed. A free-slip condition or a 
quadratic drag law are the commonly used parameterisations. In free surface 
models the ice shelf is assumed to have no flexural rigidity, so it rises and falls 
passively with the tides. Only within a few kilometres of the grounding line is 
this thought to be a poor assumption [MacAyeal, 1984b]. 
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The thermodynamic influence of the ice shelf-ocean interface is more com-
plex, because it is a boundary between two phases of the same material. Given 
sufficient time to adjust, a mixture of ice and water will always be at the in situ 
freezing temperature. An input of heat to the system will cause ice to melt, 
while loss of heat causes freezing. The salinity of the water affects the situation 
by changing the temperature of the freezing point [Loewe, 1961; Doake, 1976]. 
The models generally assume that the process of adjustment at the ice shelf-
ocean interface is sufficiently rapid that the interface is always at the in situ 
freezing temperature. The heat flux out of the ocean is dependent on the 
contrast between the in situ freezing temperature and the ocean temperature. 
This is balanced by the heat loss (or gain) from melting (or freezing) and the 
heat flux through the ice shelf. 
The salt flux at the boundary has a similar relationship to the heat flux, 
although there is no flux of salt into the ice shelf. This is based on observations 
of marine ice beneath the Filchner-Ronne Ice Shelf [Oerter et al., 1992], where 
low salinities were found, suggesting little salt is removed from the water column 
at the ice shelf-ocean interface. 
Three equations are typically used to describe these boundary processes: 
(2.1) 
(2.2) 
(2.3) 
where T and S are water temperature and salinity respectively, with the sub-
script b indicating conditions at the boundary, P is the pressure· at the base 
of the ice shelf, m is the melt rate (negative for freezing), L is the latent heat 
of fusion, Cw is the specific heat capacity of sea water, Qrs is the heat flux 
through the ice shelf, "/T and "Is are transfer coefficients for heat and salt and 
a, b and c are constants parameterising the in situ freezing temperature. 
The heat flux through the ice shelf, Q18 , is difficult to calculate as the 
temperature gradients within the ice shelf are largely unknown. In studies 
where the heat flux through the ice shelf is included it is usually estimated by 
assuming a linear temperature gradient through the ice shelf. This gives an 
equation of the form, 
(2.4) 
where K1 is the thermal conductivity of ice, ~T is the temperature difference 
between the top and bottom of the ice shelf and ~z is the thickness of the ice 
shelf. This generally gives an estimate of the heat flux through the ice shelf 
which is about two orders of magnitude smaller than the other heat flux com-
ponents [Determann and Gerdes, 1994] and because of this some studies have 
chosen to ignore the heat flux through the ice shelf in their parameterisation of 
ice-ocean boundary conditions. 
The transfer coefficients, "/T and "/s, are used to subsume much of the small 
scale physics occurring at the boundary. The transfer coefficients are known to 
vary with velocity, boundary layer thickness and a number of other parameters, 
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yet it is unclear how these processes can be accurately parameterised. Several 
studies [e.g., Jenkins, 1991; Jenkins and Bombosch, 1995; Hellmer et al., 1998] 
have included complex parameterisations of the transfer coefficients, while other 
studies [e.g., Hellmer and Olbers, 1989; Determann et al., 1994] assume both 
coefficients are constant. 
The role of the salt flux in the boundary conditions varies depending on 
the magnitude of the two transfer coefficients. If the difference between the 
two transfer coefficients is small, then the salt flux plays a lesser role in the 
boundary conditions. Because of this some models do not include the salt flux 
in their boundary condition parameterisation. 
The final term in the freezing point relationship (Equation 2.1) is of fun-
damental importance. At atmospheric pressure, 90% of ocean waters freeze at 
temperatures between -l.87°C and -l.92°C, however at a depth of 1500 m, the 
corresponding range is -3.01°C to -3.06°C. Even if sea water has been cooled 
to the surface freezing point by interaction with the polar atmosphere, it still 
has the potential to melt ice at depth. Melting ice at depth may then cool 
the ocean to temperatures below the surface freezing point, generating buoy-
ant Ice Shelf Water (ISW). Foldvik and Kvinge [1974] noted that, should such 
'potentially supercooled' water be raised to the surface, in situ supercooling 
would result and frazil ice could form. Doake [1976] and Robin [1979] discussed 
the significance of buoyant supercooled water for driving freezing beneath ice 
shelves. They both used the concept of a layer of water adjacent to the ice shelf 
base being maintained at the freezing point by phase changes. Should the slope 
of the ice shelf base and prevailing ocean currents be such as to the drive the 
layer to greater depth, melting would result. Conversely, a current ascending 
along an upwards sloping base could cause freezing. Robin [1979] suggested the 
possibility of melting beneath the thick ice near an ice shelf grounding line and 
refreezing beneath the thinner ice near the ice front, a process referred to as an 
'ice pump' by Lewis and Perkin [1986]. 
2.2 Tidally driven models 
2.2.1 Early work 
The first numerical studies of ocean circulation under ice shelves were carried 
out by MacAyeal [1984b; 1985a]. In these two studies, the tidal simulations 
from MacAyeal [1984a] were used to describe two possible ocean circulations 
under the Ross Ice Shelf, and the consequent patterns of melting and freezing 
at the base of the ice shelf. The ocean circulation described by MacAyeal 
[1984a] assumed that tidally induced vertical mixing was dominant in driving 
the ocean circulation. In MacAyeal [1985a] this assumption was changed, and 
it was assumed tidal rectification drove the ocean circulation. 
MacAyeal [1984b] compared the calculated tidal dissipation rates with the 
rate at which energy would be consumed if melt water produced at the ice shelf 
base were mixed throughout the water column. Although he did not know the 
actual basal melt rates, he was able to estimate the amount of melting necessary 
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to maintain a stratified water column. By assuming an upper limit on the melt 
rate of 0.05 ma-1, he suggested that all regions requiring a melt rate higher than 
this to maintain a stratified water column would be well mixed, and that the 
location of the 0.05 ma-1 melt rate contour would be the approximate position 
of the tidal front within the ocean cavity. This analysis implied that widespread 
areas with a well-mixed water column should exist along the Siple Coast (Figure 
1.1). 
In the latter work, MacAyeal [1985a] was able to calculate the flow of a se-
ries of lagrangian tracers in the ocean cavity. From the tracer paths MacAyeal 
showed that tidal rectification generated steady currents along the sides of 
several topographic features, and induced large currents near the ice front. 
However, flow crossing the ice front tended to turn back because few isobaths 
originating at the ice front extended very far into the ocean shelf cavity. He 
concluded that tidal rectification could play an important role in driving water 
into the cavity, and that it may be the cause of the high melt rates observed 
close to the ice front, but tidal rectification appeared to be an inefficient means 
of ventilating the greater portion of the ocean cavity under the Ross Ice Shelf. 
2.2.2 One-dimensional mixed layer model 
Scheduikat and Olbers [1990] developed two one-dimensional vertical layer mod-
els, to model flow under the Ross Ice Shelf. The results of the two models were 
compared to the conditions observed at the drill site known as J9 (82.37°S, 
168.62°W), on the Ross Ice Shelf. The models were also used to calculate the 
ablation rates in the southeastern portion of the ice shelf, which is the expected 
origin of so called Deep ISW. The models were forced by a barotropic tidal 
current and coupled to the ice shelf by setting the ice-water interface to the 
freezing point. The first model had two layers: a horizontally homogeneous 
mixed layer, over a bottom layer in which the temperature and salinity were 
specified and the barotropic tidal forcing was applied. 
In the second model a third layer was introduced between the mixed layer 
and the bottom layer. Other changes were the addition of advective transport 
for heat and salt, and changing the bottom layer from a passive layer to a 
turbulent boundary layer. These modifications enabled a better estimate of the 
entrainment fluxes at the base of the mixed layer. 
In the two layer model, Scheduikat and Olbers found the melt rate had 
a strong dependence on the shape of the tidal ellipse, which described the 
barotropic tidal current providing the forcing. This led to the classification of 
the model results into ablation and accumulation regimes. If the tidal current 
forcing was isotropic, i.e., constant in time, the system assumed a steady state 
which was independent of the strength of the current. However the mixed layer 
depth varied with the current strength. During the formation of the mixed 
layer, warm salty water was entrained from below, this warmed the mixed layer 
and drove melting at the ice shelf. This in turn thinned the mixed layer. 
When the two layer model was driven with anisotropic tidal currents, the 
model operated in a cyclic state, with alternating entrainment conditions where 
the mixed layer thickened, and detrainment conditions where the mixed layer 
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thinned. When the model was entraining it behaved in a similar manner to the 
isotropic case. 
After a 30° rotation in the tidal ellipse the model moved into a detrainment 
state. Here the net production rate of turbulent kinetic energy, due to the shear 
of the tidal current at the ice shelf base, was no longer sufficient to balance the 
buoyancy effects. Thus the mixed layer became thermodynamically decoupled 
from the lower layer, with only the heat and salt fluxes at the ice shelf-ocean 
boundary affecting the mixed layer. This cooled and freshened the mixed layer 
close to the freezing point during detrainment. After the tidal ellipse passed 
through its minimum, the model switched back to entraining. However, the 
amount of entrainment was weak until the tidal forcing neared its maximum, 
from where the cycle was repeated. 
Increasing the time variability of the tidal currents increased the alternating 
rates of entrainment and detrainment. Consequently, there was an increased 
melt rate and a decrease in the mean thickness of the mixed layer. However, the 
model state was not generally determined by the strength of the tidal current 
or the production of turbulent kinetic energy (which controls the entrainment 
velocity between the top and bottom layers), but instead by the temporal vari-
ability of the turbulent kinetic energy. 
In general the ablation rates from the two layer model were unrealistic. 
This was most likely due to the character of the laminar bottom layer, which 
overestimated the entrainment flux at the lower boundary of the mixed layer. 
This motivated Scheduikat and Olbers to develop the three layer model. 
Scheduikat and Olbers found with isotropic tidal forcing the results from 
the three layer model were equivalent to the isotropic two layer model results. 
This was because interaction between the intermediate layer and the bottom 
layer shut down. The lack of interaction between the bottom layer and the 
intermediate layer meant that the intermediate layer behaved similarly to the 
bottom layer in the two layer model, and little occurred in the bottom layer. 
As in the two layer model, if anisotropic forcing was used, the three layer 
model was characterised by alternating entrainment and detrainment stages. 
The cyclic stages were similar to those of the two layer model, but the overall 
rate of ablation was considerably reduced. This was because of the change of 
behaviour in the bottom layer, which showed only weak fluctuations, in contrast 
to the top mixed layer which was characterised by high variability. 
Detrainment into both the top and bottom layers from the intermediate 
layer arose in the system when tidal forcing was nearly at a minimum. The 
choice of entrainment zone thickness (a scale parameter introduced with the 
intermediate layer) modified the resulting melt rate, as well as the structure 
of the temperature and salinity profiles in the intermediate layer. A higher 
entrainment zone thickness resulted in higher entrainment fluxes at the base of 
the mixed layer and a correspondingly higher melt rate. 
The most realistic model results were found by using a tidal ellipse fitted to 
observations at the J9 drill site. From this Scheduikat and Olbers believed High 
Salinity Shelf Water (HSSW) did not mix with overlying layers on its way south 
under the ice shelf until it reached regions where the water column thickness 
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was less than 300 m. This is also consistent with the findings of MacAyeal 
[1984b, 1985a]. Variation in the thickness of the bottom layer and mixed layer 
were also in good agreement. 
The melt-freeze rates at several locations in the southeast part of the Ross Ice 
Shelf were calculated using the K1 tidal component ellipses of MacAyeal [1984a] 
for forcing. Ablation rates greater than 0.4 ma-1 were obtained, especially 
southeast of the Crary Ice Rise where the ablation rates were highest. In the 
far south near the grounding line the tide is approximately isotropic, this led 
to accumulation taking place at the ice shelf base. 
Scheduikat and Olbers concluded the occurrence of melting or freezing de-
pended strongly on the character of the tidal energy necessary to elevate the 
dense water of the bottom layer. They found the velocity and length scale only 
affected the melt rate if the tidal current showed distinct anisotropy. How-
ever, the melt rates did show a strong correlation to the thickness of the water 
column. 
Scheduikat and Olbers concluded by suggesting that the melt rates observed 
from the three layer model should be considered as maximum possible melt rates 
under the Ross Ice Shelf, and would be expected if only vertical processes were 
being considered. In general, they believed that if improved sets of observations 
were available the model would be an effective tool for predicting local ablation 
and accumulation rates beneath ice shelves. The neglect of internal wave en-
ergy as a dissipative source in the calculations of turbulent kinetic energy, and 
therefore on the entrainment velocity, was highlighted as a possible problem in 
the model design. 
2.3 Thermohaline models of circulation under 
ice shelves 
2.3.1 Analytical model 
N!Z)st and Foldvik [1994] presented a two-layer analytic model which assumed 
melting occurred close to the grounding line, and that some of the melt-water 
froze at some distance from the grounding line. N 0st and Foldvik presented two 
different versions of their model, the first was without heat exchange with the 
ice shelf, while the second included heat exchange. In both models the lower 
layer was regarded as an infinite source of mass, heat, and energy. 
In the first model the salinity and temperature of the upper layer were found 
to satisfy the relationship 
(2.5) 
where () and S are the temperature and salinity of the upper layer, Ow and 
Sw are the temperature and salinity of the underlying water mass, Cw is the 
specific heat capacity of water, and L is the latent heat of fusion for ice. N!Z)st 
and Foldvik then use separate arguments in zones of melting and freezing to 
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set the temperature in the upper layer equal to the in situ freezing point. This 
generates a system where the salinity and temperature are a known function of 
the depth of the ice shelf-ocean interface and the lower layer temperature and 
salinity. They are also independent of the entrainment rate of water from the 
lower layer into the upper layer. 
For the second model where heat exchange with the ice shelf is incorporated, 
different arguments are again used in melting and freezing zones. In the melting 
zones the relationship between salinity and temperature is 
where L' includes the additional heat conduction from the ice shelf and is taken 
to be independent of the depth of the ice shelf-ocean interface. The possible 
variation in the salinity occurs because with the inclusion of heat exchange the 
temperature-salinity relationship becomes dependent on the entrainment rate 
between the two layers. At typical values, Ow= -l.9°C and Sw = 34.70 PSU, 
the salinity range was within 0.04 PSU. 
Similarly in the freezing zone the temperature salinity relationship is depen-
dent on the entrainment rate of water from below. The salinity varies over the 
range, 
S (l _ Cw(Ow - 0)) S S (l _ Cw(01(Ho) - 0) _ Cw(Ow - 01(Ho))) 
w L < <w L . L' 
(2.7) 
where 01 (Ho) is the in situ freezing temperature at the beginning of the freezing 
zone. 
In general with this model (in both melting and freezing regions of an ice 
shelf), the temperature of the ISW layer will be controlled by the difference 
between the heat fluxes at the ice-ocean interface, and the fluxes from entrain-
ment between the layers. The salinity range can then be calculated from the 
relevant equation. Despite the importance of the fluxes between the layers, the 
selected entrainment rate had little influence on the result. 
2.3.2 Plume Model 
The Plume Model evolved from a stream-tube model used to simulate the 
drainage of shelf water off polar continental shelves into the abyssal ocean [Kill-
worth, 1977; Melling and Lewis, 1982]. Here, the term stream-tube refers to 
fluid with uniform properties flowing within an idealised conduit of streamlines 
that separate the plume from its surroundings. It was initially adapted for 
buoyant melt-water plumes in ocean cavities under ice shelves by MacAyeal 
[1985b]. 
It followed from earlier work [MacAyeal, 1984b] where he had proposed 
an ocean cavity circulation under the Ross Ice Shelf in which HSSW, with a 
salinity of 34. 75 and a temperature at the surface freezing point, filled the deeper 
sections of the ocean cavity. Melting caused by vertical mixing along the Siple 
Coast could then drive a thermohaline circulation with a buoyant layer flowing 
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along the ice shelf base with a return flow of HSSW below. By assuming a 
balance between the work done against friction and the release of gravitational 
potential energy, MacAyeal [1984b] was able to estimate the likely strength of 
the circulation and showed that it could ventilate the cavity in about five years, 
a time scale consistent with results of tracer studies of water from the ocean 
cavity [Michel et al., 1979]. 
MacAyeal [1985b] applied the model to an idealised ice shelf, representative 
of the Ross Ice Shelf. The ice shelf had a constant basal slope of 10-3 , over a 
distance of 1000 km. MacAyeal hypothesised a double plume mechanism under 
the ice shelf to generate the two types of ISW observed in the Ross Sea. The 
deeper plume from which Deep ISW would form was fed by HSSW, while the 
shallower plume which generated the Shallow ISW was fed by water with the 
characteristics of a warm core of water observed off the ice front. 
The criterion used by MacAyeal [1985b] to stop the evolution of the plume 
was when the plume broke free of the ice shelf base and began to interweave 
with the stratified ambient water column. This criterion was taken to be the 
point at which the plume buoyancy was so low that the equations for the ve-
locity and flow direction were no longer valid, because the inertial terms, which 
were ignored in the model evolution equations, become comparable to buoyancy 
terms. 
The model was highly dependent on the choice of values for the entrainment 
of water from outside the plume and the friction parameter at the ice shelf-
ocean interface. Because of this MacAyeal [1985b] chose to explore the range of 
parameter space rather than attempting to tune the model parameters to the 
available observations. This was also done with the aim of identifying a set of 
qualitative rules governing the evolution of the plumes in the ocean cavity. The 
other aims of the model were to identify where the Deep ISW and Shallow ISW 
plumes broke free, and to examine how the Earth's rotation effects the plume 
evolution. 
MacAyeal found the effects of the Earth's rotation were counter balanced 
by the effects associated with the coasts, by inverted channels in the base of 
the ice shelf or by baroclinic instabilities. These are all effects of either a high 
entrainment or friction parameter. Plume entrainment rates were found to 
reduce when Coriolis, rather than friction, was balancing the buoyancy force 
within the plume. 
MacAyeal also found that basal melting near the ice front was not likely to 
be caused by sustained entrainment of heat from the HSSW, suggesting other 
features of the ocean circulation needed to be examined. 
In Jenkins [1991] a model similar in concept to MacAyeal's [1985b] was 
presented. Here it was assumed that the circulation and mixing beneath ice 
shelves was driven entirely by thermohaline processes. The ocean beneath the 
ice shelf was treated as a two layer system, with the ambient fluid filling most 
of the cavity having the characteristics of HSSW. Importantly, this lower layer 
was assumed to be passive with negligible fluid motion. The upper layer, i.e., 
the plume, consisted of positively buoyant ISW which was driven upwards along 
the ice shelf base. 
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Jenkins' [1991] Plume Model was also based, with some changes, on the 
equations presented by Killworth [1977]. The major changes from MacAyeal's 
[1985b] model were restricting the plume to one dimension, and neglecting the 
influence of the Earth's rotation. Jenkins improved on MacAyeal's model by 
including additional equations to account for melting and freezing at the upper 
boundary, and the resulting freshwater flux. 
The four equations used to govern the system were : 
d(UD) 
e+m (2.8) dx 
d(U2 D) 
- D .D..pg sin a - KU2 (2.9) dx 
d(TUD) 
Tswe + Tm + (To - T)'YT (2.10) dx 
d(SUD) 
Sswe +Sm+ (So - S)'Ys (2.11) dx 
where x is the distance along the plume, D the plume thickness, Uthe plume 
velocity, e the entrainment velocity, m the melt-water production rate, g the 
acceleration due to gravity, a the ice shelf basal gradient, K the drag coefficient, 
'"YT and "(s are the heat and salt exchange coefficients, T, Tsw and T0 the tem-
perature of ISW, HSSW and the ice shelf interface respectively, and similarly 
S, Ssw, and S0 are the respective salinities. The density contrast between ISW 
and HSSW, 
.D..p = 7.86 X 10-4(S - Ssw) - 3.87 X 10-5 (T - Tsw), (2.12) 
was derived from a linear equation of state for sea water. 
The heat and salt fluxes at the ice shelf-ocean boundary were governed by 
equations similar to those presented in Section 2.1. The heat and salt transfer 
coefficients (ryT and "Is) were velocity dependent and were of a form derived by 
Kader and Yaglom [1972, 1977] for a smooth boundary. In balancing the heat 
flux equation Jenkins included the heat flux through the ice shelf in his model 
by assuming the temperature gradient through the ice shelf was linear with a 
temperature of -20°C at the top of the ice shelf. 
As with MacAyeal's [1985b] model, Jenkins' Plume Model terminated when 
the plume was deemed to no longer be in contact with the ice shelf. This was 
determined when either the density gradient between the plume and lower layer 
became zero, or the ice front was reached. 
This Plume Model was first applied to an ice shelf flowline of the Ronne 
Ice Shelf [Jenkins, 1991]. This flowline was chosen so a comparison could be 
made with the glaciological steady state melting and freezing rates previously 
calculated by Jenkins and Doake [1991] . 
The simulated basal melting and freezing rates are shown in Figure 2.1, 
along with the results of Jenkins and Doake [1991]. Agreement was in general 
good, although large discrepancies were found over the first 150 km from the 
grounding line and in the last 50 km to 80 km before the ice edge. Jenkins 
[1991] argued that the discrepancies in the first 150 km were caused, either by 
13 
6 
-1 
-
20 100 200 300 400 500 600 700 
Distance from grounding line (km) 
Figure 2.1: Steady state basal melt rates calculated by Jenkins and Doake 
[1991] for a flow line on Ronne Ice Shelf (crosses with approximate one standard 
deviation error bars) and melt rates derived from the Plume Model (solid line). 
Melting/freezing rates are expressed as a water equivalent thickness per unit 
time. [Figure 3, Jenkins, 1991] 
excluding the effects of vigorous tidal mixing, or by lateral variations in the ice 
thickness, reducing the accuracy of Jenkins and Doake's [1991] measurements. 
Over the last 50 to 80 km, it was suggested the discrepancy was most likely the 
result of warmer waters near the surface being driven beneath the ice shelf by 
tidal rectification near the ice front [MacAyeal, 1985b]. 
The effects of changes in the initial conditions and in the values of several 
key physical parameters on the principal results, and their sensitivity to these 
changes, were also studied. It was found the basic form of the mass balance 
curve, shown in Figure 2.1, remained unaltered, as any change which increased 
the melt rate also increased the freezing rate, so the final melt-water fraction 
remained almost unaltered. From this Jenkins concluded that the location 
of the melting and freezing zones was controlled principally by depth. The 
transition from ablation of the ice shelf to accumulation was found to occur 
where the sensible heat supply was no longer sufficient to prevent ISW becoming 
supercooled. The sensible heat supply was effected by the change in the plume 
temperature, which in turn was controlled by the dependence of the in situ 
freezing point on pressure. 
The variability observed by Jenkins and Doake [1991] in the melt-freeze rate 
over the first 300 km of the Ronne Ice Shelf flowline was explained by Jenkins 
[1991], as the influence of the ice shelf basal slope on the entrainment process. 
In particular, a steeper basal gradient implies more efficient entrainment and a 
greater melt rate. Increasing the basal slope not only increased the gravitational 
component driving the flow, but it also decreased the component controlling the 
stability of the stratification. 
Jenkins was also interested in the sensitivity of the model to changes in the 
temperature of the underlying water mass. Using the Plume Model, only the 
immediate effects of a rapid change could realistically be modelled, as the ice 
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shelf basal topography would be expected to change with a slow warming of 
the underlying water mass, and changing topography was not included in the 
plume model. 
Modified Weddell Deep Water, which is 0.59°C warmer than HSSW, was 
chosen as the replacement water mass as it forms the warmest water currently 
encroaching under the Ronne Ice Shelf. An increase in the melt rate was found, 
with the mean melt rate increasing from 0.6 ma-1 to 2.6 ma-1. More im-
portantly, the melt-water plume did not attain neutral buoyancy allowing the 
plume to reach the ice front and almost eliminating basal freezing. 
Nicholls and Jenkins [1993] presented some modifications to the Plume 
Model of Jenkins [1991]. These included making the velocity dependence on the 
heat and salt transfer coefficients explicit, improving the conservation of heat 
and salinity, and slightly modifying the heat and salt balance calculations at 
the ice shelf-ocean interface. The improved model was applied to a glaciolog-
ical fl.owline that extended from the grounding line of the Rutford Ice Stream 
across the Ronne Ice Shelf to the ice front. The orientation of the flow line was 
directed so that it met a drill site providing access to the ocean cavity and was 
very similar to the fl.owline modelled in Jenkins [1991]. Nicholls and Jenkins 
comment that a buoyant plume in the water column underlying an ice shelf does 
not in general follow a glaciological fl.owline. However, neglecting the effect of 
the Coriolis force, as the Plume Model does, the likely path of a buoyant plume 
originating at the grounding line and passing through the drill site location will 
be along lines of steepest ascent, which for this area are approximately parallel 
to fl.owlines from the coast to the ice front. 
Nicholls and Jenkins used additional observations, not available to Jenk-
ins [1991], for comparison purposes. These observations included salinity and 
temperature measurements collected at the drill site along the plume path and 
salinity and temperature measurements collected in a shore lead near where the 
fl.owline arrived at the ice front. 
It was assumed that the conductivity, temperature, and depth (CTD) mea-
surements made in the shore lead at the ice front were typical of the charac-
teristics of the emerging plume. They indicate a salinity of between 34.56 PSU 
and 34.63 PSU and a minimum temperature of -2.09°C. At the point where 
the model plume detaches from the ice shelf base the plume's salinity and tem-
perature are 34.60 PSU and -2.25°C. The salinities agree well, but the model 
temperature is 0.25°C lower. Two suggestions were made by Nicholls and Jenk-
ins to explain the temperature difference. The first was that additional water 
could be entrained into the plume as it travelled the 50 km between detaching 
from the ice shelf base and the ice shelf front. The second was that additional 
latent heat may have been added by the formation of frazil ice in the plume, 
although they estimated this would raise the salinity of the plume by 0.06 PSU. 
At the drill site, which was 460 km along the fl.owline from the grounding 
line, direct comparison between the model and observations were possible as 
the plume had not yet detached from the ice shelf. The observations suggested 
a 360 m deep water column was present, consisting of an approximately 200 m 
thick layer of ISW, over a 100 m thick layer of modified Weddell Sea Water 
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(WSW). These layers were separated by a weak 50 m pycnocline. This approx-
imates the two layer structure assumed by the model, although the thickness 
of the layers was reversed in the model, with the plume being smaller than the 
lower layer with a thickness of 60 m. Nicholls and Jenkins suggest the discrep-
ancy in the layer thicknesses may have been from the effects of sporadic breaking 
of internal waves. Although Nicholls and Jenkins did find evidence of internal 
wave activity in the oceanographic observations taken at the drill site, it seems 
unlikely that breaking of internal waves would provide sufficient mixing to ex-
plain the difference in plume thicknesses between the model and observations. 
For the oceanographic parameters of temperature, salinity, and deuterium good 
agreement was found between the model results and the observations. 
The modelled thickness of the accumulated ice at the drill site was de-
termined by integrating the accumulation rate from the point where freezing 
started, then allowing the strain of the whole ice shelf to thin the basal layer. 
This was then compared with the measured thickness of the marine ice layer 
through the drill hole, where excellent agreement between the observed marine 
ice layer thickness of 46 ± 5 m, and the modelled thickness of 48 m was found. 
Nicholls and Jenkins suggested agreement between the model results and 
the available oceanographic observations was good and thus lent considerable 
support to the theory that large scale circulation beneath the Ronne Ice shelf 
is driven primarily by interaction between the sea and the ice shelf base. 
Lane-Serff [1995] made no major changes to the Plume Model as developed 
by Jenkins [1991] and improved by Nicholls and Jenkins [1993] when applying 
the model to a theoretical ice shelf with a simple geometry. This allowed a 
broader insight into the general features of plume flow. Lane-Serff introduced 
two useful concepts for characterising the flow in Plume Models. These are the 
'equilibrium' values of temperature and salinity towards which the properties 
of the plume tend, and the 'ambient freezing point' which indicates the depth 
of transition between the melting and freezing stages of the plume. 
Using initial conditions similar to those of Jenkins [1991], Lane-Serff argued 
the flow can be divided into two regions: the first where melting is important 
and the buoyancy flux increases with the addition of melt water, and the second 
where melting is less important (with possible refreezing) and the buoyancy 
flux decreases with height until the plume detaches from the ice shelf. The 
division between these two regions is indicated by whether the buoyancy flux 
is increasing or decreasing. 
In the first region, Lane-Serff solved for equilibrium values of temperature 
and salinity, after assuming the ambient conditions in the lower layer were 
constant with distance from the grounding line (x). That is conditions were 
sought where, 
dT = 0 and 
dx 
dS =O 
dx (2.13) 
held, making it possible to solve for the 'equilibrium' temperature and salinity. 
After solving the equations numerically for the 'equilibrium' temperature and 
salinity, it was found the plume tended rapidly towards these values and followed 
them closely at first. However as the depth decreased the values in the plume 
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drifted away from the local equilibrium temperature and salinities. In effect 
the 'inertia' of the system increased until the restoring tendencies of the system 
were overwhelmed. This moved the plume into the second phase. 
After a number of model runs with basal slopes between 10-4 and 5 x 10-3 , 
and various values for the ambient temperature and salinity, Lane-Serff was able 
to estimate an upper bound on the length of the first phase of the plume. The 
change in depth from the origin of the plume to the 'ambient freezing point' 
provided a useful length scale, as it was dependent on the pressure freezing 
relationship and the salinity and temperature of the ambient sea water. For 
the range of basal slopes modelled and for salinity in the range of 30 to 40 and 
temperature in the range of freezing to 0°C, the following expression was found: 
Zm/f = Zo + (0.6 ± O.l)(zamb - zo), (2.14) 
where Zm/ f was the depth of the melt freeze transition, z0 the depth of the 
source water and Zamb the ambient freezing point, which is the vertical depth 
at which ambient sea water would freeze. 
In the second phase of the flow Lane-Serff found the effects of melting and 
freezing were of only minor importance to the plume. By ignoring their effects 
the equations could be reduced to those of a turbulent, entraining gravity cur-
rent flowing on a slope surrounded by a stratified ambient fluid. Using results 
from previous work [Lane-Serff, 1993], Lane-Serff estimated the point where the 
current left the slope as 
(2.15) 
where Fis the buoyancy flux at the origin of the second phase, N the ambient 
buoyancy frequency, E0 is a constant dimensionless parameter (equalling 0.036), 
K is a drag coefficient, and () is the slope of the base of the ice shelf. 
Removing the melting and freezing allowed a difference in the buoyancy 
flux, which Lane-Serff suggested could change the zero buoyancy depth by up 
to 100 m. This appears significant if the depth of zero buoyancy is only 265 m, 
and in turn raises doubts about the validity of ignoring the effects of melting 
and freezing. 
Lane-Serff concluded that the geometry of the flow depended mainly on 
the ambient temperature and salinity conditions and only weakly on the values 
of parameters describing the flow, such as the basal slope or the entrainment 
velocity. 
2.3.3 Plume Model with frazil ice 
Studies of the marine ice formation on the base of ice shelves have suggested 
that this layer consists of an unconsolidated mixture of ice crystals and wa-
ter [Engelhardt and Determann, 1987; Nicholls et al., 1991]. This supports a 
suggestion by Robin [1979] that most of the basal accumulation beneath ice 
shelves would result from ice crystals growing in the supercooled water column 
and subsequent deposition of these crystals onto the ice shelf base. 
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Motivated by this Jenkins and Bombosch [1995] extended the Plume Model 
used by Jenkins [1991] and Nicholls and Jenkins [1993] to include the dynamics 
of frazil ice. The plume of ISW was treated as a turbulent, particle-laden 
gravity current ascending a reactive boundary and containing a suspended load 
which evolved in response to the supercooling of the water and the inverted 
sedimentation of the crystals. 
To simplify the inclusion of frazil ice into the model the frazil ice crystals 
were assumed to be disc shaped and uniform in size, with each experiencing the 
mean water temperature and salinity. Heat and salt transfer leading to crystal 
increase or decrease was assumed to occur on the edge of each disc. The ice 
crystals initially formed around seed crystals, which were only introduced into 
the plume when it was supercooled. 
The frazil ice concentration ( C) was always expected to be small, so the 
Boussinesq approximation was applied to the ice-water mixture. This led to 
modifications to the main equations governing the evolution of the plume. The 
new equations governing the plume were: 
:
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(DUC)) 
:s ( (1 - C)DUT) 
e + m + p (2.16) 
- (Pm - p;}) Dgsino:- KU2 (2.17) 
Po 
Po (p - J) (2.18) 
Pz 
eTa + mn - (1 - C)'-y~(T - Tb) 
-(1 - C)D"YT(T - TcD)Ac + /_0D w'Tcdn (2.19) 
:s ((1 - C)DUS) - eSa + mSb - (1 - C)'-y~(S - Sb) 
-(1 - C)D"Y'S(S - Sf)Ac + /_0D w' Scdn (2.20) 
In the above equations n and s are the spatial coordinates normal and 
parallel to the ice shelf base, p is the precipitation rate of frazil ice (positive 
when mass is gained by the plume), 1!9.. is the ratio of sea water density to ice p, 
density, f is the total volume of fluid at reference density melted from the frazil 
ice per unit area of the plume per unit time, Ta and Sa are the temperature 
and salinity of the ambient water, Tb and Sb are the temperature and salinity 
of the ice shelf base, Tc and Sc are the temperature and salinity of the frazil 
ice crystals, Ten and S~ are the temperature and salinity at the edge of the 
frazil ice crystals, w' is the melt rate of frazil ice per unit volume, "Y~ and "Y~ 
are the heat and salt transfer coefficients at the ice shelf base, "Yf and "Ys are 
the heat and salt transfer coefficients for the frazil ice crystals, and Ac is the 
total surface area of the disc edges. If the ice concentration C is set to zero, 
these equations are similar to those of Section 2.3.2. 
The boundary conditions at the ice shelf-ocean interface used in the Plume 
Model with Frazil Ice are similar to those used by Jenkins [1991], with slight 
modifications to account for the effects of frazil ice in the plume. 
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Two other important processes are also involved in coupling the frazil ice 
dynamics to the plume. These are the transfer of heat and salt between the ice 
crystals and the plume, and the deposition of the ice crystals onto the ice shelf 
base from being in turbulent suspension. The heat and salt balances for each 
ice crystal are analogous to the balances at the ice shelf-ocean interface. Once 
integrated over the plume thickness, the balance equations become : 
( ) c ( D) 2C L 1 - C 'YT T - T D- = -f 
c r Cw (2.21) 
(1- C)'Y8(S - Sf)D 2C = JSf, 
r 
(2.22) 
where r is the radius of the frazil ice disc. The ice crystal deposition was treated 
as an inverted sedimentation process. Jenkins and Bombosch then followed the 
reasoning of a sedimentation scheme described by McCave and Swift [1976] to 
derive the following expression, 
(2.23) 
where Wd is the buoyant drift velocity, Uc is the critical plume velocity for 
frazil ice deposition, and He(x) is the Heaviside function. 
Jenkins and Bombosch [1995] applied the model to a simplified ice shelf 
configuration, which they considered to be representative of the base of a large 
Antarctic ice shelf. The ice shelf had a constant slope over 600 km, with the 
grounding line at 1400 m and the ice edge front at 285 m in depth. The 
ambient water mass was assumed to be HSSW with a linear gradient in salinity 
and temperature through the water column. The model was run with five 
different frazil ice crystal sizes, all with an initial concentration volume fraction 
of 5 x 10-9 . 
Different results were found for different size crystals. The smaller crystals 
were found to stay in suspension longer, with the smallest size used (0.5 mm 
diameter) staying in suspension for the length of the plume. In contrast the 
largest size crystal ( 4.5 mm diameter) precipitated out of the plume very rapidly. 
In general, it was found there was a delay before concentrations of the frazil ice 
crystals increased significantly, during which time the temperature difference 
between the crystal surface and the plume water rose. This approximately 
equalled the degree of supercooling found in the previous applications of the 
Plume Model. Here the degree of supercooling was dependent on the ease of 
heat transfer between the water and the crystals. Larger crystals required larger 
amounts of supercooling to drive crystal growth, as the total mass of crystals 
had proportionally less edge surface area than the same mass of smaller crystals. 
This feature of the system also tended to make the concentration of frazil ice 
crystals oscillate with distance along the plume, with the amount of oscillation 
dependent on the size of the crystal. 
The precipitation rate tended to differ more than the concentration, as it 
was driven by the dynamics of the plume. For larger crystals the peak precipi-
tation rates coincided with concentration maxima, whereas for smaller crystals 
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peak precipitation was delayed until the concentration started to fall. This was 
because of the ease with which the crystals were held in suspension, so the 
smaller crystals were only able to precipitate out when the plume velocity fell 
and the plume approached neutral buoyancy. 
Three basic modes of behaviour were found for the model. Below a certain 
crystal size all the crystals were held in suspension and the plume remained 
buoyant for the length of the ice shelf. If crystals were larger than a second 
critical size they precipitated out rapidly, leaving no seed crystals in the plume. 
Both critical sizes were found to be dependent on the parameters chosen for the 
thermal response and the gravitational response of the crystals in the plume. 
Any crystals in the range between the two critical values gave a broadly similar 
picture of basal accumulation although rates did vary. Increasing either the ra-
dius or the thickness produced similar results: a slowing of the thermal response 
and an increase in the drift velocity, which consequently led to an increase in 
the amplitude of the oscillations in ice crystal concentration. 
Jenkins and Bombosch concluded that the addition of frazil ice to the ISW 
plume had two effects, one thermodynamic and the second dynamic. The sus-
pended ice crystals provided a much greater surface on which freezing could 
take place, so supercooled water in the plume was converted to ice more effi-
ciently. This resulted in lower levels of supercooling than in the model without 
frazil ice, making direct freezing to the ice shelf of minor importance. They also 
suggested that the levels of supercooling at the ice shelf-ocean interface were 
still overestimated in this model. This was because in using a depth integrated 
plume the heat fluxes were calculated from a water temperature in the middle 
of the plume and not adjacent to the ice shelf. The amount by which the level 
of supercooling was overestimated was equivalent to the change in the in situ 
freezing temperature over the half depth of the plume. 
The dynamic effect was from the ice crystals in suspension giving the plume 
extra buoyancy. This provided positive feedback between the plume and the ice 
concentration. If the concentration grew the deposition of crystals became less 
likely as the plume gained momentum. However, once precipitation commenced 
the loss of buoyancy caused the plume to decelerate, increasing the rate of 
deposition. Also possible density inversions appeared in the water column. By 
the time the ice front was reached the water was 0.04 PSU more saline and 
O.l 7°C colder than the underlying water, but stability was maintained by the 
presence of the suspended ice crystals. 
Other important points which Jenkins and Bombosch mentioned were the 
use of a single size of ice crystals leading to oscillations in the crystal concen-
tration, and the use of a possibly overly simplified crystal deposition scheme. 
They finally concluded that including frazil ice in the plume offers an attractive 
solution to the problem of how the thick layer of marine ice found on the base 
of some Antarctic ice shelves may have formed. This occurs because of the 
positive feedback mechanism, where the plume velocity slowed because of loss 
of buoyancy due to precipitation, causing an increase in the rate of deposition. 
This then continued till the ice crystal concentration drops and the velocity was 
able to increase. 
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Bombosch and Jenkins [1995) highlighted this phenomenon of the model 
when they applied the model to twelve plume paths beneath the Filchner-Ronne 
Ice Shelf, with the aim of showing the localised intensive freezing. Three model 
runs were done for each of the paths with the frazil ice crystal size being varied 
(2 mm, 2.5 mm and 3 mm) between the runs. 
For example, in the central Filchner-Ronne Ice Shelf four plume paths were 
modelled, one from the area of inflow of the Foundation Ice Stream, and three 
through the Doake Ice Rumples. From the flowline along the Foundation Ice 
Stream it was observed that the varying slope of the ice shelf base influenced 
the behaviour of the ISW plume, through the plume velocity in two ways. The 
upward component of the plume velocity determined how rapidly the ice con-
centration grew, while the forward component of the plume velocity determined 
where ice deposition was most intense. 
Bombosch and Jenkins concluded that the model accounted for the location 
of thick deposits of marine ice on the base of the Filchner-Ronne Ice Shelf. Four 
regions of high basal accumulation were identified: near Cape Zumberge, near 
the Fowler Peninsula, downstream of the Henry Ice Rise, and on the eastern 
flank of Berkner Island. The first three of these are at the upstream end of the 
main bodies of marine ice identified beneath the Filchner-Ronne Ice Shelf by 
glaciological observations. Based on observations a zone of accumulation was 
also anticipated downstream of the Doake Ice Rumples, but this was not found 
by the model. 
Direct freezing onto the ice shelf base was also observed in the model where 
glaciological evidence suggests it does not occur. It may, however, have previ-
ously been missed, as it is predicted to be only a thin layer on the base of the ice 
shelf. The most important conclusion of Bombosch and Jenkins [1995) is that 
the physics of frazil ice growth within a turbulent plume and deposition from 
the turbulent plume naturally leads to localised regions of intense accumulation. 
2.3.4 Two-dimensional vertical overturning model 
This model was first described by Hellmer and Olbers [1989), when it was used 
to model the ocean cavity under the Filchner Ice Shelf. The model was subse-
quently further developed and was used to describe channel flow beneath the 
Filchner-Ronne Ice Shelf south of Berkner Island [Hellmer and Olbers, 1991], 
flow under the Amery Ice Shelf [Hellmer and Jacobs, 1992], flow around Roo-
sevelt Island in the Ross Ice Shelf [Hellmer and Jacobs, 1995), and most recently 
flow under Pine Island Glacier [Hellmer et al., 1998). 
In the model [Hellmer and Olbers, 1989), henceforth labelled the HO Model, 
the large scale motion of an incompressible ocean under an ice shelf was de-
scribed using Boussinesq and hydrostatic approximations to the momentum 
balance and the continuity equation. Then following Robin [1979), it was as-
sumed the thermohaline circulation under the ice shelf was predominantly two-
dimensional, with velocities parallel to the ice front less than the velocities 
perpendicular to the ice front. Hence the effects of Coriolis and across ice shelf 
gradients are ignored. Hellmer and Olbers were able to describe the dynamics 
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in terms of the vorticity equation : 
(2.24) 
where g is the acceleration due to gravity, p is the density, AH and Av are 
the horizontal and vertical diffusion coefficients. The horizontal and vertical 
velocities, v and w are related to the streamfunction (w) by 
v = W z and w = -'11 y. (2.25) 
In both these equations the subscripts represent the relevant partial derivatives. 
The coupling to the thermohaline processes is via the density torque gpy, 
where the density is calculated using a full equation of state for sea water. The 
thermohaline balances are described by the conservation equation: 
(2.26) 
where X represents either potential temperature, salinity or the passive tracers, 
and KH and K v are the horizontal and vertical diffusion coefficients. Convective 
adjustment is also applied to remove any static instabilities in the water column. 
Boundary conditions were chosen for the vorticity equation, so that on solid 
boundaries the perpendicular and parallel velocities vanished, and at the open 
boundary the inflow and outflow was normal to the boundary. The boundary 
conditions for the thermohaline processes are assumed to be entirely advective 
at the open ice front boundary. 
Hellmer and Olbers included the heat flux through the ice shelf in their 
heat balance equations at the ice shelf-ocean interface (Equation 2.2). This 
was done by assuming a linear temperature gradient through the ice shelf, and 
a temperature of -20°C at the ice shelf surface. The transfer coefficients were 
assumed to be constant in both the heat and salt flux balance equations. 
At the ice front hydrographic observations collected from near the ice front 
were used to prescribe inflow temperatures and salinities. 
Filchner Ice Shelf 
In Hellmer and Olbers [1989] a transect under the Filchner Ice Shelf was mod-
elled. The HO Model was configured with a 1100 m deep, flat sea floor below 
a constant slope ice shelf which had a draft ranging from 300 m to 900 m, over 
620 km. The model was spun up over a period of ten model years, and it was 
found after running for 500 days that the model settled to a quasi-periodic state 
with a period of approximately 300 days. 
The ocean circulation was dominated by a single circulation cell, which 
was generated by the different gradients in the potential density field. The 
cell transported water masses from the ice shelf edge toward the grounding 
line near the sea floor, where the new inflow first made contact with the ice 
shelf. The water then rose along the ice shelf base, where the strong gradients 
in the streamfunction indicated relatively high velocities. The high velocities 
then disappeared after the streamlines detached from the base at mid-range 
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depths, and the streamlines tended horizontally toward the open boundary. 
The detachment led to the evolution of a pair of counter rotating cells in the 
upper part of the water column. These dominated the circulation at shallower 
depths. 
Interaction between the ice shelf and ocean was evident from the distribution 
of melting and freezing along the ice shelf base. Strong melting occurred near 
the grounding line at a rate of ""1.5 ma-1. Accretion from freezing did not 
occur until approximately 490 km from the grounding line. Melting occurred 
again close to the front. 
Qualitative agreement was available by comparing the outflow from the 
model with observations, this was generally found to be good. Comparison of 
the melt and accumulation rates from the model, with ice shelf mass balance 
calculations and results from other numerical models were also made. As many 
of the observational mass balance calculations were not from the Filchner Ice 
Shelf, only basic comparisons were made, however nearly all the model rates 
fitted within the range of the mass balance calculations. 
To test the sensitivity of the model, several independent changes were made 
to the boundary conditions. The first was to introduce seasonal variation in 
the temperature and salinity profiles at the open boundary. This produced no 
change in the upper circulation, however, below 750 m several circulation cells 
developed. The second change was to vary the temperature and salinity by 
increasing and decreasing them by 0.02°C and 0.02 PSU, respectively. With 
an increase in temperature and salinity the circulation was dominated by three 
cells with different orientations, whereas if the temperature and salinity were 
decreased, the circulation consisted of a single cell. These variations were gen-
erated by the different temperatures of water interacting with the ice shelf near 
the grounding line. The third change was to introduce a sloping bottom to 
the topography that ran parallel to the ice shelf. Here the circulation was also 
dominated by a single cell. With the small separation between the fresh and 
salty water in the channel regime, the density gradient steepened and increased 
the strength of the circulation when compared with the standard model. 
Hellmer and Olbers concluded that the model illustrated the importance of 
processes at the ice shelf-ocean boundary. At the ice front the model reproduced 
the two minimum temperature layers which have been observed in the Filchner 
Depression. It also illustrated that the production of ISW could change by 
as much as 40% due to moderate variations in the characteristics of WSW, 
indicating the sensitivity of the subice shelf ocean to climate change. 
Filchner-Ronne Ice Shelf 
In Hellmer and Olbers [1991] the model of the Filchner Ice Shelf was extended 
to include communication with the Ronne Ice Shelf, via a channel south of 
Berkner Island. To achieve this Hellmer and Olbers modified the model, so it 
represented a channel under the ice shelf and had an open boundary at each 
end. The streamfunction at the bottom of the cavity was fixed at zero, and at 
the ice shelf-ocean interface a time varying function was used. The time varying 
function represented the flow through the channel and was solved at each time 
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Figure 2.2: Map of bottom topography beneath Filchner-Ronne Ice Shelf in 
metres below sea level, after Pozdeyev and Kurinin [1987], including possible 
paths of HSSW and ISW, the area of accumulated marine ice, and the sections 
labelled with A, B, and C supplying the boundary conditions [Figure 1, Hellmer 
and Olbers, 1991]. 
step. The solution of the top boundary condition is similar to the problem of 
solving barotropic flow in a three-dimensional primitive equation model. The 
use of such a time varying equation allowed for the possibility of flow through 
the channel. 
Hellmer and Olbers ran the model along three vertical sections (see Figure 
2.2). In all three sections the topography under the Filchner Ice Shelf was 
the same as used in Hellmer and Olbers [1989]. Under the Ronne Ice Shelf 
the ice shelf draft was the same for all three sections. However, the bottom 
topography under the Ronne Ice Shelf was varied depending on which path was 
being modelled. 
On Path A, the circulation under the Filchner Ice Shelf was dominated by 
a single circulation cell similar to that observed in Hellmer and Olbers [1989]. 
The cell transported relatively warm, salty water near the bottom into the 
ocean cavity. This flow diverged where the ice shelf reached maximum draft. 
Approximately a quarter of the flow penetrated under the Ronne Ice Shelf to 
support circulation there. The remainder of the flow turned back, and ascended 
close to the ice shelf, similar in behaviour to that modelled in Hellmer and 
Olbers [1989]. 
Under the Ronne Ice Shelf inflow of shelf water at the ice front was absent, 
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so outflow of melt-water occupied the entire water column at the ice front. 
The source of the water was flow from the ocean cavity under the Filchner Ice 
Shelf. Hellmer and Olbers [1991] recorded closed streamlines which indicated 
possible recirculation of water parcels in the cavity. The Ronne Ice Shelf cavity 
circulation cell formed an 'ice pump' mechanism. This makes the Ronne Ice 
Shelf cavity colder, with less melting (maximum rate rvl.5 ma-1). However, 
comparison of the melt-water plumes leaving the two cavities showed the Ronne 
Ice Shelf plume was comparatively warmer than the plume from the Filchner 
Ice Shelf. The difference being caused by the different depths of separation of 
the plumes from the ice shelves. 
The circulation patterns along Path B were generally similar to those of Path 
A. The inflow into the Filchner Ice Shelf and the outflow from the Ronne Ice 
Shelf both increased by approximately 30% compared with Path A, additionally 
the circulation cell under the Ronne Ice Shelf was weaker than in the Path A 
experiment. 
To avoid the elongation of the model domain along Path C, Hellmer and 
Olbers assumed ice shelf-ocean interaction only occurred along the solid lines 
shown in Figure 2.2, and that the water masses were unmodified along the 
dotted section of the path. With the deeper shelf at the Ronne Ice Shelf edge, 
and an initially more saline cavity, changes in the circulation pattern beneath 
the ice shelves occurred. Both the Ronne and Filchner Ice Shelf cavities had 
circulation cells similar to those along the other paths, but with the strength in 
the Filchner Ice Shelf cell reduced, and the Ronne Ice Shelf circulation increased 
by a factor of four. The Ronne Ice Shelf cell then transported HSSW into the 
lower part of the cavity, which became warmer and saltier than along the other 
paths resulting in a higher melt rate (rv4 ma-1). 
From Hellmer and Olbers [1989] it was clear the circulation was dependent 
on the density profile at the open boundary. In Hellmer and Olbers [1991] the 
salinity profile was changed at the inflow of the Ronne Ice Shelf to generate 
changes in the density profile. For Path C it was found an inflow salinity of 
34.67 was critical. If the salinity was below this the bottom flow would reverse, 
with water from the Filchner Ice Shelf entering the Ronne Ice Shelf cavity. Any 
shelf water flowing under the Ronne Ice Shelf ascended toward the ice shelf 
base before the deepest part was reached, this led to a decrease in the melt 
rate. The circulation pattern under the Filchner Ice Shelf remained constant 
and was independent of the salinity of the inflow to the Ronne Ice Shelf cavity. 
Hellmer and Olbers [1991] concluded the model results emphasised the im-
portance of the area south of Berkner Island. Here the direction of the flow was 
dependent on the salinity profiles at the ice shelf boundaries, and the topog-
raphy of the model domain under the Ronne Ice Shelf. The major differences 
in the results between the models presented in Hellmer and Olbers [1989] and 
Hellmer and Olbers [1991], was the increased circulation and the higher abla-
tion rates beneath the Filchner Ice Shelf. As with the earlier version of the 
HO Model, the circulation was driven by the density in the cavity, which was 
dependent on the inflow of salty shelf water, but dominated by the heat and 
salt fluxes at the ice shelf-ocean interface. 
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For Paths A and B the development of the closed cell circulation under 
the Ronne Ice Shelf was dependent on the depth at the ice front, and not on 
the salinity of HSSW. In contrast the circulation along Path C was mainly 
influenced by the salinity of the inflow water, as a deeper continental shelf 
existed at the Ronne Ice Shelf edge on Path C. 
The important improvement identified by Hellmer and Olbers [1991] was 
the enhanced ventilation of the ice shelf cavities under the Filchner-Ronne Ice 
Shelf by considering the flow south of Berkner Island. 
Amery Ice Shelf 
Hellmer and Jacobs [1992] applied the HO Model to several different cavity 
configurations representing the Amery Ice Shelf. Starting with ice thickness 
data from Budd et al. [1982], and a flat bottomed ocean. The affects of a gentle 
(0.1%) and a steep (0.2%) basal slope near the grounding line were considered 
on the circulation in the cavity. One objective of Hellmer and Jacobs was to 
model the formation of a 158 m thick marine ice layer observed by Morgan 
[1972] on the bottom of the ice shelf at the drill hole site known as Gl (see 
Section 3.2 for more detail). 
With a gentle basal slope, a flow towards the grounding line of relatively 
warm shelf water near the sea floor was seen in the model. In the area where 
the water column was less than 100 m thick, the inflow water was cooled to less 
than the surface freezing temperature. This transformation from shelf water to 
ISW, without contact with the ice shelf occurred because of melting at the ice 
shelf-ocean interface which in the shallow part of the cavity was able to cool 
the whole water column. 
The ISW then stayed in contact with the ice shelf all the way to the ice front, 
because melting at the grounding line ( rv 1 ma-1) increased the buoyancy of the 
ISW. With this configuration of the model no marine ice layer was observed at 
Gl, as the transition from melting to freezing occurred between Gland the ice 
front. 
With a steep basal slope near the grounding line, the model results showed 
greater melt in the 60 km nearest the grounding line, however, this was offset 
by less melting near the centre of the ice shelf. A slight shift in the position and 
lengthening of the accumulation zone were also noticed. Overall there was only 
a small variation in the net ice mass balance compared with the scenario of a 
gentle basal slope near the grounding line. No change was noticed in the circu-
lation of the ocean cavity as the density gradient remained largely unchanged. 
Hellmer and Jacobs concluded that the basal slope was of importance to the 
regional rate of accumulation, but tended to have no net impact on the larger 
scale circulation. 
By introducing a discontinuous ice thickness, Hellmer and Jacobs attempted 
to evaluate the effects of upwelling through a sudden change in the pressure 
along the ice shelf-ocean interface. They found that abrupt thickness disconti-
nuities caused little or no change in melt rates near the grounding line or the 
ice front, but the freezing zone shifted towards the grounding zone when steep 
steps were placed in these areas. As varying the ice shelf thickness caused little 
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effect, Hellmer and Jacobs then considered the effects of various ocean floor 
topographies. They first considered a concave ocean floor with depths of 800 m 
near the front, 850 m at the grounding line, and 1000 m in between. Here the 
streamfunction showed that the concave topography created a partially closed 
circulation which intensified the exchange of inflow and outflow characteristics, 
especially near the mouth of the ocean cavity. Overall comparable results were 
found between the concave and flat ocean floors, for both gentle and steep ice 
shelf draft slopes near the grounding line. 
The introduction of a variable depth sill at different locations in the sea 
floor had the effect of reducing the circulation strength as sill height increased. 
However, if the blocking by the bottom topography was sufficiently strong a 
separate circulation cell developed between the grounding line and the sill. This 
had the effect of cooling the cavity between the grounding line and sill towards 
the in situ freezing point at the top of the sill. This occurred because the 
only sensible heat remaining for melting was from the freezing point pressure 
dependence. This was sufficient to allow only a small melt-water flux into 
the upper layer. The maximum amount of melting occurred near the crest of 
the sill, where the inflow of shelf water was closest to the ice. It appeared 
the sill acted as a thermodynamic barrier with a density gradient between the 
crest and ice front driving circulation near the cavity mouth. The strength of 
the overall circulation was reduced by 80% compared with the concave ocean 
floor scenario, but accumulation did not change. Hellmer and Jacobs suggested 
these simulations showed the overall thermohaline circulation was sensitive to 
variations in the ocean floor topography. 
In an attempt to portray the three-dimensional flow under the Amery Ice 
Shelf, Hellmer and Jacobs [1992] followed the channel flow model presented by 
Hellmer and Olbers [1991]. The channel was configured with steep sloping basal 
ice in two cavities, joined by a 120 km section which traversed the grounding 
line of the Amery Ice Shelf. One cavity had a flat ocean floor and the other 
a gently sloping ocean floor. For convenience these will respectively be called 
Cavities A and B. At each end of the cavity the model was forced by different 
hydrographic casts. 
Hellmer and Jacobs found more than half of Cavity A was occupied by shelf 
water with a temperature greater than -l.9°C, whereas the temperature of most 
of the water in Cavity B was less than -2.0°C. The thickness of the warmer water 
decreased as it flowed toward the grounding line, where melt of up to 2.7 ma-1 
initiated two buoyant plumes with different characteristics. In Cavity A heat 
derived from mixing caused higher melt rates, and a plume which left the cavity 
at between 220 m and 480 m depth (the ice shelf was 220 m thick at the front of 
both cavities). Less melting was found in Cavity B, as it was completely filled 
by supercooled water, and the accumulation zone began rvlOO km from the ice 
front, where a cooler plume covered the upper 300 m of the water column (The 
ISW plume was also apparent in hydrographic stations taken near the front of 
the Amery Ice Shelf between 1965 and 1987 [Hellmer and Jacobs, 1992]). 
There was a strong correlation between the temperature fields and the melt 
rates in the two cavities. The amount of ice melted was high in both cavities, 
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with an increase of ""50% for Cavity A over the previous fiat bottomed simu-
lations. This was probably caused by increased ventilation of the cavity. The 
results of the channel simulation were very dependent on grounding line depth 
and unrestrained flow in that region. 
The temperature and salinity characteristics of the water in both cavities 
tended to fall along single mixing lines between the source shelf waters and the 
water mass formed at the grounding line. Temperature and salinity values com-
mon to both cavities only occurred near the grounding line. In the remainder 
of the domain, Cavity A was warmer than Cavity B. 
Hellmer and Jacobs [1992] concluded ice shelf mass loss could be accounted 
for by any fiat sea floor or channel flow model. None of the model simulations 
reproduced the marine ice layer observed at G 1, the highest net accumulation 
was ""10 m from the channel flow simulations. Given the high sensitivity of 
the thermohaline circulation to the cavity shape, Hellmer and Jacobs may have 
been able to select a cavity configuration which could have given better agree-
ment with the observations. It is also possible the reproduction of the marine 
ice layer at Gl, may not have been achievable with this model, as the formation 
of the marine ice may have been caused by subgrid scale local circulation ef-
fects. Overall Hellmer and Jacobs concluded the model results were consistent 
with results from the Filchner-Ronne Ice Shelf, and the model had reasonable 
agreement with the ocean station data in Prydz Bay. 
Ross Ice Shelf 
In Hellmer and Jacobs [1995] seasonally varying temperature and salinity bound-
ary conditions were used to force several model domains, which represented the 
ocean cavity under the eastern part of the Ross Ice Shelf, in the vicinity of Roo-
sevelt Island. The governing equations of the model were modified slightly from 
the earlier models. The change was to make the heat and salt transfer coeffi-
cients, used in calculating heat and salt fluxes at the ice shelf-ocean interface, 
dependent on the ocean velocity at the interface. 
Several paths of different water column thicknesses and lengths were mod-
elled. Cavity lengths of 460 km, 600 km, and 800 km were used, with water 
column thicknesses of 160 m, 200 m, and 240 m. To minimise the difference 
between cavity configurations due to pressure effects on the freezing point of 
water, the water column thicknesses were varied by moving the sea floor and 
keeping the ice shelf draft constant. Each model was integrated for five years 
before seasonal forcing was introduced for the remaining five years of the inte-
gration. 
Hellmer and Jacobs described the results for the 800 km long, 200 m thick 
cavity in detail, as they indicated this was representative of the behaviour in all 
the cavities. Here the external density gradient drove a flow through the ocean 
cavity from west to east. The net drift was accompanied by three intermittent 
counter flows. One was a melt-water plume rising along the western ice shelf 
base. In the eastern cavity a deep melt water core occupied different levels of 
the water column at different times of the year. The annual cycle in the ocean 
boundary forcing appeared positively correlated with the interior salinities and 
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velocities, and did not change with water column thickness. However, in thin-
ner cavities the water column was more homogeneous due to stronger mixing 
between bottom inflow and waters modified by interaction with the ice shelf. 
This enhanced mixing also lowered the interior temperature of the cavity, with 
the changes weakening the current through the cavity. 
The ocean cavity was modified to investigate the affects of a shallow water 
column near the Siple Coast grounding line. To achieve this the interior 150 km 
of the 800 km cavity was reduced to a water column thickness of 80 m. This was 
done by increasing the ice shelf draft. Major changes occurred in the western 
cavity, with the appearance of a relatively strong near bottom return flow. This 
was due to a reversal in the density gradient in the lower water column. The 
shallower interior was fresher. This occurred partly because the shelf water 
was diluted at the entrance of the thinner cavity, but also because ice shelf-
ocean interaction at the deeper ice shelf base was enhanced by the deepening 
of the ice shelf draft to thin the water column. At the eastern ice front melt-
laden outflow dominated year round, preventing fresher and warmer shelf water 
from flowing into the cavity as part of a shallow circulation pattern. Hellmer 
and Jacobs commented that some of the changes observed in the long, narrow 
cavity may have been artifacts of the cavity configuration where water could be 
unrealistically forced through the narrow portion of the ocean cavity. 
Comparison of the model output with in situ measurements suggested that 
the modelled outflow reproduced the basic periodicity of the seasonal current 
flow. The maximum current velocity was best modelled by the shortest and 
deepest cavity, but the period of the flow was better matched by the longest 
cavity. Increasing the range of the annual variability of the salinity field im-
proved the estimation of the maximum velocity. 
To evaluate the impact of substantially different shelf water characteristics 
on basal mass fluxes, Hellmer and Jacobs assumed that over a 100 year period 
Modified Circumpolar Deep Water might gradually replace current shelf water. 
For the 100 year simulation ice shelf equilibrium was not assumed, 'icy' grid 
points were converted to 'wet' grid points when an appropriate amount of melt-
ing occurred. For Year 100 the average melt rate increased from 0.18 ma-1 to 
1.38 ma-1 with only a temperature increase included in the forcing. This melt 
rate is similar to that predicted by Jenkins [1991] for a cavity under the Ronne 
Ice Shelf filled with Modified Weddell Deep Water. With both temperature and 
salinity increases the melt rate in Year 100 was 0.98 ma-1, mainly due to a 25% 
reduction in cavity throughflow. While ice shelf advance would replace some 
portion of melted ice from upstream, negative feedbacks on the density caused 
by freshening would retard increases in melting due to warmer temperatures. 
Hellmer and Jacobs concluded the model results agreed in several respects 
with time series observations off the Ross Ice Shelf. For most of the simulated 
cavity configurations, seasonal and interannual shelf water variability increased 
the average melt rate above the static environment. Long term trends have the 
potential to change the ocean circulation and basal mass fluxes over longer time 
scales, but to a lesser extent they also alter the ocean cavity's configuration. 
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Pine Island Glacier 
Recently, the HO Model has also been applied to the Pine Island Glacier by 
Hellmer et al. [1998]. For a profile of the ice shelf, they used the radio echo 
sounding profile of Crabtree and Doake [1982]. The sea bed was assumed to be 
parallel for most of the cavity to the base of Pine Island Glacier with a water 
column thickness of 980 m. Near the grounding line the water column was 
reduced to 160 m 
In this application of the model the flux calculations at the ice shelf-ocean in-
terface were modified, as the earlier formulations in the two-dimensional model 
appeared inadequate in the high melt regime found under the Pine Island 
Glacier. Three modifications were made. 
The first was to the transfer coefficients, 'YT and "fs, these were modified from 
being constant to follow the parameterisation introduced by Jenkins [1991]. In 
contrast to Jenkins model the velocity was not used in directly calculating the 
transfer coefficient, but instead the coefficient was taken to be dependent on a 
friction velocity which was included in the heat and salt flux balance equations. 
The second modification was to the heat flux through the ice shelf. In previ-
ous models this was calculated by assuming the temperature gradient through 
the ice shelf was linear. In this study, Hellmer et al. used an alternative treat-
ment in areas where Pine Island Glacier was melting. This method, based on 
the work of Wexler [1960], makes the heat flux through the ice shelf proportional 
to both the melt rate and the temperature difference, i.e., 
(2.27) 
where Pi is a typical density for ice, Ci is the heat capacity of ice, m is the 
melt rate, and AT is the temperature difference through the ice shelf. This 
formulation gives a heat flux into the ice shelf which is an order of magnitude 
larger than that found by assuming the temperature gradient is linear. In 
the areas where freezing occurs, if indeed it was found under the Pine Island 
Glacier, it is unclear how the heat flux into the ice shelf has been parameterised, 
although it would be expected that there would be little' heat flux into the ice 
shelf in freezing areas. 
The third modification was to the heat and salt flux equations into the top 
ocean model layer. The equations used were: 
(2.28) 
(2.29) 
where the notation follows that of Equations 2.2 and 2.3, and Kv is the vertical 
diffusivity, the z subscript denotes the vertical gradient of temperature or salin-
ity in the ocean model, Qr and Q8 are respectively the heat and salt flux out 
of the ocean model, and Pw is a typical density for water. Except for the final 
terms on the right hand side of each equation, these are similar to those used 
in most models for flux out of the top model layer. The extra terms added by 
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Hellmer et al. represent the effect of mixing the melt-water into the ocean. This 
extra mixing is significant for the high melt rates found beneath Pine Island 
Glacier. 
Hellmer et al. found Circumpolar Deep Water (CDW) flowed into the cavity, 
with a velocity of rv2 cms-1 , at depths below 820 m. This increased to rv5 cms-1 
further into the domain. In the outflow the mean velocity was 1 cms-1 . Most 
of the upwelling occurred in a band 15-30 km from the grounding line, while 
the flow closer to the grounding line was weak. 
The outflow temperatures were warmer than the surface freezing tempera-
ture indicating that no freezing occurred under the glacier tongue. The mean 
melt rate was 12.5 ma-1, with the peak melt rate> 25 ma-1 at 20-50 km from 
the grounding line. 
In contrast to other studies [e.g., Jenkins, 1991; Hellmer and Jacobs, 1995], 
the melt rate did not correlate with the basal gradient. In this study the 
melting extended downstream of the steepest basal gradient. This is caused 
by the dependence of the heat and salt transfer coefficients on the horizontal, 
rather than the vertical velocity. 
Comparison with hydrographic sections off the ice front showed that the 
model outflow reproduced a range of observed values, with clusters of observa-
tions in 0 / S space. The clusters reflected the stepped structure of the temper-
ature and salinity profiles. 
Hellmer et al. also conducted a sensitivity study on the affect of the sea bed 
shape beneath the glacier, particularly near the grounding line. They found the 
melt rates and ocean circulation did not change significantly when the sea bed 
was reduced to a depth of 1300 m. 
They also examined the affect of increasing the temperature of the inflowing 
water mass. This induced additional melt, to a level suggested by Hellmer et al. 
as unreasonable. The inflowing water mass (CDW) was also replaced with low 
salinity shelf water. This dramatically reduced the amount of melt, however, 
no freezing was observed. 
2.3.5 Three-dimensional model 
The most important physics missing from both the Plume Model, as imple-
mented by Jenkins [1991], and HO Models, is the effect of the Earth's rotation 
on the ocean dynamics. It is also highly desirable to remove the constraint of 
planar circulation, which generally forces inflow at the bottom of the cavity 
and outflow at the top of the cavity. To achieve this it is necessary to use a 
three-dimensional ocean model. 
The first use of a three-dimensional model in studying ocean cavities was by 
Determann and Gerdes [1994], who used a three-dimensional, primitive equation 
ocean model based on the work of Bryan [1969] and Cox [1984]. This is the 
model utilised in later chapters of this thesis, and full details of the current 
model are presented in Chapter 4. 
As part of their model development Determann and Gerdes made significant 
changes to the ice shelf-ocean boundary conditions. They noted the small mag-
nitude of the heat flux through the ice shelf, if a linear temperature gradient 
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Figure 2.3: Streamfunction of the zonally integrated mass transport for a model 
domain similar in shape and extent to the Ronne Ice Shelf. Contour Interval 
0.2 Sv [Fig. 3b, Determann and Gerdes, 1994] 
was assumed. This motivated them to remove the heat flux through the ice 
shelf from their parameterisation of the boundary conditions. 
Their other change was to assume the salinity at the ice-ocean interface was 
sufficiently similar to their top model layer that the salt flux balance (Equation 
2.3) could be ignored. The melt rate at the ice-ocean interface was then found 
from the heat flux balance alone, using the top model layer salinity to determine 
the in situ freezing temperature. The heat and freshwater flux into the ocean 
were then calculated from the melt rate. 
The model was modified to allow for the use of a a-layer system for the 
vertical coordinate by Gerdes [1993]. The advantage of the a-layer system is 
that it allows the precise specification of kinematic boundary conditions at the 
ice shelf base and the sea bed, as these are both coordinate surfaces. The ther-
modynamic boundary conditions at the ice shelf-ocean interface were specified 
in the manner outlined in Section 2.1. Forcing was provided by hydrographic 
conditions at the ice front, which were characteristic of the Southern Weddell 
Sea. Here the model had an open boundary which the treatment of the bound-
ary conditions distinguished between inflow and outflow. In the case of inflow, a 
relaxation with a time scale of 100 days was used to adjust model temperatures 
and salinities to those specified by the boundary forcing. Outflowing currents 
could leave the cavity without being reflected at the boundary. 
General aspects of the circulation were investigated using an idealised do-
main which was representative of the central part of the Ronne Ice Shelf, but 
with ice thickness and sea bed depth which varied only meridionally. The outer 
portion of the ice shelf had a shallow and gently inclined base, with a steeper 
basal slope near the grounding line. This mimicked the effect of the large ice 
draft gradients generally seen in the thicker parts of ice shelves. The sea bed 
deepened inland, giving a maximum water column thickness under the cen-
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Figure 2.4: Streamfunction of the vertically integrated mass transport predicted 
for the circulation beneath the Filchner-Ronne Ice Shelf. A barotropic flow of 
1 Sv is prescribed across the depression while the same transport is assumed to 
leave the Filchner depression. This result is representative for all experiments 
although they use different open-ocean boundary conditions. Robust features 
of the circulation are cyclonic gyres in basins and depressions (dark grey) and 
anticyclonic circulation around submarine plateaus and ice rises (light gray). 
The contour interval is 0.4 Sv and the zero contour is at the boundary of the 
two colours. After Figure 1, in Determann et al. [1994]. 
tral ice shelf. As a result of the weakly stratified water column vertical shear 
was found to be small, so that the general circulation was well described by 
the streamfunction for the vertically integrated mass transport. This showed 
a strong cyclonic gyre, centred on the latitude at which the northward gradi-
ent of the water column thickness changed sign. The gyre was a manifestation 
of the conservation of angular momentum, which in the absence of external 
torques, constrains a steady barotropic flow to follow contours of f / H (J be-
ing the Coriolis parameter and H the water column thickness). The strong 
meridional gradients of surface and bottom topography provided the dominant 
controls on f / H, so the barotropic flow was almost entirely zonal, except in 
frictional layers at the meridional boundaries. Meridional overturning as given 
by the zonally integrated mass transport, which is shown in Figure 2.3, was 
weak in comparison with that simulated by the two-dimensional model [e .g., 
Hellmer and Olbers, 1989] . 'Ice pumping' occurred predominantly in the hor-
izontal plane, with melting being generated by the descending currents in the 
east, and freezing by the ascending currents in the west. The region next to the 
ice front was very inactive, suggesting a largely internal circulation with little 
heat exchange across the open boundary. 
Determann et al. [1994] applied the model to the actual topography of the 
Filchner-Ronne Ice Shelf. Along the ice front the model was forced by hydro-
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graphic observations collected by Gammelsn?Jd [1994]. Once again, the vertically 
integrated mass transport evolved in a pattern that was guided by the water 
column thickness distribution. Cyclonic gyres filled the deeper basins under the 
ice shelf while anticyclonic flow was found around ice rises. Little flow occurred 
across the open boundary, unless it was specified as part of the boundary condi-
tion. Figure 2.4 shows the results of a simulation in which inflows and outflows 
of 1 Sv were prescribed in the Ronne and Filchner depressions, with no flow 
across other parts of the open boundary. In the two depressions the circulation 
extended further south from the ice front, but there was no direct communi-
cation between the two depressions. The circulation around the islands in the 
southern part of the ice shelf produced strong melting in the west where warmer 
water was forced down along a deepening ice shelf base, and rapid freezing in 
the east where colder water ascended a shallowing base. Freezing rates com-
puted at the north-eastern corner of the islands, in the order of 1 ma-1 to 3 
ma-1, were consistent with those derived by Determann [1991] based on the 
assumption of a balanced glaciological budget. 
2.3.6 Three-dimensional model including the open ocean 
Grosfeld et al. [1995, 1997] extended the three-dimensional model discussed 
above to include part of the open ocean in front of the ice shelf. The domain they 
chose had an ice shelf cavity similar to the idealised cavity used by Determann 
and Gerdes [1994]. This was connected to an open ocean which comprised two 
thirds of the domain and included a continental shelf and the southern part 
of an abyssal plain. It was designed to approximate the bathymetry of the 
Weddell Sea. The major modifications involved in this extension of the model 
are discussed in Chapter 7, where the model is applied to a domain representing 
the ocean cavity under the Amery Ice Shelf and Prydz Bay. This extension of 
the domain removed the need for boundary conditions at the ice front. Instead 
the ice front now forms a sharp step in the water column thickness inside the 
model domain. In order to avoid the need for steeply sloping (]' surfaces at 
this step, additional coordinate surfaces were introduced into the upper part 
of the open ocean domain. Beneath the ice shelf, surface boundary conditions 
were specified as in Determann and Gerdes [1994] while the open ocean was 
driven by wind stress and thermohaline forcing, the latter being simulated with 
a one-dimensional, thermodynamic sea ice model. On the northern boundary 
of the open ocean part of the domain, potential temperature and salinity were 
restored to hydrographic data. 
As with the earlier three-dimensional model results communication across 
the ice front was very small (Figure 2.5a). Neither the wind driven circulation 
at the open ocean, nor the thermohaline circulation in the cavity crossed the 
ice front. The abrupt change in the water column thickness created a boundary 
layer, characterised by an anticyclonic circulation which allowed only a limited 
exchange of water masses at a few points along the ice front. Where ISW 
could leave the cavity, upwelling of this water mass produced extensive surface 
freezing. In further experiments two submarine depressions were introduced 
under the ice shelf idealising the Ronne and Filchner depressions (Figure 2.5b ). 
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Figure 2.5: Streamfunction of the zonally integrated mass transport for two 
versions of the extended three-dimensional model: a) contains an open ocean 
section similar to the southern Weddell Sea, and b) also contains two depressions 
in the ocean floor which are shown in the figure. Between the two depressions 
in Figure b the topography is as for Figure a. [Figures 6c and 7d, Grosfeld et 
al., 1997]. 
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The inclined walls of these depressions had an important affect on the resulting 
circulation. If they had been vertical, f / H contours would have ended at the ice 
shelf front, because of the step in water column thickness, and created a barrier 
to barotropic currents. However, in this case f / H contours crossed the ice front 
with only a small lateral displacement. The barotropic mode could then follow 
these contours, leading to higher exchange across the ice front (Figure 2.5). 
In addition to the wind driven gyre of the open ocean and to the inner 
circulation, three extra horizontal circulation cells evolved in the ice front area 
( rv76°S). Two of the cells transported about 0.3 Sv within each depression 
and reached about 50 km from the ice front. A third cell of about the same 
magnitude evolved around the submarine plateau, which was situated between 
the depressions. Heat, salt and momentum could be exchanged between these 
gyres by diffusion across the fronts separating them. In this way some heat 
from the open ocean could be transported to the grounding line, albeit less 
effectively than if it were advected there by the mean circulation. 
In Grosfeld and Gerdes [1998] the model was applied to the area of the 
Filchner Trough, which lies both under and in front of the Filchner Ice Shelf. 
The focus of the paper was to explore the impact of two different climate change 
scenarios: the impact of warmer water accessing the cavity under the ice shelf, 
and the impact of reduced HSSW formation near the Filchner Ice Shelf. 
Both climate impact scenarios were compared with a simulation of the 
present day. In the present day run, Grosfeld and Gerdes found the circu-
lation system was mainly horizontal, with the ice shelf boundary blocking flow 
across the ice front. The main gyre which formed in the Filchner Trough to the 
north of the ice shelf did extend a small way under the ice shelf. The flow across 
the ice shelf was approximately 0.5 Sv and entered along the Coates Land coast, 
and had a northward outflow along the east coast of Berkner Island. 
To simulate warmer waters in the model domain the water temperature 
was increased by 0.6°C to represent a change of water mass to Modified Warm 
Deep Water, a water mass found on the southern Weddell Sea shelf. This change 
decreased the strength of the main circulation gyre outside the ice shelf, while 
the circulation under the ice shelf remained the same. However, the deep cavity 
under the ice shelf was now ventilated with waters 0.05°C warmer than in the 
present day run. This increased the melt rates under the ice shelf, which led 
to outflowing ISW being warmer and fresher than in the present day. Grosfeld 
and Gerdes suggest this change in ISW properties could influence the water 
masses in the Weddell Sea, in particular, modifying deep and bottom water 
mass formation. 
To study the impact of HSSW on the circulation, Grosfeld and Gerdes 
stopped the HSSW formation in the model domain after the model had reached 
a steady state. Again the strength of the main gyre outside the ice shelf de-
creased and its influence under the ice shelf also decreased. The gyre only 
penetrated into the shallower parts of the ocean cavity. This in turn reduced 
the outflow of ISW, and affected the properties of the outflowing ISW. The ISW 
was colder and fresher, and helped establish a vertical 'ice pump' between the 
base of the ice shelf and the formation of sea ice in front of the ice shelf. 
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Table 2.1: Summary of ocean cavity modelling studies by ice shelf. 
Ice Shelf Model Reference Page 
Amery HO Model Hellmer & Jacobs [1992] 26 
Filchner HO Model Hellmer & Olbers [1989] 22 
3-dimensional Grosfeld & Gerdes [1998] 36 
Filchner-Ronne HO Model Hellmer & Olbers [1991] 23 
3-dimensional Determann et al. [1994] 33 
Gerdes et al. [1998] 33 
Plume with frazil Bombosch & Jenkins [1995] 21 
Pine Island HO Model Hellmer et al. [1998] 30 
Ronne Plume Jenkins [1991] 12 
Nicholls & Jenkins [1993] 15 
Ross Plume MacAyeal [1985b] 11 
Tidally forced Scheduikat & Olbers [1990] 8 
HO Model Hellmer & Jacobs [1995] 28 
Theoretical Analytical N0st & Foldvik [1994] 10 
or idealised Plume Lane-Serff [1995] 16 
Plume with frazil Jenkins & Bombosch [1995] 19 
3-dimensional Determann & Gerdes [1994] 32 
Grosfeld et al. [1995] 34 
Grosfeld et al. (1997] 34 
Note: The theoretical and idealised ice shelves vary between studies. 
Grosfeld and Gerdes concluded the reduction of HSSW formation was the 
more likely of the two climate change scenarios to occur in the near future. This 
was mainly because they considered it highly unlikely for CDW or a similarly 
warm water mass to be able to directly access the ocean cavity under the 
Filchner Ice Shelf. 
2.4 Summary 
The range of different models used in studies of the ocean circulation under the 
ice shelves surrounding Antarctica is broad. Some models have been applied to 
more than one ice shelf. In Table 2.1 the various studies are summarised by ice 
shelf. This table includes the page number where the study is discussed in this 
chapter. 
In the majority of the models presented in this chapter, only those which 
use thermohaline forcing have been considered. This focus has possibly arisen 
from the conclusions drawn by MacAyeal [1984b, 1985a] that thermohaline cir-
culation plays the dominant role in ventilating the Ross Ice Shelf cavity. Since 
MacAyeal's studies, only one study of interaction of tidally-driven currents with 
an ice shelf has been made [Scheduikat and Olbers, 1990]. The restricted di-
mensions in this model gave no opportunity for the model to represent the large 
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scale circulation within the ocean cavity. However, the model demonstrated the 
importance of the kinetic energy budget in driving mixing between the layers 
in the ocean cavity. 
Although the general approach to describing the ice shelf-ocean interaction 
has been similar in all the models, there has been some variation, particularly 
in the estimation of heat flux through the ice shelf, and in the role of the salt 
flux balance at the interface. 
Three different approaches have been used for the heat flux through the ice 
shelf: it has been ignored [e.g., Determann and Gerdes, 1994], given a linear 
temperature gradient treatment [e.g., Hellmer and Olbers, 1989; Jenkins, 1991], 
and a complex treatment [Hellmer et al., 1998]. The magnitudes of the heat 
flux terms were estimated by Determann and Gerdes [1994] and they found 
that the heat flux into the ice shelf was approximately 1% of the other heat 
flux terms, if a linear temperature gradient through the ice shelf was assumed. 
They used this to justify ignoring the heat flux through the ice shelf. However, 
since the beginning of this current study Hellmer et al. [1998] have presented 
a new treatment of the flux through the ice shelf, which suggests that in areas 
of basal melting this heat flux term is larger, at rvl0% of the other heat flux 
terms. 
In the early models it was assumed the salt flux balance at the ice-ocean in-
terface was fundamental in determining the rates of melting and freezing. This 
was because of the small value of the salinity transfer coefficient in comparison 
to the heat transfer coefficient. This meant the slower salt transfer rate gov-
erned the equilibration of temperature and salinity at the ice-ocean interface. 
Although this does occur in models with constant coefficients [e.g., Hellmer and 
Olbers, 1989], the salt flux balance appears to plays only a partial role in deter-
mining the rates of melting and freezing in models with parameterised transfer 
coefficients [e.g., Jenkins, 1991]. This reduced role in models with parame-
terised transfer coefficients is because the parameterised salt transfer coefficient 
is generally larger, by at least one order of magnitude, than was assumed in the 
models which use a constant salt transfer coefficient. 
If the role of the salt balance is reduced because the heat and salt transfer 
coefficients are close in magnitude, then the choice of Determann and Gerdes 
[1994] to ignore the salt balance in their parametrisation of the boundary con-
ditions may be a reasonable assumption to make, if one is attempting to simply 
the boundary conditions as much as possible. 
In all of the models except the Plume Model with Frazil Ice (Section 2.3.3) 
melting and freezing was only able to occur at the ice shelf-ocean interface. The 
results from the two studies using the Plume Model with Frazil Ice [Jenkins 
and Bombosch, 1995; Bombosch and Jenkins, 1995] suggested the formation of 
frazil ice may be important for the formation of marine ice layers on the base 
of ice shelves. This conclusion came from the ability of the frazil ice scheme 
to generate highly localised marine ice deposits, from the precipitation of frazil 
ice crystals out of the plume. Jenkins and Bombosch [1995] report rates of up 
to 2 ma-1 . However, the generation of highly localised marine ice deposits is 
not restricted to the Plume Model with Frazil Ice. Determann et al. [1994] 
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found high rates of freezing near the Doake Ice Rumples in the Ronne Ice Shelf, 
which would lead to the formation of marine ice layers. This suggests the 
three-dimensional model is able to achieve high rates of marine ice deposition 
from direct freezing, and does not necessarily require the use of a frazil ice 
scheme for the formation of marine ice layers. However, given the success of 
the Plume Model with Frazil Ice in producing significant freezing, it is not clear 
that freezing on the base of ice shelves can simply be regarded as the reverse 
of melting, and that perhaps the boundary conditions currently in use in most 
models may not accurately represent freezing process. 
Despite the contrast in approaches a number of common features emerge 
from the collection of models that have been used to study the thermohaline 
circulation beneath ice shelves. Perhaps the most robust feature is that all show 
a sensitivity to the shape of the ocean cavity. Plume Models contain no refer-
ence to the sea bed, but they are responsive to the basal slope of the ice shelf. 
The circulation simulated by the HO Model reacts to the topography of both 
the ice shelf base and the sea bed. If these combine to give a maximum water 
column thickness at the ice front, the result is the open overturning cell assumed 
by the Plume Models. With a water column thickness that reaches its maxi-
mum somewhere between the grounding line and the ice front, the overturning 
becomes partially or completely closed. In the three-dimensional models the 
water column thickness appears paramount in determining the pattern of the 
circulation. Whatever the precise nature of the interaction between the water 
column thickness and the circulation, the sensitivity of all the models suggests 
a strong coupling. 
The sensitivity of ice shelves to a change in oceanic climate is a subject 
addressed in some of the studies [Jenkins, 1991; Hellmer and Jacobs, 1995; 
Hellmer et al., 1998; Grosfeld and Gerdes, 1998], and on this point there is some 
disagreement. Plume Models suggest that the vigour of the buoyant overturning 
should be strongly related to the ambient water temperature, because of a 
positive feedback in which higher melt rates give stronger thermohaline forcing 
[Jenkins, 1991]. However, the free access of the warmer ambient water mass 
to the cavity must be taken for granted in those studies. In the HO Model, a 
warming at the ice front must be drawn into the cavity before it can impact 
the ice shelf, yet a similar response by the ocean cavity circulation and ice shelf 
mass balance to that seen in the Plume Models has been reported [Hellmer and 
Jacobs, 1995]. 
Given the similarity in the mathematical descriptions of the thermodynamic 
processes taking place at the ice shelf-ocean interface (Section 2.1), it is unsur-
prising to find similarities in the distribution of melting and freezing in the 
different models. This similarity arises from the pressure dependence of the 
freezing point (Equation 2.1) which means descending currents melt ice and 
ascending currents freeze ice. However, only the three-dimensional models re-
produce the descending currents adjacent to the ice shelf. In the Plume and 
HO Models the currents are generally ascending the ice shelf draft (the excep-
tion is in some configurations of the HO channel flow models where there is 
net flow through the cavity, e.g., Hellmer and Olbers [1991]). The formation of 
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the descending currents in the three-dimensional model is due to the dominant 
barotropic circulation. The ability of the descending currents to melt ice allows 
for the formation of circulation systems which can melt ice off one side of a gyre 
and freeze ice on to the ice shelf on the other side, in effect forming a horizontal 
'ice pump'. This is a feature also noted in some of the results of Hellmer and 
Olbers [1991]. 
The discrepancies between the different models suggest the results of the 
simpler models should be rejected in favour of three-dimensional models. The 
main argument for this is the inability of the simpler models to simulate the 
primarily geostrophic balance of the circulation. However, it could be argued 
this criterion is unreasonable, as in many cases the horizontal axes of the sim-
pler models have been selected to include the influence of the earths rotation 
on the flow. Another argument in favour of the simpler models is their skill in 
reproducing both oceanographic and glaciological observations, although this 
may be because of the ease with which these models can be tuned. Given the 
freedom which tuning allows, when such models are used in situations where no 
observations are available for tuning the output the errors in the dynamics have 
an unknown impact. In these situations the behaviour of the three-dimensional 
models should be more credible. It remains difficult to assess which of the mod-
els gives us the most authentic representation of reality, because our knowledge 
of that reality is presently poor. 
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Chapter 3 
Background oceanography and 
glaciology 
In this chapter summaries of research on the oceanography of Prydz Bay, and 
the glaciology of the Amery Ice Shelf are presented. The summaries are focused 
on features of the oceanography and glaciology which are relevant to the aims 
of the overall study. 
In the first section the oceanography of Prydz Bay, which in this thesis is 
considered to be the ocean area south of the shelf break and north of the Amery 
Ice Shelf, is summarised. This is followed by two sections on the glaciology of 
the Amery Ice Shelf. The first discusses general features of the ice shelf, and 
the second the mass balance of the ice shelf. 
3.1 Oceanography of Prydz Bay 
Several studies of the oceanography of Prydz Bay have been carried out using a 
combination of historical and recent observations [e.g., Smith et al., 1984; Mid-
dleton and Humphries, 1989; Smith and Treguer, 1994; Wong, 1994; Nunes Vaz 
and Lennon, 1996; Wong et al., 1998]. A consistent picture of the oceanography 
of Prydz Bay has evolved from the different studies. 
The most commonly used data set was that collected by various Australian 
cruises as part of the Biological Investigation of Marine Antarctic Systems and 
Stocks (BIOMASS) project. The BIOMASS project involved seven cruises be-
tween 1981 and 1987. This data set was often supplemented with data sets 
from French and Soviet cruises to the area. 
Prior to 1992, the oceanography cruises were carried out in Prydz Bay as 
part of biological surveys, generally as part of the BI 0 MASS program. The data 
sets collected were not optimal for determining the physical oceanography of 
the region. In particular, cruises often had poor horizontal resolution especially 
in areas of oceanographic interest, e.g., near the Amery Ice Shelf front and over 
the continental slope. They also tended to lack near-bottom resolution [Wong, 
1994]. To improve on this a comprehensive oceanographic survey of Prydz Bay 
was carried out as part of the Fisheries and Oceanographic Voyage (FISHOG) 
by the Australian Antarctic Division, in February 1992. 
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Figure 3.1: The location of CTD stations in the FISHOG data set. The 
bathymetry is taken from the ETOP05 data set and contoured at 500 m in-
tervals. After Figure 3.1 in Wong [1994]. 
A summary of the results from the analysis of the FISHOG data set by 
Wong [1994] and Wong et al. [1998] is presented here. A detailed review of the 
work prior to FISHOG is given by Wong [1994]. 
On the FISHOG voyage 88 conductivity-temperature-depth (CTD) profiles 
were collected and analysed. The location of the CTD stations is shown in 
Figure 3.1. Because of the comprehensive nature of the survey, Wong [1994] and 
Wong et al. [1998] were able to present a coherent picture of the oceanography 
in the Prydz Bay region. 
On the shelf the coldest waters ( < -2.0°0) were found at an average depth 
of rv200 m in the stations near the Amery Ice Shelf. Warmer saltier water 
was found at intermediate depths. The shelf waters were generally saltier and 
warmer in the east than in the west. Off the continental shelf the general 
structure of the water column in the FISHOG data set had small temperature 
and salinity gradients in the east-west direction. In the north-south direction 
the waters on the shelf were fresher and colder than the oceanic waters with 
particularly sharp salinity gradients being observed near the coast. 
In Table 3.1 the definitions in terms of potential temperature and salinity for 
the seven water masses observed in Prydz Bay during FISHOG are presented. 
The definitions used are those presented by Wong et al. [1998]. They are slightly 
different from those originally used by Wong [1994]. The most substantial 
difference is the change in terminology from High Salinity Shelf Water (HSSW) 
to Low Salinity Shelf Water (LSSW). 
The mostly likely reason for the change in name is that the most saline shelf 
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Table 3.1: The potential temperature and salinity of water masses identified in 
Prydz Bay [Table 1, Wong et al., 1998]. 
Water mass Temperature (°C) Salinity 
Summer Surface Water SSW -1.8 2.1 30.6 34.2 
Winter Water WW -1.9 -1.5 34.2 34.5 
Low Salinity Shelf Water LSSW -2.0 -1.5 34.5 34.6 
Ice Shelf Water ISW < -2.0 34.3 34.5 
Circumpolar Deep Water CDW 0.0 2.0 34.67 34.75 
Modified CDW MCDW -1.5 1.0 34.2 34.67 
Antarctic Bottom Water AABW < 0.0 34.66 34.71 
water found in Prydz Bay was not as saline as similar waters found in the Ross 
and Weddell Seas [e.g., Jacobs et al., 1970; Foster and Carmack, 1976]. It does 
form via a similar mechanism; the rejection of brine during winter time sea ice 
formation. It was found in the deepest part of the shelf (rv69°S 74°E), and in 
the FISHOG data set was confined to Prydz Bay. 
The Summer Surface Water (SSW) layer is a highly variable layer whose 
temperature and salinity are highly dependent on the distribution of sea ice. 
Below the SSW layer there is a layer of Winter Water (WW) - this is a remnant 
of surface water formed during winter. The thickness of the WW layer varies 
between 30 m in the ocean domain and 300 m over the shelf. 
In the FISHOG data set Ice Shelf Water (ISW) was found in only a small 
region just to the north of the western side of the Amery Ice Shelf. This gives a 
strong indication of interaction between the waters of Prydz Bay and the ocean 
cavity under the ice shelf. 
Further evidence of ISW which has formed under the Amery Ice Shelf being 
advected into Prydz Bay was found by Penrose et al. [1994]. They found evi-
dence of ice crystals at depth, and suggested the crystals could have formed in 
a plume of supercooled water coming from under the ice shelf. The ice crystals 
were found as back scatter in echo soundings near the ice front. CTD profiles 
were also collected at the same location and thus found local freezing conditions 
occurring between 40 m to 260 m in depth, while ice was observed in the echo 
sounding record between 20 m and 75 m. 
Modified Circumpolar Deep Water (MCDW) was observed in the majority 
of the sections on the shelf. It is formed from a mixture of Circumpolar Deep 
Water (CDW) and shelf waters. It is cooler, fresher, and less dense than the 
local CDW, which is restricted to the oceanic part of the domain at depths 
between 300 m and 3000 m. In a previous survey [Middleton and Humphries, 
1989] the densest form of MCDW was named Prydz Bay Bottom Water, and 
was believed to be a mixture of CDW and shelf water in Prydz Bay. 
The Antarctic Bottom Water (AABW) observed during FISHOG can be 
classified into low ( < 34.68) and high (> 34.68) salinity varieties. The low 
salinity variety was generally observed to the east of Prydz Bay, and was most 
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Figure 3.2: A schematic of the geostrophic circulation in the Prydz Bay region 
[Figure 4.1, Wong, 1994]. 
likely formed from advection of Weddell Sea Bottom Water or Adelie Land 
Bottom Water. The high salinity AABW was generally observed in the western 
transects. Its water mass properties were anomalous and not consistent with 
the advection of other water masses. Wong et al. [1998] hypothesised that the 
high salinity AABW was formed locally, but this required shelf waters to reach 
a salinity in the range of 34.67 to 34.72. This water mass if sufficiently cold 
would be HSSW, but could only form if there was sufficient local brine rejection. 
Utilising the temperature and salinity profiles Wong et al. [1998] calculated 
the geostrophic circulation in the Prydz Bay region. Four main features were 
found in the horizontal circulation: an eastward zonal flow between 63°8 and 
66°8, a narrow westward flowing slope current between 66°8 and 67°8, a strong 
westward flowing coastal current, and a cyclonic gyre in the bay. These features 
are shown in Figure 3.2 from Wong [1994]. 
The northernmost feature in the oceanic domain is associated with the 
Antarctic Circumpolar Current. On the shelf the slope and coastal currents 
are associated with the East Wind drift, a westward flowing coastal current 
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driven by the mean easterly winds from the Antarctic Plateau. The slope cur-
rent was estimated to have a transport rv0.2 Sv. The coastal current transport 
was generally larger than this. 
Inside Prydz Bay the contours of effective geopotential anomaly, calculated 
by Wong [1994], show a gyre formed about a dynamic low in Prydz Bay (68.5°S 
73.0°E) by the presence of LSSW. The gyre is confined to the western half of 
Prydz Bay. It has the effect of intensifying parts of the coastal current which 
are in the vicinity of the gyre. The gyre has an average velocity of rvl.5 cms-1, 
in comparison to the coastal current velocity of (rv8 cms-1). The gyre suggests 
the coastal current could flow under the Amery Ice Shelf with a transport of 
between rv0.2 Sv and rv 1.0 Sv [Wong, 1994], consequently this would introduce 
LSSW (or HSSW if it forms during winter) to the base of the Amery Ice Shelf 
at the eastern end of the ice front. 
3.2 Glaciology of the Amery Ice Shelf 
The glaciology of the Amery Ice Shelf was the subject of several field programs 
between 1962 and 1971 [Budd, 1966; Budd et al., 1967; Morgan, 1972; Morgan 
and Budd, 1975; Budd et al., 1982]. 
In Budd [1966] and Budd et al. [1967] initial assessments from surveys car-
ried out between 1962 and 1965 were presented. It was found the ice shelf 
surface sloped downwards from the Lambert Glacier to the ice front. As no 
ice shelf thickness data were available, the thickness was calculated by utilising 
density profiles from the Ross Ice Shelf. Budd found that the ice shelf showed 
a rapid increase in the ice shelf velocity and the creep rate near the ice front. 
At a location known as Gl (69.48°8 71.73°E) (see Figure 3.3) an ice core was 
collected during 1968. Morgan [1972] analysed the oxygen isotope ratios and 
found a sharp change in the isotope values at 270 m depth (from the ice shelf 
surface) which marked the bottom of the glacier ice. Below this depth isotope 
values were close to that of sea water and it was assumed the remainder of the 
core was frozen sea water. The thickness of the ice shelf at G 1 was estimated to 
be 428 m by radar echo-sounding - giving a marine ice layer thickness of 158 
m. It has been suggested [Morgan, 1972] that the thick marine ice layer may 
have been caused from sea water filling an inverted crevasse and then freezing. 
Recent studies of the Filchner-Ronne Ice Shelf [Thyssen et al., 1993; Grosfeld 
et al., 1998] have found marine ice layers of similar thickness, suggesting thick 
marine ice layers are common on large ice shelves. 
The major deficiency of the initial survey [Budd, 1966] was the lack of 
coinciding ice shelf thickness and elevation data. This deficiency was rectified 
by the collection of radar echo-sounding (RES) data along the central traverse 
line of the ice shelf. This data was presented by Morgan and Budd [1975]. 
In Budd et al. [1982] the results of the previous studies combined with the 
analysis of the subsequent work were presented. By combining the data for 
surface elevation and thickness with that of the ice shelf geometry, Budd et al. 
[1982] found that surface slope and the ice shelf width provided the primary 
driving force for the high velocities near the centre of the ice shelf, which reach 
45 
• 1~.~~ ··~ 
~ 0 CJ~ 
. . 
, I 
\ ... 
I ''' 
I\ ' '~ .. , 
I \ 
.. , 
n 
l'2 
Figure 3.3: Map of the Amery Ice Shelf, showing the results of the Amery Ice 
Shelf Project, including the traverse velocity vectors and flow-lines derived from 
satellite image features [Figure 1, Budd et al., 1982]. 
1.2 kma-1 near the ice front. On the scale of 1 km to 5 km high frequency surface 
and basal fluctuations occur and are apparently related. On larger scales the 
ice &helf thickness is relatively uniform across the ice shelf. Near the grounding 
line assumed by Budd et al. [1982] ( ""71.2°8, Figure 3.3), the ice shelf appears 
to thicken before gradually thinning as it nears the ice front. 
By modelling the paths of particles in the ice shelf under the observed ice 
deformation, and how these would change over the length of the ice shelf, Budd 
et al. [1982] were able to estimate the basal melt or growth rate. They inferred 
substantial growth of ice occurred to within 70 km of the ice front. In the 
70 km near the ice front the rate dropped to almost zero. By calculating how 
the marine ice layer would accumulate given the inferred growth rate and the 
ice strain rate, good agreement was found with the marine ice layer estimated 
by Morgan [1972]. 
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Budd et al. concluded from the survey results that the dynamics of the ice 
shelf flow can be modelled reasonably to a first approximation from the lateral 
shear stress and strain rates. The high vertical strain rate ( rvl.6 %a-1) rather 
than melting appeared to be the major limiting factor on the forward growth 
of the ice shelf from thickness advection. This thinning reduced the ice shelf 
thickness as it moved northward increasing the likelihood of periodic calving of 
large icebergs. 
3.3 Mass balance of the Amery Ice Shelf 
The important aspect of the ice shelf relevant to this study is its mass balance, 
and in particular the basal component of mass balance. The major components 
of the Amery Ice Shelf mass balance are the flow across the grounding line, 
calving of icebergs from the ice front, net snow accumulation on the surface of 
the ice shelf, and net melting from the base of the ice shelf. Estimates of these 
components have been made for the Amery Ice Shelf. 
The majority of the flow across the grounding line of the Amery Ice Shelf 
comes from the Lambert Glacier. In a mass balance study of the Lambert Basin 
Allison [1979] estimated the mass flux upstream of the ice shelf grounding line, 
near the confluence of the Fisher and Mellor Glaciers, at rv30 Gta-1. Between 
the confluence and the grounding line he also estimated approximately 7 Gta-1 
was lost in surface ablation. The two other mass inputs into the ice shelf were 
estimated by Budd et al. [1967], who estimated the mass flux from glaciers 
feeding the sides of the ice shelf at 14 Gta-1 , and the accumulation of snow on 
the surface of the ice shelf at 9 Gta-1. 
Estimates of the basal mass loss from the Amery Ice Shelf have been given 
by Jacobs et al. [1992] and Wong et al. [1998]. Jacobs et al. [1992] utilised melt 
rates from Hellmer and Jacobs [1992] modelling study of the ocean cavity under 
the Amery Ice Shelf (Section 2.3.4). They assumed a melt rate from the base 
of the Amery Ice Shelf of 0.65 ma-1over an area of 3.9 x 104 km2 to give a net 
melt of 23 Gta-1 . 
Utilising the CTD profiles near the front of the Amery Ice Shelf Wong et 
al. [1998] calculated several estimates of the heat and salt flux out of the ocean 
cavity under the Amery Ice Shelf. The heat fluxes were then converted to an 
equivalent melt rate for the base of the Amery Ice Shelf by assuming all the 
heat flux across the ice front was equal to the latent heat flux at the ice shelf 
base. 
Wong et al. [1998] calculated the fluxes from three analyses using different 
CTD stations in each analysis. Experiment One used stations 115, 116, 117, 
and 143 (Figure 3.1). Experiment Two used stations 115, 117, 118, and 142. 
Experiment Three used stations 115, 116, 117, 142, and 143. In each experiment 
the surface waters down to 100 db or 120 db were excluded. Their results are 
presented in Table 3.2. 
From these various experiments they calculated the average net melt rates 
from the temperature data at 26.4 ± 8.6 Gta-1, and the average freshwater 
flux due to melting from the salinity data at 14.7 ± 4.6 Gta-1 . It is clear the 
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Table 3.2: Estimates of melt rates and freshwater flux from under the Amery 
Ice Shelf [Table 2, Wong et al., 1998]. The reference transport is included to 
insure mass conservation through the section. 
Exp er- Depth range Ref. Trans- Melt Rate Freshwater Flux 
iment (db) port (cms-1) (m3s-1) (Gta-1) (m3s-l) (Gta-1) 
One 100 - bot 0.0936 814 25.6 411 12.9 
120 - bot 0.1005 631 19.9 342 10.7 
Two 100 - bot 0.1771 1278 40.3 695 21.9 
120 - bot 0.2178 675 21.3 392 12.3 
Three 100 - bot 0.0527 1055 33.2 600 18.9 
120 - bot 0.0861 582 18.3 361 11.4 
estimates are very sensitive to the small number of CTD profiles across the face 
of the ice shelf cavity and to the unknown role seasonality in the temperature 
and salinity in Prydz Bay might play. They place their best estimate of basal 
mass loss at between 10.7 Gta-1 and 21.9 Gta-1, with a mean of 14.7 Gta-1. 
No comprehensive estimate of the mass loss by calving at the front of the 
Amery Ice Shelf has been made. A tentative estimate can be made by assuming 
the ice shelf is in a steady state. The total mass input into the ice shelf is 
approximately 46 Gta-1. This consists of 23 Gta-1 from the Lambert Glacier 
[Allison, 1979], 14 Gta-1 from glaciers feeding the sides of the Amery Ice Shelf 
[Budd et al., 1967], and 9 Gta-1 of snow accumulation on the ice shelf [Budd et 
al., 1967]. The estimates of melting from the base of the ice shelf vary between 
10.7 Gta-1 and 23 Gta-1, this leaves a net loss from calving of between 35.3 
Gta-1 and 23 Gta-1. A mass flux of this size appears to be consistent with the 
ice shelf velocity and thickness measurements presented in Budd et al. [1982] 
for a survey line running east-west through Gl (Figure 3.3). 
The data for surface elevation and the velocity of the ice shelf show very 
little change between 1968 and the present [Phillips, 1998]. This confirms that 
the ice shelf appears to be close to a balanced steady state over this period. 
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Chapter 4 
Model background and setup 
In this chapter the model which forms the basis of the investigations in the 
following chapters is presented. In the first section of this chapter a description 
of the continuous equations governing the model are presented. This is followed 
by the finite difference representation of the most important model equations. 
In the third section the various boundary conditions which are applied to the 
model cavity domain are detailed, including each of the different forms of the 
boundary conditions considered in Chapter 5. Following this, the origin of the 
water column thickness and ice shelf draft which describe the shape and extent 
of the cavity are presented. This is followed by the description of the restoring 
temperature and salinity fields at the ice front. 
4.1 Model equations 
The numerical model described here was first applied to studying cavities under 
ice shelves by Determann and Gerdes [1994] (see Section 2.3.5 for more details). 
The model is a three-dimensional, primitive equation ocean model, based on the 
work of Bryan [1969] and Cox [1984]. The model describes the evolution of the 
horizontal velocity components, potential temperature, salinity and additional 
passive tracers. Vertical velocity is calculated from the continuity equation for 
an incompressible fluid. 
Cox-Bryan type models have traditionally been implemented using a z-co-
ordinate approach. In the z-coordinate system a series of layers at fixed depths 
are used. In an ocean cavity beneath an ice shelf the changes in topography 
would then be represented by steps in the sea bed or the ice shelf draft. This 
method can lead to large localised vertical velocities which are generally unre-
alistic [Gerdes, 1993]. 
To reduce this problem, and allow a more realistic representation of the topo-
graphic changes in the ocean cavity, the vertical coordinate can be transformed 
by 
z 
<7 = H' (4.1) 
where z is the depth below the ice shelf base and H is the water column thick-
ness. Utilising this transformation forms the basis of the <7-coordinate system. 
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The main advantage of using a a-coordinate system over a z-coordinate system, 
is that it allows for the convenient specification of the kinematic boundary con-
ditions at the ice shelf-ocean interface and at the sea floor. This comes about 
as these two boundaries are respectively the top and bottom a-layers. 
Gerdes [1993] converted the Cox-Bryan model to a coordinate system us-
ing an arbitrary vertical coordinate (s-coordinate). The z-coordinate and a-
coordinate systems are special cases of the arbitrary vertical coordinate system. 
This also allows for some combination of the two coordinate systems, as was 
done by Grosfeld et al. [1997], in their combined ocean cavity and open ocean 
model domain, and in the studies presented in Chapter 7. 
In this section, the a-coordinate version of the equations and boundary 
conditions which underlie the model are outlined, these equations are based 
on the z-coordinate equations presented by Cox [1984] and the s-coordinate 
equations presented by Gerdes [1993]. 
The advection effects in the time evolution equations for the horizontal ve-
locities and tracer equations can be described in terms of an advective operator. 
This operator r(µ) is 
1 (a a ) 1 a r(µ) = aH cos</J a>.. (uHµ) + a<P (vHµcos</J) + H aa (wµ), (4.2) 
where a is the Earth's radius, <P is latitude, >.. is longitude, u and v are the 
horizontal velocities, and w is the vertical velocity in the a-coordinate system. 
The horizontal velocity terms are 
The vertical velocity is 
h _ 8z w ere w - at· 
uH aa vH aa 
w = w + acos</Ja>.. + 7 a<jJ' 
(4.3) 
(4.4) 
(4.5) 
The continuity equation is used to solve for w, and it can easily be described 
in terms of the advective operator. It is 
r(1) = o. (4.6) 
The main governing equations for the time evolution of the velocities are: 
au 
at+ r(u) - fv _ 1 ( ap + ap aa) + Fu ap0 cos <P a>.. aa a>.. ' (4.7) 
av 
at+ r(v) +Ju __ 1_ (ap + ap aa) + Fv apo a<jJ aa a<jJ ' (4.8) 
where f is the Coriolis parameter, p is the pressure, p is the density, p0 is a 
reference density, and Fu and Fv are turbulent mixing terms. 
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The time evolution equation for the tracers, temperature and salinity, evolves 
with time in a similar way, i.e., 
oT r(T) = pT 
at+ ' 
where FT is the turbulent mixing term for tracers. 
(4.9) 
The local vertical dependence on pressure is given by the hydrostatic relation 
op 
oa = -gpH. (4.10) 
In the model the density 
p = p(O, S,p), (4.11) 
depends on pressure, potential temperature (0), and salinity (S). It is repre-
sented by a polynomial approximation to the UNESCO equation of state, which 
is described in Mellor [1991]. 
Subgrid scale processes are implemented through the turbulent mixing terms, 
pu, pv and FT. These are: 
and 
where 
pu _ Av o2u Ah \72 
- H2 oa2 + a2 u, 
pv - Av o2v Ah \72 
- H2 oa2 + a2 v' 
(4.12) 
(4.13) 
(4.14) 
(4.15) 
In Equations 4.12 and 4.13, Ah and Av are respectively the along a-level and 
perpendicular to a-level mixing coefficients. In Equation 4.14, Kh and Kv are 
the corresponding tracer mixing coefficients. In the studies presented in Chap-
ters 5 and 6 the mixing coefficients take values of 30 m2s-1 , 1 x 10-3 m2s-1, 
100 m2s-1 , 5 x 10-5 m2s-1, for Ah, Av, Kh and Kv, respectively. In Chapter 7, 
where the open ocean domain is included, Ah is increased to 600 m2s-1 [Grosfeld 
et al., 1997]. 
The time evolution equations for both velocity components (Equations 4. 7 
and 4.8) can be rearranged, taking into account the integral of Equation 4.10 
from the a-layer to the surface, to give 
OU 
ot 
ov 
8t 
1 
ot apo cos</> OA ' 
ov' 1 ops 
at - apo o</J ' 
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(4.16) 
(4.17) 
where Ps is the surface pressure which in the ice shelf cavity is the ice shelf 
draft, and 
au' 
at 
av' 
at 
( ) f g ( r0 ap I aH) u 
-r u + v - apo cos c/J lu Ha>. da +pa a>. + F ' 
-rv -ju-- H-da+pa- +F. ( ) g (1° a P , H) v 
apo u a<P a<P 
(4.18) 
(4.19) 
This allows the momentum equations to be solved in two parts, the internal 
and external modes, which respectively represent the barotropic and baroclinic 
motion. The internal and external modes can be denoted by j), and P,, respec-
tively, where 
µ=j),+p, (4.20) 
andµ is either of the zonal (u) or meridional (v) velocities. Using this definition 
it can be shown, using Equations 4.16 and 4.17, that the time evolution equation 
for the internal mode can be written 
where 
aft 
at 
aµ' afl' 
---
at at 
µ = jo µda. 
-1 
(4.21) 
(4.22) 
If all the terms on the right hand side of Equations 4.18 and 4.19 are known 
then the time evolution of the internal mode of momentum can be calculated. 
Utilising the boundary conditions discussed in Section 4.3, in particular 
those related to the rigid lid approximation, the external mode of momentum 
can be represented in terms of a volume transport streamfunction, W. The 
streamfunction is defined in terms of its derivatives by 
-1aw 
u --
a a<P' (4.23) 
1 aw 
iJ 
a cos <Pa>.· (4.24) 
Using the curl operator a time evolution equation for 'I! can be obtained; 
v x (au av) = 1 ( a2v _ a2(u cos <P)) . 
at' ot a cos <P Ota>. ota<P (4.25) 
The equation 
is found by substituting Equations 4.23 and 4.24 into Equation 4.25 to form 
the left hand side, and vertically integrating Equations 4.16 and 4.17, then sub-
stituting them into Equation 4.25 to form the right hand side of the equation. 
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This elliptic equation for ~~, driven by the curl of the depth integrated accel-
eration enables the time evolution of the streamfunction to be found and from 
it the barotropic components of velocity. 
The elliptic equation for ~~ (Equation 4.26) is solved with the boundary 
equation 
8'I! 
m=O. (4.27) 
The streamfunction evolves from an initial state where either the normal deriva-
tive or the streamfunction is specified on all boundaries. This translates the 
initial value problem in ~~ to a boundary value problem for 'I!. 
4.2 Finite difference formulation 
The equations in the previous section may be solved numerically using finite 
difference techniques. The equations are divided into two groups, the prognostic 
equations (4.9, 4.21, 4.26), and the diagnostic equations (4.6, 4.11, 4.23, 4.24). 
The formulation of the finite difference equations used in solving the model 
equations is grid dependent. On the constant o--surfaces the staggered 'B' grid 
of Mesinger and Arakawa [1976] is used for distributing the velocity, stream-
function and tracer points. The vertical grid points are also staggered, with 
horizontal velocities and tracers defined at the centres of vertical boxes, and w 
defined at the interfaces between boxes. The arrangement of grid points, for 
both horizontal and vertical sections is shown in Figure 4.1. 
To simplify the representation of the finite difference equations, it is useful 
to define the following terms: 
Of3µm µm+t - µm-t (4.28) /:);.mfl 
(µm)f3 µm+t + µm-t (4.29) 
2 
K 
(µ)* Lµk/:);.o-, (4.30) 
k=l 
where (3 represents any of the coordinates (.A, </>, o-), m represents the index of 
interest, and /:);.mfl is the grid size over which the difference in Equation 4.28 
is calculated. The indices i, j, and k are used to indicate the grid points of 
interest and apply to the coordinates A, </>, and o- respectively (Figure 4.1). In 
Equations 4.28 and 4.29, if the index (m) is absent, the index will be implied 
by the coordinate ((3) on which the operation is acting. 
The representation of the time evolution of the internal mode of momentum 
equations (Equation 4.21), using central differences in time is 
<St ( u) t = <St ( u')t - (<5t(u') t) *, 
<5t(v)t = <5t(v')t - (<5t(v')t)*, 
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(4.31) 
(4.32) 
a) 
• 
x 
• 
x 
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• • • 
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Figure 4.1: The (a) horizontal and ·(b) vertical arrangement of grid points. The 
dots are where the tracer and streamfunction are solved, the crosses are where 
the horizontal velocity u, with components u and v, is solved, and the circles 
represent where the vertical velocity term (w) is solved. 
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where, from Equations 4.18 and 4.19 
8t(u')t = -rM(u) + fv - g <P ((kE2 <h(Pk')u(D..k'a)u)</> 
a cos k'=l/2 
+ ((pa)>.8>.(H)u)<P) +ffu, (4.33) 
8t(v')t = -rM(v) - Ju - ~ ((kE2 8</>(Pk')u(D..k'a)u)</> 
a k'=l/2 
+ ( (pa)>.8</>(H)u)>.) + ffv. ( 4.34) 
The finite difference representations of the turbulent mixing coefficients, ffu 
and ffv, in the above equations are lagged one time step to enhance numerical 
stability, and are 
(4.35) 
(4.36) 
where 
- 1 1 \J2(µ) = ~8;.8;.µ + -,1. 8</> (cos <P 8</>µ). 
cos ~ cos~ 
(4.37) 
The advective operator for the momentum equations, rM(µ), is 
rM(µ) = (;)>.</>8u(Wm(µ)u) (4.38) 
+ a(H)>.: cos <P ( 8;.( (µ)>.(u)>.(H)>.<P) + 8</>(cos </J(µ)<P(v)<P(H)>.<f>)) 
where Wm is calculated from the kinematic boundary conditions ( c.f. Section 
4.3) and the continuity equation 
(4.39) 
The streamfunction is solved on grid points which are displaced from the 
velocity grid points in both horizontal axes (Figure 4.1). The finite difference 
representation of the streamfunction evolution equation (Equation 4.26) is 
8;. CH)<P~cos</J8;.8t('11)t) +8<1> ((H)>-~cos</J8</>8t(w)t) (4.40) 
= ;<P 8;. ( (8t(v')t)* D..<jJ)<I> - ;A 8<P(cos </J(8t(u')t)* D.-\)>.. 
From the solution of this equation, the finite difference representation of the 
external velocity modes, u and v, can be found 
u -1 8<1>(w)\ ( 4.41) 
a 
v 
1 
</J8;.(w)<P. ( 4.42) 
a cos 
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The time evolution of the tracer equation (Equation 4.9) becomes 
( 4.43) 
The tracer advective operator fr differs from the operator used in the momen-
tum equations (r M), because of the grid offset between the tracer grid points 
and velocity grid points. The operator for the tracer evolution equation is 
In the model wr is calculated from the continuity equation 
( 4.45) 
In Equation 4.43, FT is the finite difference representation of FT, (Equation 
4.14) and is 
( 4.46) 
The final term in Equation 4.43, C, was not included in the continuous 
version of the equation. This represents the process of convective adjustment. 
A convective mixing scheme is applied when the density stratification becomes 
unstable. The statically unstable sections of the water column are located. At 
each unstable section, the water is mixed by replacing the individual tempera-
ture and salinity values, with the mean values across the unstable section. This 
procedure is done for each unstable section. This scheme is repeated, as needed, 
until no instabilities remain in the water column. 
4.3 Boundary conditions 
The ocean cavity model domain has four different types of boundary: the sea 
bed, the ice shelf-ocean interface, the open ocean boundary, and the coast or 
grounding line. Of these the coast or grounding line and sea bed boundary 
conditions used here are similar to those used in other ocean models. The other 
two boundaries are more complex. 
4.3.1 Grounding line or coast boundaries 
Along the grounding line, which lies on velocity grid points, the boundary 
conditions ensure conservation of mass and tracers by ensuring no flow across 
the boundary wall. A no-slip condition on the velocities is also imposed. This 
implies the boundary conditions, 
u = v = 0, 
8T 
-=0, on 
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( 4.47) 
( 4.48) 
where n denotes the local normal derivative. 
The velocity boundary conditions are imposed on the internal and external 
components separately. On the internal components, 
ft= iJ = 0, ( 4.49) 
is set on the velocity boundary points. 
The boundary conditions for the external component of velocity are set via 
the streamfunction, and are 
(4.50) 
These boundary conditions on the streamfunction are satisfied by having the 
streamfunction ('11) constant over the land mass around the domain, over any 
islands in the domain, and at the first internal grid point adjacent to the ap-
propriate boundaries. The value of w for the coast and grounding line has for 
convenience been set to zero. 
For any islands in the domain the value of w cannot be prescribed, as the 
value of w reflects the net flow around the island. To solve the values for each 
island in the model domain, a hole relaxation method is used to solve for w. This 
requires the divergence of the surface pressure to vanish along a line integral 
taken around the island. To solve for this Equations 4.16 and 4.17 are vertically 
averaged and integrated around the coast of the island. The contribution due 
to surface pressure is then set to zero. This gives the equation, 
I [( 1 a2w) (cos <P a2w) ] J [ov' au' ] H cos <P ataA d</J - H atacp dA = a atd</J + cos </JatdA . 
(4.51) 
A version more suitable for solving in the model can be obtained using Stokes 
Theorem, 
1 [ [ a ( 1 a2 w ) 8 (cos </J 82 w ) l dA ~JA OA HcoscpataA + acp H oto<P 
[ a (av') a ( au')] = l aA at - acp cos <Pat dA. (4.52) 
4.3.2 Sea bed boundary conditions 
The sea bed is a model coordinate surface so there is no flow through it. This 
gives the boundary condition 
w=O. (4.53) 
The sea bed could also apply drag to the ocean, this is included through the 
bottom stress components, T~ and rt where 
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(4.54) 
(4.55) 
In this application a free-slip condition has been assumed, i.e., 
This reduces the boundary conditions to 
ou=ov=O 
00' 00' . 
(4.56) 
(4.57) 
At the sea bed, as with the coast and grounding line boundary, no heat or 
salt flux across the boundaries is allowed, i.e., 
8T 
00' = 0. (4.58) 
4.3.3 Ice shelf base boundary conditions 
The boundary between the ice shelf and the ocean is distinctive in ocean mod-
elling. The features which make it unique were outlined in Chapter 1. Here the 
implementation of these processes within the model are presented. 
At the ice shelf-ocean interface the potential temperature gradient can be 
calculated in terms of the heat flux, QT, 
(4.59) 
where QT is given by 
(4.60) 
Here, p0 is a typical water density (1028 kgm-3), 'Yt is the turbulent heat ex-
change coefficient (1 x 10-4 ms-1 ) [Hellmer and Olbers, 1989], Cpw is the spe-
cific heat capacity (3950 Jkg-10c-1), Tw is the water temperature adjacent to 
the ice shelf-ocean interface, and Tice is the ice temperature at the interface. 
The ice is assumed to be at the in situ freezing temperature for water. This is 
calculated from 
Tice = a - bflce - cSw, (4.61) 
where Pice is the pressure at the ice shelf-ocean interface, which is equivalent to 
p8 in Equations 4.16 and 4.17, Sw is the salinity of the water adjacent to the ice 
shelf-ocean interface, and the coefficients a, b, and care, respectively, 0.094°C, 
7.53 x 10-8°CPa-1 , and 0.057°C. 
In this parameterisation of the heat flux, the argument of Determann and 
Gerdes [1994] is followed. If there is only a linear temperature gradient through 
the ice shelf then the sensible heat flux through the ice shelf may be ignored, 
as it is of order rv0.1 wm-2 ' significantly less than the other heat fluxes which 
are in the order of rv 10 W m-2 • 
As the sensible heat flux into the ice shelf has been ignored, QT is balanced 
by the latent heat flux, Q!j., i.e. QT = Q!j.. The latent heat flux is 
(4.62) 
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where Pice is a typical density for ice (915 kgm-3), Lis the latent heat of fusion 
(3.34 x 105 Jkg-1), and m is the melt (freezing) rate of ice. 
The salt flux is dependent on the salinity of the ice at the base of the ice 
shelf. Analysis of marine ice sampled on the Ronne Ice Shelf [Oerter et al., 
1992] found salinities much less than those found in sea ice, suggesting that 
almost all of the salt is rejected during freezing. This is supported by the 
findings of Morgan [1972], who found low salinities in what he considered was 
marine ice, near the base of the Amery Ice Shelf. Thus, the salinity of the salt 
flux can be assumed to be independent of whether marine ice or meteoric ice 
is melting or freezing. Using this assumption, the salt flux at the top of the 
water column, Q8 , can be formulated in terms of the melt rate and a reference 
salinity (So = 35.0 PSU); 
(4.63) 
The boundary condition on the salinity can be formulated in a similar way 
to the condition for potential temperature; 
as 
poKv aa = H Qs. ( 4.64) 
In addition to the tracer boundary conditions, there are two other boundary 
conditions. Both are similar to those at the sea bed. The first, 
w=O, (4.65) 
ensures no flow from the ocean into the ice shelf. The second, 
au .A 
PoAv aa = HTs, (4.66) 
av </> 
PoAv aa = HTs, (4.67) 
relates to the surface stress, rg and Tt, applied to the top of the water column. 
In most applications of ocean models Tg and Tt are wind stresses. Under the 
ice shelf no wind stress is able to act on the top of the water. It is also assumed 
the ice shelf is a free-slip surface. Hence the boundary condition reduces to 
au= av = 0. 
aa aa 
4.3.4 Open ocean tracer boundary conditions 
(4.68) 
Along the open ocean the tracer boundary conditions used in the model ar-e 
based on those used in the Fine Resolution Antarctic Model [The FRAM Group, 
1991]. These boundary conditions were described by Stevens [1990, 1991]. 
In the model the open ocean boundary is set to lie along a line of constant 
latitude, and any flow across the boundary is assumed to occur perpendicular 
to the boundary. 
The boundary conditions for the tracers are implemented differently depend-
ing on whether the boundary point is located in an inflow or outflow region. 
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This distinction is made since if the velocity on the open boundary is directed 
out of the domain, then it is likely that the values of tracers on the open ocean 
boundary will have been determined by processes inside the domain. Similarly, 
in inflowing regions it would be expected processes outside the domain would be 
most important and hence boundary forcing values should influence the model. 
The value of tracers at the boundary in outflow regions are found using 
an approach developed by Orlanski [1976]. This approach allows plane waves 
to pass through the boundary. This condition has been further developed by 
Stevens [1990, 1991] with the inclusion of diffusive terms and a correcting phase 
speed, er, designed to enhance the propagation of internal waves out through 
the boundary. The equation used in outflow regions is 
fJT v+erfJT -FT 
fJt + a fJ<P - · (4.69) 
The correcting phase speed is calculated, just inside the boundary at the 
previous time step in the model, from the finite difference form of the equation 
fJT + er fJT - 0 (4. 70) 
fJt a fJ<P - ' 
by using forward and upstream differencing. This gives the expression 
n _ ab.<P Ji~J-1,k - T,,,~i.\,k 
CT i,k - - D.t r:i-1 _ r:i-1 
z,J-1,k z,J-2,k 
(4.71) 
for 0 ~ c'!I'i,k ~ atf, where i and k are any points on the boundary row J, and 
n denotes the current time step. Model stability requires c'!I'i,k to remain within 
these bounds, and it is reset to a~f if it exceeds the bounds. 
The finite difference form of Equation 4.69 used in the model is 
yn+l yn 
i,J,k - z,J,k _ 
b.t 
n + v?L T!! -T!'-Cfz,k i,J-1,k z,J,k i,J-1,k + pTn 
a b.<P z,J,k · (4.72) 
In this equation forward differences are used instead of the usual central differ-
ences for time differencing. The advective term is in a non-conservative form 
using upstream differencing. This enables the advective term to be retained 
without including unknown terms from outside the domain. In the diffusion 
terms, any unknown terms from outside the domain which are required by the 
second derivatives, are set equal to the value on the boundary. 
The application of the outflow boundary condition is dependent on the val-
ues of v and er. One or both of v and er must be positive at the outflow, if 
either term is negative it is set to zero. If both terms are negative or zero then 
the inflow boundary conditions are used. 
In the inflow regions tracer values on the boundary can in principle be 
set to any prescribed value. However, to avoid sharp discontinuities at the 
boundary between inflowing and outflowing regions and between different time 
steps when a region may change between inflow and outflow, the tracer field 
inside the domain is relaxed to a prescribed field, i.e., 
f)T 1 fit= a(n-T), (4.73) 
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where a is the time scale over which relaxation takes place, and n is the tracer 
value prescribed on the boundary. The impact of varying a on the model results 
are considered in Section 5.4. 
The prescribed salinity and potential temperature fields used in this model 
are described in Section 4.6. 
4.3.5 Open ocean velocity and streamfunction boundary 
conditions 
The boundary conditions for the velocity and streamfunction are important in 
determining the flow across the ice front. In the model the barotropic ( exter-
nal mode) and baroclinic (internal mode) components of velocity are solved 
separately, so boundary conditions are required for both components. 
For the internal mode velocities, u and v, the velocity field at the open 
boundary is calculated from linear forms of Equations 4. 7 and 4.8. The non-
linear terms can be neglected safely along the boundary, as they are generally 
small in comparison with other terms in the equation. The equations are 
au JA 
at - v 
av JA 
-+u at 
1 (ap a(]') u 
- apo cos c/> a>. + gpH a>. + F ' (4.74) 
1 (ap a(]') v 
- apo acj> + gpH acj> + F · (4.75) 
The omission of the nonlinear advection terms also has the advantage that 
unknown velocity values from outside the domain are not required. Any terms 
required for calculating the diffusion which lie outside the boundary are reset to 
the value on the boundary, in a similar manner to the outflow tracer boundary 
conditions. 
The boundary condition for the barotropic components of velocity is to spec-
ify either the streamfunction or its gradient along the open boundary, as u and 
v are found through the time evolution equation for the streamfunction (w). 
The tracer and baroclinic velocity boundary conditions are found by modify-
ing the usual time evolution equations to account for boundary processes. A 
similar approach cannot easily be used as the time evolution equation for the 
streamfunction (Equation 4.26) has no generally useful simplifications [Stevens, 
1990]. Here two possible boundary conditions are proposed. The impact of the 
different boundary conditions on the results of the model is then considered 
fully in Chapter 5. 
The large step in the water column thickness which occurs at the ice front 
between the cavity and the open ocean, could be expected to form a barrier 
to cross-boundary barotropic flow. Thus setting \ll = 0 may be a suitable 
boundary condition. Setting \ll = 0 will restrict only the barotropic velocity 
component, it will not eliminate all cross-boundary exchange as u and v are 
not necessarily zero. There is also exchange through the tracer and baroclinic 
velocity boundary conditions. Although the net mass transport in each column 
at the ice front will vanish. 
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Flow across the ice front is likely to strongly influence the ocean cavity 
through the transport of heat, salt and momentum across the ice front, hence 
damping the barotropic transport may be unrealistic. Stevens [1990, 1991] sug-
gested the streamfunction gradient along the boundary could be found from 
the Sverdrup balance. This is unsuitable for this model, because for the Sver-
drup balance to be calculated non-zero surface stresses at the ice front would 
be needed. 
An alternative method of prescribing a streamfunction at the boundary is to 
utilise the prescribed potential temperature and salinity fields, already required 
for the tracer boundary conditions. By assuming the potential temperature and 
salinity fields are in geostrophic balance, the depth integrated velocity across 
the ice front can be determined, and from this the streamfunction gradient 
along the ice front is implied. 
Using the assumption of geostrophic balance, the vertical gradient of the 
horizontal velocity is given by 
ov9 9n op 
OCJ af p cos</> o>. · (4.76) 
This equation is solved to give the geostrophic velocity v9 , at each grid cell 
on the boundary, using central differences for the derivative of p. The vertical 
velocity derivatives are then integrated vertically from the sea bed, assuming it 
is a level of no motion. Conservation of mass is not guaranteed when calculating 
geostrophic velocity fields. To ensure mass is conserved in the cross-boundary 
flow a correcting velocity, Ve, is found so 
J j(v9 - Ve) dCJ d).. = 0. (4.77) 
On a significant portion of the boundary in the present model v9 = 0 and 
applying a correcting velocity in these areas would introduce a cross-boundary 
flow inconsistent with the ~ = 0 density gradient. A piecewise correcting 
velocity is used to avoid this problem. It is defined as 
Ve = 0 if Vg = 0, 
Ve = ~ ff v9 dCJ d).. if v9 "f. 0. 
The integral in Equation 4.79 is taken over the area (A) where v9 -f. 0. 
(4.78) 
(4.79) 
With the geostrophic and correcting velocities prescribed, the boundary 
condition for the streamfunction can be found. Using Equations 4.22 and 4.24 
it becomes, 
ow ro 
o>. =a cos</> 1-i ( v9 - Ve) dCJ. (4.80) 
Although Equation 4.24 indicates the specification of a boundary condition 
for the longitudinal derivative of the streamfunction would specify the cross-
boundary barotropic velocity components, in the model this does not follow 
directly. The offset between the streamfunction grid points and the velocity 
grid points (Figure 4.la) means the calculation of the barotropic components 
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Table 4.1: Vertical layer thicknesses as a percentage of the water column depth, 
numbered from top to bottom. 
layer 1 2 3 4 5 6 7 
% 2.5 3.2 4.2 5.4 6.9 9.0 11.5 
8 
14.8 
9 10 
18.8 23.7 
of velocity involves utilising values of W at the surrounding four streamfunction 
grid points. Hence, if the streamfunction boundary condition is applied only on 
the streamfunction boundary row, only half of the four streamfunction values 
required to determine iJ are specified. 
The method of solving for W in the model allows for the possibility of the 
streamfunction being specified on only the streamfunction boundary row, or on 
both the streamfunction boundary row and the row adjacent to the boundary 
inside the domain. If the streamfunction is only specified on the boundary 
row, then the barotropic velocities are partly determined by the solution of 
the streamfunction in the model interior. If the streamfunction is specified 
on both the boundary and adjacent streamfunction rows, then the barotropic 
components of velocity on the velocity boundary row are set by the boundary 
condition. 
The two different methods of specifying the mass transport at the boundary 
are likely to lead to different solutions of the model. The probable reason for 
this is the extra freedom the model has in determining the circulation near 
the ice front, when the boundary conditions are only set on the streamfunction 
boundary row. This choice could have a potentially significant impact on the 
temperature and salinity structure in the domain. This is because changes 
in the circulation will change the areas where inflow and outflow occur, thus 
changing the exchange of heat and salt across the open ocean boundary. 
When both the boundary and the adjacent row are specified, there are poten-
tial problems in effectively ensuring conservation of mass through the boundary 
velocity row. These arise from the need to specify through the streamfunction 
both the along boundary (u) and the across boundary (v) velocities. The sim-
plest approach to this problem is to assume that the along boundary is zero, 
i.e., u = 0. Then the across boundary velocity can be set by using the same 
streamfunction on the boundary row and the row adjacent to the boundary. In 
the case of the llJ = 0 boundary condition this will also set iJ = 0. 
As the model allows for two alternate specifications of each boundary con-
dition on the streamfunction, and by implication on the barotropic velocity, it 
is important both are trialled to examine which is more representative of the 
physical system being modelled. 
4.4 Other model details 
The model equations and boundary conditions described in the preceding sec-
tions are applied to the ocean cavity formed by the water column thickness 
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Figure 4.2: The horizontal grid used on the model domain. The outline of 
the ice shelf grounding line has been superimposed. Velocity points are solved 
where the grid lines intersect and tracer and streamfunction are solved in the 
middle of the boxes. 
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described in the following section. In the application used here the model has 
10 a-levels. The percentage thicknesses for all the layers are shown in Table 4.1. 
The 66 by 71 model grid, shown in Figure 4.2, has a resolution in the rotated 
coordinates of 0.05° by 0.1°. This gives a mean resolution of 5.5 km by 4.3 km. 
For all of the different model scenarios the model was spun up from the same 
initial conditions for 5 x 108 s (rvl5.8 years). This spin up time is approximately 
six times the estimated flushing time for the cavity under the Amery Ice Shelf. 
The temperature of each column of water was set at the in situ freezing 
temperature at the top of the water column, for a salinity of 35 PSU. To ensure 
the water column was initially stratified the salinity was increased down the 
water column by 0.01 PSU per model level. The salinity at the top of water 
column (ST) was fixed by the depth of the ice shelf draft (d) at Sr= 34.65 -
2.8 x 10-4d. 
4.5 Model topography 
The finite difference model equations are implemented on a a-coordinate version 
of the Arakawa 'B' grid (Section 4.2). The horizontal extent of the model 
domain that this grid is applied to is defined by the water column thickness, 
which is the thickness of the ocean between the ice shelf and the sea bed. To 
find the water column thickness for the Amery Ice Shelf, the depth below sea 
level of the ice shelf draft and sea bed were found and the difference taken. 
An important constraint on the grid imposed by the model design is that 
the ice front has to be straight, and run along a single model latitude line. The 
natural ice front of the Amery Ice Shelf fulfils neither of these criteria. To fulfil 
the criteria the ice front was straightened, and the model domain was rotated 
by 12° (Figure 4.3). 
The ice shelf draft was calculated from ice shelf thickness data collected using 
airborne radio echo sounding (RES), by the Australian Antarctic Division in the 
1988-89 and 1989-90 summer seasons [Ian Allison, Pers. Comm.]. The flight-
lines along which the data was collected are shown in Figure 4.3. As can be 
seen from the figure these flight-lines were irregularly spaced and quite sparse 
near the ice front. These observations were processed to remove any doubtful 
observations, including those where the RES had most likely found the interface 
between the meteoric and marine ice. This processing is the cause of the gaps 
in the flight-lines shown in Figure 4.3. 
The high resolution grid being used in the model (Figure 4.2), required the 
ice thickness to be smoothed and interpolated. This was done after the data 
was rotated from latitude and longitude coordinates to the model coordinates. 
The interpolation of the ice shelf thickness at grid point ( i, j) was done using 
the inverse distance method. This gave an ice shelf thickness z' ( i, j) of 
, (. ') E( w;;4 zk) 
z i,J = -4 ' 
Ewk 
(4.81) 
where zk, is the 'clean' RES ice shelf thickness data, and wk, is the distance 
between the model grid point and the position of the RES ice shelf thickness 
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Figure 4.3: The model ice shelf extent, showing RES observations where indi-
vidual non-zero ice thicknesses were recorded (dots). The original (1988) ice 
front position (dashed line) is also shown along with the model ice front position 
(dotted line). 
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observation. 
No maximum distance between grid point and the RES data positions was 
used, this allowed the interpolation scheme to interpolate in areas where the 
data was particularly sparse, and to extend the ice shelf in areas out to the 
straight ice front edge needed by the model. The risk in having no maximum 
or cutoff distance in the inverse distance interpolation is that large numbers of 
RES data positions at a distance from the interpolation grid point can swamp 
a small amount of data close to the grid point. This effect has been minimised 
by taking the inverse distance to the power of four. This strongly enhances 
weighting for RES data close to the model grid points. 
After interpolation the ice shelf thickness was converted to ice shelf draft by 
applying the following buoyancy relation [Jenkins and Doake, 1991]: 
d Pi ( ') = - z1-z , 
Pw 
(4.82) 
where d is the ice shelf draft, Pi is the density of ice (920 kgm-3), Pw is the 
density for water (1028 kgm-3 ) and z1 represents the 'thickness' of air in the 
firn layer of the ice shelf. The values for the densities and firn thickness were 
determined empirically for this study from surface elevation, and ice thickness 
data for the central flowline (Figure 3.3) presented in Budd et al [1982]. 
Using the data from Budd et al [1982], z1 = 15.6 m was the mean value for 
ZJ calculated at 30 positions along the approximately north-south traverse line. 
Comparison of the draft calculated from Equation 4.82 and the observed ice 
shelf draft along the traverse line, shows a difference of less than 5% for most of 
the ice shelf. In the 50 km nearest the ice front the difference trend increased 
reaching ,..,,,303 at the ice front. This reflects changes in the mean density near 
the ice front, either from increased accumulation on the surface, which would 
generate a thicker layer of firn, or from the accumulation of marine ice on the 
base of the ice shelf. 
The other data field needed to calculate the water column thickness is the 
sea bed position. The sea bed position under an ice shelf can be determined 
from seismic observations. Using the bedrock map produced by Kurinin and 
Aleshkova [1987], the contours of constant depth under the ice shelf were ex-
tracted. 
The contours were then treated in a similar manner to the ice shelf thickness 
data. The sea bed contours were interpolated onto a similar grid using the same 
inverse distance method, and then rotated on to the model grid. 
After calculating the sea bed position and the ice shelf draft it was possible 
to calculate the actual extent of the ocean cavity under the Amery Ice Shelf 
by calculating the water column thickness. The model has several constraints 
on the water column thickness, which were also applied. These constraints 
were based on model resolution and numerical stability concerns. In no part of 
the domain was the water column thickness allowed to be less than 50 m. A 
water column of this thickness would lead to very thin er-layers near the top of 
the water column, which would restrict the length of the time step needed to 
ensure numerical stability in the model. For similar reasons, three or more grid 
points were generally needed to resolve any channels around islands or grounded 
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Figure 4.4: The model ice shelf draft in metres. 
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Figure 4.5: The model water column thickness in metres. 
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zones in the model. Implementation of these rules excluded some areas with a 
positive water column thickness from the main cavity. These areas were ignored 
by setting the water column to zero. 
After determining the extent of the ocean cavity by calculating the water 
column thickness, the ice shelf draft data set was reduced. Only values over the 
ocean cavity were retained. In addition the ice shelf draft was smoothed. This 
was partly an attempt to reduce the bad fit in some areas, but was mainly done 
to reduce noise in the ice shelf melting and freezing rates. This noise occurred 
because of localised 'ice pumps' forming between neighbouring grid cells. The 
final smoothed version of the ice shelf draft is presented in Figure 4.4. 
Any substantial changes resulting from the smoothing of the ice shelf draft 
were assimilated by altering the water column thickness, so that the sea bed 
position remained constant. The water column thickness used in the model is 
shown in Figure 4.5 
The ice shelf draft and water column thickness shown in Figures 4.4 and 
4.5 have several features which may be artifacts of the processing. The most 
distinct of these is the island in the ocean cavity at 70.8°S 71.5°E. This has been 
named the Central Grounded Zone. In this area there is a prominent sea-mount 
[Kurinin and Aleshkova, 1987], which comes close to the base of the ice shelf. 
It is unclear if the ice shelf is fully grounded on this feature. In this study it 
has been treated as fully grounded, because there is insufficient water column 
thickness between the sea mount and the ice shelf base. 
4.6 Open ocean boundary data sets 
Along the northern boundary of the model the ocean cavity interacts with 
the waters of Prydz Bay through a series of boundary conditions described 
in Section 4.3.4. Where water is flowing into the domain, its temperature 
and salinity are relaxed to prescribed salinity and temperature fields. These 
temperature and salinity fields are based on CTD profile data collected during 
the FISHOG cruise (Section 3.1). 
Data used was from the CTD profiles near the ice front. The profiles chosen 
were 114, 115, 116, 117, 118, 142, and 143, the locations of which are shown in 
Figure 3.1. The latitude and longitude of each data point was translated into 
the model coordinates, and then by ignoring the 'latitude' part of the model 
coordinate each profile was mapped to the ice front. 
This gave an unevenly spaced data set in one dimension, the model 'longi-
tude', and regularly spaced data in the vertical dimension, as the profile data 
was binned with 2 db intervals. To achieve the desired data set, the profiles 
had to be fitted to an evenly spaced grid, with 0.1° intervals in the horizontal 
and 10 m intervals in the vertical. The vertical gridding was done by binning 
the 2 db data into 10 m bins. 
This data was then turned into a rectangular data set so it could be inter-
polated horizontally, and also to ensure there were no gaps between the profile 
bottom, and the sea bed along the ice front. The gaps could arise from the 
horizontal projection of the profiles onto the ice front, and the possible change 
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Figure 4.6: The a) potential temperature, b) salinity along the open ocean 
boundary, and c) potential density. The numbered dotted lines indicate the 
positions in the potential temperature, and salinity fields of the FISHOG CTD 
casts used in the interpolation. 
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in depth from where the casts were collected to their location on the ice front. 
The dimensions of the rectangular data set were chosen so all profiles reached 
to the depth of the deepest profile. This extension of the data set was done 
by filling in the rest of the data set with the nearest deeper cast. This was 
performed for convenience, under the assumption that most of the data below 
the normal profile bottom would be ignored in the process of fitting the gridded 
data to the a-levels. 
With the new profile data now reaching to the same depth on all profiles, 
they were linearly interpolated in the horizontal to give a column of data for 
each model grid point along the ice front. 
The vertically and horizontally gridded temperature data sets were fitted 
within the model code to the a-levels, by mapping the closest boundary data 
grid point above the a-layer on to the a-layer. This is done independently for 
each a-layer on each column along the ice front. 
The temperature, salinity and the corresponding potential density fields at 
the ice front, used within the model, are shown in Figure 4.6. In the temper-
ature field there are four noticeable features. These are the cold area of Ice 
Shelf Water around 71.2°E, the warm core of water adjacent to the ice shelf 
near 73°E, the cold waters beneath this, and the core of -l.85°C water on the 
eastern side on the section. Apart from these four features the temperature is 
relatively constant across the section. This contrasts with the salinity which has 
a distinct stratification between the top and the bottom of the water column. 
The stratification of the salinity leads to a stable water column, This can be 
seen in the potential density field, which is clearly dominated by salinity. 
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Chapter 5 
Investigating different open 
ocean boundary conditions 
In this chapter the effects of different momentum boundary conditions at the 
ice front on the ocean circulation, temperature and salinity distribution, and 
the mass balance of the Amery Ice Shelf are investigated. 
The chapter is divided into two parts: first, a general description of the 
results from the numerical model runs using the different boundary conditions, 
and second, a comparison between the results and observations. Because of 
the lack of subice shelf observations the comparison between model results and 
observations is not direct. Instead the model results are used to derive quantities 
for comparison with observations. 
The first four sections in this chapter discuss the model results. First the 
simplest case, that of a closed northern boundary is considered. The next 
two sections consider the effects of applying boundary conditions to either the 
streamfunction or the barotropic velocity, as discussed in Section 4.3.5. The 
first scenario considers this problem for a zero streamfunction on the bound-
ary. The second scenario considers the geostrophically based along boundary 
streamfunction gradient. In both sections setting the streamfunction is not 
equivalent to setting the barotropic velocities, because of the offset between the 
streamfunction and velocity grid points (Figure 4.la). This offset means that 
the four streamfunction points around each velocity point are used in deter-
mining the velocities, so that the barotropic velocities in the boundary velocity 
row at the ice front are partly determined by the prescribed streamfunction and 
partly by the internally evolved streamfunction. 
The boundary conditions for temperature and salinity are applied, as out-
lined in Section 4.3.4, in all of the scenarios examined, except the closed ocean 
boundary run. When the tracer boundary conditions are applied, it is impor-
tant to consider what relaxation time scale should be imposed. In other studies 
of ocean circulation under ice shelves using this model Determann and Gerdes 
[1994] used a time period of 100 days for their theoretical ice shelf. Determann 
et al. [1994] also used a time period of 100 days for the ocean cavity under the 
Filchner-Ronne Ice Shelf. In this study, 80 days has been selected as a suitable 
time scale for the relaxation constant. This reflects the smaller cavity size of the 
Amery Ice Shelf, and hence an expectation that the flushing time for the ocean 
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cavity would be smaller than for the Filchner-Ronne Ice Shelf. The affects of 
varying this parameter are also investigated. 
5.1 Closed ocean boundary 
A closed boundary is the simplest boundary condition which can be applied at 
the northern boundary. It is worth considering as an initial model scenario for 
the ocean cavity under the Amery Ice Shelf, despite a closed ocean boundary 
being unrealistic. This is because it allows the influence of the open ocean in 
later model runs on the ocean circulation, temperature structure and ice shelf-
ocean interaction to be clearly seen. The northern boundary is closed by using 
the same boundary conditions which are used on the coast or grounding line 
boundaries (Section 4.3.1). 
The ocean circulation under the ice shelf is intimately linked to the forcing 
provided by the ice shelf. This forcing is dominant when the additional exchange 
of heat and salt across the ice front, which is important for real ocean dynamics, 
is eliminated. The amount of interaction between the ice shelf and the ocean 
can be characterised by the rates of melting and freezing at the ice shelf-ocean 
interface. Where melting occurs the top of the water column is cooled and 
freshened, and where freezing occurs salt is rejected and heat is transfered to 
the ocean. For a fixed ice shelf draft and an ocean initially at rest this typically 
generates a thermohaline circulation through the buoyancy of the freshened 
melt water. 
Figure 5.1 shows the mean rates of melting and freezing at the ice shelf-
ocean interface over the last approximately three months of the model run 1. 
The highest rates of melting occur where they are expected, in the south-east 
and south-west of the domain where the ice shelf is thickest. High rates of 
melting also occur in areas where the ice shelf draft is not the determining 
factor. In these areas (e.g., around 70.1°S 71.5°E) horizontally advected water 
comes into contact with a thickening ice shelf. Here, the steep ice shelf draft 
gradients drive the water down slope where it is able to drive melting, because 
of the increased temperature gradient between the water and the ice shelf. The 
temperature gradient is increased in down slope flow conditions, because the 
ice shelf-ocean interface, which is at the in situ freezing temperature, cools with 
the increase in pressure. 
The areas of freezing seem to be more closely linked to the underlying ocean 
circulation. The three extensive regions of freezing, in the channel to the east 
of the Central Ground Zone, around 70°S 70°E, and along the ice front, are 
all in areas where water cooled and freshened by melting at depth is rising in 
contact with the ice shelf. 
The smaller localised areas of freezing, particularly in the south of the do-
main where the ice shelf is still comparatively thick, are caused by the same 
mechanism that generates the high freezing rates within the significant areas 
1 The melting and freezing rates in the thesis are mean rates calculated over the last 
1 x 107 s of the model run 
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Figure 5.1: Melting(+) and freezing(-) rates for the closed boundary run in 
ma- 1. The bold contour denotes the boundary between melting and freezing. 
of freezing; that is, steep local ice shelf gradients. These allow the rapid rise of 
supercooled water, which drives high freezing rates. 
The overall effect of the melting and freezing at the ice shelf-ocean interface 
leads to a zero net mass loss to the ice shelf. This is as expected in this 
run, because with the northern boundary closed the only opportunity for mass 
exchange is with the ice shelf. The boundary conditions here do not allow for 
heat (or salt) loss through the ice shelf, so the ice shelf and ocean effectively 
form a closed system. The heat and salt exchange with the ice shelf is required 
to match the heat and salt exchange with the ice front, so with the ice front 
boundary closed heat and salt conservation ensure this is zero. 
As with other applications of this model [Determann and Gerdes, 1994; De-
termann et al., 1994], the horizontal circulation is significantly stronger than 
the vertical (overturning) circulation. The horizontal circulation is mostly ver-
tically coherent and is described clearly in terms of the vertically integrated 
streamfunction. 
Figure 5.2 shows the vertically integrated streamfunction for the model run 
with a closed northern boundary2 . Comparison between this figure and the 
water column thickness (Figure 4.5), shows the generally barotropic nature of 
2The streamfunction presented is for the final time step of the model run 
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Figure 5.2: Vertically integrated streamfunction for the model run with a closed 
northern boundary. The main features discussed in the text, the Northeastern 
Gyre ( EG), the Main Gyre (MG) and the Southern Gyre (SG) , are marked. 
Circulation is clockwise about positive features. 
the flow . The major feature is the large clockwise circulating gyre in the north 
of the domain, the Main Gyre, which is bounded by the water column thickness 
on the south and east. It has a strength of approximately 0.87 Sv in its centre 
(69.8°S 71. 7°E) which is situated in the area of greatest water column thickness. 
This gyre dominates flow in the north of the domain and accounts for most of 
the north-south transport. 
The other major features of the horizontal circulation are the Northeastern 
Gyre, situated in the north-east corner of the domain and centred at about 
69.5°S 73.5°E; the area of counterflow between the Northeastern Gyre and the 
Main Gyre; the South-Central Gyre, which lies to the south of the Main Gyre 
and to the west of the Central Grounded Zone; and the Southern Gyre, to the 
south of the Central Grounded Zone, is centred at about 71.3°S 69.7°E. 
The flow south of the Main Gyre can be described in terms of the South-
Central and Southern Gyres. These two gyres form part of a larger gyre which 
directs flow around and to the south of the Central Grounded Zone. Flow goes 
south along the western boundary, before turning east and flowing towards the 
Central Grounded Zone. Here it turns southwest and flows back towards the 
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Figure 5.3: Pseudo-lagrangian tracer paths for the closed run. The dots show 
the release points for each tracer. The colours indicate the a-layer on which the 
tracers were released: red layer 2, blue layer 5, and green layer 8. 
western boundary, and from about 71.0°8 it follows the western boundary until 
turning north from about 71.5°8. The general trend of this circulation is that 
from the southernmost point of the Southern Gyre the flow returns to the north 
before turning east and flowing through the channel to the east of the Central 
Grounded Zone. Between 71.5°8 and the southern boundary the circulation is 
more complex and not easy to describe in terms of gyres or similar structures. 
The area of counter flow between the Main and Northeastern Gyres forms in 
an area where the sea bed is shallow. This inhibits water from the Northeastern 
Gyre flowing far to the south. A strong current on the western side of the Main 
Gyre follows the topography. This is important, as it is an area of strong return 
flow from the south of the domain to the northern boundary. 
The strength of the horizontal circulation in comparison to the vertical cir-
culation can be seen in the pseudo-lagrangian tracer paths shown in Figure 5.33 . 
3The pseudo-lagrangian tracer paths presented are from the final time step of the model 
76 
The tracer paths are found by tracking particles through the three-dimensional 
velocity field from the spun up model run. They are not true lagrangian tracers 
as the velocity field is not time evolving but reused for each stepping calculation. 
In Figure 5.3 the vertical circulation in most of the domain is weak with 
the flow being generally vertically coherent. This is the case in the areas of 
the Main, South-Central and Southern Gyres, all of which can be clearly seen 
in Figure 5.3. South of the Southern Gyre near the grounding line the tracer 
paths indicate the circulation is not vertically coherent. The lack of vertical 
coherence suggests that the topographic steering effects which influence the rest 
of the domain are much smaller. There are indications in the tracer paths that 
the deeper waters (green) are flowing south in some places, while the dominant 
trend of the upper level tracers (red) is northward. This indicates there is some 
vertical overturning occurring close to the grounding line. Since no pseudo-
lagrangian tracers appear to follow an overturning path, vertical diffusion may 
be the dominant source of vertical mixing. 
In other applications of this model [Determann and Gerdes, 1994; Grosfeld 
et al., 1997] the overturning circulation under the ice shelf was able to be partly 
described in terms of the zonally integrated streamfunction. In this model the 
zonally integrated streamfunction gives little useful information. This is for two 
reasons: the large variations in the zonal extent, and the vertically coherent flow 
in opposite directions in the cavity, e.g., in the area of the Main Gyre. These 
lead to biases in any estimation of the overturning streamfunction. Hence it is 
not presented in this thesis. 
The local change in density levels shows the localised movement of water 
masses. In areas of heavy melting a cold and fresh melt-water layer forms at 
the top of the water column. As the locations of heavy melting are generally 
where the ice shelf is thick, the melt-water layer flows up the ice shelf. This 
allows warm and salty water to up-well and continue driving the melting. In 
areas of high melt this leads to very steep vertical gradients in density. 
In contrast, areas of freezing lead to a more vertically coherent water column. 
As freezing effectively warms the water, and since the model assumes the frozen 
on ice has zero salinity, salt is rejected into the top of the water column. This 
warm, salty water drives strong overturning in the water column, which leads 
to gentle vertical density gradients in the water column. The effect of these 
mechanisms on the water column can be seen in three temperature cross-sections 
through the model domain. The locations of the cross-sections are shown in 
Figure 5.4. 
Figure 5.5 shows three temperature cross-sections through the model do-
main. Sections A and B run north-south and Section C runs east-west4 • The 
salinity cross-sections have not been shown, as processes occurring in the salinity 
cross-sections are similar to those occurring in the temperature cross-sections. 
At the southern end of Section A (Figure 5.5a) there is a steep temper-
ature gradient close to the ice shelf. This gradient is partly formed by the 
small amount of melting near the grounding line, but mainly by the westwards 
run 
4The temperature cross-sections presented are from the final time step of the model run. 
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Figure 5.4: Positions of the three temperature cross-sections shown in Figure 
5.5 and other figures. 
advection of melt water through the section by the South-Central and Main 
Gyres. The supply of melt water helps drive the high freezing rates seen along 
the section (Figure 5.1). The freezing in the section leads to the thinning of 
the melt-water layer near 70°S. Continuing northwards the increased freezing 
drives enhanced vertical mixing through salt rejection. With continued freezing 
the distinct surface layer near the ice shelf disappears and the water becomes 
vertically well-mixed near the northern end of the cross-section. This is driven 
by salt rejection from freezing near the ice front, with peak freezing rates of 
rv3 ma-1 (Figure 5.1). 
In Section B (Figure 5.5b) freezing near the ice front again forms a homo-
geneous water column. Close to the ice front the warmest and saltiest water 
is found in the domain. It forms because the weak local circulation in the 
Northeastern Gyre allows salt to be rejected over a longer time period. This 
compensates for freezing rates which are lower than in other areas. As with 
Section A melting is seen forming a cold and fresh melt-water layer at the top 
of the water column, between 70.8°8 and 72°8. Upwelling is again occurring 
close to the southern grounding line. The melt-water layer thins rapidly while 
flowing through the channel to the east of the Central Grounded Zone (be-
tween 70.8°S and 71.0°8), as a large amount of freezing in the channel thins the 
melt-water layer. This behaviour is similar to that seen with the Plume Model 
by Jenkins [1991] (Section 2.3.2). It occurs in the channel to the east of the 
Grounded Zone, as here the mean flow direction allows melt-water to flow up 
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Figure 5.5: Temperature cross-sections of the model domain for the closed 
boundary run. a) Section A, b) Section B, and c) Section C. The locations of 
the cross-sections are shown in Figure 5.4. The dotted lines indicate where the 
cross-sections intersect. 
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slope in the channel, as was assumed in the Plume Model. 
Section C (Figure 5.5c) is different from the other two sections as it runs east-
west, perpendicular to the orientation of the overturning circulation assumed 
by two-dimensional models. It highlights features of the circulation not seen in 
Sections A and B, particularly in the Main Gyre through which it runs. 
In the area of the Main Gyre (approximately between 69.8°E and 71.8°E) 
the water mass being transported south on the eastern side of the gyre is warmer 
and better mixed than the northbound water on the western side of the gyre. 
On both sides of the gyre the anticipated vertical temperature structures from 
the high melting or freezing rates seen in Figure 5.1 are not generated. On the 
eastern side of the gyre (rv71.3°E), where the model reports melt rates of up 
to rv0.75 ma-1, no significant melt-water layer forms. The layer of melt-water 
on the western side of the gyre does not appear to thin significantly, in an area 
where freezing rates of up to rv0.6 ma-1 are reported. The most likely cause 
of this variation from the behaviour seen in Sections A and B, is the strong 
horizontal velocities on the edges of the Main Gyre. The effect of the strong 
horizontal velocities is amplified by Section C being perpendicular to the mean 
flow direction. The mean velocities are respectively, rv8 cms-1 and rv5 cms-1 
on the eastern and western sides of the gyre. This suggests the melt-water on 
the eastern side is moved by the gyre before a melt-water layer can form. 
5.2 Zero streamfunction on the open boundary 
In the present ocean model a closed ocean boundary where cross-boundary flow 
is expected is unrealistic as it allows no exchange of heat, salt or momentum 
across the boundary. There are two alternative boundary conditions explored, 
in this and the following section. 
In all the open boundary model runs the tracer and internal (baroclinic) 
velocity terms at the boundary can be described in terms of an Orlanski-type 
radiation condition and a linearisation of the time evolution equation for veloc-
ity, as described in Sections 4.3.4 and 4.3.5. Both of these boundary conditions 
are modifications of the usual time evolution equation for each quantity. The 
behaviour of the external (barotropic) velocity boundary condition is more com-
plex, because of the manner in which it is solved through the streamfunction. 
This is further complicated by the lack of useful simplifications for the stream-
function time evolution equation (Equation 4.26), which could be applied along 
an ocean boundary [Stevens, 1990]. 
The simplest boundary condition to achieve exchange across the open ocean 
boundary is W = 0, and a rationale for this boundary condition was given in 
Section 4.3.5. With the w = 0 boundary condition the model then relies on the 
tracer and internal velocity modes for heat, salt and mass exchange across the 
ocean boundary. 
The '11 = 0 boundary condition implies, through Equation 4.24, that the 
cross-boundary barotropic velocity on the boundary would be zero. This is 
not automatically the case for the finite difference system in the model. The 
offset between the streamfunction and velocity grid points (Figure 4.la) in effect 
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Figure 5.6: Vertically integrated streamfunction for the AIS11 ,v=O run. Circula-
tion is clockwise about positive features. 
allows two options for setting the boundary condition. Either the barotropic 
velocities on the velocity boundary row are set to zero, or on the streamfunction 
boundary row '11 is set to zero. In the later case some cross-boundary barotropic 
flow will be generated by the internal evolution of the streamfunction. 
5.2.1 Zero barotropic velocities on the ocean boundaries 
Opening the ocean boundary of the model substantially changes the tracers and 
circulation in the ocean cavity under the Amery Ice Shelf. In this section the 
'11 = 0 boundary condition is applied on the velocity grid-points. This sets u 
and ii to zero. This model run has been labelled AISu,v=O. 
The general structure of the horizontal circulation in the AISu,v=O run is 
similar to the closed boundary run. This can be seen by comparing the stream-
function for the AISu,v=O run, shown in Figure 5.6, with the streamfunction for 
the closed boundary run (Figure 5.2). The similarity in the horizontal circula-
tion is because of the strong tendency of the circulation to follow the contours 
of water column thickness (Figure 4.5). 
There are some differences between the circulation in the north of the domain 
in the AISu,v=O run and the closed boundary run. In particular, the Main Gyre 
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is stronger near the ice front in the AISu.,v=O run. This increased transport is 
because the water column is not as homogeneous in the AISu.,v=O run, as it is 
in the closed boundary run (Figure 5.7a). The increased density gradients near 
the ice front are formed by interaction with the prescribed tracer fields on the 
boundary. This interaction strengthens the overall gyre, as well as dramatically 
increasing circulation in the north of the domain. 
South of the Main Gyre changes also occur from the introduction of limited 
cross-boundary exchange. Here the circulation is much weaker than in the 
closed boundary run, with the maximum strength reducing from rv-0.27 Sv to 
rv-0.1 Sv. The South-Central Gyre, which was situated between the Main Gyre 
and the Central Grounded Zone in the closed boundary run (Figure 5.2), is no 
longer present. In its place there is a weak flow in the same direction as the 
Main Gyre. 
Three temperature sections for the AISu.,v=O run are shown in Figure 5. 7. 
The locations of the three sections are shown in Figure 5.4, they are the same 
as for the closed boundary run. The effect of an open boundary on the vertical 
circulation can be seen in these sections. In the upper part of the water column 
near the ice front in Section A (Figure 5. 7a) freezing at the ice shelf-ocean 
interface (Figure 5.8) is causing vertical mixing. Unlike the closed boundary 
case the vertical mixing is not occurring in the whole water column. Instead 
the bottom rv260 m of the water column contains a relatively warm mixture of 
the water mass generated by freezing and vertical mixing, and water which has 
come from interaction with the ocean boundary. 
Section A also highlights features of the horizontal circulation. Near the ice 
front a small temperature inversion occurs in the otherwise well-mixed water 
column. This intrusion is indicative of the west to east flow in the north of the 
Main Gyre. The inversion remains stable because of the strong stratification in 
the salinity field (not shown). 
The effect of the Main Gyre can also be seen in Section A, where between 
69.7°S and 70.2°S, the isotherms are very flat. The streamfunction in this part 
of the Main Gyre has a strong east-west gradient, and a weak north-south 
gradient. 
Near the ice front in Section B (Figure 5.7b) the water column is still well-
mixed, and has the same temperature as the water at the base of the water 
column in Section A. Across the middle of Section B the isotherms indicate 
less vertical mixing and greater stratification than in the closed boundary run. 
In the channel to the east of the Central Grounded Zone (between 70.2°S and 
70.8°S) there is a change in the horizontal circulation, from northward flowing 
in the closed boundary run to southward. (There is still some northward flow on 
the west side of the channel (Figure 5.6).) The southward flow gives a warmer 
water column along Section B, this leads to increased melting of the ice shelf 
in this part of the domain (Figure 5.8). The effect of this extra melting is 
not apparent in Section B, because most of the increased melt flows along the 
western side of the channel. 
The horizontal circulation for the AISu.,v=O and closed boundary runs south 
of the Central Grounded Zone is similar. This generates isotherm gradients 
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Figure 5.7: Temperature cross-sections of the model domain for the AISu,v=O 
run. a) Section A, b) Section B, and c) Section C. The location of the cross-
sections is shown in Figure 5.4. The dotted lines indicate where the cross-
sections intersect. 
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at the southern end of Section B in the AISu,v=O run which are similar to the 
same section for the closed boundary run (Figure 5.5b). The isotherm gradients 
suggest the vertical mixing and circulation near the grounding line and in the 
southern part of the cavity, are similar in the AISu,v=O and closed boundary runs. 
There are some small differences which arise from the additional heat available 
from across the ice shelf boundary in the AISu,v=O run. This additional heat 
has sharpened the melt-water layer which forms in the high melt rate areas, 
and increased the temperature at the bottom of the water column. 
The east-west section, Section C (Figure 5.7c), shows a similar temperature 
structure in the upper part of the water column, for the AISu,v=O and closed 
boundary runs. The lower half of the water column, however, differs. In the 
AISu,v=O run this is more stratified than in the closed boundary run. This partly 
comes from the heat exchange across the ice front, but also from a general 
reduction in vertical mixing, caused by less freezing near the ice front (Figure 
5.8). In this area of the closed boundary model substantial amounts of vertical 
mixing, through the convective adjustment scheme, were driven by high rates 
of freezing which gave a homogeneous water column. 
The difference in the temperature at the ice front in Sections A and B from 
that specified in the boundary conditions (Figure 4.6a), is caused partly by 
the design of the boundary conditions (Section 4.3.4) and partly by the strong 
control which the internal circulation has over the circulation near the ice front. 
In this model run the barotropic velocity components are zero along the ice 
front. Thus all transport is via the baroclinic component which is generally 
weak at the ice front. Thus there is little to force agreement between the 
boundary conditions and the model tracer fields at the ice front, except for the 
weak restoring (Equation 4.73). 
The opening of the northern boundary for the exchange of heat and salt 
has a significant affect on the melting and freezing rates at the ice shelf-ocean 
interface. The melting and freezing rates for the AISu,v=O run are shown in 
Figure 5.8. The large area of freezing along the ice front, found in the closed 
boundary run, is reduced. This is because the integrated heat and salt fluxes 
at the ice shelf-ocean interface over the whole ice shelf no longer have to be in 
balance. Instead the fluxes at the ice shelf-ocean interface are in balance with 
the heat and salt flux across the ice front boundary. 
The top layer of water in the western side of the Main Gyre contains melt-
water, either from the southern part of the domain, or from melt which occurs 
on the eastern side of the Main Gyre. The strong area of freezing near the ice 
front is driven by this flow of melt-water in the Main Gyre. At the boundary 
insufficient cold water is able to leave the domain, keeping the water below the 
in situ freezing temperature and generating the excess freezing. This is caused 
by the restriction of zero net flow in each boundary column, both across and 
along the boundary. The most noticeable example of this is around 68.9°S 
71.5°E, where freezing rates of rv2.2 ma-1 are found. Here the effect on the 
water column can be seen in Section A (Figure 5.7a), where there is strong 
vertical coherence in the upper part of the water column. 
Away from the ice front the patterns of melting and freezing are very similar 
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Figure 5.8: Melting ( +) and freezing (-) rates for the AISu,v=O run in ma- 1. 
The bold contour denotes the boundary between melting and freezing . 
between the AISu,v=o run and the closed boundary run, except to the east of 
the Central Grounded Zone. In the AIS11,v=O run there is a strong area of 
melting in this area rather than the freezing seen in the closed boundary run. 
This occurs because a reversal in the direction of the horizontal circulation 
removes the rising flow of potentially supercooled melt-water from south of the 
Central Grounded Zone and replaces it with southward flowing warm water. 
The vertically stable warm water intersects the draft of the ice shelf to drive 
significant amounts of melting at the ice shelf base. 
5.2.2 Zero streamfunction 
As we saw in the previous section opening the northern boundary made a 
substantial change to the horizontal circulation in the model. Changing the way 
in which the Ill = 0 boundary condition is applied also changes the circulation 
and thermohaline structure in the model domain. In this section the results of 
applying the Ill = 0 boundary condition on the streamfunction boundary row 
are discussed. This run has been labelled AISw=O· 
The major change in the horizontal circulation can be seen in the stream-
function which is shown in Figure 5.9. Here the single Main Gyre, seen in 
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Figure 5.9: Vertically integrated streamfunction for the AISw=o run. The main 
features discussed in the text, the Northeastern Gyre (NEG), the Central Gyre 
(CG), the Northern Gyre (NG) and the Southern Gyre (SG), are marked. Cir-
culation is clockwise about positive features. 
the closed boundary (Figure 5.2) and AISu,v=O runs (Figure 5.6), has changed 
to a pair of gyres. The more southern of these gyres, which has the greater 
transport of the pair, and is the dominant feature of the new circulation in the 
ocean cavity, will be referred to as the Central Gyre. This is to differentiate 
it from the circulation in the closed boundary and AISu,v=O runs, which are 
characterised by the Main Gyre. The other gyre of the pair has been named 
the Northern Gyre. The strength of the Central Gyre is reduced in comparison 
with the Main Gyre circulation in the AISu,v=O run. 
Along the northern boundary of the domain cross-boundary flow is generally 
vertically coherent. This can be seen in the cross-boundary velocity field shown 
in Figure 5.10. The largest area of inflow is in a deep trench which runs to the 
east of the 70.0°E meridian. In some of this region the vertical coherence breaks 
down and here the inflow is near the bottom and outflow is located at the top of 
the water column. Weaker inflow occurs near 74.0°E where the ice shelf thickens 
sharply, and also to the west of the 72.0°E meridian. These areas of weak inflow 
are separated by areas of weak outflow. The strongest area of outflow is in the 
west. It is the boundary representation of the western boundary current. 
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Figure 5.10: The ice front cross-boundary velocity field for the AISw=o run. 
Positive velocities are northward (or into the page). 
In the streamfunction (Figure 5.9) it can be seen that most of the inflow 
from the western inflow regions is collected in the Northern Gyre. The flow 
from west of 71.0°E circulates through the western side of the Northern Gyre 
where it is joined by flow along the base of the deep trench. From here the 
flow divides, with the bulk of the flow going east and then south as part of 
the Central Gyre. A smaller amount recirculates and flows back towards the 
boundary. This combines with flow from the Northeastern Gyre before flowing 
out of the domain between 72.0°E and 73.0°E. 
South of the Central Gyre the circulation is similar to the AISu,v=O run, with 
a small peripheral gyre between the Central Gyre and the Central Grounded 
Zone. This is a strengthening of the weak flow in the region in the AISu,v=O 
run. The change in the circulation to the west of the Central Grounded Zone 
affects the exchange of heat and salt between the northern and southern parts 
of the domain. 
The flow south of the Central Grounded Zone is not clear in the streamfunc-
tion. This is because it is comparatively weak and is not clearly represented by 
the contours in Figure 5.9. In can be seen more clearly in the pseudo-lagrangian 
tracer paths shown in Figure 5.11. 
The circulation south of the Southern Gyre is not vertically coherent in 
comparison to the circulation linked to the gyres in the rest of the domain 
(Figure 5.11). Near the southern grounding line it appears flow is southward in 
the lower layer (green paths) , while nearer to the ice shelf the flow is northward. 
The top tracer levels (red paths) released near the southern grounding line are 
flowing along the base of the ice shelf in a 'plume' like manner. Once away 
from the southern grounding line the 'plume' follows , and becomes part of the 
gyres. This differs from the assumptions made in the Plume Model (Section 
2.3.2), where the plume would follow the steepest ice shelf gradient. 
In addition to the changes in the horizontal circulation, the rates of melting 
and freezing also differ from the closed boundary and AISu,v=O runs. The rates 
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Figure 5.11: Pseudo-lagrangian tracer paths for the AISw=o run. The dots show 
the release points for each tracer. The colours indicate the a-layer on which the 
tracers were released: red layer 2, blue layer 5, and green layer 8. 
of melting and freezing for the AISw=O run are shown in Figure 5.12. Most of 
the change in melting and freezing between the AISu,v=O and AISw=O run is a 
small shift in the local rate of melting or freezing. The exception to this is the 
disappearance of the area of strong freezing in the northwest of the domain. In 
this area the strong freezing is replaced with a broad region of weak freezing, 
which includes two areas with higher freezing rates. 
Figure 5.13 shows the temperature along the three cross-sections shown in 
Figure 5.4. The most noticeable difference between the temperature cross-
sections shown in Figure 5.13 and those for the AISu,v=O run (Figure 5.7) is 
the general increase in temperature within the model domain. The water at 
the bottom of all the cross-sections is warmer than in the AISu,v=O run by 
rvQ.l °C. With the ice shelf base still near the in situ freezing temperature there 
is consequently more stratification. 
In Section A (Figure 5.13a) the temperature section south of 69.6°8 is very 
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Figure 5.12: Melting (+) and freezing (-) rates for the AISw=O run in ma-1. 
The bold contour denotes the boundary between melting and freezing. 
similar to the AISu,v=O run. This similarity is unsurprising as the horizontal 
circulation is very similar in this part of the domain in the two models . North 
of 69.6°8, the isotherm gradients are very different. In place of the well-mixed 
upper water column and warm inflow water near the bottom, in the AISu,v=O 
run the upper water column is heavily stratified. The warmest water in the 
section is also restricted to the bottom of this small part of the section. The 
bottom water for the rest of the cross-section has the characteristics of mid-
depth water north of 69.6°8. This structure is caused by the Northern Gyre 
bringing in water near the bottom of the cavity, but instead of it then mixing 
into the Central Gyre it flows out of the domain. 
South of 70°S, Section B (Figure 5.13b) differs little between the AISu,v=O run 
and the AISw=o run. North of 70°8 the change in the method of implementation 
of the W = 0 boundary condition has an effect. There is still some strong mixing 
near the ice front , but in general the level of stratification has increased. This 
is in line with the general warming of the cavity. 
The major change in Section C (Figure 5.13) is the restriction of the warmer 
waters to the area of the Northeastern Gyre. This occurs partly because of the 
sill which stops the warm water flowing as a gravity current from the eastern 
basin into the Central Gyre basin. Any flow above the sill is also blocked by the 
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Figure 5.13: Temperature of the model domain, for the AISw=O run. a) Section 
A, b) Section B, and c) Section C. T he locations of the cross-sections are shown 
in Figure 5.4. The dotted lines indicate where the cross-sections intersect. 
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Figure 5.14: Streamfunctions specified along the northern boundary. The 
dashed line is the streamfunction calculated applying a correcting velocity where 
v9 =I 0, and the solid line is the streamfunction applying a correcting velocity 
across all points. See Section 4.3.5 for full details. 
eastward flow, which occurs in the zone between the Central and Northeastern 
Gyres. 
5.3 Along boundary streamfunction gradient 
conditions 
In the previous sections the boundary condition for either the streamfunction 
or the barotropic velocity component was set to zero. The open boundary 
condition can also be specified in terms of the streamfunction gradient along 
the open boundary ( ~t). As previously mentioned the streamfunction time 
evolution equation (Equation 4.26) has no useful reductions [Stevens, 1990]. 
For the open ocean boundaries Stevens [1990, 1991] suggests a streamfunction 
gradient based on the Sverdrup balance. In discussions in Section 4.3.5 this was 
deemed inappropriate, because it has been assumed there is zero surface stress 
under the ice shelf. The strategy presented here, as outlined in Section 4.3.5, is 
to assume the prescribed temperature and salinity forcing fields at the ice front 
are in geostrophic balance. 
As discussed in Section 4.3.5 the boundary condition can be imposed on 
either the streamfunction boundary row only or on both the streamfunction 
boundary row and adjacent interior row. In this section these two methods of 
setting the streamfunction gradient are compared, utilising the geostrophically 
derived streamfunction gradient. The first scenario examined is the prescribed 
velocity run (AlSpu). The second scenario, sets the streamfunction gradient 
along the boundary ( AISPaw). 
In Section 4.3.5, where the derivation of the along front streamfunction was 
described, two possible correcting velocities were mooted: a uniform correcting 
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Figure 5.15: Vertically integrated streamfunction for the AISPv run. Circulation 
is clockwise about positive features. 
velocity, and a non-uniform correcting velocity. The use of different correcting 
velocities results in different streamfunctions and hence gradients. The two 
derived streamfunctions are shown in Figure 5.14. There are some similarities 
in the two streamfunctions, for instance the main peak. This suggests for the 
bulk of cross-boundary flow the method used to correct for mass conservation 
is unimportant. However, outside the main peak there are differences between 
the two figures. The use of a uniform correcting velocity increases the flow near 
the coastline at each end of the open boundary. These increases in inflow are 
in areas where the observations used in calculating the geostrophic velocities 
suggest there is little or no flow . 
Model runs with both uniform and non-uniform correcting velocities were 
made, for both the AISPv and AISPalll runs. The difference in each run between 
the uniform and non-uniform boundary conditions is localised to the ice front 
and is significantly less than the difference between the AISPv and AISPalll runs. 
Accordingly in the following sections only the results for the runs where a non-
uniform correcting velocity is used are discussed. 
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5.3.1 Prescription of cross-boundary velocities 
As would be expected changing the streamfunction boundary condition along 
the open ocean boundary has a large impact on the horizontal circulation. This 
can be seen in the streamfunction for the AISPv run, which is shown in Figure 
5.15. The structure of the circulation, with a single Main Gyre dominating 
the circulation, is similar to the closed boundary and AISu,v=O runs. Here the 
circulation in the Main Gyre is much greater than in the other runs. The 
maximum transport in the centre of the gyre is rv3.59 Sv, this is over three 
times larger than for the Main or Central Gyres in any of the other model 
runs. The strength of the circulation in most of the remainder of the domain is 
also slightly greater than in other model runs. South of the Central Grounded 
Zone the maximum transport is rv-0.21 Sv, this is approximately a three fold 
increase on the AISu,v=O run, where the maximum transport in the same region 
was rv-0.07 Sv. The general increase in the circulation also affects the area of 
reverse flow between the Main and Northeastern Gyres. This area of flow is 
significantly stronger than the other runs, and is a product of the increased 
circulation in the Main Gyre. 
The circulation in the Northeastern Gyre does not increase by a factor of 
three, it remains at a very similar magnitude to the AISu,v=O and AISw=o runs. 
The lack of change in the strength of the Northeastern Gyre is most likely due 
to its linkages to the open ocean and the restoring of heat and salt this would 
allow along the boundary. 
The effect of the boundary conditions in directing areas of inflow and outflow 
can be clearly seen along the boundary, particularly for the outflow. Here, the 
flow from the western side of the Main Gyre is directed along the northern 
boundary until it reaches the area for outflow around 71.0°E. This area of 
outflow is directed by the streamfunction used to prescribe the forcing (Figure 
5.14). 
The increase in the strength of the horizontal circulation has a noticeable 
effect on the strength of the melting and freezing rates at the ice shelf-ocean 
interface, these are shown in Figure 5.16. Both the rate of melting and the rate 
of freezing have increased dramatically in the area of the Main Gyre. In the 
previous runs both the melting and freezing rates have been less than 1 ma-1 in 
the north of the domain, except near the ice front where flow constraints have 
forced higher freezing rates. 
In the AISPv run ice redistribution from the east to west sides of the Main 
Gyre benefits greatly from the increased transport in the Main Gyre. This 
mechanism can be likened to the 'ice pump' mechanism described by Melling 
and Lewis [1984], except it works in the horizontal rather than the vertical. On 
both sides of this horizontal 'ice pump' the rates of melting and freezing are 
high. On the eastern side of the gyre the melt rates are greater than 2 ma-1, 
while on the western side the freezing rates are greater than 1 ma-1. The area of 
freezing is also fed by increased amounts of melting in the south of the domain. 
The amount of melting at the southern grounding line has also increased a 
small amount on the other runs. The peak melt rate is 14.4 ma-1; this contrasts 
with 12.5ma-1 for the AISw=O and 10.6 ma-1 for the AISu,v=O run. 
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Figure 5.16: Melting ( +) and freezing (-) rates for the AISPv run in ma-1 . The 
bold contour denotes the boundary between melting and freezing. 
In the northeastern part of the domain, the area where freezing occurs is 
slightly smaller than in either the closed boundary, AISu,v=o, or AISw=O runs. 
This is also caused by increased temperatures in the water column, a conse-
quence of cross-boundary flow. 
The large horizontal transport in the northern part of the domain generates 
a thick well-mixed layer at the bottom of the water column. This well-mixed 
layer can be seen in all three of the temperature cross-sections, presented in 
Figure 5.17. 
The changes to the water column structure are most noticeable in Section A 
(Figure 5.l 7a). Here a warm (and salty) water mass fills up most of the water 
column. The melt-water layer is constrained to a thin heavily stratified layer 
adjacent to the ice shelf-ocean interface. This layer thins further because of 
freezing at the ice shelf-ocean interface (Figure 5.16). However, it then thickens 
near the ice front , as the Main Gyre drives water from the west through the 
section. 
The source of heat which drives the heavy melting in the channel to the 
east of the Central Grounded Zone (between 70.6°S and 71.0°S) is evident in 
Section B (Figure 5.17b). Here the warm mixed layer is extending to the south 
and out-cropping where the ice shelf draft deepens. There is a thin melt-water 
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Figure 5.17: Temperature cross-sections of the model domain for the AISPv run. 
a) Section A, b) Section B, and c) Section C. The locations of the cross-sections 
are shown in Figure 5.4. The dotted lines indicate where the cross-sections 
intersect. 
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layer indicating large velocities next to the ice shelf. These strong velocities are 
removing the protective layer of melt-water, thus increasing the temperature 
gradient between the water close to the ice shelf and the ice shelf itself. 
The structure in the remainder of the cross-section is otherwise similar to 
the same cross-section in the other model runs. In the south of the domain, 
the increased melting close to the grounding line is being driven by the extra 
heat in the water column. The bottom temperature at the grounding line on 
Section B is about 0.05°C warmer than in the other runs. 
The additional melting and freezing across the Main Gyre is not apparent in 
the temperature in Section C (Figure 5.17c). Instead of an expected east-west 
variation, from melting thickening the layer and freezing thinning the layer, it 
has a consistent thickness. This is because the high velocities on each side of 
the Main Gyre are removing the products of the melting or freezing, before 
they are able to mix with the rest of the water column. This prevents, either 
thinning of the stratified layer in the west from freezing, or it thickening from 
melting in the east. 
The other notable feature in Section C is a temperature inversion at 71.4°E. 
This is warm water from the upper layers between 73°E and 74°E at the ice 
front (Figure 4.6a). This water mass is advected at mid-depths from the ice 
front, and reduces in volume with distance from the front. The temperature 
inversion beneath the water parcel does not destabilise the water column as 
the salinity, which dominates the density at these temperatures, is still well 
stratified. 
5.3.2 Specification of along boundary streamfunction 
gradient 
Applying the geostrophically based streamfunction gradient only to the stream-
function, and not to the cross-boundary barotropic velocity component, pro-
duces a similar contrast between the AISPv and AISpaw runs to that produced 
between the AISu,v=O and AISw=O runs. 
The horizontal circulation in the AISpaw run, as represented by the stream-
function in Figure 5.18, shows that the general circulation in the area south of 
the Central Grounded Zone and in the northeastern part of the cavity is very 
similar to the other model runs. The circulation in the north-eastern part of 
the domain is of similar strength to the AISw=O and AISPv runs. The Southern 
Gyre is weaker than in the AISw=o run, but of similar strength to the AISPv 
run. 
The major change in the horizontal circulation occurs in the area to the 
north of the Central Gyre between 72.0°E and the western grounding line. 
Here the general pattern of the circulation is more like the AISw=o run, than 
the closed boundary, AISu,v=o, or AISPv runs, with several gyres making up 
the flow rather than a single Main Gyre. All the flow is stronger than in the 
AISw=O run, but not to the same extent as the AISPv run. In the AISpaw run 
the Central Gyre has a maximum transport of ""l.25 Sv, compared with the 
""0.61 Sv of the AISw=O run. 
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Figure 5.18: Vertically integrated streamfunction for the AISpaw run. Circula-
tion is clockwise about positive features. 
orth of the Central Gyre the flow is made up of three parts. A western 
boundary current, and two gyres. The western boundary current is a narrow 
extension of the Central Gyre. To the east of this are the two gyres, an an-
ticlockwise gyre to the west of a clockwise gyre. Both gyres interact with the 
cross-boundary flow and the Central Gyre. The form of these two gyres is di-
rected by the specification of the streamfunction gradient along the boundary. 
This gives a different circulation in comparison to the AISw=O run. The anti-
clockwise circulating gyre is an alternate version of the Northern Gyre described 
for the AISw=O run. It connects the inflow region near 70.5°E with the Central 
Gyre. 
Unlike the AISw=o run, where all the cross-boundary flow into the Central 
Gyre came from the Northern Gyre, the clockwise gyre (an extension of the 
Central Gyre) provides an additional source of heat for the Central Gyre. The 
effect of this additional heat can be seen in the higher melt rates in the area of 
the eastern side of the Central Gyre (Figure 5.20). 
The specification of the cross-boundary flow impacts on the areas where 
inflow and outflow occur. This can be seen in the cross-boundary velocity shown 
in Figure 5.19 that differs from the cross-boundary flow shown for the AISw=o 
run (Figure 5.10). The most significant change occurs in the eastern side of the 
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Figure 5.19: The ice front cross-boundary velocity field for the AISpaw run. 
Positive velocities are northward (or into the page). 
front, here two areas of weak outflow have disappeared, and an area of weak 
inflow has strengthened dramatically. This increase in the current strength also 
impacts on the outflow, which although reduced in area has increased in velocity, 
particularly in the west of the domain where the western boundary current is 
flowing out, and between 70.5°E and 71.5°E. The changes in the pattern of 
inflow and outflow lead to an increase in the inflow and outflow components 
of mass transport across the ice front. In the AISw=o and the AISPv runs the 
individual components are rv0.49 Sv and rv0.84 Sv, respectively. In the AISpaw 
run the components are rvl.02 Sv. 
The different ocean circulation in the AISPaw run is coupled to a different 
pattern of melting and freezing at the ice shelf-ocean interface. The melting 
and freezing rates are shown in Figure 5.20. 
North of the Central Grounded Zone the pattern of melting and freezing, 
for the AISpaw run, has similarities with both the AISw=o and AISpv runs. This 
model run does not have a large amount of freezing adjacent to the ice front in 
the north-west, as was seen in the melting and freezing rates for the AISPv run. 
However, it does have the strong melt-freeze pattern across the Central Gyre, 
although the contrast is not as great as in the AISPv run. The other changes 
are: a shift in the position of the freezing area which lies in the northwest corner 
of the domain, and in the eastern side of the domain the area where freezing 
occurs is much smaller than in any of the other runs. 
South of the Central Grounded Zone there is a small shift in the rates of 
melting and freezing between the AISpaw run and the other runs. 
The changes in the horizontal circulation and the melting and freezing rates 
at the ice shelf-ocean interface can be seen in the three temperature cross-
sections shown in Figure 5.21. The increased interaction with the open ocean 
can be seen in the warmer temperatures in all three sections. The amount of 
warming is slightly more than is seen with the prescription of velocities along 
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Figure 5.20: Melting ( +) and freezing (-) rates for the AISP81V run in ma- 1 . 
The bold contour denotes the boundary between melting and freezing. 
the open boundaries in the AISpv run. 
Section A (Figure 5.2la) has a well-mixed water column, similar to that for 
the AISPv run. In the northern part of the section centred around 69.4°S the 
impact of the Northern Gyre can be seen. The Northern Gyre has the effect of 
thickening the stratified layer at the top of the water column. The gyre overlaps 
part of an area of weak melting, and part of an area of freezing (Figure 5.20). 
The melting in the southern side of the gyre thickens the stratified layer, but on 
the northern freezing side the salt rejection thins the stratified layer by driving 
mixing in the water column. The close linkage between the melting and freezing 
regions helps create steep density gradients on both sides of the thick stratified 
region. This assists in driving the Northern Gyre as geostrophic processes are 
dominant in the ocean cavity. 
Section B (Figure 5.21b) is very similar in the southern part of the domain 
to the same section in the AISPv run (Figure 5.17b) . This similarity arises from 
the inflow at the ice front in the area of the section. Under the stratified layer 
at the top of the water column, the well-mixed layer still extends to the south, 
and outcrops in the channel to the east of the Central Grounded Zone (around 
70.7°S). A similar feature was seen in the AISPv run. Also in the channel the 
effects of the local circulation in this area can be seen, with small temperature 
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Figure 5.21: Temperature cross-sections of the model domain for the AlSpa111 
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sections intersect. 
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inversions occurring in the same area as the out-cropping of the mixed layer. 
The east-west temperature structure in Section C in the AISPaw run (Figure 
5.21c) has a complex structure. As in the AISPv run, west of the Central Gyre 
basin the temperature gradient is much sharper adjacent to the ice shelf. This 
reflects the much greater heat in the water column. 
The other notable feature in Section C, which was also observed in the AISpiu 
run, is a parcel of relatively warm water in the upper water column. This is 
again warm water from the upper layers at the ice front between 73.8°E and 
74.0°E (Figure 4.6a) being advected south. Part of this parcel is also shown in 
Section B at about 70.2°S. This feature is seen only in the AISPv and AISPaw 
runs. In the other open boundary model runs the area between 73°E and 74°E 
at the ice front is an area of outflow. 
The salinity in the model domain is shown along Sections A, B, and C in 
Figure 5.22. The salinity fields in these three cross-sections are typical of the 
salinity for most-of the model runs presented. In all three of the salinity sections 
the salinity is well stratified. This is mainly because the salinity forcing (Figure 
4.6b) is itself well stratified, and as the density is largely determined by the 
salinity, the convective adjustment scheme will remove any salinity inversions 
or similar structures in the water column. The other effect which keeps the 
water column well stratified is the dominance of melting at the ice shelf-ocean 
interface. This adds freshwater at the top of the water column, which will 
enhance stratification in the water column. 
The only scenario where the salinity field is significantly different is the 
closed boundary case. In the closed boundary model the salinity structure is 
significantly different because the high freezing rates at the ice shelf led to 
extensive salt rejection during the spin up to equilibrium circulation, raising 
overall salinities dramatically within the domain. 
Apart from the very high salinities seen in the closed boundary run, the 
salinity range in the different model runs only changed with variations in the 
mass transport across the ice front. The waters at the bottom of the ice shelf 
cavity tended to be saltier, by approximately 0.02 PSU, in the AISpiu and AISpaw 
runs compared with the AISu:,v=O or AISw=o runs. 
5o4 Variation of the time restoring constant 
On the open ocean boundary an active boundary condition is used where the 
circulation indicates water is flowing into the domain. Instead of simply spec-
ifying the temperature and salinity of the inflowing water mass, the boundary 
tracer values are restored towards the boundary data with a prescribed relax-
ation time (Equation 4. 73). The use of this restoring time scale (a) reduces the 
possibility of discontinuities in the tracer quantities on boundary points which 
change between inflow and outflow points on short time scales. For a model 
which is spun up to a steady state there should be no variation in the locations 
of inflow or outflow along the ice front. Changing the time restoring constant 
should not affect this. Realistically, most of the model runs can only be con-
sidered to be in a quasi-steady state, despite the rvl5.8 year spin up time. So 
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Figure 5.22: Salinity of the model domain, for the AISP.:N1run. a) Section A, b) 
Section B, and c) Section C. The locations of the cross-sections are shown in 
Figure 5.4. The dotted lines indicate where the cross-sections intersect. 
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some changes are still occurring along the ice front boundary, these include the 
locations of inflow at the ice front. 
Modifying the time restoring constant from the standard 80 days affects the 
ocean circulation, the distribution of temperature and salinity, and the melting 
and freezing at the ice shelf-ocean interface. For each transport condition on the 
boundary, there is no consistent trend with a in changes in the ocean circulation 
and the distribution of temperature and salinity. There is a consistent trend 
in the changes in rates of melting and freezing. For a time scales less than the 
80 days used in the standard run the amount of melting at the ice shelf-ocean 
interface increases, with the reverse occurring for a time scales greater than 80 
days. This is discussed in more detail in Section 5.6.2. 
There is no trend in the ocean circulation and temperature and salinity 
distribution, with the results from different barotropic velocity or streamfunc-
tion boundary conditions being similar. Here only the results from the AISw=o 
run are discussed. This boundary condition is selected as it shows the largest 
amount of variation with respect to changes in the time restoring constant, and 
hence represents the bounds on changes in a. 
For a values of 10, 50, and 200 days the horizontal circulation is very similar 
to the standard run (Figure 5.9). There are, however, a few changes in the 
strengths of some of the gyres. In the a = 10 run the Central Gyre increases 
in strength in comparison with the standard AISw=o run (Figure 5.9), from 
rv0.67 Sv to rv0.75 Sv, and the Northern Gyre changes from rv-0.47 Sv to l"V-
0.41 Sv. The transport in the other gyres north of the Central Grounded Zone 
differs between the two runs by a similar amount. In the a= 50 and a= 200 
runs, the opposite change occurs, with the Northern Gyre transport increasing, 
but the Central Gyre transport decreasing. In the a = 50 run the transport 
in the Central Gyre is rv0.53 Sv and in the Northern Gyre l"V-0.56 Sv. In the 
a= 200 run the Central Gyre changes to l"V0.56 Sv and the Northern Gyre to 
l"V-0.58 Sv. 
The structure of the horizontal circulation for a = 20 days and for a = 100 
days, which are shown in Figure 5.23, differs noticeably from the circulation 
for the standard run. The change in the circulation is largely restricted to the 
north of the domain, with the circulation south of the Central Grounded Zone 
being similar to the other model runs. 
In the a= 20 run the Northern Gyre is replaced by two smaller gyres, with 
transports less than half that of the Northern Gyre in the main run. Both of 
the gyres are anticyclonic and are separated by a small shear zone. The western 
most of the two gyres is centred at 68.8°8 71.0°E. This is in approximately the 
same location as that of a small peripheral gyre in the AISw=O run (a= 80 days) 
(Figure 5.9). The easternmost of the two gyres is centred at 69.3°8 71.6°E, this 
is slightly to the east of the centre of the Northern Gyre in the standard run. 
The similarity in the position of the centres of the two gyres to distinct features 
in the Northern Gyre of the AISw=o (a= 80 days) run, suggests the change in 
a allows the gyre closest to the boundary (the western most of the two gyres) 
to dominate. 
In the a= 100 run an enhanced version of the Northern Gyre develops. The 
' 
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Figure 5.23: Vertically integrated streamfunction for the AISIJl=O run , with 
different a values. a) a = 20 days and b) a = 100 days. Circulation is clockwise 
about positive features. 
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maximum transport in the gyre is 1"'.1-1.03 Sv. This is greater than twice the 
transport in the Northern Gyre in the AISw=o (a= 80 days) run. This enhanced 
transport also causes a reduction in the transport in the Central Gyre. It 
reduces from rv0.67 Sv to rv0.43 Sv. However, the transport in the Northeastern 
Gyre is not as effected. The reduction in the strength of the Central Gyre occurs 
because less heat and salt is transported across the Northern Gyre, reducing 
the density gradients in the area of the Central Gyre. 
Despite the difference in the ocean circulation between the a = 20 day, 
a = 100 day, and other a values, the temperature and salinity structure does 
not vary significantly from those for the AISw=O run (Figure 5.13). There is 
a small amount of variation in the melting and freezing rates, which when 
integrated over the whole ice shelf varies noticeably (this is discussed in Section 
5.6.2). 
The mass exchange at the ice front also varies with a. The changes in the 
inflow and outflow transport components follow no clear trend, with the mass 
transport for the a = 200 day run being the same as in the AISw=o (a = 80 
day) run (rv0.49 Sv). For a's less than the standard run the mass transport 
increases, with the maximum inflow and outflow transport component being 
rv0.57 Sv for the a = 10 day run. 
The value of a reflects the strength with which restoring is applied on tracer 
inflow points along the ice front. Variation in a does impact on the model 
results, but the impact is less than the differences found between the model 
runs with different ice front streamfunction boundary conditions. This suggests 
the determination of appropriate boundary conditions for the streamfunction 
and barotropic velocity is more important. 
As it is unclear from the studies in which a is varied, what a realistic value 
for a should be, there appears to be no reason for modifying the value of a from 
that chosen as standard (80 days). An a of 80 days was chosen as standard 
for several reasons. It is less than the 100 day restoration time chosen by 
Determann et al. [1994] for the Filchner-Ronne Ice Shelf. Thus an 80 day 
restoration time reflects both the higher resolution grid used in this model, and 
the smaller ice shelf cavity under the Amery Ice Shelf. A time scale of 80 days 
is also consistent with the circulation time scale of the central or main gyre. 
The retention of a standard value of a eases intercomparisons between different 
model runs. 
5.5 Comparison of model results with 
oceanographic observations 
There are presently no observations of the oceanographic properties under the 
Amery Ice Shelf. If we wish to test the ability of the model to reproduce ocean 
observations, the only available observations are along the ice front. There is 
a risk in using these observations for testing the model results. Reasonable 
agreement would be expected, because the observations are used in specifying 
the tracer boundary conditions. Despite this, the design of the tracer boundary 
105 
conditions still allows limited testing. 
In the tracer fields specified on the ice shelf boundary several different wa-
ter masses can be identified, including Ice Shelf Water (ISW). ISW can only 
form when water comes into contact with ice at depth, as its distinguishing 
characteristic is its temperature, which is less than the surface freezing point 
(rv-l.9°C). Hence any ISW in the boundary tracer fields (Figure 4.6) is highly 
likely to be flowing out of the ocean cavity. 
Water with similar characteristics to ISW is only observed at 12 of the 590 
model points in the boundary forcing data set. For the AISu:,v=o, AISpaw and 
AISpv runs, the model reproduces outflowing ISW in the same location as in 
the forcing field. The area where ISW is flowing out is larger than the small 
area where it was observed. In the AISw=O runs the number of points which 
agree with the observations varies with the time restoring constant used. The 
best result is for the a = 50 days run, where there is outflow for all the ISW 
points on the boundary. The worst result is for the a = 10 days run, where 
only two-thirds of the 12 ISW points match. 
5.6 Comparison of model results with 
glaciological observations. 
Using the melting and freezing rates derived at the ice shelf-ocean interface it is 
possible to calculate estimates of two glaciological quantities and compare these 
with observations. The first is the marine ice layer thickness on the base of the 
ice shelf. The second is the basal component of the ice shelf mass balance. The 
method for calculating the marine ice layer thickness is described in Appendix 
A. It is similar to the method used by Nicholls and Jenkins [1993] for an ice 
stream on the Ronne Ice Shelf. 
5.6.1 Marine ice layer thickness 
The marine ice layer thickness is calculated, using the method described in Ap-
pendix A, along three flow lines in the ice shelf for each model run. The locations 
of the three flowlines are shown in Figure 5.24. The flowlines were extracted 
from a new digital elevation map of the Amery Ice Shelf from examination of 
surface features [H. Phillips, Pers. Comm.]. To calculate the marine ice layer 
thickness velocities along the length of each flowline are required. For ease the 
same velocity profile is used along each flowline. The velocity profile used (Fig-
ure 5.25) is found by fitting a polynomial to the observations reported by Budd 
et al. [1982], for velocities along the centre line of the ice shelf (Figure 3.3). 
The polynomial fit to the data is extrapolated to give a velocity profile to the 
southern most extent of Flowline 2, and to the ice front in all three flowlines. 
The velocity profile and the Budd et al. velocities are shown in Figure 5.25. 
The marine ice thicknesses for four different model runs are shown in Figure 
5.26. The marine ice thicknesses are calculated along the flowlines shown in 
Figure 5.24. All the model runs show similar features, with a thick marine ice 
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Figure 5.24: Locations of the fl.owlines along which the marine ice thickness, 
shown in Figure 5.26, are calculated. The solid line is Flowline 1, the dotted 
line is Flowline 2 and the dashed line is Flowline 3. The approximate position 
of the G 1 drill site is marked by the circle. 
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Figure 5.25: The along fl.owline ice velocity profile. The line is the interpolated 
velocity field, and the crosses indicate the positions of the Budd et al. [1982] 
observations. 
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Figure 5.26: Marine ice layer thicknesses for, a) the AISu,v=O run, b) the AIS'lt=O 
run, c) the AISPv run, and d) the AISpaw run. The solid line is Flowline 1, the 
dotted line is Flowline 2 and the dashed line is Flowline 3. The locations of the 
fiowlines is shown in Figure 5.24. 
layer forming along Flowline 1, little or no marine ice layer forming along Flow-
line 3, and a thick marine ice layer forming along Flowline 2, which then melts 
away. The variation in the marine ice thicknesses between the different model 
runs, shows the affect on individual fiowline of different patterns of melting and 
freezing at the ice shelf-ocean interface. 
At the G 1 site, also shown on Figure 5.24, the marine ice thickness was 
estimated by Morgan [1972] at "'168 m. Flowline 2 runs closest to Gl, but in the 
vicinity of Gl no marine ice layer is present. To the west, along Flowline 1, all 
the model runs shown in Figure 5.26 have substantial marine ice layers. In the 
AlSpa'lt run the marine ice layer thickness along Flowline 1, at the same distance 
from the ice front as Gl, has a marine ice layer approximately the same thickness 
as observed at Gl. The AISPv run has a marine ice layer approximately twice 
the observed thickness. 
The estimated marine ice layer thicknesses clearly indicate the model is 
capable of generating ice-ocean interaction which leads to the sustained accu-
mulation of marine ice on the base of the Amery Ice Shelf. Additionally, the 
difference in the marine ice layers along Flowlines 1 and 2, suggests there is a 
substantial region of marine ice to the west of G 1 which will persist to the ice 
front. There is evidence that such a layer does persist to the ice front from 
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Table 5.1: Estimates of the mass balance rates at the base of the Amery Ice 
Shelf. 
Amery Mean Rates for Area of Mass Change Rates 
Model Freezing Melting Whole Melt Freezing Melting Net Loss 
Run Zone Zone (Loss) 
(AIS) (ma-1) (ma-1) (ma-1) (%) (Gta-1) (Gta-1 ) (Gta-1 ) 
Closed 0.37 0.32 0.00 53.6 8.8 8.8 0.0 
u,v=O 0.26 0.33 0.11 63.0 4.9 10.7 5.8 
'1>'=0 0.16 0.40 0.21 66.6 2.8 13.4 10.6 
Pv 0.38 0.66 0.35 70.4 5.9 23.9 18.0 
P8'1>' 0.28 0.60 0.39 76.6 3.4 23.6 20.2 
Note: The total area of the ice shelf is 5.6 x 104 km2 • 
analysis of ice cores collected from green icebergs which are believed to come 
from the Amery Ice Shelf [Warren et al., 1993]. 
5.6.2 Ice shelf basal mass balance 
One of the reasons for developing an understanding of the circulation under the 
Amery Ice Shelf is to estimate the amount of ice lost from melting at the base 
of the ice shelf. This can also be used in estimating the success of the model 
by comparing the calculated mass balance with previous estimates, which were 
discussed in Section 3.3. By calculating the heat and salt fluxes across various 
CTD sections in Prydz Bay, Wong et al. [1998] estimated the basal component 
of ice shelf mass balance at between 10.7 Gta-1 and 21.9 Gta-1 , with a mean 
of 14.7 Gta-1 . 
Table 5.1 contains several different measures of the basal component of ice 
shelf mass balance. They are derived from the melting and freezing rates cal-
culated at the ice shelf-ocean interface. The first two columns contain mean 
rates of freezing and melting, in areas where freezing or melting is occurring. 
The third column contains the mean rate of melting for the whole ice shelf. 
The next column contains the percentage of the ice shelf base area where melt-
ing is occurring. The fifth and sixth columns contain the mass accretion from 
freezing, and the loss from melting, in areas where either freezing or melting is 
occurring, respectively. The last column is the net mass loss from the ice shelf 
from basal melting. 
The closed boundary run has a total mean melt rate and a net accretion rate 
of zero. The rates are this size, as apart from the ice shelf-ocean interaction, 
this is a closed system and total mass should be conserved. 
The net basal mass loss estimates of the AISw=o, AISpv and AISpaw runs 
span the range of basal mass loss estimates of Wong et al. [1998]. The net mass 
loss estimate for the AISu,v=O run is less than those of Wong et al. 
It is interesting to note the mass loss from the model run with the most 
vigorous internal circulation, the AISPv run, does not experience the largest 
amount of mass loss. The mass loss from the AISpaw run is larger. The reason 
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Figure 5.27: Cumulative a) freezing, b) melting, and c) net mass loss rates for 
the four different open boundary model runs. The dotted line represents the 
AISu,v=O run, the dashed line the AISw=O run, the solid line the AISPv run and 
the dash-dot line the AISP&w run. 
for this is the AISP&w run has warmer temperatures in the ocean cavity. The 
temperature is most likely warmer because of the greater mass transport across 
the ice front, which will generate greater heat flux into the domain. 
Changing the time restoring constant has an effect on the mass balance of 
the ice shelf. This occurs because the tracer restoration boundary terms form 
part of the flux of heat and salt into the model domain. If the change in heat and 
salt flux from changing the time restoring constant (a) is not counteracted by 
the other terms in the heat and salt fluxes at the ice front, then the fluxes at the 
ice shelf-ocean interface will change to ensure heat and salt conservation. The 
amount of variation with a depends on whether the streamfunction gradient is 
imposed or not. In the AISw=O run the net mass loss varies between 6.9 Gta-1 
for a= 200 days, and 13.8 Gta-1 for a= 10 days. Less variation is found for 
the AISP&w run. It varies between 17.9 Gta-1 for a= 200 days, and 21.9 Gta-1 
for a = 10 days. 
From the melting and freezing rates it is possible to show where the ice 
shelf is losing the bulk of its mass. The cumulative freezing, melting and net 
mass loss for the open boundary models is shown in Figure 5.27. The largest 
amount of melting in all the models is occurring near the southern grounding 
line. Once away from near the grounding line the amount of mass lost from 
the ice shelf follows an approximately linear trend towards the ice front. Near 
the ice front the effect of the large areas of freezing can be seen, as a reverse 
in the increasing net melt trend. This change is particularly prominent in the 
AISu,v=O and AISPv runs, reflecting the magnitude of the freezing near the ice 
front. 
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5. 7 Discussion and conclusions 
The application of different boundary conditions, on either the streamfunction 
or the barotropic velocity component along the open ocean boundary, affects the 
oceanographic conditions of the cavity under the Amery Ice Shelf. The choice 
of the boundary conditions strongly influences the structure of the horizontal 
circulation in the cavity. The rest of the oceanography and the interaction with 
the ice shelf, through the heat and salt fluxes at the ice shelf-ocean interface 
follow from the horizontal circulation. 
The structure of the ocean circulation in the cavity forms two distinct pat-
terns depending on which boundary conditions are considered. In the closed 
boundary, AISu,v=O and AISPv runs the circulation is dominated by a single cy-
clonic circulating gyre, which is named the Main Gyre (see for example Figure 
5.6). In contrast, the horizontal circulation in the AISw=o and AISpaw runs has 
several gyres in the same area-these are a cyclonic Central Gyre to the south 
and some form of anticyclonic Northern Gyre (see for example Figure 5.9). 
The distinction between the boundary condition groups is the method of 
application of the boundary conditions, either on the streamfunction boundary 
row (AISw=o and AISpaw runs), or on the velocity boundary row (AISu,v=O and 
AISPv runs). In the model runs where the barotropic velocity component across 
the ice front (ii) is specified, the model forces the barotropic velocity along the 
ice front (u) to be zero. The difference in the circulation could thus arise from 
the restriction on u near the ice front. With u prescribed to be zero there is less 
space for the development of more complex gyre structures within the model 
cavity. This would encourage the development of a single gyre, rather than 
several interacting gyres. 
In the rest of the domain the circulation is similar for all the model runs. 
This similarity in the circulation is due to the strong influence that the to-
pography has on the horizontal circulation. Both the Central and Main Gyres 
(depending on which boundary conditions is applied), and the Northeastern 
Gyre are topographically trapped on most sides, either by basins in the sea 
bed, or by ridges in the ice shelf draft. 
The rates of melting and freezing at the ice shelf-ocean interface are strongly 
linked to both the ice shelf draft gradient and the ocean circulation. The in-
fluence of the ice shelf draft gradient on the rates of melting is similar to that 
seen in the Plume (Section 2.3.2) or HO Model (Section 2.3.4). In those mod-
els the ice shelf draft gradient controls the rising velocity of the melt-water 
layer adjacent to the ice shelf. In areas of low velocity (gentle gradients) the 
melt-water layer would thicken and thus melt rates would drop because the 
temperature gradient is less. Conversely, if the ice shelf draft gradient is steep 
the velocities would be higher and the melt-water layer thinner and thus heat 
fluxes would be larger. In the results in this chapter this process is modified 
by the horizontal circulation as the velocities adjacent to the ice shelf are not 
solely determined by a combination of the ice shelf draft gradient and the buoy-
ancy of the melt-water layer. This is particularly important, as the horizontal 
circulation will drive a flow which intersects with the ice shelf, effectively giving 
a near ice shelf down slope flow. These are processes not considered by any of 
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the non-three-dimensional models. 
The largest impact the horizontal circulation has on the melting rates is 
across the Central or Main Gyre. The southward flowing water on the eastern 
side of the gyre drives significant amounts of melting in all the model runs. The 
melt water, however, does not form a noticeable melt-water layer, because of 
the high velocities associated with the edges of the gyre. This stops a protective 
layer of melt water forming, allowing the melting to be continually fed by warm 
water transported from the ice front by the gyre. The bulk of the melt-water 
which forms is moved in the gyre to its western side. It provides an important 
source of melt-water feeding the large area of freezing on the western side of 
the Central or Main Gyre. Given the presence of melt-water, which can easily 
become supercooled, the rate of freezing is more dependent on the gradient 
of the ice shelf draft. This is because the changes in the ice shelf draft allow 
the necessary changes in pressure for water to become colder than the in situ 
freezing temperature. 
The temperature and salinity structure in the model is dependent on heat 
and salt exchange across the ice front. In the open boundary runs the exchange 
of heat and salt across the ice front allows supercooled melt-water to, in effect, 
flow out of the domain and be replaced with inflowing water. This influences 
the temperature and salinity in the model domain. The degree of influence is 
dependent on two factors, the time restoring constant, and the cross-boundary 
velocity. The magnitude of the cross-boundary velocities affects the amount 
of melt-water advected out of the domain and the rate at which heat and salt 
from inflow regions is advected into the model interior. The time restoring 
constant has a smaller effect because it is only able to influence the inflowing 
tracer values. However, varying the time scale over which restoring occurs does 
influence the heat and salt fluxes at the ice front. 
There is the potential the rates of melting and freezing in the model may be 
effected by the choice of boundary condition parameterisation at the ice shelf-
ocean interface. Any significant changes in the rates of melting and freezing 
could potentially affect the temperature and salinity structure in the model 
domain, and thus through the density structure, the circulation in the cavity. 
To test what effect a different parameterisation could have, an exploratory study 
was completed and is presented in Appendix B. It was found the temperature 
and the salinity structure in the cavity changed little, although the relative 
melting and freezing rates did change. Despite the change in the magnitudes 
of the melting and freezing rates the net basal mass balance remained similar. 
By comparing the results of the different model runs with observable quan-
tities, it was hoped to determine which of the model runs could be considered 
to most realistically represent the oceanography of the ocean cavity under the 
Amery Ice Shelf. Three different measures were considered: comparison be-
tween the ocean observations along the ice front, and the temperature and 
salinity in the model boundary row; estimates of marine ice thickness along 
three glaciological flowlines; and estimates of the basal component of ice shelf 
mass balance. 
Comparison between the model results along the open boundary and the 
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ocean observations was inconclusive for the purposes of determining a realistic 
representation of the oceanography. Most of the models were able to reproduce 
outflowing ISW, in the area where ISW was observed. 
None of the marine ice layers calculated from the ocean model derived melt-
ing and freezing results, were able to reproduce exactly the single marine ice 
thickness observed at G 1. This was perhaps an unrealistic aim because of the 
uncertainties in calculating the ice shelf draft from sparse radio echo sound-
ing thickness data (Section 4.5), and the dependence of the ocean circulation, 
which influences where freezing occurs on the ocean cavity topography. It is 
important that the results consistently predict in parts of the model domain, 
marine ice layers with thicknesses similar to that observed at G 1. 
The estimates of the basal component of the ice shelf mass balance were 
potentially more useful in assessing the different models. The range of the 
basal component of mass balance estimates against which the model results 
were compared is large. Wong et al. [1998] estimates ranged from 10.7 Gta-1 to 
21.9 Gta-1, with a mean of 14.7 Gta-1. The estimate of Jacobs et al. [1992] at 
23.0 Gta-1 was dependent on the model results of Hellmer and Jacobs [1992], 
which contain their own uncertainties. 
With these thoughts in mind, the choice of which design of the open bound-
ary models most realistically represents the circulation under the Amery Ice 
Shelf is difficult to make. It seems unlikely the AISu,v=O run is very realistic. 
This can be argued from the comparison between observations and the model 
results, and also from the model physics. The basal mass estimates are well out-
side the estimates of Wong et al. [1998]. The restriction to no barotropic flow, 
adjacent to or across the ice front, is also not realistic. That model is more 
important for considering if this restriction would reduce the cross-boundary 
flow to an overturning circulation, similar to those assumed for the Plume and 
HO Models (Chapter 2); in general this did not occur. 
The constraint on the along front barotropic velocity in the AISpu run, i.e., 
u = 0 suggests this run may be unrealistic. However, if the across front velocities 
(v) are significantly larger than the along front velocities (u), setting the along 
front velocities to zero may not have a significant effect. The AISpu and the 
AISpaw runs are dependent on the streamfunction gradient specified along the 
boundary. As discussed earlier, the method used in finding and applying the 
correcting velocity, does not significantly alter the results for either the AISpu 
run or the AISP&w run. 
The two different methods for specifying the streamfunction boundary con-
dition along the ice front, effectively allows different streamfunctions to evolve 
internally for the same boundary condition. This is because in the AISw=o and 
AISP&w model runs cross-boundary flow is partly determined by the internal 
circulation, so in effect, the model can disagree with the flow prescribed by the 
streamfunction boundary condition. In the AISw=o run the \JI = 0 boundary 
condition effectively damps the cross-boundary flow determined by the internal 
circulation. In the AISP&w run where ~t is prescribed, there is the potential 
for a complicated circulation along the ice front to develop as the circulation 
attempts to reconcile the differences between the circulation desired by the 
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internal circulation and the prescription of ~t on the boundary. This effect, 
however, is difficult to eliminate without a boundary treatment that allows 
inflow to be prescribed, and outflow to freely evolve. 
The limited number of observations make it unclear which model run is the 
most realistic. Because of this, the results from all except the closed boundary 
and AISu,v=D runs should be considered as possible estimates of the oceano-
graphic conditions in the ocean cavity under the Amery Ice Shelf. This also 
suggests that moving the open ocean boundary away from the ice front is de-
sirable as a long term solution. This is investigated in Chapter 7, where the 
model domain is expanded to include part of the ocean to the north of the 
ocean cavity under the Amery Ice Shelf. 
The results presented in this chapter are sufficiently encouraging to warrant 
using this model for a study of the impact of changing ocean climates near the 
Amery Ice Shelf in the next chapter. 
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Chapter 6 
Impact of ocean temperature 
change on ocean circulation and 
the mass balance of the Amery 
Ice Shelf 
Melting at the base of Antarctic ice shelves is a major source of ice loss from the 
Antarctic Ice Sheet. For any given situation the rate of melting is dependent 
on the temperature difference between the ice shelf and the underlying ocean. 
With ocean temperatures expected to increase in most global climate change 
scenarios [Mikolajewicz et al., 1990; Manabe and Stouffer, 1994; Gordon and 
O'Farrell, 1997], the impact of this on the mass balance of Antarctic ice shelves 
could be quite significant. 
In this chapter the responses to several different ocean climate change sce-
narios are presented. For each scenario the change in ocean circulation, the 
temperature and salinity distributions, and the affect on the ice shelf mass bal-
ance are discussed. In addition to ocean warming scenarios, two cooler ocean 
scenarios are considered. 
Several of the climate change scenarios presented in this chapter were dis-
cussed by Williams et al. [1998b]. The difference in the results presented here 
and those of Williams et al. comes from a change in the tracer boundary condi-
tions at the open ocean boundary. These boundary conditions are particularly 
important in considering temperature changes along the ocean boundary, as 
they partly control the inflow of heat at the model boundary. The boundary 
conditions used by Williams et al. were similar to those presented in Section 
4.3, but contained additional restoration terms. These terms applied restoring 
on the outflowing water masses in addition to the inflowing water masses. This 
effect may not be significant in present climate scenarios, where it could be 
considered to constrain the outflow to the observations. Restoring on outflow 
effectively allows heat and salt to move against the direction of flow, hence its 
impact in climate change scenarios could be both large and undesirable. 
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6.1 Estimates of ocean temperature change 
Estimates of likely ocean temperature changes near the Amery Ice Shelf can be 
taken from modelling studies of various climate change scenarios. The studies 
discussed here [Mikolajewicz et al., 1990; Manabe and Stouffer, 1994; Gordon 
and O'Farrell, 1997] consider as their climate change scenario the affects of 
increases in the concentration of atmospheric C02. 
Mikolajewicz et al. [1990] drove an Ocean General Circulation Model (OGCM) 
with monthly mean anomalies of surface air temperature based on the doubling 
of atmospheric C02. These surface air temperature anomaly fields were derived 
from four equilibrium-response experiments conducted with Atmospheric Gen-
eral Circulation Models (AGCMs), each coupled to a mixed layer ocean model 
[Hansen et al., 1984; Wetherald and Manabe, 1986; Schlesinger and Zhao, 1989; 
Wilson and Mitchell, 1987]. The results from all four AGCMs were interpolated 
onto the OGCM grid and averaged to provide an annual cycle of monthly mean 
anomalies of surface air temperature. In addition to the run forced by the 
doubled atmospheric C02 field a control run was done. In the control run the 
OGCM was forced with restoring fields calculated over the last 500 years of the 
10 OOO year spin up period of the OGCM. 
Fifty years after applying the mean anomaly surface air temperature field, a 
comparison of the sea surface temperature field between the AGCM forced run 
and the control run was made [Figure 4, Mikolajewicz et al., 1990]. Along the 
coast of Antarctica at the longitude of the Amery Ice Shelf this temperature 
change was rv2°C. 
In contrast to the work of Mikolajewicz et al. [1990], Manabe and Stouffer 
[1994] and Gordon and O'Farrell [1997] used fully coupled Ocean-Atmosphere 
General Circulation Models to study the impacts of increased atmospheric C02 
concentration. 
Manabe and Stouffer [1994] looked at two different climate change scenarios, 
a doubling of atmospheric C02 concentration, and a four-fold increase in C02 
concentration, in addition to a control run (no change in atmospheric C02 
concentration). In both runs the increase in C02 was applied at the rate of 
l%a-1 . This led to a doubling in C02 after 70 years and a four-fold increase 
after 140 years. The impact on the ocean temperature field was greater in the 
four-fold increase study, than in the doubling of C02 run. 
Several different ocean temperature fields featuring the four-times C02 ( 4x 
C02) run and the control run were presented by Manabe and Stouffer [1994]. 
They show the latitude-height (or depth) distribution of the zonally averaged 
mean temperature in the Atlantic and Pacific Oceans, both for the model initial 
conditions and for the 400-500 model year average for the 4 x C02 run. Com-
parison between the initial conditions and the 4 x C02 run provides an estimate 
of temperature change. At depths on the Antarctic coast, where interaction be-
tween the Southern Ocean and the ice shelf cavity is expected, the temperature 
changes in the Atlantic and Pacific Oceans were l"V4°C and l"V3°C, respectively. 
Manabe and Stouffer also present the geographical distribution of the annual 
mean difference for the sea surface temperature between the control and 4xC02 
runs. Two time periods are shown, an average for the period 130-150 years (ap-
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Figure 6.1: Latitude-height (or depth) distribution of zonally averaged, annual 
mean difference in temperature (°C) between the 4xC02 run and the control 
run for integrations averaged over the 400-500 year period [Figure 17, Manabe 
and Stouffer, 1994]. 
proximately when the four-fold increase in C02 concentration was reached), 
and an average for the period 400-500 years. The figures respectively show sea 
surface temperature differences of rv0°C and ""2°C, on the Antarctic Coast at 
the longitude of the Amery Ice Shelf. In Figure 6.1, the zonally averaged mean 
temperature difference between the 4 x C02 and control runs is shown. At the 
latitude of the front of the Amery Ice Shelf (69°S) and at depths where there 
is ocean exchange with the ice shelf cavity, the temperature change was rv3°C. 
This may be larger than would be observed, because of the lack of a continental 
shelf which might be expected to keep the warming away from the ice shelf. 
Gordon and O'Farrell [1997] used a similar rate of increase for atmospheric 
C02 concentrations in their coupled model run. Unlike Manabe and Stouffer 
[1994] they did not continue increasing the atmospheric C02 concentration af-
ter it had doubled. Gordon and O'Farrell [1997] also did a control run with 
no change in the atmospheric C02 concentration. The only result Gordon and 
O'Farrell provide is for temperature change estimates is the sea surface temper-
ature [Figure 19, Gordon and O'Farrell, 1997]. At the longitude of the Amery 
Ice Shelf on the coast of Antarctica the change in the sea surface temperature 
was rv-0.05°C. 
In O'Farrell et al. [1997] ocean temperature anomaly fields, based on the 
results of Gordon and O'Farrell [1997] are presented. These ocean temperature 
anomaly fields were developed (along with appropriate atmospheric forcing) to 
drive a model of the Antarctic Ice Sheet, including the major ice shelves. Figure 
6.2 shows the ocean temperature anomaly below 100 mused in forcing the ice 
sheet model, upon reaching atmospheric conditions of 3xC02 , after 180 years. 
This temperature anomaly field provides a good estimate of the temperature 
anomaly near the Amery Ice Shelf. Unlike sea surface temperature estimates, 
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Figure 6.2: Mean ocean temperature anomaly field below 100 m, from a tran-
sient model run at the time of reaching a three-fold increase in atmospheric 
C02 concentration [Figure 2d, O'Farrell et al., 1997]. 
this temperature field is at a depth where water exchange occurs with the ocean 
cavity under the Amery Ice Shelf. A suitable estimate from Figure 6.2 would 
be in the range of rvl °C to rv2°C. 
The three different studies suggest that with increased atmospheric C02 , 
ocean temperatures in the vicinity of the Amery Ice Shelf will change by between 
rv-0.05°C (at the surface) and rv3°C, with the most likely temperature change 
about 2°C. 
Most climate change model studies do not include any form of coupling 
between the ocean and the Antarctic Ice Sheet. This eliminates any possible 
feedback from ice shelves melting which would cool and freshen the adjacent 
ocean. To allow for the possibility of the estimated temperature changes being 
too large, several warming studies were done with different degrees of warming 
for the water at the ice shelf cavity front. This also allows estimates of the 
effect of warming on shorter time scales than the time scale on which large 
temperature change is expected. 
6.2 Boundary conditions 
In the previous chapter several different prescriptions of the open ocean bound-
ary conditions were discussed. Several of the model runs could be considered as 
representative of the present conditions as they give reasonable agreement with 
observations. For consistency one boundary condition on the streamfunction 
needs to be used for the different climate change scenarios. Two of the bound-
ary conditions in the previous chapter seem suitable, these are those used for 
the AISw=o and AISPaw runs. 
The other two boundary conditions (those used in the AIS11,v=O and AISpv 
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runs) both specify the barotropic velocity components on the boundary velocity 
row. Specification of across front velocities constrains circulation close to the 
front and specifies the across front mass exchange. This will affect the heat and 
salt fluxes at the open ocean boundary. Of the two suitable boundary conditions 
the AISw=O is the more preferable streamfunction boundary condition. This is 
because the prescribed streamfunction gradients along the boundary in the 
AISpaw run are determined by assuming the tracer forcing at the ice front is in 
geostrophic balance. 
In the climate change scenarios these tracers are modified to reflect the 
climate change scenarios. If the prescribed streamfunction is not modified then 
inconsistencies between the prescribed flow and the density gradient may arise. 
This has the potential to cause anomalous circulation features to develop as the 
model attempts to accommodate any inconsistencies. Indeed this was found to 
be the case, as in tests of the prescribed streamfunction boundary condition the 
model did not reach a steady state. If the streamfunction is modified to reflect 
the new density structure at the ice front, this removes a level of consistency 
between the different climate change scenarios. 
To maintain consistency with the studies in the previous chapter a relaxation 
time scale of 80 days is used. The ocean circulation and ice shelf for the AISw=o 
run was discussed in Section 5.2.2. In this chapter this model run is relabelled 
AISpres· 
6.3 Responses to a cooler ocean 
In addition to the general warming trend predicted by coupled climate models 
it is worth considering the general effects of variation in the climate. This 
includes the possibility that the current climate is warmer than other historical 
climates. There is also a need to consider colder climates to assess the sensitivity 
of the model, and attempt to find conditions of minimal ice shelf melting. In 
this section two climate scenarios are considered before the warmer climate 
scenarios are presented in the next section. 
The water along the ocean boundary is already close to the surface freezing 
temperature. This restricts the amount of cooling which can be applied to 
the water column as only two likely mechanisms for cooling the water exist. 
The first is that individual water parcels have been cooled at the surface via 
interaction with the atmosphere, and then moved down the water column. The 
second is that water parcels have been cooled by interaction with the ice shelf, 
before moving down the water column. In the second case the most likely place 
this could occur is at the ice front. Taking into account these mechanisms two 
cooler ocean scenarios are considered. 
In the first cooler run, labelled AIScoob the ocean temperature fields pre-
scribed along the ocean front (Figure 4.6a) are cooled at each depth level to 
the salinity dependent surface freezing temperature, except where the present 
temperature is less than the surface freezing temperature where it is unchanged. 
At the ice front boundary the mean temperature change is l"V-0.03°C, with a 
maximum change of l"V-0.25°C. 
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In the second cooler run, labelled AIScoJd, the waters are cooled to the 
salinity dependent in situ freezing temperature at the minimum ice shelf draft 
(235 m). With this cooling mechanism the mean temperature change is "-'-0.20°C, 
and the maximum change is "-'-0.43°C. 
The temperature change is applied to the open boundary and the model is 
spun up from the same initial state as used for the AISpres run. (No change is 
made to the salinity.) Both the AIScool and AIScold runs are run for the same 
length of time as the standard model ("-'15.8 years). 
Ocean circulation 
The pattern of horizontal circulation does not change significantly between the 
AISpres run and the AIScool run. The main circulation features are located in 
the same positions (Figure 6.3). However, the strengths of the various gyres 
are different between the two runs. The Central Gyre weakens slightly with the 
maximum circulation dropping from "-'0.67 Sv in the AISpres run to "-'0.53 Sv 
for the AIScool run. The largest anticlockwise circulating gyre, the Northern 
Gyre, does not weaken in the same manner as the Central Gyre. Instead, it 
strengthens in the AIScool run from "-'-0.47 Sv to "-'-0.56 Sv, becoming the gyre 
with the largest transport. 
The additional cooling applied in the AIScold run does change the horizontal 
circulation (Figure 6.4). The two largest changes are in the northeast of the 
domain and south of the Central Gyre. In both of these areas the streamfunc-
tion changes sign, indicating a reversal in the direction of flow. In the north 
a single gyre with several local maxima forms. The single gyre includes the 
Northern and the now reversed Northeastern Gyre, in addition to the area be-
tween the Central and Northeastern Gyres. South of the Central Gyre, the 
now anticlockwise flowing gyre fills the area between the Central Gyre and a 
more northerly positioned Southern Gyre. This includes flow to the east of the 
Central Grounded Zone, where circulation is now reversed in direction. (The ef-
fects of this can also be seen in the temperature cross-section (Figure 6.6b).) In 
addition to these major changes the Central and Northern Gyres both weaken 
to "-'0.49 Sv and "-'-0.40 Sv, respectively. The weakening of these two gyres 
decreases the strength of the current along the western boundary. 
Cooling the boundary temperature fields also affects the temperature and 
salinity within the model. Figures 6.5 and 6.6 show three different temperature 
cross-sections for the AIScool and AIScold runs. The temperature change on any 
of the three sections between the AISpres (Figure 5.13) and the AIScool runs 
is not large. Most of the change occurs at the northern (ice front) ends of 
Sections A and B. Here the thermocline is less steep than in the AIScooI run. 
This removes small temperature inversions near the ice shelf in Section A and 
through the whole water column in Section B. 
Greater changes can be seen between the AIScold run and the AISpres run. 
The most obvious change is the near homogeneous water column at the northern 
end of Section B (Figure 6.6b). A similar feature can be seen on the northern 
end of Section A (Figure 6.6a). This is not as distinct as the one on Section 
B, and it contains a noticeable temperature inversion. The water column only 
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Figure 6.3: Vertically integrated streamfunction from the AIScool run. Circula-
tion is clockwise around positive features. 
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Figure 6.4: Vertically integrated streamfunction from the AIScold run. Circula-
tion is clockwise around positive features. 
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Figure 6.5: Three temperature sections through the water column, for the 
AIScool run . a) Section A, b) Section B, and c) Section C. The location of 
the sections is shown in Figure 5.4. The dotted lines indicate where the cross-
sections intersect. 
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Figure 6.6: Three temperature sections through the water column, for the 
AIScotd run. a) Section A, b) Section B, and c) Section C. The location of 
the sections is shown in Figure 5.4. The dotted lines indicate where the cross-
sections intersect. 
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Table 6.1: Estimates of the basal component of mass balance at the base of the 
Amery Ice Shelf, under present and colder ocean conditions. 
Amery Mean Rates for Area of Mass Change Rates 
Model Freezing Melting Whole Melt Freezing Melting Net Loss 
Run Zone Zone {Loss) 
{AIS) {ma-1 ) {ma-1 ) (ma-1 ) (%) {Gta-1 ) (Gta-1 ) (Gta-1 ) 
pres 0.16 0.40 0.21 66.4 2.8 13.4 10.6 
cool 0.16 0.38 0.19 64.7 2.9 12.4 9.5 
cold 0.20 0.25 0.05 55.5 4.5 7.1 2.6 
Note: The total area of the ice shelf is 5.6 x 104 km2• 
remains stable because of the strong salinity gradient in the area. The salinity 
gradient is maintained by the strong localised freezing above the northern part 
of Section A (Figure 6.8). These features in both sections are associated with 
the large single gyre in this part of the domain, combined with the lack of warm 
(> -2°C) water circulating in the domain. The warm water is absent because 
the temperature change on the boundary effectively stops warm water masses 
from entering the ocean cavity. 
The reduction of the warm water in the domain can also be seen in Section C 
(Figure 6.6c). Here the deep basin, around which the Central Gyre circulates, 
is filled with considerably colder water in the AIScold run than in either the 
AIScool run or the AISpres run. 
Ice shelf basal mass balance 
The changes in ocean circulation between the AISpres run and the two cooler 
runs affects the mass balance of the ice shelf. Most of the change in the mass 
balance occurs from the changed temperature gradient at the ice shelf-ocean 
interface. 
The cooler waters circulating under the ice shelf reduce the melt rates near 
the grounding zone and in the other major melting regions. However, the 
weaker circulations in the AIScool and AIScold runs reduce the velocity of water 
adjacent to the ice shelf, allowing a more complete use of the heat capacity 
of the water in contact with the ice shelf. This has the additional effect of 
thickening the melt-water layer at the top of the water column (see Figures 6.5 
and 6.6), hence increasing the potential for supercooling as the melt-water layer 
moves to shallower ice shelf drafts. 
In Figures 6. 7 and 6.8, the shift in the position of the zero contour line, which 
indicates the boundary between melting and freezing, increases the area in the 
north of the domain where freezing is occurring. A slight shift in the boundary 
between melting and freezing also occurs in the south of the domain. The shift 
in the south of the domain is less significant as both the area and freezing rates 
are small. The most noticeable change is the transition from melting to freezing 
in the channel to the east of the Central Grounded Zone. This is caused by 
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Figure 6. 7: Rates of melting ( +) and freezing (-) from the AIScooJ run in ma - 1. 
The bold contour denotes the boundary between melting and freezing. 
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Figure 6.8: Rates of melting ( +) and freezing (-) from the AIScold run in ma-1 . 
The bold contour denotes the boundary between melting and freezing. 
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the change of direction in this part of the domain. The locations of the peak 
areas of freezing, both in the south and north, do not change in comparison 
to the results for the AISpres run. In the AIScool run the peak rate of freezing 
(rv0.73 ma-1) does not change from the AISpres run, in contrast the peak rate 
of freezing increases to rvl.00 ma-1 in the AIScold run. 
The melt rates follow the opposite trend. They decline with increased cool-
ing. This can be seen in the mean rates in Table 6.1 and in the peak melt-
ing rates. The peak melt rate at the southern grounding line, changes from 
rvl2.6 ma-1 in the AISpres run, to rvll.9 ma-1 in the AIScooI run and rv8.2 ma-1 
in the AIScold run. 
In Table 6.1 several different measures of the change in the basal component 
of ice shelf mass balance are presented. The melting rates in the first three 
columns are the area averaged rates, over regions where freezing or melting 
occur, and for the total ice shelf area. The next column contains the percentage 
of the ice shelf base where melting is occurring. The fifth and sixth columns 
contain the mass accretion from freezing, and the loss from melting, in areas 
where either freezing or melting is occurring, respectively. The last column is 
the net mass loss from the ice shelf from combined basal melting and freezing. 
The trend shown in Table 6.1 is for a decrease in melting for all the measures 
shown. This is as expected given the reduction of melting shown in Figures 6. 7 
and 6.8. It is also consistent with the cooling of the water column, which makes 
less heat available for melting at the ice shelf-ocean interface. 
6.4 Responses to a warmer ocean 
The various climate change studies discussed in Section 6.1 suggest ocean warm-
ing of up to rv3°C could occur in the vicinity of the Amery Ice Shelf. A tem-
perature change of this magnitude is unlikely to occur without salinity also 
changing in the region of the ice shelf front. At present formation of sea ice 
maintains the cold water in Prydz Bay. In the climate change scenarios, which 
were discussed earlier, the reduction of sea ice formation allows the warmer and 
more saline Circumpolar Deep Water to encroach upon the continental shelf in 
Prydz Bay. However, any initial change in salinity is likely to be very small, 
and climate change experiments with temperature changes of up to l.0°C may 
be done without considering changes in salinity. Five experiments are run with 
temperature increases of +0.1°C, +o.2°C, +0.3°C, +0.5°C and +l.0°C. These 
runs are labelled: AIS+o.1oc, AIS+o.2oc, AIS+o.3oc, AIS+o.soc and AIS+i.ooc. 
For temperature increases larger than l.0°C in the restoring temperatures 
on the model boundary, the inflowing salinity is restored to a single salinity on 
the open boundary. This modifies the salinity, so it is similar to that expected 
from the encroachment of Circumpolar Deep Water onto the continental shelf. 
The new salinity is kept constant for the model runs with temperature changes 
greater than l.0°C. This eliminates the effects of salinity change in compar-
isons between model runs. Two temperature increases are considered: +2.0°C 
(AIScs+2.ooc) and +3.0°C (AIScs+3.ooc). The change in salinity is also required 
for model stability in the higher temperature warming runs. 
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Additional runs with the same constant salinity are also presented. These 
allow the effects of changing the salinity independent of the temperature to 
be determined, and hence will allow the assessment of the warming trends at 
the higher levels of temperature change. For these purposes the temperature 
increase runs of +0.5°C and +l.0°C were repeated with the increased salinities. 
These were labelled AIScs+o.5oc and AIScs+i.ooc, respectively. 
The warming scenarios were applied, by changing the salinity and tempera-
ture fields prescribed along the front of the ice shelf. The model runs were then 
spun up from the common initial state described in Section 4.4. 
6.4.1 Temperature increases up to l.0°C 
Ocean circulation 
The vertically integrated streamfunctions for the initial series of warming runs 
are shown in Figures 6.9 to 6.13. The streamfunction strengthens with the 
increasing temperature changes. In addition to the increase in the strength of 
the circulation, there are some changes in the circulation pattern. 
In the AIS+o.1oc (Figure 6.9) and AIS+o.2oc (Figure 6.10) runs, the biggest 
change from the present circulation is the breakdown and reversal of the North-
ern Gyre. In the AISpres run (Figure 5.9) the Northern Gyre is an anticlockwise 
rotating gyre, which strongly interacts with the inflow and outflow across the 
Northern Boundary. In the AIS+o.1oc run this has disappeared and the cross-
boundary flow is now being driven by two smaller gyres, which in the AISpres 
run are part of the Northern Gyre. The circulation which develops in the ab-
sence of the Northern Gyre is more obvious in the AIS+o.2oc run (Figure 6.10). 
In the AIS+o.2oc run a clockwise rotating gyre can be clearly seen. It is centred 
in approximately the same position as the Northern Gyre in the AISpres run. 
In the AIS+o.3oc run (Figure 6.11) the Northern Gyre is more like the circula-
tion in the AISpres run, than in either the AIS+o.1oc or AIS+o.2oc runs. However, 
there are some changes from the circulation in the AISpres run. In particular, 
in the area between the centre of the Northern Gyre and the ice front (69.0°8 
71.5°E), where a weak clockwise gyre has developed which is connected with the 
cross-boundary flow. This gyre replaces the extensions of the Northern Gyre, 
which in the AISpres run connects with the cross-boundary flow. 
Further warming of the boundary tends to make the circulation in the area of 
the Northern Gyre similar to that seen in the AISpres run. This is particularly 
true for the AIS+i.ooc run (Figure 6.13) where the circulation north of the 
Central Grounded Zone follows the same pattern as the AISpres run, but with 
a more vigorous circulation. 
In all the increased temperature model runs the western boundary current 
increases in strength at a greater rate than the Central Gyre. In the AISpres run 
the western boundary current has a strength of rv0.25 Sv, and in the AIS+i.ooc 
run it has a strength of rvQ.80 Sv. Between the same runs the Central Gyre 
transport increases from rv0.67 Sv to rv0.84 Sv and the Northern Gyre transport 
changes from ""'-0.47 Sv to ""'-0.74 Sv. 
The Northeastern Gyre also strengthens with the increased temperatures 
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Figure 6.9: Vertically integrated streamfunction for the AIS+o.ioc. Circulation 
is clockwise around positive features. 
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Figure 6.10: Vertically integrated streamfunction for the AIS+o.2ac . Circulation 
is clockwise around positive features. 
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Figure 6.11: Vertically integrated strearnfunction for the AIS+o.3oc . Circulation 
is clockwise around positive features. 
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Figure 6.12: Vertically integrated strearnfunction for the AIS+o.5oc . Circulation 
is clockwise around positive features. 
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Figure 6.13: Vertically integrated streamfunction for the AIS+i.ooc. Circulation 
is clockwise around positive features. 
along the open ocean boundary. In the AISpres run it has a transport of 
rv0.26 Sv. This increases to rv0.49 Sv in the AIS+i.ooc run. 
South of the Central Grounded Zone the changes in the horizontal circula-
tion are much smaller in the different warming runs. The largest change is the 
shift in the position of the Southern Gyre. In the warmer runs it is situated 
further to the north than in the AISpres run. It also changes in strength as it 
moves north from rv-0.07 Sv to rv-0.32 Sv in the AIS+i.ooc run. 
Increasing the temperature along the open boundary affects the water col-
umn structure and hence the vertical circulation within the model domain. 
Figures 6.14 to 6.18, show the temperature structure for the warmer runs: 
AIS+o.1oc, AIS+o.2oc, AIS+o.3oc, AIS+o.soc, and AIS+i.ooc. The most obvious 
change is an increase in the temperature of the warmest waters within the 
ocean cavity. These are found on Section C. (The coldest temperatures do not 
change as they are fixed by the interaction at the ice shelf-ocean interface.) The 
increase in temperature at the boundary does not increase the ocean cavity tem-
perature by a similar amount. In the AISpres run the maximum temperature at 
the bottom of the basin under the Central Gyre is rv-l.96°C, this contrasts with 
temperatures of rv-l.90°C for the AIS+o.ioc run (Figure 6.14c) and rv-l.63°C for 
the AIS+i.ooc run (Figure 6.18c). A similar magnitude temperature change can 
be seen at depth at the southern end of Sections A and B for all the temperature 
runs. 
The biggest changes in the structure of the water column are linked with the 
changes in the horizontal circulation and the salt and heat fluxes at the ice shelf-
ocean interface. This can be most clearly seen in Figure 6.15a, which shows 
the temperature on Section A. It runs through the reversed orthern Gyre 
in the AIS+o.2oc run. In this section the isotherms at the northern end have 
changed their structure to reflect the strength of the reversed Northern Gyre. 
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Figure 6.14: Three temperature sections through the water column, for the 
AIS+o.ioc run. a) Section A, b) Section B, and c) Section C. The location 
of the sections is shown in Figure 5.4. The dotted lines indicate where the 
cross-sections intersect . 
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Figure 6.15: Three temperature sections through the water column, for the 
AIS+o.2oc run. a) Section A, b) Section B, and c) Section C. The location 
of the sections is shown in Figure 5.4. The dotted lines indicate where the 
cross-sections intersect . 
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Figure 6.16: Three temperature sections through the water column, for the 
AIS+o.3oc run. a) Section A, b) Section B, and c) Section C. The location 
of the sections is shown in Figure 5.4. The dotted lines indicate where the 
cross-sections intersect. 
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Figure 6.17: Three temperature sections through the water column, for the 
AIS+o.5oc run. a) Section A, b) Section B, and c) Section C. The location 
of the sections is shown in Figure 5.4. The dotted lines indicate where the 
cross-sections intersect. 
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Figure 6.18: Three temperature sections through the water column, for the 
AIS+i.ooc run. a) Section A, b) Section B, and c) Section C. The location 
of the sections is shown in Figure 5.4. The dotted lines indicate where the 
cross-sections intersect. 
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This contrasts with the general trend which is for the thermocline to become 
more evenly stratified with warming. This effect is caused by the change from a 
freezing to melting environment in this part of the ocean cavity (see for example 
Figure 6.20). This change removes the vertical mixing which is driven by the salt 
rejection that accompanies freezing, and accordingly the previous homogeneity 
of the water column is reduced. Instead with melting the stratification of the 
water column is enhanced by adding fresh water to the top of the water column. 
The increased stratification of the water column can be seen in the Figures 6.14 
to 6.18, with the stratification becoming more pronounced with increased ocean 
warming. 
Ice shelf basal mass balance 
The change in the temperature along the northern boundary of the model has 
a significant effect on the mass balance of the Amery Ice Shelf. This can be 
seen in Figures 6.19 to 6.23 which show the melting and freezing rates at the ice 
shelf-ocean interface in model runs AIS+o.1oc, AIS+o.2oo, AIS+o.3oo, AIS+o.soc 
and AIS+i.ooo. In most of the domain the direction of change in the melting 
and freezing rates is the same in each warming scenario. The only exception to 
this is in the north of the domain, in the area around the Northern Gyre (69.3°S 
71.2°E). In this area different behaviour from the other warming scenarios oc-
curs in the AIS+o.1oo and AIS+o.2oo runs. This is because of differences in the 
horizontal circulation (Figures 6.19 and 6.20). 
In the remainder of the domain the warming scenarios all show the same 
trend. In most of the domain we see an increase in the melting rates or a 
decrease in the freezing rates. Large rate changes can occur in areas where the 
melt rate is already strong. This occurs because of the additional heat which 
reaches these areas from the warmer water circulating in the domain. In turn, 
the amount of freezing increases in the small areas where it occurs, as these 
areas now have an increased supply of supercooled water. This has only a local 
effect as the increased velocities also increase mixing, so the freezing potential 
is rapidly lost. 
The effect of these changes is shown in Table 6.2. The table shows several 
different measures of the change in the basal component of the Amery Ice Shelf 
mass balance under the different warming scenarios. The general trend is for an 
increase in melting with increases in temperature. What might be unexpected 
is that the increase in net mass lost from the ice shelf comes, not from a decrease 
in freezing, but from an increase in melting. The steadiness of the mass gain 
from freezing comes from a sharp increase in the rates of freezing where freezing 
occurs, but there is a general trend of decrease in the area of freezing. 
The rise in the net melt from the ice shelf comes from substantial increases in 
the melt rates near the southern grounding line, east of the Central Grounded 
Zone, in the southwestern melting zone, and along the southeastern ground-
ing line. There is also a change of freezing areas to melting areas. Most of 
the increase in melt occurs in the areas where melting was already occurring. 
The maximum rate of melting changes from rvl2.5 ma-1 in the AISpres run to 
rv20.4 ma-1 in the AIS+i.ooo run. 
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Figure 6.19: Rates of melting(+) and freezing(-) from the AIS+o.1oc run in 
ma- 1. The bold contour denotes the boundary between melting and freezing. 
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Figure 6.20: Rates of melting ( +) and freezing (-) from the AIS+o.2oc run in 
ma- 1 . The bold contour denotes the boundary between melting and freezing. 
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Figure 6.21: Rates of melting(+) and freezing (-) from the AIS+o.3oc run in 
ma-1. The bold contour denotes the boundary between melting and freezing. 
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Figure 6.22: Rates of melting ( +) and freezing (-) from the AIS+o.5oc run in 
ma- 1. The bold contour denotes the boundary between melting and freezing. 
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Figure 6.23: Rates of melting ( +) and freezing (-) from the AIS+i.ooc run in 
ma- 1 . The bold contour denotes the boundary between melting and freezing. 
Table 6.2: Estimates of the basal component of mass balance at the base of the 
Amery Ice Shelf, under warmer ocean conditions. 
Amery Mean Rates for Area of Mass Change Rates 
Model Freezing Melting Whole Melt Freezing Melting Net Loss 
Run Zone Zone (Loss) 
(AIS) (ma- 1) (ma-1 ) (ma- 1 ) (3) (Gta-1 ) (Gta-1 ) (Gta- 1 ) 
pres 0.16 0.40 0.21 66.4 2.8 13.4 10.6 
+o.1°c 0.18 0.46 0.27 70.4 2.8 16.6 13.8 
+o.2°c 0.18 0.49 0.28 69.3 2.8 17.5 14.7 
+0.3°C 0.18 0.54 0.33 70.8 2.7 19.4 16.7 
+0.5°C 0.21 0.62 0.40 73.3 2.8 23.2 20.4 
+1.0°C 0.24 0.79 0.54 76.6 2.9 30.7 27.8 
ote: The total area of t he ice shelf is 5.6 x 104 km2 • 
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The general trend in Table 6.2 of increasing melting with increased warming, 
has one small exception. The exception is the AIS+o.2oc run. Although the total 
mean melting rate and net melt rate follow the general trend, the area of the ice 
shelf where melting occurs decreases, against the trend. This decrease is coupled 
to the change in circulation in the area of the Northern Gyre (Figure 6.20). The 
circulation change is allowing outflowing supercooled water to ascend the ice 
shelf and drive freezing. In the other warming runs the flow is in the opposite 
direction, so warm inflowing water is driving melt instead. The freezing rate 
in the additional area where freezing is occurring is relatively low, so there is a 
negligible change in the rate of mass accretion from the other runs. 
6.4.2 Temperature and salinity changes in the ocean cli-
mate 
Increasing the ocean warming along the open boundary by uniform shifts in 
temperature restoring field above l.0°C introduces instabilities in the temper-
ature and salinity fields specified along the model boundary. The change in 
temperature leads to a change in the density structure, so it is no longer stable 
with the current salinity profile. At temperatures close to the surface freezing 
point the density gradient is largely determined by the salinity gradient. How-
ever, as temperatures increase by even a few degrees temperature becomes more 
important in determining density. 
For temperature change runs with constant salinity, the salinity is fixed along 
the northern boundary. A salinity of 34.95 PSU is used. Although this salin-
ity is well above the salinity of the CDW, this value is the minimum value for 
which all of the AIScs+o.soc, AIScs+i.ooc, AIScs+2.ooc, and AIScs+3.ooc model 
runs will spin up to a steady state. Having a single value across the differ-
ent model runs is considered desirable here for sensitivity studies, so that any 
observed trend can be attributed solely to changes in temperature. In reality 
the response to climatic warming can be expected to involve transient changes 
which would involve an interactive coupling between the cavity model and the 
external domain. This is beyond the scope of the present study which addresses 
primarily the response to increasing ocean temperature. 
Constant salinity +0.5°C and +i.0°c runs 
The first two constant salinity runs, AIScs+o.soc and AIScs+i.ooc, repeat the 
AIS+o.soc and AIS+I.ooc runs, but with the salinity field changed. This allows 
the effects of the salinity field on the circulation and the mass exchange at the 
ice shelf to be considered. 
Changing the salinity along the boundary has a noticeable affect on the 
horizontal circulation. This can be seen by comparing the streamfunction for 
the AIScs+o.soc and AIScs+i.ooc runs, which are shown in Figures 6.24 and 6.25, 
with the streamfunctions for the AIS+o.soc and AIS+i.ooc runs (Figures 6.12 and 
6.13). The effect on the AIScs+o.soc run is most noticeable in the area close to 
the open boundary. In the model the Northeastern Gyre has changed from a 
distinct clockwise gyre which is separated from the Central Gyre. It is instead 
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Figure 6.24: Vertically integrated streamfunction for the AIScs+o.soc run. Cir-
culation is clockwise around positive features. 
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Figure 6.25: Vertically integrated streamfunction for the AIScs+i.ooc run. Cir-
culation is clockwise around positive features . 
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an area of low velocities with a generally weak clockwise circulation, which 
connects with the Main Gyre. The Northern Gyre also changes, but it still 
resembles the gyre in the AIS+o.soc run. The Northern Gyre's interconnection 
with the boundary is slightly modified, with the small gyres in the north-west 
portion of the domain connecting directly to the Central Gyre. In the remainder 
of the domain the AIScs+o.soc run is similar to the AIS+o.soc run, except for 
changes in the strengths of some of the gyres. The Central Gyre decreases in 
strength. Its maximum transport is l"V0.70 Sv in the AIScs+o.soc run, compared 
with l"V0.88 Sv in the AIS+o.soc run. In contrast the Southern Gyre transport 
increases in strength from l"V0.18 Sv to l"V0.35 Sv. 
In the AIScs+i.ooc run the changes close to the ice front are similar to the 
changes between the two +0.5°C runs. In the remainder of the domain the 
change in the salinity field at the boundary is more noticeable between the two 
+ l.0°C runs than it was between the two +0.5°C runs. The change is perhaps 
most noticeable south of the Central Grounded Zone. Here the Southern Gyre 
has increased significantly in strength and size, from a transport of l"V-0.33 Sv in 
the AIS+i.ooc run to l"V-0. 70 Sv in the AIScs+i.ooc run. Previously, the velocities 
along the eastern and western boundaries in the area of the southern gyre were 
relatively weak, these have been replaced by strong along boundary velocities. 
The temperature structure in the ocean cavity is affected by the changes 
in the salinity along the model boundary. The temperature cross-sections for 
the AIScs+o.soc run are shown in Figure 6.26. The changes are relatively small 
compared with the AIS+o.soc run (Figure 6.17) and like the changes in the 
streamfunction, they are generally restricted to near the ice front. In Section A 
(Figure 6.26a) the bottom water is slightly warmer. This is the only noticeably 
different feature from the AIS+o.soc run (Figure 6.l 7a). The differences in 
Section B (Figure 6.26b), between the two +0.5°C runs are a slight cooling 
in the warmest waters in the section, and a levelling out of the thermocline 
near the ice front. This levelling out is consistent with the small gradients in 
the streamfunction in this area, which indicate low velocities associated with 
the density gradient. In Section C (Figure 6.26c) the temperature structure has 
changed slightly between the two +0.5°C model runs. The AIScs+o.soc run has 
both slightly warmer and slightly colder water in the section, compared with 
the same section for the AIS+o.soc run (Figure 6.17c). The warmest water is 
constrained to the eastern side of the section and does not fill the bottom of 
the Central Gyre basin. 
The difference between the temperature sections for the two +l.0°C model 
runs is significant. All three of the temperature sections shown in Figure 6.27 
for the AIScs+i.ooc run have warmer waters than in the AIS+i.ooc run, with 
the largest change an increase of /"VO .1° C. A part from the increase in the water 
temperatures, there is little difference in the temperature structure of Section 
A (Figure 6.27a) between the AIScs+i.ooc run and the AIS+i.ooc run. 
Section B (Figure 6.27b) has more significant changes, particularly in the 
middle of the section. In the AIS+i.ooc run the water near the ice shelf is l"V-
l.750C. In the AIScs+i.ooc run it is l"V-l.65°C. The warmer water from deep in 
the cavity is being drawn to the surface. This is related to the increased melting 
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Figure 6.26: Three temperature sections through the water column, for the 
AIScs+o.5oc run. a) Section A, b) Section B, and c) Section C. The location 
of the sections is shown in Figure 5.4. The dotted lines indicate where the 
cross-sections intersect. 
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Figure 6.27: Three temperature sections through the water column, for the 
AIScs+i.ooc run. a) Section A, b) Section B, and c) Section C. The location 
of the sections is shown in Figure 5.4. The dotted lines indicate where the 
cross-sections intersect. 
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in this area (Figure 6.29) in comparison to the AIS+i.ooc run. The additional 
melting increases the vertical velocities adjacent to the ice shelf in this area and 
changes the temperature gradient. The changes in Section C (Figure 6.27c) 
between the two +l.0°C runs are similar to those between the two +0.5°C 
runs. The most noticeable change is that the warmest water is confined to the 
eastern side of the cavity. 
The melting and freezing rates for the two +0.5°C runs are similar. The 
small differences are caused by changes in the circulation as discussed above. 
These changes do not impact significantly on the overall mass exchange with 
the ice shelf. The melting and freezing rates for the AIScs+o.soc run are shown 
in Figure 6.28. 
In contrast to the two +0.5°C runs, the + l.0°C runs differ significantly in 
the rates of melting and freezing at the ice shelf-ocean interface. This difference 
can be seen by comparing Figures 6.23 and 6.29, which show the melting and 
freezing rates for the AIS+i.ooc and AIScs+i.ooc runs, respectively. The main 
change in the pattern of melting and freezing is a reduction in the area of 
freezing in the north-east part of the domain. There is also an increase in 
the area where melt rates are high, particularly around the Central Grounding 
Zone. 
The difference in the melting and freezing rates also impacts on the estimates 
of the basal component of the ice shelf mass balance. In the AIScs+i.ooc run the 
amount of ice lost from the ice shelf has increased by 10 Gta-1, compared with 
the mass lost in the AIS+i.ooc run (see Tables 6.2 and 6.3). This increase in 
mass loss of approximately rv37%, comes from increases in both the area where 
melting is occurring and the mean rate of melting. In contrast the agreement 
for the melting and freezing rates between the AIScs+o.soc and AIS+o.soc runs 
is within 2%. 
+2.0°C and +3.0°C warming runs 
The results of the two +0.5°C runs are largely similar, suggesting the effect 
of the salinity change can be safely ignored for smaller levels of temperature 
change. Accordingly, the AIScs+2.ooc and AIScs+3.ooc runs are compared with 
the AISpres run rather than with an intermediate warming scenario. 
The streamfunction for the AIScs+2.ooc run is presented in Figure 6.30. The 
circulation is similar in structure to the AISpres run except to the south of the 
Central Grounded Zone. Here the Southern Gyre is situated further north and 
closer to the Central Grounded Zone. Along with this shift in position the 
Southern Gyre also increases in strength from rv-0.07 Sv to "'-0.62 Sv. This 
is particularly important as it will impact on the heat exchange into and out 
of the southern part of the domain. The circulation in the remainder of the 
domain is also stronger. 
The three temperature cross-sections for the AIScs+2.ooc run, shown in Fig-
ure 6.31, have similar structures in most of the domain to the AISpres run, if 
the expanded temperature range in the AIScs+2.ooc run is considered. The 
expanded temperature range is driving the increased circulation. 
The main differences in the temperature are in Sections A (Figure 6.31a) and 
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Figure 6.28: Rates of melting(+) and freezing(-) from the AIScs+o.5oc run in 
ma-1. The bold contour denotes the boundary between melting and freezing. 
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Figure 6.29: Rates of melting(+) and freezing(-) from the AIScs+i.ooc run in 
ma- 1 . The bold contour denotes the boundary between melting and freezing. 
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Figure 6.30: Streamfunction for the AIScs+2.ooc run. Circulation is clockwise 
around positive features. 
B (Figure 6.31 b) close to the ice front. Here the isotherm gradient is smoother. 
This is caused by the change from freezing to melting close to the ice front in 
these sections. In the AISpres run the freezing leads to some vertical mixing 
near the ice front. The change from freezing to melting extends and thickens 
the melt-water layer adjacent to the ice shelf over the whole section. 
Also visible in Section B are two lenses in the melt-water layer, these are 
centred about 69.7°S and 71.5°S. The lenses have both formed in gyres, the 
northern lens in the Northeastern Gyre, and the southern lens in the Southern 
Gyre. 
With further warming the circulation again changes. In the AIScs+3.ooc run 
the streamfunction, shown in Figure 6.32, has distinct differences from earlier 
circulation patterns. The Central Gyre and the gyres close to the open ocean 
boundary change. In the north-east the shape of the Northeastern Gyre changes 
as it expands and connects more with the Central Gyre. The expansion does 
not affect the strength of the gyre - it is similar to that seen in the AISpres run. 
Also in the north-east corner of the domain a small anticyclonic gyre has formed 
with rv0.3 Sv of transport. This gyre has developed from a current formed by 
the steep ice shelf draft gradient along the ice front in this area. Another small 
gyre (69.9°S 71.5°E) has also formed in the vicinity of the Northern Gyre. 
Perhaps the most important change is in the Central Gyre, it is no longer 
constrained on the western side by the large basin in the centre of the domain 
(Figure 4.5). It is instead constrained by the grounding line on the western side 
of the model domain. Similarly, the Central Gyre has expanded to the east and 
south. The southern part of the Central Gyre now drives strong flow around 
the Central Grounded Zone. It is in contact with the grounding line on the 
eastern side, just to the north of the Central Grounded Zone. This leads to a 
weakening of the velocities in the middle of the Central Gyre. 
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Figure 6.31: Three temperature sections through the water column, for the 
AIScs+2.ooc run. a) Section A, b) Section B, and c) Section C. The location of 
the cross-sections is shown in Figure 5.4. The dotted lines indicate where the 
cross-sections intersect. 
148 
Figure 6.32: Streamfunction for the AIScs+3.ooc run. Circulation is clockwise 
around positive features. 
The change in the circulation in the northeastern part of the domain affects 
the temperature structure in the domain. The three temperature cross-sections 
are shown in Figure 6.33. In the west of the domain, there is little change 
along Section A (Figure 6.33a) except for the expected broadening of the tem-
perature range from the available additional heat. In the north-east portion 
of the domain, particularly in the north of Section B (Figure 6.33b) and the 
eastern side of Section C (Figure 6.33c) there are slight changes. In Section B 
the warmest water in the section is no longer present at the ice front, nor does 
it reach into the south of the domain through the channel to the east of the 
Central Grounded Zone. This change in the temperature structure has been 
caused by the change in the horizontal circulation. The strengthening of the 
Central Gyre driven circulation around the Central Grounded Zone is isolating 
the channel from the warmer waters in the Northeastern Gyre. 
The increased warming of the ocean leads to increasing areas of melting and 
the restriction of freezing to a few locations. This can be seen in the melting 
and freezing rates for the AIScs+2.ooc and AIScs+3.ooc runs, which are shown in 
Figures 6.34 and 6.35 , respectively. These figures show the continued decline in 
the areas where freezing occurs and the continued increase in areas where melt 
rates are very high. 
The mass balance statistics associated with all the constant salinity runs 
are presented in Table 6.3. 
In Table 6.3 the continuing increase in mass loss from the ice shelf with 
continued warming can be clearly seen. This increase, as in the earlier warming 
scenarios, comes from slight increases in the area where melting is occurring, 
but mainly from increases in the mean rate of melting. The peak rates of 
melting also increase significantly. In the AIScs+2.ooc run the peak melt rate is 
30.0 ma- 1 and in the AIScs+3.ooc run it is 37.3 ma- 1 . 
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Figure 6.33: Three temperature sections through the water column, for the 
AIScs+3.ooc run. a) Section A, b) Section B, and c) Section C. T he location of 
the cross-sections is shown in Figure 5.4. The dotted lines indicate where the 
cross-sections intersect . 
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Figure 6.34: Rates of melting ( +) and freezing (-) from the AIScs+2.ooc run in 
ma- 1 . The bold contour denotes the boundary between melting and freezing. 
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Figure 6.35: Rates of melt ing ( + ) and freezing (-) from the AIScs+3.ooc run in 
ma - 1 . The bold contour denotes the boundary between melting and freezing. 
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Table 6.3: Estimates of the mass balance rates at the base of the Amery Ice 
Shelf, under warmer ocean and constant salinity conditions. 
Amery Mean Rates for Area of Mass Change Rates 
Model Freezing Melting Whole Melt Freezing Melting Net Loss 
Run Zone Zone {Loss) 
(AIS) (ma-1 ) (ma-1) (ma-1) (%) (Gta-1 ) (Gta-1) (Gta-1 ) 
pres 0.16 0.40 0.21 66.4 2.8 13.4 10.6 
cs+o.5°C 0.21 0.62 0.41 74.2 2.8 23.5 20.7 
cs+i.0°c 0.33 1.00 0.74 80.8 3.2 41.2 38.0 
cs+2.0°c 0.42 1.35 1.05 83.0 3.7 57.3 53.6 
CS+3.0°C 0.62 1.90 1.54 85.8 4.5 83.2 78.7 
Note: The total area of the ice shelf is 5.6 x 104 km2 • 
Also of interest in Table 6.3 is the increase in ice freezing onto the ice shelf. 
In the AIScs+3.ooc run 4.42 Gta-1 of ice is accreted to the ice shelf. This is 
approximately the same amount as was accreted in the AIScold run (Table 6.1) 
and is about 1.5 times the amount of ice accreted in the AISpres run. This 
increase in accretion can also be clearly seen in Figure 6.36. 
In Figure 6.36 the effect on the cumulative ice shelf mass balance for the 
AISpres and the four constant salinity model runs is shown. The main feature in 
this figure is the consistent increase in melting over the length of the ice shelf. 
There is no significant change in freezing for the AIScs+o.5oc and AIScs+i.ooc 
model runs over the AISpres run. There are several trends in the melting and 
net mass loss which appear in all of the model runs. The ice shelf generally loses 
about a quarter of the overall net loss near the grounding line. This increases to 
about half the mass loss in the region between the grounding line and 230 km 
from the ice front. The mass loss then increases at an approximately constant 
rate over the 230 km closest to the ice front 
The location of the major melt zones can also be seen in the cumulative ice 
shelf mass balance. These are near the grounding line and between approxi-
mately 230 km and 240 km from the ice front. 
6.5 Discussion and conclusions 
In the first set of warming scenarios presented in this chapter, for oceanic tem-
perature increases of up to 1°C, it was assumed the salinity along the ocean 
boundary was unchanged. For warmer scenarios and also for repetitions of the 
+0.5°C and + l.0°C warming scenarios, the salinity was changed. The salinity 
field along the open ocean boundary was set to a constant 34.95 PSU. This 
was required to ensure all the model runs using the constant salinity field were 
numerically stable. No water masses observed in the vicinity of Prydz Bay have 
a salinity this high [Wong et al., 1998]. However, setting the restoring salinity 
this high does riot necessarily generate water masses this saline in the model 
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Figure 6.36: Cumulative a) freezing, b) melting, and c) net mass loss rates for 
the present and four different open boundary model runs. The lower dotted 
line represents the AISpres run, the dashed line the AIScs+o.soc run, the solid 
line the AIScs+i.ooc run, the dash-dot line the AIScs+2.ooc run, and the upper 
dotted line represents the AIScs+3.ooc run. 
interior. 
In the AIScs+o.soc and AIScs+i.ooc runs the salinities found in the model 
are saltier than in the comparable model run without the change in the salinity 
field. The range of the salinities in the AIScs+o.soc run is 34.40 PSU to 34.71 
PSU; in the AIScs+i.ooc run it is 34.25 PSU to 34.65 PSU. The salinity in both 
of these model runs places the water mass effectively flowing into the model 
domain as Modified Circumpolar Deep Water (MCDW) (Table 3.1). This is 
a water mass currently present on the continental shelf in Prydz Bay, but not 
observed close to the ice front [Wong et al., 1998]. An anticipated method for 
warmer waters to be found on the continental slopes around Antarctic is for 
Circumpolar Deep Water to encroach on to the shelf. A reasonable precursor 
of this would be an increase in the amount of MCDW on the continental shelf. 
In the two warmest runs the salinity ranges simulated by the model in the 
cavity were in the range of observed water masses. In the AIScs+2.ooc run 
the water in the domain had a maximum salinity of 34.60 PSU, and a maxi-
mum temperature of -1.25°C. The maximum salinity and temperature in the 
AIScs+3.ooc run were respectively 34.40 PSU and -0. 75°0. The broad classi-
fication of MCDW ( -1.5 < () < 1.0, 34.2 < S < 34.67) also includes these 
water masses, although they are warmer and fresher than in the AIScs+o.soc 
and AIScs+i.ooc runs. 
Generally the different climate change scenarios led to different circula-
tions in the ocean cavity. The most consistent trend was in the expansion 
and strengthening of the Southern and Central Gyres. As the ocean tempera-
tures were increased, the gyres tended to expand, with the areas of maximum 
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Table 6.4: Inflow and outflow mass transport components. 
Run AISpres AIS+o.1°c AIS+o.2oc AIS+o.3°C 
Transport (Sv) 0.49 0.49 0.67 0.70 
Run AIS+o.5°C AIS+i.ooc AIScs+o.5°C AIScs+i.0°c 
Transport (Sv) 0.75 0.81 0.71 0.96 
Run AIScs+2.0°c AIScs+a.0°c 
Transport (Sv) 1.10 1.40 
barotropic velocity moving away from the centre of each gyre. In the Southern 
Gyre this expansion was limited to the north by the Central Grounded Zone 
and to the east and west by the grounding line. The situation in the Cen-
tral Gyre is slightly different, it does not expand evenly in all directions, but 
remains strongly confined in the north-east. It does not expand significantly 
to the east until it has already expanded to the south. The expansion to the 
south is limited by the Central Grounded Zone. The westward expansion of the 
Central Gyre leads to the formation of a strong western boundary current, as 
the Central Gyre becomes restricted by the grounding line on the western side 
of the ocean cavity. 
The behaviour of the Northern and Northeastern Gyres varies between the 
different climate scenarios. The Northern Gyre changes from an anticyclonic 
gyre in the AISpres run to a cyclonic gyre in the AIS+o.2oc run. In the warmer 
scenarios the form of the Northern Gyre is similar to that seen in the AISpres 
run. The Northeastern Gyre appears more susceptible to the changes in salinity, 
rather than the changes in temperature. This is also supported by the form of 
flow which develops, that is, a gyre with weak barotropic velocities driven by 
gentle density gradients in the area of the gyre. These changes were seen in the 
AIScs+o.5oc and AIScs+i.ooc runs, but not in the AIS+o.5oc and AIS+i.ooc runs. 
This suggests the absence of salinity gradients, either horizontal or vertical in 
the forcing has some localised effects on the circulation near the ice front. The 
Northeastern Gyre also changes form in the AIScs+a.ooc run, however, it is 
harder to determine if this is caused by the change in salinity or the increase 
in the temperature, as the circulation in the AIScs+2.ooc run is similar to the 
AISpres run. 
Coupled with the increases in the strength of the circulation is an increase in 
the mass transport across the ice front for the different warming scenarios. This 
can be seen in Table 6.4. This suggests part of the variation in the heat fluxes 
across the ice front, which balance with the heat fluxes used to generate the 
net mass loss from the ice shelf, comes from the variation in the mass transport 
across the ice front. This is particularly relevant given that the difference in 
the transport components for the AIS+i.ooc and AIScs+i.ooc runs mirrors the 
variation in the net mass loss rate at the ice shelf-ocean interface (Tables 6.2 
and 6.3). 
In the colder climate scenarios the temperature changes also affected the 
154 
Figure 6.37: The melt-through time for the increased melting rates between 
the AISpres and the AIScs+3.oac runs. The colour scale is exponential (base 10) 
years, with white indicating mass gain by the ice shelf. 
ocean circulation. The effect was small in the AIScool run because of the com-
paratively small change in the temperature at the open boundary (a mean 
change of -0.03°C). In the AIScold run the change was more substantial (a mean 
change of -0.20°C). The direction of the Northeastern Gyre changed; it formed 
part of a large gyre to the north and north-east of the Central Gyre. 
A limit on the applicability of the warming studies may arise from the 
assumption of a steady state ice shelf. As warming increases it is reasonable to 
expect that the mass balance changes to the ice shelf seen in this study would 
affect the shape and dynamics of the ice shelf. A full assessment of the changes 
is beyond the scope of this study. However, the appropriateness of assuming an 
unchanging ice shelf in the different climate scenarios should be considered. 
Here the time that would be taken for the increased melting rates in the 
AIScs+3.oac run to melt through the ice shelf is estimated. This is found by 
dividing the thickness of the ice shelf by the difference in melt rates between 
the AISpres run and the AIScs+3.oac run. The difference is taken as the ice shelf 
in the AISpres run is assumed to be in a steady state, hence any change in the 
melt rate will directly affect the ice shelf. The melt-through times are shown 
in Figure 6.37 using an exponential scale. From this figure the smallest change 
in the melt-through time is 1.504, which corresponds to a melt-through time of 
""32 years. It should be noted, it is unlikely the calculated melt rates would 
remain as high as were modelled, particularly near the southern grounding line. 
Changes in the thickness of the ice shelf will reduce the ability of cavity waters 
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Figure 6.38: Frequency distribution of melting (-) and freezing rates ( +) for the 
a) AISpres. b) AIScs+i.ooc, c) AIScs+2.ooc and d) AIScs+3.ooc model runs. Bin 
size = 0.2 ma- 1. 
to melt the ice shelf as the associated pressure change will increase the in situ 
freezing temperature, thus reducing the heat flux out of the ocean. Therefore 
the values calculated for the melt-through times are the minimum period in 
which the ice shelf could melt-through in these locations. The results indicate 
changes in the ice shelf would occur over longer time scales than the flushing 
period of the cavity ( "'2.5 years; calculated from the volume of the cavity and 
the transport across the ice front). However, the time scales for change in some 
parts of the ice shelf, particularly in the south and near the Central Grounded 
Zone, are likely to be on time scales similar to the increase in ocean warming. 
Although the assumption of a constant ice shelf is useful in this study, a full 
assessment of the impact and persistence of high localised melt rates could only 
realistically be done with a coupled ice shelf-ocean model. 
The changes in the ocean circulation and the temperature in the ocean cavity 
impact upon the melting and freezing rates at the ice shelf-ocean interface. 
These changes in turn affect the mass balance of the Amery Ice Shelf. 
The impact of the warming runs on the rates of melting and freezing can 
be seen in various figures in this chapter. The bulk of the change in the melt 
rate occurs from shifts in the melt rate. This is highlighted by Figures 6.38 and 
6.39. Figure 6.38 shows the frequency distribution of melting and freezing rates 
for the AISpres, AIScs+i.ooc, AIScs+2.ooc, and AIScs+3.ooc model runs. The 
frequency distributions which are shown have been cropped at melt rates of 10 
ma-1 . The percentage of melt rates less than this is shown in the most negative 
bin. The general trend with warming shows a shift in the melt rates, which 
increases the net amount of melting. Figure 6.39 shows the accumulated net 
mass loss from the ice shelf base, against the same melting and freezing rates in 
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Figure 6.39: Accumulated mass balance by melting (-) and freezing rates ( +) 
for the a) AISpres, b) AIScs+i.ooc, c) AIScs+2.ooc and d) AIScs+3.0°C model runs. 
Figure 6.38. The accumulated mass balance suggests as the waters under the 
ice shelf are warmed up to one third of the melting at the ice shelf base occurs 
at the small number of locations with high melt rates. The remainder of the 
melting occurs in areas where the melt rate has only shifted marginally. This 
is also consistent with the cumulative ice shelf mass balance shown in Figure 
6.36, where approximately the same fraction of net mass loss occurred in the 
same parts of the ice shelf in all of the warming scenarios. 
In the warming scenarios the amount of ice lost from the ice shelf in-
creased with the temperature. This change came from increases in both the 
area of melting and the rate of melting. These combined to give an increase 
in the total rate of melting. The amount of ice lost and the total melt rate 
for the ice shelf increased approximately linearly with the change in temper-
ature. The total melt rate changed by rv0.45 ma-10c-1 , and the net ice loss 
changed by rv22.0 Gta-10c-1 • The linear trend is common to both the con-
stant salinity model runs and the unchanged salinity runs. This is possibly 
surprising as the melt rates and mass loss rates from the two + l.0°C experi-
ments did not agree. Comparison between the AISpres run and the AIS+i.ooc 
run gives a change in the mean melt rate of rv0.36 ma-10c-1 , and a change in 
the net ice loss of ""'18.0 Gta-10c-1 . The corresponding values obtained from 
comparing the AIScs+i.ooc run and the AISpres run are rv0.57 ma-10c-1 , and 
rv28.5 Gta-10c-1 , respectively. The variation between the two + l.0°C runs 
brackets the general trend and represents the uncertainty associated with the 
possible salinity changes accompanying the temperature increases. 
The results in this chapter differ from the results presented in Williams 
et al. [1998b], where it was found for present conditions the mean melt rate 
was 0.16 ma-1, and the net melting from the ice shelf was 7.8 Gta-1. The 
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reason these differ is because of the design of the tracer boundary conditions, 
which were discussed earlier. However, the results of Williams et al. cannot be 
fully dismissed as a similar rate of change in the melt rate and net loss from 
the ice shelf was found. For temperature changes of up to + l.0°C, with no 
changes in salinity the total melt rate changed at rv0.5 ma-10c-1, and the net 
ice loss varied at rv25 Gta-10c-1 • These values are similar to those found in 
this study. This suggests the change in total net melting with a warming trend 
is less sensitive to parameterisations of boundary conditions than expected. 
However, as the melt rate and mass loss rate of Williams et al. increases at a 
greater rate, this suggests that the tracer boundary condition used in Williams 
et al. increases the heat flux across the ice front, in the warmer temperature 
runs, somewhat more than occurs in the runs described here. 
Two results which one might expect from warming the ocean are an increase 
in the mean melt rate and a decrease in the mean freezing rate. The first of 
these occurred in all the warming scenarios, but the second did not occur. The 
area of freezing did decrease and the area of melting increased. This decrease in 
the area of freezing occurred, because where freezing is marginal under present 
conditions the introduction of warmer waters can change the area from freezing 
to melting. This feature of increasing accumulation from freezing was also seen 
by Grosfeld and Gerdes [1998] in their climate change scenarios. 
Grosfeld and Gerdes [1998] looked at possible climate change scenarios and 
their impact on the ocean circulation and the ice shelf mass balance using the 
three-dimensional ocean model of Grosfeld et al. [1997]. The area they studied 
included the Filchner Trough and the ocean cavity under the Filchner Ice Shelf. 
The two climate change scenarios they examined were an increase in ocean 
temperatures, and a reduction in sea ice formation rates in the open ocean part 
of their model domain. Grosfeld and Gerdes suggested the reduction in sea ice 
scenario was the more likely, as warm waters, e.g., Circumpolar Deep Water, 
would be unable to directly access the continental shelves and interact with 
the ice shelves in either the Ross or Weddell Sea. Whereas sea ice retreat over 
the continental shelves from climate change will reduce the production of High 
Salinity Shelf Water (HSSW). 
In their first climate change scenario they increased the ocean temperature 
by altering the water masses entering the domain. It was changed from HSSW 
to Modified Warm Deep Water, which has a temperature of -l.3°C. The ef-
fect of this was to increase the temperature along the northern boundary by 
0.6°C. Over the whole ice shelf Grosfeld and Gerdes reported a net melt rate of 
0.81 ma-1 for the warming scenario. This is over twice the melt rate reported 
in their control run (0.35 ma-1). As a warming trend this gives a change of 
rv0.76 ma-10c, which is approximately twice the size of the trend found in this 
study. Over the area of the Filchner Ice Shelf (7.18 x 105 km2) this gives a mass 
balance change of rv55.6 Gta-10c-1. 
The second climate change scenario involved reducing the formation of 
HSSW from sea ice processes in the Filchner Trough. Grosfeld and Gerdes 
achieved this by switching off the HSSW restoring in the open ocean part of 
the domain. This changed the circulation under the Filchner Ice Shelf, and 
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lowered the temperatures in the ocean cavity under the ice shelf filling it with 
ISW. In this scenario it was found the mean melt rate of the ice shelf changed 
to 0.29 ma-1 for the whole ice shelf, a decrease in the melt rate of 0.06 ma-1. 
This change in the melt rate is between the two cooler than present scenarios in 
this study. This was the climate scenario considered most likely by Grosfeld and 
Gerdes, and they concluded that the immediate response to climate warming 
would be the thickening of ice shelves. 
This scenario however neglects the deeper ocean warming which could be 
expected to accompany the reduction in sea ice formation, as found in the 
coupled climate models [e.g., Gordon and O'Farrell, 1997]. 
Other numerical studies of the impact of ocean temperature change on ice 
shelves have been done by Jenkins [1991] and Hellmer and Jacobs [1995]. Jenk-
ins [1991] found the mean melt rate on the base of the Ronne Ice Shelf increased 
from 0.6 ma-1 to 2.6 m-1when the HSSW layer with a temperature of -l.91°C, 
was rapidly replaced with a layer of Modified Warm Deep Water, with a temper-
ature of -l.3°C. Hellmer and Jacobs [1995] gradually warmed the ocean forcing 
at each end of the cavity model they used by 0.01°ca-1 for100 years. After this 
time period they found the melt rate had increased from a mean of 0.18 ma-1 to 
a mean of 1.38 ma-1. In a further experiment, Hellmer and Jacobs also changed 
the salinity. The salinity forcing field was decreased by 0.02 PSUa-1 over the 
same time scale. This changed the mean melt rate to 0.98 ma-1. Both the 
models used by Jenkins [1991] and Hellmer and Jacobs [1995] are more likely to 
force warmer waters into contact with the ice shelf because of the overturning 
circulation assumed by these models. Where this is occurring the melt rates at 
the ice shelf-ocean interface will be raised. In most of the model domain seen 
in this study the warmest waters remain at the bottom of the ice shelf cavity, 
and generally do not come into direct contact with the ice shelf. 
Nicholls [1997] has also suggested the response of the Filchner-Ronne Ice 
Shelf to ocean warming would be for it to thicken, i.e., net melting from the 
ice shelf would decrease. In estimating this response Nicholls assumes that the 
seasonal variation of about 0.1°C, observed in oceanographic moorings under 
the Ronne Ice Shelf was analogous to the effects of climate warming. In cal-
culating this estimate Nicholls assumes the Southern Weddell Sea circulation 
remains unchanged, particularly the domination of HSSW on the continental 
shelf and in the ocean cavity under the ice shelf. A constant ocean circula-
tion ensures that the heat flux across the ice front is only able to vary because 
of temperature change. The results from the present study and Grosfeld and 
Gerdes [1998] show this is probably not a valid assumption, as both studies 
have found the circulation to be dependent on the temperature and salinity at 
the ice front. The results in this study also suggest thickening of the ice shelf 
is unlikely to happen without cooling of the open ocean temperatures. The 
long-term applicability of Nicholls [1997] assumptions need to be questioned. 
In the warming scenarios presented here the temperature increased in the south 
of the domain by about an order of magnitude larger than the seasonal change 
observed by Nicholls. This would suggest that observed seasonal change may 
not be a reliable guide for estimating the effects of significant climate change 
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Table 6.5: Melt rates of fresh ice in ocean water as a function of temperature 
After Russell-Head, [1980] and Budd et al. [1994]. 
Water Temp (°C) -1.3 -0.8 -0.3 
Melt rate (ma-1) 2.2 6.6 12.0 
+0.2 +0.7 +1.2 +1.7 +2.2 
18.6 25.6 34.3 43.0 52.6 
Table 6.6: Maximum melt rates for the climate warming scenarios. 
Run AISpres AIS+o.1°0 AIS+o.200 AIS+o.3°0 
Melt rate (ma-1) 12.5 14.3 14.8 15.7 
Run AIS+o.5°0 AIS+i.ooo AIScs+o.5°0 AIScs+i.0°0 
Melt rate (ma-1) 17.2 20.4 16.7 23.9 
Run AISos+2.0°0 AIScs+s.0°0 
Melt rate (ma-1 ) 30.0 37.3 
under ice shelves. 
Budd et al. [1994] presented a series of melt rates for ice shelves, which are 
shown in Table 6.5. The melt rates were based on laboratory studies by Russell-
Head [1980] and inferences made from icebergs by Hamley and Budd [1986]. 
The differences in the melt rate with temperature follow a non-linear trend and 
are substantially larger than the mean melt rates found in this study. For a 
temperature increase of 0.5°C the mean melt rate increase with temperature is 
7.2 ma-1. At temperatures close to the surface in situ freezing temperature the 
rate of change is 4.4 ma-1 for 0.5°C. For temperature change between 2.5°C 
and 3.0°C above freezing (0.7°C and l.2°C) the change in melt rate is larger at 
8.7 ma-1. 
The differences in the rate of change for the melt rates between those pre-
sented by Budd et al. [1994] and the mean melt rates presented here can be 
attributed to the ability of the ice shelf to protect itself from warm water. 
It does this by forming a layer of melt-water adjacent to the ice shelf. The 
melt-water layer has temperatures close to the freezing point so melt rates are 
reduced. A free drifting iceberg, on which the melt rates of Budd et al. are 
based, is unlikely to be able to form such a protective layer. Under an iceberg 
any melt water is likely to rise from the base of the iceberg to the ocean sur-
face, because the melt-water is relatively fresh and hence less dense. This was 
seen by Russell-Head [1980] in his laboratory experiments. Under the ice shelf 
the product of melting will rise, however, it still remains under the ice shelf 
effectively protecting another part of the ice shelf upstream of the melt. There 
is also the potential of the melted ice to freeze back on the ice shelf, further 
reducing the net impact of melting on the ice shelf. 
Although the rate of change with temperature presented by Budd et al. 
[1994] is substantially different from the trend presented here for the mean melt 
rates, there is some similarity with the change in maximum melt rates, which 
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are shown in Table 6.6. For example the difference between the AISpres and the 
AIS+o.soc runs is ""4.7 ma-1, which is similar to the change in the Budd et al. 
[1994] melt rates for between -l.3°C water and -0.8°C water. 
The immediate response of the ice shelf to climate change is highly depen-
dent on the response of the sea ice and the ocean at the ice front. If sea ice 
retreats and the ability of the ocean to be cooled by the increased air-sea heat 
exchange is larger than the warming of the ocean from increased atmospheric 
C02 , then the ocean temperatures at the ice front will be cooled. It is unlikely 
the waters will be cooled more than the amount assumed for the AIScooI run, so 
the change in the ice shelf mass balance is likely to be in the order of 1 Gta-1 . 
A change of this magnitude is unlikely to significantly alter the ice shelf. If 
the warming of the ocean is more significant than the increased heat loss to 
the atmosphere, then the net amount of ice lost from the Amery Ice Shelf will 
increase. The climate studies with coupled climate models, discussed in Section 
6.1, all indicate a rise in ocean temperatures at depths below 200 m around the 
Antarctic coast. This favours the assumption the ocean will warm in front of 
the ice shelf. 
The results in this chapter have ramifications beyond the scope of this study. 
The changes in the basal component of the ice shelf mass balance indicate the 
ice shelf mass budget will change under expected climate change scenarios. It 
is realistic to expect that changes in the mass budget will lead to changes in ice 
shelf geometry and dynamics, particularly at the ice front and grounding lines. 
Any changes which might occur in grounding line positions, or ice shelf thick-
ness would also impact upon the glaciers flowing into the ice shelf, potentially 
extensively modifying flow in these glaciers from the reduction in back pressure 
from the ice shelf. 
The results presented here show general agreement with those of studies 
of other ice shelves [Jenkins, 1991; Hellmer and Jacobs, 1995; Grosfeld and 
Gerdes, 1998]. The trend in all the studies was for an increase in melting with 
an increase in ocean temperature. This agreement between the different studies 
suggests the increased melting response found in this study for ocean warming 
may be indicative of the expected changes to be found on other large Antarctic 
ice shelves for ocean warming around Antarctica. 
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Chapter 7 
Interaction between Prydz Bay 
and the ocean cavity under the 
Amery Ice Shelf 
The main aim of this chapter is to determine the interaction between Prydz 
Bay and the ocean cavity under the Amery Ice Shelf. To achieve this aim an 
extended model domain which includes Prydz Bay is used. This will allow the 
mass, heat and salt exchange across the ice front to evolve freely in the interior 
of the model. Hence, removing the need to prescribe this interaction in terms 
of boundary conditions at the ice front on the cavity domain model. 
In the extended domain model runs the domain is expanded to include Prydz 
Bay and a portion of the abyssal ocean to the north of Prydz Bay. A reasonable 
sized expansion of the domain is needed so that any circulation in Prydz Bay 
which interacts with the ocean cavity can form away from the influence of the 
model boundaries. To achieve this expansion of the domain some changes to 
the model, which was discussed in Chapter 4, are required. In addition to the 
changes needed to expand the model domain, a simple data assimilation scheme 
is also introduced in the open ocean part of the domain. The aim of introducing 
this scheme is to attempt to ensure that the temperature and salinity in the 
open ocean part of the domain are sufficiently similar to observations. By using 
an assimilation scheme it is hoped to remove the need to use sea ice models and 
schemes for the artificial restoring of water masses. 
In the first section of this chapter the changes needed to use the model 
in the extended model are discussed. The section which follows discusses the 
results of several studies using the extended domain. These include the effects 
of different assimilation time scales, wind stress regimes, and a modification 
to the assimilation data set. In the third section the results of the extended 
domain model runs are compared with oceanographic observations in Prydz 
Bay. In the fourth section the estimates for the basal component of the ice 
shelf mass balance from the extended domain model are presented. In the final 
section the results are discussed and conclusions drawn. 
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Figure 7.1: Arrangement of grid points and variables at the ice front [Figure 1, 
Grosfeld et al. , 1997]. 
7 .1 Model changes 
The numerical model used to simulate the ocean in the extended domain is 
an adaptation of the model described in Chapter 4. The changes made to 
implement the model on the combined open ocean-cavity configuration were 
originally detailed by Grosfeld et al. [1997]. In this section the changes needed 
to extend the model domain, and the modifications made to the model for the 
studies in this chapter are described. 
7 .1.1 Changes to the model domain 
The extension of the model domain introduces a large step between the cavity 
and the open ocean in the water column thickness along the ice front . This 
step has the potential to cause significant problems in a o--layer model, as the 
o--layers would be forced to rapidly change depth across the ice front. This would 
introduce large gradients in the o--layers, and potentially breach the condition 
of 'hydrostatic consistency' which is associated with the a--coordinate system 
[Haney, 1991] . 
To alleviate this problem in models with a combined open ocean and ocean 
cavity domain, Grosfeld et al. [1997] introduced additional model levels above 
the existing levels in the open ocean part of the domain. These additional 
levels are of fixed thickness and are able to be combined with the o--layers 
beneath because of the generalised vertical coordinate scheme of Gerdes [1993] 
through which the model is implemented. The four additional levels are of 
equal thickness, and when combined match the draft of the ice shelf along the 
ice front. This also places a constraint on the ice shelf draft, it must now be 
constant at the ice front. Beneath the four fixed layers, the ten o--layers under 
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Figure 7.2: Water column thickness over the extended domain in metres. The 
dotted line indicates the position of the ice front. At the locations of Moorings 
A and B current meter data is available. 
the ice shelf are extended out into the open ocean part of the domain. The 
vertical layout of the extra layers and the model grid points is shown in Figure 
7.1. 
In addition to increasing the number of vertical levels the horizontal domain 
is substantially expanded. The increase in the model area can be seen in the 
water column thickness for the extended domain. This is shown in Figure 7.2. 
North of the ice front the water column thickness is the bathymetry. South of 
the ice front the water column thickness is defined, as in the earlier model runs, 
as the difference between the ice draft and the sea floor. The bathymetry to 
the north of the ice front is calculated from ship track data [P. O'Brien, Pers. 
Comm.] in the region. This data is rotated and gridded in a similar way to the 
ice shelf draft and water column thickness data in the cavity model (Section 4.5) . 
The bathymetry is then joined to the bathymetry under the ice shelf, found by 
combining the water column thickness and the ice shelf draft. Some additional 
smoothing is done on the open ocean side of the ice front to ensure a continuous 
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bathymetry across the ice front. Although the open ocean bathymetry should 
be more accurate, the need to retain a consistent ocean cavity under the ice 
shelf with the previous models is considered more important. 
Further changes are made to the bathymetry in the open ocean to accom-
modate the ten a-layers below the fixed levels. In some areas of the open ocean 
after the water column thickness for the top four layers are removed the remain-
ing water column is less than the minimum 50 m needed to ensure numerical 
stability. In these regions the water column thickness is increased to accom-
modate the a-layers. This occurs mainly on the Four Ladies Bank, but also in 
some places near the coast. 
The northernmost row of the ice shelf draft is changed to a constant thickness 
of 160 m, this is the total thickness of the four fixed layers in the open ocean. 
The remainder of the ice shelf draft is unchanged. 
The horizontal resolution of the model grid is the same as for the cavity 
model used in Chapters 5 and 6. However, to accommodate the expanded 
domain the number of grid points is increased, from 66 x 71 to 130 x 99. The 
distribution of the ten a-levels within the ocean cavity is the same as in the 
previous model (Table 4.1). 
7.1.2 Model forcing 
In the previous chapters forcing is applied to the model domain through the 
boundary conditions at the northern ocean boundary and at the ice shelf-ocean 
interface (Section 4.3). In the extended domain model these two types of forcing 
are still used, however, they are supplemented by additional boundary condi-
------~t-ions-in-the-open-ocean. 
The boundary conditions along the northern ocean boundary are similar to 
those used in the cavity model. For the barotropic component of velocity or 
streamfunction boundary condition, '1! = 0 was assumed along the northern-
most streamfunction row (as used in the AISw=o run). The boundary conditions 
for the tracers and the baroclinic component of velocity are implemented in the 
same manner as was used in the cavity domain model (Section 4.3). The east-
ern and western open ocean boundaries are treated as fully closed boundaries 
and no exchanges of heat, salt, or mass are made across them. 
The heat and salt fluxes at the surface of the open ocean are implemented 
using the simplest method presented by Grosfeld et al. [1997]. The surface tem-
perature is held fixed at the surface freezing point for sea water (T1 = -l.9°C), 
and the heat fluxes across the surface are calculated from the temperature dif-
ference between T1 and the uppermost ocean layer. The temperature difference 
is also used to calculate a melt rate for sea ice. (Sea ice is by implication always 
assumed to be present.) This melt rate is then used to determine the salt flux. 
This method of calculating the heat and salt fluxes is similar to the method 
used at the ice shelf-ocean interface (Section 4.3.3), except that T1 is fixed. 
This simple heat and salt flux calculation is used in place of a full sea ice model 
as the assimilation of temperature and salinity throughout the water column 
in the open ocean part of the model (Section 7.1.3), should make surface heat 
and salt fluxes less influential in water mass generation. 
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Figure 7.3: Wind stress field in the open ocean part of the model domain. The 
------wind-stress-field-[TrenlJerth-et-at-;-1989]-n:as oeen interpolatea. ontotlie model ___ _ 
grid points. The wind stress is shown at every fifth grid point. 
On the top layer of the open ocean part of the domain the surface stress 
changes from the zero stress environment under the ice shelf. It is important 
that the surface stress components are included, as they help to introduce pro-
cesses such as Ekman transport in the top layers of the open ocean. These 
are important in determining the vertical velocities near the ice front, and they 
possibly assist in the development of the gyre which is known to form in Prydz 
Bay [Wong, 1994; Wong et al., 1998]. The surface stress components Tg and 
Tt (Equations 4.66 and 4.67) are set to reflect a mean seasonal wind stress for 
the months January to March. This period is chosen so the wind forcing and 
assimilation data are seasonally consistent. The FISHOG data set used in the 
assimilations was collected between February 18 and March 5, 1992. 
The wind stress data comes from the Trenberth et al. [1989] global ocean 
wind stress climatology. This climatology is based on analyses from the Euro-
pean Centre for Medium Range Weather Forecasting between 1980 and 1986. 
The 2.5° by 2.5° resolution of the Trenberth et al. [1989] data set is rotated and 
interpolated onto the model grid. The wind stress field at every fifth grid point 
is shown in Figure 7.3. 
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Figure 7.4: Temperature-salinity plot of the FISHOG observations (red) and 
the assimilation data set (blue). The dotted lines are isopycnals. 
7 .1.3 Tracer assimilation scheme 
The changes made in the previous two sections are related to preparing data 
for the combined open ocean and cavity domain model of Grosfeld et al. [1997]. 
In this section the changes are specific to this study. 
The assimilation scheme is introduced in the open ocean part of the model 
domain with the aim of nudging the temperature and salinity in the model close 
to the observations from the FISHOG data set (Section 3.1). This data set is 
highly suitable as the extent of the observations (Figure 3.1) is greater than 
the model domain (Figure 7.2). To implement the nudging scheme a restoring 
term is added to the time evolution equation for temperature and salinity. This 
changes the evolution equation for a tracer T (Equation 4.9) to 
f)T T 1 
£l + f(T) = F +-(Tass - T) , 
ut "( (7.1) 
where 'Y is the time scale over which the nudging takes place, and Tass is the 
prescribed data field being assimilated into the model. 
The prescribed data field, used to define Tass in Equation 7.1 , is derived from 
the FISHOG data set. To provide data at each open ocean model point the 
FISHOG data set (Section 3.1) is interpolated onto the model grid. The latitude 
and longitude of each CTD cast is rotated into the model coordinate system. 
After rotation the CTD profiles are interpolated on each horizontal level of the 
CTD data set using an inverse distance weighted mean. This provides a series 
of horizontal grids which have 2 db resolution in the vertical. This data set is 
then fitted to the a-levels by assigning the values in the interpolated data set 
below each a-level to that a-level. 
The fit of the assimilation data in temperature and salinity space to the 
FISHOG observations is shown in Figure 7.4. The warmest and saltiest waters 
in the FISHOG data set do not appear in the assimilation data set , as they are 
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observations collected outside the current model domain. However, they are 
used in the interpolation process along the model boundaries. 
Figure 7.5 shows the temperature along three cross-sections in the open 
ocean part of the model domain. The locations of the three cross-sections are 
shown in Figure 7.6. These temperature cross-sections are presented for later 
comparison with the model results. The cross-sections presented in Figures 7.5a 
and 7.5b are northward extensions of Sections A and B, respectively 
7.2 Results from the extended model domain 
An initial assimilation time scale ( 'Y) of 360 days is chosen. This is based on 
values used by The FRAM Group [1991] for the Fine Resolution Antarctic 
Model. Initial evaluations suggest the time scale is too long, and shorter time 
scales are experimented with. 
Here the results from the initial assimilation run with a time scale of 360 days 
are presented. Although the assimilation time scale is too long, the features of 
this model discussed are common to all of the model runs. This model run is 
labelled EXDOM7 =360· 
Following the discussion of the EXDOM7 = 360 run, the effects of change on 
the assimilation time scale and running the model without assimilation are 
considered. Two shorter time scales of 50 days (EXDOM7=5o) and 100 days 
(EXDOM7=10o) are presented. The discussion of the effect of the assimilation 
time scale on the model results is followed by an investigation of the importance 
of the wind stress on the circulation. In the final part of this section the 
------~assimilation_data_set_is_modified-and-thejmpact-of-this-is-disGussed~. --------
7.2.1 Initial assimilation run 
The horizontal circulation shown by the vertically integrated streamfunction for 
the EXDOM7 = 360 run is presented in Figure 7.7. The dominant feature of the 
circulation is the large gyre which connects the circulation under the Amery 
Ice Shelf with the circulation in Prydz Bay. This gyre has two distinct centres, 
one in the ocean cavity and the other in Prydz Bay. Previous researchers [e.g., 
Wong et al., 1998] have referred to the part of the gyre north of the ice front 
as the Prydz Bay Gyre, this nomenclature will be retained for this part of the 
gyre. The whole gyre will be referred to as the Dominant Gyre. 
Examination of the vertical circulation in the Dominant Gyre shows it is 
generally vertically coherent. The gyre is constrained in the ocean cavity by 
the same topographic features which constrain the Main or Central Gyres, as 
discussed in Chapter 5. North of the ice front the Prydz Bay Gyre is topo-
graphically trapped by the Four Ladies and Fram Banks to the northeast and 
west, and the coast on the eastern side of the gyre (Figure 7.2). The Prydz 
Bay Gyre is not topographically constrained in the northwest where it fills a 
sill between the Four Ladies and Fram Banks. Here the gyre is able to interact 
with the deep ocean, which provides an important source for the transfer of 
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Figure 7.5: Temperature cross-sections for assimilation data set a) Section A' , 
north of the ice front, b) Section B', north of the ice front, and c) Section D. The 
scales of Sections A' and B' are set consistent with the other sections presented 
later. The location of the cross sections is shown in Figure 7.6. 
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Figure 7.6: Positions of the temperature cross-sections shown. Sections A and 
B-are-tlre-parts-of-Sections -A' ana-B' witnintlie ocean cavrty, anci-Bections A~B 
and C, are along identical model grid rows to the sections with the same name 
presented in Figure 5.4. The dotted line indicates the position of the ice front. 
heat and salt from the' warm water masses north of the shelf break on to the 
shelf. 
Off the shelf break the circulation forms a series of weak gyres. These gyres 
are the product of restrictions in horizontal transport by the continental slope 
and the boundaries of the model domain. Accordingly, they are unlikely to 
realistically represent the ocean circulation to the north of Prydz Bay. The 
gyres do, however, influence the transport and orientation of the slope current. 
Inside the ice shelf cavity the horizontal ocean circulation is similar to that 
seen in the cavity models for the AISu,v=O and AISPv model runs (Chapter 
5). The part of the Dominant Gyre inside the ocean cavity is similar to the 
Main Gyre seen in both of these model runs (Figures 5.6 and 5.15), although 
the strongest part of the circulation is now near the ice front, rather than 
near the Central Grounded Zone. The remainder of the ocean cavity is also 
similar, except in the northeastern part of the cavity where no Northeastern 
Gyre is present. South of the Central Grounded Zone the circulation in the 
Southern Gyre has a similar structure to that seen in previous experiments, 
with a transport of ""-0.2 Sv. 
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Figure 7.7: Vertically integrated streamfunction for the EXDOM,,:::360 run. The 
circulation is clockwise about positive values. The dotted line indicates the 
position of the ice front. 
The vertical circulation north of the ice front differs between the top and 
bottom of the water column. In the top 160 m of the water column the vertical 
velocities are very small and there is little movement in the pseudo-lagrangian 
tracers between the upper and lower parts of the water column. The lower part 
of the water column is better mixed. 
The circulation in the ocean cavity is vertically coherent, with small vertical 
velocities in the area of the Dominant Gyre. Outside the gyre the vertical flow 
is dominated by the buoyancy effects, particularly in the south of the domain 
and around the Central Grounded Zone where melt rates are high. 
The part of the circulation of most interest is the flow across the ice front. To 
identify the processes taking place at the ice front the paths of several pseudo-
lagrangian tracers were determined. The initial positions of the tracers are one 
model row to the north of the ice front . These are shown in Figures 7.8 and 
7.9. The tracer paths agree with the streamfunction (Figure 7.7) , in that there 
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Figure 7.8: Pseudo-lagrangian tracer paths viewed from above the model do-
main. The tracers are released one model row north of the ice front on a-levels 
2 (magenta), 6 (red), 9 (green) and 12 (blue). The dotted line indicates the 
position of the ice front. 
is a broad area of inflow in the eastern side of the domain while the outflow 
is constrained to the western side. The tracer paths highlight which part of 
the open ocean circulation is interacting with the ocean cavity. At the deepest 
initial tracer layer (a-layer 12), all the tracer paths, except those released in the 
outflow region, run into the ice shelf cavity. At intermediate depths, reflected 
by the release of tracers in a-layer 9, the cross-boundary flow is mixed with 
some tracer paths running into the ocean cavity. In Figure 7.9 only the tracer 
paths deeper than the ice shelf draft are able to enter the ocean cavity. This 
restricts the tracers released in a-layers 2 or 6 from flowing under the ice shelf. 
Outside of the ice shelf cavity both these layers are at depths less than the ice 
shelf draft. Hence the water masses flowing into the ocean cavity are derived 
from the deep waters on the shelf off the ice front. 
In Figures 7.10 and 7.11 several temperature cross-sections are shown. The 
locations of the cross-sections are presented in Figure 7.6. The cross-sections 
shown in Figure 7.11 are taken in identical locations to the temperature cross-
sections shown in Chapters 5 and 6. The cross-sections shown in Figures 7.lOa 
(Section A') and 7.lOb (Section B') are extensions of Sections A and B to include 
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Figure 7.9: Pseudo-lagrangian tracer paths from the east of the domain. The 
tracers are released one model row north of the ice front on a-levels 2 (magenta) , 
6 (red), 9 (green) and 12 (blue). The ice shelf draft shown is the mean zonal 
draft, and the bathymetry is the zonal maximum. 
the open ocean. 
At the northern end of Sections A' and B' the warm waters off the shelf 
break have formed from the assimilation of the FISHOG data set into the 
model domain and from the tracer boundary conditions along the northern 
boundary. This can be seen by comparing these figures with those in Figure 
7.5. The temperature structure off the shelf is, however, different from that in 
the assimilation data sets. In the model the water adjacent to the continental 
slope is homogeneous and well mixed, reflecting circulation on the slope. In the 
assimilation data sets the waters warmer than -0.8°C are below the level of the 
shelf break, and do not encroach onto the northern portion of the continental 
shelf. In the model these warmer waters are located higher in the water column 
and on the shelf. 
In Section D (Figure 7.lOc) and in the continental shelf parts of Sections 
A' and B', the temperature structure in the EXDOMF360 run bears little re-
semblance to the temperature structure in the assimilation data set. The most 
significant difference is the presence in the model runs of a layer of warm water 
at the bottom of the water column. This is warmer than found in the assimila-
tion data sets. The other noticeable difference is the lack of warm water at the 
top of the water column. In the assimilation data set this is present in Section 
D, and adjacent to the ice front in Sections A' and B'. 
In Section D the model does not reproduce either of the areas of water cooler 
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Figure 7.10: Temperature cross-sections for the EXDOM-y=360 run. a) Section 
A', b) Section B' , c) Section D. The locations of the cross-sections is shown in 
Figure 7.6. The dotted lines indicate where the cross-sections intersect. 
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Figure 7.11: Temperature cross-sections in the ocean cavity for the 
EXDOM-y=360 run. a) Section A in the ocean cavity, b) Section B in the c) 
Section C. The locations of the cross-sections is shown in Figure 7.6. The 
dotted lines indicate where the cross-sections intersect. 
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than -l.8°C found in the section. The model does produce an area of warmer 
water on the western end of Section D, although the temperature of that water 
is approximately 1°C cooler than in the assimilation data set. 
In the ice shelf cavity cross-sections (Figure 7.11), the temperatures are 
much warmer than were found for the studies done in Chapter 5. The structure 
of the water columns is similar. Each of the three sections is topped by a melt-
water layer below which the water column is stratified with increasingly thick 
layers of warmer water, except near the bottom. Here, in the part of the cavity 
where circulation is weakest, there is an area with the warmest waters. The 
circulation processes which form the water column structure are similarly to 
those discussed in Chapter 5. 
7.2.2 The effect of assimilation 
The assimilation time scale ( 'Y) affects the tracer distribution and the circula-
tion. The general trend with the decrease in the assimilation time scale is for 
the gyres which are present in each model run to strengthen. This can be seen 
from the streamfunctions for the EXDOM1 = 100 and EXDOM1 = 5o runs, which 
are shown in Figures 7.12 and 7.13, respectively. The gyres effected by this are 
the Dominant Gyre and the Southern Gyre. The strengthening of the Dominant 
Gyre is uneven; the Prydz Bay Gyre increases by a larger amount. 
In the EXDOM1 = 360 run the part of Dominant Gyre within the ocean cav-
ity is almost separate from the Prydz Bay Gyre. In the EXDOM1= 5o and 
EXDOM1=100 runs the two parts are closely connected. This closer connec-
tion can be seen by the increase in streamfunction contours which encircle 
both centres of the Dominant Gyre. The stronger connection between the two 
parts of the Dominant Gyre also increases the flow across the ice front. In 
the EXDOM1= 360 run the inflow and outflow mass transport components were 
0.93 Sv each, in the EXDOM1= 10o and EXDOM1=50 runs these increase to 
1.34 Sv and 1.77 Sv, respectively. 
The change in the circulation inside the cavity moves the centre of the main 
gyre away from the ice front, where it was found in the EXDOM1=36o run, to 
nearer the Central Grounded Zone (Figure 7.13). 
The most noticeable change in the domain between the different assimilation 
runs is the development of different gyre systems off the shelf break (north of 
rv67°S). The gyres which form are all most likely artifacts of the position of the 
boundary wall and the location of the shelf break. 
The temperature and salinity both change with the reduction in the assim-
ilation time scale from 360 days. The temperature and salinity structures are 
very similar for the EXDOM1=5o and EXDOM1=10o runs. The temperature 
fields for Sections A', B' and D for the EXDO M1=50 run are shown in Figure 
7.14, and the temperature fields for Sections A, B and C are shown in Fig-
ure 7.15. The change in the open ocean part of the domain is related to the 
stronger forcing on the tracer evolution equation (Equation 7.1). This results in 
the waters north of the shelf break becoming slightly warmer (D.T....., 0.05°C), 
and the deeper waters more saline (D.S ....., 0.05 PSU). On the shelf the upper 
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Figure 7.12: Vertically integrated streamfunctions for the EXDOM7= 10o run. 
The circulation is clockwise about positive values. The dotted line indicates 
the position of the ice front. 
waters, those shallower than the ice shelf draft, freshen and warm, in contrast 
the deeper waters cool slightly. 
There is a notable exception to these generally small changes. This is at the 
western end of Section D, where for the EXDOM7= 5o run (Figure 7.14c) the 
temperature increases by rv0.7°C from the EXDOM7= 360 run. This is a result of 
the increased strength of the assimilation, and that the area where this occurs 
is characterised by weak circulation. The circulation is weak in this part of the 
domain, because the deep part of the basin is constrained by Cape Darnley to 
the east, Fram Bank to the North, and the model's western boundary. 
The other distinct feature in Section D is the appearance of an extensive 
core of cold water. The core is generated partly from cold water advected north 
in the Prydz Bay Gyre, and partly by the assimilation of ISW and similar water 
masses. It is these processes which place the coldest part of the core on the 
western side, the same location as it is found in the assimilation data set (Figure 
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Figure 7.13: Vertically integrated streamfunctions for the EXDOM-y=SO run. 
The circulation is clockwise about positive values. The dotted line indicates 
the position of the ice front. 
7.5c). The east-west extent of this cold core is also the result of advection by 
the gyre, as this temperature cross-section bisects both the northerly flow along 
the east coast of Cape Darnley and part of the southeasterly flow along the side 
of Four Ladies Bank. 
In the ocean cavity the temperature changes are about the same size as 
those seen in the open ocean part of the domain. The temperature structure 
changes markedly between the EXDOM-r=360 run (Figure 7.11) and the other 
assimilation runs (Figure 7.15). The two most noticeable trends are a thickening 
of the intermediate layers and a general cooling of the water. These trends result 
in a generally homogeneous layer at intermediate depths. At the top there 
is a thin melt-water layer, and below there are the warmest waters that are 
separated by a sharp gradient from the intermediate waters. There are some 
exceptions to the general trend, in particular the appearance of temperature 
inversions in all three cross-sections. The temperature inversions are formed by 
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Figure 7.14: Temperature cross-sections for the EXDOMF50 run. a) Section 
A' , b) Section B', c) Section D. The locations of the cross-sections is shown in 
Figure 7.6. T he dotted lines indicate where the cross-sections intersect. 
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Figure 7.15: Temperature cross-sections in the ocean cavity for the EXDOM1'=5o 
run. a) Section A in the ocean cavity, b) Section B in the c) Section C. The 
locations of the cross-sections is shown in Figure 7.6. The dotted lines indicate 
where the cross-sections intersect. 
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Figure 7.16: Vertically integrated streamfunctions for the EXDOMbasic run. 
The circulation is clockwise about positive values. The dotted line indicates 
the position of the ice front. 
water masses with similar densities but different temperatures, being advected 
from the open ocean into the cavity. The inversions come in on the eastern side 
with the inflow and are advected around the cavity. This is a process also seen 
in two of the cavity model runs (AISp-u and AISpa111 ). 
In Section B (Figure 7.15b) the waters closest to the grounding line are 
substantially cooler and appear to extend further to the north. These same 
waters also appear on the western side of Section C (Figure 7.15c) , indicating 
that the melt-water formed near the southern grounding line is following the 
horizontal circulation and flowing towards the ice front on the western side of 
the cavity. 
To test the effectiveness of the assimilation scheme in the previous model 
runs, the model is run without the assimilation scheme. This changes Equation 
7.1 by removing the final term, i.e., it reverts to its previous form (Equation 
4.9). With no assimilation scheme only the surface boundary condition, and 
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the northern boundary condition influence the temperature and salinity. This 
model is labelled EXDOMbasic· 
The horizontal circulation shown by the vertically integrated streamfunction 
in Figure 7.16, has noticeable differences from the circulation in the runs with 
assimilation. In this run the Prydz Bay and Main Gyres are largely separate 
gyres. This influences the mass transport across the ice front. It reduces from 
0.93 Sv in the EXDOM7= 360 run to 0.72 Sv, for each of the inflow and outflow 
components. The Main- Gyre retains a shape similar to that seen in the other 
extended domain model runs, with the strongest part of the circulation again 
between the ice front and the Central Grounded Zone. 
The temperature cross-sections for the EXDOMbasic run are shown in Figures 
7.17 and 7.18. Comparison of Sections A' (Figure 7.17a) and B' (Figure 7.17b) 
with the corresponding figures from the EXDOM7= 360 run (Figure 7.10) or 
the EXDOM7=5o run (Figure 7.14) shows the differences in the temperature 
structure increase with distance north from the ice front. On the shelf the 
temperatures in Sections A', B' and D (Figure 7.lOc) are similar to those found 
in the assimilation runs, with the exception of the western end of Section D. 
Here the bottom temperatures, which are markedly warmer in the assimilation 
runs, are close to the surface freezing point. This makes the whole of this part 
of the water column homogeneous. 
The temperatures in the deep ocean part of the domain are different from 
those in any of the assimilation runs. The water here has properties close 
to those in the assimilation runs, because the northern boundary conditions 
are still restoring warm waters along this boundary. The warm core of water 
near the northern boundary in Section A' found on all the assimilation runs 
is no longer present. It is replaced by a series of stratified layers with lower 
temperatures and steep isotherms separating the layers. 
The temperatures within the ocean cavity, along Sections A (Figure 7.18a) 
and Section C (Figure 7.18c), in the EXDOMbasic run are similar to those in 
the EXDOM7 = 360 run (Figure 7.11). There are some changes along Section B 
(Figure 7.18b), most noticeably in the south of the domain where warmer water 
fills most of the basin adjacent to the southern grounding line. This reduces 
the thickness of the melt-water layer adjacent to the ice shelf over most of the 
southern part of the section. 
The use of the assimilation scheme clearly impacts on the temperature and 
salinity found in the open ocean part of the model domain. Shortening the 
assimilation time scale increases the similarity between the assimilation data 
set and the model results. However, it was found the assimilation time scale 
( 'Y) could not be shortened to less than 30 days, because the model then became 
unstable. 
Even at short time scales, there are two areas of the water column where the 
assimilation scheme made little impact. These are on the shelf at the top and 
the bottom of the water column. At the top of the water column the warm water 
found in the assimilation data set (Figure 7.5) close to the ice front in Sections 
A' and B' and in Section D, does not appear in any of the assimilation model 
runs. At the bottom of the model water column the water is much warmer than 
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Figure 7.1 7: Temperature cross-sections for the EXDOMbasic run. a) Section 
A' , b) Section B', c) Section D. The locations of the cross-sections is shown in 
Figure 7.6. The dotted lines indicate where the cross-sections intersect. 
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Figure 7.18: Temperature cross-sections in the ocean cavity for the EXDOMbasic 
run. a) Section A in the ocean cavity, b) Section B in the c) Section C. The 
locations of the cross-sections is shown in Figure 7.6. The dotted lines indicate 
where the cross-sections intersect. 
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Figure 7.19: Vertically integrated streamfunction for the EXDOM7 =o run. The 
circulation is clockwise about positive values. The dotted line indicates the 
position of the ice front. 
in the assimilation data sets. In both of these areas the assimilation scheme 
has been less successful. A problem which appears to be inherent in the model. 
A possible explanation for the difference at the top of the water column is the 
choice of surface boundary condition. Currently, this will cool and freshen the 
top of the water column, if water warmer than surface freezing is present. 
7. 2. 3 The effect of the wind stress field 
The general structure of the circulation in Prydz Bay is similar in all the as-
similation models and the EXDOMbasic run. To investigate if this similarity is 
the result of the wind forcing regime used in all of these model runs, two ex-
periments are presented with reduced wind stress fields . In the first experiment 
the wind stress is reduced by half (EXDOM17 ) , and the second has no wind 2 
stress field (EXDOM7 = 0). In both these experiments weak assimilation is used 
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( 'Y = 360 days). 
In both experiments the circulation does not change significantly. This 
can be seen by comparing the streamfunction for the EXDOMr=O run (Figure 
7.19), with the streamfunction from the EXDOM'Y=360 run (Figure 7.7). There 
is a small decrease in the maximum circulation in the Prydz Bay Gyre in the 
EXDOMr=O run. The circulation north of the Prydz Bay Gyre also changes, but 
the extent of the change is similar to that seen between the different assimilation 
runs, as discussed earlier. 
The temperature and salinity structure in the EXDOM17 , EXDOMr=O, and 2 
EXDOM'Y=360 runs is similar. There is a slight warming in the deepest waters 
within the ocean cavity ( rvO.l °C). The salinity fields do not show any change 
in the same location. In the open ocean the differences are similar between 
the model runs. This is not surprising since the temperature and salinity are 
being assimilated at the same rate as in the EXDOM'Y=360 run, and with a 
similar circulation the effects of the advection and diffusion terms in the tracer 
evolution equation will be similar. 
The results from both experiments indicate the strength of the applied wind 
stress in the model does not significantly influence the circulation in Prydz Bay, 
although the assimilation of hydrographic data throughout the domain will give 
some consistency with the winds prevailing during the period of the FISHOG 
observations. 
7.2.4 Modification of the assimilation data set 
The warm cavity temperatures in all of the model runs presented so far suggests 
the assimilation data set may be biased by the constant summer forcing, from 
when the FISHOG observations were collected. The previously presented model 
runs also appear to be producing warm water near the bottom of the water 
column along the ice front. 
To see if the effects of the overly warm water on the ice shelf cavity tem-
peratures can be reduced, the assimilation is cooled. The temperature on all 
levels is reduced by 0.5°C, except where this would reduce the water below 
the salinity dependent surface freezing temperature, where instead the surface 
freezing temperature is used. This method of changing the temperature should 
have a minimal impact on the density structure as it mostly dependent on the 
salinity, which is kept constant. There are, however, some slight shifts in local 
density gradients. 
In this experiment, labelled EXDOMcooh the assimilation time scale is kept 
at 'Y = 360 days and the wind stress regime shown in Figure 7.3 is used. 
In the horizontal circulation, shown by the vertically integrated streamfunc-
tion (Figure 7.20), there are two important changes in the circulation. The first 
is the weakening of the circulation in the open ocean on the shelf in comparison 
to that seen in the other models runs. The second is that the circulation to 
the north of the shelf break has formed a single gyre with a transport greater 
than the Dominant Gyre. This second change is not a major concern as it 
is unlikely the circulation in this part of the domain will be realistic, due to 
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Figure 7.20: Vertically integrated streamfunction for the EXDOMcool run. The 
circulation is clockwise about positive features . The dotted line indicates the 
position of the ice front. 
the topographic constraints imposed by the continental slope and the model 
boundaries. 
In the EXDOMcooI run both parts of the Dominant Gyre are weaker than 
in the EXDOM,,=360 run. Despite the reduction in the strength of the stream-
function, the connection between the two parts of the gyre is still significant. 
This connection means the transport across the ice front is still stronger than in 
the EXDOMbasic run. In the EXDOMcool run the respective transports for the 
inflow and outflow components are 0. 78 Sv, less than in the other assimilation 
scenarios, but still greater than the EXDOMbasic run. 
In Figures 7.21 and 7.22 the temperature cross-sections for the EXDOMcooI 
model run are shown. In all three of the sections shown in Figure 7.21 the 
surface waters have not changed significantly this suggests the temperature of 
the surface waters is strongly controlled by the surface boundary conditions. In 
the deeper water there are changes in the temperature found in the EXDOMcool 
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Figure 7.21: Temperature cross-sections for the EXDOMcool run. a) Section 
A' , b) Section B' , c) Section D. The locations of the cross-sections is shown in 
Figure 7.6. The dotted lines indicate where the cross-sections intersect. 
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Figure 7.22: Temperature cross-sections in the ocean cavity for the EXDOMcool 
run. a) Section A in the ocean cavity, b) Section B in the c) Section C. The 
locations of the cross-sections is shown in Figure 7.6. The dotted lines indicate 
where the cross-sections intersect. 
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run from the EXDOM'Y=360 run. In Sections A' (Figure 7.2la) and B' (Figure 
7.21b) the deep waters north of the shelf break have changed by approximately 
the same amount as the change in the assimilation data set (cooling of 0.5°C), 
for the same sections in the EXDOM'Y=360 run (Figure 7.10). 
On the shelf the temperature changes at the bottom of the water column are 
also similar in magnitude to the change in the temperature in the assimilation 
data set. The exception to this trend is at the bottom on the western side of 
Section D (Figure 7.21c), here the temperature change is a cooling of rv0.2°C. 
The remainder of the water column is cooler by rv0.4°C. The most important 
feature on the temperature structure on the shelf can be seen in Section D. 
The intermediate waters in the shelf form a cold core, which appears biased 
towards the western or outflow side of the ice shelf. It is difficult to attribute 
the formation of all this cold water to outflow from the ice shelf, but given 
the weak assimilation used, it is probably the dominant contributer to the cold 
core. 
In the cavity under the ice shelf, where no assimilation is applied, the changes 
in the temperature in the assimilation data have a marked impact. In all three 
sections in the cavity the water away from the ice shelf is cooler, with the 
warmest waters close to the ice front cooling by rv0.5°C. In the interior of the 
cavity the bottom of the water column cools by rv0.3°C. 
The change in the temperature has a marked impact on the structure of 
the water column, as the temperature gradient between the ice shelf and the 
warmest inflow water decreases. In Section A (Figure 7.22a) the most signif-
icant change is the disappearance of the steep gradient in the isotherms near 
the ice front. This is characteristic of a change from a melting regime which 
was seen in the EXDOM'Y=360 run, to a freezing regime in the EXDOMcooI run. 
In Section B (Figure 7.22b) the cooling changes the structure in the northern 
half of the section, where the temperature of the intermediate depths is gener-
ally homogeneous. In Section C (Figure 7.22c) the water column is also more 
homogeneous, although the east-west gradient in the isotherm remains. This is 
a product of the cooler waters from near the southern grounding line flowing 
out through the eastern side of the Main Gyre. 
Cooling the assimilation data set by 0.5°C has a noticeable impact on the 
temperatures both in the cavity and in the open ocean. The changes in the ice 
shelf cavity are of particular importance, since the temperatures found in the 
EXDOMcool run are closer to those found in the cavity model runs, but they 
are still warmer by rvO.l °C. 
7.3 Comparison of model results with observa-
tions 
In the previous section the results from several model runs were discussed. In 
this section the model run results are compared with observations in Prydz Bay. 
The temperature and salinity are first compared over the open ocean domain. 
This is followed by a comparison between the mass transport in the model and 
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Figure 7.23: RMS differences between the model and the assimilation data set. 
a) temperature and (b) salinity. The solid line is from the EXDOMbasic run, 
the dashed line is from the EXDOM7=360 run, the dash dot line is from the 
EXDOM1 =10o run, the dotted line is from the EXDOM7=50 run, and the solid 
line with dots is the EXDOMcool run. 
the transport through several CTD sections, and a comparison between the 
model velocities and current meter observations. 
7.3.1 Temperature and salinity distribution 
To compare the model results with ocean observations, the data set used in 
the assimilation scheme is utilised. This is used as a proxy for comparing the 
model results with the FISHOG data set, as it has the advantage of being able 
to be used in point by point comparisons over all of the open ocean domain. 
In addition, comparing the model with the assimilation data set allows the 
effectiveness of the assimilation scheme to be quantified. 
To compare the model results and assimilation data the differences between 
the model results and observations were taken. The root-mean-square (RMS) 
differences and the mean differences were calculated for each of the model runs. 
The results for each model a-level are presented in Figure 7.23 for the RMS 
differences and Figure 7.24 for the mean differences (model minus observa-
tions). The results for the EXDOM1 7 and EXDOMr=O runs have not been 
included, as the RMS and mean diff~rences are similar to the EXDOM1 =36o 
run. The difference between the assimilation data set and the model results 
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Figure 7.24: Mean differences between the model and the assimilation data set. 
a) temperature and (b) salinity. The solid line is from the EXDOMbasic run, 
the dashed line is from the EXDOM-y=360 run, the dash dot line is from the 
EXDOM-y=lOO run, the dotted line is from the EXDOM-y=SO run, and the solid 
line with dots is the EXDOMcool run. 
for the EXDOMcool run is found using the cool assimilation data set which was 
used in the EXDOMcool run. 
In the assimilation runs and the EXDOMbasic run the best agreement (mini-
mum RMS difference) for both the salinity and temperature was found between 
a-layers 4 to 8. Below this the salinity differences are much smaller than the 
temperature differences. 
The mean differences for all the assimilation runs are very similar between 
a-levels 4 and 14 (Figure 7.24). The model temperatures are warmer by ""0.1°0. 
The difference in the salinity is much smaller with almost no variation. This 
contrasts with the EXDOMbasic run where the mean model temperatures are 
cooler by ""0.3°C. 
In the EXDOMcool run there is little difference in both the RMS and mean 
difference in the assimilation of the salinity from the other model runs. The 
change in the temperature in the assimilation data set (cooling by 0.5°C) does 
change the effectiveness of the assimilation scheme. For the EXDOMcool run the 
assimilation of temperature into the model is worse in the lower layers than in 
the EXDOM-y=360 run. The mean difference in each layer has the model warmer 
by ""0.2°C in the lower layers. 
The poor agreement in the upper layers of the model is most likely to be 
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Figure 7.25: Temperature (°C) and salinity (PSU) difference fields between the 
EXDOMF360 run results and the assimilation fields, for a) temperature on a-
level 8, b) salinity on a-level 8, c) temperature on a-level 12, and d) salinity on 
a-level 12. For each figure only the open ocean part of the domain is shown. 
from poor representation of processes occurring at the surface, in particular 
the simple parameterisation for heat and salt flux at the surface boundary 
between the atmosphere and the ocean. The mean differences shown in Figure 
7.24 indicate the model temperatures in the upper layers are too cold and the 
model salinities are too saline. This suggests there is some conflict between the 
assimilation scheme and the model surface boundary conditions. 
The results shown in Figures 7.23 and 7.24 do not indicate the spatial vari-
ation of the difference between the model results and the assimilation data set. 
In Figure 7.25 the differences between the model results and the assimilation 
field are shown for both temperature and salinity on a-levels 8 and 12 for the 
EXDOM,,=360 run. These levels are chosen as they lie in the range of a-levels 
on which interaction with the ocean cavity is found . 
On each a-level the largest differences in both temperature and salinity 
occur in the same locations, suggesting the same processes are affecting the 
temperature and salinity differences. On a -level 8 (Figures 7.25a and 7.25b) 
the largest positive difference, i.e., model results are warmer or saltier than 
observations, occurs over the Four Ladies Bank. The largest negative difference 
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in both the temperature and salinity occurs along the western boundary of 
the model. This is most likely related to the inability of westward flowing 
currents to leave the model domain. On a-level 12 (Figures 7.25c and 7.25d) 
the largest negative difference is also on the western boundary, but it is instead 
constrained to the south of Fram Bank and west of Cape Darnley. The largest 
positive difference is on the Four Ladies Bank, although on the northern side 
the difference field has a sharp gradient in the same location as the continental 
slope. 
The consistently large differences over the Four Ladies Bank appear to be 
related to the bathymetry. There are two likely reasons for the large differences, 
these are: the shallower bathymetry, as this could be more easily effected by the 
parameterisation of the surface boundary conditions; and the excessive mixing 
of shelf and off shelf waters in this region 
Close to the ice front there are differences in the two levels. Both the 
temperature and salinity on a-level 8 are homogeneous along the ice front. The 
model temperature is "'0.1°C warmer than the assimilation data set; the salinity 
is fresher by "'0.05 PSU. In contrast a-level 12 has a distinct difference between 
the east and the west, with the division at approximately 72°E. This is about 
where the streamfunction (Figure 7.7) suggests the division between inflow and 
outflow lies. The temperature difference on the eastern side is rv0.3°C. On the 
western side there is almost no difference between the model results and the 
assimilation data set. The salinity difference has the same trend along the ice 
front, on the eastern side it has a difference of "'-0.025 PSU, and on the western 
side the difference is "'-0.075 PSU. 
The pattern of behaviour of the temperature and salinity differences be-
tween a-level 8 and a-level 12 along the ice front can be attributed to a greater 
production of ISW in the model than the observations would suggest. An in-
crease in the production of ISW under the ice shelf could only be removed by an 
increase in velocities, an increase in the thickness of the ISW layer as it leaves 
the ice shelf, or a combination of both. A thicker ISW layer in the model would 
lead to negative differences between the model temperature and salinity and 
the assimilation data set on deep model layers. No difference would necessarily 
be found on the shallower layers as ISW outflow is anticipated there. 
In Figure 7.26 the temperature and salinity on the a-levels which interact 
with the ocean cavity are shown (a-levels 5 to 14) for each of model runs, 
EXDOM1=36o, EXDOM1=100, EXDOM1=5o, and EXDOMcool· In each TS-
plot in the figure there are substantial differences between the model results 
and the observationally based assimilation data set. The EXDOM1 = 5o and 
EXDOM1=100 runs appear to have been more successful in reproducing the dis-
tribution of water masses close to the ice front. In the temperature and salinity 
plots for these runs (Figures 7.26b and 7.26c) the model results appear to be 
offset from the observations. In comparison the temperature and salinity distri-
butions for the EXDOM1 = 360 run (Figure 7.26a) show no clear relation to the 
observation data set, nor do they contain the saltiest and coldest water in the 
observation data set. 
In Figure 7.26d, where the comparison between the EXDOMcool results and 
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Figure 7.26: Temperature-salinity plots showing the assimilation (red) and 
model results (blue) for o--levels 5 to 14 in the three model rows north of the ice 
front. a) EXDOM-y=3so , b)EXDOM-y=100, c) EXDOM-y=50, and d) EXDOMcool · 
Note the original assimilation data set is shown in d) rather than the modified 
assimilation data set used in the model run. 
the assimilation data is shown, the original assimilation data set is shown rather 
than the cooled assimilation data set used in the EXDOMcool run. One of the 
reasons for cooling the waters in the assimilation data set in the EXDOMcool run, 
was to try and produce waters along the ice front which were closer to those 
found in the observational data set. The comparison shown in Figure 7.26d 
shows the water along the ice front is both cooler and saltier than that found 
from decreasing the assimilation time scale. However, the range of temperatures 
along the ice front is less , with no water greater than surface freezing found in 
the EXDOMcool temperatures. The water masses found at the ice front may 
therefore be indicative of winter conditions. 
7.3.2 Currents 
In their analysis of the FISHOG data set, Wong et al. [1998] found three dis-
tinct east-west current systems in the region covered by the present model 
domain. These current systems were found by calculating the east-west trans-
port through the north-south FISHOG CTD transects (Figure 3.1) . Along the 
continental slope there is a westward flowing current with a transport of rv0.23 
Sv. On the continental shelf they found a westward flowing current between 
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Table 7.1: Transport estimates for the coastal current. The westward transport 
is in 8verdrups, where 1 8v = 1 x 106 m3s-1. 
Transect 
Wong et al. [1998] 
EXDOM7 =36o 
EXDOM7 =100 
EXDOM7=5o 
EXDOMbasic 
EXDOMT=O 
EXDOMcoo1 
B (78°E) 
0.2 
0.4 
0.6 
0.6 
0.3 
0.4 
0.4 
C (75.5°E) 
0.8 
1.2 
1.7 
2.0 
0.9 
1.1 
1.1 
D (73°E) 
1.0 
0.5 
0.5 
0.4 
0.5 
0.3 
0.3 
E (70.5°E) 
0.2 
-0.2 
-0.3 
-0.3 
-0.1 
-0.2 
-0.1 
the coast and 68°8. Also on the shelf, but between 66.5°8 and 68°8 they found 
an eastward flowing current, which with the coastal current formed the Prydz 
Bay Gyre. Wong et al. [1998] made no estimates of the transport in the Prydz 
Bay Gyre, or the transport of the eastward current on the shelf. They did make 
several estimates of the transport of the westward flowing coastal current. The 
transports through the four sections which lie in the model domain are shown 
in Table 7.1, along with the transports along the same sections from the model 
runs. 
The transports from the model runs, which are shown in Table 7.1, are 
calculated by finding the maximum transport closest to the coast along the 
latitudes for each transect. In calculating the transport on Transects C, D, and 
E, it was assumed that the transport at the ice front was zero. This is the 
assumption made by Wong et al. [1998] in their calculations. On Transect B 
the transport at the coast is referenced to zero by the boundary conditions. 
The two most noticeable discrepancies between the model results and the 
transport calculations of Wong et al., are the shift of the maximum transport 
from being on Transect D to Transect C, and the sign change in the transport 
on Transect E. The discrepancy in the transect with the maximum transport 
is most likely because the bulk of the flow under the ice shelf occurs between 
Transects C and D (see for example Figure 7.13). The calculation of the trans-
port along Transect E, which lies between the ice front and Cape Darnley, is 
complicated by the proximity of the transect to the coast. Another factor likely 
to skew any calculation of the transport along Transect E is that most of the 
transport in the model in the region of the transect is north-south rather than 
east-west (see for example Figure 7.13). 
To calculate the transport in the current along the continental slope, the 
difference in the streamfunction between the 800 m and 1600 m isobaths was 
calculated. These contours were chosen as they both occur only on the shelf 
slope and approximately define the top and bottom of the slope. In the different 
model runs a consistent slope current was not found. This is largely because 
of the variations in the gyres structure to the north of the shelf break. In two 
model runs (EXDOMbasic and EXDOM7=100) there is a consistent current with 
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Table 7.2: Current meter monthly statistics for February and March 1985 
[Hodgkinson et al., 1988]. The mean is shown with the standard deviation 
in parenthesis. Mooring A was situated at 66. 77°S 72.95°E and Mooring B at 
68.52°S 76.49°E (Figure 7.2). 
February March 
Depth (m) Speed (cms-1) Direction (0 ) Speed( cms-1) Direction (0 ) 
Mooring A 
117 17.3 (7.9) 210 (71) 14.2 (6.3) 215 (71) 
263 16.8 (7.3) 219 (100) 14.6 (6.1) 217 (101) 
472 17.0 (7.0) 226 (96) 14.3 (6.8) 215 (100) 
Mooring B 
150 6.2 (3.8) 150 (85) 5.7 (3.3) 146 (85) 
296 4.3 (2.3) 125 (72) 4.4 (2.7) 126 (59) 
487 4.5 (2.9) 168 (98) 5.8 (3.4). 142 (94) 
640 4.7 (3.1) 200 (77) 6.5 (4.0) 145 (77) 
a similar magnitude (0.23 Sv) to that reported by Wong et al. [1998], however, 
it flows in the opposite direction. In the other model runs a westward transport 
between the western boundary and the sill between the Four Ladies and Fram 
Banks which peaks at rv0.2 Sv was found. To the east of the sill the transport 
was eastward at up to rv0.5 Sv. 
Three sets of current meters have been successfully deployed and retrieved 
in Prydz Bay [Hodgkinson et al., 1988, 199la, 1991b]. The current meters were 
deployed from January 1985 to January 1986 [Hodgkinson et al., 1988], from 
January 1986 to February 1987 [Hodgkinson et al., 1991a], and March 1987 
to February 1988 [Hodgkinson et al., 199lb]. In most cases moorings were re-
deployed in approximately the same location as the previous deployment. This 
allows the current meter results from the successfully retrieved meters to be 
formed into two groups by their location. Within each location the current 
meters showed the same trend in speed and direction between the different 
deployments, so here only the results from February and March 1985 are con-
sidered. At this time Mooring A was situated at 66. 77°S 72.95°E, and Mooring 
B was situated at 68.52°S 76.49°E. The locations of the moorings relative to 
the bathymetry are shown in Figure 7.2. 
Summary statistics are shown in Table 7 .2 for the current meters on each 
mooring for February and March 1985. At both moorings the current me-
ters show reasonable agreement for speed and direction over all depths for 
both months. This suggests the velocity at each current meter site is essen-
tially barotropic. Hence the barotropic velocities from the model can be easily 
compared with the mean speed and direction from the current meters. The 
barotropic velocity components in the model are found from the derivative of 
the streamfunction (Equations 4.23 and 4.24). The speeds and directions for 
several model runs are presented in Table 7.3. Also shown are the mean speed 
197 
Table 7.3: The barotropic velocity at the current meter sites A and B. The 
mean observations are derived from Table 7.2. Direction is found clockwise 
from true north. 
Mooring A Mooring B 
Speed (cms-1) Direction (0 ) Speed( cms-1) Direction (0 ) 
Mean Ohs. 15.7 218 5.3 150 
EXDO M7 =36o 0.1 28 3.1 81 
EXDOM7 =100 0.5 121 4.5 83 
EXDOM7 = 5o 0.1 242 5.0 81 
EXDOMbasic 0.3 330 1.8 60 
EXDOMT=O 0.5 111 2.5 71 
EXDOMcool 0.8 119 2.7 78 
and direction for each mooring calculated over both months. 
The agreement between the model results and the observations at Mooring 
A is not favourable. The variation in the directions from the different model 
runs, and the low velocity suggests the mooring is located in an area of weak flow 
in the model domain. The observations, however, clearly indicate the current 
meter is situated in an area of strong consistent flow. Mooring A is located in 
the middle of the sill between Fram and Four Ladies Bank. This is in an area 
where the model is possibly giving unrealistic results because of the influence of 
the circulation off the continental shelf. The poor results from the comparison 
further support the concept that the results of the model north of the shelf 
break are unrealistic. 
The comparison at Mooring B is more favourable. The directions are within 
one standard deviation of the mean direction at each current meter, and the 
model speeds are comparable to those recorded by the current meters. Given 
the mooring is a series of spot measurements and that the model grid box area 
is still relatively large in comparison, this may be considered as fair agreement 
between the model and the current meter observations at Mooring B. 
7.4 Ice shelf basal mass balance 
Several estimates of the basal component of the ice shelf mass balance for the 
extended model runs discussed in this chapter are presented in Table 7.4. The 
format of the table is the same as for similar tables presented in previous chap-
ters. The majority of the ice mass loss rates from the ice shelf are much higher 
in the extended domain model, than for either previous modelling studies (ex-
cluding ocean warming scenarios), or from observationally based estimates. The 
exception to the results shown in Table 7.4 is the EXDOMcool run. It has values 
similar to those found for present conditions in other models. The net loss of 
ice in the EXDOMcooI run also falls within the range of values found by Wong 
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Table 7.4: Mass balance estimates for the extended domain model runs. 
Extended Mean Rates for Area of Mass Change Rates 
Model Freezing Melting Whole Melt Freezing Melting Net Loss 
Run Zone Zone (Loss) 
(EXDOM) (ma-1) (ma-1) (ma-1) (%) (Gta-1) (Gta-1) (Gta-1 ) 
1=360 0.60 1.81 1.44 84.7 4.2 70.2 66.0 
1=100 0.60 1.76 1.40 84.8 4.2 69.3 65.1 
1=50 0.63 1.84 1.46 84.4 4.6 71.3 66.7 
basic 0.56 1.79 1.41 83.8 4.2 68.9 64.7 
r=O 0.63 1.90 1.51 84.4 4.5 73.6 69.1 
cool 0.33 0.56 0.38 77.8 3.3 20.9 17.6 
Note: The total area of the ice shelf is 5.6 x 104 km2 • 
et al. [1998]. 
There are two factors acting for the increases in net ice loss from the ice shelf 
found in all the models shown in Table 7.4 except the EXDOMcool run. These 
are an increase in melting rates, and an increase in the area where melting 
occurs. Of these the increase in melting rates is the dominant effect. In the 
assimilation model runs where the waters in the cavity are cooler, e.g., the 
EXDOM7 ==5o run, the increased strength of the circulation compensates for the 
cooler temperatures, leading to the overall heat flux being similar. 
The impact of the increase in melting can be seen in Figure 7.27, which 
shows the melting and freezing rates in the ocean cavity for the EXDOM7 ==360 
run. The melting and freezing rates shown in this figure are typical of those 
for all the extended domain studies except the EXDOMcool run. The melting 
and freezing rates for the EXDOMcool run are shown in Figure 7.28. In both 
Figure 7.27 and Figure 7.28 there are two noticeable changes in the melting and 
freezing rates. The first is the increase in the melting rates around the Central 
Grounding Zone and to the south along the eastern grounding line. The second 
is the patch of melting along the ice front. In the EXDOM7 ==5o run the melting 
along the ice front accounts for 19 Gta-1 of net loss. In the ocean cavity models 
discussed in Chapter 5, any melting in these areas was usually very low (see for 
example Figure 5.20). 
The distinct difference in the melt rates between the EXDOMcool run and 
the other runs, shows that the melting rates at the ice shelf-ocean interface have 
been seriously impacted by the additional heat from the warmer water in the 
ocean cavity. 
7.5 Discussion and conclusions 
In the studies presented in this chapter the numerical model domain was ex-
panded to include Prydz Bay, part of the continental slope, and the abyssal 
plane to the north of Prydz Bay, in addition to the ocean cavity under the 
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Figure 7. 27: Melting ( +) and freezing (-) rates for the EXDO M-y=360 run in 
ma-1 . The bold contour denotes the boundary between melting and freezing. 
-5 -2 - 1 -0.5 -0.2 --0.1 0 0.1 0.2 0.5 1 2 5 10 
Figure 7.28: Melting (+)and freezing(-) rates for the EXDOMcool run in ma-1. 
The bold contour denotes the boundary between melting and freezing. 
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Amery Ice Shelf. The main aim of extending the model domain was to remove 
the requirement of specifying the exchange of mass, heat and salt at the ice 
front through boundary conditions on the cavity model. For this aim to be 
achieved the flow across the ice front, and the temperature and salinity on the 
open ocean side of the ice front generated by the model have to be realistic. 
The large scale circulation features in Prydz Bay appear to be reasonably 
well reproduced by the different models runs. The exception to this is the 
circulation to the north of the shelf break (rv67.0°S). Here the strong influence of 
the bathymetry on the circulation, and the proximity of the model boundaries, 
led to topographically restricted gyres which were not consistent with the known 
circulation in this region. This was made clear by comparing the model results 
to the current meter mooring (Mooring A) situated near the continental slope, 
and by comparing the slope current in the model with that calculated by Wong 
et al. [1998]. None of the model results agree well enough with either set of 
observations. 
On the shelf the circulation involved in the Prydz Bay Gyre appears realistic, 
although there is no observational data to confirm the circulation found on the 
outer part of the shelf. Close to the coast the model reproduced the westward 
flowing coastal current. The general strength and direction of the current in 
this part of the gyre had some consistency with current strength and direction 
observations from a mooring positioned at 68.52°8 76.49°E (Mooring B). In 
comparing the circulation with the analysis of Wong et al. [1998], it was noted 
the transect upon which the maximum transport was found was different in the 
model. Wong et al. found the maximum in the circulation along Thansect D 
(73°E), however, in all the model runs the maximum transport was found along 
Transect C (75.5°E). Despite the discrepancy with the results of Wong et al., 
the circulation close to the ice front appears to be consistent with observations. 
Comparison of the temperature and salinity between model results and ob-
servations at the ice front showed a marked difference. In Figure 7.26 the tem-
perature and salinity in the EXDOM-y=36o, EXDOM-r=100, and EXDOM-r=so 
runs, were shown to be warmer and fresher than the assimilation data set. The 
difference between the assimilation data set and the model results reduces with 
decreasing values of the assimilation time constant ('y). The change in the tem-
perature and salinity characteristics along the ice front markedly impacted on 
the temperature and salinity found in the ocean cavity. This was confirmed in 
the EXDOMcool run, where cooling the temperature of the assimilation data 
set by 0.5°C, or to the surface freezing point, changed the characteristics of 
the water masses along the ice front (Figure 7.26d). This in turn reduced the 
temperatures found in the ocean cavity. 
The warm waters at the bottom of the water column adjacent to the shelf 
are caused by the excessive mixing of the warm waters off the continental shelf 
into the waters circulating in the Prydz Bay Gyre. The movement of the warm 
Circumpolar Deep Water onto the shelf is driven by the anomalous circulation 
to the north of the continental shelf. The trapped gyres in this part of the 
domain cause the warm water to rise above the top of the continental slope (see 
for example Figure 7.14), where it is then able to mix more easily with the shelf 
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waters. 
The impact of the warmer and fresher waters in the EXDOM7=360 run, the 
EXDOM7=10o run, and the EXDOM7=5o run were seen in the mass balance 
estimates for the Amery Ice Shelf (Table 7.4). The net ice loss from these 
runs is outside the range of the mass loss estimated by Wong et al. [1998] 
and it is equivalent to the mass lost in an ocean climate warming of between 
2°C and 3°C, using the results found in Chapter 6. The net loss from the 
EXDOM7=360 , EXDOM7=100 , and EXDOM7=5o runs was significantly different 
from the mass lost from the EXDOMcool run, which was within the range of 
net basal mass loss estimated by Wong et al. [1998]. The mass loss in the 
EXDOM7=36o, EXDOM7=10o, and EXDOM-y=5o runs was similar (Table 7.4), 
despite a cooling of the water in the cavity with stronger assimilation. This 
occurred as the transport tended to increase, keeping the heat flux across the 
ice front constant. 
The results from the cooling of the assimilation data set in the EXDOMcooI 
run have an effect on the water column similar to what might be expected to 
occur in winter. This is because in winter extensive sea ice formation would lead 
to the formation of large amounts of cold and salty water on the continental 
slope as found in the EXDOMcool run. 
The lack of success of the assimilation scheme in generating the water masses 
observed in the FISHOG data set along the ice front, is the most likely reason 
for the inability of the model to realistically estimate the basal component of 
ice shelf mass balance. It appears it may be necessary to have sea ice and 
deep mixing for cooling the deeper water. To test this hypothesis three model 
runs with a simple sea ice model in place of the restoring boundary condition 
over the open ocean were later carried out. The results of these studies are 
presented in Appendix C. It was expected the introduction of a sea ice model 
would prevent the influx of warm Circumpolar Deep Water from off the shelf. 
This was not found to be the case, except when the extended domain model 
was run in a closed mode, with no heat or salt exchange across the northern 
boundary or assimilation of temperature or salinity. 
In other applications of this model to extended domains, both Grosfeld et al. 
[1997] and Grosfeld and Gerdes [1998] found basal mass loss rates which were 
consistent with ice shelves remaining in a steady state. In Grosfeld and Gerdes 
[1998] model domain, no abyssal ocean was included and the water masses 
present were no warmer than -l.9°C. Hence, it is unlikely that the model would 
evolve with large amounts of ice being melted at the base of ice shelf. Grosfeld 
and Gerdes found the amount of ice lost from the base of the ice shelf increased 
in their warming scenario, where they increased the temperature of the waters 
accessing the domain by 0.6°C. The increase in temperature increased the mean 
amount of melting found by Grosfeld and Gerdes from 0.35 ma-1 to 0.71 ma-1. 
In Grosfeld et al. [1997] one of the theoretical domains they considered in-
cluded an extensive abyssal ocean with a depth of 2000 m, which spanned a 
latitude range of 5°. In the abyssal ocean the water mass characteristics were 
similar to those found to the north of the shelf break in the model results 
presented here. However, instead of the warm water masses mixing on to the 
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continental shelf and warming the water interacting with the ocean cavity, two 
strong fronts on the continental shelf restricted the water masses which came 
into contact with the ocean cavity. These fronts appeared to be formed by 
strong vertical mixing, most likely convective adjustment, driven by salt rejec-
tion from the one-dimensional thermodynamic sea ice model used by Grosfeld 
et al. [1997] in that model scenario. 
Oceanographic observations under other ice shelves [e.g., Jacobs et al., 1979; 
Nicholls et al., 1991] indicate that HSSW is the significant water mass found in 
ocean cavities. There is little to suggest the ocean cavity under the Amery Ice 
Shelf should be any different. Hence the failure of the assimilation scheme in the 
extended domain model runs to generate HSSW or a similarly cold water mass 
at the ice front is of concern. The most l~kely reason for the models inability to 
produce the needed water masses arises from running the model in a summer 
only scenario. The warm water at the surface in the assimilation data set, will 
stop freezing occurring at the sea surface. With no freezing, cold saline waters 
do not form. This is supported by the EXDOMcool run. In the EXDOMcool run 
changing the temperature cooled the waters at the ice front, and reduced the 
mass loss from the ice shelf. 
Current meter deployments in the vicinity of Prydz Bay [Hodgkinson et al., 
1988, 1991a, 1991b] show seasonal variation in the temperature, but the small 
number of locations for the current meters and the lack of salinity observations 
makes extrapolating their trends to all of Prydz Bay difficult. To change the 
assimilation scheme from its summer only configuration, ocean observations in 
winter would be required. Ideally, these would have spatial coverage similar to 
the FISHOG observations. 
An alternative method of improving the model results is to modify the model 
boundary conditions. Two possible modifications are: changing the surface 
boundary condition, to reduce the production of cold and fresh water at the 
top of the water column, although something more than a simple sea ice model 
is needed (Appendix C); and removing the closed boundaries on the east and 
west sides of the open ocean domain, this could allow a more realistic flow to 
the shelf break to develop. The change to the model most likely to bring an 
immediate improvement is to move the northern boundary of the model on to 
the shelf. This could be done, so it does not impinge on the Prydz Bay Gyre. 
The benefits of this would be to remove the part of the domain where the warm 
waters to the north of the shelf are introduced. This should prevent warm water 
encroaching onto the shelf. 
One of the potential uses of the results from the extended domain model runs 
is to generate velocity and tracer fields at the ice front, which might be used to 
drive the cavity only model. Although the results presented in this chapter are 
not an accurate representation of the circulation in Prydz Bay, it is still possible 
to compare the results in the cavity from extended domain models with cavity 
model results. A preliminary attempt at this is presented in Appendix D. 
The results in this chapter provide some insight into the ocean circulation 
and interconnection between Prydz Bay and the ocean cavity under the Amery 
Ice Shelf. From the results it is clear further work is required to clarify the 
203 
movement of heat, salt, and mass between Prydz Bay and the ocean cavity. 
To improve the results of the extended domain model runs there are several 
possible options. These include changes to the model and modification of the 
assimilation data set by including additional observations. 
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Chapter 8 
Summary, conclusions and 
outlook 
Numerical models currently provide the principal approach for studying the 
ocean cavities under an ice shelf. In this study two models were used to simulate 
the ocean cavity under the Amery Ice Shelf, with the aim of describing the 
present ocean circulation and mass exchange with the ice shelf. In addition, a 
predictive study of the impact of ocean climate change on the ocean cavity and 
the basal mass balance of the Amery Ice Shelf has been presented. 
In the early chapters background information to the thesis was provided. 
This included a discussion of previous modelling studies of ocean cavities under 
ice shelves (Chapter 2), a summary of the oceanography of Prydz Bay and the 
glaciology of the Amery Ice Shelf (Chapter 3), and a description of the model, 
the boundary conditions used and the model domain (Chapter 4). 
The main results and analyses of the studies presented have been divided 
into three chapters. Two of the chapters (Chapters 5 and 7) focused on de-
scribing the present ocean circulation, the temperature and salinity distribu-
tion, and the mass exchange between the ice shelf and the ocean. The third 
chapter (Chapter 6) focused on assessing the impact of several different climate 
change scenarios on the mass balance of the Amery Ice Shelf, the distribution 
of temperature and salinity, and the ocean circulation within the ocean cavity 
under the Amery Ice Shelf. 
The main chapters have been supplemented by five appendices. In the first 
of these (Appendix A) details are provided on the method used to calculate the 
marine ice layer thicknesses. The second appendix (Appendix B) examined an 
alternative choice of boundary condition at the ice-ocean interface, and assessed 
what affect a different parameterisation of ice-ocean boundary conditions has 
on the temperature and salinity distribution and the basal mass balance. In 
Appendix C a simple sea ice model was introduced in the extended domain 
model, with the aim of generating realistic water masses within Prydz Bay. 
Two attempts to use results from an extended domain model run to drive a 
cavity only model were made in Appendix D. In the last appendix (Appendix 
E) a simple attempt was made to quantify the possible affect that an expansion 
of the ocean cavity to the south, under the Lambert Glacier, would have on 
melting and freezing within the model domain. 
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Two different model domains were used in the studies. In Chapters 5 and 
6, and Appendices B, D, and E the model domain was restricted to the ocean 
cavity under the Amery Ice Shelf. The flow in and out of the cavity was con-
trolled by the parameterisation of the boundary conditions at the ice front. In 
Chapter 7 and Appendix C the model domain was expanded to include Prydz 
Bay. The primary aim of using the extended model domain was to allow the 
flow between the ocean cavity and the open ocean to evolve in a manner com-
patible with the hydrographic data over the whole Prydz Bay region, rather 
than to be prescribed by boundary conditions at the ice front. 
8.1 Ocean Circulation 
The general pattern of the ocean circulation found under the Amery Ice Shelf 
was reasonably consistent in all the studies, but with some variation in the 
structure and in the strength of the circulation. Differences arose from vari-
ations in the flow across the ice front, and from the temperature and salinity 
distributions at the ice front. The different conditions at the ice front arose, 
either from the specification of boundary conditions, or from flow evolving at 
the ice front in the extended domain model. 
In the closed boundary, AISu,v=o, AISPv(Chapter 5), AIS')'=50Ts, AIS')'=50 
(Appendix D) and extended domain runs (Chapter 7 and Appendix C) the cir-
culation under the ice shelf was dominated by a single large cyclonic circulating 
gyre, which was named the Main Gyre (see for example Figure 5.6 or 7.12). In 
contrast the horizontal circulation in the AISw=o and AISp8w runs (Chapter 5) 
had two smaller gyres in the same area. These were a cyclonic Central Gyre to 
the south and an anticyclonic Northern Gyre (see for example Figure 5.9). 
The circulation in the remainder of the cavity was similar in both the cav-
ity domain runs and the extended domain runs. The flow across the ice front 
influenced the gyres south of the Central Grounded Zone, but only with re-
spect to the strengths of the gyres, not their direction or form. The similarity 
in the circulation was due to the strong influence which the topography had 
on the horizontal circulation. Both the Central and Main Gyres (depending 
on which boundary conditions were applied), and the Northeastern Gyre were 
topographically trapped on most sides, either by basins in the sea bed or ridges 
in the ice shelf draft. 
In Chapter 6 it was shown that changes in the ocean temperature prescribed 
along the ice front affected the ocean circulation. The relative position and 
transport of some gyres shifted. The most important change was in the size 
of the gyres, which increased in area with increased warming. The limit of 
their extent was only reached in the AIScs+3.ooc run. In this run the gyres 
were in some places restricted by the grounding line, rather than the internal 
topography of the ocean cavity. 
For the cavity model it is difficult to decide which parameterisation of 
the boundary conditions most realistically represents the circulation under the 
Amery Ice Shelf. This is due largely to the lack of suitable observations for 
comparative purposes. In Chapter 5 it was argued that any of the AISw=o, 
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AISpv, or AISPaw runs were plausible. This was because they produced rea-
sonable agreement with the available observations, in particular the estimate of 
the basal component of the ice shelf mass balance. 
In the extended domain model runs, the simulated circulation in the open 
ocean part of the domain was compared with observationally based analy-
ses. To the north of the shelf break ( l"V67°S), where the model was artifi-
cially constrained by the boundaries, the model results could not be considered 
favourable, as here the model circulation consisted of topographically trapped 
gyres which were inconsistent with observations. The results from the com-
parison were, however, favourable in Prydz Bay where a relatively independent 
stationary gyre was found. 
8.2 Temperature and salinity distribution 
The temperature and salinity structure in the ocean cavity was found to be 
highly dependent on heat and salt exchange across the ice front. The inflow 
and outflow components of the heat and salt fluxes across the ice front were 
each larger than the heat and salt fluxes into or out of the ice shelf. The net 
flux integrals at the ice front, however, balanced with the net flux integrals at 
the ice shelf-ocean interface. 
The size of the fluxes were dependent on two factors, the time restoring 
constant and the cross-boundary component of velocity. These two factors 
affect the exchange of heat and salt in different ways. The specification of 
the cross-boundary barotropic component of velocity had a greater effect; large 
velocities at the ice front allowed large amounts of melt-water to be advected 
out of the domain. This stopped outflowing waters recirculating or mixing with 
inflowing waters through diffusion. The large velocities also allowed water in 
inflow regions to move rapidly into the interior of the model, where it influenced 
the density gradient. The restoring time constant (a) had an effect, because 
the model was only quasi-stable and some areas of the boundary varied between 
inflow and outflow. The influence of the restoring time constant was smaller 
than that of the velocities on the boundary as its influence was restricted to 
the inflow on the tracer boundary row. However, reducing the restoring time 
constant increased the restoring of temperature and salinity, which in turn 
modified the temperature and salinity in the cavity. 
The distribution of temperature and salinity may be influenced by the 
boundary conditions at the ice-ocean interface. This was investigated in Ap-
pendix B, where it was found the effect of the ice-ocean boundary conditions on 
the temperature and salinity distribution in the ocean cavity was limited and 
less significant than the influence of the various transport boundary conditions 
at the ice front. 
In the climate change scenarios presented in Chapter 6 the temperature and 
salinity distributions differed within the ocean cavity in each scenario. The 
temperature in the ocean cavity increased as the temperature at the boundary 
was increased. The salinity tended to decrease, because the increased melting 
caused by the warmer waters in the cavity freshened the water column. The 
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temperature increase would have reduced the stability of the water column, 
if it was not accompanied by the decrease in salinity. The overall effect was 
an increase in stratification and a more stable water column (see for example 
Figure 6.18). 
In Chapter 7, with the open ocean domain the water masses flowing into 
the ocean cavity from Prydz Bay were warmer, by between 0.3°C and 0.6°C, 
and fresher, by about 0.1 PSU, than for any of the cavity models presented in 
Chapter 5. The change in the cavity arose because the waters along the ice front 
were warmer and fresher than the observations. This was despite temperature 
and salinity observations being assimilated into the model. The inability of 
the assimilation scheme to reproduce appropriate water masses was attributed 
to the summer bias of the assimilation data set. The constant summer bias 
produced warm surface waters which precluded freezing at the ocean surface. 
With no freezing there was no production of cold and dense shelf waters, such 
as High Salinity Shelf Water (HSSW). Cold and dense shelf waters, such as 
HSSW are believed to dominate inflow to ocean cavities. This role is supported 
by observations in other ocean cavities [e.g., Jacobs et al., 1979; Nicholls et al., 
1991] and it is conjectured that the cavity under the Amery Ice Shelf is unlikely 
to be different. 
The absence of adequate deep mixing driven by sea ice formation also allows 
the entrainment of the warmer, more saline waters north of the shelf break onto 
the shelf. Attempts to rectify this by introducing a simple sea ice model to 
replace the previous surface boundary conditions in the extended domain model 
were not generally successful, primarily because not enough freezing and deep 
mixing occurred (Appendix C). In the model runs where warm water was able 
to enter the domain, either via the northern boundary or through assimilation, 
the ocean cavity temperatures were even warmer than in the corresponding 
non-sea ice model runs. Overall this suggests that even with a simple sea ice 
model the extended domain model runs tended to bring water of too high a 
temperature into the ice shelf cavity. 
This was borne out by two different model runs: the EXDOMcooI run, where 
the assimilation data set was cooled by up to 0.5°C (Chapter 7); and the 
EXDOMsr-ciosed run, where the sea ice model was run on a closed ocean do-
main (Appendix C). In both models the water masses along the ice front and 
in the ocean cavity were significantly cooler and closer to what is observed near 
the ice front in Prydz Bay. The cooler water reduced the basal mass loss from 
the ice shelf from unrealistically high rates to those within the range calculated 
by Wong et al. [1998]. This suggests that the generation of appropriate water 
masses in Prydz Bay is a necessary precursor to prevent the entrainment of 
warm water onto the shelf and for driving realistic circulation and water masses 
under the ice shelf in the extended domain model. Because of the questionable 
reliability of the model temperature and salinity results, no precise conclusions 
can be drawn about the heat and salt transport across the ice front. However, 
it appears that in the absence of adequate deep mixing from sea ice formation 
during winter, entrainment of warm water onto the continental shelf could lead 
to high melt rates under the ice shelf. The model results also show that differ-
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ent combinations of circulation and temperature at the ice front can produce 
similar net melting. 
8. 3 Ice shelf mass balance 
The melting and freezing at the ice shelf-ocean interface was found to be strongly 
linked to both the shape of the ice shelf draft and the ocean circulation. Of 
these two factors the horizontal ocean circulation was more important. The 
homogeneous vertical structure in the horizontal circulation meant the veloci-
ties adjacent to the ice shelf were not simply controlled by the combination of 
buoyancy and the ice shelf draft gradient, as occured in the two models based 
on the work of Jenkins [1991] (Plume Model, Section 2.3.2) or Hellmer and 
Olbers [1989] (HO Model, Section 2.3.4). 
This control of the flow direction at the ice shelf-ocean interface by the 
horizontal circulation determined where melting and freezing could occur. For 
freezing to occur the ice shelf gradient still played an important role, since 
the direction of flow needed to be upslope. Thus water at the in situ freezing 
temperature which rose became supercooled because of the pressure change 
in the in situ freezing temperature. This lead to freezing. For melting the 
ice shelf draft had little effect. Melting occurred irrespective of the gradient, 
wherever the water adjacent to the ice shelf was warmer than the in situ freezing 
temperature. 
The rates of melting and freezing also show some sensitivity to the design of 
the boundary conditions at the ice-ocean interface. In the alternative boundary 
condition implemented in Appendix B, the extremes of melting and freezing 
were typically reduced, however, the net basal mass balance of the ice shelf was 
not greatly effected by varying the parameterisation. 
In Section 3.3 the components of the ice shelf mass balance were examined. 
There it was estimated the mass flux into the ice shelf was 46 Gta-1. This 
consisted of 23 Gta-1 from the Lambert Glacier [Allison, 1979], 14 Gta-1 from 
glaciers feeding the sides of the Amery Ice Shelf [Budd et al., 1967], and 9 Gta-1 
of snow accumulation on the ice shelf [Budd et al., 1967]. The two components of 
mass loss from the ice shelf are iceberg calving and basal melting. As discussed 
in Section 3.3 there are no reliable estimates of the iceberg calving rate at the 
front of the ice shelf. 
In this thesis melting rates for the present were found. These ranged from 5.8 
Gta-1 , for the AISu,v=O run in Chapter 5, to 66.7 Gta-1 , for the EXDOM7=50 
run in Chapter 7. Most of the ice shelf mass balance rates were similar to the 
basal mass loss estimates of Wong et al. [1998] and lie between 10.6 Gta-1 for 
the AISw=o run and 20.2 Gta-1 for the AlSpaw run. 
With basal mass loss rates between rvll Gta-1 and l"V20 Gta-1 the amount 
of ice loss by iceberg calving for the ice shelf to remain in mass balance is 
between 26 Gta-1 and 35 Gta-1. This amount of mass loss from the front of 
the ice shelf appears consistent with glaciological estimates of northward mass 
flux in the ice shelf based on the velocity and thickness profiles given in Budd 
et al. [1982] for a survey transect running through Gl (Figure 3.3). Although 
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this transect is a considerable distance south of the current and historical ice 
front positions, most of the cavity domain model results show the net amount 
of melting and freezing between G 1 and the model ice front is close to zero. 
In the climate change runs a linear rate of change for the net mass loss 
was estimated at l'V22 Gta-10c-1 , with an accompanying change in the mean 
melt rate of l'V0.45 ma-10c-1 . This would indicate significant changes in the 
mass balance of the ice shelf for relatively small amounts of warming. The 
uncertainties involved in estimating the components of the ice shelf mass balance 
make it premature to estimate how small this threshold is. 
Recent analysis of the grounding line position of the Amery Ice Shelf, using 
satellite altimetery and new ice thickness data, suggests that it is further south 
than assumed in this study [Phillips, 1998]. This expansion of the ocean cavity 
domain has the potential to impact strongly on the implications of the results 
of this thesis, particulary on any assessments of the basal component of the 
ice shelf mass balance. In a simple attempt to quantify the possible effect 
that an expansion of the ocean cavity would have on melting and freezing, the 
model domain was expanded to the south (Appendix E). Two experiments on 
possible expanded cavity domains found that there is little change to the overall 
ice shelf net loss from melting. This is because the increase in the local mass 
loss from melting near the new grounding line is compensated by additional 
freezing further north in the cavity. 
8.4 Conclusions and outlook 
In any numerical modelling study there are uncertainties which arise from var-
ious sources. The largest uncertainties inherent in this study relate to the ice 
shelf draft and the bathymetry under the ice shelf. The errors in the ice shelf 
draft come from three sources. The first relates to the ice thickness observa-
tions. In these there are substantial gaps and possible observation errors related 
to poor radio echo-sounding returns in some portions of the ice shelf. The sec-
ond error source is the interpolation of the ice thickness observations to give 
an ice thickness at each grid point. The third source of error lies in the as-
sumptions made about the snow-ice density and the firn layer depth. These are 
used in calculating the draft from the buoyancy and ice thickness. The mean 
density and firn layer depth were both assumed constant over the ice shelf. The 
combination of errors over most of the ice shelf is generally less than 10%, but 
where observations are sparse near the ice front, the errors could be up to 30%. 
The errors in the bathymetry under the ice shelf could also be of the same 
magnitude, as the bathymetry was derived from interpolating map contours of 
bedrock depth which in turn were based on about 63 irregularly spaced spot 
seismic observations. 
The water column thickness is derived from both the ice shelf draft and 
the bathymetry, and hence accumulates the errors associated with both data 
sets. Given the strong influence which the water column thickness has on the 
horizontal circulation, any error in the water column thickness can potentially 
affect the circulation and mass balance estimates. The overall impact should 
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be limited, as changes in the water column thickness would tend to shift the 
location of gyres within the ocean cavity. This would shift the distribution of 
melting and freezing at the ice shelf-ocean interface, but need not necessarily 
affect the overall mass balance of the ice shelf. 
Some of the errors in the ice shelf thickness come from the radio echo-
sounding returns finding the boundary between the meteoric and marine ice, 
rather than the marine ice ocean boundary. This could be potentially useful 
in identifying the extent of marine ice on the base of the ice shelf. A marine 
ice layer on the Amery Ice Shelf is also potentially observable using satellite 
altimetery [Phillips, 1998]. Both potential extra data sources could in the future 
be useful for model verification. 
The assessment of the impact of climate change on the ice shelf highlighted 
one of the major limitations of the model. That is the fixed nature of the ice 
shelf including the restriction of the ice front being located along a constant 
line of model latitude. This restriction means expected changes in the ice shelf 
extent from climate change could not be readily incorporated into the modelling 
studies. This constraint on the ice shelf location also prevents other possible 
studies with this model, for example, estimating the impact of changes in the 
ice front location on the circulation and water mass properties. This would be 
particularly interesting in the case of the Amery Ice Shelf, as it is estimated that 
major calving events occur at intervals of 60-70 years. The last major calving 
event took place in 1963, and it reduced the ice shelf extent by approximately 
one-fifth [Budd, 1966]. 
The three stated aims of this work were: firstly, to describe the ocean circu-
lation, temperature and salinity distribution and the ice shelf-ocean interaction 
beneath the Amery Ice Shelf; secondly, to estimate the interaction between the 
ocean cavity and Prydz Bay in terms of exchanges of heat, salt and momentum; 
and thirdly, to estimate the impact of climate change on the mass balance of the 
Amery Ice Shelf and the ocean circulation beneath the ice shelf. These aims, 
within the limitations of the model, have been achieved. 
The different simulations have been able to reasonably successfully repro-
duce most of the observed oceanographic and glaciological features. Examples 
include, the estimation of marine ice layers of similar thickness to observations 
in the region of Gl, the presence of Ice Shelf Water at the ice front and in 
Prydz Bay, and an estimate of the basal component of ice shelf mass balance, 
consistent with the other terms in the mass balance and the estimates of heat 
and salt fluxes at the cavity front [Wong et al., 1998]. 
Most of the cavity model runs produced similar results in comparison to 
observations. This made it difficult to establish which model gave the most 
realistic picture of the ocean circulation, and the distribution of temperature 
and salinity within the cavity. A more accurate determination of these features 
of the ocean cavity is difficult without a larger and more detailed set of obser-
vations. These should ideally include observations within the ocean cavity and 
high resolution observations along the ice front. Ideally observations along the 
ice front and extending into Prydz Bay should also include a full annual cycle 
of velocity, temperature and salinity. These would allow a better assessment 
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of mass exchange across the ice front, particularly in determining where inflow 
and outflow are occurring. In conjunction with observations of temperature 
and salinity, the improved mass exchange estimates would lead to better esti-
mates of heat and salt exchange across the ice front, and by proxy at the ice 
shelf-ocean interface. 
Observations within the ocean cavity would be useful for improving our 
understanding of oceanographic processes under the Amery Ice Shelf. They 
could potentially supplement the use of models for understanding the physical 
processes in the cavity and at the interface between the ice shelf and the ocean. 
The number of observations needed for a comprehensive analysis is substantial, 
but could potentially be obtained by a well planned field program. Despite this 
the benefits of even a small number of observations is still large. Observations 
within the cavity would allow a qualitative assessment of the oceanographic 
features found in modelling studies. They would also allow some tuning of 
model parameters, e.g., the diffusion parameters and boundary relaxation time 
scales. Establishing the appropriate values for such parameters is useful for 
predictive studies, e.g., climate change scenarios. 
Although the desirability of temperature, salinity, and current observations 
in the ocean cavity and along the ice front is high, the minimisation of errors 
in the water column thickness is more important. This is because the water 
column thickness is important in determining the horizontal circulation which 
influences the transport of heat and salt and the interaction with the ice shelf. 
Earlier, it was highlighted that there may be large errors in the water column 
thickness due to the accumulation of errors in the bathymetry and the ice shelf 
draft. These errors could be substantially reduced by increasing the number of 
reliable observations of both the ice shelf and the bathymetry. An improved 
ice shelf draft alone is likely to allow the thickness of the marine ice layer to be 
more accurately determined through reducing uncertainties in the slopes of the 
ice base. 
It is not possible, given the predictive nature of the study, to compare the 
climate change results with observations. However, the estimate of change in 
the ice shelf mass balance appears to be consistent in general terms with a 
number of other numerical studies of other ice shelves [Jenkins, 1991; Hellmer 
and Jacobs, 1995; Grosfeld and Gerdes, 1998]. All of the studies found the mass 
loss from the base of the ice shelf increases as a function of ocean temperature. 
This consistency suggests the climate change response from this study can be 
generalised to the other large Antarctic ice shelves. Thus the substantial in-
crease in mass loss from the Amery Ice Shelf with warmer ocean temperatures 
may have wider implications, not just for the Lambert Glacier and Amery Ice 
Shelf system, but for the mass balance of the Antarctic Ice Sheet. 
The results from this study provide, at a minimum, initial answers toques-
tions about the ocean circulation, and heat and salt transport under the Amery 
Ice Shelf. For further progress the observations on which the model geome-
try and boundary conditions are based need to be improved. The results of 
this thesis hopefully provide motivation and guidance for future observational 
programs. In addition these results raise questions for future study. Some 
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questions, however, cannot be answered without the development of more so-
phisticated modelling tools. For example, a coupled ice shelf and ocean model 
would remove the need for specifying the draft and extent of the ice shelf. This 
would be desirable for assessing the affect of different ice front positions or the 
impact of climate change on the ice shelf and the ocean cavity. 
The results for the present day, and the prediction of significant long term 
alteration in the ice shelf in response to possible climate changes, highlights 
that this part of the ocean domain merits continuing investigation. 
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Appendix A 
Calculation of marine ice layer 
thicknesses along ftowlines 
Marine ice layer thicknesses derived from drilling programs in ice shelves [e.g., 
Morgan, 1972] provide potential points of comparison between numerical model 
results and observations. In models of the ocean cavity under the ice shelf only 
the rate of melting or freezing of ice along the base of the ice shelf is estimated. 
Unfortunately this melt rate cannot be integrated over time in the model to 
estimate the thickness of the marine ice layer, as integrating over time fails to 
account for the physics of the ice shelf. 
In the ocean model the ice shelf is assumed to be in a steady state. Ef-
fectively this assumption means the ice shelf draft does not change with time. 
Thus the flow of ice within the ice shelf and the fluxes in and out of the ice 
shelf are in balance. 
With the assumption that the ice shelf is flowing, the physics of the ice 
shelf needs to be considered in calculating the marine ice layer thickness. In 
the simplest case an ice shelf can be considered as several ice flowlines flowing 
adjacent to one another, but with little or no interaction between the individual 
flowlines. Furthermore, an individual flowline can be separated into two layers. 
A top layer of meteoric ice which has flowed off the continent and any snow 
accumulation which falls on the top of the ice shelf, and the bottom layer which 
consists of marine ice formed from frozen sea water. 
Using this view of the ice shelf a simple steady state flowline model based 
on the principle of conservation of mass can be developed [e.g., Budd et al., 
1982]. Because of the negligible vertical shear in the ice shelf [Sanderson and 
Doake, 1979] each layer of the ice shelf can be considered independently of the 
other layer. As no flux between the two layers is expected, the top layer in 
the ice shelf can be ignored. This has the advantage that knowledge of the 
accumulation on the top of the ice shelf is not needed. 
The continuity equation for the marine ice layer thickness, z, is 
oz uz oy oz au 
-+---+u-+z- = -m, &t y ox ox ax (A.1) 
where u is the along flowline velocity, x is the along flowline coordinate, with 
its origin at the grounding line, y is the across flowline coordinate, and m is the 
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Figure A.l: Schematic of the location of finite difference calculation points in 
the marine ice layer. 
rate of melting. By assuming the flowline is a constant width, and ignoring this 
width in the calculations, the transverse strain term can be ignored. As the ice 
shelf is already assumed to be in a steady state, the time evolution term is also 
ignored. Excluding these terms reduces the equation of interest to 
az au 
u-+z- = -m. ax ax (A.2) 
Equation A.2 is solved using a finite difference scheme. The grid positions 
for the velocity, marine ice thickness and melt rates are shown in Figure A.1. 
In finite difference form, using forward differences, it becomes 
(zk+l - zk) (uk+l - uk) 
uk+l ~ + zk+l ~ = -mk, (A.3) 
2 Xk 2 Xk 
where uk and Zk are the finite difference representations of the velocity and 
marine ice thickness at grid point k, mk is the finite difference representation 
of the melt rate, and ~xk is the distance between grid points. The terms uk+l 
2 
and zk+l are defined in terms of their neighbours as 
2 
Uk+l +Uk 
Uk+~= 2 ' 
Zk+l + Zk 
Zk+~ = 2 
(A.4) 
(A.5) 
Substituting these terms into Equation A.3 and simplifying produces the equa-
tion, 
Uk+lZk+l - UkZk = -mk~Xk· 
This equation upon rearrangement gives, 
1 
Zk+l = --(ukZk - mk~Xk)· 
Uk+l 
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(A.6) 
(A.7) 
This allows the marine ice thickness at any point k + 1 to be found in terms of 
the marine ice thickness at point k and the ice shelf velocities at points k and 
k + 1. 
At the grounding line it is assumed the marine ice layer has zero thickness. 
Hence the marine ice layer thickness can be solved iteratively from the grounding 
line. Equation A.6 must be solved with care as the marine ice layer may thin and 
in high melt areas lead to negative marine ice thickness solutions of Equation 
A.6. This occurs because the melt rates in the ocean model do not differentiate 
between meteoric and marine ice, so when no marine ice is present it is assumed 
the melt is coming from the meteoric ice layer. To avoid unrealistic negative 
thicknesses the marine ice thickness is reset to zero wherever this occurs, and 
remains zero until accretion recommences. This is important as it is only the 
accreted thickness which is able to be observationally measured. 
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Appendix B 
Alternative ice shelf-ocean 
boundary conditions 
As part of the review of previous work in Chapter 2 the boundary conditions 
utilised at the interface between the ice shelf and the ocean were discussed. The 
main boundary condition formulations used in ocean cavity modelling differ on 
two key aspects: the inclusion of the heat flux into the ice shelf, and the inclusion 
of a salt flux balance at the ice shelf-ocean interface. 
The effect of the heat flux into the ice shelf on the ocean model is highly 
dependent on the parameterisation used to calculate the flux. In earlier studies 
[e.g. Hellmer and Olbers, 1989; Jenkins, 1991] the heat flux through the ice 
- shelf was assumed to follow a linear temperature gradient through-the ice shelf. 
This estimated the heat flux through the ice shelf at approximately two orders 
of magnitude smaller than the other two heat flux components. This appears 
to have motivated Determann and Gerdes [1994] to neglect this term in their 
parameterisation of the ice-ocean boundary condition for the three-dimensional 
ocean model. Recently, since this current study began, Hellmer et al. [1998] 
has proposed a new parameterisation of the heat flux into the ice shelf based 
on the work of Wexler [1960] (See Section 2.3.4). Here the effect of melting at 
the base of the ice shelf and the consequent change in the temperature gradient 
within the ice shelf is included. This parameterisation gives a significantly larger 
estimate of the heat flux into the ice shelf than is obtained by assuming a linear 
temperature gradient through the ice shelf. 
The parameterisation implemented by Hellmer et al. [1998] is only applicable 
in areas of melting. In areas where freezing occurs it remains unclear how 
the heat flux through the ice shelf should be included. The work of Wexler 
[1960] suggests that where there is freezing there will be little or no gradient 
in temperature at the base of the ice shelf. Hence, at least in areas of freezing, 
ignoring the heat flux into the ice shelf is a valid assumption _ 
In the studies presented in the main part of this thesis a passive role for 
salinity has been assumed in determining the melting and freezing rates and 
hence the heat and salt fluxes at the ice shelf-ocean interface. The decision to 
assume a passive role for salinity was made to allow the results from this study 
to be comparable to those of other studies using this three-dimensional model 
[Determann and Gerdes, 1994; Determann et al., 1995; Grosfeld et al., 1997; 
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Grosfeld and Gerdes, 1998]. 
It is unclear what ramifications ignoring the salinity flux boundary condition 
(Equation 2.3) may have on the model results. In this appendix an alternative 
boundary condition at the ice shelf-ocean boundary which includes a parame-
terisation for the salt flux balance is used. This allows the impact of ignoring 
the salt flux in other model runs in this thesis to be explicitly assessed. The 
results from this model run are compared with the results from the AISw=o run. 
B.1 Model setup 
The set up of the model with the altered boundary conditions, labelled AISaltbc, 
is as for the AISw=o model run presented in Chapter 5 except for the ice shelf-
ocean boundary conditions. Here the modifications to the boundary condition 
shown in Section 4.3.3 are presented. 
The changes are the introduction of a boundary salinity, Bice, and a salt flux 
balance equation at the ice shelf-ocean interface, i.e. Qs = Q~. The two salt 
flux terms are defined following Hellmer and Olbers [1989] as 
Qs = Po'Ys(Sice - Sw), (B.1) 
and 
(B.2) 
where p0 is a typical water density (1028 kgm-3), "Is is the turbulent heat 
exchange coefficient (5.05 x 10-7 ms-1) [Hellmer and Olbers, 1989], Sw is the 
water salinity adjacent to the ice shelf-ocean interface, Pice is a typical density 
of ice (915 kgm-3), and m is the melt rate of the ice. 
With the changes in calculating the salt flux at the ice shelf-ocean interface, 
the salt flux into the ocean model is no longer calculated by turning the fresh-
water flux from the melt rate into a salt flux by assuming a constant salinity. 
Instead the salt flux is calculated directly. 
The introduction of a boundary salinity also changes the calculation of the 
in situ freezing temperature at the ice shelf-ocean interface, it is now 
(B.3) 
where ~ce is the pressure at the ice shelf-ocean interface and the coefficients a, 
b, and care, respectively, 0.094°C, 7.53 x 10-8°CPa-1 , and 0.057°C. 
Except for the change in calculating the in situ freezing temperature, the 
heat flux balance remains unchanged. 
B.2 Model results 
There is little difference in the circulation between the two model runs with 
different ice shelf boundary conditions. This can be seen by comparing the 
vertically integrated streamfunction for the AISa1tbc run (Figure B.1) with the 
streamfunction for the AISw=o run (Figure 5.9). There are changes in the 
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Figure B. l: Vertically integrated streamfunction for the AISa.1tbc run. The 
circulation is clockwise about positive features. 
strengths of the gyres between the two model runs, but the general gyre struc-
ture is similar. In the AISa.Itbc run the strength of the central gyre is "'0.52 Sv, 
and in the Northern Gyre the peak circulation is "'-0.48 Sv. 
The change in the ice shelf-ocean boundary conditions does affect the tem-
perature and salinity in the ocean domain. This can be seen in Figure B.2, 
which shows temperature-salinity plots for model runs AISw=o and AISa.Itbc, for 
both the whole model domain and the ocean layer adjacent to the ice shelf. 
The range of temperature and salinity in both ocean domains is similar. 
The main difference between the two model runs is a small change in the slope 
of the 'freezing' line, which defines the relationship between temperature and 
salinity at the ice shelf-ocean interface. In the AISa.1tbc model run the gradient of 
this line is "'2.35°C/PSU and in the AISw=o model the slope is "'2.41°C/PSU. 
Both of these slopes are similar to the "'2.5°C/PSU slope derived by N0st and 
Foldvik [1994] from their simple model (See Section 2.3.1). The change in slope 
of the 'freezing' line is a consequence of using different boundary conditions. 
The different parameterisations of the heat and salt flux exchange at the ice 
shelf will lead to different heat and salt fluxes into the upper ocean model layer. 
Consequently this gives different temperatures and salinities adjacent to the ice 
shelf in the two models. 
The variation in the circulation between the two model runs is also reflected 
in the temperature and salinity plots. The variation in the circulation along 
the open ocean boundary leads to slightly different water mass characteristics 
entering the model domain. The effect of this variation on the temperature and 
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Figure B.2: Temperature-salinity plots for a) the whole domain in the AISaitbc 
run, b) the whole domain in the AIS111=o run, c) the ocean layer adjacent to the 
ice shelf in the AISa1tbc run, and d)the ocean layer adjacent to the ice-shelf in 
the AIS111=0 run. 
salinity structure can be seen in some of the water masses, particularly those 
warmer than -2°C (see Figures B.2a and B.2b). 
The change in the boundary condition parameterisation has an impact on 
the rates of melting and freezing in the model domain. In the AISaltbc run 
the melting and freezing rates, shown in Figure B.3, have a smaller magnitude 
than the melting and freezing rates for the AIS111=o run (Figure 5.12). In the 
AISaltbc run the melt rates are less than rv5.0 ma-1, and the freezing rates are 
smaller than rv0.5 ma-1. In contrast, the maximum melt rate in the AIS111=0 
run is rvl2.5 ma-1, and the maximum freezing rate is rvl.O ma-1. Along with 
the general reduction in the magnitude of the rates of melting and freezing, the 
area where freezing occurs reduces substantially. This is particularly noticeable 
in the south of the domain where the localised areas of freezing reduce to a few 
grid points near the eastern and western grounding lines. 
In the northern part of the domain the melting and freezing pattern is fairly 
similar in the two model runs, with peak areas of freezing occurring in similar 
locations in both model runs. This similarity leads to similar marine ice layer 
thicknesses in the two model runs along Flowline 1. This can be seen in Figure 
B.4, which shows the marine ice thicknesses along Flowlines 1, 2, and 3, for both 
the AISaltbc run and the AIS111=0 run. The marine ice thickness along Flowlines 
2 and 3 differ. In the AISaitbc run no marine ice layer forms along Flowline 2 
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Figure B.3: Rates of melting ( +) and freezing (-) from the AISa1tbc run. The 
bold contour denotes the boundary between melting and freezing. 
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Figure B.4: Marine ice layer thickness for a) the AISaitbc run and b) the AISw=o 
run. The solid line is Flowline 1, the dotted line is Flowline 2 and the dashed 
line is Flowline 3. The locations of the fl.owlines is shown in Figure 5.24. 
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Table B.l: Estimates of the mass balance rates at the base of the Amery Ice 
Shelf, for different boundary conditions. 
Amery Mean Rates for Area of Mass Change Rates 
Model Freezing Melting Whole Melt Freezing Melting Net Loss 
Run Zone Zone (Loss) 
(AIS) (ma-1) (ma-1) (ma-1) (%) (Gta-1) (Gta-1) (Gta-1 ) 
'1'=0 0.16 0.40 0.21 66.6 2.8 13.4 10.6 
altbc 0.06 0.32 0.23 76.3 0.8 12.5 11.7 
Note: The total area of the ice shelf is 5.6 x 104 km2• 
and on Flowline 3 the marine ice layer thickness reduces significantly. These 
changes occur because the area of freezing in the AISa1thc run has in comparison 
to the AISw=o run both shifted and reduced in area. 
The similarity in thicknesses along Flowline 1 in the two models is most 
likely linked to a combination of two effects. The first is that the reduction 
in freezing rates in the AISaitbc model run is coupled with a reduction in the 
melting rates, hence less of the accreted ice later melts off. The second is the 
change around 69.5°8 71.0°E from weak melting to weak freezing which will 
help reinforce the marine ice layer. 
In Table B.l a comparison is presented between the AISaitbc run and AISw=o 
run mass balance rates. The mean melt rate and the net ice shelf mass balance 
for the AISaltbc run are similar to those found in the AISw=O run. The similarity 
in the results is a combination of two effects. The first is the increase in the 
area where melting occurs. This helps compensate for the reduced melt rates 
within this area. The second is a decrease in the net amount of freezing. This 
arises from a reduction in both the mean rate of freezing and the area where 
freezing occurs. 
The net amount of melting in the AISaitbc run is consistent with the estimates 
of basal mass loss calculated by Wong et al. [1998] (see Section 3.3). 
B.3 Discussion and conclusions 
The results presented in the previous section suggest that modifying the param-
eterisation of the boundary condition at the ice-ocean interface does affect the 
results of the ocean cavity models. Within the ocean this effect appears to be 
limited as only small changes in the temperature and salinity in the cavity were 
found. The effects of the boundary condition parameterisation on the basal 
mass balance of the ice shelf is potentially significant. 
Comparison between the ocean circulation in the AISa1tbc run and the AISw=O 
run shows a consistent circulation. There was some variation in the strengths of 
some gyres, but this variation was less than was found in model runs where the 
boundary conditions at the ice front were modified (see Chapter 5). This adds 
further weight to the conclusion that the ocean dynamics is strongly determined 
by the topography of the ocean cavity under the ice shelf. 
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Although there was some variation in the patterns of melting and freezing 
and the strength of melting and freezing; the net amount of melting from the 
ice shelf into the ocean cavity was similar in the AISaltbc and AISw=O runs. This 
similarity in net melting gives similar net heat and salt fluxes into the ocean 
cavity in the two model runs, and leads to the similar temperature-salinity 
distributions in the model layer adjacent to the ice shelf (Figure B.2). The 
variation in the gradient of the 'freezing' line is small and is likely to be caused 
by the differences in the parameterisation of the boundary conditions. 
The effects of the change of boundary conditions on the ice shelf appear 
to be larger than the effect of the change on the ocean. Although there is 
substantially less freezing in the AISaltbc run, this does not lead to as noticeable 
a reduction in the thickness of the marine ice layers (Figure B.4) as might be 
expected. The thickness of the marine ice along Flowline 1 for the AISa1tbc run 
was found to be very similar to that for the AISw=o run. In contrast, along 
Flowlines 2 and 3 there is a reduction in the marine ice layer thickness. 
The changes in the boundary conditions between the AISaitbc and the AISw=o 
run, have in general, had little effect on the ocean circulation or the distribution 
of temperature and salinity under the Amery Ice Shelf, in comparison to changes 
of the boundary conditions at the ice front (see Chapter 5). The variation in the 
melting and freezing rates between the two model runs, however, does suggest 
that there may be significant local variations in the ice shelf basal mass balance 
from different ice-ocean boundary parameterisations. 
There remain some important differences between the model runs, despite 
· the broadly similar results. These differences highlight that· the choke of pa-
rameterisation for the heat and salt flux balances at the ice-ocean interface are 
more complicated than was anticipated. They also show that this is an impor-
tant part of the ice shelf and ocean system and care is needed in prescribing 
the processes across this boundary. 
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Appendix C 
Application of a simple sea ice 
model in the open ocean 
In Chapter 7 several studies using a model which included the ocean cavity un-
der the Amery Ice Shelf and Prydz Bay were presented. In all of those studies 
the effect of sea ice in Prydz Bay was parameterised by keeping the surface tem-
perature fixed at the surface freezing point (-l.9°C). Although this is unrealistic 
it was thought this boundary condition would be of minor importance, because 
temperature and salinity data were assimilated into the open ocean part of the 
domain, and this would include the effects of ice formation and transport in 
Prydz Bay. 
Given the excessive ·amount of melting found in the ice shelf cavity in all 
of the extended domain runs, except the EXDOMcooI run (Chapter 7), the 
assumption that this open ocean surface boundary condition is unimportant 
needs to be examined. The likely problem is that the surface boundary is not 
allowing the formation of saline water masses, such as High Salinity Shelf Water, 
through freezing at the open ocean surface. Saline water masses are needed to 
drive deep convection which would transport the cold water to the bottom and 
stop the flow of warmer waters from off the shelf into the cavity under the ice 
shelf. 
In this appendix three model runs are presented where a simple sea ice model 
is used as the surface boundary condition in the open ocean. Two of the model 
runs are modifications of model runs which were presented in Chapter 7; the 
EXDOM-y=3BO and EXDOMbasic model runs. These were chosen since the sea ice 
model attempts to reproduce the annual sea ice cycle and aggressive restoration 
of the summer hydrographic conditions through the assimilation scheme could 
significantly impact on the annual cycle. In addition a third model run, with 
no assimilation of observations and a closed northern boundary is presented. In 
this run there is no temperature or salinity forcing except through interaction 
with the ice shelf or sea ice. 
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C.1 Sea ice model 
The sea ice model used in this study is the one-dimensional thermodynamic sea 
ice model described by Grosfeld et al. [1997]. The successful results from their 
study using this sea ice model are described in Section 2.3.6. 
In the sea ice model the boundary condition for the heat flux, Q:j;, at the 
sea ice surface is 
(C.l) 
where Q~ is the conductive heat flux through the sea ice, 7is and Ttb are, 
respectively, the temperatures of the sea ice surface and base, Ta is a prescribed 
atmospheric temperature function, and hi is the thickness of the sea ice, which 
evolves through time from the melt rate. Following Grosfeld et al. [1997], the 
constant a is chosen as 16 wm-2K-1, and ki the thermal conductivity for sea ice 
is set to 2.04 Wm-1 K-1. Thus from the above equation the surface temperature 
for sea ice can be calculated from a given atmospheric temperature by assuming 
that the temperature at the bottom of the sea ice is at the in situ freezing 
temperature for water. 
The atmospheric temperature, Ta, in the model is prescribed to vary sinu-
soidally with an annual cycle from -26°C in winter to -6°C in summer. 
The heat balance at the sea ice base is given by 
QT= Q~ + Q¥, (C.2) 
where QT is the total heat flux from the ocean, and Q¥ is the heat flux due to 
melting or freezing of the sea ice. Both QT and Q¥ follow the formulations used 
at the ice shelf-ocean interface (their parameterisations are shown in Equations 
4.60 and 4.62, respectively). 
The salt flux accompanying the thermodynamic sea ice model is parame-
terised from the melting or freezing rate calculated from the heat flux balance. 
This gives the equation 
Qs = -PicemSD, (C.3) 
where Pice is the density of the ice, m is the melt rate and Sv is the salinity 
difference between the water and the sea ice. For simplicity S D is assumed to 
be 30 PSU [Grosfeld et al., 1997]. 
Where there is no sea ice cover the temperature of the upper ocean layer 
is restored to -l.9°C. Thus when the water temperature falls below the surface 
freezing point sea ice production starts. 
This model does not reproduce horizontal ice movement, and no attempt 
has been made to parameterise this. 
C.2 Incorporation of the sea ice model in 
• previous runs 
The first experiment using the sea ice model is based on the EXDOMbasic run, 
which is described in Section 7.2.2. The only change in the model setup from 
231 
-1 .BSv -1 .2Sv --0.6Sv OSv 0.6SV 1.2Sv 1.SSV 2.4Sv 
Figure C.l: Vertically integrated streamfunction for the EXDOMsI-basic run. 
The circulation is clockwise about positive features. 
that used in Chapter 7 is to implement the sea ice model described in the 
preceding section. This model is labelled EXDOMsi-basic· The second experi-
ment involves implementing the sea ice model in the EXDOM'Y=360 run. Again 
implementing the sea ice model is the only change. This model is labelled 
EXDO Ms1-'Y=36o. 
Both the EXDOMs1-basic and EXD0Msi--y=360 models were started with a 
constant temperature of -l.9°C in the open ocean domain, and the temperature 
in the ice shelf cavity set using the formula in Section 4.4. The initial salinity 
was varied over the model layers from 34.60 PSU at the surface to 34.67 PSU 
at the lowest model layer. These are the same initial conditions as used in the 
other extended domain model runs. The model was then run for approximately 
12.7 years, and the last annual cycle was studied. 
The changed thermohaline structure introduced by the addition of the sea ice 
model strongly affects the circulation in the model domain. The general struc-
ture of the circulation is similar, in both the EXDOMsI-basic and EXDOMsi-'Y=360 
runs, to that seen in the other extended domain runs, but with a notice-
able change in the strength of the circulation. This can be clearly seen in 
both Figures C. l and C.2, which show the vertically integrated streamfunc-
tion for the EXDOMs1-basic and the EXDOMs1-'Y=360 runs, respectively. In the 
EXD0Msi-'Y=360 run the maximum transport in Prydz Bay is rv4.0 Sv. This 
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Figure C.2: Vertically integrated streamfunction for the EXDOMs1_,.,.=360 run. 
The circulation is clockwise about positive features. 
contrasts greatly with the other extended domain runs where the maximum 
transport was not more than 2.0 Sv. The EXDOMsI-basic run does not show 
the same increase in the strength of the circulation, although both the maxi-
mum clockwise and anticlockwise transports are larger than found in the other 
extended domain model runs. 
The change over the open ocean part of the domain from the previous bound-
ary condition to a sea ice model also modifies the temperature in the model 
domain. Although the temperature structure is expected to vary because of 
the annual cycle in the atmospheric temperature forcing on the sea ice model. 
This variation is not significant in contrast to the changes to the water column 
from changing the sea surface boundary conditions, so only a single tempera-
ture section typical of spring atmospheric temperature conditions is presented 
for each model run. The temperature sections are shown in Figures C.3 and 
C.4, for the EXDOMsI-basic and EXDOMsI-F 360 runs respectively. 
In both the sea ice model runs the temperature in the model domain is 
warmer than in the corresponding run without sea ice (Figures 7.10 and 7.17). 
This increase in temperature is particularly noticeable with regard to the ocean 
cavity where the temperature is of order half a degree warmer in the sea ice 
model runs than in the other runs. 
The effect of the warmer ocean cavity is to increase the basal mass loss. 
As the basal mass loss rates for the coupled open ocean and cavity model runs 
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Figure C.3: Temperature cross-sections for the EXDOMsI-basic run. a) Section 
A', b) Section B', c) Section D. The locations of the cross-sections is shown in 
Figure 7.6. The dotted lines indicate where the cross-sections intersect. 
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Figure C.4: Temperature cross-sections for the EXDOMsi--r=360 run. a) Section 
A' , b) Section B', c) Section D. The locations of the cross-sections is shown in 
Figure 7.6. The dotted lines indicate where the cross-sections intersect. 
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Table C. l: Annual mean mass balance estimates for the extended domain model 
runs, where a sea ice model is used. The non-sea ice model runs corresponding 
to EXDOMs1-basic and EXDOMs1-'Y=36o and the EXDOMcooI run are also shown. 
Extended Mean Rates for Area of Mass Change Rates 
Domain Freezing Melting Whole Melt Freezing Melting Net Loss 
Run Zone Zone (Loss) 
(EXDOM) (ma-1) (ma-1) (ma-1) (%) (Gta-1) (Gta-1) (Gta-1) 
basic 0.56 1.79 1.41 83.8 4.2 68.9 64.7 
SI-basic 1.13 5.43 4.80 90.3 5.9 264.1 258.2 
')'=360 0.60 1.81 1.44 84.7 4.2 70.2 66.0 
SI-')'=360 1.02 4.10 3.54 89.1 6.0 196.5 190.5 
SI-closed 0.35 0.52 0.32 76.4 3.8 18.4 14.6 
cool 0.33 0.56 0.38 77.8 3.3 20.9 17.6 
Note: The total area of the ice shelf is 5.6 x 104 km2 • 
are already higher than comparisons with observations would consider realistic, 
this additional warming further increases the mass loss from the ice shelf. This 
increase is clearly shown in Table C.1, which contains the annual mean mass 
balance estimates for the sea ice model runs and the non-sea ice model runs. 
The mass balance estimates do not vary widely over the annual cycle of the 
model hence only the annual mean is shown. 
C.3 Closed boundary sea ice model 
< 
The lack of success in reducing the high mass loss from the ice shelf in both 
the EXDOMs1-basic and EXDOMsi-')'=360 model runs, prompted a study of a 
simpler extended domain model configuration which includes a sea ice model. 
This model, labelled EXDOMsr-ciosed' has a closed northern boundary and no 
assimilation within the domain, otherwise its configuration is similar to the 
other extended domain models. 
Closing the northern boundary has noticeable affects on the temperature 
distribution, the circulation in the model domain and the mass balance of the 
ice shelf. 
The change in the horizontal circulation is mainly in terms of the strength 
of the circulation. The vertically averaged streamfunction, presented in Figure 
C.5, shows a circulation similar to the other extended domain runs in Chapter 
7 and in this appendix. The strength of the circulation, however, is much 
reduced with a peak circulation of 0.96 Sv in the dominant gyre in Prydz Bay. 
The circulation is expected to be weaker than in the other extended domain 
runs, because the horizontal density gradients are weaker than in other model 
runs. 
The sea ice model produces a well. stratified water column in all of the 
domain, with the salinity ranging from 34.60 PSU, in the deep ocean to the 
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Figure C.5: Vertically integrated streamfunction for the EXDOMsi-cJosed run. 
The circulation is clockwise about positive features. 
north of the domain, to 34.30 PSU, in areas of melting in the ice shelf cavity. 
Within the cavity the maximum salinity is 34.55 PSU in the inflowing water on 
the eastern side of the cavity. 
The changes in the temperature distribution within the domain can be 
clearly seen in Figures C.6 and C.7. The temperature over all the domain is 
significantly cooler than was found in any of the other extended domain model 
runs. The temperatures within the ocean cavity are similar to those found in 
the EXDOMcooI model run (Figures 7.21 and 7.22). 
The most significant feature in the temperature distribution is the lack of 
warm water in the domain. The maximum temperature in the domain is the 
surface freezing temperature. This is caused by the sea ice model and it clearly 
leads to the formation of sufficiently cold and saline water on the continental 
shelf. This relatively cold and saline water is flowing into the cavity under the 
ice shelf as part of the Prydz Bay Gyre, it is also flowing off the shelf in the 
direction of the northern boundary. 
In Section A' (Figure C.6a) the water is generally colder, than in Section B' 
(Figure C.6b). This is because the warmer water is flowing in on the eastern 
side of the ocean cavity and out on the western side. However, both sections 
are relatively homogeneous. 
The generally homogeneous nature of the water column on the two north-
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Figure C.6: Temperature cross-sections for the EXDOMsi-cJosed run. a) Section 
A', b) Section B', c) Section D. The locations of the cross-sections is shown in 
Figure 7.6. The dotted lines indicate where the cross-sections intersect. Note: 
Temperature scale is modified. 
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Figure 7.6. T he dotted lines indicate where the cross-sections intersect . 
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Figure C.8: Rates of melting ( +) and freezing (-) from the EXDOMs1-c1osed run. 
The bold contour denotes the boundary between melting and freezing. 
south sections in the ocean cavity is a reflection of the small range of tempera-
tures which can occur within the closed model domain. There are two noticeable 
deviations from the generally homogeneous water column. In Section A (Figure 
C.7a) around 69.0°S there is a layer of warm water overlying the water cooled 
within the ice shelf cavity. This comes from the small amount of recirculation, 
centred at about 68.8°S 71.0°E, within the dominant gyre. In Section B (Figure 
C. 7b) the southern part of the section is clearly stratified. This stratification 
appears to follow the same pattern as seen in the model runs, though with less 
temperature stratification. 
The temperature structure in Section D (Figure C.6c) clearly shows the 
effect of the circulation under the Amery Ice Shelf. There is a clear east-west 
temperature gradient with warmer water on the eastern side of the section. 
On the western side, below the stratified layer adjacent to the sea ice, there 
is a cold core in the water flowing out from under the ice shelf. Within the 
ice shelf cavity itself the temperature gradient on Section C (Figure C.7c) also 
clearly shows the inflow of warm water on the eastern side of the domain and 
the outflow of cold water adjacent to the ice shelf on the western side of the 
domain. 
The colder temperatures in the domain have a significant affect on the melt-
ing and freezing rates at the ice shelf-ocean interface. These are shown in Figure 
C.8. The melting and freezing rates are noticeably reduced compared with those 
for other extended domain runs, see for example Figure 7.27, and are similar 
to those found in the cavity only model runs (Chapter 5). 
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The impact of the reduced melt rates on the basal mass balance of the ice 
shelf is shown in Table C. l. The mean melting and freezing rates are similar 
to those found in the cavity only model runs and in the EXDOMcooI run. The 
overall net mass balance of the ice shelf, which in the EXDOMsr-c1osed model 
run has a loss of 14.6 Gta-1, is within the range of mass loss estimates of Wong 
et al. [1998] and is consistent with the other mass balance terms for the Amery 
Ice Shelf (Section 3.3). 
It is unclear what effect using the same initial conditions for this model 
run as used for the other sea ice model runs might have on the water column 
structure. With all the boundaries closed there is no possibility of water warmer 
than the initial conditions entering the model domain, hence the results from 
this model run, may be more a reflection of not allowing water warmer than 
-l.9°C into the model domain, rather than the success of the sea ice model. 
C.4 Discussion and conclusions 
It was hoped the introduction of a sea ice model to the extended domain model 
would lead to the formation of cold and saline waters, similar in characteristics 
to High Salinity Shelf Water, on the continental shelf. It was assumed that 
if these waters could be formed then the warm water off the continental shelf 
would be blocked from entering the cavity under the ice shelf, and instead the 
cold and saline water would enter the cavity. The presence of such water in the 
cavity was expected to reduce the excessive amount of basal melting. 
To a limited extent this has occurred, however, to achieve this all exchange 
between the model domain and the Southern Ocean had to be blocked. In 
the EXDOMsr-closed model run cold and saline waters were able to form, and 
when this water circulated under the Amery Ice Shelf the excessive quantities 
of melting found in the majority of the extended domain runs disappeared. The 
interaction in the model between the ice shelf and the ocean appeared consistent 
both with the results of the cavity only model runs and with observational 
estimates of basal mass loss from the ice shelf. 
In both model runs, where there was interaction with the Southern Ocean, 
either through assimilation of observations into the model or through interac-
tion along the northern boundary, the introduction of a simple thermodynamic 
sea ice model reversed the expected results. In both the EXDOMsr-basic and 
EXDOMsr-")'=360 runs the temperatures in the model domain and the basal mass 
balance rates increased to highly unrealistic levels. The increase in warming in 
the ocean cavity is most likely linked to the increase in the strength of the 
horizontal circulation, which is significantly larger than in the previous model 
runs. This increase would be expected to transport more heat from Prydz Bay 
into the cavity under the ice shelf. 
The increase of heat into the ocean cavity led to a reduction in the potential 
effectiveness of the sea ice model. The warmer water in the cavity greatly 
increased melting and generated a larger amount of relatively fresh water in the 
top layers of the ocean cavity. This water then flowed out of the cavity and 
rose to lie under the sea ice. Although the outflowing water from the cavity 
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was cold, it did not drive sufficient freezing to overcome the low salinity of the 
outflowing waters. Because of this the outflow water formed an insulating layer 
at the top of the water column that effectively cut off salinity driven vertical 
mixing on the continental shelf. 
The main aim of the first two experiments was to see if the production of cold 
and saline water via sea ice formation would block the intrusion of warm water 
onto the continental shelf and its subsequent flow into the ocean cavity under 
the ice shelf. In this regard introducing a sea ice model was unsuccessful. The 
third experiment (EXDOMsi-ciosed) showed that the introduction of a relatively 
simple sea ice model could produce the cold and saline waters that are likely to 
presently circulate under the Amery Ice Shelf. However to achieve this it was 
necessary to artificially restrict the circulation of warm water within the model. 
In some respects the results from the EXDOMsI-closed model run are similar 
to those of the EXDOMcool model run (Section 7.2.4). The aim of both model 
runs was the production of cold and saline water on the continental shelf. The 
success of both model runs in producing ice shelf basal mass balance estimates 
similar to observationally based estimates suggests that this is a key process 
missing from other model runs. The problem remains, that to get cold and 
saline water in the model it was necessary to either use unrealistic boundary 
conditions or modify the observations being assimilated into the domain. 
That these modifications are necessary indicates there still remain problems 
with the extended domain model. It remains unclear if this is because the 
sea ice model does not include the processes necessary to produce the deep 
convection which would block the intrusion of warm water onto the shelf, or if 
the problems are related to other defects in the model design. Absent processes 
which might be important in a sea ice model include ice export from the domain 
and strong freezing in ice leads. However, before considering these possibilities 
there are other approaches or changes to the model design which are probably 
more profitable to investigate, some of these were outlined in Section 7.5. 
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Appendix D 
Cavity domain model driven 
with extended domain forcing 
The main objective of utilising the extended domain model in Chapter 7 was to 
realistically represent the heat, salt and mass transport across the ice front. A 
secondary aim of using the extended domain model was to see if suitable bound-
ary conditions could be found for use with the cavity model. The motivation 
for this is that the extended domain model is 3.5 times more computationally 
expensive, and for some questions the cavity model, with appropriate boundary 
conditions, would provide suitable answers. An example is climate change sce-
narios where finding suitable forcing for the open ocean in the extended domain 
model could be problematic. -
The results of Chapter 7 were inconclusive as to which expanded domafo 
model run best represented the circulation and water mass properties near the 
ice front. For the exploratory study in this appendix the EXDOM,.=50 run 
(Section 7.2.2) was chosen. 
The data sets needed from the extended domain model to drive the cavity 
model are the temperature, salinity, and streamfunction along the ice front. 
The temperature and salinity are needed for restoring inflow tracer points as 
detailed in Section 4.3.4. The streamfunction is used to provide a boundary 
condition for the barotropic component of velocity. 
In addition to the data sets from the extended domain models, the temper-
ature and salinity data sets utilised in the experiments in Chapter 5 are also 
used. These data sets are used because comparisons between the observations 
and model results in Chapter 7 show the extended domain model temperatures 
near the ice front are warmer than is realistic. 
Two model runs are presented here. The first experiment, labelled AIS,.=5oTs, 
uses the streamfunction, temperature and salinity from the EXDOM,.=50 run. 
In the second model run, labelled AIS-y=5o, the temperature and salinity from 
the EXDOM'Y=5o run are replaced with the temperature and salinity used in 
Chapter 5. 
The two methods of applying the ~r boundary condition to the stream-
function, as discussed in Section 4.3.5, were trialled. Of the two methods, only 
the specification of both the streamfunction boundary row and the first row 
inside the domain would spin up. To set the cross-boundary transport via 
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Figure D.l: The streamfunction along the ice front from which the barotropic 
velocity components are derived for model runs AIS"Y=SOTS and AIS"Y=SO· 
these two streamfunction rows the streamfunction gradient along the ice front 
is needed. This was found by averaging won the two streamfunction grid point 
rows closest to the ice front in the EXDOM"Y=SO run. From the average of W 
the streamfunction gradient along the ice front was found and applied to the 
boundary row and the first row inside the cavity in the AIS"Y=SOTS and AIS"Y=SO 
model runs. The streamfunction from which the gradient is found is shown in 
Figure D.l. 
Setting the streamfunction boundary conditions in this way generates a cross 
ice front barotropic velocity component which is the same in the AIS"Y=SOTS and 
AIS"Y=so runs as in the EXDOMF50 run. It does, however, change the along ice 
front barotropic velocity component to zero. 
The other boundary conditions on the cavity model are identical to those 
used in the cavity models presented in Chapters 5 and 6. As in most of the 
model runs in these chapters the restoring time constant on the tracer boundary 
conditions is set to 80 days. 
D.1 Extended domain streamfunction and 
tracer forcing 
For the AIS1=sOTS run the temperature and salinity restoring fields along the 
ice front are also extracted from the EXDOM"Y=SO run. They are taken from 
the first tracer grid row under the ice shelf and are shown in Figure D.2. 
The vertically integrated streamfunction for the AIS"Y=SOTS run is shown in 
Figure D.3. The circulation has few similarities with the circulation in the 
cavity for the EXDOM"Y=SO run from which the forcing was extracted. Instead, 
the streamfunction structure is similar to the streamfunction in the AISPv run 
(Figure 5.15). 
In the EXDOM"Y=so run the circulation in the northern part of the cavity is 
dominated by a single gyre with two centres which occupies all of the northern 
part of the cavity. In the AIS')'=SOTS run the northern half of the circulation 
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Figure D.2: The temperature and salinity along the ice front used for forcing 
in the AIS')'=SOTS experiment. They are extracted from the first row under the 
ice shelf for the EXDOMF 50 run. 
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Figure D.3: The vertically integrated streamfunction for the AISF5oTs run. 
The circulation is clockwise about positive features. 
changes. The circulation now contains features similar to those seen in the 
AISPv and AISPaw model runs in Chapter 5. The main changes are in the 
north-east of the domain and between the Central Gyre and the ice front. 
The dominant feature of the circulation in the AIS'Y=5oTs run has similari-
ties with both the Central and Main Gyres found in the cavity model runs in 
Chapter 5. In the southern part of the gyre, where the gyre is strongest, its 
transport is rv3. l 1 Sv; about the same magnitude as the AISPv run. To the 
north of this is a local minimum in the streamfunction in the same position as 
the Northern Gyre. 
The broad inflow region in the north-east corner of the domain which forms 
part of the Dominant Gyre in the extended domain assimilation runs is not 
present. Instead the inflow circulation from the boundary is steered around a 
region of shallow water column thickness. 
The temperature on Sections A, B, and C is shown in Figure D.4. There are 
several differences in the temperature structure in the AIS'Y=5oTs run, compared 
with the same cross-sections in the EXDOM'Y=50 model run (Figure 7.15). In 
all three sections the temperature of the warmest waters decreases by rv0.15°C, 
and the temperature in the intermediate waters increases. In Sections A (Figure 
D.4a) and B (Figure D.4b) the temperature of the water adjacent to the ice 
shelf near the ice front is cooler than in the EXDOMF50 run. There is also an 
increase in the thickness of the melt-water layer near the ice front . The change 
in the temperature and thickness of the melt-water layer is caused by the change 
in the patterns of melting and freezing at the ice shelf-ocean interface. 
Figure D.5 shows the melting and freezing rates. In the EXDOM'Y=50 model 
run the northern part of Sections A and B were in areas of high melting. In 
contrast , in the AIS'Y=5oTs run the northern parts of these sections are in areas 
of freezing. This leads to the decrease of temperature and the increase in the 
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Figure D.4: Temperature cross-sections of the model domain for the AIS1'=5oTs 
run. a) Section A, b) Section B, and c) Section C. The locations of the cross-
sections are shown in Figure 5.4. 
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Figure D. 5: Melting ( +) and freezing (-) rates for the AISFsoTs run in ma - 1. 
The bold contour denotes the boundary between melting and freezing. 
Table D.l: Mass balance estimates for the AIS'Y=SOTS and AIS'Y=SO runs. 
Amery Mean Rates for Area of Mass Change Rates 
Model Freezing Melting Whole Melt Freezing Melting Net Loss 
Run Zone Zone (Loss) 
(AIS) (ma-1 ) (ma- 1) (ma-1) (%) (Gta-1 ) (Gta-1 ) (Gta- 1) 
1=50TS 1.17 0.85 0.34 75.1 14.8 32.4 17.6 
1=50 1.33 0.73 0.28 78.0 14.9 29.1 14.2 
Note: The total area of the ice shelf is 5.6 x 104 km2 • 
melt-water layer thickness. 
The melting and freezing rates for the AIS'Y=SOTS run show several noticeable 
changes from the EXDOMF50 run. The first is the general reduction in melting 
within the domain. The second is the general absence of melting along the ice 
front . The third is the area of accumulation in the north-west corner of the 
domain. 
The changes in the melting and freezing distribution impact on the mass 
balance of the ice shelf. This can be seen in the mass balance measures pre-
sented in Table D.l. The net loss from the ice shelf reduces from 66.8 Gta-1 
to 17.6 Gta-1 . This is within the range of the estimates by Wong et al. [1998], 
and agrees with estimates from other cavity model runs in this thesis. The 
mass change components are, however, relatively large, with 32.4 Gta-1 of loss 
from melting and 14.8 Gta- 1 of accretion. The large amount of accretion occurs 
mainly in the north west corner of the model domain. 
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Figure D.6: The vertically integrated streamfunction for the AIS'Y=5o run. The 
circulation is clockwise about positive features. 
D.2 Extended domain streamfunction forcing 
only 
In the AIS'Y=50 model run the temperature and salinity fields calculated for 
the cavity models (Figure 4.6) are used in place of temperature and salinity 
from the extended domain runs. This is done as the extended domain model 
runs appear to be advecting water which is warmer than observations suggest 
is realistic into the cavity. It is anticipated this could be avoided by the use of 
different temperature and salinity fields . The temperature and salinity fields 
used in Chapter 5, which are cooler than those shown in Figure D.2, are used. 
The streamfunction used to derive the barotropic velocity terms in the 
AIS'Y=50 run is the same as that used in the AIS'Y=5oTs run (Figure D .1). 
The horizontal circulation, as shown by the streamfunction, for the AIS-y=5o 
run is shown in Figure D.6. The circulation is similar to that found for the 
AIS'Y=5oTs run. There are some differences, particularly in the Main Gyre where 
the structure and transport changes and the maximum transport reduces from 
rv3.11 Sv to "'2.78 Sv. Also the local minimum in the streamfunction, which 
is seen in the AIS'Y=5oTs run in the same position as the Northern Gyre, is no 
longer present. 
The three temperature cross-sections for the AIS-y=5o run are shown in Figure 
D.7. 
At the northern end of Section A (Figure D. 7a) is an anomalous patch of 
warm water. It is present here due to diffusion from a region of unrealistic 
model behaviour localised to a few grid points in the north-west corner of the 
model domain. The behaviour of the model in the north-western corner of 
the domain is verging on the unstable. In this area of the domain there are 
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Figure D.7: Temperature cross-sections of the model domain for the AIS')'=SO 
run. a) Section A, b) Section B, and c) Section C. The locations of the cross-
sections are shown in Figure 5.4. 
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high velocities (50 to 100 cms-1 ), high freezing rates and both overly warm and 
overly cold water. It is unclear what mechanism creates these unrealistic results 
in this part of the model domain. However, it is likely to be a product of the 
restricted extent of the domain, and the application of a geostrophic boundary 
condition. The boundary condition expects a net outflow from this area, but 
by also setting the along front barotropic velocities to be zero it restricts flow 
into this small part of the domain. 
In all three of the temperature cross-sections there are inversions in the 
temperature. These inversions are formed by the advection of warm water from 
the boundary forcing. The inversions in Section A and in the upper part of 
Section C are formed from the warmest parcel of water in the boundary forcing, 
which is situated between 73°E and 74°E at the ice front (Figure 4.6a). This 
water flows in the eastern side of the Main Gyre where advection and diffusion 
spread the warm layer along the base of the ice shelf. The water which forms 
inversions in Section B, and the bottom part of Section C comes from the water 
parcel on the eastern side of the ice front at about 600 m. This water has a 
maximum temperature of -l.82°C (Figure 4.6a) as it flows into the domain. It 
is then diverted westward, to the north of the shallow region on the east side of 
the Main Gyre. Here it joins the gyre and flows south. It has not been seen in 
other model runs, with the observationally derived temperature and salinity at 
the ice front, as it is only with the current velocity boundary conditions that 
there is inflow in this region. 
The temperature structure in the southern part of Section A is correlated 
with the strength of the horizontal circulation in the western side of the Main 
Gyre, which it bisects. At the southern end of the cross-section the gyre has its 
strongest velocities and flow lies along the cross-section (Figure D.6). Here, the 
temperature structure in the bottom part of the water column is homogeneous. 
Further north (around 69.5°S) where the flow broadens out and no longer flows 
along the cross-section the temperature structure is stratified, with warmer 
waters trapped close to the ice front. 
Apart from the temperature inversion, the temperature structure in both 
Section B (Figure D.7b) and Section C (Figure D.7c) is very similar to that 
seen for the same sections in the AISPv run (Figure 5 .17). 
The distribution of melting and freezing in the AIS'Y=SO run does not vary 
greatly from that found in the AIS'Y=SOTS run (Figure D.5). This is seen in the 
mass balance estimates presented in Table D.l. 
The large amount of accumulation in both the AIS'Y=SOTS run and AIS'Y=50 
run on the western side of the ice front is partly an artifact of the ice front 
boundary conditions. The area in which it occurs is close to the ice front and 
the barotropic velocity components in this area are controlled by the boundary 
conditions, this restricts the ability of the model to mix water from this part 
of the domain into the interior. The high freezing rates are responsible for 
approximately 9.7 Gta-1 and 10.1 Gta-1 of mass gain in the AIS'Y=SOTS and 
AIS'Y=SO runs, respectively. 
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D.3 Discussion and Conclusions 
In this appendix an attempt has been made to use the results of the EXDOM'Y=50 
extended domain model run to prescribe the boundary conditions at the ice front 
for the cavity domain model (AIS'Y=SOTs). In addition, a further run of the cav-
ity domain model with only the streamfunction from the EXDOM'Y=SO run was 
completed. In this run the temperature and salinity fields used in Chapter 5 
were used at the ice front. In these two model runs the mass exchange across 
the ice front was prescribed in terms of the across ice front barotropic velocity 
component. 
There were some changes to the circulation in the ice shelf cavity between 
the cavity domain models and that seen in the EXDOM'Y=SO run. The most sig-
nificant difference was in the strength of the circulation. In both the AIS'Y=SOTS 
and AIS'Y=so runs the Main Gyre was significantly stronger. The mass exchange 
across the ice front was also greater. In the EXDOM'Y=so run the inflow and 
outflow components were rvl.77 Sv, in the AIS'Y=SOTS and AIS'Y=SO runs they 
were rv3.02 Sv and rvl.96 Sv, respectively. 
In the AIS'Y=SOTS run the temperature in the ocean cavity was reduced com-
pared with that seen in the EXDOM-y=so run. This significantly changed the 
mass lost by the ice shelf from the 66.7 Gta-1 lost in the EXDOM'Y=so run to 
17.6 Gta-1. Changing the temperature and salinity forcing along the ice front 
to that used in Chapter 5, did not further significantly change the amount of 
ice lost. In the AIS'Y=so run 14.2 Gta-1 of ice was lost. 
The success of the AIS'Y=SOTS and AIS'Y=so runs is only partial; there are 
some discrepancies between these model runs and the EXDOM'Y=50 run. For 
example in the strength of the transport in the Main Gyre and across the ice 
front. There are also some features in the model results which are unlikely to 
be realistic. The most significant of these is the abnormally large amount of 
freezing in the north-west corner of the domain adjacent to the ice front. This 
is unrealistic as the amount of supercooled water needed to drive this amount 
of freezing is unlikely to stay inside the ocean cavity, as any buoyant melt-water 
would flow out across the ice front, which it is not able to do in the cavity only 
model. This problem in the northwest corner is localised and does not affect 
the results in the rest of the model domain. 
The discrepancies between the model results for the EXDOM-y=so run and 
the AIS'Y=SOTS and AIS'Y=so runs, suggests extracting suitable forcing data from 
the results of the EXDOM'Y=50 run may not be as simple as assumed. The most 
likely reason for this is that the streamfunction and tracer restoring fields are 
applied to an at rest ocean. During the model spin up period the ocean condi-
tions in the cavity would not necessary evolve to the same state as was found 
in the EXDOM'Y=SO· The other factor which is likely to impact on the results 
is the freedom in the baroclinic velocity components. Unlike the barotropic 
components of velocity these are not prescribed. This allows the transport 
across the ice front in the cavity models to be different from that found in the 
EXDOM'Y=so model. This effect occurs as there are substantial differences in the 
mass transport components across the ice front in the EXDOM'Y=50 , AIS'Y=soTs, 
and AIS'Y=SO model runs. 
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It is clear changes are required to enable the results of the extended domain 
model to be used in driving the cavity model to reproduce similar ocean cavity 
results between the two models. Two possible changes which could resolve 
this problem are: modifying the boundary conditions, so mass, heat and salt 
transport across the ice front are similar in both the extended domain and 
cavity models; and utilising the extended domain model results in the cavity as 
initial conditions for the cavity model. However, before attempting to achieve 
better agreement progress is needed in the quality of the extended domain model 
results. 
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Appendix E 
Southern expansion of the ocean 
cavity under the Amery Ice Shelf 
Recent analysis by Phillips [1998] of the Amery Ice Shelf using satellite altimetry 
and newly available ice thickness data suggests the southern grounding line of 
the ice shelf is further south than was found from the comparison of bedrock 
depth and ice shelf thickness in this thesis (Section 4.5). If so, this could impact 
greatly on the results found in this thesis. However, the extent and dimensions 
of the ocean cavity under the ice shelf in the southern part of the domain are 
still unclear. 
In this appendix the preliminary results from two exploratory model runs 
where the cavity under the Amery Ice Shelf is expanded are presented. 
In Sect~on 4.5 the extent of the ice shelf cavity and the location of the 
southern grounding line was found by calculating the water column thickness 
from the ice shelf draft and bathymetry. Outside the current ice shelf cavity 
the bathymetry and ice thickness data used in defining the current ocean cavity 
provide little assistance in describing the possible dimensions of any southward 
expansion. It is however known that the general trend of the ice shelf is to 
thicken with further distance south [Morgan and Budd, 1975; Phillips, 1998]. 
The maximum possible zonal and meridional extent of the ice shelf cavity 
can be inferred from the positions of the mountain ranges which border the 
Lambert Glacier. For the two exploratory expansions it has been assumed that, 
the ice shelf grounding line is near Mt Stinear (73.0°S 66.3°E), the eastern side 
of the cavity is bounded by the Mawson Escarpment, and the western side is 
bounded by the Southern Prince Charles Mountains. 
In the first experiment, labelled EC A, the north-south variation in the ice 
shelf draft is found by extrapolating the trend in the maximum draft in the 
current cavity. This is chosen as it leads to a thick ice shelf over a deep bed 
rock depression near the confluence in the Lambert Glacier. The existence of 
such a bed rock depression was reported by Morgan and Budd [1975] in their 
radio echo sounding study of the Lambert Glacier. The east-west variation 
in the ice shelf draft for the cavity extension propagates from the east-west 
variation at the current grounding line into the extension. The ice shelf draft 
for the ECA run is shown in Figure E.1. 
The north-south variation in the second experiment, labelled ECB, is found 
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Figure E .l: The ice shelf draft used in the ECA run. 
Figure E.2: The ice shelf draft used in the ECB run. 
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Figure E.3: The water column thickness used in both the ECA and ECB runs. 
by extrapolating the ice shelf draft from the current grounding line, using the 
gradient of the mean ice shelf draft in the current domain. Again the east-west 
variation in the cavity extension comes from the propagation of the east-west 
variat ion at the current grounding line into the extension. The ice shelf draft 
for the ECB run is shown in Figure E.2. 
There is no useful information on which to base the expansion of the bathy-
metry under the cavity. Instead it has been assumed that the water column 
thickness would taper to a thickness of 50 m at the grounding line. This is 
the minimum depth able to be resolved by the model. The same water column 
thickness is used in both of the ECA and ECB runs, and is shown in Figure E.3 
Apart from the changes related to expanding the ice shelf cavity to the 
south, the model implementation is otherwise identical to that used in the 
AISw=o model run (Section 5.2.2). 
E.1 Expanded cavity experiment A 
The horizontal circulation in the expanded ocean cavity for the ECA run is 
shown by the vertically integrated streamfunction in Figure E.4. The Central, 
Northeastern and Northern Gyres are largely unchanged from those found in 
the AISw=O run (Figure 5.9). South of the Central Gyre and north of the domain 
extension there are substantial changes in the horizontal circulation compared 
with the AISw=o run. This part of the cavity is dominated by a series of inter-
connected anticlockwise gyres. The northern part of this circulation is similar 
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Figure E.4: Vertically integrated streamfunction for the ECA run. The circula-
tion is clockwise about positive features. 
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Figure E.5: Rates of melting ( +) and freezing (-) from the ECA run. The bold 
contour denotes the boundary between melting and freezing. 
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Figure E.6: Vertically integrated streamfunction for the EC8 run. The circula-
tion is clockwise about positive features. 
to that seen in the closed boundary run (Figure 5.2), with the South-Central 
and Southern Gyres controlling circulation around the Central Grounded Zone. 
In the cavity extension the horizontal circulation is relatively weak and the 
circulation appears to be dominated by the overturning circulation. 
The overturning circulation is driven by the step north-south ice shelf gra-
dient and the intensive areas of melting and freezing in the domain extension. 
The areas of intense melting and freezing can be seen in Figure E.5. North of 
the domain expansion and south of the Central Gyre the pattern of melting and 
freezing is different from that seen in the AIS111 =0 run. This change reflects the 
modified horizontal circulation. In the areas of the Central, Northeastern, and 
Northern Gyres there is a slight increase in the rate of melting and a doubling 
of the rate of freezing. The increase in the amount of freezing occurs because of 
the increased availability of melt-water adjacent to the ice shelf-ocean interface. 
There is also a change from melting to freezing in the channel to the east of the 
Central Grounded Zone. 
E.2 Expanded cavity experiment B 
The streamfunction in the EC8 run is shown in Figure E.6. It shows a horizontal 
circulation which is similar in most of the cavity to that seen in the ECA run 
(Figure E.4), but with a reduced transport. The transport in all the gyres is 
reduced from that seen in run ECA· The transport in the Central, Northern, 
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Figure E.7: Rates of melting(+) and freezing(-) from the ECB run. The bold 
contour denotes the boundary between melting and freezing. 
and Northeastern Gyres is similar in strength to that seen in the AISw=O run 
(Figure 5.9). 
The different model domain expansion in the ECB run leads to a change 
in the pattern of melting and freezing at the ice shelf-ocean interface from the 
ECA run. The melting and freezing rates for the ECB run are shown in Figure 
E.7. In the south of the domain the melting and freezing rates are less than 
those seen in the ECA run, but they still have a strong gradient in the melting 
and freezing pattern. 
E.3 Discussion and conclusions 
The main aim of these expanded cavity runs is to determine if a more southerly 
grounding line, as suggested by Phillips [1998], will impact on the circulation 
in the ocean cavity and the basal component of the ice shelf mass balance. 
The extension of the domain and the change in the ocean circulation leads 
to substantial changes in the ice shelf in the pattern of melting and freezing. 
The effect of these changes on the basal component of ice shelf mass balance 
is shown in Table E.1. Also shown are the mass balance estimates for the 
AISw=O run. The AISw=o run is presented as it has the same ice front boundary 
conditions as the EC A and ECB runs. The format of the table is the same as 
those presented in other chapters (e.g., Table 5.1) . 
In both the EC A and ECB runs the expansion of the domain and the ac-
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Table E.l: Estimates of the mass balance rates for the expanded cavity runs. 
Mean Rates for Area of Mass Change Rates 
Freezing Melting Whole Melt Freezing Melting Net Loss 
Zone Zone (Loss) 
(ma-1 ) (ma-1) (ma-1 ) (%) (Gta-1 ) (Gta-1 ) (Gta-1 ) 
AISw=o 0.16 0.40 0.21 66.6 2.8 13.4 10.6 
ECA 0.71 1.01 0.19 52.2 21.3 32.9 11.6 
ECB 0.36 0.52 0.18 61.3 8.6 19.9 11.3 
Note: The total area of the ice shelf is 6.8 x 104 km2 , in the ECA and ECB runs, 
and 5.6 x 104 km2 for the AISw=o run. 
companying change in the melting and freezing has not substantially changed 
the overall ice shelf mass balance. The mass change components of melting 
and freezing have changed - by a large amount in the EC A run and a lesser 
amount in the ECB run. The net loss from the ice shelf has increased, but not 
in proportion to the expansion of the ocean cavity. In both the ECA and ECB 
runs the net mass loss from the ice shelf changes by less than 10% in comparison 
with the AISw=o run. The increased area of the cavity leads to a drop in the 
net melt rate. 
In Chapter 5 the thickness of the marine ice layer along several ice shelf 
fiowlines was calculated using the method outlined in Appendix A. In some of 
these calculations it was found a marine ice layer could form and subsequently 
melt away. With the change in the melting and freezing patterns in the two 
expanded cavity domain runs, it might be possible for the extensive freezing in 
the southern part of the domain to generate a substantial marine ice layer that 
could survive subsequent movement through areas of melting. If this did occur 
it might provide a possible explanation for the marine ice layer observed at the 
Gl drill site [Morgan, 1972]. Of the three flowlines discussed in Section 5.6.1, 
the western and eastern flowlines (Flowlines 1 and 3, Figure 5.24) do not reach 
into the south of the domain, so are not affected by the cavity expansion. The 
central fl.owline (Flowline 2) does reach into the south of the domain, but does 
not flow through the region of high accumulation in either of the EC A or ECB 
runs. 
The effect of expanding the ocean cavity is different in the north and south 
of the domain. In the north of the domain the effects are minimal, the structure 
of the horizontal circulation is very similar to that seen in the AISw=o runs for 
both the EC A and ECB model runs. There is also little change in the pattern 
of melting and freezing in the areas of the Central, Northern and Northeastern 
Gyres. The similarity of the melting and freezing, and the horizontal circulation, 
with that seen in the AISw=o run, leads to the temperature and salinity structure 
in the northern part of the domain being similar in the EC A, ECB, and AISw=o 
runs. 
In the south of the domain the changes in the model results are significantly 
effected by the expansion of the model domain. The most notable change is in 
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the domain extension where there is weak horizontal circulation. This raises the 
possibility that vertical circulation may be more important for the transport of 
heat and salt in this part of the domain. This is borne out by the large exchange 
of heat with the ice shelf which is shown by the high melting and freezing rates 
in the southernmost part of the domain (Figure E.5). The high melting and 
freezing rates impact on the whole water column, and have the net affect of 
cooling the domain more than was seen in other model runs. 
The similarity of the results in both the EC A and ECB runs to those for the 
AISl¥=O run in the north of the domain indicates the results in the north of the 
domain are largely unaffected by the extent of the southern part of the domain. 
Thus the results of this thesis in the northern part of the domain appear to be 
largely independent of the southern grounding line position. 
If the grounding line is as far south as suggested by Phillips [1998], then the 
larger ocean cavity will affect the results described in this thesis. The effect 
that the larger cavity will have on the results is difficult to determine from the 
two preliminary experiments presented here. However, these two experiments 
suggest that the changes in the model results due to the expansion of the ocean 
cavity are localised to the southern part of the cavity, and that the northern 
part of the domain is largely uneffected. It is unlikely that either of the cavity 
expansion studies in this appendix are completely realistic, given the simple 
assumptions used in extending the ice shelf draft and the lack of information 
about the possible bathymetry. Hence, a definitive description awaits the avail-
ability of accurate observations on the extent of the cavity under the Amery Ice 
Shelf. Nevertheless, it is reassuring that changes in the far southern boundary 
of the domain, where the data are sparse, appear to have relatively little impact 
on the general conclusions derived from the earlier model simulations. 
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