Synaptic activity in vivo can potentially alter the integration properties of neurons. Using recordings in awake mice, we targeted somatosensory layer 2/3 pyramidal neurons and compared neuronal properties with those from slices. Pyramidal cells in vivo had lower resistance and gain values, as well as broader spikes and increased spike frequency adaptation compared to the same cells in slices. Increasing conductance in neurons using dynamic clamp to levels observed in vivo, however, did not lessen the differences between in vivo and slice conditions. Further, local application of tetrodotoxin (TTX) in vivo blocked synaptic-mediated membrane voltage fluctuations but had little impact on pyramidal cell membrane input resistance and time constant values. Differences in electrophysiological properties of layer 2/3 neurons in mouse somatosensory cortex, therefore, stem from intrinsic sources separate from synaptic-mediated membrane voltage fluctuations.
Introduction
In cortical neurons synaptic inputs in vivo drive variable spike discharge times, smooth spike input-output relationships (Softky and Koch, 1993; Paré et al., 1998; Anderson et al., 2000; Priebe and Ferster, 2008) , and reduce the membrane input resistance and time constant of cortical neurons (Bernander et al., 1991; Destexhe and Paré, 1999; Hô and Destexhe, 2000) . Extending these results, experiments in slices using artificial changes in membrane conductance, noisy fluctuations, and the presence of neuromodulators have indicated changes to spike voltage threshold, spike frequency adaptation, and the gain of the spike frequency-current relationship (Desai et al., 1999; Cantrell and Catterall, 2001; Cudmore and Turrigiano, 2004; Prescott et al., 2006; Fernandez and White, 2010; Dembrow and Johnston, 2014; Nadim and Bucher, 2014; Wester and McBain, 2014) . Membrane conductance and levels of neuromodulation likely differ between in vivo and slice conditions. Nevertheless, differences in spike output characteristics between neurons in vivo and slices are often modeled as resulting largely from network-generated noisy synaptic inputs that decrease membrane resistance and time constant (Holt et al., 1996; Destexhe et al., 2001 Destexhe et al., , 2003 Chance et al., 2002; Wolfart et al., 2005; Fernandez and White, 2008) , rather than differences resulting from neuromodulation or other factors. Only a few studies Ferrante et al., 2017 ) have compared spiking properties in identified cell types under both in vivo and slice conditions. It remains unknown if the intrinsic spiking properties of neurons that have been established in slice experiments are preserved in vivo.
Using visually-guided intracellular whole-cell recordings of somatosensory layer 2/3 pyramidal cells in awake, head-fixed mice, we compared in vivo input-output responses and subthreshold membrane properties between slice and in vivo layer 2/3 mouse somatosensory pyramidal cells. Compared to pyramidal cells in slices, cells in vivo were characterized by reduced input resistance, broader spikes, greater spike frequency adaptation, and a larger voltage dependence in subthreshold membrane input resistance.
To test whether differences between slice and in vivo conditions arose from an increase in membrane conductance, we used dynamic clamp in slice recordings to match values observed in vivo. Although increasing membrane conductance led to some changes that induced a better match to in vivo data, properties associated with spike shape, spike frequency adaptation and the subthreshold currentϪvoltage relationship were altered in a manner inconsistent with in vivo measures. Further, the use of tetrodotoxin (TTX) to block synaptic activity in vivo minimally altered average membrane input resistance and time constant values of layer 2/3 mouse somatosensory neurons. Taken together, these data indicate fundamental differences between slice and in vivo pyramidal cells that are not the result of a high conductance associated with background synaptic activity.
promoter in transgenic mice has been established to drive specific expression of fluorescent protein in layer 2/3 pyramidal cells in S1, with expression in ϳ32% of pyramidal cells in layer 2/3 (Wang et al., 2013) .
The electrode pipette was visualized using the cyangreen fluorescent dye Alexa Fluor 488 hydrazide (Thermo Fisher Scientific), which was added to the intracellular electrode solution (0.3% weight/volume). Imaging was performed using a two-photon imaging system (Thorlabs) with a mode-locked Ti:Sapphire laser (Chameleon Ultra II; Coherent) set to wavelengths between 920 nm and 950 nm, which was used to excite both the Alexa Fluor 488 and tdTomato using a 20ϫ, NA 1.0 (Olympus) objective lens. Laser scanning was performed using resonant scanners and fluorescence was detected using two photomultiplier tubes (Hamamatsu) equipped with red and green filters to separate emission from Alexa Fluor 488 and tdTomato.
Viral injection for GCaMP6f expression in CaMKIIaCre mice
Eight-to twelve-week-old transgenic CaMKIIa-Cre mice were anesthetized with isofluorane. They were injected with AAV1.Syn.Flex.GCaMP6f.WPRE.SV40 obtained from the University of Pennsylvania Vector Core to express GCaMP6f in the pyramidal cells of layer 2/3 in S1. A total of 200 nl of the virus was injected using a stereotax at 1.1 posterior, 3.3 medial, 300 m below the Bregma, using a 10-nl syringe (World Precision Instruments) fitted with a 33-gauge needle (NF33BL; World Precision Instruments), at a speed of 40 l/min controlled via a microsyringe pump (UltraMicroPump 3-4; World Precision Instruments). Postop animals received an intraperitoneal injection of the analgesia Buprenorphin (0.2-0.5 mg/kg) which was continued for 48 h postsurgery every 8 -12 h.
Optical recording of neuronal Ca
2؉ activity Imaging was performed using a two-photon imaging system (Thorlabs) with a mode-locked Ti:Sapphire laser (Chameleon Ultra II; Coherent) controlled by Thorlabs software. The field of view (500 ϫ 500 m) was imaged at 29.85 Hz.
Imaging analysis
Imaging analyses were performed in the Python programming language using a pre-published package (https://github.com/simonsfoundation/CaImAn). First brain motion was corrected using CaImAn package implementation of rigid motion correction. We identified regions of interests by calcium image source separation based on non-negative matrix factorization that was implemented in CaImAn. This algorithm takes advantage of both spatial and temporal patterns and is able to differentiate overlapping neurons. In the imaged mouse, algorithm identified 88 neurons. ⌬F/F was calculated by dividing fluorescent activity of each cell by running average value of its mean background fluorescence. Spiking deconvolution was implemented in this package by fitting an impulse of a second order autoregressive model to the data to estimate the model. This model was then used to solve a non-negative, sparse constrained deconvolution to estimate spiking rate.
Electrophysiology in vivo
The space between the glass coverslip surface and the objective lens was filled with artificial cerebrospinal fluid consisting of the following: 125 mM NaCl, 25 mM NaHCO 3 , 25 mM D-glucose, 2 mM KCl, 2 mM CaCl 2 , 1.25 mM NaH 2 PO 4 , and 1 mM MgCl 2 . A ground electrode, consisting of a silver-chloride wire was placed inside the cranial window. Recordings of intracellular membrane voltage or current were conducted using standard patch clamp electrodes with tips (0.6 -1 m) that had resistance values between 7 and 12 M⍀. Electrodes were pulled using a horizontal puller (Sutter Instruments) using filament, thin-wall glass (Sutter Instruments). Intracellular pipette solution consisted of the following: 120 mM K-gluconate, 20 mM KCl, 10 mM HEPES, 7 mM diTrisPhCr, 4 mM Na 2 ATP, 2 mM MgCl 2 , 0.3 mM Tris-GTP, and 0.2 mM EGTA; buffered to pH 7.3 with KOH.
Patch electrodes were lowered into the cortex using a micromanipulator (Sutter Instruments). Electrodes were lowered into layer 2/3 of cortex ϳ150 -275 m below the pial surface. Variable amounts of positive pressure were used to penetrate the agar and pial surface. Under visual guidance, the pressure was then gradually reduced when approaching neurons to minimize mechanical perturbation of cells and increase the likelihood of a successful seal forming. The process of seal formation was constantly monitored using visual cues, as well as 10-mV voltage step to measure seal resistance and the capacitance associated with the glass electrode. On seal formation (Ͼ2 G⍀), capacitance compensation was used to eliminate the pipette capacitance during voltage clamp in the on-cell configuration. Small amounts of transient negative pressure were used to break the seal and establish whole cell recordings. Average series resistance values for layer 2/3 pyramidal cells in vivo was 48.1 Ϯ 9.2 (n ϭ 22). In all current clamp recordings, full bridge balance compensation was used. Throughout recordings, seal resistance was monitored every 2-3 min. Recordings were discarded if changes Ͼ10 M⍀ were observed. In addition, during current injection, any moment-by-moment change in access resistance was easily detected due to the generation of large-sized voltage artifacts that were only present when injecting current. In all such cases, recordings were discarded. A measured junction potential of 10 mV was subtracted from all voltage traces. Trace signals were amplified and low-pass filtered at 5-10 kHz before being digitized at 10 -20 kHz. For LFP recordings, a 0.3-0.6 M⍀ electrode filled with ACSF was placed in layer 2/3. LFP recordings were recorded at 20 kHz and filtered between 0.1 and 1000 Hz. All electrophysiology was conducted using a Multiclamp 700B (Molecular Devices) and a Digidata 1550 (Molecular Devices).
For TTX application during in vivo recordings, we used a secondary pipette in close proximity to the recording electrode (100-250 m away) filled with ACSF and containing 50 M TTX, along with Alexa Fluor 488 hydrazide (0.3% weight/volume) to visualize the delivery of TTX during experiments. To ensure the patch electrode stability, we slowly applied pressure through a syringe until the Alexa Fluor 488 was present in the area around the recording electrode and the cessation of membrane voltage fluctuations.
Slice preparation
Coronal sections of S1 were prepared from two-to sixmonth-old mice (same breed of mice as for in vivo recordings) of either sex. After anesthetization with isoflurane and decapitation, brains were removed and immersed in 0°C sucrosesubstituted artificial cerebrospinal fluid: 185 mM, 2.5 mM KCl, 1.25 mM NaH 2 PO 4 , 10 mM MgCl 2 , 25 mM NaHCO 3 , 12.5 mM glucose, and 0.5 mM CaCl 2 . Coronal slices were cut to a thickness of 400 m (Leica VT 1200, Leica Microsystems). After the cutting procedure, slices were incubated in ACSF identical to that used in for in vivo recordings at 30°C for 20 min before being cooled to room temperature (20°C). After the incubation period, slices were moved to the stage of an infrared differential interference contrast-equipped microscope (Axioscope 2ϩ, Zeiss). All recordings were conducted between 35°C and 36°C. Since the temperature control system could sometimes go above the target temperature, we did not use 37°C.
Neuron visualization in slices
Neurons in slices were visualized using differential interference contrast microscopy (DIC) and an infrared camera. Visualization of tdTomato-positive CaMKIIa neurons was done through fluorescence microscopy through the use of an LED-based white light source (X-Cite, 120 LED) and excitation and emission filters with center wavelengths of 545 and 605 nm, respectively. We limited our recordings in slices to a region between 150 and 250 m below the cortical surface to ensure we matched the cortical depth of in vivo recordings.
Electrophysiology in slices
For slice recordings, electrode resistances were between 4 and 6 M⍀, with access resistance values of 27.3 Ϯ 8.8 M⍀. Seal resistance values were always Ͼ2 G⍀. Full bridge balance compensation was used for all recordings. Recordings were performed with a current-clamp amplifier (Multiclamp 700B) and data were acquired using a sampling rate of 20 kHz and custom software developed in MATLAB (v. 2015, Mathworks) using the data acquisition toolbox. Other compensation and correction factors were identical to those used in vivo recordings. For in vivo and slice conditions, pyramidal cell resting values were comparable (in vivo: Ϫ70 Ϯ 6.7 mV vs slices: Ϫ75 Ϯ 5.3 mV), and hence an unlikely source of any potential differences in electrophysiological properties.
Dynamic clamp
For dynamic clamp experiments, the current-clamp amplifier was driven by an analog signal from an x86 personal computer running Real-Time Experimental Interface (Bettencourt et al., 2008 ). An increase in linear conductance was introduced via dynamic clamp using the equation:
with V mem representing pyramidal cell membrane voltage and E leak representing the reversal voltage for the added conductance. For all experiments, E leak was set to Ϫ65 mV. The magnitude of the leak conductance (g leak ) was varied between 4 and 10 nS to achieve a 50% reduction in the membrane input resistance of individual pyramidal cells at resting membrane potentials.
Data analyses
For all conditions, spike threshold was defined using the peak of the second derivative of the spike wave form. Spike half-width was taken as the width of the spike at voltages corresponding to the half amplitude (mid-point between spike peak amplitude and threshold). Spike rate of rise was defined as the peak of the first derivative associated with the first spike upstroke. Gain was measured using linear regression over the linear range of f-I (mean r 2 ϭ 0.89 Ϯ 0.13) and f-V curves (mean r 2 ϭ 0.93 Ϯ 0.14). Unless otherwise noted, spike parameter measures were taken from the first spike generated. Spike frequency was calculated using the reciprocal of the mean of the interspike intervals generated during 0.5-s-long step depolarizations. Average spiking voltage was calculated as the mean voltage when the cell generated spikes. Dynamic range associated with f-I curves was taken as the range in spike discharge frequency between the lowest spike frequency and the spike frequency associated with saturation in the f-I curve. Absolute membrane resistance values were calculated from the average slope extracted from I-V curves using linear regression. Time constant values in these data were determined using an exponential fit of membrane voltage change (5-10 mV) resulting from a hyperpolarized current step near rest.
To quantify spike frequency adaptation, we took the ratio of the average spike frequency (measured from two interspike intervals) at the end and start of the current pulse, with lower ratio values indicating greater spike frequency adaptation. In some cases, adaption ratio was measured for each current pulse. We quantified changes in spike shape and spike frequency adaptation by taking spike shape and adaptation ratio using the first and last spike frequency value associated with f-I curves. For slice and in vivo comparisons in pyramidal cells, we used a 0.5-long pulse.
For power spectral density curves and spectrogram analyses (Figs. 1, 2) , we used the Chronux (http:// chronux.org/) analysis software toolkit developed in MATLAB (Mathworks). For spectrograms, mean-subtracted, 2-min-long voltages traces were low-pass filtered at 1000 Hz and then analyzed using a multi-taper time-frequency spectrum analysis implemented with the mtspecgramc function included in the Chronux analysis software. The window for the spectrum was set to 10 s. For power spectral density curves, the output from spectrograms was averaged across windows to form a single curve for each data trace. For measures of power, power spectral density curves were integrated between ranges of frequencies specified in the results section. Cross-correlation analyses were conducted using the xcorr function in MATLAB.
Statistical analyses
Unless otherwise noted, all values are presented as the mean along with the standard deviation. Normality of data 
␥ ϭ
1 n ͚i ϭ1 n ͑x i Ϫ x Ϫ͒ 3 ͑ 1 n ͚i ϭ1 n ͑x i Ϫ x Ϫ͒ 2 ͒ 3/2 .
Results
To compare neuronal responses from specific cell types in vivo and slices, we used two-photon imaging to visualize mouse somatosensory layer 2/3 neurons in vivo and target for whole-cell intracellular recordings. We used the selective expression of tdTomato under control of the CaMKIIa promoter to visualize and target pyramidal cells (Fig. 1A) . Average recording depth (cell body location relative to cortical surface) was 182 Ϯ 26 m. A local field potential (LFP) electrode was placed close to the intracellular recording site (ϳ250 m) at the same depth.
Under quiet and awake conditions, LFP recordings were characterized by low frequency power (Fig. 1C) . As in previous recordings in rat somatosensory cortex during quiet and awake states (Okun et al., 2010) , the LFP and intracellular membrane voltage were correlated; peak average cross-correlation coefficient between the LFP and membrane voltage was 0.22 Ϯ 0.08 (p Ͻ 0.001, Student's t test, n ϭ 9; Fig. 1D ), while the absolute lag at which the peak correlation occurred was 0.18 Ϯ 0.17 s.
Both the LFP and intracellular membrane voltage in pyramidal cells during awake conditions (acquired simul- taneously) expressed unimodal distributions, with no signs of up-down state transitions (Fig. 1Ei) . Correspondingly, the Hartigan's dip test (Hartigan and Hartigan, 1985) for unimodality applied to LFP and membrane voltage traces expressed values of 0.02 Ϯ 0.01 and 0.03 Ϯ 0.02, respectively, with neither average values reaching significance for a nonunimodal distribution (p ϭ 0.64 and p ϭ 0.42, Hartigan's dip test, n ϭ 9; Fig. 1Eii ). This is consistent with previous recordings in mouse and rat somatosensory cortex under awake conditions (Crochet and Petersen, 2006; Okun et al., 2010) . Thus, while under anesthetized conditions the LFP and membrane voltage trace in somatosensory cortex often express discrete updown states that are discernable statistically using histograms (Waters and Helmchen, 2006), we saw no evidence for these transitions in our recordings ( Fig. 1B,E ; also see Fig. 2 ). Nevertheless, visual inspection of membrane voltage traces and the LFP indicated large synchronous events (Fig. 1B, insets) . These events were sufficiently oscillatory to generate a peak in the power spectra of the LFP near 2 Hz (Fig. 1C ) and are consistent with quiet and awake states. This indicates that conditions in our recordings were associated with a synchronous and lower conductance state similar to that described by Tan et al. (2014) , in which membrane voltage fluctuations are driven by sparse and synchronous volleys of synaptic activity.
As in past studies of layer 2/3 somatosensory cortical neurons in awake mice (Crochet and Petersen, 2006; Crochet et al., 2011; Yamashita et al., 2013) , voltage fluctuations during quiet waking states in pyramidal cells ( (Fig. 2Cii ). Fluctuations were also characterized by non-Gaussian distributions that contained positive skews. Histograms of membrane voltage traces expressed average skew coefficients of 1.1 Ϯ 0.67 (IQR), which were significantly different from the near-zero value expected from a Gaussian distribution (Wilcoxon rank sum test, p Ͻ 0.001, n ϭ 21; Fig. 2Ciii ).
Finally, we also quantified the average firing rate of pyramidal cells under quiet and awake conditions. Using whole-cell patch recordings we found that most cells did not fire. However, using a deconvolution analysis of changes in fluorescence (⌬F/F; see Materials and Methods) from GCaMP6f to extract firing rates from spontaneous Ca 2ϩ activity indicated rates substantially above zero (Fig. 2D) . Using this analysis, the average firing rate for pyramidal cells was 2.3 Ϯ 1.2 spikes/s (n ϭ 88 cells; Fig. 2Diii ). This value is within those acquired in layer 2/3 using Ca 2ϩ imaging (O'Connor et al., 2010) but higher than those acquired using intracellular recordings (Crochet and Petersen, 2006) .
In summary, and consistent with previous recordings in mice and rats under awake conditions, membrane voltage traces in pyramidal cells expressed standard deviations in the range of 2 mV, were dominated by low frequency power and expressed unimodal and skewed distributions.
Electrophysiological properties of pyramidal cells differ between in vivo and slice conditions
The membrane voltage fluctuations observed above are consistent with a barrage of background synaptic activity often associated with in vivo conditions. These conditions are often modeled in slices and computational studies as generating a higher conductance state than those in slices (Chance et al., 2002; Destexhe et al., 2003; Fernandez and White, 2008; Kumar et al., 2008) . Furthermore, increases in membrane conductance of neurons in slices using dynamic clamp have been shown to reduce gain, increase spike frequency adaptation, and increase spike voltage threshold (Prescott et al., 2006; Fernandez and White, 2010) . These conditions could alter pyramidal cell properties under awake conditions. To address this, we compared results from in vivo recordings with those from the same cell type in coronal slices of mouse S1.
For pyramidal cells, comparisons of f-I and f-V curves indicated that neurons in slices expressed significantly larger gain values than those in vivo [f-I: 0.16 Ϯ 0.05 vs 0.10 Ϯ 0.02 spikes/s·pA, p Ͻ 0.001, Student's t test, n ϭ 11 and n ϭ 22; f-V: 4.6 Ϯ 3.1 vs 1.2 Ϯ 0.60 (IQR) spikes/s·mV, p Ͻ 0.001, Mann-Whitney U test, n ϭ 11 and n ϭ 22; Fig. 3A , Bi,ii). We also compared the average resistance during spiking (suprathreshold resistance). This measure includes spikes and hence relates how average spike shape and mean voltage between spikes changes as a function of input current. Suprathreshold resistance was significantly lower in slices than in vivo, with average values of 44.4 Ϯ 31.9 and 90.1 Ϯ 30.5 M⍀, respectively (p Ͻ 0.001, Student's t test, n ϭ 11 and n ϭ 22; Fig. 3Biii ). Finally, the minimum onset spike frequency associated with f-I and f-V curves was significantly higher in slices than in vivo (13.9 Ϯ 6.8 vs 3.7 Ϯ 6.2 spikes/s, p Ͻ 0.001, Student's t test, n ϭ 11 and n ϭ 22; Fig. 3Biv ).
Slice and in vivo cells also differed in terms of subthreshold resistance. In slices, pyramidal cells expressed much higher average subthreshold resistance (238 Ϯ 99 vs 84 Ϯ 29 M⍀, p Ͻ 0.001, Student's t test; Fig.3Cii ) and time constants (15.0 Ϯ 5.0 vs 8.4 Ϯ 3.4 ms, p Ͻ 0.001, n ϭ 11 and n ϭ 22; Fig. 3D ). Capacitance measures (calculated from our measures of time constant and resistance) also showed significantly lower values in slices than in vivo (67.2 Ϯ 19.6 vs 106 Ϯ 44.0 pF, p ϭ 0.002, Student's t test; Fig. 3E ). Thus, while the in vivo conditions were consistent with sparse and synchronous synaptic activity associated with lower conductance states, pyramidal cells in vivo still expressed much lower membrane input resistance than those in slices.
Inspection of individual I-V relationships also revealed that neurons expressed nonlinear I-V curves. Under both conditions, the slope (resistance) increased with depolarization. To quantify this, we took the average resistance across the three most hyperpolarized measures of resistance (starting at Ϫ85 mV) and compared the value with the average acquired at the three most depolarized values (ending at Ϫ55 mV). The increase in membrane resistance observed was lower in slices than in vivo (4.3 Ϯ 2.0%/mV vs 8.6 Ϯ 8.9 ms, p ϭ 0.04, Student's t test, n ϭ 11 and n ϭ 22; Fig. 3F ). In summary, our measures of spike input-output and subthreshold membrane properties indicated significant differences, with little overlap in these properties between in vivo and slice recordings. To uncover mechanisms that could account for differences between slice and in vivo conditions, and whether they could arise from increasing membrane conductance associated with in vivo conditions, we examined factors associated with excitability as reflected in the spike shape. This included the rate of rise, voltage threshold, and spike half-width. To control for the effects of spike rate on these measures, we used spikes generated at comparable discharge frequencies (ϳ10 -15 spikes/s for both conditions).
All three spike parameters differed substantially between pyramidal cells in slices and those measured in vivo (Fig. 4) . The maximum spike rate of rise, which is proportional to the Na ϩ current amplitude underlying the upstroke in spike generation (Hodgkin and Katz, 1949; Hondeghem, 1978; Strichartz and Cohen, 1978) , was much higher in slices than in vivo (459 Ϯ 183 vs 204 Ϯ 57.0 mV/ms, p Ͻ 0.001, Student's t test, n ϭ 11 and n ϭ 22; Fig. 4B ). Consistent with the difference in the rate of rise, spike voltage threshold was also lower in neurons from slices than those recorded in vivo (Ϫ51.5 Ϯ 7.5 vs Ϫ41.6 Ϯ 6.8 mV, p Ͻ 0.001, Student's t test, n ϭ 11 and n ϭ 22; Fig. 4C ). In slices, spikes were also substantially narrower than those in vivo, with average half-widths of 0.71 Ϯ 0.26 ms compared with 1.82 Ϯ 0.34 ms under in vivo conditions (p Ͻ 0.001, Student's t test, n ϭ 11 and n ϭ 22; Fig. 4D ). These measures suggest that differences in gain between slice and in vivo pyramidal cells are related to a reduction in Na ϩ current availability during spiking and its impact on voltage threshold. Alternatively, the wider spikes in vivo are also consistent with lower levels and/or slower K ϩ currents during spike repolarization. Together, these factors can potentially account for the lower maximum spike discharge frequency and gain observed in vivo.
An increase in spike frequency adaptation induced by lower Na ϩ current availability could account for a lower maximum spike discharge frequency and gain. To quantify spike frequency adaptation, we took the ratio of the average spike frequency (estimated from two interspike intervals) at the end and start of the current pulse. The adaption ratio was measured for each current pulse with at least five spikes, with lower ratio values indicating greater spike frequency adaptation. The majority of neurons in slice and in vivo expressed some degree of spike frequency adaptation. Measures in vivo, however, showed greater changes in the spike frequency adaptation ratio with increasing firing rate (Ϫ0.0334 Ϯ 0.03 vs Ϫ0.0104 Ϯ 0.01 s/spikes, p Ͻ 0.001, Student's t test; Fig. 5A ).
If changes in spike shape associated with lower Na ϩ current availability establish an increase in adaptation, spike shape parameters should also be frequency dependent, and express greater changes in vivo than in slices. Consistent with this hypothesis, we observed larger changes in spike shape with increasing spike discharge frequency in vivo ( Fig. 5B-E) . Between the lowest and highest spike discharge rate, changes in the spike rate of rise (normalized to the first spike) and spike threshold were both greater in in vivo than in slices; rate of rise changed by 0.34 Ϯ 0.19 and 0.19 Ϯ 0.13 (Student's t test, p ϭ 0.03, n ϭ 11 and n ϭ 22; Fig. 5C ), while spike threshold depolarized by 7.2 Ϯ 6.1 and 3.1 Ϯ 4.9 mV, respectively (p ϭ 0.008, Mann-Whitney U test, n ϭ 11 and n ϭ 22; Fig. 5D ). Changes in spike half-width were also greater in vivo than in slices, with half-width increasing by 0.82 Ϯ 0.84 (IQR) ms in vivo and 0.18 Ϯ 0.32 (IQR) ms in slices (Mann-Whitney U test, p Ͻ 0.001, n ϭ 11 and n ϭ 22; Fig. 5E ).
Increasing membrane conductance in slice pyramidal cells generates modest changes in spike shape and linearizes the subthreshold I-V relationship
Using dynamic clamp, we tested the hypothesis that differences between slice and in vivo pyramidal cell output could arise from an increase in membrane conductance. In particular, previous studies have indicated that adding a linear conductance to cells in slices can fundamentally alter input-output responses and spike shape (Prescott et al., 2006; Fernandez and White, 2010) . Although our dynamic clamp implementation is limited to changing membrane resistance at soma, our measures indicated significant differences between in vivo and slice membrane input resistance as measured at the cell body. Thus, a reduction in membrane input resistance in slice pyramidal cells can be used to test if an increase in We reduced membrane input resistance by ϳ50% (142 Ϯ 68.9 to 70.1 Ϯ 17.2 M⍀; 14.8 Ϯ 4.7 vs 8.5 Ϯ 2.7 ms) in slice pyramidal cells through the addition of a linear conductance with a magnitude between 6 and 10 nS, which corresponded to the average differences observed between slices and in vivo recordings. We started by measuring the impact of increasing membrane conductance on spike shape. As shown, membrane conductance led to lower spike rates of rise [502 Ϯ 62.1 vs 392 Ϯ 114 (IQR) mV/ms, p ϭ 0.001, paired Wilcoxon rank sum test, n ϭ 8; Fig. 6Bi ], more depolarized spike thresholds (Ϫ51.5 Ϯ 5.1 vs Ϫ46.7 Ϯ 5.7 mV/ms, p ϭ 0.004, paired Student's t test, n ϭ 8; Fig. 6Bii ), and larger half-widths (0.77 Ϯ 0.17 vs 0.91 Ϯ 0.27 ms, p ϭ 0.04, paired Student's t test, n ϭ 8; Fig. 6Biii ). Although the direction of these changes were consistent with differences observed between slices and in vivo measures, the magnitudes of change were too small to match values observed in vivo (Student's t test, p Ͻ 0.01, n ϭ 8 and n ϭ 22; Fig. 6Bi,iii) . Only the changes in spike threshold came close to that measured in vivo (Student's t test, p ϭ 0.05, n ϭ 8 and n ϭ 22; Fig. 6Bii) .
Finally, we compared the effects of increasing membrane conductance on the non-linear increase in membrane resistance observed between Ϫ85 mV and spike threshold. As before, we observed that membrane input resistance increased as the cell was depolarized (Fig. 6C) . The addition of membrane conductance largely eliminated the increase [11.2 Ϯ 12.5 vs Ϫ1.7 Ϯ 1.4 (IQR) %/mV, p ϭ 0.008, paired Wilcoxon rank sum test, n ϭ 8; Fig. 6C,D] , and consequently widened the difference between in vivo and slice pyramidal cell data (Mann-Whitney U test, p Ͻ 0.001, n ϭ 8 and n ϭ 22; Fig. 6D ).
Increasing membrane conductance in slice pyramidal cells does not account for differences in spike input-output curves and adaptation
Stronger spike frequency adaptation, associated with cumulative Na ϩ current inactivation and/or activation of , and half-width (E) as a function of spike discharge frequency along with the corresponding averages changes (between initial, low spike discharge rates, and highest discharge rates) for each of the spike measures.
K ϩ currents can result from an increase in membrane conductance associated with in vivo conditions that increase spike voltage threshold (Prescott et al., 2006; Fernandez and White, 2010) . Given the depolarization of spike voltage noted previously (Fig. 6B) , adding membrane conductance can potentially increase spike frequency adaptation and lower f-I and f-V curve gain values.
Increasing membrane conductance had complex effects on f-I and f-V curves. Although average slope values of f-I curves decreased with added conductance (0.14 Ϯ 0.10 vs 0.07 Ϯ 0.05 spikes/s·pA, paired Student's t test, p ϭ 0.02, n ϭ 8; Fig. 7Bi ), linear fits of f-I curves under these conditions were poor. The average r 2 value associated with linear regression fits decreased from 0.90 Ϯ 0.02 to 0.56 Ϯ 0.50 (IQR; p ϭ 0.008, paired Wilcoxon rank sum test, n ϭ 8; Fig. 7Bii ). For the f-V curve, average slope values were unchanged [4.4 Ϯ 3.2 vs 3.2 Ϯ 4.2 (IQR) spikes/s·mV, p ϭ 0.05, paired Wilcoxon rank sum test, n ϭ 8; Fig. 7Ci ]. As in f-I curves, however, adding conductance lowered the average r 2 values from 0.90 Ϯ 0.07 to 0.27 Ϯ 0.41 (IQR; p ϭ 0.008, paired Wilcoxon rank sum test, n ϭ 8; Fig. 7Cii) .
Analysis of the suprathreshold resistance revealed a significant decrease with added conductance (27.0 Ϯ 10.8 vs 14.5 Ϯ 5.4 M⍀, paired Student's t test, p ϭ 0.004, n ϭ 8; Fig. 7Di) . As a result, compared to values acquired in vivo, suprathreshold resistance was even more different than those under control conditions (Student's t test, p Ͻ 0.001, n ϭ 8 and n ϭ 22; Fig. 7Di ). Unlike the f-I and f-V curve, the r 2 values associated with linear fits of suprathreshold I-V curves remained high and did not significantly change with added conductance [0.95 Ϯ 0.03 vs 0.86 Ϯ 0.20 (IQR), p ϭ 0.25, paired Wilcoxon rank sum test, n ϭ 8; Fig. 7Dii ]. The lower slope value indicates that increasing membrane conductance compresses the voltage range associated with spiking rather than expanding as was the case in vivo.
The relationship between spike frequency adaptation and firing rate was not altered by increasing membrane conductance (0.012 Ϯ 0.007 vs 0.007 Ϯ 0.008 s/spikes, paired Student's t test, p ϭ 0.33, n ϭ 8; Fig. 7E ). Thus, spike frequency adaptation in vivo continued to increase significantly more with firing rate than pyramidal cells in slices with added conductance (Student's t test, p ϭ 0.002, n ϭ 8 and n ϭ 22; Fig. 7E ).
Finally, conductance induced an increase in the minimum onset frequency associated with f-I and f-V curves [11.5 Ϯ 7.1 vs 26.1 Ϯ 18.9 (IQR) spikes/s, p ϭ 0.04, paired Wilcoxon rank sum test, n ϭ 8; Fig. 7F ), which increased the difference between in vivo and slice data (MannWhitney U test, p Ͻ 0.001, n ϭ 8 and n ϭ 22; Fig. 7F ). Adding conductance, however, did not increase the max- imum firing rate associated with input-output curves (41.4 Ϯ 16.7 vs 36.8 Ϯ 15.2 spikes/s, paired Student's t test, p ϭ 0.38, n ϭ 8). The decrease in f-I curve gain, therefore, resulted from an increase in minimum firing rate rather than an increase in spike frequency adaptation.
In summary, for f-I, f-V and suprathreshold curves, changes induced by increasing membrane conductance either fundamentally changed the relationship between input and output measures, or the direction of change was the opposite of the observed differences between in vivo and slice data. Along with a lack of change in spike frequency adaptation, limited changes in spike shape, and a linearization of subthreshold I-V curves, these results indicate that an increase in linear membrane conductance, as expected from intense background synaptic activity, is insufficient to account for the differences in integration properties observed between in vivo and slice pyramidal cells in layer 2/3 mouse somatosensory pyramidal cells.
Silencing synaptic activity minimally impacts resting membrane conductance
Our results suggested that an increase in linear conductance brought about through synaptic activity in vivo is unlikely to account for differences between slice and in vivo conditions. In particular, the greater increase in membrane resistance with depolarization observed in vivo suggests a limited contribution from large mean linear synaptic conductances that would be expected from ongoing AMPAergic or GABAergic synaptic activity. Given this, we hypothesized that blocking synaptic activity in vivo would not alter membrane conductance and indicate that the low average membrane input resistance in vivo results from sources outside of background synaptic activity. To test this hypothesis, we conducted intracellular recordings in vivo and used a secondary pipette in close proximity to apply TTX (50 M) to block local spike activity and eliminate synaptic-mediated input fluctuations.
We measured input resistance at rest using the average membrane voltage response to 25 repeated presentations of a small (25-50 pA) hyperpolarizing current step (Fig.  8A) . Membrane resistance was measured at the same membrane voltage before and after TTX application. Within minutes of applying TTX the presence of membrane voltage fluctuations was visibly reduced (Fig. 8Ai ) and pyramidal cells were no longer capable of generating spikes (Fig. 8Aii) . Application of TTX significantly decreased the standard deviation of membrane voltage traces (1.86 Ϯ 0.80 vs 0.21 Ϯ 0.08 mV, paired Student's t test, p ϭ 0.01, n ϭ 5; Fig. 8Bi ). Membrane input resistance values also changed significantly (131 Ϯ 51.3 vs 147 Ϯ 54.5 M⍀, paired Student's t test, p ϭ 0.01, n ϭ 5; Fig. 8Bii ). Although significant, the change was small and indicated an approximate change in average membrane conductance of 0.8 nS. Correspondingly, time constants remained unchanged (19 Ϯ 9.3 vs 18 Ϯ 13 ms, paired Student's t test, p ϭ 0.79, n ϭ 5; Fig. 8Biii ). Consistent with our inability to reproduce key features of in vivo pyramidal cell in slices using dynamic clamp, these results suggest that the lower input resistance of layer 2/3 mouse somatosensory pyramidal cells in vivo is not the product of background synaptic activity generating a steady high conductance state.
Discussion
Compared to slices, pyramidal cells in mouse somatosensory cortex in vivo had reduced membrane input resistance, more depolarized spike voltage threshold, greater spike frequency adaptation, and lower gain. Our results using dynamic clamp indicate that an increase in membrane conductance can fundamentally alter the integration properties of pyramidal cells. Adding conductance, however, changed the majority of measured properties in a manner that was inconsistent with our observations in vivo; the f-V curve, spike frequency adaptation, and the increase in subthreshold resistance with depolarization were not captured through an increase in membrane conductance. Overall, these results indicate that integration properties of mouse somatosensory pyramidal cells in layer 2/3 in vivo fundamentally differ from those in slices, and that these differences are not the result of a high conductance state brought about through background synaptic activity. In our reasoning, these intrinsic differences could arise from neuromodulatory changes and expression controlled through genes. 
Comparisons with previous in vivo and slice recordings in S1
Our values of f-I curve gain, spike rate of rise, and subthreshold membrane input resistance are similar to those acquired in previous recordings of S1 layer 2/3 pyramidal cells in anesthetized and awake mice (Waters and Helmchen, 2006; Yamashita et al., 2013) . Although previous in vivo work has indicated narrower spike half-widths in layer 2/3 pyramidal cells (Yamashita et al., 2013) , these measures are still significantly broader than our slice data. The statistical and spectral properties of spontaneously generated membrane voltage fluctuations at rest were also similar to those in previous studies under similar conditions (Crochet and Petersen, 2006), which were dominated by low frequency (Ͻ10 Hz) power, and positively skewed unimodal distributions.
More detailed comparisons of our pyramidal cell slice and in vivo data with those of previous slice recordings are made difficult by two factors. First, a majority of past slice work measuring input-output responses and spike parameters in somatosensory cortex have been done in juvenile (2-4 weeks) mice (Goldberg et al., 2008; Avermann et al., 2012; Economo and White, 2012; Guan et al., 2015) . In contrast, we focused on fully mature animals between two and six months of age. Second, different species of rodents have been used in past slice recordings (McCormick et al., 1985; Maravall et al., 2004) , which include mice, guinea pigs, and rats.
Pyramidal cells in mouse somatosensory cortex have also been shown to consist of different functional subtypes. For example, within layer 2/3 of barrel cortex, pyramidal cells projecting to different regions are associated with different electrophysiological properties (Yamashita et al., 2013) . Although significant, these differences are much smaller than the large differences we observed in membrane resistance, subthreshold I-V curves, spike shape, and spike frequency adaptation. Other studies have noted more obvious differences between pyramidal cells, such as the ability to generate a very distinct transient or oscillatory bursting behavior (Jacob et al., 2012) . In our recordings, we did not come across any pyramidal cells in vivo (n ϭ 22) or in slices (n ϭ 19) with a phenotype consistent with any form of bursting behavior. This may be, in part, because CaMKIIa is not expressed in all pyramidal cells in layer 2/3 (Wang et al., 2013) , and hence exclude those with a bursting phenotype. Alternatively, this could be due to our recordings being limited to a cortical depth between 100 and 200 m.
Potential sources of increased membrane conductance under in vivo conditions
Low pyramidal cell membrane input resistance and time constant values in vivo are consistent with models of cortex in which a high conductance state at the cell body is established through high levels of balanced excitatory and inhibitory synaptic activity (Paré et al., 1998; Destexhe and Paré, 1999; Destexhe et al., 2003; Rudolph et al., 2007) .
Application of TTX, however, indicates that the presence of background synaptic activity does not substantially alter average membrane input resistance and time constant values in mouse somatosensory pyramidal cells. Our measures of membrane properties before and after TTX application occurred within a short time frame (Ͻ10 min). Changes associated with TTX, therefore, likely represent changes resulting from the absence of faster ionotropic receptor activity (e.g., AMPA and GABA A receptors), rather than slower acting neuromodulatory factors. Nevertheless, the effects of neuromodulatory block by TTX cannot be ruled out.
Differences between our results and past intracellular recordings could result from multiple sources. First, under awake states, we did not observe up-down state transitions as observed by Paré et al. (1998) . Up-states likely represent moments of intense and sustained synaptic activity that increase membrane conductance. Second, differences in cortical region and species (cat parietal vs mouse somatosensory) could account for these differences. Superficial layers of cortex may also express lower levels of intense synaptic activity. Intracellular data indicating large contributions to membrane conductance from synaptic inputs have come from recordings conducted in deeper layers of cortex (Paré et al., 1998; Destexhe and Paré, 1999; Reig et al., 2015) . Thus, species, layer, and cortical region likely contribute to differences between our findings and past work.
Awake states have also been divided into two broad categories based on whether the animal is actively engaged in sensory processing or not (Crochet and Petersen, 2006; Poulet and Petersen, 2008; Tan et al., 2014) . Under quiet conditions, as in our recordings, membrane voltage traces express large synchronous depolarizations, while during sensory processing membrane voltage traces are more desynchronized, depolarized, and express a Gaussian distribution. Depolarized and desynchronized states are likely associated with a higher membrane conductance than quiet states (Tan et al., 2014) . Since our recordings were conducted during quiet states, the small change in membrane input resistance associated with silencing synaptic activity could be related to the relative absence of intense synaptic-mediated background conductance. Furthermore, a comparison of membrane input resistance across different studies suggests that the desynchronized state is often associated with lower absolute membrane input resistance than those reported in this study. For example, in cat layer five neurons, input resistance during awake states generating desynchronized LFP activity was reported at ϳ20 M⍀ (Rudolph et al., 2007) , while in rats expressing similar LFP profiles resistance was also ϳ20 M⍀ (Altwegg-Boussac et al., 2014) .
Nevertheless, studies using intracellular patch recordings of layer 2/3 pyramidal cell in S1 of rats during anesthetized states generating up-down state transitions have reported sparse synaptic inputs that contribute a small change in conductances (ϳ3 nS) during up states (Waters and Helmchen, 2006) . Similarly, measures under quiet and whisking states, which are associated with synchronized (low conductance) and desynchronized (high conductance) LFP activity, respectively, have shown small (ϳ90 vs 75 M⍀, approximate difference of 3 nS) changes in membrane resistance values (Crochet and Petersen, 2006) . Although these values are greater than the changes we observed when silencing synaptic-mediated voltage fluctuations, they are significantly smaller than those reported in cat association cortex. For example, Rudolph et al. (2007) reported changes in conductance ranging from 5-170 nS under awake conditions associated with the onset of desynchronized activity in the LFP. Differences between rodents and cats under these conditions could be due to differences in the density of synaptic innervation associated with different cortical regions and species.
Using high levels of pentobarbital, Altwegg-Boussac et al. (2014) were able to silence synaptic activity and compare input resistance with values attained using fentanyl, which generated desynchronized membrane voltage fluctuations similar to a high conductance state under awake conditions. In their case, no significant difference in membrane input resistance between the two conditions was measured despite a significant reduction in membrane voltage fluctuations with pentobarbital (AltweggBoussac et al., 2014) . Nevertheless, the desynchronized state generated significantly lower membrane input resistance than more synchronized states associated with lower levels of pentobarbital.
Measures comparing quiet and whisking states, which are associated with different forms of synaptic activity, have shown small changes in membrane resistance values (Crochet and Petersen, 2006) . Accordingly, it may be that somatosensory mouse neurons in vivo express low membrane resistance that is somewhat independent of background AMPAergic and GABAergic synaptic activity; synaptic inputs in this region may constitute a small increase in membrane conductance relative to the intrinsic membrane conductance value.
A distinct possibility is that membrane voltage fluctuations under our conditions arise from excitatory inputs located in dendrites. In fact, a detailed study using artificiallygenerated synaptic inputs at dendrites using dynamic clamp found that the ability to reconstruct dendritic generated conductances at the soma is highly compromised even in the presence of intracellular solutions used to improve voltage clamp (e.g., QX-314; Williams and Mitchell, 2008) The significant changes in membrane input resistance with voltage observed in vivo also suggests that mouse layer 2/3 pyramidal cells in vivo are not exposed to a high conductance state established through synaptic-based linear conductance changes. Although differences in input resistance at rest can be reconciled using artificial linear conductance delivered using dynamic clamp, our analyses of I-V curves point to a more complex difference between in vivo and slices. In our dynamic clamp experiments, a substantial increase in linear conductance, similar to mean conductance changes expected from high levels of AMPAergic and GABAergic background synaptic activity , eliminated the voltage dependence of subthreshold membrane input resistance (Fig. 6D) . This scenario linearizes the subthreshold I-V curve (Fig. 6D) , a feature inconsistent with our measures of I-V curves in vivo. Blocking synaptic activity through local TTX also supports this interpretation (Fig. 8) . Overall, this suggests that synaptic inputs in mouse layer 2/3 somatosensory cortex under quiet and awake conditions generate sparse synaptic activity that is unable to significantly linearize the subthreshold I-V curve.
The extracellular ion environment could also differ from those in slices and impact neuronal membrane and spike output properties. These differences could be accentuated during periods of spike generation and lead to the accumulation of ions in the extracellular space that alter spike output.
Neuromodulators, which can influence voltage-gated conductances (Cantrell and Catterall, 2001) , and have been shown to alter neural activity in vivo (Constantinople and Bruno, 2011) , seem like a more plausible candidate mechanism for the observed differences between slice and in vivo pyramidal cells. These factors should be a focus of future studies looking into mechanisms that establish and modulate in vivo integration properties.
Increased membrane conductance and neuronal spike output modulation
As shown here, as well as in previous work, increasing membrane conductance can alter neuronal excitability through mechanisms distinct from the expected changes in membrane time constant. For example, in medial entorhinal cortical stellate cells, increasing conductance significantly reduces membrane resonance and subthreshold oscillations, and can also eliminate oscillatory spike trains at theta frequencies (Fernandez and White, 2008) . It has been suggested that this explains the absence of membrane potential oscillations at theta in intracellular recordings of stellate cells in awake mice (Schmidt-Hieber and Häusser, 2013) . Similarly, in CA1 pyramidal cells, increasing membrane conductance alters peak spike phase-locking frequency (Broicher et al., 2012) , as well as the overall integration behavior of spiking (Prescott et al., 2006) .
A consequence of increasing membrane conductance in neurons is a depolarizing shift in spike voltage threshold (Prescott et al., 2006 (Prescott et al., , 2008 Fernandez and White, 2010; Platkiewicz and Brette, 2010) . The process of spike generation and crossing threshold involves positive feedback associated with Na ϩ conductance that depolarizes membrane voltage and increases Na ϩ conductance activation, resulting in the rapid depolarization associated with the initial phase of the spike (Brette and Gerstner, 2005; Platkiewicz and Brette, 2010) . Increasing membrane conductance reduces the depolarization associated with activation of a set amount of Na ϩ conductance; it takes greater depolarization and Na ϩ current to achieve the sustained positive-feedback for spike initiation. As a result of the depolarizing shift in threshold, other voltagegated factors, such as Na ϩ current inactivation (Fernandez and White, 2010; Chizhov et al., 2014 ) and K ϩ current activation (Prescott et al., 2006) , can be recruited that alter overall spike output. Regardless of whether this increase results from ongoing background synaptic activity or neuromodulators, it suggests that neurons can funda-mentally change their spike integration properties through any processes that increase membrane conductance at the cell body.
Voltage fluctuations and gain modulation
Some of the differences observed between slice and in vivo pyramidal cells could arise from the presence of significant synaptic-mediated voltage fluctuations present in vivo, which are largely absent in slices. Artificiallygenerated random voltage fluctuations in slice neurons can reduce f-I curve gain and lower the current and voltage threshold for spiking (Chance et al., 2002; Destexhe et al., 2003; Mitchell and Silver, 2003; Higgs et al., 2006; Silver, 2010) . The spectral and statistical properties of intracellular membrane voltage fluctuations we observed under awake conditions, however, differed significantly from those used in models of background synaptic activity. Like previous intracellular recordings in layer 2/3 mouse somatosensory cortical pyramidal cells (Crochet and Petersen, 2006), we measured voltage fluctuations dominated by low frequency power and positive skews, which are consistent with sparse and synchronous volleys of synaptic input (Tan et al., 2014) . Because of this difference, the synaptic activity in layer 2/3 mouse somatosensory cortex may not impact input-output responses in the same manner as those established using artificial synaptic inputs in past slice studies. In addition, the depolarized spike voltage thresholds, right-shifted f-V curves, and reduced spike firing ranges observed in our recordings of pyramidal cells in vivo (Fig. 5Aii) are incompatible with modulation by voltage fluctuations, which have been shown to significantly hyperpolarize mean voltage values associated with spiking and increase the firing range (Mitchell and Silver, 2003; Haider and McCormick, 2009; Silver, 2010; Fernandez et al., 2011) . In particular, the introduction of membrane voltage fluctuations is expected to left-shift (hyperpolarize) the f-V curve. Measures in vivo, however, indicated right-shifted f-V curves relative to those acquired in slices. Further, introducing noisy current fluctuations has been documented to increase the dynamic range of spike input-output curves (Prescott and De Koninck, 2003; Higgs et al., 2006) and reduce spike frequency adaptation (Fernandez et al., 2011) . Dynamic range of pyramidal cells in vivo, however, were smaller and spike frequency adaptation greater than what was observed in slices. Differences between the subthreshold I-V curves in vivo and slices in mouse somatosensory neurons are unlikely to arise from voltage fluctuations. The introduction of noisy fluctuations alone (no conductance component) does not impact the subthreshold I-V curve; noisy fluctuations impact input-output responses through spike threshold and f-I curve nonlinearities (Chance et al., 2002; Mitchell and Silver, 2003; Prescott and De Koninck, 2003) . The addition of noise with a conductance component would linearize the subthreshold I-V curve, which is inconsistent with in vivo measures. Finally, there is little evidence or plausible way of noise causing the large changes in spike shape. As with our dynamic clamp experiments, these observations suggest that differences between pyramidal cells under the two experimental conditions in mouse somatosensory pyramidal cells stem from factors outside of synaptic-mediated changes in membrane conductance or noise.
