Summary. Radio-tags are often used in capture-recapture studies because of their high detectability. A key assumption is that radio-tags do not cease functioning during the study. Radio-tag failure before the end of a study can lead to underestimates of survival rates. We develop a model to incorporate secondary radio-tag failure data. This model was applied to chinook smolts (Oncorhynchus tshawytscha) on the Columbia River, WA.
Introduction
Radio-tags are often used in mark-recapture studies because of their very high detectability. This leads to a reduction in the number of animals needed to be marked to obtain a specified precision, which is particularly important when studying threatened populations. However, radio-tags may fail prior to the end of the study which violates a key assumption of mark-recapture studies of no tag loss. For example, consider a capturerecapture study using radio-tagged fish to estimate survival of fish as they pass through a system of dams and reservoirs as outlined by Burnham et al. (1987) . Ideally, batteries should fail after the study ends. If fish move downriver slower than expected (e.g., due
to slower river flow rates), increased battery failure is experienced which will negatively bias survival estimates. In such cases, it would be desirable to be able to adjust survival estimates using some function of the rate of radio-tag failure. Pollock et al. (1995) combined the use of capture-recapture models with Kaplan-Meier estimators to introduce a capture-recapture survival model for radio-tagged animals. The model required observations of both live and dead marked animals and a key assumption was that radio-tags did not fail.
Alternatively, English et al. (2001b) suggested censoring observations based on the percentage of fish detected over time. The censoring time was determined by looking for changes in the detection patterns. This introduced another parameter into the likelihood (i.e. probability of being censored) and it ignored information collected after the censoring time. Further, the censoring time was defined after the study was complete which could incorporate bias into the survival estimates because the censoring mechanism was not independent of the radio-survival time. Another problem with this method is that the fish that are never recaptured could still have radio failures regardless of the chosen censoring time.
In this paper, we develop methodology for capture-recapture experiments incorporating auxiliary information on the distribution of radio-failure times to adjust survival estimates for radio-tag failure. We apply this methodology to data from the 2001 season on the Columbia River where radio-tagged chinook salmon (Oncorhynchus tshawytscha) were used to estimate dam and reservoir mortality as smolts migrate to sea.
Design Protocol
There are two studies designed to collect different types of information. The first study is based on capture-recapture methods and is designed to estimate fish passage survival in a river system (Burnham et al., 1987) . Briefly, fish are radio-tagged and released at a number of sampling points along a river. Detection of functioning radio-tags also takes place at a number of sampling points along the river. These may be, but are not necessarily the same points where fish are released. If a fish is detected at a sampling point, the time since release is recorded. Note that unlike a classical Cormack-Jolly-Seber design, the sampling points are not synchronous with time (i.e., detection at a sampling point can occur over a range of times). From these data, capture-history vectors and time-from-release vectors are produced.
The second study consists of holding a batch of radio-tags and observing the time to failure of each tag. This data is used to estimate the failure-time curve of the radio-tags.
Notation

Statistics:
k number of sample points ω capture history vector ω = (ω 1 , ω 2 , ..., ω k ) for each fish where ω i = 1 if the fish was detected at sample point i 0 if the fish was not detected at sample point i f first sampling point where ω i = 1 l last sampling point where ω i = 1 t time vector t = (t 1 , ..., t f , t f + 1, ..., t l , ...t k ) where t i is the relative sample time from initial release to sampling point i with t f = 0 for each release; i = 1, 2, 3, ..., k; 0 < t i < ∞. If a fish is not detected at a sampling point, the corresponding component of t is missing. t i is undefined for i < f ; t i is unknown for i > l.
∆t change in time n r number of radio-tags used to produce the radio-failure curve z i time that the radio-tag either fails or was removed from the study (censored), i = 1, 2, ..., n r .
δ i = 1 radio-tag not censored 0 radio-tag removed from the study prior to failure (censored)
Parameters: p i the conditional probability that a fish is recaptured at sampling point i
given that it is alive and the radio is working; i = 2, 3, ..., k.
φ i the conditional probability that a fish alive at sampling point i, regardless of radio status, survives to sampling point i + 1, i = 1, 2, ...., k − 1.
χ i (t) the probability that a fish is not seen after sampling point i, after time t from release. Note that χ i (t) is a complicated function of φ, p, g, and S.
S(z) the probability of radio-tag survival to time z; 0 < z < ∞.
g ij (∆t) the probability that a fish travels from sample point i to sample point j in t j − t i = ∆t amount of time; i = 1, 2, ..., k − 1, j = i + 1, i + 2, ..., k. 
Likelihood Development
The likelihood consists of two parts -that for the capture histories and that for radio failures. The data needed to develop the likelihood for the first component are the individual capture histories of each fish along with the time vector for each fish.
Assumptions are the same as those outlined in Burnham et al. (1987) . In addition, we assume that travel time and radio failure are independent. We further assume that fish survival between sampling points is independent of travel time. This is likely the case when the time duration of the experiment is short compared to fish lifetime.
The likelihood for the capture-recapture study is constructed by the product of likelihoods for each fish with capture history ω and time vector t: (the subscript ω on the f and l variables has been dropped for clarity)
where
The first component of the likelihood (χ l (t l )) is similar to the classical Cormack-JollySeber (CJS) (Cormack, 1964; Jolly, 1965; Seber, 1965) model but includes fish that die, fish that are alive but not recaptured with radio-tags still working, and fish who are alive with failed radio-tags. The
term deals with the survival of the radio-tag. The third component of the likelihood containing the φ i terms is similar to the usual CJS survival component and the p We used the inverse gaussian (IG(µ i , λ i )) distribution to model the travel-time distribution, g ij . The parameter µ i is the mean of the travel time from point i to point i + 1 and λ i is the scale parameter. The inverse gaussian distribution describes the first passage time of a Brownian motion and is often used as a lifetime model (Chhikara and Folks, 1989) .
A useful property of the inverse gaussian distribution is that if
then the sum of inverse gaussian distributed random variables is also inverse gaussian.
We make use of this property by first assuming λ i µ 2 i = ξ is constant and then the distribution of the travel times between sampling point i and sampling point m is an
. This implies it is no longer necessary to evaluate the multidimensional integral for g ij (∆t).
The likelihood for the second component is based on the radio survival times.
The parametric form of S(z i ) can be chosen appropriately. The combined likelihood is the product of the likelihood for the fish and the radio survival likelihood.
Parameter Estimation
As shown in (3) the likelihood can be factored into two parts; one pertaining to radio survival and the other pertaining to fish survival. L radio involves parameters of S only, whereas L f ish involves parameters of S, φ, p, µ and ξ. Thus, by factoring the likelihood in this way, we use conditional-likelihood theory to estimate parameters of S using L radio .
Then by substituting our estimate of the parameters for S and hence of the function S into L f ish , we estimate the remaining parameters.
For the radio-failure curve, we estimated S(z) using the Kaplan-Meier estimator
) where z (j) are the ordered radio-failure times, r j is the number of radio-tags at risk of failure at time z (j) and d j is the number of radio-tags failing at time z (j) (Lawless, 1982) . Alternatively, a parametric model such as the Weibull distribution could be fit.
Evaluation of the integrals that contain the travel-time and survival distributions in the χ terms was done by discretizing the observed range of t i into unit intervals. The integral is then replaced by a summation within the integral boundaries (4).
There are no closed forms for the parameter estimators and numerical methods must be used.
Standard Error Estimation
Standard errors of parameter estimates were estimated using a bootstrap estimator (Efron, 1982) . Both the radio survival times and the capture histories were independently resampled for this nonparametric bootstrap (Buckland and Garthwaite, 1991) . Therefore, variability is accounted for from both the fish histories as well as from the radio data.
Model Selection
As we are able to formulate a likelihood, we can use the Akaike Information Criterion (AIC) to perform model selection (Burnham and Anderson, 1998) . AIC is considered more appropriate than likelihood-ratio tests as it takes into account both the value of the likelihood as well as the number of parameters in the model.
Ideally we would like to perform model selection on L; however, model selection need only address L f ish since L radio is usually held fixed for all models. The number of parameters in L radio is constant as well as the S(t) parameters, no matter what model is selected for the capture-recapture likelihood. Thus, the contribution of L radio to AIC can be 'ignored' as it is only the relative AIC between models that is relevant in model selection.
Goodness of Fit
Goodness of fit can be evaluated for the travel-time distribution of the first sampling point after release. Between these points, we assume that radio-tags are usually functioning because most studies are designed with some latitude for unforeseen events (such as low river-flow rates) which would have to be extremely severe for radios to not last at least as long as the time to travel past the next sampling point. This leaves the travel-time distribution nearly untangled from the radio-failure distribution. The travel time of these fish are representative of all fish because censoring did not occur prior to the first two sample points. Probability plots for the inverse gaussian distribution can be produced for this part of the likelihood.
Example
The Columbia river originates in the Selkirk Mountains in British Columbia and runs to Astoria, Oregon. Throughout Washington state, 11 hydro-electric dams have been built along the main waterway of the Columbia River (Figure 1 ). Chinook smolts migrating to the ocean must pass through these hydro dams. Interest lies in the survival rate of these smolts as they pass through the dams and reservoir systems.
[ Figure 1 about here.]
Traditionally, Passive Integrated Transponder (PIT) tags have been used to obtain smolt survival estimates in the Columbia River (Skalski et al., 1998) . Recapture rates tend to be low which means high sample sizes must be used to get precise estimates of survival. Often a 100 fold increase in fish are needed compared to radio-tagged fish to get an accurate and precise estimate of survival when PIT-tags are used (Skalski et al., 2001) . Recently, radio-tags have come into use since recapture rates are much higher and sample sizes can be substantially lower (English et al., 2001a; Skalski et al., 2001) . Table 1 . The complete data set is available at the Biometrics web site.
[ Table 1 Twenty radio-tags were used to estimate the radio-survival curve, one of which failed at time 0. This was removed from the radio-tag data as no fish would be released with a failed tag; leaving 19 tags. The tags were attached to plastic vanes and submerged in a water vessel. Failure times for the radio-tags are provided in Table 2 .
[ Table 2 about here.]
As there were only 19 radio-tags from which to build a failure curve, it happened there were some fish who were observed after estimated radio survival was zero. To alleviate this problem, the 19th radio-failure was considered a censored time so that radio survival did not reach zero. Alternatively, we could have added a small constant to each radio-survival estimate.
Estimates of survival, recapture, and the movement parameters (µ i and ξ) are provided in Table 3 . A total of 100 bootstrap samples were taken to obtain standard error estimates.
[ Table 3 about here.]
Because there were no capture histories where fish were detected, not detected, then detected again, detectability was estimated as 100%. This is quite common with radio-tag studies. In other words, fish were either detected at a sampling point, or they were never seen again. This means that estimates of recapture were all 1, except at release sites where there were no antenna arrays and recapture probabilities were constrained to zero (p 3 and p 5 ).
Kaplan-Meier (KM) point estimates of fish survival based upon marked fish were compared with the Cowen-Schwarz estimates (Table 3) . These estimates assume no battery failure and thus 100% detectability. It can be seen that the KM estimates are less than those of the Cowen-Schwarz estimates underestimating fish survival because some apparent deaths are due to radio failure. Standard errors were not computed for the KM estimates as too many assumptions would have to be made to do so and these estimates were only used for comparison purposes.
Cormack-Jolly-Seber estimates were computed using MARK (White and Burnham, 1999) and are also shown in Table 3 . Here radio-failure is not taken into account and the model only makes use of the capture-history data. Again survival estimates are lower than the Cowen-Schwarz estimates because they do not distinguish between tag-failure and death which underestimates fish survival.
The Cowen-Schwarz (C-S) estimates are comparable to the KM and CJS estimates.
The C-S survival estimates were higher then or equal to the corresponding KM or CJS estimates and have comparable standard errors.
Probability plots to assess goodness of fit are shown in Figure 3 for the 3 release groups.
The first and second release groups (Figure a and b) fit the data fairly well. However, the third release group (Figure c) does not fit the model. For this release group all but one travel time was 1 day. Part of the problem with the fit of the model is that the data was collected in hour time units but was analysed in day time units for simplicity. Further, travel times had to be a minimum of 1 day. The last release group made it from sampling point 5 to sampling point 6 in various portions of 1 day. However for analysis purposes, almost all travel times for that group were rounded up to 1 day, allowing for almost no variation in the travel time for that group.
The observed sample mean travel times from sampling points 1-2, 3-4 and 5-6 were 9.42, 3.68, and 1.24 days respectively; these means are very similar to estimates of µ 1 , µ 3 , and µ 5 . Mean radio failure time of the 19 radio-tags was 21.45 days (SE=0.73).
[ Figure 3 about here.]
For this example we did not implement AIC model selection as survival parameter estimates are clearly unique (Table 3) .
Simulation
A small simulation study was conducted to investigate the performance of the estimators.
In order to find out how the estimates would perform when detectability was less than 100%, we randomly changed 20% of detections to non-detections in the data set. The first (release point) time seen was not changed. Results are summarized in Table 4 .
[ Table 4 about here.]
Cowen-Schwarz survival estimates are generally higher than the corresponding KM and CJS survival estimates. Standard errors for the C-S estimates are again comparable to the CJS errors.
A second simulation study was done to investigate small sample properties of our estimators. Survival and recapture probabilities were set to 0.9 and 0.8 respectively. Fish travel times between dams were generated from an inverse gaussian distribution with µ = 5 days and λ = 25. Radio-tag data was generated from a Normal(ν = 10, σ 2 = 25) distribution.
Only the 3 dam case with one release group was simulated and estimates of φ 1 , p 2 , φ 2 p 3 , µ 1 , µ 2 and ξ were obtained. We cannot separate the φ 2 p 3 estimate into its components due to non-identifiability problems.
Two different sample sizes for the radio failure phase (m=25, 100) and two different sample sizes of fish release groups (n=100, 400) were examined. Table 5 shows the estimate and bootstrap standard errors for the 4 different combinations of sample sizes. Increasing the number of radio-tags used to build the radio-failure curve improves estimates and standard errors. Increasing the number of fish released further improves estimates and reduces standard errors.
[ Table 5 about here.]
A final simulation study was performed to investigate the effect of changing the number of radio-tags that failed on the estimates. We generated 1000 fish travel-time vectors in a 3 dam design using an inverse gaussian (µ = 5, λ = 5) distribution. Survival and recapture probabilities were set at 0.9 and 0.8 respectively. Radio-tag data was simulated from a Normal distribution with varying mean (ν = 10, 15, 20, 25) and σ 2 = 25. These varying means translated into radio-tag failure rates of 45%, 22%, 9% and 5% (Table 6 ).
The C-S estimates tend to overestimate fish survival with large standard errors, whereas CJS estimates underestimate fish survival and have lower standard errors when the failure rate is high by assuming radio-tag failures are deaths. The recapture parameter p 2 is fairly robust for both models with similar standard errors.
[ Table 6 about here.]
Discussion
The Cowen-Schwarz estimates presented provide a method to deal with tag-loss due to battery failure. Although not required in most radio-telemetry studies, it cannot be predicted a-priori when these models will be required. As long as tag-failure data exists, this method can be employed. A similar methodology can be used for any study where the tag-loss rate can be estimated.
It appears that if radio-tag failure rates are above 10%, classical CJS methods break down and alternative methods such as our C-S estimator should be employed.
Increasing the number of tags used for the radio-tag failure study 4 fold increases the survival estimates but does not appear to affect the estimates of recapture rates.
Increasing the number of fish released by 4 fold also affects survival estimates and reduces standard error estimates.
The numerical integration that was done to estimate the χ terms was the most computationally intensive part of the estimation procedure. Two obvious alternatives to finding estimates present themselves. The EM-algorithm could have been used (VanDeusen, 2002) , however; first and second degree derivatives are needed in the M step to implement the Newton-Raphson maximization and the expectation step was intractable. Alternatively, a Bayesian framework using MCMC could have been pursued. A simple framework would have been to employ the Metropolis-Hastings sampling technique as outlined by Poole (2002) for mark-recapture studies. This is under development.
Future work should include the modelling of the radio-tag survival curve using a parametric approach.
Priest Rapids dams and Lotek Wireless Inc. provided the radio-tag survival data. Okanogan R. 
Résumé
Table 5
Small sample size effects of the number of radio-tags (m=25 or 100) used to estimate radio-tag survival and the number of fish (n=100 or 400) released. Actual parameter values used to simulate the data were φ 1 = 0.9, p 2 = 0.8, φ 2 p 3 = 0.72, µ 1 = µ 2 = 5, λ 1 = λ 2 = 25, ν = 10, σ 2 = 25. Parameter estimates and bootstrap standard errors (SE) of 100 replicates are shown for the Cowen-Schwarz model. Table 6 Simulation to determine the effect of changing the mean radio-tag failure time (ν = 10, 15, 20, 25) . The number of fish released was 1000, the number of radio-tags used to create the failure curve was 25. Other parameters included: φ 1 = 0.9, p 2 = 0.8, 
