Abstract. The paper establishes the convergence of the steepest descent method for least-squares solutions of operator equations in Hubert spaces for any (nondensely defined, unbounded) closed linear operator with closed range. This is done by using a graph topology, an explicit graph topology adjoint, and existing theory of steepest descent for bounded linear operators.
If F is a vector space in H2 © H3, then VA : = {{jc, y] G //, © //31 {je, z} G A, {z, y} G F for some z}. Since M(y) = SM(y) + M(0), it follows from the above property that for any u G M(y), (x,u)= (jc, SM(y)). In view of this we define (x, M(y)) :-(jc, SM(-y)) forallx G DomM*,j G Dom M. (ii) If M* is an operator (or equivalently, Dom M is dense in //, ), then M* = V-(iii) In the case when M is the graph of a densely defined closed linear operator generated by an ordinary differential expression, it was shown in [12] that M^ = M*(MM* + /)"'. However, the proof there is not complete as it was not shown that Dom M*(MM* + /)"' = L2[a, ft].
(iv) In the case when M is the graph of an ordinary differential operator, the convergence in the graph topology implies uniform convergence. Thus M^ is useful in studying L-splines discussed in [4, 13] .
(v) The usefulness of Theorem 2.2 depends on explicit characterization of M*. Basically, there are two notable methods for this. One is developed by E. A. Coddington, which makes heavy use of subspaces (see [2] and related references cited therein), and the other method utilizes boundary operators and Green's formulas (see [9] ).
3. Steepest descent method in graph topology. In this section, we will give a satisfactory treatment of the steepest descent method for nondensely defined unbounded linear operators. The only restriction will be that their ranges are closed. The main idea is that any closed operator becomes a bounded operator in graph topology, and hence an existing theory for bounded operators (such as that in [15] ) is applicable. This is made possible by the explicit characterization of graph topology adjoints derived in Theorem 2. In the rest of this section we will compute least-squares solutions of a nondensely defined closed linear operator by a steepest descent method. The topology used will be a graph topology, and a graph topology adjoint will play a fundamental role. The gradient method for A'-positive definite unbounded operators was investigated in [5 and 17] but our approach is more natural and general.
The steepest descent method in graph topology for least-squares solutions of regular ordinary differential operators was first investigated by Locker [12] . Our abstract approach has been motivated by the explicit characterization of the graph topology adjoint in [12] . Remark. Since M is a bounded linear operator on Y into H2, the convergence rates of {jc"} can be discussed as in [14, 5] where the notation T is used instead of M.
Remark. In the case when M is the graph of a nondensely defined differential operator with finitely or infinitely many boundary conditions, Theorem 3.4 can be made more explicit by characterizing M* and SM. using the results of [9 or 2] .
Remark. The results of this paper constitute a final chapter in the theory of the steepest descent iterative method for (least-squares) solutions of closed linear operator equations in Hubert space. By establishing convergence of this method for nondensely defined unbounded linear operators we have shown a universality property of the method, freeing the convergence theory from conditions that have been imposed by earlier authors (ranging from positive definite bounded operators as in the work of G. Temple and L. V. Kantorovich, to bounded or certain closed densely defined operators as in the work of several authors mentioned earlier in this paper). A crucial use is made of viewing the operator in terms of its graph and of an explicit graph topology adjoint. Certain advantages of studying single-valued operators in terms of their graphs were considered in a seminal paper by Hestenes [3] . The techniques of the present paper can be easily adapted to extend other iterative methods (e.g. [8, 14, 16, 18] 
