Abstract. The zero forcing number, maximum nullity and path cover number of a (simple, undirected) graph 1 are parameters that are important in the study of minimum rank problems. We investigate the effects on these shown that the path cover number and the zero forcing number of a complete subdivision graph need not be equal. 
For a graph G = (V, E), the degree of v ∈ V , denoted deg v, is the number of vertices in V that 33 share an edge with v. A leaf vertex is a vertex of degree one. A high degree vertex is a vertex of 34 degree greater than or equal to 3.
35
Observation 1.1. Let G be a graph, let v be a leaf vertex of a graph G, and let F be a field.
36
It is easy to see that mr(F, G) − mr(F, G − v) ≤ 1, or equivalently, M(F, G) ≥ M(F, G − v).
37
We consider two graph parameters that are related to the maximum nullity, namely the zero 
86
In Section 2 we provide additional evidence of an affirmative answer to Question 1.8, including 87 establishing that M(F, G G) = Z(G G) if G does not have a cut-edge. In Section 3 we give an example 88 that provides a negative answer to Question 1.7. We also present examples showing that there 89 is an independent relationship between the change in maximum nullity and zero forcing number 90 caused by a single edge subdivision in a graph G . In Section 4, we give bounds on the effect of a 91 single edge subdivision on the path cover number and give conditions under which the path cover 92 number is preserved. We also provide an example to show that P(G G) need not equal Z(G G) for an 93 arbitrary graph G. 
has a Hamiltonian path. In this section we establish M(F, G G) = Z(G G) for other conditions on G, 96 specifically for graphs G such that G is a cactus or has no cut-edge.
97
A cactus is a graph in which any two cycles share at most one vertex. We use Row's work on 98 cacti to show that the zero forcing number and maximum nullity of a complete subdivision of any 99 Proposition 2.1.
[11] Let G be a cactus in which each cycle has three vertices, an even 101 number of vertices, or a vertex which has only two neighbors. Then M(R, G) = Z(G).
102
Proposition 2.2. If G = (V, E) is a cactus, then M(F, G G) = Z(G G).
103
Proof. Let G = (V, E) be a cactus. We perform a complete subdivision on G. Notice then 104 that G G is a cactus. Furthermore, each cycle in G G is even (and has a vertex of degree two). Thus
preserves field independence (see [6] ), M(F, G G) = Z(G G) for every cactus G.
107
To prove that M(F, G G) = Z(G G) for every G that does not have a cut-edge, we first generalize 108 the set of complete edge subdivision graphs.
109
Definition 2.3. Let K be the family of bipartite graphs G = (V (G), E(G)) such that there 110 is a bipartition of the vertices V (G) = X∪ Y with deg x ≤ 2 for all x ∈ X.
111
Note that every path is in K, and every even cycle is in K. An odd cycle is not bipartite, so Proof. The forward direction is clear. For the converse, we reconstruct G from H. It is 121 sufficient to do so for a connected graph, and then take the union of connected components, so 122 assume H is connected. If H has no high degree vertex, then H is an even cycle or odd path (an 123 even path is not allowed because one vertex in each bipartition set of such a path has degree one), 124 and thus H is a complete subdivision graph. So assume H has a high degree vertex. For each 125 x ∈ X(H) with neighbors y 1 , y 2 ∈ Y (H), delete edges xy 1 and xy 2 and vertex x and add edge 126 y 1 y 2 . This method creates a graph G such that H = G G: G is a graph, since no duplicate edges 127 are created (two vertices x 1 , x 2 ∈ X with the same neighbors y 1 , y 2 ∈ Y (G) would have created a 128 cycle on four vertices in H, which we expressly disallow).
129
Conjecture 2.5. The method by which we show M(F, G G) = Z(G G) for graphs without a cut-edge requires knowing 133 that certain diagonal entries of a matrix are zero. A graph G ∈ K is special if there exists a matrix Let G be a graph and let C = (V C , E C ) be a cycle that is a subgraph of G. A subdivided 139 chordal path of G is a path
. . , 2k, and v i / ∈ V C for i = 2, 3, . . . , 2k.
141
Theorem 2.6. Let G be a graph in K and let G be obtained from G by removing a subdivided
Let A be an optimal matrix for G, so the diagonal entries of A in the column vectors 
155
Since a xx = 0 for every
157
Although this paper is primarily concerned with simple graphs, multigraphs are a useful tool.
158
A multigraph G = (V, E) is a general graph in which E is a multiset of two-element subsets of 
175
We introduce some notation for the multigraphs needed for van der Holst's 2-separation theorem.
176
For i = 1, 2, H i (R) is the graph or multigraph obtained from G i (R) by adding edge r 1 r 2 . If for what we denote by G i (R), but G i (R) may cause confusion with a complement).
182
Theorem 2.7.
even path with endpoints r 1 and r 2 and Proof.
Since r 1 r 2 ∈ E(G), H 1 and H 2 are
190
(simple) graphs, and it is clear that
by Theorem 2.7 it suffices to prove the following inequalities.
Since G 1 is a path and H 1 is a cycle, 
, and the desired inequality follows.
Since r 2 is a leaf vertex of
Hence the desired inequality follows.
210
If L 2 ) of a graph G ∈ K is a special decomposition if it satisfies all of the following 219 conditions:
decomposition of G ∈ K and L 1 and L 2 are special, then G is special.
as previously using optimal A k for L k , k = 1, 2. We claim A is optimal for G and thus G 232 is special. It is already established that null A = M(F, G) and
, the required zeros on the diagonal are preserved.
234
Theorem 2.10. Let G be a graph in K and let G be obtained from G by removing a subdivided
special, then M(F, G ) = Z(G ) and G is special.
237
Proof. Theorem 2.6 covers the case k = 1, so assume k ≥ 2. Let r 1 = v 1 , r 2 = v 2k , and 238 R = {r 1 , r 2 }. Let G 1 (R) = (r 1 , v 2 , . . . , v 2k−1 , r 2 ) be a path in G and G 2 (R) = G −{v 2 , . . . , v 2k−1 }, and that is maximal in the sense that the predecessor of u 1 in C 1 is not in C 2 and the successor 255 of u p in C 1 is not in C 2 . Impose the orientation of P on C 2 . Let w be the first vertex in C 2 after 256 u p that is also in C 1 (see Figure 2. 3). Let P i be the path in C i connecting u p and w (following 257 the orientation of C i ). Define C 3 to be the cycle enclosed by P 1 and P 2 . Then C 1 intersects C 3 in 258 exactly P 1 , and u p , w ∈ V (P 1 ).
259
P and none of the interior vertices of P is a cut-vertex. Then G contains a subdivided chordal 261 path of some cycle. of C 1 and C 2 ) and such that V (Q) ∩ V (C 1 ) = {v t , y}. We consider two cases depending on whether 269 or not y is on P , as illustrated in Figure 2 .4. Case 1. y / ∈ V (P ): Let Q 2 be the path in C 1 between y and v t that does not contain v m .
271
Then (v 1 , v 2 , . . . , v t ), Q 1 , and Q 2 form a cycle C 3 that intersects C 2 in path P = (v 1 , v 2 , . . . , v t ).
272
Since P has fewer high degree interior vertices, G contains a subdivided chordal path.
273
Case 2. y ∈ V (P ): Let P be the subpath of P between v s = y and v t , so P and Q 1 form 274 a cycle C 3 that intersects C 2 in path P = (v s , . . . , v t ). Since P has fewer high degree interior 275 vertices, G contains a subdivided chordal path.
276
Proposition 2.13. Suppose G has a cut-vertex v. Proof. By cut-vertex reduction mr(F,
282
Since r v (F,
a zero forcing set of order Z(G − V (C − v)) + 1. Let B be a minimum zero forcing set for
, and let x be a neighbor of v in C. Then B ∪ {x} is a zero forcing set for G. If
) + 1 so we have equality throughout.
295
Remark 2.15. Every cycle on an even number of vertices is special. Specifically, for a cycle
296
C on 2k vertices, the adjacency matrix is optimal if k is even, and if k is odd, an optimal matrix
where a i,i+1 = 1, i = 1, . . . , 2k − 1 and a 1,2k = −1 (this is valid over every 298 field F ).
299
Theorem 2.16. If G is a graph in K that does not have a cut-edge, then G is special and 300
M(F, G) = Z(G).

301
Proof. We prove the following two statements by induction on the number of cycles for a 302 connected graph G ∈ K that does not have a cut-edge.
303
(A) G is a cycle or G contains a cycle with exactly one high degree vertex or G has a subdivided 304 chordal path.
305
(B) G is special and M(F, G) = Z(G). Since the parameters M and Z sum over connected components, the result for every G ∈ K 324 that does not have a cut-edge follows from the result for connected graphs.
Since K includes all complete subdivision graphs of simple graphs and multigraphs, we have 326 the following corollary.
327
Corollary 2.17. If G is a simple graph or multigraph that does not have a cut-edge, then that in [3], the authors ask the following question: Suppose G is any graph in which each vertex has 331 degree at least 3 and H is a graph that has one less edge subdivision than G G. Is it always the case
The graphs G and H given in Example 3.1 below provide a negative answer 333 to this question. We use the following well known observation: Thus, 4. Path cover number of edge subdivision graphs.
377
In this section we investigate the effects of edge subdivisions on the path cover number.
378
Proposition 4.1. Let G be a graph and e an edge of G. Then 379 P(G) ≤ P(G e ) ≤ P(G) + 1.
380
If there exists a minimum path cover P of G such that e is on a path in P, then P(G e ) = P(G).
381
Proof. Let e = uv and let w be the new vertex in G e that is adjacent to u and v. We first 382 prove the upper bounds. Let P = {P 1 , . . . , P k } be a minimum path cover of G. If e is in a path 383 Q = P i for some i = 1 . . . k, then (P \ {Q}) ∪ {Q e } is a path cover of G e , and so P(G e ) ≤ P(G). If
384
e is not in any P i , then P ∪ {w} is a path cover of G e . In either case, P(G e ) ≤ P(G) + 1.
385
To prove the lower bound on P(G e ), let P = {P 1 , . . . , P k } be a minimum path cover of G e .
386
Then w ∈ P i for some i. If {w} = P i , then P \ {P i } is a path cover of G. If the edges uw and 387 wv are in P i , define P i to be the path obtained from P i by removing uw and wv, and then adding 388 the edge uv. Then (P \ {P i }) ∪ {P i } is a path cover of G. If w is an endpoint of P i = {w}, define 389 P i to be the path P i with w removed. Then (P \ {P i }) ∪ {P i } is a path cover of G. In all cases, 390 P(G) ≤ P(G e ).
391
Proposition 4.2. Let G be a graph and let e be an edge of G. If e is incident to a vertex of 392 degree at most 2, then P(G e ) = P(G).
393
Proof. By Proposition 4.1, P(G) ≤ P(G e ). Now it remains to show that P(G e ) ≤ P(G). Let 394 e = uv and let w be the new vertex that is adjacent to u and v in G e . Without loss of generality, 395 let deg u ≤ 2. Let P = {P 1 , . . . , P k } be a minimum path cover of G. If e is on some path P i in P,
396
then by Proposition 4.1, P(G) = P(G e ). If e is not in any P i , then u is the endpoint of some path 397 in P. Without loss of generality, say u is in P 1 , then let P 1 be the path obtained by adding w to 398 P 1 . Then (P \ {P 1 }) ∪ {P 1 } is a path cover of G e . In either case, P(G e ) ≤ P(G).
399
It is conjectured that for all graphs G, M(F, G G) = Z(G G). The following is an example of a 400 graph G with P(G G) < Z(G G). 
