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We consider an insurance company in the case when the premium rate is a bounded non-negative
random function ct and the capital of the insurance company is invested in a risky asset whose price
follows a geometric Brownian motion with mean return a and volatility s40. If b:¼2a=s2  140 we
ﬁnd exact the asymptotic upper and lower bounds for the ruin probability CðuÞ as the initial
endowment u tends to inﬁnity, i.e. we show that CubpCðuÞpCub for sufﬁciently large u.
Moreover if ct ¼ cegt with gp0 we ﬁnd the exact asymptotics of the ruin probability, namely
CðuÞub. If bp0, we show that CðuÞ ¼ 1 for any uX0.
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1. Introduction
It is well known that the analysis of activity of an insurance company in conditions of
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has attracted much attention. Recall that, in the classical Crame´r–Lundberg model
satisfying the Crame´r condition and, the positive safety loading assumption, the ruin
probability as a function of the initial endowment decreases exponentially (see, for
example, Mikosch [11]). The problem was subsequently extended to the case when the
insurance risk process is a general Le´vy process (see, for example, Klu¨ppelberg et al. [9] for
details).
More recently ruin problems have been studied in application to an insurance company
which invests its capital in a risky asset see, e.g., Paulsen [13], Kalshnikov and Norberg [8],
Frolova et al. [4] and many others.
It is clear that, risky investment can be dangerous: disasters may arrive in the period
when the market value of assets is low and the company will not be able to cover losses by
selling these assets because of price ﬂuctuations. Regulators are rather attentive to this
issue and impose stringent constraints on company portfolios. Typically, junk bonds are
prohibited and a prescribed (large) part of the portfolio should contain non-risky assets
(e.g., Treasury bonds) while in the remaining part only risky assets with good ratings are
allowed. The common notion that investments in an asset with stochastic interest rate may
be too risky for an insurance company can be justiﬁed mathematically.
We deal with the ruin problem for an insurance company investing its capital in a risky
asset speciﬁed by a geometric Brownian motion
dVt ¼ V tðadt þ sdwtÞ, (1.1)
where ðwt; tX0Þ is a standard Brownian motion and a40, s40.
It turns out that in this case of small volatility, i.e. 0os2o2a, the ruin probability is not
exponential but a power function of the initial capital with the exponent b :¼2a=s2  1. It
will be noted that this result holds without the requirement of positive safety loading. Also,
for large volatility, i.e. s242a, the ruin probability equals 1 for any initial endowment.
These results have been obtained under various conditions in [13,8,4].
Additionally, a large deviations limiting theorems for describing the ruin probability was
obtained by Djehiche [2] and Nyrhinen [12]. Gaier et al. [5] studied the optimal investment
problem for an insurance company.
In all these papers the premium rate was assumed to be constant. In practice this means
that the company should obtain a premium with the same rate continuously. We think that
this condition is too restrictive and it signiﬁcantly bounds the applicability of the above
mentioned results in practical insurance settings.
The goal of this paper is to consider the ruin problem for an insurance company for
which the premium rate is speciﬁed by a bounded non-negative random function ct. For
the given problem, under the condition of small volatility, we derive exact upper and lower
bounds for the ruin probability and in the case of exponential premium rate, i.e. ct ¼ egt
with gp0, we ﬁnd the exact asymptotics for the ruin probability. Particularly, we show that
for the zero premium rate, i.e. g ¼ 1, the asymptotic result is the same as in the case
1ogo0.
Moreover, in this paper we show that in the boundary case, i.e. s2 ¼ 2a, the company
goes bankrupt with probability 1 for any bounded function ct.
Indeed, an upper bound for the ruin probability for the random function ct in the small
volatility case is obtained also by Ma and Sun [10].
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3 we give the necessary results about the tails of solutions of some linear random equation
which we apply to study the ruin problem. In Section 4 we obtain the upper bound for the
ruin probability and in Section 5 we ﬁnd the corresponding lower bound. In Section 6 we
consider the exponential premium income rate case. In Section 7 we study some ergodic
properties for an autoregressive process with random coefﬁcient. In Section 8 we consider
the large volatility case.
2. Basic results
Let us consider a process X ¼ X u of the form
X t ¼ u þ a
Z t
0
X s ds þ s
Z t
0
X s dws þ
Z t
0
cs ds 
XNt
i¼1
xi, (2.1)
where aX0 and sX0 are arbitrary constants, w is a Brownian motion, N is a Poisson
process with intensity a40 and ðxi; i 2 NÞ are i.i.d. positive random variables with
common a distribution F. Moreover, we assume that w, N, ðxiÞ are independent and the
ﬁltration is deﬁned as Ft ¼ sfws; Ns;
PNs
i¼1 xi; 0psptg. Furthermore, ct ¼ cðt; X Þ is a
bounded non-negative ðFtÞ-adapted function (i.e., 0pctpc) such that Eq. (2.1) has an
unique strong solution (see Chapter 14 in [7]).
Let Bu :¼ infft : X uto0g (the time of ruin), CðuÞ :¼PðBuo1Þ (the ruin probability). The
parameter values a ¼ 0, s ¼ 0, ct ¼ c, correspond to the Crame´r–Lundberg model for
which the risk process is usually written as X t ¼ u þ ct 
PNt
i¼1xi. In the considered version
(of non-life insurance) the capital evolves due to a continuously incoming cash ﬂow with
rate c40 and outgoing random payoffs xi at times forming an independent Poisson
process N with intensity a. For the model with positive safety loading and F having a ‘‘non-
heavy’’ tail, the Lundberg inequality provides encouraging information: the ruin
probability decreases exponentially as the initial endowment u tends to inﬁnity. Moreover,
for exponentially distributed claims the ruin probability admits an explicit expression, see
[1] or [11].
We study here the case s40 with a general random adapted bounded function ct. In this
case Eq. (2.1) describes the evolution of the capital of an insurance company, which is
continuously reinvested into an asset with the price following a geometric Brownian
motion (1.1).
Let b :¼2a=s2  1. To write the upper bound for the ruin probability we deﬁne the
function:
JðbÞ ¼ 2a
s2b2
ð1f0obp1g þ j1ðbÞ1f1obp2g þ j2ðbÞ1fb42gÞ, (2.2)
where j1ðbÞ ¼ bð1þ R1Þ, j2ðbÞ ¼ b2b1ð1þðð1þ RÞ
1
b1 1Þ1bÞ and R ¼ RðbÞ¼ðb 1Þs2=2a.
Theorem 2.1. If b40 and Exb1o1, then lim supu!þ1 ubCðuÞpCðbÞ, where CðbÞ ¼
JðbÞExb1.
The proof of this theorem is given in Section 4.
Theorem 2.2. If b40 and Exbþd1 o1 for some d40, then there exists a constant 0oCo1
such that lim infu!1 ubCðuÞXC.
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the exponential function ct.
Theorem 2.3. Assume that ct ¼ c expfgtg with 1pgp0. If b40 and Exbþd1 o1 for some
d40, then there exists a constant 0oC1o1 such that limu!1ubCðuÞ ¼ C1. Moreover,
the constant C1 is the same for any 1pgo0.
This result is proved in Section 6. Now we consider the large volatility case, i.e. bp0.
Theorem 2.4. Assume that the distribution of x1 has not a finite support, i.e. Pðx14zÞ40 for
any z 2 R. If bp0 and Exd1o1 for some d40, then CðuÞ ¼ 1 for any uX0.
Remark 2.5. This theorem has been proved by Paulsen in [13] for a constant premium rate,
i.e. for ct ¼ c ¼ const.
The key idea in the proofs of Theorem 2.1 and 2.2 is based on the fact that the function
CðuÞ may be estimated by the tails of solutions of some linear random equations. In the
next section we study the asymptotic behaviour of those tails.
3. Tails of solutions of random equations
This Section contains some results from the general renewal theory developed by Goldie
[6] for some random equations. We consider the following two random equations:
R ¼ðdÞ Q þ MR; R is independent of ðM; QÞ (3.1)
(¼ðdÞ denoting equality of probability laws) and
R ¼ðdÞ Q þ MðRÞþ; R independent of ðM; QÞ, (3.2)
where ðaÞþ ¼ maxða; 0Þ.
We start with some preliminary conditions for the random variable M which are studied
by Goldie (see Lemma 2.2 in [6]).
Lemma 3.1. Let MX0 be a random variable such that, for some b40
EMb ¼ 1; EMbðlogMÞþo1 (3.3)
and the conditional law of logM, given Ma0, be non-arithmetic.
Then 1pE logMo0 and 0om :¼EMb logMo1.
The following result from [6] speciﬁes the tail behaviour of R.
Lemma 3.2 (Theorem 4.1 in [6]). Let M be a random variable satisfying the conditions of
Lemma 3.1 for some b40 and Q be a positive random variable for which EQbo1. Then
there is a unique law for R satisfying (3.1) such that
lim
u!þ1
ubPðR4uÞ ¼ c1, (3.4)
where c1 ¼ EððQ þ MRÞbþ  ðMRÞbþÞ=bm and m ¼ EMb logM.
Now we study the tail of R.
Lemma 3.3. Let MX0 be a random variable satisfying the conditions of Lemma 3.1 for some
b40. Assume also that the distribution of M is absolutely continuous with respect to
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EMbþdo1 (3.5)
and for any x 2 R
EMbþdþixa1, (3.6)
where i ¼
ﬃﬃﬃﬃﬃﬃ
1
p
. Then under the condition
EjQjbþdo1 (3.7)
for some d40 there is a unique law for R satisfying (3.2) such that there exists
limu!1 ubPðR4uÞ ¼ c1 and 0oc1o1.
This lemma follows directly from Theorem 6.3 in [6] and Theorem 2 in [12].
4. Upper bound for the ruin probability
Let tn be the instant of nth jump of N and let yn :¼tn  tn1 with t0 :¼0. We deﬁne the
discrete-time process S ¼ Su with Sn :¼X tn . Since ruin may occur only when X jumps
downwards, CðuÞ ¼ PðTuo1Þ, where
Tu :¼ inffnX1 : Sno0g. (4.1)
Therefore, to obtain asymptotic properties of Tu as u !1 we need to study the process
ðSnÞ. First of all, we need to ﬁnd a recurrence equation for this sequence. We start with
resolving of Eq. (2.1). For this we introduce the process ðfs;xt ; tXsÞ which satisﬁes the
following stochastic differential equation:
dfs;xt ¼ afs;xt dt þ sfs;xt dwt þ ct dt; fs;xs ¼ x.
The Ito formula implies that fs;xt ¼ ehths x þ
R t
s
ehthu cu du, where ht ¼ kt þ swt, k ¼
a  s2=2 and tXs. Moreover, we can represent the (2.1) for tn1ototn in the following
way:
X t ¼ Sn1 þ a
Z t
tn1
X s ds þ s
Z t
tn1
X s dws þ
Z t
tn1
cs ds ¼ ftn1;Sn1t
¼ ehthtn1 Sn1 þ
Z t
tn1
ehthu cu du.
Therefore, Sn ¼ X tn ¼ ftn1;Sn1tn  xn. From this we obtain the following random
recurrence equation for ðSnÞ:
Sn ¼ lnSn1 þ zn; S0 ¼ u (4.2)
with ln ¼ expfswnyn þ kyng and zn ¼ Zn  xn. Here Zn ¼
R yn
0 c
n
ue
htnhuþtn1 du with cnu :¼cuþtn1 .
By resolving (4.2) we ﬁnd the following representation for ðSnÞ:
Sn ¼ Enu þ En
Xn
k¼1
E1k zk; En ¼
Yn
k¼1
lk. (4.3)
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Y n ¼ Q1 þ
Xn
k¼2
Qk
Yk1
j¼1
Mj ; Mj ¼ l1j ; Qk ¼ xk=lk. (4.4)
Notice that ðMnÞ are i.i.d. random variables such that for q 20;b
EM
q
1 ¼ Elq1 ¼
a
aþ ðb qÞqs2=2p1. (4.5)
Therefore, there exists 0odominð1;bÞ for which r ¼ EMd1o1 and
E
X
kX2
Qk
Yk1
j¼1
Mj
 !d
p
X
kX2
E Qk
Yk1
j¼1
Mj
 !d
¼ EQd1
X
kX2
rk1o1,
i.e. the series
P
kX2Qk
Qk1
j¼1 Mj is ﬁnite a.s. It means that the sequence ðY nÞ have a ﬁnite limit
lim
n!1
Y n ¼ Q1 þ
Xþ1
k¼2
Qk
Yk1
j¼1
Mj ¼ Y1 ¼ Ro1 a.s. (4.6)
Taking into account that the sequence ðY nÞ in (4.4) is increasing we can estimate Sn as
SnXEnðu  RÞ (4.7)
and by (4.1) we get that PðTuo1ÞpPðR4uÞ. Therefore, to obtain the upper bound for the
ruin probability we investigate the tail behaviour of R as u !1. To this end, ﬁrst notice
that we may represent R in the following form:
R ¼ Q1 þ M1R1, (4.8)
where the random variable R1 ¼ Q2 þ
Pþ1
k¼3
Qk1
j¼2 MjQk has the same distribution as R and
is independent of ðQ1; M1Þ. Thus the random variable R satisﬁes Eq. (3.1).
We show that
lim
u!1
ubPðR4uÞ ¼ C1, (4.9)
where C1 ¼ 2aEððx1 þ RÞb  RbÞ=b2s2.
To show (4.9) we need to check the conditions of Lemma 3.2 for the random variables
ðMjÞ and ðQjÞ deﬁned in (4.4). The ﬁrst property in (3.3) follows directly from (4.5) for
q ¼ b. Now we show the second. By deﬁnition of M1 we have
EMb1ðlogM1Þþ ¼ Eebswy1bky1 ðswy1  ky1Þ1fswy1ky1X0g
psEjwy1 jebswy1bky1 þ kEy1ebswy1bky1 .
Taking into account that ðwtÞ is independent of ðyjÞ, the last term in this inequality equals
s
1ﬃﬃﬃﬃﬃ
2p
p E
ﬃﬃﬃﬃ
y1
p Z þ1
1
jzjeðzþbs
ﬃﬃﬃ
y1
p Þ2=2 dz þ kEy1,
i.e. EMb1ðlogM1Þþpðbs2 þ kÞEy1 þ s
ﬃﬃﬃﬃﬃﬃﬃﬃ
2=p
p
E
ﬃﬃﬃﬃﬃ
y1
p o1. In similar way we calculate
m ¼ EMb1 logM1 ¼ bs2=2a. Moreover, EQb1 ¼ Exb1o1. Therefore, by making use of
Lemma 3.2 we get the limiting relationship (4.9) which implies that
lim supu!1 u
bCðuÞpC1. Thus, to ﬁnish the proof we need to show the inequality
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C1pCðbÞ. If b41, then, taking into account the inequality ab  bbpbða  bÞ
ab1 ð0oboaÞ, we obtain that C1p2aEx1ðx1 þ RÞb1=bs2. This implies that for 1obp2,
C1p
2a
bs2
ðExb1 þ Ex1ERb1Þp
2a
bs2
ðExb1 þ ðExb1Þ1=bERb1Þ. (4.10)
Since by (4.5) we have EMb11 o1, therefore by making use of (4.8) and taking into account
that ðEMb11 Þ1  1 ¼ R (R is deﬁned in (2.2)) we can estimate ERb1 as
ERb1p EQ
b1
1
1 EMb11
¼ Ex
b1
1 EM
b1
1
1 EMb11
p 1
R
ðExbÞb1b .
Thus, from this and (4.10), we obtain that C1pCðbÞ for 1obp2. Let us consider now the
case b42. In this case we estimate C1 as
C1p
2b1a
bs2
ðExb1 þ Ex1Rb1Þp
2b1a
bs2
ðExb1 þ ðExb1Þ1=bERb1Þ. (4.11)
We set kRkq ¼ ðERqÞ1=q with q ¼ b 1. Taking into account that the random variables R1
and M1 are independent in (4.8), we obtain that
kRkq ¼ kM1R1 þ Q1kqpkM1kqkR1kq þ kQ1kq,
i.e. kRkqpkQ1kqð1 kM1kqÞ1 ¼ kx1kqððkM1kqÞ1  1Þ1. From this, we ﬁnd
ERb1pðð1þ RÞ 1b1  1Þ1bðExb1Þ
b1
b .
Applying this inequality to (4.11), one obtains C1pCðbÞ for b42. This implies
Theorem 2.1.
5. Lower bound for the ruin probability
In this section we prove Theorem 2.2. First, notice that the identity (4.3) implies
SnpSn :¼Enu þ En
Xn
k¼1
E1k z

k, (5.1)
where zk ¼ Zk  xk with Zk :¼c
R yk
0 e
htkhuþtk1 du. Therefore, denoting Tu ¼ inffnX1 :
Sno0g we obtain
CðuÞ ¼ PðTuo1ÞXPðTuo1Þ, (5.2)
for any u40. Setting Qk ¼ ðxk  ZkÞ=lk in (5.1), we represent Sn in the following form
Sn ¼ Enðu  Y nÞ, where Y 1 ¼ Q1 and for nX2,
Y n ¼ Q1 þ M1Q2 þ    þ
Yn1
j¼1
MjQ

n. (5.3)
Therefore, for any u40,
PðTuo1Þ ¼ PðR4uÞ, (5.4)
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equation for R. To this end we rewrite Y n as Y

n ¼ Q1 þ M1Zn with Z2 ¼ Q2 and Zn ¼
Q2 þ M2Q3 þ    þ
Qn1
j¼2 MjQ

n for nX2. By denoting R

1 :¼supnX2 Zn we get that
R ¼ Q1 þ M1ðR1Þþ. Note that the random vector ðZ2; . . . ; ZnÞ has the same distribution
as ðY 1; . . . ; Y n1Þ for any nX2, i.e. R has the same distribution as R1 also. Moreover,
taking into account that R1 is independent of ðQ1; M1Þ, we deduce that R satisﬁes the
random Eq. (3.2). We show now that
lim
u!1
ubPðR4uÞ ¼ C40. (5.5)
To prove this we check the conditions of Lemma 3.3. First, notice that (4.5) implies (3.5)
for any 0odo
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a1 þ b4=4
q
 b=2 with a1 ¼ 2a=s2. It easy to see that for such d and any
x 2 R in this case EMbþdþix1 a1. Now we verify (3.7). Writing q ¼ bþ  with 40, we
obtain
EjQ1jqpconst ðEMq1Exq1 þ EðZ1M1ÞqÞ.
By the conditions of Theorem 2.2 and (4.5) the ﬁrst term in this inequality is ﬁnite for
sufﬁciently small . We will show that the second term is also ﬁnite. Indeed, setting wt ¼
sup0puptðwuÞ we get that
Z1M1 ¼ c
Z y1
0
eswuku dupðc=kÞy1esw

y1
ky1 .
By the reﬂection principle for Brownian motion Ee
zwy1 ¼ 2Eezwy1 8z 2 R. Thus, we obtain
that
EðZ1M1Þqp2ðc=kÞqEyqeqswy1qky1 ¼ 2ðc=kÞqEyqeðs
2q=2kÞqy1
¼ 2ðc=kÞqEyqey1s2q=2. ð5:6Þ
Since y1 has an exponential distribution the last expectation is ﬁnite for sufﬁciently small
40. Now (5.5) follows from Lemma 3.3. Hence Theorem 2.2.
6. Exact asymptotics for the ruin probability
In this section we prove Theorem 2.3. For g ¼ 0, the theorem follows from (5.5).
Therefore, we assume 1ogo0. In this case Eq. (4.2) has the following form:
Sn ¼ Enu þ En
Xn
k¼1
E1k ðck1 ~Zk  xkÞ, (6.1)
where cn ¼ ctn ¼ c expfgtng and ~Zn ¼
R yn
0 e
htnhuþtn1þgu du. We set ~Y n :¼
Pn
k¼1E
1
k ck1 ~Zk ¼Pn
k¼1
Qk1
j¼1 ~Mj ~Qk with ~Qk ¼ cMk ~Zk and ~Mk ¼ egyk Mk. Taking into account that ð ~Y nÞ is
an increasing sequence, we put ~R ¼ ~Y1 ¼ limn!1 ~Y n ¼
P1
k¼1
Qk1
j¼1 ~Mj ~Qk a.s. Notice now
that this random variable satisﬁes the following identity in law ~R ¼ðdÞ ~Q þ ~M ~R, where
~Q ¼ðdÞ ~Q1, ~M ¼
ðdÞ ~M1 and ~R is independent of ð ~Q; ~MÞ. Moreover, for q ¼ ~b ¼ b 2g=s2 we get
E ~M
q ¼ aðaþ ð ~b qÞqs2=2Þ1 ¼ 1 and similarly to (5.6) we can show that E ~Q
~bo1.
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~bPð ~R4uÞo1. Thus, by (4.9)
lim
u!1
Pð ~R4uÞ
PðR4uÞ ¼ 0. (6.2)
Now we study the stopping time (4.1) in our case. First, by (6.1) we may write Tu as
Tu :¼ inffnX1 : Sno0g ¼ inffnX1 : Y n4u þ ~Y ng, (6.3)
where Y n is deﬁned in (4.4).
Recall that, R ¼ Y1 ¼ limn!1 Y n a.s. and ~R ¼ ~Y1 ¼ limn!1 ~Y n a.s. Therefore, from
(6.3) it follows that PðR4u þ ~R; Tu ¼ 1Þ ¼ 0. Taking this into account, it easy to deduce
the following equality:
PðTuo1Þ ¼ PðY Tu4u þ ~Y Tu Þ ¼ PðR4u þ ~Y TuÞ. (6.4)
From here we obtain for any d40,
PðTuo1ÞXPðR4u þ ~Y Tu ; ~Y TupduÞXPðR4ð1þ dÞu; ~Y TupduÞ
¼ PðR4ð1þ dÞuÞ  PðR4ð1þ dÞu; ~Y Tu4duÞ
XPðR4ð1þ dÞuÞ  Pð ~R4duÞ.
The limiting relationships (4.9) and (6.2) imply that
lim inf
u!þ1
PðTuo1Þ=PðR4uÞX1.
Moreover, by (6.4) we obtain PðTuo1ÞpPðR4uÞ for any u40. Thus
lim
u!1
PðTuo1Þ=PðR4uÞ ¼ 1.
If g ¼ 1, i.e. ct ¼ 0, then ~Y n ¼ 0 for all n 2 N and , hence, PðTuo1Þ ¼ PðR4uÞ.
Therefore, (4.9) implies this theorem in this case.
7. Ergodic properties for the random coefﬁcient autoregressive process
To show Theorem 2.4 we need to use some ergodic properties of the special
autoregressive process with random coefﬁcients (5.1). In this section we study the ergodic
properties for a general scalar autoregressive process with random coefﬁcient
xn ¼ anxn1 þ bn; nX1, (7.1)
where x0 is some ﬁxed constant and ðan; bnÞ is i.i.d. sequence of random variables in R2.
Proposition 7.1. Assume that there exists 0odp1 such that r ¼ Eja1jdo1 and Ejb1jdo1.
Then for any bounded uniformly continuous function f
P lim
N!1
N1
XN
n¼1
f ðxnÞ ¼ Ef ðx1Þ, (7.2)
where x1 ¼
P1
k¼1pk1bk with p0 ¼ 1 and pk ¼
Qk
j¼1 aj for kX1.
Proof. First we show that the series in the deﬁnition of x1 converges in probability.
Indeed, EjPnþmk¼n pk1bkjdpEjb1jdPnþmk¼n rk. It means that the series PkX1pk1bk con-
vergences in Ld and hence in probability. Now we ﬁx some mX1 and, for nXm, we set
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Pn
k¼nmþ1 bk
Qn
j¼kþ1 aj . Notice that xnðmÞ is measurable with respect to
sfanmþ1; . . . ; an; bnmþ1; . . . ; bng. Therefore for any 0pdom the sequence ðxkmþd ; kX1Þ
is i.i.d. and by the law of large numbers for any ﬁxed mX1 and 0pdom
lim
p!1
p1
Xp
k¼1
f ðxkmþdðmÞÞ ¼ Ef ðxmðmÞÞ a.s., (7.3)
where xmðmÞ ¼
Pm
k¼1 bk
Qm
j¼kþ1 aj ¼
ðdÞPm
k¼1 bkpk1. Therefore,
lim
m!1
Ef ðxmðmÞÞ ¼ Ef ðx1Þ. (7.4)
We show now that for any 40
lim
m!1
sup
NXm
PðDðN ; mÞ4Þ ¼ 0, (7.5)
where DðN; mÞ ¼ N1PNn¼mjf ðxnÞ  f ðxnðmÞÞj.
We put xnðmÞ ¼ xn  xnðmÞ ¼ xnm
Qn
k¼nmþ1 aj . Taking into account that there exists
some Lo1 such that for any nX1
Ejxnjd ¼ E x0
Yn
k¼1
aj þ
Xn
k¼2
bk
Yn
j¼kþ1
aj


d
pjx0jdrn þ Ejb1jd
Xn
k¼2
rnkpL,
we get supnXm EjxnðmÞjdpLrm.
Let us choose 140 for which supjxyjp1 jf ðxÞ  f ðyÞjp=2. For such 1 we obtain that
DðN; mÞp=2þ 2f N1PNn¼m 1fjxnðmÞjX1g, where f  ¼ supx2R jf ðxÞj. Therefore by denoting
 ¼ =4f  we get that
PðDðN; mÞ4ÞpP
XN
n¼m
1fjxnðmÞjX1g4
N
 !
.
Applying here the Chebyshev inequality we ﬁnd that
PðDðN; mÞ4Þp 1
N
XN
n¼m
PðjxnðmÞjX1ÞpL
1
d1
 r
m.
This implies (7.5). We put p ¼ ½N=m (½a is the whole part of a), i.e. N ¼ pm þ r with
0prom). For such p and r, we can write that
ON :¼
1
N
XN
n¼1
f ðxnÞ  Ef ðx1Þ

p 1N
Xpm1
n¼m
f ðxnðmÞÞ  Ef ðx1Þ

þ f  m þ r þ 1N þ DðN ; mÞ.
Moreover, we can represent the last sum in this inequality as
Xpm1
n¼m
f ðxnðmÞÞ ¼
Xm1
d¼0
Xp1
k¼1
f ðxkmþdðmÞÞ.
Therefore, from (7.3), we get that
lim
N!1
1
N
Xpm1
n¼m
f ðxnðmÞÞ ¼ lim
p!1
1
m
Xm1
d¼0
1
p
Xp1
k¼1
f ðxkmþd ðmÞÞ ¼ Ef ðxmðmÞÞ.
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lim sup
N!1
PðON4Þp sup
NX1
PðjEf ðx1Þ  Ef ðxmðmÞÞj þ DðN; mÞ4Þ.
The limiting relationships (7.4)–(7.5) imply (7.2). &8. Large volatility
In this section we prove Theorem 2.4. First, notice that if bo0 then Proposition 4 in [4]
implies that PðTuo1Þ ¼ 1 for any uX0. Thus, Theorem 2.4 for bo0 directly follows from
Inequality (5.2). We consider the critical case b ¼ 0, i.e. k ¼ 0 and lk ¼ esnk with
nk ¼ wkyk ¼ wtk  wtk1 .
For this, we study the ergodic properties of the process ðSnÞ deﬁned in (5.1). Notice that
(5.1) implies that this process satisﬁes the following random reccurence equation:
Sn ¼ lnSn1 þ zn, (8.1)
where S0 ¼ u and zn is deﬁned in (5.1).
Set t0 ¼ 0 and tn ¼ inffk4tn1 :
Pk
j¼tn1þ1 njo0g for nX1. It is easy to see that
tn ¼
Pn
j¼1 rj, where ðrjÞ is an i.i.d. sequence which has the same distribution as t1 whose
properties are well known, see XII. 7 Theorem 1a in [3]. One can show, that for some
constant 0oco1,
sup
nX1
n1=2Pðt14nÞpc. (8.2)
Set xn ¼ Stn . By (8.1) we obtain that for any nX1,
xn ¼ anxn1 þ bn; x0 ¼ u, (8.3)
where an ¼
Qrn
j¼1 ltn1þj ¼ expfs
Prn
j¼1 ntn1þjg and
bn ¼
Xrn
k¼1
Yrn
j¼kþ1
ltn1þj
 !
ztn1þk.
The sequence ðan; bnÞ is an i.i.d. sequence of random variables in R2. Moreover,
Ean ¼ Ea1o1. We will show that there exists r40 such that
Ejb1jro1. (8.4)
First, notice that the deﬁnition of b1 implies that jb1jp
Pt1
k¼1jzkj. Moreover, similarly
to (5.6) we can show that there exists 0oo1 for which EjZ1jo1. Therefore, taking
into account the condition of Theorem 2.4 (Exd1o1 for some d40) we get that there
exists 0oo1 such that m ¼ Ejz1jo1. To ﬁnish the proof of inequality (8.4), note
that, for such  and for some ﬁxed 0oro1, by making use of inequality (8.2) we
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Ejb1jrp1þ r
X1
n¼1
1
n1r
P
Xt1
k¼1
jzkj4n
 !
p1þ r
X1
n¼1
1
n1r
P
Xln
k¼1
jzkj4n
 !
þ r
X1
n¼1
1
n1r
Pðt14lnÞ
p1þ rm
X1
n¼1
ln
n1rþ
þ rc
X1
n¼1
1
n1rl1=2n
.
Therefore, by putting ln ¼ ½n4r, we obtain (8.4) for 0oro=5. Hence, by Proposition 7.1,
the process (8.3) has the property (7.2) for some bounded uniform continuous function f.
For Eq. (8.3) we represent the random variable x1 ¼
P
kX1pk1bk as x1 :¼Qt1
j¼2 ljðx1  BÞ, where B is independent of x1. This implies that Pðx1o0Þ ¼ Pðx14BÞ.
Thus, by the condition on the distribution of x1 we obtain that Pðx1o0Þ40. It means that
for the function f 1ðxÞ ¼ maxðx2; 1Þ1fxp0g we have Ef 1ðx1Þ40 and by (7.2) there exists a
sequence ðnkÞ such that limk!1 n1k
Pnk
j¼1 f 1ðxjÞ ¼ Ef 1ðx1Þ40 a.s. Therefore, PðTuo1Þ ¼
1 and Theorem 2.3 follows directly from (5.2).
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