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ON THE BOUNDEDNESS OF THE BILINEAR HILBERT
TRANSFORM ALONG “NON-FLAT” SMOOTH CURVES.
THE BANACH TRIANGLE CASE (Lr, 1 ≤ r <∞).
VICTOR LIE
Abstract. We show that the bilinear Hilbert transformHΓ along curves
Γ = (t,−γ(t)) with γ ∈ NFC is bounded from Lp(R)×Lq(R) → Lr(R)
where p, q, r are Ho¨lder indices, i.e. 1
p
+ 1
q
= 1
r
, with 1 < p < ∞,
1 < q ≤ ∞ and 1 ≤ r < ∞. Here NFC stands for a wide class of
smooth “non-flat” curves near zero and infinity whose precise definition
is given in Section 2. This continues author’s earlier work in [13], ex-
tending the boundedness range of HΓ to any triple of indices (
1
p
, 1
q
, 1
r′
)
within the Banach triangle. Our result is optimal up to end-points.
1. Introduction
This paper, building upon the ideas in [13], continues the investigation of
the boundedness properties of the bilinear Hilbert transform along curves.
More precisely, if Γ = (t, −γ(t)) where here γ is a suitable1 smooth, non-
flat curve near zero and infinity, we want to understand the behavior of the
bilinear Hilbert transform along Γ defined as
(1)
HΓ : S(R)× S(R) 7−→ S
′(R)
HΓ(f, g)(x) := p.v.
∫
R
f(x− t)g(x + γ(t))
dt
t
.
One can easily notice that taking γ(t) = t we obtain the standard bilinear
Hilbert transform. Thus, the problem considered in this paper is, in fact,
the “curved” analogue of the celebrated problem of providing Lp bounds to
the classical (“flat”) bilinear Hilbert transform - the latter being solved in
the seminal work of M. Lacey and C. Thiele ([9], [10]).
It is worth noticing that similar studies regarding curved analogues of
classical “flat” objects arise naturally in harmonic analysis in various con-
texts. Indeed, recalling the discussion in the introduction of [13], a promi-
nent such example is given by the study of the boundedness of the linear
Date: July 30, 2018.
The author was supported by NSF grant DMS-1500958.
1In a sense that will be specified later.
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Hilbert transform along curves given by
HΓ : S(R
n) → S′(Rn) ,
HΓ(f)(x) := p.v.
∫
R
f(x− Γ(t))
dt
t
,
where here Γ : R → Rn, n ≥ 1, is a suitable curve. This latter problem
first appeared in the work of Jones ([8]) and Fabes and Riviere ([5]) in
connection with the analysis of the constant coefficient parabolic differential
operators. The study of HΓ was later extended to cover more general and
diverse situations ([16] [19], [4],[1], [2]).
In the bilinear setting, the work on the “curved” model referring to (1)
was initiated by X. Li in [12]. There, he showed that, for the particular case
γ(t) = td with d ∈ N, d ≥ 2, one has that
(2) HΓ maps L
2(R)× L2(R) → L1(R) .
His proof relies on the concept of σ−uniformity, previously used in [3] and
originating in the work of T. Gowers ([6]).
In [13], the author proved that (2) remains true for any curve γ that be-
longs to NFC - a suitable class2 of smooth non-flat curves near zero and
infinity. Our work greatly extended Li’s result both qualitatively by signifi-
cantly widening the class of curves, and quantitatively by revealing the scale
type decay relative to the level sets of the multiplier’s phase. Our proof is
based on completely different methods, involving in a first instance a delicate
analysis of the multiplier followed then by a special wave-packet discretiza-
tion adapted to the two-directional oscillatory behavior of the phase. In
the Appendix of the same paper, we also explained the main idea of how
to upgrade the methods employed in [12] in order to be able to obtain the
scale type decay.
Later, X. Li and L. Xiao, ([11]), relying heavily on [13] in both the analy-
sis treatment3 of the multiplier and the “upgraded” σ-uniformity approach
required for capturing the key necessary scale type decay revealed in [13],
proved that if P is any polynomial of degree d ∈ N, d ≥ 2 having no constant
and no linear term 4 then taking γ(t) = P (t) one has that HΓ maps bound-
edly Lp(R) × Lq(R) 7→ Lr(R) where p, q, r obey 1
p
+ 1
q
= 1
r
, 1 < p < ∞,
1 < q <∞ and d
d−1 < r <∞. (The bounds here depend only on the degree
d but not on the coefficients of P ). Finally, more recently, in [7], the authors
take the proof in [13] and translate it in the σ−uniformity language used
initially in [12].
2For its definition the reader is invited to consult Section 2. It is worth saying that
NFC contains in particular the class of all polynomials without linear term - for more on
this see Observation 1.
3See for example the decomposition of pp. 16 in [11] versus the one in Section 5.3. of
[13], the treatment at pp. 29 in [11] versus the corresponding one at pp. 323 in [13], the
perturbative strategy applied in analyzing the phase of the multiplier etc.
4Any such polynomial P is just a particular example of an element γ ∈ NF .
3The present paper should be regarded as a natural continuation of [13].
Relying on the author’s previous methods, we extend the earlier results by
showing that for any γ ∈ NF the bounds on HΓ can be extended to cover
the natural Banach triangle case. Our result is optimal up to end points.
For a precise statement of our result as well as for a reminder of the defini-
tion of the class NF of “smooth non-flat” curves near zero and infinity one
is invited to consult the next section.
Acknowledgement. I would like to thank my wife Anca for drawing Fig-
ure 1 in this paper.
2. Main results
We start by recalling from [13] the definition of the set NF0 of all curves
γ which are smooth non-flat functions near the origin:
• smoothness, no critical points, variation (near origin)
(3)
∃ δ > 0 (possibly depending on γ) and Vδ := (−δ, δ) \ {0} such that
γ ∈ CN(Vδ) (N ≥ 4) and |γ
′| > 0 on Vδ; moreover
(4) sup
α∈R+
#{j ∈ Z+ | |2
−j γ′(2−j)| ∈ [α, 2α]} <∞ ,
where here Z+ := {j ∈ Z | j ≥ 0}.
• asymptotic behavior (near origin)
There exists {aj}j∈N ⊂ R+ with limj→∞ aj = 0 such that:
For any t ∈ I := {s | 14 ≤ |s| ≤ 4} and j ∈ Z+ we have
(5)
γ(2−j t)
2−j γ′(2−j)
= Q(t) + Qj(t) ,
with Q, Qj ∈ C
N (I) and ‖Qj‖CN (I) ≤ aj .
For s ∈ J = Q′(I) we require
(6)
(γ′)−1(s γ′(2−j))
(γ′)−1(γ′(2−j))
= r(s) + rj(s) ,
where r, rj ∈ C
N−1(J) with ‖rj‖CN−1(J) ≤ aj .
(The existence of (γ′)−1, the inverse of γ′, will be a consequence
of the next hypothesis.)
• non-flatness (near origin)
The main terms in the asymptotic expansion obey
(7) inf
t∈I
|Q′′(t)|, inf
t∈J
|r′(t)| > cγ > 0 ,
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and
(8) inf
t1, t2∈J
t1 6=t2
|t1 r
′(t1)− t2 r
′(t2)|
|t1 − t2|
> cγ .
In a similar fashion one can define NF∞ - the class of smooth, non-flat
near infinity functions γ having the following properties:
• smoothness, no critical points, variation (near infinity)
(9)
∃ δ > 0 (possibly depending on γ) and V˜δ := (−∞,−δ)∪ (δ,∞) such
that γ ∈ CN(V˜δ) (N ≥ 4) and |γ
′| > 0 on V˜δ; moreover
(10) sup
α∈R+
#{j ∈ Z− | |2
−j γ′(2−j)| ∈ [α, 2α]} <∞ ,
where here Z− := {j ∈ Z | j ≤ 0}.
• asymptotic behavior (near infinity)
There exists {a˜j}j∈Z− ⊂ R+ with limj→−∞ a˜j = 0 such that:
For any t ∈ I := {s | 14 ≤ |s| ≤ 4} and j ∈ Z− we have
(11)
γ(2−j t)
2−j γ′(2−j)
= Q˜(t) + Q˜j(t) ,
with Q˜, Q˜j ∈ C
N (I) and ‖Q˜j‖CN (I) ≤ a˜j .
For s ∈ J˜ = Q˜′(I) we require
(12)
(γ′)−1(s γ′(2−j))
(γ′)−1(γ′(2−j))
= r˜(s) + r˜j(s) ,
where r˜, r˜j ∈ C
N−1(J˜) with ‖r˜j‖CN−1(J˜) ≤ a˜j .
• non-flatness (near infinity)
The main terms in the asymptotic expansion obey
(13) inf
t∈I
|Q˜′′(t)|, inf
t∈J˜
|r˜′(t)| > cγ > 0 ,
and
(14) inf
t1, t2∈J˜
t1 6=t2
|t1 r˜
′(t1)− t2 r˜
′(t2)|
|t1 − t2|
> cγ .
With this done, we set
NF := C(R \ {0}) ∩ NF0 ∩ NF∞
and NFC := NF + Constant.
Observation 1. Following [13], we list here some interesting features of the
class NF :
• Any real polynomial of degree ≥ 2 with no constant and no linear
term belongs to NF ;
• More generally, any finite linear combination over R of terms of the
from tα with α ∈ (0,∞) \ {1} belongs to NF ;
5• Even more, any finite linear combination over R of terms of the form
|t|α | log |t||β with α, β ∈ R and α /∈ {−1, 0, 1} is in NF ;
• If γ ∈ NF then there exist K2 ≥ K1 > 0 and C2 ≥ C1 > 0 (all
constants are allowed to depend on γ) such that for any t ∈ V (0)\{0}
or t ∈ V (∞), respectively
(15)
– either K−12 |t|
C2 < |γ′(t)| < K−11 |t|
C1 ;
– or K1
|t|C1
< |γ′(t)| < K2
|t|C2
.
Thus, if γ ∈ NF , one has:
(16) ∃ lim
t→0
t 6=0
|γ′(t)| ∈ {0, ∞} and ∃ lim
t→∞
|γ′(t)| ∈ {0, ∞} .
In [13], we proved the following result
Theorem. Let Γ = (t,−γ(t)) be a curve such that γ ∈ NFC . Recall the
definition of the bilinear Hilbert transform HΓ along the curve Γ:
HΓ : S(R)× S(R) 7−→ S
′(R)
HΓ(f, g)(x) := p.v.
∫
R
f(x− t)g(x+ γ(t))
dt
t
.
Then HΓ extends boundedly from L
2(R)× L2(R) to L1(R).
In the present paper, we extend the boundedness range of the above the-
orem to the Banach triangle (see Figure 1):
Main Theorem. If γ ∈ NFC and HΓ defined as above, we have that
(17) HΓ : L
p(R)× Lq(R) 7→ Lr(R) ,
where the indices p, q, r obey
(18)
1
p
+
1
q
=
1
r
,
with
(19) 1 < p <∞ , 1 < q ≤ ∞ , and 1 ≤ r <∞ .
Observation 2. The Banach range in our Main Theorem is optimal up to
end-points. Indeed, let us define Pd be the class of all real polynomials of
degree d with no constant and no linear terms. Then, in [12] (pp. 9), it is
shown that for any d ∈ N, d ≥ 2, there exists a polynomial Pd ∈ Pd such
that for γ = Pd one has that
(20) ‖HΓ‖Lp(R)×Lq(R) 7→Lr(R) =∞
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whenever (p, q, r) obeys (18) with r < d−1
d
.
Since from Observation 1 we deduce that for any d ∈ N, d ≥ 2, we have
Pd ⊂ NF we conclude that in order for (17) and (18) to hold for any
γ ∈ NFC one must have r ≥ 1.
Figure 1. The boundedness range for the Bilinear
Hilbert Transform HΓ. In this figure we represent the
bounds for our object viewed as a trilinear form defined by
Λ(f, g, h) =
∫
HΓ(f, g)h. Our Main Theorem states that Λ
maps boundedly Lp×Lq×Lr
′
into C for all triples (1
p
, 1
q
, 1
r′
)
that belong to the region Ω := int (△ABC)∪ (AC) ∪ (AB) .
These bounds are optimal up to the bold boundaries defined
by [BC] ∪ {A}.
73. Preparatives; isolating the main component of our operator
In Section 3 of [13], after elaborated technicalities, we proved that the
study of our bilinear operator HΓ(f, g), can be reduced to the corresponding
study of the bilinear operator T (f, g) defined as follows:
(21) T (f, g) :=
∑
j∈Z
∑
m∈N
Tj,m ,
with
(22) Tj,m(f, g)(x) :=
∫
R
∫
R
fˆ(ξ)gˆ(η)vj,m(ξ, η)e
iξxeiηxdξdη
and
(23)
vj,m(ξ, η) := 2
−m
2 ei ϕξ,η(tc) ζ
(
η γ′(2−j)
2m+j
,
ξ
2m+j
η γ′(2−j)
2m+j
)
φ
(
ξ
2m+j
)
φ
(
η γ′(2−j)
2m+j
)
where we have
• the function φ is smooth, compactly supported with
(24) suppφ ⊂ {x |
1
10
< |x| < 10} .
• the phase of the multiplier is defined as
(25) ϕξ,η(t) := −
ξ
2j
t+ η γ(
t
2j
) .
• for ξ, η, j fixed (and based on the properties of γ) there exists exactly
one critical point tc defined by
(26)
tc = tc(ξ , η, j) ∈ [2
−k(γ), 2k(γ)] such that ϕ′ξ,η(tc) = −
ξ
2j
+
η
2j
γ′(
tc
2j
) = 0 ,
where here k(γ) ∈ N is an integer depending only on γ.
• the function ζ obeys
(27) ζ : [
1
10
, 10] × [2−k(γ), 2k(γ)] → R with ‖ζ‖CN−3 .γ 1 .
Now based on (16) and (15), wlog we can assume that
(28) ∃ lim
t→0
t 6=0
γ′(t) = 0 and ∃ lim
t→∞
γ′(t) =∞ .
The other cases can be treated similarly and we will not discuss them in
detail here.
Setting
(29) Ψη(ξ) = −ϕξ,η(tc) ,
8 VICTOR LIE
and following [13], we used the scaling symmetry in order to define the
following operators:
• For j > 0 (thus 2−j → 0)
Bj,m(f(·), g(·))(x) := [γ
′(2−j)]
1
2 Tj,m
(
f(2m+j ·), g(
2m+j
[γ′(2−j)]
·)
)
(
x [γ′(2−j)]
2m+j
).
Remark that
(30)
Bj,m(f, g)(x) = 2
−m
2 [γ′(2−j)]
1
2×∫
R
∫
R
fˆ(ξ) gˆ(η) ei(γ
′(2−j)ξ+η) x e
−i 2m 2j Ψ η
γ′(2−j )
(ξ)
ζ(η,
ξ
η
)φ(ξ)φ(η) dξ dη .
• For j < 0 (thus 2−j →∞)
Bj,m(f(·), g(·))(x) := [γ
′(2−j)]−
1
2 Tj,m
(
f(2m+j·), g(
2m+j
[γ′(2−j)]
·)
)
(
x
2m+j
) .
As before, notice that
(31)
Bj,m(f, g)(x) = 2
−m
2 [γ′(2−j)]−
1
2×∫
R
∫
R
fˆ(ξ) gˆ(η) e
i(ξ+ η
[γ′(2−j)]
)x
e
−i 2m 2j Ψ η
γ′(2−j )
(ξ)
ζ(η,
ξ
η
)φ(ξ)φ(η) dξ dη .
Observation 3. In what follows we will focus on the case j > 0 as the
reasonings for the other case j < 0 can be treated in a similar fashion.
Main reductions
For j ∈ N, using (28) and γ ∈ NF , one follows the reasonings from
Section 5 in [13] and successively simplifies the structure of Bj,m as follows:
• for s ∈ J , recalling the definition of r and rj in (6), we set
(32) R(s) :=
∫ s
1
r(u) du and Rj(s) :=
∫ s
1
rj(u) du ,
and first notice that
(33) 2
j Ψ η
γ′(2−j )
(ξ) = η R( ξ
η
) + η Rj(
ξ
η
) .
Based on the properties of γ and on the assumptions on ζ it is enough
to treat the term
(34)
9Bj,m(f, g)(x) ≈ 2
−m
2 [γ′(2−j)]
1
2∫
R
∫
R
fˆ(ξ) gˆ(η) ei(γ
′(2−j)ξ+η) x e
−i 2m η R( ξ
η
)
φ(ξ)φ(η) dξ dη .
and thus
(35)
Tj,m(f, g)(x) ≈
2−
m
2
∫
R
∫
R
fˆ(ξ) gˆ(η) ei(ξ+η) x e
−i γ
′(2−j)
2j
η R( ξ
γ′(2−j ) η
)
φ(
ξ
2m+j
)φ(
γ′(2−j) η
2m+j
) dξ dη.
• Because the phase of the multiplier has roughly the size 2m with the
dominant factor in the variable η, we further divide the η−support
in ≈ 2m intervals of equal size. Thus, after running the same approx-
imation algorithm as in [13], we deduce that the main component of
Tj,m is given by
(36)
T˜j,m(f, g)(x) :=
2−
m
2
2m+1∑
p0=2m
∫
R
∫
R
fˆ(ξ) gˆ(η) ei(ξ+η) x e
−i p0R(
ξ
2j p0
)
φ(
ξ
2m+j
)φ(
γ′(2−j) η
2j
−p0) dξ dη.
For notational simplicity, we will allow a small abuse, and redenote T˜j,m
as just simply Tj,m.
Let us introduce now several notations:
(37) φk(ξ) := φ(
ξ
2k
) , k ∈ Z ;
(38) φj,p0(η) := φ(
γ′(2−j) η
2j
− p0) , j ∈ N, p0 ∈ [2
m, 2m+1) ∩ N ;
(39)
ψm,p0,j(ξ) := 2
−m
2 e
−i p0R(
ξ
2j p0
)
φ(
ξ
2m+j
), m ∈ N, p0 ∈ [2
m, 2m+1)∩N, j ∈ N .
It will be useful to record the following identity
(40) ψˇm,p0,j(x) = 2
j ei ϑp0 (2
j x) φ∗(
p0
2m
r−1(2j x)) + Error Term ,
where here
(41) ϑp0(2
j x) := p0
∫ r−1(2j x)
0
t r′(t) dt ,
φ∗ ∈ C∞0 (R) is a smooth function supported away from the origin with
‖φ∗‖C100 . 1 and finally, the Error represents a smooth, fast decaying term
relative to the m-parameter.
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Also, throughout the paper, we have p, q > 1, 1
p
+ 1
q
= 1
r
with 1 ≤ r <∞
and 1
r′
= 1− 1
r
.
Now for f ∈ Lp(R), g ∈ Lq(R) and h ∈ Lr
′
(R) (recall j ∈ N) we set
(42) Λj,m(f, g, h) :=
∫
R
Tj,m(f, g)(x)h(x) dx .
From the above considerations, using relation (28) and Observation 3, we
deduce that5
(43)
Λj,m(f, g, h) =
2m+1∑
p0=2m
∫
R
(f ∗ φˇm+j ∗ ψˇm,p0,j)(x) (g ∗ φˇj,p0)(x) (h ∗ φˇj,p0)(x) dx .
We now define
(44) Λ+m(f, g, h) :=
∑
j∈N
Λj,m(f, g, h) .
A similar decomposition can be done for treating the case j < 0. In this
situation the analogue of (44) will read
(45) Λ−m(f, g, h) :=
∑
j∈Z\N
Λj,m(f, g, h) ,
where for this case Λj,m is an appropriate adaptation of (43) to the context
of (31) instead of (30). For the brevity of the exposition, we won’t insist
more on this.
With all these done, our main focus will be on understanding the main
properties of the trilinear form
(46) Λ(f, g, h) :=
∑
m∈N
Λm(f, g, h) ,
with
(47) Λm(f, g, h) := Λ
+
m(f, g, h) + Λ
−
m(f, g, h) .
Based on the reductions presented above, we deduce that for proving our
Main Theorem it is enough to show
Theorem 1. The form Λ initially defined on S(R)×S(R)×S(R) 7−→ C by
(46) obeys the bounds:
(48) Λ : Lp(R)× Lq(R)× Lr
′
(R) → C
5Throughout this paper we will ignore the contribution of the error term in (40) as its
treatment was carefully presented in [13]. Also, for notational convenience, we make a
small abuse by letting the same function φj,p0 represent the Fourier localization of both
g and h; in reality the support of hˆ should be slightly (e.g. twice) larger than the support
of gˆ.
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where the indices p, q, r′ satisfy
1
p
+
1
q
+
1
r′
= 1 ,
with
1 < p <∞ , 1 < q ≤ ∞ , and 1 ≤ r <∞ .
Give relation (46), we further notice that Theorem 1 follows from the
theorem below6 after applying real interpolation methods and a telescoping
sum argument (see Section 5):
Theorem 2. Let 1 < p <∞. Then the following estimates hold 7:
(49) Edge (AC) : |Λm(f, g, h)| .p (1+m
1− 2
p ) 2−
m
10
(1− 1
p∗
) ‖f‖p ‖g‖∞ ‖h‖p′ ,
and
(50) Edge (AB) : |Λm(f, g, h)| .p (1+m
1− 2
p ) 2
−m
10
(1− 1
p∗
) ‖f‖p ‖g‖p′ ‖h‖∞ .
Finally, based on Observation 3, it will be enough to prove Theorem 2
above for the “positive half-line” forms Λ+m(f, g, h) with m ∈ N.
4. Controlled bounds for Λ+m(f, g, h) on the edge (AC).
In this section, we focus on providing “slowly increasing” bounds8 for our
form Λ+m(f, g, h) on the edge (AC) (see Figure 1). More precisely, our goal
is to get the following tamer result:
Theorem 3. Let 1 < p <∞. Then the following estimate holds:
(51) Edge (AC) : |Λ+m(f, g, h)| .p (1 +m
2
p′
−1
) ‖f‖p ‖g‖∞ ‖h‖p′ .
6For a helpful geometric perspective, the reader is invited to consult Figure 1.
7Throughout the paper p∗ = min{p, p′} .
8Relative to the m−parameter.
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4.1. Estimates for the edge (AB1]. The main result of this subsection is
Proposition 1. If 1 < p ≤ 2, the following holds:
(52) Edge (AB1] : |Λ
+
m(f, g, h)| .p ‖f‖p ‖g‖∞ ‖h‖p′ .
Proof. As a consequence of (43), we deduce that
(53)
|Λ+m(f, g, h)| .
∑
j∈N
∫
R
|(f ∗ φˇm+j(y)|
×
∫
R

 2m+1∑
p0=2m
|(g ∗ φˇj,p0)(x) (h ∗ φˇj,p0)(x)|

 2j |φ∗(r−1(2j (x− y))| dx dy .
Now, letting M stand for the standard Hardy-Littlewood maximal func-
tion, we deduce the key relation
(54)
|Λ+m(f, g, h)| .
∑
j∈N
∫
R
|(f∗φˇm+j(y)|M

 2m+1∑
p0=2m
|(g ∗ φˇj,p0) (h ∗ φˇj,p0)|

 (y) dy.
Now, from (54), we deduce that
|Λ+m(f, g, h)| .
∫
R

∑
j∈N
|(f ∗ φˇm+j(y)|
2


1
2

∑
j∈N
∣∣∣∣∣∣M

 2m+1∑
p0=2m
|(g ∗ φˇj,p0) (h ∗ φˇj,p0)|

 (y)
∣∣∣∣∣∣
2

1
2
dy
.
∥∥∥∥∥∥∥

∑
j∈N
|(f ∗ φˇm+j(y)|
2


1
2
∥∥∥∥∥∥∥
p
∥∥∥∥∥∥∥∥

∑
j∈N
∣∣∣∣∣∣M

 2m+1∑
p0=2m
|(g ∗ φˇj,p0) (h ∗ φˇj,p0)|

 (y)
∣∣∣∣∣∣
2

1
2
∥∥∥∥∥∥∥∥
p′
. ‖f‖p
∥∥∥∥∥∥∥∥

∑
j∈N

 2m+1∑
p0=2m
|(g ∗ φˇj,p0) (h ∗ φˇj,p0)|


2

1
2
∥∥∥∥∥∥∥∥
p′
,
where for the last relation we used standard Littelwood-Paley theory (for
providing bounds on the square function for f) and Fefferman-Stein’s in-
equality ([FS]) (for the term involving the functions g and h).
Now we make use of the following observation:
(55)
2m+1∑
p0=2m
|(g ∗ φˇj,p0)|
2 . ‖g‖2∞ .
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Indeed, this is a simple consequence of the fact that
(56) (g ∗ φˇj,p0)(x) =
∫
R
g(x −
γ′(2−j)
2j
y) φˇ(y) ei p0 y dy .
Thus applying Cauchy-Schwarz inequality we get
(57)

 2m+1∑
p0=2m
|(g ∗ φˇj,p0) (h ∗ φˇj,p0)|


2
. ‖g‖2∞
2m+1∑
p0=2m
|(h ∗ φˇj,p0)|
2 .
Inserting (57) in the last estimate on |Λ+m(f, g, h)| we get:
(58) |Λ+m(f, g, h)| . ‖f‖p ‖g‖∞
∥∥∥∥∥∥∥

∑
j∈N
2m+1∑
p0=2m
|h ∗ φˇj,p0|
2


1
2
∥∥∥∥∥∥∥
p′
.
Define now
Aj,p0 :=
[
p0 − 10
2−j γ′(2−j)
,
p0 −
1
10
2−j γ′(2−j)
]
∪
[
p0 +
1
10
2−j γ′(2−j)
,
p0 + 10
2−j γ′(2−j)
]
.
From (24) and (38) we notice that
supp φj,p0 ⊆ Aj,p0 .
Using now the key assumption (4), we deduce that {Aj,p0}j,p0 have the
finite intersection property, that is
(59)
∑
j∈N
2m+1∑
p0=2m
χAj,p0 .γ 1 .
Now, due to (59) and the fact that p′ ≥ 2, we are precisely in the setting of
Rubio de Francia’s inequality ([17]):
(60)
∥∥∥∥∥∥∥

∑
j∈N
2m+1∑
p0=2m
|h ∗ φˇj,p0 |
2


1
2
∥∥∥∥∥∥∥
p′
.p′ ‖h‖p′ .
Thus, putting together (57), (58), (60) we conclude that (52) holds. 
4.2. Estimates for the edge [B1C). In this subsection we will focus on
proving
Proposition 2. If p ≥ 2, the following holds:
(61) Edge [B1C) : |Λ
+
m(f, g, h)| .p m
2
p′
−1
‖f‖p ‖g‖∞ ‖h‖p′ .
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The proof of Proposition 2 will be decomposed in two main steps encoded
in the two propositions below:
Proposition 3. Let p ≥ 2. Then, with the previous notations, we have
(62)
∥∥∥∥∥∥∥

∑
j∈N
2m+1∑
p0=2m
|f ∗ φˇm+j ∗ ψˇm,p0,j(x)|
2


1
2
∥∥∥∥∥∥∥
p
.p m
2
p′
−1
‖f‖p .
Proposition 4. If 1 < p <∞ and 1
p
+ 1
p′
= 1 then the following holds:
(63)
∥∥∥∥∥∥∥

∑
j∈N
2m+1∑
p0=2m
|(g ∗ φˇj,p0)(x) (h ∗ φˇj,p0)(x)|
2


1
2
∥∥∥∥∥∥∥
p′
.p′ ‖g‖∞ ‖h‖p′ .
Assuming for the moment that (62) and (63) hold we pass to the
Proof of Proposition 2.
By Cauchy-Schwarz we have
|Λ+m(f, g, h)| ≤
∑
j∈N
∫
R

 2m+1∑
p0=2m
|(g ∗ φˇj,p0)(x) (h ∗ φˇj,p0)(x)|
2


1
2

 2m+1∑
p0=2m
|f ∗ φˇm+j ∗ ψˇm,p0,j(x)|
2


1
2
dx,
which after a second application of Cauchy-Schwarz and then Ho¨lder in-
equality becomes:
(64)
|Λ+m(f, g, h)| ≤∥∥∥∥∥∥∥

∑
j∈N
2m+1∑
p0=2m
|(g ∗ φˇj,p0)(x) (h ∗ φˇj,p0)(x)|
2


1
2
∥∥∥∥∥∥∥
p′
∥∥∥∥∥∥∥

∑
j∈N
2m+1∑
p0=2m
|f ∗ φˇm+j ∗ ψˇm,p0,j(x)|
2


1
2
∥∥∥∥∥∥∥
p
.
Now applying Propositions 3 and 4 we conclude that (61) holds.
We pass now to the
Proof of Proposition 3.
This proof will be decomposed in three main components.
The first one relies on the following key aspect: the cancelation offered
by the phase of ψˇm,p0,j; indeed, we have that
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Lemma 1. The following holds:
(65)
2m+1∑
p0=2m
|f ∗ φˇm+j ∗ ψˇm,p0,j(x)|
2 .
∫
R
|(f ∗ φˇm+j)(y)|
2 2j ν(2j (x− y)) dy ,
where here ν ∈ C∞0 (R) with 0 6∈ supp ν and ‖ν‖C10(R) . 1.
Proof. For fixed m ∈ N, j ∈ N set now w(y) := (f ∗ φˇm+j)(
y
2j
). Then (65)
turns into
(66)
2m+1∑
p0=2m
|
∫
R
wx(y) e
−i p0
∫ r−1(y)
0
t r′(t) dt φ∗(
p0
2m
r−1(y)) dy|2 .
∫
R
|wx(y)|
2 ν(y) dy.
where here x ∈ R is considered fixed and we set wx(y) := w(2
j x− y).
Recall that from (41), we have p0
∫ r−1(y)
0 t r
′(t) dt = p0 ϑ1(y) := p0 ϑ(y)
Also recall that for expression (66) to make sense one should also have9
(67)
1
Cγ
< |y| < Cγ for some fixed Cγ > 1 .
Set then µ ∈ C∞0 (R) with suppµ ⊆ [
1
2Cγ
, 2Cγ ] and µ|[ 1
Cγ
,Cγ ]
= 1.
Now in order to prove (66) it is enough to show the dual statement
(68)
∫
R
|
2m+1∑
p0=2m
ap0 e
i p0 ϑ(y) φ∗(
p0
2m
r−1(y))µ(y) |2 dy .
2m+1∑
p0=2m
|ap0 |
2 .
For this we analyze the generic interaction
(69) Ep0,q0 :=
∫
R
ei (p0−q0)ϑ(y) φ∗(
p0
2m
r−1(y))φ∗(
q0
2m
r−1(y))µ(y)µ(y) dy .
Now since ϑ′(y) = r−1(y) has obviously no roots inside the support of µ
we deduce that for 2m−10 < p0, q0 < 2
m+10 one has
(70) |Ep0,q0 | .
1
1 + |p0 − q0|2
.
Thus
(71) ∫
R
|
2m+1∑
p0=2m
ap0 e
i p0 ϑ(y) φ∗(
p0
2m
r−1(y))µ(y) |2 dy
.
2m+1∑
p0,q0=2m
|ap0 | |aq0 |
1
1 + |p0 − q0|2
.
2m+1∑
p0=2m
|ap0 |
2 ,
proving this way our claim (68) and hence (65). 
9The constant Cγ are allowed to change from line to line.
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We pass now to the second ingredient:
Lemma 2. Let u ∈ L1loc(R) and ν as before. Then, preserving the previous
notations, we have:
(72)
Im,j(u)(x) :=
∫
|(u ∗ φˇj+m)(y)|
2 2j ν(2j(x− y)) dy
. 12m
∑2m+1
l=2m−1 |M(u)(x −
l
2m+j
)|2 .
Proof. From the assumptions made in our hypothesis, using a smooth, com-
pactly supported partition of unity, we have
(73) ν(y) =
2m+1∑
l=2m−1
ψ(2my − l) .
From this, we deduce
(74)
Im,j(u)(x) =
∫
R
(∫
R
u(s) 2m+j φˇ(2m+j(y − s)) ds
)
×
(∫
R
u(t) 2m+j φˇ(2m+j(y − t)) dt
) (
2j
∑2m+1
l=2m−1 ψ(2
m+j (x− y)− l)
)
dy
= 12m
∫
R×R u(s)u(t)Km,j(s, t) ds dt ,
where we set
(75)
Km,j(s, t) := 2
3(m+j)
2m+1∑
l=2m−1
∫
R
φˇ(2m+j(y−s)) φˇ(2m+j(y − t))ψ(2m+j (x−y)−l) dy
From the smooth behavior of φˇ we deduce
(76) |Km,j(s, t)| . 2
2(m+j)
2m+1∑
l=2m−1
|φˇ|(2m+j(x− s)− l) |φˇ|(2m+j(x− t)− l) .
Thus, from (74) and (76) we have
(77) |Im,j(x)| .
1
2m
2m+1∑
l=2m−1
(∫
R
|u(s)| 2m+j |φˇ|(2m+j(x− s)− l) ds
)2
,
from which we conclude
(78) |Im,j(x)| .
1
2m
2m+1∑
l=2m−1
[M(|u(
·
2m+j
)|)(2m+jx− l)]2 ,
which proves (72).

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Combining now Lemmas 1 and 2, we deduce that
(79) ∥∥∥∥∥∥∥

∑
j∈N
2m+1∑
p0=2m
∣∣f ∗ φˇm+j ∗ ψˇm,p0,j(x)∣∣2


1
2
∥∥∥∥∥∥∥
p
.
∥∥∥∥∥∥∥

∑
j∈N
1
2m
∑
l≈2m
∣∣∣∣M(f ∗ φˇm+j)(· − l2m+j )
∣∣∣∣
2


1
2
∥∥∥∥∥∥∥
p
.
On the other hand, from Fefferman-Stein’s inequality, ([FS]), we have
(80) ∥∥∥∥∥∥∥

∑
j∈N
1
2m
∑
l≈2m
∣∣∣∣M(f ∗ φˇm+j)(· − l2m+j )
∣∣∣∣
2


1
2
∥∥∥∥∥∥∥
p
.
∥∥∥∥∥∥∥

∑
j∈N
1
2m
∑
l≈2m
∣∣∣∣(f ∗ φˇm+j)(· − l2m+j )
∣∣∣∣
2


1
2
∥∥∥∥∥∥∥
p
.
However, applying Fubini and Jensen’s inequality (at this last point we
use the key fact that p ≥ 2)∥∥∥∥∥∥∥

∑
j∈N
1
2m
∑
l≈2m
∣∣∣∣(f ∗ φˇm+j)(· − l2m+j )
∣∣∣∣
2


1
2
∥∥∥∥∥∥∥
p
p
.
1
2m
∑
l≈2m
∥∥∥∥∥∥∥

∑
j∈Z
∣∣∣∣(f ∗ φˇm+j)(· − l2m+j )
∣∣∣∣
2


1
2
∥∥∥∥∥∥∥
p
p
Now, we appeal to the last ingredient in order to prove Proposition 3:
Lemma 3. Take l ∈ Z and define the l−shifted square function
(81) Slf(x) :=

∑
j∈Z
∣∣∣∣(f ∗ φˇj)(x− l2j )
∣∣∣∣
2


1
2
.
Then, for any 1 < q <∞, one has
(82) ‖Slf‖q .q (log(|l|+ 10))
2
q∗
−1 ‖f‖q .
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Proof. This statement relies on interpolation and Calderon-Zygmund theory
adding to the classical theory of the Lp boundedness of the (classical) square
function a small extra twist in order to deal with the translation symmetry
encoded in the l-parameter. In a different form, its statement/proof can be
found in [18] (see Chapter II, Section 5). Shifted square functions (in various
forms) appear naturally in analysis. One such instance refers to the case of
the first Calderon commutator, whose approach involves a discrete version
of (81). This theme is explained in detail in [14], Ch.4, pp. 126, while the
standard approach for the discretized analogue of (81) is given at pp. 150.
Step 1. L2 boundedness
This is a straightforward statement since {φm+j}j∈N can be split in at
most C disjoint families such that the functions within each family have
pairwise disjoint supports. Thus, from Parseval, we conclude
‖Slf‖
2
2 =
∑
j∈Z
‖(f ∗ φˇj)(x−
l
2j
)‖22
=
∑
j∈Z
‖fˆ(ξ) φˆj(ξ) e
i ξ l
2j ‖22 . ‖f‖
2
2 .
Step 2. L1 to L1,∞ boundedness
Our intention is to show that there exists C > 0 absolute constant such
that
(83) ∀ λ > 0 |{x | |Slf(x)| > λ}| ≤
C
λ
log(|l|+ 10) ‖f‖1 .
As expected, we will make use of the Calderon-Zygmund decomposition of
f at level λ:
Thus, for simplicity, we considerMdf - the dyadic Hardy-Littlewood max-
imal function associated to f . Then, for λ as above, we set
Eλ := {x |Mdf(x) > λ} .
From the definition of Eλ we know that there exists a unique collection I of
maximal (disjoint) dyadic intervals such that
(84) Eλ =
⋃
J∈I
J .
Of course, we retain for later that
(85) |Eλ| =
∑
J∈I
|J | ≤
1
λ
∑
J∈I
∫
J
|f | ≤
1
λ
‖f‖1 ,
and that
(86) |f(x)| ≤ λ ∀ x ∈ R \ Eλ .
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Next, we decompose the function f as follows:
(87) f = g + b ,
with
(88) g := f χEλ +
∑
J∈I
(
1
|J |
∫
J
f
)
χJ ,
and
(89) b :=
∑
J∈I
bJ with bJ :=
(
f −
1
|J |
∫
J
f
)
χJ .
Notice that from the above decomposition we have the following important
properties
(90)
• ‖g‖∞ . λ ;
• ‖g‖1 ≤ ‖f‖1 ;
• supp bJ ⊆ J for every J ∈ I;
•
∫
R
bJ = 0 for every J ∈ I;
• ‖bJ‖1 . λ |J | for every J ∈ I.
Now as in the classical theory approach we continue with the remark
(91) |{Slf > λ}| ≤ |{Slg >
λ
2
}| + |{Slb >
λ
2
}| .
For the first term we just use the L2 boundedness of S and then the
L∞−control on g:
(92)
|{Slg >
λ
2
}| .
1
λ2
‖Slg‖
2
L2 .
‖g‖22
λ2
.
1
λ
‖f‖1 .
In order to treat the second term, we adopt the following convention: given
an interval J with center c(J) and a > 0, we refer to a J as the interval with
the same center c(J) and of length a |J |.
With these done, we have
(93)
|{x |Slb(x) >
λ
2
}|
= |{x ∈
⋃
J∈I
100J |Slb(x) >
λ
2
}|+ |{x ∈ R\
⋃
J∈I
100J |Slb(x) >
λ
2
}| = A+B .
Now, on the one hand
(94) A .
∑
J∈I
|J | ≤
‖f‖1
λ
,
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while on the other hand
(95) B .
1
λ
∫
R\
⋃
J∈I 100J
Slb .
1
λ
∑
J∈I
∫
R\100J
SlbJ .
It will be thus enough to show that
(96)
∫
R\100J
SlbJ . log(|l|+ 10)λ |J | .
In fact we will show the stronger statement
(97) IbJ :=
∫
R\100J
∑
j∈Z
|(bJ ∗ φˇj)(x−
l
2j
)| dx . log(|l|+ 10)λ |J | .
For this, we first use the mean zero condition for bJ and write
(98)
I l,jbJ (x) := |(bJ ∗ φˇj)(x−
l
2j
)| ≤∣∣∣∣
∫
R
(
φˇj(x− c(J)− s−
l
2j
)− φˇj(x− c(J) −
l
2j
)
)
bJ˜(s) ds
∣∣∣∣ ,
where here we denoted with c(J) the center of J , J˜ = J − c(J) and bJ˜(s) :=
bJ(s+ c(J)).
As a consequence, we have
(99)
I l,jbJ (x) .
∫
R
min
{
max|u|≤2j |J |
22j |J |
|2j(x−c(J))−l−u|2+1
, 2
j
|2j(x−c(J)−s− l
2j
)|2+1
}
|bJ˜ (s)| ds .
Then, implementing (99) into the LHS of (97), we have
(100)
|IbJ | . λ |J |
∑
j∈Z
2j |J|≤1
2j |J |
∫
R\100J
2j
|2j(x− c(J)) − l|2 + 1
dx
+
∑
j∈Z
2j |J|>1
∫
R\100J
∫
J˜
2j
|2j(x− c(J)− s− l
2j |J |
|J |)|2 + 1
|bJ˜(s)| dx ds
. λ |J | log(|l|+ 10) .
This finishes Step 2.
Step 3. Lq boundedness, 1 < q <∞
The fact that (82) holds for 1 < q ≤ 2 is just a consequence of real
interpolation between the q = 2 case (Step 1) and q = 1 case (Step 2).
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The other part of the range, i.e. 2 < q <∞, follows from duality. This is
again a standard argument, an application of Hincin inequality (probabilistic
method). For completeness, we give here the details:
For {ωj,l}j∈Z a sequence of i.i.d. random variables on [0, 1] with each ωj
taking the values {±1} with equal probability (the probability measure here
can be taken to be the Lebesgue measure on [0, 1]) we define for any function
h ∈ L1loc(R) the linear operator
(101) Ll,ω(t)h(x) :=
∑
j∈Z
ωj(t) (h ∗ φˇj)(x−
l
2j
) .
Then, for any f ∈ Lq(R), we have
‖Slf‖
q
q ≈
∫
[0,1]
∫
R
|Ll,ω(t)f(x)|
q dt dx
Taking now any function g ∈ Lq
′
(R) with ‖g‖q′ = 1 we define
Vl,t(f, g) :=
∫
R
g(−x)Ll,ω(t)f(x) dx ,
and notice that
Vl,t(f, g) =
∫
R
f(x)Ll,ω(t)g(−x) dx ,
from which we deduce
(102) |Vl,t(f, g)| . ‖f‖q ‖Ll,ω(t)g‖q′ .
Finally, we notice that following exactly the same procedure as that pre-
sented at the Step 1 and 2, we have that
(103) ‖Ll,ω(t)h‖2 . ‖h‖2 and ‖Ll,ω(t)h‖1,∞ . log(|l|+ 10) ‖h‖1 .
Thus from interpolation we get that for any 1 < q′ ≤ 2 we have
(104) ‖Ll,ω(t)g‖q′ .q′ log(|l|+ 10)
2
q′
−1
‖g‖q′ ,
with the constant in the above inequality independent of t.
Now it only remains to observe that we can choose a function gt(·) ∈
Lq
′
(R) such that (
∫
[0,1]×R |gt(x)|
q′ dx dt)
1
q′ = 1 and
(105)
‖Slf‖q ≈
∫
[0,1]
∫
R
gt(x)Ll,ω(t)f(x) dt dx .q′ log(|l|+ 10)
2
q′
−1
‖f‖q‖gt‖Lq
′
t,x
.

Proposition 3 follows now trivially from combining Lemmas 1, 2 and 3.
Proof of Proposition 4.
The proof of this result follows from Fefferman-Stein’s inequality ([FS])
and the result below
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Lemma 4. The following holds:
(106)
2m+1∑
p0=2m
|(g ∗ φˇj,p0)(x) (h ∗ φˇj,p0)(x)|
2 . ‖g‖2∞M(h ∗ φˇγ,m,j)
2(x) ,
where here we set
(107) φγ,m,j(η) := φ(
γ′(2−j)
2j+m
η) .
Proof. Notice first that, recalling (55), we have
(108)
2m+1∑
p0=2m
|(g ∗ φˇj,p0)(x)|
2 . ‖g‖2∞ : .
We also know that
(109)
supp0≈2m |h ∗ φˇj,p0|(x)
= supp0≈2m
∣∣∣∣∫R(h ∗ φˇγ,m,j)(x− y) 2jγ′(2−j) φˇ( 2jγ′(2−j) y) ei 2
j
γ′(2j )
p0 y
dy
∣∣∣∣
.M(h ∗ φˇγ,m,j)(x) .
Thus combining (109) and (108) we deduce that (106) holds. 
5. Controlled bounds for Λ+m(f, g, h) on the edge (AB).
As in the previous section, we only intend here to get log-type upper
bounds for our form Λ+m(f, g, h) when restricted to edge (AB) (see Figure
1). It is now simple to notice that taking advantage on the symmetry of
our form, by just switching the role of g and h in Theorem 3, one gets the
desired result:
Theorem 4. Let 1 < p <∞. Then the following holds:
(110) Edge (AB) : |Λ+m(f, g, h)| .p (1 +m
2
p′
−1
) ‖f‖p ‖g‖p′ ‖h‖∞ .
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6. The proof of our Main Theorem
It now remains to prove our Theorem 2. We will do this, by applying
real interpolation methods between the tame bounds obtained in Theorems
3 (and respectively 4) and the corresponding bounds obtained in [13] for the
L2 case.
6.1. Estimates for Λ+m(f, g, h) at points B1 and C1. In this subsection
we only quote the previous results on the author addressing the (local) L2
case.
As in the previous section, it is useful to notice that because of the sym-
metry between the role of g and h we only need to refer to one of the mid
points of the segments (AB) and (AC) respectively.
However, the estimate for Λm(f, g, h) for the point C1 is precisely the
content of the author’s paper ([13]). Thus, based on Propositions 1 and 2
in [13] together with the symmetric role played by the points C1 and B1 we
conclude the following
Theorem 5. The following estimates hold:
(111) Point C1(
1
2
,
1
2
, 0) : |Λm(f, g, h)| . 2
−m
16 ‖f‖2 ‖g‖2 ‖h‖∞ ,
and
(112) Point B1(
1
2
, 0,
1
2
) : |Λm(f, g, h)| . 2
−m
16 ‖f‖2 ‖g‖∞ ‖h‖2 .
6.2. Interpolation: Proof of the main result. The remaining task for
proving our Main Theorem relies on the standard multi-linear interpolation
theory.
Indeed, we first interpolate
• along the edge (AB) between the mid point C1 and a generic point
P ∈ (AB), that is between the bounds obtained in Theorem 5 and
Theorem 4.
• along the edge (AC) between the mid point B1 and a generic point
P ∈ (AC), that is between the bounds obtained in Theorem 5 and
Theorem 3.
Through this process we get precisely the content of Theorem 2. Apply-
ing one more time real interpolation between the newly better bounds just
obtained on (AB) and (AC), we get the final global result
Theorem 6. Let P (1
p
, 1
q
, 1
r′
) be any point in the plane determined by the
points A, B, C such that P ∈ Ω = int△ABC \ {[BC] ∪ {A}}. Then there
exists α(P ) > 0 such that for any m ∈ N the following holds:
(113) Point P (
1
p
,
1
q
,
1
r′
) : |Λ+m(f, g, h)| .P 2
−α(P )m ‖f‖p ‖g‖q ‖h‖r′ .
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Now as mentioned at the end of Section 2, the same reasonings applied
to the form
(114) Λ−m(f, g, h) =
∑
j∈Z\N
Λj,m(f, g, h) .
will give the corresponding analogue of the bound (113).
Finally, recalling that
(115) Λ(f, g, h) =
∑
m∈N
Λm(f, g, h)
and using the geometric summation in the parameter m as resulting from
bound (113) we deduce that our Main Theorem is true.
References
[1] M. Christ, Hilbert transforms along curves, I: Nilpotent groups, Ann. of Math. (2)
122 (1985), no. 3, 575-596.
[2] M. Christ, Hilbert transforms along curves, II: A flat case, Duke Math. J. 52 (1985),
no. 4, 887-894.
[3] M. Christ, X. Li, T. Tao, C. Thiele, On multilinear oscillatory integrals, nonsingular
and singular, Duke Math. J. bf130 (2005), no. 2, 321-351.
[4] M. Christ, A. Nagel, E. Stein, S. Wainger, Singular and maximal Radon transforms:
analysis and geometry, Ann. of Math. (2) 150 (1999), no. 2, 489-577.
[5] E. B. Fabes, N. M. Rivire, Singular integrals with mixed homogeneity Studia Math.
27 (1966), 19-38.
[FS] C. Fefferman, E. Stein, Some maximal inequalities, Amer. J. Math.,93,(1971), 107–
115.
[6] W. T. Gowers, A new proof of Szemerdi’s theorem for arithmetic progressions of
length four, Geom. Funct. Anal. 8 (1998), no. 3, 529-551.
[7] J. Guo, L. Xiao, Bilinear Hilbert transforms associated to plane curves, Arxiv,
http://arxiv.org/abs/1403.5353.
[8] B. F. Jones, A class of singular integrals, Amer. J. Math. 86 1964, 441-462.
[9] M. Lacey, C. Thiele, Lp estimates on the bilinear Hilbert transform for 2 < p < ∞,
Ann. of Math. (2) 146 (1997), no. 3, 693-724.
[10] M. Lacey, C. Thiele, On Caldern’s conjecture, Ann. of Math. (2) 149 (1999), no. 2,
475-496.
[11] X. Li, L. Xiao, Uniform estimates for bilinear Hilbert transform and bilinear maximal
functions associated to polynomials, Arxiv, http://arxiv.org/abs/1308.3518.
[12] X. Li, Bilinear Hilbert transforms along curves I. The monomial case, Anal. PDE. 6
(2013), no. 1, 197–220.
[13] V. Lie, On the Boundedness of The Bilinear Hilbert Transform along “non-flat”
smooth curves, Amer. J. Math., 137 (2015), no. 2, 313–364.
[14] C. Muscalu, W. Schlag, Classical and multilinear harmonic analysis. Vol. II. Cam-
bridge Studies in Advanced Mathematics, 138. Cambridge University Press, Cam-
bridge, (2013), xvi+324 pp.
[15] C. Muscalu, J. Pipher, T. Tao, C. Thiele,A short proof of the Coifman-Meyer para-
product theorem, www.math.brown.edu/ jpipher/trilogy1.pdf?.
[16] A. Nagel, J. Vance, S. Wainger, D. Weinberg,Hilbert transforms for convex curves,
Duke Math. J., 50 (1983), no. 3, 735-744.
[17] J.L., Rubio de Francia,A Littlewood-Paley inequality for arbitrary intervals, Rev. Mat.
Ibero., 1 (1985), no. 2, 1–14.
25
[18] E. M. Stein, Harmonic analysis: real-variable methods, orthogonality, and oscillatory
integrals, Princeton University Press, Princeton, NJ, 1993.
[19] E. M. Stein, S. Wainger, Problems in harmonic analysis related to curvature, Bull.
Amer. Math. Soc. 84 (1978), no. 6, 1239-1295.
Institute of Mathematics of the Romanian Academy, Bucharest, RO 70700,
P.O. Box 1-764, Romania.
Department of Mathematics, Purdue University, IN 47907 USA
E-mail address: vlie@purdue.edu
