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ABSTRACT
We are living in an era full of data services, and the advancement in statistical learning
encourages the development of intelligent system design algorithms based on practical
data. In our work, we plan to study two potential applications with intelligent design in
wireless systems based on statistical and machine learning techniques.
The first application we study is the spectrum sensing problem in energy harvesting
based cognitive radio networks, which is a promising solution to address the shortage of
both spectrum and energy. Since the spectrum access and power consumption pattern
are interdependent, and the power value harvested from certain environmental sources are
spatially correlated, the new power dimension could provide additional information to en-
hance the spectrum sensing accuracy. In our work, the Markovian behavior of the primary
users is considered, based on which we adopt a hidden input Markov model to specify the
primary vs. secondary dynamics in the system. Accordingly, we propose a 2-D spectrum
vs. power (harvested) sensing scheme to improve the primary user detection performance,
which is also capable of estimating the primary transmit power level. Theoretical and
simulated results demonstrate the effectiveness of the proposed scheme, in terms of the
performance gain achieved by considering the new power dimension. To the best of our
knowledge, this is the first work to jointly consider the spectrum and power dimensions
for the cognitive primary user detection problem.
The second work is about spatio-temporal base station traffic prediction with machine
learning. Accurate prediction of user traffic in cellular networks is crucial to improve
the system performance in terms of energy efficiency and resource utilization. However,
existing work mainly considers the temporal traffic correlations within each cell while
neglecting the spatial correlation across neighboring cells. In this work, machine learning
ii
models that jointly explore the spatio-temporal correlations are proposed, where a multi-
task learning approach is adopted to explore the commonalities and differences across cells
in improving the prediction performance. Base on real data, we demonstrate the benefits
of joint learning over spatial and temporal dimensions.
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1. INTRODUCTION
Due to the growing popularity of computation driven approaches, intelligent designs
which are capable of perceiving environment then taking actions are on demand, since it
helps increase the efficiency and maximize the chance of success. Intelligent designs fit the
practical systems well with the flexibility to adapt in real time. Many statistical methods
have been built and utilized with supervised, unsupervised and semi-supervised models,
and the subsequent research attempts to use these methods to solve specific problems.
In our work, we plan to use several statistical techniques with two applications of
intelligent design:
1. Spectrum sensing in energy harvesting based cognitive radio network. Since spec-
trum and power dimensions are correlated, we propose a Hidden Input Markov
Model to explore the correlations, to support a joint sensing scheme. Such spec-
trum vs. power 2-D joint sensing scheme improves the primary user detection per-
formance, which is also capable of estimating the primary transmit power level.
Meanwhile, we also propose EM-based HIMM parameter estimation algorithms to
learn the real parameters of the models.
2. Spatio-temporal base station traffic prediction. A lot of modern system designs re-
quire the prior knowledge of base station traffics; but the current base station traffic
prediction techniques are limited to either model-based analysis or only taking the
temporal relationship of data into consideration. Since in real wireless networks, the
traffic flows of base stations are correlated over both time and space, we propose a
spatio-temporal base station traffic prediction method with machine learning.
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2. 2-D SPECTRUM SENSING IN ENERGY HARVESTING BASED COGNITIVE
RADIO NETWORK
2.1 Introduction
With the rapid development of wireless services in the past few decades, spectrum re-
source, which is vital and hard-limited, faces a critical situation of being scarce. However,
studies have revealed that we are wasting the spectrum as most allocated bands are being
under-utilized. To address this problem, researchers have proposed the idea of dynamic
spectrum access, which could help increase spectrum efficiency.
Cognitive Radio (CR) is the well-accepted technology to achieve dynamic spectrum
access, with its core idea of allowing Secondary Users (SUs) to access spectrum when the
licensed Primary Users (PUs) are idle. The goal for CRs is to maximize the overall spec-
trum efficiency while preventing harmful interference to PU transmissions. One crucial
building block of CR is spectrum sensing, which determines whether certain spectrum is
occupied by some active PUs.
2.1.1 Related Works and Motivations
Many statistical methods have been adopted for spectrum sensing in cognitive radio
design. The authors in [1] apply the Neyman-Perason lemma to study both the local and
cooperative PU detection schemes, in which the sufficient statistics is compared against
a certain threshold to detect the channel status. When the PU transmission signaling is
known at the SU side, cyclostationary features could be explored for PU detection [2]. For
wideband cognitive radio systems, in addition to energy detection [3], compressive sensing
Part of this chapter is reprinted with permission from "Power Versus Spectrum 2-D Sensing in Energy
Harvesting Cognitive Radio Networks," by Y. Zhang, W. Han, D. Li, P. Zhang and S. Cui, in IEEE Transac-
tions on Signal Processing, vol. 63, no. 23, pp. 6200-6212, Dec.1, 2015 and "Two-dimensional sensing in
energy harvesting cognitive radio networks," by Y. Zhang, W. Han, D. Li, P. Zhang and S. Cui, 2015 IEEE
International Conference on Communication Workshop (ICCW), London, 2015, pp. 2029-2034.
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[4] is also adopted to efficiently identify spectrum holes. However, most of methods above
are sensitive to the shadowing/fading effects over the PU-to-SU link.
On the other hand, there are many related works that explore the PU Markovian behav-
ior. The existence of PU Markov patterns is validated in [5] by real-time measurements in
the paging band (928-948 MHz), with different effects of false alarm and miss detection
are studied in [6], where a modified forward-backward detection algorithm is proposed
to minimize the detection risks. In [7], a Hidden Bivariate Markov Model (HBMM) is
used to quantify both the channel status and its dwelling time. For collaborative spectrum
sensing, a parameter estimation algorithm with classification method is introduced in [8]
to identify the malicious users based on a Hidden Markov Model (HMM).
Meanwhile, due to the growing demand of energy efficiency, the energy harvesting
based cognitive radio network emerges to both improve channel utilization and meet the re-
quirement of green communications. In [9], the average throughput of the energy harvest-
ing secondary network is maximized, where the optimality is achieved by balancing the
optimal sensing duration and the sensing threshold. In [10], the SU time slot is segmented
into three non-overlapping fractions and the “harvesting-sensing-throughput" tradeoff is
quantified with consideration of a generalized multi-slot spectrum sensing paradigm and
two types of fusion rules. However, the above work does not consider PU energy harvest-
ing. In the power domain, Markov chain models have been widely accepted [11] [12] to
specify the energy arrival process, for which some other statistical models have also been
applied. For example, a Poisson model with a known intensity λ0 is adopted in [13] and
a Gamma distribution model is adopted in [14]. Meanwhile, for wind energy harvesting
systems, Weibull distribution [15] is widely adopted to forecast the wind speed and the
corresponding harvested power level.
Unlike traditional communication systems, for the ones powered by the environment
energy harvesters, power becomes a multiple access medium since the power usages across
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different users (especially geographically neighboring ones) are correlated [16] [17] [18].
Accordingly, the spectrum access and power access are actually correlated events, and
such correlations could be explored to help with improving the PU detection performance
in CR, which used to be solely dependent on spectrum sensing. In this work, we consider
the PU detection problem in energy harvesting based cognitive radio networks. Given the
correlation between spectrum and power usages, and by considering the spatial correlation
among energy harvesting users, we propose a 2-D sensing scheme that could infer the PU
behaviors by jointly learning the spectrum and power access dynamics. This is promising
to improve the PU detection performance since the traditional methods, which are solely
based on spectrum sensing, have certain limitation: When the PU-to-SU transmission
is under fading/shadowing, the detection performance degrades sharply as the channel
observation is no longer reliable. Since the PU-to-SU channel quality does not affect
the power-dimension inference, the proposed 2-D scheme could overcome the effect of
channel fading/shadowing and provide a more reliable combined sensing result.
In addition, traditional spectrum sensing methods only focus on sensing the “on-off"
activity of PUs. There is also a growing demand of knowing the transmission power levels
of PUs. For example, in [19], a novel method that utilizes not only the temporal but also
the spatial spectrum holes is proposed, which requires the knowledge of PU transmission
power to estimate the PU coverage area. In [20], an optimal SU power allocation scheme
is provided, which also depends on the knowledge of multiple PU transmission power
levels. As a side product, the 2-D sensing scheme proposed in this paper could sense the
spectrum and estimate the PU transmit power level simultaneously, which could provide
more potentials to enhance the performance of the energy harvesting based CR networks.
4
2.1.2 Summary of Contributions
In this work, we discuss the 2-dimensional joint spectrum sensing scheme in energy
harvesting based cognitive radio system, such that both spectrum and power information
are utilized to enhance the detection performance.
The main contributions are summarized as follows:
1. First, we construct a so-called Hidden Input Markov Model structure to specify the
correlation between PU and SU activities;
2. We propose algorithms to estimate the HIMM parameters, by which the exact HIMM
is specified; we also propose a PU activities detection algorithm, which could jointly
sense the existence of PU and estimate the PU energy level in each time slot;
3. Finally, we demonstrate the effectiveness of the proposed methods with analytical
and simulation results.
2.2 System Model
We consider a simple cognitive system with one PU and one SU, which are both pow-
ered by harvested energy from the same renewable source. If the PU does not transmit at
certain time slots, the harvested energy is discarded since no battery is assumed [21]. In
our setup, it is possible that even when the PU has data, the energy level may not meet the
reliable transmission minimum requirement, which implies that the PU does not occupy
the channel. This is the extra PU idle case compared with the traditional PU system where
PU is idle only if it has no data to transmit. Specifically, let H0 denote the case when the
PU does not transmit and H1 denote the case when the PU occupies the channel; then a
formal definition for H0 and H1 in an energy harvesting based cognitive radio network is:
H0 : No Enough Energy or No Data Available ;
5
H1 : Enough Energy and Data Available.
Let {Et, t = 1, 2, 3, · · · } denote the energy arrival process at the PU on a time-slotted
basis, where each Et could take value from a set with a finite cardinalityL = {i, i+1, i+
2, · · · , i+L−1}, i ≥ 0, i.e., the harvested energy value is quantized into L levels. Here L
is set as a relatively large number, such that the effect of discretizing the PU energy level
is negligible. The channel occupancy state {Ct, t = 1, 2, 3, · · · } is a discrete-time process
such that each state takes value in C = {0, 1, 2, · · · ,M − 1}, with M = 2 in this paper,
which implies: When Ct = 0 the channel is idle, and when Ct = 1 the channel is occupied
by the PU.
Let Eh be the minimum energy level required for reliable primary transmission and P0
be the probability of no data available. Then the relationship between the channel state
{Ct} and the PU energy level {Et} could be expressed as
P (Ct = 0) = P (Et < Eh) + P (Et ≥ Eh) · P0,
P (Ct = 1) = P (Et ≥ Eh) · (1− P0). (2.1)
Note that we assume no battery installed such that when a PU transmits, it uses up all
the harvested energy available at that time slot; when a PU does not transmit, it discards
the harvested energy in that time slot. On the SU side, since the channel state and PU
energy level are not directly observable, SU could only estimate the hidden states with its
available observations. First, as both PU and SU are powered by harvested energy from
the same renewable source, the harvested SU energy could be treated as an observation for
the PU energy level, due to the spatial correlation of the energy harvesting processes. The
relationship between the latent PU harvested energy Et and the SU harvested energy Ut
will be further discussed in Section III (See Fig. 2.1).
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Assuming that the PU and SU operate on a synchronous time-slotted fashion, the sam-
pled received signal from PU to SU at time slot t is given as (under real-valued signaling
assumption)

H0 : xt(n) = ut(n), n = 1, 2, · · · , N,
H1 : xt(n) = ht · st(n) + ut(n), n = 1, 2, · · · , N,
(2.2)
where n is the sampling index with a total of N samples per slot, st(n) is the signal
transmitted by the PU, ht is the channel gain constant over each slot, and ut(n) denotes
the i.i.d. Gaussian noise. The signal sample st(n) is assumed i.i.d and independent from
the noise. Denote Yt as the summation of N received signal energy samples at the SU, i.e.,
Yt =
N−1∑
i=0
x2t (i). (2.3)
2.3 Hidden Input Markov Model
Markov chain has been widely adopted [11] [12] to specify the environmental energy
harvesting process, and to model the PU data arrival process in traditional cognitive radio
networks [5] [7]. In our work here, we first adopt two discrete-time Markov chains to
represent the PU data arrival and energy harvesting processes respectively, then quantify
the 2-D signaling structure with a HIMM as shown in Fig. 2.1.
From Fig. 2.1, we see that there are several differences between the traditional HMMs
and the Markov structure abstracted in our problem. If the PU energy level is known,
which implies that Ut reflects Et perfectly, then the structure of our problem becomes
similar to the Input-Output Hidden Markov Model (IOHMM) [22]. For IOHMM, the
training process is a supervised learning problem, such that with the training input and
output, the functional mapping between the input and the output could be inferred. Our
7
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Figure 2.1: Hidden Input Markov Model Structure
structure is more complicated than IOHMM, since the unobservable Markov state Ct is a
function of both the previous stateCt−1 and the inputEt, while the inputEt is also a hidden
Markov process from the SU’s point of view. On the other hand, the hidden input could
be observed not only from the SU energy level Ut, but also from the channel observation
Yt when the channel is active. We thus call this structure as HIMM, for which the existing
HMM results could not be directly applied.
As both {Et} and {Ct} are first-order Markov chains, according to (2.1) we have
Ct = f(Ct−1, Et). Let Ct denote a collection of channel states from time 1 up to time t
(with a similar definition forEt). Throughout the paper, the subscript tmeans the state at a
certain time slot, and the superscript t means a collection of all states happened until time
t. Following the above notations, the first-order Markov property implies the following
relationship
P (Ct|Ct−1, Et) = P (Ct|Ct−1, Et),
P (Et|Et−1) = P (Et|Et−1). (2.4)
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Throughout the paper the notation P (A) always refers to the probability of the random
variable taking a particular value, i.e., P (A) = P (A = a), unless specified otherwise.
We use A and B to denote the transition matrices for the processes of {Et} and {Ct},
respectively. Clearly, as {Et} is a traditional Markov chain and takes values from L states,
A = {aij} is a L× L matrix, in which each component aij is given as
aij = P (Et = j|Et−1 = i), i, j ∈ L . (2.5)
The transition matrix of B = {B(q), q ∈ L } is actually a set of matrices. For each
q, B(q) is a M ×M matrix. Inside B(q), each component bij,q indicates the following
transition relationship of channel states:
bij,q = P (Ct = j|Ct−1 = i, Et = q), i, j ∈ C , q ∈ L . (2.6)
Besides the transition probability, the initial probability distribution is also important
in describing a Markov chain. Here we use vector piE and matrix piC to specify the initial
distributions, in which each element stands for
piEi = P (E1 = i), i ∈ L
piCij = P (C1 = j|E1 = i), i ∈ L , j ∈ C . (2.7)
For the HIMM shown in Fig. 2.1, the SU observations include the SU energy level Ut
and the SU received signal energy Yt. Mathematically, due to spatial correlation, we could
model Ut as a function of Et. Without loss of generality, we assume Ut ∈ L . Let the
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L× L matrix D = {dij} be the emission matrix with each dij defined as
dij = P (Ut = j|Et = i), i, j ∈ L . (2.8)
Note that conditioned on Et, the only randomness left at Ut is the measurement noise,
which we could assume independent over time. Therefore, we could have the following
decomposition:
P (U t|Et) =
t∏
i=1
P (Ui|Ei). (2.9)
On the other hand, based on the Central Limit Theorem (CLT), when the number of
received signal samples N is relatively large, the sum in (2.3) follows a Gaussian distri-
bution. Therefore, conditioned on the hidden states, we assume that the observation {Yt}
follows a Gaussian distribution, having its relationship with Et and Ct shown in Fig. 2.1.
According to the SU received signal in (2.2), when the channel state is idle, the output
Yt only reflects the energy of channel noise, which contains no information about the PU
energy level; when the channel is busy, the channel output includes the PU signal, such
that the distribution of Yt is affected by both the hidden states Et and Ct. For each t, Yt is
distributed as
P (Yt|Ct = i, Et = j) ∼ N(µij, σ2ij), i ∈ C , j ∈ L . (2.10)
Based on our previous discussion, when i = 0, µij and σ2ij are respectively identical
for all j’s. Let matrix µ = {µij} and matrix σ2 = {σ2ij}, the emission probability of Yt
is then specified by µ and σ2. Also, given the hidden states, the channel observation Yt is
conditionally independent over time.
The initial probability, transition probability, and emission probability are three im-
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Figure 2.2: Structure of the Proposed Algorithm
portant parts that constitute the parameters of this unobservable Markov chain. Let η =
{piE,piC ,A,B,D,µ,σ2} be the collection of these parameters. When η is decided, the
entire structure of this Markov model is specified. Therefore, learning these parameters is
crucial in order for us to explore the application of this unobservable Markov chain, which
is used in our PU detection scheme.
2.4 2-D Sensing
In this section, we analyze the PU detection scheme with 2-D sensing over the HIMM
model. Let t denote the current time slot; since HIMM takes the past observations into
consideration, at time t the past and current observations {U t, Y t} are all available to
contribute to the detection process. With the estimated parameter vector η′, the probability
measure of the current PU hidden states could be obtained by recursively marginalizing
all the past states, while the observations in each time slot work as correctors to modify
the previously predicted result.
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2.4.1 Sensing Algorithm
First, we state the 2-D sensing scheme as follows. The detection for the hidden PU
channel state Cˆt and the estimation for the PU energy level Eˆt could be jointly achieved
by maximizing the conditional probability of the current hidden states, i.e., (Cˆt, Eˆt) is
decided as
Cˆt, Eˆt = argmax
ct,et
P (Ct = ct, Et = et|U t, Y t). (2.11)
In CR, such an estimation result further decides the activity of SU: When Cˆt = 0, SU
considers the channel as inactive and utilizes it; when Cˆt = 1, SU considers the channel
as occupied and stays silent or transmits carefully based on the knowledge of Eˆt.
In fact, the joint probability P (U t, Y t) is the proportional constant between P (Ct, Et|U t, Y t)
and P (Ct, Et, U t, Y t), i.e., by Bayes rules there is a relationship
P (Ct, Et|U t, Y t) = P (Ct, Et, U t, Y t)/P (U t, Y t)
∝ P (Ct, Et, U t, Y t). (2.12)
This result implies that the estimated hidden states Cˆt, Eˆt also maximize the joint proba-
bility P (Ct, Et, U t, Y t). In [23], it is demonstrated that such estimated results are based on
the Maximum A Posteriori (MAP) principle, which is considered as an optimal estimate to
minimize the Bayes risk for a “hit-or-miss" cost function. Next we discuss how to evaluate
and solve (2.11).
We first give the procedure to recursively calculate P (Ct, Et|U t, Y t) in (2.11), which
is divided into the following three steps. Since the Markovian property could not be eas-
ily applied to decompose the conditional probability of the hidden states for recursive
calculations, in the first step, the probability of the current observation given the past
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P (Ut, Yt|U t−1, Y t−1) is used to multiply the target conditional probability P (Ct, Et|U t, Y t),
such that the production after multiplication could be directly decomposed and computed
as
P (Ut, Yt|U t−1, Y t−1)P (Ct, Et|U t, Y t)
=
∑
Ct−1
∑
Et−1
P (Ct, Ct−1, Et, Et−1, Ut, Yt|U t−1, Y t−1)
(a)
=
∑
Ct−1
∑
Et−1
P (Yt|Ct, Et)P (Ut|Et)
· P (Ct, Ct−1, Et, Et−1|U t−1, Y t−1)
= P (Yt|Ct, Et)P (Ut|Et)︸ ︷︷ ︸
corrector
·
∑
Ct−1
∑
Et−1
P (Ct|Ct−1, Et)P (Et|Et−1)P (Ct−1, Et−1|U t−1, Y t−1)︸ ︷︷ ︸
predictor
, (2.13)
where (a) is obtained with the Markovian property and Bayes rules, and the current obser-
vations Yt and Ut work as correctors to improve the prediction of the current states based
on the past. Inside (2.13), the probabilities of the corrector part could be computed by the
emission matrices from the parameter vector η′, the first two probabilities of the predictor
could be computed by the transition matrices in η′, and the last probability is the previous
conditional probability of the hidden states, which is obtained from the previous step in
our recursive algorithm. Note that the recursion procedure is exactly connected by the last
probability term inside (2.13), as it is the only term dependent on the previous information.
After we compute (2.13), to obtain the objective in (2.11), the value of P (Ut, Yt|U t−1, Y t−1)
has to be calculated in order to divide it out from (2.13). Thus the second step calcu-
lates P (Ut, Yt|U t−1, Y t−1): As the summation of P (Ct, Et|U t, Y t) over all possible hidden
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states equals one, the value of P (Ut, Yt|U t−1, Y t−1) could be calculated as
P (Ut, Yt|U t−1, Y t−1)
= P (Ut, Yt|U t−1, Y t−1)
∑
Ct
∑
Et
P (Ct, Et|U t, Y t)
=
∑
Ct
∑
Et
P (Ut, Yt|U t−1, Y t−1)P (Ct, Et|U t, Y t). (2.14)
Although the individual probability terms inside (2.14) could not be directly computed,
the multiplication of the two probabilities actually is already the result we obtained in
(2.13) in our first step. Then marginalizing over all possible (Ct, Et) pairs leads to the
conditional probability of current observations P (Ut, Yt|U t−1, Y t−1), as we desire.
At the last step, the conditional probability of hidden states P (Ct, Et|U t, Y t) is cal-
culated by dividing (2.13) with (2.14), which actually could be treated as a normalization
procedure. It is worth noting that when t = 1, which is the starting point of our recursion
algorithm, the multiplication corresponding to (2.13) is expressed as
P (U1, Y1)P (E1, C1|U1, Y1)
= P (E1, C1, U1, Y1)
= P (U1, Y1|E1, C1)P (E1, C1)
= P (U1|E1)P (Y1|E1, C1)P (C1|E1)P (E1), (2.15)
where the first two probabilities are from the emission matrices in the parameter vector
η′ and the last two probabilities are from the initial probabilities piC and piE inside η′.
Using the same method as in (2.14) to obtain the value of P (U1, Y1) and dividing the
multiplication result in (2.15) by P (U1, Y1), the conditional probability of the hidden states
at t = 1 could be computed.
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After obtaining the conditional probability of the hidden states P (Ct, Et|U t, Y t), the
maximization procedure in (2.11) could be solved by a simple 2-D exhaustive search, since
the cardinality of the possible hidden states are within a finite range.
In summary, the algorithm to compute the conditional probability P (Ct, Et|U t, Y t) is
summarized below.
ALGORITHM TO COMPUTE P (Ct, Et|U t, Y t)
Input: η, U t, Y t
1 for i ∈ L
2 for j ∈ C
3 P (E1 = i, C1 = j|U1, Y1) = Q(1)pi
c
ijpi
E
i∑
i∈L
∑
j∈C
Q(1)picijpi
E
i
4 end
5 end
6 for k = 2, · · · , t
7 for i ∈ L
8 for j ∈ C
9 P (Ek = i, Ck = j|Uk, Y k) =
Q(k)
∑
l∈L
∑
m∈C
bmj,ialiP (Ck−1=m,Ek−1=l|Uk−1,Y k−1)∑
i∈L
∑
j∈C
Q(k)
∑
l∈L
∑
m∈C
bmj,ialiP (Ck−1=m,Ek−1=l|Uk−1,Y k−1)
10 end
11 end
12 end
where Q(k) stands for diUk
exp(− (Yk−µji)
2
2σ2
ji
)
√
2piσ2ji
.
Although the pseudo code to compute P (Ct, Et|U t, Y t) given above indicates the com-
putation of P (Ct, Et|U t, Y t) from time 1 up to time t, as this algorithm runs online, in each
time slot the SU only has to compute the current joint probability based on the probability
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of the last time slot, i.e., P (Ct−1, Et−1|U t−1, Y t−1) is already known in time slot t. There-
fore, the computational complexity could be controlled within an acceptable range at each
time slot. Specifically, the algorithm to compute the joint probability in each time slot
leads to complexity O(N2M2), and the exhaustive search for the estimated states leads to
complexity O(NM).
Remark: For an energy harvesting based PU, there is always a collection of energy
states that are not enough to support reliable PU transmissions. Let L0 ⊂ L denote
the subset that contains all the energy states from L that are insufficient for reliable PU
transmissions and L1 be the complement of L0. From the relationship given in (2.1),
when Eˆt ∈ L1, the estimated channel state Cˆt could be either 1 or 0. However, when
Eˆt ∈ L0, Cˆt could only be zero. This is due to the fact that the joint probability of Ct = 1
and Et ∈ L0 is always equal to zero. As such, the optimal solution for (2.11) could not be
(Cˆt = 1, Eˆt ∈ L0), which could be eliminated from the searching space in solving (2.11)
to reduce the computational complexity.
2.4.2 Performance Comparison via Mutual Information
Compared with our proposed 2-D sensing scheme, the traditional PU detection meth-
ods do not take the spatial correlation of energy harvesting processes into consideration,
i.e., for traditional methods the only available observation is Y t. It implies that under the
same MAP principle, the traditional sensing scheme is basically solving
Cˆt, Eˆt = argmax
ct,et
P (Ct = ct, Et = et, Y
t). (2.16)
The mutual information between the hidden states and observations could be used to
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quantify the estimation performance. In our setup, it can be evaluated as
I(Ct, Et;Y
t, U t) = I(Ct, Et;Y
t) + I(Ct, Et;U
t|Y t), (2.17)
where I(Ct, Et;Y t) is the mutual information quantitying the performance of the tradi-
tional detection methods, and I(Ct, Et;U t|Y t) is the information gained by additionally
considering the power domain information. The mutual information gain is zero if and
only if (Ct, Et) are independent of U t conditioned on Y t, which is not the case in our
system, such that the mutual information gain is always greater than zero in our method.
2.5 Parameter Estimation
In this section, we discuss the proposed algorithm for parameter estimation. We need
to first define several intermediate variables, which are used for algorithm implementation,
then derive the algorithm based on the traditional EM algorithm. Note that the proposed
algorithm is off-line, with observations UT , Y T for training.
2.5.1 Intermediate Variables
For U t and Et, define
αUi (t) , P (U t, Et = i|η), t = 1, 2, 3, · · · , T, (2.18)
which is the joint probability of getting the observation U t and having the PU energy state
at time t (Et) equal i, conditioned on η, with η defined in Section III. Similarly, with the
communication channel output observation, define
αYij(t) , P (Y t, Ct = i, Et = j|η), t = 1, 2, 3, · · · , T, (2.19)
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which is the joint probability of getting the observations Y t and having the channel state
Ct as i and the energy level Et as j, conditioned on η as well.
Since we estimate two hidden states with different observations, the information car-
ried by the joint observations should also be considered. Therefore, define
αU,Yij (t) , P (U t, Y t, Ct = i, Et = j|η), t = 1, 2, 3, · · · , T, (2.20)
as the intermediate variables for joint observations, which indicates the probability of get-
ting the observations U t, Y t, with Ct = i and Et = j.
As both {Et} and {Ct} are Markov processes, with Markov property, the defined in-
termediate variable collections αU , αY and αU,Y can be quantified recursively. For αU , the
probability at time t+ 1 is given as
αUj (t+ 1) = f(Ut+1|j)
∑
i∈L
αUi (t)aij t = 2, · · · , T, (2.21)
which is traced to αUi (1) = piEidiU1 back at the initial state. This process is usually called
a forward recursion, in which the next-time joint probability equals to the current joint
probability weighted by the transition probability, followed by marginalization and multi-
plication with the emission probability. It can be interpreted that the forward recursion at
each time equals to a predictor multiplied by a corrector. Similarly, the forward procedures
for αY and αU,Y are respectively given as
αYij(1) = piCjipiEjf(Y1|i, j),
αYij(t+ 1) = f(Yt+1|i, j)
∑
l∈L
∑
m∈Y
αYml(t)aljbmi,j,
t = 2, · · · , T. (2.22)
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and
αU,Yij (1) = piCjipiEjdjU1f(Y1|i, j),
αU,Yij (t+ 1) = djU1f(Yt+1|i, j)
∑
l∈L
∑
m∈C
αU,Yml (t)aljbmi,j,
t = 2, · · · , T. (2.23)
In addition to the forward recursion, backward recursions are then used to measure the
probability of getting future output up to time T given the state at time t. Define
βUi (t) , P (Ut+1, Ut+2, · · · , UT |Et = i, η),
βYij (t) , P (Yt+1, Yt+2, · · · , YT |Ct = i, Et = j, η),
βU,Yij (t) ,
P (Ut+1, Yt+1, Ut+2, Yt+2, · · · , UT , YT |Ct = i, Et = j, η),
t = 1, 2, 3, · · · , T, (2.24)
as the probabilities of getting the observation sequence from t+1 to T , conditioned on the
hidden states at time t. For the SU energy state, βUi (t) is calculated as
βUi (t) =
∑
j∈L
βUj (t+ 1)aijdjUt+1 , t = 1, · · · , T − 1, (2.25)
with βUi (T ) = 1, ∀i. This indicates that the probability of getting the future observa-
tions up to time T conditioned on the current hidden states equals to such a conditional
probability at the next time step multiplying the transition and emission probabilities of
all possible current latent states. As it can be seen, the backward recursion uses the future
observations to smooth the current inference. Meanwhile, the calculations for βYij (t) and
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βU,Yij (t) could be expressed as
βYij (t) =
∑
m∈C
∑
l∈L
βYml(t+ 1)f(Yt+1|m, l)ajlbim,l,
βU,Yij (t) =
∑
m∈C
∑
l∈L
βU,Yml (t+ 1)f(Yt+1|m, l)dlUt+1ajlbim,l,
t = 1, · · · , T − 1, (2.26)
with βYij (T ) = 1, β
U,Y
ij (T ) = 1, ∀i, j.
After obtaining the expressions for forward and backward recursions, we need to de-
fine two update variables for each observation process to make the implementation of the
proposed parameter learning algorithm more straightforward. One update variable is de-
fined to consider the joint probability of getting the entire observations from time 1 to time
T and the hidden state at time t; the other one considers the joint probability of getting the
entire observations and the hidden states at time t and t+1. Specfically, for the SU energy
observation process, define
γUi (t) , P (UT , Et = i|η) = αUi (t)βUi (t), t = 1, · · · , T
εUij(t) , P (UT , Et = i, Et+1 = j|η)
= αUi (t)aijβ
U
j (t+ 1)djUt+1 , t = 1, · · · , T − 1. (2.27)
Clearly, the update variables above combine the forward and backward variables with
transition and emission probabilities. For the channel observation and the joint observation
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processs, variables are defined as
γYij (t) , P (Y T , Ct = i, Et = j|η) = αYij(t)βYij (t),
εYij,ml(t) , P (Y T , Ct = i, Et = j, Ct+1 = m,Et+1 = l|η)
= αYij(t)ajlbim,lβ
Y
ml(t+ 1)f(Yt+1|m, l). (2.28)
and
γU,Yij (t) , P (UT , Y T , Ct = i, Et = j|η) = αU,Yij (t)βU,Yij (t),
εU,Yij,ml(t) , P (UT , Y T , Ct = i, Et = j, Ct+1 = m,Et+1 = l|η)
= αU,Yij (t)ajlbim,lβ
U,Y
ml (t+ 1)f(Yt+1|m, l)dlUt+1 . (2.29)
Again, the reason to define these intermediate variables is that they will be used to imple-
ment the proposed parameter estimation algorithm for HIMM, which is introduced in the
following subsection.
2.5.2 Parameter Estimation Algorithm
The EM algorithm [24] is adopted here used to iteratively find the unknown parame-
ters that maximize the likelihood in a statistical model, in which the latent variables exist.
Here, E stands for expectation and M stands for maximization, and the algorithm alter-
nates between the E and M procedures. The current expectation step creates an expected
log-likelihood function, which is averaged over the latent variables given the estimated
parameters in the previous step; then the maximization step is designed to find a new pa-
rameter that maximizes the function of log-likelihood formulated in the current expecta-
tion step. The algorithm continues until the results converge (when the difference between
the results of two consecutive iterations is within an acceptable region). As proved before,
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the expected log-likelihood is non-decreasing during the iterations and the algorithm con-
verges; however, it is not guaranteed to converge to a global optimum. This is due to the
fact that although the maximization step is seeking the global optimum for the expected
joint probability of hidden states and observations, the results may not be the global opti-
mum for the likelihood function, which is from the conditional probability of observations.
Detailed analysis about the EM algorithm convergence could be found in [25].
2.5.2.1 Expectation Step
In the expectation step, we need to consider the average of the log-likelihood function
over the latent Markov states. If, in an extreme case, the Markov states are known, then the
E step could be decomposed into T number of subproblems since the temporal dependence
of the Markov chain contains no additional information for the expectation of the log-
likelihood function. Let η(k−1) denote the parameter estimated at the previous iteration;
and let O = {UT , Y T} stand for the collection of observations. The expectation of log-
likelihood can then be expressed as
L(η; η(k−1)) = ECT ,ET {logP (ET , CT , O|η)}
=
∑
ET∈L T
∑
CT∈C T
P (ET , CT |O, η(k−1)) logP (ET , CT , O|η)
=
∑
ET∈L T
∑
CT∈C T
P (ET , CT , O|η(k−1))
P (O|η(k−1)) logP (E
T , CT , O|η). (2.30)
Inside the equation,
∑
ET∈L T
and
∑
CT∈C T
are abbreviations for
∑
E1∈L
∑
E2∈L
· · · ∑
ET∈L
and∑
C1∈C
∑
C2∈C
· · · ∑
CT∈C
.
The achieved expected log-likelihood is utilized in the Maximization step to find a
better parameter estimate, which should not decrease the averaged log-likelihood.
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2.5.2.2 Maximization Step
The objective in the M step is to achieve a better parameter estimate η(k), which is
consisted of {piE(k),piC(k),A(k),B(k),D(k),µ(k),σ2(k)}. Inside L(η; η(k−1)), since the de-
nominator P (O|η(k−1)) is a constant with respect to η(k), the M step only needs to maxi-
mize
L(η; η(k−1))′ =∑
ET∈L T
∑
CT∈C T
P (ET , CT , O|η(k−1)) logP (ET , CT , O|η) (2.31)
over the parameter. However, based on the structure of Fig. 2.1, the log-likelihood can be
decomposed as
logP (ET , CT , UT , Y T |η)
= log{P (UT , Y T |ET , CT , η)P (ET , CT |η)}
= log{P (UT |ET , η)P (Y T |ET , CT , η)P (CT |ET , η)P (ET |η)}
= logP (UT |ET , η) + logP (Y T |ET , CT , η)
+ logP (CT |ET , η) + logP (ET |η), (2.32)
where each element depends on different optimization decision variables and there are no
decision variables that have been shared by any two elements above. This implies that the
maximization over the entire log-likelihood could be factorized into several independent
subproblems, while the summation over all the optimal subproblem results leads to the
optimal result of the entire problem. Mathematically, it indicates
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max
η
L(η; η(k−1))′
= max
D
∑
ET∈L T
∑
CT∈C T
P (ET , CT , O|η(k−1)) logP (UT |ET , η)
+ max
piE ,A
∑
ET∈L T
∑
CT∈C T
P (ET , CT , O|η(k−1)) logP (ET |η)
+ max
piC ,B
∑
ET∈L T
∑
CT∈C T
P (ET , CT , O|η(k−1)) logP (CT |ET , η)
+ max
µ,σ2
∑
ET∈L T
∑
CT∈C T
P (ET , CT , O|η(k−1)) logP (Y T |ET , CT , η). (2.33)
By solving the four subproblems above, the optimal solution for η(k) could be achieved,
which is then used for the next iteration if the convergence requirement is not yet satisfied.
2.5.2.2.1 Optimal D(k) First, let us focus on learning the parameter D, which is the
emission probability of the PU energy arrival process. Since D = {dij}, learning dij
for all i, j ∈ L is sufficient to have the estimated value of D. Before moving on to the
maximization procedure, the objective function could be further simplified as
max
D
∑
ET∈L T
P (ET , UT |η(k−1)) logP (UT |ET , η). (2.34)
This is due to the fact that the hidden channel statesCT could be marginalized by summing
over all the possible outcome, and also
P (ET , UT , Y T |η(k−1))
= P (UT , ET |Y T , η(k−1))P (Y T |η(k−1))
= P (UT |ET , η(k−1))P (ET |Y T , η(k−1))P (Y T |η(k−1)),
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where P (Y T |η(k−1)), P (ET |Y T , η(k−1)) are constant values with respect to D. Besides,
P (ET |η(k−1)) is positive and independent of the decision variableD, such that its multipli-
cation with the objective function will not affect the estimation ofD. As such we consider
joint probability P (ET , UT |η(k−1)) instead of the conditional probability P (UT |ET , η(k−1))
without influencing the maximization step.
On the other hand, since dij is the emission probability, the objective function needs
to be decomposed from a joint probability into T independent emission probabilities, in
order to estimate the value of dij . The decomposition procedure is
∑
ET∈L T
P (ET , UT |η(k−1)) logP (UT |ET , η)
=
∑
ET∈L T
P (ET , UT |η(k−1)) log
T∏
t=1
P (Ut|Et, η)
=
T∑
t=1
L−1∑
i=0
∑
ET∈L T
P (UT , ET |η(k−1))δ(Et − i) logP (Ut|Et = i, η)
=
T∑
t=1
L−1∑
i=0
P (UT , Et = i|η(k−1)) logP (Ut|Et = i, η)
=
T∑
t=1
L−1∑
i=0
P (UT , Et = i|η(k−1)) log
L−1∑
j=0
δ(Ut − j)dij . (2.35)
Inside the equation, δ(x) is the indicator function such that δ(x) = 1 when x = 0 and
δ(x) = 0 for any other values of x. Since dij denotes the emission probability of the PU
energy level, for any i the summation of dij over all the possible outputs equals to one,
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i.e.,
L−1∑
j=0
dij = 1,∀i. Therefore, the maximization problem is finalized as
max
D
T∑
t=1
L−1∑
i=0
P (UT , Et = i|η(k−1)) log
L−1∑
j=0
δ(Ut − j)dij
s.t.
L−1∑
j=0
dij = 1 (2.36)
This is a typical optimization problem to find a maximum of the objective function subject
to an equality constraint, which could be solved by the Lagrange multiplier method [26].
After calculations, the optimal result for d(k)ij is given as
d
(k)
ij =
T∑
t=1
δ(Ut − j)P (UT , Et = i|η(k−1))
T∑
t=1
P (UT , Et = i|η(k−1))
=
T∑
t=1
δ(Ut − j)γUi (t)
T∑
t=1
γUi (t)
, i, j ∈ L . (2.37)
which implies that the estimated probability of emitting j at state i for the PU energy level
equals the number of times that the output from the latent state i is j divided by the total
number of times that the latent state is i.
2.5.2.2.2 Optimal piE(k), A(k) The objective function for this subproblem could be fur-
ther decomposed into two parts, in which the decision variables are piE and A = {ai,j},
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respectively. The decomposed objective function is
∑
ET∈L T
∑
CT∈C T
P (ET , CT , UT , Y T |η(k−1)) logP (ET |η)
=
∑
ET∈L T
P (ET , UT , Y T |η(k−1)) logP (ET |η)
=
∑
ET∈L T
P (ET , UT , Y T |η(k−1))
×
{
log piE +
T∑
t=2
log aEt−1Et
}
. (2.38)
Clearly, the optimization procedures to maximize the objective function over piE and A
could be treated as two independent processes. Therefore, after factorizing the joint prob-
ablities into T independent probabilities based on the Markovian property, the problems
become
max
piEi
∑
i∈L
P (UT , Y T , E1 = i|η(k−1)) log piEi
s.t.
L−1∑
i=0
piEi = 1, i ∈ L , (2.39)
and
max
aij
T∑
t=2
∑
i∈L
∑
j∈L
P (UT , Y T , Et−1 = i, Et = j|η(k−1)) log aij
s.t.
L−1∑
j=0
aij = 1, i ∈ L . (2.40)
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By solving the subproblems with the Lagrange multipler method, the estimated values of
piE and A for step k are
pi
E(k)
i =
P (UT , Y T , E1 = i|η(k−1))
P (UT , Y T |η(k−1))
=
∑
j∈C
γU,Yji (1)∑
j∈C
∑
i∈L
γU,Yij (1)
, (2.41)
and
a
(k)
ij =
T∑
t=2
P (UT , Y T , Et−1 = i, Et = j|η(k−1))
T∑
t=2
P (UT , Y T , Et−1 = i|η(k−1))
=
T∑
t=2
∑
m,l∈C
εU,Ymi,lj(t− 1)
T∑
t=2
∑
m∈C
γU,Ymi (t− 1)
, (2.42)
for any i ∈ L . It can be seen that as channel and energy observations contain the
information of the PU energy level, they both contribute to the estimation of the PU energy
transition matrix.
2.5.2.2.3 Optimal piC(k),B(k) Following the previous arguments, the objective func-
tion here can also be decomposed as
∑
ET∈L T
∑
CT∈C T
P (UT , Y T , CT , ET |η(k−1)) logP (CT |ET , η)
=
∑
ET∈L T
∑
CT∈C T
P (UT |ET , η(k−1))P (ET , CT , Y T |η(k−1))
×
{
log piC +
T∑
t=1
log bCt−1Et,Ct
}
. (2.43)
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Since P (UT |ET , η(k−1)) is not changing with respect to piC andB, it can be neglected for
estimating these parameters. After factorizing the objective function into T independent
elements, the optimal parameters are obtained as
pi
C(k)
ij =
P (Y T , E1 = i, C1 = j|η(k−1))
P (Y T , E1 = i|η(k−1))
=
γYji(1)∑
j∈C
γYji(1)
, i ∈ L , j ∈ C , (2.44)
and
b
(k)
ij,k =
T∑
t=2
P (Y T , Ct−1 = i, Et = k,Ct = j|η(k−1))
T∑
t=2
P (Y T , Ct−1 = i, Et = k|η(k−1))
=
T∑
t=2
L−1∑
m=0
εYim,jk(t− 1)
T∑
t=2
L−1∑
m=0
∑
j∈C
εYim,jk(t− 1)
, i, j ∈ C , k ∈ L . (2.45)
2.5.2.2.4 Optimal µ, σ2 The channel output {Yt} is a continous states process, such
that given the latent states of channel and PU energy, {Yt} follows a Gaussian distribution
for any t. Learning µ = {µij} and variance σ2 = {σ2ij} for i ∈ C and j ∈ L of the
conditional Gaussian distribution could determine the emission probabilities of channel
and PU energy states.
Conditioned on the hidden PU energy process, the observation of the SU energy level
is independent of the hidden channel state and the channel output; therefore, UT does not
contribute to the estimation of the channel output parameters. Since given the latent states,
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the channel output {Yt} is independent over time, we have
∑
ET
∑
CT
P (Y T , CT , ET |η(k−1)) logP (Y T |ET , CT , η)
=
∑
ET
∑
CT
P (Y T , CT , ET |η(k−1)) log
T∏
t=1
P (Yt|Et, Ct, η)
=
T∑
t=1
∑
i∈C
∑
j∈L
P (Y T , Ct = i, ET = j|η(k−1))
× logP (Yt|Ct = i, Et = j, η), (2.46)
where P (Yt|Ct = i, Et = j, η) ∼ N(Yt;µij, σ2ij) and
∑
ET
,
∑
CT
stand for
∑
ET∈L T
,
∑
CT∈C T
respectively. Since this is an unconstrained convex optimization problem with a differ-
entiable objective function, letting the first derivative of the objective function equals to
zero and solving the rest will provide the optimal point for µij and σ2ij . Then the estimated
values of these parameters are
µ
(k)
ij =
T∑
t=1
P (Y T , Ct = i, Et = j|η(k−1))Yt
T∑
t=1
P (Y T , Ct = i, Et = j|η(k−1))
=
T∑
t=1
γYij (t)Yt
T∑
t=1
γYij (t)
(2.47)
and
σ
2(k)
ij =
T∑
t=1
P (Y T , Ct = i, Et = j|η(k−1))(Yt − µ(k)ij )2
T∑
t=1
P (Y T , Ct = i, Et = j|η(k−1))
=
T∑
t=1
γYij (t)(Yt − µ(k)ij )2
T∑
t=1
γYij (t)
. (2.48)
However, the expressions above only work for i = 1, ∀j ∈ L . Since when i = 0, PU
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does not transmit signal and the channel output does not contain any information about the
PU energy level. As we mentioned, in this case µij and variance σ2ij are identical for any
j ∈ L . Then the estimated values of these parameters are
µ
(k)
ij =
T∑
t=1
P (Y T , Ct = i|η(k−1))Yt
T∑
t=1
P (Y T , Ct = i|η(k−1))
=
T∑
t=1
{
L−1∑
j=0
γYij (t)
}
Yt
T∑
t=1
L−1∑
j=0
γYij (t)
(2.49)
and
σ
2(k)
ij =
T∑
t=1
P (Y T , Ct = i|η(k−1))(Yt − µ(k)ij )2
T∑
t=1
P (Y T , Ct = i|η(k−1))
=
T∑
t=1
{
L−1∑
j=0
γYij (t)
}
(Yt − µ(k)ij )2
T∑
t=1
L−1∑
j=0
γYij (t)
, (2.50)
when i = 0.
Based on the calculations above, the estimated parameter could be updated to η(k). As
the algorithm is derived from EM algorithm, the expected log-likelihood is non-decreasing
over iterations. Let  be the acceptable difference for convergence, ifL(η; η(k))−L(η; η(k−1)) ≤
, we claim η(k) as the final estimated value for parameter η and use it for further applica-
tions; otherwise, we use η(k) to calculate the expectation of the log-likelihood and continue
EM iteration to get η(k+1).
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Figure 2.3: Increasing Log-Likelihood with Parameter Learning
2.5.3 Initialization
As can be seen from [27], since at every iteration the estimated parameter increases
the expected log-likelihood function value, the proposed algorithm based on the EM algo-
rithm converges to a stationary point, which can be a local optimum or a saddle point. In
other words, the global maximum is not guaranteed such that convergence to which local
optimum depends on the initialization of the algorithm.
For simplicity, a multi-try random initialization routine is adopted in our algorithm.
Since at each time the algorithm with a random initialization converges to a local optimum,
it is logical to run the algorithm multiple times with different initializations and choose
the outcome that has the maximum likelihood value. Thorough discussions of optimal
initialization strategies is out of the scope of this paper.
In summary, the proposed algorithm for the HIMM parameter estimation is illustrated
below.
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PARAMETER ESTIMATION ALGORITHM
1 Define iteration variable k = 1. Take the initialization
value η(0) = {piE(0),piC(0),A(0),B(0),D(0),µ(0),σ2(0)}
from certain distributions.
2 Use η(k−1) to calculate intermediate variables
αU , βU , γU , εU , αY , βY , γY , εY , αU,Y , βU,Y , γU,Y , εU,Y .
3 Use the intermediate variables from step 2 to calculate
the current estimated parameter η(k).
4 Based on η(k), calculate the expected log-likelihood
L(η; η(k)).
5 Repeat steps 2 to 4 until L(η; η(k))− L(η; η(k−1)) ≤ .
6 Repeat steps 1 to 5 with different initializations to find
η(k) with the largest likelihood value.
7 The estimated parameter is set η′ = η(k).
2.6 Simulation Results
In this section, numerical results are provided to validate the effectiveness of the pro-
posed parameter learning and 2-D sensing algorithms. Our scheme considers both channel
and energy observations while the reference energy detector based spectrum sensor, which
is one of the well-accepted traditional PU detection methods, only uses channel observa-
tions.
For the parameter learning, we consider a training model with 5000 channel outputs
and SU energy observations. The trend of the increasing log-likelihood with the proposed
parameter learning algorithm is showed in Fig. 2.3. It can be seen that there is a sharp log-
likelihood increase in the first five iterations, and after 60 steps the algorithm converges.
As one property of the EM algorithm, the log-likelihood converges monotonically and
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every random initial value guarantees the convergence. In this simulation, we tried 15
different initial values, and the estimated parameters are obtained by choosing the one
with the maximum converged log-likelihood value. The initial values are randomly chosen
according to the uniform distribution between 0 and 1 with proper normalizations.
In Fig. 2.4, we show the differences of probability of detection versus SNR at the
SU between the traditional sensing and the proposed 2-D sensing methods, with HIMM
parameters learned by the proposed learning algorithm. The SNR at the SU is defined
as the SU received signal power (from PU) divided by the channel noise power. In this
figure, the channel noise level is set as σ2n = 3 dBw, and the channel path loss is −4 dB.
The energy state takes values from {1, 2, 3, 4}, in which the insufficient energy state subset
is L0 = {1}. Note that with each SNR value, we set the two schemes in comparison to
have the same false alarm performance.
From Fig. 2.4, we see that the 2-D sensing method outperforms the traditional energy
detector based scheme over all SNR values, since the 2-D method considers observations
of both the channel state and the PU energy state, and it also utilizes the hidden Markov
signaling structure between the PU and the SU. As the estimator used to estimate the
hidden channel and energy states is a MAP estimator, it actually provides the optimal
result that jointly estimates the hidden states of the Markov model. When the SNR is low,
the observation over the PU-to-SU channel is not reliable for PU detection, which largely
affects the performance of the traditional method. Since 2-D sensing also takes the energy
observation into account, which is not affected by the PU-to-SU channel, the performance
of 2-D sensing is much better. As SNR goes up, the channel observations become more
reliable and the benefit of using the additional energy information is less, which implies
that the relative gain of using 2-D sensing will decrease. However, as the 2-D sensing
method does not sacrifice any information during the estimation, although the gain may
become less, 2-D sensing still outperforms the traditional method in the high SNR region.
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Figure 2.4: Comparison of Detection Performance
Figure 2.5: Tracking Performance of Energy States
Another advantage of using the proposed 2-D sensing method is that SU could estimate
the transmit power of PU, which is proportional to Et for broader CR applications [19]
[20]. In Fig. 2.5, we show the tracking performance of the hidden PU energy state Et,
where it can be seen that the proposed method could estimate the hidden energy state well.
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3. SPATIO-TEMPORAL BASED BASE STATION TRAFFIC PREDICTION
3.1 Introduction and Motivation
With the rapid development of wireless communication networks, there is an increas-
ing demand of accurate cellular traffic prediction to improve the network performance.
In fact, a lot of modern wireless system designs require the prior knowledge about base
station traffic, such that with the accurate traffic information the network could enhance
its performance by resource allocation schemes. For example, to reduce the energy con-
sumption of cellular networks, the functional base station sleeping mechanism could be
adopted based on the knowledge of future traffic [28].
An accurate traffic prediction model should have the ability to capture the traffic char-
acteristics while guaranteeing the Quality of Service (QoS) for real-time applications. One
potential application that requires the traffic prediction is the design of dynamic base sta-
tion sleeping mechanism, which has the ability to improve the network energy efficiency
by inactivating the underutilized base stations. With the prediction of base station traffic,
the network can effectively shut down the underutilized base stations while maintain the
service of users. Another similar application is about the resource sharing in Cloud Ra-
dio Access Network(CRAN), such that the underutilized baseband units (BBUs) could be
utilized to process the information of heavy traffic base stations and this technology could
improve the overall network efficiency.
However, most existing prediction methods only consider the temporal traffic correla-
tion within each cell to learn its pattern [29,30], neglecting the potential benefits of jointly
considering spatial correlations across the entire network. Some efforts have already been
made to model the spatio-temproal characteristics of wireless traffic [31, 32]. Since users
continuously move within a given cellular network, the traffic flows across neighboring
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base stations are correlated, such that learning over both the spatial and temporal dimen-
sions would improve the traffic prediction performance. In fact, in real wireless network
the traffic of base stations are correlated over both time and spatial, which encourage a
spatio-temporal data driven model for base station traffic predictions.
Artificial nerual network could be easily adapted to learn and predict the base station
traffic over the temporal dimension. However, a traditional regular neural network is hard
to be generalized into the joint spatio-temporal setup. On the other hand, Recurrent Neural
Network (RNN) is a special class of artificial neural network such that it is capable of
keeping the internal memory while processing the sequential inputs [33]. In this work,
we adopt RNN to exploit the spatial and temporal correlations among neighboring base
stations.
In addition, multi-task learning is a promising way to improve the learning and pre-
dicting performance by jointly considering multiple inputs, while the different features
between tasks could be utilized effectively [34]. In applying multi-task learning under our
problem setup, we develop a the multi-task learning approach and analyze the correspond-
ing experimental results.
3.2 System Model
3.2.1 Problem Formulation
Traditional traffic prediction only considers the temporal traffic correlation within each
base station to estimate the possible traffic volumes in the future. However, since geomet-
rically distributed traffics are actually correlated, using both spatial and temporal correla-
tions across the cellular network could help improve the accuracy by feeding more infor-
mation into the learning machine. We first start with a general formulation of the problem.
Consider a system with N base stations and let the observation be over the past K time
slots. In time t, let xt =
[
x1t , x
2
t , · · · , xNt
]
be the input vector with length N , which de-
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notes the traffic volumes of all the base stations at time t. We know that if we merely
consider the temporal correlation within each base station, the input sequence {xt} would
be degraded to a scalar sequence containing the current local traffic volumes. Here our
objective is to find a prediction function xˆt+1 = f(xt,xt−1, · · · ,xt−K+1) that achieves:
min
f
lim
T→∞
1
T
T∑
t
L(xˆt+1,xt+1)
where the loss function L(·) measures the difference between the predicted and real traffic
values.
Nevertheless, a general solution for minimizing the above objective function would
be intractable, which encourages us to approximate the optimal predicting function with
a pre-defined structure. The authors in [28, 35] adopted the artificial neural network as
a framework to predict the base station traffic under different wireless network setups.
However, a regular neural network could not distinguish the correlation structures across
inputs such that it would not be able to differentiate the temporal and spatial correlations,
when we process and predict the traffic volumes from multiple cells.
On the other hand, RNN is an extended form from the regular neural network. In-
stead of computing over all the inputs at the same time, the internal states of a RNN are
calculated step-by-step, such that each neuron is serving as an internal memory that sum-
marizes the past inputs. The capability of storing memory in RNN provides an efficient
way to jointly explore the spatio-temporal relationships. Therefore, we adopt RNN as the
basic framework to learn from the correlations over both space and time in a multicell
network to accurately predict the future traffic.
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Figure 3.1: Recurrent Neural Network Structure
3.2.2 Recurrent Neural Network
An unfolded version of RNN is shown in Figure 3.1. In this model, the hidden state
ht is a function of both the memory of the previous neural network state and the current
input vector xt, i.e., ht = g(xt,ht−1). As the previous state is taken as input, it carries the
memory for learning from the internal correlations over time. The output ht is considered
to be a summary over the input sequence, which can be used to produce the predicted
results of cellular traffic volumes for the next time slot.
From the Figure 3.1, we see that the function g transfers the input value into the hidden
state, which in addition takes the previous hidden state into account. As we are doing the
same task over different steps, the same g function is used over the entire procedures.
Furthermore, we adopte the Long Short Term Memory (LSTM) structure [36] as a special
case of RNN, which allows the network to also capture the long term memory while the
general form of RNN given in Figure 3.1 is not capable of doing so. Specifically, LSTM
has a pre-defined structure [36] for the function g that employs an additional vector ct to
39
ct−1 × + ct
tanh
× ×
σ tanh σ σ
ht−1 ht
xt
Wf Vf Wg Vg Wo VoWi Vi
ft gt it ot
Figure 3.2: Long Short-Term Memory (LSTM)
carry the long-term memory, as shown in Figure 3.2, which is described as:
gt = tanh(Wgxt + Vght−1),
ft = σ(Wfxt + Vfht−1),
it = σ(Wixt + Viht−1),
ot = σ(Woxt + Voht−1),
ct = ft  ct−1 + it  gt,
ht = ot  tanh(ct),
where  denotes the element-wise product, σ denotes the sigmoid function, gt is the new
information generated from the current input, ft is the forget gate that controls the amount
of previous long-term memory ct−1 to remember, it is the input gate that controls the
amount of new information acquired into the current long-term memory ct, ot is the output
gate that controls the output from ct, and W∗ together with V∗ are the input and recurrent
weights for each gate and new information, respectively, with appropriate subscripts.
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Moreover, we develop a multi-task learning approach that could deal with several tasks
at the same time to leverage the mutual benefits. By considering the traffic history over
multiple base stations as samples drawn from different but related distributions, the joint
spatio-temporal prediction is cast as simultaneous learning over several correlated tasks.
As the wireless traffic volumes are generated in different but neighboring areas, the re-
semblance and dissimilarity across the multiple tasks are both important components to
explore. Therefore, employing such a multi-task learning framework should lead to per-
formance gains.
3.3 Learning Architecture
In this section, we first propose several spatio-temporal learning architectures for traffic
prediction. Then we describe how to integrate those spatio-temporal learning architectures
into a unified multi-task learning framework. Before we get into further details, let us con-
sider a decomposition of our predictor f as f = ψ◦ξ, where the input data first go through
the feature learning machine ξ(·), which is used to transform inputs into features. The sec-
ond step involves the representation function ψ(·), which maps features into a prediction.
In this work, we use RNN as the feature learning machine where we take the final hidden
state ht generated after processing the whole observation window as the output of ξ(·).
The representation function ψ(·) is implemented as a fully connected feedforword neural
network layer, which transform the final state into a prediction.
3.3.1 Basic Spatial-Temporal Learning Architectures
As RNN naturally captures the temporal information, here we mainly focus on how to
explore the spatial correlation across base stations. As shown in Figure 3.3, three basic
architectures with different spatial information exploration schemes are first proposed,
which could be later generalized into the multi-task learning framework. For simplicity,
only a two-cell scenario is presented.
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Figure 3.3: Spatio-Temporal Learning Architectures
3.3.1.1 1-to-1
The throughput historyX it =
[
xit, x
i
t−1, x
i
t−2, · · · , xit−K+1
]T of a particular base station
i is used to predict its own traffic with a local learning machine ξi, which is actually a pure
temporal model and mainly used as a benchmark. The prediction process for each base
station is given by
xˆit+1 = ψ
i ◦ ξi(X it). (3.1)
3.3.1.2 n-to-1
In this architecture, the prediction for each base station would still be served by its own
dedicated learning machine. However, the full set of traffic volumesXt =
[
X1t , X
2
t , · · · , XNt
]
from all base stations is provided to each learning machine for the joint exploration of the
spatio-temporal information. The prediction process for each base station can be formu-
lated as
xˆit+1 = ψ
i ◦ ξi(Xt). (3.2)
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Figure 3.4: Multi-task Learning Architectures
3.3.1.3 n-to-n
Different from the previous setup, no dedicated RNN blocks are used. Instead, a shared
RNN block is adopted. All the traffic volumes are provided to this shared block ξS to
produce the shared features for the prediction of all the base station traffics at the same
time. Then we have the n-to-n prediction process for each base station as
xˆit+1 = ψ
i ◦ ξS(Xt). (3.3)
3.3.2 Multi-task Learning Architecture
In the sense of simultaneous learning, the n-to-n architecture in Figure 3.3(c) could
be seen as one special case of multi-task learning. However, such a n-to-n model is still
a simple sequential layout of neural networks. As can be seen in (3.3), the predictions
for different base stations are based on the same set of features, which implies that the
differences between tasks could not be expressed effectively. To further clarify this, let
us assume without the loss of generality that the loss function takes the following form
L(xˆt+1,xt+1) =
1
N
∑N
i=1 ||xˆit+1 − xit+1|| and take the derivative of the loss function with
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respect to features as:
∂L
∂ξSj
=
N∑
i=1
∂L
∂ψi
∂ψi
∂ξSj
. (3.4)
When using the gradient descent to minimize the loss, each feature represented in the
shared part is always influenced by the other tasks. Thus the ability to represent the differ-
ence between base stations is limited under such a fully shared architecture.
To overcome this problem, we propose the multi-task learning architecture, which
combines the shared and dedicated learning machines. Hence, the task-specific features
could be generated and exploited to improve the performance. More specifically, the n-to-
n architecture in Figure 3.3 is combined with either the 1-to-1 or the n-to-1 architecture
to form the multi-task learning architectures, as illustrated in Figure 3.4. The predicting
functions for the n-to-n with 1-to-1 and the n-to-n with n-to-1 models can be respectively
cast as
xˆit+1 = ψ
i ◦ {ξS(Xt), ξi(X it)} , (3.5)
xˆit+1 = ψ
i ◦ {ξS(Xt), ξi(Xt)} . (3.6)
Under such a formulation there is one special set of features ξi generated for each base
station i, which only serves a particular task, whose derivative in the loss function L is
∂L
∂ξij
=
∂L
∂ψi
∂ψi
∂ξij
. (3.7)
These special feature sets are handled by the individual learning machines as shown in Fig-
ure 3.4. The remaining n-to-n feature set ξS collects the common features shared among
all the base stations, which is handled by a shared learning machine.
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3.4 Experiment Results
In this section, numerical experiments are conducted to demonstrate the effectiveness
of the proposed spatio-temporal wireless traffic prediction framework. We first discuss the
dataset and evaluation metrics. Then the results from different learning architectures are
compared and analyzed.
3.4.1 Experiment Setup
Our methods are evaluated over a real cellular traffic data set collected from a big city
in Asia. The data used in this work covers the hourly throughputs of 16 different base
stations within a 15-day period in year 2013. The geographic locations of base stations
are also provided. Such a group of 16 base stations is located in the same geographic
neighborhood; thus a high level of spatial correlation is presented.
In the experiments, we use the first 70% samples to train the learning model, and the
remaining 30% to validate the results. The Mean Squared Error ( 1
N
1
T
∑N
i=1
∑T
t=1(xˆ
i
t+1 −
xit+1)
2) is employed to measure the accuracy of traffic prediction for N base stations over
T time steps. To make the result more comparable, MSE is measured on normalized data
with standard deviation equal to 1 for each base station.
3.4.2 Result of Spatio-Temporal Learning
In this section, the capabilities of our spatio-temporal models are investigated by com-
paring with other existing methods. The reference approaches selected include the Online
Support Vector Regression (OSVR) [37], the Nonparametric Regression (NR) [38], and
the Adaptive Kalman (AK) filter [39].
The performance comparisons among different models are illustrated in Figure 3.5.
Since the RNN performance is influenced by random initialization, the results of our
spatio-temporal models are evaluated by averaging over 100 different runs. The best re-
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Figure 3.5: Performance for Different Cells
sults of the comparing methods are used, which are obtained by tuning hyper-parameters
with the Bayesian optimization algorithm [40]. We see that the RNN based models out-
perform all comparing approaches in most cases. The AK model is a linear model that is
not able to explore the non-linear correlations. Although the kernel trick used in OSVR is
very powerful, its representation power is still limited. Meanwhile, the NP model is trying
to mimic the historic data and failed to actually capture the characteristics.
Among those proposed RNN based models in Figure 3.3, the pure temporal model
(the first one in Figure 3.3) is very often the worst. Although at some base stations it
outperforms the n-to-1 model, the n-to-1 model is still the better one in most cases.
Another important observation is that the n-to-n model outperforms the n-to-1 model,
i.e., instead of training a model for each base station, predicting those base stations all
together could provide us even better results. This observation may be somehow counter-
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intuitive that a multi-objective optimization solution can outperform the dedicated solu-
tions. However, we should think over this multi-objective solution from a different angle.
By predicting multiple base station traffics at the same time, the mapping between multiple
inputs and outputs can provide extra information to the model. In particular, by introduc-
ing additional optimization objectives we enforces the network to extract more general
features from the training data and prevent overfitting issues.
Some experiments are also designed to illustrate the impact of several experiment pa-
rameters. The numeric results under different settings can help us better understand the
spatio-temporal information embedded in our data set.
3.4.2.1 Size of Recurrent Network
Figure 3.6(a) shows the result under different numbers of RNN neurons. The best
performance of OSVR and NP models is also drawn as a reference. When RNN does
not have enough neurons, the information representation ability is limited, especially for
the n-to-n case, where overwhelmed information causes under-fitting. By increasing the
number of neurons, more features are extracted. However, the improvement stops after
the learning machine size of 150 is reached. This experiment further shows that the n-
to-n model explores extra information, which are extracted by the increased number of
neurons.
3.4.2.2 Size of Spatial Input
In this experiment, the most correlated n “neighbors” of the target base station are
selected to provide the spatio-temporal information. Although the n-to-n model is used,
only the predicted result of the target base station is evaluated. In this way, the benefit of
spatial information to a particular base station is presented. As shown in Figure 3.6(b), the
overall performance is improved by the increased size of spatial inputs, but the improve-
ment almost stops when the input size is greater than 8. The result is intuitive since each
47
base station only has a few highly correlated “neighbors”, such that increasing the size of
spatial inputs does not always help with the prediction performance for a particular base
station.
3.4.3 Result of Multi-task Learning
To validate the capability of multi-task learning, we chose the n-to-n model as the
shared learning machine in the multi-task learning framework, where the size of the shared
learning machines is set as 150. The best result achieved by the n-to-n model alone is also
shown as a reference. As illustrated in Figure 3.7, improved performance is achieved by
both of two multi-task learning frameworks.
Furthermore, the n-to-n with 1-to-1 framework performs slightly better than the n-to-n
with n-to-1 one. Since the shared learning machine has explored the spatial correlation,
providing spatial information to the dedicated learning machine would not further improve
the performance; it may make the training more difficult to converge. In addition, we see
that the performance gets worse with the size of the dedicated learning machine increase.
This degenerated result is caused by the large dedicated learning machine size that domi-
nates the behavior of the overall multi-task learning and leads to overfitting issues.
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Figure 3.6: Performance Under Different Experiment Parameters
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4. SUMMARY AND CONCLUSIONS
In this dissertation, we have applied several statistical learning and data mining tech-
niques to conduct intelligent designs in wireless communication systems. Specifically, in
the first problem, we applied a HIMM model to represent the interactions between energy
harvesting based primary and cognitive radios, and provided an EM based algorithm to
estimate the parameters in this HIMM structure. Then we proposed a novel 2-D sensing
scheme, which jointly considers the observations from the spectrum and power dimen-
sions. The proposed scheme could sense the spectrum and estimate the energy level for
PU transmission simultaneously. We showed that the proposed 2-D sensing method out-
performs the traditional spectrum sensing method, since it utilizes the facts that the PU
power usage and channel usage are interdependent events, and the PU/SU energy harvest-
ing processes are spatially correlated.
In the second work we presented multiple RNN based learning models along with
an unified multi-task learning frameworks to explore spatio-temporal correlations among
base stations, in the goal of improving the traffic prediction performance. Base on real
data, we provided detailed evaluations on different learning models and demonstrated that
the spatial correlation among base stations could provide valuable information to improve
the prediction accuracy. In addition, we showed that the commonalities and differences
across different base stations could be better exploited by the proposed multi-task learning
frameworks.
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