1. Introduction. In this paper we present a new precise error analysis for finite element approximations of eigenvalue problems associated with a self-adjoint uniformly elliptic differential operator. Our analysis is carried out for a model problem of the form: find eigenpairs {u, A), where u is an eigenvector and X an eigenvalue, such that where A = C,"=, d2/dx5 is the Laplacian, and R is a bounded domain in Rn, n > 1. with boundary dR. This problem has a countable point spectrum, i.e., a countable set of isolated eigenvalues, with associated finite dimensional orthogonal eigenspaces: see [a] . We discretize (1.1) by means of the standard finite element method with continuous piecewise polynomial approximation of degree p. The resulting discrete problem is a finite dimensional eigenvalue problem with a finite point spectrum and associated orthogonal eigenspaces. The objective in this paper is to study how the spectrum and eigenspaces of the discrete problem approximate the corresponding continuous objects.
Roughly speaking, our analysis consists of the following three steps: first we prove a posteriori bouilds for the L2 and energy norms of the error in the approximate eigenvectors and for the error in the approximate eigenvalues. Here the errors are estimated in terms of the mesh size, the residual obtained by inserting the approximate eigenpair into the continuous equation (1. I ) , and a stability factor describing relevant stability properties. These estimates can be used for quantitative error estimation and design of adaptive algorithms. since they rely on information obtained from the discrete solution. Next we prove an a priori estimate of the residual in terms of the mesh size and derivatives of the exact eigenvectors. Finally, we obtain sharp a priori estimates for the error in the eigenvectors and eigenvalues by direct combination of the a posteriori estimates and the a priori residual estimate.
We now turn to a more detailed discussion of the results. Let {uh, Ah)> normalized so that lluh11 = 1 be an eigenpair of the discrete problem. Here and below 11 denotes the standard L2 norm over Q . Assume that Ah approximates an eigenvalue X of -A. We define the discretization error in uh by e = (I-P)uh.where P is the L2 projection onto the eigenspace of -A associated with A. The a posteriori error estimates of e take the form where c is a constant. h = h(x) is the local mesh size, S, is a stability factor and R(uh3 Ah) is a bound of the exact residual Auh + Xhuh. which measures how well the approximate eigenpair {uh. Ah) satisfies the continuous equation (1.1). Further.
D ~ v I ~ is the total derivative of v of order Ic.
The constant c depends essentially on the minimal angle in the triangulation and the degree of polynomials in the approximation space. The derivation of the a posteriori estimates relies on a representation formula for the error in terms of the residual and a solution to a corltinuous dual problem. The relevant stability properties of the dual problem are described by a certain stability factor S . By solving the dual problem analytically we are able to give an explicit formula for S, in terms of the spectrum of the continuous problem. Roughly, S -l l d .
where d is the distance from X to the rest of the spectrum. The dependence on d reflects the well-known fact that eigenvectors associated with eigenvalues which are close are very sensitive to perturbations: see, for instance, [21] . The stability factors S, depend on S, the maximal mesh size h,,,, and the degree of polynomials used in the approximation space. For instance, when piecewise linear approximation is used, these stability factors take the form (1.2) So= CS. S1 = 1 + CSh,,,,, where C is a constant depending on the domain. For sufficiently small mesh size, roughly h,,, < d. we have S1 -1. while So-l l d , when d is small. In view of (1.2) we note that it is more difficult to efficiently estimate lei1 than 11 Dell, since C and S are in general not known and accurate approximate values of the stability factors are necessary for reliable and efficient quantitative error estimation.
The min-max principle for eigenvalues gives Ah > A: see [14] , and thus we can state the a posteriori error estimate for the discrete eigenvalue as follows:
with the same notation as above. Here the stability factor Sg-X ( p + l ) / ' is independent of the distance from X to the rest of the spectrum reflecting the fact that the eigenvalues for a self-adjoint problem are stable; see [21] . Note also that S3grows with the size of A, which shows that it is more difficult to approximate large eigenvalues.
The a priori residual estimate takes the form where C is a constant of moderate size and the mesh size is sufficiently small. The restriction on the mesh size reflects the nonlinear nature of the problem. This estimate shows that the size of the residual depends on the mesh size and the regularity of the continuous eigenfunction Pub In particular, the size of the residual is independent of stability properties.
Combining the a posteriori error estimates and the a priori residual estimate we obtain sharp a priori error estimates for the error in uh of the form and for the error in the eigenvalue Together with the explicit formulas for the stability factors, these estimates account for both the influence of the relevant stability properties and the dependence of the mesh function.
A priori error analysis for finite element approximations of eigenvalue problems can be found in, for instance, [3] This paper contains what appears to be the first unified approach to both a posteriori and a priori estimates for the eigenvector error in different norms and the error in the eigenvalues. The same technique of proof is employed for all the estimates. and we obtain the important stability information for the different norms and errors in a clear and simple fashion. Related a posteriori and a priori error estimates are presented for boundary value problems associated with a general, possibly indefinite, linear uniformly elliptic second order differential operator in [lo] . Further we consider two-level and multilevel methods for semilinear elliptic problems in [ll] and finite element approximations of systems of reaction diffusion equations in [7] . In forthcoming work we will extend the analysis to nonlinear boundary value problems. This paper is organized as follows. In section 2 we define the finite element methods and the appropriate error measures. In section 3 we derive error representation formulas using duality, introduce the residual. and prove the crucial stability estimates. In section 4 we state and discuss our main results. In section 5 we complete the proofs of the a posteriori estimates and prove the a priori residual estimate. Finally, in section 6 we present some numerical examples.
Preliminaries.
2.1. The finite element method. We first introduce some notation. Let (., .) denote the usual scalar product in L2 = L2(R) and / / . 11 the corresponding norm.
Further, Hs = H S ( R ) denotes the standard Sobolev spaces and H: = H i ( R ) is the space of all v E H1 satisfying the Dirichlet boundary condition vlan = 0. Throughout this paper we employ the following notational convention. Constants which are of moderate size and independent of the underlying continuous problem and the mesh size are denoted by c. Constants which depend on the continuous problem are denoted by C , with a subscript. Finally we denote stability factors by S . with subscripts.
For the discretization of (1.1) we introduce a family of finite element spaces V l C The discrete equation defined by the Galerkin finite element method reads: find uh E V l and Ah E R such that
where a(v, w) = (Vv, Vw) with v, w E H i , is the scalar product in H;. The discrete equation has a finite point spectrum with associated orthogonal eigenspaces. Our objective is to study how the spectrum and eigenspaces of the discrete equation (2.4) approximate the corresponding continuous objects. In the next section we define the appropriate errors.
Definitions of the errors.
The error in a single approximate eigenvector is measured by the component orthogonal to the corresponding exact eigenspace. When we approximate an eigenvector associated with an eigenvalue which is very close to a distinct eigenvalue, it may be natural to use the same measure of the error as for a multiple eigenvalue. We formalize this by measuring the component of the error orthogonal to a suitable invariant subspace spanned by eigenvectors.
Let {Xi)& be the spectrum of -A, and let A c {Xi),30_, be a set of eigenvalues of -A. Let E(A) denote the invariant space spanned by all eigenvectors associated with the eigenvalues in A, and let E(X) be the eigenspace associated with the individual eigenvalue A. Further let PAbe the L2 projection onto E(A) and QA = I -P A .
Let { u h 3 Ah) be a discrete eigenpair, normalized so that jluhjl = 1. Assume that Ah approximates an eigenvalue X E A. We define eA, the error in u h with respect to E(A). by In particular. if A = { A ) then eA gives the error with respect to the eigenspace E ( X ) . The exact eigenvalue X approximated by Ah is selected by the min-max principle; see [14] . The error is measured in the energy and L2 norms. Note that since we only consider projections onto spaces spanned by eigenvectors of -A. the elliptic projection and the L2 projection are identical.
We assume that there are 0 < 6 < 1, and ho > 0 , such that for all meshes such that h, , , = max,,n h (x) 5 ho. Note that the first assumption may be easier to satisfy when A contains several eigenvalues. where we used the fact that, since X,q'A, we have (uh. p,) = (QAuh, y Z ) = ( e A , p,) . Together with the assumption (2.6), this estimate gives Combining our estimates with (3.2). we obtain the error representation formula Next, to derive a representation formula for the eigenvalue error Ah -X we choose @ = 0 in (3.2),which gives Now we observe the fact that & = P X u h satisfies (3.1) with + = 0.Further, using the assumption (2.6) it follows that J T e thus have the eigenvalue error representation formula 3.2. The residual. In this section we first define the residual of the finite element solution! or more precisely a certain bound of the exact residual; see the remark below. Then we formulate a lemma which we use to estimate the right-hand sides of the error representation formulas in terms of the residual and relevant stability properties of the dual problem.
The residual has two parts, one arising from the interior of the triangles and one describing the size of the discontinuities of the normal derivatives across the edges of the triangles. The interior part R i ( u h , Ah) E L2 is defined by for all T E z. The edge part Re(uh)E L2 is a discontinuous trianglewise constant function defined. for each T E 7j.by where [ V u h ] is the jump in the gradient across the boundary d r of the triangle T, n is the outward unit normal vector to d r . The residual R(uh.Ah) E L2 is finally defined by The crucial estimate of the right-hand sides of the error representation formulas is given in the following lemma. The proof is presented in section 5.1. 
We apply this lemma to v = uh, 7 = Ah, and w = 4,where d is one of the solutions of (3.1) used in the error representation formulas. We are thus led to prove stability estimates of the form IIDam411 < SIIDrneAll with amas large as possible, for the solutions of (3.1) used to represent IIDrne~ll. For the solution used to represent Ah -A, we need only to know for which a, 11 Da41( is finite, since the right-hand side is zero in this case.
Remark. The exact residual is defined by r (uh, Ah) = Auh + Xhuh E H-l. Then (2.4) takes the form (r(uh. Ah). V ) = 0, for a11 v E V l . Using this orthogonality property and Lemma 3.1, we may estimate r ( u h , Ah) as follows:
We may thus estimate weak norms of the exact residual r ( u h r Ah) in terms of weighted L2 norms of the directly computable quantity R(uh, Ah). Note that weak norms of r ( u h , Ah) are difficult to compute.
Stability analysis.
Our basic assumption is that there is a t > 0 and constants C,.,. where r refers to regularity, such that This estimate holds. for instance. when dR E C1+t.l,and for t = 0 it is also valid when R is a convex polygon in two and three dimensions; see [9] .
It follows from (3.9) (see [15] ) that there are constants C,.,, where e refers to equivalence, such that for all v E n HA with Ajv = 0 on dR, j < (2 + s)/2, we have We now turn to the stability analysis of the solutions of (3.1) used to represent the error in the eigenvectors. We decompose the solution 4 into a sum @ = where 40 satisfies and satisfies
Using the fact that $ = (-A)rneA, we obtain the following stability estimates for 40:
Here the first estimate follows from (3.10) with s=O, and the second from the observation that = eA when m = 1. In order to prove a stability estimate for we first derive an explicit formula for and then calculate the stability factor. In this way we obtain precise information about the dependence of the stability factor on the spectrum.
We first note that (3.11) and (3.12) together imply that Solving this equation using an eigenfunction expansion gives where in the last step we used the definition of II, = so that ($, pi) = ( e~. (-A)"pi) = XT(eA, pi). We thus obtain
We can now define the fundamental stability factor as follows:
The stability factor is finite when ( s+ m ) / 2 I 1, and thus we require s < 2 -m. Note that the stability factor depends on the spectrum of -A. A, A, s. and m. Now using (3.10) we finally obtain the stability estimate
In the representation formula for the eigenvalue error, we have 4 = Pub. Since
Puh is an eigenvector with eigenvalue X we have 11 ( -~) 
The residual R ( u h , Ah) is defined i n (3.7) and the constant c is specified i n the proof.
In practice one often uses piecewise linear elements, i.e., p = 1. or convex polygonal domains. corresponding to t = 0 in (3.9). In this case Do = 0 and thus the stability estimate for m = 0 follows immediately from (3.9) with t = 0. We formulate the following corollary which applies in these situations. 
, is defined i n (3.16). For the error i n the discrete eigenvalue we have where and R ( u h , Ah) is defined i n (3.7).
Remark. (i) Different choices of A will give different measures of the error. Choosing A = { A ) gives the L2 norm of total error in the eigenvector. This is realistic if the distance from X to the rest of the spectrum is sufficiently large. Otherwise the stability factor is very large and the bound obtained may be meaningless. In this case we may instead choose A = {Xi : IXi -XI 5 6) for some suitable 6 > 0 to get an estimate of the part of the eigenvector error which is orthogonal to the invariant space E(A). In particular. this is useful when a cluster of eigenvalues is sufficiently far from the rest of the spectrum. Then the stability factor for the error orthogonal to the invariant space E(A), associated with the cluster, is of moderate size, while the total stability factor is very large.
(ii) The stability factor S1= l+C,.oSA,o.l h, , , for the energy norm error estimate in Corollary 4.1 is of moderate size whenever h, , , is sufficiently small, i.e., less than or equal to the distance from X to the nearest eigenvalue. This means that the estimate of 1 DeAII depends less on the size of S1than the estimate of e A 1 does. Since we usually do not know the size of S1,estimating llDelzll may be a good choice in practice. In order to use the L2 norm estimate in computations, we need to estimate the stability factor S numerically. (v) The following well-known identity (see [14] ) relates the energy norm of the eigenvector error to the L2 norm of the eigenvector error and the eigenvalue error Using this identity we obtain another a posteriori bound for the energy norm of the eigenvect or error.
We now turn our attention to error bounds for discrete invariant subspaces. These bounds apply when we want to approximate the eigenspace of a multiple eigenvalue. and also when we seek to approximate eigenvectors associated with eigenvalues in a small cluster of close eigenvalues. In the latter case the stability factors for the individual eigenvectors are very large and we cannot expect to realize error control for individual eigenvectors to a reasonable computational cost. In contrast, the stability factor for the invariant space spanned by the eigenvectors associated with eigenvalues in the cluster is of reasonable size if the distance from the cluster to the rest of the spectrum is large. We may thus control the error in the discrete invariant subspace. The next corollary is useful in such situations. We first introduce some notation.
Consider approximations of an invariant space E(A) of -A. Let Ah be the set of discrete eigenvalues approxi~nating the eigenvalues in A. and let Eh(Ah)be spanned by all discrete eigenvectors associated with the discrete eigenvalues in Ah. A natural measure of the error between E = E(A) and Eh = Eh(Ah) is provided by the gap between E and E h defined by
The residual of a discrete invariant space Eh(Ah) spanned by discrete eigenvectors uh,j, with corresponding eigenvalues is the vector function R(Eh. Ah) = ( R ( u~,~, Ah,j)) of dimension m. We can now formulate the corollary.
COROLLARY Let Eh = E(A). 4.2.
= Eh(Ah) be a discrete approximation of E Then, with the same notation and assumptions as in Theorem 4.1, the error i n Eh satisfies where SA.,(A) denotes the stability factor defined in Theorem 4.1 associated wzth A, and 11 . I denotes the usual L2 n o r m for vector functions.
Next we turn to the a priori residual estimates. In order to state our assumption on the mesh, we first define two constants. There is a constant p such that, for any two triangles with a common edge or vertex, where h l and hz are the diameters of the triangles. Furthermore, for cu = 1 , 2 , .. .. (ii) It follows from (3.9) that the eigenfunctions of -A enjoy H~ n Hd regularity f o r k 5 2 f t .
(iii) Note that when a: = 0 only the minimal angle condition is required in Theorem 4.2. The quotient hm,,/hm,, enters only when a: > 3, and then only in the conditions on the mesh, but not in the constants c or C1 in the a priori residual estimates. The case a: > 3 corresponds to the eigenvalue estimates when quadratic or higher order approximation is used. we believe it is possible to remove the dependence of hm,,/hm,, also for a: > 3 by using certain weighted norms in the a posteriori error analysis.
(iv) The first estimate in Theorem 4.2 shows that the residual is never large, even if the error is large, which may be the case when the stability factor is large. Note that we have estimated the residual in terms of a priori information obtained from several eigenvectors. In particular, it is important to note that the size of the residual is independent of any stability properties.
Combining Theorem 4.1 with Theorem 4.2 we immediately obtain the following a posteriori-a priori estimate. These estimates show that the a posteriori error estimates are optimal and, in particular, that the order of convergence is optimal. The a posteriori estimates thus can be used for efficient quantitative error estimation and design of adaptive algorithms.
The fundamental tool in the proof of the a priori residual lemma is the following weighted a priori error estimate for the Ritz projection Rh : Ht + V l ,defined by (4.5) n(v,ZU) = n(Rhv, us) for all v E vhP. The case a = 1 is classical and a proof for a: = 2 is given in [lo] . For a = 3. the proof in [lo] applies with a simple modification using the condition that ,LLC,C,.~ is sufficiently small.
Proofs.

Proof of the a posteriori error estimates.
Proof of Lemma 3.1. Here we follow [lo] closely. Splitting the integral over R into a sum of integrals over the triangles and integrating trianglewise, using Green's formula, gives
Using this formula we obtain where Aidenotes the restriction of A to the interior of the triangles.
We estimate I using the Cauchy-Schwarz inequality and the approximation property ( 2 . 1 ) with 1 = 0 to get Estimating the right-hand side using Lemma 3.1. toget her with the stability estimates (3.18) and ( 3 . 1 9 ) ,we obtain Dividing by (1 -6)11DmeAl gives the desired estimate with a constant depending on 6 in (2.6) and the constant in Lemma 3.1. Finally. we turn to the eigenvalue estimate in Theorem 4.1. We estimate the right-hand side of (3.20). using Lemma 3.1 followed by the stability estimate (3.21),
Dividing by 1 -6 gives the estimate of the eigenvalue error. where { u~,~)~!~ we obtain 6,(E, Eh) 5 sup Here we used the Cauchy-Schwarz inequality and the fact that 1 1 ~ 1 = 1 so that CGlCY; = 1. Next using Theorem 4.1 we have and the proof is complete. O
Proof of the a priori residual estimate.
The idea in the proof of Theorem 4.2 is to first express the residual in terms of the Ritz projection Rh,defined in (4.5). and then use a priori estimates for Rh to estimate the residual. We begin with a lemma containing the required a priori estimates for R h . For I we first observe that it follows from (3.9) that PAj uh E Hk n H;, for k 5 min(2+t, p + l ) , and A; E A. Using the a priori estimates, with 1 5 k I min(2+t, p+1), in Lemma 5.1 we obtain where we used the fact that TPX,uh = X ;~P~, U~. For 1 1 we apply the a priori estimates in Lemma 5.1 with k = 2, Next using the a posteriori error estimate in Theorem 4.1, with m = 0 and recalling the definition (4.3) of C,, we have Together these estimates give for some S < 1. Here we used the assumption that XhC,Soh&,, is sufficiently small in the last step. The proof now follows from the estimates of I and 1 1and a standard kick back argument. The distance between the eigenvalues Xg -X2 is thus Zn2S. Note that the eigenvectors are independent of 6. We shall consider a finite element approximation {uh.2, of the second eigenpair {u2, X2). We employ piecewise linear approximation and unstructured triangulations of 0 with almost constant mesh size and N degrees of freedom. Focusing on the dependence on 6 of the stability factor SA.,,.,, defined in (3.16), we obtain where for brevity we introduced the notation S = 116. Roughly speaking, the a posteriori error bounds in Corollary 4.1, for piecewise linear approximation, are given by where N is the number of degrees of freedom. These expressions follow from the a priori residual estimate and the fact that h is approximately constant. Example 2. Here we study the behavior of the L2 norm of the error as a function of N. We solve (6.1) for b = 0.01 corresponding to S = 100 for various unstructured meshes with almost constant mesh size. In Figure 2 we present the L2 norm of the error in uh,2 as a function of the degrees of freedom N. Note that \ e l is sensitive to the geometry of the mesh when the stability factor is large. The a posteriori estimate should thus be interpreted as a worst case bound on the eigenvector error. The average trend is, however, well described by the a posteriori estimate.
