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On fractional Laplacians
Roberta Musina∗ and Alexander I. Nazarov†
Abstract. We compare two natural types of fractional Laplacians (−∆)s, namely, the
“Navier” and the “Dirichlet” ones. We show that for 0 < s < 1 their difference is positive
definite and positivity preserving. Then we prove the coincidence of the Sobolev constants
for these two fractional Laplacians.
In recent years a lot of efforts have been invested in studying variational
problems involving nonlocal differential operators. Contrary to the standard
Laplacian, that acts by pointwise differentiation, these operators are usually
defined via global integration and permits to describe, for instance, diffusion
processes in presence of long range interactions. In this context, a model
operator is the fractional Laplacian (−∆)s, for 0 < s < 1.
In modeling diffusion processes for a material that is confined in a bounded
region Ω one clearly has to take into account the nonlocal nature of the prob-
lem. As a matter of fact, the boundary conditions that naturally can be
coupled to equations of the form
(−∆)su = f in Ω
do reflect long-range interactions. Usually two types of such boundary con-
ditions are considered. Both of them arise together with the fractional Lapla-
cian operator and we call them Navier-type and Dirichlet-type, respectively.
Let us first remind some well-known facts concerning poliharmonic oper-
ators of order 2k (here k ≥ 1 is any integer number) in a sufficiently smooth
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bounded domain Ω. The Navier boundary conditions for the operator (−∆)k,
are defined as follows:
u
∣∣
∂Ω
= ∆u
∣∣
∂Ω
= ∆2u
∣∣
∂Ω
= · · · = ∆k−1u
∣∣
∂Ω
= 0.
Obviously, the corresponding operator (−∆Ω)
k
N is the kth power of conven-
tional Dirichlet Laplacian in the sense of spectral theory, and it can be defined
by its quadratic form
((−∆Ω)
k
Nu, u) =
∑
j
λkj · |(u, ϕj)|
2.
Here, λj and ϕj are eigenvalues and eigenfunctions of the Dirichlet Laplacian
in Ω, respectively.
On the other hand, the Dirichlet boundary conditions for the operator
(−∆)k are defined as follows:
u
∣∣∣
∂Ω
=
∂u
∂n
∣∣∣
∂Ω
=
∂2u
∂n2
∣∣∣
∂Ω
= · · · =
∂k−1u
∂nk−1
∣∣∣
∂Ω
= 0,
where n is the unit exterior normal vector to ∂Ω. It is easy to see that the
quadratic form of corresponding operator (−∆Ω)
k
D can be obtained as the
restriction of the quadratic form for the operator (−∆)k in Rn to the set of
functions supported in Ω:
((−∆Ω)
k
Du, u) =
∫
Rn
|ξ|2k|Fu(ξ)|2dξ,
where F is the Fourier transform
Fu(ξ) =
1
(2π)n/2
∫
Rn
e−i ξ·xu(x) dx.
Now for arbitrary s > 0 we can define the “Navier” fractional Laplacian
by the quadratic form
QNs [u] = ((−∆Ω)
s
Nu, u) :=
∑
j
λsj · |(u, ϕj)|
2
and the “Dirichlet” fractional Laplacian by the quadratic form
QDs [u] = ((−∆Ω)
s
Du, u) :=
∫
Rn
|ξ|2s|Fu(ξ)|2dξ
2
with domains, respectively,
Dom(QNs ) = {u ∈ L2(Ω) : Q
N
s [u] <∞};
Dom(QDs ) = {u ∈ L2(R
n) : supp u ⊂ Ω, QDs [u] <∞}.
For s = 1, these two operators evidently coincide. We emphasize that, in con-
trast to (−∆Ω)
s
N , the operator (−∆Ω)
s
D is not the sth power of the Dirichlet
Laplacian for s 6= 1.
Recall that the Sobolev space Hs(Rn) = W s2 (R
n) is defined by the com-
pletion of C∞0 (R
n) with respect to the Hilbertian norm
‖u‖2s =
∫
Rn
(
1 + |ξ|2
)s
|Fu(ξ)|2 dξ,
see for instance Section 2.3.3 of the classical monograph [19]. For a bounded
domain Ω with Lipschitz boundary we put
Hs(Ω) =
{
u
∣∣
Ω
: u ∈ Hs(Rn)
}
,
see [19, Sec. 4.2.1] and the extension theorem in [19, Sec. 4.2.3].
Also we introduce the space
H˜s(Ω) = {u ∈ Hs(Rn) : supp u ⊂ Ω}.
By Theorem 4.3.2/1 [19], for s− 1
2
/∈ Z this space coincides with Hs0(Ω) that
is the closure of C∞0 (Ω) in H
s(Ω) while for s− 1
2
∈ Z one has H˜s(Ω) ( Hs0(Ω).
Moreover, C∞0 (Ω) is dense in u ∈ H˜
s(Ω).
In what follows, we assume 0 < s < 1. In this case both the operators
(−∆Ω)
s
N and (−∆Ω)
s
D were considered in many articles on semilinear equa-
tions, see for instance [2, 9, 11, 12, 13, 14, 17], and compared in [8], [15]. We
establish further relations between them.
We start with a preliminary result.
Lemma 1 The domains of quadratic forms Dom(QNs ) and Dom(Q
D
s ) coin-
cide with H˜s(Ω).
Proof. For QDs the conclusion follows directly from definition. For Q
N
s ,
using the notation of interpolation spaces from [19], we write the following
3
chain of equalities:
Dom(QNs ) = Dom((−∆Ω)
s/2
N ) ([3, Theorem 10.1.1])
=
[
L2(Ω),Dom((−∆Ω)
1/2
N )
]
s
([19, Theorem 1.15.3])
=
[
L2(Ω),Dom(Q
N
1 )
]
s
([3, Theorem 10.1.1])
=
[
L2(Ω), H˜
1(Ω)
]
s
= H˜s(Ω), ([19, Theorem 4.3.2/2])
and the Lemma follows. 
We point out three elementary corollaries of this lemma.
Corollary 1 The following relations hold in H˜s(Ω):
QDs [u] ≍ ‖u‖
2
s; Q
N
s [u] ≍ ‖u‖
2
s.
Proof. This statement immediately follows from Lemma 1, the Friedrichs
inequality and the closed graph theorem. 
Corollary 2 The operators [(−∆Ω)
s
N ]
−1(−∆Ω)
s
D and [(−∆Ω)
s
D]
−1(−∆Ω)
s
N
are bounded in H˜s(Ω).
Proof. Indeed, both operators (−∆Ω)
s
N and (−∆Ω)
s
D are positive definite.
Thus, by Lemma 1 they map isomorphically the space H˜s(Ω) onto the dual
space, and the statement follows. 
Corollary 3 The operators (−∆Ω)
s
N and (−∆Ω)
s
D have discrete spectra.
Proof. Since H˜s(Ω) is compactly embedded into L2(Ω), see, e.g., [19, The-
orem 4.10.1], the statement follows from [3, Theorem 10.1.5]. 
Now we prove the main results of our paper. Namely, we show that for
0 < s < 1 the operator (−∆Ω)
s
N − (−∆Ω)
s
D is positivity preserving (Theorem
1) and positive definite (Theorem 2).
Theorem 1 For u ∈ H˜s(Ω), u ≥ 0, the following relation holds in the sense
of distributions:
(−∆Ω)
s
Nu ≥ (−∆Ω)
s
Du. (1)
If u 6≡ 0 then (1) holds with strict sign.
4
Proof. In the paper [5], see also [4], the fractional Laplacian in Rn was
connected with the so-called harmonic extension in n + 2 − 2s dimensions.
Namely, it was shown that the function wDs (x, y) minimizing the weighted
Dirichlet integral
EDs (w) =
∞∫
0
∫
Rn
y1−2s|∇w(x, y)|2 dxdy
over the set
WD(u) =
{
w(x, y) : EDs (w) <∞ , w
∣∣
y=0
= u
}
,
satisfies
QDs [u] =
Cs
2s
· EDs (w
D
s ), (2)
where the constant Cs is given by
Cs :=
4sΓ(1 + s)
Γ(1− s)
.
Moreover, wDs (x, y) is the solution of the BVP
−div(y1−2s∇w) = 0 in Rn × R+; w
∣∣
y=0
= u,
and for sufficiently smooth u
(−∆Ω)
s
Du(x) = −Cs · lim
y→0+
wDs (x, y)− u(x)
y2s
, x ∈ Ω. (3)
In [18] this approach was generalized to quite general situation. In partic-
ular, it was shown that the function wNs (x, y) minimizing the energy integral
ENs (w) =
∞∫
0
∫
Ω
y1−2s|∇w(x, y)|2 dxdy
over the set
WNΩ (u) = {w(x, y) ∈ W
D(u) : w
∣∣
x∈∂Ω
= 0},
5
satisfies
QNs [u] =
Cs
2s
· ENs (w
N
s ). (4)
Moreover, wNs (x, y) is the solution of the BVP
−div(y1−2s∇w) = 0 in Ω× R+; w
∣∣
y=0
= u; w
∣∣
x∈∂Ω
= 0,
and for sufficiently smooth u
(−∆Ω)
s
Nu(x) = −Cs · lim
y→0+
wNs (x, y)− u(x)
y2s
. (5)
Note that formulae (3) and (5) imply
(−∆Ω)
s
Nu− (−∆Ω)
s
Du = Cs · lim
y→0+
wDs (·, y)− w
N
s (·, y)
y2s
(6)
at least for u ∈ C∞0 (Ω). However, by approximation argument the relation
(6) holds for u ∈ H˜s(Ω) in the sense of distributions.
By the maximum principle the assumption u ≥ 0 implies wDs ≥ 0 in
Rn×R+. Thus, w
D
s ≥ w
N
s at ∂Ω×R+ and, again by the maximum principle,
wDs ≥ w
N
s in Ω× R+. Hence (6) gives (1).
Let, in addition, u 6≡ 0. Then the strong maximum principle gives
W := wDs − w
N
s > 0 in Ω× R+.
After changing of the variable t = y2s the function W (x, t) solves
∆xW + 4s
2t
2s−1
s Wtt = 0 in Ω× R+; W
∣∣
t=0
= 0. (7)
The differential operator in (7) satisfies the assumptions of [1, Theorem 1.4]
(the boundary point lemma) at any point (x0, 0) ∈ Ω× {0}, with
A(x, t) =
(
In 0
0 4s2t
2s−1
s
)
, ω(r) = r , h =
(
0
1
)
.
In particular, the key requirement
lim sup
t→0+
n+ 4s2t
2s−1
s
ω˜(t)
t
· 4s2t
2s−1
s
<∞ ,
6
compare with (1.18) in [1], is satisfied by choosing
ω˜(t) =


t, 0 < s < 1
2
;
t
1−s
s ,
1
2
≤ s < 1.
By Theorem 1.4 in [1] we have for any x ∈ Ω
lim inf
y→0+
W (x, y)
y2s
= lim inf
t→0+
W (x, t)
t
> 0.
This completes the proof in view of (6). 
Remark 1 In [8] this fact was proved for s = 1/2 and for smooth u.
Theorem 2 For u ∈ H˜s(Ω), the following relation holds:
((−∆Ω)
s
Nu, u) ≥ ((−∆Ω)
s
Du, u). (8)
If u 6≡ 0 then (8) holds with strict sign.
Proof. Note that if we assume a function w ∈ WNΩ (u) to be extended by
zero to (Rn \Ω)×R+ then evidently W
N
Ω (u) ⊂ W
D(u) and ENs = E
D
s
∣∣
WN
Ω
(u)
.
Therefore, (2) and (4) provide
QNs [u] =
Cs
2s
· inf
w∈WN
Ω
(u)
ENs (w) ≥
Cs
2s
· inf
w∈WD(u)
EDs (w) = Q
D
s [u],
and (8) follows.
To complete the proof, we observe that for u 6≡ 0 the function wNs (ex-
tended by zero) cannot be a solution of the homogeneous equation in the
whole half-space Rn × R+ since such a solution should be analytic in the
half-space. Thus, it cannot provide inf
w∈WD(u)
EDs (w), and the last statement
follows. 
Corollary 4 Let us denote the eigenvalues of (−∆Ω)
s
N and (−∆Ω)
s
D by λ
N
s,j
and λDs,j, respectively, and enumerate them in ascending order according to
their multiplicities. Then
λNs,j > λ
D
s,j, j ∈ N.
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Proof. This assertion immediately follows from Theorem 2 by the Courant
variational principle (see, e.g., [3, Theorem 10.2.2]). 
Remark 2 In [6] this result was obtained with ≥ sign by using considerably
more complicated techniques. Theorem 2 (also with ≥ sign) can be extracted
from [10, Lemma 19].
Now we continue to compare the quadratic forms QNs and Q
D
s . First, we
observe that for u ∈ H˜s(Ω) the form QDs [u] evidently does not change if we
consider arbitrary domain Ω′ ⊃ Ω instead of Ω. In contrast, the form QNs [u]
depends on Ω′ ⊃ Ω. To emphasize this dependence we introduce the notation
QNs [u; Ω].
Theorem 3 If u ∈ H˜s(Ω), then
QDs [u] = inf
Ω′⊃Ω
QNs [u; Ω
′],
where the infimum is taken over the set of smooth bounded domains in Rn.
Proof. For Ω′ ⊃ Ω we have WNΩ (u) ⊂ W
N
Ω′(u) for any u ∈ H˜
s(Ω) ⊂ H˜s(Ω′)
(we recall that w ∈ WNΩ (u) are assumed extended by zero to (R
n \Ω)×R+).
By (4), QNs [u; Ω] is monotone decreasing with respect to the domain inclusion.
Taking Theorem 2 into account, we obtain
QDs [u] ≤ Q
N
s [u; Ω
′] ≤ QNs [u; Ω]. (9)
Denote by w = wDs the Caffarelli–Silvestre extension of u. Formula (2)
implies that the quantity
∞∫
0
1
r
{
r
∞∫
0
∫
Sr
y1−2s|∂yw(x, y)|
2 dSr(x)dy
}
dr =
∞∫
0
∫
Rn
y1−2s|∂yw(x, y)|
2 dxdy
is finite (here Sr is the sphere of radius r in R
n). Since the function r 7→ r−1
is not integrable at ∞, there exists a sequence rh → ∞ such that the balls
Brh contain Ω and
rh
∞∫
0
∫
Srh
y1−2s|∂yw(x, y)|
2 dSrh(x)dy → 0. (10)
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Next, for any y ≥ 0 let φh(·, y) be the harmonic extension of w(·, y) on
Brh, that is,
−∆φh(·, y) = 0 in Brh ; φh(·, y) = w(·, y) on Srh .
Clearly, φh(·, 0) ≡ 0.
Finally, for x ∈ Brh and y ≥ 0 we define
wh(x, y) = w(x, y)− φh(x, y) .
Let us estimate ENs (wh). We start with term involving derivatives with
respect to x. Since φ(·, y) is harmonic in Brh , for any fixed y > 0 we have
0 =
∫
Brh
(−∆φh)(φh − w)dx =
∫
Brh
|∇φh|
2dx−
∫
Brh
∇φh · ∇w dx.
Therefore
∞∫
0
∫
Brh
y1−2s|∇xwh|
2 dxdy
=
∞∫
0
∫
Brh
y1−2s|∇xw|
2 dxdy −
∞∫
0
∫
Brh
y1−2s|∇xφh|
2 dxdy
≤
∞∫
0
∫
Rn
y1−2s|∇xw|
2 dxdy.
Next, by differentiating the Poisson formula, we notice that the function
∂yφh(·, y) solves
−∆∂yφh(·, y) = 0 in Brh; ∂yφh(·, y) = ∂yw(·, y) on Srh .
Therefore, |∂yφh(·, y)|
2 is subharmonic in Brh and thus the function
ρ 7→
1
ρn−1
∫
Sρ
|∂yφh(x, y)|
2 dSρ(x)
9
is nondecreasing for ρ ∈ (0, rh). This implies∫
Brh
|∂yφh(x, y)|
2 dx =
rh∫
0
∫
Sρ
|∂yφh(x, y)|
2 dSρ(x)dρ
≤
1
rn−1h
∫
Srh
|∂yφh(x, y)|
2 dSrh(x) ·
( rh∫
0
ρn−1dρ
)
=
rh
n
·
∫
Srh
|∂yw(x, y)|
2 dSrh(x).
Therefore, by (10)
∞∫
0
∫
Brh
y1−2s|∂yφh|
2 dxdy = o(1), rh →∞,
and we arrive at
∞∫
0
∫
Ω
y1−2s|∂ywh|
2 dxdy =
∞∫
0
∫
Brh
y1−2s|∂yw|
2 dxdy + o(1)
≤
∞∫
0
∫
Rn
y1−2s|∂yw|
2 dxdy + o(1).
The above calculations imply
ENs (wh) ≤ E
D
s (w) + o(1), rh →∞.
Since wh(·, 0) = u, we have wh ∈ W
N
Brh
(u). Therefore, by (2) and (4) we
obtain
QNs [u;Brh] ≤
Cs
2s
· ENs (wh) ≤
Cs
2s
· EDs (w) + o(1) = Q
D
s [u] + o(1) . (11)
The conclusion readily follows by comparing (9) and (11). 
Remark 3 Assume that 0 ∈ Ω and put αΩ = {αx : x ∈ Ω}. Thanks to (9),
the proof above shows indeed that
QDs [u] = lim
α→∞
QNs [u;αΩ] for any u ∈ H˜
s(Ω).
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Corollary 5 inf
v∈H˜s(Ω)
v 6=0
QNs [v]
QDs [v]
= 1.
Proof. By Theorem 2 the infimum in the statement cannot be smaller
than 1. To conclude the proof we can suppose 0 ∈ Ω. Given u ∈ H˜s(Ω), put
uα(x) = u(αx). Then, by homogeneity,
QNs [uα]
QDs [uα]
=
QNs [u;αΩ]
QDs [u]
,
and the statement follows by Remark 3. 
Finally, we assume1 n > 2s and deal with the Sobolev embedding
H˜s(Ω) →֒ L2∗s (Ω) , 2
∗
s =
2n
n− 2s
.
We introduce the Sobolev constants for the Navier and Dirichlet fractional
Laplacians:
SNs (Ω) = inf
u∈H˜s(Ω)
u 6=0
QNs [u]
‖u‖2L2∗s (Ω)
, SDs (Ω) = inf
u∈H˜s(Ω)
u 6=0
QDs [u]
‖u‖2L2∗s (Ω)
.
The constant SDs (Ω) is obviously invariant with respect to dilations in R
n
and monotone increasing with respect to the domain inclusion. Thus, SDs
does not depend on the domain Ω (see [16] for a more general problem). It
follows from the proof of Theorem 3 that SNs (Ω) has the same property.
Next, it is evident that SDs (Ω) = S
D
s (R
n). In [7] it has been shown that
the best constant
SDs (R
n) = (4π)s
Γ
(
n+2s
2
)
Γ
(
n−2s
2
) [Γ(n/2)
Γ(n)
]2s/n
is attained, up to dilations, translations and multiplications, only by the
function
U(x) =
(
1 + |x|2
) 2s−n
2 . (12)
The equality SNs (Ω) = S
D
s (R
n) is not so trivial. Actually, in some papers
on semilinear equations the equality between two Sobolev constants has been
used but, as far as we know, never rigorously proved. Here we fill this gap.
1This is a restriction only for n = 1.
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Theorem 4 The constant SNs (Ω) is equal to S
D
s (R
n) and is not attained on
H˜s(Ω).
Proof. We assume again that 0 ∈ Ω and put S := SDs (R
n). Thanks to (8),
it holds that SNs (Ω) ≥ S
D
s (Ω) = S. So, we have to show that S
N
s (Ω) ≤ S.
Fix any ε > 0 and take a nontrivial function u ∈ C∞0 (R
n) such that
‖u‖2L2∗s (R
n)(S + ε) ≥ Q
D
s [u].
For α > 1 the function uα(x) := u(αx) belongs to H˜
s(Ω). Therefore, by
homogeneity and thanks to Remark 3, we have
SNs (Ω) ≤
QNs [uα; Ω]
‖uα‖2L2∗s (Ω)
=
QNs [u;αΩ]
‖u‖2L2∗s (αΩ)
=
QDs [u] + o(1)
‖u‖2L2∗s (R
n)
≤ S + ε+ o(1)
as α→∞. The first statement of Theorem immediately follows. The second
one is obvious. 
Remark 4 The statements of Theorems 1–4 hold also for unbounded Lips-
chitz domains if we define (−∆Ω)
s
N as the sth power of −∆Ω (in this case it
can have continuous spectrum). The proof runs with minor changes.
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