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Abstract
Ultrafast Structural Dynamics in 4Hb-TaSe2 observed by
Femtosecond Electron Diffraction
N. Erasmus
Department of Physics,
University of Stellenbosch,
Private Bag X1, Matieland 7602, South Africa.
Dissertation: PhD Physics
March 2013
In this thesis the structural dynamics, upon photo-excitation, of the charge-density-
wave (CDW) material 4Hb-TaSe2 is investigated on the time-scale of atomic motion
and simultaneously on the spatial-scale of atomic dimensions.
CDW materials have been of interest since their discovery in the 1970’s because of their
remarkable non-linear and anisotropic electrical properties, gigantic dielectric con-
stants, unusual elastic properties and rich dynamical behaviour. Some of these exotic
properties were extensively investigated in thermal equilibrium soon after their dis-
covery but only recently have ultrafast techniques like femtosecond spectroscopy be-
come available to study their out-of-equilibrium behaviour on the time-scale of atomic
motion. By studying their behaviour on this time-scale a more in-depth understanding
of their macroscopic properties can be gained. However, to do investigations on the
atomic time-scale and simultaneously directly observe the evolution of the atomic ar-
rangements is another challenge. One approach is through the previously mentioned
technique of femtosecond pump-probe spectroscopy but converting the usual ultra-
short optical probing source to an ultrashort electron or x-ray source that can diffract
off the sample and reveal structural detail on the atomic level.
v
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vi ABSTRACT
Here, the femto-to-picosecond out-of-equilibrium behaviour upon photo-excitation in
4Hb-TaSe2 is investigated using an ultrashort electron probe source. Two variations
of using an electron probe source are used: conventional scanning Femtosecond Elec-
tron Diffraction (FED) and a new approach namely Femtosecond Streaked Electron
Diffraction (FSED). The more established FED technique, based on femtosecond pump-
probe spectroscopy, is used as the major investigating tool while the FSED technique,
based on ultrafast streak camera technology, is an attempt at broadening the scope of
available techniques to study structural dynamics in crystalline material on the sub-
picosecond time-scale.
With these two techniques, the structural dynamics during the phase transition from
the commensurate- to incommensurate-CDW phase in 4Hb-TaSe2 is observed through
diffraction patterns with a temporal resolution of under 500 fs. The study reveals
strong coupling between the electronic and lattice systems of the material and several
time-constants of under and above a picosecond are extracted from the data. Using
these time-constants, the structural evolution during the phase transition is better un-
derstood and with the newly gained knowledge, a model of all the processes involved
after photo-excitation is proposed.
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Uittreksel
Die waarneming van Ultravinnige Strukturele Dinamika in
4Hb-TaSe2 deur middel van Femtosekonde Electron Diffraksie
(“Ultrafast Structural Dynamics in 4Hb-TaSe2 observed by Femtosecond Electron Diffraction”)
N. Erasmus
Departement van Fisika,
Universiteit van Stellenbosch,
Privaatsak X1, Matieland 7602, Suid Afrika.
Proefskrif: PhD Fisika
Maart 2013
In hierdie tesis word die strukturele dinamika van die lading-digtheid-golf (LDG) ma-
teriaal 4Hb-TaSe2 ondersoek op die tydskaal van atomiese bewegings en gelyktydig op
die ruimtelikeskaal van atomiese dimensies.
LDG materie is al van belang sedert hul ontdekking in die 1970’s as gevolg van hul
merkwaardige nie-lineêre en anisotrope elektriese eienskappe, reuse diëlektriese kon-
stantes, ongewone elastiese eienskappe en ryk dinamiese gedrag. Sommige van hier-
die eksotiese eienskappe is omvattend ondersoek in termiese ewewig kort na hul ont-
dekking, maar eers onlangs is dit moontlik deur middle van ultravinnige tegnieke
soos femtosekonde spektroskopie om hulle uit-ewewigs gedrag te bestudeer op die
tydskaal van atomiese beweging. Deur die gedrag op hierdie tydskaal te bestudeer
kan ’n meer insiggewende begrip van hul makroskopiese eienskappe verkry word.
Om ondersoeke in te stel op die atomiese tydskaal en gelyktydig direk die evolusie
van die atoom posisie te waarneem is egter ’n moeilike taak. Een benadering is deur
middle van femtosekonde “pump-probe” spektroskopie maar dan die gewone optiese
“probe” puls om te skakel na ’n electron of x-straal puls wat van die materiaal kan
diffrak en dus strukturele inligting op die atomiese vlak kan onthul.
vii
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viii UITTREKSEL
Hier word die femto-tot-pico sekonde uit-ewewig gedrag in 4Hb-TaSe2 ondersoek met
behulp van elektron pulse. Twee variasies van die gebruik van ’n elektron bron word
gebruik: konvensionele “Femtosecond Electron Diffraction” (FED) en ’n nuwe bena-
dering, naamlik, “Femtosecond Streaked Electron Diffraction” (FSED). Die meer ge-
vestigde FED tegniek, wat gebaseer is op femtosekonde “pump-probe” spektroskopie,
word gebruik as die hoof ondersoek metode terwyl die FSED tegniek, wat gebaseer is
op die ultra vinnige “streak camera” tegnologie, ’n poging is om beskikbare tegnieke
uit te brei wat gebruik kan word om strukturele dinamika in materie te bestudeer op
die sub-picosekonde tydskaal.
Met behulp van hierdie twee tegnieke, word die strukturele dinamika tydens die fase
oorgang van die ooreenkomstige tot nie-ooreenkomstige LDG fase in 4Hb-TaSe2 deur
diffraksie patrone met ’n tydresolusie van minder as 500 fs waargeneem. Die stu-
die toon ’n sterk korrelasie tussen die elektroniese sisteem en kristalrooster. Verskeie
tydkonstantes van onder en bo ’n picosekonde kon ook uit die data onttrek word en
gebruik word om die strukturele veranderinge beter te verstaan. Hierdie nuwe kennis
het ons in staat gestel om ’n model van al die betrokke prosesse voor te stel.
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Introduction
Trying to explain macroscopic properties of materials from a microscopic perspective
has been the challenge for many physicists, past and present. In the early 20th century
the free electron model was one of the first attempts to describe some properties of
a material from an atomic viewpoint. In the meantime, several exotic states such as
superconductivity and ferromagnetism have also been discovered in various materi-
als. Unfortunately, these unusual states can not be explained by the free electron model
where no correlation between the electronic and lattice systems is included. Only mod-
els that include correlation suffice, and therefore strong correlation seems to be a deci-
sive property governing these exotic phenomena. A particular class of materials which
was discovered in the 1970’s undergoes phase transitions above and below room tem-
perature to an unorthodox state where the valence electrons are no longer uniformly
distributed but rather modulated into clusters with a periodicity different to that of
the lattice periodicity. A modulation with the same periodicity is also induced in the
positions of the ion cores of the lattice (see figure 2.8 (c)). This modulated formation of
the electrons and ion cores is known as a “charge density wave” (CDW) and was al-
ready theoretically predicted by Rudolf Peierls in the 1950’s [1] for a one-dimensional
metal. After they were discovered, CDW materials were extensively studied and char-
acterised [2, 3] but all investigations were done in thermal equilibrium. At the time,
dynamics on the atomic-temporal scale of these CDW’s upon perturbation were not
accessible since the time scales involved were not resolvable with the available tech-
nology.
In the past two decades several technological advancements have resulted in new tech-
niques being developed that now enable the atomic dynamics within CDW materials
to be studied on the sub-picosecond time scale. This allows for the investigation of
CDW formations in a strong non-equilibrium scenario. By instantaneously disrupting
the CDW, with a femtosecond optical pulse for example, and following the evolution
of its destruction and/or reformation in real time, valuable insight can be gained be-
hind the principles and physical properties responsible for the CDW in the first place.
Initial time-resolvable techniques were however purely spectroscopically based and
1
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since the core aspect of CDW formation is a structural deformation, a method that
can directly view the structure of the material on the picosecond time scale would be
highly desirable.
However, to directly observe dynamics in materials on the sub-picosecond timescale,
as well as on the atomic level, is by no means trivial. One option is by means of a
slightly altered stroboscopic technique used in spectroscopy known as femtosecond
pump-probe spectroscopy [4]. The modification on the technique being that the probe
source must be able to resolve atomic spatial co-ordinates in some way. Implementing
a probe that could generate a diffraction pattern from the crystal structure would for
example suffice. A probe which has a wavelength in the order of atomic spacing, i.e.
the Ångström regime or 10−10 m, will fulfill the diffraction requirement, but the probe
also has to have a duration shorter than the dynamics being observed, i.e the sub-
picosecond regime or <10−13 s. Two candidates for such a probe are femtosecond x-ray
pulses and femtosecond electron pulses, both of which can have a wavelength or de
Broglie wavelength in the sub-Ångström regime if the x-ray photons have sufficient
energy or the electrons are accelerated to a sufficient kinetic energy.
Femtosecond x-ray pulses in the form of Kα photons can be generated by the interac-
tion of intense femtosecond laser pulses with solid state metal targets [5, 6] as well as
in the form of synchrotron radiation emitted from sliced picosecond electron bunches
passing through an undulator [7, 8]. Generating a photon flux high enough for an
actual pump-probe diffraction experiment with these two techniques has been chal-
lenging, but there has been success so far [9, 10]. Higher fluxes can be achieved using
free electron lasers [11] but these are currently only at extravagant, multi-collaborative
facilities with limited user experimental time. Some impressive results especially with
biological samples have however been published [12].
On the other hand, sub-relativistic femtosecond electron pulses with a high flux are
relatively easy to generate with a standard, commercial, femtosecond laser in com-
bination with a photo-cathode driven electron gun [13, 14, 15, 16] (see also chapter
1). Generating electron pulses with a high electron number (>5000 e/pulse), however,
results in severe Coulomb repulsion within the electron bunch yielding a pulse dura-
tion of several picoseconds after only a few centimetres of propagation [17, 18] (see
also figure 1.8). The easiest solution to overcome this problem is to limit the electron
generation-to-sample distance but this is practically limited to around 4 cm which still
means the electron number has to be kept below 2000 e/pulse in order to maintain
sub-picosecond resolution. Coping with this low electron flux necessitates a sample
that can be repeatedly pumped or replaced after each excitation since constant fresh
or rejuvenated sample is required for extensive averaging in order to extract diffrac-
Stellenbosch University http://scholar.sun.ac.za
CONTENTS 3
tion signals from the background. Nevertheless, this approach has already resulted in
many successful experiments [19, 20, 21, 22]. New approaches to counteract the prob-
lem of Coulomb explosion at higher electron number have also been considered. For
example: recompressing the expanded pulse by means of several different approaches
[23, 24, 25, 26, 27]. This in turn adds several technical difficulties to an already chal-
lenging experiment but experiments incorporating compression techniques have also
produced promising results so far [28] and seem to be the most hopeful solution for the
future. There are three other solutions that have also gained some attention. The first
is using a relativistic source where the Coulomb repulsion is suppressed, but unfor-
tunately these high energy electrons have the ability to damage the sample especially
if an organic material is investigated. The second approach is implementing a higher
repetition-rate, thereby increasing the flux but still maintaining low electron numbers
within the individual pulses. Here, the problem could arise that some class of mate-
rials do not have enough time to rejuvenate back to its original state before the next
pump-probe event. Lastly, an approach that probes the sample with a several picosec-
ond long electron pulse has also been proposed. The different temporal components
of the diffracted electron pulse are then spatially separated with a streak camera which
has a sub-picosecond resolution [29] (see also section 3.2).
Scattering cross-section is also another consideration that could make an electron probe
more favourable to a x-ray probe. X-rays have a scattering cross-section 10−6 smaller
than that of electrons. This has the consequence that the flux required to generate
an equivalent diffraction signal from a thin sample is significantly higher for a x-ray
source. Put another way: a bulk sample is required to ensure that enough scattering
events occur to generate a diffraction pattern. This might seem only mildly disad-
vantageous but from the previous discussion it is clear that generating a high flux of
coherent x-ray photons is not effortless. Using a bulk sample is also not favourable for
two reasons: firstly growing large crystals can be intricate and secondly matching the
pump-probe volume of an optical-pump and x-ray-probe source is also not a straight-
forward exercise. Matching the pump-probe volume is problematic since the optical
pulse only has a penetration depth of a few hundred nanometers for most materials
while the same material is almost transparent to the x-rays. Performing experiments
with x-ray pulses at a grazing incident angle to limit the penetration depth has been
one solution but one is still dependant on simulations and estimations to calculate
what the actual penetration depth is. Sub-relativistic electrons on the other hand, with
their much higher scattering cross section require samples in the order of sub-100 nm
thickness to allow for the formation of a usable diffraction pattern. This befittingly
matches the penetration depth of the optical pump pulse so it is ensured that all of the
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sample being probed is being pumped. Producing sub-100 nm thick samples can of
course be challenging but several techniques do exist (see chapter 1.4).
Ultimately laboratory-based setups, whether it be x-ray or electron based, allow for a
more ad-lib experimental approach and in my personal experience this has been the
most rewarding as an experimentalist. I therefore believe that considering the various
advantages and disadvantages discussed above of an electron probe versus a x-ray
probe, Femtosecond Electron Diffraction will become an attractive investigating tool
for various structural time-resolved measurements of many research groups in the near
future.
In this thesis, the experimental components and technique required to perform a suc-
cessful Femtosecond Electron Diffraction experiment is covered in the first chapter.
In the second chapter the broader concept of strongly correlated materials, and more
specifically charge density wave materials, is introduced. The properties of the charge
density wave material: 4Hb-TaSe2, which is the investigated sample in this thesis, is
then discussed in greater detail. After briefly motivating why time-resolved mea-
surements are important to gain a deeper understanding of the investigated material,
chapter three demonstrates how two ultrafast electron diffraction methods are used
to study the structural dynamics of 4Hb-TaSe2 on the sub-picosecond time scale. The
first method used as the primary investigating tool, is the now well-established sub-
relativistic Femtosecond Electron Diffraction (FED). The second method, Femtosecond
Streaked Electron Diffraction (FSED), is used as an attempt at increasing the signal-to-
noise ratio (i.e. increasing the electron flux through the sample) while still maintaining
sub-picosecond resolution. The thesis is concluded by discussing the future outlook
and further experimental avenues to be considered.
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1. Femtosecond Electron Diffraction
1.1 Basics of Femtosecond Electron Diffraction
Femtosecond Electron Diffraction (FED) is a derivative of the well established research
field of Femtosecond Laser Spectroscopy (FLS) [30]. FLS facilitates the study of photo-
physical and photo-chemical processes in various physical, biological and chemical
molecular systems. The technique utilises femtosecond laser pulses to investigate dy-
namics in a sample in the sub-picosecond regime by using one laser pulse (pump-
pulse) to trigger the dynamics and another pulse (probe-pulse) to observe the evolu-
tion of the dynamics. The evolution is for example recorded by measuring the change
in absorption of the probe-pulse as a function of delay time between the pump- and
the probe-pulse. The relative delay between the two pulses is introduced by having the
pump- and probe-pulse travel different optical path lengths and including a mechani-
cal delay stage in one of the arms (see fig 1.1). Sub-picosecond resolution is achievable
because the pulses themselves are in the order of 10’s of femtoseconds while introduc-
ing a 1 µm change in optical path length, which is easily achieved with a mechanical
stage, equates to a 3.3 fs relative delay between the pulses. By measuring absorption
changes of the probe-pulse the technique of FLS monitors the evolution of electronic
state populations as electrons flow from the reactants ground state through transient
electronically excited states to the final product state. While this is of course extremely
valuable in attaining insight into the inner workings of the system under investigation,
it is not directly sensitive to actual structural dynamics. The information obtained from
FLS can hint at structural changes upon photo-excitation but a more direct technique
would be attractive.
Femtosecond Electron Diffraction offers this attractive insight, where the usual op-
tical prope-pulse is exchanged by a femtosecond electron pulse [14, 31]. The major
motivation behind this amendment is that time-resolved structural information can
be directly obtained by producing diffraction patterns as the sample undergoes its
photo-induced evolution. The time-resolved structural information obtained can give
complimentary information to FLS and could assist in understanding and describing
macroscopic properties like optical, magnetic, conductivity and chemical properties of
the sample under investigation from a microscopic perspective. One limitation how-
ever is that because the method relies on the generation of a diffraction pattern, only
periodic structures and therefore mainly crystalline solids can be investigated.
5
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1.2 Experimental Setup
There are six main experimental components required in order to perform a successful
FED experiment. These are: (1) a femtosecond laser system which can be commercially
obtained with a variety of specifications in pulse duration, pulse energy, repetition rate
and central wavelength; (2) a means to generate and accelerate femtosecond electron
pulses i.e. an “electron gun”; (3) a vacuum chamber to house the experiment; (4) some
electron optics like magnetic lenses to image the diffraction pattern on the detector;
(5) a detection system to detect the diffracted electrons and finally; (6) an optical beam
splitter and delay stage combination to actualise the “pump-probe” technique. Each
of these components will now briefly be discussed but for a more in depth discussion
and detail, I refer to my MSc. thesis [13].
Figure 1.1: The FED setup is headed by a femtosecond laser system delivering 150 fs pulses
at a central wavelength of 775 nm and a repetition rate of 1 kHz. A fraction of the pulse is
diverted by a beam splitter and frequency tripled (λ = 258 nm, E = 4.8 eV). The resulting UV
pulses are focused to a spot diameter of 30 µm on a rear-illuminated, sapphire photocathode
coated with 10 nm of gold, on which an ultrashort bunch of photo-electrons is generated .
The cathode potential is set to 30 kV and a grounded anode cap with a 2 mm extraction hole
placed at a distance of 5 mm from the cathode to ensure rapid acceleration (also see figure 1.2).
A magnetic lens is placed 30 mm from the cathode which is used to focus the electron beam
through the sample and onto the detector, a micro-channel plate (MCP). The light from the
phosphorescent screen behind the MCP is imaged onto a 16-bit, Peltier-cooled CCD camera.
The electron gun, sample and MCP are housed within a vacuum chamber and the remainder
of the initial pulse is used to pump the sample.
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Femtosecond Laser System
The entire FED experiment is headed by chirp pulse amplified laser (CPA2101) man-
ufactured by ClarkMXR. The Ti:Sapphire regenerative amplifier is pumped by a fre-
quency doubled Nd:YAG laser and seeded by a Erbium-doped fiber ring-laser. The
CPA2101 ultimately produces roughly 900 µJ pulses with a duration of 150 fs at a repe-
tition rate of 1 kHz. The central wavelength is 775 nm. The FED setup shares this laser
with several other groups in the laboratory and therefore only receives about 250 µJ of
the total available pulse energy which is more than sufficient. The laser is a complete
’turn-key’ device and almost no alignment on a daily basis is required.
Electron Gun
An ultrashort electron pulse can be generated by utilising the photo-electric effect with
a femtosecond laser pulse. A fraction of the main laser beam is diverted by a beam
splitter and frequency tripled to λ = 258 nm. The photon energy of 4.8 eV of the resul-
tant UV pulse is sufficient to generate an ultrashort bunch of photo-electrons [32, 33]
on the front surface of a rear-illuminated gold photo-cathode (see figure 1.2). Electrons
generated throughout the 10 nm gold layer can move freely through the layer to the
surface since electrons in metals have long mean free paths. For gold, the mean free
path of a 5 eV electron is around 10 nm [34]. This allows an electron generated at the
rear of the gold layer with an energy Ek = 4.8 eV (v = 1.3× 106 m/s) to reach the front
surface within 10 fs, resulting in an initial pulse duration at the surface similar to the
150 fs UV pulse. The photo-cathode is housed within a stainless steel mount and the
electron pulses are accelerated to the desired energy, in this case 30 keV, by placing a
-30 kV potential on the mount. A grounded anode cap with a 2 mm extraction hole
is placed at a distance of 5 mm from the cathode to ensure acceleration. The cathode,
anode cap and high voltage feedthrough are the main components assembled to form
the “Electron Gun” (see figure 1.3 and [13]).
It is evident from the description of the electron gun that to generate sub-picosecond
electron pulses is rather trivial. However, the generated ultrashort electron pulse is
very different to the generating optical pulse in the sense that there is strong interac-
tion among the negatively charged electrons within the pulse. This is unlike the non-
interacting photons within the laser pulse. Therefore, even though the electron bunch
generated at the photo-cathode has the same duration as the incoming UV pulse, it
does not necessarily remain that way. This issue has to be addressed since it is essen-
tial to have a sub-picosecond electron pulse at the sample, rather than at the point of
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Figure 1.2: Femtosecond electron pulses are generated by illuminating a thin coating of gold
deposited onto a UV transparent substrate. The incoming laser pulses must have a photon-
energy high enough to overcome the work function of the deposited metal, in this case ∼ 5 eV
[35, 15]. An electric field is introduced to accelerate the electron pulses to the required energy.
generation, in order to perform a successful FED experiment. There are mainly three
factors that can temporally broaden the electron pulse: broadening under acceleration
due to the energy spread, broadening due to the energy spread after acceleration, and
Coulomb repulsion within the pulse. It has been shown that the broadening due to the
energy spread during acceleration can be reduced by increasing the extracting electric
field [17]. With an energy spread of 100 meV, which is typical for photo-cathode like
ours [15], the broadening can be limited to around 100 fs if an extraction field of 10
MV/m is used [36]. The broadening due to the energy spread in the post-acceleration
region has been shown to be negligible with an broadening of roughly 2 fs after 10 cm
of propagation of a 30 keV pulse [36]. The Coulomb repulsion is however a major issue.
Here it has been shown that a pulse containing 10 000 electrons with an initial pulse
duration ∼100 fs and beam diameter of 150 µm will already have a pulse duration of
over 1 ps after only 10 cm of propagation while a pulse containing 1 000 electrons will
have a duration of around 300 fs [17].
Because of the above arguments, there are two parameters that have to be considered
in the design of an electron gun in order to ensure sub-picosecond pulses at the sample.
Firstly, the acceleration gap has to be kept short in order to generate a strong electric
field. This of course comes with the challenges of avoiding electrical breakdown across
the gap. An electric field of 10 MV/m is achievable without breakdown occurring if
sufficient care is taken into polishing the anode surface and cathode mount (see [13] for
more details). The fact that the electron gun is housed in vacuum is also beneficial. The
electron gun design used in this setup has an acceleration gap of 5 mm and potential
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 1: FEMTOSECOND ELECTRON DIFFRACTION 9
of 30 kV and therefore has an extracting field of 6 MV/m which ensures a broadening
of < 200 fs in the acceleration region. Secondly, the distance to the sample should be
kept to a minimum. With the electron optics in place (i.e. the magnetic lens seen figure
1.4) the distance to the sample can be limited to about 7 cm. All the above parameters
are sufficient to generate electron pulses with an electron number of 1000 e/pulse and
a duration of ∼ 500 fs at the sample (see figure 1.8).
One other consideration when generating electron pulses is the transverse coherence
length of the electrons. This has to be (significantly) larger than the crystal constant of
the sample in order to generate well defined peaks in the diffraction pattern. Well de-
fined, sharp diffraction peaks will result in a better signal-to-noise ratio. The transverse
coherence length is inversely proportional to the transverse emittance at the electron
source [36] while the transverse emittance is minimised by limiting the emission re-
gion (i.e. UV spot size on the cathode) and keeping the photon-energy close to the
work function [33]. Therefore to maximise the transverse coherence length, the UV
spot on the cathode should be made as small as possible and the metal coating of the
photo-cathode chosen to match the UV photon energy or vice versa. There is however
a compromise in the UV spot size since a smaller spot size has two negative impacts.
Firstly, it will result in a higher UV intensity and therefore possible ablation of the thin
metal coating on the cathode, resulting in a substantial decay in electron number. Sec-
ondly, a smaller emission region results in a higher charge density at the source which
in turn causes stronger Coulomb repulsion and hence rapid pulse duration broaden-
ing. In our setup the UV was focused down to 30 µm and gold, with a reported work
function of 4.5 eV [15] which is close to the third harmonic (4.8 eV) of the laser system,
was chosen as the photo-cathode material. With these parameters the electron gun gen-
erates electron pulses with a measured transverse coherence length of around 10 nm
(see section 1.3) which is ∼30 times larger than the crystal constant of the investigated
sample (see figure 2.6).
How the the pulse duration at the sample as well as the coherence length are experi-
mentally determined is shown in section 1.3.
Vacuum Chamber
The mean free path of an electron in a gas is given by [37]:
L =
kT
4pi
√
2r2p
, (1.1)
with k the Boltzmann constant, T the temperature, r the radius of the gas molecules
and p the pressure of the gas. The mean free path of an electron at room temperature
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through nitrogen at atmospheric pressure is calculated to be around 400 nm, which
means that an electron will not propagate far at atmospheric pressure (nitrogen has a
∼2 cm stopping distance for 30 keV electrons [38]). This is a problem for the probing
electron pulse if the sample has to placed at least 7 cm from the source (see previous
section) and the detector is placed another 20-30 cm downstream. A vacuum system is
therefore required which will also aid in avoiding electric breakdown occurring at the
high voltages used in the electron acceleration and the micro-channel plate detector.
The electron gun, magnetic lens and detection are all housed in vacuum chamber of
roughly 50 × 50 × 50 cm in size (see figure 1.3). Vacuum is obtained by means of a
rotary-vane rough-pump and a turbo-pump. The vacuum achieved with the system
is in the order of 1×10−6 mbar which gives a mean free path of 400 m, well above the
required propagating distance.
An emergency anti-suckback cut-off valve which closes within 30 ms if there is a power
failure and a molecular sieve trap filled with Zeolite are also included to prevent any
oil from the rotary-vane pump contaminating the chamber. The chamber is also fitted
with several viewing ports, electrical feedthroughs and laser windows to gain access.
Figure 1.3: The vacuum chamber with 16-bit CCD camera, electron gun and turbo pump visi-
ble.
Magnetic Lens
A solenoid magnetic lens is incorporated into the setup to focus the electron beam
through the sample and onto the detector. To minimise the distance from the electron
source to the sample only one lens is used and it is designed to be as thin as possible
(see figure 1.4). The lens is constructed from 585 windings of 0.6 mm thick enameled
copper wire encased in a vacuum-compatible epoxy-sealed lens chamber. With a bore
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radius of 7 mm the peak magnetic field was measured to be 125 mT at a typical op-
erating current of 1.25 A. At this current electron pulses with 1000 e/pulse could be
focused onto to the detector with the FWHM diameter of the beam around 200 µm at
the sample. The calculated thermal power output at this current is around 5-8 Watts
and therefore some form of cooling is required. This is done by encapsulating the lens
in a aluminium mount which is in turn thermally coupled to the vacuum chamber to
ensure passive cooling. This appears to be sufficient and the lens reaches thermal equi-
librium at a temperature of around 60 degrees Celsius which is monitored by means of
a Pt100 thermal sensor.
Figure 1.4: Solenoid magnetic lens.
Electron Detection
Electrons are detected by means of micro-channel plate (MCP) coupled to a phospho-
rescent screen (P43). The photons emitted from the phosphor are imaged by a com-
mercial macro lens (Nikon AF-S Micro 60mm f/2.8) onto a 16-bit CDD chip with a
dimension of 2048× 2048 px (15× 15 mm). The MCP detection surface has diame-
ter of 40 mm (see figure 1.5), consisting of 12 µm capillaries with a 1-2 µm separation
(open area ratio: 60%). A double gain (chevron stacked) configuration is employed
which gives an amplification of 5× 106 [39] at a operating voltage of 2000 V (1000 V
for each each plate) . The typical operating voltage is in the vicinity of 4500 V (1000 V
per plate and 2500 V to accelerate the electrons onto the phosphorescent screen).
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Figure 1.5: Micro-channel plate (MCP) with (a) front electron collecting surface and (b) rear
phosphor surface emitting visible photons
1.3 Electron Pulse Characterisation
Two important parameters of the electron pulse that have to be experimentally deter-
mined are the pulse duration at the sample and the transverse coherence length of the
electrons.
The pulse duration has to be measured since this will ultimately determine the tempo-
ral resolution of the experiment. It is also essential that the duration is measured with
the appropriate electron number and at the sample position since the duration is highly
dependent on electron number and distance the pulse has propagated (see figure 1.8).
Because these two parameters and other factors which effect the pulse duration, like
UV spot size on the cathode, have the potential to change from one experiment to the
other it is also desirable that the method of measuring the pulse duration is easily ac-
cessible. In other words, it should be of little disruption to the experiment if the pulse
duration has to be quickly measured.
The transverse coherence is important because this will determine which periodic
structures within the sample can be monitored. While the coherence length might be
large enough do produce a diffraction pattern from the crystal structure itself periodic
features like charge density waves (see section 2.2), which can appear or disappear
upon photo-excitation, can have periodicities that are larger than the crystal periodic-
ity itself. Since the dynamics of these features contain the desired information for the
topic of this study it is essential that the coherence of the electron beam is appropriately
large enough. The transverse coherence length however does not have to be measured
on a day-to-day timescale as this is mainly affected by the emission region (the UV
spot size on the cathode) which does not change on its own accord but only when pur-
posefully adjusted by the user. Therefore the coherence only needs to measured once
to verify that it is good enough for the sample under investigation. If required, the
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coherence can also quickly be optimized before each experiment by adjusting the UV
lens position and monitoring the the sharpness of the diffraction pattern.
Pulse Duration
The most common method currently implemented to measure femtosecond electron
pulses is based on the scattering of electrons by an intercepting femtosecond laser
pulse. The method is analogous to an auto- or cross-correlator [40, 41] implemented
routinely in femtosecond spectroscopy to measure femtosecond laser pulses. The essence
of an all optical correlator technique is that the duration of an ultrashort laser pulse
is measured via non-linear interaction with another femtosecond laser pulse, which
can either be a duplicate of itself (auto) or another pulse entirely (cross). As in the
pump-probe method, explained in the beginning of this chapter, the delay between
the pulses can be varied with femtosecond resolution using mechanical delay stages,
and the magnitude of the interaction measured as a function of the relative delay. For
example: the interaction can take the form of frequency mixing between the two pulses
in a non-linear crystal where the energy of a photon from one pulse is added to the en-
ergy of a photon from the other pulse resulting in a single higher energetic photon
(known as sum-frequency mixing). Plotting the intensity of the resultant light from
the frequency mixing process, as a function of delay between the two pulses will yield
the convolution of the two pulse durations. If the pulses are copies of each other and
therefore have the same duration the individual pulse duration is then simply the con-
voluted duration.
In a similar fashion the duration of a femtosecond electron pulse can be measured via
interaction with a femtosecond laser pulse. Here the interaction takes the form of scat-
tering of the electrons by the ponderomotive potential of the laser pulse [42, 43]. The
magnitude of the scattering as a function of delay time between the two pulses can be
used to calculate the electron pulse duration. More recently this technique has been
improved by using two counter-propagating laser pulses to form a standing wave and
thereby increasing the ponderomotive potential by orders of magnitude [44, 26]. While
this method is relatively simple to implement there are some limitations. While the
pulse duration is easily determined the temporal structure of the pulse is not retrieved
because this is smeared out by the scattering process. Determining the temporal struc-
ture is not always necessarily required but could be of interest in some cases. Having
the setup mobile to measure the pulse duration at different positions or moving the
setup into the beam path to quickly measure the pulse duration without major disrup-
tion to the experiment can also be a challenge.
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Over the past three years, our group has developed an alternative method do deter-
mine the pulse duration of sub-picosecond electron pulses. The technique is based on
the concept of a streak camera [45] but now with an improved temporal resolution of
150 fs [18]. The idea is that the pulse duration is measured by interacting the elec-
tron pulse with a rapidly changing electric field. Electrons at the temporal front of
the pulse are deflected into a different direction to those at the rear of the pulse. The
sweep in deflection creates a streak on the detector (see figure 1.8 (b)). The pulse du-
ration is determined by measuring the length of the streak and the streaking velocity.
The biggest obstacles with measuring femtosecond electron pulses with this technique
is generating a sweep in electric field that is fast enough as well as intense enough, in
other words a large enough temporal field gradient: dEdt . The large sweeping speed is
required to ensure that electrons at different temporal positions experience a different
electric field and the strength is required to impose a large enough deflection in order to
generate a streak on the detector longer than the width of the unstreaked beam on the
detector. The second obstacle is synchronising the timing of the sweep with the arrival
of the electron pulse. Another key factor is that the interaction length of the electron
pulse with the electric field has to be short enough such that the duration of the elec-
tron pulse does not significantly change while it is being streaked. This is because, as
discussed previously and seen in figure 1.8 (a), the electron pulse duration can change
dramatically over only a few centimeters of propagation, especially for highly charged
bunches. Therefore the interaction length has to be kept to the millimeter regime.
Figure 1.6: (a) Streak camera with (b) enlarged view of streak plates in focus and (c) 50 µm
aperture in focus.
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To generate an electric field to fulfill the requirements discussed above the following
is done: Two streaking plates of size 4× 4 mm are separated by a gap of 250 µm and
electrically connected to one another by means a of Gallium-Arsenide (GaAs) photo-
switch of size 6× 3 mm (see figure 1.6). A potential of∼ 1 kV is placed across the plates
by means of a HV pulser (20 ns) triggered at the same repetition-rate as the laser/-
electron pulses. The voltage is pulsed to hinder surface tracking across the photo-
switch and the 20 ns is much longer than the electron propagation time of ∼ 40 ps
between the streaking plates, therefore effectively seen by the electrons as a constant
voltage. Acting as a RLC circuit the electric field between the plates starts oscillating
with measured frequency of 6 GHz after a 50 µJ laser pulse is used to illuminate the
GaAs photo-switch. The electrons pass through a 50 µm aperture, pass between the
streak plates and the oscillation of the electric field is mapped out by measuring the
deflection of the electrons as function of the photo-switch’s trigger pulse delay (see
figure 1.7). From this the streaking velocity is calculated in pixels/ps and converted
to mm/ps by calibrating (pixels-to-mm) the imaging system from the MCP onto the
CCD camera. The linear streak velocity is finally converted to an angular streak veloc-
ity given in mrad/ps by measuring the distance from the streak camera to the MCP
detector. When measuring the electron pulse duration, the trigger-pulse delay for the
photo-switch is adjusted such that center of the electron pulse arrives at E = 0 (zero
deflection) to limit the effect of jitter (see middle image of figure 1.7 (b)).
Figure 1.7: Plotted in panel (a) is the electron beam deflection as a function of laser trigger time.
Red curve indicates a damped sinusoidal fit with a frequency of 6 GHz. Panel (b) shows the
deflection of the five highlighted data points in panel (a). dEdt = 4.9× 1016 V/m.s is calculated
by determining the electric field required to deflect a 30 keV electron by a distance d on the
detector with a temporal trigger delay of dt = t2 − t1. The streak velocity is also calculated
from the magnitude of the deflection and the step size of the trigger delay.
The resolution of the streak camera is given by the ratio of the unstreaked beam’s
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angular spread φ and the angular streak velocity ωs:
∆τs =
φ
ωs
. (1.2)
For the measurement shown if figure 1.8, the angular beam spread of the unstreaked
electron beam was measured as 0.5 mrad which is typical for an electron gun setup
like ours. An angular streak velocity of 2.2 mrad/ps was measured at an operating
voltage of 600 V. Using equation 1.2 a temporal resolution of 230 fs is calculated. It has
however been demonstrated that with a operating voltage of >1000 V a resolution of
150 fs is achievable [18]. There is however added risk of damaging the photo-switch at
higher voltages and is the reason for operating the streak camera at the lower 600 V.
Figure 1.8: Plotted in panel (a) is the electron pulse duration as a function of propagating
distance for electron pulses containing 1000, 5000 and 10000 electrons. The ASTRA simulated
pulse durations for the corresponding electron numbers are also plotted as dotted lines. Panel
(b) shows the unstreaked electron beam and streaked pulses for for pulses circled in panel (a).
Here it is clear the increasing the electron number has a drastic effect on the pulse duration at
a typical sample position of 7 cm from the cathode.
Coherence Length
The transverse coherence of the electron beam can be determined as follow: generate
a diffraction pattern; measure the distance between two diffraction spots; measure the
FWHM of the spots themselves. The ratio of these two values will give the number of
scattering planes and multiplying this with the crystal constant of the relevant crystal
planes will give the transverse coherence length of the electron beam. The reason for
this can be explained by considering the intensity distribution of a multiple slit diffrac-
tion pattern. In optics the intensity distribution from a multiple slit grating illuminated
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by a monochromatic plane wave is given by [46, 47]:
I(θ) ∼ sin
2 (pi
λ a sin θ
)(
pi
λ a sin θ
)2 × sin2
(Npi
λ b sin θ
)
sin2
(
pi
λ b sin θ
) , (1.3)
where a is the width of the slits, b the center-to-center spacing of the slits, λ the wave-
length of the light, θ the angle of observation and N the number of slits. Plotted in fig-
ure 1.9 is the normalised intensity distribution obtained from equation 1.3 for N = 2, 4
and 6. It is evident that increasing N does not change the position of the main maxima
but only decreases the width of the peaks as well as increasing the minima between
the main peaks. The number of minima is given by N− 1. It can also be noted that the
ratio of the distance between the main maxima x and the the FWHM of the maxima
∆x is equal to N, such that:
N =
x
∆x
. (1.4)
For example, in figure 1.9 for N = 2 the distance between the peaks is 1 while the
FWHM of the main peak is 0.5.
Figure 1.9: The normalised intensity distribution from a multiple slit grating with the number
of slits, N = 2, 4 and 6. The distance between the main peaks are indicated by x with the
FWHM of the peaks given as ∆x. The number of slits is given by the ratio such that: N = x∆x .
In a similar fashion the number of slits, or number of scattering planes in this case,
can be calculated for a given crystal sample when generating a diffraction pattern with
the electron beam. Once the number of scattering planes is known the transverse co-
herence length can be determined by multiplying this number with the distance be-
tween the planes i.e. the crystal constant for that specific crystal axis. In figure 1.10 the
diffraction pattern from two crystal samples are shown: (a) for 4Hb-TaSe2 and (b) for
an organic crystal, Cu(dicyanoquinonediimine)2 or Cu(DCNQI)2. The intensity pro-
files along the lines indicated on the diffraction pattern are also plotted. From these
profiles the separation as well as the FWHM of the peaks is determined and the num-
ber of scattering planes (N) for each sample calculated using equation 1.4 (see figure
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1.10). The crystal constants for the relevant crystal axes of 4Hb-TaSe2 is a = b = 3.46
Å and c = 3.9 Å for Cu(DCNQI)2. The transverse coherence of the electron beam is
calculated to be 9.2 nm and 7.7 nm respectively for the two samples, so it can be con-
cluded that the transverse coherence length of the beam is in the order of 10 nm. This
is of course only a lower limit for the coherence length and it could be larger since the
diffraction peaks can also be broadened due to properties of the sample itself.
Figure 1.10: Shown are diffraction patterns of (a) 4Hb-TaSe2 and (b) Cu(DCNQI)2. The profiles
adjacent to the images are along the lines indicated on the diffraction pattern. The number of
scattering planes, N is calculated from the ratio of the peak separation and the peak width.
The transverse coherence length can then be calculated by multiplying this with the crystal
constant of the relevant crystal axis. From the 4Hb-TaSe2 diffraction pattern which has a crystal
constant a = 3.46 Å the transverse coherence is calculated to be 9.2 nm and 7.7 nm from the
Cu(DCNQI)2 diffraction pattern which has a crystal constant c = 3.9 Å.
As discussed previously the transverse coherence length is determined by the electron
source size (i.e. the UV spot size on the cathode) and the excess kinetic energy of the
electrons at generation. The position of the lens ( f = 300 mm) that is used to focus
the UV light on the photo-cathode (see figure 1.1) can be varied to change the electron
source size. To illustrate the effect of the source size on the transverse coherence length
of the electron beam, a diffraction peak from a 4Hb-TaSe2 sample is shown if figure
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1.11 (a) as a function of the lens position. The transverse coherence for each of these
positions is calculated as discussed before and plotted in 1.11 (c) and it is clear that a
maximum coherence is achieved when the photo-cathode is situated at the focus of the
lens (see 1.11 (b)). The signal from the charge-density-wave (the six peaks surrounding
the Bragg spot) which has a larger periodicity than the crystal structure (see section 2.3)
also becomes more pronounced as the coherence length increases, as one would expect.
Figure 1.11: (a) A diffraction peak from a 4Hb-TaSe2 sample as a function of the UV lens posi-
tion. The FWHM of the peak, indicated by a dashed circle to guide the eye, reaches minimum
when the photo-cathode is situated at the focus of the lens. (b) The size of the UV beam on
the photo-cathode as a function of the distance from the lens to the cathode. (c) The transverse
coherence plotted as a function of the lens position and it is clear that a maximum coherence is
achieved when the photo-cathode is situated at the focus of the lens.
1.4 Sample Preparation
The final and often most challenging task to be mastered in order to perform a success-
ful FED experiment is preparing samples into a suitable format. Samples have to be
electron transparent but still possess enough material for sufficient scattering events in
order to generate a diffraction pattern. For most solid state samples and for an electron
energy around 50 keV this is a sample thickness in the order of 10-100 nm. If the sample
can not be repeatedly pumped, either because it is destroyed upon photo-excitation or
does not recover to its original state within the period of the repetition-rate of the laser
(e.g. 1 ms for a 1kHz laser system), then not only are thin samples required but also a
large quantity of it. Each sample also has to have the same crystal orientation if a single
crystalline sample is investigated. The large quantity is required because to generate
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a reasonably “good“ diffraction pattern from a ∼ 50 nm thick sample about 105 − 106
electrons are needed. Since the electron number per pulse has to be kept to 103 − 104
electrons per pulse to ensure sub-picosecond pulses (see section 1.3) the sample has to
be probed (and pumped) 10-100 times in accumulation mode for a single diffraction
pattern and this is only for a single pump-probe time-delay. Diffraction patterns at
several time delays are required for a transient signal and so it is clear that preparing
enough of a sample that cannot be repeatedly pumped is a major hurdle for a success-
ful experiment. This is why it is highly desirable and sometimes even essential to have
a sample that can be repeatedly pumped without having to be replaced with a fresh
sample after each excitation pump. Even if a sample that allows for multiple pumping
is identified as an interesting candidate for a FED experiment, it can still be challeng-
ing to produce thin samples. There are however several methods available which will
now be discussed.
One method is to thermally evaporate or sputter the desired sample onto a substrate
that is then dissolved in a liquid that does not dissolve the sample itself, for instance
water. There are two approaches to this method, either the whole substrate can be
dissolved [14] or a thin soluble layer of material can be deposited between a non-
soluble substrate (glass) and the sample (figure 1.12 (a) is an example of the latter).
The substrate is slowly lowered into the chosen liquid (again, mostly water) and the
whole substrate or the soluble sandwiched layer is dissolved. The sample is floated off
onto the surface of the liquid aided by the surface tension and can then be lifted from
the surface and transferred onto a TEM mesh (see figure 1.12 (b)). This method was
mostly employed for first-generation FED experiments where the non-thermal melt-
ing [19, 48, 49] or phonon oscillations [16] in metals like aluminium, gold, copper and
bismuth were investigated.
Figure 1.12: Image (a) shows a 50 nm thin gold layer deposited onto a glass substrate, with a
water-soluble layer deposited between the substrate and the gold, being lowered into water. A
large section of the gold foil has already parted with the substrate and is floating on the surface
of the water. Image (b) shows how the foil can be transferred to a TEM mesh by slowly raising
the mesh from underneath.
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The “floating foil“ method is however no longer sufficient as samples are becoming
more complex. Generating thin films on substrates of complex inorganic or organic
crystalline samples can be difficult or even sometimes impossible and an alternative
method is required. A standard method used for sample preparation for conventional
TEM measurements known as ultra-microtoming [50] has of late been the preferred
method [20, 51, 52]. In this method a diamond knife is used to slice extremely thin
layers from a bulk sample and was also the method used to produce the 4Hb-TaSe2
investigated for this thesis. The method entails embedding the bulk sample in resin
for support and mounting it onto the front of the microtome arm. The arm can be me-
chanically oscillated up and down while moving forward in sub-100 nm steps between
each oscillation. The diamond knife is positioned in front to of the arm such that with
each oscillation a thin slither of the sample is sliced and floated onto the surface of a
liquid reservoir attached to the knife (see figure 1.13 (a)). The reservoir can be filled
with any liquid that does not dissolve the sample or the glue that attaches the diamond
knife to the reservoir. The floating samples can then be transferred onto a TEM mesh
using the same method as before (see figure 1.13 (b)).
Figure 1.13: (a) Principle of ultra-microtoming: the bulk sample, inbedded in resin for support,
is cut into thin slices as the microtome arm moves up and down while also moving forward
the desired thickness which can be sub-100 nm. The sample is cut with a diamond-knife and
guided onto the surface of a small water resovoir. The floating samples can then be transferred
onto a TEM mesh. (b) A 100 nm thick microtomed 4Hb-TaSe2 sample mounted on a TEM mesh.
A final method, namely Focused Ion Beam (FIB) milling [53, 54] could pave the way
for future FED sample preparation. This method has the advantage that it can produce
high quality electron transparent samples from fragile and ultra-fine specimens. Since
the samples being investigated by FED are increasing in complexity this method could
be a solution for preparing samples for future experiments. In this method a beam of
Ga+ ions is used to mill a slab of sample from a bulk crystal. The initial slab can have
an area of several 100 µm and a thickness of a few micrometers (see fig 1.14 (a) and (d)).
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A precursor gas can be injected into the vacuum chamber and the same ion beam used
to selectively deposit a metal (in this case platinum) where the beam is directed. This
technique can be used to ”weld“ an extraction needle onto the slab and lift it out of the
bulk sample and move it onto a TEM grid (see fig 1.14 (a)-(d))1. Once positioned using
the attached needle the sample can be ”spot welded“ and secured onto the TEM grid
in the same way the needle was attached. The ion beam can then be used to detach
the needle and a free standing slab is left behind. Polishing the sample surface down
with the ion beam at a glancing angle to a few nanometers is then the final step (see fig
1.14 (f)). While this technique is extremely precise and well controlled it is rather time
consuming and expensive so not ideal for samples that can only be pumped once.
Figure 1.14: Focused Ion Beam (FIB) milling procedure: panel (a) shows a 20× 30 µm slab of
Cu(DCNQI)2 milled from a bulk crystal. Panel (a) - (d) shows how an extraction needle can be
”welded“ onto the slab and lifted from the bulk sample. Once secured onto a TEM grid, (d)
and (e), the final step is to use the ion beam at a glancing angle to polish the sample surface
down to a few nanometers as seen in panel (f).
1Images courtesy of Florian Hüwe and Prof. Martin Kamp from the University of Würzburg
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2. Strongly Correlated Materials
2.1 Introduction to Correlated Materials
The free electron model or Drude-model for solids, developed by Paul Drude in 1900,
proposes the idea of describing a metal as having the positive ion-cores of the metal
stacked in a lattice while a “sea” of valence electrons are free to flow like an “elec-
tron gas” between the cores. Electron-electron interaction is completely neglected and
the only interaction these valence electrons have with the lattice is possible scattering
during a collision, in other words there is no correlation between the dynamics of the
lattice and the free electrons. Although simple, this model is able to explain many
phenomena observed in metals like electronic and thermal conductivity, thermionic
emission as well as magnetic susceptibility [55, 56]. It does however have its limita-
tions and in particular can not explain why some materials are insulators and others
are conductors or semi-conductors. In 1928 Arnold Sommerfeld modified the model
and included the notion that the ion-cores generate a periodic lattice of potential wells
that the free electron experiences, in other words there is some sort of correlation be-
tween the lattice and the free electrons. The introduction of the periodically occurring
potential wells results in the overlap of identical (degenerate) electron wave functions
at the edge of the Brillouin zones which leads to a lifting of the degeneracy and the
occurrence of bands and band gaps . The concept of electronic energy bands and band
gaps within a material is hence included (see figure 2.1). Known as the nearly free elec-
tron or Drude-Sommerfeld model, it could explain the difference between an insulator,
conductor and semi-conductor using the Fermi-level and electronic band structure of
the material.
Other classes of materials that display newly discovered exotic states can also only
be explained by including strong correlation between the free electrons and the lattice.
For instance, iron and nickel become ferromagnetic below temperatures of several hun-
dred degrees while lead and aluminium become superconductors at cryogenic tem-
peratures. Materials known as charge density wave (CDW) conductors have also been
discovered. They have remarkable non-linear and anisotropic electrical properties, gi-
gantic dielectric constants, unusual elastic properties and rich dynamical behaviour.
The unorthodox properties of CDW materials arise from a phase transition into a state
with a periodic modulation of the conduction electron density that is accompanied by
a modulation of the positions of the ion cores in the lattice [57]. One such material is
23
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Figure 2.1: (a) Plotted is the energy as a function of wavevector for a free electron. Panel (b)
shows the effect of including the periodic lattice of potential wells of the ion cores as in the
Drude-Sommerfeld model. A degeneracy of electron energy at the intersection of adjacent
wells where k = ± npia (with a the lattice constant and n = 1, 2, 3...) causes the splitting of the
energy and hence lowering and raising of the electron energy at wavevectors corresponding to
multiples ±pia . This in turn results in the formation of band gaps such that there are forbidden
(shaded areas) and allowed bands. Using the Fermi-level and electronic band structure of the
material the difference between an insulator, conductor and semi-conductor can be explained.
the topic of investigation for this thesis and therefore, to start off, the principles behind
the formation of CDW’s will be discussed in the following section.
2.2 Charge Density Wave Materials and
Transition-metal Dichalcogenides
Charge density wave (CDW) materials are materials that have a stable state where the
electron density has a modulation different to that of the lattice. This charge modula-
tion induces a slight modulation of the lattice atoms positions with the same periodic-
ity which is also referred to as a periodic lattice distortion (PLD). The two modulations
together constitute what is know as the CDW (see figure 2.2 (b)).
If the periodicity of the CDW is a rational fraction or multiple of the lattice periodicity
it is know as a commensurate CDW (C-CDW) otherwise it is called an incommen-
surate CDW (I-CDW). The formation of a CDW was first theoretically described and
predicted by Rudolf Peierls [1] in the 1950’s and is therefore also know as a Peierls
instability or Peierls transition [58]. In the same way the native lattice periodicity is re-
sponsible for band gap generation as explained by the Drude-Sommerfeld model (see
figure 2.1), the new superimposed periodicity of the CDW also generates band gaps.
However, the CDW and the resultant band gap will only be favourable if in the process
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Figure 2.2: Panel (a) shows the position of the atoms in the lattice with a uniform electron den-
sity while panel (b) illustrates the formation of a charge density wave (CDW) where there is
a modulation of the electron density. The modulation in the electron density induces a slight
modulation in the position of the atoms also referred to as periodic lattice displacement (PLD).
The magnitude of the PLD is highly exaggerated in the sketch for clarity and the actual dis-
placement is only a few percent of the lattice constant. The two modulations together constitute
what is know as the CDW.
there is net loss in electronic energy. For there to be a lowering of total electron energy,
due to the band gap formation, the gap has to develop at the Fermi surface such that
the energy of the occupied states is lowered and the energy of unoccupied states is
raised (see figure 2.3). Since the gap occurs at the the Fermi surface, the wave vector of
the CDW that produces the gap has to be qCDW = 2kF (see figure 2.3).
Figure 2.3: The new periodicity of the the CDW (qCDW = 2kF), results in a gap formation
at k = ±kF. A lowering of the energy of the electrons below the gap causes the CDW to be
favourable and stable if the free electron energy is more than the elastic energy required to
modulate the lattice.
The question is now: why does a CDW not form in all metals? To modulate the lattice
requires energy, so the CDW will only be favourable and stable in a metal where the
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free electron energy due to the lowering of occupied states (see shaded areas in figure
2.3) is more than the elastic energy required to modulate the lattice in the first place.
The energy required to modulate the lattice is dependent on the lattice rigidity and is
therefore element specific. Peierls also added that CDW formation will be favourable
in one-dimensional metals (i.e. a metal which is only conductive along a single crystal
axis), where the Fermi-surface is represented by two parallel flat surfaces (see figure
2.4). Here, a CDW wavevector qCDW = 2kF will be able to overlap more of the Fermi
surface than in the two- and three-dimensional case and hence more overlapping of
electron wave functions at the surfaces. This will result in a higher degeneracy and
therefore a more efficient gap formation. This is referred to as good Fermi surface
nesting conditions. Lastly, at high temperatures the free electron energy that can be
potentially gained is reduced by thermal excitation of the electrons across the gap and
therefore the CDW state is also only stable below a certain phase transition tempera-
ture.
Figure 2.4: Comparison of Fermi surface nesting qualities in different dimensionalities. With
a wave vector qCDW = 2kF more of the Fermi surface can be overlapped in a one- or two-
dimensional system than for a three-dimensional system resulting in a more efficient gap for-
mation at reduced dimensionality. Therefore a reduced dimensionality is favourable for the
formation of a CDW
The structure of crystal lattices have been characterised and investigated by means of
electron, x-ray or neutron diffraction for decades now. Since the formation of the CDW
includes a slight modulation of the lattice atoms positions, the presence of a CDW is
also observable in a diffraction pattern. The periodicity of the CDW is larger than the
host lattice periodicity and so the CDW is seen as the appearance of diffraction peaks
with a smaller periodicity in the reciprocal domain of the diffraction pattern. Since
the amplitude of the superimposed CDW modulation is very weak, the periodicity is
much less defined than the host lattice periodicity and therefore the intensity of CDW
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diffraction peaks is also much fainter. This can be seen in figure 2.8 (d) where the faint
CDW peaks are visible between brighter host-lattice diffraction peaks. In this way,
CDW’s were observed for the first time in the 1970’s in several inorganic materials. The
most studied being transition-metal dichalcogenides, MX2 where M is typically one of
the transition metals: Vanadium, Niobium, Titanium or Tantalum and X is a chalco-
genide: Sulphur, Selenium or Tellurium [3]. More recently the formation of a CDW
has also been observed in organic compounds like (Cu(DCNQI)2) [59]. The common
property of all these materials is that they are all quasi one- or two-dimensional which
agrees with Peierls prediction that reduced dimensionality would aid the instability
that causes the formation of a CDW.
In thermal equilibrium, the CDW compounds TaSe2, TaS2 and NbSe2 were extensively
studied and characterised in the 1970’s [2, 3]. Recently time-resolved methods like
femtosecond optical pump- probe spectroscopy [60], femtosecond x-ray [10] and elec-
tron diffraction [20] as well as femtosecond ARPES [61] have given researchers the
ability to study some of these CDW materials in an out-of-equilibrium scenario. This
approach has allowed for a deeper understanding of the processes involved that gov-
ern the formation, destruction and stability of the observed CDW. Transition-metal
dichalcogenides in particular have become the preferred choice as a “toy-model” since
changing the metal or chalcogenide, the polytypes involved in the layers or even inter-
calating of other elements into the material can effect the phase transition temperature,
stability or primary principle behind the formation of the CDW [62].
2.3 The CDWmaterial 4Hb-TaSe2
Crystal Structure of 4Hb-TaSe2
The material investigated in this thesis, TaSe2, a quasi two-dimensional, layered, transition-
metal dichalcogenide. The crystal structure within a layer consists of hexagonally ar-
ranged Se-Ta-Se atom sandwiches which can form two polytypes namely: trigonal
prismatic, referred to as an H-layer, or octahedral, referred to as a T-layer (see figure
2.5).
There are strong covalent bonds between the tantalum and selenium atoms within a
layer while the individual layers are only weakly bonded to another by van der Waals
interaction. When the crystal consists of only T-layers it is known as 1T-TaSe2, and
2H-TaSe2 when there are only H-layers present. The numbers “1” and “2” indicate the
number of layers required to define a unit cell. The specific polytype investigated here
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Figure 2.5: The different stacking structure of the Trigonal Prismatic and the Octahedral poly-
type.
is 4Hb-TaSe2 which consists of alternating H- and T-layers (see figure 2.6) and belongs
to the space group P63/mmc with the hexagonal lattice parameters of a = b = 3.46 Å
and c = 25.18 Å [63].
Figure 2.6: Crystal Structure of 4Hb-TaSe2: The crystal is composed of alternating layers of
octahedral (T-layers) and trigonal-prismatic (H-layers) crystal structures. The hexagonal lattice
constants are a = b = 3.46 Å and c = 25.18 Å [63].
Phases and Phase Transitions of 4Hb-TaSe2
Several phases, metallic, incommensurate-CDW and commensurate-CDW can be ob-
served in 4Hb-TaSe2 depending on the temperature. Above 600 K the entire crystal is in
the metallic phase with no CDW present in either the T- or the H-layers. Reducing the
temperature below 600 K results in the formation of an incommensurate-CDW in only
the T-layers with a modulation wave vector of qTic = 0.265a
∗. This is similar in the pure
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Commensurate Phase Incommensurate Phase Metallic Phase
Temp. CDW Temp. CDW Temp.
T-layer < 410 K
qTc = 0.277a∗
410− 600 K qTic = 0.265a∗ > 600K
qTc∠a∗ = 13.9°
H-layer
not not
< 75 K
qHic =
1
3(1 + δ)a
∗
> 75K
known known δ = 0.04 at 10 K
Table 2.1: Summary of the different phases in the T- and H-layers and at which temperatures
the phases are present. The wave vectors for the relevant CDW’s are also given [64].
1T-TaSe2 (only T-layers present) except that the modulation wave vector in 1T-TaSe2
is qTic = 0.285a
∗. Reducing the temperature further to below 410 K results in the for-
mation of a commensurate-CDW, again only in the T-layers, where 13 Ta atoms cluster
with a periodicity of
√
13a×√13a (see figure 2.8 (c)) and therefore it has a modulation
wave vector qTc = 0.277a∗ with qTc∠a∗ = 13.9°. The displacement of the Ta atoms from
their unmodulated positions is only 0.2 Å [65] and hence the much fainter CDW peaks.
This commensurate-CDW is identical to the one in the pure 1T-TaSe2 except that tran-
sition temperature in 1T-TaSe2 is at 473 K. In both cases however the transition is of
first order which can be seen in the sudden resistivity change at the respective temper-
atures (see fig 2.7). At this temperature there is still no CDW present in the H-layers
but a slight structural modulation has been observed through neutron diffraction [64]
and suggested to be due to elastic coupling with the T-layers. Only once the tempera-
ture is reduced even further to below 75 K does an incommensurate CDW form in the
H-layers with a modulation wave vector of qHic =
1
3(1 + δ)a
∗. This is again similar to
the pure 2H-TaSe2 except that the transition temperature is at 122 K for 2H-TaSe2 and
the CDW becomes commensurate at 90 K (δ becomes 0) while in 4Hb-TaSe2 the CDW
persists in the incommensurate phase down to 10 K where δ is still 0.04 [66, 64]. The
incommensurate-CDW in the H-layers co-exists with the commensurate-CDW in the
T-layers. The phases for 4Hb-TaSe2 and the involved layers are summarised in table 2.1
[64] and the transitions can be seen in the resistivity changes shown in figure 2.7 [66].
Optically Induced Phase Transitions
Since the formation of a CDW includes a structural deformation of the lattice, a phase
transition to the metallic or to a different CDW phase with a different modulation will
entail atomic motion. Therefore a more in-depth understanding of their nature could
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Figure 2.7: Plotted are the resistivity measurements from Di Salvo et. al. [66] for three poly-
types of TaSe2: 1T, 4Hb and 2H. 1T-TaSe2 composed of only T-layers has a first-order phase tran-
sition at 473 K from an incommensurate- to commensurate-CDW where the resistivity changes
suddenly. 2H-TaSe2 composed of only H-layers has a non first-order, “knee” phase transition
from the metallic to the incommensurate-CDW phase at 122 K. 4Hb-TaSe2 with alternating lay-
ers of T- and H-layers has both a first-order phase transition in only the T-layers at 410 K and a
“knee” phase transition in only the H-layers at 75 K. Below 75K a commensurate-CDW in the
T-layers co-exists with a incommensurate-CDW in the H-layers.
be gained by studying the phase transition on the time-scale of atomic motion.
This time-scale can be estimated by calculating the period of an acoustic phonon in the
lattice. In other words, how fast will a lattice atom oscillate back and forth as the wave
moves across it. By considering a system of identical atoms in a one-dimensional chain
separated by a and elastically coupled to each other by a spring, the dispersion relation
between angular frequency ω and the wave vector k of the wave is given by [56]:
ω = ωm| sin ka2 |, (2.1)
with ωm the maximum frequency. From this the maximum frequency is achieved when
k = pia and from the definition of the wave-vector k =
2pi
λ the minimum wavelength of
an acoustic wave is therefore λmin = 2a. The velocity of a sound wave in a transition-
metal dichalcogenide, for instance TiSe2, has been measured to be in the order of vs =
2000 m/s [67]. With crystal constants for TiSe2 of a = b = 3.54 Å [68], the frequency of
the wave with the fastest oscillation is calculated to be: fs = vsλmin =
vs
2a ≈ 3 THz which
will have a oscillation period of roughly 400 fs. Therefore, in order to study the phase
transition in its out-of-equilibrium state an experimental method with sub-picosecond
resolution is required.
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Figure 2.8: Shown in (a) and (c) are the positions of the Ta atoms in the T-layer in the a-b
crystal plane for the metallic phase (T > 600 K) and the commensurate CDW phase (T < 410
K) respectively. In the metallic phase the Ta atoms are in their undistorted positions with a
hexagonal arrangement which result in a hexagonal diffraction pattern shown in (b). Below
410 K the commensurate CDW is formed and 13 Ta atoms cluster (displacement exaggerated
in the sketch) with a new periodicity of
√
13a × √13a. The larger periodicity manifests into
a smaller periodicity in the reciprocal space of the diffraction pattern, resulting in CDW peaks
appearing between the Bragg peaks in the diffraction pattern shown in (d) with a wave vector
q = 1√
13
a∗ = 0.277a∗ and q∠a∗ = 13.9°.
Femtosecond pump-probe experiments with electron or x-ray probe pulses are there-
fore perfect candidates since the phase transition can be induced by depositing energy
into the system optically with a femtosecond laser pulse and the structural evolution
of the phase transition monitored with sub-picosecond resolved diffraction patterns.
The phase transition can be optically induced because light couples directly to the
electronic system and the electrons couple to the lattice because of strong electron-
phonon coupling. In the chapter to follow the optically induced commensurate-to-
incommensurate phase transition in 4Hb-TaSe2 is investigated by means of optical-
pump and electron-probe experiments on the sub-picosecond timescale.
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3. Time-resolved Structural Studies of
4Hb-TaSe2
In this chapter, two methods are used to investigate the sub-picosecond structural evo-
lution of 4Hb-TaSe2 upon photo-excitation. More specifically, the structural changes
within the crystal lattice are monitored while optically driving the commensurate-to-
incommensurate (C-IC) charge density wave (CDW) phase transition in the T-layers
(see figure 2.6 and table 2.1). The first method, conventional scanning Femtosecond
Electron Diffraction (FED), is used as the main investigating tool while a new ap-
proach namely Femtosecond Streaked Electron Diffraction (FSED) is an attempt at sig-
nificantly increasing the signal-to-noise ratio of the transient signals for the same data
acquisition time.
3.1 Investigation of 4Hb-TaSe2 by means of Scanning
Femtosecond Electron Diffraction
Experimental Procedure
From bulk 4Hb-TaSe2 single crystals, 100 nm thin sheets with a diameter of ∼100 µm
were cut along the a-b crystal plane using an ultramicrotome as discussed in section
1.4. The cut samples were transferred to on TEM mesh as seen in figure 1.13.
The FED experiments were performed in a transmission geometry at room tempera-
ture with the sample being pumped nearly anti-parallel to the electron beam (see fig
1.1). Electron pulses with roughly 1000 e/pulse were generated to ensure a pulse du-
ration of < 500 fs at the sample position of 6 cm from the cathode. The current of
the magnetic lens was adjusted such that the electron beam was focused onto the MCP
which resulted in a weakly converging beam with a beam diameter (FWHM) of 200 µm
at the sample. A 1000 mm lens was utilised to focus the pump pulse (775 nm) to a spot
size of 1-2 mm onto the sample to ensure that all of the probed sample was pumped
homogeneously. The fraction of the pump light reflected of the laser window on the
vacuum chamber was directed onto a CMOS camera (Thorlabs DCC1545M, 1280 x
1024 pixels at 5.2 µm pixel size). The distance from the CMOS camera to the focusing
lens was set equal to the distance from the sample to the same lens. The FWHM-area
33
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of the pump beam at the sample could therefore be determined from the spatial profile
obtained from the CMOS camera and the fluence calculated as follow:
F =
P
A× f (3.1)
with P the average power and A the FWHM-area of the pump beam on the sample.
The repetition rate of the laser is f . The average power of the pump beam was mea-
sured and adjusted to perform measurements at the desired fluence.
A 100 µm TEM aperture was also superimposed and secured on top of the TEM mesh
where the best quality sample was located for three reasons. Firstly, the fringes of the
electron beam (FWHM = 200 µm) covers several surrounding “squares” of the TEM
mesh where the sample is located (see figure 1.13 (b)) and the aperture prevents any
diffraction signal generated from these adjacent crystallites. Adjacent crystals could
have a slightly different orientation to the main sample and produce unwanted “dou-
ble” Bragg spots which could interfere with data extraction (see figure 3.1). Secondly,
some of the remaining UV light that passes through the photo-cathode is prevented
from reaching the MCP. The MCP is also sensitive to UV light and this causes unnec-
essary noise. Lastly, the aperture is used to align the pump beam such that there is
spatial overlap of the electron and pump beam on the sample. Alignment is done with
an infra-red viewer, used to detect and optimise the pump light passing through the
aperture and therefore through the sample.
Once everything is aligned the experiment is commenced by running an in-house de-
veloped Labview program that executes as follow: A short, 5 seconds exposure image
of the diffraction pattern is taken and the position (centre-of-mass) of a selected Bragg
spot stored. The same is done for the position of the pump beam directed onto the
CMOS camera used to also determine the FWHM-area of the pump beam. A 60 sec-
ond exposure (60 000 shots) diffraction image is taken of the sample being pumped
and another image for unpumped. The time delay between the optical pump pulse
and the electron probe pulse is then adjusted by moving the delay stage. Again, a 5
seconds exposure image of the diffraction pattern is taken and the position of the se-
lected Bragg spot is compared with the previously stored position. The same is done
for the pump beam position and the positions are corrected, by means of piezo driven
mirrors located in the relevant arm, if required. The next pair of pump and unpumped
image can then be taken and the whole process repeated for the required time steps
to generate a transient signal. After pumped and unpumped images at all the delay
times are taken a “scan” is completed. Typically 6-10 scans are taken and averaged to
generate a transient signal as seen in figure 3.4. With 30-40 data points, each derived
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from a 60 seconds exposed pumped and unpumped image pair, a single scan takes
in the order of 1 hour if beam correction time is also considered. With several scans
required for good signal-to-noise ratio a single transient could take up to 10 hours to
obtain.
Another measurement done was fixing the pump-probe time delay to about 1 ps after
time-zero and measuring the suppression of the CDW signal as a function of pump
fluence. This delay roughly corresponds to the time where the minimum of the CDW
signal for all fluences was achieved (see figure 3.6 (b) and inset of figure 3.8).
Data Extraction Procedure
Figure 3.1: Panel (a) shows all the Bragg peaks initially detected by the circle detection algo-
rithm while panel (b) shows the selected Bragg peaks after the user has deselected peaks that
were partially obscured or containing strange intensity artefacts. In panel (c) the intensity-
averaged image of all the selected Bragg spots is shown. Here the central Bragg spot is sur-
rounded by six well defined CDW peaks. The position of the Bragg, CDW and background
masks are also shown, which are used to calculate the relative signal intensity. Note that the
Bragg peaks are not saturated as it appears but that the images are scaled to make the CDW
signals more visible.
A Labview program (see Appendix A) was written to extract the data from the diffrac-
tion images. A generic Labview circle detection function was firstly used to detect the
positions of the Bragg peaks in each image (see figure 3.1 (a)). The program then al-
lowed the user to deselect Bragg peaks together with the surrounding CDW peaks that
were either partially obscured by the beam block or partially off the detector (see figure
3.1 (a) peaks 0, 1, 2, 14 & 18). Bragg peaks that had any strange intensity artefacts in
close vicinity (see figure 3.1 (a) bottom left of peak 4) that could compromise the CDW
signal were also deselected which resulted in the final selected Bragg peaks shown
in figure 3.1 (b). All the selected Bragg peak images, indicated by the green squares,
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were extracted and intensity averaged. In all visible diffraction orders (see figure 2.8
for Miller indices), both CDW and Bragg peaks showed identical temporal evolution.
Thus, for the sake of increasing the signal-to-noise ratio, all available diffraction orders
were averaged over. Suitable masks for the Bragg, CDW and background signals were
chosen as seen in figure 3.1 (c).
The total pixel count within the Bragg and CDW masks was calculated and the appro-
priately scaled pixel count obtained from the background (bg) mask was subtracted
from each. This was done for a pair of “pumped” (p) and “unpumped” (u) diffraction
images (for a certain pump-probe delay) and the signal for the Bragg and CDW is then
separately calculated as follow:
∆I
I0
=
(Ip − Ibg)− (Iu − Ibg)
(Iu − Ibg) . (3.2)
Here a signal of zero indicates no change in intensity while a signal of -1 and 1 indicates
a full suppression or doubling of intensity respectively. This whole procedure can then
be repeated for each pair of “pumped” and “unpumped” diffraction images for all the
pump-probe delays and plotted as seen in figure 3.4.
Figure 3.2: Plotted is the pixel count along the dashed line indicated in figure 3.1 (c). The break
in the vertical axis of the graph highlights the bit-depth of the CCD detector since the small
CDW signals (∼200 counts) as well as the large Bragg signal (∼14 000 counts) can be resolved
in the same image without saturation of the detector occurring.
From the data-extracting image shown in figure 3.1 (c), the quality of the extracted data
can now be discussed in more detail. Plotted in figure 3.2 is the intensity profile along
the dotted line intersecting two of the CDW peaks and the central Bragg peak.
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Firstly, the break in the vertical axis of the graph highlights the bit-depth of the CCD
detector since the small CDW signals (∼200 counts) as well as the large Bragg signal
(∼14 000 counts) can be resolved in the same image without saturation of the detector
occurring. Actually only a quarter of the 16-bit bit-depth (216 = 65536) is utilised with
the exposure time of this image (60 seconds), electron beam current (1000 e/pulse) and
MCP voltage (4500 V i.e. maximum voltage). The low electron number is chosen to en-
sure< 500 fs electron pulses at the sample (see figure 1.8) and the shorter than optimal
exposure is chosen as a compromise to facilitate two other benefits. Short exposures
prevent the smearing of diffraction peaks due to possible beam drift occurring during
an image exposure. Beam-direction correcting procedure can take place between suc-
cessive images (see previous subsection). Shorter exposure times are also beneficial
since minimising the time spent collecting data for a single data point in the transient
decreases the time it takes to complete a transient “scan”. This minimises the risk
of getting a “scan” interrupted unexpectedly which could make previously collected
data redundant. In other words it is better to average over many quick, higher-noise
“scans” than to take one time-consuming, lower-noise “scan”.
Figure 3.3: Plotted in panel (a) is the sum of the pixel counts within the Bragg mask and the
Bragg background mask (see figure 3.1 (c)) for 35 consecutive unpumped diffraction images.
The experimental conditions were the same as during the pump-probe experiment i.e. 60 sec-
onds exposure, 1000 e/pulse and a MCP voltage of 4500 V. Panel (b) shows the equivalent plots
for the CDW mask and the CDW background mask. The standard deviation σ is also indicated
for each plot.
The other thing that can be learned from figure 3.2 is that with a background of around
2300 counts the CDW signal is about 200 counts whereas the Bragg is around 14 000
counts. This makes the CDW signal strength only ∼1.5 % of the Bragg signal. There-
fore the expected signal-to-noise will be much worse for the CDW signal. Plotted in
figure 3.3 (a) are the total pixel counts obtained from the Bragg and Bragg background
masks (after averaging over all available diffraction orders, see figure 3.1 (b)) for 35
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consecutive unpumped images. The experimental conditions were the same as during
the pump-probe experiment i.e. 60 seconds exposure, 1000 e/pulse and an MCP volt-
age of 4500 V. Panel (b) shows the equivalent data for the CDW and CDW background
mask. The standard deviation σ is also indicated for each plot.
Assuming that the standard deviation for the pumped images is identical to the un-
pumped images, the standard deviation for each variable in equation 3.2 is determined
and so also the standard deviation (error bars) for the data points of the transient sig-
nals. For the normalised change in the Bragg signal ∆II0 , the error is calculated to be
±0.015 and for the CDW signal ±0.13. For the transients shown in figure 3.4 the error
bars are shown. Since these transients are the result of averaging over 6 “scans” (i.e.
averaging over 6 images per data point) the error is ±0.015√
6
= ±0.006 for the Bragg
signal and ±0.13√
6
= ±0.05 for the CDW signal.
Results and Discussion
In figure 3.4 the transient signals of the Bragg and CDW diffraction peaks are shown
with the pump fluence high enough to fully suppress the CDW signal, 2.6 mJ/cm2
in this case. In the Bragg signal there is an initial rise of 4% of the signal within the
temporal resolution of the experiment (∼500 fs) and then it decays to just under the
original unpumped value on a slightly longer time-scale of around 1 ps. The CDW
signal decays down to zero intensity on a time-scale of around 1 ps and remains that
way for the visible future time of 3.5 ps. The decay of the CDW signal as well as the
initial rise of the Bragg signal indicates that during this time the crystal structure has
begun to revert back to its unmodulated state where the scattering efficiency into the
Bragg peaks would increase and the scattering efficiency into the CDW peaks lowered.
Once the Bragg signal has reached its maximum (see solid line) it starts to decay, the
CDW signal also decays further indicating that the lattice is not returning to its modu-
lated state but rather undergoing a change or motion that would lower the scattering
efficiency into both the CDW and the Bragg peak. For instance incoherent vibration of
the lattice.
From the behaviour of the two transients the following model is proposed that de-
scribes two processes simultaneously occurring at the onset of time zero: (1) photo-
excitation of the electrons and initial e-e scattering drastically modifies the electron
density distribution which in-turn smears out the inter-atomic potential related to the
CDW periodicity. This causes a coherent relaxation or “breathing” mode of the 13 Ta
atoms back to their original unclustered positions (i.e. non-thermal melting of the PLD,
see figure 2.8 (c) and (a)), which results in a rise in the Bragg signal and decay in the
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Figure 3.4: Plotted are the transient signals of (a) the Bragg and (b) the CDW diffraction signals
for a pump fluence high enough, 2.6 mJ/cm2 in this case, to fully supress the CDW peaks. Panel
(c) shows the change in intensity of the CDW diffraction peaks at the indicated pump-probe
delays.
CDW signal. (2) electron-phonon coupling causes the energy in the electronic system
to be transferred to the lattice and results in incoherent vibration of the lattice, in other
words the Debye-Waller effect. This incoherent vibration causes a decay in the Bragg
as well as in the CDW signal. This model can be fitted to the data by the sum of two ex-
ponential functions with two time constants namely τcoh (for the coherent “breathing”
motion) and τicoh (for the incoherent lattice vibration) such that:
∆I
I0
(t) = C1(1− e−t/τcoh) + C2(1− e−t/τicoh), (3.3)
with C1 < 0 and C2 < 0 for the CDW signal since both the coherent and incoherent
processes causes the decay of the CDW signal and C1 > 0 and C2 < 0 for the Bragg
signal since the coherent process causes a rise in the Bragg signal and the incoherent
process causes a decay in the Bragg signal (see also figure 3.5).
Several amplitude modes around 70 cm−1 (i.e. a period of ∼480 fs) have previously
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been reported in 4Hb-TaS2 [69]. In the proposed model, the Ta atoms are back at
their original unclustered positions at 14 period of the coherent “breathing” oscillation.
Therefore, in the fitting procedure τcoh was fixed to 4804 = 120 fs. The fitted function
was also convolved with a Gaussian function with a FWHM of 400 fs to include the
temporal response of the setup. With these in place the extracted time constant τicoh
was 550 fs. This is related to the electron-phonon coupling strength and with this short
time it is indicative to strong coupling. The extracted time constant was equal for both
the Bragg and CDW signals and the time constant also agrees with a previous FED
study on another transition-metal dichalcogenide, 1T-TaS2 [20].
Figure 3.5: Plotted are the two exponential functions modelling the coherent “breathing” mode
(dashed lines) and incoherent vibrations (crosses) of the lattice upon excitation. The coherent
amplitude mode pushes the lattice to its unmodulated state thereby increasing the Bragg inten-
sity and decreasing the CDW peak intensity. The incoherent vibrations (Debye-Waller effect)
cause a drop off in both the Bragg as well as in the CDW peak intensities. The final fitted func-
tion (solid lines) is the sum of the two exponential functions (see fits in figure 3.4). See also
Appendix A for Matlab code of fitting procedure.
Plotted in figure 3.6 is the same measurement as in the previously discussed transients
shown in figure 3.4 but now for different pumping fluences. The time constant ex-
tracted for τicoh for all fluences was the same (550 fs) but it is clear that there are two
pumping regimes: either a perturbation or a full suppression of the CDW signal is
achieved. In the perturbative regime with pump fluences of 1.7 mJ/cm2 (30% sup-
pression) and 2.3 mJ/cm2 (70 % suppression) the CDW is not completely destroyed
and there is evidence of a recovery process even on the short time-window displayed.
With a fluence of 2.6 mJ/cm2 the CDW signal is completely suppressed and no recov-
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Figure 3.6: Plotted are the transient signals of (a) the Bragg and (b) the CDW diffraction signals
for three different pump fluences: 1.7 mJ/cm2, 2.3 mJ/cm2 and 2.6 mJ/cm2. In the perturbative
regime with pump fluences of 1.7 mJ/cm2 (30% suppression) and 2.3 mJ/cm2 (70 % suppres-
sion) the CDW is not completely destroyed and there is evidence of a recovery process. With a
fluence of 2.6 mJ/cm2 the CDW signal is completely suppressed and no recovery is evident on
the displayed time-scale.
ery is evident on the displayed time-scale. To get a better idea of the recovery times,
a measurement at larger pump-probe delays was done and the results for the CDW
signals are shown in figure 3.7 for pumping fluences of 2.3 mJ/cm2 (perturbative) and
2.6 mJ/cm2 (full suppression).
The 150 ps recovery time for the perturbative regime is almost two orders of magni-
tude slower than the 4 ps observed for 1T-TaS2 in a previous femtosecond electron
diffraction study [20]. A suggested explanation for the longer recovery time in 4Hb-
TaSe2 vs. 1T-TaS2 is the following: In 4Hb-TaSe2 there are alternating T- and H-layers
(see figure 2.6) with only a CDW present in the T-layers at room temperature. 1T-TaS2,
which is only comprised of T-layers, has a CDW present in all its layers. We propose
that in 4Hb-TaSe2 the non-CDW carrying H-layers act as shielding layers, hindering
any coupling between the CDW carrying T-layers. This could result in a less stable
CDW formation and hence the longer recovery time required. Our proposed model
therefore suggests that a single isolated layer would not easily host a CDW. However,
this suggestion would contradict the idea that lower dimensionality favours CDW for-
mation (see section 2.2) since a single isolated layer would be lower dimensional than
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Figure 3.7: Plotted are the transient signals of the CDW diffraction signals for the two higher
fluences seen in figure 3.6 but for longer pump-probe delay times. In the perturbative regime
with a pump fluence of 2.3 mJ/cm2 (70% suppression) the recovery time is in the order of 150
ps. With a fluence of 2.6 mJ/cm2, where the CDW signal is completely suppressed, the recovery
time is in the order of several nanoseconds.
several coupled layers. Recently in other studies, the classical picture of lower dimen-
sionality favouring CDW has been challenged [70] since the nesting condition derived
from the topology of the Fermi surface and the observed CDW modulation vectors are
not generally equal. Our results could support this new notion.
The much longer several nanoseconds required for the recovery of the fully suppressed
CDW is accredited to completely destroying the commensurate CDW and possibly
driving the lattice into the incommensurate CDW phase. Therefore the commensurate
CDW has to either reform from thermal noise with no modulation in the crystal lattice
still present (an unordered state) or a modulation with a different geometry present (an
ordered state but with a different geometry). This is different to the partially destroyed
CDW in the perturbative pumping regime where the commensurate CDW can reform
and recover from a still-present modulation with the same geometry.
The final measurement done was measuring the degree of CDW suppression as a func-
tion of pumping fluence. Plotted in figure 3.8 is the normalised change intensity ∆II0 of
the CDW signal at its minimum (i.e ∼ 1 ps after t0) as a function of pumping fluence.
Although this is a profoundly non-equilibrium state, the lattice is at its maximum tem-
perature at ∼1 ps since the electron-phonon coupling time of 550 fs means that the
energy has been transferred to the lattice already. When the sample is pumped a cer-
tain amount of energy is deposited and this results in a temperature increase within the
sample. This temperature increase is dependent on the absorbed energy. The absorbed
Stellenbosch University http://scholar.sun.ac.za
CHAPTER 3: TIME-RESOLVED STRUCTURAL STUDIES OF 4HB-TASE2 43
Figure 3.8: Plotted is the degree of suppression of the CDW signal as a function of the pump
fluence roughly 1 ps after time zero (i.e. when the minimum at all fluences is achieved). A value
of zero indicates no change in diffraction signal while a value of -1 means full suppression of the
signal (see equation 3.2). The inset illustrates three examples of which data points were used.
Here it is clear a fluence of ∼2.5 mJ/cm2 is sufficient to fully suppress the CDW diffraction
signal.
energy per unit volume at a certain fluence is given by:
Ea = F× T(1− e
−d/α)
d
, (3.4)
with T = (1−R) the transmittance of the sample, α the absorption coefficient and d the
thickness of the sample. Note that this is the average absorbed energy per unit volume
and that the absorbed energy is only homogeneous throughout the whole sample if
d < 1α , which is the case for this experiment with d = 100 nm and α = 110 nm
−1 at a
wavelength of 775 nm [71]. For a fluence of 2.5 mJ/cm2 corresponding to the threshold
fluence for full suppression of the CDW signal (see figure 3.8), a sample thickness of
100 nm and a reflectivity of R = 0.23 [71] the absorbed energy per unit volume is
calculated to be Ea = 115 J/cm3. The temperature increase is then calculated as follow:
∆T =
Ea ×Vn
C
, (3.5)
with C the heat capacity and Vn = Vuc × NA the molar volume. Vuc = a2c sin(60◦)
is the unit cell volume of a hexagonal crystal and NA Avogadro’s constant. The heat
capacity of 4Hb-TaSe2 is C = 171.3 J/mole.K at 300 K [72] and the molar volume of
4Hb-TaSe2 is Vn = 157 cm3/mole. With a fluence of 2.5 mJ/cm2 (Ea = 115 J/cm3) the
temperature increase is then ∆T = 106 K. Considering the starting room temperature
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of 300 K, the final temperature is 406 K which matches nicely with the phase transition
temperature of 410 K (see fig 2.7 and table 2.1).
The above calculation can be done for all fluences used in figure 3.8 and the x-axis
converted to temperature. The intensity of the CDW peaks is related to the square
of the CDW modulation amplitude (i.e. by how much the Ta atoms are displaced
from their unmodulated positions) such that I ∝ (qcdw ·A)2 with qcdw the CDW wave
vector and A the atomic displacement. The y-axis can therefore be converted to the
normalised CDW amplitude. The result of these conversions is plotted in figure 3.9
(a). Included is the resistivity also as a function of temperature (measurements from
Di Salvo et. al. [66], see also figure 2.7). Plotted in panel (b) is the theoretical behaviour
of the energy gap as well as the resistivity as a function of temperature for a typical
superconductor [58]. Since the amplitude of the CDW modulation is directly related to
the band gap size in a CDW material (see section 2.2 and figure 2.3), comparison can
now be drawn between the plots in the two panels.
Firstly, as in the superconductor, when approaching Tc from a higher temperature there
is a sudden change in the resistivity of the CDW material at Tc when the gap starts ap-
pearing. In the CDW material the gap forms at the Fermi-surface (see figure 2.3) so
it becomes electrically insulating and the resistivity increases while in the supercon-
ductor the gap causes the formation of electron Cooper-pairs which are free to flow
without resistance and the resistance becomes zero.
Figure 3.9: Plotted in panel (a) is the normalised CDW amplitude and the resistivity as a func-
tion of temperature of 4Hb-TaSe2 (resistivity from Di Salvo et. al. [66], see also figure 2.7). Panel
(b) shows the theoretical behaviour of the energy gap and resistivity of a superconductor as a
function of temperature, Tc is the critical temperature where super-conductance occurs.
Secondly, the size of the gap in the superconductor and the amplitude of the lattice
modulation (i.e. size of the energy gap) in the CDW material have remarkable similar
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trends. The gap size ∆ in a superconductor is described by BCS (Bardeen-Cooper-
Schrieffer) theory and given by [73]:
∆
∆0
(T) = tanh
[
1.74
√
Tc
T
− 1
]
, (3.6)
with ∆∆0 the normalised energy gap and Tc the superconducting phase transition tem-
perature and also the only free parameter. In figure 3.10 the CDW amplitude as a
function of temperature (same data as panel (a) of figure 3.9) is plotted with the BCS
prediction given by equation 3.6 with Tc set to the C-IC CDW phase transition tem-
perature of 410 K. There is a very good agreement between the measurement and the
BCS theory. Two things can be learned from this: (1) The calculation of mapping the
fluence deposited into the sample to a temperature increase of the sample is correct. (2)
The formation of the energy gap associated with the CDW modulation can possibly be
described by the same theory that is used to describe the energy gap formation of su-
perconductors. Since both are highly correlated material with strong electron-phonon
coupling this might not be so surprising.
Figure 3.10: Plotted is the CDW amplitude as a function of temperature and the prediction
from BCS theory (see equation 3.6) with Tc set to the C-IC CDW phase transition temperature
of 410 K in 4Hb-TaSe2.
Closing remarks
For the experiment it is believed that the C-to-IC CDW phase transition is acheived
but nowhere in the data is there evidence of the formation of the IC phase. From the
values in table 2.1, the appearance of the IC-CDW peaks between and in-line with the
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Bragg peaks is expected. These peaks are not visible in any of the collected diffraction
patterns. There are two possible reasons: (1) the pump pulse was intense enough to
directly drive the sample into the metallic phase or (2) the IC-CDW amplitude is too
small for diffraction peaks to be generated with the current experimental setup. Reason
one can be excluded since the IC-CDW signature would therefore have been visible at
the lower fluence measurements, which was not the case. More recent measurements
with our setup on a simaillar but different CDW material, 1T-TaS2, have shown the
formation of the IC-CDW but the intensity of IC-CDW peaks were however much
lower. This would make reason two the probable explanation.
Using the conventional scanning Femtosecond Electron Diffraction technique, extremely
good quality data was collected of the structural evolution in 4Hb-TaSe2 during the C-
to-IC CDW phase transition. The quality of the data and complexity of the sample
under investigation is on par with the top current research outputs in the field of FED
and an abundance of information about the atomic mechanisms involved with CDW
formation could be extracted, analysed and discussed. Even so, there are some further
experiments that could be pursued:
The result of the much longer, 150 ps, recovery time of the CDW signal in 4Hb-TaSe2
compared to 4 ps in 1T-TaS2 which comprises of only T-layers is contributed to the
shielding effect of the non-CDW (at room temperature) carrying H-layers present in
4Hb-TaSe2. This decoupling of the CDW carrying T-layers results in a less stable CDW
and hence the longer recovery time. What could be interesting is to conduct similar
experiments on a polytype with even more shielding layers between the CDW carrying
T-layers and see if the recovery time is even longer and therefore conclude that the
CDW becomes even less stable. This would even further support recent studies [70]
that challenge the classical picture of lower dimensionality favouring CDW formation.
Another interesting experiment would be to cool the sample to below 75 K such that
there is a CDW present in both the T-layers and the H-layers (see table 2.1). The two
CDW have different geometries and therefore spatially separated diffraction peaks and
could be monitored individually. Pumping with a fluence that completely suppresses
the H-layer CDW but not the T-layer CDW and monitoring their dependence on one
another will be interesting.
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3.2 Investigation of 4Hb-TaSe2 by means of Femtosecond
Streaked Electron Diffraction
Motivation and Introduction
As already extensively discussed in Chapter 1, one of the major hurdles in conven-
tional femtosecond electron diffraction at non-relativistic energies is maintaining sub-
picosecond temporal resolution when increasing the electron number to above 103
e/pulse. Due to Coulomb repulsion within the laterally and longitudinally confined
bunch, highly charged bunches dramatically broaden in pulse duration as they prop-
agate (see figure 1.8). Since the temporal resolution in conventional scanning electron
diffraction is limited by the convolution of the optical pump-pulse and the electron
probe-pulse, the envisaged sub-picosecond resolution is lost. The simple and obvious
approach to maintain good temporal resolution is is to keep the experimental setup as
compact as possible and the electron number per bunch around 1000. This approach,
as demonstrated in section 3.1, has successfully been applied to investigate for exam-
ple ultrafast non-thermal melting processes and heating of metals, as well as charge
density wave dynamics in transition metal dichalcogenides [19, 74, 75, 48, 20, 22]
An exciting recent development and trend to overcome the problem of Coulomb ex-
plosion but preserve large electron numbers involves re-compressing the broadened
electron pulse using high-Q, radio-frequency, cavity or photo-triggered, open-cavity
compressors [25, 26, 27, 76]. Reflectron compressors with static electric fields have
also been proposed [23] but never realised due to their limited flexibility. Compres-
sors have been reported to produce electron pulses of less than 100 fs containing 106
electrons [26] and have been successfully implemented in an actual pump-probe ex-
periment [51]. While pilot experiments for high quality RF and photo-triggered open
cavity compressors have proven the promising concepts, routine application will be
implemented in the near future. However, a particular concern with conventional RF
compressors is the synchronization of the laser generated electron pulse with the elec-
tronic RF signal which can lead to timing jitter of around 400 fs [26, 76] currently lim-
iting the achievable temporal resolution.
In this section of the thesis an alternative solution to achieving sub-picosecond reso-
lution is proposed and demonstrated. The technique aims to utilise the temporally
Coulomb-broadened electron pulse to its advantage. As in the conventional pump-
probe set up a 150 fs laser pump pulse is still used, but instead of an ∼400 fs electron
probe pulse, a several picosecond long electron pulse is implemented to probe the sam-
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ple. In this method different temporal components of the electron pulse are diffracted
off the sample at different times before and after photo-excitation (see figure 3.11).
Figure 3.11: Principle of streaked diffraction: t0 is chosen such that section x of the long electron
pulse passes through unpumped sample while section y of the pulse observes the sample after
it has been pumped. Different temporal components, ∆τ, of the electron pulse probe the sample
at different times after photo-excitation.
The different temporal components of the diffracted signal are then spatially separated
on the detector screen by means of an in-house developed photo-triggered streak cam-
era (see figure 3.12 and section 1.3 for more details on the streak camera design and
specifications). The resultant streaked diffraction pattern can be seen in figure 3.14 (b).
The transient signal can then be obtained by taking an intensity profile of the streaked
diffracted pulse.
Figure 3.12: Principle of streaked diffraction continued: A highly charged electron pulse is
allowed to Coulomb expand to ∼6 ps, diffracted off the sample and then passed between the
streaking plates. The streak-camera spatially separates different temporal components of the
pulse on the detector screen by streaking each diffracted pulse.
The advantages of the streaked electron diffraction technique over conventional scan-
ning electron diffraction include the following: (a) the entire temporal evolution of the
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sample is contained in a single shot which means there is no need for a delay stage as in
conventional pump-probe experiments. Fewer moving components allows for easier
maintenance of pump-probe overlap as well as simplifying automated implementation
of the experiment, (b) because of the parallel capturing of temporal information, as op-
posed to the serial data acquisition in conventional scanning electron diffraction, there
is the potential for a significant increase in signal-to-noise ratio per data acquisition
time, (c) because the entire temporal evolution of the sample is contained in a single
shot and there is the potential for improved signal-to-noise there is the feasibility to
perform a true single-shot-experiment on a sample that can only be pumped once and
finally, (d) the experimental temporal resolution is not determined and limited by the
electron pulse duration as in conventional scanning electron diffraction but rather on
the streak camera’s response, which with a photo-triggered streak camera design like
ours can be around 150 fs [18], and thus there is scope for higher temporal resolution
with this technique.
Disadvantages of the technique are that (a) the time-window of the observed transient
can be relatively small (2-5 ps). This is limited by the length of the streaks allowed
before overlapping of adjacent streaks occurs (discussed in more detail and quantified
later). This problem can however be remedied by including a delay stage, shifting
the observed time-window and stitching the data together. (b) The sensitivity for very
small signals might be lower since the signal is now being spatially spread out of over
detector but this again is not such a big issue since the electron number can be increased
without sacrificing temporal resolution.
The technique of streaking the electron pulse to spatially separate different temporal
components was already proposed in the 1980’s [77]. Recently it was implemented
with sub-picosecond resolution in time-resolved electron diffraction with relativistic
electrons using an electronically synchronized high-Q, RF-cavity based streak camera
[29, 78]. Since the technology used is the same as in the RF-cavity based compres-
sor techniques, the resolution is again limited by electronic synchronisation jitter. The
cited article however claims that recent progress on synchronisation of an optical laser
pulse with an electronic RF signal can limit this jitter to less than 50 fs. In the reported
experiment [78] they were also limited by the size of the detector and therefore had
to reduce the streaking field to limit the streak lengths so that the streaks would fit on
the detector. With the reduced streaking field they only managed a calculated streak
camera resolution of 400 fs. Nevertheless, by generating a 16 ps electron pulse by
means of a very closely spaced train of short UV pulses they were able to investigate
the structural changes within a gold film upon ultrafast heating with a laser pulse. The
transients plotted [78] however, only show dynamics on the 5-10 ps time-scale so the
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expected 400 fs resolution was not really proven.
In order to demonstrate the successful implementation of the streaked electron diffrac-
tion technique with our optically-triggered streak camera the time-resolved, photo-
induced dynamics in the charge density wave compound 4Hb-TaSe2 is investigated.
Because the streak camera relies on optical rather than electronic synchronization the
jitter between the streaking field and the electron pulse arrival is below 100 fs [18].
This allows for performing the experiment in accumulation mode without losing tem-
poral resolution. The dynamics observed in 4Hb-TaSe2 are also in the sub-picosecond
regime (see figure 3.4) so sub-picosecond resolution can be proven .The results from the
streaking experiment are also compared to the results from the conventional electron
diffraction technique shown in section 3.1.
Experimental Procedure
Figure 3.13: Overview of streaked diffraction setup: similar to the conventional pump-probe
setup (see figure 1.1) but now two pump beams are implemented, one (red) to trigger the
photo-switch of the streak camera and the other (pink) to pump the sample. The delay stage
in each arm is only required to find the correct timing for all the pulses and then the delays are
fixed during data collection.
The streaked electron diffraction setup is a slight modification of our existing conven-
tional femtosecond electron diffraction setup discussed in detail in section 1.2. The
amendments include: (a) one of our photo-triggered streak cameras (see figure 1.6) is
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placed in the electron beam path after being diffracted by the sample and (b) an extra
pump arm is included to trigger the streak camera (see figure 3.13). The sample and
streak camera are placed 90 mm beyond the magnetic lens (see figure 3.12) to allow the
electron pulse containing ∼20000 electrons to Coulomb-expand to ∼6 ps.
The 100 nm thick 4Hb-TaSe2 sample is mounted directly on the streak camera’s 100
µm entrance aperture located 2 mm in front of the streaking plates which have a slight
increase in separation to 600 µm, allowing several diffraction orders to be streaked
without being clipped on the plates. The distance between the streak camera and MCP
detector is 300 mm. The streak plates were charged to 700 V and the trigger laser pulse
is timed such that the temporal center of the electron pulse passes the streak camera
at the E = 0 position (zero deflection) of the first oscillation so that streaking occurs
during the most linear section of the oscillation (see figure 1.7).
Finally, the other pump beam is used to excite the 4Hb-TaSe2 sample. The pump flu-
ence was adjusted to 4 mJ/cm2 to ensure full suppression of the CDW signal (see figure
3.8) and therefore maximised the signal to be observed. The pump pulse incidents on
the sample between the streak plates counter propagating to the electron pulse. The de-
lay stage timing is adjusted so that the pump pulse arrives at the sample after roughly
a fifth of the electron pulse has been transmitted (see figure 3.11).
All three laser pulses, UV for photo-cathode, trigger for streak camera and pump for
sample, are split from one master pulse and delayed with respect to each other by
mechanical translation stages (see figure 3.13). Their temporal correlation and low-
jitter of the streaking device enables in optimum temporal resolution of the entire setup
of 150 fs.
Data Extraction Procedure
Shown in figure 3.14 (b) is the streaking effect on the diffraction pattern once the streak-
ing voltage is switched on. The same Labview program that was used before for the
conventional scanning electron diffraction was used to average over all available Bragg
streaks to gain in signal-to-noise ratio. The resultant averaged image is shown in figure
3.15 (a). Here the bright Bragg streak can be seen in the center with the six surrounding
CDW streaks not really visible due to their much lower intensity. With an adjusted in-
tensity scaling of the 16-bit image, one of the six CDW streaks is displayed in panel (b)
with the pump beam blocked. Once the pump beam is opened, t0 (indicated in panel
(c)) is clearly visible where the CDW streak abruptly stops indicating that the CDW
modulation in the crystal is completely suppressed. Panel (d) shows the resultant im-
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age after subtracting the pumped (panel (c)) and unpumped (panel (b)) streak images
from each other. The dark region emphasises the complete disappearance of the CDW
streak after t0 .
Figure 3.14: (a) Diffraction pattern of 4Hb-TaSe2 with streak camera voltage switched off and
(b) with voltage switched on.
To extract the transients from the detected Bragg and CDW streaks the following was
done: the intensity profile in the vertical direction of the dotted rectangular boxes was
analysed for pumped (Ip) and unpumped (Iup) images. The transient signals plotted
in figure 3.16 are the normalised changes in scattering intensity given by equation 3.2
where as before a signal of zero indicates no change in intensity while a signal of -
1 and 1 indicates a full suppression or doubling of intensity respectively. The data
is also fitted with the same model explained in section 3.1 to extract time constants
that can be compared with the time constants extracted in the conventional scanning
experiment.
Theoretical Considerations and Performance
Three important parameters that will determine if streaked electron diffraction is able
to compete with conventional femtosecond electron diffraction are: (1) the achiev-
able temporal resolution, (2) the observable time-window per measurement and (3)
the signal-to-noise ratio of the measurement.
(1) In conventional femtosecond electron diffraction the temporal resolution is deter-
mined by the convolution of the optical pump pulse and the electron probe pulse, this
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Figure 3.15: Shown in panel (a) is the result of averaging over all possible streaks shown in
figure 3.12, the much fainter CDW streaks are not visible due to the intensity scaling of the
16-bit image. With an adjusted intensity scaling one of the six CDW streaks is displayed in
panel (b) with panel (c) indicating the CDW streak with the pump beam on, t0 is clearly visible.
Panel (d) shows the pumped and unpumped images subtracted form each other, with the dark
region emphasising a full suppression of the CDW signal after t0.
is typically at best in the order of 500 fs. In streaked electron diffraction however, the
resolution is determined by the optical pump pulse, the streak camera’s resolution and
the temporal jitter between the streaking field and the electron pulse arrival. The opti-
cal pump pulse will typically be in the order of 200 fs or less while the jitter of the streak
camera is below 100 fs as the photo-triggered streak camera relies on optical rather than
electronic synchronization [18]. The resolution of the streak camera is the ratio of the
unstreaked beam’s angular spread φ and the angular streak velocity ωs as given by
equation 1.2. The streak velocity is mainly dependent on the applied voltage and plate
separation and can be directly determined through measuring the beam deflection vs.
arrival time of the photo-switch trigger pulse (see section 1.3 for more details on how
the angular streak velocity is determined). The angular streak velocity, with the ex-
perimental parameters as discussed previously, was measured to be 2.1 mrad/ps. The
angular beam spread of both, the unstreaked Bragg and CDW diffraction spots (see
figure 3.14 (a)) was measured to be 1.3 mrad. Given the above experimental conditions
the expected resolution of the streak camera can be determined using equation 1.2 and
was calculated to be 620 fs. Including the optical pump-pulse duration (150 fs) and the
jitter (<100 fs), the overall temporal resolution of the experiment is expected to be 650
fs.
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(2) The observable time-window of the transient is determined by the length of the
incoming electron pulse, but this can not arbitrarily be made as long as desired. Since
the technique is based on spatially separating different temporal components of the
probe pulse on the detector the signal will be compromised if the streaks of the two
adjacent diffraction spots had to overlap on the detector. The streak lengths therefore
have to be limited such that no overlapping occurs (see figure 3.14 (b)). The lengths
of the streaks on the detector are determined by the streaking angle, θstreak while the
separation of the diffraction spots is determined by the diffracting angle, θdi f f . To
avoid overlapping of streaks, θstreak < θdi f f . This condition can of course be relaxed if
the rotation of the sample is such that the diffracting angle is not in the same plane as
the streaking angle as is the case in figure 3.14 (b).
By evaluating the momentum difference, imposed by the streak camera, between the
front-most and rear-most electron in the pulse it can be shown that streaking angle is
given by [36]:
θstreak =
φ
∆τs
∆t, (3.7)
with φ the angular beam spread, ∆t the electron pulse length and ∆τs the streak cam-
era’s response. Here the temporal resolution, ∆τs is fixed by choosing the appropriate
streak velocity in order to resolve the signal to be observed. The beam spread is also
constant, so the only variable available to limit the streaking angle is the electron pulse
duration i.e. the time-window.
The final value required to determine the maximum allowed time-window is the diffract-
ing angle, θdi f f . This can be approximated using Bragg’s law, 2d sin θn = nλ, with
n = 1. Imposing the limit that θstreak ≤ θdi f f and substituting into equation 3.7 the
maximum time-window is given by:
∆t =
θdi f f
φ
∆τs. (3.8)
Therefore a maximum time-window of between 4 and 17 ps can be expected with a
beam divergence of 0.5 mrad and an electron energy of 30 keV if a sample with a
crystal constant of between 10 and 2 Å is investigated and a resolution of 500 fs is
required.
Equation (3.8) can now be used to verify that the choice of 6 ps for the electron pulse
falls within the limit of the maximum allowed time-window to avoid the overlapping
of streaks. With an atomic spacing, d = 3.445 Å for 4Hb-TaSe2 and the de Broglie
wavelength for the 30 keV electron source being λ = 0.07 Å, we can calculate the
diffraction angle, θdi f f to be 10.3 mrad. The maximum allowed time-window is then
calculated to be 5 ps which is below but in the order of the chosen 6 ps.
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(3) The final parameter to make the streaked diffraction technique favourable over
conventional electron diffraction is the signal-to-noise ratio. As previously shown (see
figure 1.8), for conventional scanning electron diffraction an electron number in the
order 1000 e/pulse is required to assure pulse durations of under 500 fs at the sample.
For streaked electron diffraction to have the same signal-to-noise per unit time the
same number of electrons through the sample are required per unit time i.e. ∼1000
electrons per 500 fs. The streaking velocity also has to be such that these 1000 electrons
fall on the same size area on the detector as the 1000 electrons in the unstreaked beam of
the conventional experiment. In other words, the streak camera resolution should also
be 500 fs such that for example a 500 fs pulse will have no significant streak length but
just be a spot on the detector. If these parameters are ensured the signal-to-noise ratio
per unit time in the transient will be the same for a single image. However, here comes
the power of the streaking technique: because of the parallel data collecting regime
the whole transient is collected in a single image as oppose to just one time-step in the
conventional scanning method. In order to obtain a transient for the scanning method
several images have to be taken (at least one pair of images per data point). For all
the images taken in scanning method the same number of images can be taken for the
streaking method (i.e. the same data collecting time) but in the streaking method each
image contributes to reducing the signal-to-noise ratio of every point in the transient.
This is more easily explained by referring to the measurements displayed in figure 3.17
(a) and (c), where the data points indicated with circles is for the streaked experiment
and the triangles for the conventional scanning experiment. The data collecting times
for both the streaked and the scanning experiments were equal (60 min). The electron
number for the scanning experiment was 1500 electrons per pulse with a temporal
duration of 500 fs at the sample. For the streaked experiment the electron number was
∼20 000 electrons per pulse with a pulse duration of 6 ps (i.e. ∼1700 electrons per
500 fs, almost the same as the scanning method) and an appropriate streak velocity
to provide for a temporal resolution of 620 fs (i.e such that the 1700 electrons were
“not” streaked). With these pulse parameters the number of electrons per time unit
in all transients is therefore equal. For the data analysis of the Bragg transients the
same number of peaks was averaged for both methods, which now allows for the
comparison of the signal-to-noise ratios. Since in the 60 min data collecting time, 30
pumped and 30 unpumped images could be taken (each pair giving one data point
in the scanning method) the signal-to-noise of the streaked experiment is expected to
be
√
30 ≈ 5.5 times better. At first glance this is indeed the case when comparing the
transient Bragg signals in figure 3.17 (a) (the exact numbers are calculated in the next
section). The improved signal-to-noise ratio for the CDW transients is not as evident,
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because for the streaked experiment only one out of the six satellites could be analysed
compared to all six well separated CDW peaks in the scanning experiment. Therefore
the signal-to-noise ratio for the streaked CDW transient is expected to be only
√
30/6 ≈
2.2 better. Comparing the transients in figure 3.17 (c) it does seem that this is the case.
Results and Discussion
Figure 3.16: Plotted are the transient streak profiles of the Bragg (a) and the CDW (c) signals.
The extracted time constant for τicoh from the fits (see section 3.1 and equation 3.3) is 550 fs
for both the Bragg and CDW signals. This value agrees with the 550 fs obtained for the con-
ventional scanning experiment. Insets (b) and (d) show the pumped and unpumped images
intensity-scaled for easier identification of the Bragg and CDW signals respectively. With only
a few percent change in the Bragg signal it is not possible to see any changes in the images but
the sudden drop at t0 of the CDW signal is clearly visible in panel (d).
Plotted in figure 3.16 are the transient streak profiles of the Bragg (a) and the CDW (c)
signals. As in the conventional scanning experiment, an initial rise of a few percent
then decay to below its original value is seen in the Bragg signal. The CDW signal
decays to -1 (i.e. zero intensity) within 1-2 ps and remains that way for the displayed
future time. The model that explains these trends in both the Bragg and CDW signal is
discussed extensively in section 3.1. The fitted curves are from this model (see equation
3.3) and, after fixing τcoh = 120 fs as before and deconvolving with a Gaussian function
with a FWHM = 660 fs to account for the overall temporal resolution of the setup, a
time constant for the incoherent electron-phonon relaxation processes τicoh = 550 fs
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for both the Bragg and CDW transients was extracted. This value agrees with the 550
fs obtained for the conventional scanning experiment.
Figure 3.17: Plotted are the obtained transient signals of the Bragg and CDW peaks from the
streaked experiment (green circles) and from the conventional scanning experiment (blue tri-
angles). In panel (a) and (c) the data collecting time for both methods is equal (1 hour) and
in panel (b) and (d) the data collecting time for the scanning experiment is 9 times longer (1
hour vs. 9 hours). With the same data collecting time there is a significant improvement in
signal-to-noise ratio for the streaked experiment (see argument (3) in previous subsection)
In figure 3.17 the results from the streaked experiment are now more closely compared
with the results from the scanning experiment. Included in the plots, are transients
from the conventional scanning experiment for a pump fluence of 2.6 mJ/cm2 (similar
to the red curves in figure 3.6 but now averaging over only one “scan” as opposed to
averaging over six “scans” previously). In panel (a) and (c) the data collecting time for
both methods is equal and in panel (b) and (d) the data collecting time for the scanning
experiment is 9 times longer than that of the streaking method.
The transients from the two techniques are similar, especially for the CDW signal
where they are almost exactly the same. For the Bragg signal, at time-zero, a rise of
only about 2% is observed instead of the 4% observed with the conventional femtosec-
ond electron diffraction technique while the drop of 6% in the Bragg signal at 2-3 ps,
due to the incoherent electron-phonon relaxation processes (Debye-Waller effect), is
significantly more than the 1% drop observed previously. The more pronounced drop
is probably due to the higher pumping fluence of 4 mJ/cm2 vs. 2.6 mJ/cm2 where
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more energy is dumped into the electronic system and then transferred to the lattice
through electron-phonon coupling.
As discussed before in point (3) of the previous subsection, the signal-to-noise ratio
of the Bragg signal in the streaked diffraction vs. scanning experiment can now be
compared. Plotted in figure 3.18 (a) and (b) are the Bragg signals for the scanning and
streaking methods, respectively (the same data as in figure 3.17 (a)). This is the data
from the same data collecting time and the signal-to-noise for the streaking method is
expected to be 5.5 time better (see previous subsection - point (3)). Included in the plots
are the fitted curves of the scanning measurement in figure 3.4 and streaking measure-
ment in figure 3.16. Subtracting the data from the fitted curves gives the deviation
from the fit and the standard deviation σ for each method is also indicated (see panel
(c) and (d)). The improvement in signal-to-noise is then
σscanning
σstreaking
= 0.01130.0023 = 4.9 which
agrees well with the predicted value. Only after acquiring data for 9 hours does the
signal-to-noise of the scanning experiment become comparable to the 1 hour collected
streaked data (see figure 3.17 (b)).
Figure 3.18: Plotted in figure are the Bragg signals for the scanning (a) and streaking (b) meth-
ods, respectively (the same data as in figure 3.17 (a)). Include in the plots are the fitted curves
(solid black lines). Subtracting the data from the fitted curves (see panel (c) and (d)) gives the
deviation from the fit and the standard deviation σ for each method is also indicated.
One more point of discussion is the appearance of an extra spot above all the streaks
(see figures 3.14 (b) and 3.15 (a)). This is probably due to a double reflection of the
electron generating UV pulse from the photo-cathode’s front and back surface. This is
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motivated by the following: (a) The number electrons generated form this extra pulse
would be a small fraction of the main electron pulse. Very few electrons would result
in very little Coulomb explosion and hence a short (< 500 fs) electron pulse at the
streak camera. With the resolution of the streak camera of 620 fs the extra spot above
the main streak will have no streak length, which is the case. (b) The photo-cathode
is 1 mm thick which means the extra UV pulse will be delayed by 2× 3.3 = 6.6 ps,
which in turn has two consequences. The generated electron pulse will have a delayed
arrival time at the streak camera of 6.6 ps. If the streak in figure 3.15 (a) is 6 ps long
then the delay between the center of the main electron pulse and the extra electron
pulse is in the order of 6 ps. The extra 2 mm the UV pulse travelled will also mean that
the coherence length of this extra electron pulse will be worse (see figure 1.10) since
the extra electron pulse will not be generated at the focus of the UV beam. It does
appear that the extra spot is slightly broader than the width of the streak which would
be consistent with the coherence argument.
Closing remarks
The next obvious step is to improve the signal-to-noise ratio even further by trying to
increase the electron number per unit time. The experimental procedure made use of
the severe Coulomb repulsion within the pulse by generating a highly charged elec-
tron bunch (∼20000 e/pulse) at the photo-cathode. This made it possible to achieve
the electron pulse duration of 6 ps at the sample. Using the approach of utilising the
Coulomb explosion has the problem that further increase in the electron number also
increases the pulse duration which in turn counteracts the effort of obtaining more
electrons per unit time. A different approach would be to first stretch the 200 fs UV to
the desired electron pulse duration. This approach would have the advantage that the
electron pulse duration and electron number within the pulse could be adjusted more
independently and therefore it will be possible to have more control over the number
of electrons per unit time.
For the results shown in figure 3.16 a temporal resolution of ∼700 fs with a time-
window of 6 ps was demonstrated but calculations show that a resolution of 250 fs
with a maximum time-window of around 2 ps should be achievable with a streak plate
voltage of 1000 V and a streak plate separation of 250 µm. These streak camera param-
eters are realistically possible. A larger time-window than 2 ps would also possible if
the orientation of the sample is adjusted to avoid the overlapping of streaks.
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Summary and Conclusion
In the first chapter of this thesis, the experimental components and technique required
to perform a successful femtosecond electron diffraction experiment were covered.
Additionally, two important parameters of the probing electron pulse were experimen-
tally determined: the pulse duration at the sample and the transverse coherence length
of the electrons. The pulse duration was measured using an in-house developed, low-
jitter, photo-triggered streak camera and it was shown that the pulse duration is highly
dependent on the electron number and distance of propagation (see figure 1.8). Using
the streak camera it was experimentally verified that with an electron number of 1000
e/pulse, an electron pulse duration of <500 fs was possible at the sample position. The
electron pulse duration ultimately limits the total temporal resolution of the experi-
ment. The transverse coherence length of the beam was experimentally shown to be
around 10 nm (see figure 1.10). Chapter 1 was concluded by discussing several sample
preparation techniques.
In the second chapter the broader concept of strongly correlated materials, and more
specifically charge density wave materials, was introduced. The properties of the in-
vestigated charge density wave material 4Hb-TaSe2 was then discussed in greater de-
tail. Chapter 2 was concluded by briefly motivating why time-resolved measurements
are important to gain a deeper understanding behind the reason for CDW formation
within the investigated material.
Chapter three was the main experimental chapter where two techniques were used to
investigate the sub-picosecond structural evolution of 4Hb-TaSe2 upon photo-excitation.
More specifically, the structural changes within the crystal lattice were monitored while
optically driving the commensurate (C) to incommensurate (IC) charge density wave
(CDW) phase transition in the T-layers (see figure 2.6). The first method, conventional
scanning Femtosecond Electron Diffraction (FED), was used as the main investigating
tool while a new approach namely Femtosecond Streaked Electron Diffraction (FSED)
was an attempt at significantly increasing the signal-to-noise ratio of the transient sig-
nals for the same data acquisition time.
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For the more established conventional scanning method the experimental results had
three main findings:
(1) The periodic lattice distortion (PLD) associated with the CDW is destroyed via two
processes after photo excitation (see figure 3.4): a coherent and incoherent process. Ini-
tial e-e scattering drastically modifies the electron density distribution which in turn
smears out the inter-atomic potential related to the CDW periodicity. This causes a
coherent relaxation or ‘breathing” mode of the 13 Ta atoms back to their original un-
clustered positions. This process occurs within the temporal resolution of 400 fs of our
experiment and could not be resolved. Electron-phonon coupling causes an incoher-
ent vibration of the lattice and also contributes to the destruction of the CDW. This
process was found to occur on a time-scale of 550 fs indicating strong electron-phonon
coupling.
(2) The recovery time of the perturbed CDW was found to be 150 ps (see figure 3.7),
much longer than the recovery time of 4 ps in a previous femtosecond electron diffrac-
tion study of 1T-TaS2. This was attributed to the shielding effect of the non-CDW
carrying H-layers present 4Hb-TaSe2 which are not found in 1T-TaS2. This decoupling
of the CDW carrying T-layers results in in a less stable CDW and hence the longer re-
covery time. However, the decoupling of the CDW carrying T-layers also results in the
lowering of the dimensionality of the system which contradicts the classical picture
of lower dimensionality favouring CDW formation. These new results support other
recent studies that challenge this classical picture of CDW formation.
(3) Measurements of the suppression of the CDW as a function of pumping fluence
(see 3.8) showed that a pumping fluence of above 2.5 mJ/cm2 was sufficient to com-
pletely destroy the CDW. Calculations showed that at this fluence the deposited energy
is enough to raise the temperature of the sample to 410 K, the phase transition temper-
ature. Extracting the amplitude of the CDW modulation (i.e. energy gap) from the
same data showed that BCS theory, which is used to describe the energy gap in a su-
perconductor as a function of temperature, perfectly fits our data. This could suggest
that BCS theory could be applied in describing the energy gap formation associated
with the CDW formation in CDW materials.
The section was concluded with some suggestions for future experiments.
For the streaked electron diffraction method, we were able to reproduce the transients
of the Bragg and CDW diffraction signals from the conventional scanning method. A
temporal resolution of 660 fs was demonstrated which was similar to the achievable
temporal resolution of 500 fs in the conventional scanning method. However, because
of the parallel data-collecting approach of the streaking method, a significant improve-
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ment in the signal-to-noise ratio by a factor of ∼5 was demonstrated with the same
data-collecting time (see figure 3.17). The method still shows great maturing poten-
tial and the section was concluded by suggesting the ways to further improvement in
signal-to-noise ratio and to sub-250 fs resolution.
In conclusion, using two techniques that employ electron bunches as a probing source
and ultrashort optical pulses as a means of instigating a phase transition, the structural
dynamics were directly observed with a resolution of 400 fs in a relatively complex sys-
tem as it undergoes a phase transition to a new state. The experiment, in respect of the
complexity of the investigated system and the quality of the collected data, was on par
with other leading research outputs using femtosecond electron or x-ray probes. The
experimental measurements and analysis took over a year to master but the experi-
mental setup is now fully operational and with the newly gained experience a system
with similar complexity could be investigated in a much shorter time-span.
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A. Appendix
A.1 Data Extraction Procedure for conventional FED
Figure A.1: The user front-end of the Labview program written to extract the data from the
diffraction images as explained in Chapter 3.1. A folder with all the “pumped” and “un-
pumped” images can be selected, the Bragg peak positions detected and selected (see figure
3.1), the appropriate masks chosen and the transient signals for the Bragg and CDW peaks
obtained as shown in the two plots.
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A.2 Fitting Procedure for Transients
Below is the Matlab code for fitting the transients with the model given by equation
3.3.
%% import data from csv %%
data = importdata('data.csv');
time = data(:,1); % time
sig = data(:,2); % signal
%% fit initial guess values %%
A = 0.006;
tau_coh = 0.15; % ps
B = −0.007;
tau_icoh = 0.4; % ps
time_shift = −0.5; % ps
int_shift = 0.00005;
initial_fit_par = [A,tau_coh,B,tau_icoh,time_shift,int_shift];
%% fit data %%
lb=[−inf 0.11 −inf 0.2 −inf −inf]; % lower bound fitting parameter
ub=[inf 0.12 inf 1 inf inf]; % upper bound fitting parameter
final_fit_par = lsqcurvefit(@my_fit,initial_fit_par,time,sig,lb,ub)
%% plot data with final fit%%
final_fit = my_fit(final_fit_par,time);
figure
plot(time,sig,'o',time,final_fit,'*')
%% export fit transient as txt %%
dlmwrite('fit.txt', [time, final_fit] ,'delimiter','\t', 'newline','pc');
function fit_function = my_fit(par,t);
a = par(1);
t_coh = par(2); % ps
b = par(3);
t_icoh = par(4); % ps
t_shift = par(5); % ps
i_shift = par(6);
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SR = 0.62; %system response FWHM in ps
%% generate step fucntion used to make all values before t0 = 0 %%
step_func = 0.5*(tanh(1000*(t+t_shift))+1);
%% two exponentials for fit %%
coh = a*(1−exp(−(t+t_shift)/t_coh));
icoh = b*(1−exp(−(t+t_shift)/t_icoh));
%% sum of exponentials, multiplied with step function %%
fit = step_func.*(coh+icoh) + i_shift;
%% fit function convoluted with temporal response of experiment %%
SR_gauss = exp(−4.*log(2)...
.*((t−(max(t)+min(t))/2)./SR).^2); % guassian with FWHM = SR
fit_function = my_conv(t,fit,SR_gauss)';
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A.3 Data Extraction Procedure for Streaked Diffraction
Below is the Matlab code for extracting the transients from the streaked diffraction
images.
close all;
clc;
%% read in pumped and unpumped images %%
p = double(imread('C:\Streak Diffraction\p', 'png'));
u = double(imread('C:\Streak Diffraction\u', 'png'));
figure('Name','unpumped image scaled for CDW');
clims=[2000 12000];
imagesc(u,clims);
axis equal; colorbar;
colormap(gray);
figure('Name','unpumped image scaled for Bragg');
clims=[0 50000];
imagesc(u,clims);
axis equal; colorbar;
colormap(gray);
%% area for CDW %%
cdw_y1=66;
cdw_y2=317;
cdw_x1=304;
cdw_x2=316;
%% area for Bragg %%
bragg_y1=66;
bragg_y2=317;
bragg_x1=205;
bragg_x2=233;
%% shift for background area %%
bg_shift_cdw = 16;
bg_shift_bragg = 28;
%% masks for CDW %%
new_image = u;
new_image(cdw_y1:cdw_y2, cdw_x1:cdw_x2) = 5000;
new_image(cdw_y1:cdw_y2, cdw_x1+bg_shift_cdw:cdw_x2+bg_shift_cdw) = 5000;
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new_image(cdw_y1:cdw_y2, cdw_x1−bg_shift_cdw:cdw_x2−bg_shift_cdw) = 5000;
figure('Name','masks for CDW');
clims=[2000 12000];
imagesc(new_image,clims);
axis equal; colorbar;
colormap(gray);
%% masks for bragg %%
new_image = u;
new_image(bragg_y1:bragg_y2, bragg_x1:bragg_x2) = 25000;
new_image(bragg_y1:bragg_y2,...
bragg_x1+bg_shift_bragg:bragg_x2+bg_shift_bragg) = 25000;
new_image(bragg_y1:bragg_y2,...
bragg_x1−bg_shift_bragg:bragg_x2−bg_shift_bragg) = 25000;
figure('Name','masks for Bragg');
clims=[0 50000];
imagesc(new_image,clims);
axis equal; colorbar;
colormap(gray);
%% pump profile for CDW %%
p_profile_cdw = mean((p(cdw_y1:cdw_y2, cdw_x1:cdw_x2))');
p_bg_cdw1 = mean((p(cdw_y1:cdw_y2,...
cdw_x1+bg_shift_cdw:cdw_x2+bg_shift_cdw))');
p_bg_cdw2 = mean((p(cdw_y1:cdw_y2,...
cdw_x1−bg_shift_cdw:cdw_x2−bg_shift_cdw))');
p_bg_cdw = (p_bg_cdw1+p_bg_cdw2)./2;
p_signal = p_profile_cdw−p_bg_cdw;
%% unpump profile for CDW %%
u_profile_cdw = mean((u(cdw_y1:cdw_y2, cdw_x1:cdw_x2))');
u_bg_cdw1 = mean((u(cdw_y1:cdw_y2,...
cdw_x1+bg_shift_cdw:cdw_x2+bg_shift_cdw))');
u_bg_cdw2 = mean((u(cdw_y1:cdw_y2,...
cdw_x1−bg_shift_cdw:cdw_x2−bg_shift_cdw))');
u_bg_cdw = (u_bg_cdw1+u_bg_cdw2)./2;
u_signal = u_profile_cdw−u_bg_cdw;
%% CDW transient signal
final_signal_CDW = (p_signal−u_signal)./u_signal;
x_CDW = (1:length(final_signal_CDW));
figure('Name','CDW');
plot(x_CDW,final_signal_CDW);
%% export CDW transient as txt %%
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dlmwrite('CDW.txt',flipud(final_signal_CDW),...
'delimiter','\t','newline','pc');
%% pump profile for Bragg %%
p_profile_bragg = mean((p(bragg_y1:bragg_y2, bragg_x1:bragg_x2))');
p_bg_bragg1 = mean((p(bragg_y1:bragg_y2,...
bragg_x1+bg_shift_bragg:bragg_x2+bg_shift_bragg))');
p_bg_bragg2 = mean((p(bragg_y1:bragg_y2,...
bragg_x1−bg_shift_bragg:bragg_x2−bg_shift_bragg))');
p_bg_bragg = (p_bg_bragg1+p_bg_bragg2)./2;
p_signal = p_profile_bragg−p_bg_bragg;
%% unpump profile for Bragg %%
u_profile_bragg = mean((u(bragg_y1:bragg_y2, bragg_x1:bragg_x2))');
u_bg_bragg1 = mean((u(bragg_y1:bragg_y2,...
bragg_x1+bg_shift_bragg:bragg_x2+bg_shift_bragg))');
u_bg_bragg2 = mean((u(bragg_y1:bragg_y2,...
bragg_x1−bg_shift_bragg:bragg_x2−bg_shift_bragg))');
u_bg_bragg = (u_bg_bragg1+u_bg_bragg2)./2;
u_signal = u_profile_bragg−u_bg_bragg;
%% Bragg transient signal %%
final_signal_bragg = (p_signal−u_signal)./u_signal;
x_bragg = (1:length(final_signal_bragg));
figure('Name','Bragg');
plot(x_bragg,final_signal_bragg);
%% export Bragg transient as txt %%
dlmwrite('Bragg.txt',flipud(final_signal_bragg),...
'delimiter','\t','newline','pc');
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