From a gain-scheduling perspective, we will study the output feedback control problem for linear systems with some of control channels subject to actuator saturation. This includes the scenario of all actuator saturation as a special case. A feedback controller, expressed in the form of linear fractional transformation, is proposed to guarantee regional stability of the closed-loop system and provide disturbance/error attenuation measured in L 2 gain. The resulting synthesis condition is formulated as linear matrix inequalities (LMIs) and can be solved efficiently. Moreover, explicit formulas are derived to calculate controller gains, which reduces the computational cost compared to the method of directly solving the LMI-based condition. Numerical examples are provided to demonstrate the proposed saturation control approach.
Introduction
Saturation nonlinearity is widely encountered in control engineering and can significantly deteriorate the performance of a closed-loop system or even render a stable system unstable. Therefore it has attracted a lot of attention from the control community (see, for example, [2, 9, 14, 23] and the references therein). This literature covers a wide range of topics, including stabilization, output regulation, and disturbance rejection. Earlier research focuses on stable open-loop systems, for which various control problems have been studied in depth in the global or semi-global framework (see, for example, [14, 3, 15, 16, 20, 22] ).
More recent literature has witnessed a shift of focus to exponentially unstable open-loop systems. Indeed many control systems with actuator saturation, such as flight control, are exponentially unstable. As such systems under actuator saturation are null controllable only in a part of the state space, the objectives here are to characterize the null controllable region [9] and to design feedback laws that work on the entire null controllable region or a large portion of it (see, for example, [8, 17, 9, 19, 10, 5] ). Different control design procedures based on rigorous theoretical analysis have been proposed through various framework. Nevertheless, most of this literature on exponentially unstable systems pertains to state feedback. A few exceptions where output feedback are used include [10, 17, 19, 21, 25, 26, 4] . In particular, a saturation control synthesis method was proposed in [4] for the construction of output feedback controllers with an internal deadzone loop. It has been shown the synthesis condition for such a controller can be formulated into the LMI form. In [26] , a gain-scheduled saturation controller in the output feedback form has been developed to attenuate the effect of the disturbances on the system output in addition to achieving local stability. Nevertheless, the control synthesis conditions are in bilinear matrix inequality forms and not easy to solve. On the basis of the work in [26] , by carefully choosing the auxiliary subspace in representing the saturation/deadzone nonlinearities, the output feedback synthesis condition can be recast into linear matrix inequalities [27] . However, the disadvantage is that the form of the controller is somewhat complicated and the synthesis condition is also computationally expensive. It consists of 2 nu + n u + 1 LMIs and 2 + n u + 2 × 2 nu decision variables with n u representing the number of inputs. This research is inspired by the systematic gain-scheduling control design techniques developed in [18, 1] . When the parameter dependency in both plant and controller is in the form of LFT (linear fractional transformation), it was demonstrated that the gain-scheduling control problem can be reformulated as one of robust performance problems with a special plant/uncertainty structure. As a result, the underlying control synthesis is a convex problem and the existence of such a gainscheduling controller is fully characterized by a set of LMIs. This promising control structure is applicable whenever the values of parameters are measurable in real-time.
According to the above idea, the linear system with input saturation will be recast into the form of LFT through deadzone functions and a gain-scheduling controller with the same parameter dependency will be introduced. Consequently, a gain-scheduling output feedback controller in the form of LFT will be designed for saturated control systems to guarantee the stability of the closed-loop system and provide the disturbance/error attenuation as measured in L 2 gain. The resulting controller is time-varying and smoothly scheduled by the measured parameters. The synthesis condition is formulated as a convex optimization problem in terms of LMIs for which efficient optimization techniques are available. Explicit formulae are also derived to calculate the controller gains, which reduces the computational cost compared to the method of directly solving the LMI-based condition. The proposed gain-scheduling controller has much simpler structure than the one used in [27] . Moreover, it can be shown the saturation controller presented in [4] is just a special form of the controller proposed in this research. In addition, in this research, we will focus on the linear plants with partial control channels subject to actuator saturation, which includes the plants with all the input channels saturated as a special case. All together, our proposed approach provides an alternative approach to the existing actuator saturation control methods. More importantly, within the gain scheduling control framework, the proposed approach can be easily extended to linear parameter-varying systems with saturated inputs and broaden the applicability of our method.
The main contribution of this article includes the following two aspects. First, a gain-scheduling output feedback controller is proposed to guarantee regional stability of the closed-loop system and provide disturbance/error attenuation measured in L 2 gain. Our approach is based on the NDI (norm-bounded differential inclusion) model and is computationally more efficient than that of the PDI (polytopic differential inclusion) model. Specifically, the synthesis condition of PDI models involves a set of LMIs and the number of LMIs increases with the number of vertices. On the other hand, the synthesis condition of NDI models only has four matrix inequalities with much less optimization variables. Moreover, explicit formulas are derived to calculate controller gains, which could reduce the computational cost compared to the method of directly solving the LMI-based condition.
Second, our approach provides a unified framework of treating saturated/unsaturated control inputs, open-loop stable/unstable plants. More specifically, this problem formulation will fill the gap between the general H ∞ control theory for linear plants and the control method for linear plants with all input channels saturated, therefore it is of theoretical interest on its own. In addition, the study on the linear plants with partial control channels subject to saturation are also useful from engineering viewpoint. For multi-input systems, one may wonder which input channel saturation will have a stronger effect on the closed-loop performance. To answer this question, we can calculate the optimal performance of the closed-loop system with just one input channel saturated by using the results developed from this research and repeat the procedure for other input channels. By comparing the results from this trade study, proper selection of actuators can be made to reduce the cost of the control system. Although it is true that unsaturated input channels could be treated by assuming their saturation levels very large and using synthesis methods for linear plants with all input channels saturated. However, the results obtained in this way are not theoretically well justified.
The notations used in this paper are rather standard. R stands for the set of real numbers and R + for the non-negative real numbers. Z + is the set of non-negative integers. R m×n is the set of real m × n matrices. We use S n×n to denote real, symmetric n × n matrices, and S n×n + for positivedefinite matrices. The identity matrix of any dimension is denoted by I. For real matrices, the hermitian transpose He{·} is defined as He{M } = M + M T . A block-diagonal matrix with matrices X 1 , X 2 , · · · , X p on its main diagonal is denoted as diag {X 1 , X 2 , · · · , X p }. In large symmetric matrix expressions, terms denoted as ⋆ will be induced by symmetry. For two integers k 1 , k 2 , k 1 < k 2 , we denote I[k 1 , k 2 ] = {k 1 , k 1 + 1, · · · , k 2 }. The space of square integrable functions is denoted by L 2 , that is, for any x ∈ L 2
Co{S} denotes the convex hull of a set S. This paper is organized as follows. In Section 2, we formulate the problem that will be addressed 3 in our paper. The main synthesis condition and some remarks are given in Section 3. Then explicit formulae are derived in Section 4 to calculate the controller gains. In Section 5, numerical examples are provided to demonstrate our approach and detailed comparison is made between some existing methods and our approach. Finally, Section 6 concludes this paper.
Problem formulation
Consider the linear plant subject to partial actuator saturations,
where x ∈ R nx is the plant state; u s ∈ R ns is the control input subject to saturation; u n ∈ R nn represent the control inputs which will not be saturated; d ∈ R n d is the exogenous input, possibly including disturbance, measurement noise or reference signals; y ∈ R ny is the measurement output and e ∈ R ne is the performance output. sat(·) is a vector saturation function with the saturation levels given by a vectorū ∈ R ns ,ū i > 0, i ∈ I[1, n s ]. More specifically, sat(u i ) = sgn(u i ) min {ū i , |u i |}. Throughout this article, it is assumed that
) is stabilizable and (C 2 , A) is detectable, (A2) D 21 has full row rank and
has full column rank.
The deadzone nonlinearity is closely related to saturation function by dz(u) = u − sat(u). In global analysis, we often use
where sect(·) means the nonlinear sector as defined in [13] . This relation holds for all u ∈ R ns but could be conservative over a local region where the system operates. On the other hand, the deadzone function can be sharpened for regional analysis of unstable plants as shown in the following lemma.
Lemma 1 ([11])
Let h(x) = Hx be a linear map and suppose e T i Hx ∈ [−ū i ,ū i ], where e i denotes the ith column of the unity matrix. For any u i , we have sat (u 
Using the deadzone function, the state equation of the plant can be rewritten as 
where
] .
For a matrix
[
, we will define the set
Again e j denotes the jth column of the identity matrix. x k is the state of the controller to be designed. Then from Lemma 1, the nonlinear equation (3) can be replaced by
The gain-scheduling controller as described in eqns. (5)-(6) will be synthesized for the plant (1) 
where x k is the state of the controller. The number of controller states is chosen to be the same as that of plant states n x . p k , q k ∈ R ns are the pseudo-input and output of the controller, respectively. It can be observed that there exists an algebraic loop between p k and q k . But it will not cause any problem as long as q k can be resolved uniquely from equations (5)(6)by inverting matrix (I−D k00 Θ). This is related to the well-posedness of the closed-loop system. In our approach, it can be solved as long as the synthesis condition in Theorem 1 is solvable. According to eqn. (4), the diagonal elements of Θ can be calculated by (7) in real time.
j ∈ I[1, n s ].
As indicated by eqn. (7) , when |u s j | >ū s j , θ j will be calculated by dz(us j )
While for the other case, 0 < θ j < 1. So the denominator of eqn. (7) can never vanish because of |u s j | >ū s j . Consequently, in any cases θ j will definitely be well defined and within the interval [0, 1].
As a result, the controller parameters will depend on Θ (i.e., the actuator saturation status) in the form of LFT. Note that this form of gain-scheduling controller is similar to the ones shown in [1] and [18] . But the measurable parameter is restricted to 0 ≤ Θ ≤ I here.
It is observed from eqns. (6) and (7) that the state vector of the plant x explicitly appears in the controller. If all the states of the plant are measurable, the parameter Θ can be computed in real time and the gain-scheduling controller can be implemented directly. However, for the output feedback control problem, the plant state information is generally not available. In this case we can assume that H 1 = H 1k = 0. Then we can implement such an output controller. However in order to get a complete understanding of the role of H 1 and H 1k , we still regard H 1 and H k1 as constant matrices in the following derivation.
In this research, our objective is to synthesize a gain-scheduling output feedback controller to stabilize linear systems with partial actuator saturation (1) and minimize its disturbance effect.
For disturbance attenuation, we are mainly concerned with a class of energy-bounded disturbances
The level of disturbance attenuation will be measured by the performance index
which specifies a regional L 2 gain.
By combining the plant and the controller together, we obtain the closed-loop system as below:
The above system description is valid for the partially saturated system when
Gain-Scheduling Control with Partial Actuator Saturation
Motivated by the general results in both H ∞ and gain-scheduling control theories [6] [18], the main result of this research will be presented in the following theorem.
Theorem 1 Given scalars s > 0 and γ > 0, if there exist positive definite matrices R, S ∈ S n + , diagonal matrices L, J > 0 and matrixesĤ 1 
where NΦ :=
and
with M N T = I − RS, U V T = I − LJ, then a nth-order gain-scheduling controller in the form of (5)- (6) will locally asymptotically stabilize the plant (1) and render the L 2 gain of the closed loop system less than γ for any bounded disturbance d ∈ W s .
Proof: Use a quadratic Lyapunov function V (x cl ) = x T cl P x cl with P > 0 and a positive-definite matrix Λ =
It is clear that Λ 1 , Λ 2 and Λ 3 should be diagonal matrices. Then a regional performance conditioṅ
and the set inclusion condition
will guarantee the closed-loop stability and L 2 gain performance for partially saturated linear systems.
According to the robust control theory, the first three terms relate to the L 2 performance of the closed-loop system and the rest of (17) correspond to the sector constraint on the matrix diag{Θ, Θ}. By using the S-procedure, we get the regional performance condition (17) . The set inclusion condition (18) ensures validity of the linear systems description.
Using the scaled Bounded Real Lemma and exploring the set inclusion relation [4] , we obtain the following two equations for the regional performance condition and the set inclusion condition. 
In the following, we will prove that (10)- (14) is equivalent to the regional performance condition and the set inclusion condition.
Taking eqn. (8) into consideration, the inequality (19) can be rewritten as
Applying Elimination Lemma [18] , eqn. (21) is equivalent to
where H Γ and H Φ are the null matrices of Γ and Φ, respectively. Note that Φ =Φ
. Therefore, eqn. (22) can be transformed to
where HΦ is the null matrix ofΦ and
We partition Lyapunov matrix P and scaling matrix Λ according to plant and controller states as
,
Since HΦ =
By swapping the last two rows and columns, we get
which is the same as (10) .
This confirms equation (11) .
As for the eqns. (12)-(13), according to [18] , P > 0, P −1 > 0 if and only if eqn. (12) holds. Similarly, Λ > 0, and Λ −1 > 0 is equivalent to condition (13) . Now, we have proven that eqns. (10)-(13) is equivalent to the condition (22) , therefore guarantees the condition (19) . 
Using the fact
Then condition (14) is confirmed through variable changes (15) . So (14) will guarantee the set inclusion condition.
Q.E.D.
Remark 1 Note that Theorem 1 provides a feasible condition for the existence of the gain-scheduling controller in the form of (5)- (6) which depends on both x and x k . To get a practical output feedback controller, we need to setĤ 1 =Ĥ 1k = 0 in the control synthesis conditions (10)- (14) which corresponds to H 1 = H k = 0 as mentioned before.
Remark 2
The synthesis conditions (10)- (14) are in the form of LMIs and can be solved efficiently using interior point optimization algorithms. Moreover, the feasibility condition (10)- (14) can be formulated as the following optimization problem
subj. to (10) − (14) to minimize the closed-loop performance γ. Moreover, it is noted that synthesis conditions do not depend explicitly onĤ 2k . This implies if the LMIs (10)- (14) are feasible, one could construct a gain-scheduling controller with any valueĤ 2k . Nevertheless, the choice ofĤ 2k will affect resulting gain-scheduling controller gains. Therefore, one may use matrixĤ 2k as a tuning parameter to help choosing a better controller. [6] . This can be observed by merely replacing E,Ĥ 1 ,Ĥ 2 ,Ĥ 1k ,Ĥ 2k , J and L all by zeros in (10) (11) (12) and by removing eqns. (13) and (14) . On the other hand, if E becomes an identity matrix I, our result is directly applicable to the linear plant with all its input channels subject to actuator saturation.
As a special case, if the open-loop system is asymptotically stable, the deadzone nonlinearity will be captured globally by the condition dz(u) = Θu, 0 ≤ Θ ≤ I. Then the equivalent open-loop system becomes 
In other words, auxiliary linear subspace is not required in the equivalent LFT description. Then the gain-scheduled control synthesis condition would degenerate to eqns. (10)-(13) withĤ 1 =Ĥ 2 = 0 andĤ 1k = 0. This will be summarized in the following corollary. (1), given s, γ > 0, if there exist positive definite matrices R, S ∈ S n + , diagonal matrices L, J > 0 such that eqns. (10)- (13) hold witĥ H 1 =Ĥ 2 = 0 andĤ 1k = 0, then a nth-order gain-scheduling controller in the form of (5)- (6) with H k1 = H k2 = 0 will globally asymptotically stabilize the plant (1) and render the L 2 gain of the closed loop system less than γ for any bounded disturbance d ∈ W s .
Corollary 1 For an asymptotically stable open-loop system

Remark 4 For open-unstable plants, it is of great significance to study the domain of attraction from the viewpoints of both theory and practice. On this regard, by assuming the exogenous input d
to be 0, we can study the domain of attraction of the closed-loop gain-scheduling system. Moreover, an output feedback gain-scheduling controller can be synthesized to stabilize the plant (1) at the origin with the maximized domain of attraction. This fact can be summarized in the following theorem.
Theorem 2 If there exist positive definite matrices R, S ∈ S n + , diagonal matrices L, J > 0 and matrixesĤ 1 ,Ĥ 2 ,Ĥ 1k ∈ R ns×n such that (12) (13) and the following LMIs hold
] T denote matrices whose columns form bases of
and Ker[C 2 ] respectively, and then a nth-order gain-scheduling controller in the form of (5)-(6) will locally asymptotically stabilize the plant (1) at the origin with the ellipsoid of the form Then with respect to a given shape reference set Ω(X R , 1), X R ⊂ S nc×nc + , by maximizing α > 0 such that
which can be converted into an LMI constraint
Then we can maximize the domain of attraction by solving an LMI optimization problem: max α subj. to (12 − 13)(26 − 28) and(31).
Proof: Since the proof for this theorem is quite similar to the one for the main theorem, it is omitted here.
Controller Reconstruction
After solving the control synthesis condition in Theorem 1, it is necessary to reconstruct controller gains. In this section, explicit formulas for the gain-scheduling controllers will be derived through congruent transformation. Define the following matrixes
Consequently, the Laypunov matrix P and scaling matrix Λ are given by
Pre and post-multiplying condition (21) 
in which the transformed controller gains and linear subspace matrices are defined as 
Note that condition (32) can be used to solve the proposed gain-scheduled saturation control problem through LMI optimization. However, the inequality has many optimization variables (Â k ,B k0 ,Ĉ k0 , etc.) involved and it is computationally expensive to solve it directly especially when the order of the plant is very high.
By Schur complement, condition (32) can be rewritten as [ ] can be obtained by a similar procedure as in [7] and will be summarized in Theorem 3.
Theorem 3
Given R, S,Ĥ 1 ,Ĥ 2 , andĤ 1k satisfying eqns. (10)- (14) and letD k00 ,D k01 ,D k10 ,D k11 be a feasible solution of ∆ < 0. Then the solutions to the following equations
are given by
Proof: Using Schur complement, eqn. (33) is equivalent to
, we have ϕ(Π 12 x, y) < 0 hold for some Π 12 and any (x, y) ̸ = 0 if and only if
where w = Π 12 x.
Since D 21 has full row rank and ∆ is negative definite, the inverse matrix in eqn. (38) is welldefined. Moreover, the unique solution that minimizes the maximum value of function ϕ(w, y) is given by
which is equivalent to
Similar to the proof of Theorem 3.1 in [7] , we have Following the same procedure, one can obtain (36) as the solution ofĈ k0 ,Ĉ k1 . This completes the proof.
Therefore we obtain the following saturated controller construction procedure: 
Algorithm 1 (Controller reconstruction)
Choosing M, N and U, V matrices such that
M N T = I − RS, U V T = I − LJ. 2. SolvingD k00 ,D k01 ,D k10 andD k11 such that ∆ < 0.A k = Ω 2 ∆ −1 Ω T 1 − C T 2D T k11 B T 2 − A T (40)
Computing the gain-scheduling controller original gains by
For open-loop stable systems, the construction of output feedback saturation control follows the same procedure by settingĤ 1 =Ĥ 2 = 0 andĤ 1k =Ĥ 2k = 0.
As mentioned before, in order to implement the output feedback gain-scheduling controller, we need to setĤ 1 =Ĥ 1k = 0 in the control synthesis conditions (10)- (14) and the controller reconstruction scheme. However, as far as the performance is concerned, the use of restricted linear subspace could cause conservatism in the closed-loop performance, which means the performance of the output feedback gain-scheduled control system will be probably not as good as the full state feedback gain-scheduled control. When the open-loop system is stable, the linear subspace is not required and the proposed gain-scheduled control would achieve the optimal performance.
Remark 5 It is noted that the controller (6) in [4] is simply a special form of the proposed gainscheduling controller (5)- (6) . When H 1 = H 1k and H 2 = H 2k , we have
Moreover, by letting C k1 = C k0 , D k10 = D k00 , D k11 = D k01 , we have q k = u. As a result, the gain-scheduling controller becomes
which is exactly the controller form used in [4] .
Numerical Examples
First, a modified inverted pendulum problem will be used to demonstrate the proposed gainscheduled saturation control approach (see Fig. 1 ). One motor is used to drive the base cart of the inverted pendulum. Different from a typical setup, another motor is installed on the moving cart to control the pendulum bar directly. This will provide a two-input controlled pendulum.
The linearized equations of motion for the inverted pendulum at its equilibrium (0, 0, 0, 0) are given by 3 , and x 4 denote the angle of the bar from vertical axis, its angular velocity, the position of the cart along the linear track and its velocity. d 1 is the disturbance torque applied to the bar, and d 2 represents the disturbance force on the cart. u 1 , u 2 represents the motor torque applied to the bar and the force exerted on the cart. It is assumed that control input u 1 is subject to saturation with its magnitudeū 1 = 1N m. On the other hand, no saturation limit is imposed on the control input u 2 . The angular position and car position will be measured outputs for control use. Therefore y 1 = x 1 + n 1 , y 2 = x 3 + n 2 , where n 1 , n 2 are the measurement noises. The controlled outputs consist of performance variables y 1 , 0. on control inputs u 1 , u 2 . Our design objective is to stabilize the inverted pendulum and optimize the controlled performance with input saturation on u 1 . M and m represent the mass of the cart and the bar respectively; l is the half length of the bar; J is bar's moment of inertia about its mass center; µ and f are friction coefficients of the bar and the cart, respectively. The values of pendulum parameters are listed in Table 1 . As a result, the state-space model of the inverted pendulum will be
It is easy to verify that the open-loop system is unstable because it contains one positive pole at 4.38.
By solving the synthesis condition (10)- (14) , we determine a suboptimal performance level of γ = 6.0518 for s = 0.1. The following controller matrices are also obtained using controller construction algorithm with a condition number of 582.21. In our simulation, the disturbance d 1 is chosen as a pulse force starting at 5sec and ending at 6sec, and other disturbances are all set to 0. The response of the closed-loop system for s = 0.1 case is shown in Fig. 2 with the disturbance magnitude of 0.42N m.
As suggested by the main theorem, one can obtain controllers that tolerate a larger class of disturbances with higher energy level by increasing the value of s. Nevertheless, the performance of the closed-loop system will degrade as seen from Table 2 . Note that the condition number of the resulting controllers is not necessarily increasing monotonically. When the value of s increases to 1, the relaxed performance level grows to γ = 70.5629. The 6.01 6.02 6.03 6.04 6.05 0.95 This controller can tolerate much larger disturbance than the one for s = 0.1. Using the controller designed for s = 1, the closed-loop system remains stable for the disturbance up to 3.06504N m.
However, for s = 0.1, the closed-loop system becomes unstable when the magnitude of d 1 increases to 0.47678N m. The corresponding response of the closed-loop system for the case of s = 1 is shown in Fig. 3 with the disturbance magnitude of 1.5N m. As suggested in the introduction, the results developed in this article can also help to analyze which input channel saturation will have a stronger influence on the performance of the closedloop system. To this end, we will first assume u 1 subject to saturation with u 2 free of constraints and calculate the performance γ as listed in Table 3 . Then u 2 is assumed to be under actuator saturation and u 1 is not subject to any saturation constraint, as shown in Table 4 . It is observed that with the growth of the saturation level, the performance for a fixed disturbance level s will improve in both cases and almost reach the same value 4.6054 at the end. This means if all the input channels are not subject to saturation, the ultimate performance γ will be 4.6054. However, when u 1 is subject to saturation, the performance will increase to about 75.5610. When u 2 is subject to saturation, the situation will be much worse. In fact, the performance for s = 0.0001 will degrade to 122.7227 withū 2 = 0.0001 and no stabilizing controller can even be found with a smaller saturation level. This phenomenon is more obvious with increased disturbance level s. Therefore, one can conclude that the limitation of force exerted on the cart, i.e.,ū 2 , will have a stronger influence on the closed-loop performance. Hence to get a better performance, we should better select an actuator with a larger saturation level for the input channel u 2 . 
where q, v, α and θ denote the pitch rate (rad/sec), the forward velocity (ft/sec), the angle of attack (rad) and the pitch angle (rad); γ represents the flight path angle (rad); δ e and δ f represent the elevator angle (deg) and the flaperon angle (deg). Both of them are subject to the actuator saturation with the limitδ e =δ f = 25 • . This model is used as a benchmark to compare our synthesis approach with the output feedback control method in [4] . We intend to design a controller which can attenuate the disturbances as much as 
Using the proposed approach, we obtain the optimal performance level γ = 1.5205. As a comparison, the optimal performance level obtained from Dai's method is 1.52084. Thus the results from two methods are essentially the same. With some constraints on the magnitude of controller gains, we obtain a suboptimal performance level of γ = 1.5208 with the following controller matrices 
Conclusions
In this article, a new gain-scheduling control approach is proposed to design output feedback controllers for linear plants with partial input channels saturated. The control synthesis condition is formulated as a convex optimization in terms of LMIs. In the control design process, the Lyapunov matrices are first solved by LMI optimizations, controller gains are then obtained by an explicit construction algorithm. For unstable plants, if the solution to the LMIs does exist, a gain-scheduling output feedback controller can be constructed that guarantees regional stability of the closed-loop system and achieves prescribed disturbance/error attenuation performance. As for stable plants, a globally stabilizing output feedback control could be obtained. The gain-scheduling control design provides an alternative approach to the existing actuator saturation control methods. More importantly, the proposed approach can be easily extended to linear parameter-varying systems with saturated inputs and would broaden the applicability of the proposed method. 
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