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Abstract
It was recently proved that the dualization in lattices given by implicational
bases is impossible in output-polynomial time unless P=NP. In this paper,
we show that this result holds even when the premises in the implicational
base are of size at most two. Then we show using hypergraph dualization
that the problem can be solved in output quasi-polynomial time whenever
the implicational base has bounded independent-width, defined as the size
of a maximum set of implications having independent conclusions. Lattices
that share this property include distributive lattices coded by the ideals of an
interval order, when both the independent-width and the size of the premises
equal one.
Keywords: lattice dualization, transversals enumeration, implicational base,
distributive lattice, interval order.
1 Introduction
The dualization of a monotone Boolean function is ubiquitous in many areas of com-
puter science including database theory, logic and artificial intelligence [EG95,GMKT97,
EGM03,NP12]. When defined on Boolean lattices, the problem is equivalent to the enu-
meration of the minimal transversals of a hypergraph, arguably one of the most important
open problems in algorithmic enumeration by now [EG95,EMG08]. In this case, the best
known algorithm is due to Fredman and Khachiyan and runs in output quasi-polynomial
time [FK96]. An enumeration algorithm is said to be running in output-polynomial time
if its running time is bounded by a polynomial in the combined size of the input and
the output [JYP88]. When generalized to any lattice, it was recently proved by Babin
and Kuznetsov in [BK17] that the dualization is impossible in output-polynomial time
unless P=NP. This result holds under two different settings, when the lattice is given by
an implicational base, or by the ordered set of its irreducible elements (by its context in
FCA terminology). The first representation consists of implications of the form A ! b
over a ground set X, i.e., A, {b} ⊆ X, that express the fact that if an element contains A
in the lattice, then it must contain b; A is called the premise, and b the conclusion of the
implication. A set of implications is called independent if every of its implications has a
conclusion that cannot be obtained from the premises of other implications. The dimen-
sion of an implicational base is the size of one of its largest premise. In the first setting
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when the lattice is given by an implicational base, the observation in [BK17] is based on
a result of Kavvadias et al. on the intractability of enumerating the maximal models of a
Horn expression [KSS00]. The constructed implicational base, however, has an implication
with a premise of unbounded size, and the tractability status of the dualization remained
open in the case of implicational bases of bounded dimension. In this paper, we address
this problem with the following result.
Theorem 1.1. The dualization in lattices given by implicational bases is impossible in
output-polynomial time unless P=NP, even for implicational bases of dimension two.
In the case of premises of size one, the problem remains open. The lattice in that
situation is distributive [DP02]. The best known algorithm is due to Babin and Kuznetsov
and runs in output sub-exponential time [BK17]. We show using hypergraph dualization
that it can be solved in output quasi-polynomial time whenever the implicational base
has bounded independent-width, defined as the size of a maximum independent set of
implications. Our result holds in fact in the more general context of implicational bases
having unbounded dimension. See Theorem 4.7. The approach is similar to the one
in [NP14] as we show that the problem can be reduced to hypergraph dualization in that
case, which allows us to use the algorithm of Fredman and Khachiyan. Lattices that share
this property include distributive lattices coded by the ideals of an interval order, when
both the independent-width and the dimension of the implicational base equal one.
The rest of the paper is organized as follows. In Section 2 we introduce necessary
concepts and definitions. Theorems 1.1 and 4.7 are respectively proved in Sections 3
and 4. We conclude with future research directions in Section 5.
2 Preliminaries
All objects considered in this paper are finite. For a set X we denote by 2X the set of all
subsets of X. For an integer n ∈ N we denote by [n] the set {1, . . . , n}. We shall note
f ∈ poly(n) if f : N! N is a function and f ∈ O(nc) for some fixed constant c ∈ N.
A hypergraph H over a ground set X is a subset H of 2X . Elements of H are called
hyperedges, and elements of X are called vertices. A transversal of H is a subset T ⊆ X
of vertices that intersects every hyperedge E ∈ H. It is called minimal if it is minimal
by inclusion. The set of all minimal transversals of H is denoted by Tr(H). Note that
Tr(H) also defines a hypergraph. The problem of deciding whether G = Tr(H) given
two hypergraphs H,G ⊆ 2X is known as Hypergraph Dualization. The problem of
computing Tr(H) given H ⊆ 2X is denoted by Trans-Enum. It is well known that there
is a polynomial-time algorithm for Hypergraph Dualization if and only if there is an
output-polynomial time algorithm for Trans-Enum [BI95, EMG08]. To date, the best
known algorithm for these problems is due to Fredman and Khachiyan [FK96] and runs in
No(logN) time where N = |H|+ |G|. The existence of a polynomial-time algorithm solving
Hypergraph Dualization is now open for more than 35 years [EG95,EGM03,EMG08].
We refer the reader to [EMG08] for a survey on hypergraph dualization.
A partial order on a set X (or poset) is a binary relation ≤ on X which is reflexive,
anti-symmetric and transitive, denoted by P = (X,≤). Two elements x and y of P are
said to be comparable if x ≤ y or y ≤ x, otherwise they are said to be incomparable.
We note x < y if x ≤ y and x 6= y. If an element u of P is such that both x ≤ u and
y ≤ u then u is called upper bound of x and y; it is called least upper bound of x and
y if moreover u ≤ v for every upper bound v of x and y. Note that two elements of a
poset may or may not have a least upper bound. The least upper bound (also known
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Figure 1: The lattice L(Σ) of closed sets of the implicational base Σ = {13! 2, 4! 3} on
ground set X = {1, 2, 3, 4}, and the border (curved line) formed by the two dual antichains
B+ = {{1}, {2, 3}} and B− = {{1, 2}, {3, 4}} of L(Σ). For better readability, closed sets
and premises are denoted without braces, i.e., 123 stands for {1, 2, 3}.
as supremum or join) of x and y, if it exists, is denoted by x ∨ y. The greatest lower
bound (also known as infimum or meet) of x and y, if it exists, is denoted by x ∧ y and is
defined dually. A subset of a poset in which every two elements are comparable is called
a chain. A subset of a poset in which no two distinct elements are comparable is called
an antichain. A poset is an interval order if it corresponds to an ordered collection of
intervals on the real line such that [x1, x2] < [x3, x4] if and only if x2 < x3. The 2+2 poset
is the union of two disjoint 2-elements chains. It is well known that interval orders are
2+2-free, that is, they do not induce the 2+2 poset as a suborder [Fis70]. A set I ⊆ X is
called ideal of P if x ∈ I and y ≤ x imply y ∈ I. If x ∈ I and x ≤ y imply y ∈ I, then
I is called filter of P . Note that the complementary of an ideal is a filter, and vice versa.
For every x ∈ P we associate the principal ideal of x (or simply ideal of x), denoted by
# x, and defined by # x = {y ∈ X | y ≤ x}. The principal filter of x ∈ X is the dual
" x = {y ∈ X | x ≤ y}. If S is a subset of X, we respectively denote by # S and " S the
sets defined by # S =
⋃
x∈S # x and " S =
⋃
x∈S " x, and denote by Min(S) and Max(S)
the sets of minimal and maximal elements of S with respect to ≤ in P . The following
notion is central in this paper.
Definition 2.1. Let P = (X,≤) be a poset and B+, B− be two antichains of P . We say
that B+ and B− are dual in P if #B+ ∪ "B− = X and #B+ ∩ "B− = ∅.
In other words, B+ and B− are dual in P if one of B+ = Max{x | x 6∈ "B−} or
B− = Min{x | x 6∈ #B+} holds. Hence the problem of deciding whether two antichains
B+ and B− of P are dual can be solved in polynomial time in the size of P . The task
becomes difficult when the poset is not fully given, but only an implicit coding—of possi-
bly logarithmic size in the size of P—is given: this is usually the case when considering
dualization problems in lattices.
A lattice is a poset in which every two elements have a least upper bound and a greatest
lower bound [DP02,Grä11]. It is called distributive if for any three elements x, y, z of the
lattice,
x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z).
An implicational base (X,Σ) is a set Σ of implications of the form A! B where A ⊆ X
and B ⊆ X; see [Wil17, BDVG18]. In this paper we only consider implicational bases
in their equivalent unit form where |B| = 1 for every implication, and denote by A ! b
such implications, where B = {b}. The size of Σ is the number of implications in Σ. It is
denoted by |Σ|. The dimension of Σ is the size of a largest premise in Σ. A set C ⊆ X
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is closed in Σ if for every implication A ! b of Σ, at least one of b ∈ C or A 6⊆ C holds.
To Σ we associate the closure operator φ which maps every C ⊆ X to the smallest closed
set of Σ containing C, and that we denote by φ(C). Then, we note CΣ the set of all closed
sets of Σ. It is well known that every lattice can be represented as the set of all closed
sets of an implicational base, ordered by inclusion. To Σ we associate L(Σ) = (CΣ,⊆)
such a lattice. We note that an antichain of L(Σ) is a set B ⊆ CΣ such that B1 6⊆ B2
for any two B1, B2 ∈ B. An example of a lattice of closed sets of an implicational base is
given in Figure 1. If Σ is empty, then L(Σ) = (2X ,⊆) and the lattice is called Boolean.
If Σ only has premises of size one, then the lattice is distributive and this is in fact a
characterization [DP02]. Furthermore in that case, the implicational base can be seen as
a poset P = (X,≤) where x ≤ y if and only if y ! x, and φ(S) =#P S for all S ⊆ X. We
call underlying poset of Σ this poset. Note that in general L(Σ) may be of exponential
size in the size of (X,Σ): it is in particular the case when the implicational base is empty.
In this paper, we are concerned with the following decision problem and one of its two
generation versions.
Dualization in Lattices Given by Implicational Bases (Dual)
Input: An implicational base (X,Σ) and two antichains B+,B− of L(Σ).
Question: Are B+ and B− dual in L(Σ)?
Generation version of Dual (DualEnum)
Input: An implicational base (X,Σ) and an antichain B+ of L(Σ).
Output: The dual antichain B− of B+ in L(Σ).
A positive instance of Dual is given in Figure 1. Observe that the lattice L(Σ)
is not given in any of the two problems defined above. Only (X,Σ) is given, which is
a crucial point. Recently in [BK17] it was shown that Dual is coNP-complete, hence
that DualEnum cannot be solved in output-polynomial time unless P=NP. When the
implicational base is empty—when the lattice is Boolean—the problem is equivalent to
Hypergraph Dualization. Then it admits an algorithm running in No(logN) time
where N = |B+| + |B−| using the algorithm of Fredman and Khachiyan. In the case of
premises of size one—when the lattice is distributive—the best known algorithm is due
to Babin and Kuznetsov [BK17] and runs in sub-exponential time 2O(n0,67 log
3N) where
N = |B+|+ |B−| and n = |X|. Quasi-polynomial time algorithms are known for subclasses
of distributive lattices, including products of chains [Elb09].
We conclude the preliminaries with notions of width that we later consider in this
paper. Let (X,Σ) be an implicational base and φ be its associated closure operator. A set
T ⊆ X is independent w.r.t. φ if x 6∈ φ(T \ {x}) for any x ∈ T . Given two sets T, I ⊆ X
we say that T is a covering set of I if I ⊆ φ(T ), and that it is a generating set of I
if in addition T ⊆ I. It is called minimal if I 6⊆ φ(T \ {x}) for any x ∈ T . Clearly,
every minimal covering set of I is independent, and a generating set of I is minimal if
and only if it is independent. We point out that these notions only rely on φ and not on
the implications in Σ. To every I ⊆ X we associate the set mingen(I) ⊆ 2I of minimal
generating sets of I. Note that several such subsets exist in general. We distinguish a
particular one that we denote by ex(I) and that is obtained from T = I by the following
procedure:
while there exists x ∈ T such that I ⊆ φ(T \ {x}) do T  T \ {x}.
In order for such a procedure to be deterministic we chose x of smallest index in T at each
step. A subset of implications in Σ is called independent if every of its implications has
4
a conclusion that cannot be obtained from the premises of other implications. In other
words, a set of k implications {A1 ! b1, . . . , Ak ! bk} ⊆ Σ is independent if, for any
i ∈ [k], bi 6∈ φ(A1 ∪ · · · ∪Ai−1 ∪Ai+1 ∪ · · · ∪Ak). We call independent-width of (X,Σ) the
size of a maximum independent set of implications in Σ. Note that if Σ is of dimension and
independent-width one, then it has no implications a ! b and c ! d such that d 6∈ φ(a)
and b 6∈ φ(c). In particular, the underlying poset of Σ is 2+2-free in that case.
3 Implicational bases of dimension two
We show that it is coNP-complete to decide whether two antichains of a lattice given by
an implicational base of dimension two are dual. The reduction is based on the one of
Kavvadias et al. in [KSS00], except that we manage to hide the Horn clause of unbounded
size in one of the two antichains.
Theorem 3.1. Dual is coNP-complete for implicational bases of dimension two.
Proof. Membership in coNP follows from the fact that checking whether # B+∩" B− 6= ∅,
or whether there exists some set F ⊆ X that is closed in Σ, and that is such that both
F 6∈ #B+ and F 6∈ "B− can be done in polynomial time in the sizes of (X,Σ), B+ and B−.
We show completeness by reducingOne-in-Three 3Sat, restricted to positive literals,
to the complement of Dual. This restricted case of One-in-Three 3Sat remains NP-
complete [GJ02, KSS00]. In this problem, one is given a n-variable, m-clause positive
Boolean formula
φ(x1, . . . , xn) =
m∧
j=1
Cj =
m∧
j=1
(cj,1 ∨ cj,2 ∨ cj,3)
where x1, . . . , xn and C1, . . . , Cm respectively denote the variables and the clauses of φ,
and where every variable appears in at least one clause (cj,i denotes the variable that
appears in clause j at position i). Then the task is of deciding whether there exists an
assignment of the variables such that every clause contains exactly one variable to one. We
call one-in-three truth assignment such an assignment. We construct an instance of Dual
as follows. Let X = {x1, . . . , xn, y1, . . . , ym, z} be the ground set made of one element
x per variable of φ, one element y per clause of φ, and an additional special element z.
Let Σ be the implicational base defined by
Σ =

cj,1cj,2 ! z (1)
cj,1cj,3 ! z (2)
cj,2cj,3 ! z (3)
zcj,1 ! yj (4)
zcj,2 ! yj (5)
zcj,3 ! yj (6)
yj ! z (7)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
j ∈ [m]

.
Then we put
B+ = {Bj = X \ {yj , cj,1, cj,2, cj,3} | j ∈ [m]},
B− = {F = {y1, . . . , ym, z}}.
Clearly, (X,Σ), B+ and B− are constructed in polynomial time in the size of φ. Moreover,
every Bj ∈ B+ is closed in Σ (observe that no literal in {cj,1, cj,2, cj,3} is the conclusion of
an implication of Σ, and that yj cannot be implied without any literal in {cj,1, cj,2, cj,3}).
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As Bj is the only set of B+ containing yj for every j ∈ [m], no two sets in B+ are inclusion-
wise comparable. Hence B+ is an antichain of L(Σ). Also, B− is an antichain of L(Σ) as
it is a singleton and its unique element F is closed in Σ. At last, Σ is of dimension two.
Are B+ and B− dual in L(Σ)? We show that the answer is no if and only if there is a
one-in-three truth assignment of φ.
We prove the first implication. Let us assume that B+ and B− are not dual in L(Σ).
Since # B+∩ " B− = ∅, there must be some closed set F ′ ⊆ X such that both F ′ 6∈ #B+
and F ′ 6∈ "B−. We consider an inclusion-wise minimal such set F ′. Since F \ {z} is not
closed in Σ, and F \ {yj} ⊆ Bj for every j ∈ [m], we conclude that F ′ 6⊆ F . Then
F ′ ∩ {x1, . . . , xn} 6= ∅. Let x ∈ F ′ ∩ {x1, . . . , xn}. We show that z 6∈ F ′ by contradiction.
Suppose that z ∈ F ′. Then by Implications (4) to (6) yj ∈ F ′ for all j ∈ [m] such that
x ∈ Cj . Hence for every clause Cj containing x, we have that |F ′∩{yj , cj,1, cj,2, cj,3}| ≥ 2.
Hence F ′ \ {x} 6⊆ Bj for any j ∈ [m]. Since F ′ \ {x} is closed, this contradicts the fact
that F ′ is chosen minimal such that F ′ 6∈ # B+. Hence F ′ does not contain z. Clearly
F ′ ∩{y1, . . . , ym} = ∅ as otherwise by Implication (7) F ′ would contain z. As F ′ 6⊆ Bj for
any j ∈ [m], |F ′∩Cj | ≥ 1 for every such j. Furthermore |F ′∩Cj | ≤ 1 for every j ∈ [m] as
otherwise by Implications (1) to (3) F ′ would contain z. Consequently F ′ is a one-in-three
truth assignment of φ, concluding the first implication.
We prove the other implication. Let T be a one-in-three truth assignment of φ. As
T ⊆ {x1, . . . , xn} and |T ∩ Cj | = 1 for all j ∈ [m], T is closed in Σ. Furthermore it is not
a subset of any Bj ∈ B+. Since at last T 6⊇ F , we obtain that both T 6∈ #B+ and T 6∈ "B−.
Consequently B+ and B− are not dual in L(Σ), concluding the proof.
As a consequence, there is no algorithm solving DualEnum in output-polynomial
time unless P=NP, even in the case of implicational bases of dimension two. This proves
Theorem 1.1.
4 Implicational bases of bounded independent-width
We show using hypergaph dualization that the dualization in lattices given by implicational
bases can be achieved in output quasi-polynomial time whenever the implicational base
has bounded independent-width.
In what follows, let (X,Σ,B+) be an instance of DualEnum. Let B− be the dual
antichain of B+ that we wish to compute, and H be the complementary hypergraph of B+
on ground set X defined by
H = {X \B | B ∈ B+}.
It is well known that Tr(H) = B− whenever L(Σ) is Boolean, that is when Σ is empty.
We will show how B− can be computed from Tr(H) in the general case.
Lemma 4.1. To every transversal T of H corresponds some I ∈ B− such that I ⊆ φ(T ).
This is in particular the case for every minimal transversal of H.
Proof. Let T be a transversal of H. As T ∩E 6= ∅ for all E ∈ H, T satisfies T 6⊆ B for any
B ∈ B+. As T ⊆ φ(T ) this is also the case of φ(T ). Hence φ(T ) 6∈# B+. Now if there is no
I ∈ B− such that I ⊆ φ(T ) then φ(T ) 6∈" B−, contradicting the duality of B+ and B− in
L(Σ). We conclude that one such I must exist. The last remark follows by inclusion.
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Lemma 4.2. If T is a transversal of H, then every set T ∗ in mingen(T ) is. In particular,
every minimal transversal of H is independent w.r.t. φ.
Proof. We proceed by contradiction. Let T be a transversal of H and T ∗ ∈ mingen(T ).
Suppose that T ∗ is not a transversal. Then T ∗ ⊆ B for some B ∈ B+. As B is closed,
φ(T ∗) ⊆ φ(B) = B. Since T ∗ is a generating set of T , T ⊆ φ(T ∗). Hence T ⊆ B and thus
T is not a transversal of H, a contradiction. Consequently every T ∗ ∈ mingen(T ) is a
transversal of H. In particular, every minimal transversal T of H is independent w.r.t. φ,
as otherwise it can be reduced into an arbitrary minimal generating set of T .
Lemma 4.3. To every I ∈ B− corresponds T ∈ Tr(H) such that T = ex(I).
Proof. Let I ∈ B−. Since I 6⊆ B for any B ∈ B+, I is a transversal of H. Let T = ex(I).
By Lemma 4.2 as ex(I) ∈ mingen(I), T is a transversal of H and since I is closed,
I = φ(T ). We show that T is minimal. Let x ∈ T and I ′ = φ(T \ {x}). As T is a minimal
generating set of I, I ′ ⊂ I. By minimality of I it must be that I ′ ⊆ B for some B ∈ B+.
Consequently I ′ does not intersect the hyperedge E = X \B for such a B. As T \{x} ⊆ I ′,
T \ {x} is not a transversal of H. We conclude that T ∈ Tr(H).
Algorithm 1: An algorithm enumerating the dual antichain B− of B+ in L(Σ) given
an implicational base (X,Σ) of closure operator φ and an antichain B+ of L(Σ).
1 H {X \B | B ∈ B+};
2 for every T ∈ Tr(H) do
3 I  φ(T );
4 if I ∈ B− and T = ex(I) then
5 output I;
6 end
7 end
A consequence of Lemma 4.3 is that one can enumerate B− from Tr(H) by checking
for every T ∈ Tr(H) whether its closure I = φ(T ) belongs to B−, whether T = ex(I),
and discarding the solution if not. Computing I = φ(T ) can be done in O(|X| · |Σ|) time.
Testing whether I belongs to B− can be done in O(|X|2 · (|Σ| + |B+|)) time by checking
for every x ∈ I whether I \ {x} is not closed, or whether I \ {x} ⊆ B for some B ∈ B+
otherwise. As for the computation of ex(I) it can be done in O(|X|2 · |Σ|) time following
the definition in Section 2. Henceforth, enumerating B− can be done in total time
Mo(logM) + |Tr(H)| ·O(|X|2 · (|Σ|+ |B+|))
where M = |H| + |Tr(H)|, by constructing H in O(|X| · |B+|) time, using the algorithm
in [FK96] for the enumeration of Tr(H) in timeMo(logM), and discarding at most |Tr(H)|
solutions with a cost of O(|X|2 · (|Σ| + |B+|)) per solution. Repetitions are avoided by
discarding T whenever T 6= ex(I). This procedure is given in Algorithm 1. Its correctness
follows from Lemmas 4.1 and 4.3. The limitation of such a procedure is that the size of
Tr(H) may be exponentially larger than that ofX, Σ, B+ and B−, hence that the described
algorithm may run in output-exponential time. An example of one such instance is given
in Figure 2. However, we will show that it is not the case whenever the implicational base
has bounded independent-width.
Our argument relies on the following observation.
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v1 v2 vn
u1 u2 un
. . .
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B3
Figure 2: An implicational base (X,Σ) on ground set X = {u1, v1, . . . , un, vn} where Σ =
{ui ! vi | i ∈ [n]}. By taking B+ = {X \{ui, vi} | i ∈ [n]}, we get H = {{ui, vi} | i ∈ [n]},
B− = {{u1, . . . , un}} and Tr(H) = {{z1, . . . , zn} | (z1, . . . , zn) ∈ {u1, v1}×· · ·×{un, vn}}.
Lemma 4.4. Let I ∈ B− and T be a minimal transversal of H such that I ⊆ φ(T ). Then
T is a minimal covering set of I.
Proof. First recall that by Lemma 4.2, T is independent. It may intersect I. Let x ∈ T .
By minimality of T , T \ {x} is not a transversal. By Lemma 4.2, neither is φ(T \ {x})
as otherwise since T is independent then T \ {x} ∈mingen(φ(T \ {x})) is a transversal,
which contradicts the hypothesis that T is minimal. Since I is a transversal of H we have
that I 6⊆ φ(T \ {x}) for any x ∈ T and the lemma follows.
In the following given two subsets T, I ⊆ X such that T is an independent covering
set of I, we note min(Σ, T, I) an arbitrary minimal subset of implications of Σ having
their premise included in T as a subset and that are needed in Σ in order to derive I
from T . In other words, min(Σ, T, I) is obtained from the implications of Σ having their
premise in T by greedily removing an implication of Σ having its premise in T while the
inclusion I ⊆ φ(T ) holds. Observe that in consequence no implication in min(Σ, T, I)
has a conclusion that is obtained by closure of the other premises in min(Σ, T, I), i.e.,
min(Σ, T, I) is an independent set of implications of Σ.
We now express a bound on the number of minimal covering sets a set admits depending
on the number of implications in Σ, and its independent-width. By Lemma 4.4, this yields
a bound on the number of minimal transversals of H depending on the sizes of B−, Σ, and
the independent-width of Σ.
Theorem 4.5. Let I be a subset of X. Then the number of minimal covering sets of I is
bounded by |Σ|k where k is the independent-width of Σ.
Proof. Let I ⊆ X and T ⊆ X be a minimal covering set of I. Consider the implications in
min(Σ, T, I). As min(Σ, T, I) is an independent set of implications, |min(Σ, T, I)| ≤ k.
Observe in addition that every x ∈ T \ I belongs to at least one premise of an implication
in min(Σ, T, I) as otherwise T is not a minimal covering set of I. Hence
⋃{A | A! b ∈
min(Σ, T, I)} ⊇ T \ I. Also, observe that T is uniquely characterized by T \ I as T is
independent: the elements of T ∩ I are exactly those of I \ φ(T \ I). As T \ I is obtained
by union of at most k implications in Σ, we conclude that the number of minimal covering
sets of I is bounded by
k∑
i=1
(|Σ|
i
)
hence by |Σ|k.
A corollary of Lemma 4.4 and Theorem 4.5 is the following, observing that every
solution I ∈ B− admits at most |Σ|k minimal covering sets, hence that at most |Σ|k
minimal transversals of H have their closure containing I.
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Corollary 4.6. If Σ is of independent-width k then |Tr(H)| ≤ |Σ|k · |B−|.
As a consequence, the size of Tr(H) is bounded by a polynomial in |X|+|Σ|+|B+|+|B−|
whenever the implicational base is of bounded independent-width. Hence under such a
condition, it is still reasonable to test each of the minimal transversals generated by
Algorithm 1 even though many may not lead to a solution of B−. We conclude with the
following theorem.
Theorem 4.7. There is an algorithm that, for every integer k, given an implicational base
(X,Σ) such that Σ is of independent-width k, and an antichain B+ of L(Σ), enumerates
the dual antichain B− of B+ in L(Σ) in output quasi-polynomial time No(logN) where
N = |X|+ |Σ|+ |B+|+ |B−|.
Proof. Let k be an integer and (X,Σ) be an implicational base of independent-width k.
Let B+ be an antichain of L(Σ), and H = {X \ B | B ∈ B+} be the complementary
hypergraph of B+. Let B− be the dual antichain of B+ in L(Σ) that we wish to compute.
By Corollary 4.6, the size of Tr(H) is bounded by |X|k · |B−|. Let M = |H|+ |Tr(H)| and
N = |X|+ |Σ|+ |B+|+ |B−|. Since |H| ≤ |B+|, there exists a constant c ∈ N depending in
k such that M ≤ N c. As a consequence, using the algorithm of Fredman and Khachiyan,
the running time of Algorithm 1 on instance (X,Σ,B+) is bounded by
Mo(logM) + |Tr(H)| ·O(|X|2 · (|B+|+ |Σ|))
hence by
N c · o(logN
c) + poly(N) = No(logN).
As a corollary, there is a quasi-polynomial time algorithm solving Dual in lattices
given by implicational bases of bounded independent-width. In particular if the dimen-
sion and the independent-width of Σ equal one, Theorem 4.7 yields an output quasi-
polynomial time algorithm solving DualEnum in distributive lattices coded by the ideals
of an interval order (see Section 2).
5 Conclusion and future work
In this paper, we showed that the dualization in lattices given by implicational bases is
impossible in output-polynomial time unless P=NP, even when the premises in the impli-
cational base are of dimension two. Then, we showed using hypergraph dualization that
the problem admits an output quasi-polynomial time algorithm whenever the implicational
base has bounded independent-width. Lattices that share this property include distribu-
tive lattices coded by the ideals of an interval order when both the independent-width and
the dimension of the implicational base equal one.
We state open problems for future research. To an implicational base (X,Σ) we asso-
ciate its implication-graph G(Σ) as the directed graph on vertex set X and where there is
an arc from x to y if there exists A! b ∈ Σ such that x ∈ A and y = b. An implicational
base (X,Σ) is called acyclic if G(Σ) has no directed cycle. Acyclic implicational bases have
been widely studied in the literature [HK95,BČKK09,Wil17]. Observe that the negative
result of Section 3 involves an implicational base which is cyclic. Consequently, an impor-
tant research direction concerns the dualization in lattices given by acyclic implicational
bases. Subclasses of interest include distributive lattices as we recall that the best known
algorithm for the dualization in that case is output sub-exponential [BK17]. Superclasses
of interest that are not covered by Theorem 3.1 include convex geometries.
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