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E-mail address: ojhaanupam@yahoo.co.in (A. OjhIn this paper, a multi-objective solid transportation problem (MOSTP) for a breakable
item is considered with two different criteria: cost and time for transportation. Here
breaking for the item depends on two modes- (i) type of conveyance and (ii) transported
amount. The item breaks at constant rate for the modes of conveyance and randomly for
the transported amount. The requirement of the destination is crisp, but due to presence
of breakability, the fulﬁllment of demand at destination is stochastic, which is solved by
the chance-constraint method. In this paper, a nested discount (IQD within AUD) is pre-
sented on the transportation cost. The considered model is formulated to minimize the
total transportation cost and time to transport all units of the item with respect to the
transported amounts of the item from origins to destinations. Thus the problem reduces
to a multi-objective problem. A set of pareto optimal solutions are obtained by multi-
objective genetic algorithm (MOGA). The best solution out of this set is presented using
Analytical Hierarchy Process (AHP). The MOSTP has also been formulated with entropy
function deﬁned by Shannons measure of entropy. The entropy function is used as an
additional objective function which acts as a measure of dispersion. To illustrate the
model, numerical example has been presented. The effect of entropy on transported
amount is illustrated. A sensitivity analysis on the total cost due to the changes in break-
ability rate is presented.
 2009 Elsevier Inc. All rights reserved.1. Introduction
The solid transportation problem (STP) is a generalization of the well-known transportation problem (TP) in which
three dimensional aspects (source, destination and conveyance) are taken into account in the objective and constraint
set. The STP was ﬁrst stated by Shell [1]. In many industrial problems, a homogeneous product is delivered from an origin
to a destination by means of different modes of transport called conveyances, such as trucks, cargo ﬂights, goods trains,
ships, etc. A solid transportation problem can be converted to a classical transportation problem by considering only a
single type of conveyance. The transportation problem originally developed by Hitchcock [2] is one of the most common
combinatorial problems involving constraints. In reality most of transportation problems are unbalanced for breakable
items as the supplied amount by the suppliers (i.e., origins) is not equal to the received amount by the retailers (i.e., des-
tinations). These items are glass-goods, toys, ceramic-goods, etc. This type of materials till now has not been considered
for transportation models.. All rights reserved.
a).
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stiff competition amongst the companies to win over the maximum possible market. It is a common practice for the trans-
port companies that the companies offer discount to the users on the unit transportation cost for the orders of large sizes. In
general, there are two types of discount – All Unit Discount (AUD) and Incremental Quantity Discount (IQD). Recently a dis-
counted multi-item inventory model via Genetic Algorithm was developed by Maiti and Maiti [3]. In the modern business
process, both the discounts are offered together as a nested discount (i.e., IQD within AUD). This concept has been introduced
here for the ﬁrst time on a transportation model.
In the transportation business, different types of materials/items including breakable items such as units made of glass,
ceramics, plastics, mud, etc. are transported from sources to destinations. In a transportation system, breakable amount of an
item normally depends on the size of the consignment to be transported and the type of conveyance used for transportation.
In the case of transporting breakable units with unit transportation cost discount, a retailer is normally in conﬂict. He/she is
tempted to transport a large size of consignment from sources to destinations to avail the discount on unit transportation
cost and in this process, invites the loss of units at destination points due to breakability. This breakability may be random
in nature. Moreover, the rate of breakability is less for the costly type of conveyance. Hence he/she is in problem/ﬁx in choos-
ing the appropriate type of conveyance as one of his aim is to minimize the total transportation cost.
In the present transportation system considered here, probability that amounts received at the destination points will be
less than the corresponding demands may be deﬁned to be violated by a given parameter. This type of constraints is dealt
with the chance constrained programming (CCP). A transportation problem is said to be a chance constrained problem if its
linear constraints are associated with a set of probability measures indicating the extent of violation of the constraints. The
CCP was originally developed by Charnes and Cooper [4,5]. Kataoka [6] proposed a stochastic programming model which
considers the distribution of both objective function and probabilistic constraints and applied to a single-objective transpor-
tation problem.
For the present transportation model, two objectives- minimization of total transportation cost along with the total trans-
portation time of all quantities from origins to destinations are considered. The time taken for transportation depends on the
mode of conveyance. This type of problems is known as a multi-criteria/multi-objective/multi-performance optimization
problem.
To solve the proposed multi-objective genetic algorithm (MOGA) is used along with Analytical Hierarchy Process (AHP).
In classical optimization methods, a constrained multi-objective decision making problem is converted to an unconstrained
single-objective optimization problem using global criteria method or fuzzy programming technique, etc. along with La-
grange or penalty function method, etc. and then solved with the help of a conventional non-linear optimization technique
such as feasible direction (FD) method, generalized reduced gradient (GRG) method, etc. In an multi-objective optimization
problem, always a set of compromise i.e., pareto optimum solutions is obtained. But in using the above mentioned classical
methods, it struck very often to a local optimum instead of the global optimum. But using the soft computing methods such
MOGA, Ant Colony optimization, Artiﬁcial Neural Network, etc., these is a better chance of obtaining a global optimum solu-
tion for an multi-objective optimization problem. These methods are robust and efﬁcient.
Normally, transportation problems are formulated as network problems in which transportation is made from sources to
destinations as well as from destinations to destinations also. Sometimes there are restrictions on the ﬂow of transportation.
In the proposed classical transportation problem, transportation may be maid from all sources to all destinations, if required
and no transportation from destinations to destinations or from sources to sources is allowed. Moreover, the distances be-
tween the origins and destinations are not here taken into account as in the network problems.
A genetic algorithm (GA) is a heuristic search process for optimization that resembles natural selection. GA has been ap-
plied successfully in different areas. Genetic Algorithm for the Linear and Nonlinear Transportation Problems was developed
by Vignauz and Michalewicz [7]. In GA, a population of individuals is considered. Using the terminology of genetics, a pop-
ulation is a set of feasible solutions of a problem. A member of the population is called a genotype, a chromosome, a string or
a permutation. A genetic algorithm contains three operators – reproduction, crossover and mutation. Using these operators,
GA ﬁnds optimum solution and value for the single-objective function. For multi-objective, non-dominated fast and elitist
multi-objective GA (MOGA) is used. In this case, a set of compromise solutions is obtained as an optimum solution. The ana-
lytical hierarchy process (AHP) proposed by Saaty [8] is used for analyzing and solving hierarchical framework. It is em-
ployed for the selection of the best in a set of alternative solutions.
In this paper, an item with random breakability rate is transported from origins to destinations through different convey-
ances. Here, a nested discount i.e., IQD within AUD on transportation cost due to the transported amount is allowed. Here,
both total transported cost and total time for transportation are considered for the whole system and minimized. The model
is formulated without and with Entropy function as multi-objective models and a set of compromise solutions is obtained by
MOGA. The AHP is employed to the set of pareto optimal solutions to choose the best one. The model is illustrated with
examples and the effect of entropy is pointed. To illustrate the robustness of MOGA, the transportation problems with dif-
ferent sizes are solved. The optimal results of some models obtained by MOGA are compared with those obtained by using
the classical ‘weighted average method’ and non-linear optimization technique-GRG method to prove the efﬁciency of
MOGA. Sensitivity due to the change in breakability is studied. The whole paper is presented as below.
In Section 2, notations and assumptions for formulating the proposed model are taken, in Sections 3 and 4, the model is
formulated without and with entropy function respectively. The solution procedure (MOGA and AHP) are detailed in Section
5. Section 6 contains the numerical illustration. In Sections 7 and 8, discussion of the result and conclusion are presented.
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2.1. Notation
In this solid transportation problem the following notations are used:
(i) m: no of origins/sources of the transportation problem.
(ii) n: no of destinations/demands of the transportation problem.
(iii) K: no of conveyances i.e., different modes of the transportation problem.
(iv) Oi: i-th origin of the transportation problem.
(v) Dj: j-th destination of the transportation problem.
(vi) Ek: k-th conveyance of the transportation problem.
(vii) ai: amount of a homogeneous product available at i-th origin.
(viii) bj: demand at j-th destination.
(ix) ek: amount of product which can be carried by k-th conveyance.
(x) C1ijk: per unit transportation cost from i-th origin to j-th destination by k-th conveyance.
(xi) C2ijk: transportation time which amount transported from i-th origin to j-th destination by k-th conveyance.
(xii) kijk: total amount of breaking item of the transportation problem from i-th origin to j-th destination by k-th
conveyance.
(xiii) Xijk: the amount to be transported from i-th origin to j-th destination by means of k-th conveyance (decision variables).
(xiv) wk: the rate of breaking of items due to k-th conveyance.
2.2. Assumption
In this solid transportation problem, the following assumptions are made.
(i) The unit transportation cost under nested discount (IQD within AUD) scheme is taken as:8C1ijk ¼
pijk if 0 < xijk < R1;
pijk1 if xijk ¼ R1;
pijk1
ðxijkÞd1
if R1 < xijk < R2;
pijk2 if xijk ¼ R2;
pijk2
ðxijkÞd2
if R2 < xijk < R3;
pijk3 if R3 6 xijk <1;
>>>>>><>>>>>:
ð1Þ
where pijk, pijk1, pijk2, pijk3 are unit transportation costs and pijk > pijk1 > pijk2 > pijk3 > 0; R1, R2, R3 be the amounts at
which new discount is permitted and 0 < d1 < 1, 0 < d2 < 1.(ii) Due to breakability of the units, the transported amount is stochastic.
(iii) j be the least parentage of preference of satisfying the constraints for destinations.
(iv) The amount of breaking item k^ijk is considered as a random variable and it is taken as k^ijk ¼ u^  xijk þwk  xijk where ^
indicates the randomness of the variable/parameter.
(v) The probability distribution of bX is exponential i.e.,f ðbXÞ ¼ cecbX for bX P 0;
0 for bX < 0:
8<: ð2Þ3. Formulation for the MOSTP (Model-I)
In the proposed MOSTP, two criteria are considered: one is the total transportation cost and other is total transportation
time which are to be minimized. So the objective functions with availability, requirement and conveyance constraints are
formulated as follows:minimize Z1 ¼
Xm
i¼1
Xn
j¼1
XK
k¼1
C1ijkxijk; ð3Þ
minimize Z2 ¼
Xm
i¼1
Xn
j¼1
XK
k¼1
C2ijkyðxijkÞ; ð4Þ
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1 for xijk > 0;
0 for xijk ¼ 0

ð5Þsubjected toXn
j¼1
XK
k¼1
xijk ¼ ai i ¼ 1;2;3; . . . ;m; ð6Þ
Prob
Xm
i¼1
XK
k¼1
ðxijk  k^ijkÞ 6 bj
" #
P j j ¼ 1;2;3; . . . ;n; ð7Þ
Xm
i¼1
Xn
j¼1
xijk ¼ ek k ¼ 1;2;3; . . . ;K; ð8Þ
Xm
i¼1
ai ¼
Xn
j¼1
bj ¼
XK
k¼1
ek; ð9Þ
xijk P 0 for all i; j; k: ð10ÞLemma 1. The mean value of k^ijk is 1c xijk þwkxijk:Proof. We take the expectation of the random variable k^ijk and it is denoted by mijk, somijk ¼ EðbkijkÞ ¼ Eðu^xijk þwkxijkÞ ¼ Eðu^Þxijk þwkxijk ¼ Z 1
1
ucecu duþwkxijk ¼ c
Z 1
0
uecu duþwkxijk
¼ c u e
cu
c þ
1
c
ecu
c
 1
0
þwkxijk ¼ 1c xijk þwkxijk Lemma 2. The variation of bkijk is 1c2 x2ijk.
Proof. Now the variance of the random breaking variable k^ijk is denoted by r2ijk. Sor2ijk¼ Eðk^ijkmijkÞ2 ¼Eðu^xijkþwkxijkmijkÞ2¼ E u^xijkþwkxijk
1
c
xijkwkxijk
 2
¼ Eðu^2Þx2ijk2
1
c
x2ijkEðu^Þþ
1
c2
x2ijk
 
¼ 1
c2
x2ijk:Now from the Eq. (7), using the Lemmas 1 and 2 we getProb
Xm
i¼1
XK
k¼1
xijk  bj 6
Xm
i¼1
XK
k¼1
k^ijk
" #
P j j ¼ 1;2; . . . ;n ð11Þ
i:e:;
Prob
Pm
i¼1
PK
k¼1xijkbj
 
E
Pm
i¼1
PK
k¼1 k^ijk
 
Var
Pm
i¼1
PK
k¼1 k^ijk
  6Pm
i¼1
PK
k¼1 k^ijkE
Pm
i¼1
PK
k¼1 k^ijk
 
Var
Pm
i¼1
PK
k¼1 k^ijk
  	P j
8>><>>: ð12Þ
i:e:;
Prob
Pm
i¼1
PK
k¼1xijkbj
 

Pm
i¼1
PK
k¼1Eðk^ijkÞPm
i¼1
PK
k¼1Var ðk^ijkÞ
6

Pm
i¼1
PK
k¼1 k^ijk
Pm
i¼1
PK
k¼1Eðk^ijkÞPm
i¼1
PK
k¼1Var ðk^ijkÞ
	
P j
8>><>>: ð13Þ
i:e:;
Prob
Pm
i¼1
PK
k¼1xijkbj
 

Pm
i¼1
PK
k¼1mijkPm
i¼1
PK
k¼1r
2
ijk
6
(
Pm
i¼1
PK
k¼1 k^ijk
Pm
i¼1
PK
k¼1mijkPm
i¼1
PK
k¼1r
2
ijk
)
P j:
8>>><>>>:
ð14Þ
Now taking bj ¼
Pm
i¼1
PK
k¼1xijk  bj

 
Pmi¼1PKk¼1mijkPm
i¼1
PK
k¼1r2ijk
ð15Þ
and Uj ¼
Pm
i¼1
PK
k¼1k^ijk 
Pm
i¼1
PK
k¼1mijkPm
i¼1
PK
k¼1r2ijk
ð16Þthe inequality (14) can be written as:
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The Eq. (16) shows that Uj, j = 1,2,. . .,n be the standard normal variant by Reproductive property. So bj can be obtained from
the table of the standard normal distribution. Thus the above Eq. (17) reduces toXm
i¼1
XK
k¼1
xijk  bj
 !
6
Xm
i¼1
XK
k¼1
mijk þ aj
Xm
i¼1
XK
k¼1
r2ijk 8 j; ð18Þ
i:e:;
Xm
i¼1
XK
k¼1
1wk  1c
 
xijk  bj 6 aj  1c2
Xm
i¼1
XK
k¼1
x2ijk 8 j: ð19ÞSo the above Eqs. (3), (4), (6), (8), (9), (10) and (19) reduce toMinimize ½Z1ðXÞ; Z2ðXÞ ð20Þ
where Z1 ¼
Xm
i¼1
Xn
j¼1
XK
k¼1
C1ijkxijk ð21Þ
and Z2 ¼
Xm
i¼1
Xn
j¼1
XK
k¼1
C2ijkyðxijkÞ ð22Þsubject to constraintXn
j¼1
XK
k¼1
xijk ¼ ai 8 i; ð23Þ
Xm
i¼1
XK
k¼1
1wk  1c
 
xijk  bj 6 aj  1c2
Xm
i¼1
XK
k¼1
x2ijk 8 j; ð24Þ
Xm
i¼1
XK
k¼1
xijk ¼ ek 8 k; ð25Þ
Xm
i¼1
ai ¼
Xn
j¼1
bj ¼
XK
k¼1
ek; ð26Þ
xijk P 0 8 i; j; k: ð27Þ4. Model with entropy function (Model-II)
In STP, the products are transported from origin to some speciﬁc destination such that the total transportation cost and
time are minimum. In traditional solution methods, sometime most of cell in TP remain un-allocated, which is un-realistic in
modern competitive life. For these reasons it is needed to allocate all possible cells, if possible. This can be done by introduc-
ing entropy function (cf. Samanta and Roy [9]).
Let T be the transported amount i.e., T ¼Pmi¼1Pnj¼1PKk¼1xijk. We consider a function F(X) which represents the number of
possible assignment for the state X = (xijk). The (Shannon) entropy function of a variable X is deﬁned as follows:FðXÞ ¼ the number of ways selecting xlll from T; multiplied by the number of ways selecting x112 from T
 x111; . . . ;multiplied by the number of ways selecting xmnk from T  x111  x112      xmnk1
¼ TCx111 :ðTx111ÞCx112 :ðTx111x112ÞCx113 . . .ðTx111x112xmnk1ÞCxmnK ¼
T!
Pmi¼1P
n
j¼1P
K
k¼1xijk!i:e: lnðFðXÞÞ ¼ lnðT!Þ 
Xm
i¼1
Xn
j¼1
XK
k¼1
lnðxijk!Þ
¼ lnðeTTTÞ 
Xm
i¼1
Xn
j¼1
XK
k¼1
lnðexijk xxijkijk Þ ½By using Stirlings approximation formula:
¼ T:lnðTÞ 
Xm
i¼1
Xn
j¼1
XK
k¼1
xijklnðxijkÞ
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lnðFðXÞÞ
T
¼ lnðTÞ  1
T
Xm
i¼1
Xn
j¼1
XK
k¼1
xijklnðxijkÞ
i:e: EnðXÞ ¼ lnðFðXÞÞT which is known as entropy function:This entropy function (Shannon) can be expressed asEnðXÞ ¼ 
X
x
f ðxÞ;wheref ðxÞ ¼ pðxÞlnðpðxÞÞ if pðxÞ – 0;
0 if pðxÞ ¼ 0;

p(x) being the probability that X is in the state x.
In transportation problem, normalizing the trip number xijk by dividing the total number of trips T, a probability distri-
bution, p(x) = xijk/T is formulated.
ThereforeEnðXÞ ¼ 
Xm
i¼1
Xn
j¼1
XK
k¼1
ðxijk=TÞlnðxijk=TÞ ð28Þ
¼ lnðTÞ1
T

Xm
i¼1
Xn
j¼1
XK
k¼1
xijklnðxijkÞ: ð29ÞIn transportation problem, this entropy function acts as a measure of dispersal of trips among origins, destinations and con-
veyances. Taking entropy function as an additional objective function, then the Eq. (20) and entropy function can be written
as:Minimize ½EnðXÞ; Z1ðXÞ; Z2ðXÞ
subject to the constraints ð23Þ—ð27Þ ð30Þ5. Hybrid algorithm
5.1. Genetic algorithm
Genetic algorithms are general purpose stochastic search algorithms based on the mechanics of natural selection and nat-
ural genetics. It has been developed by Prof. John Holland, his colleagues and his students at the University of Michigan and
Subsequently it has been made widely popular by Prof. David Goldberg at the University of Illinois. The original genetic algo-
rithm and its many variants, collectively known as genetic algorithms. These are a computational procedures that mimic the
natural process of evolution i.e., it imitates the phenomena of biological evolution. An important observations in the Darwinian
evolutionary systems are as follows:
(i) One or more populations of individuals competing for limited resources.
(ii) The notion of dynamically changing populations due to the birth and death of individuals.
(iii) A concept of ﬁtness which reﬂects the ability of an individuals to survive and reproduce, and
(iv) A concept of variational inheritance: offspring closely resemble their parents, but are not identical.
GAs use two basic processes from evolution: inheritance, or the passing of features from one generation to the next,
and competition, or survival of the ﬁttest, which results in weeding out the bad features from individuals in the popula-
tion. All genetic algorithms work on a population, or a collection of several alternative solutions to the given problem.
Each individual in the population is called a string or chromosome, in analogy to chromosomes in natural systems. In each
iteration of GA, a new generation is evolved from the exiting population in an attempt to obtain solutions. One of the rea-
sons of the success of GAs is their population based strategy which prevents them from getting trapped in a local optimal solu-
tion and consequently increases their probability of ﬁnding a global optimal solution. A Genetic Algorithm must have the
following ﬁve components:
(i) A genetic representation for potential solutions to the problem.
(ii) A way to create an initial population of potential solutions.
(iii) An evaluation function that plays the role of the environment, rating solutions in terms of their ﬁtness.
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(v) Values for various parameters that the genetic algorithm uses (population size, probabilities of applying genetic
operators, etc.).
Genetic algorithms are different from more normal optimization and search procedures in four ways:
(i) GAs work with a coding of the parameter set, not the parameters themselves.
(ii) GAs search from a population of points, not a single point.
(iii) GAs use payoff (objective function) information, not derivatives or other auxiliary knowledge.
(iv) GAs use probabilistic transition rules, not deterministic rules.
The procedure of a generic GA [10–12] is described in the following:
Different component in this algorithm and described below:
Initialization: To initialize a population, we can simply set some popsize number of chromosomes randomly either in bin-
ary fashion or real fashion.
Evaluation function: An evaluation function (or ﬁtness function) is used to determine the ﬁtness of each candidate solu-
tion. The ﬁtness is the opposite of what is generally known as the cost in optimization problems.
Reproduction/selection: The individuals for new population are selected from the old population for reproduction with re-
spect to the probability distribution based on ﬁtness values. It is one of the key operations on GAs that ensures survival of the
ﬁttest. That is, reproduction is a process in which individual strings are copied according to their objective function values
(biologists call this function the ﬁtness function).
Crossover: It is the main operator used for reproduction. It combines portions of two parents to create two new individ-
uals, called offspring, which inherit a combination of the features of the parents.
Mutation: It is the occasional (with small probability) random alternation of the value of a string position. It is needed
because, even though reproduction and crossover effectively search and recombine extent notions, occasionally they may
become overzealous and lose some potentially useful genetic material. In artiﬁcial genetic systems, the mutation operator
protects against such an irrecoverable loss.
Hence the main advantages of using GAs other than traditional methods are as follows:
(i) They are adaptive, and learn from experience.
(ii) They have intrinsic parallelism.
(iii) They are efﬁcient for complex problems, and
(iv) They are easy to parallelize.
Being a population based approach, GAs are well suited to solve multi-objective optimization problems. A generic single-
objective GA can be modiﬁed to ﬁnd a set of multiple non-dominated solutions in a single run. The ability of GA to simul-
taneously search different regions of a solution space makes it possible to ﬁnd a diverse set of solutions for difﬁcult problems
with non-convex, discontinuity, and muti-modal solutions spaces. The crossover operator of GA may exploit structures of
good solutions with respect to different objectives to create new non-dominated solutions in unexplored parts of the pareto
front. There are several multi-objective evolutionary algorithms including multi-objective genetic algorithm, niched pareto
genetic algorithm, weight-based genetic algorithm, random weighted genetic algorithm, non-dominated sorting genetic
algorithm, strength pareto evolutionary algorithm etc. In this problem we have used non-dominated sorting genetic algorithm
[13–15]. Which is outline in the following ﬂowchart (see Figs. 1 and 2).
Deﬁnition. A solution X1 is said to dominate the other solution X2, if the following both conditions (i) and (ii) are true:(i) The solution X1 is no worse than X2 for all objectives.
(ii) The solution X1 is strictly better than X2 in at least one objective.
If any of the above condition is violated, the solutions X1 does not dominate the solution X2. If X1 dominates the solution
X2, it is also customary to write any of the following:(i) X2 is dominated by X1.
(ii) X1 non-dominated by X2.
(iii) X1 is non-inferior to X2.
It is intuitive that if a solution X1 dominates the another solution X2, the solution X1 is better than X2 in the parlance of
multi-objective optimization. Since the concept of dominance allows a way to compare the solutions with the multiple
objectives, the most multi-objective optimization methods use this dominance concept to search for non-dominated
solutions.
Fig. 1. Flow-chart of MOGA.
Fig. 2. Creation of new population of multi-object (CPMO).
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Step-1: Generate initial population P1 of size N.
Step-2: i 1 [i represents the number of current generation.]
2264 A. Ojha et al. / Applied Mathematical Modelling 34 (2010) 2256–2271Step-3: The ﬁtness value of a chromosome is deﬁned as the sum of the costs and times in the transportation amount of
cells represented by the chromosome.
Step-4: Select solution from Pi for crossover.
Step-5: Made crossover on selected solution to get child set C1.
Step-6: Select solution from Pi for mutation.
Step-7: Made mutation on selected solution to get solution set C2.
Step-8: Set P0i ¼ Pi
S
C1
S
C2
Step-9: Partition P0i into subsets F1,F2, . . . ,Fk, such that each subset contains non-dominated solutions of P
0
i and every solu-
tions of Fi dominates every solutions of Fi+1 for i = 1,2, . . . ,k  1.
Step-10: Select largest possible integer l, so that numbers of solutions in the set F1
S
F2
S   S Fl 6 N.
Step-11: Set Pi+1 = F1
S
F2
S    S Fl.
Step-12: Sort Fl+1 in decreasing order by method of crowding distance.
Step-13: Set M = number of solutions in Pi+1.
Step-14: Select ﬁrst N M solutions from set Fl + 1.
Step-15: Insert these solution in solution set Pi+1.
Step-16: Set i i + 1.
Step-17: If termination condition does not hold, goto Step-3.
Step-18: Output Pi.
Step-19: End.5.2. Analytical Hierarchy Process
Analytical Hierarchy Process (AHP) is one type of approach for decision making. It involves with (i) structuring the multi-
ple choice of criteria into a set of hierarchy, (ii) assessing the relative importance of these criteria, (iii) comparing alternatives
for each criterion, and (iv) determining an overall ranking of the alternatives.
The Analytical Hierarchy Process (AHP) is to decompose the decision problem into a hierarchy that consists of the most
important elements of the decision problem. In developing a AHP, the top level is the ultimate goal of the decision at hand.
The hierarchical structure consists of goal, objectives, attributes and alternatives, a variety of elements relevant to a partic-
ular decision problem and a different combination of these elements can be used to represent the problem [8]. In the context
of this paper, a typical four-level hierarchy of goal, objectives, attributes and alternatives has been considered in order to
demonstrate the special AHP. The special decision making problem involves for a set of mathematical solution. Here, the
alternatives (transportation cost, time and entropy), a set of evaluation criteria (goal, objective and attributes) and its asso-
ciated weights (preferences) are taken into account.
Pairwise comparisons
The pairwise comparison is the measurement mode employed in the AHP. The procedure greatly reduces the conceptual
complexity of a problem, since only two components are considered at any time. It contents three steps: (i) developing a
comparison matrix at each level of the hierarchy, beginning at the top and working down, (ii) computation of the weights
for each element of the hierarchy, and (iii) estimate of the consistency ratio. The pairwise comparison matrix method em-
ploys a scale with values from 1 to 9, to the rate of relative weights for two elements of the hierarchy (Table 1). In this trans-
portation problem the pairwise comparison matrix for objective level are the sets of solution (S1,S2, . . .) (see Tables 2–4).
Someone can expect that any human judgment is subjected to some degree of imperfectness. Then this would help to
measure inconsistency associated with the pairwise comparison matrix. In order to measure the degree of consistency,
we can calculate the consistency index (CI) asTable 1
Scale fo
Degr
aij =
aij =
aij =
aij =
aij =CI ¼ kmax  h
h 1 ;where kmax be the maximum eigenvalue and h be the number of columns of the matrix. Further, we can calculate the con-
sistency ratio (CR), which is deﬁned as: CR ¼ CIRI where RI is the random index and CI is the consistency ratio of a randomlyr pairwise comparisons matrix.
ee of importance Judgment of preference
1 if the two set of solution Si, Sj are of equal importance i.e., when the no. of allocation cell containing the value >12 in Si is
equal to Sj
3 if Si is weakly important than Sj i.e., when the no. of allocation of the cell containing the value >12 in Si is more then Sj
5 if Si is strongly important than Sj i.e., when the no. of allocation of cell containing the value either > 24 or >12 in Si is more
then Sj
7 if Si is very strongly important than Sj i.e., when the no. of allocation in the cell accepting the value > 24 in Si is more then Sj
9 if Si is absolutely important than Sj i.e., when the no. of allocation of the cell containing the value > 36 in Si is more then Sj
Table 2
Cost matrix with the availabilities and demands for k = 1, 2.
C11k C12k C13k 120
C21k C22k C23k 110
C31k C32k C33k 130
125 120 115 360
Table 3
The unit transportation cost (in $) with discount (having breaking points at 12, 24 and 36).
For Conveyance-1 For Conveyance-2
C111 C121 C131 C112 C122 C132
10 9 7 13 17 14 0 < xijk < 12
9.5 8.5 6.5 12.5 16.3 13.5 xijk = 12
9:5
ðx111Þ02
8:5
ðx121Þ02
6:5
ðx131Þ02
12:5
ðx112Þ02
16:3
ðx122Þ02
13:5
ðx132Þ02 12 < xijk < 24
8.5 7.5 6 11.2 14.8 12 xijk = 24
8:5
ðx111Þ03
7:5
ðx121Þ03
6
ðx131Þ03
11:2
ðx112Þ03
14:8
ðx122Þ03
12
ðx132Þ03 24 < xijk < 36
7.2 6 5.1 10 13.6 11 xijkP 36
C211 C221 C231 C212 C222 C232
8 11 12 11 12 9 0 < xijk < 12
7.5 10.5 11.5 10.5 11.5 8.5 xijk = 12
7:5
ðx211Þ02
10:5
ðx221Þ02
11:5
ðx231Þ02
10:5
ðx212Þ02
11:5
ðx222Þ02
8:5
ðx232Þ02 12 < xijk < 24
7 9.2 10.3 8.8 10 7.4 xijk = 24
7
ðx211Þ03
9:2
ðx221Þ03
10:3
ðx231Þ03
8:8
ðx212Þ03
10
ðx222Þ03
7:4
ðx232Þ03 24 < xijk < 36
5.8 8 9.1 7.5 9 6.2 xijkP 36
C311 C321 C331 C312 C322 C332
13 15 17 8 10 15 0 < xijk < 12
12.4 14.3 16.3 7.5 9.5 14.4 xijk = 12
12:4
ðx311Þ02
14:3
ðx321Þ02
16:3
ðx331Þ02
7:5
ðx312Þ02
9:5
ðx322Þ02
14:4
ðx332Þ02 12 < xijk < 24
11 12 15 6.1 8.2 13 xijk = 24
11
ðx311Þ03
12
ðx321Þ03
15
ðx331Þ03
6:1
ðx312Þ03
8:2
ðx322Þ03
13
ðx332Þ03 24 < xijk < 36
10 10.7 13.6 5 7 11.8 xijkP 36
Table 4
Time required for transportation (in hrs.).
Conveyance-1 Conveyance-2
12 13 9 15 16 14
7 14 10 15 13 12
13 15 16 7 11 11
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able level of consistency in the pairwise comparison matrix; if, however, CRP 0.10, then the values of the ratio indicates an
inconsistent judgments. In this case, one should reconsider and revise the previous values in the pairwise comparison
matrices.
5.3. Weighted Average Technique (without entropy)
The weighted average method scalarizes a set of objectives into a single objective by multiplying each objective with
user’s supplied weights. The weights of an objective are usually chosen in proportion to the objective’s relative importance
in the problem. However setting up of an appropriate weight vector depends on the scaling of each objective function. It is
likely that different objectives take different orders of magnitude. When such objectives are weighted to form a composite
objective function, it would be better to scale them appropriately so that each objective possesses more or less the same
order of magnitude. This process is called normalization of objectives. After the objectives are normalized, a composite objec-
tive function Z can be formed by summing the weighted normalized objectives and the MONLP given as Minimize
{f1(x), f2(x), . . . , fk(x)}, x 2 X is then converted to a single-objective optimization problem as follows:Minimize Z ¼
Pk
i¼1wifiðxÞPk
i¼1wi
; wi 2 ½0;1; x 2 X: ð31Þ
2266 A. Ojha et al. / Applied Mathematical Modelling 34 (2010) 2256–2271Here, wi is the weight of the i-th objective function. Since the minimum of the above problem does not change if all the
weights are multiplied by a constant, it is the usual practice to choose weights such that their sum is one, i.e.,Pk
i¼1wi ¼ 1. Following (20), the minimization of objective functions {Z1(X),Z2(X)} reduces toTable 5
Set of s
Set
IMinimize Z ¼ 0:5Z
1ðXÞ þ 0:5Z2ðXÞ
0:5þ 0:5 ; ð32Þ
along with ð23Þ—ð27Þ: ð33Þ5.4. Weighted Average Technique (with entropy)
In this we haveMinimize ½Z1ðXÞ; Z2ðXÞ
and Maximize EnðXÞ
subject to the constraints ð23Þ—ð27Þ:
ð34ÞHence, following (31), the MONLP (33) is reduced toMinimize Z ¼ 0:4Z
1ðXÞ þ 0:3Z2ðXÞ  0:3EnðXÞ
0:4þ 0:3þ 0:3 : ð35Þ
subject to the constraints ð23Þ—ð27Þ: ð36Þ6. Numerical experiments with size (3  3  2)
Here we consider three sources (i.e. m = 3), three destinations (i.e. n = 3) and two different modes of transportation (i.e.
k = 2) of this stochastic balanced multi-object transportation problem, with the following availabilities and demands for two
conveyance.
Input data:
Other input data are, d1 = 0.02, d2 = 0.03, w1 = 0.03 and w2 = 0.04. The per unit transportation cost coefﬁcient with dis-
count are as follows:
The time of transportation from origin to destination are as follows:
Solution:
With these input data, the Eqs. (20) and (30) are solved using MOGA and we present the results in the Tables 5 and 6,
respectively.
Determination of best set of solutions from Table 5 (Model-II):
So the pairwise comparison matrix (using scale mentioned in Table 1 in AHP) is given by1 9 1=3
1=9 1 7
3 1=7 1
0B@
1CA ¼ 1:000 9:000 0:3330:111 1:000 7:000
3:000 0:142 1:000
0B@
1CA:To normalize the weights, we compute the sum of each column and then divide each column by the corresponding sum of
this comparison matrix and this normalized matrix denoted by Aolutions of the model (cf. Eq. (20)) obtained by MOGA. (with out entropy).
Transportated amounts for
conv.-1
Transportated amounts for
conv.-2
Min. cost
($)
Min. time
(hrs.)
Total loss at
destination ($)
Min. cost without
discount ($)
x111 x121 x131 x112 x122 x132
x211 x221 x231 x212 x222 x232
x311 x321 x331 x312 x322 x332
Despatched amounts Despatched amounts 3537.63 223 324.64 4324.1
23.16, 0.76, 16.67 58.92, 19.56, 0.92
3.85, 67.20, 0.49 2.24, 0.62, 35.41
19.62, 0.24, 47.63 17.02, 31.61, 13.87
Received amounts Received amounts
21.27, 0.71, 15.40 52.49, 17.84, 0.85
3.57, 60.64, 0.45 2.22, 0.57, 32.12
18.06, 0.22, 43.47 15.52, 28.67, 12.69
Table 6
Set of solutions of the model (cf. Eq. (30)) obtained by MOGA. (with entropy).
Set Transportated amounts
for conv.-1
Transportated amounts
for conv.-2
Min. cost
($)
Min. time
(hrs.)
Entropy Total loss at
destination ($)
Min. cost without
discount ($)
x111 x121 x131 x112 x122 x132
x211 x221 x231 x212 x222 x232
x311 x321 x331 x312 x322 x332
I Despatched amounts Despatched amounts 3414.90 223 2.580 297.48 4107.67
9.36, 41.27, 4.48 8.40, 13.32, 43.15
63.58, 1.98, 12.98 11.44, 3.96, 16.06
19.62, 16.55, 29.59 12.59, 42.90, 8.73
Received amounts Received amounts
8.66, 37.68, 4.16 7.69, 12.18, 39.03
57.13, 1.84, 12.01 10.46, 3.63, 14.68
18.06, 15.28, 27.20 11.51, 38.71, 8.00
II Despatched amounts Despatched amounts 3631.23 223 2.589 318.98 4365.22
12.00, 40.32, 12.65 0.48, 50.28, 4.27
31.13, 7.81, 35.42 18.81, 0.88, 15.95
49.62, 7.80, 28.24 12.95, 12.91, 18.46
Received amounts Received amounts
11.08, 36.83, 11.70 0.44, 45.21, 3.92
28.47, 7.24, 32.48 17.13, 0.80, 14.58
44.93, 7.23, 25.97 11.83, 11.81, 16.86
III Despatched amounts Despatched amounts 3416.94 223 2.4224 321.78 4227.24
5.40, 4.44, 2.41 5.04, 54.24, 48.46
13.09, 1.54, 13.86 23.43, 28.93, 29.15
2.87, 5.16, 2.70 75.16, 25.69, 18.41
Received amounts Received amounts
5.00, 4.12, 2.24 4.62, 48.68, 43.73
12.08, 1.43, 12.82 21.28, 26.27, 26.51
2.67, 4.78, 2.51 66.36, 23.36, 16.81
Table 7
Solution
Tran
conv
x111
x211
x311
Desp
24.2
17.3
20.2
Rece
22.2
15.9
18.6
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0:243 0:887 0:040
0:027 0:098 0:840
0:729 0:014 0:120
0B@
1CA:Then we compute the average values of each row and use these as the weights in the objective Hierarchy and the weights
are:W ¼ 0:390 0:322 0:288½ T :
The sum of all weights i.e.,
P3
¼1Wi ¼ 1. and this implies the weight of the ﬁrst solution set is higher then the other sets of
solutions. So set-1 is the best solution of the three set of solutions.
Sensitivity analysis for Model-I:
For some different values of the breakability parameters due to conveyance (w), the total received amount and total loss
at destinations are presented in Table 7. Here the total despatched cost and entropy are 3631.23 units and 2.59, respectively.
In total 360 unit are despatched from the origins.s of the model (cf.Eq. (34)) obtained by weighted optimization technique (with entropy).
sportated amounts for
.-1
Transportated amounts for
conv.-2
Min. cost
($)
Min. time
(hrs.)
Total loss at destination
($)
Min. cost without
discount ($)
x121 x131 x112 x122 x132
x221 x231 x212 x222 x232
x321 x331 x312 x322 x332
atched amounts Despatched amounts 3761.22 223 317.44 4321.8
2, 12.99, 16.09 32.74, 15.96, 18.0
4, 18.77, 27.55 17.88, 12.01, 16.45
7, 36.9, 15.88 12.55, 23.37, 21.03
ived amounts Received amounts
3, 12.01, 14.87 29.60, 14.58, 16.45
7, 17.31, 25.35 16.30, 11.0, 15.03
4, 33.75, 14.68 11.47, 21.28, 19.19
Table 8
Solutions of the model (cf.Eq. (32)) obtained by weighted optimization technique (with out entropy).
Transportated amounts for
conv.-1
Transportated amounts for
conv.-2
Min. cost
($)
Min. time
(hrs.)
Total loss at destination
($)
Min. cost without
discount ($)
x111 x121 x131 x112 x122 x132
x211 x221 x231 x212 x222 x232
x311 x321 x331 x312 x322 x332
Despatched amounts Despatched amounts 3535.16 223 305.24 4279.5
31.2, 7.08, 7.7 41.04, 6.24, 26.74
11.11, 18.48, 37.84 1.65, 14.85, 26.07
23.5, 43.92, 9.17 16.5, 29.43, 7.48
Received amounts Received amounts
28.53, 6.56, 7.14 36.92, 5.72, 24.34
10.27, 17.04, 34.67 1.52, 13.57, 23.74
21.58, 40.05, 8.49 15.04, 26.72, 6.86
Table 9
Changes in the objectives due to breakability.
Breaking conveyance Total received amount Total loss at destinations ($)
w = (7%, 10%) 311.47 495.36
w = (10%, 7%) 308.77 510.90
w = (9%, 13%) 302.92 583.55
w = (13%, 9%) 299.32 604.27
w = (12%, 15%) 293.47 676.92
w = (15%, 12%) 290.77 692.46
Table 10
Transportation cost of Model-II in different cases with breaking and discount.
Case Breaking and discount Breaking and no discount No breaking and discount No breaking and no discount
Trans. cost 3631.23 3975.60 3631.23 3975.60
Breaking amount 31.43 31.43 – –
Loss due to breaking 318.98 352.8 – –
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Here we consider four sources (i.e. m = 4), three destinations (i.e. n = 3) and two different modes of transportation (i.e.
k = 2) of this stochastic balanced transportation problem, along with availabilities, demands and capacity of the conveyance
are respectively a1 = 120, a2 = 110, a3 = 130, a4 = 140, b1 = 140, b2 = 200, b3 = 160, e1 = 240 and e2 = 260. And the correspond-
ing costs and times are given in Tables 11 and 12, respectively.
Output data: (4  3  2)
Input data: (3  4  2)
Here we consider three sources (i.e. m = 3), four destinations (i.e. n = 4) and two different modes of transportation (i.e.
k = 2) of this stochastic balanced transportation problem, along with availabilities, demands and capacity of the conveyance
are respectively a1 = 160, a2 = 140, a3 = 200, b1 = 125, b2 = 120, b3 = 115, b4 = 140, e1 = 240 and e2 = 260. And the correspond-
ing costs and times are given in Table 15.
Input data: (3  2  2)
Herem = 3, n = 2, k = 2, a1 = 120, a3 = 130, b1 = 175, b2 = 185, e1 = 190 and e2 = 170. And the corresponding costs and times
are given in Table 16.
Input data: (2  3  2)Table 11
Transportation cost.
Conveyance-1 Conveyance-2
10 9 7 13 17 14
8 11 12 11 12 9
13 15 17 8 10 15
11 13 15 18 12 11
Table 12
Transportation time (in hrs.).
Conveyance-1 Conveyance-2
12 13 9 15 16 14
7 14 10 15 13 12
13 15 16 7 11 11
11 12 17 17 15 14
Table 13
Solutions of the model (cf. Eq. (34)) obtained by weighted optimization technique (with entropy).
Transportated amounts for
conv.-1
Transportated amounts for
conv.-2
Min. cost
($)
Min. time
(hrs.)
Entropy Total loss at destination
($)
x111 x121 x131 x112 x122 x132
x211 x221 x231 x212 x222 x232
x311 x321 x331 x312 x322 x332
x411 x421 x431 x412 x422 x432
GA Despatched amounts Despatched amounts 6185.24 309 2.96 539.93
29.4, 21.36, 7.68 32.4, 24.84, 4.32
26.73, 2.64, 7.48 13.09, 7.81, 52.25
2.34, 43.03, 28.47 7.41, 25.22, 23.53
8.82, 41.86, 20.19 19.81, 33.24, 16.08
Received amounts Received amounts
26.92, 19.68, 7.12 29.29, 22.6, 3.97
24.51, 2.45, 6.94 11.96, 7.16, 47.08
2.17, 39.25, 26.18 6.79, 22.94, 21.45
8.16, 38.21, 18.63 18.03, 30.12, 14.7
LINGO Despatched amounts Despatched amounts 6403.72 309 3.72 605.2
8.86, 15.0, 9.0 7.92, 60.28, 18.93
3.21, 32.62, 3.21 2.87, 52.1, 16.0
16.85, 10.0, 16.85 15.0, 7.0, 64.29
85.17, 10.0, 29.21 0.10, 13.0, 2.51
Received amounts Received amounts
8.21, 13.86, 8.34 7.26, 53.96, 17.28
2.98, 29.9, 2.98 2.63, 46.81, 14.63
15.53, 9.26, 15.53 13.69, 6.42, 57.65
75.63, 9.26, 26.386 0.09, 11.89, 2.30
Table 14
Solutions of the model (cf. Eq. (32)) obtained by weighted optimization technique (with out entropy).
Transportated amounts for conv.-1 Transportated amounts for conv.-2 Min. cost ($) Min. time (hrs.) Total loss at destination ($)
x111 x121 x131 x112 x122 x132
x211 x221 x231 x212 x222 x232
x311 x321 x331 x312 x322 x332
x411 x421 x431 x412 x422 x432
GA Despatched amounts Despatched amounts 6170.34 309 563.82
20.64, 11.88, 29.4 0.84, 49.8, 7.44
26.18, 1.54, 23.54 14.52, 12.98, 31.24
41.6, 15.34, 30.55 15.08, 0.65, 26.78
11.76, 19.6, 7.97 9.38, 88.21, 3.08
Received amounts Received amounts
18.98, 10.99, 17.03 0.77, 44.8, 6.82
24.0, 1.43, 21.7 13.25,11.87, 28.39
37.83, 14.17, 28.07 13.76, 0.59, 24.38
10.87, 18.07, 7.39 8.59, 77.94, 2.83
LINGO Despatched amounts Despatched amounts 6215.9 227 637.3
15.0, 14.7, 9.0 0.11, 43.4, 37.79
0.0, 71.41, 0.0 0.0, 30.49, 8.1
2.49, 10.0, 0.0 15.0, 7.0, 95.51
107.4, 10.0, 0.0 0.0, 13.0, 9.6
Received amounts Received amounts
13.84, 13.58, 8.34 0.10, 39.15, 34.25
0.0, 64.31, 0.0 0.0, 27.66, 7.43
2.31, 9.26, 0.0 13.69, 6.42, 84.56
94.19, 9.26, 0.0 0.0, 11.89, 8.8
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Table 15
Transportation cost and time (in hrs.).
Cost Time
Conveyance-1 Conveyance-1 Conveyance-2 Conveyance-2
10 9 7 11 13 17 14 18 12 13 9 11 15 16 14 17
8 11 12 13 11 12 9 12 7 14 10 12 15 13 12 15
13 15 17 15 8 10 15 11 13 15 16 17 7 11 11 14
Table 16
Transportation cost and time (in hrs.).
Cost Time
Conveyance-1 Conveyance-2 Conveyance-1 Conveyance-2
10 9 13 17 12 13 15 16
8 11 11 12 7 14 15 13
13 15 8 10 13 15 7 11
Table 17
Transportation cost and time (in hrs.).
Cost Time
Conveyance-1 Conveyance-2 Conveyance-1 Conveyance-2
10 9 13 13 17 8 12 13 13 15 16 7
8 11 15 11 12 10 7 14 15 15 13 11
Table 18
With entropy.
Method Size Transportation cost Time Loss at destination xijk, i = 1–4 or 3 or 2 j = 1–4 or 3 or 2, k = 1,2
GA (3  4  2) 5979.22 309 508.9 24.8, 5.6, 14.2, 42.2 11.1, 22.5, 19.5, 20.1
22.3, 13.9, 22.6, 14.2 28.3, 15.4, 21.2, 2.0
3.9, 22.1, 31.3, 23.0 34.5, 40.5, 6.2, 38.5
LINGO 6390.44 309 555.2 17.0,19.0, 12.0, 21.0 26.8, 29.7, 17.4, 17
14.1, 19.8, 4.5, 9.0 14.9, 33.5, 19.7, 24.4
43.1, 11.0, 13.8, 55.6 9.0, 7.0, 47.5, 13.0
GA (3  2  2) 4252.12 151 370.7 26.4, 20.3 36.3, 37.0
29.7, 37.4 24.3, 18.6
33.4, 42.9 24.9, 28.8
GA (2  3  2) 3982.28 151 364.0 9.0, 23.9, 24.2 19.5, 43.3, 55.1
76.6, 24.5, 31.8 14.9, 18.3, 18.9
2270 A. Ojha et al. / Applied Mathematical Modelling 34 (2010) 2256–2271Here m = 2, n = 3, k = 2, a1 = 175, a3 = 185, b1 = 120, b2 = 110, b3 = 130, e1 = 190 and e2 = 170. And the corresponding costs
and times are given in Table 17.7. Discussion
From Tables 5 and 6, it is observed that the amounts transported from origins to destinations are well balanced when
entropy is considered as an additional objective, though this process costs more than the process without entropy. Actually,
in reality, balanced distributed quantities in different cells from the origins are expected. From the above tables, minimum
time is 223 units in both cases. It is interesting to note that total loss at the destinations due to breakability is more (324.64$)
for the process without entropy than the loss (321.78$) for the process with entropy. From Table 7, the results are as per the
expectation i.e., the loss at the destinations due to breakability increases with the increase of the rate of breakability. Table 8
gives the total cost due to transportation for four types of consideration. The model without discount gives maximum cost on
the basis of the amounts despatched from the origins (see Table 9). The broken units’ amount of the item is 31.43 units (cf.
Table 10). All these results are as per the expectation. The robustness of the method MOGA can be proved from the results of
different sizes of transportation problems presented in Tables 13, 14 and 18. In these tables, the results of three transpor-
A. Ojha et al. / Applied Mathematical Modelling 34 (2010) 2256–2271 2271tation problems have been furnished using both the methods MOGA and Generalized Reduced Gradient method i.e., LINGO.
The efﬁciency of MOGA is also proved as the cost values through MOGA are less than those obtained using LINGO.
8. Conclusion
This research article investigates the best optimal policy for a multi-criteria transportation problem with nested dis-
counts in transportation costs. Using MOGA, ﬁrst a set of pareto optimal solutions is obtained and then the best one solution
is chosen using AHP. Moreover the transportation model, where breakability occurs during the transportation is one of the
real phenomena. For the ﬁrst time a stochastic transportation problem is considered with breakability and it is transformed
into a deterministic one using Charnes constraint method. Moreover, nested discount policy is introduced for the ﬁrst time in
transportation problems. The proposed transportation model also can be extended for the multi-item models. The method-
ology described here also be applied to any other multi-criteria decision making model.
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