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This paper deals with the mapping approximation problem by means of a neural network. In 
particular it presents the GMR (Generalized Mapping Regressor) neural network, which  belongs 
to the family of self-supervised NNs. It is an incremental self-organizing neural network which can 
approximate every multidimensional function or relation presenting any kind of discontinuity. It 
can also simultaneously compute the inverse of any function to be approximated, if it exists. In 
this paper, GMR is used in inverse modeling for the control of a PEM fuel cell stack. In particular 
the output voltage of the PEM-FC, which is a non linear system, is controlled. A new control 
scheme based on the GMR has been developed, called PID-GMR, which adopts the scheme of 
Kawato (1990). The PEM-FC inverse model created by the GMR is added to a classic PID 
regulation system. The simulations show that the PID-GMR scheme outcomes the classical PID 
control with particular regard to the steady-state accuracy. 
Keywords: Generalized Mapping Regressor, GMR, neural network, PEM fuel cell, PID 
1. Introduction 
This paper deals with the problem of mapping approximation by means of neural 
networks as well as its application in inverse modelling for the control of such a nonlinear 
system as a fuel cell stack. Hornik, Stinchcombe, White, (1989) Hornik, Stinchcombe, 
White, (1990) show that a single hidden layer feedforward neural network can uniformly 
approximate any continuous multivariate function to any degree of accuracy as well as its 
derivatives, provided a sufficient number of hidden units is given. As for the inverse 
mapping Sontag (1992) demonstrates that neural networks with two hidden layers and 
threshold units can approximate the one-sided inverse of a continuous function. The 
inversion problem can also be solved by the symmetric counterpropagation created by 
Hecht-Nielsen, (1990). In general, however, inverse problems cannot be solved efficiently 
by these techniques. With regard to the approximation of discontinuous functions, it is 
possible to use the mixture-of-experts (ME) architectures which use a divide-and-conquer 
strategy, i.e. they adaptively partition the input space into possibly overlapping regions and 
allocate different networks to summarize the data located in different regions (Jordan, 
Nowlan, Hinton, (1991), Jordan, Jacobs, (1994)). The Generalized Mapping Regressor 
(GMR, Cirrincione (1998)) is a neural network able to approximate every function or 
relation (general mapping), also with every kind of discontinuity, and, simultaneously, its 
inverse, if it exists, or the inverse relation. It also outputs all the solutions (even infinite), 
their corresponding mapping branches and also the equilevel surfaces.  
This paper shows the fundamentals of GMR and applies it to the inverse modelling for 
the control of a fuel cell stack. As a matter of fact the fuel cell is an electrochemical device 
and has nonlinear characteristics: it is very difficult to control especially when all the fuel 
cell generation plant is considered, which in general consists of nonlinear subsystems 
interacting with others (Pukrushpan, Stefanopoulou, Peng, (2004)). In (Cirrincione, 
Cirrincione, Pucci, (2005)) and (Cirrincione, Cirrincione, Pucci, Simoẽs, (2005)) some 
neural based control techniques have been adopted to control the output voltage of a fuel 
cell. Here another approach based on the scheme of Kawato (1990), is used which employs J. Electrical Systems 3-3 (2007): 176-188 
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a classical PID control of the fuel cell paralled by the inverse model of the fuel cell stack 
obtained by the GMR. This scheme has given better results than the classical PID control in 
steady-state when operating in the “knees” of the polarization curve of the fuel cell, that is 
for very low and very high current densities. 
Section 2 describes the fundamentals of GMR and shows some of its results in inverse 
and forward mapping of several kinds of functions. Section 3 describes the inverse control 
method for a the fuel cell stack, while section 4 presents and discusses the results for this 
application. 
 
2. Fundamentals of the GMR 
GMR is mainly an incremental self-organizing neural network and its architecture is 
sketched in fig. 1. Its algorithm transforms the mapping problem f : x → y into a pattern 
recognition problem in the augmented space Z represented by vectors z = [x
T y
T]
T, where T 
is the transpose operator, which are the inputs of GMR. In this space, the branches of the 
mapping become clusters which have to be identified. The weights of the first layer are 
continuous and represent the Z space,  while the other ones are discrete (chains between 
neurons) and represent the branches mapping. The first layer weights are computed 
(training phase) by a multiresolution quantization phase, the second layer weights are 
computed (linking phase) by a PCA technique or a geometrical technique (Cirrincione 
(1998)) 
 
 
input
neuron
first layer weights
second layer weights
chain
 
Figure 1: GMR architecture 
1) Training phase (multiresolution vector quantization) 
The training phase concerns the vector quantization of the Z space. This can be 
obtained by using different neural approaches, which must be incremental, i.e. the number 
of neurons is not predefined but changes according to the complexity of the mapping to be 
approximated. In the following examples, in order to speed up the computations, the EXIN 
SNN learning law (Cirrincione (1998)) has been implemented, which is unsupervised and 
incremental. At the presentation of each input of the training set (TS), there are two 
possibilities : either creation of a new neuron (whose weight vector is equal to the input 
vector) or adaptation of the weight vector of the closest neuron in input/weight space. 
Given a threshold ρ  (vigilance threshold), a new neuron is created if the hyperspheres of 
radius ρ, centred in the already created weight vectors, do not contain the input and are 
therefore unable to represent the input. The weight adaptation can be a least-squares 
technique; here, in order to speed up computations, a simple linear combination of the input 
and the weight is used for this purpose. The parameter ρ is very important: it determines the 
resolution of the training; after each epoch (presentation of all the TS), it is decreased, but 
in general two epochs are enough. Pruning strategies have also been used in order to 
decrease the final number of neurons. G. Marsala  et al.: The GMR Neural Network for Inverse Problems 
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Training can be split into two subphases: coarse quantization and fine quantization. 
The coarse quantization is obtained by using the EXIN SNN algorithm with a high value 
for ρ, say ρ1. In general, the first epoch defines the number of neurons needed for mapping 
and the other epochs adapt the weights for a better approximation. The neurons obtained in 
this way identify the objects, which are compact sets of data in Z. The number of epochs 
can be defined a priori or determined by a stop criterion which monitors the weight 
increments and stops if they fall under a certain threshold. The resulting neurons are called 
object neurons.  
In the second subphase, the fine quantization, at first a preprocessing is required for 
labelling each neuron with the list of the input data which had the neuron as winner; it can 
be accomplished by presenting all data (production phase) to GMR and recording the 
corresponding winning neurons. At the end, for each neuron a list of the inputs for which it 
has won is stored. This list represents the domain of the object neuron. Obviously the 
domains are mutually exclusive (no overlap) and their sum is the original training set (TS). 
Every list is considered as the TS for a subsequent secondary EXIN SNN. Hence, as many 
EXIN SNN's as the object neurons are used in parallel in order to quantize each object 
domain. The secondary learning can have an a priori fixed number of epochs or a 
termination criterion equal to the one explained abone for the coarse quantization. These 
intradomain learning phases need a lower threshold than ρ1, say ρ2, whose value is 
determined by the required resolution. At the end, the neural network is composed of the 
neurons generated by the secondary learning phases (pool of neurons), labelled as 
belonging to an object by the corresponding object neuron, which however is not included 
in the pool. These labelled neurons represent a discrete Voronoi tessellation of the input Z 
space. Note that the proposed quantization technique requires predetermined thresholds 
which can be easily made adaptive by exploiting the input information.  
Resuming, the augmented Z space is quantized by means of a coarse subphase, a 
labelling processing requiring a production phase (presentation of the TS to the network) 
and a fine subphase. This multiresolution quantization can also be obtained by using other 
neural networks than EXIN SNN: what is important is to obtain a pool of neurons and 
compute its weights w.r.t. to the input (first layer weights, see fig. 1).  
 
2) Linking and Merging 
Linking and merging enable the cluster to be reconstructed under the assumption that 
the clusters represent the mapping branches. The principle is the branch tracking, that is the 
shape of the cluster is tracked by using links between neurons (it looks like exploiting the 
inertia of the clusters). Two approaches are therefore possible, the LD method and the PCA 
method, each with its pros and cons. After the previous learning phase, the GMR 
architecture is composed of a pool of p neurons. To each neuron i ( i = 1, . . . , p ) are 
associated: a weight vector wi, the domain radius ρi and the label of the object to which it 
belongs. In this paper only the PCA method has been used. For more information about the 
LD method, see Cirrincione, (1998). 
PCA method 
The Principal Component Analysis (PCA) method exploits the shape of the neuron 
domain for reconstructing the cluster. To this aim, the domain is represented by the unit 
vector (centred at the neuron weight) in the direction of the principal component of the 
domain data. This vector is here called Principal Direction (PD). Obviously, this approach 
is limited to the extent by which PD represents the shape of the domain and the accuracy is 
proportional to the ratio between the two greatest eigenvalues of the autocorrelation matrix 
of the domain data. Fig. 2 shows a 2D example of the domain together with its radius and 
PD. Both direct and iterative techniques can be used for the PD computation. This paper J. Electrical Systems 3-3 (2007): 176-188 
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uses an iterative algorithm called PCA EXIN, which computes the PCA p of the domain 
data x's according to: 
22
22
() () () () () ()
( 1 )( ) ( )( ) ( )
() ()
TT tt t tt t
tt t t t
tt
αα ⎡ ⎤
⎢ ⎥ += + Δ = + −
⎢ ⎥ ⎣ ⎦
px px
pp p p x
pp
         ( 1 )  
where x(t) belongs to the input domain data from which it is extracted in random order and 
α(t) is the learning rate, which has to satisfy some conditions:for example, the sequence α(t)  
= const t 
-γ with 0 < γ ≤ 1 can be used. Then the PD is given by
2 () () tt pp. There are 
simpler PCA learning laws (for a generaI analysis of PCA algorithms see Cirrincione, 
(1998)). If the domain of a neuron contains only two or fewer data, the neuron is tagged. 
Linking is achieved by one complete presentation of the TS. For each data, the weights are 
sorted according to the Euclidean distance from the data and the winning (nearest) neuron 
is determined. This is then linked to another neuron chosen in a subset of the neuron pool 
(candidate neurons). Two criteria can be implemented: the first (δ-test) considers only the 
neurons included in a hypersphere centred in the data and of radius a multiple (a priori 
defined by the scalar δ) of the distance between the input and the winner weight vector; the 
second (k-test) considers only the k nearest neighbours of the input. Then, for each 
candidate, the absolute value of the scalar product between its PD and the winner's PD is 
evaluated: the winner is linked to the candidate yielding the maximum scalar product (i.e., 
whose PD is closest in direction to the winner's PD). This approach is justified by the fact 
that clusters with similar shapes have to be connected. After this linking phase, there is the 
Merging Phase: if neurons belonging to different objects are linked, the two objects are 
merged into a unique object and the associated neurons are relabelled. 
 
neuron i
ri
principal direction
neuron i
ri
principal direction
 
Figure 2: Neuron domain parameters 
 
3) Recall phase 
In the recall phase, the input (from now on called x) can be any collection of 
components of z  and the input space is defined as X. Hence the output y is the vector 
composed of the other elements of z  and the output space is defined as Y. All weight 
vectors are then projected onto X : this projection is easily accomplished by using only the 
elements of the weight vector whose position indices correspond to the position indices of 
the input elements in the augmented vector Z. For example, if the first three elements of the 
vector z are taken as input, the projected weight vectors are composed of only the first three 
elements of the weight vectors. In the X space each neuron is replaced with a Gaussian G. Marsala  et al.: The GMR Neural Network for Inverse Problems 
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which represents the neuron domain. Its parameters (mean, covariance) are given by the 
ML (maximum Likelihood) estimates (the sample mean and sample unbiased covariance). 
When an input vector x is fed to GMR, the Gaussians are sorted in decreasing order 
according to their value in x (the value of the Gaussian in x is here considered as a metric). 
Following this order, each Gaussian is labelled as level one if the hypersphere, centred in 
the mean  and whose  radius is the domain radius , contains the input (level one test) and 
level two if it is not level one, but is directly linked to a level one Gaussian. This labelling is 
controlled by the following stop criterion: if the Gaussian is neither classified as level one 
nor as level two, then the labelling is stopped. All level one Gaussians and level two 
neurons which are connected each other (even not directly) are considered as belonging to 
the same mapping branch. Then, for each Gaussian k the complement of the weight of the 
corresponding domain is defined as tk. The outputs are associated to the level one 
Gaussians. For each of these Gaussians, say the pi, the interpolation phase considers the two 
Gaussians (either level one or level two) directly linked to it. Call them pi-1 and pi+1. The 
associated output yi is given by the following kernel interpolation formula:  
() ( ) ( )
() () ()
11 11
11
ii i i ii
i
ii i
px p x px
pxp xpx
−− ++
−+
++
=
++
tt t
y                    ( 2 )  
If one of the two Gaussians does not exist or is neither level one nor level two, its value is 
set to zero. If the i-th Gaussian has no links, the interpolation is given by:  
() ii i px = yt                             ( 3 )  
No interpolation is required if the value of the i-th Gaussian in x is nearly one (w.r.t. the 
training resolution). In the end, as a consequence of the interpolation, each level one 
Gaussian yields an output y.  Two different outputs belong to the same branch if they 
correspond to Gaussians belonging to the same branch. All level one Gaussians and the 
branches or portions of branches containing only level one Gaussians constitute a 
discretization of the equilevel hypersurfaces. It is possible to have disjoint equilevel 
hypersurfaces (branches) for the same object, e.g. the equilevel curves of a saddle in the 3d 
space for certain section orientations.  
 
Simulations for mapping approximation 
The following simulations prove the mapping capabilities of GMR for low dimensional 
Z spaces. GMR has to be tested for higher dimensional spaces, but, as observed before, 
different kinds of training can be devised. All experiments use a coarse and a fine vector 
quantization (ρ =  0.5 and 0.1, respectively). The data are noisy and represented in the 
figures by circles in the input space. The neuron weights after training are represented by 
crosses, the linking by thin lines and the PD’s by bold lines. The Voronoi tessellation of the 
input space is also shown.  
The first example deals with the mapping of the following function: 
  () 2
10 . 0 1
sin 2
20 0.04
xy
y
π
⎡⎤
=+ ⎢⎥ − ⎣⎦
                                                         (4) 
The first two plots in fig. 3 show the results for the original and the novel linking 
approach, respectively. Because of the low number of data, some spurious link appears 
between two branches (lower horizontal asymptote). For the original linking, thirteen 
objects are found, but, after merging, only three branches are correctly identified (third plot 
in fig. 3). Fig. 3 also shows the three outputs (diamonds) for x = 0.2 (yielded together with 
the information that two of them belong to the same branch). The level one and two 
Gaussian means are represented by squares and circles, respectively. J. Electrical Systems 3-3 (2007): 176-188 
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Figure 3: Example of a multivalued mapping with discontinuities 
 
The second example deals with the mapping of the Bernoulli’s lemniscate: 
 ()
2 22 22 x yx y += −                                                                  (5) 
and the results are shown in fig. 4. The right plot shows the results obtained by the multi-
layer perceptron trained by the backpropagation algorithm (MLP) and with Gaussian 
mixture outputs (mixture density networks, MDN), which is a generalization of ME. The 
results are wrong. Instead, GMR (see the other four plots on the left, which have a different 
scaling than the right plot) works well. Notice that the novel linking approach works better 
(see around the origin of axes) than in the previous example. Here k = 3 is used. The 
objects found in the training phase are represented differently. After merging, only one 
branch is identified. Hence, the outputs are correctly considered as belonging to the same 
branch. 
 
2. DYNAMIC MODEL OF THE PEM-FC 
The PEM-FC converts chemical energy into electric one, by employing hydrogen (H2) 
as fuel and oxygen (O2) as oxydizer, giving heat and water as undesired products. A typical 
generation scheme based on a PEM-FC is shown in Fig. 5. 
For n cells connected in series, forming a stack, the voltage Vs can be calculated as: 
s FC Vn V =                              ( 6 )  
 G. Marsala  et al.: The GMR Neural Network for Inverse Problems 
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(a) 
(b) 
Figure 4: The Bernoulli’s lemniscate : (a) by using GMR;(b) by using MLP and MDN (the 
scaling of the right plot is different) J. Electrical Systems 3-3 (2007): 176-188 
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hydrogen
oxygen/air
electricity
heat
water
 
Figure 5:  Input/output representation of a PEM-FC  
 
The cell polarization curve gives the fuel cell output voltage as a function of the 
current density in steady-state. Fig. 6 shows Ballard Mark V polarization curve which has 
been used in the present paper for a given partial pressure of the hydrogen. 
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Figure  6: Ballard Mark V polarization curve 
 
In the fig. 7 the polarization curve obtained by the GMR is presented in 3D (current, partial 
pressure, voltage): G. Marsala  et al.: The GMR Neural Network for Inverse Problems 
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Figure 7: Polarization curve obtained by the GMR in 3D 
 
 
In this paper the following control schemes have been proposed, implemented in 
numerical simulation and compared. The first is a classic control scheme based on a PID 
(Proportional Integrative Derivative) scheme. Fig. 8 shows the block diagram of this 
control of the PEM-FC. The measured voltage is compared with the reference and the error 
signal is processed by a PID regulator whose output is a the hydrogen pressure PH2. The 
oxigen pressure is obtained as ½ PH2 on the basis of the stochiometric ratio. Fig. 9 shows 
the PID-GMR scheme. It is derived from the classic PID scheme with the difference that 
the inverse static model of the PEM-FC is generated by the GMR network which receives 
the measured voltage and current of the PEM-FC as input and gives the PH2 as output. In 
this way the inverse model of the PEM-FC generated by the GMR is able to compensate the 
non-linearities of the cell model. It permits, as shown in the following, to improve the 
steady state accuracy of the control system in all working region and in particular in the 
non-linear ones, that is at very low and very high loads.  
 
+ -
PEM-FC
iFC
½
PH2
PO2
VFC
VFC
*
PID
-
+
 
Figure 8: Block diagram of the classic PID control scheme 
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iFC
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Figure 9: Block diagram of the classic PID-GMR control scheme 
 
3. Results 
The proposed PID-GMR control scheme has been implemented in numerical 
simulation and compared with the classic PID control scheme. All simulations have been 
done by adopting Matlab-Simulink
® software. Two kinds of tests have been made, the first 
is a static test where a constant voltage reference and a constant load current have been 
given to the PEM-FC. This test has been done again, both with the PID and the PID-GMR 
scheme, in the linear zone of the cell characteristics and in the non-linear ones at very low 
and very high loads to check the improvements of the control accuracy achievable with the 
PID-GMR scheme.  
Table 1, 2, 3 show the voltage reference, the load current and the corresponding 
voltage percent error (difference between the reference and the real voltage) obtained with 
both the PID and the PID-GMR scheme respectively in the non-linear low load zone, the 
linear zone and the non-linear high load zone. These tables show that the PID-GMR scheme 
overcomes the PID one in terms of voltage error, with a resulting real voltage which better 
approximates the reference one. This is true for all of the three working regions, but the 
achieved improvement is higher in the non-linear zones at low and high loads.  
 
Table 1: Voltage percent error in the non-linear low load zone with PID and PID-GMR 
I_FC (A) Vref (V) V_Pid V_PID_GMR  Error %  V_Pid Error % V_PID_GMR 
1 34  33.83  33.9  0.5  0.29 
1.5 33.5  33.29  33.47  0.6  0.08 
2 32  31.88  31.98 0.37  0.06 
2.5 31.5  31.38  31.51  0.38  0.03 
3 30.8  30.71  30.82 0.29  0.06 
3.5 31.4  31.22  31.35  0.57  0.16 
4 30  29.91  30.03 0.3  0.1 
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Table 2: Voltage percent error in the linear zone with PID and PID-GMR 
I_FC (A) Vref (V) V_Pid V_PID_GMR  Error %  V_Pid Error % V_PID_GMR 
15 27.6  27.4  27.5  0.72  0.36 
20 26.6  26.39  26.49  0.78  0.41 
25 26  25.73  25.86  1.03  0.53 
35 24.5  24.16  24.32  1.38  0.73 
45 22.7  22.34  22.5  1.58  0.88 
55 20.5  20.18  20.3  1.56  0.97 
65 18.7  18.27  18.4  2.3  1.6 
 
Table 3: Voltage percent error in the non-linear high load zone with PID and PID-GMR 
I_FC (A) Vref (V) V_Pid V_PID_GMR  Error %  V_Pid Error % V_PID_GMR 
73.8 16.2  15.7  15.82  3.08  2.34 
74 16  15.52  15.64  3  2.25 
74.2 15.8  15.35  15.49  2.84  1.96 
74.5 15.2  14.84  14.96  2.36  1.57 
74.7 14.8  14.5  14.62  2.02  1.21 
74.9 15.2  14.79  14.91  2.69  1.9 
75 15.7  14.99  15.11  4.5  3.7 
 
The second test is a dynamic test where a constant voltage reference has been given to 
the control system with a square load current waveform. The square wave load current has 
been chosen so as to have one value in the linear zone and the other in the non-linear zone. 
In the first test the lower current value is in the non-linear low load zone while the higher 
value is in the linear zone; in the second test the lower current value is in the linear zone 
while the higher is in the non-linear high load zone. Figs. 10 (11) show the reference and 
measured voltage, the load current, the hydrogen pressure and the resulting power, obtained 
with both the PID and the PID-GMR schemes, when a constant voltage reference of 31 V 
(16 V) has been given with a square load current ranging from 3 A to 7 A (from 65 A to 
73.5 A). It can be easily observed that the PID-GMR control scheme outperforms the 
classic PID, as it shows a voltage waveform which follows its reference more closely in 
steady-state, according to tables 1, 2, 3. With respect to the transient performance of the 
two control schemes, they are almost the same and no practical difference can be observed. 
 J. Electrical Systems 3-3 (2007): 176-188 
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Figure 10: Cell voltage, current, hydrogen pressure and power with a square current load 
ranging from 3 to 7 A 
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Figure 11: Cell voltage, current, hydrogen pressure and power with a square current load 
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4. Conclusions 
This paper deals with the inverse mapping approximation problem by means of neural 
networks. In particular it presents the GMR (Generalized Mapping Regressor) neural 
network, which  belongs to the family of self-supervised neural networks. It is an 
incremental self-organizing neural network which can approximate every multidimensional 
function or relation presenting any kind of discontinuity. It can simultaneously compute the 
inverse of any function to be approximated, if it exists. In this paper, GMR is used in 
inverse modelling for the control of a PEM fuel cell stack. In particular the output voltage 
of the PEM-FC, which is a non linear system, is controlled. A new control scheme based on 
the GMR has been developed, called PID-GMR, which adopts the scheme of  Kawato, 
(1990). The PEM-FC inverse model created by the GMR is added to a classic PID 
regulation system. The PID+GMR control system has been compared in numerical 
simulation with the classic PID scheme. Results show that the PID-GMR scheme outcomes 
the classical PID control with particular regard to the steady-state accuracy. This is 
particularly true in the non-linear zone of the PEM-FC characteristics, that is at very low or 
high load currents. 
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