In speech coding quantization has traditionally been done on a sample by sample basis. According to rate distortion theory there is much to be gained by applying multidimensional schemes to the quantization at low bit rates. This paper presents the use of a tree-encoder for quantization of the LPC-residual. The perceptual speech quality for the straightforward encoding is however not satisfactory and a frequency weighted error criterion which greatly improves the perceptual speech quality is suggested.
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There are several approaches to multidimensional quantization: Vector quantization, tree-and trellis-coding (e.g. [5] , [6] , [7] ). In this paper the use of a tree-encoding algorithan will be described.
The outline of the paper is as follows: First the tree-coding algorithm will be briefly described. Then the results of using this algorithm for encoding random noise and speech will be presented.
Finally a method for tree encoding of speech with frequency weighting of the error spectrum will be described.
IliE (M
In speech coding the major work has previously been done in the search for good redundancy removing algorithms. In this process highly sophisticated and efficient algorithms have been developed. Equal stress has not, however, been laid on the quantization of the signal to be transmitted. Mainly, optimal one-dimensional quantizers as described in [1] 
IB.EEN.QNG OF RANDOM NOISE.
To determine the improvements obtainable by employing the (M,L)-algorithm simulations were done by encoding random noise from a memoryless Lapacian Source.
The code tree was populated by 1024 samples from the same process. The distortion measure used was the squared
As we are only interested in comparing the distortions of the paths to each other , we can equally well use the cumulated squared error which is obtained by setting the upper limit of the summation to n. This is an attractive approach computationally as the effect of each new sample simply adds to the previous distortion value.
The results from the simulations showed that the performance of the quantization can indeed be improved by the use of multi-dimensional quantization. The performance of the tree coder improves as the complexity increases. For the 1-bit quantizer an SNR-improvement of 2 dB over the one-dimensional quantizer was obtained when using M=20 and L16.
I.RL.N..QDING OF SPEECH.
A straightforward approach to the app- The input speech is segmented into frames of 128 samples. For each frame the LPCparameters are calculated. These parameters are used for inverse filtering and gain normalization and are transmitted to the receiver. The input to the tree coder is thus the normalized residual signal. It can easily be shown that the output error signal for this coder is
where Q(z) is the error signal in the zdomain introduced by the quantization operation and 1-A(z) is the LPC analysisfilter. Thus, the quantization noise is weighted by the spectral envelope of the speech signal causing the noise to be masked by the signal. Because of this, the coder will produce better perceptual speech quality at higher frequencies than coders producing a white noise spectrum. The SNR will, however, not benefit from the prediction if one assumes that the residual and the quantization noise both have white spectra, in which case the overall SNR is equal to the SNR of the quantizer.
RQUENCY WEIGHTED ERROR CRITERION.
When the mimimum squared error criterion is applied, the quantization error will have a white power spectrum. This is optimum in the SNR sense but will not necessarily yield a perceptually optimal noise. In order to take advantage of the masking properties of the ear, a fre- 
10.11.3 one obtains
By selecting Y= 0, the old ARC structure reappears and by selecting I = 1 the resultant noise spectrum is white and the SNR will be improved by the prediction gain as in APC, provided that the overall distortion is sufficiently small. By choosing to be between these two extremes, the effect of the weighting filter will be to yield a noise power spectrum that is similar to the signal power spectrum, but where the formants have been de-.emphasised, i.e. a pole at ake wk will e partly compensated by a zero atyake ''<.
Simulations showed that this scheme yielded significantly better results than the previous scheme. The best 5MB values were -obviously -obtained with '( = 1 but the perceptual quality was better with a lower value. By informal listening I was chosen as 0.75 which agrees well with [10] . Small changes in this value did not, however, seem to give rise to perceptually significant changes in the speech quality.
The computational cost of tree encoding when compared to the simple table lookup of one-dimensional quantization is rather high. If one assumes that the tree population is generated in advance and is found at each sample instant by table look-up, the total number of multiplicationS per output sample js o. M(P+1), P being the order of the weightitig filter.
The main bulk of the required memory is for the filtering operations, the total memory being in the order of rM(P+1) plus whatever is needed for the tree population. Thus, with =2, (3 =1, N=20, L=16 and P=10 the required multiplication rate will be 11140 rnult/sample. At 8 kHz sampling this corresponds to a multipiicatiorl time of 285 ns.
A speech coding procedure employing tree encoding of the frequency weighted LPC residual has been presented. The simulation results suggest that much can be gained in perceptual speech quality by the use of non-instantaneous quantization at low bit rates. Further studies to determine the optimum code generation still remain, and it is felt that this can yield even better speech quality
