We study a class of linear hyperbolic stochastic partial differential equations in bounded domains, which includes the wave equation and the telegraph equation, driven by Gaussian noise that is white in time but not in space. We give necessary and sufficient conditions on the spatial correlation of the noise for the existence (and uniqueness) of square-integrable solutions. In the particular case where the domain is a ball and the noise is concentrated on a sphere, we characterize the isotropic Gaussian noises with this property. We also give explicit necessary and sufficient conditions when the domain is a hypercube and the Gaussian noise is concentrated on a hyperplane.
1. Introduction. The study of stochastic partial differential equations (SPDEs) has become an active area of research following the seminal articles of [12] and [31] . The most studied equations are the heat and wave equations, and parabolic and hyperbolic generalizations of these, driven by space-time white noise. For linear equations driven by such noise, there are generally solutions in the space of real-valued stochastic processes when the spatial dimension is 1, but only distribution-valued solutions in dimensions greater than 1. The study of nonlinear forms of these equations has been therefore mostly limited to dimension 1, though there are some attempts toward notions of solutions in higher dimensions (see [22] ).
A different approach to the study of SPDEs in dimensions greater than 1 is to consider noise that is somewhat smoother than space-time white noise. While "white in time" is a property that is motivated by physical considerations, introducing spatial correlations is also natural in many physical applications (see [18] ). With this type of Gaussian noise, it is possible to establish existence and regularity properties of solutions to many SPDEs in higher dimensions. This has mostly been done under the additional assumption that the noise is spatially homogeneous, which is a natural hypothesis that makes it possible to use techniques from Fourier analysis. Indeed, the covariance function of the noise must be nonnegative definite, and the Bochner-Schwartz theorem (see [28] , Chapter 7, Theorem 17) states that this function is the Fourier transform of a nonnegative tempered measure, termed the spectral measure of the process. Existence and regularity properties can then be established under a condition on this spectral measure (see [5] , [7] , [14] , [19] , [24] and [25] ).
In this paper, we shall study a class of linear hyperbolic SPDEs in bounded domains, driven by Gaussian noise that is not spatially homogeneous: typically, it will be concentrated on a lower-dimensional set, such as the boundary of a ball. Stochastic partial differential equations driven by such noises can be viewed (see Remark 3.5) as a generalization of the class of SPDEs with random boundary conditions, as have been considered, mainly in the parabolic case, in [3] , [10] , [11] , Chapter 13, [16] , [17] and [30] .
An interesting class of noises is that with isotropic covariances (see Section 3.2). This class of noises is natural in contexts where spherical symmetry is present and appears not to have been previously considered in the literature. Our main objective will be to give necessary and sufficient conditions on the isotropic covariance for existence of a square-integrable solution to the SPDE.
More precisely, let d ≥ 1 and let D be a bounded domain in R d whose boundary ∂D is a C ∞ manifold and such that D is locally on one side of ∂D. For a, b ∈ R, we consider the following class of linear hyperbolic SPDEs:
∂t (t, x) + bu(t, x) − u(t, x) =Ḟ D (t, x),
(t, x) ∈ R + × D, (1. In order for the noise to be white in both time and space, one should have D (x, y) = δ 0 (x − y); that is, the covariance function would have a singularity at the origin. In the case of spatially homogeneous noise on R d , the covariance function is of the form D (x, y) = f (x − y) for some function f : R d → R.
The regularity or irregularity of the noise is then related to the nature of the singularity of f at the origin, and the answer to the question of the existence of a square-integrable solution can be given in terms of the nature of this singularity; see [5] , [14] and [25] .
In Section 2, for a general class of bounded domains D and covariances D , we give a formal definition of the Gaussian noise process and of a notion of the solution to the equation (which uses little more than stochastic integrals with respect to Brownian motion), and we establish the existence and uniqueness of the solution to (1.1) under a necessary and sufficient condition on the covariance function (Assumption B of Section 2.5). This condition is expressed in terms of the eigenvalues and eigenfunctions of the Laplacian in the domain D. It is therefore natural to particularize the problem to specific bounded domains where this condition can be made more explicit (the case of unbounded domains is rather different and is considered in [8] ).
In Section 3, we consider the case where the domain is a ball and the Gaussian noise is isotropic and concentrated on the sphere which bounds the ball. Continuous functions which are isotropic and nonnegative definite are characterized by Schönberg's theorem (see [27] and Theorem 3.1). From this result, a wide class of isotropic covariances with a singularity at the origin can be exhibited [see (3.8) ]. In this context, Assumption B furnishes, in principle, a necessary and sufficient condition for the existence of a process solution to the equation [see (3.20) ], but this condition is expressed in terms of spherical harmonics and is not easy to verify. Using relatively recent estimates [4] on the zeros of Bessel functions and a classical trace theorem for Sobolev spaces, we obtain equivalent explicit conditions that are easy to check (see Theorem 3.10 and, in the case d = 2, Proposition 3.14). The case where the noise is concentrated on a sphere with smaller radius than the ball is considered in Section 3.4.
Finally, in Section 4, we examine the analogous problem in the case where the domain D is a hypercube instead of a ball. A related problem for the wave equation on the torus, with spatially homogeneous noise, was considered in [14] . Here, we consider noise concentrated on a hyperplane inside the cube and obtain in Theorem 4.1 the same types of results as those of Section 3.
Linear equation in a bounded domain driven by Gaussian noise.
General existence and uniqueness results can be obtained without additional effort for a wide class of domains and Gaussian noises, and we proceed to do so. The key ingredient in the resolution of (1.1) is the spectral theorem, which we now recall. 
where ·, · −1,1 denotes the duality product between H −1 (D) and
We shall use the following spectral theorem from classical analysis for the Laplacian operator on D with Neumann boundary conditions (see, for instance, [31] , Example 3, page 336). THEOREM 2.1. There exists an orthonormal basis {e n , n ∈ N} ⊂ S(D) of L 2 (D) and {λ n , n ∈ N} ⊂ R + such that e n + λ n e n = 0 for all n ∈ N, λ n ↑ +∞ and,
The fact that e n ∈ S(D) for all n ∈ N is verified in [29] , Theorem 2.1. Note, moreover, that λ 0 = 0 and e 0 (x) ≡ |D| −1/2 , since we consider Neumann boundary conditions.
A direct consequence of the above theorem is that {(1 + λ n ) −1/2 e n , n ∈ N} is an orthonormal basis of H 1 (D). Moreover,
and the norm
More generally, for r ∈ R and ϕ ∈ L 2 (D), we set
and we let H r (D) be the completion of {ϕ ∈ L 2 (D) : ϕ r < ∞} in · r .
Gaussian noise.
We shall define a process
In order to define F D rigorously, we assume that the covariance D is a semi-inner product on S(D); that is, D is bilinear, symmetric and
By the Kolmogorov extension theorem (see [21] , Proposition 3.4), there exist a probability space ( , G, P) and a centered Gaussian process F D = {F D t (ϕ), t ∈ R + , ϕ ∈ S(D)} defined on this space, whose covariance is given by
ASSUMPTION A. There exist r ≥ 0 and K > 0 such that, for all ϕ ∈ S(D),
By 
r , so, by [9] (t, x) , we obtain the following two formal equations, after integration in t of (1.1):
We now multiply both sides of these two equations by a test function ϕ ∈ S(D) and integrate them over x ∈ D. We then formally apply Green's theorem to the term with the Laplacian, taking into account the Neumann boundary conditions for u and ϕ. Assuming that
and using the informal relationship (2.2), we get the following rigorous formulation: a weak solution of (1.1) is a process
such that there exists a P-null set N such that, for all ω / ∈ N and ϕ ∈ S(D), the map t → ( u(t, ω), ϕ 0 , v(t, ω), ϕ −1,1 ) is continuous on R + and satisfies
. We will often refer to u, instead of (u, v), as the solution of (2.3). REMARK 2.2. A solution u of (2.3) is termed a "weak" solution of (1.1), because it takes its values in L 2 (D), and therefore neither u nor ∂u ∂ν | ∂D is defined. We will see in Remark 3.11 that when the noise is concentrated on a sphere, there never exists a regular solution of (2.3) , that is, with values in
Properties of the Green kernel.
The solution of the deterministic linear equation corresponding to (2.3) can be expressed in terms of the Green kernel of the equation, which in turn can be decomposed into the eigenmodes of the Laplacian given in Theorem 2.1. We define here these components of the Green kernel and establish some basic inequalities in Lemma 2.3.
Let n ∈ N and let G n : R → R be the solution of the differential equation
One easily checks that G n is given by
Note that the first of these three expressions actually contains the other two, since we have lim u→0 sin(u)/u = 1 and sin(iu) = i sinh(u). 
PROOF. (a) For n sufficiently large, there is C > 0 such that, for s ≤ t,
where a − = max(0, −a). The second estimate is obtained in a similar manner.
(b) The upper bound is an immediate consequence of (a). In order to prove the lower bound, set a + = max(0, a).
For large n, the factor in parentheses is greater than or equal to 1/2 and
This completes the proof.
The solution of the (2.3) will make use of the following functions. For n ∈ N and t ∈ R, set H n (t) = G n (t) + 2aG n (t). From (2.4), H n satisfies
Explicit formulas for H n (t) and H n (t) are
Clearly, for t > 0, there exist C(t) > 0 and n 0 (t) ∈ N such that, for all s ∈ [0, t] and n ≥ n 0 (t),
2.5. Existence and uniqueness of the solution. We will show that there exists a unique weak solution to (1.1) under the following assumption. Let e n be the elements of the orthonormal basis described in Theorem 2.1 and set γ n,m = D (e n , e m ), γ n = γ n,n , n,m∈ N.
The following condition is satisfied:
For ease of reference, we recall the following special case of the stochastic Fubini theorem (see, for instance, [26] , Chapter 4, Theorem 46).
loc (R + × R + ) and t ∈ R + , then, P-a.s., Let us now state the two main results of this section.
admits a modification (ũ,ṽ) which is the unique weak solution of (1.1). Moreover,
REMARK 2.7. Note that Theorem 2.5 is, in principle, part of the general theory developed in [9] and [11] . Indeed, the wave equation (though not with Neumann boundary conditions) is mentioned in [9] , Example 5.8, and some boundary noises are treated in [11] , Chapter 13. Assumption B is formally equivalent to (5.14) in [9] . However, Theorem 2.6 shows that Assumption B is necessary for the existence of a solution. Moreover, Theorem 2.5 covers a wider class of Gaussian noises, including boundary noises, which will be considered in Section 3.
PROOF OF THEOREM 2.5. We first show existence. By (2.6) and (2.9),
, and, in fact, the supremum over 0 ≤ s ≤ t of u 0 (s) 0 and v 0 (s) −1 is finite. By a direct calculation using (2.4) and (2.7), we see that, for each n ∈ N,
Multiplying the first equation by ϕ, e n 0 and summing over n ∈ N leads to the following equation for (u 0 , v 0 ):
for all t ∈ R + and ϕ ∈ S(D). On the other hand, by the fundamental theorem of calculus,
while integrating (2.4) with respect to t, then with respect to the Brownian motion
Apply the stochastic Fubini theorem (Theorem 2.4) to the integral terms, to see that the process (p n , q n ) satisfies
by the upper bound in Lemma 2.3(b) and Assumption B. Furthermore,
by (2.6) and Assumption B.
We now verify that (p(t), q(t)) solves (2.3) with u 0 = v 0 ≡ 0. Using the fact that the Laplacian is symmetric on S(D), we have, for ϕ ∈ S(D),
by Theorem 2.1. Therefore, multiplying the two equations in (2.12) by e n , ϕ 0 and summing over n ∈ N leads, for all t ∈ R + , to the following equation for (p, q):
where we have used the fact that
by Assumption A and the fact that ϕ ∈ H r (D) for all r > 0. Note that the P-null set involved in (2.13) can depend on t and ϕ. Therefore, we still have to check that the process (p, q) = {(p(t), q(t)), t ∈ R + } admits a modification (p,q) which is continuous on R + with values in
To this end, we will use the Kolmogorov test for Gaussian processes with values in a Hilbert space (see [9] , Proposition 3.15). Let us therefore compute, for fixed T > 0 and 0 ≤ t ≤ t +h ≤ T ,
by (2.6) and Assumption B. In a similar manner, we conclude that
so there exists a continuous modification (p,q) of the process (p, q) by [9] , Proposition 3.15. Combining (2.11) and (2.13) and setting (ũ,ṽ) = (u 0 +p, v 0 +q), we conclude that there exists a P-null set N such that, for all ω / ∈ N and ϕ ∈ S(D), the map t → ( ũ(t, ω), ϕ 0 , ṽ(t, ω), ϕ −1,1 ) is continuous on R + and solves (2.3).
In order to prove uniqueness, let (u (1) , v (1) ) and (u (2) , v (2) ) be two solutions of (2.3) and define (ū,v) = (u (1) − u (2) , v (1) − v (2) ). Then there exists a P-null set such that, outside this set, for all ϕ ∈ S(D) and t ∈ R + ,
Fix n ∈ N and, for t ∈ R + , defineū n (t) = ū(t), e n 0 andv n (t) = v(t), e n −1,1 . Replacing ϕ by e n in the preceding equation and using the symmetry of the Laplacian on S(D), we obtain, for all n ∈ N and t ∈ R + ,
Therefore, for all n ∈ N and t ∈ R + ,ū n (t) =v n (t) = 0. The conclusion follows.
PROOF OF THEOREM 2.6. Let (u, v) be a solution of (2.3) and let t 0 > 0 be such that
. The right-hand side is finite by assumption and because u 0 (t 0 ) 2 0 < ∞. On the other hand, a direct calculation shows that
by the lower bound in Lemma 2.3(b), so Assumption B must be satisfied. This completes the proof. 
then we can reproduce the analysis of the preceding paragraphs. The only difference will consist of the fact that the weak formulation is simpler to write [there is only one process u taking its values in L 2 (D)] and the G n are now solutions of G n (t) + λ n 2 G n (t) = 0, with G n (0) = 1. They are therefore given by G n (t) = exp(−λ n t/2). The analysis is similar to that of the hyperbolic case because these G n also satisfy the conclusions of Lemma 2.3, so the methods and conclusions of Theorems 2.5 and 2.6 remain valid in the case of the heat equation. D = B(0, 1) , the centered unit ball in R d , and the noise is concentrated on the sphere S d−1 = ∂B(0, 1). Our objective is to obtain explicit and easily verifiable conditions under which the conclusions of Theorems 2.5 and 2.6 are valid. For this, we need rather detailed information about the orthonormal basis described in Theorem 2.1, which we now recall. B(0, 1) . In this section, we recall the classical explicit formulas for the eigenvalues and eigenfunctions of the Laplacian in B(0, 1). These will be used to reformulate Assumption B into an easily verifiable condition. Recall the definition of the Bessel functions J l (d, ·) for l ∈ N and d ≥ 2 (see [20] , formula ( §27.2)):
Eigenvalues and eigenfunctions of the Laplacian in
where is the Euler Gamma function defined by
and J ν is the regular Bessel function of the first kind and of order ν (see [1] , formula 9.1.10, or [20] , formula ( §27.3), or [13] ) defined by
Clearly, the derivative of J l (d, ·) in r is given by [29] , page 255). The solutions of this problem are given (see [20] For a fixed l ∈ N, f is a solution of the eigenvalue problem
The solutions of this problem are given (see [20] , ( §22)) by {λ kl , f kl , k ∈ N}, where λ kl = µ 2 kl , and, for a fixed l ∈ N, {µ kl , k ∈ N} is the ascending list of zeros of the derivative of the Bessel function J l (d, ·) defined by (3.1) and f kl is the function defined for fixed k, l ∈ N by
This leads to the following solutions of (3.4):
Covariance of the noise and Schönberg's theorem.
We now define a class of isotropic Gaussian noises on the sphere S d−1 . In order to obtain a general form for the covariance of such noises, we consider first the case of a continuous covariance. , where x · y is the Euclidean inner product, then we say that the Gaussian process is isotropic. In particular, condition (3.6) becomes
In order to characterize the functions g that satisfy (3.7), consider the generalized Legendre polynomials (see [20] , ( §2), Lemma 4) defined for d ≥ 2 by In order to be able to consider generalized processes, indexed by test functions on S d−1 , rather than by S d−1 itself, we need a wider class of (not necessarily continuous) covariances. Observe that, under assumption (3.7), the functional
where σ is the uniform surface measure on the unit sphere
for any rotation R on the sphere
In view of Theorem 3.1, it is natural to consider functionals S of the form
and a l ≥ 0, but the condition l∈N a l < ∞ is replaced by
Condition (3.9) is analogous to the growth condition required of tempered measures. The following lemma shows that the series in (3.8) converges. (1 + l ) r |c lm | 2 < ∞ .
, we can equip this space with the equivalent norm
Using the following additivity property (see [20] , ( §2), Theorem 2): (3.12) and the orthonormality of the spherical harmonics, we see that
and therefore, using (3.8), we obtain
|c lm | 2 (3.14)
Because N(d, l) ≥ 1 and (3.11) holds, the expression in brackets is bounded, so the series converges by (3.9). PROOF. We will use here the following fact (see [2] [2] coincides with the definition we have given above; see, for instance, [29] , page 255.) It suffices therefore to check that, for some r > 0, there exists C > 0 such that (3.17) since this will imply, by (3.16) , that, for all ϕ ∈ C ∞ (B(0, 1) ),
We therefore check (3.17) . By (3.9), there exists C > 0 such that a l ≤ C(1 + l) r 0 for all l ∈ N. Let ϕ ∈ C ∞ (S d−1 ). As in (3.11), ϕ can be written as ϕ = , 
Indeed, the noise term F D t (ϕ) can be formally rewritten here as
whereḞ S is a generalized centered Gaussian process concentrated on the sphere
Stochastic partial differential equations with this type of boundary term have been considered in [3] , [10] , [11] and [30] .
Explicit conditions.
In the following, we give a necessary and sufficient condition on the coefficients a l which guarantees the existence of a weak solution to (3.18) or, equivalently, (1.1) driven by noise with spatial covariance D defined in (3.8) and (3.15) .
In the present setting, Assumption B of the preceding section becomes (3.20) where γ klm = D (e klm , e klm ). Our objective is now to translate this condition into an explicit condition on the a l in (3.8). We rewrite it first in a different manner. 
PROOF. Clearly, (3.21) and the conclusion follows.
By (3.13) and the orthonormality of the
We now estimate the behavior of b l as l → ∞. For this, we need to relate f kl (1) to the eigenvalue λ kl and to estimate µ kl = √ λ kl , which we do in the following two lemmas.
.
By (3.3), the µ kl are the positive solutions of the equation
Therefore, by the definition of J l (d, ·) and [1] , formula 11.4.5,
Together with (3.22) above, this proves the lemma. 
, the interlacing property of the zeros of Bessel functions and their derivatives (i.e., if ν kl are the zeros of J l (d, ·), then ν k−1,l < µ kl < ν k+1,l , see [1] , formula 9.5.2) implies that
With these two lemmas, we obtain the following estimate. LEMMA 3.9. There exist C 1 , C 2 > 0 such that, for sufficiently large l, the coefficients b l defined in Lemma 3.6 satisfy
PROOF. By Lemmas 3.6 and 3.7,
We first prove the lower bound. Since λ kl /(1 + λ kl ) ∈ [1/2, 1] when λ kl ≥ 1, b l is bounded below by
By Lemma 3.8, this is in turn bounded below by
In order to prove the upper bound, we check first that b l < ∞ for each l ∈ N. By (3.25) and the lower bound in Lemma 3.8,
, which is clearly finite. Fix now l 0 and m 0 and consider the function u on B(0, 1) whose Fourier components in the orthonormal basis (e klm ) are given by H 1 (B(0, 1) ), since
This function belongs to
as was shown above. Using (3.10) and (3.16) with r = 1/2, we obtain
that is,
Since the sums are finite, we obtain by cancellation that
which completes the proof.
We can now state the following theorem, which is a reformulation of Theorems 2.5 and 2.6 in the present setting. (B(0, 1) 
then the equation has a unique weak solution u = {u(t), t ∈ R + }, and E( u(t) 2 0 ) < ∞ for all t ∈ R + . On the other hand, if there exists a weak solution u to the equation such that E( u(t 0 ) 2 0 ) < ∞ for some t 0 > 0, then condition (3.26) is satisfied.
PROOF. Let us first prove the sufficiency of (3.26). By Theorem 2.5, we simply have to check that this condition implies Assumptions A and B of Section 2. Assumption A has already been checked in Lemma 3.4, and Assumption B is a direct consequence of condition (3.26), Lemma 3.6 and the upper bound in Lemma 3.9.
To show that condition (3.26) is necessary, we use Theorem 2.6. Indeed, by Lemma 3.6 and the lower bound in Lemma 3.9, Assumption B implies (3.26) , so the theorem is proven. REMARK 3.11. (a) By Remark 3.3(a), (3.26) is not satisfied for white noise on the sphere.
(b) Following Remark 2.8 of the preceding section, we see that if the solution u of (2.3) took its values in H 1 (B(0, 1) ), then condition (2.14) would be satisfied. In the present case, (2.14) can be rewritten as
since the term in parentheses is infinite by Lemma 3.7. Therefore, (2.14) is never satisfied, so there never exists a solution with values in H 1 (B(0, 1) ), when the noise under consideration is a (nonvanishing) boundary noise.
3.4.
Noise on a sphere of smaller radius. We assume in this section that the noise is concentrated on a sphere of lower radius r 0 ∈ ]0, 1[, therefore interior to the domain B(0, 1). The preceding analysis generally carries over to this case, with the following changes. The general form for the covariance of the noise is
and the a l and P l are as before and S(r 0 ) is the sphere of radius r 0 . The covariance (3.27) Note that the noise can no longer be interpreted as a stochastic boundary condition, as in (3.18) . However, we have the following theorem. (B(0, 1) ). Consider (1.1), where the covariance ofḞ D (t, x) is given by (3.27) . If condition (3.26) is satisfied, then there exists a unique weak solution u = {u(t), t ∈ R + } of (1.1), and E( u(t) 2 0 ) < ∞ for all t ∈ R + .
PROOF. By Theorem 2.5, it suffices to check that Assumptions A and B are satisfied. Using the trace operator γ r 0 on S(r 0 ), instead of γ 0 , we easily prove as in the proof of Lemma 3.4 that Assumption A is satisfied. In order to check Assumption B, notice that, as in (3.21) ,
We need therefore to check that
We first prove that, for each l ∈ N, the term in parentheses is finite: by a calculation similar to that of Lemma 3.7, we have
Moreover, for fixed l ∈ N,
(see [1] , formula 9.2.1), so one expects
We assume this for the moment. Then, for all ε > 0, there exists k 0 ∈ N such that
which is finite by Lemma 3.8. We now proceed as in the last part of the proof of Lemma 3.9, replacing again the operator γ 0 by γ r 0 . This leads to the conclusion that there exists C(r 0 ) > 0 such that (3.30) which proves Assumption B.
We now check (3.29) . Set 
An integral test (d = 2)
. We consider here the case d = 2, that is, the linear hyperbolic equation in two space dimensions driven by noise concentrated on the unit circle S 1 . Our aim is to reformulate condition (3.26) as an integral test. For this, we shall make the additional assumption that the covariance S is given by a nonnegative measure on the unit circle. To make this precise, recall that P l (2, cos θ) = cos(lθ) and therefore the covariance S from (3.8) is given by
by the change of variable θ = θ x − θ y (the addition/subtraction operations are identified with the group operations on S 1 , which we identify with [−π, π]). This can be rewritten as
is the convolution product on S 1 andψ(θ) = ψ(−θ). The map
defines a distribution on S 1 (see [28] , Chapter 7, Section I). Let us now assume that this distribution is nonnegative. By the fundamental theorem of Radon-Riesz (see, e.g., [15] , Chapter 2, Theorem 2.2), there exists therefore a nonnegative Borel measure on S 1 such that
We now have the following reformulation of condition (3.26) as a condition on the measure . PROPOSITION 3.14. Set 
However, (3.33) is implied by the condition "K is continuous at 0," since K is nonnegative definite. Condition (3.33) should be compared with the conditions in the spatially homogeneous setting; compare [5] [6] [7] , [23] and [25] .
PROOF OF PROPOSITION 3.14. Set Suppose now that (3.26) or, equivalently, (3.34) holds. Since θ → ln(2π/θ) does not belong to C ∞ (S 1 ), we cannot simply set ϕ(θ) = ln(2π/θ) in (3.32): some smoothing is required. For t > 0, set
by summing the geometric series. Then ψ t is a probability density on [−π, π], and if we set
(the ψ t play the role of approximations to the Dirac δ 0 distribution). By Parseval's identity,
and h t ∈ C ∞ (S 1 ) for all t > 0, since the coefficients c l e −lt are rapidly decreasing in l. Therefore,
and, by Fatou's lemma, 
This function is the covariance of a Gaussian process indexed by the elements of K, which is spatially homogeneous. Examples of such functions are
where
Using the addition identity for cos(m(x − y)), one easily checks that such an f satisfies the required properties. Note that we cannot apply the classical Bochner theorem to conclude that any covariance f has the preceding form, because K is not a group.
As in Section 3.2, we consider a covariance functional given by
where a n 1 ,...,n d−1 ≥ 0 and
with condition (4.1) replaced by another one [see (4.2)], under which we can easily check that K (ϕ, ψ) is well defined for each ϕ, ψ ∈ C ∞ (K). Let us finally define the covariance D by
where S(D) is defined in Section 2. 
The main result of this section is the following (note that for the heat equation similar results were already obtained in [10] and [11] , Theorem 13.3.1). and, using the addition identity for cos(m(x − y)), we obtain γ n = 2 π a n 1 ,...,n d−1 cos 2 (n d α).
In order to check that condition (4.2) is sufficient, we simply need to check that it implies Assumptions A and B of Section 2, which in turn imply the desired existence and uniqueness result by Theorem 2.5. To see that Assumption A is satisfied, we follow the proof of Lemma 3.4 with r = Condition (4.2) can now be reformulated as a condition on this measure . The proposition below shows that the critical singularity at the origin of this measure is the same for noise on a segment as for noise on a circle. The proof is identical to that of Proposition 3.14 and is therefore omitted.
