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Abstract
We show that every sheaf on the site of smooth manifolds with values in a
stable (∞, 1)-category (like spectra or chain complexes) gives rise to a “differential
cohomology diagram” and a homotopy formula, which are common features of all
classical examples of differential cohomology theories. These structures are naturally
derived from a canonical decomposition of a sheaf into a homotopy invariant part
and a piece which has a trivial evaluation on a point. In the classical examples the
latter is the contribution of differential forms. This decomposition suggest a natural
scheme to analyse new sheaves by determining these pieces and the gluing data. We
perform this analysis for a variety of classical and not so classical examples.
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1 Introduction
A differential cohomology theory is a refinement of a cohomology theory in the sense
of homotopy theory to smooth manifolds. In particular a differential cohomology theory
assigns to any smooth manifold a (graded) abelian group of differential cohomology classes.
In most examples these groups combine homotopical information with local differential
form data on the manifold.
In the present paper a differential cohomology theory is a sheaf on the category of mani-
folds with values in the category of chain complexes or the category of spectra. More pre-
cisely we consider these categories as higher categories and more generally allow sheaves
with values in an arbitrary stable and presentable (∞, 1)-category C. Our goal is to
analyse these sheaves from a general point of view.
The main structures of a differential cohomology theory are a curvature map, the under-
lying class map, and a map delivering the homotopies between differential cohomology
classes with the same underlying class. A common notation for these maps is R, I, and
a. These structures of a differential cohomology are nicely encoded in the differential
cohomology diagram (6) which was popularized in this form by Simons-Sullivan [SS08].
A differential cohomology theory furthermore comes with a homotopy formula (8) which
quantifies the fact that it is not homotopy invariant in general.
These structures are usually derived as consequences of the specific construction of the
differential cohomology theory. Our main observation is that they are present in complete
generality for any C-valued sheaf. We explain the details of these abstract constructions
in Section 3.
In the literature most examples of differential cohomology theories are given as functors,
denoted like Eˆk or similar, from smooth manifolds to abelian groups or as collections
of such functors indexed by Z or Z/2Z reflecting a Z or Z/2Z-grading of an underlying
generalized cohomology theory Ek. Axiomatizations for differential cohomology presented
in this form were given in [SS08], [BS10b]. First examples were constructed by cycles and
relations, e.g. the refinements of integral cohomology [CS1v] or differential K-theory
[BS09], see also [BS10a] for an overview and more references.
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Given a sheaf of spectra Eˆ on the category of smooth manifolds one gets a differential
cohomology theory in the classical form by defining
Eˆk(M) := pi−k(Eˆ(M)) .
A general construction of differential refinements of arbitrary generalized cohomology
theories satisfying the axioms proposed in [BS10b] was given in [HS05]. We will review
this Hopkins-Singer construction in Example 4.4. Note that the axioms [BS10b] prescribe
the image of the curvature map as closed differential forms with coefficients in some graded
vector space. The target of the curvature map for a general differential cohomology theory
given by an arbitrary sheaf of spectra Eˆ will not necessarily be related with differential
forms, see the extreme Example 4.7. In particular, the groups Eˆk will not satisfy the
axioms as stated in [BS10b].
The main technical tool for our analysis of sheaves on the category of manifolds are the left
and right-adjoints of the functor which maps an object of C to a constant sheaf. While the
right-adjoint exists for all categories of sheaves, the left-adjoint, called homotopification,
is a speciality of the category of smooth manifolds. The fact that manifolds are locally
contractible implies that the constant sheaf functor identifies C with the full subcategory
of homotopy invariant sheaves. We will explain all these functors in detail in Section 2.
A related (non-stable) setup of a category of sheaves with these adjoint functors was
axiomatized as a cohesive (∞, 1)-topos in the work of Urs Schreiber, see also Remark
2.7.
In this paper we use these adjoints in order to deconstruct a given sheaf into its under-
lying homotopy invariant part, cycle data and a characteristic map which contains the
information how the homotopy invariant part and the cycle data is glued together, see
Definition 3.7. Proposition 3.5 suggests a natural way for the analysis of a differential
cohomology theory by calculating its underlying homotopy invariant part, its cycle data,
and the characteristic map.
The remainder of the paper consists of a collection of examples of sheaves of chain com-
plexes or spectra obtained by natural geometric constructions which we analyse according
to the lines indicated above.
In Section 4 we perform this analysis for the differential cohomology theories given by the
classical (Hopkins-Singer type) construction. In Section 5 we analyse sheaves of spectra
represented by abelian Lie groups and show that they are equivalent to sheaves obtained
from the classical construction. Further we consider the universal differential cohomology
theories receiving characteristic classes for G-principal bundles with and without con-
nection. We explain how the Cheeger-Simons construction of differential refinements of
characteristic classes for G-bundles with connection can be formulated in the language
developed in the present paper.
Finally, in Section 6 we introduce a version of differential K-theory which is universal
for additive characteristic classes of complex vector bundles with or without connections.
A complete understanding of its data is an open problem which might be of some in-
terest. We discuss the relation of this universal differential K-theory with the usual
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Hopkins-Singer type differential K-theory and the more recent loop differential K-theory
introduced in [TWZ12]. Moreover we give a Snaith-type construction of a differential
refinement of periodic complex K-theory.
Most of the calculations are direct consequences of the calculation of the left and right-
adjoint of the constant sheaf functor applied to truncated twisted de Rham complexes or
sheaves obtained by the Yoneda embedding. We collect these and some other technical
results in Section 7.
Acknowledgement: The authors have benefited from various discussion with Urs Schreiber
whose approach to differential cohomology via cohesive∞-topoi has a notable overlap with
our work. A great portion of the basic ideas used in the present papers grew out of our
cooperation with David Gepner. We would also like to thank Peter Teichner and David
Carchedi for helpful comments. U.B and M.V thank the organizers of the GAP 2013
(Pittsburgh) conference for hospitality and providing the motivation for writing this note.
2 Sheaves on manifolds
In the present paper we freely use the theory and language of (∞, 1)-categories. We try to
work as model independent as possible but for concreteness we use quasi-categories. We
mostly adopt the notational conventions of [Lur09] and [Lur11] and provide more specific
references where necessary.
We consider an ordinary category C as an (∞, 1)-category by taking the nerve. In order
to simplify notation we also write C for the (∞, 1)-category and hope that this does not
lead to confusion.
We let Mf denote the category of smooth manifolds with corners. A typical object of
Mf is the standard n-simplex ∆n, n ∈ N. In general, an n-dimensional manifold with
corners is locally modeled on the quadrant [0,∞)n ⊂ Rn. An R-valued function defined
on an open subset U ⊆ [0,∞)n is smooth, if there exists an open subset U˜ ⊆ Rn such that
U = U˜ ∩ [0,∞)n and a smooth extension of this function to U˜ . A map into a manifold
with corners is smooth if its composition with the charts considered as maps to Rn are
smooth. In particular, for a smooth map between manifolds with corners there are no
restrictions of the kind that faces have to map to faces.
Definition 2.1. Let C be a general (∞, 1)-category. The (∞, 1)-category of presheaves
on manifolds with values in C is the (∞, 1)-category of functors Fun(Mfop,C).
Example 2.2. Every object C ∈ C gives rise to a constant presheaf C ∈ Fun(Mfop,C)
which associates to every manifold the object C, and to every smooth map the identity
map. In fact, we have an adjunction
(−) : C //oo Fun(Mfop,C) : ev∗ ,
where ev∗ is the evaluation at the final object in Mf , the point ∗ = ∆0.
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The category Mf has a Grothendieck topology which is determined by the collection of
coverings which are surjective submersions with discrete fibres. To a covering U →M we
can associate the simplicial smooth manifold (also called the Cˇech nerve of the covering)
which will be denoted by U• ∈ Fun(∆op,Mf). Its evaluation at [n] ∈ ∆op is given by
U•([n]) := U ×M · · · ×M U︸ ︷︷ ︸
n×
, n ∈ N .
In particular, for i ∈ {0, . . . n} the i’th face map ∂∗i : U•([n+ 1])→ U•([n]) is the obvious
projection leaving out the i-th factor. If we evaluate a presheaf F ∈ Fun(Mfop,C) on
the simplicial manifold U•, then we get a cosimplicial object F (U•) ∈ Fun(∆,C) of C.
From now on we assume that C is a (locally) presentable (∞, 1)-category. This in par-
ticular implies that C has all colimits and limits. See [Lur09, Chapter 5] for details. The
category of presheaves with values in C is then also presentable since the category Mf is
essentially small.
Definition 2.3. We say that F ∈ Fun(Mfop,C) is a sheaf, if for any manifold M and
covering U →M the canonical map
F (M)→ lim∆F (U•)
is an equivalence. We denote the full subcategory of sheaves by
Fundesc(Mfop,C) ⊆ Fun(Mfop,C) .
It has been shown in [Lur09, 6.2.2.7] that the category of sheaves is also presentable and
that there exists an adjunction
L : Fun(Mfop,C) //oo Fundesc(Mfop,C) : inclusion .
The left-adjoint L is called sheafification.
Definition 2.4. A presheaf F ∈ Fun(Mfop,C) is called homotopy invariant, if for all
manifolds M ∈ Mf the canonical map F (M) → F (∆1 ×M) induced by the projection
∆1 ×M →M is an equivalence. We let
Funh(Mfop,C) ⊆ Fun(Mfop,C)
be the full subcategory of homotopy invariant presheaves.
Using standard techniques one checks that the inclusion is an accessible reflective subcate-
gory. Therefore the (∞, 1)-category of homotopy invariant presheaves is also presentable.
The inclusion of homotopy invariant presheaves into all presheaves not only preserves
limits but also colimits and therefore has both adjoints. In particular there exists an
adjunction
Hpre : Fun(Mfop,C) //oo Funh(Mfop,C) : inclusion . (1)
The left-adjoint Hpre is called homotopification.
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Definition 2.5. We let Fundesc,h(Mfop,C) be the full subcategory of sheaves which are
homotopy invariant.
Now we list some properties which are crucial for the rest of the paper.
Proposition 2.6.
1. The functor const := L ◦ (−) induces an equivalence
const : C ∼ // Fundesc,h(Mfop,C)
with inverse given by evaluation ev∗ at ∗ ∈Mf .
2. For a homotopy invariant presheaf F the sheafification L(F ) is also homotopy in-
variant.
3. Setting H := L ◦ Hpre |Fundesc(Mfop,C) we obtain an adjunction
H : Fundesc(Mfop,C) //oo Fundesc,h(Mfop,C) : inclusion .
In general, the functor H, also called homotopification, does not admit a further left
adjoint. However in good cases, e.g. for C stable or for C the (∞, 1)-category of
spaces, the functor H preserves finite products.
4. Homotopification commutes with sheafification, i.e. we have an equivalence L ◦
Hpre ' H ◦ L.
Proof. The first statement is basically due to Dugger [Dug01] who shows it in a slightly
different setting and only for C the (∞, 1)-category of spaces. The idea is as follows. Let
F be a homotopy invariant sheaf and M be a manifold. Then using a good open cover of
M and descent and homotopy invariance of F one obtains equivalences
F (M) ' F (∗)Mtop ' const(F )(M) .
For more details see [BG13, Sec. 6.5].
For the second claim we use a similar argument. Assume that F is a homotopy invariant
presheaf. We see from [Lur09, 6.2.2.7] that we can write the evaluation L(F )(M) of the
sheafification of F at a manifold M as an iterated colimit over good open covers of limits
of the form of the form
lim∆F (U
•) .
In view of the equivalence lim∆F (U
•) ' F (∗)Mtop the diagram is constant.
The last two statements are completely formal, see e.g. [Bun13, Problem. 4.33] for more
details about 4.
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The functor const is the left-adjoint of an adjunction
const : C //oo Fundesc(Mfop,C) : ev∗.
Consequently, we have an adjunction
inclusion : Fundesc,h(Mfop,C) //oo Fundesc(Mfop,C) : S ,
where
S := const ◦ ev∗ . (2)
The functor S is also the left-adjoint in an adjunction
S : Fundesc(Mfop,C) //oo Fundesc,h(Mfop,C) : G ,
where G is the Godement functor given on objects by
G(Eˆ)(M) := Eˆ(∗)Mδ , (3)
where M δ is the topological space obtained by endowing the manifold M with the discrete
topology.
Remark 2.7. In summary, we have a quadruple adjunction
(H a const a S a G) : Fundesc(Mfop,C)
H→
const←↩
S→
G←↩
Fundesc,h(Mfop,C)
where the two functors const and G are full embeddings. In addition, if C is stable or
the category of spaces sSet[W−1], then the functor H preserves finite products. For C
the (∞, 1)-category of spaces the existence of such an adjoint quadruple (H, const,S,G)
is part of the axiomatics of a cohesive topos as introduced by Schreiber [Sch13, Remark
3.4.2.].
For later reference we fix some notation.
Definition 2.8. We consider the following functors Fundesc(Mfop,C)→ C
U := ev∗ ◦ H , S := ev∗ .
3 Structures in the stable case
This section presents the main general result of this note which essentially consists in a
straightforward construction using the functors introduced in the previous section and
taking functorial (co)fibres. From now on we assume that C is a presentable and stable
(∞, 1)-category. Stability implies in particular that the homotopy category Ho(C) is
canonically triangulated. Typical examples are the (∞, 1)-categories of spectra or of
chain complexes. For details we refer the reader to [Lur11, Chapter 1]. We will use
stability for the functorial construction and properties of fibre and cofibre sequences.
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Definition 3.1. We define the functors A,Z : Fundesc(Mfop,C)→ Fundesc(Mfop,C) to
fit into the fibre sequences
A a→ id I→ H→ ΣA and Σ−1Z → S → id R→ Z
using the unit and the counit of the adjunctions discussed in the last section. We further-
more define a functor Z : Fundesc(Mfop,C)→ C by
Z := ev∗ ◦ H ◦ Z .
We consider a C-valued sheaf Eˆ ∈ Fundesc(Mfop,C). Combining the functors introduced
above and in Definition 2.8 we see that it naturally fits into a diagram of vertical and
horizontal fibre sequences
Σ−1const(Z(Eˆ)) //

A(Eˆ) d //
a

Z(Eˆ)
const(S(Eˆ))

// Eˆ
I

R // Z(Eˆ)
const(U(Eˆ)) ' //H(Eˆ)
(4)
such that the upper left square is cartesian. By construction we have
H(A(Eˆ)) ' 0 and ev∗(Z(Eˆ)) ' 0 . (5)
The symbols denoting these functors and maps are chosen to resemble the corresponding
objects in standard examples of differential cohomology. We have the following interpre-
tations:
1. U takes the underlying cohomology theory and I maps a class to its underlying
cohomology class.
2. Z represents the differential cycles (often related with closed differential forms) and
R is the curvature map.
3. S represents the secondary cohomology theory (often given by the flat classes).
4. A classifies the group of differential deformations (often differential forms up to the
image of the de Rham differential).
This will become clearer in the examples discussed in Section 4, see in particular (25). If
we let C be the category of spectra or chain complexes, evaluate the sheaves on a smooth
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manifold M and take the homotopy group pi−m or the cohomology Hm, respectively, then
we get the differential cohomology diagram
A(Eˆ)m(M) d //
a
''
Z(Eˆ)m(M)
((
Hm−1(M ;Z(Eˆ))
66
((
Eˆm(M)
R
77
I
''
Hm(M ;Z(Eˆ))
Hm(M ;S(Eˆ))
77
// Hm(M ;U(Eˆ))
66
(6)
where the upper and the lower parts are pieces of long exact sequences, and the two middle
diagonal sequences are exact, too. Here we use the notation Hm(M ;E) := const(E)m(M)
for the application of the cohomology theory represented by E to the manifold M since
the usual notation Em(M) could be confused with the notation used for sheaves.
Now we want to derive an additional piece of structure that is present in differential
cohomology theories, namely the homotopy formula. In order to do this we define the
endofunctor
I : Fundesc(Mfop,C)→ Fundesc(Mfop,C)
such that
(IF )(M) := F (∆1 ×M) .
This is a special case of a more general functor which we introduce in (57) and which uses
a slightly different notation.
Theorem 3.2 (Homotopy formula). There exists a natural transformation (called the
integration map) ∫
: IZ(Eˆ)→ A(Eˆ) (7)
such that we have the homotopy formula
∂∗1 − ∂∗0 ' a ◦
∫
◦R (8)
as transformations I → id. Moreover we have an equivalence∫
◦pr∗ ' 0 .
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Proof. At first we construct a map α : IZ(Eˆ)→ Eˆ by considering the following diagram:
IS(Eˆ)
id

//
∂∗0
'
vv
0

IEˆ
∂∗1−∂∗0

R // IZ(Eˆ)
α

S(Eˆ)
pr∗
'
((
0
++
IS(Eˆ)
∂∗1−∂∗0

S(Eˆ) // Eˆ
1©
2©
3©
(9)
The left upper triangle 1© is filled by a preferred homotopy because the sheaf S(Eˆ)
is homotopy-invariant. Since IS(Eˆ) is a functor the lower left triangle 2© commutes
(again up to a preferred homotopy). The composition of these two homotopies yields
the homotopy of the middle triangle 3© . Finally, the middle pentagon commutes by the
naturality of the counit S(−)→ id(−). It follows that the middle square commutes by a
preferred homotopy. The map α is now induced by the universal property of the cofibre.
Below we will use the notation αEˆ in order to indicate the natural dependence of α on Eˆ. In
general, if a sheaf Fˆ is homotopy invariant, then we have a natural equivalence R ' 0 and
therefore αFˆ ' 0 by composition. Applying this to the homotopy invariant sheaf H(Eˆ)
we get αH(Eˆ) ' 0 and can define a lift of αEˆ to the integration map
∫
: IZ(Eˆ)→ A(Eˆ):
IZ(Eˆ) I //
αEˆ

∫
vv
IZ(H(Eˆ))
αH(Eˆ)

A(Eˆ) a // Eˆ I //H(Eˆ)
, (10)
again using the universal property of the fibre of I.
The equivalence
a ◦
∫
◦R ' αEˆ ◦R ' ∂∗1 − ∂∗0
now follows immediately from the constructions of α and
∫
.
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Finally we prove that
∫ ◦pr∗ ' 0. To this end we first consider the following diagram:
S(Eˆ)
pr∗

id

IS(Eˆ)
id

∂∗0
'
ttS(Eˆ)
pr∗
'
**
IS(Eˆ)
The upper triangle is filled by functoriality and the lower one by homotopy invariance
of the sheaf S(Eˆ). The outer triangle has two fillers: One is the composition of the two
inner fillers described before and the other is induced from the left and right unitors. But
by using homotopy invariance for a second time one sees that these fillers are homotopic.
Next we extend diagram (9):
S(Eˆ)
pr∗

//
id
zz
Eˆ
pr∗

R // Z(Eˆ)
pr∗

β
nn
IS(Eˆ)
id

//
∂∗0
'
tt
0

IEˆ
∂∗1−∂∗0

R // IZ(Eˆ)
α
  
S(Eˆ)
pr∗
'
**
0
--
IS(Eˆ)
∂∗1−∂∗0

S(Eˆ) // Eˆ
1©
2©
3©
Again, the map β is constructed by the universal property of the cofibre using the fillers
of the two middle squares 1© and 2© which are induced by functoriality. Then clearly
β ' α ◦ pr∗.
In the construction of α we used the filler of the inner triangle 3©. Now one checks using
the above remarks that the composition of this filler with pr∗ is homotopic to the filler of
the outer left triangle induced by functoriality.
So, up to homotopy, we can construct β using the inner square (consisting out of 1©,
2© and 3©). But here both vertical compositions are homotopic to the trivial maps by
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functoriality. Hence we get β ' 0. 2
Remark 3.3. We will see in Example 4.1 that the morphism
∫
is related to the integration
of differential forms over the interval ∆1. This example motivates the notation.
We now discuss a canonical decomposition of a sheaf into its homotopy invariant part
and cycle data. In this way we obtain a sort of classification of differential cohomology
theories.
Definition 3.4. We call Eˆ ∈ Fundesc(Mf ,C) pure if Eˆ(∗) ' 0. We let
Fundesc,pure(Mfop,C) ⊂ Fundesc(Mfop,C)
be the full subcategory of pure sheaves.
For example, the sheaf Z(Eˆ) of cycles of Eˆ (Definition 3.1) is pure for any sheaf Eˆ. We
moreover have an adjunction
Z : Fundesc(Mfop,C) //oo Fundesc,pure(Mfop,C) : inclusion
which exhibits the functor Z as the universal way to turn a sheaf into a pure sheaf.
Proposition 3.5. For any sheaf Eˆ ∈ Fundesc(Mfop,C) the canonical diagram
Eˆ R //

Z(Eˆ)

H(Eˆ) H(R) //H(Z(Eˆ))
(11)
is a pullback diagram. We moreover have a pullback square of (∞, 1)-categories:
Fundesc(Mfop,C) Z //
U→Z

Fundesc,pure(Mfop,C)
U

Mor(C)
target // C
Proof. For the first assertion we note that the fibre of R : Eˆ → Z(Eˆ) is by definition
given by S(Eˆ). Since the functor H preserves fibre sequences the fibre of H(R) : H(Eˆ)→
H(Z(Eˆ)) is given by H(S(Eˆ)). But since S(Eˆ) is already homotopy invariant, we have
an equivalence of the fibres. This implies that the diagram is a pullback.
To prove the second claim we first abbreviate E := Fundesc(Mfop,C)∆[1]×∆[1] for the
category of commuting squares in sheaves. We let E0 be the full subcategory of those
squares which have the property:
• the square is a pullback
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• the upper right object is pure
• the lower objects are homotopy invariant.
• the right vertical morphism is homotopification
Then we have an equivalence E0 ' Mor(C)×CFundesc,pure(Mfop,C) since that category of
homotopy invariant sheaves is equivalent to C and since the squares are pullback squares.
Therefore we are left to show that E0 is equivalent to Fundesc(Mfop,C). This can be seen
by noting that there are functors both ways: the functor η : E0 → Fundesc(Mfop,C) given
by evaluating at the upper left corner and a functor Φ : Fundesc(Mfop,C) → E0 which
is defined as follows. First we assemble the natural transformations R : id → Z and
I : id→ H into a functor
Fundesc(Mfop,C)→ E .
The first part of this lemma then implies that this functor factors through E0 ⊂ E and
thus defines Φ. We clearly have η ◦ Φ'id.
Thus it remains to show that Φ ◦ η ' id. For a pullback square of the form
Eˆ //

P

H // Q
in E0 we can conclude that Z(Eˆ) ' P and H(Eˆ) ' H and H(Z(Eˆ)) ' Q using the fact
that all three functors preserve pullbacks. The naturality of these equivalences follows
from the fact that they come from the respective universal properties and thus can be
assembled together in the required natural transformation.
Definition 3.6. A differential refinement of E ∈ C is a sheaf Eˆ ∈ Fundesc(Mfop,C)
together with an equivalence U(Eˆ) ' E.
Therefore in order to determine a differential refinement Eˆ of E we must choose a pure
sheaf Z∈ Fundesc,pure(C) and a morphism φ : E → U(Z).
Definition 3.7. We call Z the cycle data and φ the characteristic map of the differential
refinement Eˆ of E.
As we see from Proposition 3.5 for a given cycle data and characteristic map, we can
construct Eˆ by the pull-back
Eˆ //

Z

const(E)
const(φ) // const(U(Z))
. (12)
Furthermore, we have equivalences
A(Eˆ) ' A(Z) , Z(Eˆ) ' Z
13
and S(Eˆ) fits into the fibre sequence
S(Eˆ)→ E φ→ U(Z)→ ΣS(Eˆ) .
Let Fˆ ∈ Fundesc(Mfop,C) be a differential refinement of F ∈ C and c : E → F be a
morphism in C. Then we can construct a sheaf Eˆ ∈ Fundesc(Mfop,C) by forming the
pull-back
Eˆ //

Fˆ

const(E)
const(c) // const(F )
.
Since many of our examples will be constructed in this way let us express the main data
of Eˆ in terms of the data of Fˆ . The following Lemma will be used repeatedly without
further notice in calculations.
Lemma 3.8.
1. U(Eˆ) ' E. In particular Eˆ is a differential refinement of E.
2. A(Eˆ) ' A(Fˆ ).
3. Z(Eˆ) ' Z(Fˆ ).
4. Z(Eˆ) ' Z(Fˆ )
5. S(Eˆ) is given by the pull-back
S(Eˆ) //

S(Fˆ )

E
c // F
.
6. The characteristic map φEˆ is the composition E
c−→ F φFˆ−→ Z(Fˆ ) of c and the
characteristic map φFˆ of Fˆ .
7. Under the equivalences 2. and 3. the integration maps (7) for Eˆ and Fˆ coincide.
Proof. All these properties follow from the definitions in a straightforward manner. 2
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4 Examples related with differential forms
In the following we present a series of examples of sheaves which we analyse by calculating
the invariants introduced in Section 3. In this section the target category C will be the
category of chain complexes in most examples. More precisely, we denote by Ch the
category of chain complexes of abelian groups and take C := Ch[W−1], the category
obtained from Ch by formally inverting the quasi-isomorphisms. This category is a stable
(∞, 1)-category (shown e.g. in [Lur11, Chapter 1]). The canonical localization functor is
denoted by ι : Ch→ Ch[W−1].
The calculations in this section mainly rely on Lemma 3.8 and the Lemmas 7.15 and 7.16
which we prove in an appendix. Using these lemmas the proofs are straightforward, we
will only give the details for some less obvious assertions.
4.1 Closed forms
We consider the real de Rham complex as an object Ω ∈ Fundesc(Mfop,Ch). For all
m ∈ Z we define
Diffm(R[0]) := ι(σ≥mΩ) ∈ Fundesc(Mfop,Ch[W−1]) ,
where σ≥mΩ is the truncation that discards all forms of degree < m, see Definition 7.14.
Remark 4.1. If A ∈ Fundesc(Mfop,Ch) is a sheaf of chain complexes, then for m ∈ Z we
let Zm(A) ∈ Fundesc(Mfop,Ab) be the abelian group valued sheaf of m-cycles. Further-
more, ifG ∈ Fundesc(Mfop,Ab) is a sheaf of abelian groups, thenG[k] ∈ Fundesc(Mfop,Ch)
denotes the sheaf of chain complexes with G in degree −k for k ∈ Z. With this notation
for m ∈ N we have an equivalence
Diffm(R[0]) ' L(ι(Zm(Ω)[−m]))
since the inclusion
Zm(Ω)[−m]→ σ≥m(Ω)
is a quasi-isomorphism on stalks by the de Rham lemma. In other words, the differential
extension Diffm(R[0]) of ι(R[0]) is represented by the sheaf of closed m-forms considered
as a one-component complex in degree m.
Lemma 4.2. If we assume that m ≥ 1, then we have
1. Z(Diffm(R[0])) ' ι(σ≥mΩ)
2. A(Diffm(R[0])) ' ι(σ≤m−1(Ω)[−1])
3. S(Diffm(R[0])) ' 0
4. Z(Diffm(R[0])) ' ι(R[0])
5. U(Diffm(R[0])) ' ι(R[0])
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6. φ ' idι(R[0]).
7. The integration map in degree m-cohomology can be identified with the integration
of differential forms along ∆1∫
∆1
: Zm(Ω(∆1 ×M))→ Ωm−1(M)/im(d).
Proof. We only show 7. by giving a very detailed specialization of the general construction
of the integration map in order to show how the general construction leads to a concrete
map involving the integration of forms. We need to calculate the maps αDiffm(R[0]) and
αH(Diffm(R[0])) and the filler in the square of (10).
We first fix our notation for the cone of a map of complexes f : A → B. We set
Cone(f) := B ⊕ A[1] with differential d(b, a) = (db− f(a),−da). Given a diagram
A
f //
0

B
φ

// Cone(f)
α
{{
C
the map α is given in terms of the filler H with dH +Hd = φ ◦ f of the left triangle by
α(b, a) = φ(b)−H(a) . (13)
Similarly, given a diagram
C
0

φ

β
yy
Cone(f)[−1] // A f // B
the map β is given in terms of the filler L with dL+ Ld = f ◦ φ of the right triangle by
β(c) = (L(c), φ(c)) . (14)
Finally, if f is an equivalence, and Q is a contraction of the cone, written in components
as Q(b, a) = (Q0(b, a), Q1(b, a)), then the map g : B → A defined by
g(b) := −Q1(b, 0) (15)
is an inverse of f and
P : b 7→ Q0(b, 0) (16)
is the homotopy such that dP + Pd = id− f ◦ g.
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We now make the relevant piece of the diagram (4) for Diffm(R[0]) explicit:
ι(Cone(σ≥mΩ→ Ω)[−1])

0
sDiffm(R[0]) // ι(σ≥mΩ)
I

R // ι(Cone(0→ σ≥mΩ))
ι(Ω)
(17)
where we write the target of R as a cone on purpose. The map αι(σ≥mΩ) is now given by
the diagram
0 //
((
Iι(σ≥mΩ) //
∂∗1−∂∗0

Iι(Cone(0→ σ≥mΩ))
α
ι(σ≥mΩ)uu
0 // ι(σ≥mΩ)
. (18)
In explicit terms using (13) we get αι(σ≥mΩ)(b, a) = (∂
∗
1 − ∂∗0)b.
We now consider the corresponding part of diagram (4) for ι(Ω):
ι(Ω)
sι(Ω) // ι(Ω) R //
I

ι(Cone(Ω→ Ω))
ι(Ω)
. (19)
The map αι(Ω) is given by
Iι(Ω) //
∂∗1−∂∗0

0
''
Iι(Ω) //
∂∗1−∂∗0

ι(Cone(IΩ→ IΩ))
αι(Ω)
vv
ι(Ω) // ι(Ω)
. (20)
In order to obtain the filler Hι(Ω) of the left two-gon we must find the preferred homotopy
in 1© of (9). For this we consider the map pr∗ : Ω→ IΩ. This map is an equivalence and
we can choose a contraction of its cone.
Remark 4.3. There is a contractible space of choices for such contractions. It is at this
point that we fix a particular choice related to the integration of forms. If we would make a
different choice here, then we would get another formula for the integration map, possibly
not related to integration of forms. The action of the integration map in cohomology does
not depend on the choices.
We will take the contraction Qι(Ω) of the cone of pr
∗ given by Qι(Ω)(b, a) := (H(b),−∂∗0b),
where
H : IΩ→ IΩ , H(ω)(t) := pr∗
∫
[0,t]
ω|[0,t]×M , ω ∈ Ω(∆1 ×M)
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is such that dH + Hd = id− pr∗ ◦ ∂∗0 . By (15) and (16) it provides the required preferred
homotopy Pι(Ω) : b 7→ H(b) such that dPι(Ω) + Pι(Ω)d = id − pr∗ ◦ ∂∗0 and exhibits ∂∗0 as
the inverse of pr∗.
By composition it induces the homotopy Hι(Ω) := (∂
∗
1−∂∗0)◦H such that dHι(Ω)+Hι(Ω)d =
∂∗1 − ∂∗0 which fills the left two-gon in (20) as required. From (13) we get αι(Ω)(b, a) =
(∂∗1 − ∂∗0)(b)−Hι(Ω)(a).
Note that if we apply the same construction to ι(σ≥mΩ), then Pι(σ≥mΩ), Qι(σ≥mΩ) and
Hι(σ≥mΩ) naturally are the zero maps on the zero spaces.
We now observe that the map of morphisms (0
s
ι(σ≥m)Ω−→ σ≥mΩ) → (Ω sι(Ω)→ Ω) naturally
induces maps of all diagrams used in the preceding constructions which also preserve the
respective homotopies. As a result we see that the natural filler of the square 1© in
Iι(Cone(0→ σ≥mΩ))∫˜
tt
α
ι(σ≥mΩ)

// Iι(Cone(Ω→ Ω))
αι(Ω)

0
ww
ι(Cone(σ≥mΩ→ Ω)[−1]) // ι(σ≥mΩ) // ι(Ω)
1© 2©
is realized by the zero map.
In order to construct the map
∫˜
we have to use the filler of the right two-gon 2© induced
by the homotopy invariance of ι(Ω). Equivalently we can use the contraction of the cone
at the right upper corner given by C(b, a) := (0,−b) which gives by composition with
αι(Ω) the homotopy H˜ : (b, a) 7→ Hι(Ω)(b) such that dH˜ + H˜d = αι(Ω). The filler L of the
whole lower square ( 1© and 2©) is now given by L(b, 0) := Hι(Ω)(b). From (14) we get for
the integration ∫˜
(b, 0) = (Hι(Ω)(b), (∂
∗
1 − ∂∗0)b) .
We finally trace this map through the diagram
ι(σ≥mΩ)∫

b7→(b,0)
' // ι(Cone(0→ σ≥mΩ))∫˜

ι(σ≤m−1Ω) ι(Cone(σ≥mΩ→ Ω)[−1])[b]≤m−1← [(b,a)'oo
.
So the final formula for the integration comes out as∫
: ι(σ≥mΩ)→ ι(σ≤m−1Ω)[−1] , b 7→ [(∂∗1 − ∂∗0) ◦H(b)]≤m−1 .
If we insert the definition of H, then we get the assertion. Hence we completed the proof
of Lemma 4.2. 2
Observe that Diffm(R[0]) is a pure differential refinement of ι(R[0]) if and only if m ≥ 1.
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4.2 Closed forms with values in a complex
For a chain complex C ∈ ChR of real vector spaces and m ∈ N we define
Diffm(C) := ι(σ≥m(Ω⊗R C)) . (21)
Lemma 4.4. We have
1. Z(Diffm(C)) ' ι(σ≥m(Ω⊗R σ≤m−1C))
2. A(Diffm(C)) ' ι(σ≤m−1(Ω⊗R C)[−1])
3. S(Diffm(C)) ' ι(σ≥m(C))
4. Z(Diffm(C)) ' ι(σ≤m−1(C))
5. U(Diffm(C)) ' ι(C)
6. φ ' ι(C → σ≤m−1(C)).
7. The integration map in degree m is given by∫
β =
[∫
∆1
β
]
, (22)
where
β ∈ (Ω⊗R σ≤m−1C)m(∆1 ×M)
represents an element of Hm(Z(Diffm(C))(∆1 ×M), and the result is interpreted
in (Ω⊗R C)m−1(M)/im(d).
Proof. The proof of 7. is similar to the corresponding assertion of Lemma 4.2. 2
This Lemma in particular shows that Diffm(C) is a differential refinement of ι(C). For
k ∈ Z we have an equivalence
Diffm(C[k]) ' Diffm+k(C)[k] .
4.3 Generalized Deligne cohomology
For a chain complex C ∈ Ch we define
Diffm(C → C ⊗ R) ∈ Fundesc(Mfop,Ch[W−1])
by the pull-back
Diffm(C → C ⊗ R) //

Diffm(C ⊗ R)

const(ι(C)) // const(ι(C ⊗ R))
. (23)
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Lemma 4.5. We have
1. Z(Diffm(C → C ⊗ R)) ' ι(σ≥m(Ω⊗ σ≤m−1C))
2. A(Diffm(C → C ⊗ R)) ' ι(σ≤m−1(Ω⊗ C)[−1])
3. S(Diffm(C → C ⊗ R)) is given by the pull-back
S(Diffm(C → C ⊗ R))

// ι(σ≥m(C ⊗ R))

ι(C) // ι(C ⊗ R)
.
4. Z(Diffm(C → C ⊗ R)) ' ι(σ≤m−1(C ⊗ R))
5. U(Diffm(C → C ⊗ R)) ' ι(C)
6. φ ' ι(C → C ⊗ R→ σ≤m−1(C ⊗ R)) is the natural map.
7. The formula for the integration map is the same as in Lemma 4.4.
We see that Diffm(C → C ⊗ R) is a differential refinement of ι(C).
4.4 The Hopkins-Singer example
Let Sp denote the stable (∞, 1)-category of spectra. This category is related to the
(∞, 1)-category of chain complexes by the Eilenberg-MacLane functor
H : Ch[W−1] ∼→ModSp(HZ)→ Sp
which preserves limits and hence restricts to a functor on sheaves by objectwise ap-
plication. To a spectrum E, a chain complex C ∈ ChR of real vector spaces, a map
c : E → H(ι(C)) and an integer m ∈ Z we associate the sheaf of spectra
Diffm(E,C, c) ∈ Fundesc(Mfop,Sp)
which is defined by the pull-back
Diffm(E,C, c) Rˆ //

H(Diffm(C))

const(E)
const(c) // const(H(ι(C)))
. (24)
This is essentially the Hopkins-Singer construction [HS05] and was introduced in this form
in [BG13].
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Remark 4.6. The diagrams (23) and (24) must not be confused with the diagram (12).
In (23) and (24) the right upper corner is not pure in general and therefore does not
represent the cycle data for the respective left upper corner. One should also not confuse
the maps Rˆ and R which have different targets.
Lemma 4.7. We have
1. Z(Diffm(E,C, c)) ' Hι(σ≥m(Ω⊗R σ≤m−1C)).
2. A(Diffm(E,C, c)) ' H(ι(σ≤m−1(Ω⊗R C)[−1]))
3. S(Diffm(E,C, c)) is given by the pull-back
S(Diffm(E,C, c))

// Hι(σ≥m(C))

E // Hι(C)
.
4. Z(Diffm(E,C, c)) ' H(ι(σ≤m−1(C)))
5. U(Diffm(E,C, c)) ' E
6. φ ' (E c→ H(ι(C))→ H(ι(σ≤m−1C))).
7. The formula for the integration map is the same as in Lemma 4.4.
Therefore Diffm(E,C, c) is a differential refinement of E. Differential refinements of this
form have been throughly investigated in [Bun13]. From the definition of Diffm(E,C, c)
as a pull-back we get a commuting diagram
(Ω⊗R C)m−1(M)/im(d) d //
a
**
Zm((Ω⊗R C)(M))
((
Hm−1(M ;C)
55
))
Diffm(E,C, c)m(M)
Rˆ
55
I
)) ))
Hm(M ;C)
Hm(M ;S)
' 
44
// Hm(M ;E)
c
66
,
(25)
where d is the de Rham differential. This diagram differs from the differential cohomology
diagram (6) at the right upper corner. There is a canonical projection map
RDiffm(C) : Z
m((Ω⊗R C)(M))→ Zm((Ω⊗R σ≤m−1C)(M))
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which in turn induces a map from (25) to the abstract differential cohomology diagram
constructed in (6)
(Ω⊗R C)m−1(M)/im(d) //
a
**
Zm(Ω⊗R σ≤m−1C)(M)
))
Hm−1(M ;C)
55
))
Diffm(E,C, c)m(M)
R
44
I
** **
Hm(M ;C)
Hm(M ;S)
' 
44
// Hm(M ;E)
c
55
,
(26)
Finally we want to deduce the usual homotopy formula for Diffm(E,C, c) (see [BS10b,
(1)]) from the general one given by Lemma 4.7, 7.
Lemma 4.8. If x ∈ Diffm(E,C, c)m(∆1 ×M), then we have
∂∗1x− ∂∗0x = a(
∫
∆1
Rˆ(x)) . (27)
Proof. We have Rˆ(x) ∈ Zm((Ω ⊗R C)(M)). Then R(x) = RDiffm(C)(Rˆ(x)). The for-
mula (22) gives
∫ ◦R(x) = [∫
∆1
Rˆ(x)]. The general homotopy formula (8) now gives
∂∗1x− ∂∗0x = a(
∫
∆1
Rˆ(x)). This is the assertion. 2
Remark 4.9. Note that the usual argument for the homotopy formula (27) (see e.g.
[BS10b]) just uses the diagram (25). Further note the difference in the right-hand sides
of (27) and (8).
4.5 The geometric suspension construction
In this example we present a construction which produces new differential refinements
from given ones. Let C again be an arbitrary stable, presentable∞-category. For a sheaf
Fˆ ∈ Fundesc(Mfop,C) we define (compare with (57))
IS1Fˆ ∈ Fundesc(Mfop,C) by (IS1Fˆ )(M) := Fˆ (S1 ×M).
Let 1 ∈ S1 be the base point and i1 : M → S1 ×M the corresponding embedding. Then
we define IS˜1Fˆ ∈ Fundesc(Mfop,C) by the fibre sequence
IS˜1Fˆ → IS1Fˆ → Fˆ
If Fˆ is homotopy invariant, then by Proposition 2.6 it is of the form const(F ) for F :=
ev∗(Fˆ ). From this we easily get a natural equivalence ΣIS˜1Fˆ ' Fˆ . Furthermore, for a
general Fˆ , we get an equivalence
H(IS˜1Fˆ ) ' IS˜1H(Fˆ ) (28)
as a consequence of Lemma 7.7.
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Corollary 4.10. If Fˆ is a differential refinement of F ∈ C, then ΣIS˜1Fˆ is also a differ-
ential refinement of F .
Lemma 4.11. 1. Z(IS˜1Fˆ ) ' Fib(Z(IS1Fˆ )→ Z(Fˆ )).
2. A(IS˜1Fˆ ) ' IS˜1A(Fˆ )
3. S(IS˜1Fˆ )) ' Fib(Fˆ (S1)→ Fˆ (∗))
4. Z(IS˜1Fˆ ) ' Cone(S(IS˜1Fˆ )→ Σ−1U(Fˆ ))
5. U(IS˜1Fˆ ) ' Σ−1U(Fˆ )
6. φ : Σ−1U(Fˆ )→ Cone(S(IS˜1Fˆ )→ Σ−1U(Fˆ )) is the natural map.
By Definition (21) we have Diffm(C) = ι(σ≥m(Ω ⊗R C)). Integration over S1 induces a
natural map of complexes∫
S1×M/M
: (σ≥m(Ω⊗R C)(S1 ×M))[1]→ σ≥m−1(Ω⊗R C)(M) .
It induces the integration map∫
: IS˜1Diff
m(C)[1]→ Diffm−1(C) . (29)
More generally, let us consider a spectrum E ∈ Sp, a complex C ∈ Ch of real vec-
tor spaces, and a map c : E → H(ι(C)). Then we obtain a new differential refine-
ment ΣIS˜1Diff
m(E,C, c) of E. It is again related with the Hopkins-Singer example
Diffm−1(E,C, c) (note the shift in the superscript) by an integration map∫
: ΣIS˜1Diff
m(E,C, c)→ Diffm−1(E,C, c)
(induced by (29)). This integration played an important role in the axiomatic character-
ization of differential cohomology [BS10b].
We have seen that for homotopy invariant sheaves F we have an equivalence ΣIS˜1F ' F .
One could conversely ask which consequences an equivalence of this type has for a general
sheaf. We first claim that there is always a canonical morphism F → ΣIS˜1F which is
natural in F . Such a morphism can equivalently be described as a map Σ−1F → IS˜1F by
stability of C. We take the upper morphism in the map of fibre sequences.
Σ−1F //

IS˜1F

F S
1
top
(60) //

IS1F

F F
,
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where the lower vertical maps are induced by the inclusion of the point 1 ∈ S1.
Proposition 4.12. For a sheaf F ∈ Fundesc(Mfop,C) the canonical morphism F →
ΣIS˜1F is an equivalence if and only if F is homotopy invariant
Proof. We must show that the fact that the canonical map F → ΣIS˜1F is an equivalence
implies that F is homotopy invariant. We first assume that F is pure. In this case we
conclude that
F (S1) ' (IS1F )(∗) ' (IS˜1F )(∗) ' (Σ−1F )(∗) ' 0 ,
where we have used that F is pure for the second equivalence. By induction we get
F (S1 × ...× S1︸ ︷︷ ︸
n×
) ' 0
for all n ∈ N. Now we apply Lemma 7.3 from the appendix to conclude that F ' 0.
In particular F is homotopy invariant. We thus have proven the Proposition for pure
sheaves.
Now let F be an arbitrary sheaf such that the canonical map F → ΣIS˜1F is an equivalence.
Then it suffices to show that Z(F ) is homotopy invariant. Indeed, the presentation of
F by the pullback diagram (11) in Proposition 3.5 implies that F is then homotopy
invariant, too. In order to show that Z(F ) is homotopy invariant it suffices to show that
the canonical morphism induces an equivalence Z(F ) ' ΣIS˜1Z(F ) since Z(F ) is pure.
We use that the functor
ΣIS˜1 : Fun
desc(Mfop,C)→ Fundesc(Mfop,C)
is exact. Using the sequence S(F ) → F → Z(F ) and the naturality of the canonical
morphism we are thus reduced to show that S(F ) → ΣIS˜1S(F ) is an equivalence. But
since S(F ) is homotopy invariant, this is true.
Remark 4.13. An integration map like (29) is a differential replacement of a desus-
pension map in stable homotopy theory. The stable homotopy category embeds into
the category of sheaves of spectra on Mf as the full subcategory of homotopy invariant
sheaves. Proposition 4.12 asserts that this subcategory is characterized by the property
that the suspension is an equivalence. Conversely the Proposition also shows that for real
differential refinements one cannot hope that the integration map is an equivalence
Remark 4.14. One can equivalently define the category of homotopy invariant sheaves as
the localization of the category of all sheaves at the morphisms of the form y(∆1)⊗F →
∗⊗F = F , where y(M) is the sheaf of spaces represented by M (see (35)), and F is a sheaf
with values in C. Proposition 4.12 now basically shows that we obtain the same category
if we localize at the morphisms of the form y(S1)⊗ F → S1top ⊗ F . The same proof also
shows that this is true for any positive-dimensional manifold M : the localization of the
category of sheaves at the morphisms y(M)⊗F →Mtop⊗F is equivalent to the category
of homotopy invariant sheaves.
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4.6 Forms on the loop space
Here is a more exotic example derived from equivariantly closed forms on loop spaces.
We consider the presheaf of chain complexes F ∈ Fun(Mfop,Ch) given by
F : M 7→ (ΩC(LM)[b, b−1]S1 , d+ b−1iξ) ,
where LM is the smooth loop space of M , iξ inserts the fundamental vector field ξ of the
S1-action on LM by rotation of loops, and deg(b) = −2. The cohomology of F (M) is a
version of equivariant cohomology of LM . We will also consider the variant given by
F ′(M) := ΩC(LM)[b−1][[b]]S
1
Lemma 4.15. The presheaves ι(F ]) ∈ Fun(Mfop,Ch[W−1]), ] ∈ {−, ′}, are homotopy
invariant.
Proof. The argument is the same in both cases. We consider the case ] = −. We must
show that pr : ∆1×M →M induces an equivalence F (M)→ F (∆1×M) for all manifolds
M . We consider the inclusion ∂0 : M → ∆1 ×M . Then pr ◦ ∂0 = id and therefore the
composition
F (M)
pr∗→ F (∆1 ×M) ∂
∗
0→ F (M)
is the identity. It remains to show that
F (∆1 ×M) ∂
∗
0→ F (M) pr∗→ F (∆1 ×M)
is an equivalence, too. To this end we consider the map
φ : ∆1 × L(∆1 ×M)→ L(∆1 ×M) , (t, σ, γ) 7→ (tσ, γ) ,
where we write a loop in ∆1 ×M as a pair of loops (σ, γ). For i = 0, 1 the compositions
L(∆1 ×M) ∂i×idL(∆1×M)−−−−−−−−→ ∆1 × L(∆1 ×M) φ→ L(∆1 ×M) .
are the composition ∂0 ◦ pr and id, respectively. We define a map
H : ΩC(L(∆
1 ×M))→ ΩC(L(∆1 ×M))[−1] by H(ω) :=
∫
∆1
φ∗ω . (30)
Then we have
[d,H](ω) = ω − pr∗∂∗0ω .
Now we observe that H preserves the subspace of S1-invariants and (graded) commutes
with iξ. Therefore, H yields a homotopy from pr
∗ ◦ ∂∗0 to id on F . 2
Lemma 4.16. For ] ∈ {−, ′} the restriction to constant loops induces an equivalence
L(ι(F ]))
∼→ ι(ΩC[b, b−1]) .
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Proof. Using Lemma 7.2 it suffices to check an equivalence of stalks
ι(F ])(Rn0 )
∼→ ι(ΩC[b, b−1])(Rn0 ) , ∀n ∈ N .
Since both presheaves are homotopy invariant it actually suffices to consider the case
n = 0. In this case we obviously get an equivalence. 2
Since ι(ΩC[b, b
−1]) ' const(ι(C[b, b−1])) we see that L(ι(F ])) is the constant sheaf on
ι(C[b, b−1]). If M is simply connected, then by [Goo85, Cor. V.3.3] or [GJP91, p. 342]
we have ι(C[b, b−1]) ' ι(F (M)), i.e. ι(F ) (without sheafification) is almost a constant
presheaf.
For ] ∈ {−, ′} we define the sheaf
Fˆ ]loop := L(ι(σ
≥0(F ]))) ∈ Fundesc(Mfop,Ch[W−1]) . (31)
Remark 4.17. Note that sheafification here is a rather drastic operation, since there is
no reason why differential forms on the loop space of a manifold M should have some
locality behaviour with respect to open sets in M . But we have to sheafify here in order
to be able to proceed in the framework of the present paper. It is clear that in a more
suitable language one should take another locality behaviour into account which is related
to field theories and fusion products on loop spaces, see e.g.[Wal10].
Lemma 4.18. For ] ∈ {−, ′} the sheaf Fˆ ]loop is a differential refinement of ι(C[b, b−1]).
Proof. The argument is the same in both cases so that we discuss the case ] = −. We
consider F as a presheaf of C∞-modules via the evaluation at 1 ∈ S1. By Lemma 7.12
we have ι(L(F )) ∈ Fundesc(Mfop,Ch[W−1]) since L(F ) is a sheaf of complexes whose
components are sheaves of C∞-modules. We now claim that the natural map induces an
equivalence
L(ι(F ))
∼→ ι(L(F )) . (32)
By Lemma 7.2 this can be checked on stalks, i.e. we must show that ι(F )(Rn0 ) →
ι(L(F ))(Rn0 ) is an equivalence for all n ∈ N. Since ι : Ch → Ch[W−1] preserves fil-
tered colimits (Lemma 7.9) it suffices to check that F (Rn0 )→ L(F )(Rn0 ) is an equivalence
in Ch which is clearly the case. By a similar argument we get the first equivalence in the
following chain
L(ι(σ≥0(F ))) ' L(ι(σ≥0(L(F )))) Lemma7.12' ι(σ≥0(L(F ))) . (33)
By Lemma 7.15 we getH(ι(σ≥0L(F ))) ' H(ι(L(F ))). This implies the second equivalence
in
Fˆloop = L(ι(σ
≥0(F )))
(33)' H(ι(σ≥0L(F )))'H(ι(L(F ))) (32)' H(L(ι(F )))
Lemma4.16' H(ι(ΩC[b, b−1]))'const(ι(C[b, b−1])) .
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2The sheaf L(F ]) has an increasing filtration by b-degree such that FpL(F ]) is the sheafi-
fication of the presheaf M 7→ bpΩC(LM)[b−1]S1 .
Lemma 4.19.
1. Z(Fˆ ]loop)'ι(Cone(F0L(F ])→ L(σ≥0(F ]))))
2. A(Fˆ ]loop)'ι(σ≤−1(L(F ]))[−1])
3. S(Fˆ ]loop)'ι(C[b−1])
4. Z(Fˆ ]loop)'ι(bC[b])
5. U(Fˆ ]loop)'ι(C[b, b−1])
6. φ ' ι(C[b, b−1]→ bC[b]) is the natural projection.
7. The integration in degree m-cohomology is given by
∫
β = [∂∗1H(β)], where β ∈
Z(Fˆ ]loop)0(∆1×M) , H is as in (30), and the result is interpreted in F ],−1(M)/im(d).
Proof. The argument for 7. is similar to the corresponding one in the proof of (4.2). 2
4.7 A no forms example
In view of the examples presented so far one could get the impression that the A- or Z-
piece of a sheaf is always given by some construction with differential forms or at least has
some sort of R-module structure. This is, of course, not the case. Take Eˆ := G(HZ/2Z),
where G is the Godement functor (3). This is an example of a sheaf Eˆ ∈ Fundesc(Mfop,Sp)
such that A(Eˆ) 6' 0, but A(Eˆ) ∧HQ ' 0.
5 Examples from Lie groups
The Grothendieck topology of Mf is subcanonical which means that the Yoneda embed-
ding sends a smooth manifold M ∈Mf to a sheaf of sets
Y (M) ∈ Fundesc(Mfop,Set) .
We consider the functor
i : Set→ sSet ι→ sSet[W−1] (34)
which maps a set to the corresponding constant simplicial set. This functor preserves
limits. Consequently we get a sheaf of simplicial sets
y(M) := i(Y (M)) ∈ Fundesc(Mfop, sSet[W−1]) , (35)
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i.e. the Grothendieck topology on Mf is subcanonical in the (∞, 1)-categorical sense.
Further note for later use that for a simplicial set A ∈ Fun(∆op,Set) = sSet we have
colim∆opi(A)'ι(A) . (36)
We let M δ ∈ sSet[W−1] denote the underlying set of M considered as a discrete simplicial
set.
Lemma 5.1. We have natural equivalences
U(y(M)) 'Mtop and S(y(M))'M δ .
Proof. We use the equivalence H(y(M)) ' L ◦ s(y(M)) shown in Lemma 7.5, where s is
defined in (61). By (63) we have an equivalence.
Mtop :=sing(M)'s(y(M))(∗) ∈ sSet[W−1] .
We also note that for a presheaf F we have F (∗) ' L(F )(∗). Together this gives the first
equivalence. The second equivalence immediately follows from (2). 2
We let Grpd denote the (one-)category of groupoids and W ⊂ Mor(Grpd) be the equiva-
lences. The nerve functor Grpd→ sSet maps equivalences to homotopy equivalences and
therefore induces a functor denoted by the same symbol N : Grpd[W−1] → sSet[W−1].
We consider a Lie group G and form the sheaves
Bun(G) , Bun(G)∇ ∈ Fundesc(Mf ,Grpd[W−1])
which associate to a manifold M the groupoids of G-principal bundles and G-principal
bundles with connection. We consider the objects
BG := N(Bun(G)) , BG∇ := N(Bun(G)∇)
in Fundesc(Mfop, sSet[W−1]). The nerve of the Lie groupoid
(
G⇒ ∗ ) formed internally
to Mf is a simplicial manifold BG•. The simplicial set
BG := colim∆opsing(BG
•) ∈ sSet[W−1]
realizes the homotopy type of the classifying space of G.
Lemma 5.2. We have natural equivalences
U(BG) ' U(BG∇) ' BG
and
S(BG) ' S(BG∇) ' BGδ .
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Proof. The second assertion is a straightforward consequence of (2) so that we concentrate
on the first. We first recall the presentation of the sheaf Bun(G) using the atlas ∗ →
Bun(G). It gives rise to a sheaf of groupoids
(Y (G)⇒∗) ∈ Fundesc(Mfop,Grpd) .
The sheafification of its image in the localization
L(ι(Y (G)⇒∗)) ∈ Fundesc(Mf ,Grpd[W−1])
is equivalent to Bun(G). Since we can write the sheafification L as an iterated filtered col-
imit of limits, and the nerve functor N : Grpd[W−1]→ sSet[W−1] commutes with limits
and filtered colimits, it commutes with sheafification. We therefore have an equivalence
BG ' L(N(ι(Y (G)⇒∗))) .
We now observe that
N(ι(Y (G)⇒∗)) ' ι(Y (BG•)) .
Therefore from (36) we get
N(ι(Y (G)⇒∗)) ' colim∆opy(BG•) .
Since H commutes with colimits we see that
H(N(ι(Y (G)⇒∗))) ' colim∆opH(y(BG•)) ' const(colim∆opsing(BG•)) ' const(BG) .
We now consider the sheaf BG∇. The sheaf of groups Y (G) acts on the sheaf of sets
Ω1 ⊗ g by
g · ω = Ad(g)ω − dgg−1 .
We obtain the action groupoid
(Y (G)× Ω1 ⊗ g⇒Ω1 ⊗ g) ∈ Fundesc(Mfop,Grpd) .
The sheafification of its localization
L(ι(Y (G)× Ω1 ⊗ g⇒Ω1 ⊗ g)) ∈ Fundesc(Mf ,Grpd[W−1])
is equivalent to Bun(G)∇. We now argue similarly as in the case of BG using in addition
that H(i(Ω1 ⊗ g)) ' ∗ by a similar argument as for Lemma 7.13. 2
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5.1 Examples from abelian Lie groups
A commutative Lie group A gives rise to a sheaf of grouplike commutative monoids y(A).
We start with explaining this notion and its relation to spectra. In the following we use the
cartesian symmetric monoidal structure in order to talk about commutative monoids in
various (∞, 1)-categories. In the case of spaces sSet[W−1] we call a commutative monoid
M ∈ CMon(sSet[W−1]) grouplike, if the monoid pi0(M) is a group. We let
CGrp(sSet[W−1]) ⊆ CMon(sSet[W−1])
be the full subcategory of grouplike monoids. It is well-known that the infinite loop space
functor induces an equivalence of (∞, 1)-categories Ω∞ : Sp≥0 ∼→ CGrp(sSet[W−1]),
where Sp≥0 ⊂ Sp denotes the full subcategory of connective spectra. We consider the
composition
sp : CGrp(sSet[W−1])
(Ω∞)−1−→ Sp≥0 ⊂ Sp . (37)
In particular, if A is an ordinary abelian group, then we have an equivalence
sp(i(A)) ' H(ι(A[0])). (38)
Here the right hand side denotes the Eilenberg-MacLane spectrum on A. Note that sp
does not preserve limits. Consequently, if we apply this functor to a sheaf of grouplike
monoids, we must sheafify the result again.
Let now A be an abelian Lie group. Then y(A) ∈ Fundesc(Mfop,CGrp(sSet[W−1])). We
define
A∞ := L(sp(y(A))) ∈ Fundesc(Mfop,Sp) .
Note that Atop ∈ CGrp(sSet[W−1]) so that we can apply (37).
Lemma 5.3. We have equivalences
U(A∞) ' sp(Atop) and S(A∞) ' H(ι(Aδ[0])) .
Proof. We use that U commutes with L ◦ sp and that U(y(A)) ' Atop in order to deduce
the first equivalence. For the second we use the second equivalence in Lemma 5.1 and
(38). 2
The most interesting example is the group U(1). In the following Lemma we observe that
the sheaf U(1)∞ is not new but equivalent to a special case of Example 4.3.
Lemma 5.4. We have an equivalence
U(1)∞ ' H(Diff0(Z[1]→ R[1])) .
Proof. We show the Lemma by analysing the data required in Proposition 3.5 in order
to characterize U(1)∞ and compare it with the corresponding data for H(Diff0(Z[1] →
R[1]))). The short exact sequence of Lie groups
0→ Z→ R→ U(1)→ 0
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yields a fibre sequence
Z∞ → R∞ → U(1)∞ ∂→ ΣZ∞ .
Note that ΣkZ∞ is homotopy invariant and equivalent to const(H(ι(Z[k]))). We apply
the homotopification H to the fibre sequence and use that H(R∞) ' 0 by Lemma 7.13 in
order to conclude that
A(U(1)∞) ' R∞ ' H(ι(σ≤0Ω)) ,
and that map ∂ induces an equivalence
H(U(1)∞) ' const(H(ι(Z[1]))) .
Hence U(1)∞ is a differential refinement of H(ι(Z[1])). Moreover, Z(U(1)∞) is determined
by the sequence
S(H(ι(σ≤0Ω)))→ H(ι(σ≤0Ω))→ Z(U(1)∞)→ S(ΣH(ι(σ≤0Ω)) .
Using that
S(ι(σ≤0Ω)) ' const(H(ι(R[0]))) ' H(ι(Ω))
we get
Z(U(1)∞) ' H(ι(σ≥1Ω)[1]) .
This implies that Z(U(1)∞) ' H(ι(R[1])) and φ : H(ι(Z[1]))→ H(ι(R[1])) is induced by
inclusion of Z into R. The result now follows from comparison with Lemma 4.5. 2
If A is an abelian Lie group, then the tensor product induces a symmetric monoidal
structure on the sheaves Bun(A) and Bun(A)∇, i.e. we have
Bun(A) , Bun(A)∇ ∈ Fundesc(Mf ,CMon(Grpd[W−1])) .
Since every A-principal bundle (with connection) is tensor invertible we conclude that
BA ,BA∇ ∈ Fundesc(Mf ,CGrp(sSet[W−1])) .
We define the objects
BA∞ := L(sp(BA)) , BA∇∞ := L(sp(BA∇)) (39)
in Fundesc(Mfop,Sp). From Lemma 5.2 we conclude:
Corollary 5.5. We have equivalences
U(BA∞) ' U(BA∇∞) ' Σsp(Atop) and S(BA∞) ' S(BA∇∞) ' H(ι(Aδ[1])) .
We again analyse the case of U(1) further.
Lemma 5.6. We have equivalences
BU(1)∞ ' H(Diff−1(Z[2]→ R[2])) and BU(1)∇∞ ' H(Diff0(Z[2]→ R[2])) .
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Proof. According to Example 4.3 the sheaf Diff−1(Z[2]→ R[2]) is defined by a pullback
diagram
Diff−1(Z[2]→ R[2]) //

ι((σ≥1Ω)[2])

const(ι(Z[2])) // ι(Ω[2]) .
Since we have a pull-back
L(ι(Y (U(1))[1]))

1
2pii
d log
// ι((σ≥1Ω)[2])

const(ι(Z[2])) // ι(Ω[2])
we conclude that
Diff−1(Z[2]→ R[2]) ' L(ι(Y (U(1))[1])) .
In analogy to (38) we have for an abelian group A that
sp(N(A⇒∗)) ' H(ι(A[1])) , (40)
where N(A⇒∗) ∈ CGrp(sSet[W−1]) is the nerve of the Picard groupoid A⇒∗.
Applying this objectwise to A = Y (U(1)) we get
L(H(ι(Y (U(1))[1]))) ' BU(1)∞ ,
and therefore the desired equivalence.
The second statement follows by analogous calculations. Here we compare the definition
of Diff0(Z[2]→ R[2]) in Example 4.3 with the sheaf defined by the pull-back square
L(ι((Y (U(1))
1
2pii
d log−→ Ω1)[1])) //

ι((σ≥2Ω)[2])

const(ι(Z[2])) // ι((Ω[2]))
.
Using Lemma 7.17 we identify
L(H(ι
(
Y (U(1))
1
2pii
d log−→ Ω1)[1])) ' BU(1)∇∞ .
2
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5.2 The universal differential characteristic class
Let now G be a general Lie group. We define
Σ∞+BG∞ := L(Σ
∞
+BG) and Σ∞+BG∇∞ := L(Σ∞+BG∇) .
By construction, the differential extensions Σ∞+BG
∇
∞ and Σ
∞
+BG∞ of Σ
∞
+BG receive the
universal differential cohomology class of G-bundles with and without connection. From
Lemma 5.2 we get equivalences
U(Σ∞+BG
∇
∞) ' U(Σ∞+BG∞) ' Σ∞+BG (41)
and
S(Σ∞+BG
∇
∞) ' S(Σ∞+BG∞) ' Σ∞+BGδ .
As an application of our theory we reproduce the construction of the differential refinement
of an integral characteristic classes first obtained by Cheeger-Simons [CS1v]. We consider
an invariant polynomial z ∈ Ip(g)G. It induces a map of sheaves of sets
Ω1 ⊗ g ω 7→dω+[ω,ω]−→ Ω2 ⊗ g z→ Z2p(Ω) .
This map is Y (G)-invariant, where Y (G) acts trivially on Z2p(Ω). We get an induced
map of action groupoids
(Y (G)× Ω1 ⊗ g⇒Ω1 ⊗ g)→ (Y (G)× Z2p(Ω)⇒Z2p(Ω))
and, by applying the nerve functor and sheafification,
BG∇ → BG× i(Z2p(Ω)) ,
where i is the map (34). We compose with the projection BG × i(Z2p(Ω)) → i(Z2p(Ω))
and the equivalence i(Z2p(Ω)) ' Ω∞H(ι(Z2p(Ω)[0])) in order to get the map
BG∇ → Ω∞(H(ι(Z2p(Ω)[0]))) . (42)
We apply the homotopification to the adjoint of (42) and get, using Lemma 4.5 and
Remark 4.1, a commutative diagram
Σ∞+BG
∇
∞ //

H(ι(Z2p(Ω)[0]))

const(Σ∞+BG)
const(z)// const(Hι(R[2p]))
. (43)
The upper horizontal map is derived by the construction above from the choice of the
invariant polynomial z ∈ Ip(g)G, and it determines the map z : Σ∞+BG → H(ι(R[2p]))
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via homotopification. We have in particular reproduced the classical map Ip(g)G →
H2p(BG;R).
We now assume that we have chosen an integral refinement of the class z, i.e. a lift
HZ[2p]

Σ∞+BG
z //
zZ
99
HR[2p]
. (44)
Then we get the two squares below.
Σ∞+BG
∇
∞
zˆZ //

H(Diff0(Z[2p]→ R[2p])) //

H(ι(Z2p(Ω)[0]))

const(Σ∞+BG)
zZ // const(H(ι(Z[2p]))) // const(H(ι(R[2p])))
In order to connect with the usual notation we set
ĤZ
2p
(M) := H0(Diff0(Z[2p]→ R[2p])(M)) .
The Cheeger-Simons construction [CS1v] associates to a pair of z and its lift zZ a differ-
ential characteristic class for G-bundles with connection (P, ω) on M
zˆ(P, ω) ∈ ĤZ2p(M) .
In terms of the map
zˆZ : Σ∞+BG∇∞ → H(Diff0(Z[2p]→ R[2p]))
it is given by the induced map in pi0:
zˆZ([P, ω]) = zˆ(P, ω) ,
where we consider [P, ω] ∈ pi0(Σ∞+BG∇∞(M)).
Example 5.7. One motivation to consider differential cohomology theories is the con-
struction of secondary invariants. In the present set-up secondary invariant are obtained
by an application of the functor S to differential lifts of primary invariants. If we apply
S to zˆZ, then we get a map
Σ∞+BG
δ ' S(Σ∞+BG∇∞)
S(zˆZ)→ S(H(Diff0(Z[2p]→ R[2p])) Lemma4.5' H(ι(R/Z[2p− 1]) .
Its homotopy class is the classical secondary characteristic class
zˇ ∈ H2p−1(BGδ;R/Z)
for flat G-bundles associated to the pair (z, zZ) already found by Cheeger-Simons [CS1v].
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6 K-theory
In this section we will approach algebraic and topological K-theory via the group com-
pletion functor which is defined as the left-adjoint in the adjunction
K : CMon(sSet[W−1]) //oo CGrp(sSet[W−1]) : inclusion
between commutative monoids and groups in the (∞, 1)-category of spaces. We let
Cat[W−1] be the localization of the one-category of categories Cat at equivalences. Fur-
ther let N : Cat → sSet be the functor which takes the nerve of a 1-category. Since it
maps equivalences between categories to homotopy equivalences of simplicial sets it in-
duces a functor between (∞, 1)-categories (denoted by the same symbol) N : Cat[W−1]→
sSet[W−1] which extends the functor previously defined on groupoids. By Iso we denote
the functor that maps a 1-category to its maximal subgroupoid.
Definition 6.1. We define the functor
K : CMon(Cat[W−1])→ Sp
as the composition
K := sp ◦K ◦ N ◦ Iso .
This definition is justified by the fact, that if R is a commutative ring and P (R) is the
symmetric monoidal category of finitely generated projective R-modules with respect to
the direct sum, then
KR := K(P (R))
is a connective spectrum which represents Quillen’s algebraic K-theory of R.
We let
Vect, Vect∇ ∈ Fundesc(Mfop,CMon(Cat[W−1]))
be the sheaves of symmetric monoidal categories which associate to a manifold M the
symmetric monoidal category of complex vector bundles (with connection) with the sym-
metric monoidal structure given by the direct sum. We define the objects
k̂u := L(K(Vect)) and k̂u∇ := L(K(Vect∇))
in Fundesc(Mfop,Sp). Since the group completion functor is a left-adjoint it does not
preserve sheaves in general. Therefore we must add the sheafification functor in the
definition above.
Remark 6.2. The symmetric monoidal structure on these sheaves given by the tensor
product of vector bundles induces on k̂u and k̂u
∇
the structure of sheaves with values in
CAlg(Sp) (i.e. E∞-ring spectra), see [GGN13] for a discussion in the setting of (∞, 1)-
categories.
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Lemma 6.3. We have equivalences
U(k̂u) ' ku and S(k̂u) ' KC .
Proof. We start with the equivalence
Iso(Vect) '
⊔
n≥0
Bun(GL(n,C))
in Fundesc(Mfop,CMon(Grpd[W−1])), where on the right-hand side we write a coprod-
uct of sheaves of groupoids which has a natural commutative monoid structure. Since the
nerve functor N preserves products we obtain the equivalence
N(Iso(Vect)) '
⊔
n≥0
BGL(n,C)
in Fundesc(Mfop,CMon(sSet[W−1])). The formula H = L ◦ s shows that H can be
expressed in terms of iterated sifted colimits and limits. Since the forgetful functor from
sheaves of commutative monoids to sheaves of spaces commutes with sifted colimits (as
shown in [Lur11, Corollary 3.2.3.2.]) and limits it follows that the following diagram
commutes:
Fundesc(Mfop,CMon(sSet[W−1]))
forget //
HCMon

Fundesc(Mfop, sSet[W−1]))

H

Fundesc,h(Mfop,CMon(sSet[W−1]))
forget // Fundesc,h(Mfop, sSet[W−1]))
.
By Lemma 5.2 we have an equivalence
U(N(Iso(Vect))) '
⊔
n≥0
BGL(n,C) (45)
in sSet[W−1]. If we use this equivalence in order transport the commutative monoid
structure on HCMon(N(Iso(Vect)))(∗), then we obtain the classical commutative monoid
structure on
⊔
n≥0BGL(n,C) such that
sp(K(
⊔
n≥0
BGL(n,C))) ' ku .
Since sp ◦K commutes with const and H we get
H(K(Vect)) ' const(ku) .
We get the required equivalence H(k̂u) ' const(ku).
In order to show the second assertion we use the identity ev∗(L(F )) ' F (∗). Now
ev∗(K(Vect)) ' K(P (C))'KC .
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2Therefore k̂u is a differential extension of the spectrum ku. Moreover the map S(k̂u)→
U(k̂u) is the canonical map KC → ku from algebraic K-theory to complex K-theory so
that Σ−1Z(k̂u) is the relative K-theory spectrum KrelC. It seems to be an interesting
problem to understand the sheaf A(k̂u) and Z(k̂u). The latter is a pure differential
extension of ΣKrelC.
We now consider vector bundles with connections and define
k̂u
∇
:= L(K(Vect∇)) ∈ Fundesc(Mfop,Sp) .
We have a forgetful map Vect∇ → Vect.
Lemma 6.4. The map
s(N(Iso(Vect∇)))→ s(N(Iso(Vect)))
is an equivalence
Proof. One checks directly that
N(Iso(Vect∇))[p](∆• ×M)→ N(Iso(Vect))[p](∆• ×M)
is a Kan fibration for every p ∈ N and manifold M . This implies the assertion. 2
Corollary 6.5. We have
U(k̂u
∇
) ' ku and S(k̂u∇) ' KC
Consequently, k̂u
∇
is a differential refinement of ku.
The differential refinement k̂u
∇
has the same underlying map KC→ ku as k̂u. So k̂u∇
differs from k̂u by the choice of the pure differential refinement Z(k̂u∇) of KrelC, only.
Remark 6.6. Let Eˆ be an arbitrary sheaf of spectra. An additive Eˆ-valued characteristic
differential cohomology class for complex vector bundles is by definition a map
N(Iso(Vect))→ Ω∞Eˆ
in Fundesc(Mf ,CMon(sSet[W−1])). By construction, k̂u receives the universal additive
characteristic differential cohomology class for vector bundles. Similarly, k̂u
∇
receives
the universal additive characteristic differential cohomology class for vector bundles with
connections.
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Example 6.7. We construct the differential first Chern class
cˆ1 : k̂u
∇ → BC×∇∞ .
Let
Line∇ ∈ Fundesc(Mfop,CMon(Cat[W−1]))
denote the sheaf which associates to a manifold M the symmetric monoidal category of
complex line bundles with connection and the tensor product. The highest exterior power
is a symmetric monoidal functor
Λtop : Vect∇ → Line∇ . (46)
The associated line bundle construction yields an equivalence
BunC×∇ '→ Iso(Line∇)
in Fundesc(Mfop,CMon(Grpd[W−1])). We now apply the composition L ◦ sp ◦ K ◦ N to
(46) in order to get a map (see (39) for notation)
cˆ1 : k̂u
∇ → BC×∇∞ .
One can check similarly to Lemma 5.6 that
BC×∇∞ ' Diff0(Z[2]→ C[2]) .
By construction, pi0(BC×∇∞(M)) ∼= pi0(Line∇(M)), and the map
pi0(cˆ1) : k̂u
∇,0 → pi0(Line∇(M))
extracts from the differential K-theory class the isomorphism class of determinant bundle
with connection.
Note that this construction goes through without the decoration ∇ and yields a class
k̂u→ BC×∞ ' Diff−1(Z[2]→ C[2]) .
If we apply the functor S, then using the calculations 5.5 and 6.3 we obtain a regulator
KC→ H(ι(C×[1])) .
In the first homotopy group, if we identify pi1(KC) ∼= C× and pi1(H(ι(C×[1]))) ∼= C×, this
regulator is the identity map.
In the next example we construct the higher-degree versions of the regulator.
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6.1 The Hopkins-Singer differential K-theory
The usual Hopkins-Singer version of differential connective complex K-theory is the sheaf
k̂uHS := Diff
0(ku,C[b], c) ,
where c : ku→ H(ι(C[b])) is a complex version of the Chern character and b is a variable
of degree −2 (see Section 4.4 for the notation and construction). Our goal in the present
section is to construct a transformation
rˆ : k̂u
∇ → k̂uHS
which we call the cycle map. On pi0 this map sends isomorphism classes of complex vector
bundles with connection to their differential K-theory classes. In view of the homotopy
theoretic definition of k̂uHS the construction of the cycle map from a geometric source is
not obvious. The main input of our construction of the cycle map is the representation
of the Chern character c : ku → H(ι(C[b)) as the homotopification of a transformation
induced by characteristic forms. But first we use Lemma 4.7 to make the structure of
k̂uHS explicit.
Lemma 6.8.
1. Z(k̂uHS) ' σ≥0
(
bΩC[b]
)
, where ΩC = Ω⊗R C is the complexified de Rham complex.
2. U(k̂uHS) ' ku
3. S(k̂uHS) ' Fib(ku⊕H(ι(C[0]))→ H(ι(C[b])))
4. Z(k̂uHS) ' H(ι(bC[b]))
5. A(k̂uHS) ' Σ−1H(ι(σ≤−1(ΩC[b]))
6. φ '
(
ku
ch→ H(ι(C[b]))→ H(ι(bC[b]))
)
, where the second map is given by the pro-
jection along the constants.
7. For x ∈ k̂u0HS(∆1 ×M) we have the homotopy formula (specialization of (27))
∂∗1x− ∂∗0x = a(
∫
∆1
RˆHS(x)) , (47)
where RˆHS : k̂u
0
HS → Diff0(C[b])0 = Z0(ΩC[b])
We now approach the Chern character via characteristic forms. If (V,∇) is a complex
vector bundle with connection on a manifold M , then we consider the curvature R∇ ∈
Ω2(M, End(V )) and define the Chern character form
ch(V,∇) := Tr exp(bR∇) ∈ Z0(ΩC[b])(M) . (48)
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We consider the abelian group Z0(ΩC[b])(M) as a discrete symmetric monoidal category.
By the additivity and naturality of the Chern character form we get a transformation
ch : Iso(Vect∇)→ Z0(ΩC[b])
in Fun(Mfop,CMon(Cat[W−1])). If A is an abelian group considered as a discrete
symmetric monoidal category, then by (38) we have an equivalence
K(A) ' H(ι(A[0])) .
Applying L ◦K ◦ N to the map ch we therefore get a map
ĉh : k̂u
∇ → H(L(ι(Z0(ΩC[b])[0])))→ H(ι(σ≥0(ΩC[b])))= H(Diff0(C[b])) .
We now consider the diagram
k̂u
∇
ĉh
''
rˆ //

k̂uHS
RˆHS //

H(Diff0(C[b]))

const(ku)
H(ĉh)
77
const(ku)
const(c)// const(H(ι(C[b])))
.
The lower line is the result of an application of H to the upper. Therefore we get a natural
filler of the outer square. By the definition of k̂uHS in Example 4.4 the right square is a
pull-back if we define
c := ev∗(H(ĉh)) : ku→ H(ι(C[b])) .
The cycle map rˆ : k̂u
∇ → k̂uHS is now obtained from the universal property of this
pull-back square. On pi0 it induces a cycle map
k̂u
∇,0
(M)→ k̂u0HS(M) , [V,∇] 7→ rˆ(V,∇) (49)
which maps a complex vector bundle with connection to its (Hopkins-Singer version)
differential K-theory class. We have the relation
RˆHS(rˆ(V,∇)) = ĉh(V,∇) .
If ∇˜ is a connection on V˜ := pr∗V over ∆1 ×M connecting two connections ∇i := ∂∗i ∇˜,
i = 0, 1, then
c˜h(∇1,∇0) := [
∫
∆1
ch(V˜ , ∇˜)] ∈ ΩC[b]−1(M)/im(d)
is called the transgression of the Chern character form. It only depends on the connections
∇i, but not on the choice of the connecting family ∇˜. The homotopy formula (47) gives
rˆ(V,∇1)− rˆ(V,∇0) = a(c˜h(∇1,∇0)) . (50)
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Example 6.9. Here we discuss the construction of the regulator for the algebraic K-
theory of C as a secondary invariant of the cycle map rˆ : k̂u
∇ → k̂uHS. To this end we
apply the functor S (evaluation at the point) to the cycle map rˆ : k̂u
∇ → k̂uHS and use
the calculation of Lemma 6.3 in order to get a map
r : KC→ S(k̂uHS) .
In homotopy it induces the regulator maps
r2i−1 : pi2i−1(KC)→ pi2i−1(S(k̂uHS)) ∼= C/Z
for all i ≥ 1, where we use part 3. of Lemma 6.8 for the second isomorphism. In [Wei84]
an analogous map rQ : KC → Σ−1kuQ/Z has been used to represent Σ−1kuQ/Z as a
summand of KC. This has been employed in [Sus84] in order to show that r2i−1 induces
an isomorphism
pi2i−1(KC)tors
∼→ Q/Z ⊂ C/Z , i ∈ N \ {0} .
6.2 Differential loop K-theory
Recently a differential refinement K0TWZ of complex K-theory was proposed in [TWZ12]
whose differential form data is given by equivariant differential forms on loop spaces.
Its construction will be recalled in Example 6.14. In the present example we introduce
a sheaf of spectra k̂uloop (see Equation (52)) such that k̂u
0
loop could be considered as
the best approximation of K0TWZ fitting in the framework of the present paper (see the
corresponding Remark 4.17). We again construct a cycle map
rˆloop : k̂u
∇ → k̂uloop .
Below in Example 6.13 we show that k̂u
0
loop captures more geometric information about
a vector bundle with connection than k̂u
0
HS. Later in Example 6.14 we construct a
transformation
b : K0TWZ → k̂u
0
loop
and show that it is in general not injective.
We start with the Bismut Chern character form of a complex vector bundle with connec-
tion (V,∇) on a manifold M
BCH(V,∇) ∈ ΩC(LM)[b−1][[b]]0 , (d+ b−1iξ)BCH(V,∇) = 0 ,
where we refer to [Bis85], [GJP91], [Han05], [TWZ12] for definitions and explicit formulas.
We just note that its zero form component is given at a loop γ ∈ LM by the trace of the
holonomy
BCH(V,∇)0(γ) = Tr hol(V,∇)(γ) . (51)
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The Bismut Chern character form is a zero cycle in the complex F ′(M) introduced in
subsection 4.6. On constant loops it restricts to the Chern character form ch(V,∇) given
by (48). By the naturality and additivity the Bismut Chern character form provides a
transformation
BCH : Iso(Vect∇)→ Z0(F ′)
in Fun(Mfop,CMon(Cat[W−1])). Applying the composition L ◦K ◦ N we get the trans-
formation
B̂CH : k̂u
∇ → H(L(ι(Z0(F ′)[0])))→ H(Fˆ ′loop)
(see (31) for notation) such that the following diagram commutes
k̂u
∇ B̂CH //
ĉh
''
H(Fˆ ′loop)

H(Diff0(C[b, b−1]))
,
where the vertical arrow is given by evaluation at constant loops. In particular we get an
equivalence U(B̂CH) ' U(ĉh) of maps between spectra ku→ H(ι(C[b, b−1])). We define
the sheaf
k̂uloop ∈ Fundesc(Mfop,Sp)
as the pull-back
k̂uloop
Rˆloop //

H(Fˆ ′loop)

const(ku)
H(B̂CH) // const(H(ι(C[b, b−1])))
, (52)
where the right vertical arrow is given by the unit of the homotopification, which is
determined in Lemma 4.18. Concerning the lower horizontal map we have an equivalence
H(B̂CH) ' const
(
ku
c→ H(ι(C[b]))→ H(ι(C[b, b−1]))
)
,
where the second map is the obvious inclusion. By construction, the sheaf k̂uloop is a
differential refinement of ku. From Lemma 4.19 we get:
Lemma 6.10. 1. Z(k̂uloop)(M) ' H(ι(Cone(F0L(F ′)→ L(σ≥0(F ′)))))
2. U(k̂uloop) ' ku.
3. Z(k̂uloop) ' H(ι(bC[b]))
4. S(k̂uloop) ' Fib (ku→ H(ι(bC[b])))
5. A(k̂uloop) ' Σ−1H(ι(σ≤−1(L(F ′))))
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6. φ '
(
ku
ch→ H(ι(C[b]))→ H(ι(bC[b]))
)
, where the second map is given by the pro-
jection along the constants.
7. The integration map is given by the same formula as Lemma 4.19, 7.
Remark 6.11. We observe by comparison with Lemma 6.8 that this data coincides with
that of k̂uHS except for the A and Z-parts. The A and Z-parts of k̂uloop and k̂uHS
are related by maps induced by the restriction of forms to constant loops. Since their
characteristic maps coincide, both differential cohomologies k̂u
0
HS and k̂u
0
loop encode the
same secondary invariants.
In order to define the cycle map for loop differential K-theory we extend the diagram (52)
to
k̂u
∇ rˆloop //
B̂CH
((

k̂uloop
Rˆloop //

H(Fˆ ′loop)

const(ku)
H(B̂CH)
77
const(ku)
H(B̂CH)// const(H(ι(C[b, b−1])))
.
The outer square naturally commutes and provides the cycle map
rˆloop : k̂u
∇ → k̂uloop .
It induces the cycle map
rˆloop : k̂u
∇,0
(M)→ k̂u0loop(M) , [V,∇] 7→ rˆloop(V,∇)
by applying pi0.
For further application we need a case of the homotopy formula which is the analog of
(27) and involves the map
Rˆloop : k̂u
0
loop → Fˆ ′,0loop .
We are going to employ the notation from Lemma 4.19, 7.
Lemma 6.12. If x ∈ k̂u0loop(∆1 ×M), then ∂∗1x− ∂∗0x = ∂∗1a(H(Rˆloop(x))).
Proof. The proof is similar to the one of Lemma 4.8. One just uses the integration
map for Fˆ ′loop (Lemma 4.19, 7.) instead of the one for Diff
m(C). Since Rk̂uloop(x) =
RFˆ ′loop
(Rˆloop(x)) we get
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∂∗1x− ∂∗0x
(8)
= a(
∫
Rk̂uloop(x))
Lemma 4.19,7.
= a(∂∗1H(Rˆloop(x))) .
2
If ∇,∇′ are two connections on a complex vector bundle V on M , then we can connect
them by a connection ∇˜ on the pull-back of V to ∆1 ×M . We define the Bismut-Chern-
Simons form by transgression of BCH. In detail it is given in terms of the homotopy (30)
by
B˜CH(∇,∇′) := ∂∗1H(BCH(V˜ , ∇˜)) ∈ F ′,−1(M)/im(d) . (53)
We let ` denote the map which maps a section of a presheaf to its image in the associated
sheaf. From Lemma 6.12 and using the relation Rloop(rˆloop(V˜ , ∇˜)) = `(BCH(V˜ , ∇˜)) we
get the homotopy formula
rˆloop(V,∇)− rˆloop(V,∇′) = a(`(B˜CH(∇,∇′))) . (54)
If one restricts this formula to constant loops, then one gets (50).
Example 6.13. In the following example we show that B̂CH, and therefore k̂u
0
loop,
captures more geometric information of a bundle than ĉh and the Hopkins-Singer type
differential extension k̂u
0
HS. We consider the trivial bundle R2 × C2 → R2 with the
connection
∇ := d+ s
(
0 −1
1 0
)
dt ,
where (s, t) are the coordinates of R2. Its curvature is
R∇ =
(
0 −1
1 0
)
ds ∧ dt .
We see that ĉh(V,∇) = 2. In particular, ĉh does not distinguish this connection from
the trivial connection ∇triv. Moreover, the transgression Chern form between the two
connections vanishes. In order to see this we take the connection
∇˜ := d+ su
(
0 −1
1 0
)
dt
on R3 ×C2 → R3, where (u, s, t) are the coordinates of the base. It interpolates between
the trivial connection ∇triv at u = 0 and the connection ∇ at u = 1. Its curvature is
R∇˜ =
(
0 −1
1 0
)
(uds ∧ dt+ sdu ∧ dt) .
It follows that Tr exp(bR∇˜) = 2 + bTrR = 0. This implies that c˜h(∇,∇triv) = 0.
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Using the homotopy formula (50) we see that
rˆ(V,∇) = rˆ(V,∇triv)
in k̂u
0
HS(R2) .
For a loop γ ∈ LR2 we let A(γ) ∈ R be the volume encircled by γ and measured with
respect to the volume form ds∧dt. From (51) and an explicit calculation of the holonomy
we get
BCH(V,∇)0(γ) = 2 cos(A(γ)) .
Therefore
BCH(V,∇) = 2 cos(A(. . . )) +O(b) .
The closed form BCH(V,∇) ∈ Z0(F ′(LR2)) induces an element
`(BCH(V,∇)) ∈ H0(Fˆ ′loop(R2)) .
We argue that its image in the stalk at 0 ∈ R2 is different from the image of the
constant function with value 2. In fact, the image of the function 2 cos(A(. . . )) in
colim0∈U⊆R2C∞(LU) is different from the germ of the constant function with value 2.
This shows that B̂CH distinguishes ∇ from ∇triv. It follows that
rˆloop(V,∇) 6= rˆloop(V,∇triv)
in k̂u
0
loop(R2).
Example 6.14. In this example we construct a map
b : Kˆ0TWZ → k̂u
0
loop ,
where Kˆ0TWZ denotes the loop differential K-theory introduced in [TWZ12]. Recall from
[TWZ12] that for a manifold M the group Kˆ0TWZ(M) is defined by cycles and relations.
A cycle is just a complex vector bundle with connection (V,∇). Its class in Kˆ0TWZ(M)
will be denoted by [V,∇]TWZ . We define
b([V,∇]TWZ) := rˆloop(V,∇) .
We must show that b is well-defined. Two cycles (V,∇) and (V,∇′) (with the same
underlying bundle) represent the same class in Kˆ0TWZ(M) if the Bismut-Chern-Simons
form B˜CH(∇,∇′) defined in (53) vanishes. By the homotopy formula (54) we get
rˆloop(V,∇) = rˆloop(V,∇′) as desired.
We now show that the map b is not injective. This is related with the fact that ` has a
kernel. We consider the bundle (V,∇) on S1 given by
S1 × C2 → S1 , ∇ = d+
(
0 −1
1 0
)
dt .
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We claim that
rˆloop(V,∇) = rˆloop(V,∇triv) .
By the homotopy formula we know that
rˆloop(V,∇)− rˆloop(V,∇triv) = a(`(B˜CH(∇,∇triv))) .
We have
d`(B˜CH(∇,∇triv)) = `(BCH(∇)−BCH(∇triv)) = 0 ∈ L(F ′)0(S1) .
By Lemma 4.16 the cohomology class of `(B˜CH(∇,∇triv)) can be detected by restriction
to the constant loops. The restriction of B˜CH(∇,∇triv) is the form c˜h(∇,∇triv) ∈
Z−1(ΩC[b, b−1](S1)). But this form vanishes. Therefore `(B˜CH(∇,∇triv)) is exact and
the claim follows. In contrast, we have BCH(V,∇)0(γ) = 2 cos(1) 6= 2, where γ = id :
S1 → S1 (see [TWZ12, Sec. 6.1]). This implies that
[V,∇]TWZ 6= [V,∇triv]TWZ
in K0TWZ(M).
6.3 Snaith type differential K-theory
In this section we want to discuss a sheaf of spectra which refines complex K-theory and
which is defined by a smooth version of the Snaith construction of K-theory.
Recall from Section 4.5 the geometric suspension construction IS˜nF for a sheaf F ∈
Fundesc(Mfop,C). It follows from equation (28) by evaluation at the point that
U(IS˜nF ) ' U(F )(S
n
top,1) ,
where the right hand side denotes the reduced power object in the stable, presentable
∞-category C. For a sheaf F ∈ Fundesc(Mfop,C) we define the object
F˜ (Sn) := Fib
(
F (Sn)→ F{1}) = IS˜nF (∗) (55)
of C. Instead of taking the fibre of the evaluation at the point 1 ∈ Sn as in the definition
of IS˜nF we can alternatively consider the fibre of the map which takes the germ at 1.
Definition 6.15. We define
ISnF := colim1∈U⊂Sn
(
Fib(ISnF → IUF )
)
where the colimit runs over the partially ordered set of all open neighbourhoods U of
1 ∈ Sn. In analogy to (55) we define F (Sn) := ISnF (∗).
Remark 6.16.
46
1. There are canonical restriction morphisms ISnF → IS˜nF → ISnF .
2. The object F (Sn) is equivalent to the evaluation Fc(Rn) with compact support,
discussed in [Bun13, Definition 4.151.], and a similar description can be given for
the sheaf ISnF .
3. In the definition of ISn we could alternatively take the colimit over all closed codi-
mension zero submanifolds of Sn which contain 1 in their interior.
Lemma 6.17. We have equivalences
U(ISnF ) ' U(F )(S
n
top,1) and ISn ◦ ISm ' ISn+m .
Proof. For the first equivalence we use the fact that U commutes with colimits and finite
limits to get the equivalence
U(ISn) ' colim1∈U⊂SnFib
(
U(ISnF )→ U(IUF )
)
We can of course restrict this colimit to a colimit over contractible open subsets U . Then,
using the equivalences
Fib
(
U(ISnF )→ U(IUF )
) ' Fib(U(F )Sntop → U(F )Utop) ' U(F )(Sntop,1)
where we have used Lemma 7.7 for the first equivalence, we can identify our colimit with
a colimit over a constant diagram. The claim now follows.
We now prove the second assertion. We start with inserting the definitions and use
Remark 6.16, 3.
ISmISnF '
colimK⊂SmFib(ISm(colimL⊂SnFib(ISnF → ILF ))→ IK(colimL⊂SnFib(ISnF → ILF ))) ,
where L and K run over the closed submanifolds of Sn and Sm, respectively, which
contain the base point in their interior. We now apply Lemma 7.8 in order to commute
the inner colimits with the insertions. We further combine the resulting two colimits in
the argument of the outer Fib to one colimit and use the stability of C in order commute
Fib with this colimit. We get the equivalence
ISmISnF ' colimK⊂Sm,L⊂SnFib(ISmFib(ISnF → ILF )→ IKFib(ISnF → ILF )) .
The usual identification Rn ∼= Sn \ {1} induces an excision equivalence
Fib(ISnF → ILF ) ∼= Fib(IRnF → IL′F ) ,
where L′ := L \ {1} is a closed submanifold of Rn. Using excision we therefore get the
equivalence
ISmISnF ' colimK′⊂Rm,L′⊂RnFib(IRmFib(IRnF → IL′F )→ IK′Fib(ISnF → IL′F )) ,
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where now the colimit runs over closed submanifolds of the euclidean spaces which are
neighbourhoods of ∞. Since insertion commutes with Fib we get
ISmISnF ' colimK′⊂Rm,L′⊂RnFib
(
Fib
(
IRm×RnF → IRm×L′F
)→ Fib(IK′×RnF → IK′×L′F))
We now observe that we can equivalently take the colimit over all open neighbourhoods
of ∞ for which we use the notation Kc and Lc. To analyse the diagram over which the
colimit is taken we denote it by
P := Fib
(
Fib
(
IRm×RnF → IRm×LcF
)→ Fib(IKc×RnF → IKc×LcF))
We can describe P equivalently as the fibre of the morphism
IRm×RnF →
(
IKc×RnF
)×(IKc×LcF ) (IRm×LcF)
Using the descent property of F we see that the right hand side is equivalent to the sheaf
I(Kc×Rn)∪(Rm×Lc)F. Putting everything together we get an equivalence
ISmISnF ' colimKc⊂Rm,Lc⊂RnFib
(
IRm×RnF → I(Kc×Rn)∪(Rm×Lc)F
)
' colimMc⊂Rm+nFib
(
IRm+nF → IMcF
)
' ISn+mF ,
where the last colimit runs over of the partially ordered set of open neighbourhoods of∞ of
Rn+m. In the second equivalence we have used that the intersections (Kc×Rn)∪(Rm×Lc)
are cofinal among those neighborhoods.
Now assume that F ∈ Fundesc(Mfop,Sp) has a refinement F r ∈ Fun(Mfop,CAlg(Sp))
to a sheaf of commutative ring spectra, and that we have chosen a class in x ∈ pim(F (Sn)).
If we choose a representative of x, then the multiplication induces a morphism
F → Σ−mISnF ,
and therefore, by iteration, a tower
F → Σ−mISnF → Σ−2mIS2nF → Σ−3mIS3nF → ... . (56)
Definition 6.18. The sheaf F [x−1] ∈ Fundesc(Mfop,Sp) is defined as the colimit over
the diagram (56).
The diagram (56) depends on the choice of the representative of x. However different
choices lead to equivalent diagrams and therefore to equivalent colimits.
Remark 6.19. There is a variant of the construction where x is not in pim(F (S
n)) but
in pim(F˜ (S
n)). Then the tower takes the form
F → Σ−mIS˜nF → Σ−2mI2S˜nF → Σ−3mI3S˜nF → ...
We denote this variant by F [x−1]0. For x ∈ pim(F (Sn)) it is understood that we first
restrict x to pim(F˜ (S
n)) if we write F [x−1]0. eIn this case we have a canonical map
F [x−1]→ F [x−1]0.
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Lemma 6.20. In the situation of Definition 6.18 we have
1. The spectrum U(F ) admits the structure of a commutative ring spectrum coming
from the ring structure on F r.
2. The element x ∈ pim(F (Sn)) induces an element U(x) ∈ pim+n(U(F )).
3. We have equivalences of spectra U(F [x−1]) ' U(F [x−1]0) ' U(F )[U(x)−1].
Proof. For the first assertion we compare the two functors
USp : Fun
desc(Mfop,Sp)→ Sp
and
UCAlg(Sp) : Fun
desc(Mfop,CAlg(Sp))→ CAlg(Sp)
where CAlg(Sp) denotes the presentable (∞, 1) category of commutative ring spectra.
We have the general formula which represents the functor U as U(F ) ' colim∆opF (∆n).
Thus we can use the fact that the forgetful functor from E : CAlg(Sp)→ Sp commutes
with sifted colimits in order to deduce the equivalence USp(F ) ' E ◦UCAlg(Sp)(F r). This
shows the first claim.
It follows from Lemma 6.17 that we have U(Σ−mISnF ) ' Σ−m−nU(F ). The element
U(x) ∈ pin+m(U(F )) = pi0(Σ−m−nU(F )) is then obtained by functoriality of U . The third
assertion of the lemma follows from this since U commutes with colimits.
We now use the abstract construction explained above to give another differential refine-
ment of the periodic complex K-theory spectrum KU . Recall the definition of the sheaves
of spectra
Σ∞+BU(1)∞ and Σ
∞
+BU(1)
∇
∞
from Section 5.2.
Remark 6.21. Note that for every sheaf F ∈ Fundesc(Mfop, sSet[W−1]) there is a canon-
ical morphism F → Ω∞L(Σ∞+ F ). If F is a sheaf of commutative group objects (with unit
denoted by 1), then we have a morphism of pointed objects
(F, 1) −→ (Ω∞L(Σ∞+ F ), 1) −1−→ (Ω∞L(Σ∞+ F ), 0)
where 0 is the canonical basepoint in Ω∞L(Σ∞+ F ) which comes from the infinite loop
space structure. This induces for every manifold M a morphism
F (M)→ Ω∞L(Σ∞+ F )(M) ' Ω∞
(
L(Σ∞+ F )(M)
)
where the last equivalence follows from the definition if we use that Ω∞ commutes with
filtered colimits and taking fibres. We get induced maps
pim(F (S
n))→ pim(L(Σ∞+ F )(Sn)) .
which we denote by abuse of notation as [x] 7→ [x] − 1. Note that these maps are in
general not additive.
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Let L → S2 be the Hopf bundle considered as a smooth principal U(1)-bundle. It rep-
resents a class in pi0(BU(1)(S2)). One can refine this class to a class denoted [L] ∈
pi0(BU(1)(S2)) by choosing a section in a neighborhood of 1 ∈ S2. Since any two germs of
sections are related by a bundle isomorphism the class [L] is unique. Thus we get a class
b := [L]− 1 ∈ pi0(Σ∞+BU(1)∞(S2)) .
Definition 6.22. We define the sheaves of spectra
K̂USnaith := Σ
∞
+BU(1)∞[b
−1] and K̂USnaith,0 := Σ∞+BU(1)∞[b
−1]0 .
Proposition 6.23. The sheaves of spectra K̂USnaith and K̂USnaith,0 are refinements of
periodic K-theory KU, i.e. we have equivalences U(K̂USnaith) ' KU and U(K̂USnaith,0) '
KU.
Proof. We prove the first equivalence, the second works the same way. Since U is a left
adjoint it commutes with colimits. Using Lemma 6.17 and formula (41) together with
Lemma 6.20 for the multiplicative structure we get
U(K̂USnaith) ' colim
(
Σ∞+BU(1)
·b→ Σ∞−2+ BU(1) ·b→ Σ∞−4+ BU(1) ·b→ . . .
)
.
But this colimit is equivalent to KU by Snaith’s theorem [Sna79, Theorem 9.1.1].
Let us close this chapter discussing a variant of the spectrum K̂USnaith with connection.
Let L→ S2 be the Hopf bundle with its canonical connection U(2)-equivariant connection
∇. The curvature of this connection is the standard volume form on S2. Since this form
does not vanish in a neighbourhood of 1 ∈ S2 we cannot lift [L,∇] ∈ pi0(BU(1)∇(S2)) to
pi0(BU(1)∇(S2)), but we have a lift to pi0(B˜U(1)∇(S2)). Then we get the class
bˆ := [L,∇]− 1 ∈ pi0( ˜Σ∞+BU(1)∇∞(S2))
Definition 6.24. We define the sheaf of spectra
K̂U
∇
Snaith,0 := Σ
∞
+BU(1)
∇
∞[bˆ
−1]
The same proof as above shows the following.
Proposition 6.25. The sheaf of spectra K̂U
∇
Snaith,0 is a refinement of periodic K-theory
KU, i.e. we have an equivalence U(K̂USnaith,0) ' KU. Furthermore, there is a canonical
morphism K̂U
∇
Snaith,0 → K̂USnaith,0.
Remark 6.26. It is an interesting problem to define maps
k̂u→ K̂USnaith , k̂u
∇ → K̂U∇Snaith,0 .
Equivalently, we are looking for additive differential Snaith-K-theory valued characteristic
classes for vector bundles with and without connection. We plan to come back to this
problem in future work.
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7 Technical results about sheaves
In this section we assume that C is a presentable (∞, 1)-category. We first want to provide
a criterion to detect equivalences of C-valued sheaves. For n ∈ N and r ∈ R>0 we let
Kn(0, r) ⊆ Rn be the ball of dimension r.
Definition 7.1. For F ∈ Fun(Mfop,C) and n ≥ 0 we define the stalk F (Rn0 ) ∈ C by
F (Rn0 ) := colimr→0F (Kn(0, r)) .
We consider a map f : A→ B between two C-valued presheaves A,B ∈ Fun(Mfop,C).
Lemma 7.2. If for every n ∈ N the map induced by f
A(Rn0 )→ B(Rn0 )
is an equivalence, then L(f) : L(A)→ L(B) is an equivalence.
For a proof we refer to [Bun13, Lemma 4.11].
In the stable case, equivalences between C-valued sheaves can be tested on sequences of
global objects like sequences of spheres or tori as long as the dimensions turn to infinity.
Lemma 7.3. Assume that C is stable. Then a morphism A→ B in Fundesc(Mfop,C) is
an equivalence if and only if there exists a sequence of manifolds {Mk}k∈N with the property
sup{dimMk | k ∈ N} =∞ such that the evaluations A(Mk)→ B(Mk) are equivalences.
Proof. As a first step we show that F (M) ' 0 for one particular non-empty manifold M
with dim(M) = n implies that F is trivial on all manifolds of dimension n. Let B′ → B
be an inclusion of open n-dimensional balls such that the closure of B′ is still contained
in B. Then there exists an embedding B ↪→M and we can extend the inclusion B′ ↪→ B
to a smooth map f : M → B. In this way we obtain a factorization of the restriction
F (B)→ F (B′) as
F (B)→ F (M)→ F (B′) .
This composition is trivial since F (M) is trivial by assumption.
Let now N be an n-dimensional manifold. We can find an open covering B′ = (B′i)i∈I
of N such that all iterated intersections B′i1 ∩ · · · ∩ B′ik are either empty or balls (such a
covering is called good) and a covering B = (Bi)i∈I by larger balls such that B′i ⊂ Bi for
all i ∈ I with the same property. Then B′ is a refinement of B. Using that F is a sheaf
we have a diagram
F (N) ' // lim∆F (B′,•)

F (N) ' // lim∆F (B•)
,
where B• and B′,• denote the Cˇech nerves. From the observation made above we conclude
that the right vertical map vanishes.
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As a second step we show that F (M) ' 0 implies that F is also trivial on all manifolds
N with dim(N) ≤ dim(M). In fact we can write such a manifold N as a retract of
N×Rdim(M)−dim(N). By the first step we know F (N×Rdim(M)−dim(N)) ' 0, hence F (N) '
0.
In order to finish the proof of the Lemma we observe that a morphism A → B is an
equivalence if and only if its fibre is trivial. But the fibre has the property that it vanishes
on the manifolds Mk for all k ∈ N, hence on all manifolds. 2
For a manifold S we define the endofunctor IS of Fun
desc(Mfop,C) in the natural way
such that
IS(Eˆ)(M) := Eˆ(S ×M) . (57)
Remark 7.4. The functor IS is equivalent to the power operation with the representable
sheaf y(S). Indeed, since C is presentable the category Fundesc(Mfop,C) is tensored and
powered over the sheaf category Fundesc(Mfop, sSet[W−1]). For a manifold S ∈ Mf we
have a canonical equivalence of functors
IS(−)'(−)y(S) : Fundesc(Mfop,C)→ Fundesc(Mfop,C) . (58)
This can most easily be checked by evaluating both sides on a manifold M . Let G ∈ C
and F ∈ Fundesc(Mfop,C) arbitrary. Then we have the chain of equivalences
Map(G,F y(S)(M)) ' Map(const(G)⊗ y(M), F y(S)) ' Map(const(G)⊗ y(M)⊗ y(S), F )
' Map(const(G)⊗ y(M × S), F ) ' Map(G,F (S ×M)) ,
where the first and last equivalences are given by the definition of the tensor operation,
the second equivalence is the universal property of the power operation, and the third
equivalence uses the fact that the Yoneda embedding y preserves products.
Furthermore, for X ∈ sSet[W−1] we have an equivalence
(−)X ' (−)const(X) . (59)
If S is a manifold, then we have a map y(S)→ H(y(S)) ' const(Stop). By the functori-
ality of the power operation, (58) and (59) it induces a transformation
(−)Stop → IS (60)
between functors on Fundesc(Mfop,C).
Our next task is to provide a formula for the homotopification H. We let ∆n ∈ Mf be
the standard simplex. The standard simplices combine to a give a cosimplicial manifold
∆• : ∆→Mf . Recall that C is a presentable (∞, 1)-category. We define an endofunctor
s := colim∆op ◦ I∆• : Fun(Mfop,C)→ Fun(Mfop,C) . (61)
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More concretely we have s(F )(M)'colim∆opF (∆op×M). Recall the definition (1) of the
homotopficiation functor
Hpre : Fun(Mfop,C)→ Funh(Mfop,C) .
The following Lemma provides a formula for Hpre.
Lemma 7.5.
1. If F ∈ Fun(Mfop,C), then s(F ) is homotopy invariant.
2. We have an equivalence of functors Hpre ' s.
Proof. We first show that s(F ) is homotopy invariant. We use the following observations:
• The functor s : Fun(Mfop,C)→ Fun(Mfop,C) preserves colimits.
• The category of homotopy invariant presheaves is closed under colimits.
• The category Fun(Mfop,C) is generated under colimits by objects of the form
ypre(M) ⊗ C ∈ Fun(Mfop,C) for all manifolds M and objects C of C, where the
tensor is the objectwise application of the natural tensor ⊗ : sSet[W−1]×C→ C,
and ypre(M) is the representable sheaf y(M) introduced in (35) but considered as a
presheaf.
Combining these three observations, we see that it suffices to show that s(ypre(M) ⊗ C)
is homotopy invariant. One can check by inserting definitions that
s(ypre(M)⊗ C) ' s(ypre(M))⊗ C .
It therefore suffices to show that s(ypre(M)) is homotopy invariant. This is basically the
statement that the smooth singular complex of a manifold is homotopy invariant, which
is clearly true. In detail the argument is as follows.
We will show that the projection ∆1 ×N → N induces an equivalence
s
(
ypre(M)
)
(N)→ s(ypre(M))(∆1 ×N) = Is(ypre(M))(N)
for every manifold N . The inverse is given by ∂∗0 . Since ∂
∗
0 ◦pr∗ = ids(ypre(M))(N) it suffices
to show that pr∗ ◦ ∂∗0 ' idIs(ypre(M))(N).
The smooth map ∆1 ×∆1 → ∆1, (s, t) → st, induces a map Y (∆1) → Y (∆1) × Y (∆1).
We use the rule ISF = F
Y (S) for every manifold S and every sheaf F ∈ Fun(Mfop,Set)
in order to construct an internal homotopy
IF = F Y (∆
1) → F Y (∆1)×Y (∆1) = (IF )Y (∆1) . (62)
We consider the product preserving functor
Sings := ι ◦ ev∗ ◦ I∆• : Fun(Mfop,Set)→ sSet[W−1] .
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It maps the adjoint IF × Y (∆1)→ IF of (62) to the map
Sings(IF )× Sings(Y (∆1))→ Sings(IF ) .
We now specialize F to F := Y (M)Y (N) and use the rule
Sings(I(Y (M)Y (N))) ' Is(ypre(M))(N)
in order to produce a map of simplicial sets
Sings(I(Y (M)Y (N)))× Sings(Y (∆1))→ Sings(I(Y (M)Y (N))) ' (Is(ypre(M)))(N)
which restricts to pr∗◦∂∗0 and idIs(ypre(M))(N) along the two inclusions ∆[0]→ Sings(Y (∆)).
Next we use that Sings(Y (∆1)) is contractible (since it is the usual smooth singular
complex of the contractible manifold ∆1) to conclude that the two maps pr∗ ◦ ∂∗0 and
idIs(ypre(M))(N) agree in the homotopy category of simplicial sets. In particular they are
homotopic which concludes the proof.
We now show 2. For a homotopy invariant presheaf F the canonical map F → s(F ) is
an equivalence. Hence 1. implies that we have an equivalence s
∼→ s2, i.e. s is a localiza-
tion of the category Fun(Mfop,C). Thus there is a full subcategory Funs(Mfop,C) ⊂
Fun(Mfop,C) of s-local objects and we have to show that it agrees with the homotopy
invariant sheaves (which are also a localization). The first part of the proof shows that
Funs(Mfop,C) ⊆ Funh(Mfop). The equivalence s(F ) ' F for a homotopy invariant
presheaf shows the other inclusion, namely Funh(Mfop,C) ⊆ Funs(Mfop).
Let us record the following formulas for the smooth singular complex of a manifold M :
sing(M) ' Sings(Y (M)) ' s(ypre(M))(∗) ' s(y(M))(∗) . (63)
In the last term we use the convention also adopted below that if we apply s to a sheaf,
then we consider the latter as a presheaf and consider the result as a presheaf, too. The
functor s preserves descent to some extend and we refer to Proposition 7.6 for more details.
As a consequence of Proposition 2.6 the homotopification functor
H : Fundesc(Mfop,C)→ Fundesc,h(Mfop,C)
is given by the formula H = L ◦ Hpre ' L ◦ s. In particular, for every sheaf F ∈
Fundesc(Mfop,C) we have a canonical morphism s(F )→ H(F ).
Proposition 7.6. We assume that the (∞, 1)-category C is stable and consider a sheaf
F ∈ Fundesc(Mfop,C).
1. The presheaf s(F ) satisfies descent for finite open covers of a manifold M .
2. If the manifold M is compact, then the canonical morphism s(F )(M)→ H(F )(M)
is an equivalence.
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Proof. We will use the fact that in a stable and presentable (∞, 1)-category arbitrary
colimits commute with finite limits. This is because the colimit functor Fun(K,C)→ C
for every (small) index-category K is a functor between stable (∞, 1)-categories. Thus
the fact that it preserves colimits implies that it also preserves finite limits.
For a finite open covering {Ui}i∈I of M the limit lim∆F (U•) can be rewritten as a limit
over a finite subcategory of ∆. More precisely we consider the inclusion j : ∆inj → ∆ of the
subcategory of ∆ with injective maps. Then we consider the diagram F (U•)red : ∆inj → C
given by
F (U•)redn =
∏
F (Ui1 ∩ Ui2 ∩ ... ∩ Uin)
where the ik are pairwise different. Now we observe that the original diagram F (U
•) is
the right Kan extension of this reduced diagram along the inclusion j which can be shown
using the pointwise formulas for right Kan extensions. Thus we conclude that the limit
of the reduced diagram is the same as the limit over the original diagram. Finally we
note that the reduced diagram has the property that for almost all indices n the object
F (U•)redn is terminal. Therefore the limit over this diagram is the same as the limit over
the finite subcategory of ∆ where F (U•)red is not terminal.
We now compute
limi∈∆s(F )(U i) ' limi∈∆colimj∈∆opF (U i ×∆j) ' colimj∈∆oplimi∈∆F (U i ×∆j)
' colimj∈∆opF (M ×∆j) ' s(F )(M) .
This shows the first assertion.
The evaluation of the sheafification morphism s → L ◦ s'H on a manifold M can be
described as an iteration of colimits of limits of the form
colimUlim∆ s(F )(U•)
where the colimit runs over the category whose objects are open covers U of M and
morphisms are refinements. For a compact M every open cover can be refined by a finite
open cover, i.e. the finite open covers are cofinal among all open covers. Thus we can
reduce the colimit to a colimit over the full subcategory of all finite open covers. Given
assertion 1. the restriction of the system to this subcategory is equivalent to the constant
system with value s(F )(M). This shows the second assertion.
Lemma 7.7. For every Eˆ ∈ Fundesc(Mfop,C) and compact manifold S we have a natural
equivalence
U(IS(Eˆ)) ' U(Eˆ)Stop .
The equivalence also holds, if S is only homotopy equivalent to a compact manifold, i.e.
if S has the homotopy type of a finite CW-complex.
Proof. We apply the formula for the homotopification and get:
U(IS(Eˆ)) ' colim∆(IS(Eˆ)(∆•)) ' colim∆Eˆ(∆• × S) ' s(Eˆ)(S) ' H(Eˆ)(S)
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For the last equivalence we use that S is compact and Proposition 7.6. Finally we use the
general formula H(Eˆ)(S) ' U(Eˆ)Stop which follows from the fact that homotopy invariant
sheaves are constant as shown in Proposition 2.6.
The second assertion follows from the fact that the functor
U
(
I(−)(Eˆ)
)
: Mfop → C
is homotopy invariant, which can be seen as follows. First we observe that it suffices to
check that it maps the projection ∆1 ×M →M to an equivalence
U(IM(Eˆ))→ U(I∆1×M(Eˆ))
But this follows from the formula
U(I∆1×M(Eˆ)) ' U
(
I∆1(IM(Eˆ))
) ' U(IM(Eˆ))∆1top ' U(IM(Eˆ)) .
Lemma 7.8. Let M be a compact manifold and C stable. Then the functor IM :
Fundesc(Mfop,C)→ Fundesc(Mfop,C) interchanges with colimits.
Proof. As in the proof of Proposition 7.6 we see that for a diagram of sheaves F ∈
Fundesc(Mfop,C)I and F := colimiFi the evaluation on a compact manifold N is given
by the colimits of the evaluations
F (N) ' colimiFi(N).
Note that this might be wrong for non-compact N since there is a sheafification involved.
For compact N we compute:
IMF (N) = F (M ×N) ' colimiFi(N ×M) ' colimi
(
IMFi(N)
) ' (colimi(IMFi))(N)
This shows that the canonical morphism colimiIMFi → IMF becomes an equivalence
after evaluation at arbitrary compact manifolds N , in particular for all spheres. We
finally apply Lemma 7.3.
Let ι : Ch → Ch[W−1] be the localization of the category of chain complexes at the
quasi-isomorphisms. Then Ch[W−1] is a stable and presentable (∞, 1)-category. At
several occasions we need the following fact:
Lemma 7.9. The localization ι : Ch→ Ch[W−1] preserves filtered colimits.
Proof. Let I be a filtered category and A ∈ Fun(I,Ch). We use the fact that there exists
a model category structure on Ch which can be used in order to construct models of
Ch[W−1] and Fun(I,Ch[W−1]), see [Hov99]. In particular, if A → Q(A) is a cofibrant
replacement of A, then colimIQ(A) is a model for colimIι(A). Since cohomology com-
mutes with filtered colimits the quasi-isomorphism A→ Q(A) induces a weak equivalence
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colimIA→ colimIQ(A). 2
For an abelian group U we let U [−n] denote the chain complex obtained by placing U in
degree n, and we use the same convention for sheaves of abelian groups. The following
result is well known, a proof in this form can e.g. be found in in [Bun13, Problem 4.3.2].
Lemma 7.10. For a cosimplicial chain complex A ∈ Fun(∆,Ch) we have an equivalence
lim∆ι(A)'ι(tot(A))
Here the total complex tot(A) of a cosimplicial chain complex A is given by
tot(A)n :=
∏
p+q=n
Ap([q])
with the differential
d(x) = (−1)qdAx+ δx , δ(x) :=
q∑
i=0
(−1)i∂ix , x ∈ Ap([q]) .
A proof of the following Lemma can be found in [Bun13, Lemma 4.24].
Lemma 7.11. For a simplicial complex A ∈ Fun(∆op,Ch) we have an equivalence
colim∆opι(A)'ι(tot(A)) .
Here tot(A) of a simplicial chain complex is given by
tot(A)n :=
⊕
p−q=n
Ap([q])
with the differential
d(x) = (−1)qdAx+ δx , δ(x) :=
q∑
i=0
(−1)i∂ix , x ∈ Ap([q]) .
The category Mf has a structure sheaf C∞ of rings of smooth functions. We can consider
sheaves of C∞-modules.
Lemma 7.12. If A ∈ Fundesc(Mfop,Ch) is a complex of sheaves, whose components have
the structure of C∞-modules, then ι(A) is also a sheaf, i.e. ι(A) ∈ Fundesc(Mfop,Ch[W−1]).
Proof. Let U → M be a covering. We must show that ι(A)(M) → lim∆ι(A)(U•) is an
equivalence. In view of Lemma 7.10 it suffices to show that ι(A)(M)→ ι(tot(A(U•))) is
an equivalence. We now use the existence of smooth partitions of unity in order to show
that tot(A)(U•) is acyclic in the δ-direction. 2
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Lemma 7.13. For sheaf A ∈ Fundesc(Mfop,Ab) of C∞-modules we have an equivalence
H(ι(A[0]))'0.
Proof. Using Lemma 7.11 we get an equivalence
s ◦ ι(A[0])(M) ' ι(...→ A(∆2×M)→ A(∆1×M)→ A(∆0×M)→ 0→ ...).
Since A is a C∞-module this complex is acyclic. Thus with Lemma 7.5 we get the equiv-
alences H(ι(A[0])) ' L ◦ s(ι(A[0])) ' 0. 2
Definition 7.14. For presheaf of chain complexes F ∈ Fun(Mfop,Ch) we define the
stupid truncations
σ≥mF : · · · → 0→ Fm → Fm+1 → . . .
and
σ≤m−1F : . . . Fm−2 → Fm−1 → 0→ . . . .
We consider a sheaf of chain complexes F ∈ Fundesc(Mfop,Ch) whose components are
sheaves of C∞-modules. Note that by Lemma 7.12 we have ι(F ) ∈ Fundesc(Mfop,Ch[W−1])
and for every k ∈ Z that ι(σ≥−k(F )) ∈ Fundesc(Mfop,Ch[W−1]).
Lemma 7.15. Let F ∈ Fundesc(Mfop,Ch) be a sheaf of chain complexes whose compo-
nents are sheaves of C∞-modules. For every k ∈ Z the natural map induces an equivalence
H(ι(σ≥−k(F )))→ H(ι(F )) .
Proof. For every sheaf of chain complexes F ∈ Fundesc(Mfop,Ch) we have an equivalence
colimn∈Zσ≥−n(F )
∼→ F
induced by the natural inclusions. Since ι commutes with filtered colimits it induces an
equivalence
colimn∈Nι(σ≥−n(F ))
∼→ ι(F ) .
The exact sequences
0→ σ≥−n+1(F )→ σ≥−n(F )→ F−n[n]→ 0
induce fibre sequences after application of H◦ ι. Using that H(ι(F−n[n])) ' 0 by Lemma
7.13 we obtain the equivalences
H(ι(σ≥−n−1(F ))) ∼→ H(ι(σ≥−n(F )))
for all n ∈ Z. We get a chain of equivalences
H(ι(F )) ' H(colimn∈Zι(σ≥−n(F ))) ' colimn∈ZH(ι(σ≥−n(F )))
' colimn∈ZH(ι(σ≥−k(F ))) ' H(ι(σ≥−k(F ))) .
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Corollary 7.16. Let F ∈ Fundesc(Mfop,Ch) be a sheaf of chain complexes whose com-
ponents are sheaves of C∞-modules. For every k ∈ Z we have
H(ι(σ≤−k(F ))) '0 .
Proof. We have an exact sequence
0→ σ≥−k+1(F )→ F → σ≤−k(F )→ 0
which induces a fibre sequence after application of H ◦ ι. We now use that
H(ι(σ≥−k+1(F )))→ H(ι(F ))
is an equivalence by Lemma 7.15 in order to conclude the assertion. 2
Let ρ : A→ B be a homomorphism of abelian group. Then A acts on B by a·b := b+ρ(a).
The abelian group structures on A and B turn action groupoid A×B⇒B into a symmetric
monoidal groupoid, i.e. an object of CMon(Grpd). Since this is a Picard groupoid we
have ι(N(A × B⇒B)) ∈ CGrp(sSet[W−1]). In the following Lemma we also consider
A→ B as a chain complex, where B sits in degree zero. Recall the functor sp from (37).
Lemma 7.17. There is an natural equivalence
sp(N(ι(B × A⇒B))) ' H(ι(A→ B))
in Sp.
Proof. We have pull-back diagrams in CMon(Grpd[W−1]) and Ch[W−1], respectively:
ι(A×B⇒B)

// ∗

ι(A⇒∗) ρ // ι(B⇒∗)
, ι(A→ B)

// ∗

ι(A[1])
ρ[1] // ι(B[1])
.
If we apply N or H, respectively, then we obtain pull-back diagrams in CGrp(sSet[W−1])
or Sp, respectively:
N(ι(A×B ⇒ B))

// ∗

N(ι(A⇒ ∗)) // N(ι(B ⇒ ∗))
, H(ι(A→ B))

// ∗

H(ι(A[1])) // H(ι(B[1]))
.
For the right square we also use that nerves of Picard stacks are grouplike spaces, and that
a pull-back of grouplike spaces is detected by the diagram of underlying spaces. Using
the equivalences (see (40))
sp(N(ι(A⇒∗))) ' H(ι(A[1])) , sp(N(ι(B⇒∗))) ' H(ι(B[1]))
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and the fact that the right square is actually pull-back in connective spectra (since again
this is detected in spectra) we conclude the equivalence
sp(N(ι(A×B⇒B))) ' H(ι(A→ B)) .
2
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