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Abstract 
Horton, J.D. and G.M. Nonay, Self-orthogonal Hamilton path decompositions. Discrete 
Mathematics 97 (1991) 251-264. 
Let 2K, denote the complete multigraph on n vertices in which each edge has multiplicity two. 
We show that, under certain conditions, if the edges of 2K, can be partitioned into m 
Hamilton paths so that any two paths have exactly one edge in common, and if the edges of 
2K,, can be partitioned into n Hamilton paths so that any two paths have exactly one edge in 
common, then the edges of 2K,, can be partitioned into mn Hamilton paths so that any two 
paths have exactly one edge in common. 
1. Introduction 
We first require a few definitions. In this paper we use AK,, to denote the 
complete multigraph in which there are A edges joining every pair of distinct 
vertices (if A = 1 we simply write K,), and we use P,, to denote a path on n 
vertices. Such a path is said to have length n - 1; if the graph in question has II 
vertices then the path is also called Hamiltonian. 
The problem of partitioning the edges of a graph into isomorphic copies of a 
fixed subgraph has been studied extensively, and in this paper we will look at one 
such problem in which the graphs in question are complete multigraphs and the 
fixed subgraphs are Hamilton paths. We add the condition that each path has 
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exactly one edge in common with each other path. 
Hering [4] and Alspach, Heinrich and Rosenfeld [l] have looked at the 
problem of partitioning a complete graph into cycles with similar restrictions on 
the subgraphs. Hering was the first to ask if the edges 2K,, could be partitioned 
into cycles of length n - 1 so that any two cycles intersect in exactly one edge. In 
1979, Hering and Rosenfeld [5] asked the same question, except this time for the 
directed case. That is, for which values of n can the arcs of the complete 
symmetric directed graph on n vertices be partitioned into directed cycles of 
length n - 1 so that any two directed cycles intersect in exactly one oppositely 
directed edge? (If the intersection condition is eliminated, then this problem has 
been completely solved [2]. In particular, it is known that the arcs of the complete 
symmetric directed graph on n vertices can be partitioned into directed cycles of 
length n - 1). The problem posed by Hering and Rosenfeld has also been studied 
by Alspach, Heinrich and Rosenfeld, and the following theorem appears in [l]. 
Theorem 1.1. Zf n = pe > 3, where p is a prime and e is a positive integer, then the 
arcs of the complete symmetric directed graph on n vertices can be partitioned into 
directed cycles of length n - 1 so that any two cycles have exactly one oppositely 
directed edge in common. 
Heinrich and Nonay later extended this result; in [3] they proved the following 
theorem. 
Theorem 1.2. Zf the edges of 2K, can be partitioned into n Hamilton paths so that 
any two paths have exactly one edge in common, then the arcs of the complete 
symmetric directed graph on 4n vertices can be partitioned into 4n directed cycles 
of length 4n - 1 so that any two cycles intersect in exactly one oppositely directed 
edge. 
Thus the following question plays an important role in the solution to the 
problem originally posed by Hering and Rosenfeld [.5] and, in the undirected 
case, by Hering [4]: 
For which values of n can the edges of 2K,, be partitioned into Hamilton 
paths so that any two paths have exactly one edge in common? 
We call such a decomposition a self-orthogonal Hamilton path decomposition 
of 2K,. In [3] self-orthogonal Hamilton path decompositions of 2K,, for 
2 s n s 20 and n # 4, were given. All of these decompositions, other than those 
for n = 7 and n = 15, are cyclic. That is, all n paths can be obtained from an 
initial path by adding k to each vertex, 0 s k G n - 1, and then reducing modulo 
n. 
The following multiplication theorem appeared in [3]; its proof used the 
self-orthogonal Hamilton path decompositions of 2K5, 2K13 and 2K1, given in [3] 
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and required the fact that the three integers 5 , 13 and 17 are all primes congruent 
to 1 modulo 4. 
Theorem 1.3. Zf there exists a self-orthogonal Hamilton path decomposition of 
2K,, then there exists a self-orthogonal Hamilton path decomposition of 2K,,, 
where d = 5”13b17c, and a, b and c are nonnegative integers. 
In this paper we prove a more general multiplication theorem for providing 
self-orthogonal Hamilton path decompositions of 2K,, and thereby extend the set 
of known solutions to the problem posed by Hering and Rosenfeld [5]. 
2. Main result 
A l-factor of a graph G is a subgraph of G in which every vertex has degree 1; 
a l-factorization of a k-regular graph G is a partition of the edge set of G into k 
l-factors. We now remind the reader of the following well-known method for 
constructing 1-factorizations of complete bipartite graphs, which we use in the 
proof of Theorem 2.2. 
Construction 2.1. Let F, be a finite field with m elements, and label both sets of 
vertices of K,,,, with elements from F,. We can construct a l-factor of K,,, by 
using a linear function fa,b(u) := au + b, where a, b E F, and a #O. The uth 
vertex from the first set of m vertices is adjacent to the vertex fo,b(u) = au + b in 
the second set of m vertices. Conversely, the vth vertex in the second set is 
adjacent to the uth vertex in the first set, where u = a-‘(v - 6). If we fix 
a E F,\(O) and allow b to vary over all of the elements of F,, then these m linear 
functions fo,b give m different l-factors, which are edge-disjoint from one another. 
Hence these l-factors form a l-factorization of K,,,, and this l-factorization is a 
function of a only. 
We again require a few definitions. If the vertex set of K, is an abelian group G 
then an edge (x, y) has length i if i =x - y or i = y -x. Of course, unless i has 
order 2, exactly one of i and -i is used as a length. For example, if G is the set of 
integers modulo n, then usually only the integers 1, . . . , [(n - 1)/2] are used as 
lengths. Two edges (xi, y,) and (x2, y2) having the same length are distance k 
apart if k is a possible edge length and if either adding k to both vertices X, and y, 
or subtracting k from both vertices x1 and y, gives the vertices x2 and y2 (in some 
order). 
Two conditions must be satisfied for a path to provide a group-generated 
self-orthogonal Hamilton path decomposition of 2K,. If such a path exists it will 
be called an initial path. First, if i has order 2 then exactly one edge of length i 
must occur in the path, and if i is an edge length that does not have order 2 then 
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there must be two edges of length i in the path. Second, each length i that is not 
of order 2 must occur as the distance between a pair of edges of the same length. 
Only distances that are not of order 2 need to be checked, since if the length of 
the edge (x, y) is of order 2 then adding x - y = y -x to (x, y) gives (x, y), and 
thus (x, y) is distance x - y from itself. If the group is cyclic then a group- 
generated self-orthogonal Hamilton path decomposition is also said to be cyclic. 
If a self-orthogonal Hamilton path decomposition 2K,, exists and if the edges of 
2K, can be 2-coloured so that for every pair of vertices x and y the two edges 
joining x and y receive the same colour and so that in each Hamilton path of the 
decomposition the edges alternate in colour, then we say that the decomposition 
admits a Z-colouring. One result that is immediately evident from the self- 
orthogonal Hamilton path decompositions of 2KS, 2K13 and 2K,7 given in [3] is 
that these decompositions all admit 2-colourings. 
The initial path of a group-generated self-orthogonal Hamilton path decom- 
position of 2K,, must satisfy one additional condition in order for the decomposi- 
tion to admit a 2-colouring. That is, on the initial path (and hence on each path) 
there must be an odd number of edges separating two edges of the same length. 
This condition thus excludes, for all n = 3 (mod 4), the existence of a group- 
generated self-orthogonal Hamilton path decomposition of 2K,, that admits a 
2-colouring. In this case the total number of edges is odd and the length of each 
path is even, and so the edges cannot be partitioned into two colour classes of 
equal size as required. (This argument also works to exclude such decompositions 
for n = 3 (mod 4), even if they are not group-generated). One can check by hand 
that there do not exist group-generated self-orthogonal Hamilton path decom- 
positions of 2K6 or 2K, that admit 2-colourings. It should be noted that, with the 
exception of n = 3 (mod 4), the non-existence of a group-generated self- 
orthogonal Hamilton path decomposition of 2K,, that admits a 2-colouring does 
not preclude the existence of this type of decomposition nor generated by a 
group. 
For n =9, over Z3 X Z3, the path given below generates a self-orthogonal 
Hamilton path decomposition of 2Kg that admits a 2-colouring: 
002212112120021001. 
Using a computer we found several cyclic self-orthogonal Hamilton path 
decompositions of 2Klo and 2Ki2 that admit 2-colourings. Examples of these are 
n=lO: 0372415689, 
n=12: 05964117823110. 
For each of n = 5, 13 and 17, the paths (see [3]) with this property are 
n=5: 01324, 
n=13: 0173842510119612, 
n=17: 021247615151310148931116. 
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A new example for n = 29 is 
026202682416151825272313144113912721517221011928. 
We now present the main result of this paper, which leads to a generalization 
of Theorem 1.3. 
Theorem 2.2. Let m 3 5 be a prime power and let n 2 3. Suppose that there exist 
self -orthogonal Hamilton path decompositions 2K,,, and 2K,,. Furthermore, 
suppose that the edges of 2K,,, can be 2-coloured (say, red and blue) so that the 
edges in each of the Hamilton paths in the decomposition are alternately coloured 
red and blue. Then there exists a self -orthogonal Hamilton path decomposition of 
2K,,. 
Proof. Write m =p’, where p is a prime and e is a positive integer. Let F, be a 
finite field on m elements and let the vertex set of K,,, and K, be F, and 
(1,. . . , n}, respectively. Let the m paths in the self-orthogonal Hamilton path 
decomposition of 2K,,, be Ri, i E F,, and let the n paths in the self-orthogonal 
Hamilton path decomposition of 2K,, be Ql, Q2, . . . , Q,. Clearly for any 
h, i E F, with h # i, Rh and Ri intersect in exactly one edge. Similarly, Qj and Qk 
intersect in exactly one edge for 1 <j < k =S n. 
For each path Qj choose an initial vertex Sj and a terminal vertex tj so that each 
vertex in 2K,, is the initial vertex of a path and the terminal vertex of a path. This 
has the result of assigning a direction to each edge (x, y) on Qj. If direction is 
important then we refer to the arc (x, y). We use E(Qj) and A(Qj) to denote the 
edge set and the arc set, respectively, of the path Qj. We have lE(Qj)l = 
IA( = n - 1, 1 Gj G n. However, for lsj<kcn, lE(Qj)flE(Qk)l=l, 
whereas 0~ IA f7A(Qk)l 6 1. 
Label the vertices of 2K,,,, by {Vi,j: i E F,, 1 sj G n} and place them in an 
m x n array V so that vertex ui,j is in the ith row and jth column of V. We can 
also think of 2K,,,, as n copies of 2K, joined by (i) copies of 2K,,; the jth copy 
of 2K,,, has vertex set v := {Vi,j: 1 c i c m}. For each path Qj and for each arc 
(x, y) in Q, we will choose a l-factorization 4(x, y) of Km,+ from vertex set V, to 
vertex set V, according to Construction 2.1. Thus, for some fixed a E F,\(O) we 
have 4(x, Y) = {Jib: b EF,), and on Qj we assign the label a to the arc (x, y). 
Consider the self-orthogonal Hamilton path decomposition of 2K,. Each path 
Q, in this decomposition will determine, for each i E F,,, a Hamilton path Q,,, of 
2K,,,, as follows: 
(la) First construct a subgraph Q;j of Qi,j on nm - m edges by replacing each 
of the n - 1 arcs (x, y) on Qj by a l-factor chosen from 4(x, y). Thus QZ!,j consists 
of m disjoints paths of length n - 1 in 2K,, , each starting in column sj and ending 
in column tj. In particular, we want each of the m disjoint paths thus formed to 
end at the vertex on the same level as the level of the vertex on which the path 
started; that is, if a path starts at vertex v,,,, then it ends at vertex v,,,,. (We 
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assume for now that this has been done; we prove later that it is, indeed, possible 
to do so.) Moreover, each of the m l-factors in 4(x, y) belongs to exactly one Qi,, 
and SO, for h, i E F, with h Zi, the subgraphs Q~,j and Q,,j are edge disjoint. 
(lb) The remaining edges in Qr,j are determined by the Hamilton path Ri in 
the self-orthogonal Hamilton path decomposition of 2K,. If (c, d) is a red edge 
on Ri then we include the edge (zJ,,,,, v~,~,) in Q,,j, and if (c, d) is a blue edge on 
Ri then we include the edge (v,,,, ’ ~d,~,) m Q;,j. Thus Q,,, has mn - 2 vertices of 
degree 2 and two vertices of degree 1. 
The only way a cycle could be formed in Q,,j is if there was a cycle on 
alternating red and blue edges in Ri. Since this is clearly not the case, Qi,, is a 
Hamilton path in 2K,,. 
We claim that, for h, i E F, with h # i, Qh,j and Qi,j intersect in exactly one 
edge, and this edge must be in either column Sj or tj since the other edges are 
chosen from disjoint l-factors. We know that Rh and Ri must contain one 
common edge, say (c, d). If this edge is red then Qh,j and Qi,j both contain the 
edge (G,, v,,d, if it is blue h t en they both contain the edge (v,,,, v~,~,). 
Since we want any two different Hamilton paths Q,,j and Qi,k to have exactly 
one edge in common (we have just seen that this is the case if j = k) we now 
consider the case where h, i E F, and 1 c j < k s n. 
It is easy to see that Qh,j and Qi,k cannot intersect in an edge of the form 
(VCJ,, %s,) or an edge of the form (v,,,,, v~,~,) since sj#sk and tj#tk. Even if Sj= tk 
(or, similarly, tj = sk), the edges of Qh,j incident only with vertices in V, (i.e., 
vertices in column Sj of V) come from edges coloured red in K,,,, whereas the 
edges of Qi,k incident only with vertices in Vs, (i.e., vertices in column Sj = tk of V) 
come from edges coloured blue in Km. These edges are clearly distinct. 
However, since j # k, there is a unique edge (x, y) such that (x, y) E E(Qj) n 
E(Qk). There are two cases to consider. 
(2a) If (x, y) E A(Qj) fl A(Qk) then in constructing Qh,j and Qi,k we replaced 
(x, y) by l-factors chosen from the 1-factorizations 4(.x, y) and F’(x, y), 
respectively. Thus, in order for Qh,j and Qi,k to have exactly one edge in common 
the 1-factorizations 4(x, y) and F&X, y) must be orthogonal (i.e., any two 
l-factors chosen from the different 1-factorizations have exactly one edge in 
common). Suppose that a, is the label assigned to the arc (x, y) on Qj and that a2 
is the label assigned to the arc (x, y) on Qk. Then in order for E;(x, y) and 
&(x, y) to be orthogonal we need a,i + b, = a2i + b, to have a unique solution 
for each bl, b2 E F,. Thus a, - a2 must have an inverse. 
(2b) If, without loss of generality, (x, y) E A(Qj) and (y, x) E A( Qk) then we 
constructed Q,,j by replacing the arc (x, y) by a l-factor from 4(x, y) and we 
constructed Qi,k by replacing the arc (y, x) by a l-factor from F,(y, x). This 
means that 4(x, y) and F,(y, x) must be orthogonal. If a, is the label assigned to 
the arc (x, y) on Qj and u2 is the label assigned to the arc (y, x) on Qk, then we 
want u,x + b, = a;‘(~ - b2) to have a unique solution for each bl, b2 E F,. That 
is, a, - a;’ must have an inverse. 
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In the remainder of the proof we clean up the ‘loose ends’. First, we show that 
we can replace each arc (x, y) on Qj by a l-factor from 6(x, y) in such a way that 
each of the m disjoint paths thus formed end at the vertex on the same level as 
the level of the vertex on which the path started; that is, if a path starts at vertex 
V z,s, then it ends at vertex v,,,,. Second, we show that it is possible to assign labels 
to each of the arcs on the m paths Qj so that the inverses required by (2a) and 
(2b) exist, thereby showing that any two Hamilton paths Qh,j and Q+ (j#k) 
have exactly one edge in common. By combining this with the result that Q,,, and 
Q,,, (h # i) have exactly one edge in common, we will have shown that any two 
distinct Hamilton paths Qh,j and Q+ intersect in exactly one edge. Thus these mn 
Hamilton paths necessarily form a self-orthogonal partition of the edge set of 
In constructing Q;j, let the l-factors that were chosen to replace each of the 
n - 1 arcs along Qi (in order from Sj to tj) be defined as fr = a, u + 6,) 
f2=u2u +b,, . . . , fn-, =a,_,~ + b,_l, where ak is the label that has been 
assigned to the kth are on Qj. Thus, as i takes on all values in F, we want each bk 
to vary over all the elements of F, so that the subgraphs Ql,j thus formed are 
edge-disjoint. The vertices of the path of length II - 1 in Qi,j starting at vertex 
V r,s,, 2 E Fm> can be identified by their row coordinates only since the column 
coordinate in V of the kth vertex in this path is the kth vertex of Qj, 1 s k c n. 
The row coordinates in Vof the vertices in this path are 
z> fi(Z), f2(f*(z)h . . . > fn-1(fn-A* . .(fi(Z)). . *I>. 
In terms of the a, and bi, these row coordinates are 
z, a,z + b,, uzulz + u2b1 + b,, . . . . 
The row coordinate of the last vertex in the path that started at v,,,, is 
(an-run-2 * . . u&z + (un_,un_2. . . uz)b, + (u~_,u~-~ - - . u3)b2 
+... + u,_,b,_z + b,_l. 
Note this is still of the form uz + b, where 
n-1 n-l II-1 
U = n ‘rk and b = x bk n Uj. 
k=l k=l j=k+l 
Since each uk is invertible, so is a. Also note that b is independent of z, the row 
of V in which this path started. Since, for each i E F,,,, we want the path in Q;j 
that starts at vertex v,,,, to end at vertex v,,,,, z E F,, it is necessary that a = 1 and 
b = 0. If n = 2 then we would have Ql = 0 1 and Q2 = 10 (i.e., Ql and Qz consist 
of the single arcs (0,l) and (1,0) respectively), and the arcs in these two paths 
would both be labelled 1. Since this violates condition (2b), we see that we must 
have n > 3. Now, suppose the ak have already been chosen so that a =‘l. 
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We can write 
n-2 n-1 
b =b,_I + c bk n aj, 
k=l j=k+l 
and so if 
n-2 n-1 
b,_* = - c bk n aj 
k=l j=k+l 
then b = 0. Recall that we need each bk to take on m different values, 
1 S k S n - 1. In order to satisfy this, we define the values for bk as follows. 
If c:Z: njC,,!+, Uj is nonzero then for the subgraphs Q;j i E F,; we define 
(3a) bk = i for k = 1, . . . , n - 2, and 
Pb) 
n-2 n-1 n-2 n-1 n-2 n-l 
bn-l= -kzl bkj=F+lajz - c i n aj’ -i kTl kTlaj. 
k=l j=k+l 
So b,_I will take on 111 different values for each of the m different 
since 
values of i, 
n-2 n-l 
C II aj 
k=l j=k+l 
has an inverse. 
Otherwise, if C;:T nTL1 , kfl Uj is zero then we also change the constant bn_*. For 
the subgraphs Q,,j i E F,, we define 
(4a) bk=ifork=I,...,n-3and 
(4b) bn-2 = it for some t E F,\{O, l} (where t remains fixed as i varies over the 
elements of F,), and 
(4c) 
n-2 n-1 n-2 n-2 
bn-1 = C bk n Uj = -U,_l C bk n ~j 
k=l j=k+l k=l j=k+l 
= -ar_l[g3 bk E aj + b~-z) = -a,-,(i 21 
k=l j=k+l 
,IjfI a, + it) 
’ 
= 
-4-l i~j~~laj)+(t-l)i) 
N 
n-2 n-l 
=-i C n aj+(l-t)ia,_,=(l-t)ia,_,. 
k=l j=k+l 
Since t, 1 - t and u,_~ have inverses, each value of i gives a different value of bn-2 
and b,_I. Hence, given the values for the arc labels for each of the arcs (x, y) on 
Q, (i.e., given the 1-factorizations 6(x, y)) we can always choose a l-factor from 
each l-factorization 4(x, y) so that each of the m paths of length it - 1 thus 
formed start and end in the same row of the array V. 
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In the preceding argument we assumed that the arc labels had already been 
assigned so that the product of all the arc labels on the path Qi was 1. We now 
present an arc labelling algorithm that shows that this can, indeed, be done, while 
simultaneously satisfying the requirements of (2a) and (2b). Choose an element 
a E F, so that a, a - 1 and a + 1 have inverses. It is an elementary exercise to find 
such an a when m is greater than 3. The labels that the algorithm assigns to each 
of the arcs on each of the 12 paths Qi are chosen from {a, a-‘, l} . They are chosen 
in such a way that if an arc (x, y) appears on both Qj and Qk then (x, y) is 
assigned different labels on these two paths, and if the arc (x, y) appears on Qj 
while the arc (y, x) appears on Qk then the two arcs do not receive labels that are 
inverses of each other. The three differences 1 - a, 1 - u-l and a - u-l can all be 
shown to have inverses as required by conditions (2a) and (2b). In particular, 
1 - u-l = ~-‘(a - 1) and a - u-r = ~-‘(a + l)(u - 1). 
Let nl(Qj) be the number of arcs on Qj that have been assigned the label a, and 
let n2(Qj) be the number of arcs on Qj that have been assigned the label a-‘. Let 
b(j) = nl(Qj> - dQj?i)* If b(j) = 0 and all of the arcs in Qj have been labelled, 
then we say that the path Qj is balanced. The following algorithm labels the arcs 
so that after all the arcs of Qj have been labelled, 1 G j G n - 1, we have b(j) = 0. 
If not all the arcs of Qi have been labelled, or if j = II, then b(j) = 0 or b(j) = 1. 
Arc Labelling Algorithm. Consider each path Ql, Q2, . . . , Q,_, in turn. When a 
path is considered, each unlabelled arc of the path gets labelled, both in the path 
currently being labelled and in the other path through that edge. 
Start by labelling each arc (x, y) in Q, with 1, and the other occurrence of the 
same edge (either the arc (x, y) or the arc (y, X) of Qk) with a. In general, for 
each Q,, if b(j) = 1 then label any unlabelled arc of Qj with u-l and label the 
other occurrence of that edge (in Qk for some k > j) with 1. If b(j) = 0 then all 
unlabelled arcs are assigned the same label as follows: Each remaining unlabelled 
arc in Qj is labelled with 1, and the other occurrence of that edge (in Qk for some 
k > j) is labelled with u or a-‘, whichever leaves b(k) = 0 or b(k) = 1. 
After the arcs of all paths have been labelled, all paths (except possibly Q,) 
will be balanced. If b(n) = 1, then the labelling of an arc on Q, must be altered. 
At the same time we also alter the labelling of two arcs on Q,. Let 
(x, y) E A(QJ fl E(Qn). The arc (x, y) was originally labelled 1 in Q,, and the arc 
corresponding to this edge was originally labelled a in Q,. Relabel this arc in Q, 
with 1 (so that Q, is now balanced). Now let (u, V) EA(QJ fl E(Q,). The arc 
(u, V) was originally labelled 1 in Ql, and the arc corresponding to this edge was 
originally labelled a in Q2. If (u, U) EA(QJ then relabel (u, V) on Ql with a-‘, 
and relabel (x, y) on Q, with a. If (v, U) EA(QJ then relabel (u, V) on Q, with 
u, and relabel (x, y) on Q, with a-‘. In either case Q, is still balanced. This 
completes the Arc Labelling Algorithm. 
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Thus for any m 3 5 and n 2 3, where m is a prime power, we can use this 
algorithm to label the arcs of the n paths in the self-orthogonal Hamilton path 
decomposition of 2K,, with elements from F,,, so that the product of the arc labels 
along each path is 1. Each of the m paths of length n - 1 formed by replacing 
each arc of Qj by a l-factor of Km,, start and end in the same row of V, thereby 
proving the assumption made in (la). 
Since we have shown that the subgraphs Qi,j are Hamilton paths in 2K,,,, and 
that any two of these subgraphs have exactly one edge in common, the proof is 
complete. q 
Example 2.3. We now show how the subgraph Q2,r of 2K3, (where m = 5 and 
II = 7) is constructed. The red edges of K5 are indicated by solid lines and the 
blue edges of K5 are indicated by dotted lines (see Fig. 1). Let R2 be the path 
12 4 3 0 and let Qr be the path 0 12 3 4 5 6; thus s, = 0 and tI = 6. From the Arc 
Labelling Algorithm we see that all the arcs of QI will be labelled 1; that is, Uj = 1 
for 1 <j C 6. Before we find the values for bk (that, with the ak, define the 
l-factorizations), we must calculate cnk:t Iii”=;;‘, aj. Since xi=, @++I 1 = 1 + 
1 + 1 + 1 + 1 = 0 (in F,), we define the b, according to (4a), (4b) and (4~). We 
have 
(a) bk = 2, for k = 1, 2, 3, 4; 
(b) choose t = 2 and so b5 = 2 * 2 = 4; 
(c) bg=(l-2).2.1=-2=3. 
0 
4 \ VL ? ’ ,’ I’ 3 ’ f 2 
Fig. 1. 
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Lemma 2.4. If n = 0, 1 (mod 4) then each edge is labelled 1 in exactly one of the 
two paths that contain it. 
Proof. Each time an arc is assigned the label a or a-‘, the corresponding arc in 
the other path is assigned the label 1, and conversely. Thus there are n(n - 1)/2 
arcs labelled 1 and n(n - 1)/2 arcs labelled a or a-‘. In each path Qi, j < n, there 
must be an even number of arcs labelled with a or a-l since b(j) = 0. If n = 0, 1 
(mod 4) then the number of edges of K,, is even, and thus the number of arcs in 
total labelled a or a-l must be even. Hence the number of arcs in Q, labelled a or 
a -I must also be even. Thus b(n) is even, so b(n) = 0. That is, Q, is balanced and 
no arc labels on Q,, or Q, need to be altered. 0 
By Lemma 2.4, if n = 0, 1 (mod 4), then in choosing a E F,, we only require a, 
a - 1 and a-* - 1 to have inverses. In particular, we do not need the condition 
that a #a-‘. If p > 3 then we can simplify our calculations by taking a = a-l = 
-1. 
In Theorem 2.2 we cannot have m = 3 since the required 2-colouring of the 
edges of K3 does not exist. However, we see by Lemma 2.4 that if m = 3 and if 
n = 0,l (mod 4) then we can use the Arc Labelling Algorithm to assign the labels 
1 and 2 to the arcs of each Hamilton path in 2K,, so that each path has an even 
number of arcs labelled 2 (so the product of arc labels on each path is 1). We use 
this observation in the following corollary, where it is shown that the construction 
for finding self-orthogonal Hamilton path decompositions of 2K,, (as given in 
Theorem 2.2) can be extended to work for m a product of prime powers, 
provided that m Z 2 (mod 4) and if m is divisible exactly once by 3 then n = 0, 1 
(mod 4). 
Corollary 2.5. Let m ~5 and na3 such that mf2 (mod4) and if m=3,6 
(mod 9) then n = 0, 1 (mod 4). Suppose that there exist self-orthogonal Hamilton 
path decompositions of 2K,,, and 2K,,, and also suppose that the decomposition of 
2K,,, admits a 2-colouring. Then there exists a self-orthogonal Hamilton path 
decomposition of 2K,,,, . 
Proof. The proof of Corollary 2.5 closely follows that of Theorem 2.2 and the 
reader is referred to that proof for all missing definitions and details. Let 
RI,. . . > R,,, be the m Hamilton paths in the decomposition of 2K, and let 
Q,,..., Q, be the n Hamilton paths in the decomposition of 2K,. 
Write m =pT’ . . . p?, where pt, . . . , pr are distinct primes and e,, . . . , e, are 
positive integers. Let mi =pr’ so that m = III=, mi, and let F,,, 1 s i < r, be a 
finite field on mi elements. Let R = F,, X F,,, X . * * x F,, be the direct sum of the 
fields F,,. Thus R is a commutative ring whose elements are ordered r-tuples 
( Xl, x2, . . . 9 x,), where xi E F,.. Addition and multiplication are done by com- 
ponents. Let the vertex set of K,,, and K,, be R and (1, . . . , n}, respectively. 
Label the vertices of 2K,, by {ui,i: i E R, 1 S j =S n} and place them in an m x n 
array V so that vertex Vi,i is in the ith row and jth column of V. 
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We find the Hamilton paths Qh,i of 2K,,,, as follows: For each mi 2 5 take mi 
and n as the values of m and IZ in Theorem 2.2. Construct the subgraph QA,,i, 
where hi E F,,, by replacing each of the rr - 1 arcs (x, y) on Qj by a l-factor 
chosen from 5(x, y). This l-factor is completely determined by the values of 
(Ik E F,, and bk E F,,. If some mj = 4, say m, = 4, then, even though a self- 
orthogonal Hamilton path decomposition of 2K4 does not exist, we can still 
construct the subgraph Qh,,j. That is, we can find the values of ak E F4 (using the 
Arc Labelling Algorithm) and bk E F4 that define the l-factors that replace each 
arc (x, y) of Qj. Similarly, if m2 = 3 (and so n = 0, 1 (mod 4)) then we can 
construct the subgraph Qhl,, by finding the values of ak E F3 (using the Arc 
Labelling Algorithm) and bk E F3. 
The subgraph Qi,j of 2K,,, where h = (h,, h2, . . . , h,) E R, is defined by the r 
subgraphs Q6,P If the l-factor of K,,,,,, which replaced the arc (x, y) of Qj is fai,b, 
then the l-factor of K,,, which replaces the arc (x, y) of Qj is fa,b where 
a = (aI, a2, . . . , a,) and b = (b,, b2, . . . , b,). By doing this, we assign arc labels 
a E R to each arc on Qj. Since multiplication is done by components, we see that 
along each path Qj the product of the arc labels (r-tuples) is (1, . . . , 1). 
The Hamilton paths Qh,j are constructed from the subgraphs Q;l,j as in 
Theorem 2.2. We leave it to the reader to check that any two of these Hamilton 
paths intersect in exactly one edge. 0 
3. Decompositions that admit 2-colourings 
In both Theorem 2.2 and Corollary 2.5 a self-orthogonal Hamilton path 
decomposition of 2K,,, that admits a 2-colouring is needed, and not many such 
decompositions are known at this time. We do know, however, that such 
decompositions of 2K, exist for m = 5,9,10,12,13,17 and 29, and in each of 
these 7 cases the decompositions are group-generated. These decompositions for 
m = 5,9,13,17 and 29 can be used in Theorem 2.2, and the decomposition for 
m = 12 can be used in Corollary 2.5. Note that the algebraic structure used to 
construct the path decomposition of 2K, and that used in the multiplicative 
construction do not need to agree. The decomposition for m = 10 is, at this time, 
of theoretical interest only. We can use Corollary 2.5 to find more self-orthogonal 
Hamilton path decompositions of 2K,, that admit 2-colourings. These decom- 
positions are clearly not cyclic. 
Corollary 3.1. Let m Z= 5 and n 2 3 be such that n is odd, m f 2 (mod 4), and if 
m = 3,6 (mod 9) then n = 1 (mod 4). Suppose that there exist self -orthogonal 
Hamilton path decompositions of 2K,,, and 2K,,, and also suppose that these 
decompositions admit 2-colourings. If the decomposition of the edges of 2K,, is 
group-generated, then there exists a self -orthogonal Hamilton path decomposition 
of Km that admits a 2-colouring. 
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Proof. Consider the edge colours on the initial path of the decomposition of 2K,. 
We colour the first edge on each path Qi in the decomposition 2K,, blue. Since it 
is odd, the last edge on each such path will be coloured red. The edges of Km,, are 
coloured according to the colours of the edges of K,,, and K,. If an edge (x, y) of 
Qi is coloured red (blue), then all edges in the l-factorization between V, and V,, 
are also coloured red (blue). If (c, d) is a red edge of K, then edges (u,,,,, u~,~,) 
are also coloured red, 1 c j < n. Similary, if (c, d) is a blue edge of K,,, then edges 
(VU,, v~,~~) are also coloured blue, 16 j < n. The rest of the proof follows from 
Theorem 2.2 and Corollary 25.0 
We can repeatedly apply Corollary 3.1 using our known stockpile of group- 
generated self-orthogonal Hamilton path decompositions of 2K,, that admit 
2-colourings, where n is odd (namely, it = 5,9,13,17,29). We get the following 
theorem. 
Theorem 3.2. Let r = 5”‘9”213”317”429”‘, where each ni is a nonnegative integer 
and n, + n2 + n3 + n4 + n5 3 1. Then there exists a self -orthogonal Hamilton path 
decomposition of 2K, that admits a 2-colouring. 
Note that this not only finds many more orthogonal path decompositions but 
also in combination with Theorem 1.2 solves Hering’s cycle decomposition 
problem for many more values. 
Finally, we present alternate ways of looking at two of the problems presented 
in this paper. Let H,, be the graph whose vertex set is the set of all Hamilton 
paths of K,. Thus IV(H,J[ = (n!)/2. T wo vertices of H,, are adjacent if and only if 
the corresponding Hamilton paths have exactly one edge in common, and a 
self-orthogonal Hamilton path decomposition of 2K,, corresponds to a clique of 
size n in H,. Clearly, H,, is regular. In particular, H4 is regular of degree 5 and H5 
is regular of degree 20. 
The line graph L(G) of a graph G is the graph whose vertices are the edges of 
G. Two vertices (xi, yl) and (x2, y2) in L(G) are adjacent if and only if 
(xi, y,) # (x2, y2) and either x1 =x2 or x1 =y2 or y, =x2 or y, =y2. Line graphs 
provide an alternate way of looking at the problem of finding self-orthogonal 
Hamilton path decompositions of 2K, that admit 2-colourings. In this case we ask 
if there exists a bipartition of the vertices of the line graph of K,,, so that the line 
graphs of the Hamilton paths in the decomposition are bipartite with respect to 
this bipartition. If such a bipartition exists then it provides a 2-colouring of the 
edges of K,, and conversely. 
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