Abstract-In this paper, a design decision problem is treated ss a multiple criteria decision making (MCDM) problem. Design selection is based upon multiple attribute evaluations for candidate designs and preference judgments on relative importance of attributes. It is intuitively clear that flexibility and a systematic procedure are important features of a technique for acquisition and representation of preference information. This paper is intended to explore a new technique for assigning weights to attributes through a well-defined iterative procedure using minimal preference information. A semi-submersible design problem is then taken as an example to demonstrate how multiple attribute evaluations for candidate designs can be generated and represented and how relative weights of attributes can be assigned using the new weight assignment technique for the ranking of the generated candidate designs.
INTRODUCTION
Design selection may be regarded as a decision making process for choosing the most acceptable design from a finite set of candidate designs. Design acceptability is nearly always measured in terms of multiple attributes, such as cost, weight, reliability, safety, and other domain specific technical performance indices, some or all of which may be in conflict in the sense that attractive values of some attributes go hand in hand with poor values for some of the other attributes.
As a basis for making design decisions, a candidate design needs to be separately evaluated by each attribute, either numerically or subjectively. To deal with a design selection problem with a finite number of candidate designs and with multiple conflicting attributes, it is necessary to synthesize the obtained basic evaluations of a design in terms of each attribute, so that any given design can be ranked and scored with respect to the other designs. This paper presents one approach for dealing with this problem.
It is because of the inherent conflict among some or all of the attributes that there generally exists no single feasible candidate design which could simultaneously attain the best values for all the attributes. Otherwise, such a design would naturally be the best and there would be no point in taking multiple attributes into account for selecting a design. Consequently, the preference However, it has been realized that many of the required comparisons may be redundant [3] although the redundant information could be used to check the consistency of the preferences. The geometric least square method presented in [3] suggests that much less data than the eigenvector method requires may be sufficient for weight assignment although it provides no bound on how much data would be required to satisfy the DM.
Both methods, however, require exact comparisons in that the DM is required to evaluate how many times one attribute is exactly more important than another. In engineering design, the DM may only be capable of providing a combination of exact and vague pairwise comparisons. For instance, he may assert that one attribute is at least twice more important than another.
The minimal information trade-off assessment (MITA) method presented in [4, 5] can accommodate both exact and vague pairwise comparisons, so that it may be considered to be more flexible for the acquisition and representation of preference information.
To assign weights, the MITA method uses only as much preference information as the DM can provide. Unfortunately, it does not either define the minimal information requirement formally or provide a systematic way to guide the DM in preparing his preference information.
This paper explores a new technique for weight assignment, which also uses exact and/or vague pairwise comparisons of attributes for preference acquisition. It adopts an iterative procedure to assign weights, which is composed of two main steps. First of all, it generates an initial weight assignment based on minimum number of complete pairwise comparisons which may represent the DM's initial overall preference structure. A linear programming model is proposed to facilitate the assignment. Then the initially assigned weights may be revised if the DM is not satisfied with them and if he can provide more useful information. In the procedure, the consistency and determinacy of the given comparisons are iteratively checked and numerically measured so that the DM can clearly judge the quality of the given preference information and the assigned weights. To implement the iterative procedure, a goal programming model is explored.
A semi-submersible design synthesis problem is then discussed, which was originally modeled as a vector nonlinear programming problem (61. Candidate designs are generated using interactive MCDM techniques. This problem is used to demonstrate how a design synthesis problem may be dealt with using a multiple attribute decision making (MADM) method and how the new method could be implemented to assign relative weights.
MULTIPLE ATTRIBUTE DESIGN SELECTION

Description of Design Decision Problems
Design selection usually deals with a finite set of candidate designs and generally multiple attributes representing technical and economical performance of a design. Candidate designs may be defined explicitly or implicitly. In the latter case, certain techniques need to be used to generate candidate designs. For instance, feasible designs may be defined by a knowledge-based system and then generated using heuristics [4] . If a design problem is formulated as a vector mathematical programming problem, a finite number of efficient designs may then be generated using interactive decision making methods [6-g] .
One of the simplest structures for describing a design selection problem in terms of multiple attribute evaluations may be a decision matrix in which each design is explicitly defined and numerically evaluated by attributes. Table 1 shows a decision matrix for evaluating m candidate designs in terms of n attributes, where yj is the jth attribute, ai the ith alternative design, and yij stands for the numerical value of attribute j for evaluating design i (i = 1, . . , m; j = I, . . . , n).
The attributes in Table 1 are assumed to be quantitative. Without loss of generality, all attributes in Table 1 are assumed to be for maximization. [6, 8, 9, 14] .
In addition to the decision matrix, another widely used structure for describing a design selection problem is pairwise comparison matrices. In a pairwise comparison mat,rix, each pair of candidate designs are subjectively compared with respect to an attribute [a] . The main difference between a pairwise comparison matrix and a decision matrix may be that the former is composed of pure subjective judgments and the latter contains numerical data though subjective judgments with uncertainty may also be accommodated in a generalized decision matrix [ll-131.
If one of the candidate designs attains the best values for all the attributes, it is of course the best design. Unfortunately, such a "best" design hardly ever exists in a design selection problem.
So, compromise among attributes is always necessary. In other words, the "best" design is only the best compromise design which is determined by not only the multiple attribute evaluations but also the DM's preferences. Relative weights of attributes are widely used to represent the DM's preference information.
The following subsection outlines a MADM method, which uses relative weights and a decision matrix to generate the best compromise design. The next section explores a new weight assignment technique based on a systematic procedure for acquisition of minimal preference information.
Solution of Design Decision Problems
Many methods for dealing with multiple attribute decision making problems have been proposed, some of which may be applied to treat design selection problems. be dealt with using a range of techniques, dependent upon other characteristics of the problem and the DM's preferences.
The simple additive utility function method is perhaps one of the simplest for dealing with a design selection problem represented by a decision matrix (11. Suppose Q(a))
is an additive utility function, ui(yi(a)) is the marginal utility function of an attribute yi, and the normalized weight vector of attributes is defined by
where wi is the relative weight of an attribute yi. Then the utility of an alternative design a, may be calculated by
or more simply by u(G) = 2
W&(G).
(3) i=l ~(a,) is normally scaled to [ 0 11. A design a, is then ranked based upon the value of ~(a,). A larger value of ~(a,) means that a, is more favorable.
However, this simple method assumes that all attributes in the attribute set { yi . . . yn } are preferentially independent of one another. That is, each attribute may be evaluated regardless of the states of the other attributes. In addition to the preferential independence assumption, it is further assumed in (3) that the marginal utility function of an attribute is linear and that one attribute can be directly offset by other attributes.
These three assumptions are rather strict and may not always be satisfied in practice. Hence, other techniques have also been developed which are more flexible but also more elaborate.
If the marginal utility functions of attributes in a selection problem are all monotonous, either nonincreasing or nondecreasing, for example, the CODASID method [16] may be used to treat the problem. The CODASID method is based on comprehensive concordance and discordance analyses and is composed of a well-refined information aggregation and synthesis procedure where the DM may set up a veto threshold value for each attribute.
The simplified version of the procedure is composed of two main steps. First of all, the multi-attribute evaluation information, contained in the decision matrix, and the preference information, capsulated in the weights, are aggregated so that the following Judgment-Evaluation (J-E) matrix can be constructed. 
(8) 
where In this subsection, a few weight assignment techniques are reviewed to place the new method to be developed in context.
The eigenvector method is a widely used tool for assigning weights. In this method, the DM is supposed to judge the relative importance of one attribute over another. Suppose atj is the In the eigenvector method, the judgment matrix is assumed to be reciprocal, i.e., aij = l/aji, and n(n -1)/2 pairwise comparisons have to be made. It is argued that much of the data may be redundant [3] , and this can lead to inconsistency. The Geometric Least Square (GLS) method requires much less data [3] . For design selection, a weight assignment technique may be more favorable if it only requires the DM to provide as much significant preference information as necessary through a systematic procedure.
The pairwise comparisons required by the eigenvector and the GLS methods are all exact ones, that is, the DM is required to evaluate how many times one attribute is exactly more important than another. The DM may not always prefer to or be able to provide such exact comparisons.
A combination of exact and vague but practical pairwise comparisons may be the best that can be provided. Suppose "COST" and "FLEXIBILITY" are two attributes, for example, the DM may describe the relative importance of the attributes using the following statements which are either exact or vague In the minimal information trade-off assessment (MITA) method [4, 5] , set inclusion is used to define the information represented by these statements. Actually, these preference statements provide information which may be transformed into linear equality or inequality constraints on the weights. The transformation is based on the assumption that the statement ylzR,,y, for attributes y2., yJ, and preference relation R,, holds if and only if ciw% A7c3 u!~ for some real numbers ci and cj and A, E {<, >, =, 5, 2). Under this assumption, the "more important than" relation for attributes is a "greater than" relation on the weights; "equivalence" relation for attributes is an "equality" relation on the weights, and the "at least as important as" relation for attributes is a "greater than or equal to" relation on the weights. The "c times more important than" relation for attributes is a "greater than" relation on the weights where the weight of the less important attribute is multiplied by c. This transformation provides a set of mappings from preference statements into weight constraints. The MITA method searches for a specific value for the weight vector W as the solution to the following mathematical programming problem min H(W) = 2 Wi log 3, . . . wJgT . 1s a prior preference structure or a uniform preference structure if no prior structure exists. The above model as defined by (22) is a nonlinear programming problem with a nonlinear objective function and generally linear constraints. The objective function H(W) in (22) is the relative entropy, measuring the amount of information given by the preference structure W relative to W'. It is argued that relative entropy satisfies some inferential properties [4] . For instance, if no preference information is provided by the DM (i.e., A is empty), equal weight on each attribute may be used by the experts, that is, W is given by Wi = l/n, i = 1,. . , n. If a constraint on W is given, for example, wj > 2Wi for i # j, then wj = 2/(n+ 1) and wi = l/(n + 1) for i = l,... , n and i # j may be used.
Obviously, exact pairwise comparisons for attributes required by the AHP and the GLS methods can be transformed into linear equality constraints on weights. Thus, the MITA method provides greater flexibility in acquiring and representing preference information as constraints on weights in A may be exact or vague. This flexibility may be appreciated by the DM who prefers to provide a combination of exact and vague comparisons. In the MITA method, however, no systematic procedure is designed to acquire preference statements from the DM. In other words, the DM may be allowed to provide preference statements for attributes in a random manner. It may be better if the DM can follow a systematic yet flexible way to present preference statements, in which the consistency of the statements can be checked. Moreover, when the statements are transformed into constraints on weights which constitute A, the determinacy of A should be measured as well. It is to address the aforementioned considerations that a new weight assignment technique will be explored in this section. Problems such as consistency and determinacy will be explored so that the DM can check and may improve the consistency and determinacy of his preference statements.
Minimal Preference Information
Pairwise comparisons (exact or vague) for attributes are easy to understand and thus are quite likely to be available. In the proposed method, preference information is also acquired through pairwise comparisons. The new method uses a systematic procedure to acquire and represent preference information, such that relative weights for attributes can be initially assigned on the basis of a comparison set composed of minimal number of exact and/or vague complete pairwise comparisons. Then the minimum comparison set may be revised or extended if the DM is not satisfied with the initial weight assignment and if he can provide more information. The new method is therefore called the MInimal PAirwise Comparison (MIPAC) method. By minimum and complete, we mean that the number of pairwise comparisons for attributes is minimized under the restrictions that each attribute is at least compared with one other attribute and that all comparisons are connected together either directly or indirectly. Thus, the minimum set of complete pairwise comparisons may to some extent reflect the DM's initial overall preference structure about the relative importance of attributes. The minimum set of complete comparisons may be defined as follows.
DEFINITION
1. Suppose there are n attributes. The minimum set of complete pairwise comparisons for the n attributes is composed of (n -1) pairwise comparisons, in which each of the n attributes must be compared with at least one of the other attributes and no single comparison or a subset of the comparisons is isolated from the other comparisons.
Let yi and yj be two attributes and Rij the preference relation for yi and yj. Then, Definition 1 may be interpreted with the help of a comparison diagram. Suppose a circle marked by yi represents a node. If pi and yj are directly compared, then the node for yi and that for 2/j are linked together by a line segment marked by Rij. Thus, a direct comparison for yi and yj may be depicted as in Figure 1 . The set of pairwise comparisons for n attributes may then be represented using a network, composed of n nodes and many line segments linking these nodes. The minimum set of complete pairwise comparisons for n attributes is composed of n nodes and (n -1) line segments. Each node is directly linked with at least another node by a line segment. From any node to each of the other nodes, there is one and only one uninterrupted chain connected by the line segments between the nodes. The two attributes at two nodes may not necessarily be compared explicitly. They can be compared with each other either directly if there is only one line segment between them, or indirectly if there is a chain of line segments between them and if all preference relations on the chain are transitive. For instance, Figure 2 shows a simple minimum set of complete comparisons for three attributes, ~1, ~2, y3. Figure 3 displays a more complicated minimum set of complete comparisons for nine attributes, yi(i = 1, . . . ,9).
In Figure 2 , y1 is directly compared with y2 and y3 respectively. y2 and y3 are linked together through yl. They may be compared indirectly or may not be compared yet, dependent upon whether or not the preference relations R12 and R13 are transitive. If the DM states that "y2 is exactly three times as important as ~1" and "yl is at least as important as ~3," for example, then y2 has actually been compared with ys indirectly, that is "yz is at least three times as important as ~3." If the DM states that "yz is at least three times as important as ~1" and "~3 is also at least three times as important as ~1," it may not be appropriate to conclude that "~2 is as important as ~3." In fact, yz may be more or less important than ys. In this case, more information is necessary if the exact preference relation between y2 and ys has to be determined.
It may be noted that there is more than one way to construct the minimum set of complete pairwise comparisons if there are more than two attributes. A single-chain set and a star-shaped set may be two simplest minimum sets. In the former set, each of the attributes is compared with at least one but at most two other attributes; in the latter set, one attribute is used as the reference attribute, with which the other attributes are all compared. Other types of minimum sets may be spanned based on these two basic sets. For instance, the minimum set shown in Figure 2 may be regarded as a single-chain set or a star-shaped set with yi as the reference attribute.
In Figure 3 , if only yi(i = 1,. . . ,4) is considered, the minimum set for these four attributes is star-shaped with yi as the reference attribute. As a whole, the minimum set shown in Figure 3 is a complex set with yi, yz, ys, and y4 as the preference attributes.
Linear Programming Models for Weight Assignment
When the minimum set of complete pairwise comparisons for attributes is built, these comparisons can be transformed into linear equality or inequality constraints on the weights, which constitute the minimum constraint set Amin. Generally, Amin may be written as follows
T ,ciwiArcjwj for r = 1,. . . ,n -1, wherei,jE{l,..., n},i#j;A,E{<,>,=,I,>}; and ci and ci are real numbers.
(23) According to Definition 1, Amin is not empty.
To avoid using a nonlinear function as a standard for weight assignment such as the relative entropy defined by (22), a p-norm function is adopted for assigning the best compromise weight. The p-norm function is defined as follows where p is positive and W* = [w;
. . . wi ] T is the ideal weight vector with wt being the ideal weight for the attribute yi. If the weight vector is normalized, that is C& wi = 1, then let wf = l(i = l,..., n) as the maximum possible weight for each attribute is one. It is easy to show that the p-norm also possesses the aforementioned inferential properties which the relative entropy satisfies.
It is always desirable that the best compromise weight is assigned to be as close as possible to the ideal weight. The mathematical thus be formulated as follows where A= WIW~h,i~;Cwi=l;~,~O;i=l,...,n i=l programming problem for initial weight assignment may min IIW* -WII,,
n A represents the feasible region for weight assignment, in which there is at least one feasible solution. The optimal solution of (25) may be used as the best compromise weight vector which is nearest W* in the sense of pnorm. Let p = co. The oo-norm may then be used to search for the best compromise weight following minimax problem, i.e., as the problem (25) and (26) has the following equivalent min X subject to w,' -wi 5 A, i= l,...,n; w E A, x 2 0,
which is only a linear programming problem. If there is exactly one feasible solution in A, which is the case when the relations A,. in Amin (see (23)) are all exact ones (i.e., A,. is 'I=" for all T = 1,. . . , n -l), the best compromise weight vector is precisely determined by the DM's preference statements.
If there is more than one feasible solution in A, which is generally the case, the best compromise weight vector is under-determined and may be generated as the optimal solution of (27). However, other feasible solutions in A may also be selected as the best compromise weight vector by the DM if he is not satisfied with the optimal solution of (27) and if there exist other solutions in A, which are significantly different from and better than the current optimum. Hence, it may be useful to define a measure to check the determinacy of the DM's preference statements, so that the DM can clearly know how much room remains for weight assignment.
A determinacy index (simply, DI) is then defined as follows.
Suppose W(j) = [WY) . . . T$ IT is the optimal solution of the following problem
-_(j) W is called an extreme weight vector and $' is the maximal feasible weight value for the attribute yj. The area of the feasible weight vectors on the normalization hyperplane (A) may be a measure to indicate the determinacy, although any other measure can be conveniently substituted.
As this area is difficult to calculate, the area of the hyperpolygon enclosed by connecting the extreme weight vectors may be used to approximate the whole feasible area. As the feasible area is a convex set, the constructed hyperpolygon is always part of it.
Define E(m) as the mean vector of the n extreme weight vectors, that is
(29)
Obviously, E(m) is the geographical centre of the hyperpolygon. Then define a normalized Euclidian distance between the mean weight vector E(m) and the jth extreme weight vector as follows
where the denominator n(n -1) is a scaling factor. The D1 may then be defined by 1/31T, D14 = 1. In Figure 5 , only one comparison is provided, which is incomplete, and D12 = 0.21. In Figure 6 , a minimum set of two vague complete comparisons is provided and D13 = 0.5. In Figure 4 , the area of the feasible weight vectors, the shaded area, is the same as the polygon (triangle) enclosed by connecting the three extreme weight vectors. This is also the case in Figures 5 and 7 . In Figure 6 , the latter is enclosed by the former.
From the illustrative examples, it is obvious that a larger value of DI indicates that the quality of preference information is better. Preferences with better quality can more precisely determine the best weight vector but they are more difficult to provide. If DI is large enough (near one), it makes no sense to acquire more preference statements from the DM because in this case other feasible weight vectors in h are not significantly different from the optimum of (27). If the value of D1 is not good enough, more information may be required so as either to revise the existing comparisons in the minimum set or to compare more pairs of attributes directly. In the latter case, the added direct comparisons may be inconsistent with the ones in the minimum set. It is therefore necessary to check the consistency of the added comparisons. Suppose A, is an additional sub-set, which is composed of the added direct comparisons except for those involved in the minimum set and is defined as follows subject to W, E A,,
As a whole, the MIPAC method assigns the best compromise weight vector using the following two main steps if the number of comparisons is larger than (n -1). At first, the consistency is checked. If cT==,(dz + d,) = 0, then the additional pairwise comparisons are consistent with those already involved in the minimum set. Otherwise, inconsistency occurs, which indicates that the weights are over-determined. The inconsistent comparisons with dz or d, being greater than zero can then be identified. The DM may either revise these comparisons or the relevant comparisons in the minimum set. Then, the best compromise weight vector is assigned to be the solution which is nearest to the ideal weight vector in the sense of m-norm.
The MIPAC method thus provides a flexible and systematic procedure to acquire preference information. It initially requires the DM to provide a minimum number of complete pairwise comparisons for attributes so as to generate the first weight assignment using (27) . If the DM is not satisfied with the initially assigned weights and if he can provide more and perhaps useful preference information, it will ask the DM either to revise the existing comparisons in the minimum set or to take into account more direct comparisons so that better compromise weights can be assigned. The consistency and determinacy of the comparisons can be checked and numerically measured so that the DM clearly knows the quality of the preference information he has provided and hence the quality of the best compromise weights he has obtained.
SELECTION OF EFFICIENT DESIGNS FOR SEMI-SUBMERSIBLE
Problem Description and Efficient Design Generation
A mathematical model for preliminary design of a semi-submersible has been built as a multiple objective decision making (MODM) problem [6] , which can be generalized as the following vector nonlinear programming problem max {Yl(a)
yn ( where yi(a) (i = 1,. . . , 6) are nonlinear objective functions, gi(a) (i = 1,. . . ,ll) are nonlinear constraint functions and hi(a) (i = 1,. . . , 9) are linear constraint functions. The objective functions and the design variables are described in Table 3 . The purpose of design is to generate a best compromise design which can attain the best possible values for these six objectives. Since there exists no single design which could optimize (maximize or minimize) the six objectives simultaneously, compromise among the objectives is necessary, based on the DM's preference information about the relative importance of the objectives. If preference information is acquired and represented by a utility function, the best compromise design may be obtained by optimizing the utility function. In this section, an alternative design synthesis strategy is presented. First, an interactive MODM method is used to generate a set of efficient (nondominated) designs. Then, the MIPAC method is used to assign weights for the attributes, these being the values of the various objectives. The best compromise design is then selected from the generated efficient designs using a MADM method. The interactive step trade-off method (ISTM) is used to generate the efficient designs [8, 14] . The interactive efficient design generation process is illustrated in [9] . Table 4 lists the values of the six objectives at the 13 generated efficient designs. The "-" symbol in the last column in Table 4 means that ys is for minimization. The first six designs (ai . . . as) are the extreme designs (efficient ones) generated by optimizing each of the six objective functions separately. The values of the design variables for the extreme designs are shown in Table 5 . The design alo is referred to as the feasible ideal design which is closest to the imaginary ideal design taking the best feasible value of each objective. This feasible ideal design is generated assuming that all the objectives are of equal importance [8, 9] . The other six efficient designs are generated near the feasible ideal design using an interactive decision making procedure [8, 9] . The remaining problem is then to rank these 13 designs by taking the DM's preferences into account.
Preference
Weight Assignment Table 4 actually provides numerical values for multiple attribute evaluations of the efficient designs generated. If there were a design attaining the best values for all the six attributes, it would of course be selected as the best design. Unfortunately, such a design does not exist in the problem as some of the objectives are in conflict. Thus the ranking of the efficient designs depends not only on the multiple attribute evaluations but also on the preference information of the DM about the relative importance of the six attributes, which may be represented as weights.
The MIPAC method is used to assign the weights for the objectives. It is assumed that the DM initially provides the following pairwise comparisons for the objectives. (2) The comparisons RIG, R36, R35 and R23 are vague ones and the last comparison R45 is an exact one. The above set of comparisons can be depicted as shown in Figure 8 . Obviously, these five comparisons constitute a minimum set of complete pairwise comparisons for the six objectives.
These preference statements are then transformed into the constraints on the weights. Suppose wi is the relative weight for yi, i = 1,. . . , 6. Then the initial minimum set AZ/,, can be constructed 
The optimal solution of (40) and the value of the determinacy index is DT(') = 0.5385. DI(') is rather small, which means that much room remains for improvement of the weight assignment. It could be considered, for example, that the DM is not satisfied with the initial weight assignment in that the first objective "NATURAL HEAVE PERIOD' (~1)" is a very important performance index but it has been assigned the lowest weight. The DM therefore takes into consideration the following two additional comparisons. The two added comparisons can be transformed to the additional constraint subset A:' on weights, 
If the DM is not satisfied with l@(l) 'th ei er, he may further revise the minimum set and/or provide more direct comparisons. For instance, the DM may add that 
The optimal value of I@c2) is equal to I@(') with dt = dr = d2 = d3 = 0 and DIc2) = 0.985 > DI('). So the added direct comparison for y3 and ys has improved the determinacy or quality of the preference information. On the other hand, if the statement (8) is replaced by (8.1) "COST OF CONSTRUCTION (y'3)" is at most 5 times as important as "OPERATING PAYLOAD (y3)" (Ri6).
It can be shown that (Ri,) is inconsistent with the statements (1) to (7), that is d3 > 0. As a matter of fact, the statements (1) to (7) imply that 7.5 2 we/w3 1 6.
Design Selection
Based on the decision matrix as shown in Table 4 and the assigned weights listed in (45), the 13 alternative efficient designs can be ranked using a MADM method. The CODASID method briefly outlined in Section 2 is chosen for this problem instead of the simple additive utility function method because the six objectives in the problem are not preferentially independent. For example, the trade-offs between "OPERATING PAYLOAD" and "COST OF CONSTRUCTION" may not be meaningful without considering the "NATURAL HEAVE PERIOD" concerning the safety of the structure.
It is assumed that the DM has a neutral attitude in ranking these designs, that is, he wishes to make a full use of all the information available without preferring to a specific type of information.
In the CODASID method, this implies that p1 +pz = 0.5 and p3 = 0.5. It is also assumed that the multiple attribute evaluations (the decision matrix) is as reliable as the preference judgments (the weights) in the ranking of the efficient designs. This latter assumption means that p1 = p2 = 0.25 (see (19)).
In the CODASID method, the decision matrix and the weights are first aggregated into the following judgment-evaluation (J-E) matrix (Table 6 ) using formulae (4) 
4
Following formulae (13) to (20), the information contained in the J-E matrix is then synthesized into the relative closeness index U( a,) for each alternative design a, ( T = 1, . . . ,13), based on which the ranking of the designs is then made. The values of the indices and the ranking of the designs are listed in Table 7 .
From Table 7 , the design alo is ranked to be the best compromise design. As mentioned before, alo is the feasible ideal design which has been generated to be closest to the imaginary ideal design with assuming that all the objectives are of equal importance. alo is still evaluated to be the most favorable although the weights assigned to the objectives are different. This is because alo has relatively good values on all the objectives. In particular, alo has quite high values on the three important objectives, "natural heave period," "permissible KG in transit"
and "permissible KG in operation" which are the measures of the safety of the structure. Thus, this design is quite safe with high "transit payload" and "operating payload" although its "cost of construction" is a little higher than some other designs.
CONCLUDING REMARKS
In any multiple attribute design selection situation, the preference information of a designer forms one of the bases for selection of the most favorable design. The MIPAC method explored in the paper provides a flexible and systematic way for preference acquisition and representation in terms of relative weights. It only requires minimal preference information for initial representation of the designer's overall preference structure. It also provides an iterative procedure for improvement of the representation if more preference information can be provided. In this process, the consistency and the determinacy of the preference judgments can be checked and measured explicitly. The treatment of a multiple attribute design selection problem involves the definition of significant attributes, the generation of feasible candidate designs and the separate evaluations of each design with respect to every attribute, which requires a detailed understanding of the design problem. The illustrative design problem of a semi-submersible provides one possible way of problem formulation and solution. It also demonstrates how the MIPAC method can be implemented for weight assignment using minimal preference information.
