ABSTRACT This paper deals with the problem of stability for aperiodically sampled-data control systems with constant communication delays. Less conservative results are derived by two main techniques. First, a new looped-functional-based Lyapunov function is proposed, which considers the information of intervals
I. INTRODUCTION
Over the past decades, sampled-data control systems become more and more important and have received considerable attentions due to the fast development of digital technology and their successful applications in a lot of fields [1] - [9] . The operating conditions such as computational burden, limitation of load and communication capacity can be relaxed by sampled-data control because it only need the information of system states at the sampling instants, which can greatly improve the control efficiency.
Till now, three main methods have been proposed to deal with stability analysis of sampled-data systems. The first one is discrete-time method [10] - [12] . The second one is about an impulsive system method [13] , [14] that was used to investigate the systems with uncertain and bounded sampling intervals [15] . The last one is the input delay method [16] - [19] . Due to a large range of applications of the direct Lyapunov method the last approach has been used widely.
Through strict studying we find that many literatures only pay their attention to the information of interval x(t k ) to x(t), while the information of intervals x(t) to x(t k+1 ) is neglected. Thus, the results derived are usually conservative. By considering the information of two intervals x(t k ) to x(t) and x(t) to x(t k+1 ), a two-sided looped-functional is proposed to investigate the stability of sampled-data control systems in [20] . But the communication delays had not been considered in [20] . Obviously, communication delays are inevitable in the transmission of control signals and samplings. And the object of this paper is to reduce the conservatism of the sampling period introduced by these delays.
The conservatism of the results derived by Lyapunov-based methods has been decreased by lots of means, such as model transform approach [21] , free-matrix-based integral inequality approach [22] , [23] , and convex combination approach [24] , [25] . It is found that the free-matrix-based integral inequality approach suggested in [23] can greatly decrease the conservatism of the derived results.
Based on the above discussions, the stability of sampled-data control systems with constant communication delays is studied by combining the integral inequality technique and two-sided looped-functional approach [20] . And the functional lead to efficient stability conditions in terms of Linear Matrix Inequalities(LMIs). The effectiveness of the method is demonstrated through a numerical example.
Notation: The superscripts '−1' and 'T ' denote the inverse and transpose of a matrix, respectively; R n stands for the n-dimensional Euclidean space; R n×m denotes the set of all n × m real matrices; P > 0 means that the matrix P is symmetric and positive definite; diag{· · · } represents a block-diagonal matrix; I and 0 denote the identity matrix and a zero matrix, respectively; ' * ' denotes the symmetric terms in a symmetric matrix; and He{X } = X + X T .
II. PRELIMINARIES
Consider the following linear system:
where x(t) ∈ R n is the state vector and u(t) ∈ R m is the control input. A ∈ R n×n and B ∈ R n×m are known system matrices. Denote the updating time of the sampler to be t k , k = 0, 1, 2 · · · satisfying
where h k is the sampling period of sampler and h M is the upper bound of h k .
In the real sampled-data system, the sampled data and control signals are transmitted through the communication channel in which the communication delay is not avoided. Let τ denotes the constant communication delay, then the control input u(t) has the form:
satisfying
where K is the given controller gain, η k is the period of sampling period plus constant communication delay and
The following lemma is given before the exhibition of our main results.
Lemma 1 [26] : Let x be a differentiable function:
For given matrices H > 0 and W , the following inequality holds:
where
and θ can be any vector with appropriate dimensions.
III. MAIN RESULTS
For brevity, the nomenclature we need for vectors and matrices are given by
By employing the integral inequality technique and the two-sided looped-functional approach, the following criterion can be obtained.
, the system (1) with control input u(t) of (3) satisfying (2) and (4) is stable if the following LMIs (6) and (7) 
where 
where V 0 (t), V 1 (t), V 2 (t) and V(t) = V j (t) are as follows
Then differentiating the Lyapunov function V (t), we havė
T (s)Z 3ẋ (s)ds,
T (s)R 1ẋ (s)ds,
tẋ T (s)R 2ẋ (s)ds,
T (s)R 3ẋ (s)ds,
Dividing the integral term of the right-hand of above inequality into three parts, we get
Rearranging these integral terms, we get
Applying Lemma 1 to the above inequalities, we get
Applying (9)- (15) toV (t), we havė
It can be easily checked that 1 < 0 and 2 < 0 are both convex in h k ∈ (0, h M ]. Further more, based on Schur complement, LMIs (6) and (7) are equal to 1 < 0 and 2 < 0, respectively. Thus it is easy to show thatV (t) < 0 when (6) and (7) are satisfied, which implies that system (1) with control input u(t) of (3) satisfying (2) and (4) is stable. This completes the proof.
Remark 1:
· · · , 6), which satisfies the looped-functional condition in [28] . The proposed functional V(t) fully uses the information of the intervals
It is helpful to reduce the conservativeness of the derived stability criterion. Remark 2: It should be pointed out that less conservative results can be obtained by employing the free-matrix-based inequalities proposed in [22] and [23] to estimate the integral terms in J i (i = 1, 2, · · · , 6).
Keeping the term x(t−η M ) in the derivative of the proposed Lyapunov function, and following the similar proof procedure of [27] , we get the following criterion.
Corollary 1: For given h M > 0 and τ ≥ 0, if there exist (1) with control input u(t) of (3) satisfying (2) and (4) is stable if the following LMIs (17), (18) and (19) 
wherê Remark 3: Theorem 1 provides less conservative results than Corollary 1 in this paper and Theorem 1 in [27] because the term x(t − η M ) has been removed. From this point, x(t − η M ) is not necessary for the stability analysis of the sampled-data control system.
IV. NUMERICAL EXAMPLES
This section gives a numerical example to demonstrate the improvement and advantage of the proposed criteria.
Example 1: Consider system (1) with Table 1 shows the maximal sampling period h M of different methods for different constant communication delay. Clearly, Theorem 1 improves the results of [16] , [17] , and [27] The comparison between our approach and others shows that our method allows a much bigger maximum sampling period than [16] , [17] , and [27] for the same constant communication delay. This indicates that our method is less conservative than others.
V. CONCLUSION
This paper presents a new Lyapunov function to solve the stability problem of sampled-data system with constant communication delay. And the Lyapunov-Krasovskii functional includes the information of intervals x(t k ) to x(t), x(t) to x(t k+1 ), x(t k − τ ) to x(t − τ ) and x(t − τ ) to x(t k+1 − τ ). The integral terms involving the information of sampling-period and the communication delay are divided into three parts, which reduces the conservativeness of the derived criteria. A numerical example is provided to demonstrate the validity of our method, and also to show that our method is superior to others. 
