Abstract. A class of methods, comprising combinations of explicit and implicit methods, for solving systems of conservation laws in one space dimension is developed.
1. Introduction. We will consider finite-difference methods for solving systems of conservation laws of the form (1.1) bulbt + bf(u)lbx = 0 defined on the region G = {0 < x < X} x {t > 0} where u and / are «-vectors. Equation (1.1) is assumed to be hyperbolic in G, which means that the Jacobian A(u) = bf(u)lbu has everywhere real eigenvalues and a complete set of linearly independent eigenvectors. The eigenvalues of A(u) are further assumed to be positive, so that system (1.1) subject to initial conditions 0-2) W(*. fj) = /(x) and boundary conditions (1.3) u(0,t) = g(t)
is well posed. A full account of the theoretical aspects of this problem may be found in Jeffrey and Tanuiti [1] (see also Olelnik [2] ).
In the usual manner, we assume a uniform discretization of G by a mesh parallel to the coordinate axes with a mesh spacing h in the x coordinate and k in the time direction. We denote by (ih, mk) the nodal points of the mesh where, without loss of generality, we assume X = Nh so that / ranges over the integers 0, 1, 2, • • -, N and m takes integer values 0, 1, 2, • • •.
We denote by um = u(ih, mk) the solution of (1.1) at (ih, mk) and by w™ = w(ih, mk) an approximation to um. We assume the mesh ratio p (= klh) is constant.
There is, in existence, a large number of methods for solving system (1.1). Most of the difference methods proposed to date have been second-order accurate explicit methods (see Lax and Wendroff [6] , Richtmyer [3], Gourlay and Morris [4] , Burstein and Rubin [24] , McGuire and Morris [5] ), although the lesser accurate methods of Lax [7] and Hopscotch- Lax [17] are also of interest. A three-level difference scheme which is particularly useful for solving systems of the form (1.1) over long time intervals is the leap-frog method (1.4) *7 + ï=™?~l-p[f?+i-f?-xl A full discussion of many of these methods may be found in Richtmyer and Morton [8] ; see also the comprehensive bibliography contained in Roache [25] .
An important feature of explicit difference methods for hyperbolic equations is that they must satisfy the classical Courant-Friedrichs-Lewy (CFL) convergence condition (see [9] ). This condition imposes a restriction on the mesh ratio p. Hence, for a given h, the time step k is restricted in size. For nonlinear systems, in order to implement the CFL condition, it is necessary to consider the linearized versions,
(1.5) bu/bt + A bulbx = 0, of (1.1) where A is a constant matrix. Since consistency is a prerequisite of the difference methods for the solution of (1.1), stability and convergence are equivalent for linear problems by virtue of Lax's equivalence theorem (see Richtmyer and Morton [8] ). This, of course, only applies to linear problems and, in any case, stability is not defined in the nonlinear case. Stability is analysed for difference schemes applied to (1.5) using the usual Fourier analysis (see [8] ). This analysis requires an investigation of the amplification matrix of the difference approximation. The Von Neumann necessary condition requires that the eigenvalues of this matrix be bounded by one in modulus. All the schemes considered have amplification matrices which are rational functions of A and, hence, since (1.5) is assumed hyperbolic, these amplification matrices are uniformly diagonalizable which means that the Von Neumann condition is sufficient as well as necessary for stability (see [8] ).
An additional important property required of difference methods for nonlinear hyperbolic systems is that their linearized versions (the methods applied to (1.5)) be dissipative in the sense of Kreiss; namely, dissipative of order 2r (r is a positive integer)
means that there exists a ô > 0 such that
where / is an eigenvalue of the amplification matrix and a is the Fourier variable. In considering ways of alleviating stability restrictions associated with explicit methods, we are naturally drawn to considering implicit methods and their (usually) larger ranges of stability for the approximate solution of (1.1). Such implicit methods have received less attention than explicit methods; see, however, Gary [10] , Gourlay and Morris [4] , Abarbanel and Zwas [12] , McGuire and Morris [11] . The advantages of an increased stability range for the implicit schemes are unfortunately offset by two important disadvantages. First, the implicit methods require either that a system of nonlinear equations be solved or an iterative procedure be applied at each time step.
Second, with the exception of the method described in [11] , the implicit methods are
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Our aim in this paper is to combine explicit and implicit methods in an endeavour to produce schemes which possess properties approaching the best possible of the constituent methods. Namely, the resulting scheme will preserve the dissipation and ease of solution associated with the explicit methods whilst retaining an optimal stability by virtue of the implicit methods.
Such an approach has already been successfully implemented for parabolic differential equations in a series of papers on the hopscotch methods; see Scala and Gordon where X denotes the use of the explicit method, and D denotes the use of the implicit method.
Finally, it is obvious that the explicit-implicit scheme (2.8) is second-order accurate. For, both the explicit and implicit schemes have local truncation errors 0(k3) and, hence, so does the combination (2.8).
3. Stability Analysis of the Explicit-Implicit Schemes. In this section, we consider the linearized version of (2.8) Eliminating [/ -p2A2]w™, using (3.5) with w™^1 eliminated, gives
,p2A2 Q + ad)I + 2adp2A2J (w™~21 + w£~l).
4
The scheme (3.7) uses only values at the even points w? + 1, wg,, wf*-\ WS,1.
Hence, the original explicit-implicit scheme, when linearized, is equivalent to an application of (3.7) at points with (m + i) odd, with the values for (m + i) even filled in using the implicit scheme (3.2). Hence, basically the stability of (3.8) is determined by the stability of Eq. (3.7). The advantage of the explicit-implicit scheme in the form (3.8) is that the procedure is self-starting after print-outs whereas Eq. (3.7) used on its own (only for linear equations), being a three-level scheme, requires a special starting procedure. The usual Fourier analysis applied to (3.7) gives an amplification matrix all of whose eigenvalues must be less than unity in modulus before (3.7) can be stable. The amplification matrix of (3.7) is a matrix whose terms are polynomials in A. This means that, since A has linearly independent eigenvectors, the amplification matrix is uniformly diagonalizable and so Von Neumann's condition is sufficient as well as necessary for stability.
The eigenvalues p of the amplification matrix are given by replacing A in Eq.
(3.7) by one of its eigenvalues X (say), w¡¡" + 1 by p2, vvj"-1 by 1, w™ j -w™l by 2v/rïp sin a, w™ , + wjü, by 2p cos a, w™~21 -w™'1 by 2y^lsin 2a, and w™'1 + w™2 ' by 2 cos 2a. This then gives p2 + ( pX -P-2-\2 ~ adj) 2v^ P sin a -p2X2 (-+ ad) 2p cos a To prove that the explicit-implicit scheme is stable, we require to show that the roots of (3.10) lie inside or on the unit circle. It is no easy problem to find conditions on pX such that this is true. The first observation is that the scheme (3.7) is an explicit three-level scheme and, as such, is subject to the CFL condition for convergence. It is easy to see that the condition, in this case, requires (3. 11) plXKl.
Further, since the scheme is consistent and the linearized system of differential equations (1.1) is well posed, the Lax-Richtmyer equivalence theorem gives (3.11) as a necessary condition for stability of (3.7). Hence, by the equivalence of stability and the Von Neumann condition for this scheme, the roots of (3.10) will have modulus greater than one for some a when plXl is taken greater than one. Thus, we need only consider values of pX in [-1, 1].
Replacing pX by -pX in (3.10) gives (3.12) p2 +(A-^lB)p+(C-yfrlD) = 0.
If p is a root of (3.10), then p is a root of (3.12) and, since Ipl = Ipl, we need only consider the moduli of the roots of Eq. In a similar way, we can show that p(-a) satisfies (3.12). Hence Hence, p(a) and -p(7r -a) are the roots of (3.10). Thus, since these roots have the same modulus, it is only necessary for us to consider the roots for a G [-tt/2, tt/2], and, by (3.13), it is enough to consider both roots for a S [0, 7r/2] in order to determine the maximum modulus for the roots of (3.10). A full investigation as to which conditions on pX and ad give stability, is extremely complicated. However, a partial analysis can be carried out in the following manner. By putting pX = 1 in (3.10), an investigation as to which values of ad give an optimally stable method can be performed.
In this case, The following theorem due to Miller [19] will be used. Theorem 3.1. Let f be a polynomial of degree n and f its derivative with respect to p, the dependent variable. Also, let Hence, the theorem is proved.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
If it can be assumed that if the scheme is stable for p IXI = 1 then it is stable for all smaller time steps, namely p IXI < 1, then the nice result 'optimal stability is achieved iff -$4 < ad < $4', can be obtained.
To derive this result analytically is extremely difficult. Thus, a computer search was made on the roots of (3.10) for a in [0,7r/2] and pX in [0, 1] and for a range of values of ad. The results are given in Table 3 .1. From Table 3 .1, optimal stability is only achieved (as given by Theorem 3.5) for ad G [-$4, Ví]. The remarkable feature of these results is the fact that, just below ad = -.5, the range of stability is drastically reduced, while, for values of ad above .5, the range of stability falls off more slowly. A corollary to Theorem 3.5 can be proved with the aid of another theorem due to Miller [19] , namely:
/is a Schur polynomial (all its roots lie inside the unit circle) iff l/*(0)l > 1/(0)1 and /j is a Schur polynomial. Corollary 3.6. For the explicit scheme to be dissipative in the linearized sense, it is required that p \X\< 1.
Proof. From the proof of Theorem 3.5, l/*(0)l is not greater than 1/(0)1 for c = 0, 1 when pX = 1. Also, for 0 < c < 1, fx is not a Schur polynomial when pX = 1.
Thus, since for a dissipative scheme / is required to be a Schur polynomial, the corollary is proved.
Numerical Experiments in One Space
Dimension. In this section, the results of some numerical experiments carried out using the explicit-implicit scheme (3.8) are presented. In all the experiments, we used the scalar equation The maximum value of the solution in experiment (a) is 1, and this occurs at t = 0 with the solution decreasing with increasing time. Thus, optimal stability occurs for p = 1. From Theorem 3.5 and remarks following it, optimal stability should occur only for -$4 < ad < $4. The results in Table 4 were used. In this case, (4.1) has the discontinuous solution in which the discontinuity of (4.1dl) is propagated into the field of solution along the line x = 0.1 + 0.5r. In Table 4 .1(a(ii), (iii), (iv)) and 4.1b(ii) and (iii), the last graph indicates that instability has almost set into the method completely upsetting its ability to obtain the correct profile or shock speed. In all these 
From these results, it is desirable to work with a value of p close to the stability limit and to choose ad inside the range predicted by Theorem 4.5. Further, in the absence of any other criteria, one could choose ad so as to satisfy the stability criteria of the implicit scheme itself, namely (3.6), and a so as to centralise the scheme, that is take a around 0.5. These results simply represent a preliminary study of this type of explicit-implicit method. Applications to more complicated equations and systems arising from physical problems will be carried out in the near future.
5. Extension of Explicit-Implicit Schemes to Two Space Dimensions. In this section, the extension of the explicit-implicit ideas of Section 2 are carried through to problems involving two space dimensions. We consider the system of conservation laws (5.1) bu/bt + bf(u)lbx + bg(u)lby = 0 in a region R x (0, °°) where R is a bounded region of (x, j>)-space. Appropriate initial and boundary conditions are asumed given. A grid of spacing h and a time step k is placed on R and the time axis, respectively. wH1 denotes an approximation to u(ih, jh, mk).
In a manner analogous to that in Richtmyer's paper [3], the explicit and implicit schemes can be extended to solve (5.1) (see [5] , [11] ). We denote by (5.2) w^ + 1=Äew,7
the two-dimensional analogue of the explicit scheme and by (5. 3) RoiK + l=R"< the two-dimensional analogue of the implicit scheme. The operators Re, R0I, RXI are nonlinear operators. R0Iw™ + i involves values of wm + l at (i, j), (i ± 1,/), (/, / ± 1).
We now consider different combinations of the schemes (5.2), (5.3) in a similar way to that described for parabolic problems in Gourlay and McGuire [14] and McGuire [15] . An Odd-Even explicit-implicit method (see [14] This method is not completely explicit, and requires the solution of a nonlinear block tridiagonal system on alternate i grid lines at each time level. Methods similar to those for implementing the implicit schemes in one space dimension (see [11] ) are required to solve these systems.
Also an alternating direction explicit-implicit method may be defined by the algorithm:
on odd time levels, use (5. This method is seen to be partially implicit requiring the solution of a nonlinear block tridiagonal system on alternate i grid lines for odd time levels and the solution of a nonlinear block tridiagonal system on alternate / grid lines for even time levels.
Other combinations are possible. The analysis of the stability properties of the methods like (5.4), (5.5), (5.6) is complicated. Each of the methods, when linearized,
