We show that measuring any two low rank quantum states in a random orthonormal basis gives, with high probability, two probability distributions having total variation distance at least a universal constant times the Frobenius distance between the two states. This implies that for any finite ensemble of quantum states there is a single POVM that distinguishes between every pair of states from the ensemble by at least a constant times their Frobenius distance; in fact, with high probability a random POVM, under a suitable definition of randomness, suffices. There are examples of ensembles with constant pairwise trace distance where a single POVM cannot distinguish pairs of states by much better than their Frobenius distance, including the important ensemble of coset states of hidden subgroups of the symmetric group (Moore et al.,
We next consider the random Fourier method for the hidden subgroup problem (HSP) which consists of Fourier sampling the coset state of the hidden subgroup using random orthonormal bases for the group representations. In cases where every representation of the group has polynomially bounded rank when averaged over the hidden subgroup, the random Fourier method gives a POVM for the HSP operating on one coset state at a time and using totally a polynomial number of coset states. In particular, we get such POVMs whenever the group and the hidden subgroup form a Gel'fand pair, e.g., Abelian, dihedral and Heisenberg groups. This gives a positive counterpart to earlier negative results about random Fourier sampling when the above rank is exponentially large (Grigni et al., Combinatorica 24(1):137-154, 2004), which happens for example in the HSP in the symmetric group.
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Introduction
The hidden subgroup problem (HSP) is a central problem in quantum algorithms. Many important problems like factoring, discrete logarithm and graph isomorphism reduce to special cases of the HSP. Most super-polynomial speedups that have been achieved in quantum computing are obtained by solving some instances of the HSP. The HSP is defined as follows: Given an oracle for a function f : G → S from a group G to a set S that is constant on left cosets of some subgroup H ≤ G and distinct on different cosets, find a set of generators for H . Ideally, we would like to find H in time polynomial in the input size, i.e. log |G|. Almost all efficient quantum algorithms for solving special cases of the HSP, including Shor's algorithms for factoring and discrete logarithm [27] , use the same generic approach sometimes called the standard method [10] . The standard method for the HSP can be described as follows: evaluate the function f in superposition and ignore the function value to get a quantum state of the form σ H := 1 |G| g∈G |gH gH |, where |gH := 1 √ |H | h∈H |gh , i .e., σ H is a uniform mixture of uniform superpositions over left cosets gH of the hidden subgroup H . A state of the form σ H for some subgroup H ≤ G is called a coset state. The above procedure can be repeated t times to get t independent copies of the state σ H . The aim now is to identify H from σ ⊗t H . The coset state based approach to the HSP leads us to consider the following general problem called quantum ensemble state identification: given σ ⊗t i from an a priori known ensemble E = {σ 1 , . . . , σ m } of quantum states in C n , identify i. A related problem is the following quantum ensemble state distinction problem: is there a single measurement basis or more generally a POVM M, that gives reasonably large total variation distance between every pair of states in E? The important point here is that we want a single measurement M that works well for every pair of states. A POVM M with distinguishing power δ, i.e. M solves the ensemble state distinction problem with total variation distance at least δ between every pair of states from E, gives a procedure that identifies the given state with constant probability from t = O( log m δ 2 ) independent copies. This procedure is in fact a single register measurement in that it applies t independent copies of M to the given σ ⊗t i and does a classical post-processing on the observed outcomes to guess i. Single register measurements may sometimes have advantages over multi-register measurements in the interests of efficiency and ease of design; all else being equal, observe that the complexity of a generic k-register measurement increases exponentially with k.
In this work, we study information-theoretic aspects of the ensemble state distinction problem, and use it as a tool for finding single register measurements for the corresponding ensemble state identification problem. We also analyse implications for the HSP. Our main objective is to find sufficient conditions on the ensemble E to guarantee the existence of a single POVM with distinguishing power δ. It is known that there exists a POVM giving total variation distance at least δ between two quantum states if and only if they have trace distance at least δ. In general, this POVM depends upon the pair of states to be distinguished. Thus, this fact does not give us any way to come up with a single POVM M that works well for every pair of states from ensemble E. However, it does provide a necessary condition: in order for a POVM with distinguishing power δ to exist, every pair of states in E must have trace distance at least δ. On a concrete note, we show that the ensemble of coset states for various subgroups of a group G indeed has minimum pairwise trace distance of 1; see Proposition 1 below. However, constant pairwise trace distance is not sufficient for the existence of a single POVM with polynomial distinguishing power, as seen for example by the recent work of Moore, Russell and Schulman [21] on hidden subgroups of the symmetric group.
Frobenius Distance and Ensemble State Distinction
In this paper, we present for the first time a sufficient criterion for the state distinction problem in a general ensemble E = {σ 1 , . . . , σ m } of quantum states in C n . Let A F denote the Frobenius norm of a matrix A, i.e., A F := kl |A kl | 2 . For a POVM M and quantum state σ , let M(σ ) denote the probability distribution on the outcomes of M got by measuring σ according to M. We show that there exists a single POVM M that gives total variation distance at least c σ i − σ j F between every pair of states σ i , σ j from E, where c is a universal constant. Thus, if the minimum pairwise Frobenius distance is polynomially large, we get a single POVM with polynomial distinguishing power.
The main technical result involved in proving the above sufficient criterion is the following.
Result 1 There exists a universal constantĉ > 0 such that, for any two quantum states σ 1 , σ 2 in C n with r := rank(σ 1 − σ 2 ) <ĉ √ n, B(σ 1 ) − B(σ 2 ) 1 >ĉ σ 1 − σ 2 F with probability at least 1 − exp(−ĉn/r), and for all C ≥ 1, B(σ 1 ) − B(σ 2 ) 1 < 15 C σ 1 − σ 2 F with probability at least 1 − exp(−ĉn/r) − exp(−C/32), over the choice of a random orthonormal basis B in C n .
In order to prove the existence of a single distinguishing POVM as above for the ensemble E, consider a random POVM F in C n defined as follows: attach a zero ancilla in C k , where k := (n log m), and measure σ 1 ⊗ |0 0|, σ 2 ⊗ |0 0| according to a random orthonormal basis in C n ⊗ C k . Result 1 shows that with high probability F serves as the single distinguishing POVM alluded to above. Moreover, if the maximum rank of a state in E as well as m are not too large, then we don't need a POVM at all, a random orthonormal basis in C n will work just as well.
The existence of a single distinguishing POVM F as above gives us single register measurements for the ensemble state identification problem. If the states of ensemble E have minimum pairwise Frobenius distance f , t = O( log m f 2 ) independent copies of a state σ i ∈ E suffice to identify it with high probability. The identification procedure is a single register measurement applying F ⊗t to σ ⊗t i followed by a classical postprocessing on the observed outcomes to guess i. The drawback of this result is that the bound on the number of copies t depends on the Frobenius distance instead of trace distance. If the states of E have minimum pairwise trace distance d and maximum rank r, f can be as small as d/ √ r. Recently, Harrow and Winter [14] have overcome this drawback and shown an upper bound on t similar to the one above but in terms of the trace distance instead of the Frobenius distance. Their measurement is in general not single register, and is based on work by Barnum and Knill [6] on the so-called pretty good measurement (PGM), also known as the square-root measurement.
Application to the HSP Our random POVM method has information-theoretic implications about the HSP. It is easy to see that the ensemble of coset states {σ H } H for subgroups H ≤ G is simultaneously block diagonal in the Fourier basis for G, where a block is labelled by an irreducible representation (irrep) ρ of G and an index i denoting a row of the matrix for ρ. For the coset state σ H , the block for irrep ρ and row i turns out to be proportional to the irrep ρ averaged over H . This leads us to consider the so-called random Fourier method for the HSP: apply the quantum Fourier transform over G to one copy of the given coset state σ H and observe the name of an irrep ρ and a row index i, and then measure the resulting reduced state using a random POVM. A few examples of HSPs are known where random Fourier sampling requires exponentially many copies of the coset state in order to identify the hidden subgroup with constant probability [10, 20] . In these examples, the ranks of the blocks of the coset state in the Fourier basis are exponentially large. We provide a positive counterpart to these negative results. We show that polynomially many iterations of the random Fourier method give enough classical information to identify the hidden subgroup if the ranks of the coset states in each block are polynomially bounded. Note that this gives us a single register measurement for the HSP. In fact, we define a distance metric r(H 1 , H 2 ) between two subgroups H 1 , H 2 ≤ G based on the Frobenius distance between the corresponding blocks of the coset states σ H 1 and σ H 2 , and show that random Fourier sampling gives total variation distance at least (r(H 1 , H 2 )) between σ H 1 and σ H 2 with exponentially high probability. If the ranks of the blocks of σ H 1 , σ H 2 are polynomially bounded, we show that r(H 1 , H 2 ) is at least polynomially large. Earlier, Radhakrishnan et al. [23] had proposed a similar distance function r (H 1 , H 2 ), but it was difficult to estimate r (H 1 , H 2 ) except for very special cases. Also, the function r (H 1 , H 2 ) was not powerful enough to even show that polynomially many iterations of the random Fourier method suffice to identify a hidden subgroup in the dihedral group with high probability. Our definition of r(H 1 , H 2 ) is much simpler and easier to use than the definition of r (H 1 , H 2 ) and is always greater; in fact, they are close only in some very special cases like the Heisenberg group. Our new result improves our understanding of the power of single register Fourier sampling, and establishes that the random POVM method can sometimes be a powerful information-theoretic tool.
In particular, for the important special case when the hidden subgroup H forms a Gel'fand pair with the ambient group G, i.e., each block has rank either zero or one, O(log 2 |G|) iterations of random strong Fourier sampling give enough classical information to identify the hidden subgroup H with high probability. For many concrete examples of Gel'fand pair HSPs like dihedral and Heisenberg groups, the number of iterations of random Fourier sampling can be brought down to O(log |G|) by a more careful analysis. Gel'fand pairs have been studied extensively in group theory, and much recent work on the HSP has involved Gel'fand pairs, e.g., dihedral group [5, 7] , affine group [20] , Heisenberg group [4, 23] , optimality of the pretty good measurement for identifying hidden subgroups from a known conjugacy class [19] . For suitable subgroups of dihedral and affine groups, it is possible to give explicit efficient measurement bases for the single register Fourier sampling procedure that identify the hidden subgroup with high probability using polynomially many copies. Interestingly, for the Heisenberg group no such explicit basis for single register Fourier sampling is known, though an explicit efficient entangled basis for two-register Fourier sampling is known [4] . The only proof that polynomially many iterations of single register Fourier sampling suffice information-theoretically to identify hidden subgroups in the Heisenberg group is through random Fourier sampling, and was first observed in [23] .
Proof Technique Let σ 1 , σ 2 be two quantum states in C n . We wish to show that if r := rank(σ 1 − σ 2 ) is small, with high probability a random orthonormal basis gives total variation distance at leastĉ σ 1 − σ 2 F , where c is a universal constant. By symmetry, we can assume that σ 1 − σ 2 is diagonal in the computational basis. This reduces the problem to lower bounding weighted squared row sums of a random unitary matrix B, where the weights are the eigenvalues of σ 1 − σ 2 . Since r is small, we can approximate B well by a matrix B 2n , where the last n − r columns of B are zero and the first r columns are filled independently with complex numbers with independent real and imaginary parts that are Gaussian random variables with mean zero and variance 1. The proof of this uses standard concentration results on sums of squares of Gaussians together with a probabilistic analysis of the Gram-Schmidt orthonormalisation process. We thus have to lower bound weighted squared row sums of B, where the weights are the eigenvalues of σ 1 − σ 2 . Intuitively by the central limit theorem, with constant probability a weighted sum of squares of Gaussians should exceed its expectation by at least the 2 -norm of the weight vector. We have to be careful however to ensure that the probability of the above event is a universal constant independent of the weight vector. For this, we have to use a powerful quantitative version of the central limit theorem known as the Berry-Esséen theorem combined with 'weight smoothing' arguments. Showing a lower bound on a weighted sum of squares of Gaussians is in contrast to Chernoff-like upper bounds on the tail of weighted sums of squares of Gaussians that are more commonly seen in the study of measure concentration for random unitaries. After this, we invoke a standard Chernoff bound to show that with very high probability a constant fraction of weighted squared row sums of B is at least the 2 -norm of the weight vector which is nothing but σ 1 − σ 2 F . This completes the proof. Our proof improves on that of [23] in several technical aspects, including the better use of symmetry arguments as well as better probabilistic tools like the Berry-Esséen theorem. In addition, we also show that a random orthonormal basis cannot achieve total variation distance much larger than σ 1 − σ 2 F with high probability, if rank(σ 1 − σ 2 ) is small. The proof of the upper bound uses the same machinery as the lower bound proof, except that it replaces the lower bound analysis of the tail of a weighted sum of squares of Gaussians by standard Chernoff-like upper bounds.
The application to the HSP is based on the fact that A F ≥ A tr √ rank(A) for any matrix A. Thus, if the coset states of all subgroups have low rank in each block in the Fourier basis, then the weighted Frobenius distance between two coset states, where the weights depend on the traces of the blocks, is close to the weighted trace distance which is nothing but the overall trace distance between the two coset states. It is easy to prove that coset states for two different hidden subgroups have trace distance at least 1. Since the random Fourier method gives total variation distance between two cosets of at least the weighted Frobenius distance, it follows that if all coset states have polynomially bounded rank in each block, polynomially many iterations of the random Fourier method give enough classical information to identify the hidden subgroup.
Derandomising Result 1 A simple counting argument shows that measuring in a
Haar-random orthonormal basis takes exponential time for a quantum computer. Thus, the main question that arises from our work is whether one can efficiently derandomise Result 1. Subsequent to the publication of the later conference version of this paper [24] , Ambainis and Emerson [1] gave an efficiently implementable POVM that distinguishes between any two quantum states by a universal constant times their Frobenius distance, provided their Frobenius distance is not too small. They introduced the concept of an approximate t-design of quantum states, and used an approximate 4-design to derandomise Result 1 when the Frobenius distance is not too small. As a consequence of their work it follows that for the hidden subgroup problem, if every representation of the ambient group G has polynomial rank when averaged over the hidden subgroup H , and the quantum Fourier transform over G can be efficiently implemented, then random strong Fourier sampling gives a single register procedure with an efficient quantum part for identifying the hidden subgroup. In particular, this is case for Gel'fand pairs like the dihedral and Heisenberg group HSPs. However, the classical post-processing may still require super-polynomial time and the question of whether it too can be efficiently implemented remains open.
In fact, already before the work of Ambainis and Emerson, Kuperberg [16] had constructed exact t-designs of quantum states for any t in the context of cubature formulae in numerical analysis. His construction uses slightly lesser number of states than Ambainis and Emerson's construction, but it is unknown whether his 4-design leads to an efficient POVM for state distinction. However, given the similarities between Kuperberg's and Ambainis and Emerson's constructions, it is possible that Kuperberg's 4-design may also lead to an efficient POVM for state distinction, and if so, it would remove the drawback of Ambainis and Emerson's POVM which provably works only if the Frobenius distance between the states to be distinguished is not too small.
Related Work
The so-called pretty good measurement (PGM), also known as the square-root measurement, has been proposed in the past as a measurement for the state identification problem [13] . Its performance is indeed 'pretty good'; for any a priori distribution on the states of the ensemble, the PGM identifies the given state with probability at least half that of the optimal measurement [6] . Recently, Harrow and Winter [14] have used the PGM to give an information-theoretic upper bound on the number of copies of a given state required for ensemble state identification. The PGM approach has been recently applied to a few instances of the HSP also [4, 5, 19] , showing that it maximises the probability of identifying the hidden subgroup for those instances. The PGM approach to state identification differs from our approach in an important way: the PGM approach does not usually give a single register procedure for state identification, whereas our approach based on state distinction does. This is because the PGM for t copies, in general, is a joint measurement and does not decompose as a tensor product of measurements on the individual copies. Also, polynomially many iterations of the PGM for a single copy may not give enough classical information to identify the hidden subgroup with reasonable probability. This happens for example for the HSP in the dihedral group, even though there is a simple single register measurement for the dihedral HSP using polynomially many copies of the coset state of the hidden subgroup, namely, 'forgetful' Abelian Fourier sampling [7] .
Another problem similar to ensemble state distinction is the following: for two a priori known ensembles E 1 , E 2 of quantum states, is there a two-outcome POVM that identifies with reasonable probability to which ensemble a given state from E 1 ∪ E 2 belongs? It turns out that the probability of error is related to the minimum trace distance between the convex hulls of E 1 and E 2 [11, 15] , and is 1/2 if the convex hulls intersect. In contrast, in the ensemble state distinction problem we want to find a POVM with many outcomes that gives reasonable total variation distance between every pair of states of the ensemble. Having more than two outcomes allows us to find a pairwise distinguishing POVM even if the ensemble cannot be partitioned into two parts with disjoint convex hulls.
Preliminaries

Measure Concentration in C n
In this subsection, we state some simple results about measure concentration phenomena in C n for large n, that will be useful in the proof of our main theorem.
By a Gaussian probability distribution G, we mean the one-dimensional real normal probability distribution with mean 0 and variance 1, i.e., for x ∈ R, the proba-
. We will use the following tail bound on a weighted sum of squares of n independent Gaussians. A very similar result was proved in [2] , and the proof of the bound below easily follows from the proof of that result.
.
Using Fact 1, we can prove the following lemma upper bounding the length of the projection of a random unit vector onto a fixed subspace.
Proof We can choose a random unit vector v ∈ C n as follows: choose a random vectorv ∈ C n by choosing 2n independent real random variables G 1 , . . . , G 2n , where each G i is distributed according to G, and treating a complex number as a pair of real numbers. Now normalisev to get a random unit vector v; note that v = 0 with probability 0. By symmetry, we can assume that W is spanned by the first k standard basis vectors in C n . Thus,
This completes the proof of the lemma.
We now prove a lemma upper bounding the perturbation induced by the Gram-Schmidt orthonormalisation process on r random independent unit vectors in C n .
Proof For 1 ≤ i ≤ r, let i denote the orthonormal projector from C n to the subspace spanned by b 1 , . . . , b i . We will now argue that with probability at
by putting t i := Mr i in Lemma 1, we conclude the above statement. Otherwise, M > n/r and
The proposition now follows from the fact that for two unit vectors |ψ , |φ , |ψ ψ| − |φ φ| tr ≤ 2 |ψ − |φ .
Finally, we require the following fact about weighted sums of squares of Gaussians which will play a central role in the proof of our main result. Intuitively, the fact follows easily from the central limit theorem of probability theory; what it basically says is that a sum of independent random variables has a constant probability c to exceed its expectation by one standard deviation. However, the main point of Fact 2 below is that the probability c is a universal constant; in particular, it is independent of the weight vector. The central limit theorem does not quite suffice to prove this. Though the fact must be standard in the probability theory literature, we could not find an explicit reference. Hence, a proof of the fact using the Berry-Esséen theorem, a quantitative version of the central limit theorem, is given in Appendix for completeness.
Fact 2 There exists a universal constant c > 0 such that, for independent random variables G 1 , . . . , G n where each G i is distributed according to G, and real numbers λ 1 , . . . , λ n ∈ (0, 1] satisfying the inequality t := n i=1 λ i ≤ 1,
State Distinction and Identification
In this subsection, we explore the connection between the problems of quantum ensemble state distinction and state identification. A quantum state in C n is modelled by a density matrix σ , which is an n × n Hermitian, positive semidefinite matrix with unit trace. A positive operator-valued measure, or POVM for short, is the most general measurement on quantum states. See e.g. [22] for a good introduction to density matrices and POVMs. A POVM M in C n is a finite collection of positive operators E i on C n , called elements of M, that satisfy the completeness condition i E i = 1 n . If the state of the quantum system is given by the density matrix σ , then the probability p i to observe outcome labelled i is given by the Born rule p i = Tr(σ E i ). We use M(σ ) to denote the probability distribution on the outcomes of M got by measuring σ according to M. The trace norm of an n × n matrix A is defined as
which is nothing but the 2 -norm of the long vector in C n 2 corresponding to A. The following fact follows easily from the Cauchy-Schwartz inequality.
Fact 3 For any matrix
Suppose there is an a priori known ensemble E = {σ 1 , . . . , σ m } of quantum states in C n . Given t copies of a state σ i , a single register state identification procedure A for the ensemble E consists of a sequence of POVMs F j , 1 ≤ j ≤ t, where F j operates on the j th copy of σ i . There is no bound on the number of outcomes of F j . The choice of F j may depend on the observed outcomes of F 1 , . . . , F j −1 . After applying F 1 , . . . , F t , A does a classical post-processing step and declares its guess for i. For all i, 1 ≤ i ≤ m, we want A to guess i with probability at least 3/4.
It is easy to see via the triangle inequality that if there exists a single register state identification procedure on t copies where the POVMs F 1 , . . . , F t are independent of previously observed outcomes, then there exists i, 1 ≤ i ≤ t such that F i has distinguishing power (1/t). The following fact is an approximate, that is within a polynomial factor, converse to the above observation; a proof is included in Appendix for completeness.
Fact 4
Let E = {σ 1 , . . . , σ m } be an a priori known ensemble of quantum states in C n . If there is a POVM M for the state distinction problem with distinguishing power δ for the ensemble E, then there is a single register state identification procedure A for ensemble E working on t = O( log m δ 2 ) copies of states of E.
Hidden Subgroup Problem and Quantum Fourier Transform
In this section, we explain the importance of the quantum Fourier transform as a means of attacking the hidden subgroup problem. For a general introduction to representation theory of finite groups, see e.g. [25] . We use the term irrep to denote an irreducible unitary representation of a finite group G and denote by G a complete set of inequivalent irreps. For any unitary representation ρ of G, let ρ * denote the representation obtained by entry-wise conjugating the unitary matrices ρ(g), where g ∈ G. Note that the definition of ρ * depends upon the choice of the basis used to concretely describe the matrices ρ(g). If ρ is an irrep of G so is ρ * , but in general ρ * may be inequivalent to ρ. Let V ρ denote the vector space on which the matrices ρ(g), g ∈ G act. Define d ρ := dim V ρ , and notice that V ρ = V ρ * . The group elements |g , g ∈ G form an orthonormal basis of C |G| . Since ρ∈ G d 2 ρ = |G|, we can consider another orthonormal basis called the Fourier basis of C |G| indexed by |ρ, i, j , where ρ ∈ G and i, j run over the row and column indices of ρ. The quantum Fourier transform over G, QFT G , is the following linear transformation of C |G| :
It can be shown using from Schur's orthogonality relations (see e.g. |G| g∈G |gH gH |, that is, the reduced state is a uniform mixture of uniform superpositions over left cosets of H in G. The importance of the quantum Fourier transform over G, QFT G , in analysing the coset state σ H follows from the following folklore fact. A proof is given in Appendix for completeness.
Fact 5
Let H be a subgroup of G. Then,
where ρ(H ) operates on the space of column indices of ρ * .
Since the states σ H are simultaneously block diagonal in the Fourier basis for any H ≤ G, the elements of any POVM M operating on these states can without loss of generality be assumed to have the same block structure. From this it is clear that any distinguishing measurement, without loss of generality, first applies the quantum Fourier transform QFT G to σ H , measures the name ρ * of an irrep, the index i of a row, and then measures the reduced state on the column space of ρ * using a POVM M ρ * in C d ρ . This POVM M ρ * may depend on ρ * but is independent of i.
The probability of observing an irrep ρ * in this quantum state is given by
. Conditioned on observing ρ * we obtain a uniform distribution 1/d ρ on the row indices. The reduced state on the space of column indices after having observed an irrep ρ * and a row index i is then given by the state ρ(H )/r ρ (H ), and a basic task for a hidden subgroup finding algorithm is how to extract information about H from it. In this paper, we will investigate the case when M ρ * is a random POVM, for a suitable definition of randomness, in C d ρ . We shall call this procedure the random Fourier method. Grigni, Schulman, Vazirani and Vazirani [10] show that under certain conditions on G and H , the random Fourier method gives exponentially small information about distinguishing H from the identity subgroup. In this paper, we prove a complementary information-theoretic result, namely, under different conditions on G, (log |G|) O(1) iterations of the random Fourier method do give enough information to reconstruct the hidden subgroup H with high probability.
We next show that coset states corresponding to different hidden subgroups of a group have trace distance at least 1. The proof is an adaptation of the method of Ettinger, Høyer and Knill [8] , who showed that O(log |G|) copies of a coset state suffice to identify the hidden subgroup information theoretically.
Proof For a subgroup H ≤ G, we let G/H denote a complete set of left coset representatives of H in G. Without loss of generality, H 1 is not a subgroup of H 2 . Consider the subspace V 1 spanned by uniform superpositions over various cosets of H 1 , that is,
Since the trace distance between two density matrices is lower bounded by the total variation distance between the two probability distributions arising by performing the same measurement on them [3] , it suffices to show that Tr 1 σ H 2 ≤ 1/2. Now
where the third equality follows from the fact that the intersection of a coset of H 1 and a coset of H 2 is either empty or of size |H 1 ∩ H 2 |, and the inequality follows because H 1 ∩ H 2 is a proper subgroup of H 1 . This completes the proof of the proposition.
Random Measurement Bases and Frobenius Distance
In this section, we prove the main result of the paper showing that a random orthonormal basis distinguishes between two low rank density matrices by at least a universal constant times their Frobenius distance with high probability.
Theorem 1 There exists a universal constantĉ > 0 such that, for any two quantum states σ 1 , σ 2 in C n with r := rank(σ 1 − σ 2 ) <ĉ √ n, B(σ 1 ) − B(σ 2 ) 1 >ĉ σ 1 − σ 2 F with probability at least 1 − exp(−ĉn/r), and for all C ≥ 1, B(σ 1 ) − B(σ 2 ) 1 < 15 C σ 1 − σ 2 F with probability at least 1 − exp(−ĉn/r) − exp(−C/32), over the choice of a random orthonormal basis B in C n .
Proof Define t := σ 1 − σ 2 tr and f := σ 1 − σ 2 F . We have r := rank(σ 1 − σ 2 ) < √ n 10K , where K is a sufficiently large universal constant whose value will become clear later. Let B := {|b 1 , . . . , |b n } be a random orthonormal basis of C n . Let B(σ 1 ), B(σ 2 ) denote the probability distributions on [n] got by measuring σ 1 , σ 2 respectively according to B. Let λ 1 , . . . , λ k denote the positive eigenvalues, and −μ k+1 , . . . , −μ k+l the negative eigenvalues of σ 1 − σ 2 . Note that k + l = rank(σ 1 − σ 2 ) < √ n 5K . We assume that we work in the eigenbasis of σ 1 − σ 2 . Hence, we can write
Define the random n × n unitary matrix B to have row vectors b 1 |, . . . , b n |. Then,
. Now, instead of generating the random unitary matrix B row-wise, we can generate it column-wise. The advantage of this is that we only have to randomly generate the first k + l orthonormal columns; the rest of the columns can be assumed to be zero without loss of generality. That is, we generate an n × (k + l) matrix B whose columns are random orthonormal vectors |b 1 , . . . , |b k+l in C n . To generate the matrix B, we generate an n × (k + l) matrix B whose columns are random independent unit vectors |b 1 , . . . , |b k+l in C n , and apply Gram-Schmidt orthonormalisation to get |b 1 , . . . , |b k+l . Define M := n K 2 (k+l) 2 ; note that M > 100 since k + l < √ n 5K . Setting this value of M in Lemma 2, we get |b q b q | − |b q b q | tr <
k+l for all 1 ≤ q ≤ k + l with probability at least 1 − exp(− 0.01n K 2 (k+l) ) over the choice of B . Let B(σ 1 ) − B(σ 2 ) and B (σ 1 ) − B (σ 2 ) denote the functions on [n] defined by
with probability at least 1 − exp(− 0.01n K 2 (k+l) ) over the choice of B . The third inclusion follows from the fact that the trace distance between two quantum states is an upper bound on the total variation distance between the probability distributions got by performing a measurement on the two states.
We generate B by first generating an n × (k + l) matrix B whose entries are independent complex-valued random variables whose real and imaginary parts are each independently distributed according to the Gaussian G, and then normalising each column of B in order to get B . Let b 1 , . . . , b k+l denote the columns of B. Define := f 4t ; observe that < 1/4. Using = √ 2n in Fact 1 and the assumption that k + l <ĉ √ n for a sufficiently small universal constantĉ, we see that with probability at least 1 − 2(k + l) exp(−n/(128(k + l))) ≥ 1 − exp(−0.005n/(k + l)) over the choice of B,
Consider any fixed q, 1 ≤ q ≤ n. By Fact 2, with probability at least c 2 over the choice of B,
Call the above event E q . Setting := C in Fact 1, we get that with probability at least
Call the above event F q .
Since the events E q for different q are independent, using a standard Chernoff bound, with probability at least 1 − exp(−c 4 n/4)) over the choice of B, at least c 2 n 2 different q will satisfy E q . This means that with probability at least 1−exp(−c 4 n/4)−exp(−0.005n/(k +l)) over the choice of B, B (σ 1 )−B (σ 2 ) 1 ≥ f c 2 30 . Thus, with probability at least 1 − exp(−c 4 n/4) − exp(−0.005n/(k + l)) − exp(− 0.01n K 2 (k+l) ) over the choice of a random orthonormal basis B of C n ,
Since c is a universal constant, we can choose K to be a sufficiently large universal constant such that the above term is still at leastĉf with a confidence bound of at least 1 − exp(−ĉn/r), whereĉ is a universal constant.
By Markov's inequality, with probability at least 1 − exp(−C/32) over the choice of B, at least n(1 − 4 exp(−C/32)) different q will satisfy F q . Define Good to be the set of those q's that satisfy F q . Thus, with probability at least 1 − exp(−C/32) − exp(−0.005n/(k + l)) over the choice of B,
Thus, with probability at least 1 − exp(−C/32) − exp(−0.005n/(k + l)) − exp(− 0.01n K 2 (k+l) ) over the choice of a random orthonormal basis B of C n ,
We can choose K to be a sufficiently large universal constant such that the above term is at most 15Cf with confidence bound at least 1 − exp(−ĉn/r) − exp(−C/32), whereĉ is the same universal constant as above.
This completes the proof of the theorem.
Random Measurement Bases and the HSP
In this section, we study the implications of Theorem 1 for the hidden subgroup problem. Theorem 1 is in most cases not immediately useful in obtaining single register procedures for the HSP. This is because for two candidate hidden subgroups
Thus, even though σ H 1 − σ H 2 tr ≥ 1 by Proposition 1, σ H 1 − σ H 2 F can be exponentially small if |H 1 |, |H 2 | are exponentially small compared to |G|. In most examples of interest this is indeed the case. Fortunately, we can make good use of the fact that the coset states for different subgroups of G are simultaneously block diagonal in the Fourier basis of G. Hence, we investigate the power of random Fourier sampling in distinguishing between coset states. The advantage of this is that after doing the quantum Fourier transform and measuring an irrep name and a row index, we may be left with a reduced state on the space of column indices with polynomially bounded rank. If this happens, the average Frobenius distance between the blocks of σ H 1 and σ H 2 will be polynomially large even though σ H 1 − σ H 2 F may be exponentially small. In fact, for several cases of the HSP studied in the literature, the rank of the reduced state is in fact either 0 or 1 i.e., the hidden subgroup forms a Gel'fand pair with the ambient group.
To make the above reasoning precise, we will define a new distance metric, r(H 1 , H 2 ), between two coset states σ H 1 , σ H 2 . Below, we use the notation of Sect. 2.3. We will first recall the so-called weak Fourier method of Hallgren, Russell and Ta-Shma [12] as a tool for the HSP, and then strengthen it to obtain our random Fourier method for HSP. We then show that r(H 1 , H 2 ) is, with high probability, a lower bound within a constant multiplicative factor to the total variation distance between the probability distributions obtained by applying the random Fourier method on σ H 1 and σ H 2 . In many interesting cases, r(H 1 , H 2 ) is polynomially large even though |H 1 |, |H 2 | are exponentially small compared to |G|. This happens for example, when the ranks of σ H 1 , σ H 2 within a block in the Fourier basis are polynomially bounded.
In the weak Fourier method, we only measure the name of an irrep of G and ignore the reduced state on the row and column space. It can be shown that for normal hidden subgroups H , no more information about H is contained in the reduced state [12] , this is because the reduced state on the tensor product of the row and column spaces after measuring the name of an irrep is the completely mixed state. Thus, the weak Fourier method is the optimal measurement to recover a normal hidden subgroup from its coset state. In particular, Fourier sampling is the optimal measurement on coset states for the Abelian HSP.
We start by defining a distance metric w(H 1 , H 2 ) between subgroups H 1 , H 2 ≤ G. Define P H 1 , P H 2 to be the probability distributions on the irrep names obtained by applying the weak Fourier method to the coset states σ H 1 
Adapting an argument in [12] , it can be shown that w(H 1 , H 2 ) ≥ 1 if the normal cores of H 1 and H 2 are different [23] . Recall that the normal core of a subgroup H is the largest normal subgroup of G contained in H . Moreover, the total probability that weak Fourier sampling on σ H 2 gives such an irrep is at most 1/2, since N 1 ⊆ H 2 [12, Lemma 4.2] . This completes the proof of the fact.
In view of Fact 6, the remaining challenge is to distinguish between hidden subgroups H 1 , H 2 from the same normal core family. To this end, we define the distance metric r(H 1 , H 2 ) as a strengthening of w(H 1 , H 2 ).
Definition 2
Let G be a group and H 1 ,
The first term w(H 1 , H 2 ) in the above definition captures the contribution to the total variation distance got from weak Fourier method. The second term represents the additional advantage got by the random Fourier method. The importance of r(H 1 , H 2 ) follows from the following theorem.
Theorem 2 Let G be a group and H 1 , H 2 ≤ G. There exist a universal constant c > 0 such that the following holds. Let M denote the POVM corresponding to the following random Fourier sampling procedure: apply QFT G to the given coset state, measure the name of an irrep ρ * ∈ G and a row index i, and then apply a random POVM M ρ * on the resulting reduced state on the space of column indices. The POVM M ρ * is defined as follows: attach a zero ancilla in C K ρ to the reduced state where K ρ := c −1 d ρ log 2 |G|, and apply a random orthonormal basis in the tensor product of the two spaces. Then with probability at least 1 − exp(− log 2 |G|) over the choice of M,
Proof Let σ 1 , σ 2 be two quantum states and p 1 , p 2 ≥ 0. Suppose p 1 ≥ p 2 . Then,
The inequality above follows by considering those outcomes of M that have at least as much probability for σ 1 as for σ 2 , and the fact that (p 1 − p 2 )M(σ 2 ) is a vector with non-negative entries. Also,
Now suppose that we apply QFT G and measure the name ρ * of an irrep and a row index i. We apply the reasoning given above to the random POVM M ρ * witĥ c the universal constant in Theorem 1, p i := d ρ |H i |r ρ (H i ) |G| and σ i := ρ(H i ) r ρ (H i ) . By using Theorem 1, we get that
with probability at least 1 − exp(−ĉ · c −1 log 2 |G|) over the choice of random POVM M ρ * . Since c can be taken to be a sufficiently small positive constant, for the POVM M corresponding to random Fourier sampling, with probability at least 1 − exp(− log 2 |G|) over the choice of M,
The theorem now follows because random Fourier sampling always does at least as well as weak Fourier sampling.
The following corollary is now easy to prove. 
Let M denote the random Fourier sampling POVM of Theorem 2. Then with probability at least 1 − exp(− log 2 |G|) over the choice of M, (1) . Since a group G can have at most 2 log 2 |G| subgroups, by the union bound on probabilities, with probability at least 1 − exp(−0.3 log 2 |G|) over the choice of M,
The corollary now follows from Fact 4.
Appendix A: An Alternate Random POVM
In this section, we give another definition of a random POVM that with high probability distinguishes two quantum states by a universal constant times their Frobenius distance. The advantage of this definition is that the probability of getting a welldistinguishing POVM is independent of the ranks of the two states. The disadvantage, if it can be called one, is that this definition always gives a POVM that is not an orthonormal basis. Results using Haar-random orthonormal bases may be more amenable to derandomisation than results using this definition of a random POVM. We first require an additional fact about the spectral norm of an n×n matrix whose entries are independent complex numbers with real and imaginary parts chosen independently from the Gaussian distribution. Such matrices are known as the Ginibre ensemble in the random matrix literature, and their properties have been extensively studied; see e.g. [18] . The fact we require about such matrices is that their spectral norm is O( √ n ) with high probability. In fact, it is strongly concentrated around √ 2n; see e.g. [28] . The first version of the conference paper [24] proved a high probability upper bound of only O( √ n log n ) on the spectral norm. Kempe, Regev and de Wolf observed that the proof could be tightened to yield O( √ n ). We include Kempe, Regev and de Wolf's proof with their permission for completeness.
Fact 7
Define a random n × n complex matrix M by independently choosing each entry to be a complex number whose real and imaginary parts are independently chosen according to the Gaussian distribution G. Then, with probability at least 1 − exp(−n) over the choice of M, M ≤ √ 110n.
Proof We use the fact that there is a finite set N , |N | ≤ 2 4n of unit vectors in C n with the property that for any unit vector v ∈ C n , there exists a unit vector v ∈ N such that | v|v | ≥ 1/2; a proof can be given by using [17, Lemma 13.1.1, Chap. 13] and by identifying C n with R 2n . Consider any unit vector v ∈ C n . By symmetry, the probability distribution of Mv 2 is the same as that of the sum of squares of 2n independent Gaussians. Let C be a sufficiently large constant whose value will become clear later. Using = 12 √ 2n in Fact 1, we get that Mv 2 ≤ 26n for all v ∈ N with probability at least 1 − exp(−n) over the choice of M.
Let v ∈ C n be a unit vector maximising Mv . Then for all vectors w ∈ C n , w ⊥ v, Mv ⊥ Mw. Let v be the closest vector to v from N , where ties are broken arbitrarily. We can express
26n. This completes the proof of the fact. Theorem 3 Let σ 1 , σ 2 be two density matrices in C n . Define f := σ 1 − σ 2 F . Take a set B of n independent random vectors B := {b 1 , . . . , b n } in C n , where each b i is obtained by choosing n independent complex numbers whose real and imaginary parts are independently chosen according to the Gaussian G.
Let M denote the POVM on C n consisting of the elements b i b † i for 1 ≤ i ≤ n, and the element ν. Note that M can be implemented as an orthonormal measurement in C n ⊗ C 2 . Then with probability at least 1 − exp(− (n)) over the choice of B, M(σ 1 ) − M(σ 2 ) 1 > (f ).
Proof Let λ 1 , . . . , λ k be the positive eigenvalues and −μ k+1 , . . . , −μ n the nonpositive eigenvalues of σ 1 − σ 2 . By symmetry, we can assume that we are working in the eigenbasis of σ 1 − σ 2 , i.e., the eigenbasis of σ 1 − σ 2 is the computational basis. Define the n × n matrix B to be the matrix whose column vectors are b 1 , . . . , b n .
Suppose v is a unit vector in C m . Then,
quantities
Then for all
Remark The constant 6 in the Berry-Esséen theorem can be improved; the current record is 0.7915 by Shiganov [26] . However, Fact 2 holds as long as the constant is finite and independent of n and the random variables X 1 , . . . , X n .
Proof of Fact 2 Without loss of generality, λ 1 ≥ · · · ≥ λ n . Let K 1 be a sufficiently large constant, whose choice will become clear later. We consider two cases, λ 1 ≥ t K 1 and λ 1 < t K 1 . First, suppose λ 1 ≥ t K 1 . Note that t K 1 ≤ f ≤ t. There is a constant c 1 depending on K 1 but independent of n and λ 1 , . . . , λ n such that Pr[G 2 1 > 2K 1 ] > c 1 , which implies that
which implies that Pr[X < t] ≥ c 1 K 1 . Now, suppose λ 1 < t K 1 . Define independent random variables X i := λ i G 2 i . Let μ i , σ i , ρ i be defined as in Fact 8. Recall that E[G 2 i ] = 1, E[|G 2 i − 1| 2 ] = 2 and that the absolute third central moment of G 2 i is finite, say equal to K 2 . Thus, μ i = λ i and σ i = λ i √ 2. Then,
in Fact 8, we get
Similarly, taking x = 0 in Fact 8 we get
Choosing K 1 to be a sufficiently large constant, we see that there exists a universal constant c 2 such that Pr[X > t + f ] > c 2 and Pr[X < t] = Pr[X ≤ t] > c 2 . Now letting c := min{ c 1 K 1 , c 2 }, we have that Pr[X > t + f ] > c and Pr[X < t] > c always. Observe that c is a universal constant independent of n and λ 1 , . . . , λ n .
Appendix C: Proof of Fact 4
The identification procedure A starts by applying M on each of t copies of the unknown state, which a priori can be any σ i ∈ E, and collecting the t observed outcomes. It then runs m − 1 passes of classical maximum likelihood routines on these outcomes. These runs do not involve any fresh measurements; they just analyse the t observed outcomes in different ways. We now describe these runs in some detail. The runs are reminiscent of the standard classical algorithm to find the minimum element in an array of size m via m − 1 comparisons.
For any pair (i, j ), 1 ≤ i < j ≤ m, there is a classical maximum likelihood estimation routine F ij working on the t observed outcomes that, under the promise that the unknown state is either σ i or σ j , identifies it correctly with probability at least 1 − 1 4m . The guarantee on the correctness probability of F ij follows from a standard Chernoff bound. The correctness probability is measured over the distribution on the t outcomes, and holds whenever the unknown state is σ i or σ j . The procedure A first applies the routine F 12 on the observed outcomes. If routine F 12 guesses 1, then A applies F 13 on the observed outcomes; else, it applies F 23 . Then, if x ∈ {1, 2, 3} is the 'winner' of the procedure so far, A will proceed to apply F x4 and so on. The final 'winner' y ∈ {1, . . . , m} after m − 1 applications of the F 's is declared to be A's guess of unknown state, that is, A guesses that the unknown state is σ y .
We now argue that if the unknown state is σ z , for some z ∈ {1, . . . , m}, A's guess y will equal z with probability at least 1 − m−1 4m ≥ 3/4. Let the 'winner' for the initial routines F ij , where i < j < z, be some x, x ∈ {1, . . . , z − 1}. Now in the zth pass, routine F xz will be applied and it will output z with probability at least 1 − 1 4m . Henceforth, with probability at least 1 − m−z 4m , z will be the 'winner' till the end, that is, all routines F zw , w ∈ {z + 1, . . . , m} will output z. This completes the proof of the fact.
Appendix D: Proof of Fact 5
Let R denote the right regular representation of G, that is, R(g) is a linear operator on C Recalling that ρ * (H ) := |H | −1 h∈H ρ * (h), and that the map ρ → ρ * is a permutation of G completes the proof of the fact.
