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We consider a fermionic Hubbard chain with an additional next-to-nearest neighbor hopping term.
We study the thermalization rates of the quasi-momentum distribution function within a quantum
Boltzmann equation approach. We find that the thermalization rates are proportional to the square
of the next-to-nearest neighbor hopping: Even weak next-to-nearest neighbor hopping in addition to
nearest neighbor hopping leads to thermalization in a two-particle scattering quantum Boltzmann
equation in one dimension. We also investigate the temperature dependence of the thermalization
rates, which away from half filling become exponentially small for small temperature of the final
thermalized distribution.
I. INTRODUCTION
Understanding thermalization in quantum systems is es-
sential to determine whether an experimental setup can
be described by equilibrium concepts. Experimentally,
this question becomes particularly relevant in cold atomic
gases where unitary time evolution of closed quantum
many body systems can be observed because the decoher-
ing effect of the environment is negligible (or at least un-
der control) for the relevant time scales1–6. The ground
breaking experiment of Kinoshita et al.2 was the start-
ing point for an ongoing theoretical effort to understand
thermalization of low dimensional quantum many body
systems. Their work considered the nonequilibrium dy-
namics of a 1d Bose gas with point-like interaction. Leav-
ing aside heating and loss effects, they did not observe
thermalization on the longest time scales accessible in
their 1d experiment, while they reported rapid thermal-
ization for the 3d equivalent of their system. So one
key theoretical question is to understand this difference
between the thermalization behavior of one dimensional
and higher dimensional quantum systems.
A theoretical investigation of this question first requires
a definition of what one means by thermalization. Obvi-
ously, under unitary time evolution a pure state always
remains a pure state and never becomes a mixed state as
employed to describe a thermal ensemble.
Therefore a more useful definition of thermalization is
that the expectation values of an experimentally rele-
vant set of observables are described by thermal values.
This is the definition used in our work and we will show
thermalization in this sense with respect to a certain set
of observables, namely the momentum distribution func-
tion.
Theoretical research in the past decade has revealed dif-
ferent thermalization behavior of integrable and non-
integrable systems. While the notion of integrability in
quantum systems is not uniquely defined7, these differ-
ences do not seem to play a role with respect to ther-
malization: The long-time limit of an initial state can
be described (with respect to a relevant set of observ-
ables) as a generalized Gibbs ensemble that takes into
account the expectation values of the conserved quan-
tities of the integrable model8. On the other hand, in
non-integrable systems it has been shown that even a
single eigenstate can be typical for an entire thermal en-
semble in the sense that expectation values of few body
observables are indistinguishable. This important obser-
vation regarding the foundations of quantum statistical
mechanics is called eigenstate thermalization hypothe-
sis (ETH)9–11. Hence the question arises what happens
at the transition from integrability to non-integrability.
We will address this issue for a specific one-dimensional
quantum system which is of paradigmatic importance for
condensed-matter physics, namely the Hubbard model.
Studying the thermalization dynamics in 1d quantum
systems explicitly is very challenging. For weak quantum
quenches in higher spatial dimensions one generically ex-
pects three distinct time regimes: an initial buildup of
quasiparticles, a prethermalized12–15 time regime (hav-
ing non-thermal quasi-stationary states) and a long
time thermalization described by a quantum Boltzmann-
equation (QBE). This picture has been established by
studying the quench dynamics of the Hubbard model for
d > 2 dimensions both analytically and numerically12,16.
In one dimension the general consensus is that the Boltz-
mann dynamics is ineffective for two particle scattering
processes due to the simultaneous conservation of single
particle energies and momenta. Therefore the thermal-
ization time scale in one dimension is expected to be
much longer (for example via multi particle scattering
processes). Putting it otherwise, the prethermalized time
regime will extend to much longer times.
This behavior is difficult to investigate numerically.
Methods like t-DMRG are limited to not too large times
due to the entanglement growth17, and exact diagonal-
ization methods are intrinsically limited to small finite
systems and require an extrapolation to infinite system
size. A noteable exception is a recent paper by Bertini
et al.18, which uses a combination of numerical and ana-
lytical methods to show how the prethermalized regime
ar
X
iv
:1
60
7.
07
11
5v
3 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  1
4 F
eb
 20
17
2evolves towards thermal equilibrium after a quench in a
dimerized 1d model of spinless fermions. Similarly, in our
work we want to contribute to understanding the ther-
malization behavior of 1d systems by giving an explicit
estimate for the thermalization rate based on a QBE ap-
proach in the 1d fermionic Hubbard model. Specifically,
we investigate the role of an additional next-to-nearest-
neighbor-hopping-term (NNNH) which is tuned by the
prefactor J ′ within a QBE approximation. While one
sometimes finds the assertion that there is no thermal-
ization from a Boltzmann equation with 2-particle scat-
tering in one dimension, we find that this is not true in
our model. This observation was already made by Fu¨rst
et al.19,20 and we elaborate on this initial finding sys-
tematically in this paper by deriving all thermalization
rates within a linear approximation. Only for the case of
nearest neighbor hopping only without next-to-nearest
neighbor hopping does the system not thermalize, any
nonvanishing next-to-nearest neighbor hopping J ′ 6= 0
leads to thermalization in the long time limit.
The article is structured as follows. In Sec. II we intro-
duce our model, the 1d fermionic Hubbard model (FHM)
with a next-to-nearest neighbor hopping term (NNNH),
and our method, the quantum Boltzmann equation ap-
proach (QBE). We will use a linearized Boltzmann equa-
tion to find the relaxation times. Furthermore we will
comment on the conserved quasi-momentum distribution
(QMD)19 in the standard FHM. Sec. III is devoted to our
results and the conclusions are summed up in Sec. IV.
App. A shows the stationarity of certain QMD s. We
explain our numerics in App. B. App. D is about con-
structing a generalized Gibbs ensemble (GGE) at low
temperatures.
II. MODEL AND METHOD
A. Model
We consider the Fermi-Hubbard model (FHM) with an
additional NNNH,
Hˆ = HˆFHM + HˆNNNH
HˆFHM = −J
∑
l∈Z
σ∈{↑,↓}
cˆ†lσ cˆl+1,σ +H.c.+ U
∑
l∈Z
nˆl↑nˆl↓
HˆNNNH = −J ′
∑
l∈Z
σ∈{↑,↓}
cˆ†lσ cˆl+2,σ +H.c. (1)
Measuring energies in units of the hopping J , we define
dimensionless parameters ε := J ′/J and γ := U/J . T will
denote the final temperature of the thermalized state,
which is therefore determined by the energy of the initial
state. Obviously T = 0 implies that the initial state is
the ground state.
The dispersion relation of our model is
ω(k) = − cos(2pik)− ε cos(4pik). (2)
It is measured in units of 2J , such that the kinetic energy
is Tˆ = 2J
∫
dk ω(k) nˆ(k) and the dimensionless inverse
temperature is β := 2J/kBT .
B. Boltzmann-Equation
A QBE describes the long time behavior of the QMD19–22
nσ(k, t) = 〈nˆσ(k)〉t =
∑
ll′
eik(l−l
′) 〈cˆ†lσ cˆl′σ〉t. (3)
Here we defined the expectation value 〈Aˆ〉t := tr
{
ρˆ(t) Aˆ
}
.
We assume the initial state to satisfy restricted quasi-
freeness. This means that there is a (approximate) Wick
theorem for the 4-point and 6-point functions. The
QBE is valid on kinetic time scales22, i.e. times of
O(1/U2). We operate under the normal assumption that
the Boltzmann-description is still valid on longer times.
This time evolution was previously investigated by Fu¨rst
et al19,20 for some initial states. They found that for
ε = 0, the system runs into a non-thermal stationary
state. However, for ε 6= 0 they have seen that their initial
states thermalize. The thermalization times they found
for small ε 6= 0 were much larger than the relaxation
times for the ε = 0 case.
The QBE is
n˙(k, t) = I[n](k, t) , (4)
The collision term I is a non-linear operator that depends
on the QMD n(k, t). Thus I[n] is a function of k and t.
We use the QBE of Fu¨rst et al. 19 for the 1d FHM. We
restrict ourselves to the spin-symmetric case in which ↑-
and ↓-spin fermions have the same QMD ,
n(k, t) = nσ(k, t). (5)
In the spin symmetric case we can also assume
〈cˆ†σk cˆσ′k′〉t ∝ δσσ′ . (6)
We obtain the collision term
I[n]1 = γ
2
t0
∫
[− 12 , 12 ]3
dk2 dk3 dk4
1∑
m=−1
δ(∆K+m) δ(∆E)
×[(1−n1)(1−n2)n3n4 − n1n2(1−n3)(1−n4)]. (7)
Here we introduced the notation Xj = X(kj , t). ∆E =
ω1 + ω2 − ω3 − ω4 is the change in energy and ∆K =
k1 + k2 − k3 − k4 the change in total momentum. The
sum over m allows for Umklapp processes. The matrix
element of the Fermi-Hubbard-interaction simply leads to
3the prefactor γ2. The prefactor’s time scale is t0 = ~/piJ .
For a typical half bandwidth of J ≈ 1 eV this timescale
is t0 ≈ 0.2 fs.
Note that the Fermi-Dirac distribution f(k) makes the
collision term vanish, I[f ] = 0 as can be verified easily.
This corresponds to the well-known fact that thermal
distributions are fixed points of the Boltzmann equation.
Also note that the applicability of the quantum Boltz-
mann equation relies on fermionic quasiparticle lifetimes
of order or larger than the scattering time. In the one di-
mensional Hubbard model the appropriate quasiparticles
are bosonic (spinons and holons). However, if their ve-
locities do not differ much one can still use the fermionic
quasiparticle picture for not too long times, which pro-
vides the justification for our approach.
C. Dispersion relations
The QBE describes time evolution due to 2-particle-
collisions. The ability of thermalization due to 2-particle-
collisions strongly depends on the dispersion relation
ω(k). For instance, if it was quadratic, i.e. ω(k) ∝ k2,
momentum conservation δ(∆K) and energy conservation
δ(∆E) lead to the following constraints on the 2-particle-
collision:
k1 + k2 = k3 + k4 ∧ k21 + k22 = k23 + k24. (8)
This is equivalent to
(k1 = k3 ∧ k2 = k4) ∨ (k1 = k4 ∧ k2 = k3). (9)
These are two trivial scattering channels. This means
that the collision term is zero, i.e. these interaction-
channels do not change the QMD . All dispersion re-
lations permit these trivial channels. While other dis-
persion relations like nearest-neighbor hopping, ω(k) ∝
cos(2pik), allow additional scattering processes, the gen-
eral consensus in the literature is that in one dimen-
sion these additional scattering processes are not suffi-
cient to lead to thermalization. However, building on the
work of Fu¨rst et al.19,20, we will show systematically that
adding a next-to-nearest-neighbor hopping term does in-
deed lead to thermalization from two particle scattering,
contrary to that often stated opinion in the literature.
D. Linearization
We want to find the relaxation rates. Therefore we
linearize the QBE around its thermal distribution, the
Fermi-Dirac distribution
f(k) :=
1
1 + exp[β(ω(k)− µ)] . (10)
This approximation becomes exact in the limit of small
perturbations around the thermal distribution: We
will show that asymptotically a thermal distribution is
reached, which therefore provides an a posteriori justi-
fication for the linearization. Hence we obtain the ex-
act time scales describing the late time approach to the
thermal distribution. The linearization worked out in
this subsection follows the scheme described in Haug and
Jauho 23 . We start out by introducing a perturbation φ
that we put into the exponent of the Fermi-Dirac distri-
bution:
n(k, t) =
1
1 + exp[β(ω(k)− µ)− φ(k, t)]
≈ f(k) + f(k)[1− f(k)] φ(k, t). (11)
This ansatz has two advantages over the naive scheme
n = f+δn. First one does not have to care so much about
the magnitude of φ. In the naive scheme one would have
to require −f(k) 6 δn(k, t) 6 1− f(k). For us instead it
is sufficient to assume −1/[1− f(k)] 6 φ(k, t) 6 1/f(k).
The second advantage a much better numerical stability
for low temperatures.
Plugging Eq. (11) into the QBE in Eq. (4), we get a rate
equation for the perturbation φ using the stationarity of
the Fermi-Dirac distribution, I[f ] = 0:
φ˙(k, t) = −L[φ](k, t),
L[φ]1 = γ
2/t0
f1(1−f1)
∫
dk2 dk3 dk4
1∑
m=−1
δ(∆K+m) δ(∆E)
×(1−f1)(1−f2)f3f4
[
φ1 + φ2 − φ3 − φ4
]
. (12)
Here we have neglected higher order terms in the pertur-
bation φ, so from now on we can work with the linear
operator L[φ](k, t).
E. Expansion in eigenfunctions
This linear operator L is positive semi-definite and Her-
mitian with respect to the scalar product
〈g, h〉 :=
∫
dk g(k) f(k)
[
1− f(k)] h(k), (13)
which induces the norm ‖g‖ := √〈g, g〉. The eigenfunc-
tions of L are denoted by χn and the associated eigen-
values by λn. We expand the perturbation φ in χn using
〈χm, χn〉 = ‖χn‖2 δmn and find
φ(k, t) =
∑
n
An e
−λnt χn(k). (14)
The coefficients An = 〈χn, φ0〉/‖χn‖2 are determined by
the initial perturbation φ0(k) = φ(k, 0). They measure
4the contribution of the eigenfunction χn(k) to the pertur-
bation φ(k). The exponential factor shows that the λn
are the rates we are looking for. Due to the fact, that L
is positive semi-definite, the eigenvalues are non-negative
and we order them by size, 0 6 λ1 6 λ2 6 ....
If an eigenvalue is zero, its corresponding contribution
An χn(k) to the perturbation φ(k) persists for all times.
There are two eigenvalues which are always zero:
λ1 = λ2 = 0. (15)
They correspond to the eigenfunctions φ1(k) = const and
φ2(k) = ω(k). A nonzero contribution from these eigen-
functions in our perturbation φ simply changes the tem-
perature T and the chemical potential µ according to
Eq. (11):
βfinal = β −A2
βfinal µfinal = βµ−A1 (16)
Therefore these two eigenvalues do not set the thermal-
ization rate: we can eliminate their contributions A1 and
A2 by using the correct final temperature and chemical
potential in Eq. (11). Thus it is the 3rd eigenvalue λ3
which sets the thermalization rate if the initial perturba-
tion has nonzero overlap with the corresponding eigen-
vector, A3 6= 0. In general the first eigenvalue λn, n > 2
with An 6= 0 sets the thermalization rate. We will later
see that this is important when approaching half filling
because λ3 shows very different behavior from λn>3. So
its respective eigenfunction χ3(k) will be of special inter-
est.
F. Stationary distributions
In the integrable case with nearest-neighbor-hopping
only, ε = 0, Fu¨rst et al. Fu¨rst et al. 19 found non-thermal
stationary QMD s. These distributions have the form
nS(k) =
1
1 + exp[φS(k) + a]
, (17)
where φS(k) is antisymmetric around k = ± 14 and a ∈ R
is arbitrary. This means that the φS(k) are stationary
perturbations for ε = 0 and the corresponding eigenval-
ues of the linearized Boltzmann operator vanish.
One can immediately see that all these nS(k) form a con-
nected subspace of L2((− 12 , 12 ]), i.e. the nS(k) can be
smoothly transformed into each other. Obviously the
thermal QMD s 1/[1 + exp(β(ω(k)− µ))] also belong to
this subspace. For ε 6= 0 we expect these eigenvectors to
change in order O(ε), i.e. nS(k) = 1/[1 + exp(φS(k) +
a)] +O(ε). Furthermore we expect them to become long
lived and eventually decay to a thermal QMD . We denote
these quasi-stationary as well as their associated station-
ary distributions (for ε = 0) as “quasi-stationary QMD”
(QSQMD). They turn out to have the (slightly broken)
symmetry
φS
(± 14 + k) = −φS(± 14 − k)+O(ε). (18)
An arbitrary initial QMD will relax into a QSQMD on
short time scales. For ε 6= 0 it will then slowly flow to
the respective thermal QMD .
For later reference, Ref. Fu¨rst et al. 19 found that for
ε = 0 the only processes that contribute in the QBE
fulfill k1 + k2 = ± 12 . For small ε this constraint becomes
k1 + k2 = ± 12 +O(ε). (19)
For larger next-to-nearest-neighbor hopping, ε > 14 , there
is an additional interaction channel. In this work we
restrict ourselves to ε 6 14 , where only one interaction
channel has to be considered.
III. RESULTS
A. Relaxation rates
In order to obtain the relaxation rates we first compute a
discretized version of the operator L. The main difficulty
is that a careful interpolation needs to be performed in
order to achieve high accuracy. The reason for this is that
energy conservation makes it necessary to evaluate the
perturbation φ between grid-points of the discretization.
Then we diagonalize the discretized operator and perform
a finite size scaling analysis of the eigenvalues. A detailed
description of the numerics is given in App. B.
First of all we verify some analytical facts mentioned
above. The first two eigenvalues are at least about 10−14
times smaller than the largest eigenvalue. As expected
from the discussion in Sec. II E, the corresponding eigen-
functions are superpositions of the constant function and
the dispersion relation. Figs. 1 and 2 show eigenfunctions
of L correspoding to low lying (nonvanishing) eigenval-
ues. They are antisymmetric around k = ± 14 up to a
correction of O(ε). So they have the correct symmetry
as given by Eq. (18) to be a perturbation φS(k) corre-
sponding to a QSQMD.
The two double logarithmic plots in Fig. 3 show the low-
est non-zero eigenvalues λn>3 for β = 0.1 and β = 10.0.
Plotted are the eigenvalues after extrapolating to an
infinitesimal discretization grid of the linearized Boltz-
mann operator. The lines are fits with a quadratic ε-
dependence. For the fits we only used points in the ε2-
regime of the eigenvalues. These fits show that for suffi-
ciently small ε every low lying eigenvalue has a quadratic
ε2 dependence on the relative strength to the next-to-
nearest-neighbor hopping. Fig. 3 also shows that the lin-
ear fits are an upper bound to their respective eigenvalue.
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Figure 1. 3rd eigenfunction χ3(k) (arbitrary vertical scale)
for different final temperatures. The curves are normalized
such that the slope at k = 1
4
is always the same. The relative
strength of the next-to-nearest-neighbor hopping is set to ε =
5 · 10−3.
From this data we can already conclude that nearest-
neighbor hopping plus nonvanishing next-to-nearest-
neighbor hopping is indeed sufficient to achieve thermal-
ization via two particle scattering in one dimension. The
thermalization rates are quadratic in the relative strength
of the next-to-nearest-neighbor hopping ε (for small ε).
Similar data like in Fig. 3 was obtained for chemical po-
tentials µ ∈ {0,±0.1,±0.9} and for the inverse final tem-
perature ranging from β = 0.01 to β = 30. In all cases the
eigenvalues are proportional to ε2 for sufficiently small ε,
so the lowest non-zero eigenvalues obey
λn(J, γ, ε, β, µ) = J λ˜n(β, µ) γ
2 ε2 (20)
for γ and ε sufficiently small. Here λ˜n(β, µ) are the pro-
portionality factors which we will denote “rescaled eigen-
values”. One can also show analytically that there are no
terms proportional to ε.
Fig. 4 shows three plots depicting the rescaled eigenval-
ues λ˜n>3(β, µ) as functions of β. The first non-zero eigen-
value λ˜3(β) decreases exponentially as a function of in-
verse temperature for all fillings. The higher eigenvalues
(n ≥ 4) decay exponentially away from half filling, but
are asymptotically constant for T → 0 at half filling. The
straight lines are fits to exponential behavior which we
can parametrize as
λn ∝ e−Γnβ|µ| for n > 4. (21)
This behavior can be explained by Umklapp processes
(see also Ref.24). At half filling the situation is shown in
Fig. 5. Consider for example two particles with momenta
k1,2 ≈ 14 . They can scatter into k3 ≈ −14 and k4 ≈ 34 .
The latter becomes k4 ≈ 34 − 1 = − 14 by subtraction of
the reciprocal lattice vector. This process becomes less
likely away from half filling. The Fermi points shift apart
(or together) when changing the filling and Umklapp pro-
cesses like the one depicted in Fig. 5 cannot happen any
more. Therefore Umklapp processes are most effective at
half filling for low final temperatures.
Therefore generically thermalization becomes exponen-
tially slow as a function of the inverse final temperature
(equivalently: the inverse initial excitation energy) away
from half filling. At half filling only the eigenvector χ3(k)
shows this behavior, so at half filling there is no exponen-
tial slowdown of thermalization as a function of inverse
final temperature if the initial perturbation does not cou-
ple to this eigenvector. Therefore this eigenvalue and
its eigenfunction χ3(k) are of special interest. The next
sections will deal with understanding this eigenfunction
χ3(k).
B. Structure of χ3(k)
The values of the initial perturbation φ(k) around k= 0
and k = ± 12 are not important for small temperatures
since they are suppressed by the factor f(k)[1−f(k)], see
Eq. (11). So based on Fig. 1 a good approximation of
the third eigenfunction is given by
χ˜3(k) := k − 14 sgn(k). (22)
This is shown in Fig. 6. One can see that 1 −
〈χ3, χ˜3〉/‖χ3‖‖χ˜3‖ approaches zero in the limit T → 0,
which means that indeed χ˜3(k) is a good approximation.
Using this result one can show App. C that Umklapp and
forward scattering do not contribute in L[χ˜3](k1), only
backscattering can occur. But backscattering is limited
to k1 being in the vicinity of 0 or ± 12 , which leads to
the exponential suppression of λ3 as a function of inverse
temperature App. C.
In the following we consider two operators which have a
connection to χ3(k). The first operator, Qˆ3, comes from
the approximate eigenfunction χ˜3(k). The other operator
will turn out to be the total energy current operator JˆE .
Let us first construct operators in state space using the
eigenfunctions Qˆn(k) of L:
Qˆn :=
∫
dk χn(k) nˆ(k). (23)
Their expectation values are
〈Qˆn〉t =
∫
dk χn(k) n(k, t)
(11)
= Cn + 〈χn, φ〉+O(φ2)
≈ Cn +An e−λnt ‖χn‖2,
(24)
where Cn :=
∫
dk χn(k) f(k) = const. Since 〈Qˆn〉0 −Cn
is proportional to An this indicates if there is a slowly
decaying perturbation in the system.
An operator Qˆn can be used for the construction of a gen-
eralized Gibbs ensemble (GGE) that describes the long
time limit of the QMD provided that λn = 0. For the
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Figure 2. From left to right: 4th, 5th and 6th eigenfunction (arbitrary vertical scale) for ε = 5 · 10−3 and β ranging from 0.01
to 12. All eigenfunctions satisfy the approximate symmetry given by Eq. (18). The curves sin(2pi(n − 1)k) describe the high
temperature limit with very good accuracy.
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Figure 3. Rescaled eigenvalues λnt0/γ
2 as a function of the relative strength of the next-to-nearest-neighbor hopping ε = J ′/J .
Left plot β = 0.1, right plot β = 10. The lines are fits to quadratic behavior, λn ∝ ε2.
integrable case, ε = 0, there are infinitely many zero
eigenvalues and therefore an infinite number of conserved
charges Qn that enter such a GGE.
Now we consider specifically n = 3. As discussed above,
the eigenvalue λ3 is very small for low final tempera-
tures. So Qˆ3 may be used for the construction of a GGE
(see App. D), that describes the QMD on time scales
1/λ4  t 1/λ3. In order to give the the operator Qˆ3 a
physical meaning, we replace χ3(k) with its approxima-
tion χ˜3(k) = k − 14 sgn(k), Eq. (22):
Qˆ3 ≈ C
∫
dk χ˜3(k) nˆ(k) = C
[
Kˆ − 14 (NˆR − NˆL)
]
(25)
with the constant C = ‖χ3‖/‖χ˜3‖. The momentum term
of χ˜3(k) leads to the total momentum operator Kˆ, the
signum function results in the operator NˆR − NˆL. Here
NˆL counts the particle number on the left side of the
Brioullin zone, and NˆR the particle number on the right
side. The reason for the long living expectation value
of Qˆ3 is the same as for the approximate stationarity
of χ˜3(k): Umklapp processes are ineffective even at half
filling.
Long living currents: On times 1/λ4  t 1/λ3 the
perturbation has decayed to φ(k) ≈ e−λ3tA3χ3(k) and
its exponential factor e−λ3t is still approximately one.
Fig. 1 shows that χ3(k) is asymmetric around k = 0. So
the corresponding momentum distribution n(k, t) is also
asymmetric corresponding to nonvanishing currents. The
operators of the total particle and energy current are
JˆN,E =
∑
l
ˆN,El +O(U) =
∫
dk jN,E(k) nˆ(k) +O(U),
(26)
respectively. The local current operators ˆNl and ˆ
E
l
fulfill a discretized version of the continuity equation.
jN (k) := 2J ω
′(k) is simply the group velocity and
jE(k) := (2J)
2 ω ′(k)ω(k) also includes the dispersion re-
lation. Following the scheme in Eq. (24), the expectation
values evaluate to
〈JˆN,E〉 ≈ e−λ3t 〈φ0,
χ3〉〈χ3, jN,E〉
‖χ3‖2 . (27)
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Figure 4. λ˜n(β) for µ = 0, 0.1, 0.9 from top to bottom as a
function of final inverse temperature β. µ = 0 corresponds to
half filling. The first non-zero eigenvalue λ˜3(β) decreases ex-
ponentially as a function of inverse temperature for all fillings.
The higher eigenvalues (n ≥ 4) also decay exponentially away
from half filling, but are asymptotically constant for T → 0
at half filling.
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Figure 5. Umklapp process at half filling near the Fermi
edge kF ≈ 14 .
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Figure 6. This plot shows that χ˜3(k) becomes a very good
approximation for χ3(k) at low temperatures T .
One can show numerically and analytically that
〈jN,E , χ3〉 is not zero. Notice that the right hand side
of Eq. (27) is independent of system size, as is the left
hand side. Therefore there are long living currents if one
creates an initial perturbation that fulfills 〈φ0, χ3〉 6= 0.
IV. CONCLUSIONS
We have investigated the long time behavior of the quasi-
momentum distribution of a one-dimensional fermionic
Hubbard model with additional next-to-nearest-neighbor
hopping J ′. Using a linearized Boltzmann equation
we could systematically verify that thermalization oc-
curs from two particle scattering processes if J ′ is
nonzero19,20. It is often stated that a Boltzmann equa-
tion with two particle scattering is ineffective in one di-
mension because of simultaneous energy and momentum
conservation. Following Fu¨rst et al.19,20 we have there-
fore verified that this statement is incorrect for a band
dispersion described by nearest neighbor plus next-to-
nearest-neighbor hopping.
Away from half filling the relaxation rates are quadratic
in the relative strength ε of the next-to-nearest-neighbor
8hopping and are exponentially suppressed as a function
of inverse final temperature. This implies that thermal-
ization occurs, but on an exponentially increasing time
scale for low excitation energy of the initial perturba-
tion. At half filling this picture is different since Umk-
lapp processes play an important role even at low tem-
peratures: at half filling the only perturbation with such
an exponential slowdown corresponds to the current, all
other perturbations decay with a constant rate (still pro-
portional to ε2) in the low temperature limit. Notice
the difference to the behavior predicted by the QBE in
higher dimensions where the smallest relaxation rates are
proportional to T 2.25 In a pump-probe experiment this
would translate into a much stronger (exponential) de-
pendence of the thermalization time scale on fluence in
one dimension.
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Appendix A: Stationary distributions of the
standard FHM
For ε = 0 there are many stationary distributions nS(k)
Fu¨rst et al. 19 , see Eq. (17). Momentum and energy con-
servation lead to k2 =
1
2 −k1 and k4 = 12 −k3. Therefore
the gain minus loss term in the Boltzmann equation van-
ishes, (1−n1)(1−n2)n3n4−n1n2(1−n3)(1−n4) = 0 because
(1−nS1)(1−nS2)nS3nS4
=
1
e−φS1+a + 1
1
eφ
S
1+a + 1
1
eφ
S
3−a + 1
1
e−φS3−a + 1
= nS1n
S
2(1−nS3)(1−nS4) eφ
S
1−aeφ
S
1−aeφ
S
3+ae−φ
S
3+a︸ ︷︷ ︸
= 1
.
(A1)
This yields
I[nS] = 0. (A2)
and nS(k) is indeed a stationary solution.
Appendix B: Numerics
To get the thermalization rates we need to find the eigen-
values of L. Therefore we discretize the operator, diago-
nalize it and extrapolate its spectrum to the continuum
limit.
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Figure 7. 1st, 2nd and 3rd eigenvalue for different N-point-
interpolations NI for a reasonable set of parameters µ, β, ε,
Nk.
We discretize L by discretizing momentum space:
k1, k3 ∈
{− 12 + 1Nk , ..., 12− 1Nk , 12} =: Mk (B1)
The discretized operator is denoted by the matrix L˜k1,q,
the discretized perturbation by the vector φ˜q(t):∑
q∈Mk
L˜k1,q φ˜q(t) Nk→∞−−−−−→ L[φ](k1, t). (B2)
Then we need to obtain the non-trivial solutions of
∆E(k1, k2, k3) ≡ ω(k1)+ω(k2)−ω(k3)−ω(k4 = k1+k2−
k3) = 0. It can be shown that for every (k1, k3) ∈ M2k
there is exactly one non-trivial solution k˜2 ≡ k˜2(k1, k3)
as long as 0 6 ε 6 14 . This is because the dispersion re-
lation ω(k) is symmetric around zero, monotonic in the
interval (0, 1/2), and periodic. We numerically calculate
the solutions k˜2(k1, k3) by a Newton-Raphson procedure.
In general these solutions are not on the grid Mk. But
considering the formula for L, Eq. (12), we realize that
the perturbation φ has to be evaluated at k˜2. This can
only be done with an interpolation of the discretized per-
turbation φ˜q.
This is why we have to use an interpolation scheme to
evaluate δ(∆E). A naive interpolation, like using step
functions or linear functions, leads to large errors. So we
use ∫
dk2 dk3 δ(∆E) gk1,k3(k2)
=
∫
dk3
∑
k˜2
1
|d∆E/dk˜2|
gk1,k3(k˜2)
= lim
Nk→∞
1
Nk
∑
k3∈Mk
NI∑
i=1
Ci(k˜2)
|d∆E/dk˜2|
gk1,k3
(
pi(k˜2)
)
,
(B3)
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Figure 8. We show the interpolation to Nk → ∞ for µ = 0. The symbols are the data for β = 0.1 ∧ ε = 0.01 (A).
β = 0.1 ∧ ε = 0.001 (B) and β = 10 ∧ ε = 0.001 (C). The largest eigenvalue is λ50. The lower eigenvalues are λ3 to λ10 from
bottom to top. The areas around the straight lines mark the error of the fit.
where NI is the number of interpolation momenta, pi ∈
Mk are the nearest discretized momenta next to k˜2 and
Ci the respective weights. These weights are calculated
such that gk1,k3(k2) is approximated in the best possible
way. In our case there is exactly one solution for a given
tuple (k1, k3). This is why the sum over k˜2 is dropped in
the last line of Eq. Eq. (B3).
Using our interpolation scheme for L˜k1,q we obtain
L˜k1,q=
γ2
t0Nk
∑
k3∈Mk
NI∑
i=1
1−f(pi(k˜2))
f1
f3f
(
k1−k3+pi(k˜2)
)
×
[
δk1,q+δpi,q−δk3,q−δk1−k3+pi,q
] Ci(k˜2)
|d∆E/dk˜2|
(B4)
For our purposes we found that NI = 9 is a reasonable
choice. The speed of the numerical evaluation is still fast
enough while providing high precision. This is shown in
Fig. 7. There we plotted the first three eigenvalues. λ1 is
fluctuating around 10−16. The reason is the simple na-
ture of its corresponding eigenfunction χ1 = const. It is
an exact eigenfunction for any discretization in our nu-
merics due to the fact that φ1 +φ2−φ3−φ4 ≡ 0 ∀k1,2,3,4
trivially. So λ1 measures the resolution of zero. The
eigenfunction χ2, however, is curved and therefore the
numerical eigenfunction is influenced by the interpola-
tion scheme. Thus λ2 measures the numerical precision
including the interpolation scheme. Additionally we plot-
ted λ3 in Fig. 7 as a reference for the other eigenvalues.
One can see that from NI = 3 on it does not change
any more and becomes independent of our interpolation
scheme.
The eigenvalues of L˜ are found by exact diagonalization.
These are then extrapolated to Nk → ∞ to obtain the
eigenvalues of L˜k1,q, see Fig. 8. Figs. 8A and B show that
for lower ε oscillations are visible for the lower eigenval-
ues. But for higher β (like in C) these oscillations dis-
appear. However, λ50 always shows a strong exponential
decay towards Nk → ∞. So one has to cover a vari-
ety of extrapolations. Therefore we use a script, which
k
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ω(k)
A
k1 k2k3k4
B
k1 k2k3k4
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k1k2 k3k4
Figure 9. The crosses mark the momenta of forward (A),
backward (B) and Umklapp (C) scattering processes for ε =
0.05 conserving momentum and energy. There is only a small
window allowed for backscattering processes.
extrapolates our data for several ε, β and µ. It fits a
constant function, an exponential function and the func-
tion x 7→ a exp(bx) sin(cx) to the data. Then the script
chooses the one with the smallest error (straight lines).
The value at 1 L = 0 as well as the error are used to create
the plots in Fig. 3.
Appendix C: Scattering processes for χ3
In Sec. III B we consider L[χ˜3](k1) to explain the small-
ness of the eigenvalue λ3 corresponding to the eigenfunc-
tion χ3. In order to do that we need two ingredients.
Note that both apply to all eigenfunctions. The first
one is the fact that the mean momentum 12 (k1 + k2) =
1
2 (k3 +k4) lies in an ε-region around
1
4 , see Eq. (19). The
second ingredient is the structure of L, which contains
all the Fermi functions:
1−f2
f1
f3f4 =
1
f1
(1−f1+f1)(1−f2)f3f4
∆E=0
= f2(1−f3)(1−f4) + (1−f2)f3f4. (C1)
For µ away from full or empty filling both Eqs. (19)
and (C1) make k3 and k4 lie on the same side of the
Brioullin zone. This means that either both are positive
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or both are negative. Since we only explain the linear
regions of χ3(k1), k1 is away from 0 and ± 12 . This and
Eq. (19) make also k1 and k2 lie on the same side of the
Brioullin zone. Thus in L[χ˜3](k1) with k1 around ± 14
there is no backward scattering like Fig. 9B. There is
only forward and Umklapp scattering like illustrated in
Fig. 9A and C, respectively.
Now we use the linear form of χ˜3(k1) and consider the
factor
χ˜3(k1) + χ˜3(k2)− χ˜3(k3)− χ˜3(k4) (C2)
in L[χ˜3](k1). The approximate eigenfunction χ˜3(k) =
k − 14 sgn(k), see Eq. (22), consists of two terms. These
are the momentum or identity function id(k) = k and the
signum function sgn(k) = ±1. We calculate Eq. (C2) for
both functions separately.
First we consider forward scattering, i.e. all kj have the
same sign, see e.g. Fig. 9A. Plugging the momentum
function into Eq. (C2) gives k1 +k2−k3−k4 = 0 because
forward scattering processes obey momentum conserva-
tion. Plugging the signum function into Eq. (C2) gives
zero, too. So forward scattering does not contribute to
L[χ˜3](k1).
Now we consider Umklapp scattering, see e.g. Fig. 9C.
There momentum is not conserved. Thus plugging the
momentum function into Eq. (C2) we obtain the mo-
mentum change k1 + k2 − k3 − k4 = ±1. It is com-
pensated by the signum function plugged into Eq. (C2):
sgn(k1) + sgn(k2) − sgn(k3) − sgn(k4) = ±4. This has
the same sign as the momentum change, which leads to
cancellation in Eq. (C2). This explains the signum func-
tion’s prefactor of − 14 in the approximate eigenfunction.
So Umklapp scattering does not contribute to L[χ˜3](k1),
similar to forward scattering.
Appendix D: GGE for λ3
In Sec. II D we learned that the first non-trivial eigen-
value is λ3. In Fig. 1 we saw that for β → ∞ the
associated eigenfunction φ3(k) approaches χ˜3(k) = k −
1
4 sgn(k). In the following we derive the respective (ap-
proximately) conserved quantity. The generalized Gibbs
ensemble (GGE) is
ZGGE = tr e
−βHˆ+βµNˆ−β3Qˆ3 . (D1)
The conserved quantity has the form
Qˆ3 =
∑
k
α(k) nˆ(k). (D2)
We find∑
k
nGGE(k)=
∂
∂(βµ)
lnZGGE =
∑
k
1
1+eβ(ω(k)−µ)+β3α(k)
(D3)
analogous to the standard text book derivation of the
Fermi-Dirac-distribution. Comparing this to Eq. (11),
where we defined our linearization of n(k, t), we identify
α(k) ≈ χ˜3(k). Therefore
Qˆ3 ≈
∑
k
k nˆ(k)− 14
∑
k>0
nˆ(k) + 14
∑
k<0
nˆ(k)
= Kˆ − 14 (NˆR − NˆL). (D4)
Note that the factor 14 does not depend on kF. It is due
to the fact that φ(k) has to be antisymmetric around
k = ± 14 +O(ε) for a quasi-stationary state, see Sec. II F.
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