lim GJ(x) = lim ( g a (x, y)f(y)»(dy)
remark that the representation (0.1) is explicitly given for stable processes [2] and Bessel processes [7] . This representation is useful in many cases; for example, one of the authors [8] has recently obtained a limit theorem for occupation times based on the representation (0.1).
The purpose of this paper is to determine the class of all 1 -dimensional diffusion processes having the representation (0.1). Incidentally, this class of diffusions is also characterized by the same kind of conditions as "normality" in [4] . We will see that this problem is closely related to a comparison theorem of Green functions of one-sided diffusion processes, which itself is of interest and has been studied by many authors (cf. [9] - [12] ). In fact, characterizing this class in terms of speed measures will turn out to be equivalent to finding a necessary and sufficient condition for the Green functions of any two one-sided diffusion processes to have the same asymptotic behavior when a-»0: LetZ(r)bea diffusion process with state space (-oo 5 oo) having the infinitesimal generator --and X^t) [ [Q, x) resp.] (Theorem 2). We will also obtain the explicit formula of u(x,y) for processes having the representation (0.1); if the process is nullrecurrent and if we take the scale s(x) = x as usual, we have
where 6 is a constant M 6 \ ^ -J depending on the limit (0.4) .
In the last section we will give a Tauberian theorem for h(a), which is a generalization of the result for one sided-diffusions obtained by Y. Kasahara [9] . §1. This is easily seen from (1.2), and this fact will be frequently used later. Moreover the process is recurrent if and only if h(Q + )= oo, which is equivalent to /+=-/_ = oo (cf . [9] ). Let S = S H (0-, a+) and define C 0 (S) = {0; 0 is a continuous function with compact support in S} . 
a(x) = \ (x-y)m(dy), T(X) = \ (x-y)ym(dy),

(S)with (f(x)m(dx)=Q and (xf(x)m(dx)^Q, the function G*f(x) converges to some function as a->0 at every point xt=S.
(
iv) For every /eC 0 (S) with (f(x)m(dx) = Q, G a f(x) converges to GJ(x) uniformly on every compact set of S.
Here we have the relations', and s^^)-h(a). Remark 3. We can also prove that sup | G a f(x) | < oo in (iv).
0<05<1
*es
To prove the theorem, we need two lemmas. Therefore observing /^(a)" 1 are bounded, we see
The assumption 5^0 implies A(a)<cx>, hencẽ A ± (a) C onsequently, applying (2.1), we have for x^ y Proof of Theorem 1. We can obtain the theorem immediately! from the expression (2.2).
S*(x, y) = h(a)u+(x, a)u-(y, a) = /,(«) -£&-x+ ^Ly + ah(a)ia(x)+ o(y)} h+(a) h.(a) xy + O(a)
Q.E.D.
We call a generalized diffusion process normal if it satisfies the condition (iv) of Theorem 1 (and hence if it satisfies anyone of the conditions in Thorem
1.). Thus, if Xis normal there corresponds a constant d( |0| ^ -] such that £* '
(i) of Theorem 1 holds. We call then that X is normal with parameter 0. The concept of normality for recurrent processes was originally introduced by Kemeny-Snell in the case of Markov chain and our definition is similar to that of R. Kondo [4] . To study the asymptotic behavior of h(a), w-function is more convenient than m(x) itself not only because w-functions are continuous but also because we can prove that (3.2) ±^a holds for every a>0 provided u^o°. However, we do not go into details of (3.2) since we will not use (3.2) itself in this paper. We need only the following two lemmas:
Lemma 3.1. Ifh(a)^M corresponds to u(x), then for every positive constants a and b, ah(ba) corresponds to au(x/b).
Proof, The assertion can be easily proved by a simple change of variables in (1.1) and (3.1).
Q.E.D
Lemma 3.2-Let u n and h n be the u-functions and h-functions of m n (x)^JM (n=\,2,
• BO ) respectively. Then 
Theorem 2. Let h; and u i (i=l t 2) be the h-functions and u-functions of Then
as far as at least one side of (3.6) exists.
Proof. We first remark that, from any sequence {m n (x)}n=id<3tt, we can choose a subsequence {m n , (x)} and m*(x)^JM such that lim m n ,(x) = m*(x) n'+oo holds at every continuity point of m*(x). Therefore, denoting by u n (x) and u*(x) the w-functions of m n (x) and m*(x) respectively, we see
x>0.
H-+OO
From this it easily follows that for any sequence {fljT-i of positive numbers there exists a subsequence {& M } of {a n } such that Since {a n } is arbitrary, (3.11) implies (3.11) n m^2 &} = 0 .
We can prove the converse similary, so we omit the proof. Q.E.D.
As an easy corollary of the theorem above we have the following theorem which answers the question we stated in the head of this section. 
«(*)
We can discuss the case --<!0<0 similarly as above. Since it is easy to 2 ~r everse the above argument, we can obtain the theorem.
Q.E.D,
