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LONG-TIME ASYMPTOTICS FOR SOLUTIONS OF
THE NLS EQUATION WITH A DELTA POTENTIAL
AND EVEN INITIAL DATA
PERCY DEIFT AND JUNGWOON PARK
Abstract. We consider the one-dimensional focusing nonlinear
Schro¨dinger equation (NLS) with a delta potential and even ini-
tial data. The problem is equivalent to the solution of the ini-
tial/boundary problem for NLS on a half-line with Robin bound-
ary conditions at the origin. We follow the method of Bikbaev and
Tarasov which utilizes a Ba¨cklund transformation to extend the
solution on the half-line to a solution of the NLS equation on the
whole line. We study the asymptotic stability of the stationary
1-soliton solution of the equation under perturbation by applying
the nonlinear steepest-descent method for Riemann-Hilbert prob-
lems introduced by Deift and Zhou. Our work strengthens, and
extends, earlier work on the problem by Holmer and Zworski.
1. Introduction
The nonlinear Schro¨dinger (NLS) equation with an external potential
V (x) (Gross-Pitaevskii (GP) equation)
(1.1) iut +
1
2
∆u+ V (x)u+ κ|u|2u = 0 , κ = ±1
arises as a model for a wide variety of phenomena in physics. In partic-
ular (see e.g. [PS03]) equation (1.1) provides a model for the evolution
of Bose-Einstein condensates in dilute boson gases at very low temper-
atures: in this case V (x) is called the trapping potential and κ = +1
or −1 depending on whether the interaction of the bosons is attractive
or repulsive, respectively. Furthermore, in this Bose-Einstein model,
|u(x)|2 is the boson density and M = ∫ |u(x)|2dx is the total num-
ber of bosons present in the system. In the spatially inhomogeneous
case (V (x) 6≡ c), exact solutions of (1.1) are hard to come by, even
in one dimension. Further reduction in the one-dimensional case to
the delta-potential at x = 0, V (x) = qδ0(x), still leaves a formidable
and currently much studied problem (see e.g. [HZ09] and the refer-
ences therein). However, as noted by Fokas, in one-dimension with
V (x) = qδ0(x), q ∈ R, and u0(x) = u(x, t = 0) even, equation (1.1)
1
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becomes integrable. This is because the delta function introduces a
jump in the derivative at x = 0, 1
2
(ux(0+)− ux(0−)) + qu(0) = 0, and
if u(x) is even this relation reduces to
(1.2) ux(0+) + qu(0) = 0
In other words, (1.1) with even initial data reduces to the initial-
boundary value (IBV) problem for NLS on a half-line
(1.3) iut +
1
2
uxx + |u|2u = 0, x > 0,
with homogeneous boundary conditions (1.2) at x = 0: such problems
are known to be integrable by an extension of the inverse scattering
method (see [Skl87], [Tar88], [Fok89], [Kha91], [BT91] and [Tar91]).
In [HZ09] the authors consider the GP equation in one-dimension
with V = qδ0 and κ = 1,
(1.4) iut +
1
2
uxx + qδ0(x)u+ |u|2u = 0
with initial data of the form
(1.5) u(x, 0) = vλ(x) + w(x)
where q is small, w(x) is even and of order O(q), and vλ has the special
form
(1.6) vλ(x) = λsech(λ|x|+ tanh−1(q/λ)), λ > |q|.
The data vλ corresponds to the nonlinear ground state of the con-
densate obtained by minimizing the energy H = ∫
R
[1
2
|ux|2 − qδ0|u|2 −
1
2
|u|4]dx subject to M = ∫
R
|u(x)|2dx = 2(λ− q). Associated with vλ,
one has the stationary solution uλ(x, t) = e
iλ2t/2vλ(x) for (1.4) corre-
sponding to w ≡ 0. The main result in [HZ09] concerns the asymp-
totic stability of this ground state condensate under perturbations,
w = O(q), q ≪ 1. The authors in [HZ09] prove in particular that for
1 ≤ t ≤ c|q|−2/7,
(1.7) u(0, t) = eiλˆ
2t/2
(
λˆ−
√
2
πt
ei(λˆ
2t/2+π/4)
∫ ∞
0
w(x)dx
)
+O(q/t3/2)
for some explicit λˆ, λˆ ∼ vλ(0) for q small. The authors use PDE-
Hamiltonian systems methods and do not utilize the integrability of
the system explicitly. In this paper we analyze the above problem
(1.4)(1.5), but now utilizing the full force of the integrability of the
IBV problem together with the steepest-descent method for Riemann-
Hilbert Problems (RHPs) in [DZ93][DZ03]. As indicated above, there
are a number of different ways to show that the IBV problem (1.3)(1.2)
3is completely integrable. We will follow the method of Bikbaev and
Tarasov [Tar88][BT91][Tar91], which is based in turn on Khabibullin
[Kha91]. Part of this paper is devoted to reformulating the method of
Bikbaev and Tarasov in the language of RHP’s, so that the method in
[DZ93][DZ03] can be applied.
Our main results are as follows. We use the standard notations of the
scattering and inverse scattering method for the focusing NLS equation.
We refer the reader, who may not be familiar with these notations, for
example, a(z), Ba¨cklund extension, etc., to Sections 3 and 4 below. We
note that for u(x, 0) = vλ(x) + ǫw(x), w(x) ∈ H1,1 = {w ∈ L2(R) : w
is absolutely continuous, xw(x), w′ ∈ L2(R)}, the equation (1.4) has
a unique global (weak) solution in H1,1, i.e. t 7→ u(t) = u(x, t) is a
continuous map from R+ into H1,1(R) satisfying
(1.8)
u(t) = e−iHqt/2u0 + i
∫ t
0
e−iHq(t−s)/2|u(s)|2u(s)ds,
u(t = 0) = u0 = u0(x) ∈ H1,1(R).
Here Hq is the self-adjoint operator − d2dx2 − 2qδ0 on R with domain
D(Hq) = {f ∈ L2 : f is absolutely continuous,
f ′ is absolutely continuous in R \ {0},
f ′, f ′′ ∈ L2, f ′(0+)− f ′(0−) + 2qf(0) = 0}.
We will also consider global weak solutions u(t) of (1.3) with boundary
conditions (1.2) in the sense that u(t) is a continuous map from R+
into H1,1(R+) = {f ∈ L2(R+) : f is absolutely continuous , f ′, xf ∈
L2(R+)} which solves
(1.9)
u(t) = e−iH
+
q t/2u0 + i
∫ t
0
e−iH
+
q (t−s)/2|u(s)|2u(s)ds,
u(t = 0) = u0 = u0(x) ∈ H1,1(R+).
Here H+q is the self-adjoint operator − d
2
dx2
on R+ with domain
D(H+q ) = {f ∈ L2(R+) :f and f ′ are absolutely continuous,
f ′′ ∈ L2(R+), f ′(0+) + qf(0) = 0}.
Definition 1.1. We say that u(t) solves a HNLS+q if u(t) is a (global,
weak) solution to (1.3) with (1.2). If u(t) solves (1.3) on R− with (1.2),
we say that u(t) solves a HNLS−q .
Also we will consider global weak solutions u(t) of NLS (3.1) on the
line, by which we mean a continuous map from R+ into H1,1(R) such
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that
(1.10)
u(t) = e−iH0t/2u0 + i
∫ t
0
e−iH0(t−s)/2|u(s)|2u(s)ds,
u(t = 0) = u0 ∈ H1,1(R).
Here H0 is the self-adjoint operator − d2dx2 on R with domain
D(H0) = {f ∈ L2 : f and f ′ are absolutely continuous, f ′, f ′′ ∈ L2}.
Unless stated otherwise, whenever we discuss a solution of (1.4) in
H1,1(R), (1.3) with boundary conditions (1.2) in H1,1(R+), or (3.1) in
H1,1(R), we always mean the global weak solutions described above.
On a number of occasions, however, particularly in our motivations
for the Bikbaev and Tarasov’s method, we will also consider classical
solutions to HNLS+q , etc., i.e., the solutions which are C
2 with respect to
x and C1 with respect to t. In addition, on a few occasions, we will also
need to consider solutions of NLS in Hk,k(R), k ≥ 1, where Hk,j = {u ∈
L2(R) : u, u′, · · · , u(k−1) are absolutely continuous, u(k)(x), xju(x) ∈
L2(R)}, k ≥ 0, j ≥ 0. We will show that (1.8), (1.9) and (1.10)
indeed have unique solutions in H1,1, in Section 2 below. Moreover,
the solutions u(t) = u(t; u0) of these equations depend on the initial
data u0, uniformly for t in compact subsets of {t ≥ 0}.
Theorem 1 (Asymptotics of u(x, t) as t → ∞). Let 0 < |q| < µ0.
Suppose that u(x, t) is the (unique, weak, global) solution of the equation
(1.4) with initial data
u(x, 0) = vµ0(x) + ǫw(x),
where w is even and ‖w‖H1,1(R) ≤ c. Let ue0(x) be the Ba¨cklund ex-
tension of u(x, 0)|R+ to R with respect to q. Let a(z) and r(z) be the
scattering function and the reflection coefficient of ue0(x), respectively.
Denote z0 = |x|/t. Fix 0 < κ < 14 and M > 1. Then, there exists an
χ0 = χ0(µ0) > 0 such that the following holds: For any 0 ≤ ǫ ≤ χ0|q| 12 ,
a(z) has one simple zero if q > 0 and at most two simple zeros for
q < 0. In both cases the zeros lie in iR+. We denote the zeros by
z1 = iµ1, z2 = iµ2. Set
(1.11) lj =
1
π
∫ ∞
0
s
s2 + µ2j
log(1 + |r(s)|2)ds,
and
(1.12) δˆj = exp
[
1
2πi
∫ z0
0
log(1 + |r(s)|2)
s− iµj ds
]
.
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υj = −
√
µj − q
µj + q
ei(µ
2
j t/2+ρj+lj)δˆ2j , υˆj =
µj + q
µj − qυj,
υxj = υje
−µj |x|, υˆxj = υˆje
−µj |x|,
for j = 1, 2, where ρ1 is described in (7.28) if a(z) has one zero, and
ρ1, ρ2 are given in (7.32) if a(z) has two zeros. Let k1, k2, p1, p2, p3
and p4 be given in (6.12), (6.14), (7.30) and (7.35).
(i) Suppose that a(z) has one simple zero at z1 = iµ1 ∈ iR+ as given
in (7.26),
• For |x| ≤M and t ≥ 1:
(1.14) u(x, t) = ei(µ
2
1t/2+ρ1+l1)vµ1(x) +O(ǫ|q|−
1
2 t−(
1
2
+κ)).
• For |x| ≥ 1/M and t ≥ 1:
(1.15) u(x, t) = − k1√
t
− 2µ1(υ
x
1 + p1)(p2υ
x
1 + 1)
|υx1 + p1|2 + |p2υx1 + 1|2
+O(ǫ|q|− 12 t−( 12+κ)),
(ii) If a(z) has two simple zeros at z1 = iµ1, z2 = iµ2 (µ1 > µ2), set
τ ≡ |q|√t.
• For |x| ≤M , as τ →∞:
(1.16)
u(x, t) = ei(µ
2
1t/2+ρ1+l1)µ1 sech(µ1x− tanh−1(q/µ1))
− 2µ2(υˆ
x
2 − s0)(1 + υˆx1s0)
|υˆx2 − s0|2 + |1 + υˆx1s0|2
+O(ǫ|q|− 12 t−( 12+κ)),
where
(1.17) s0 = − 2µ1
µ1 − µ2
υˆx1 − υˆx2
|υˆx1 |2 + 1
.
• For |x| ≥ 1/M , as τ →∞:
(1.18)
u(x, t) = − k1√
t
− 2µ1(υˆ
x
1 + p1)(p2υˆ
x
1 + 1)
|υˆx1 + p1|2 + |p2υˆx1 + 1|2
− 2µ2s1s2|s1|2 + |s2|2
+O(ǫqe−τ
2
+ ǫ2q(z20 + q
2)−1t−1 + ǫ|q|− 12 t−( 12+κ)).
where
(1.19) s =
2µ1
µ1 − µ2
(p2υˆ
x
1 + 1)(υˆ
x
2 + p3)− (υˆx1 + p1)(p4υˆx2 + 1)
|υˆx1 + p1|2 + |p2υˆx1 + 1|2
,
and
(1.20)
s1 = υˆ
x
2 + p3 − (p2υˆx1 + 1)s,
s2 = p4υˆ
x
2 + 1 + (υˆ
x
1 + p1)s.
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Remark 1.2. This result should be compared with [FIS05] where the
authors obtain the long-time asymptotics for the solution of NLS on
half-line using the method introduced by Fokas [Fok02].
Remark 1.3. For q < 0, case (ii) is generic in the sense that there exists
an open dense subset U ⊂ H1,1(R+) such that any w ∈ U falls into
case (ii) for all sufficiently small ǫ > 0.
Remark 1.4. If ǫ = 0, we have µ1 = µ0, ρ1 = 0, r(z) ≡ 0 and hence
l1 = 0, δˆ1 = 1. This matches the exact solution u(x, t) = e
iµ20t/2vµ0(x)
for x ∈ R.
Remark 1.5. If the initial data has sufficient smoothness and decay, the
error term can be sharpened to order O
(
ǫ|q|− 12 log t
t
)
in (1.14), (1.15) and
(1.16).
Remark 1.6. As we will see in the proof of the Theorem, (1.15) and
(1.18) hold for all x ∈ R. In the overlapping region 1/M ≤ |x| ≤ M ,
as z0 = O(t
−1),
δˆ1 = 1 +O(ǫ
2t−1) and k1 = O(r(z0)) = O(ǫ|q|− 12 t− 12 ),
and hence p1, p2 = O(ǫ|q|− 12 t−1). This implies that (1.14) and (1.15)
are consistent. In the case that a(z) has two zeros, it is easily verified
that (1.16) and (1.18) match as well.
Remark 1.7. It can be verified that the leading terms in (1.16) represent
the 2-soliton solution for NLS (cf. [FT87]).
When ǫ = q, the following result recovers, in particular, (1.7) and
provides a more detailed description of the asymptotics of u(x, t) for
all t≪ q−2.
Theorem 2 (Asymptotics of u(x, t) for t ≪ q−2, q small). Suppose
u(x, t) solves (1.4) with initial data
u(x, 0) = vµ0(x) + qw(x),
where w(x) is real, even and ‖w‖H1,1(R) ≤ c. Let ue0(x) be the Ba¨cklund
extension of u(x, 0)|R+ to R with respect to q and let a(z) be the scat-
tering function of ue0(x). Define
(1.21)
w0 =
∫ ∞
0
w(s)ds, w1 =
∫ ∞
−∞
w(s)vµ0(s)ds,
K(z) = −Re
∫ ∞
0
e−iszw(s)
z2 − 2izµ0 tanh(µ0s)− µ20
z2 + µ20
ds.
Denote τ = |q|√t and z0 = |x|/t. Fix C,M > 1. Then, there exists a
q0 = q0(µ0) such that the following holds: For any 0 < |q| < q0, a(z)
7has one simple zero if q > 0 and at most two simple zeros for q < 0.
In both cases the zeros lie in iR+. We denote the zeros by z1 = iµ1,
z2 = iµ2. Set
(1.22) υ1 = −
√
µ1 − q
µ1 + q
eiµ
2
1t/2, υx1 = υ1e
−µ1|x|,
Let p1 and p2 be given in (8.5).
(i) If a(z) has one simple zero at z1 = iµ1 ∈ iR+, then µ1 = µ0+ qw1+
O(q2). Moreover,
• for the region |x| ≤ M :
(1.23)
u(x, t) =

eiµ
2
1t/2
[
vµ1(x)− qw0
√
2
πt
(
eiΩ sech2 µ1x− e−iΩ tanh2 µ1x
)]
+ O
( q√
t
(
t−
1
4 + |q| 12 + τ | log τ |)), t ≤ 1
2
|q|−2,
eiµ
2
1t/2vµ1(x) +O(q
2), t ≥ 1
C
|q|−2,
where Ω(x, t) = −x2/(2t) + µ21t/2 + π/4.
• For |x| ≥ 1/M :
(1.24)
u(x, t) =

i(z0 − iµ1)p1 − 2µ1(υ
x
1 + p1)(p2υ
x
1 + 1)
|υx1 + p1|2 + |p2υx1 + 1|2
+O
( q√
t
(
t−
1
4 + |q| 12 + τ | log τ |)), t ≤ 1
2
|q|−2,
eiµ
2
1t/2vµ1(x) +O(q
2), t ≥ 1
C
|q|−2.
(ii) If a(z) has two simple zeros z1 = iµ1 ∈ iR+ and z2 = iµ2 ∈ iR+:
necessarily q < 0. In this case, µ1 = µ0 + qw1 + O(q
2) and µ2 =
−q + O(q3). Moreover, the asymptotic behavior of u(x, t) is the same
as in one-zero case up to error estimates in (1.23) and (1.24).
Remark 1.8. As we will see in the proof of the Theorem, (1.24) holds
for all x ∈ R.
Remark 1.9. The results in Theorem 1 and Theorem 2 are complemen-
tary to each other. The asymptotic form (1.14), for example, provides
a decay rate in the error term as t → ∞ whereas (1.23) does not. If
t≪ |q|−2, however,
ǫ|q|− 12 t−( 12+κ) ≥ |q| 12 t− 34 ≫ |q|√
t
.
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Hence the solution is described in greater detail by (1.23) in this region.
Remark 1.10. The above result shows that, in both cases, whether a(z)
has one or two zeros, the leading terms are the same for t≪ |q|−2. In
particular, in the case that a(z) has two zeros, the contribution from
the second zero is not noticeable for t≪ |q|−2. The one-zero case and
the two-zero case indeed behave differently, however, for larger times,
t≫ |q|−2 (see Theorem 1). Hence the critical region where the solution
changes its behavior is t ∼ q−2.
Remark 1.11. The determining role played by the parameter τ = |q|√t
can be traced, at least at the formal level, to the following observa-
tion: the Ba¨cklund transformation taking NLS from the half line to the
full line introduces terms of the form q
z±iq , which are small away from
z = ∓q. On the other hand the solution of the Cauchy problem involves
integrals of the form
∫
f(z) q
z±iqe
−itz2/2, from which we see that the lead-
ing order contributions take the form ∼ f(∓iq)eitq2/2 = f(∓iq)eiτ2/2,
in which the role of τ is prominently displayed.
Remark 1.12. Note that in the cross-over region, 1
C
≤ τ ≤ C the
formulae (1.16), (1.18), (1.23) and (1.24) describe the solution only up
to an error O(q2) = O(t−1).
Remark 1.13. Holmer and Zworski [HZ09] used λˆ = µ0 + qw1 in (1.7)
to describe the evolution of solutions to (1.4) for time interval 1≪ t ≤
c|q|−2/7(≪ c|q|−2). From (1.23) we see that as µ1 = λˆ+O(q2),
u(0, t) = eiµ
2
1t/2
(
vµ1(0)− qw0
√
2
πt
ei(µ
2
1t/2+π/4)
)
+ o
(
q√
t
)
= eiλˆ
2t/2
(
vλˆ(0)− qw0
√
2
πt
ei(λˆ
2t/2+π/4)
)
+ o
(
q√
t
+ q2t
)
,
which agrees to leading order with the result (1.7) of [HZ09] for times
t ≪ |q|−2/3. Of course |q|−2/7 ≪ |q|−2/3, and we see in particular that
the result in [HZ09] is in fact true in the larger interval 1≪ t≪ |q|−2/3.
In order to describe the asymptotics up to time t ∼ |q|−2, however, we
need to use the more accurate frequency µ21 in place of λˆ
2 in (1.7).
In order to gain some perspective on the nonlinear problem (1.3)(1.2),
it is useful to consider first the linear case:
(1.25)
iut +
1
2
uxx = 0, x ≥ 0, t ≥ 0,
u(x, 0) = u0(x), x > 0,
ux(0+, t) + qu(0, t) = 0, t ≥ 0.
9for some q ∈ R. Here we assume that u0(x) is smooth and decays
at some appropriate rate as x → ∞. The standard, functional ana-
lytic way to solve this problem utilizes the self-adjoint operator H+q =
−d2/dx2 acting in L2(0,∞) with the domain D(H+q ) = {u ∈ L2(0,∞) :
u, u′ absolutely continuous, u′′ ∈ L2(0,∞), ux(0+) + qu(0+) = 0}. For
q < 0, H+q has purely absolutely continuous spectrum on (0,∞), but
for q > 0, H+q has, in addition, an L
2(R+) eigenvalue at −q2. The so-
lution u(x, t) of (1.25) is then expressed in terms of the spectral theory
of H+q as follows: for q < 0,
(1.26) u(x, t) =
∫ ∞
0
e−itz
2/2r(z)fq(x, z)dz,
and for q > 0,
(1.27)
u(x, t) =
∫ ∞
0
e−itz
2/2r(z)fq(x, z)dz
+ 2qeitq
2/2e−qx
∫ ∞
0
e−qyu0(y)dy.
Here r(z) is determined by the initial data u0(x) and the functions
fq(x, z) =
eixz
iz+q
− e−ixz−iz+q are the continuum eigenfunctions of H+q .
In the nonlinear case on the whole line, −∞ < x < ∞, the method
of Zakharov-Shabat [ZS72] shows how to solve NLS in terms of the
spectral theory of the associated Lax operator ∂x − L where
(1.28) L = izσ +
(
0 u(x)
−u(x) 0
)
, σ =
1
2
σ3, σ3 =
(
1 0
0 −1
)
.
On the half line, x > 0, the method of Fokas [Fok89] provides, in an
appropriate sense, an “H+q -analog” of L, and hence a solution proce-
dure for HNLS+q . Alternatively, however, we can try to solve the IBV
problem by an analog of the “method of images” from electrostatics,
i.e. we extend the solution u(x, t) to a solution ue(x, t) of the differen-
tial equation on the whole real line, in such a way that the boundary
condition at x = 0 is automatically satisfied.
In particular for the linear problem (1.25) we seek a C1 function
ue(x, t) that decays appropriately as |x| → ∞ on R such that
(i) ue(x, t) solves the Schro¨dinger equation i∂tue +
1
2
∂2xue = 0 on
R× R+,
(ii) ue(x, t = 0) = u0(x), x > 0,
(iii) (ue)x(x, t) + que(x, t) is an odd function , t ≥ 0.
Condition (iii) immediately implies that (ue)x(0, t) + que(0, t) = 0 and
so for x > 0, ue(x, t) is a solution to (1.25) with ue(x, 0) = u0(x), x > 0.
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To ensure (iii) for all t ≥ 0, it is sufficient, by linearity and homo-
geneity, to verify condition (iii) at t = 0, i.e.
(ue)x(−x, 0) + que(−x, 0) = −
(
(ue)x(x, 0) + que(x, 0)
)
, x > 0.
Integrating this relation we obtain
(1.29) ue(−x, 0) = u0(x) + 2q
∫ x
0
eq(x−s)u0(s)ds, x > 0.
Set
(1.30) ue(x, 0) =

u0(x), x > 0,
u0(−x) + 2q
∫ −x
0
e−q(x+s)u0(s)ds, x < 0.
A direct calculation shows that ue(x, 0) is indeed C
1 and gives rise, in
principle, to a solution of the Schro¨dinger equation satisfying (i)(ii)(iii)
and hence a solution of (1.25).
There are, however, some technical considerations. If q < 0, then one
sees from (1.29) that ue(x, 0) decays (at a rate dictated by q and u0(x))
as x → −∞. This means, in particular, that ue(x, t) solves a PDE
on R with initial data in some standard class for which existence and
uniqueness are easily established. Indeed, one can solve (i)(ii)(iii) using
Fourier theory (equivalently, using the spectral theory of H = −d2/dx2
in L2(R))
(1.31) ue(x, t) =
1
2π
∫
R
ei(xz−tz
2/2)uˆ(z)dz
where uˆ(z) decays appropriately as |z| → ∞. To ensure the oddness
of (ue)x(x, t) + que(x, t), we see that r(z) ≡ (iz + q)uˆ(z) must be odd,
from which it follows that
(1.32) r(z) =
∫
R
e−ixzF (x)dx
where F (x) = (u0)x(x) + qu0(x), x > 0 and F (x) = −F (−x) for
x < 0. To check (ii), we note that for x > 0, (ue)x(x, 0) + que(x, 0) =∫
eixzr(z)dz = (u0)x(x) + qu0(x) and so e
qxue(x, 0) = e
qxu0(x) + c.
Letting x → +∞, we see that c = 0 and so ue(x, 0) = u(x) for x > 0.
Thus,
(1.33)
ue(x, t) =
∫
R
ei(xz−tz
2/2) r(z)
iz + q
dz
=
∫ ∞
0
e−itz
2/2r(z)
( eixz
iz + q
− e
−ixz
−iz + q
)
dz
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where r(z) is determined from (1.32). In other words the method of
images leads us back to the functional analytical approach using the
operator H+q . If q > 0, however, ue(x, 0) ∼ eq|x|
∫∞
0
e−qsu0(s)ds as
x→ −∞ so that generically ue(x, 0) does not decay as x→ −∞. Thus
the method of images breaks down. Said differently, the functional
analytic solution procedure (1.27) for q > 0 cannot be “unfolded” to
a “method of images” on the whole line with ue(x) sufficiently smooth
and decaying.
The method of [Tar88][BT91][Tar91] to solve HNLS+q is a nonlinear
analog of the “method of images”: we seek an extension ue(x, t) of the
solution u(x, t) of (1.3) such that ue(x, t) solves NLS, i∂tue +
1
2
∂2xue +
|ue|2ue = 0, on the whole line and the boundary condition (ue)x(0, t)+
que(0, t) = 0 is automatically satisfied. As NLS is not linear (and
also not homogeneous), choosing (ue)x(x, 0) + que(x, 0) to be odd no
longer works. The situation is more subtle: The key ingredient in
[Tar88][BT91][Tar91] is the notion of a Ba¨cklund transformation. As we
will show (see Remark 4.31 below), the method of [Tar88][BT91][Tar91]
is not just a nonlinear analog of the method of images for (1.25), but
in fact a nonlinearization of the method in an appropriate sense.
We recall (see e.g. [RS02]) that a Ba¨cklund transformation refers
very generally to a mapping B whereby a solution, say u, of one dif-
ferential equation is transformed into a solution, say v = B(u), of
another equation. The two equations may be the same in which case
B is called an auto-Ba¨cklund transformation. Ba¨cklund transforma-
tions have their origin in the transformation theory of pseudospherical
surfaces by Bianchi and Ba¨cklund in the 1880’s. (For such surfaces
the equation that underlies the theory is the sine-Gordon equation (see
[RS02]).) In the modern theory of integrable system, in particular,
the Ba¨cklund transformation has emerged as a major tool. The map
u 7→ B(u) ≡ −u is a trivial auto-Ba¨cklund transformation for NLS:
More interesting, for example, is the transformation (see e.g. [Dei78])
w 7→W where
(1.34)
W (x, t) = −2 d
2
dx2
logw(x, t),
w(x, t) = eθ + αe−θ, α > 0, θ = βx− 4β3t, β ∈ R,
which takes the solution w(x, t) of the (integrable!) linear equation
wt + 4wxxx = 0
into a (soliton) solution W (x, t) of the KdV equation
Wt − 6WWx +Wxxx = 0.
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The idea in [Tar88][BT91][Tar91] is to use a Ba¨cklund transformation
to extend the solution u(x, t) in x > 0 to NLS (1.3) to a solution
ue(x, t) on the whole line, in such a way that the boundary condition
ue(0, t)+que(0, t) = 0 is automatically satisfied, as desired. In addition
the transformation should be such, as in the linear case, that the ex-
tension ue(x, t) is smooth and decays as x→ ±∞ so that the standard
methods of scattering/inverse scattering theory, and hence Riemann-
Hilbert methods can be applied. Riemann-Hilbert theory provides the
precise analog in the nonlinear case of the Fourier transform method
given in (1.31). As in the linear case (cf. q > 0), however, there are lim-
itations on the applicability of this “method of images.” (see Remark
4.37 below)
The paper is organized as follows. In Section 2, we prove the exis-
tence of solutions of equations (1.8), (1.9) and (1.10). In Section 3, we
describe the scattering and inverse scattering method for the focusing
NLS equation on the line using Riemann-Hilbert techniques. In Section
4, we discuss Ba¨cklund transformation and the method of Bikbaev and
Tarasov to solve NLS on the half-line with boundary conditions (1.2).
A significant part of this section involves the rephrasing of the method
of Bikbaev and Tarasov as a RHP. In Sections 5, 6 and 7, we apply the
steepest-descent method for RHP in [DZ93][DZ03] to analyze u(x, t)
as t → ∞. (cf. Theorem 1) Finally in Section 8 we combine the re-
sults from Section 4 together with Riemann-Hilbert method to obtain
a more detailed description of the solution u(x, t) for times t = O(q−2)
(cf. Theorem 2).
We need to clarify a point of terminology. We have defined a Ba¨cklund
transformation very generally as a mapping which takes solutions of one
differential equation into the solution of another differential equations.
In particular, by (4.10), the map ψ 7→ ψ˜ = (z+P )ψ is a Ba¨cklund trans-
formation taking solutions of (∂x−L)ψ = 0 to solutions of (∂x− L˜)ψ˜ =
0. But (4.10) also shows that ∂x − L˜ = (z + P )(∂x − L)(z + P )−1
is invertible if and only if ∂x − L is invertible (apart, possibly, from
points z in the spec(-P)). Said differently, the operators (iσ)−1(∂x−Q)
and (iσ)−1(∂x − Q˜) are iso-spectral (modulo points in spec(-P)). Such
iso-spectral transformations are usually referred to in the inverse scat-
tering community as Darboux transformations. There is considerable
freedom in the choice of Darboux transformations, and we see that the
Ba¨cklund transformation that we utilize in this paper taking solutions
of NLS to solutions of NLS, are constructed from Darboux transforma-
tions ∂x−L 7→ ∂x− L˜ with a specific choice of parameters. The choice
of parameters in the Darboux transformations, depends in general, on
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the tack at hand. For example, a different choice of parameters gives
rise to an operator ∂x − L˜ with poles added in or removed from the
spectrum of ∂x − L. Such Darboux transformations are discussed in
the appendix.
2. Solutions of equations (1.8), (1.9) and (1.10)
Theorem 3. Solutions to equations (1.8), (1.9) and (1.10) in H1,1(R),
H1,1(R+) and H1,1(R),respectively, exist and are unique for all t ≥ 0.
The proof of this theorem is (essentially) standard. For the conve-
nience of the reader we provide some of the details for HNLS+q (1.9).
We proceed in steps. Let Ut ≡ e−iH+q t/2 be the one parameter unitary
operator generated by H+q in L
2(R+). If u(t) = u(x, t) solves (1.9), set
u˘(t) ≡ U−tu(t) = u0 + i
∫ t
0
U−s|u(s)|2u(s)ds.
For any φ ∈ C∞0 (0,∞), as Ut is unitary in L2(R+),
d
dt
(φ, u(t)) =
d
dt
(U−tφ, u˘(t))
=
(− i
2
U−tH+q φ, u˘(t)
)
+
(
U−tφ, iU−t|u(t)|2u(t)
)
,
where (f, g) =
∫∞
0
fg is the standard inner product in L2(R+). Thus,
(2.1)
d
dt
(φ, u(t)) =
i
2
(φ′′, u) + i(φ, |u(t)|2u(t)).
Let X = C([0, T ], H1,1(R+)), 0 < T < ∞, denote the set of contin-
uous maps from [0, T ] to H1,1(R+). Equip X with a norm, ‖v‖X ≡
sup0≤t≤T ‖v(t)‖H1,1(R+). For v = v(t) ∈ X , define an operator
(Tqv)(t) = Utv(0) + i
∫ t
0
Ut−s|v(s)|2v(s)ds, 0 ≤ t ≤ T.
Step 1 (Local existence and uniqueness): Tq is a locally Lipschitz con-
tinuous mapping from X to itself.
From standard spectral theory(see [CL55]), we have
(2.2)
Utw =
1
2π
∫ ∞
0
e−iz
2t/2(fq, w)(z)fq(x, z)dz
+ 2q
(∫ ∞
0
e−qyw(y)dy
)
e−qx+iq
2t/2, w ∈ L2(R+),
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for q > 0 where
fq(x, z) = e
ixz − q + iz
q − iz e
−ixz.
If q < 0, the second term is omitted in the spectral representation
(2.2). As Ut is unitary in L
2(R+), ‖Utw‖L2(R+) = ‖w‖L2(R+). Now for
w ∈ H1,1(R+) define
wq(x) ≡
{
w′(x) + qw(x), x ≥ 0,
− (w′(−x) + qw(−x)), x < 0,
Then, a direct calculation shows that
(2.3) (Utw)q = e
−iH0t/2wq.
As e−iH0t/2 is unitary in L2(R), it immediately follows that ‖(Utw)′‖L2(R+) ≤
c1‖w‖H1,1(R+). Moreover, by using integration by parts, we obtain
‖x(Utw)‖L2(R+) ≤ (c2t + c3)‖w‖H1,1(R+). Assembling the above results,
we see that ‖Utw‖H1,1(R+) ≤ (c4t+ c5)‖w‖H1,1(R+) and hence for v ∈ X ,
‖(Tqv)(t)‖H1,1(R+)
≤ ‖Utv(0)‖H1,1(R+) +
∫ t
0
‖Ut−s|v(s)|2v(s)‖H1,1(R+)ds
≤ (c4t+ c5)
(
‖v(0)‖H1,1(R+) +
∫ t
0
‖|v(s)|2v(s)‖H1,1(R+)ds
)
.
Thus, ‖Tqv‖X ≤ (c4T + c5)(1 + c6T‖v‖2X)‖v‖X <∞. For v1, v2 ∈ X ,
(2.4)
‖Tqv1 − Tqv2‖X
≤ sup
0≤t≤T
∫ t
0
‖Ut−s(|v1(s)|2v1(s)− |v2(s)|2v2(s))‖H1,1(R+)ds
≤ c7T (c4T + c5) sup
0≤t≤T
(‖v1‖2H1,0 + ‖v2‖2H1,0)‖v1 − v2‖X ,
where H1,0 = {w ∈ L2 : w is absolutely continuous w′ ∈ L2} is the first
Sobolev space. This proves Step 1. But then, it follows by a standard
fixed point argument that there exists a unique (weak) solution to
HNLS+q locally in H
1,1(R+). Let u(t) = u(x, t), 0 ≤ t ≤ T , be the
solution to HNLS+q with u(t = 0) = u0 ∈ H1,1(R+).
Step 2 : If u0 ∈ H1,1(R+) and u′0 ∈ L1(R+), then ux(x, t) is continuous
in x ∈ R+ and the boundary condition ux(0+, t) + qu(0, t) = 0 holds
for all t > 0. Moreover,
(2.5) |ux(x, t)| ≤ c√
t
, 0 < t ≤ T, 0 < T <∞.
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From (1.9) and (2.3), we have
(2.6) (u(t))q = e
−iH0t/2(u0)q + i
∫ t
0
e−iH0(t−s)/2(|u(s)|2u(s))qds.
For w ∈ H1,1(R+) such that w′ ∈ L1(R+), observe that wq ∈ L1(R).
Using the classical formula for the kernel of e−iH0t/2, we obtain from
(2.3),
(2.7) (Utw)q =
√
2
πt
∫
R
wq(s+ x)e
i( s
2
2t
−pi
4
)ds, t > 0.
Hence, (Utw)q is continuous in x and |(Utw)q| ≤ c√t‖wq‖L1(R+). Setting
w = u0 in (2.7), we see that the first term in (2.6) is continuous in x.
Clearly |u(t)|2u(t) ∈ H1,1(R+) ⊂ L1(R+) and (|u(t)|2u(t))′ ∈ L1(R+).
As 1√
t−s is integrable on [0, t], 0 ≤ t ≤ T , the second term in (2.6) is
also continuous in x. Thus, (u(x, t))q is continuous and, as u(x, t) is
clearly continuous, we conclude that ux(x, t) continuous. As wq is odd,
it follows from (2.7) that (Utw)q(x = 0) = 0 and hence the boundary
condition ux(0+, t) + qu(0+, t) = 0, 0 < t ≤ T , immediately follows
from (2.6).
Step 3 (Conserved quantities): M ≡ ∫∞
0
|u|2dx and H ≡ ∫∞
0
|ux|2 −
|u|4dx− q|u(0)|2 are constant in t.
The usual approach here is to prove by direct calculation that M
and H are conserved for classical solutions (with smooth initial data),
and then to use an approximation argument. However, the existence
of classical solutions for HNLS+q does not appear to be an elementary
matter. The technical issue is that if a smooth function u satisfies the
boundary condition u′(0)+qu(0) = 0, then |u|2u in general does not. In
other words, although |u|2u is smooth, |u|2u may not be in the domain
of the operator H+q and so an iteration in a higher Sobolev space fails.
On the other hand, classical solutions to (1.9) satisfying the bound-
ary conditions, with arbitrary orders of smoothness and decay, can
indeed be shown to exist (see Remark 4.34 below). The proof of the ex-
istence of such smooth solutions, relies ultimately on Riemann-Hilbert
methods. (cf. proof of Proposition 4.34) Such solutions could be used,
in particular, to verify Step 3 for general u ∈ H1,1(R+) by approxima-
tion as just described. However, we will present a direct proof of Step
3 which does not use approximation by smooth solutions. Relying on
Riemann-Hilbert techniques to prove the existence of global solutions
of (1.9) does not seem appropriate. Even more to the point, similar
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issues arise in the analysis of (1.8). In this case, solutions to the equa-
tion which are smooth enough to yield a direct proof of the constancy
of M and H, are not even known to exist for general (non-even) data
(cf. Step 5 below). So one needs the analog for (1.8) of the proof given
below, to prove global existence.
Suppose first that u0 ∈ H1,1(R+) and u′0 ∈ L1(R+). As Ut is unitary,
we have for u˘(t) = U−tu(t),
d
dt
∫ ∞
0
|u|2dx = d
dt
∫ ∞
0
|u˘|2dx =
∫ ∞
0
u˘tu˘+ u˘u˘tdx
=
∫ ∞
0
(iU−t|u|2u)u˘+ u˘(iU−t|u|2u)dx
=
∫ ∞
0
(i|u|2u)u+ u(i|u|2u)dx = 0,
and hence
∫∞
0
|u|2dx is constant. For H, we first have
(2.8)
∫ ∞
0
|uq|2dx =
∫ ∞
0
|ux + qx|2dx
=
∫ ∞
0
|ux|2dx− q|u(0, t)|2 + q2
∫ ∞
0
|u|2dx.
On the other hand, again as eiH0t/2 is unitary in L2(R), it follows from
(2.6) and the oddness of uq(x) that
d
dt
∫ ∞
0
|uq|2dx
=
1
2
d
dt
∫
R
|uq|2dx = 1
2
d
dt
∫
R
|eiH0t/2uq|2dx
=
1
2
∫
R
eiH0t/2uq(e
iH0t/2uq)t + e
iH0t/2uq(eiH0t/2uq)tdx.
=
1
2
∫
R
eiH0t/2uq(ie
iH0t/2(|u|2u)q) + eiH0t/2uq(eiH0t/2(|u|2u)q)dx.
=
i
2
∫
R
uq(|u|2u)q − uq(|u|2u)qdx.
= i
∫ ∞
0
(ux + qu)((|u|2u)′ + q|u|2u)
− (ux + qu)((|u|2u)′ + q|u|2u)dx.
= i
∫ ∞
0
u2u2x − u2u2xdx ≡ D(t)
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Hence, by (2.8) together with the fact that
∫∞
0
|u|2 is constant,
(2.9)
d
dt
(∫ ∞
0
|ux|2dx− q|u(0, t)|2
)
= D(t).
Let j(x) be any C∞-function supported on (−1, 1) such that j ≥ 0 and∫
R
j(x)dx = 1, and set jǫ(x) ≡ 1ǫ j(xǫ ). For any function w ∈ H1,1(R+),
denote wǫ(x) ≡
∫∞
0
jǫ(x − y)w(y)dy. Note that jǫ(x − y) ∈ C∞0 (0 <
y <∞) for x > ǫ. Hence from (2.1), we have for x > ǫ,
(uǫ)t =
i
2
(uǫ)xx + i(|u|2u)ǫ.
Thus, integrating by parts and noting that (uǫ)x = (ux)ǫ for x > ǫ, we
obtain
(2.10)
d
dt
∫ ∞
ǫ
|uǫ|4 = 2
∫ ∞
ǫ
uǫ(uǫ)tu
2
ǫ + u
2
ǫuǫ(uǫ)t
= Dǫ(t) + δ
ǫ
1(t) + δ
ǫ
2(t),
where
Dǫ(t) = i
∫ ∞
ǫ
u2ǫ(uǫ)
2
x − u2ǫ (uǫ)2x,
δǫ1(t) = i
(
u2ǫuǫ(uǫ)x − u2ǫuǫ(uǫ)x
)
(ǫ), and
δǫ2(t) = 2i
∫ ∞
ǫ
u2ǫuǫ(|u|2u)ǫ − uǫu2ǫ(|u|2u)ǫ.
As jǫ is an approximate identity, we see that for each 0 < t ≤ T δǫ1(t)
and δǫ2(t)→ 0 as ǫ ↓ 0: here we need the fact that ux(x, t) is continuous
in x and satisfies the boundary condition ux(0+, t) + qu(0, t) = 0.
Also Dǫ(t) → D(t). Moreover, it follows from (2.5), and the fact
that t 7→ u(t) is continuous, and hence bounded for 0 < t ≤ T , that
Dǫ(t) + δ
ǫ
1(t) + δ
ǫ
2(t) is bounded by
c√
t
, uniformly for ǫ > 0. Thus from
(2.9) and (2.10), we obtain∫ ∞
0
|ux(x, t)|2dx− q|u(0, t)|2 −
∫ ∞
ǫ
|u(x, t)|4dx
=
∫ ∞
0
|ux(x, 0)|2dx− q|u(0, 0)|2 −
∫ ∞
ǫ
|u(x, 0)|4dx
+
∫ t
0
D(s)−Dǫ(s)− δǫ1(s)− δǫ2(s)ds.
Now it follows by dominated convergence theorem that H is constant.
Step 3 for general data u0 ∈ H1,1(R+), then follows by approxima-
tion, u0 → uˇ0 = u0χR, R → ∞, where χR ∈ C∞0 [0,∞), χR(x) = 1 for
0 ≤ x ≤ R, and χR(x) = 0 for x > R + 1.
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Step 4 (Global existence: The solution u(x, t) of HNLS+q in H
1,1(R+)
exists globally for all t ≥ 0.
From the basic estimates, we have for any constant M > 0,
‖u‖2L∞(R+) ≤ 2‖u‖L2(R+)‖ux‖L2(R+) ≤MM+
1
M
‖ux‖2L2(R+),
and hence
‖ux‖2L2(R+) =
∣∣∣H + ∫ ∞
0
|u|4 + q|u(0)|2
∣∣∣
≤ |H|+ ‖u‖2L∞(R+)(M+ |q|)
≤ |H|+
(
MM+ 1
M
‖ux‖2L2(R+)
)
(M+ |q|).
Thus, if we set M = 2(M + |q|), then, as M and H are constant,
‖ux‖L2(R+) is uniformly bounded.
As Lipschitz constant in (2.4) depends only on the H1,0-norm of
u(t), it follows by standard arguments using the a priori bound on
‖ux(x, t)‖L2 , ‖u(x, t)‖L2 that the solution of HNLS+q exists globally.
Step 5 : Set uˆ0(x) ≡ u0(|x|) and uˆ(x, t) ≡ u(|x|, t), x ∈ R. Then, uˆ(x, t)
solves (1.8) with uˆ(t = 0) = uˆ0.
The proof follows immediately by applying the following result,
(2.11) (e−iHqt/2wˆ)(x) = (e−iH
+
q t/2w)(x), x > 0
for any w ∈ L2(R+), and wˆ(x) = w(|x|). This identity follows directly
by using the spectral representation (2.2) for e−iH
+
q t/2 and the spectral
representation (cf. [CL55])
(e−iHqt/2wˆ)(x)
=
1
4π
∫
R
e−iz
2t/2 z
2
z2 + q2
[
(f1, wˆ)(z)f1(x, z) + (f2, wˆ)(z)f2(x, z)
]
dz
+ q
(∫
R
e−q|y|wˆ(y)dy
)
e−q|x|
in the case q > 0, where f1(x, z) = e
ixz, x > 0, and f1(x, z) =
(
1 +
q
iz
)
eixz − q
iz
e−ixz, x < 0, and f2(x, z) = f1(−x, z). In the case q < 0,
the second term is omitted.
For NLS on the line, solutions to IVP exist globally in Hk,k(R) for
all k ≥ 1.
Proposition 2.1. Let u0 ∈ Hk,k(R), k ≥ 1. Then NLS on R has a
(unique) solution with u(t = 0) = u0 in H
k,k(R), i.e., there exists a
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continuous map t 7→ u(t) ∈ Hk,k(R) ⊂ H1,1(R), u(t = 0) = u0 such
that u(t) solves (1.10).
Remark 2.2. A standard argument shows that if u(t) solves NLS in
Hk,k(R) for k ≥ 3, then u(t) is a classical solution.
3. Scattering and Inverse Scattering
We now recall the Riemann-Hilbert version (see [BC84][Zho89][Zho98];
see also [DZ91][BDT88]) of scattering and inverse scattering for the fo-
cusing NLS equation on the line,
(3.1)
iut +
1
2
uxx + |u|2u = 0, t ≥ 0, −∞ < x <∞,
u(x, t = 0) = u0(x).
Let L denote the Zakharov-Shabat Lax operator in (1.28) above and
set
(3.2) E = − i
2
z2σ − 1
2
z
(
0 u
−u 0
)
+
1
2
(
i|u|2 iux
iux −i|u|2
)
.
The operators ∂x − L and ∂t − E form a Lax pair for the focusing
NLS equation in the sense that the compatibility of ∂xψ = Lψ and
∂tψ = Eψ, i.e. ∂t(∂xψ) = ∂x(∂tψ) is equivalent to NLS (3.1), i.e.,
u = u(x, t) is a (classical) solution to (3.1) if and only if ∂x − L and
∂t −E commute as operators on smooth functions ψ = ψ(x, t), i.e.,
(3.3) (∂x − L)(∂t − E) = (∂t − E)(∂x − L).
Alternatively, NLS is equivalent to an iso-spectral deformation of the
operator
(3.4) T = T (u) = (iσ)−1
(
∂x −
(
0 u(x)
−u(x) 0
))
.
The following facts about solutions ψ of Tψ = zψ, or equivalently,
(3.5) ψx = Lψ = (izσ +Q)ψ, Q(x) =
(
0 u(x)
−u(x) 0
)
,
play a basic role in the theory that follows. The proofs are direct
calculations. Let σ2 =
(
0 −i
i 0
)
be the second Pauli matrix.
Proposition 3.1. Let ψ(x, z) solve (3.5). Then,
(i) σ2ψ(x, z)σ2 also solves (3.5) and
(ii) σ3ψ(−x,−z)σ3 solves (3.5) with Q(x) replaced by Q(−x).
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Of course the factors σ2 and σ3 on the right in (i),(ii) can be omitted:
we include them here in view of the applications that follow.
The scattering map S (see Definition 3.7 below) maps T to its
scattering data. We now describe the properties of S when u lies
in the Sobolev space H1,1 = {u ∈ L2(R) : u′(x), xu(x) ∈ L2(R)}.
This is sufficient for our purpose as we will only consider NLS and
(1.4) in H1,1. (cf. [DZ03]) (For the action of S on the other spaces
e.g. Hk,j = {u ∈ L2(R) : u, u′, · · · , u(k−1) are absolutely continuous,
u(k)(x), xju(x) ∈ L2(R)}, k ≥ 0, j ≥ 1, or Schwartz space, see [Zho98]).
We use the standard notation C+ = {Im z > 0}, C− = {Im z < 0},
e1 = (1, 0)
T and e2 = (0, 1)
T . For u ∈ H1,1 and z ∈ C+, the equation
(3.6) φx = (izσ +Q)φ
has a unique column solution φ = (φ1, φ2)
T such that
(3.7) φ(x, z)eixz/2 → e2 as x→ −∞.
As x→∞,
φ(x, z)eixz/2 → a(z)e2.
where the scattering function a(z) is
• analytic in C+,
• continuous in C+ and
• a(z)→ 1 as z →∞ in C+.
We say that u ∈ H1,1(R) is generic if a(z) is non-zero in C+ except
at a finite number of points z1, · · · , zn ∈ C+ where it has simple zeros
a(zk) = 0, a
′(zk) 6= 0, k = 1, · · · , n. The set of generic functions u(x) is
an open dense subset ofH1,1(R) (see [Zho98][BDT88]), which we denote
by G. Set Z+ = {z1, · · · , zn}, Z− = {z1, · · · , zn}, and Z = Z+ ∪ Z−.
Theorem 4 (Direct Scattering: see [BC84][Zho98]; also cf. [BDT88]).
Let u ∈ G ⊂ H1,1.
(1) For z ∈ C\(R∪Z), the equation Tψ = zψ has a unique solution
ψ = ψ(x, z) such that
(i) ψ(x, z)e−ixzσ is bounded for x ∈ R and
(ii) ψ(x, z)e−ixzσ → I as x→ −∞.
(2) Points z ∈ Z correspond to L2(R) eigenvalues of T , Th = zh,
h = (h1, h2)
T ∈ L2(R). Moreover, z = zk is an L2 eigenvalue if
and only if z = zk is an L
2 eigenvalue. The associated eigen-
functions h have asymptotics
h = h(x, zk) = (e1 + o(1))e
ixzk/2 as x→ +∞,
= γ(zk)(e2 + o(1))e
−ixzk/2 as x→ −∞,
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and
h = h(x, zk) = (e2 + o(1))e
−ixzk/2 as x→ +∞,
= γ(zk)(e1 + o(1))e
ixzk/2 as x→ −∞,
where γ(zk) = −γ(zk) 6= 0.
(3) For all x ∈ R, the solution ψ(x, z) in (1)
• is analytic in C \ (R ∪ Z),
• has simple poles at Z such that
Res
z=zk
ψ(x, z) = lim
z→zk
ψ(x, z)
(
0 0
c(zk) 0
)
,
Res
z=zk
ψ(x, z) = lim
z→zk
ψ(x, z)
(
0 c(zk)
0 0
)
.
where c(zk) = γ(zk)/a
′(zk), c(zk) = −c(zk), k = 1, · · · , n,
and
• has continuous boundary values ψ±(x, z) = lim
ǫ↓0
ψ(x, z ± iǫ),
z ∈ R, satisfying the jump relation
(3.8) ψ+(x, z) = ψ−(x, z)v(z), z ∈ R,
where the jump matrix v(z) has the form
(3.9) v(z) =
(
1 + |r(z)|2 r(z)
r(z) 1
)
,
and the reflection coefficient r(z) ∈ H1,1.
(4) For all x ∈ R,
• ψ(x, z)e−ixzσ → I as z →∞ in C+ or in C−.
• ψ(x, z)e−ixzσ = I + m1(x)
z
+ o
(
1
z
)
as z → ∞ in any cone
|Imz| > c|Rez|, c > 0.
Remark 3.2. A solution ψ of Tψ = zψ, z ∈ C\R, satisfying (1)(i)(ii) is
known as a Beals-Coifman solution. For emphasis we denote ψ = ψBC .
Remark 3.3. Note that as the vector field in (3.6) has trace zero,
detψ(x, z) is independent of x. Hence by (1)(i),
(3.10) detψ(x, z) = 1, for all x ∈ R, z ∈ C \ (R ∪ Z).
Remark 3.4. If u ∈ H1,1(R) is not generic, the zero set of a(z; u) can
be extremely complicated. For example see [Zho89]. Let z0 > 0 be an
arbitrary positive number and let ǫ > 0 be small. Let D+ = {z ∈ C+ :
|z− z0| < ǫ}. Let a(z) be any function which is analytic in D+, contin-
uous up to the boundary ∂D+, and non-zero in ∂D+ ∩C+. Then there
exists u in Schwartz space, S(R), such that ∆ = {z ∈ D+ : a(z) = 0} ⊂
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spec{T (u)}. Thus we see, in particular, that there exist a Schwartz
function u with L2(R)-eigenvalues {zk} ⊂ C+ accumulating at essen-
tially arbitrary rates onto the real axis. The long time asymptotics of
solutions of NLS with such initial data u, is correspondingly extremely
complicated and not yet fully understood. This is in sharp contrast to
the case where u ∈ G(see below).
We note that the second column of ψ(x, z), z ∈ C+, is in fact the
solution φ = (φ1, φ2)
T in (3.6)(3.7) above. Define
a(z) ≡ a(z), z ∈ C−.
The asymptotic behavior of ψ(x, z)e−ixzσ in (1)(i)(ii) above is in H1,1
in the following sense.
Proposition 3.5. Let z ∈ C \ (R ∪ Z). Let χ+(x) be a C∞ function
such that 0 ≤ χ+ ≤ 1, χ+(x) = 1 for x ≥ 1 and χ+(x) = 0 for x ≤ 0.
Let χ− = 1− χ+. Then,
‖(ψ(x, z)e−ixzσ − I)χ−‖H1,1 ≤ c(u),
‖(ψ(x, z)e−ixzσ − a(z)−σ3)χ+)‖H1,1 ≤ c(u),
Proof. Let z ∈ C+ \ Z. The other case z ∈ C− \ Z is similar. Let
m(x, z) = (m1, m2) = ψ(x, z)e
−ixzσ. Then (cf. [BC84],[Zho98]), as
a(z) 6= 0, m1, m2 are obtained as solutions of the following Volterra
integral equations
(3.11) m1(x, z) = a(z)
−1e1−
∫ ∞
x
(
1 0
0 eiz(y−x)
)(
0 u
−u 0
)
m1(y, z)dy,
and
(3.12) m2(x, z) = e2 +
∫ x
−∞
(
e−iz(y−x) 0
0 1
)(
0 u
−u 0
)
m2(y, z)dy,
We consider (3.12): the analysis of (3.11) is similar. The solution
m2(x, z) of (3.12) is obtained by standard iterations, which yields the
bound
(3.13) sup
x∈R
|m2(x, z)| ≤ e
∫
∞
−∞
|u(y)|dy.
Writing m2 = ((m2)1, (m2)2)
T , (3.12) becomes
(3.14) (m2)1(x, z) =
∫ x
−∞
e−iz(y−x)u(y)(m2)2(y, z)dy,
and
(3.15) (m2)2(x, z) = 1−
∫ x
−∞
u(y)(m2)1(y, z)dy,
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From Lemma 3.6 below,
‖(m2)1‖H1,1(R) ≤ c‖u(m2)2‖H0,1(R) ≤ c‖(m2)2‖L∞(R)‖u‖H0,1(R),
and hence from Lemma 3.6 again,
‖((m2)2 − 1)χ−‖H1,1(R) ≤ c‖u‖H0,1‖(m2)1‖H1,1 ≤ c‖u‖2H0,1‖(m2)2‖L∞ .
As x→∞, we re-write (3.15) as
(3.16)
(m2)2(x, z) = 1−
∫ ∞
−∞
u(y)(m2)1(y, z)dy +
∫ ∞
x
u(y)(m2)1(y, z)dy.
The quantity 1 − ∫∞−∞ u(y)(m2)1(y, z)dy is precisely a(z). Arguing as
above we see that
‖((m2)2 − a(z))χ+‖H1,1(R) ≤ c‖u‖2H0,1‖(m2)2‖L∞ .
This completes the proof of the Proposition. 
Lemma 3.6. Let f(x) ∈ H0,1(R), g(x) ∈ H1,1(R) and q > 0. Then,∥∥∥∥ ∫ ∞〈x〉 f(y)g(y)dy
∥∥∥∥
H1,1(R+)
≤ c‖f‖H0,1(R+)‖g‖H1,1(R+),∥∥∥∥ ∫ ∞〈x〉 f(y)e−q(y−〈x〉)dy
∥∥∥∥
H1,1(R)
≤ c‖f‖H0,1(R),∥∥∥∥ ∫ 〈x〉−∞ f(y)e−q(〈x〉−y)dy
∥∥∥∥
H1,1(R)
≤ c‖f‖H0,1(R),
where c depends on q.
Proof. For x > 0,∣∣∣∣ ∫ ∞
x
f(y)g(y)dy
∣∣∣∣ ≤ ∫ ∞
x
y2 + 1
x2 + 1
|f(y)||g(y)|dy
≤ 1
x2 + 1
‖f‖H0,1(R+)‖g‖H0,1(R+).
and hence we obtain the inequality for
∥∥ ∫∞
〈x〉 fg
∥∥
H0,1(R+)
. As d
dx
∫∞
x
fg =
−fg, the first inequality follows. For the second inequality, observe that∫ ∞
x
f(y)e−q(y−x)dy =
∫ ∞
0
f(x+ y)e−qydy.
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and hence by Minkowski’s inequality,∥∥∥∥(1 + |〈x〉|) ∫ ∞〈x〉 f(y)e−q(y−〈x〉)
∥∥∥∥
L2(R)
≤
∫ ∞
0
∥∥(1 + |〈x〉|)f(〈x〉+ y)∥∥
L2(R)
e−qydy
≤ c‖f‖H0,1(R)
∫ ∞
0
(1 + y)e−qydy ≤ c‖f‖H0,1(R).
Now, d
dx
∫∞
x
feq(x−y) = −f + ∫∞
x
qfeq(x−y), which lies in L2, again by
the Minkowski’s inequality. This proves the the second inequality. A
simple change of variables shows that the third inequality follows from
the second inequality. 
In [ZS72] the authors consider solutions φ of the Lax equation Tφ =
zφ which are different from, but related to, the boundary values of the
Beals-Coifman solutions ψ±(x, z) = (ψ1±(x, z),Ψ2±(x, z)). For z ∈ R,
set
(3.17)
ψ+(x, z) ≡ (a(z)ψ1+(x, z), a(z)ψ2−(x, z)),
ψ−(x, z) ≡ (ψ1−(x, z), ψ2+(x, z)),
Then Tψ± = zψ±, z ∈ R and ψ±(x, z) have asymptotics,
(3.18)
m+(x, z) ≡ ψ+(x, z)e−ixzσ → I as x→ +∞,
m−(x, z) ≡ ψ−(x, z)e−ixzσ → I as x→ −∞,
Moreover, the solutions ψ±, z ∈ R, are uniquely determined by the
conditions (3.18). From Proposition 3.1,
(3.19) ψ±1 (x, z) = iσ2ψ
±
2 (x, z) =
(
0 1
−1 0
)
ψ±2 (x, z).
As detψ±(x, z) ≡ 1, z ∈ R, we conclude that for x, z ∈ R,
(3.20) ‖ψ±j (x, z)‖2 = |(ψ±j )1(x, z)|2 + |(ψ±j )2(x, z)|2 = 1, j = 1, 2.
A direct calculation using the jump relation for ψ± shows that
(3.21) ψ+(x, z) = ψ−(x, z)S(z), z ∈ R
where S is the scattering matrix and
S(z) =
(
a(z) −b(z)
b(z) a(z)
)
, b(z) ≡ a(z)r(z), z ∈ R.
We have
(3.22) |a(z)|2 + |b(z)|2 = detS(z) = 1, z ∈ R.
25
Note that if u is generic, a(z) 6= 0 for z ∈ R and as a(z) → 1 as
|z| → ∞, ‖b‖L∞(R) ≤ c < 1. Let
(3.23) Γ+ = {γ(zk), zk ∈ Z+}.
Knowledge of (a, b,Γ+) is equivalent to the knowledge of (r, Z+, K+).
Indeed if a, b and Γ+ are known, then clearly r(z) = b(z)/a(z) and
c(zk) =
γ(zk)
a′(zk)
, k = 1, · · · , n are known. Moreover, Z+ is just the set of
the zeros of a(z) in C+. Conversely, as |a(z)|−2 = 1+ |r(z)|2, it is easy
to verify that
(3.24) a(z) =
∏
zk∈Z+
z − zk
z − zk e
−l(z).
where
(3.25) l(z) =
1
2πi
∫
R
log
(
1 + |r(s)|2)
s− z ds, z ∈ C
+.
But then b(z) = a(z)r(z), z ∈ R, and using the above formula (3.24)
it is easy to deduce that
(3.26) b ∈ H1,1(R).
Also,
(3.27) γ(zk) = c(zk)a
′(zk), k = 1, · · · , n.
We will use this fact repeatedly below without further comment. The
solutions ψ± are called the ZS-AKNS solutions of Tψ = zψ (see
[AKNS74]). (3.17) shows that ψ+1 and ψ
−
2 , the first and second columns
of ψ+ and ψ−, respectively, have analytic continuations to C+. Also,
ψ−1 and ψ
+
2 = a(z)ψ2−(x, z) = a(z)ψ2−(x, z) and ψ
+
2 have analytic con-
tinuations to C−. Whenever we mention ZS-AKNS solutions in the
sequel for z ∈ C \R, we always mean the analytic continuations of ψ+,
ψ−2 and ψ
−
1 , ψ
+
2 to C
+ (respectively C−). Note that
(3.28)
ψZS(x, z) =

(ψ+1 (x, z), ψ
−
2 (x, z)) = ψBC(x, z)
(
a(z) 0
0 1
)
, z ∈ C+
(ψ−1 (x, z), ψ
+
2 (x, z)) = ψBC(x, z)
(
1 0
0 a(z)
)
, z ∈ C−.
In particular, as detψBC(x, z) = 1, we see that
(3.29) detψZS(x, z) =
{
a(z), z ∈ C+
a(z), z ∈ C−.
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Also, from (3.21), we see that
(3.30) b(z) = det(ψ−1 , ψ
+
1 )(x, z), z ∈ R.
Clearly by (3.29), a(z) = 0 for z ∈ C+ if and only if ψ+1 is propor-
tional to ψ−2 . But as ψ
+
1 and ψ
−
2 decays exponentially as x → ±∞,
respectively, we see that a(z) = 0, z ∈ C+ if and only if z is an
L2(R)-eigenvalue of the operator T . Similarly for z ∈ C−, a(z) = 0
if and only if ψ−1 is proportional to ψ
+
2 . Also, a(z) = 0 if and only
if z is an L2(R)-eigenvalue of the operator T . Let K = K+ ∪ K− =
{c(z1), · · · , c(zn)} ∪ {c(z1), · · · , c(zn)}.
Definition 3.7. The scattering map S takes u ∈ G to its scattering
data S = S(u) = (r, Z+, K+)
H1,1 ⊃ G ∋ u 7→ S(u) = (r(·; u), Z+(u), K+(u)) ∈ H1,1×Cn+× (C \ 0)n.
where n = n(u) depends on u.
The inverse scattering map S−1 is constructed by solving a normal-
ized RHP (see [BC84], [Zho98]). The use of RHP’s to solve inverse
scattering problems, goes back to the work of Shabat [Sha75]. For any
n ≥ 0, let
• r ∈ H1,1,
• Z = Z+ ∪ Z− where Z+ ∈ Cn+ and Z− = Z+ ∈ Cn−,
• K = K+ ∪ K− where K+ = {c(z1), · · · , c(zn)} ∈ (C \ 0)n and
K− = {c(z1) = −c(z1), · · · , c(zn) = −c(zn)} ∈ (C \ 0)n.
Set v(z) =
( 1+|r(z)|2 r(z)
r(z) 1
)
and for x ∈ R,
vx(z) = e
ixzadσv(z) ≡ eixzσv(z)e−ixzσ =
(
1 + |rx(z)|2 rx(z)
rx(z) 1
)
,
where rx(z) = r(z)e
ixz. For fixed x ∈ R, let m = m(x, z) solve the
following normalized RHP:
(3.31)
(i) m(x, ·) is analytic in C \ (R ∪ Z).
(ii) m(x, ·) has continuous boundary values on the axis satisfying
m+(x, z) = m−(x, z)vx(z), z ∈ R,
(iii) m(x, ·) has simple poles at Z satisfying
Res
z=zk
m(x, z) = lim
z→zk
m(x, z)vx(zk), vx(zk) =
(
0 0
cx(zk) 0
)
,
Res
z=zk
m(x, z) = lim
z→zk
m(x, z)vx(zk), vx(zk) =
(
0 cx(zk)
0 0
)
.
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where cx(zk) = e
−ixzkc(zk), cx(zk) = eixzkc(zk) = −cx(zk).
(iv) m(x, z)→ I as z →∞.
Note that, by Theorem 4, if u(x, z) is the Beals-Coifman solution for
u(x), then m(x, z) ≡ ψ(x, z)e−ixzσ is a solution of the above normalized
RHP with S(u) = (r, Z+, K+).
Remark 3.8. If m = m(x, z) solves the above RHP, detm(x, z) ≡ 1.
Indeed, as det vx(z) ≡ 1, detm is analytic across R. Also, detm is
analytic at zk: this is because the residue condition is easily shown to
be equivalent to the requirement that m(x, z) = M(x, z)
(
I + vx(zk)
z−zk
)
where M(x, z) is analytic and invertible near z = zk. On the other
hand, detm(x, z) → 1 as z →∞ and so detm(x, z) ≡ 1 by Liouville’s
theorem.
Remark 3.9. If the above RHP has a solution m = m(x, z), then it
is unique. Indeed, if mˆ = mˆ(x, z) is another solution of the RHP, a
simple standard calculation shows that the ratio mˆm−1 is an entire
function which goes to I as z → ∞. By Liouville’s theorem, it follows
that mˆ = m.
We now introduce a Cauchy operator on R,
Ch(z) =
∫
R
h(s)
s− z
ds
2πi
, z ∈ C \ R,
C±h(z) = lim
ǫ↓0
Ch(z ± iǫ), z ∈ R.
The operators C± are bounded, self-adjoint projections in L2(R), ‖C±‖L2(R)→L2(R) =
1, satisfying the important identity
(3.32) C+ − C− = id.
Define the operator on 2× 2 matrix valued functions
(3.33) Cvh = C
−(h(v − I)), h ∈ L2.
Clearly, Cv is also bounded in L
2. For x ∈ R, let µ = µx(z) be a 2× 2
matrix valued function on R ∪ Z with the following properties. On R,
all the entries of µ − I = µ(z) − I lie in L2(R) and for each ζ ∈ Z,
µ(ζ) ∈ M2×2(C). Suppose that µ = µx solves the following system of
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coupled singular integral equations in R× Z,
(3.34)
(
(1− Cvx)µx
)
(z) = I +
∑
ζ∈Z
µx(ζ)vx(ζ)
ζ − z , z ∈ R,
µx(ζ) = I +
1
2πi
∫
R
µx(s)(vx(s)− I)
s− ζ ds
+
∑
ζ′∈Z\{ζ}
µx(ζ
′)vx(ζ ′)
ζ ′ − ζ , ζ ∈ Z.
Set
(3.35)
m(z) = m(x, z) ≡ I + 1
2πi
∫
R
µx(s)(vx(s)− I)
s− z ds +
∑
ζ∈Z
µx(ζ)vx(ζ)
ζ − z
for z ∈ C \ (R∪Z). Then, a direct calculation using (3.32) shows that
m(z) solves the RHP (3.31). Equations (3.34) have a unique solution
µ = µx in (I + L
2(R)) × (M2×2(C))2n by the following argument (see
[Zho98] for details): First one shows that the equations are Fredholm
of index zero, and then one shows that the associated kernel of the
equations is {0} (More properly, one shows that equations (3.34) are
of type Fx = y where F is a Fredholm operator with ind(F) = 0 and
Null(F) = dim Ker(F) = 0. Thus codim(F) = −ind(F)+Null(F) = 0
and so F is a bijection). Hence the solution µx exists and is unique in
(I + L2(R)) × (M2×2(C))2n for each x ∈ R. Moreover, as z → ∞ in a
cone |Imz| > c|Rez|, c > 0,
m(z) = m(x, z) = I +
m1(x)
z
+ o
(1
z
)
.
Set
u(x) = −i(m1(x))12.
Then one shows that r ∈ H1,1 ⇒ u(x) ∈ H1,1.
Definition 3.10. The inverse scattering map I takes (r, Z+, K+) ∈
H1,1 × Cn+ × (C \ 0)n to the function u(x) ∈ H1,1,
(r, Z+, K+) 7→ (r, Z+ ∪ Z+, K+ ∪ (−K+)) 7→ u(x).
Theorem 5. The maps S : G → H1,1 × Cn+ × (C \ 0)n and I : H1,1 ×
Cn+ × (C \ 0)n → G are continuous and inverse to each other.
Remark 3.11. (see [BC84] [Zho98]; also cf. [DZ03]) The direct scatter-
ing problem yields the function m(x, z) = m(x, z; u) = ψ(x, z; u)e−ixzσ
where ψ is a Beals-Coifman solution of dψ
dx
= (izσ+
( 0 u(x)
−u(x) 0
)
)ψ. On
the other hand, the RHP yields the functionm(x, z) = m(x, z; r, Z+, K+).
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We will simply use the notation m(x, z); the precise meaning will be
clear from the context. Of course, if (r, Z+, K+) = S(u), then by the
above theorem m(x, z; u) = m(x, z; r, Z+, K+).
Theorem 6 (Time evolution of the scattering data: see [ZS72][Zho89]).
Suppose u0 ∈ G ⊂ H1,1. Then the (weak, global) solution u(t) of (3.1)
with u(t = 0) = u0 remains in G, u(t) ∈ G for t ≥ 0, and
r(t) = r(u(t)) = r(z; u0)e
−iz2t/2, z ∈ R,
Z+(t) = {zj(t) = zj(u(t)) = zj(u0), j = 1, · · · , n},
K+(t) = {cj(t) = cj(u(t)) = cj(u0)eiz2j t/2, j = 1, · · · , n},
or equivalently,
a(t) = a(u(t)) = a(z; u0), z ∈ C+,
b(t) = b(u(t)) = b(z; u0)e
iz2t/2, z ∈ R,
Z+(t) = {zj(t) = zj(u(t)) = zj(u0), j = 1, · · · , n},
Γ+(t) = {γj(t) = γj(u(t)) = γj(u0)eiz2j t/2, j = 1, · · · , n}.
Conversely, if r0 ∈ H1,1(R) and
Z0+ = {z01 , · · · , z0n} ⊂ C+,
K0+ = {c01, · · · , c0n} ⊂ C \ {0},
then u(t) = I(r0(♦)e−i♦2t/2, Z0+, {c0jei(z0j )2t/2}) solves NLS with initial
data u0 = I(r0, Z0+, K0+). In particular, if u0 ∈ G and r0 = r(z; u0),
{z0j = zj(u0)}, {c0j = cj(u0)}, then the (weak, global) solution u(t) of
NLS with u(0) = u0 is given by
u(t) = I(S(u(t)))
= I(r(u(t)), Z+(t) = Z+, K+(t))
= I(r(♦; u0)e−i♦2t/2, {zj(u0)}, {cj(u0)eiz2j t/2}).
The long-time behavior of u(t) is then inferred by evaluating I in
terms of the RHP (3.31) and using the steepest descent method of
[DZ93].
Remark 3.12. Let ψZS(x, t, z) ≡ (ψ+1 , ψ−2 )(x, t, z) for z ∈ C+. As
the operator ∂t − E in (3.2) commutes with ∂x − L in (1.28), (∂x −
L)((∂t − E)ψZS) = (∂t − E)((∂x − L)ψZS) = 0, and so (∂t − E)ψZS
also solves (3.5). For z ∈ C \R such that a(z) = detψZS 6= 0, we have
(∂t − E)ψZS = ψZSM for some matrix M = M(z, t). As ψZSe−ixzσ is
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bounded as x→ ±∞, we see that M(z, t) = iz2σ
2
, or equivalently,
(3.36)
∂
∂t
(
(ψ+1 )1
(ψ+1 )2
)
=
i
2
( |u|2 ux + izu
ux − izu z2 + |u|2
)(
(ψ+1 )1
(ψ+1 )2
)
and
(3.37)
∂
∂t
(
(ψ−2 )1
(ψ−2 )2
)
=
i
2
(−z2 + |u|2 ux + izu
ux − izu |u|2
)(
(ψ−2 )1
(ψ−2 )2
)
.
4. The Ba¨cklund Transformation, the Ba¨cklund
Extension and the Solution Procedure
Most of the results in this section are due to Bikbaev and Tarasov
[BT91][Tar91]. For completeness, what follows is a presentation of
the results in [BT91][Tar91] with some interpretations, additions and
alternative proofs. Let q ∈ R and let u(x) be an L1loc complex-valued
function on the line or the half-line R+ or R−. Let Q =
(
0 u
−u¯ 0
)
as
above. Consider the following 2× 2 matrix ODE,
(4.1)
{
Px = (Q− i[σ, P ])P − PQ,
P0 ≡ P (0) = −iqσ3.
Proposition 4.1. If u ∈ L1
loc
(R), then there exists a unique global
solution P (x) of (4.1) on R. If u ∈ L1
loc
(R±), then there exists a
unique global solution P (x) of (4.1) on R±, respectively.
Proof. Let Ψ0(x, z) = (Ψ01(x, z),Ψ
0
2(x, z)) solve (3.5) with Ψ
0(0, z) = I.
Equation (4.1) can be linearized in the following way. Note that (4.1)
can be rewritten in an iso-spectral form
Px = [Q− iσP, P ].
Hence
(4.2) P (x) = ϕ(x)P0(ϕ(x))
−1.
for some invertible matrix ϕ(x), ϕ(0) = I. But then we must have Px =
[ϕ′(x)(ϕ(x))−1, P ], so we can choose ϕ′ϕ−1 = Q− iσP = Q− iσϕP0ϕ−1
or ϕ′ = Qϕ− iσϕP0. Hence if ϕ(x) = (ϕ1(x), ϕ2(x)) we see that ϕ′1 =
Qϕ1+ i(iq)σϕ1 and ϕ
′
2 = Qϕ2+ i(−iq)σϕ2. As ϕ(0) = I, we must have
ϕ(x) = (Ψ01(x, iq),Ψ
0
2(x,−iq)). But by Proposition 3.1, Ψ02(x,−iq) =
σ2Ψ0(x, iq)σ2e2 =
(
0 −1
1 0
)
Ψ01(x, iq). Thus ϕ(x) =
(
ξ1 −ξ2
ξ2 ξ1
)
, where ξ =(
ξ1
ξ2
)
= Ψ01(x, iq). In particular, detϕ(x) = |ξ1(x)|2 + |ξ2(x)|2 6= 0 so
that ϕ(x) is invertible. We conclude that P = ϕP0ϕ
−1, ϕ =
(
ξ1 −ξ2
ξ2 ξ1
)
is
the desired unique global solution of (4.1). 
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Henceforth P (x) denotes the unique solution to (4.2) for u(x) ∈ L1loc.
For a column vector b(x) =
(
b1(x)
b2(x)
)
such that b(x) 6= 0 for all x, define
(4.3) F(b) ≡ b1b2|b1|2 + |b2|2 .
Note that F(b) in (4.3) is determined by the ratio of the entries in b.
From (4.2) we see that
(4.4) P (x) = ϕP0ϕ
−1 =
−iq
|ξ1|2 + |ξ2|2
(|ξ1|2 − |ξ2|2 2ξ1ξ2
2ξ1ξ2 −|ξ1|2 + |ξ2|2
)
,
where ϕ1 =
(
ξ1
ξ2
)
. Denote
(4.5) u˜ ≡ u− iP12 = u− 2qF(ϕ1).
Then, from (4.4),
(4.6) Q˜ ≡ Q− i[σ, P ] =
(
0 u˜
−u˜ 0
)
.
In particular, by (4.1),
(4.7) u˜(0) = u(0).
The choice of P in (4.1) is motivated by the following fact which is
easily verified by direct computation: Let ψ(x, z) be a solution of (3.5),
(4.8) ψx = Lψ = (izσ +Q)ψ
and set
ψ˜(x, z) = (z + P (x))ψ(x, z).
Then P (x) solves (3.5) if and only if ψ˜(x, z) is an eigensolution of
(4.9) ψ˜x = L˜ψ˜ = (izσ + Q˜)ψ˜, L˜ = izσ + Q˜,
where Q˜ is given by (4.6). Equivalently, P (x) solves (3.5) if and only
if
(4.10) (z + P )(∂x − L) = (∂x − L˜)(z + P ).
In particular, we see that P (x) induces a Ba¨cklund transformation
ψ 7→ ψ˜ for scattering equations of type (3.5).
Remark 4.2. Note that const = det ψ˜(x, z) = det(z+P (x)) detψ(x, z) =
det(z + P (x))const, so det(z + P (x)) is independent of x. This is con-
sistent with the fact that (4.1) is an iso-spectral deformation P0.
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We call the transformation Bq : u 7→ u˜ = Bq(u), the Ba¨cklund trans-
formation of u(x) with respect to q. If u(x) is only defined on R+ or
R
−, then we call the map B±q : u 7→ u˜ = B±q (u), the Ba¨cklund trans-
formation of u(x) with respect to q on R+ or R−, respectively. Clearly,
Bq maps L1loc(R)→ L1loc(R) and B±q maps L1loc(R±)→ L1loc(R±).
In general, Ba¨cklund transformations u 7→ u˜ involve a choice of pa-
rameters, symbolically u˜ = F (u; c1, c2, · · · ), for some functional F ,
which takes, for example, one scattering problem (4.8) into another
(4.9), If u(t) solves a dynamical equation in t, it is often possible
to choose c1 = c1(t), c2 = c2(t) appropriately to ensure that u˜(t) =
F (u(t); c1(t), c2(t), · · · ) also solves an (or maybe, the same) dynami-
cal equation. In this way the Ba¨cklund transformation for scattering
problems, for example, gives rise to (auto-)Ba¨cklund transformations
for the dynamical systems. For example, the Ba¨cklund transformation
in (1.34) can also be viewed (see e.g. [Dei78]) as taking the trivial
solution Wtriv(x, t) ≡ 0 of KdV to the solution (1.34) of KdV via a
Ba¨cklund transformation of Schro¨dinger operators
Htriv = − d
2
dx2
+Wtriv 7→ H(t) = − d
2
dx2
+W (t)
where W (t) = W (x, t) = −2 d2
dx2
log
(
eβx + ce−βx
)
. Only if c is chosen
so that c = c(t) = qe8β
3t, does Wtriv 7→ W (t) result in a solution of
KdV. As we will see, the method in [BT91][Tar91] can be viewed as
a Ba¨cklund transformation taking functions on R+ to functions on R,
where the parameters are chosen automatically in such a way that the
solution u(t) = u(x, t) of HNLS+q is taken to a solution u
e(t) = ue(x, t)
of (3.1) on R. Said differently, as ∂x − L˜ is conjugate to ∂x − L,
∂x − L˜ = (z + P )(∂x − L)(z + P )−1, any iso-spectral deformation of
∂x − L will give rise to an iso-spectral deformation of ∂x − L˜. The
challenge here is to choose P appropriately so that ∂x − L˜ solves the
same iso-spectral deformation (viz. NLS) as ∂x − L.
Remark 4.3. If q = 0, then P (x) ≡ 0 and u˜(x) = u(x).
Let Ru(x) ≡ u(−x). As we now show, up to the reversal R, the
Ba¨cklund transformation is reciprocal.
Lemma 4.4. Let q ∈ R.
(i) If u ∈ L1
loc
(R), then RBqRBqu(x) = u(x), x ∈ R.
(ii) If u ∈ L1
loc
(R±), then RB±q u ∈ L1loc(R∓) and RB∓q RB±q u(x) =
u(x), x ∈ R±, respectively.
Proof. We prove (i): the proof of (ii) is similar. Suppose that u ∈
L1loc(R). Let u1 = RBq(u) and let P1(x) = σ3P (−x)σ3. Observe from
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(4.4) that P (x) = −P ∗(x) where P ∗ is an adjoint of P . From (4.6),
Q(−x) = Q˜(−x) + i[σ, P (−x)] = Q˜(−x)− i[σ, P1(x)]
= Q1(x)− i[σ, P1(x)],
where Q1 =
(
0 u1
−u1 0
)
. In addition,
(P1)x(x) = (−P ∗1 )x(x) = σ3P ∗x (−x)σ3 = σ3(Q˜P − PQ)∗(−x)σ3
= σ3(−Q∗P ∗ + P ∗Q˜∗)(−x)σ3 = σ3(−QP + PQ˜)(−x)σ3
= Q(−x)P1(x)− P1(x)Q˜(−x) = Q(−x)P1(x)− P1(x)Q1(x)
= (Q1(x)− i[σ, P1(x)])P1(x)− P1(x)Q1(x).
Combining with P1(0) = P (0), we conclude by uniqueness that Q˜1(x) =
Q1(x)− i[σ, P1(x)] = Q(−x). Hence RBq(u1) = u, as desired. 
Corollary 4.5. Bq is a bijection from L1loc(R) onto L1loc(R). B±q is a
bijection from L1
loc
(R±) onto L1
loc
(R±), respectively.
Proof. As R2 = 1, RBqRBq = 1 implies BqRBqR = 1 and the bijectiv-
ity in L1loc(R) follows. Similarly, RB∓q RB±q = 1L1loc(R±) and B±q RB∓q R =
1L1loc(R±), which implies the bijectivity for L
1
loc(R
±). 
Remark 4.6. Clearly if u ∈ L1loc(R), then
(4.11) (Bqu)|R± = B±q (u|R±).
Proposition 4.7. Bq is a bijection from H1,1(R) onto H1,1(R). B±q is
a bijection from H1,1(R±) onto H1,1(R±).
Proof. We only consider the case B±q and q > 0. The other cases B±q ,
q < 0, and Bq, q 6= 0 are similar. As R is a bijection from H1,1(R±)
ontoH1,1(R∓), it is enough to prove that B+q and B−q mapH1,1(R±) into
H1,1(R±), respectively; the bijectivity of B+q then follows from Lemma
4.4(ii). We consider B+q : the case B
−
q is similar. The proof hinges
on the existence of the solutions g(x, z) and h(x, z) of the differential
equation
(4.12) ψx = (izσ +Q)ψ.
on R+ with the properties that
(4.13) g(x, z) = (e1 + r1(x, z))e
ixz/2, r1 ∈ H1,1(R+).
and
(4.14) h(x, z) = (e2 + r2(x, z))e
−ixz/2, r2 ∈ H1,1(R+).
Note that h is not unique; for any constant c, h + cg solves (4.12)
with (4.14) if h solves (4.12) with (4.14). The solution g = gˆeixz/2 is
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uniquely specified by the asympotics gˆ(x, z) → e1 as x→ ∞, and can
be constructed by solving the integral equation
gˆ(x, z) = e1 −
∫ ∞
x
(
eiz(y−x)/2 0
0 1
)
Q(y)gˆ(y, z)dy
(cf. (3.11)) as in the proof of Proposition (3.5). The solution h, how-
ever, cannot be obtained in a similar way via a Volterra equation. For
the reader’s convenience, we prove the existence of h following [CL55]
pp. 104–105. Note that the non-uniqueness of h is reflected in the
arbitrary choice of x0.
For any given u ∈ H1,1(R+), fix x0 > 0 so that
∫∞
x0
|u| < 1
2
. For z ∈
C
+, we consider the following integral equation for g(x, z) = (g1, g2)
T ,
(4.15)
h(x, z) = e−ixz/2e2 +
∫ x
x0
(
e−iz(y−x)/2 0
0 0
)
Q(y)h(y, z)dy
−
∫ ∞
x
(
0 0
0 eiz(y−x)/2
)
Q(y)h(y, z)dy, x ≥ x0.
A direct calculation shows that h(x, z) solves (4.12). Setting f(x, z) =
h(x, z)eixz/2, the integral equation (4.15) becomes
(4.16) f(x, z) = e2 + (T f)(x, z), x ≥ x0,
where T is an integral operator defined by
(T f)(x, z) =
∫ x
x0
(
e−iz(y−x) 0
0 0
)
Q(y)f(y, z)dy
−
∫ ∞
x
(
0 0
0 1
)
Q(y)f(y, z)dy, f ∈ L∞[x0,∞).
Note that as z ∈ C+ and u ∈ L1[x0,∞), T is well-defined. Let f0 = e2
and define fk+1 = e2 + T fk, k ≥ 0, inductively. Then,
‖fk+1 − fk‖L∞[x0,∞) ≤
c
2k
, k ≥ 0.
Indeed, ‖f1 − f0‖L∞[x0,∞) ≤ c and for k ≥ 1,
‖fk+1 − fk‖L∞[x0,∞) = ‖T (fk − fk−1)‖L∞[x0,∞)
≤ ‖fk − fk−1‖L∞[x0,∞)
∫ ∞
x0
|u| ≤ 1
2
‖fk − fk−1‖L∞[x0,∞).
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Hence f ≡ f0 +
∑∞
k=1 fk − fk−1 converges in L∞[x0,∞) and solves the
integral equation (4.16). Writing f(x, z) = (f1, f2)
T , (4.16) becomes
f1(x, z) =
∫ x
x0
e−iz(y−x)u(y)f2(y, z)dy,
f2(x, z) = 1 +
∫ ∞
x
u(y)f1(y, z)dy,
As ‖f‖L∞[x0,∞) ≤ c, by Lemma 3.6, f1 ∈ H1,1[x0,∞) and therefore
again by Lemma 3.6, f2− 1 ∈ H1,1[x0,∞). Now by the standard ODE
theory, h(x, z) extends uniquely to a solution of (4.12) on R+, also
denoted by h(x, z). From the above calculations, we see (4.14). Now
we fix z = iq. As g(x, iq) and h(x, iq) are clearly linearly independent
for x ≥ 0,
(4.17) Ψ01(x, iq) = c1g(x, iq) + c2h(x, iq).
for some constants c1, c2. By (4.4) and (4.5), we must show that
F(Ψ01(x, iq)) ∈ H1,1(R+). Suppose c2 6= 0. Then as x→∞,
Ψ01(x, iq) = c1e
−qx/2
(
1 + r3(x)
r4(x)
)
, rj ∈ H1,1(R+), j = 3, 4.
Hence
F(Ψ01(x, iq)) =
(1 + r3)r4
|1 + r3|2 + |r4|2 ∈ H
1,1(R+).
On the other hand, if c2 6= 0, then as x→∞,
(4.18) Ψ01(x, iq) = c2e
qx/2
(
r5(x)
1 + r6(x)
)
, rj ∈ H1,1(R+), j = 5, 6.
Thus,
F(Ψ01(x, iq)) =
r5(1 + r6)
|r5|2 + |1 + r6|2 ,
which again lies in H1,1(R+). This completes the proof. 
Lemma 4.8. Suppose u ∈ H1,1(R), and let P (x) solve (4.1). Then,
P (x)→ −iβ±σ3 as x→ ±∞ where β2± = q2.
Proof. From (4.4), P (x) = −iq|ξ1|2+|ξ2|2
( |ξ1|2−|ξ2|2 2ξ1ξ2
2ξ1ξ2 −|ξ1|2+|ξ2|2
)
, where ξ =(
ξ1
ξ2
)
= Ψ01(x, iq), Ψ
0
1(0, iq) = e1. Suppose first that q > 0. Then
by (4.17), Ψ01(x, iq) = c1g(x, iq) + c2h(x, iq) for some constants c1,
c2. From (4.13)(4.14), g(x, iq) = (e1 + r1(x, iq))e
−qx/2, h(x, iq) =
(e2 + r2(x, iq))e
qx/2 where r1(x, iq), r2(x, iq) ∈ H1,1(R+). If the sec-
ond component of g(x, iq) = (g1(x, iq), g2(x, iq))
T vanishes at x = 0,
then necessarily c2 = 0. But then
ξ2
ξ1
= g2(x,iq)
g1(x,iq)
→ 0 as x → +∞,
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and so P (x) → −iqσ3 as x → +∞. If the second component of
g(x, iq) does not vanish at x = 0, then c2 6= 0. Then, as in (4.18),
ξ = Ψ01(x, iq) = c2e
qx/2
( r5(x)
1+r6(x)
)
, where r5, r6 ∈ H1,1(R+). It now
follows that ξ1
ξ2
→ 0 as x → +∞ and so P (x) → iqσ3 as x → +∞.
Thus P (x) → −iβ+σ3 as x → +∞, where β+ = q if g2(0, iq) = 0 and
β+ = −q if g2(0, iq) 6= 0.
As in the case x→ +∞, there are solutions g(x, iq), h(x, iq) of (4.12)
with the property that g(x, iq) = (e1 + r1(x, iq))e
−qx/2 and h(x, iq) =
(e2+r2(x, iq))e
qx/2 where r1(x, iq) and r2(x, iq) now belong toH
1,1(R−).
(As opposed to the case x > 0, h(x, iq) is now uniquely determined and
g(x, iq) is not unique). Again ξ = Ψ01(x, iq) = c1g(x, iq) + c2h(x, iq). If
the second component of h(x, iq) vanishes at x = 0, then c1 = 0. Hence
ξ1
ξ2
= h1(x,iq)
h2(x,iq)
→ 0 as x→ −∞, and so P (x) → −iqσ3 as x→ −∞. On
the other hand, as before, if the second component of h(x, iq) does not
vanish at x = 0, then c1 6= 0 and we find that P (x)→ iqσ3 as x→ −∞.
Thus P (x) → −iβ−σ3 as x → −∞, where β− = q if h2(0, iq) = 0 and
β− = −q if h2(0, iq) 6= 0. If q < 0, the situation is similar, and again
β2± = q
2. 
Remark 4.9. From the above proof, we see that as x→∞, if Ψ01(x, iq)
grows exponentially, then β+ = −|q| and if Ψ01(x, iq) decays exponen-
tially, then β+ = |q|. On the other hand, as x → −∞, if Ψ01(x, iq)
grows exponentially, then β− = |q| and if Ψ01(x, iq) decays exponen-
tially, then β− = −|q|. For example, if q > 0 and a(i|q|) 6= 0, then
Ψ01(x, iq) = c1ψ
+
1 (x, iq) + c2ψ
−
2 (x, iq) for some constants c1, c2. Hence,
(4.19)
(ψ+1 )2(0, iq) = 0 ⇐⇒ c2 = 0 ⇐⇒ β+ = β− = q,
(ψ−2 )2(0, iq) = 0 ⇐⇒ c1 = 0 ⇐⇒ β+ = β− = −q, and
(ψ+1 )2(0, iq) 6= 0, (ψ−2 )2(0, iq) 6= 0 ⇐⇒ c1 6= 0, c2 6= 0
⇐⇒ β+ = −q, β− = q.
The following calculation is standard in the inverse scattering liter-
ature.
Proposition 4.10. Let q ∈ R\{0} be given. Suppose u ∈ H1,1(R) and
let u˜ = Bqu ∈ H1,1(R). Let S(z) =
( a(z) −b(z)
b(z) a(z)
)
, S˜(z) =
(
a˜(z) −b˜(z)
b˜(z) a˜(z)
)
be
the scattering matrices for u and u˜, respectively. Then,
(4.20) S˜(z) = (z − iβ−σ3)S(z)(z − iβ+σ3)−1, z ∈ R,
where P (x)→ −iβ±σ3 as x→ ±∞, β2± = q2. Equivalently,
(4.21) a˜(z) =
z − iβ−
z − iβ+a(z), b˜(z) =
z + iβ−
z − iβ+ b(z), z ∈ R.
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In particular, if a(i|q|) 6= 0, then
(4.22) u˜ ∈ G, if u ∈ G.
Moreover,
(4.23) Z˜+ = Z+ or Z˜+ = Z+ ∪ {i|q|}
In both cases,
(4.24) γ˜(zk) =
zk + iβ−
zk − iβ+γ(zk), zk ∈ Z+,
and in the second case,
(4.25) γ˜(i|q|) =

(ψ+1 )2(0, iq)
(ψ−2 )2(0, iq)
, if q > 0,
(ψ+1 )1(0,−iq)
(ψ−2 )1(0,−iq)
, if q < 0.
Proof. From (4.9) and Lemma 4.8, we see that
(4.26) ψ˜±(x, z) = (z + P (x))ψ±(x, z)(z − iβ±σ3)−1, z ∈ R,
where ψ±, ψ˜± are the ZS-AKNS solutions for u and u˜, respectively.
Substituting these relations into ψ˜+ = ψ˜−S˜ and utilizing ψ+ = ψ−S,
we immediately obtain (4.20) and hence (4.21).
Now suppose that u ∈ G and a(i|q|) 6= 0. Then a˜(z) 6= 0, z ∈ R, and
a˜(z) → 1 as z → ∞. Then relationship a˜(z) = z−iβ−
z−iβ+a(z) continues
analytically to C+ \ {iβ+}. Now clearly iβ± 6∈ Z+. Hence a˜(zk) = 0 if
and only if a(zk) = 0. and as a
′(zk) 6= 0, it follows that zk is a simple
zero for a˜(z). From (4.26), we have by analytic continuations
ψ˜+1 (x, zk) =
zk + P (x)
zk − iβ+ ψ
+
1 (x, zk), ψ˜
−
2 (x, zk) =
zk + P (x)
zk + iβ−
ψ−2 (x, zk).
Substituting these relations into ψ˜+1 (x, zk) = γ˜(zk)ψ˜
−
2 (x, zk) and utiliz-
ing ψ+1 (x, zk) = γ(zk)ψ
−
2 (x, zk), we immediately obtain (4.24). From
(4.21) we see that a(i|q|) = 0 if and only if β+ = −|q|, β− = |q|. In this
case, the zero at i|q| is also simple. In particular, u˜ ∈ G in both cases
in (4.23). From (4.26), for z = i|q|, f˜+(x) ≡ i|q|+P (x)
2i|q| ψ
+
1 (x, i|q|) and
f˜−(x) ≡ i|q|+P (x)
2i|q| ψ
−
2 (x, i|q|) are two solutions of dψ˜dx = (−|q|σ+Q˜)ψ˜ with
asymptotics, 1
2i|q|
( i(|q|−β+) 0
0 i(|q|+β+)
)
(e1+o(1))e
−|q|x/2 and 1
2i|q|
( i(|q|−β−) 0
0 i(|q|+β−)
)
(e2+
o(1))e|q|x/2 as x → ±∞, respectively. Hence f˜+(x) = ψ˜+1 (x, i|q|),
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f˜−(x) = ψ˜−2 (x, i|q|). By definition f˜+(x) = γ˜(i|q|)f˜−(x). Evaluating
this relation at x = 0, we find( i(|q|−q) 0
0 i(|q|+q)
)
ψ+1 (0, i|q|) = γ˜(i|q|)
( i(|q|−q) 0
0 i(|q|+q)
)
ψ−2 (0, i|q|)
and so (4.25) follows. It is easy to see that γ˜(i|q|) is non-zero and
finite. 
In general, if u(t) solves NLS, u˜(t) = Bqu(t) will not solve NLS,
because β±(t) are not continuous functions of t. For example, we see
from the proof of Lemma 4.8 that for q > 0, say, β+ = q if g2(0, iq) = 0
and β+ = −q if g2(0, iq) 6= 0. But g = (g1, g2)T is just the ZS-AKNS
solution ψ+1 (x, iq) = ψ
+
1 (x, iq; u) and there is no reason why (ψ
+
1 )2(0, iq)
cannot pass through 0 as u(t) evolves under NLS. In particular, we may
have (ψ+1 )2(0, iq; u(t = 0)) = 0 but (ψ
+
1 )2(0, iq; u(t)) 6= 0 for t > 0 and
hence β+(t) is not continuous at t = 0.
Now from (4.19) u˜ has an eigenvalue at z = iq, q > 0, if and
only if (ψ+1 )2(0, iq; u) and (ψ
−
2 )2(0, iq; u) are both non-zero. Thus if
(ψ+1 )2(0, iq; u(t)) = 0 for t = 0 but (ψ
+
1 )2(0, iq; u(t)) and (ψ
−
2 )2(0, iq; u(t))
are non-zero for t > 0, we see by (4.21) that ∂xψ˜ = (izσ + Q˜)ψ˜ has
no L2-eigenvalue at z = iq for t = 0, but ∂xψ˜ = (izσ + Q˜)ψ˜ has an
L2-eigenvalue at z = iq for t > 0. Furthermore, in the case when
(ψ+1 )2(0, iq; u(t)) and (ψ
−
2 )2(0, iq; u(t)) are both non-zero, the norm-
ing constant γ˜(i|q|) in (4.25) will not, in general, evolve appropriately,
i.e. γ˜(i|q|; u(t)) 6= γ˜(i|q|; u(0))e−iq2t/2. In terms of the discussion pre-
ceding Remark 4.3, the “parameters” in the Ba¨cklund transformation
u 7→ u˜ = Bqu are not chosen correctly.
As we now show, however, if u(t) solves NLS on R+ together with
the boundary condition (1.2), then u˜(t) = B+q u(t) is also a solution
of NLS on R+ (but with q replaced by −q). Thus in this case, the
“parameters” in the Ba¨cklund transformation are correctly chosen au-
tomatically. The following lemma gives the necessary and sufficient
conditions on P = P (x, t) in order that B+q u(t) solves NLS.
Lemma 4.11. Let u(t) be a classical solution in H1,1. Suppose that P
solves (4.1) and let u˜(t) = B+q u(t) be the Ba¨cklund transformation of
u(t). Let L, L˜ denote the Lax operators in (1.28) and define E, E˜ as
in (3.2) with u, u˜, respectively. Then,
(4.27) (∂t − E˜)(z + P ) = (z + P )(∂t − E)
if and only if
(4.28) (∂t − E˜)(∂x − L˜) = (∂x − L˜)(∂t − E˜).
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In other words, condition (4.27) is necessary and sufficient for u˜(t) to
solve NLS.
Proof. If (4.27) holds, then by (3.3) and (4.10),
(∂t − E˜)(∂x − L˜)(z + P )
= (∂t − E˜)(z + P )(∂x − L) = (z + P )(∂t −E)(∂x − L)
= (z + P )(∂x − L)(∂t − E) = (∂x − L˜)(z + P )(∂t − E)
= (∂x − L˜)(∂t − E˜)(z + P ),
which clearly proves (4.28). Conversely, suppose that (4.28) holds.
Define Q1 ≡
( i|u|2 iux
iux −i|u|2
)
and similarly Q˜1 with u replaced by u˜. Then,
(4.29) Q˜1 −Q1 = Px = (Q˜P − PQ).
Indeed, (Q˜P − PQ)12 = (P12)x = i(u˜− u)x = (Q˜1 −Q1)12 and (Q˜P −
PQ)11 = u˜P21 − (−u)P12 = i(|u˜|2 − |u|2) = (Q˜1 − Q1)11. Equation
(4.29) now follows by symmetry. Set
∆ ≡ (∂t − E˜)(z + P )− (z + P )(∂t −E).
Then, by (4.6) and (4.29),
(4.30)
∆ = Pt − z(E˜ − E)− (E˜P − PE)
=
1
2
z2(Q˜−Q+ i[σ, P ])− z
2
(
Q˜1 −Q1 − (Q˜P − PQ)
)
+
(
Pt − 1
2
(Q˜1P − PQ1)
)
= Pt − 1
2
(Q˜1P − PQ1).
In particular, ∆ is independent of z. Again by (3.3) and (4.10), we see
that
(∂x − L˜)(∂t − E˜)(z + P )
= (∂t − E˜)(∂x − L˜)(z + P ) = (∂t − E˜)(z + P )(∂x − L)
= ∆(∂x − L) + (z + P )(∂t − E)(∂x − L)
= ∆(∂x − L) + (z + P )(∂x − L)(∂t − E)
= ∆(∂x − L) + (∂x − L˜)(z + P )(∂t − E)
= ∆(∂x − L)− (∂x − L˜)∆ + (∂x − L˜)(∂t − E˜)(z + P )
40 PERCY DEIFT AND JUNGWOON PARK
and hence
∆(∂x − L)− (∂x − L˜)∆ = 0, z ∈ C
⇐⇒ iz[σ,∆] − (∆x − Q˜∆+∆Q) = 0, z ∈ C
⇐⇒ [σ,∆] = 0, ∆x = Q˜∆−∆Q.
The first equation above implies that ∆ is diagonal. But then, Q˜∆ and
∆Q are off-diagonal and it follows that ∆x = 0, which implies that ∆ is
constant in x. As u˜(0) = u(0) and P (x = 0, t) = −iqσ3, (Q˜1P − PQ1)
is off-diagonal at x = 0 and Pt(x = 0) = 0, and it follows from (4.30)
that ∆ is also off-diagonal at x = 0, and hence we must have ∆ = 0 at
x = 0. Thus, ∆ ≡ 0 for all x, which completes the proof. 
In motivating the approach in [BT91] and [Tar91], the following re-
sult plays a key role.
Proposition 4.12. Let q ∈ R\{0} be given. Let t 7→ u(t) = u(x, t), x ≥
0 be C2 with respect to x and C1 with respect to t such that uxx and ut
decay rapidly as x → +∞. Let u0(x) = u(x, 0). Then, the following
statements are equivalent.
(i) u(t) solves HNLS+q with initial data u0.
(ii) B+q u(t) solves HNLS+−q with initial data B+q u0.
(iii) RB+q u(t) solves HNLS−q with initial data RB+q u0.
Proof. Clearly (ii) and (iii) are equivalent. We will first show that (i)
implies (ii). Suppose that q > 0. The case q < 0 is similar and will
be discussed below. Define E as in (3.2) and E˜ with u replaced by
u˜ = B+q u.
Claim: (i) implies that (∂t − E˜)(z + P ) = (z + P )(∂t − E), x, t ≥ 0.
Let g(x, t, z) = (g1, g2)
T , x ≥ 0, z ∈ C+ be as in the proof of Proposition
4.7 with u(x) = u(x, t). As the operator ∂t−E in (3.2) commutes with
∂x − L in (1.28), (∂x − L)((∂t − E)g) = (∂t − E)((∂x − L)g) = 0, and
so (∂t − E)g also solves (3.5). As (∂t − E)ge−ixz/2 → iz24 e1 as x→∞,
we see that (∂t − E)g = iz24 g, or equivalently,
(4.31)
∂g
∂t
=
i
2
( |u|2 ux + izu
ux − izu z2 + |u|2
)
g.
If g2(0, iq, t = 0) = 0, then as ux(0, t) + qu(0, t) = 0, it follows
from (4.31) that g2(0, iq, t) = 0 for all t ≥ 0. Let P (x, t) solve (4.1)
with u(x, t) and P (x, t) → −iβ+(t)σ3 as x → ∞. From (4.17), we see
that Ψ01(x, iq, t) = c1(t)g(x, iq, t), c1(t) 6= 0 and hence β+(t) = q by
Remark 4.9. From (4.2), we have P (x, t) = ϕ(x, t)P0(ϕ(x, t))
−1 where
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ϕ = (ϕ1, ϕ2) = (Ψ
0
1(x, iq, t),Ψ
0
2(x,−iq, t)). Now, (ϕ1)t = (c1g(iq))t =(
c′1/c1−iq2/4+E(iq)
)
ϕ1. As ϕ2 =
(
0 −1
1 0
)
ϕ1, we have (ϕ2)t =
(
(c′1/c1)+
iq2/4 + E(−iq))ϕ2 and hence ϕt = ϕD + 12(iq2σϕ − iqQϕσ3 + Q1ϕ),
where D =
( c′1/c1−iq2/4 0
0 (c′1/c1)+iq
2/4
)
, which implies ϕtϕ
−1 = ϕDϕ−1 +
1
2
(iq2σ + QP + Q1), Thus, from the above calculations together with
P 2 = −q2I,
Pt = (ϕtϕ
−1)P − P (ϕtϕ−1)
=
1
2
(
iq2[σ, P ] + (QP − PQ)P +Q1P − PQ1
)
=
1
2
(
(Q˜−Q)P 2 + (QP − PQ)P +Q1P − PQ1
)
=
1
2
(Q˜1P − PQ1),
and hence the Claim follows from (4.30). But then, from Lemma 4.11
we see that the operators ∂t − E˜, ∂x − L˜ commute with each other.
Hence, u˜(t) solves NLS on R+. As Q˜(0) = Q(0), Q˜x(0) = Qx(0) −
i[σ, Px(0)] = −qQ(0) − i[σ, Q˜(0)P0 − P0Q(0)] = qQ˜(0) and hence u˜(t)
solves HNLS+−q.
If g2(0, iq, t = 0) 6= 0, then from Remark 4.9, we have β+(t = 0) =
−q. Set v0 = RB+q u0 ∈ H1,1(R−) and let v(t) solve HNLS−q with
initial data v0. Let G(x, t, z) = (G1, G2)
T be the (unique) solution
of the spectral problem
(
∂x −
(
izσ +
( 0 v(t)
−v(t) 0
))
G = 0 such that
G(x, t, z)eixz/2 → e2 as x → −∞, z ∈ C+. Let P (x, t) be as above.
Then by the proof of (4.36),
G(x, t, z = 0) =
1
z + iβ+(t = 0)
σ1(z − P (−x, t = 0))g(−x,−z, t = 0).
In particular, we see that G2(0, iq, t = 0) = 0 and it follows that
Ψ01(x, iq; v0) = c1G(x, iq, t = 0), x ≤ 0. We are now in a similar
situation to the case g2(0, iq, t = 0) = 0, but for x ≤ 0, and we can
conclude that RB−q v(t) solves HNLS+q with initial data RB−q RB+q u0 =
u0. Hence u(t) = RB−q v(t), which implies that RB+q u(t)(= v(t)) solves
HNLS−q . This shows that (i)=⇒(iii) in the case g2(0, iq, t = 0) 6= 0, and
so completes the proof of the implication (i)=⇒(ii), (iii).
Conversely, if (ii) holds, then RB+q u(t) solves HNLS−q with initial
data RB+q u0. As we showed above, u(t) = RB−q (RB+q u(t)) solves
HNLS+q with initial data RB−q (RB+q u0) = u0, which proves (i).
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If q < 0, we consider the solution g = g(x, z) of (∂x−L)g = 0, x ≥ 0,
z ∈ C−, with g(x, z)eixz/2 → e2 as x→ +∞. Then, mutatis mutandis,
the proof goes through as above. 
We will use the following definition.
Definition 4.13. Let u ∈ L1
loc
(R+). Let q ∈ R and define
ue(x) ≡
{
u(x), x ≥ 0,
RB+q u(x), x < 0.
Then, ue is called the Ba¨cklund extension of u ∈ L1
loc
(R+) to R with
respect to q.
Remark 4.14. We can also define the Ba¨cklund extension of u ∈ L1loc(R−):
ue(x) ≡
{
RB−q u(x), x ≥ 0,
u(x), x < 0.
The following procedure, which is motivated by Proposition 4.12,
shows how to express the solution of the IVP (1.4) with even initial
data u0 ∈ H1,1(R) in terms of a solution of NLS (3.1). In the generic
case, the latter problem can be evaluated asymptotically as t → ∞
using RHP/steepest descent methods. In this way we are able to infer
the long-time behavior of solutions of (1.4).
Theorem 7 (Solution procedure for the IVP (1.4) with even initial
data; [BT91]). Let q ∈ R \ {0} be given and let u0 be an even function
in H1,1(R).
Step1. Set u+0 (x) = u0(x), x ≥ 0. Let ue0 be the Ba¨cklund extension of
u+0 .
Step2. Let ue(x, t) be the (unique, weak global) solution of NLS (3.1)
in H1,1(R) with initial data ue(x, t = 0) = ue0(x), in the sense
of (1.10).
Step3. Set u(x, t) ≡ ue(|x|, t).
Then ue|R+(x, t), u(x, t) are the (unique, weak global) solutions of HNLS+q ,
(1.4) in the sense of (1.9), (1.8), respectively.
Up till this point, what we have shown is that if we have a solu-
tion u+(x, t) of HNLS+q with certain technical properties, then u
+(x, t)
should be constructible via the solution procedure in Theorem 7. What
we have to show, is that the solution procedure in Theorem 7 indeed
produce the solution u+(x, t) to HNLS+q with u
+(x, t = 0) = u+0 (x) ∈
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H1,1(R+). The proof of this fact involves various technicalities, and will
be given in the Proof of Theorem 7 below at the end of this section.
By Theorem 7, if u+(x, t) solves HNLS+q , then u
e(x, t) is a solution
of NLS on R with the property that Bque(t) is also a solution of NLS.
The following proposition provides a converse to this statement.
Proposition 4.15. Let u(t) be a classical solution of NLS (3.1) on R
with u(t = 0) = u0 ∈ H1,1(R). Suppose that a(i|q|) 6= 0 where a(z) is
the scattering function for u0. If Bqu(t) solves NLS on R, then u(t)|R+
solves HNLS+q .
Proof. We only consider q > 0. The other case q < 0 is similar.
If β+(t = 0) 6= β−(t = 0), then necessarily β+(t = 0) = −q and
β−(t = 0) = q. As both u(t) and Bqu(t) solve NLS, from (4.21),
z−iβ−(t)
z−iβ+(t)a(z; u(t)) = a(z;Bqu(t)) = a(z;Bqu(t = 0)) =
z−iβ−(t=0)
z−iβ+(t=0)a(z; t =
0) = z−iq
z+iq
a(z; u(t = 0)) = z−iq
z+iq
a(z; u(t)). Thus, β(t) = −q and
β−(t) = q for all t ≥ 0 and hence a˜(z; u(t)) has a simple zero at z = iq.
As γ(iq;Bqu(t)) = γ(iq;Bqu(t = 0))e
i(iq)2t
2 , it follows from (3.36)(3.37)
that
−iq
2
2
=
∂
∂t
log(γ˜(iq, t)) =
∂
∂t
log
((ψ+1 )2(0, iq)
(ψ−2 )2(0, iq)
)
= −iq
2
2
+
i
2
(ux + qu)
∣∣
x=0
((ψ+1 )1
(ψ+1 )2
− (ψ
−
2 )1
(ψ−2 )2
)
(0, iq)
= −iq
2
2
+
i
2
(ux + qu)
∣∣
x=0
a(iq)
(ψ+1 )2(ψ
−
2 )2(0, iq)
and hence ux(0, t) + qu(0, t) = 0. Thus u(t)|R+ solves HNLS+q .
If β+(t) = β−(t) for all t ≥ 0, then from (4.19), we see that ei-
ther (ψ+1 )2(0, iq, t) or (ψ
−
2 )2(0, iq, t) is zero for all t ≥ 0. As 0 6=
a(iq) = det(ψ+1 , ψ
−
2 )(0, iq, t), (ψ
+
1 )2(0, iq, t) and (ψ
−
2 )2(0, iq, t) cannot
vanish simultaneously. But, these functions are continuous in t. Thus,
if (ψ+1 )2(0, iq, t = 0)(respectively (ψ
−
2 )2(0, iq, t = 0)) is zero, then
(ψ+1 )2(0, iq, t)(respectively (ψ
−
2 )2(0, iq, t)) is zero for all t ≥ 0. If (ψ+1 )2(0, iq, t) =
0 for all t ≥ 0, then (ψ+1 )1(0, iq, t) 6= 0 for all t ≥ 0 and hence it fol-
lows from (3.36) that ux(0, t) + qu(0, t) = 0 for all t ≥ 0. Similarly, if
(ψ−2 )2(0, iq, t) = 0 for all t ≥ 0, then from (3.37), ux(0, t) + qu(0, t) = 0
for all t ≥ 0. Thus, we conclude that u(t)|R+ solves HNLS+q . 
The question arises whether the Ba¨cklund extension method de-
scribed above provides the only way to extend the solution u+(t) of
HNLS+q to a solution u
e(t) of NLS on the whole line such that ue(t)|R+ =
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u+(t). If v(t) is any such extension, we must have
(4.32)
v(0−, t) = v(0+, t) = u+(0+, t),
vx(0−, t) = vx(0+, t) = u+x (0+, t).
Thus the question reduces to showing that the solution of NLS on R−
is uniquely specified by (4.32). But this is true, as can be seen, for
example from the work of Isakov [Isa93]. Thus the Ba¨cklund extension
method is the only way in which one can solve HNLS+q by extension to
a solution of NLS on R.
We now develop further properties of the Ba¨cklund extensions.
Definition 4.16. Let q ∈ R and let u ∈ L1
loc
(R). We say that u is
q-symmetric if
(4.33) u = RBqu.
Remark 4.17. Note that if u(x) is q-symmetric, then u is the Ba¨cklund
extension of u|R+.
Proposition 4.18. The Ba¨cklund extension of a function u ∈ L1
loc
(R)
is q-symmetric.
Proof. By (4.11) and Lemma 4.4(ii),
(RBque)|R+ = R((Bque)|R−) = R(B−q (ue|R−)) = RB−q RB+q u = u,
and
(RBque)|R− = R((Bque)|R+) = R(B+q (ue|R+)) = RB+q u.

Lemma 4.19. Let u(x) ∈ H1,1(R). If u is q-symmetric, then β ≡
β+ = β−. In other words, P (x)→ −iβσ3 as |x| → ∞ where β2 = q2.
Proof. From the proof of Lemma 4.4, P (x) = σ3P (−x)σ3 and the result
follows from Lemma 4.8. 
The above calculations together with Proposition 3.1 imply the fol-
lowing.
Proposition 4.20. Suppose that u(x) is q-symmetric. Let P (x) solve
(4.1) with Q(x) =
( 0 u(x)
−u(x) 0
)
and let ψ(x, z) be an eigensolution of
(3.5). Set ψ˜(x, z) = (z + P (x))ψ(x, z). Then,
ψˆ(x, z) ≡ σ3ψ˜(−x,−z) = σ3(−z + P (−x))ψ(−x,−z)
and
ψ#(x, z) ≡ (−i)σ2ψˆ(x, z) = σ1(z − P (−x))ψ(−x,−z)
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also solve (3.5) where σ1 =
(
0 1
1 0
)
is the first Pauli matrix. Thus the
maps ψ 7→ ψˆ and ψ 7→ ψ# are auto-Ba¨cklund transformations for the
equation (3.5). In particular,
(4.34) ψ±(x, z) = σ3(z − P (−x))ψ∓(−x,−z)(z + iβσ3)−1σ3, z ∈ R
and
(4.35) ψ±(x, z) = σ1(z − P (−x))ψ∓(−x,−z)(z − iβσ3)−1σ1, z ∈ R
where ψ±(x, z) are the associated ZS-AKNS solutions and P (x) →
−iβσ3 as x→ ±∞.
Remark 4.21. As ψ+1 (x, z), ψ
−
2 (x, z) continue analytically into C
+, for
z ∈ C+ \ {−iβ},
(4.36) ψ+1 (x, z) =
1
z + iβ
σ1(z − P (−x))ψ−2 (−x,−z),
and for z ∈ C+ \ {iβ},
(4.37) ψ−2 (x, z) =
1
z − iβσ1(z − P (−x))ψ
+
1 (−x,−z).
If β > 0, say, it is easy to check that the apparent singularity in (4.37)
as z → iβ, is in fact removable, as it should be, etc.
Lemma 4.22. Suppose that u(x) ∈ H1,1(R) is q-symmetric. Then, the
scattering function a(z) of u(x) does not vanish at z = i|q|.
Proof. Let ψ+1 , ψ
−
2 be the associated ZS-AKNS solutions and let P (x)
solve (4.1). By Lemma 4.19, P (x)→ −iβσ3 as x→ ±∞ where β2 = q2.
Suppose first that β = −|q| < 0. If a(i|q|) = 0, necessarily ψ+1 (x, i|q|) =
γψ−2 (x, i|q|) for some constant γ 6= 0. But then, it follows from (4.37)
that
ψ+1 (0, i|q|) = γψ−2 (x, i|q|) =
γ
2i|q|σ1(i|q| − iqσ3)ψ
+
1 (0, i|q|).
As i|q| − iqσ3 is either
(
0 0
0 2iq
)
or
(−2iq 0
0 0
)
, we conclude that ψ+1 (0, i|q|)
= 0, which is a contradiction. If β+ = |q| > 0, we utilize (4.36) and the
proof is similar. 
Remark 4.23. It follows by Proposition 4.18 and Lemma 4.22 that the
scattering function a(z) of any Ba¨cklund extension of u ∈ H1,1(R+)
does not vanish at z = i|q|.
Bq, B±q are not continuous in H1,1(R), H1,1(R±), respectively. In
other words, a small perturbation of u(x) may not result in a small
perturbation of the Ba¨cklund transformation u˜(x). For example, con-
sider the case when q > 0 and u(x) = 0 on R+. Let fλ(x) = vλ(x),
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x ≥ 0, where vλ is defined by (1.6). Then, ‖fλ‖H1,1(R+) → 0 as λ ↓ q.
From Remark 4.33, ‖f˜λ‖H1,1(R+) = ‖ηλ‖H1,1(R−), but ‖ηλ‖H1,1(R−) is not
small for any λ > q > 0. In the case when q < 0 and u(x) = vµ|R+,
there is a sequence of 2-solitons with symmetry conditions which con-
verges to vµ on R
+.
The following lemma, however, shows that Bq, B±q are continuous
at u ∈ H1,1(R+) for which g2(0, iq; u) 6= 0, where g(x, z) = (g1, g2)T ,
x ≥ 0, z ∈ C+ be as in the proof of Proposition 4.7.
Lemma 4.24. Let q > 0 be given. Let {un} be any sequence in
H1,1(R+) such that un → u as n→∞. If g2(0, iq) 6= 0, then RB+q un →
RB+q u. In particular, uen → ue where uen, ue are the Ba¨cklund exten-
sions of un, u, respectively.
Proof. Note that g(x, z; u) = ψ+1 (x, z; u
e), x ≥ 0. From Remark 4.23,
we have a(iq; ue) 6= 0, and hence Ψ01(x, iq; ue) = c1(ue)ψ+1 (x, iq; ue) +
c2(u
e)ψ−2 (x, iq; u
e), where c1(u
e) = (ψ−2 )2(0, iq; u
e)/a(iq; ue), c2(u
e) =
−(ψ+1 )2(0, iq; ue)/a(iq; ue). Note that c2(ue) is non-zero. Let ξn(x) =
((ξn)1, (ξn)2)
T = Ψ01(x, iq; u
e
n)e
−qx/2 and ξ(x) = (ξ1, ξ2)T = Ψ01(x, iq; u
e)e−qx/2.
From (4.5), we see that
B+q un = un − 2q
(ξn)1(ξn)2
|(ξn)1|2 + |(ξn)2|2
and
B+q u = u− 2q
ξ1ξ2
|ξ1|2 + |ξ2|2 .
By Lemma 7.1, we have a(iq; uen) → a(iq; ue) and hence c1(uen) →
c1(u
e), c2(u
e
n)→ c2(ue). Setm−2 (x, z) = ((m−2 )1, (m−2 )2)T ≡ ψ−2 (x, z)eixz/2.
Again by Lemma 7.1, we have ψ+1 (x, iq; u
e
n)→ ψ+1 (x, iq; ue) inH1,1(R+),
(m−2 )1(x, iq; u
e
n) → (m−2 )1(x, iq; ue) in H1,1(R+), (m−2 )2(x, iq; uen) →
(m−2 )2(x, iq; u
e) in L∞(R+), and ∂x(m−2 )2(x, iq; u
e
n)→ ∂x(m−2 )2(x, iq; ue)
in L2(R+), As |ξ1(x)|2 + |ξ2(x)|2 ≥ c > 0 for all x ≥ 0, we conclude
that B+q un → B+q u in H1,1(R+). 
The following fact is basic.
Proposition 4.25. If u ∈ C1(R) is q-symmetric, then
(4.38) u′(0) + qu(0) = 0.
In other words, q-symmetry yields the boundary condition.
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Proof. Observe that Q˜(0) = Q(0)− i[σ, P (0)] = Q(0) and
Q˜x(0) +Qx(0) = 2Qx(0)− i[σ, Px(0)]
= 2Qx(0)− i[σ, Q˜(0)P (0)− P (0)Q(0)]
= 2Qx(0)− i[σ, iq[σ3, Q(0)]]
= 2(Qx(0) + qQ(0)).
As Q˜x(0) = −Qx(0) by the q-symmetry condition, the equation (4.38)
follows. 
Proposition 4.26. If u ∈ C2(R+) and u′(0+) + qu(0) = 0, then the
Ba¨cklund extension of u belongs to C2(R).
Proof. From the proof of Proposition 4.25, we have ue(0−) = ue(0+)
and (ue)′(0−) = (ue)′(0+). For u′′(0),
∂2xQ
e(0−)− ∂2xQe(0+) = ∂2xQ˜(0)− ∂2xQ(0)
= −i[σ, ∂2xP ](0)
= −i[σ, Q˜xP − PQx + Q˜Px − PxQ](0)
= −i[σ,−QxP − PQx − [Px, Q](0)
= −i[σ,−iq[[σ3, Q(0)], Q(0)] = 0.

We need the following lemma to prove Proposition 4.28 below.
Lemma 4.27. Let Ψ(x, z) be any invertible solution to (3.5) for z ∈ R.
Then,
S(z) = lim
x→∞
eixzσΨ(−x, z)Ψ−1(x, z)eixzσ.
Proof. Let ψ± = (ψ±1 , ψ
±
2 ) be the ZS-AKNS solutions normalized at
±∞, respectively. As ψ+ solves (3.5) and is invertible, Ψ(x, z) =
ψ+(x, z)M(z) for some invertible matrix M(z).
lim
x→∞
eixzσΨ(−x, z)Ψ−1(x, z)eixzσ
= lim
x→∞
eixzσψ+(−x, z)(ψ+(x, z))−1eixzσ
= lim
x→∞
eixzσψ−(−x, z)S(z)(ψ+(x, z))−1eixzσ
Since ψ−(−x, z)eixzσ, ψ+(x, z)e−ixzσ → I as x → ∞, we obtain the
result. 
For u ∈ H1,1(R), the q-symmetry condition (4.33) can be reformu-
lated in terms of the scattering data of u as follows.
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Proposition 4.28. Let q ∈ R \ {0} be given. Suppose that u ∈ G ⊂
H1,1(R) is generic with scattering data a(z), b(z), Z+ = {z1, · · · , zn},
Γ+ = {γ(z1), · · · , γ(zn)}. Then, u is q-symmetric if and only if
(4.39)

a(−z) = a(z), z ∈ C+,
b(−z) = b(z)z + iβ
z − iβ , z ∈ R,
zk 6= ±iβ and γ(zk)γ(−zk) = zk − iβ
zk + iβ
, k = 1, . . . , n,
β = (−1)nq.
Remark 4.29. Note that if u is q-symmetric, then a(i|q|) 6= 0 by Lemma
4.22. Hence zk 6= ±iβ. For if zk = ±iβ then z2k = −β2 = −q2 and so
zk = i|q|, which contradicts a(i|q|) 6= 0.
Remark 4.30. For z ∈ R, we have
|r(z)| =
∣∣∣∣ b(z)a(z)
∣∣∣∣ = ∣∣∣∣ b(−z)a(−z)
∣∣∣∣ = |r(−z)|.
By setting z = 0 in the symmetry condition for b(z), it follows that
b(0) = 0 and hence r(0) = 0.
Proof. Suppose first that u(x) is q-symmetric. From (4.35), it follows
that for z ∈ R,
(4.40)
S(z) = (ψ−)−1ψ+(x, z)
= σ1(z − iβσ3)(ψ+)−1ψ−(−x,−z)(z − iβσ3)−1σ1
= σ1(z − iβσ3)S−1(−z)(z − iβσ3)−1σ1.
As S(z) =
( a(z) −b(z)
b(z) a(z)
)
, we conclude that a(z) = a(−z) and b(−z) =
b(z) z+iβ
z−iβ , z ∈ R and hence by analytic continuation,
(4.41) a(z) = a(−z), z ∈ C+ and b(−z) = b(z)z + iβ
z − iβ , z ∈ R.
Let Ψ0(x, z) be the solution of (3.5) with Ψ0(0, z) = I. By Proposition
4.20, there exists an M0(z) such that σ3(−z + P (−x))Ψ0(−x,−z) =
Ψ0(x, z)M0(z). Setting x = 0, z = 0, we obtain M0(0) = −iqI and
hence σ3P (−x)Ψ0(−x, 0) = −iqΨ0(x, 0). Thus, by Lemma 4.27,
S(0) = lim
x→∞
Ψ0(−x, 0)(Ψ0)−1(x, 0) = lim
x→∞
−iq(σ3P (−x))−1 = q
β
I
On the other hand, from (4.41), a(0) = a(0), b(0) = 0 and so S(0) =
a(0)I. Note that a(z) has the explicit formula (3.24) (recall |r|2 =
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|b|2/|a|2, |a|2 + |b|2 = 1),
(4.42) a(z) =
n∏
k=1
z − zk
z − zk exp
[ 1
2πi
∫
R
log(1− |b(s)|2)
s− z ds
]
, z ∈ C+.
Using this formula together with b(0) = 0 and |b(−z)| = |b(z)| from
(4.41), we see that a(0) =
∏n
k=1 zk/
∏n
k=1 zk. In computing a(0) =
limz→0,z∈C+ a(z) via (4.42), we have used the fact that b(z) ∈ H1,1 ⊂
H1,0 (see (3.26)) and so |b(z)|2 = O(|z|) as z → 0, z ∈ R. As a(zk) = 0
if and only if a(−zk) = 0, a(0) =
∏n
k=1(−zk)/
∏n
k=1 zk = (−1)n. Thus,
β = q/a(0) = (−1)nq. Now using (4.37), we see that
ψ+1 (x, zk) = γ(zk)ψ
−
2 (x, zk)
=
γ(zk)
zk − iβ σ1(zk − P (−x))ψ
+
1 (−x,−zk)
=
γ(zk)γ(−zk)
zk − iβ σ1(zk − P (−x))ψ
−
2 (−x,−zk)
Comparing with (4.36), we obtain γ(zk)γ(−zk) = zk−iβzk+iβ .
Conversely, suppose that the scattering data for u(x) satisfy the sym-
metries (4.39). Denote by m(x, z) = (m1(x, z), m2(x, z)) the solution
to the normalized RHP with the jump matrix
vx(z) =
(
1 + |rx(z)|2 rx(z)
rx(z) 1
)
, rx(z) ≡ r(z)eixz.
Define
(4.43) b(x) = (m1(x, iβ), m2(x,−iβ)).
From the relation in Proposition 3.1(i), we see that m2(x,−iβ) =
iσ2m1(x, iβ). Hence det b(x) = |m1(x, iβ)|2 > 0 and so b(x) is in-
vertible. Set
(4.44) U0 = −iβσ3, U(x) = b(x)U0b(x)−1,
and define
(4.45)
m˘(x, z) ≡
{
σ1(z − U(x))−1m(x, z)(z − U0)a(z)σ3σ1 , z ∈ C+ \ {i|q|},
σ1(z − U(x))−1m(x, z)(z − U0)a(z)−σ3σ1 , z ∈ C− \ {−i|q|}.
Claim: m(x, z) = m˘(−x,−z).
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We prove this claim in a number of steps. First, for z ∈ R,
(m˘−)−1m˘+(x, z) = σ1a(z)
σ3
(z − U0)−1vx(z)(z − U0)a(z)σ3σ1
= σ1
(
1 rx(z)
z−iβ
z+iβ
a(z)
a(z)
rx(z)
z+iβ
z−iβ
a(z)
a(z)
1 + |rx(z)|2
)
σ1
=
(
1 + |r−x(−z)|2 r−x(−z)
r−x(−z) 1
)
.
Here, we used the symmetries (4.39) for the scattering data. Set
m#(x, z) ≡ m˘(−x,−z). Then,
(m#−)−1m#+(x, z) = (m˘−)−1m˘+(−x,−z) = vx(z).
Observe that for z ∈ C \ (R ∪ {±i|q|},
(z − U(x))−1m(x, z)(z − U0) = b
(
(b−1m)11 (b−1m)12
z−iβ
z+iβ
(b−1m)21
z+iβ
z−iβ (b
−1m)22
)
.
Since (b−1m)21(x, iβ) = 0 and (b−1m)12(x,−iβ) = 0 for x ∈ R,m#(x, z)
does not have a pole at z = ±iβ in the z-plane. As u ∈ G, for any pole
zk ∈ C+,
Res
z=zk
m(x, z) = lim
z→zk
(z − zk)m(x, z) = lim
z→zk
m(x, z)
(
0 0
cx(zk) 0
)
.
where cx(zk) = e
−ixzkc(zk) and c(zk) =
γ(zk)
a′(zk)
. Equivalently,
(4.46)
lim
z→zk
a(z)m1(x, z) = a
′(zk)m2(x, zk)cx(zk) = γ(zk)m2(x, zk)e−ixzk .
For m#(x, z), we have
(4.47)
Res
z=−zk
m#(−x, z)
= lim
z→−zk
(z − (−zk)m#(−x, z) = lim
z→zk
−(z − zk)m#(−x,−z)
= lim
z→zk
−σ1(z − U(x))−1(z − zk)m(x, z)a(z)σ3(z − U0)σ1
= lim
z→zk
−σ1(z − U(x))−1(z − zk)
(
a(z)m1(x, z)
m2(x,z)
a(z)
)
(z − U0)σ1
= −σ1(zk − U(x))−1
(
zk−iβ
a′(zk)
m2(x, zk) 0
)
Thus at −zk, the second column of m#(x, z) is analytic, and the first
column has a simple pole. A similar calculation shows that at −zk,
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the first column of m#(x, z) is analytic, and the second column has a
simple pole. On the other hand, if we set c#x (zk) = e
−ixzkc#(zk), then
lim
z→−zk
m#(−x, z)
(
0 0
c#−x(−zk) 0
)
= lim
z→zk
m#(−x,−z)
(
0 0
c#−x(−zk) 0
)
= lim
z→zk
σ1(z − U(x))−1m(x, z)a(z)σ3(z − U0)σ1
(
0 0
c#−x(−zk) 0
)
= lim
z→zk
σ1(z − U(x))−1
(
c#−x(−zk)(z + iβ)a(z)m1(x, z) 0
)
= σ1(zk − U(x))−1
(
c#(−zk)(zk + iβ)γ(zk)m2(x, zk) 0
)
,
Here we have used (4.46). Comparing with (4.47) and using (4.39), we
have
c#(−zk) = − 1
a′(zk)γ(zk)
zk − iβ
zk + iβ
= −γ(−zk)
a′(zk)
.
As a(z) = a(−z), a(z)
z−zk = −
(
a(−z)
−z−(−zk)
)
and so a′(zk) = −a′(−zk). Hence
it follows that c#(−zk) = γ(−zk)a′(−zk) = c(−zk) and so c#(zk) = c(zk)
for k = 1, · · · , n. Assembling the above results, we conclude by the
uniqueness for the RHP that m#(x, z) = m(x, z), which proves the
above Claim.
Now fix x = 0 and write b = b(0) and m(z) = m(0, z), etc. If q > 0
and n is even, then iβ ∈ C+ and
m21(iβ) = m
#
21(iβ) = m˘21(iβ)
= lim
z→iβ
(
b(z − U0)−1b−1m(z)(z − U0)a(z)σ3
)
12
=
b12
a(iβ)
(b−1m)22(iβ)
=
m12(−iβ)
a(iβ)
1
det b
(−m21m12 +m11m22)(iβ)
= − m21(iβ)
a(iβ) det b
.
Let Z
(1)
+ = Z+ ∩ iR and Z(2)+ = Z+ ∩ {z ∈ C+ : Rez > 0}. If zk =
iξ ∈ Z(1)+ , then by the symmetries (4.39), 0 < |γ(iξ)|2 = ξ−βξ+β and so
iβ−iξ
iβ+iξ
< 0. If zk ∈ Z(2)+ , then −zk ∈ Z+ and iβ−zkiβ−zk
iβ−(−zk)
iβ−(−zk)
= | iβ−zk
iβ−zk |2 > 0.
Since n is even, |Z(1)+ | is even and hence we see that
∏n
k=1
iβ−zk
iβ−zk > 0. On
the other hand, as |b(−z)| = |b(z)|, z ∈ R, we see ∫
R
log(1−|b(s)|2)
s−iβ ds ∈ iR,
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so it follows from the formula (4.42) that a(iβ) > 0. Since det b =
|m1(iβ)|2 > 0, it follows that
m21(0, iq) = m21(0, iβ) = 0.
It follows in a similar way that
m21(0, iq) = m21(0, iβ) = 0, if q < 0, n is even,
m11(0,−iq) = m11(0, iβ) = 0, if q > 0, n is odd,
m11(0,−iq) = m11(0, iβ) = 0, if q < 0, n is odd.
Set ψ(x, z) ≡ m(x, z)eixzσ. If n is even,
Ψ01(x, iq) = ψ(x, iq)ψ(0, iq)
−1e1 = c1ψ1(x, iq) = c1ψ1(x, iβ),
for some nonzero constant c1. If n is odd,
Ψ02(x,−iq) = ψ(x,−iq)ψ(0,−iq)−1e2 = c2ψ1(x,−iq) = c2ψ1(x, iβ),
for some nonzero constant c2. Thus, using the symmetries Ψ
0
2(x, z) =
iσ2Ψ01(x, z), etc., we obtain
ϕ(x) = (Ψ01(x, iq),Ψ
0
2(x,−iq)) =

e−
βx
2 b(x)
(
c1 0
0 c1
)
, if β = q,
e−
βx
2 b(x)
(
0 c2
−c2 0
)
, if β = −q.
In both cases we see that
U(x) = b(x)U0b(x)
−1 = ϕ(x)(−iqσ3)ϕ(x)−1 = P (x).
where P (x) solves (4.1). Let m(x, z) = I + m1(x)
z
+ o(1
z
) and a(z) =
1 + a1
z
+ o(1
z
) be the expansions as z → ∞, |Imz| > c|Rez|, c > 0. As
m˘(x, z) = m(−x,−z), it follows from (4.45) that
−m1(−x) = σ1(P (x) +m1(x) + a1σ3 − U0)σ1.
From the symmetries m(x, z) = σ2m(x, z)σ2, P (x) = σ2P (x)σ2, we see
that (m1)12(x) = −(m1)21(x) and P12(x) = −P21(x). Hence, it follows
that
u(x) = −i(m1)12(x) = i
(
σ1(P (−x) +m1(−x) + a1σ3 − U0)σ1
)
12
= i
(
P (−x) +m1(−x))21 = −i(m1)12(−x)− iP12(−x)
= u(−x)− iP12(−x) = u˜(−x),
which completes the proof. 
53
Remark 4.31. Suppose we are in a situation when the reflection co-
efficient r(z) = b
a
is small, as is the case corresponding to our data
u0 = vµ + ǫw (note that for ǫ = 0, u0 = vµ gives rise to a solution with
r ≡ 0). The solution of the RHP m = (mij)1≤i,j≤2 is given by (see
(3.35))
(4.48) m(x, z) = I +
1
2πi
∫
R
µx(s)(vx(s)− I)
s− z ds + polar terms.
where µx solves (3.34). For r small, we see that µ ∼ I + ν where ν is
a sum of polar terms. Substituting µx ∼ I + ν into (4.48), we obtain
u(x) = −i lim
z→∞
zm12(x, z)
= i
∫
R
µx(vx − I) dz
2πi
+ polar terms
∼ 1
2π
∫
R
r(z)ei(xz−z
2t/2) + polar terms
Here, as |a|2 = 1 − |b|2, r = b
a
∼ b. Neglecting the polar contribution
we see that this formula is of the same form as formula (1.31) for the
solution in the linear case ue(x, t) =
1
2π
∫
R
ei(xz−tz
2/2)uˆ(z)dz. Here (iz+
q)uˆ(z) is anti-symmetric. But from (4.39), b(z)(iz+β) = −b(−z)(−iz+
β), so that in the case β = q, we see that b and uˆ have the same
symmetry. Thus the Ba¨cklund extension is not only the nonlinear
analog of the method of images; it is the non-linearization of the method
of images.
The situation is even more striking in “u-space”. Indeed, from (4.5),
u˜ = u− 2q ξ1ξ2|ξ1|2+|ξ2|2 , where ξ = (ξ1, ξ2)T solve
(4.49) ∂xξ = (izσ +Q)ξ, ξ(x = 0) = e1.
Iterating (4.49) for u small, we obtain ξ(x) = (e−qx/2,− ∫ x
0
eq(x−2y)/2u(y)dy)T+
O(u2). Thus u˜(x) = u(x) + 2q
∫ x
0
eq(x−2y)/2u(y)dy + O(u2). As u(x) =
u˜(−x) for x < 0, we see that ue(x) is precisely the same as ue in (1.30),
up to terms of order u2.
The following result is an immediate consequence of Theorem 5 and
Proposition 4.28. Recall from (3.26) that r ∈ H1,1(R) if and only if
b ∈ H1,1(R).
Corollary 4.32. Let (r, Z+, K+) ∈ H1,1×Cn+×(C\0)n. Define a(z) as
in (3.24) and set b(z) = a(z)r(z). If {a(z), b(z), {zk}, {γk}, β} satisfies
(4.39), then u = I(r, Z+, K+) ∈ H1,1(R) and is q-symmetric.
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Remark 4.33. Consider the 1-parameter family of 1-soliton solutions
eiλ
2t/2ηλ of NLS,
(4.50) ηλ(x) = λ sech(λx+ tanh
−1(q/λ)), |q| < λ.
A direct calculation shows that the scattering data of Q =
(
0 ηλ
−ηλ 0
)
is
given by
n = 1, z1 = iλ, a(z) =
z − iλ
z + iλ
, b(z) ≡ 0, γ(iλ) =
√
λ+ q
λ− q ,
from which we immediately check by (4.39) that ηλ is q-symmetric.
Note that ηλ coincides with the nonlinear ground state vλ for x ≥ 0.
In view of Remark 4.17, the Ba¨cklund extension of vλ|R+ is ηλ.
Theorem 6, Proposition 4.18, Proposition 4.25 and Proposition 4.28
imply the following important result.
Proposition 4.34. Let u(t) solve NLS on R with u(t = 0) = u0 ∈
H1,1(R). If u0 is q-symmetric and generic, then u(t) is q-symmetric for
all t ≥ 0. If u(t) is a classical solution, then u(t)|R+ and RB+q (u(t)|R+)
solve HNLS±q , respectively.
From Proposition 4.7 the Ba¨cklund extension ue of u ∈ H1,1(R+)
belongs to H1,1(R). In order to compute the scattering data for ue, we
need to know ue ∈ G. We have the following proposition.
Proposition 4.35 (Scattering data for the Ba¨cklund extension). Let
u(x) ∈ H1,1(R+) and let g(x, z) be the (unique) solution of (3.5) for
x ≥ 0, z ∈ C+ given in (4.13) with g(x, z)e−ixz/2 → e1 as x → ∞.
Denote
( A(z)
B(z)
) ≡ g(0, z). Define
(4.51) β =
{
q, if q > 0, B(iq) = 0 or q < 0, A(−iq) 6= 0,
− q, if q > 0, B(iq) 6= 0 or q < 0, A(−iq) = 0,
and for z ∈ C+, set
(4.52) a(z) ≡ 1
z − iβ
(
(z − iq)A(z)A(−z)− (z + iq)B(z)B(−z)).
Suppose that a(z) has only a finite number of zeros z1, . . . , zn, n ≥ 0,
in C+, all of which are simple and lie in C+. For z ∈ R, set
(4.53) b(z) ≡ 1
z + iβ
(
(z + iq)A(−z)B(z) + (z − iq)A(z)B(−z)),
55
For 1 ≤ k ≤ n, set
(4.54) γ(zk) ≡

zk − iβ
zk + iq
A(zk)
B(−zk)
, if A(zk) 6= 0,
zk − iβ
zk − iq
B(zk)
A(−zk)
, if A(zk) = 0,
Then, the Ba¨cklund extension ue of u is generic and {a(z), b(z), {zk},
{γk}} is the scattering data S(ue) for ue. Moreover, S(ue) satisfies the
symmetries (4.39).
Proof. Let ue be the Ba¨cklund extension of u and let P e(x) solve
(4.1). As ue is q-symmetric, we have P e(x) → −iβeσ3 as |x| → ∞,
(βe)2 = q2. Let (ψe)± be the associated ZS-AKNS solutions. It is easy
to check from the proof of Lemma 4.8 that in fact βe = β. Clearly
(ψe)+1 (x, z) = g(x, z), x ≥ 0, z ∈ C+ and hence (ψe)+1 (0, z) = g(0, z) =
(A(z), B(z))T . As ue is q-symmetric, we see from (4.34) that
(ψe)−1 (0, z) =
1
z + iβ
(
(z + iq)A(−z)
−(z − iq)B(−z)
)
, z ∈ R.
Thus, by (3.30), be(z) ≡ b(z; ue) = det((ψe)−1 , (ψe)+1 )(0, z) = b(z). On
the other hand, it follows from (4.37) that
(ψe)−2 (0, z) =
1
z − iβ
(
(z + iq)B(−z)
(z − iq)A(−z)
)
, z ∈ C+.
So, the scattering function ae(z) ≡ a(z; ue) = det((ψe)+1 , (ψe)−2 )(0, z) =
a(z). From this fact, we see that ae(z) has only a finite number of zeros
z1, . . . , zn, n ≥ 0, in C+, all of which are simple and lie in C+. Moreover,
if A(zk) 6= 0, then ((ψe)+1 )1(0, zk) = A(zk) 6= 0 and so ((ψe)−2 )1(0, zk) 6=
0. Thus the norming constant γe(zk) ≡ γ(zk; ue) = ((ψ
e)+1 )1(0,zk)
((ψe)−2 )1(0,zk)
=
zk−iβ
zk+iq
A(zk)
B(−zk)
. If A(zk) = 0, then B(zk) 6= 0 and hence ((ψe)+1 )2(0, zk) =
B(zk) 6= 0. So, ((ψe)−2 )2(0, zk) 6= 0 and hence γe(zk) = ((ψ
e)+1 )2(0,zk)
((ψe)−2 )2(0,zk)
=
zk−iβ
zk−iq
B(zk)
A(−zk)
. Hence γe(zk) = γ(zk). Thus {a(z), b(z), {zk}, {γk}} is the
scattering data S(ue) for ue; the fact that ue ∈ G, follows directly from
our assumption on a(z). 
Remark 4.36. The fact that {a(z), b(z), {zk}, {γk}} is the scattering
data S(ue) for ue, implies a variety of regularity properties for a(z),b(z).
In particular, it follows necessarily that if β = |q|, then the apparent
singularity of a(z) at z = iβ is removable: this can be seen directly as
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follows: β = |q| if q > 0 and B(iq) = 0, or q < 0 and A(−iq) = 0. In
the first case we have
a(z) = A(z)A(−z)− z + iq
z − iqB(z)B(−z)
and in the second case we have
a(z) =
z − iq
z + iq
A(z)A(−z)−B(z)B(−z).
In both cases, the analyticity of a(z) is clear. Furthermore, as z → i|q|,
a(z)→ |A(i|q|)|2 or −|B(i|q|)|2, respectively. As A(z) and B(z) cannot
vanish simultaneously, we see that a(i|q|) 6= 0 in both cases. If q > 0
and B(iq) 6= 0, then β = −q and a(i|q|) = a(iq) = −|B(i|q|)|2 6= 0
and if q < 0 and A(−iq) 6= 0, then β = q and a(i|q|) = a(−iq) =
|A(i|q|)|2 6= 0. This shows that a(z) is analytic in C+ and non-zero at
z = i|q|.
To see that the norming constant γ(zk) in (4.54) are well-defined and
non-zero, suppose that B(−zk) 6= 0: if A(zk) = 0, then as a(zk) = 0,
we must have from (4.52) that B(zk) = 0, which contradicts the fact
that A(z) and B(z) cannot vanish simultaneously. Thus A(zk) 6= 0 and
γ(zk) is well-defined and non-zero. If B(−zk) = 0, then A(−zk) 6= 0.
If B(zk) = 0, then again from (4.52) we see that A(zk) = 0, which
is a contradiction. Thus we see that in all cases γ(zk) is well-defined
and non-zero. Finally, the fact that |a(z)|2 + |b(z)|2 = 1, z ∈ R, in a
direct calculation using (4.52)(4.53) together with |A(z)|2+|B(z)|2 = 1,
z ∈ R, from (3.20). The symmetry properties (4.39) can also be verified
directly.
Remark 4.37. As noted in [Tar91], p.437, in the repulsive case κ =
−1 in (1.1), corresponding to the defocusing NLS equation, one can
similarly construct the Ba¨cklund extension ue of u as above. In this
case, however, a(z) may have a zero on the imaginary axis, so that the
spectral data for ue is singular. This is the analog in the nonlinear
situation that the method of images in the linear case breaks down if
q > 0, as described in Section 1.
The set of functions u on R+ whose Ba¨cklund extensions ue are
generic, is open and dense in H1,1(R+). We have the following result.
Proposition 4.38. Let G+ be the set of functions u ∈ H1,1(R+) such
that the scattering function a(z) of the Ba¨cklund extension of u has
only a finite number zeros in C+, all of which are simple and lie in C+.
Then, G+ is open and dense in H1,1(R+).
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Proof. For u ∈ G+, consider a small disk D = D(u, ǫ) in H1,1(R+)
centered at u with radius ǫ > 0. For v ∈ D, let g(0, z) = g(0, z; v),
a(z) = a(z; v) and β = β(v) be defined as in Proposition 4.35. By
Lemma 7.1,
(4.55) sup
v∈D
sup
z∈C+
|g(0, z; v)− g(0, z; u)| ≤ cǫ.
We have |a(z; u)| ≥ cˆ > 0 for z ∈ R. Define a1(z; v) ≡ a(z; v)(z−iβ(v)).
As |z − iβ(v)| = |z − iβ(u)|, z ∈ R, it follows from (4.55) that
|a(z; v)| =
∣∣∣∣ a1(z; v)z − iβ(u)
∣∣∣∣ ≥ |a(z; u)| − ∣∣∣∣a1(z; v)− a1(z; u)z − iβ(u)
∣∣∣∣ ≥ cˆ− cǫ > 0,
for sufficiently small ǫ > 0. On the other hand, since a(z; u) → 1 as
z →∞, by (4.55) again, we have for some R > 0, |a(z; v)| ≥ c# > 0 for
|z| ≥ R, uniformly for v ∈ D. Now a1(z; u) has only a finite number of
zeros in C+, all of which are simple. This is clear for z 6= iβ. However,
if β = |q| > 0, then as a(i|q|; u) 6= 0, a1(z; u) has only a simple zero at
z = i|q| = iβ. Again by Lemma 7.1 together with Rouche´’s theorem,
we see that a1(z; v) also has only a finite number of zeros in C
+ all of
which are simple. This proves that G+ is open.
We will show that G+ is dense in H1,1(R+). Let u ∈ H1,1(R+).
We can assume that u has compact support, say [0, L]. Let p(x, s) =
u(x) + sv(x) where s ∈ R, and v ∈ H1,1(R+) has compact support
in [L, L′], L′ > L, and will be determined later. Denote the associ-
ated ZS-AKNS solution normalized at +∞ by ψ+(x, z; p), x ≥ 0. Let
m+(x, z; p) = ψ+(x, z; p)e−ixzσ = (m+1 , m
+
2 ), m
+
1 (0, z; p) =
( A(z;p)
B(z;p)
)
,
m+1 (0, z; u) =
( A(z)
B(z)
)
and f(x, z) =
∂m+1 (x,z;p)
∂s
∣∣
s=0
. Note that since
p(x, s) has compact support, m+(x, z; p) is analytic in z-plane. By dif-
ferentiating the integral equation for m+1 with respect to s at s = 0, we
obtain
f(x, z) = −
∫ ∞
x
(
1 0
0 e−iz(x−y)
)(
0 v
−v 0
)
m+1 (y, z; u)
−
∫ ∞
x
(
1 0
0 e−iz(x−y)
)(
0 u
−u 0
)
f(y, z)
= I + II.
Since m+1 (x, z; u) = e1 for x ≥ L and v(x) = 0 for 0 ≤ x < L, we have
I = e−ixz
(
0
c(z)
)
, 0 ≤ x ≤ L,
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where c(z) =
∫ L′
L
v(y)eizy. Therefore, for 0 ≤ x < L,
eixzf(x, z) =
(
0
c(z)
)
−
∫ ∞
x
(
eiz(x−y) 0
0 1
)(
0 u
−u 0
)
eiyzf(y, z).
Since c(z)m+2 (x, z; u), z ∈ R, solves the same integral equation, it fol-
lows by uniqueness that
(4.56) eixzf(x, z) = c(z)m+2 (x, z; u).
for 0 ≤ x < L and z ∈ R. But then by analytic continuation, (4.56)
remains true for all z ∈ C, 0 ≤ x < L. Thus,
(4.57)
∂
∂s
∣∣∣
s=0
(
A(z; p)
B(z; p)
)
= f(0, z) = c(z)m+2 (0, z; u) = c(z)
(−B(z)
A(z)
)
.
Let a1(z, s) ≡ a1(z; p) = a(z; p)(z − iβ(p)). Then,
(4.58)
∂a1
∂s
(z, 0) = c(z)µ(−z)− c(−z)µ(z),
where
µ(z) = (z − iq)A(z)B(−z) + (z + iq)A(−z)B(z).
Now we prove that, for suitable choice of v,
(4.59)
∂a1
∂s
(ξ, 0) 6= 0
for any zero ξ of a(z) = a(z; u). We first show that µ(ξ) and µ(−ξ) do
not vanish simultaneously. Recall that
(4.60) detm+(x, z) ≡ 1⇒ A(z)A(z) +B(z)B(z) = 1, z ∈ C.
Suppose that a(ξ) = 0, µ(ξ) = 0 and µ(−ξ) = 0 for some ξ ∈ C+. Note
that ξ 6= i|q|. If B(ξ) = 0, A(ξ) 6= 0. But then as a(ξ) = 0, A(−ξ) = 0
by (4.52). But then B(−ξ) 6= 0 and it follows from µ(−ξ) = 0 that
A(ξ) = 0. This contradicts (4.60) and hence B(ξ) 6= 0. On the other
hand, if A(−ξ) = 0, then as a(ξ) = 0 and B(ξ) 6= 0, we must have
B(−ξ) = 0, which is a contradiction. Hence A(−ξ) 6= 0. Now as
a(ξ) = 0, (ξ − iq)A(ξ) = (ξ + iq)B(−ξ)
A(−ξ)
B(ξ) and hence by (4.60) again,
µ(ξ) = (ξ + iq)
(
B(−ξ)
A(−ξ)
B(ξ)B(−ξ) + A(−ξ)B(ξ)
)
= (ξ + iq)
B(ξ)
A(−ξ)
6= 0,
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which is a contradiction. Now, as a(z; u) is analytic across R and
a(z; u) → 1 as z → ∞, z ∈ C+, a(z; u) has only a finite number of
zeros in C+. As c(z) =
∫ L′
L
v(y)eizy and c(−z) = ∫ L′
L
v(y)eizy, using
the above results, we can find a function v such that (4.59) is satisfied
for all the zeros of a(z; u). For example, a simple way to do this is to
consider v = eiθδL(x), where δL(x) is a delta function at x = L, and
then choose θ ∈ R appropriately; smoothing out v then produces the
desired v. But then, by Proposition 4.39 below, all the zeros of a1(z; p)
are simple for sufficiently small s 6= 0 and hence so are those of a(z; p).
In other words, there exists p(x) which has compact support such that
a(z; p) has only a finite number of zeros in C+, all of which are simple.
We now show that any real zeros of a(z; p), if there are any, can be
moved off the real axis by perturbing p(x) → psˆ(x) = p(x) + sˆvˆ(x),
where vˆ(x) again has compact support, and sˆ 6= 0 is arbitrarily small.
By standard analysis, if ξ is a simple zero of a(z; psˆ=0), then for sˆ small,
a(z; psˆ) has simple zero ξ(sˆ) near ξ = ξ(0), a(ξ(sˆ); psˆ) = 0 and ξ(sˆ) is
differentiable. As a1(ξ(sˆ); psˆ) = 0, we have
(4.61) 0 = ξ′(0)a′1(ξ(0); p) +
∂a1
∂sˆ
(ξ(0); p).
Here (4.58) is given with u replaced by p. If a(z; p) has real zeros, as
a′1(ξ(0); p) 6= 0, it is easy to see that we can choose vˆ such that (4.59)
is satisfied and ξ′(0) is not real for all (the finite number of) real zeros
ξ(0) of a(z; p). Thus, for sufficiently small sˆ 6= 0, all the zeros of a(z; psˆ)
in C+ are simple and non-real. This completes the proof that G+ is
open and dense in H1,1(R+). 
Proposition 4.39 ([BDT88], p.72). Suppose U is a neighborhood of
the origin in C×R and suppose h : U → C is smooth and holomorphic
with respect to the first variable. Suppose
h(0, 0) = 0,
∂h
∂s
(0, 0) 6= 0, h = h(z, s).
Then, for small s 6= 0, the zeros of h(·, s) near z = 0 are simple.
Remark 4.40. It is of interest to see whether the scattering function a(z)
for the Ba¨cklund extension of a function u ∈ H1,1(R+), can indeed have
zeros on R. Fix any integer n ≥ 0 and let ξ = √2(n + 1
2
)π > 0 and
q = ξ cot ξ ia finite and non-zero. Define u(x) = ξ
2
χ[1,2], x ≥ 0 where χ
is a characteristic function. Then, a direct calculation shows that for
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z ∈ R, 
A(z) = e
iz
2
{
cosW − iz
2W
sinW
}
,
B(z) =
ξe
3iz
2
2W
sinW,
where W = W (z) ≡ 1
2
√
ξ2 + z2. Since A(−z) = A(z) and B(−z) =
B(z), by (4.52),
a(z) =
z − iq
z − iβ
{
(A(z))2 − z + iq
z − iq (B(z))
2
}
, z ∈ R.
and it is easy to check that a(z) vanishes at ±ξ.
Before we present the proof of Theorem 7, we need the following
lemma of approximation.
Lemma 4.41. Suppose u ∈ H1,1(R). Then there exists a sequence of
smooth functions {un} with compact support in [0,∞) such that
(i) un → u in H1,1(R+),
(ii) u′n(0) + qun(0) = 0, and
(iii) the Ba¨cklund extension uen of un is generic.
Proof. As the set G+ in Proposition 4.38 is open and dense, it is enough
to show that there exists a sequence of smooth functions {un} with
compact support in [0,∞) such that (i) and (ii) hold. By standard
estimates, there exist smooth functions u
(1)
n with compact support in
[1
2
,∞) such that u(1)n → u in H1,1[12 ,∞). Now let {fn} be a sequence
of functions in C∞0 (0, 1) such that fn → f ≡ u′ + qu in L2[0, 1]. Set
u
(2)
n ≡ e−qxu(0)+
∫ x
0
e−q(x−s)fn(s)ds, x ∈ [0, 1]. Then u(2)n (x) is smooth
and (u
(2)
n )′(x)+ qu
(2)
n (x) = fn(x), so that (u
(2)
n )′(0)+ qu
(2)
n (0) = fn(0) =
0. Also u
(2)
n converges in L2[0, 1], u
(2)
n → u(2), and we have u(2)(x) =
e−qxu(0) +
∫ x
0
e−q(x−s)(u′(s) + qu(s))ds = u(x). But then (u(2)n )′ =
fn− qu(2)n → (u′+ qu)− qu = u′, also in L2[0, 1]. Let χ ∈ C∞0 (R+) such
that 0 ≤ χ(x) ≤ 1, χ(x) = 0 for 0 ≤ x ≤ 1
2
, and χ(x) = 1 for x ≥ 1.
Let un = u
(1)
n χ + u
(2)
n (1 − χ). Then clearly un → u in H1,1(R+) and
u′n(0) + qun(0) = 0. 
Proof of Theorem 7. Suppose that q > 0. The case q < 0 is sim-
ilar. Let g(x, z) = (g1, g2)
T be as in the proof of Proposition 4.7. If
g2(0, iq; u
+
0 ) 6= 0, then by Lemma 4.41, we can choose a sequence {u(n)0 }
of C∞-functions with compact support in [0,∞) such that
(1) u
(n)
0 → u0 as n→∞ in H1,1(R+),
61
(2) (u
(n)
0 )
′(0+) + qu(n)0 (0) = 0, and
(3) the Ba¨cklund extension (u
(n)
0 )
e of u
(n)
0 is generic.
As u
(n)
0 has compact support, it is easy to verify from (4.5) that RB+q u0
is also smooth and decays at least exponentially. It follows by Propo-
sition 4.26 that (u
(n)
0 )
e ∈ H3,3(R) and hence it follows by Proposi-
tion 2.1 that NLS has a solution uen(t) = u
e
n(x, t) in H
3,3(R) with
uen(t = 0) = (u
(n)
0 )
e. In particular, uen(t) is a classical solution of NLS.
By Proposition 4.34 together with the properties of u
(n)
0 above, we see
that uen(t)|R+ solves HNLS+q . On the other hand, by Lemma 4.24 be-
low, we see that (u
(n)
0 )
e → ue0 in H1,1(R) and hence uen(t) → ue(t) in
H1,1(R) as n → ∞, uniformly for t in any interval [0, T ], 0 < T < ∞.
In particular, uen(t)|R+ → ue(t)|R+ as n → ∞. Hence, it follows that
ue(t)|R+ also solves HNLS+q .
If g2(0, iq; u
+
0 ) = 0, then define G(x, z) = (G1, G2)
T as in the proof
of Proposition 4.12. We obtain G2(0, iq;RB+q u+0 ) 6= 0 and hence we are
in the similar situation to the case g2(0, iq; u
+
0 ) 6= 0, but now on R−
with v0 ≡ RB+q u+0 . We choose a sequence {v(n)0 } which converges to v0
in H1,1(R−) and gives rise to a classical solution vn(t) with vn(t = 0) =
(v
(n)
0 )
e, where (v
(n)
0 )
e is the Ba¨cklund extension of v
(n)
0 ∈ H1,1(R−). Let
ve0 be the Ba¨cklund extension of v0 ∈ H1,1(R−). By Proposition 4.18
below, we see that ve0 = u
e
0 and hence (v
(n)
0 )
e → ue0. Thus, ue(t)|R+ =
limn→∞ vn(t)|R+ solves HNLS+q .
Now it follows immediately that u(x, t) ≡ ue(|x|, t) solves the IVP
(1.4) with u(x, 0) = u0(x) in the sense of (1.8). 
Remark 4.42. It follows from the proof of Theorem 7, that if u(t) ∈
H1,1(R+), u(t = 0) = u0, is a solution of HNLS
+
q , then there exists a
sequence of solutions un(t) ∈ H3,3(R+) of HNLS+q , such that for t ≥ 0,
‖un(t) − u(t)‖H1,1(R) → 0 as n → ∞. In particular, any solution to
HNLS+q in H
1,1(R+) can be approximated by a classical solution to
HNLS+q . With a little more work, one can show that the un’s can be
chosen in Hk,k(R+) for any k ≥ 3.
Remark 4.43. It also follows from the proof of Theorem 7, that if u0 ∈
H1,1(R) and ue(t) is the solution of NLS on R with ue(t = 0) = ue0, the
Ba¨cklund extension of u0, then u
e(t) is q-symmetric (cf. Proposition
4.34).
Proposition 4.44. Let k ≥ 2 and suppose u0 ∈ Hk,k(R+). In addition,
suppose that the Ba¨cklund extension ue0 of u0 is in H
k,k(R). Then
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HNLS+q has a unique solution u(t) in H
k,k(R+) with u(t = 0) = u0 and
satisfies the boundary condition ux(0+, t) + qu(0+, t) = 0, t ≥ 0.
Proof. As ue0 ∈ Hk,k(R), NLS has a solution ue(t) in Hk,k(R) with
ue(t = 0) = ue0. But then, by Theorem 7, as H
k,k ⊂ H1,1, ue(t)|R+ sat-
isfies (1.9), and hence ue(t)|R+ is a solution of HNLS+q inHk,k(R+). Fur-
thermore, as Hk,k(R+) ⊂ C1(R+), for k ≥ 2, and ue(t) is q-symmetric
(see Remark 4.43), the boundary condition at x = 0 follows from
Proposition 4.25. 
Remark 4.45. Let k ≥ 2. As ue0 ∈ Hk,k(R), the boundary condition
u′0(0+) + qu0(0+) = 0 is automatic for u0 (see Proposition 4.25).
The condition above on ue0 is rather implicit. Of course, the condition
can be rephrased in terms of requirement on the derivatives of u0 at
x = 0+. For k = 2 or 3, the conditions are particularly simple.
Proposition 4.46. Suppose u0 ∈ Hk,k(R+), k = 2 or 3, and in addi-
tion, suppose that u′0(0+) + qu0(0+) = 0 . Then HNLS
+
q has a unique
solution u(t) in Hk,k(R+), k = 2 or 3, with u(t = 0) = u0 and satisfying
the boundary condition ux(0+, t) + qu(0+, t) = 0, t ≥ 0.
Proof. It is enough to show that ue0 is inH
k,k, k = 2, 3. Let w = RB+q u0.
We must show that for k = 2,
(i)w(0−) = u0(0+),
(ii)w′(0−) = u′0(0+),
and in addition, if k = 3,
(iii) w′′(0−) = u′′0(0+).
As H2,2 ⊂ C1, conditions (i)(ii) follow from (the proof of) Proposition
4.25. On the other hand, as H3,3 ⊂ C2, condition (iii) follows from
Proposition 4.26. The proof that the Ba¨cklund extension ue0 of u0 ∈
Hk,k(R+) belongs to Hk,k(R), k = 2 or 3, follows in a similar way to
the proof that ue0 of u0 ∈ H1,1(R+) lies in H1,1(R) (cf. Proposition
4.7). 
Remark 4.47. For k = 3, the solution u(t) in H3,3 is a classical solution.
Remark 4.48. By Proposition 4.46, solutions u(t) of HNLS+q in H
2,2
satisfy the boundary condition ux(0+, t) + qu(0+, t) = 0, t ≥ 0. As
H2,2 ⊂ {u ∈ H1,1(R+) : u′ ∈ L1(R+)}, we see that this result is
consistent with Step 2 above for t > 0.
5. Long-time Asymptotics
By the results of the previous section, in order to determine the long-
time behavior of the solution u(x, t) of the IVP (1.4), we need to analyze
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the solution ue(x, t) to the equation (3.1) with initial data given by the
Ba¨cklund extension ue0 of u0|R+. We consider only the case when ue0 is
generic so that the associated RHP (3.31) has a finite number of simple
poles in C\R (cf. Remark 3.4). Rather than analyzing the asymptotic
behavior of the RHP directly, it is convenient to remove the poles using
Darboux transformations (see the Appendix for details). Once the long
time behavior of the RHP without poles is determined, we then add the
poles back in, again using Darboux transformations. This procedure of
removing the poles is not necessary: we can certainly apply the Deift-
Zhou steepest-descent method directly to RHP’s with poles. However,
in situations where there are only one or two pairs of poles, which is of
primary interest here, it is more convenient to proceed by first stripping
out the poles.
In order to explain the above procedure in more detail, suppose that
the scattering data of ue(x, t = 0) = ue0(x) is given by the reflection
coefficient function r(z) = b(z)/a(z) with ‖r‖H1,1(R) <∞, and one pair
of simple eigenvalues at z = z1 ≡ iµ1 ∈ iR+ with the norming constant
γ1 = γ(z1) 6= 0, and at z1 with corresponding norming constant −γ1.
Here, a(z), b(z) and γ1 are constructed from u0 ∈ H1,1(R+) as in
Proposition 4.35. Note that the norming constant γ1 is of the form
γ1 = e
−iρ
√
µ1+q
µ1−q for some ρ ∈ R. Indeed, by Proposition 4.28,
(5.1) γ(z1)γ(−z1) = z1 − iβ
z1 + iβ
, β = −q ⇒ |γ(z1)| =
√
µ1 + q
µ1 − q .
The evolution of the scattering data is given as follows by Theorem 6:
(5.2) z1(t) = iµ1, γ1(t) = γ1e
iz21t/2, r(z, t) = r(z)e−iz
2t/2 for z ∈ R.
Define
(5.3) rf (z) ≡ r(z)z − z1
z − z1 .
By the Appendix, rf is the pole-free reflection coefficient that one ob-
tains after removing the poles at z = z1, z1 by using a Darboux trans-
formation. For each fixed x ∈ R and t > 0, let the 2×2 matrix function
mf(x, t, z) solve the normalized RHP (R, vf): mf(x, t, z) is analytic in
C \ R and the jump matrix is given by
(5.4)
vf(z) = vf (x, t, z) ≡
(
1 + |rf(z)|2 rf(z)eiθ
rf(z)e
−iθ 1
)
, θ = θ(x, t, z) ≡ xz−tz
2
2
.
Let uf(x, t) be the associated potential function with Qf =
( 0 uf
−uf 0
)
.
If we apply the Darboux transformation to add in poles at z1 = iµ1,
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z1 = −iµ1 with the norming constant γ1(t) = γ1eiz21t/2, we obtain the
solution m(x, t, z) to the RHP corresponding to (5.2). In particular,
we have from (9.3) and (9.5),
(5.5) ue(x, t) = uf(x, t) + i(z1 − z1)F(b)
where
(5.6) b = mf (z1)e
ixz1σ
(
1
−c1(t)
z1−z1
)
, c1(t) =
γ1(t)
a′(z1)
.
The pole-free solution uf(x, t) can be read off from the residue of
mf(x, t, z), i.e.,
(5.7)
uf(x, t) = −i((mf )1(x, t))12, (mf )1(x, t) ≡ lim
z→∞
z(mf (x, t, z)− I).
The goal is to obtain an explicit formula for the asymptotic ofmf (x, t, z)
as t→∞; the behavior of ue(x, t) as t→∞ can then be read off from
(5.5) and (5.6). The case where there are n ≥ 2 simple eigenvalues, is
treated similarly. Here we use
rf(z) = r(z)
n∏
k=1
z − zk
z − zk .
We now apply the steepest-descent method introduced by Deift and
Zhou in [DZ93] to the focusing NLS at hand (see also [DIZ93]). We
will follow [DZ03] in which the authors analyze the long-time behavior
of the defocusing NLS equation, making suitable modification for the
focusing case. Along the way we will state many technical results (e.g.
Proposition 5.1, etc.) without proof: the proofs are very similar to
analogous results in [DZ03] and the details are left to the reader.
In view of the preceding discussion we must consider normalized
RHP’s (Σ = R, v) on R with jump matrices of the form,
(5.8) v(z) = v(x, t, z) =
(
1 + |r(z)|2 r(z)eiθ
r(z)e−iθ 1
)
, θ = xz − tz
2
2
,
where r ∈ H1,1(R). We are interested in the behavior of the solution
m = m(x, t, z) of (R, v) as t→∞.
Solutions m = m(x, t, z) of the RHP as given in (3.31) are classical
in the sense that m is continuous up to the boundary in C+ and C−.
Such solutions m exist because the reflection coefficient r ∈ H1(R).
For a general RHP on an oriented contour Σ ⊂ C with jump matrix
v ∈ L∞(Σ), we must define the RHP in a weaker sense (see [LS87],
[CG81], and also [DZ03]), as follows.
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Let CΣ denote the Cauchy operator
(5.9) (CΣh)(z) =
∫
Σ
h(s)
s− z
ds
2πi
, z ∈ C \ Σ,
with associated boundary operators
(5.10) (C±Σh)(z) = lim
z′→z±
(CΣh)(z
′).
Here z± refer to the orientation of Σ at the point z ∈ Σ: by convention
if one traverses the contour in the direction of the orientation, the (±)-
sides lie to the left (right) respectively. For example, if Σ = R with
orientation from −∞ to ∞, then z± refer to limits as z′ → z ∈ R from
C+/C− respectively. If Σ is sufficiently regular - Lipschitz would do -
the operators C±Σ are bounded in L
p(Σ), 1 < p <∞ (see e.g. [BK97]),
and the limits in (5.10) exist pointwise almost everywhere in Σ. We
always have
(5.11) C+Σ − C−Σ = id.
Given Σ and a matrix v, we say that a pair h± of Lp(Σ) functions lies
in ∂C(Lp) if h± = C±Σ g for some (unique) g ∈ Lp(Σ). We say m± solves
the normalized RHP (Σ, v)L2, if
• m± ∈ I + ∂C(L2),
• m+(z) = m−(z)v(z), z ∈ Σ.
Note that if m± solves the normalized RHP (Σ, v), then m± = I+C
±
Σ g
for some g ∈ L2(Σ). Hence m(z) = I + (CΣg)(z) = I +
∫
Σ
g(s)
s−z
ds
2πi
,
z ∈ C \ Σ, is analytic in C \ Σ, and clearly solves the RHP (Σ, v) a.e.
on Σ. Although the original RHP (R, v) has a classical solution, in the
process of solving for m(x, t, z) as t → ∞, we will encounter RHP’s
which only have solutions in the generalized sense (see e.g. (5.12)
below, etc.). It is easy to see that the classical solution m(x, t, z) of
(Σ, v) is a also a solution in the generalized sense.
The first step in the steepest descent method is to separate eiθ and
e−iθ in the jump matrix v(x, t, z) in such a way as to respect the sig-
nature table for Re(iθ). We have Re(iθ) = Re[it(z20 − (z − z0)2)/2] =
tIm(z − z0)2/2 where z0 = x/t is the stationary phase point for θ. Let
δ± be the solution of the scalar, normalized RHP (R− + z0, 1 + |r|2),
(5.12)
{
δ+ = δ−(1 + |r|2), z ∈ R− + z0,
δ± − 1 ∈ ∂C(L2),
where the contour R− + z0 is oriented from −∞ to z0.
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Proposition 5.1 (Properties of δ). Suppose r ∈ L∞(R) ∩ L2(R) and
‖r‖L∞ ≤ ρ < ∞. The extension δ of δ± off R− + z0 is given by the
formula
(5.13) δ(z) = exp
[ 1
2πi
∫ z0
−∞
log(1 + |r(s)|2)
s− z ds
]
, z ∈ C\(R−+z0).
and satisfies for z ∈ C \ (R− + z0),
δ(z)δ(z¯) = 1,
(1 + ρ2)−
1
2 ≤ |δ(z)|, |δ−1(z)| ≤ (1 + ρ2) 12
and
|δ±1(z)| ≤ 1 for ± Im z > 0.
For real z,
|δ+(z)δ−(z)| = 1 and, in particular, |δ(z)| = 1 for z > z0,
|δ+(z)| = |δ−1− (z)| = (1 + |r(z)|2)
1
2 , z < z0,
and
∆ ≡ δ+δ− = exp
[ 1
iπ
P.V.
∫ z0
−∞
log(1 + |r(s)|2)
s− z ds
]
,
where P.V. denotes the principal value and |∆| = |δ+δ−| = 1.
‖δ± − 1‖L2(dz) ≤ cρ(1 + ρ2) 12‖r‖L2.
We write w = (w−, w+) for a matrix v and any of its factorization
v = (v−)−1v+ = (I − w−)−1(I + w+), v±, (v±)−1 ∈ L∞(Σ). Denote
the singular integral operator Cw(h) = C
+(hw−)+C−(hw+) acting on
Lp-function valued matrices where C± is a limit of Cauchy operator
C from the (+)-side(respectively, (-)-side) of the oriented contour Σ.
Note that if w = (0, v − I) then Cw = Cv as in (3.33). As shown
in [DZ03], if (1 − Cw)−1 is bounded in Lp for one factorization v =
(1− w−1)−1(I + w+), then it is bounded for all such factorizations.
Lemma 5.2. Let v be as in (5.8), with r ∈ H1,1(R). Then for any
factorization v = (v−)−1v+, v±, (v±)−1 ∈ L∞(R), the operator 1 − Cw
with w = (w−, w+) = (I − v−, v+ − I) has a bounded inverse in L2(R)
and
‖(1− Cw)−1‖L2(R) ≤ c(1 + ρ2),
where ‖r‖∞ ≤ ρ <∞.
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Proof. By Corollary 2.7 in [DZ03], it is enough to show that 1 − Cv
is invertible in L2(R). We will first show that 1 − Cv is a Fredholm
operator of index 0. Define w = (0, v − I) and wˆ = (0, v−1 − I). Then
for f ∈ L2(R), using (3.32) and (3.33),
Cw(Cwˆf) = C
−[(Cwˆf)(v − I)] = C−
[
C−(f(v−1 − I))(v − I)]
= C−
[(
C+(f(v−1 − I))− f(v−1 − I))(v − I)]
= C−
[
C+(f(v−1 − I))(v − I) + f(v + v−1 − 2I)]
= C−
[
C+(f(v−1 − I))(v − I)]+ Cwf + Cwˆf.
As v is continuous and v − I → 0 as |z| → ∞, it follows that we can
approximate v − I by a sequence of rational functions of the form,
n∑
i=1
Bi
z − ai , ai ∈ C \ R.
Let h = f(v−1 − I). Then,
C−
(
(C+h)(♦) 1♦− ai
)
(z) = lim
ǫ↓0
∫
R
(C+h)(s)
s− ai
1
s− (z − iǫ)
ds
2πi
=

0 if ai ∈ C−,
Ch(ai)
ai − z if ai ∈ C
+.
which implies that f 7→ C−
(
(C+(f(v−1−I))) 1♦−ai
)
has either rank 0 or
1 and hence is compact in L2(R). It follows that C−[C+(f(v−1−I))(v−
I)] is operator limit of compact operators and hence is compact. But
(1−Cw)(1−Cwˆ) = 1−Cw−Cwˆ+CwCwˆ = 1+C−[C+(♦(v−1−I))(v−I)].
Similarly, we see that (1−Cwˆ)(1−Cw)−1 is compact, and hence 1−Cw
is a Fredholm operator. For 0 ≤ γ ≤ 1, set v(γ) ≡ ( 1+γ2|r|2 γreiθ
γre−iθ 1
)
.
Clearly v(1) = v. The same argument shows that v(γ) is Fredholm for
all γ ∈ [0, 1]. But for γ = 0, v(0) = I and so 1−Cv(0) = 1; we conclude
that ind(1−Cv(γ=1)) =ind(1−Cv(γ=0)) = 0. Thus 1−Cv is Fredholm of
index zero. To complete the proof, we must show that (1 − Cv)f = 0,
f ∈ L2(R), implies that f = 0. Set m± = C±(f(v − I)) ∈ ∂C(L2).
Then as f = Cvf = C
−(f(v − I)) = m−, we have
m+ = C
+(f(v − I)) = C−(f(v − I)) + f(v − I)
= m− +m−(v − I) = m−v.
On the other hand, by Cauchy’s theorem,
0 =
∫
R
m+m
∗
−dz =
∫
R
m−vm∗−dz.
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But v is clearly strictly positive definite and hence f = m− ≡ 0.
Suppose that m± ∈ ∂C(L2) and m+ = m−v + f for f ∈ L2(R). As
above, we have
0 =
∫
R
m+m
∗
−dz =
∫
R
m−vm
∗
− +
∫
R
fm∗−.
and hence ∣∣∣∣ ∫
R
m−vm∗−
∣∣∣∣ ≤ ‖f‖L2‖m−‖L2.
But v ≥ λ0, where λ0 ≥ 2+ρ
2−
√
(2+ρ2)2−4
2
> 0 is the smallest eigenvalue
of v. Hence λ0‖m−‖2L2 ≤ ‖f‖L2‖m−‖L2 or ‖m−‖L2 ≤ 1λ0‖f‖L2. But this
bound then implies ‖(1− Cw)−1‖ ≤ cλ0 , for any factorization v = (I −
w−)−1(I+w+) of v, by Proposition 2.6 and Corollary 2.7 in [DZ03]. 
Let mδ ≡ mδ−σ3 solve the normalized RHP (R, vδ) where vδ =
δσ3− vδ
−σ3
+ . In other words,
wδ = (w
−
δ , w
+
δ )
=

((
0 rδ2eiθ
0 0
)
,
(
0 0
rδ−2e−iθ 0
))
, z > z0,((
0 0
r
1+|r|2 δ
−2
− e
−iθ 0
)
,
(
0 r
1+|r|2δ
2
+e
iθ
0 0
))
, z < z0.
Notation 5.3. We say that the bounds on two operators A and B in a
Banach space are equivalent if and only if c−1‖B‖ ≤ ‖A‖ ≤ c‖B‖ for
some c > 1.
Lemma 5.4 (cf. [DZ03], p. 1042). The operator (1 − Cwδ)−1 exists
in L2(R) and the bound on (1 − Cwδ)−1 is equivalent to the bound on
(1− Cw)−1.
For a function f on R we introduce a rational function which coin-
cides with f at z0,
(5.14) [f ](z) =
f(z0)
(1 + i(z − z0))2 , z ∈ R .
Replacing r by the rational function [r] etc., we obtain
w
[·]
δ = ((w
[·]
δ )
−, (w[·]δ )
+)
≡

((
0 [r]δ2eiθ
0 0
)
,
(
0 0
[r]δ−2e−iθ 0
))
, z > z0,((
0 0[
r
1+|r|2
]
δ−2− e
−iθ 0
)
,
(
0
[
r
1+|r|2
]
δ2+e
iθ
0 0
))
, z < z0.
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Figure 1. Contour Σe
Let Σe ≡ R∪ (z0+eiπ/4R)∪ (z0+e−iπ/4R) be oriented from left to right
(see Figure 1).
Introduce the trivial extension v
[·]
e of v
[·]
δ onto Σ
e by setting v
[·]
e = v
[·]
δ
on R and v
[·]
e = I on Σe \ R.
Lemma 5.5 (cf. [DZ03], pp. 1043–1044). Suppose that v
[·]
e = (1 −
(w
[·]
e )−)−1(1 + (w
[·]
e )+) is a factorization as above. Then, (1 − Cw[·]δ )
−1
is bounded in L2(R) if and only if (1 − C
w
[·]
e
)−1 is bounded in L2(Σe)
and the bounds are equivalent.
Now, set
(5.15) Φ =

I on II or V(
1 0
−[r¯]δ−2e−iθ 1
)
on I(
1 −
[
r
1+|r|2
]
δ2eiθ
0 1
)
on III(
1 0[
r
1+|r|2
]
δ−2e−iθ 1
)
on IV(
1 [r]δ2eiθ
0 1
)
on VI
and set v
[·]
d ≡ Φ−1− v[·]e Φ+ where Φ± denote the (±)-limits on the contour
Σe. Direct calculation shows that
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(5.16) v
[·]
d =

I on R(
1 0
[r¯]δ−2e−iθ 1
)
on z0 + e
iπ/4
R
+(
1
[
r
1+|r|2
]
δ2eiθ
0 1
)
on z0 + e
−iπ/4
R
−
(
1 0[
r
1+|r|2
]
δ−2e−iθ 1
)
on z0 + e
iπ/4
R
−
(
1 [r]δ2eiθ
0 1
)
on z0 + e
−iπ/4
R
+.
Because Φ is analytic and uniformly bounded in C\Σe for all x ∈ R,
t ≥ 0, we obtain the following.
Lemma 5.6 (cf. [DZ03], pp. 1044–1045). The operator (1−C
v
[·]
d
)−1 is
bounded if and only if (1−C
v
[·]
e
)−1 is bounded in L2(Σe) and the bounds
are equivalent.
The bound on , if it exists, is equivalent to the bound on .
As noted above, bounds on (1−C
v
[·]
d
)−1 and (1−C
v
[·]
e
)−1 imply bounds
on (1 − C
w
[·]
d
)−1 and (1 − C
w
[·]
e
)−1 for any factorizations v[·]d =
(
1 −
(w
[·]
d )
−)−1(1+(w[·]d )+) and v[·]e = (1−(w[·]e )−)−1(1+(w[·]e )+). For z < z0,
define
β(z, z0) ≡∫ z0
−∞
{log(1 + |r(s)|2)− log(1 + |r(z0)|2)χ0(s)(s− z0 + 1)} ds
2πi(s− z) ,
where ν(z0) =
1
2π
log(1+ |r(z0)|2) and χ0(s) denotes the characteristics
function of the interval (z0 − 1, z0). Define
(5.17) δ0(z) ≡ eβ(z0,z0)−iν(z0)(z − z0)−iν(z0).
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Set
(5.18) vLd =

I on R(
1 0
r¯(z0)δ
−2
0 e
−iθ 1
)
on z0 + e
iπ/4
R
+
(
1 r(z0)
1+|r(z0)|2 δ
2
0e
iθ
0 1
)
on z0 + e
−iπ/4
R
−
(
1 0
r¯(z0)
1+|r(z0)|2 δ
−2
0 e
−iθ 1
)
on z0 + e
iπ/4
R
−
(
1 r(z0)δ
2
0e
iθ
0 1
)
on z0 + e
−iπ/4
R
+.
Lemma 5.7 (cf. [DZ03], Lemma 2.14). Let r ∈ H1,0(R) with ‖r‖H1,0(R) ≤
λ <∞. Then, for 1 ≤ p ≤ ∞,
‖v[·]d − vLd ‖Lp(Σe) ≤
c
t
1
4
+ 1
2p
uniformly for t ≥ 1 and all x ∈ R where c depends on λ. Hence,
(1−C
v
[·]
d
)−1 is bounded if and only if (1−CvLd )−1 is bounded in L2(Σe)
and the bounds are equivalent uniformly for t ≥ 1 and all x ∈ R.
Remark 5.8. If r had more decay, say r ∈ H1,1(R), one sees by integra-
tion by part that
(5.19) β(z0, z0)− iν(z0) = − 1
2πi
∫ z0
−∞
log(z0 − s)d log(1 + |r(s)|2) .
Lemma 5.9 (cf. [DZ03], p. 1049). The operator (1 − CvLd )−1 exists
in L2(Σe) and its bound is equivalent to the bound on (1 − CvL)−1 in
L2(R) where vL ≡
(
1 + |r(z0)|2 r(z0)eiθ
r(z0)e
−iθ 1
)
.
Proposition 5.10 (cf. [DZ03], Proposition 2.13). For all sufficiently
large t, say t ≥ t0, (1−Cw[·]δ )
−1 exists in L2(R), and for some uniform
constant c
‖(1− C
w
[·]
δ
)−1‖L2(R) ≤ c for x ∈ R and t ≥ t0.
From the previous results, we see that for t ≥ t0, (1 − Cw[·]δ )
−1,
(1 − C
v
[·]
e
)−1, (1 − C
v
[·]
d
)−1 and (1 − CvLd )−1 exist and bounded in L2
and the bounds are equivalent. It follows that the normalized RHPs
(R, v
[·]
δ ), (Σ
e, v
[·]
e ), (Σe, v
[·]
d ) and (Σ
e, vLd ) have unique solutions m
[·]
δ , m
[·]
e ,
m
[·]
d and m
L
d ∈ I + ∂C(L2), respectively. Note that
(5.20) m
[·]
δ = m
[·]
d Φ
−1.
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For reasons that will become clear (see (5.21) below), we now reverse
the orientation on R− + z0 to obtain a contour R˜z0 = e
iπ(R+ + z0) ∪
(R++ z0) with associated jump matrix v˜δ = vδ for z > z0 and v˜δ = v
−1
δ
for z < z0. From the form of vδ, we see that v˜δ = (I − w˜−δ )−1(I + w˜+δ )
where
w˜δ = (w˜
−
δ , w˜
+
δ )
=

((
0 rδ2eiθ
0 0
)
,
(
0 0
rδ−2e−iθ 0
))
, z > z0,((
0 − r
1+|r|2 δ˜
2
−e
iθ
0 0
)
,
(
0 0
− r
1+|r|2 δ˜
−2
+ e
−iθ 0
))
, z < z0.
where δ˜±(z) denotes the boundary values of δ(z) on R˜z0 . Thus δ˜±(z) =
δ±(z) for z > z0 and δ˜±(z) = δ∓(z) for z < z0.
We use ρ, λ and η to denote L∞, H1,0 and H1,1 bounds for r respec-
tively. Thus
‖r‖L∞ ≤ ρ, ‖r‖H1,0 ≤ λ, ‖r‖H1,1 ≤ η.
Extend R˜z0 to a contour Γz0 = R˜z0 ∪ (z0 + eiπ/2R−) ∪ (z0 + e−i
pi
2R−).
As a complete contour, Γz0 has the important property
(5.21) C+Γz0
C−Γz0 = C
−
Γz0
C+Γz0
= 0.
In the following lemmas we will assume for convenience that x = 0.
Thus z0 = 0, δ = δz0=0, ∆ = ∆z0=0, R˜ ≡ R˜z0=0, Γ ≡ Γ˜z0=0, and
θ = −tz2/2.
Lemma 5.11 (cf. [DZ03], Lemma 4.1). For z ∈ R\0,
|∆′(z)| ≤ I + II,
where
‖I‖L2 ≤ cρλ
|II| ≤ cρ2 1|z| .
Lemma 5.12 ([DZ03], p.1064). Suppose f ∈ H1,0. Then for all t > 1,
(5.22)
∣∣∣∣∫
R
f∆±1e∓itz
2
dz
∣∣∣∣ ≤ c(1 + ρλ)
t
1
2
‖f‖H1,0 .
In addition, if f(0) = 0, then for all t > 1,
(5.23)
∣∣∣∣∫
R
f∆±1e∓itz
2
dz
∣∣∣∣ ≤ c(1 + ρλ)t3/4 ‖f‖H1,0 .
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Figure 2. Contour Γ
Let Dj , j = 1, . . . , 4, be the j
th quadrant in C\Γ (see Figure 2). In
the Lemma below Hq denotes Hardy space.
Lemma 5.13 ([DZ03], pp.1065–1069). Suppose f ∈ H1,0, then for
2 ≤ p <∞ and for all t ≥ 0,
(5.24)

‖C−
R+→Γδ
−2feit♦
2‖Lp ≤ c
(1 + t)
1
2
p
‖δ−2‖L∞(D1)‖f‖H1,0
≤ c(1 + ρ
2)
(1 + t)
1
2
p
‖f‖H1,0 ,
‖C−eipiR+→Γδ˜−2+ feit♦
2‖Lp ≤ c
(1 + t)
1
2
p
‖δ−2‖L∞(D3)‖f‖H1,0
≤ c(1 + ρ
2)
(1 + t)
1
2
p
‖f‖H1,0,
‖C+
R+→Γδ
2fe−it♦
2‖Lp ≤ c
(1 + t)
1
2
p
‖δ2‖L∞(D4)‖f‖H1,0
≤ c(1 + ρ
2)
(1 + t)
1
2
p
‖f‖H1,0 ,
‖C+
eipiR+→Γδ˜
2
−fe
−it♦2‖Lp ≤ c
(1 + t)
1
2
p
‖δ2‖L∞(D2)‖f‖H1,0
≤ c(1 + ρ
2)
(1 + t)
1
2
p
‖f‖H1,0 ,
Suppose in addition that f(0) = 0 and that g is a function in the Hardy
space Hq(C\R) for some 2 ≤ q ≤ ∞. Then for all t ≥ 0,
(5.25)

‖C−
R+→Γg+fe
it♦2‖L2 ≤ c
(1 + t)
1
2
− 1
q
‖g‖Hq(C\R)‖f‖H1,0,
‖C−
eipiR+→Γg˜+fe
it♦2‖L2 ≤ c
(1 + t)
1
2
− 1
q
‖g‖Hq(C\R)‖f‖H1,0,
‖C+
R+→Γg−fe
−it♦2‖L2 ≤ c
(1 + t)
1
2
− 1
q
‖g‖Hq(C\R)‖f‖H1,0 ,
‖C+
eipiR+→Γg˜−fe
−it♦2‖L2 ≤ c
(1 + t)
1
2
− 1
q
‖g‖Hq(C\R)‖f‖H1,0,
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where g± are the boundary values of g on R and g˜± = g∓ on eiπR+.
Since the H1,0- and L∞-norms of r(z) is invariant under translation,
appropriate choices of f in (5.24) give rise to the following.
Corollary 5.14 (cf. [DZ03], Corollary 4.4). For any 2 ≤ p <∞, and
for all t ≥ 0
‖C±
R˜z0→Γz0
w˜±δ ‖Lp(Γz0 ) ≤
cλ(1 + ρ2)
(1 + t)
1
2
p
.
We need the following Lp bound on solutions of RHPs.
Proposition 5.15 (cf. [DZ03], Proposition 4.5). Suppose that r is a
continuous function on R such that
lim
z→∞
r(z) = 0, and ‖r‖L∞(R) ≤ ρ <∞.
Let v be given as in (5.8) and v = (1−w−)−1(1+w+) is any factoriza-
tion as above. Then for any p ≥ 2, there exists t0 = t0(r, p) such that
for t ≥ t0 and all x ∈ R, (1− Cw)−1 exists in Lp(R) and
‖(1− Cw)−1‖Lp(R)→Lp(R) ≤ c
for t ≥ t0 and all x ∈ R.
By Lemma 5.4 and Proposition 5.15, we obtain for r ∈ H1,0 and
2 ≤ p <∞,
‖(1− Cw˜δ)−1‖Lp(R˜z0 )→Lp(R˜z0 ) ≤ cp,
where cp is uniform for all x ∈ R and all t ≥ t0. Reversing the orienta-
tion on R as above, we see that (cf. Proposition 2.8 in [DZ03])
(5.26) ‖(1− Cw˜δ)−1‖Lp(R˜z0 )→Lp(R˜z0 ) ≤ c
′
p,
where c′p is uniform for all x ∈ R and all t ≥ t0. Let µ˜δ ∈ I +L2(R˜) be
the solution of (1 − Cw˜δ)µ˜δ = I. Using Corollary 5.14 and (5.26), we
obtain the following result.
Corollary 5.16 (cf. [DZ03], Corollary 4.6). For any 2 ≤ p < ∞ and
for all t ≥ 0
‖µ˜δ − I‖Lp ≤ cpλ(1 + ρ
2)
(1 + t)
1
2
p
.
Lemma 5.17 (cf. [DZ03], Lemma 4.7). For any 2 ≤ p <∞ and for t
sufficiently large,
‖C±µ˜δ(w˜[·]±δ − w˜∓δ )‖L2 ≤ ct−
1
2
+ 1
2p .
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Lemma 5.18 (cf. [DZ03], Lemma 4.8). For any 2 ≤ p <∞ and for t
sufficiently large,
(5.27)
∣∣∣∣∣
∫
R˜
µ˜δw˜δ −
∫
R˜
µ˜
[·]
δ w˜
[·]
δ
∣∣∣∣∣ ≤ ct− 34+ 12p
and for z ∈ C \ R,
(5.28)
∣∣m˜δ(z)− m˜[·]δ (z)∣∣ ≤ c(z)t− 34+ 12p
where c(z) is a constant depending on z.
Proof. The proof of (5.27) follows the proof of Lemma 4.8 in [DZ03].
The proof of (5.28) is similar using the relation m˜δ(z) = I+
∫ µ˜δ(s)w˜δ(s)
s−z
ds
2πi
,
and m˜
[·]
δ (z) = I +
∫ µ˜[·]δ (s)w˜[·]δ (s)
s−z
ds
2πi
. 
Since Φ = I in the region II, m˜
[·]
δ = m
[·]
δ = m
[·]
d Φ
−1 = m[·]d on II
and hence the residues at z =∞ are the same, i.e. limz→∞,z∈II zm˜[·]δ =
limz→∞,z∈II zm
[·]
d , which implies
∫
R˜
µ˜
[·]
δ w˜
[·]
δ =
∫
Σe
µ
[·]
d w
[·]
d .
Lemma 5.19 (cf. [DZ03], pp. 1073–1074). For t sufficiently large,
(5.29)
∣∣∣∣∣
∫
Σe
µLdw
L
d −
∫
Σe
µ
[·]
d w
[·]
d
∣∣∣∣∣ ≤ ct− 34 .
and for z ∈ C \ R,
(5.30)
∣∣mLd (z)−m[·]d (z)∣∣ ≤ c(z)t− 34
where c(z) is a constant depending on z.
Proof. As in Lemma 5.18, the proof of (5.30) is similar to the proof of
(5.29). 
If m1 and δ1 are the residues at z = ∞ of m(z) = m(x, t, z) and
δ(z)σ3 respectively, we see that
m1(x, t) = − 1
2πi
∫
R
µw and δ1(x, t) = − 1
2πi
∫ z0
−∞
log(1 + |r|2)σ3.
Since mδ(z) = m˜δ(z) = m(z)δ(z)
−σ3 , the residue (m˜δ)1(x, t) at z = ∞
of m˜δ(x, t, z) is given by (m˜δ)1 = m1−δ1. Assembling the above results,
we conclude that for any p ≥ 2 and all sufficiently large t,
(5.31)
uf(x, t) = −i(m1(x, t))12 = −i((m˜δ)1(x, t))12
=
1
2π
∫
R˜
(µ˜δw˜δ)12 =
1
2π
∫
Σe
(µLdw
L
d )12 +O(t
− 3
4
+ 1
2p )
= −i((mLd )1(x, t))12 +O(t−
3
4
+ 1
2p ),
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where (mLd )1 is the residue of m
L
d at z = ∞. Similarly, for any fixed
z ∈ C \ R,
(5.32)
m(z) = m˜δ(z)δ
σ3(z)
= m˜
[·]
δ (z)δ
σ3(z) +O(t−
3
4
+ 1
2p )
= m
[·]
d (z)Φ
−1(z)δσ3(z) +O(t−
3
4
+ 1
2p )
= mLd (z)Φ
−1(z)δσ3(z) +O(t−
3
4
+ 1
2p ).
Remark 5.20. Clearly by the above estimates, the error terms in (5.31)
and (5.32) are controlled by H1,0 norm of the reflection coefficient func-
tion r(z). In particular, if ‖r‖L∞ ≤ cǫ, ǫ ≪ 1, then it is easy to
check that the error terms in (5.31) and (5.32) are O(‖r‖H1,0t−
3
4
+ 1
2p ),
O(
∥∥ r(·)
·−z
∥∥
H1,0
t−
3
4
+ 1
2p ), respectively.
If ‖r‖H1,0 is sufficiently small, then the singular operators (1−Cw[·]δ )
−1,
etc. are bounded uniformly on t ≥ 0, which leads the following result.
Lemma 5.21. If r(z) has sufficiently small norm in H1,0, we have for
all t ≥ 1,
uf(x, t) = −i((mLd )1(x, t))12 +O(‖r‖H1,0t−
3
4
+ 1
2p )
and for any fixed z ∈ C \ R,
m(z) = mLd (z)Φ
−1(z)δσ3(z) +O
(∥∥∥ r(·)· − z∥∥∥H1,0t− 34+ 12p
)
.
6. Localized RHP
We compute the solution of the localized RHP (Σe, vLd ) explicitly
in terms of parabolic cylinder functions (see [AS65]). Introduce the
scaling ζ =
√
t(z − z0) and set (see (5.17))
(6.1) φ(ζ) = δ20(z)e
iθ(z) = α20ζ
−2iν(z0)e−iζ
2/2
where
α0 = exp
[ix2
4t
+
i
2
ν(z0) log t+ β(z0, z0)− iν(z0)
]
.
Define
(6.2) MLd (x, t, ζ) ≡ mLd (x, t, z), M∞(ζ) ≡MLd (ζ)φσ(ζ), z ∈ C \ Σe,
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z0
I
II
III
IV
V
VI
V
∞
1
V
∞
2
V
∞
3
V
∞
4
V
∞
5
V
∞
6
Figure 3. Numbering of V ∞ on Σe
and
(6.3)
V ∞ ≡ φ(ζ)−adσvLd (z)
=

I on z0 + R
+(
1 0
r¯(z0) 1
)
on z0 + e
iπ/4
R
+(
1 + |r(z0)|2 0
0 1
1+|r(z0)|2
)
on z0 + R
−
(
1 r(z0)
1+|r(z0)|2
0 1
)
on z0 + e
−iπ/4
R
−
(
1 0
r¯(z0)
1+|r(z0)|2 1
)
on z0 + e
iπ/4
R
−
(
1 r(z0)
0 1
)
on z0 + e
−iπ/4
R
+.
Then, it follows that M∞+ (ζ) = M
∞
− (ζ)V
∞ on ζ ∈ Σe − z0. Since
det V Ld ≡ 1 on Σe, detMLd (z) ≡ 1 (see Remark 3.8), detM∞ =
det(MLd φ
−σ) = 1, and hence (MLd )
−1, (M∞)−1 exist. Numbering the
restrictions of piecewise constant jump matrix V ∞ on Σe as in Figure 3,
we have the cyclic condition V ∞3 V
∞
2 V
∞
1 = V
∞
6 V
∞
5 V
∞
4 , which implies, in
particular (see e.g. [BDT88]), that in each sector I, II, · · · , VI, M∞(ζ)
is the restriction of an entire function. In particular this implies that
M∞ is differentiable with respect to ζ and ∂ζM∞+ (ζ) = ∂ζM
∞
− (ζ)V
∞
on ζ ∈ Σe − z0. Thus, (∂ζM∞)(M∞)−1 has a trivial jump matrix and
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hence is entire. As ζ →∞, ζ ∈ C \ (Σe − z0),
∂ζM
∞(M∞)−1 = ∂ζ(MLd φ
σ)(φ−σ(MLd )
−1)
=
[
∂ζM
L
d φ
σ +MLd
(−2iν(z0)σ
ζ
− iζσ
)
φσ
]
(φ−σ(MLd )
−1)
= MLd (−iζσ)(MLd )−1 +O
(1
ζ
)
.
Here, we have used the fact that ∂ζM
L
d = O(ζ
−1). AsMLd = I+
(MLd )1
ζ
+
o(ζ−1) as ζ →∞, we have
Mˆ ≡ (∂ζM∞ + iζσM∞)(M∞)−1 = ∂ζM∞(M∞)−1 + iζσ
= iζ [σ,MLd ](M
L
d )
−1 +O
(1
ζ
)
= iζ
[
σ, I +
(MLd )1
ζ
+ o
(1
ζ
)](
I − (M
L
d )1
ζ
+ o
(1
ζ
))
+O
(1
ζ
)
= i[σ, (MLd )1] + o(1).
But Mˆ has no jumps across Σe and hence by Liouville’s theorem, Mˆ ≡
i[σ, (MLd )1]. Then, from the definition of Mˆ , we obtain the following
system of ODEs
(∂ζM
∞ + iζσM∞) = i[σ, (MLd )1]M
∞.
Set
(6.4)
(
0 k1
k2 0
)
= i[σ, (MLd )1].
The differential equations for M∞11 and M
∞
21 are given by
(6.5)

∂ζM
∞
11 +
iζ
2
M∞11 = k1M
∞
21 ,
∂ζM
∞
21 −
iζ
2
M∞21 = k2M
∞
11 .
Then,
k1k2M
∞
11 = ∂ζ
(
∂ζM
∞
11 +
i
2
ζM∞11
)
− iζ
2
(
∂ζM
∞
11 +
i
2
ζM∞11
)
= ∂2ζM
∞
11 +
ζ2
4
M∞11 +
i
2
M∞11
Set η ≡ e− 3ipi4 ζ and g(η) ≡ M∞11 (ζ). Then, we see that g satisfies the
parabolic cylinder equation
∂2ηg +
(1
2
− η
2
4
+ a
)
g = 0, where a = ik1k2.
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General solutions of this equation can be written in terms of standard
entire parabolic cylinder functions Da(·) as follows.
(6.6) M∞11 (ζ) = c1Da
(
e−
3ipi
4 ζ
)
+ c2Da
(
− e− 3ipi4 ζ
)
.
Since MLd (ζ)→ I as ζ →∞, z ∈ iR, we have
(6.7)
(M∞+ )11(ζ) = (1 + o(1))φ
σ
11
= (1 + o(1))α0e
3pi
4
ν(z0)η−iν(z0)e−
1
4
η2 .
But from [AS65], as η →∞,
(6.8) Da(η) =

ηae−
1
4
η2(1 +O(aη−2)),
for | arg η| < 3π
4
,
ηae−
1
4
η2(1 +O(aη−2))
− (2π) 12 (Γ(−a))−1eaπiη−a−1e η
2
4 (1 +O(aη−2)),
for
π
4
< arg η <
5π
4
,
ηae−
1
4
η2(1 +O(aη−2))
− (2π) 12 (Γ(−a))−1e−aπiη−a−1e η
2
4 (1 +O(aη−2)),
for − 5π
4
< arg η < −π
4
,
Inserting (6.8) into (6.6) and comparing with (6.7), we see that a =
−iν(z0), and c1 = α0e 3pi4 ν(z0). Utilizing (6.5), we thus have for ζ ∈
II− z0 ≡ IIz0 ,
(6.9)
M∞11 (ζ) = α0e
3pi
4
ν(z0)Da
(
e−
3ipi
4 ζ
)
,
M∞21 (ζ) =
α0
k1
e
3pi
4
ν(z0)
[
∂ζ
(
Da
(
e−
3ipi
4 ζ
))
+
iζ
2
Da
(
e−
3ipi
4 ζ
)]
,
Similarly, we have for ζ ∈ IIz0,
(6.10)
M∞12 (ζ) =
α−10
k2
e−
pi
4
ν(z0)
[
∂ζ
(
D−a
(
e−
ipi
4 ζ
))
− iζ
2
D−a
(
e−
ipi
4 ζ
)]
,
M∞22 (ζ) = α
−1
0 e
−pi
4
ν(z0)D−a
(
e−
ipi
4 ζ
)
.
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Also, for ζ ∈ Vz0,
(6.11)
M∞11 (ζ) = α0e
−pi
4
ν(z0)Da
(
e
ipi
4 ζ
)
,
M∞21 (ζ) =
α0
k1
e−
pi
4
ν(z0)
[
∂ζ
(
Da
(
e
ipi
4 ζ
))
+
iζ
2
Da
(
e
ipi
4 ζ
)]
,
M∞12 (ζ) =
α−10
k2
e
3pi
4
ν(z0)
[
∂ζ
(
D−a
(
e
3ipi
4 ζ
))
− iζ
2
D−a
(
e
3ipi
4 ζ
)]
,
M∞22 (ζ) = α
−1
0 e
3pi
4
ν(z0)D−a
(
e
3ipi
4 ζ
)
.
Let M∞II ,M
∞
V be the analytic extensions to C of M
∞|IIz0 , M∞|Vz0 ,
respectively. Then, from the jump matrix V ∞ we observe that for all
ζ ∈ C,
M∞II (ζ) =M
∞
V (ζ)
(
1 r(z0)
0 1
)(
1 0
r(z0) 1
)
= M∞V (ζ)
(
1 + |r(z0)|2 r(z0)
r(z0) 1
)
.
Therefore, as detM∞V = 1,
r(z0) = (M
∞
II )21(M
∞
V )11 − (M∞II )11(M∞V )21
=
α20
k1
e
pi
2
ν(z0)W
[
Da
(
e
ipi
4 ζ
)
, Da
(
e
−3ipi
4 ζ
)]
=
α20
k1
e
pi
2
ν(z0)
[ √2π
Γ(−a)e
ipi
4
]
where W (f, g) = fg′ − f ′g is the Wronskian of f and g. Hence,
(6.12) k1 =
√
2πe
ipi
4 α20e
pi
2
ν(z0)
r(z0)Γ(−a)
= β(z0)e
i[x2/(2t)+ν(z0) log t],
where
(6.13)
|β(z0)|2 = 2πe
πν(z0)
|r(z0)|2|Γ(iν(z0))|2 =
2πeπν(z0)
|r(z0)|2
(ν(z0) sinh(πν(z0))
π
)
= ν(z0),
arg β(z0) =
π
4
− 2i(β(z0, z0)− iν(z0)) + arg(r(z0))− arg(Γ(iν(z0)))
=
π
4
+
1
π
∫ z0
−∞
log(z0 − s)d log(1 + |r(s)|2)
+ arg(r(z0))− arg(Γ(iν(z0)).
and
(6.14) k2 =
a
ik1
= −ν(z0)
k1
= −β(z0)e−i[x2/(2t)+ν(z0) log t].
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Inserting (6.12), (6.14) into (6.9), (6.10) respectively, we obtain the
explicit formulae for M∞ in region II. On the other regions, M∞ is
obtained by simply using the constant jump matrix V ∞.
7. Proof of Theorem 1
For functions u, uˇ ∈ H1,1(R), let ψ±(x, z), ψˇ±(x, z) be the asso-
ciated ZS-AKNS solutions, respectively (see Section 3). Set m± =
(m±1 , m
±
2 ) ≡ ψ±e−ixzσ, mˇ± = (mˇ±1 , mˇ±2 ) ≡ ψˇ±e−ixzσ. Denote ∆u =
uˇ− u, ∆m+1 = mˇ+1 −m+1 , etc. We write m+1 = ((m+1 )1, (m+1 )2)T , etc.
Lemma 7.1. Let u ∈ H1,1(R). For any uˇ ∈ H1,1(R) such that ‖uˇ −
u‖H1,1(R) ≤ ǫ,
‖∆m+1 (·, z)‖L∞(R) ≤ c1‖∆u‖H1,1 ≤ c1ǫ,
where c1 depends on u and is uniform on z ∈ C+. Moreover, for any
fixed z ∈ C+,
‖∆(m+1 )2(·, z)‖H0,1(R) ≤ c2ǫ, ‖∆∂xm+1 (·, z)‖L2(R) ≤ c2ǫ
where c2 depends on u and z. A similar result holds for m
−
2 (x, z).
Proof. The difference ∆m+1 solves the integral equation (cf. (3.11))
(7.1) ∆m+1 = b+ + T+(∆m
+
1 )
where
b+ = −
∫ ∞
x
(
1 0
0 e−iz(x−y)
)(
0 ∆u
−∆u 0
)
m+1 dy
=
∫ ∞
x
( −∆u(m+1 )2
∆ue−iz(x−y)(m+1 )1
)
dy.
and T+ is the operator acting on column vectors f defined by
T+(f)(x) = −
∫ ∞
x
(
1 0
0 e−iz(x−y)
)(
0 uˇ
−uˇ 0
)
f(y)dy
Since (m+1 )2 ∈ H1,1(R) ⊂ L1(R) and (m+1 )1 ∈ L∞(R) (see Proposition
3.5),
‖b+‖L∞(R) ≤ c‖∆u‖H1,1
uniformly on z ∈ C+. For n ≥ 1,
|T n+(b+)| ≤ ‖b+‖∞
∫ ∞
x
|uˇ(y1)|
∫ ∞
y1
|uˇ(y2)| · · ·
∫ ∞
yn−1
|uˇ(yn)|
≤ ‖b+‖∞ 1
n!
[ ∫ ∞
x
|uˇ(y)|dy
]n+1
.
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and hence
‖∆m+1 ‖L∞(R) ≤ e
∫
∞
−∞
|uˇ(y)|dy‖b+‖∞ ≤ c‖∆u‖H1,1 .
Now we fix z ∈ C+. By Lemma 3.6,
‖(b+)2‖H1,1(R) ≤ c‖∆u(m+1 )1‖H0,1 ≤ c‖∆u‖H0,1.
Assembling these results, we obtain
‖∆(m+1 )2‖H0,1(R) = ‖(b+)2 + (T+(∆m+1 ))2‖H0,1
≤ c‖∆u‖H0,1 + c‖uˇ‖H0,1‖∆(m+1 )1‖L∞ ≤ c‖∆u‖H1,1 .
For ∆∂xm
+
1 , since ∆∂xm
+
1 =
(
0 0
0 −iz
)
∆m+1 + ∆Qm
+
1 + Qˇ∆m
+
1 , we see
that
‖∆∂xm+1 ‖L2(R) ≤ c‖∆(m+1 )2‖L2 + ‖∆Q‖L2‖m+1 ‖L∞ + ‖Qˇ‖L2‖∆m+1 ‖L∞
≤ c‖∆u‖H1,1 .
and hence the proof is done.

Lemma 7.2 (cf. [DZ03], Theorem 3.2). Let u(x) ∈ H0,1(R). Fix x ∈
R. Then, the associated ZS-AKNS solutions m±(x, ·) ∈ I +H1,0(dz).
Moreover, if ‖uˇ− u‖H0,1 < ǫ, then ‖mˇ±(x, ·)−m±(x, ·)‖H1,0 ≤ cǫ.
Proof. We will provide the proof only for m+. Define operators Ku
acting on 2× 2 matrix functions B as follows,
(7.2) (KuB)(x, z) =
∫ x
+∞
ei(x−y)z ad σQ(y)B(y, z)dy, x, z ∈ R
Then, ZS-AKNS solutions for real z satisfym+ = I+Kum
+. We use the
following notation. If M is a measure space and B is a Banach space,
then B ⊗ Lp(M) ≡ Lp(M → B) denotes the space of B-valued Lp
functions with norm ‖f‖B⊗Lp(M) = ‖‖f‖B‖Lp(M). Direct calculations
show that
(7.3) ‖KuB‖L2(dz)⊗L∞(dx) ≤ c‖u‖L1‖B‖L2(dz)⊗L∞(dx),
(7.4) ‖KuB‖L2(dz)⊗L2
R+
(dx) ≤ c‖u‖H0,1‖B‖L2(dz)⊗L∞(dx),
and
(7.5) ‖KuB‖L2(dz)⊗L∞(dx) ≤ c‖u‖L2‖B‖L2(dz)⊗L2
R+
(dx),
Standard iterations for the Volterra integral equation give
‖(1−Ku)−1‖L2(dz)⊗L∞(dx)→L2(dz)⊗L∞(dx) ≤ ce‖u‖L1 .
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By Fourier theory and Hardy’s inequality,
‖KuI‖L2(dz)⊗L∞(dx) = c
∥∥∥∥∥∥
(∫ 〈x〉
+∞
|u|2dy
)1
2
∥∥∥∥∥∥
L∞(dx)
≤ c‖u‖L2
‖KuI‖L2(dz)⊗L2
R+
(dx) = c
∥∥∥∥∥∥
(∫ 〈x〉
+∞
|u|2dy
) 1
2
∥∥∥∥∥∥
L2
R+
(dx)
≤ c‖u‖H0,1.
As m+ = I + (1−Ku)−1KuI, by using (7.3) we see that
‖m+ − I‖L2(dz)⊗L∞(dx) ≤ c‖KuI‖L2(dz)⊗L∞(dx) ≤ c,
and hence by (7.4),
‖m+ − I‖L2(dz)⊗L2
R+
(dx) = ‖Ku(m+ − I) +KuI‖L2(dz)⊗L2
R+
(dx) ≤ c.
Define M ≡ (∂z − ix ad σ)m+. Then M satisfies the equation
M(x, z) = −i
∫ x
+∞
ei(x−y)z ad σad σ(yQ(y))m+(y, z)dy
+
∫ x
+∞
ei(x−y)z ad σQ(y)M(y, z)dy
= −iK ′·u(·)m+ +KuM
where K ′ is the operator defined in (7.2) with ad σ(Q) in place of Q.
As M = −i(1−Ku)−1K ′·∆u(·)m+, it follows by (7.5) that
‖M‖L2(dz)⊗L∞(dx) ≤ c‖K ′·u(·)(m+ − I) +K ′·u(·)I‖L2(dz)⊗L∞(dx)
≤ c‖ · u(·)‖L2
(‖m+ − I‖L2(dz)⊗L2
R+
(dx) + 1
) ≤ c.
The equations for ∆m+ = mˇ+ −m+, ∆M = Mˇ −M are given by (cf.
(7.1))
∆m+ = K∆umˇ
+ +Ku∆m
+,
∆M = −i(K ′·∆u(·)mˇ+ +K ′·u(·)∆m+) +K∆uMˇ +Ku∆M.
Similarly, we have
‖∆m+‖L2(dz)⊗L∞(dx) ≤ c‖K∆u(mˇ+ − I) +K∆uI‖L2(dz)⊗L∞(dx)
≤ c‖∆u‖H0,1
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and hence
‖∆m+‖L2(dz)⊗L2
R+
(dx) = ‖K∆u(mˇ+ − I) +K∆uI +Ku∆m+‖L2(dz)⊗L2
R+
(dx)
≤ c‖∆u‖H0,1
(‖mˇ+ − I‖L2(dz)⊗L∞(dx) + 1)
+ c‖u‖H0,1‖∆m+‖L2(dz)⊗L∞(dx)
≤ c‖∆u‖H0,1
Therefore for ∆M we see that
‖∆M‖L2(dz)⊗L∞(dx) ≤ c‖K ′·∆u(·)(mˇ+ − I) +K ′·∆u(·)I‖L2(dz)⊗L∞(dx)
+ c‖ − iK ′·u(·)∆m+ +K∆uMˇ‖L2(dz)⊗L∞(dx)
≤ c‖∆u‖H0,1
In particular, ∂zm
+(0, z) = M(0, z) ∈ L2(R). Also, ∂z∆m+(0, z) =
∆M(0, z) ∈ L2(R) and hence ‖∆m+‖H1,0 ≤ c‖∆u‖H0,1. 
Let ψ+1 , (ψ0)
+
1 be the first columns of the ZS-AKNS solutions for
ue0, ηµ0 in Theorem 1 and (4.50), respectively. Set m
+
1 ≡ ψ+1 e−ixz/2,
(m0)
+
1 ≡ (ψ0)+1 e−ixz/2 (x ≥ 0), respectively. By Remark 4.33, ηµ0(x) in
(4.50) is the Ba¨cklund extension of vµ0(x) and it is straightforward to
see that (m0)
+
1 and (m0)
−
2 have the explicit formulae (see [RS02])
(7.6)
(m0)
+
1 (x, z) =
1
z + iµ0
(
z + iµ0 tanh(µ0x+ tanh
−1(q/µ0))
iµ0 sech(µ0x+ tanh
−1(q/µ0))
)
,
(m0)
−
2 (x, z) =
1
z + iµ0
(
iµ0 sech(µ0x+ tanh
−1(q/µ0))
z − iµ0 tanh(µ0x+ tanh−1(q/µ0))
)
.
Define (cf. Proposition 4.35)
(7.7)
(
A(z)
B(z)
)
≡ m+1 (0, z),
(
A0(z)
B0(z)
)
≡ (m0)+1 (0, z),
A1(z) ≡ A(z)−A0(z), B1(z) ≡ B(z)− B0(z).
Then
(7.8)
(
A0(z)
B0(z)
)
=
1
z + iµ0
(
z + iq
i
√
µ20 − q2
)
.
By Proposition 4.35, the scattering data for the Ba¨cklund extension ue0
of u0(x)|R+ = u(x, 0)|R+ is given by
(7.9)
a(z) =
1
z − iβ
[
(z + iq)
z − iµ0
z + iµ0
+ (z − iq)g1(z)− (z + iq)g2(z)
]
,
b(z) =
1
z + iβ
[
(z + iq)g3(z) + (z − iq)g3(−z)
]
.
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where
(7.10)
g1(z) = A0(z)A1(−z) + A1(z)A0(−z) + A1(z)A1(−z)
g2(z) = B0(z)B1(−z) +B1(z)B0(−z) + B1(z)B1(−z)
g3(z) = A0(−z)B1(z) + A1(−z)B0(z) + A1(−z)B1(z)
and β is determined as in (4.51). By Lemma 7.2, we have
(7.11) ‖A1‖H1,0(R) ≤ cǫ, ‖B1‖H1,0(R) ≤ cǫ,
and hence
(7.12) ‖gj‖H1,0(R) ≤ cǫ, 1 ≤ j ≤ 3.
Thus,
(7.13) ‖b‖L2(R) ≤ cǫ, ‖b‖L∞(R) ≤ cǫ and ‖b‖H1,0(R) ≤ cǫ|q|− 12 .
Define a0(z) ≡ z+iqz−iβ z−iµ0z+iµ0 . Then,
(7.14) ‖a− a0‖L∞(R) ≤ cǫ, ‖a− a0‖H1,0(R) ≤ cǫ|q|− 12 .
As a(z; ηµ0) =
z−iµ0
z+iµ0
, ηµ0 is generic and it follows from the proof of
Proposition 4.38 that for all sufficiently small ǫ > 0 a(z) = a(z; ue0)
is also generic. As a(z; ηµ0) has only one zero in C
+, it follows that
β(ηµ0) = (−1)1q = −q. Suppose q > 0. Then a1(z; ηµ0) ≡ a(z; ηµ0)(z−
iβ(ηµ0)) =
z−iµ0
z+iµ0
(z + iq) has only one zero in C+, and hence, a1(z; u
e
0)
also has only one zero z1 ∼ iµ0 in C+, by Rouche´’s theorem. But
(7.15) a1(z; u
e
0) = a(z; u
e
0)(z − iβ(ue0)),
and as |β(ue0)| = |q| < µ0, we see that a(z1; ue0) = 0. Hence a(z; ue0)
also has one zero z1 ∼ iµ0 in C+ and necessarily β(ue0) = (−1)1q = −q,
which is consistent with the fact that a1(iq; u
e
0) 6= 0 (see (7.15)). Now
suppose q < 0. Then a1(z; ηµ0) has two zeros iµ0,−iq. Again by
Rouche´, a1(z; u
e
0) has two zeros z1 ∼ iµ0, z2 ∼ −iq in C+. If z2 = −iq,
then as a(−iq; ue0) 6= 0 by Lemma 4.22, it follows from (7.15) that
β(ue0) = −q, and that a(z; ue0) = a1(z;u
e
0)
z+iq
has only one zero z1 ∼ iµ0
in C+ (note that this is consistent with β(ue0) = −q). On the other
hand if z2 6= −iq, then it follows from (7.15) that β(ue0) = q (otherwise
a1(z; u
e
0) would have three zeros in C
+). But then, again from (7.15),
we see that a(z; ue0) has two zeros z1 ∼ iµ0, z2 ∼ −iq in C+ (note again
that this is consistent with β(ue0) = q). By the symmetry condition
a(z; ue0) = a(−z; ue0) from (4.39), we see that the zeros z1, z2 must lie
on iR+. We have proved the following result.
Proposition 7.3 (Zeros of a(z; ue0) in C
+).
(i) If q > 0, a(z; ue0) has one simple zero z1 = iµ1 ∈ iR+, µ1 ∼ µ0.
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(ii) If q < 0, and a1(−iq; ue0) = 0, then a(z; ue0) has one simple zero
z1 = iµ1 ∈ iR+, µ1 ∼ µ0.
(iii) If q < 0, and a1(−iq; ue0) 6= 0, then a(z; ue0) has two simple
zeros z1 = iµ1 ∈ iR+, µ1 ∼ µ0 and z2 = iµ2 ∈ iR+, µ2 ∼ −q,
µ2 6= −q.
Lemma 7.4. In the notation of Proposition 7.3,
µ1 = µ0 + ǫw1 +O(ǫq + ǫ
2),
µ2 = −q +O(ǫ2q).
where w1 =
∫
R
Rew(y)vµ0(y)dy. Moreover,
√
µ2+q
µ2−q = O(ǫ).
Proof. For z2 = iµ2, as β = +q and µ2 6= −q by Proposition 7.3 (iii),
we have from (7.9),
(7.16) 0 = a(z2) =
µ2 + q
µ2 − q
µ2 − µ0
µ2 + µ0
+ g1(z2)− µ2 + q
µ1 − q g2(z2).
SetK = µ2+q
µ2−q . From (7.12) and (7.16) we see thatK = −g1(z2)
(
µ2−µ0
µ2+µ0
−
g2(z2)
)−1
= O(ǫ). Hence µ2 = −q 1+K1−K = −q + O(ǫq), which im-
plies that A0(z2) =
µ2+q
µ2+µ0
= O(ǫq). But then from (7.10) g1(z2) =
A0(z2)(A1(z2) + A1(z2)) + O(ǫ
2) = O(ǫ2), which now implies that
K = O(ǫ2) and hence µ2 = −q +O(ǫ2q).
For z1 = iµ1, let (ψ
+
1 , ψ
−
2 ), ((ψ0)
+
1 , (ψ0)
−
2 ) be the ZS-AKNS solutions
for ue0, ηµ0 in C
+, respectively. Define ϕ(x, z) ≡ ψ˙+1 − γ1ψ˙−2 , z ∈ C+
where ψ˙+1 = ∂zψ
+
1 and ψ˙
−
2 = ∂zψ
−
2 and γ1 is the norming constant for
z1. Fix z = z1 = iµ1 and set φ(x) = (ψ
+
1 , ϕ)(x, z1). As
(7.17)
0 6= a′(z1) = det(ψ˙+1 , ψ−2 ) + det(ψ+1 , ψ˙−2 )
= det(ψ˙+1 , γ
−1
1 ψ
+
1 ) + det(ψ
+
1 , ψ˙
−
2 )
= −γ−11 detφ,
φ−1 exists for all x ∈ R. A simple computation shows that φx =
(iz1σ + Q)φ where Q =
( 0 ue0
−ue0 0
)
. As ((ψ0)
+
1 )x = (iz1σ + Q0)(ψ0)
+
1
where Q0 =
( 0 ηµ0
−ηµ0 0
)
, we see that
(7.18) (φ−1(ψ0)+1 )x = −(φ−1∆Qφ)(φ−1(ψ0)+1 ), ∆Q = Q−Q0.
Let M = φe−ixz1σ and (m0)
+
1 = (ψ0)
+
1 e
−ixz1/2. Then,
φ−1(ψ0)+1 =
(
1 0
0 eixz1
)
M−1(m0)+1 .
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Since (m0)
+
1 → e1 and M →
(
1 0
0 −γ1a′(z1)
)
as x → +∞, it follows from
(7.18) that
φ−1(ψ0)+1 = e1 +
∫ ∞
x
φ−1∆Qφ(φ−1(ψ0)+1 ),
and hence
M−1(m0)+1 = e1 +
∫ ∞
x
(
1 0
0 e−i(x−y)z1
)
GM−1(m0)+1 dy,
where G = M−1∆QM . As M(x) is uniformly bounded on R and
‖∆Q‖H0,1 ≤ cǫ, it follows by a standard iteration that
M−1(m0)
+
1 = e1 +
∫ ∞
x
(
1 0
0 e−i(x−y)z1
)
Ge1dy +O(ǫ
2),
uniformly on x ≥ 0. In particular, multiplying byM and setting x = 0,
we obtain
(7.19)
(
A1(z1)
B1(z1)
)
= m+1 (0, z1)− (m0)+1 (0, z1) = −M(0)
(
f1
f2
)
+O(ǫ2),
where f1 =
∫∞
0
G11 and f2 =
∫∞
0
e−µ1yG21. Set
M0 ≡ ((ψ0)+1 , (ψ˙0)+1 − γ1(ψ˙0)−2 )e−ixz1σ.
As A0(z1) 6= 0 by (7.8), it follows from (4.54) and (7.19) that the
norming constant γ1 = γ(z1) for u
e
0 is given by
(7.20) γ1 =
z1 − iβ
z1 + iq
A(z1)
B(z1)
= (1 +O(ǫ+ q))
A0(z1)
B0(z1)
= 1 +O(ǫ+ q).
From (7.9) and (7.12), we have
(7.21) 0 = a(z1) =
µ1 + q
µ1 − β
µ1 − µ0
µ1 + µ0
+ g1(z1)− g2(z1) +O(ǫq),
and hence, again by (7.12),
(7.22) µ1 = µ0 +O(q + ǫ).
As
( A0(z1)
B0(z1)
)
= 1
2
(
1
1
)
+ O(ǫ) by (7.8), it follows from (7.10) and (7.11)
that
(7.23) g1(z1)− g2(z1) = Re(A1(z1)− B1(z1)) +O(ǫq + ǫ2)
Direct calculation using (7.6) and (7.22) shows thatM0(0, z1) =
1
2
( 1 −iµ−10
1 iµ−10
)
+
O(q+ ǫ). By Lemma 7.1, |m+1 (0, z)− (m0)+1 (0, z)| ≤ cǫ and |m−2 (0, z)−
(m0)
−
2 (0, z)| ≤ cǫ for z ∈ C+. Then it follows by analyticity ofm+1 (0, z),
etc. that
(7.24) |M(0, z1)− (M0)(0, z1)| ≤ cǫ
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Hence from (7.19) and (7.20),
(7.25)
A1(z1)− B1(z1) = −(1,−1)M(0)
(
f1
f2
)
+O(ǫ2)
= −(1,−1)M0(0)
(
f1
f2
)
+O(ǫ2)
=
if2
µ0
+O(ǫq + ǫ2).
Now, from (3.24), a′(z1) = 1z1−z1 e
−l(z1) if z1 is the only (simple) zero of
a(z) in C+ and a′(z1) = 1z1−z1
z1−z2
z1−z2 e
−l(z1) = 1
z1−z1 e
−l(z1)+O(q) if a(z) has
a second (simple) zero at iµ2 ∼ O(q). As l(z1) = O(‖r‖2L2) = O(ǫ2), it
follows from (7.17) that detM = detφ = −γ1a′(z1) = − 12iµ1 +O(q+ ǫ).
Assembling the above results,
Re(if2) = Re
∫ ∞
0
ie−µ1y(M−1∆QM)21dy
= Re
∫ ∞
0
ie−µ1y
detM
(−ǫwM221 − ǫwM211)dy
= Re
∫ ∞
0
ie−µ1y
detM
(−ǫw(M0)221 − ǫw(M0)211)dy +O(ǫ2)
= −ǫ
∫ ∞
0
Rew(y)vµ0(y)dy +O(ǫq + ǫ
2)
= −ǫw1
2
+O(ǫq + ǫ2)
Thus it follows from (7.21), (7.23) and (7.25) that µ1 = µ0 + ǫw1 +
O(ǫq + ǫ2). 
Remark 7.5. The zeros of a(z) can be written in terms of r(z) and
we ≡ ue0 − ηµ0 using the conserved integrals for NLS. Recall that the
conserved integrals can be read off from the expansion of log a(z) =∑∞
n=1 Inz
−n as z → ∞ (see [ZS72]). The first 3 coefficients in the
expansion are given by
I1 = −i
∫
R
|u(x, t)|2dx, I2 = 1
2
∫
R
(uux − uxu)(x, t)dx,
I3 = i
∫
R
(|u|4 − |ux|2)(x, t)dx.
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Also, if a(z) has one zero, it follows from (3.24) that as z →∞, Imz >
c|Rez|, c > 0,
log a(z) = log
(z − iµ1
z + iµ1
)
− l(z)
=
1
z
[
− 2iµ1 + 1
2πi
∫
R
log(1 + |r(s)|2)ds
]
+O
( 1
z2
)
,
where l(z) is given in (3.25) and so we have
(7.26) µ1 = µ0 +
1
2
∫
R
ηµ0(w
e + we) + |we|2 − 1
4π
∫
R
log(1 + |r|2).
This formula should be compared with Lemma 7.4. We see, in partic-
ular, that the contribution of we ≡ ue0 − ηµ0 is approximated by w1.
Similarly, if a(z) has two zeros,
(7.27)
µ1 + µ2 =
1
2
∫
R
|ue0|2 −
1
4π
∫
R
log(1 + |r(s)|2)ds,
µ31 + µ
3
2 =
3
2
∫
R
(|ue0|4 − |(ue0)x|2)−
3
4π
∫
R
s2 log(1 + |r(s)|2)ds.
Proof of Theorem 1. Fix 0 < κ < 1
4
. It is enough to consider x ≥ 0.
First, we assume that a(z) has one simple zero z1 = iµ1. From (4.39),
we have β = −q. By (5.1) and Theorem 6, the norming constant
γ1(t) = γ(t; z1) is given by
(7.28) γ1(t) = γ1e
iz21t/2 where γ1 = e
−iρ1
√
µ1 + q
µ1 − q , for some ρ1 ∈ R.
Recalling the construction in the Appendix of the solution of a RHP
with one pair of poles in terms of the solution of a RHP without poles
using a Darboux transformation, we set
rf(z) ≡ r(z)z − z1
z − z1 , z ∈ R, and c1(t) =
γ1(t)
a′(z1)
.
Note from (3.24) that a(z) = z−iµ1
z+iµ1
e−l(z) where l(z) is defined in (3.25).
As r(z) = b(z)
a(z)
, by (7.13) and (7.14), we see that
‖r‖L∞ ≤ c‖b‖L∞ ≤ cǫ, ‖r‖L2 ≤ c‖b‖L2 ≤ cǫ,
and
‖r′‖L2 =
∥∥∥∥b′a − ba′a2
∥∥∥∥
L2
≤ c(‖b′‖L2 + ‖b‖L∞‖a′‖L2) ≤ cǫ|q|− 12 .
Therefore,
‖rf‖L∞ = ‖r‖L∞ ≤ cǫ, ‖rf‖H1,0 ≤ c‖r‖H1,0 ≤ cǫ|q|− 12 .
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Assume that ǫ ≤ χ0|q| 12 where χ0 > 0 will be determined further
on. Denote by (mf )± ∈ I + ∂C(L2) the solution of the normalized
RHP (R, vf(z)) without poles where vf (z) =
( 1+|rf (z)|2 rf (z)eiθ
rf (z)e
−iθ 1
)
. Such a
solution exists by the general theory of Section 5. As before, mf (x, t, z),
z ∈ C \ R, denote the extension of (mf)± off the axis. We now apply
the steepest-descent analysis in Section 5 with r(z) replaced by rf (z).
In the analysis in Section 5, various auxiliary functions such as mLd
etc. are introduced: in the present context we should properly use the
notation (mf)
L
d etc., but we simply write m
L
d .
Let ζ1 =
√
t(z1− z0) =
√
t(iµ1− z0). By the estimate (5.32), Lemma
5.21 and (6.2) for t ≥ 1,
mf (z1) = m
L
d (z1)Φ
−1(z1)δ(z1)
σ3 +O(ǫ|q|− 12 t−( 12+κ))
=M∞(ζ1)φ−σ(ζ1)Φ−1(z1)δ(z1)σ3 +O(ǫ|q|− 12 t−( 12+κ))
=M∞II (ζ1)φ
−σ(ζ1)φadσ(K∞)(ζ1)Φ−1(z1)δ(z1)σ3
+O(ǫ|q|− 12 t−( 12+κ)).
where Φ is defined in (5.15) with rf (z) and
(7.29) K∞(ζ) =

I, ζ ∈ IIz0,(
1
rf (z0)
1+|rf (z0)|2
0 1
)−1
, ζ ∈ IIIz0 .
Note that if ζ1 ∈ IIz0 ,
φadσ(K∞)(ζ1) = I, Φ−1(z1) = I,
If ζ1 ∈ IIIz0, then x ≥ µ1t and hence |eiθ(ζ1)| = |e−iζ21/2| = e−µ1x decay
exponentially as t→∞. As rf (z0) = O(ǫ),
φadσ(K∞)(ζ1) = I +O(ǫe−ct), Φ−1(z1) = I +O(ǫe−ct).
Let k1, k2 be given in (6.12) and (6.14) with rf(z). We use from [AS65]
the identity D′a(η) = −12ηDa(η) + aDa−1(η) for η ∈ C to obtain
∂ζ
(
Da
(
e−
3ipi
4 ζ
))
= e−
3ipi
4 D′a
(
e−
3ipi
4 ζ
)
= e−
3ipi
4
[
− 1
2
e−
3ipi
4 ζDa
(
e−
3ipi
4 ζ
)
+ aDa−1
(
e−
3ipi
4 ζ
)]
= − i
2
ζDa
(
e−
3ipi
4 ζ
)
+ ae−
3ipi
4 Da−1
(
e−
3ipi
4 ζ
)
and hence by (6.9),
(M∞II )21(ζ) =
α0
k1
e
3pi
4
ν(z0)ae−
3ipi
4 Da−1
(
e−
3ipi
4 ζ
)
.
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Similarly, it follows from (6.10) that
(M∞II )12(ζ) = −
α−10
k2
e−
pi
4
ν(z0)ae−
ipi
4 D−a−1
(
e−
ipi
4 ζ
)
.
Thus as a = −iν(z0) = O(ǫ2), we see from asymptotic expansion (6.8)
of Da(·) that
M∞II (ζ1)φ
−σ(ζ1) =
(
1 p1
p2 1
)
+O(ǫ2t−1),
where
(7.30) p1 = −ik1
ζ1
=
ik1√
t(z0 − iµ1)
and p2 =
ik2
ζ1
= − ik2√
t(z0 − iµ1)
.
Let δ(z) be given in (5.13) with rf(z). Since |rf(z)| = |r(z)| = |r(−z)| =
|rf(−z)| for z ∈ R by Remark 4.30, we have el(z1)δ(z1)−2 = e−il1 δˆ−21
where l1, δ1 are given in (1.11) and (1.12), respectively. Assembling
the above results, we obtain
b(x, t) ≡ mf(z1)eixz1σ
(
1
−c1(t)
z1−z1
)
=
(
M∞II (ζ1)φ
−σ(ζ1) +O(ǫ|q|− 12 t−( 12+κ))
)
δ(z1)
σ3eixz1σ
(
1
−c1(t)
z1−z1
)
= υ−11 δ(z1)e
µ1x
2
[(
υx1 + p1
p2υ
x
1 + 1
)
+O(ǫ|q|− 12 t−( 12+κ))
]
.
where υ1, υ
x
1 are defined in (1.13). For uf(x, t), we have the expansion
mLd (z) = M
L
d (ζ) = I+(M
L
d )1ζ
−1+o(ζ−1) = I+(MLd )1(
√
tz)−1+o(z−1)
as z →∞, which implies that (mLd )1 = 1√t(MLd )1. Hence, by (5.31) and
(6.4),
uf(x, t) = −i((mLd )1)12 +O(ǫ|q|−
1
2 t−(
1
2
+κ))
= − i√
t
((MLd )1)12 +O(ǫ|q|−
1
2 t−(
1
2
+κ))
= − k1√
t
+O(ǫ|q|− 12 t−( 12+κ)).
It follows by the Darboux transformation that
(7.31)
u(x, t) = uf(x, t) + i(z1 − z1)F(b(x, t))
= − k1√
t
− 2µ1(υ
x
1 + p1)(p2υ
x
1 + 1)
|υx1 + p1|2 + |p2υx1 + 1|2
+O(ǫ|q|− 12 t−( 12+κ)),
where F is defined in (4.3). This equation holds, in particular, for
x ≥ 1/M .
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For 0 ≤ x ≤ M , z0 = O(t−1) and hence δˆ1 = 1 + O(ǫ2t−1). By
Remark 4.30, rf(0) = r(0) = 0. Since rf(z) =
∫ z
0
r′f(s)ds, we have
rf(z0) = O(ǫ|q|− 12 |z0| 12 ) = O(ǫ|q|− 12 t− 12 ) and hence k1, k2 = O(ǫ|q|− 12 t− 12 ).
Thus,
uf(x, t) = O(ǫ|q|− 12 t−( 12+κ)), p1, p2 = O(ǫ|q|− 12 t−1).
and hence it follows by (7.31) that
u(x, t) =
−2µ1υx1
|υx1 |2 + 1
+O(ǫ|q|− 12 t−( 12+κ))
= ei(µ
2
1t/2+ρ1+l1)vµ1(x) +O(ǫ|q|−
1
2 t−(
1
2
+κ)),
Now, suppose that a(z) has two zeros z1 = iµ1 and z2 = iµ2. We
have β = q from (4.39). Again by (5.1) and Theorem 6, the norming
constants γj(t) = γ(t; zj), j = 1, 2 are given by
(7.32) γj(t) = γje
iz2j t/2, where γj = e
−iρj
√
µj − q
µj + q
, for some ρj ∈ R.
Set ζ2 =
√
t(z2 − z0) =
√
t(iµ2− z0). Recalling from the Appendix the
action of repeated Darboux transformation, we set
rf(z) ≡ r(z)z − z1
z − z1
z − z2
z − z2 , and c1(t) =
γ1(t)
a′1(z1)
, c2(t) =
γ2(t)
a′(z2)
,
where a1(z) =
z−z1
z−z1 e
−l(z) and a(z) = z−z2
z−z2a1(z). Denote by m1(x, t, z)
the solution of the normalized RHP with the reflection coefficient r1(z) ≡
r(z) z−z2
z−z2 and one pair of simple poles at z = ±iµ1 whose norming con-
stants are γ1(t),−γ1(t), respectively. We have
b1(x, t) ≡ mf(z1)eiz1xσ
(
1
−c1(t)
z1−z1
)
= υˆ−11 δ(z1)e
µ1x
2
[(
υˆx1 + p1
p2υˆ
x
1 + 1
)
+O(ǫ|q|− 12 t−( 12+κ))
]
.
where υˆ1, υˆ
x
1 are given in (1.13). Write b1 = ((b1)1, (b1)2)
T and define
λ1 ≡ z2 − z1
z2 − z1 , bˆ1 ≡
(
(b1)1 −(b1)2
(b1)2 (b1)1
)
,
µˆ ≡
(
z2 − z1 0
0 z2 − z1
)
= (z2 − z1)
(
1 0
0 λ1
)
,
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Let ψ1(x, t, z) = m1(x, t, z)e
ixzσ. It follows from the Darboux transfor-
mation (see (9.2)) that
(7.33)
b2 ≡ ψ1(z2)
(
1
−c2(t)
z2−z2
)
= bˆ1µˆbˆ
−1
1
(
mf(z2)e
ixz2σ
)
µˆ−1
(
1
−c2(t)
z2−z2
)
= bˆ1µˆbˆ
−1
1
(
mf(z2)δ(z2)
−σ3)(υˆx2
1
)
e
µ2x
2 δ(z2)
υˆ2(z2 − z1) .
where υˆ2, υˆ
x
2 are given in (1.13). As z2 = −iq +O(ǫ2q) by Lemma 7.4,
we have ∥∥∥∥ rf(·)· − z2
∥∥∥∥
H1,0
≤ cǫ|q|− 32 .
Now set τ = |q|√t and assume t ≫ q−2. Then, τ ≫ 1. It follows by
(7.29) that
φadσ(K∞)(ζ2)Φ−1(z2) =
{
I +O(ǫe−µ2x) = I +O(ǫe−τ
2
), if x ≥ µ2t,
I , otherwise.
As |ζ2|−2 = (t(z20 + µ22))−1 = O(τ−2), it follows by (6.8) again that
(7.34) M∞II (ζ2)φ
−σ(ζ2) =
(
1 p3
p4 1
)
+O(ǫ2(z20 + q
2)−1t−1),
where
(7.35) p3 = −ik1
ζ2
=
ik1√
t(z0 − iµ2)
, p4 =
ik2
ζ2
= − ik2√
t(z0 − iµ2)
,
Thus, using Lemma 5.21 again, we see that
mf(z2)δ(z2)
−σ3
= M∞II (ζ2)φ
−σ(ζ2)φadσ(K∞)(ζ2)Φ−1(z2) +O(ǫ|q|− 32 t−( 12+κ))
=
(
1 p3
p4 1
)
+O(ǫe−τ
2
+ ǫ2(z20 + q
2)−1t−1 + ǫ|q|− 32 t−( 12+κ))
where ǫe−τ
2
is dropped from the error term if x < µ2t. Inserting
bˆ1µˆbˆ
−1
1 =
z2−z1
|(b1)1|2+|(b1)2|2
( |(b1)1|2+λ1|(b1)2|2 (b1)1(b1)2(1−λ1)
(b1)1(b1)2(1−λ1) λ1|(b1)1|2+|(b1)2|2
)
into (7.33) and
assembling the above results, we obtain
(7.36)
b2 = e
µ2x
2 δ(z2)υˆ2
[(
s1
s2
)
+O(ǫe−τ
2
+ ǫ2(z20 + q
2)−1t−1 + ǫ|q|− 32 t−( 12+κ))
]
,
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where s1 and s2 are given, after some calculations, by (1.20). Again by
the Darboux transformation, it follows that
u(x, t)
= uf(x, t) + i(z1 − z1)F(b1(x, t)) + i(z2 − z2)F(b2(x, t)),
= − k1√
t
− 2µ1(υˆ
x
1 + p1)(p2υˆ
x
1 + 1)
|υˆx1 + p1|2 + |p2υˆx1 + 1|2
− 2µ2s1s2|s1|2 + |s2|2
+O(ǫqe−τ
2
+ ǫ2q(z20 + q
2)−1t−1 + ǫ|q|− 12 t−( 12+κ)).
This equation holds, in particular, for x ≥ 1/M .
If 0 ≤ x ≤ M , we have z0 = O(t−1) and k1, k2 = O(ǫ|q|− 12 t− 12 ) as
above. Hence p1, p2 = O(ǫ|q|− 12 t−1) and p3, p4 = O(ǫ|q|− 32 t−1). Thus,
u(x, t) = − 2µ1υˆ
x
1
|υˆx1 |2 + 1
− 2µ2s1s2|s1|2 + |s2|2 +O(ǫ|q|
− 1
2 t−(
1
2
+κ)),
= ei(µ
2
1t/2+ρ1+l1)µ1 sech(µ1x− tanh−1(q/µ1))
− 2µ2(υˆ
x
2 − s0)(1 + υˆx1s0)
|υˆx2 − s0|2 + |1 + υˆx1s0|2
+O(ǫ|q|− 12 t−( 12+κ)),
where s0 is given in (1.17). This completes the proof of Theorem 1. 
8. Proof of Theorem 2
Lemma 8.1. Let u(x) be a real-valued function on the half line x ≥ 0
and let ue(x) be the Ba¨cklund extension of u(x) with respect to q. Let
ψ+(x, z) be the ZS-AKNS solution associated with ue. Then,
(8.1) ψ+(x, z) = ψ+(x,−z), x ≥ 0, z ∈ R.
Suppose that the scattering function a(z) of ue(x) has n simple zeros
in C+. If z = iµ ∈ iR+ is a zero of a(z), the corresponding norming
constant γ(iµ) of z = iµ is real. For u(x) = vµ0(x) + qw(x), w real,
q ≪ 1, in particular, we have
γ(iµ) =
√
µ− β
µ+ β
, β = (−1)nq.
Proof. Let Q(x) =
( 0 u(x)
−u(x) 0
)
. As u(x), x ≥ 0, is real, we see that
ψ+x (x,−z) = (izσ +Q)ψ+(x,−z), x ≥ 0, z ∈ R.
and ψ+(x,−z)e−ixzσ = ψ+(x,−z)e−ix(−z)σ → I as x → ∞, which
implies (8.1).
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For the norming constant γ(iµ), as µ and u(x), x ≥ 0, are real, we
have
ψ+x (x, iµ) = (i(iµ)σ +Q)ψ
+(x, iµ), x ≥ 0,
and ψ+(x, iµ)e−ix(iµ)σ → I as x→ +∞, which implies that ψ+(x, iµ) =
ψ+(x, iµ), x ≥ 0. Therefore, ψ+(0, iµ) is real and hence the result
follows from (4.39) and (4.54). 
Define
E0+(z) ≡
∫ ∞
z
e−is
2/2ds, E+(z) ≡
∫ ∞
z
e−its
2/2ds =
1√
t
E0+(
√
tz),
and
E0−(z) ≡
∫ z
−∞
e−is
2/2ds, E−(z) ≡
∫ z
−∞
e−its
2/2ds =
1√
t
E0−(
√
tz),
Note that E0 ≡
∫∞
−∞ e
−is2/2ds =
√
2πe−
ipi
4 .
Lemma 8.2. For any g ∈ L2(R+), t ≥ 1,∫ ∞
0
g(z)E+(z)dz = O
(‖g‖L2
t3/4
)
.
Proof. As g ∈ L2(R+), it follows that∣∣∣∣∣
∫ ∞
0
g(z)E+(z)dz
∣∣∣∣∣ =
∣∣∣∣∣
∫ 1/√t
0
+
∫ ∞
1/
√
t
g(z)
E0+(
√
tz)√
t
dz
∣∣∣∣∣
≤ c√
t
[
‖g‖L2 · 1
t1/4
+ ‖g‖L2 ·
(∫ ∞
1/
√
t
|E0+(
√
tz)|2dz
) 1
2
]
.
Since E0+(z) =
1
iz
e−iz
2/2 +O
(
1
z2
)
as z →∞, we have∫ ∞
1/
√
t
|E0+(
√
tz)|2dz = 1√
t
∫ ∞
1
|E0+(u)|2du = O
( 1√
t
)
.

Lemma 8.3. Let |q| ≪ 1, τ = |q|√t and z0 ∈ R. Suppose that
g(z) = g1(z) + h(z)g2(z),
h(z) =
n∏
k=1
iqk
z + iqk
, qk = ±q, 1 ≤ k ≤ n, and
‖gi‖H1,0(R) ≤ c|q|, i = 1, 2.
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Then, for C > 1,∫ ∞
−∞
g(z)e−it(z−z0)
2/2dz
=

g1(z0)√
t
E0 +O
( q√
t
(|q| 12 + t− 14 + τ | log τ |)), τ ≤ 1
2
,
O(q2), τ ≥ 1/C > 0.
Proof. We first consider z > z0. By integrating by parts and using
Lemma 8.2, we see that∫ ∞
z0
g1(z)e
−it(z−z0)2/2dz
= −g1(z)E+(z − z0)
∣∣∣∞
z0
+
∫ ∞
z0
g′1(z)E+(z − z0)dz
=
g1(z0)√
t
E0+(0) +O
( q
t3/4
)
.
Similarly, we have∫ ∞
z0
h(z)g2(z)e
−it(z−z0)2/2dz
= −h(z)g2(z)E+(z − z0)
∣∣∣∞
z0
+
∫ ∞
z0
h(z)g′2(z)E+(z − z0)dz
+
∫ ∞
z0
h′(z)g2(z)E+(z − z0)dz
=
g2(z0)√
t
h(z0)E
0
+(0) + I + II.
Since ‖h · g′2‖L2 ≤ c|q|, I = O
(
q
t3/4
)
by Lemma 8.2. Let zˆ0 = z0/|q| and
h1(u) =
∏n
k=1
iqk/|q|
u+iqk/|q| . By change of variable z = |q|u,
II =
1√
t
∫ ∞
zˆ0
h′1(u)
(
g2(|q|u)− g2(0)
)
E0+(τu −
√
tz0)du
+
g2(0)√
t
∫ ∞
zˆ0
h′1(u)
(
E0+(τu−
√
tz0)− E0+(−
√
tz0)
)
du
+
g2(0)√
t
(− h1(zˆ0))E0+(−√tz0)
= II1 + II2 − g2(0)√
t
h(z0)E
0
+(−
√
tz0).
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As
∣∣g2(|q|u)− g2(0)∣∣ = ∣∣ ∫ |q|u0 g′2∣∣ ≤ |qu| 12‖g′2‖L2,
|II1| ≤ |q|
1
2‖g′2‖L2√
t
∫ ∞
zˆ0
|h′1(u)||u|
1
2du = O
( |q|3/2√
t
)
.
If τ ≤ 1
2
, |E0+(τu−
√
tz0)−E0+(−
√
tz0)| ≤ min{c, τ |u|}, and hence
|II2| ≤ c|g2(0)|√
t
[∫ −1/τ
−∞
|h′1(u)|+
∫ 1/τ
−1/τ
|h′1(u)|τ |u|+
∫ ∞
1/τ
|h′1(u)|
]
≤ c|g2(0)|√
t
[
τ
∫ 1/τ
0
u
u2 + 1
+
∫ ∞
1/τ
1
u2
]
= O
( q√
t
τ | log τ |
)
.
Assembling the above inequalities, we obtain∫ ∞
z0
g(z)e−it(z−z0)
2/2dz
=
g1(z0)√
t
E0+(0) +
h(z0)√
t
(
g2(z0)E
0
+(0)− g2(0)E0+(−
√
tz0)
)
+O
( q√
t
(|q| 12 + t− 14 + τ | log τ |))
Similarly using E0−(z), E−(z), we obtain for z < z0,∫ z0
−∞
g(z)e−it(z−z0)
2/2dz
=
g1(z0)√
t
E0−(0) +
h(z0)√
t
(
g2(z0)E
0
−(0)− g2(0)E0−(−
√
tz0)
)
+O
( q√
t
(|q| 12 + t− 14 + τ | log τ |))
and hence∫ ∞
−∞
g(z)e−it(z−z0)
2/2dz
=
E0√
t
(
g1(z0) + h(z0)(g2(z0)− g2(0))
)
+O
( q√
t
(|q| 12 + t− 14 + τ | log τ |))
As ∣∣h(z0)(g2(z0)− g2(0))∣∣ ≤ c|q||z0|+ |q|‖g′2‖L2 |z0| 12 ≤ c|q|3/2,
the result follows for τ ≤ 1
2
.
For τ ≥ 1/C > 0, note that 1√
t
≤ C|q|. The result follows from the
fact that
|II2| ≤ c|g2(0)|√
t
∫ ∞
zˆ0
|h′1(u)|du = O(q2),
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with the similar estimate for z < z0. 
Lemma 8.4. Let m(x, t, z) solve the normalized RHP (R, v) without
poles where the jump matrix v is given in (5.8). Let u(x, t) be the as-
sociated potential function. Suppose that ‖r‖L2∩L∞ ≤ c|q| ≪ 1. Then,
for each fixed z ∈ C+,
m(x, t, z) = I +
1
2πi
∫
R
(
0 r(s)
s−ze
iθ(s)
r(s)
s−ze
−iθ(s) 0
)
ds+O
( q2
|Imz| 12
)
,
and
u(x, t) =
1
2π
∫
R
r(s)eiθ(s)ds +O(q2).
where θ(z) = xz − 1
2
tz2.
Proof. We refer to Section 3 for the solution procedure for the RHP
(R, v). Let w+ = v − I. Since ‖r‖L2∩L∞(R) ≤ c|q| ≪ 1,
‖(1− Cv)−1‖L2(R) ≤ 1
1− ‖r‖∞ ≤ c,
where Cv is defined in (3.33). Hence
µ ≡ I + (1− Cv)−1CvI = I + (1− Cv)−1C−w+ ∈ I + L2(R).
Here
w+(z) =
( |r(z)|2 r(z)eiθ(z)
r(z)e−iθ(z) 0
)
.
As ∣∣∣∣∣
∫
R
g1(s)g2(s)
s− z ds
∣∣∣∣∣ ≤ ‖g1‖L2‖g2‖L∞|Imz| 12
for any g1 ∈ L2(R), g2 ∈ L∞(R), it immediately follows that (see (3.34))
m(x, t, z) = I + C(µw+)(z)
= I + Cw+(z) + C
(
((1− Cv)−1C−w+)w+
)
(z)
= I +
1
2πi
∫
R
(
0 r(s)
s−ze
iθ(s)
r(s)
s−ze
−iθ(s) 0
)
ds+O
( q2
|Imz| 12
)
,
and
u(x, t) =
1
2π
∫
R
(µw+)12 =
1
2π
∫
R
r(s)eiθ(s)ds+O(q2).

Let ψ+ = (ψ+1 , ψ
+
2 ), ψ
+
0 = ((ψ0)
+
1 , (ψ0)
+
2 ) be the ZS-AKNS solutions
for ue0, ηµ0 , respectively. The following expansion is standard in the
perturbation theory.
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Lemma 8.5. For z ∈ R, x ≥ 0,
ψ+(x, z) = ψ+0 (x, z)− qψ+0 (x, z)
∫ ∞
x
L(y, z)dy +O(q2)
uniformly where L(x, z) = (ψ+0 )
−1Wψ+0 and W (x) =
( 0 w(x)
−w(x) 0
)
.
Proof. Let ψ+(x, z) = ψ+0 (x, z)φ(x, z). Then,
φx = (ψ
+
0 )
−1(ψ+x − (ψ+0 )xφ) = qLφ.
As φ = (ψ+0 )
−1ψ+ → I as x → +∞, z ∈ R, it follows by standard
iterations that
φ(x, z) = I − q
∫ ∞
x
L(y, z)dy +O(q2).

Proof of Theorem 2. It is enough to consider x ≥ 0. We use ≈ to
denote equality up to order q√
t
(t−
1
4 + |q| 12 + τ | log τ |) if t ≤ 1
2
|q|−2, and
order q2 if t ≥ 1
C
|q|−2. Note that q2 ≤ cq√
t
τ | log τ | if t ≤ 1
2
|q|−2. By the
previous lemma, setting x = 0 and using (7.6), it follows that
(8.2)
(
A1(z)
B1(z)
)
= q
(
A0(z) −B0(z)
B0(z) A0(z)
)(
f1(z)
f2(z)
)
+ O(q2), z ∈ R,
where(
f1(z)
f2(z)
)
=
∫ ∞
0
w(s)
( −2izµ0 sech(µ0s)/(z2 + µ20)
eisz
(
z2 + 2izµ0 tanh(µ0s)− µ20
)
/(z + iµ0)
2
)
ds,
and A0, B0, A1 and B1 are defined in (7.7). Let g3(z) be given in (7.10).
By (8.1), we have g3(−z0) = g3(z0). Hence using (7.8) and (8.2), we
obtain
(8.3)
g3(z0) + g3(−z0) = 2Re
(
A0(−z0)B1(z0) + A1(−z0)B0(z0)
)
+O(q2)
= −2qK(z0) +O(q2)
where K(z) is given in (1.21).
If a(z) has one zero z1 = iµ1, then β = −q and hence it follows from
(4.53) that
(8.4) b(z) = g3(z) + g3(−z) + 2iq
z − iq g3(z),
By Lemma 8.1 and Theorem 6, the norming constant γ1(t) = γ(t; z1)
for z = z1 is given by
γ1(t) = γ1e
−iµ21t/2 =
√
µ1 + q
µ1 − qe
−iµ21t/2.
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Set
rf(z) ≡ r(z)z + iµ1
z − iµ1 , and c1(t) =
γ1(t)
a′(z1)
.
where a(z) = z−z1
z−z1 e
−l(z). By (3.24),
rf(z) =
b(z)
a(z)
z + iµ1
z − iµ1 = b(z)e
l(z).
where l(z) is defined in (3.25). Let mf (x, t, z), uf(x, t) be the solution
of the normalized RHP and the associated potential function in Lemma
8.4 with r replaced by rf . Set h(z) ≡ el(z)−1. As ‖l‖H1,0(R) ≤ c‖ log(1+
|r|2)‖H1,0(R), it follows that ‖h(z)‖H1,0(R) = O(|q|3/2) and hence we see
by Lemma 8.3, Lemma 8.4, (8.3) and (8.4) that
mf(x, t, z1) ≈
(
1 p1
p2 1
)
, uf(x, t) ≈ i(z0 − iµ1)p1,
where
(8.5) p1 = − q√
t
K(z0)E0e
itz20
2
πi(z0 − iµ1) , p2 = −
q√
t
K(z0)E0e
− itz
2
0
2
πi(z0 − iµ1) .
From Remark 4.30,
(8.6) l(iu) =
1
2πi
∫
R
iu
s2 + u2
log
(
1 +
∣∣r(s)∣∣2)ds = O(q2),
uniformly on u > 0. Let υ1, υ
x
1 be given in (1.22). It follows by (8.6)
that −c1(t)
z1−z1 = υ
−1
1 +O(q
2). Set
b ≡ mf (z1)eixz1σ
(
1
−c1(t)
z1−z1
)
.
Assembling the above results, we see that
(8.7) υ1e
−µ1x
2 b ≈
(
υx1 + p1
p2υ
x
1 + 1
)
.
Therefore, by the Darboux transformation,
(8.8)
u(x, t) = uf(x, t) + i(z1 − z1)F(b)
≈ i(z0 − iµ1)p1 − 2µ1(υ
x
1 + p1)(p2υ
x
1 + 1)
|υx1 + p1|2 + |p2υx1 + 1|2
.
This relation holds, in particular, in the region x ≥ 1/M . If t ≥ 1
C
|q|−2,
then q√
t
= O(q2) and it follows that p1, p2 = O(q
2), which in turn
implies that
u(x, t) ≈ −2µ1υ
x
1
|υx1 |2 + 1
≈ eiµ21t/2vµ1(x).
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This proves (1.24) and the second part of (1.23).
Now assume t ≤ 1
2
|q|−2 and 0 ≤ x ≤M . Since z0 = O(t−1), K(z0) =
Re
∫∞
0
e−isz0w(s) + O(t−1). Set K1(z) ≡
∫∞
−∞ e
−iszw(s)ds and w0 ≡∫∞
0
w(s)ds = 1
2
K1(0). As w ∈ H0,1(R), K1 ∈ H1,0(R) and so |K1(z0)−
K1(0)| ≤ |z0| 12‖K ′1‖L2(R) = O(t−
1
2 ). As w is real and even, K(z0) =
1
2
ReK1(z0) +O(t
−1) = w0 +O(t−
1
2 ). Thus,
p1 = −qw0
µ1
√
2
πt
ei[x
2/(2t)−π/4] +O(qt−1), p2 = p1 +O(qt−
3
2 ).
Combining the results, we obtain from (8.8) for 0 ≤ x ≤M ,
u(x, t) ≈ eiµ21t/2
[
vµ1(x)− qw0
√
2
πt
(
eiΩ sech2 µ1x− e−iΩ tanh2 µ1x
)]
,
where Ω(x, t) = −x2/(2t) + µ21t/2 + π/4. This completes the proof of
(1.23).
If a(z) has two zeros in C+, we have β = q and hence it follows again
from (4.53) that
b(z) = g3(z) + g3(−z)− 2iq
z + iq
g3(−z).
Again by Lemma 8.1 and Theorem 6, the norming constants γj(t) =
γ(t; zj) for z = zj , j = 1, 2 are given by
γj(t) = γje
−iµ2j t/2 =
√
µj − q
µj + q
e−iµ
2
j t/2, j = 1, 2.
Set
rf(z) =
z + iµ1
z − iµ1
z + iµ2
z − iµ2
b(z)
a(z)
, and c1(t) =
γ1(t)
a′1(z1)
, c2(t) =
γ2(t)
a′(z2)
,
where a1(z) =
z−z1
z−z1 e
−l(z) and a(z) = z−z2
z−z2a1(z). Denote by mf (x, t, z)
the solution of the normalized RHP (R, vf) without poles associated
with rf , and by m1(x, t, z) the solution of the normalized RHP (R, v1 =(
1+|r1|2 r1eiθ
r1e−iθ 1
)
) with r1(z) =
z+iµ2
z−iµ2
b(z)
a(z)
and one pair of poles at z1 = iµ1
and z1 = −iµ1 with the norming constants γ1(t),−γ1(t) (cf. (9.4)). Set
υˆ1 ≡ −
√
µ1 + q
µ1 − q e
iµ21t/2, υˆx1 ≡ υˆ1e−µ1x,
and
b1 ≡ mf(z1)eiz1xσ
(
1
−c1(t)
z1−z1
)
.
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Then, again by (8.6), we have
υˆ1e
−µ1x
2 b1 ≈
(
υˆx1 + p1
p2υˆ
x
1 + 1
)
.
as above. Write b1 = ((b1)1, (b1)2)
T . Define
bˆ1 ≡
(
(b1)1 −(b1)2
(b1)2 (b1)1
)
, λ1 ≡ z2 − z1
z2 − z1 ,
µˆ ≡
(
z2 − z1 0
0 z2 − z1
)
= (z2 − z1)
(
1 0
0 λ1
)
.
From Lemma 8.4 and the fact that µ2 = O(|q|) (Lemma 7.4), we obtain
mf (x, t, z2) =
(
1 p3
p4 1
)
+O
(|q| 32 ),
where
(8.9) p3 ≡ 1
2πi
∫
R
rf(s)
s− iµ2 e
iθ(s), p4 ≡ 1
2πi
∫
R
rf (s)
s− iµ2 e
−iθ(s).
Define υˆ2 ≡ −
√
µ2+q
µ2−qe
iµ22t/2. Then, − c2(t)
z2−z2 = λ1υˆ
−1
2 (1+O(q
2)) by (8.6).
Let ψ1(x, t, z) = m1(x, t, z)e
ixzσ. Note that υˆ2 = O(q) by Lemma 7.4,
λ1 = −1+O(q) and υˆ1 = −eiµ22t/2+O(q). Assembling the above results,
we see that
(8.10)
b2 ≡ m1(z2)eixz2σ
(
1
−c2(t)
z2−z2
)
= bˆ1µˆbˆ
−1
1 mf (z2)e
−xµ2σµˆ−1
(
1
−c2(t)
z2−z2
)
.
= υˆ−12 e
µ2x
2
[(
p3 − s
1 + υˆx2s
)
+O(q)
]
where s =
2(p3−υˆx1 )
|υˆx1 |2+1 . By Lemma 8.3, we see that
(8.11) qp3 = − 1
2π
q
µ2
∫
R
iµ2
s− iµ2 b(s)(1 + h(s))e
iθ(s)ds ≈ 0.
Set s0 ≡ −2υˆ
x
1
|υˆx1 |2+1 . Using (8.10) and (8.11), we have
i(z2 − z2)F(b2) ≈ 2qs0(1 + υˆ
x
1s0)
|s0|2 + |1 + υˆx1s0|2
=
4qυˆx1 (|υˆx1 |2 − 1)
(|υˆx1 |2 + 1)2
.
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But,
i(z1 − z1)F(b)− i(z1 − z1)F(b1)
= −2µ1(υ
x
1 + p1)(p2υ
x
1 + 1)
|υx1 + p1|2 + |p2υx1 + 1|2
+
2µ1(υˆ
x
1 + p1)(p2υˆ
x
1 + 1)
|υˆx1 + p1|2 + |p2υˆx1 + 1|2
≈ 4qυˆ
x
1 (|υˆx1 |2 − 1)
(|υˆx1 |2 + 1)2
≈ i(z2 − z2)F(b2).
where b is given in (8.7). Thus
u(x, t) = uf + i(z1 − z1)F(b1) + i(z2 − z2)F(b2)
≈ uf + i(z1 − z1)F(b).
This completes the proof of Theorem 2. 
9. Appendix - Adding in or removing poles via a Darboux
transformation
The following calculations are standard in scattering/inverse scatter-
ing theory (see e.g. [RS02]). Let u(x) ∈ H1,1(R) be given and consider
the associated ZS-AKNS operator ∂x−
(
izσ+
( 0 u(x)
−u(x) 0
))
and its reflec-
tion coefficient function r(z) ∈ H1,1(R). Suppose that for each x ∈ R,
2×2 matrix ψ(x, z) = m(x, z)eixzσ solves the corresponding RHP with
a finite number of simple bound states at z = z1, . . . , zn ∈ C+, and at
z = z1, . . . , zn ∈ C−, n ≥ 0,
(9.1)

ψ(x, z) is analytic in z ∈ C \ (R ∪ {z1, z1, . . . , zn, zn}),
ψ+(x, z) = ψ−(x, z)v(z), v(z) =
( 1+|r(z)|2 r(z)
r(z) 1
)
, z ∈ R,
ψ(x, z)e−ixzσ → I as z →∞,
Res
z=zk
ψ(x, z) = lim
z→zk
ψ(x, z)
(
0 0
c(zk) 0
)
, 1 ≤ k ≤ n,
Res
z=zk
ψ(x, z) = lim
z→zk
ψ(x, z)
(
0 −c(zk)
0 0
)
.
The goal is to add in another simple bound state at z = ξ ∈ C+ \
{z1, · · · , zn} and simultaneously at z = ξ ∈ C− \ {z1, · · · , zn}. We use
a Darboux transformation (z+P )(∂x−L) = (∂x−L˜)(z+P ) as in (4.10).
By (4.2), P can be chosen in the form P = b(x)P0b
−1(x) where P0 is
a constant matrix and b = b(x) solves the equation b′ = Qb − iσbP0.
In contrast to the choice P0 = P (0) ≡ −iqσ3 in (4.1), the appropriate
choice here is P0 = −
( ξ 0
0 ξ
)
; b is determined below. Set
(9.2) ψ˜(x, z) ≡ b(x)µ(z)b−1(x)ψ(x, z)µ−1(z),
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where µ(z) = z + P0 =
( z−ξ 0
0 z−ξ
)
. Note that ψ˜(x, z)e−ixzσ → I as
z →∞. Let c˜(ξ) be any nonzero constant. We want to choose b(x) so
that ψ˜ has a simple pole in the first column at z = ξ and a simple pole
in the second column at z = ξ such that for x ∈ R,
Res
z=ξ
ψ˜(x, z) = lim
z→ξ
ψ˜(x, z)
(
0 0
c˜(ξ) 0
)
,
Res
z=ξ
ψ˜(x, z) = lim
z→ξ
ψ˜(x, z)
(
0 −c˜(ξ)
0 0
)
.
Since
b−1ψ˜ =
(
(b−1ψ)11 (b−1ψ)12
z−ξ
z−ξ
(b−1ψ)21
z−ξ
z−ξ (b
−1ψ)22
)
,
we have
Res
z=ξ
b−1(x)ψ˜(x, z) =
(
0 0
(b−1ψ)21(x, ξ)(ξ − ξ) 0
)
.
But,
lim
z→ξ
b−1(x)ψ˜(x, z)
(
0 0
c˜(ξ) 0
)
=
(
0 0
c˜(ξ)(b−1ψ)22(x, ξ) 0
)
.
and hence we must have
(ξ − ξ)(e2, b−1ψ(x, ξ)e1) = c˜(ξ)(e2, b−1ψ(x, ξ)e2).
Therefore, it follows necessarily that
b(x)e1 = c1(x)
(
ψ(x, ξ)e1 − c˜(ξ)
ξ − ξψ(x, ξ)e2
)
for some nonzero function c1(x). Similarly for z = ξ, we see that
b(x)e2 = c2(x)
(
− c˜(ξ)
ξ − ξψ(x, ξ)e1 + ψ(x, ξ)e2
)
for some nonzero function c2(x). Observe that c1(x), c2(x) factor out
in the formula (9.2) for ψ˜(x, z). Set
(9.3) b(x) =
(
ψ(x, ξ)
(
1
−c˜(ξ)
ξ−ξ
)
ψ(x, ξ)
(
−c˜(ξ)
ξ−ξ
1
))
.
From the symmetry in Proposition 3.1(i) we see that b2 =
(
0 −1
1 0
)
b1
where b = (b1, b2). Thus, det b(x) = |(b1)1(x)|2 + |(b1)2(x)|2 > 0 and
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hence b(x) is invertible for all x ∈ R. The jump matrix v˜ for ψ˜(x, z) is
given by
v˜(z) = ψ˜−1− (x, z)ψ˜+(x, z) = µ(z)v(z)µ
−1(z)
=
(
1 + |r˜(z)|2 r˜(z)
r˜(z) 1
)
, z ∈ R,
where
r˜(z) = r(z)
z − ξ
z − ξ .
A straightforward calculation shows that for 1 ≤ k ≤ n,
Res
z=zk
ψ˜(x, z) = lim
z→zk
ψ˜(x, z)
(
0 0
c˜(zk) 0
)
,
Res
z=zk
ψ˜(x, z) = lim
z→zk
ψ˜(x, z)
(
0 −c˜(zk)
0 0
)
.
where
c˜(zk) = c(zk)
zk − ξ
zk − ξ .
The above calculations show that m˜(x, z) = ψ˜(x, z)e−ixzσ solves the
RHP of type (3.31) with r(z), Z+,K+ replaced by r˜(z), Z˜+ = {z1, · · · , zn, ξ},
K˜+ = {c˜(z1), · · · c˜(zn), c˜(ξ)}, respectively. Note that (see (3.24))
a˜(z) =
z − ξ
z − ξ a(z),
where a(z), a˜(z) are the scattering functions for ψ(x, z), ψ˜(x, z), re-
spectively. Hence we see from (3.27) that
(9.4) γ˜(zk) = c˜(zk)a˜
′(zk) = c(zk)a′(zk) = γ(zk), k = 1, · · · , n
where γ(zk), γ˜(zk) are the corresponding norming constants. By Re-
mark 3.9, m˜ is unique. Finally, we compute the corresponding potential
u˜(x). From the fact that mx = iz[σ,m] +Qm, Q =
(
0 u
−u 0
)
, we have
Q = −i[σ,m1], m = I + m1
z
+ o(z−1),
as z → ∞ in any cone |Imz| > c|Rez|, c > 0. Let µ1 =
( ξ 0
0 ξ
)
. For
m˜ = ψ˜e−ixzσ
m˜ = b
(
I − µ1
z
)
b−1
(
I +
m1
z
+ o(z−1))
)(
I − µ1
z
)−1
= I +
m1 − bµ1b−1 + µ1
z
+ o(z−1),
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and hence
(9.5)
u˜(x) = −i[σ,m1 − bµ1b−1 + µ1]12
= u(x) + i(ξ − ξ) (b1)1(b1)2|(b1)1|2 + |(b1)2|2 .
One can also use Darboux transformations similar to (9.2) to remove
eigenvalues. We do not provide any further details, except to note that
at each step, if the poles at z = zk, zk are removed, then r(z)→ r˜(z) =
r(z) z−zk
z−zk , etc.
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