In our chapter we address the statistical analysis of percentiles: How should the citation impact of institutions be compared? In educational and psychological testing, percentiles are already used widely as a standard to evaluate an individual's test scores -intelligence tests for example -by comparing them with the percentiles of a calibrated sample. Percentiles, or percentile rank classes, are also a very suitable method for bibliometrics to normalize citations of publications in terms of the subject category and the publication year and, unlike the mean- and confidence intervals can lead to a clear understanding of citation impact differences.
Introduction
articles report confidence intervals and/or effect size measures." In bibliometrics, it has been also recommended to go beyond statistical significance testing Schneider, 2012) .
In this chapter we review some of the key methods outlined by Cumming (2012) , and show how they can contribute to a meaningful statistical analysis of percentiles. The percentile of a certain publication provides information about the citation impact this publication has achieved in comparison to other similar publications in the same subject category and publication year. Following Cumming's (2012) lead, we explain what effect sizes and confidence intervals (CIs) are. We further explain how to assess the ways in which the percentile scores of individual institutions differ from some predicted values and from each other; and how the proportions of highly cited papers (i.e. the top 10% most frequently cited papers) can be compared across institutions. Throughout, our emphasis will be in not only demonstrating whether or not statistically significant effects exist, but in assessing whether the effects are large enough to be of practical significance.
We begin by discussing the types of measures that bibliometricians will likely wish to focus on when doing their research. Specifically, we argue that percentile rankings for all papers, and the proportion of papers that are among the top 10% most frequently cited, deserve special consideration.
Percentile rankings
Percentiles used in bibliometrics provide information about the citation impact of a focal paper compared with other comparable papers in a reference set (all papers in the same research field and publication year). For normalizing a paper under study, its citation impact is evaluated by its rank in the citation distribution of similar papers in the corresponding reference set Pudovkin & Garfield, 2009 ). For example, if a paper in question was published in 2009 and was categorized by Thomson Reuters into the subject category "physics, condensed matter", all papers published in the same year and subject category build up its reference set. Using the citation ranks of all papers in the reference set, percentiles are calculated which also lead to a corresponding percentile for the paper in question. This percentile expresses the paper's citation impact position relative to comparable papers.
This percentile-based approach arose from a debate in which it was argued that frequently used citation impact indicators based on using arithmetic averages for the normalizatione.g., "relative citation rates" (Glänzel, Thijs, Schubert, & Debackere, 2009; Schubert & Braun, 1986) and "crown indicators" (Moed, De Bruin, & Van Leeuwen, 1995; van Raan, van Leeuwen, Visser, van Eck, & Waltman, 2010) -had been both technically (Lundberg, 2007; Opthof & Leydesdorff, 2010) and conceptually flawed. Among their many advantages, percentile rankings limit the influence of extreme outliers. Otherwise, a few papers with an extremely large number of citations could have an immense impact on the test statistics and parameter estimates.
An example will help to illustrate this. The Leiden Ranking uses citation impact indicators based on using arithmetic averages for the normalization (the mean normalized citation score, MNCS) and based on percentiles (PP top 10% ). For the University of Göttingen, an extreme outlier leads to a large ranking position difference between MNCS and PP top 10% : "This university is ranked 2nd based on the MNCS indicator, while it is ranked 238th based on the PP top 10% indicator. The MNCS indicator for University of Göttingen turns out to have been strongly influenced by a single extremely highly cited publication. This publication … was published in January 2008 and had been cited over 16,000 times by the end of 2010.
Without this single publication, the MNCS indicator for University of Göttingen would have been equal to 1.09 instead of 2.04, and University of Göttingen would have been ranked 219th instead of 2nd. Unlike the MNCS indicator, the PP top 10% indicator is hardly influenced by a single very highly cited publication. This is because the PP top 10% indicator only takes into account whether a publication belongs to the top 10% of its field or not. The indicator is insensitive to the exact number of citations of a publication (Waltman et al, 2012 (Waltman et al, , p. 2425 .
Since the percentile approach has been acknowledged in bibliometrics as a valuable alternative to the normalization of citation counts based on mean citation rates, some different percentile-based approaches have been developed (see an overview in Bornmann, Leydesdorff, & Mutz, 2013) . More recently, one of these approaches (named PP top 10% , also known as the Excellence Rate, which measures the proportion of papers among the 10% most frequently cited papers in a subject category and publication year) has been prominently used in the Leiden Ranking (Waltman et al., 2012) and the SCImago institutions ranking (SCImago Reseach Group, 2012) as evaluation tools.
Three steps are needed in order to calculate percentiles for a reference set: First, all papers in the set are ranked in ascending order of their numbers of citations. Second, each paper is assigned a percentile based on its rank (percentile rank). Percentiles can be calculated in different ways Cox, 2005; Hyndman & Fan, 1996) . The most commonly used formula is (100* (i -1)/n), where n is the total number of papers, and i the rank number in ascending order. For example, the median value or the 50th percentile rank separates the top-half of the papers from the lower half. However, one can also calculate percentiles as (100 * (i/n)). This calculation is used, for example, by InCites (Thomson Reuters, see below). Third, the minimum or maximum of the percentile rank can be adjusted.
Papers with zero citations can be assigned a rank of zero. By assigning the rank zero to the papers with zero citations, one ensures that the missing citation impact of these papers is reflected in the percentiles in the same way in every case. Different ranks for papers with zero citations would arise if percentiles are calculated without using a constant rank of zero at the bottom Zhou & Zhong, 2012) .
A technical issue in the case of using percentiles for research evaluation pertains to the handling of ties (e.g., Pudovkin & Garfield, 2009; Rousseau, 2012; Schreiber, 2013, in press; Waltman & Schreiber, 2013) . Imagine 50 papers with 61, 61, 61, 58, 58, 58, 58, 58, 58, 58 citations, rest (40 papers) = 1 citations. For this fictitious reference set it is not possible to calculate exactly the top 10% most frequently cited papers. You can take 3/50 (6%) or 10/50 (20%). Thus, the tying of the ranks at the threshold level generates an uncertainty (Leydesdorff, 2012) . Schreiber (2012) and Waltman and Schreiber (2013) solved this problem by proposing fractional counting in order to attribute the set under study to percentile rank classes that are pre-defined (for example, the proportion of the top 10% most frequently cited papers, PP top10% ).
By proportional attribution of the fractions to the different sides of the threshold, the uncertainty can be removed from the resulting indicator. However, this approach can only be used to determine the exact proportion of PP top x% (e.g. 10) papers in a reference set, but cannot be used for the calculation of percentile ranks of the individual papers under study. and review are used to determine the percentile distribution, and only those same article types receive a percentile value. If a journal is classified into more than one subject area, the percentile is based on the subject area in which the paper performs best, i.e. the lowest value (see http://incites.isiknowledge.com/common/help/h_glossary.html). Since in a departure from convention low percentile values mean high citation impact (and vice versa), the percentiles received from InCites are inverted percentiles. To identify papers which belong to the 10% most frequently cited papers within their subject category and publication year (PP top 10% ), publications from the universities with an inverted percentile smaller than or equal to 10 are coded as 1; publications with an inverted percentile greater than 10 are coded as 0.
For the calculation of the statistical procedures, we used Stata (StataCorp., 2013) . However, many other statistical packages could also be used for these calculations (e.g. SAS or R).
Effect Sizes and related concepts
Cumming (2012, p. 34 ) defines an effect size as the amount of something that might be of interest. He offers several examples. In Table 1 , we present measures of effect size that we think are of special interest to bibliometricians. * Cumming (2012) uses the terms risk and relative risk. His examples refer to accidents. But we can also think of "risk" as pertaining to other events that might happen, e.g. a published paper is "at risk" of becoming highly cited.
In isolation, however, effect sizes have only limited utility. First, because of sampling variability, estimated effect sizes will often be larger or smaller than the true effect is, i.e. just by chance alone an institution's performance could appear to be better or worse than it truly is; or apparent differences between institutions could seem larger or smaller than they actually are. Second, we need a criterion by which effect sizes can be evaluated. A common criterion is to look at statistical significance, e.g. are the differences between two institutions so large that they are unlikely to be due to chance alone? The APA, however, has called on researchers to go beyond statistical significance and assess substantive significance as well. This can be done both via theory (e.g. theory or past experience might say that a 5 point difference between institutions is substantively important while a 1 point difference is not) and via empirical means (using suggested guidelines for when effects should be considered small, moderate, or large).
Therefore, when discussing effect sizes, we present not only the measure of effect size itself, but the related measures that are needed to assess the statistical and substantive significance of the measure. We begin with the mean percentile ranking.
The Mean. Table 2 presents the mean percentile rankings for the three institutions along with related measures. The mean is one of the simplest and most obvious measures. It is simply the arithmetic average of the rankings for all the papers published for an institution. Because of the way percentile ranking is coded (see above), a lower score is a better score. There are obvious ways to use the mean to assess the citation impact of an institution. The population mean (50) is known. We can tell at a glance whether an institution is above the average or below it.
However other criteria can also be used. An institution may wish to compare itself with the known values of its peer institutions or aspirational peers. Peer institutions might include other elite universities; schools located in the same general geographic area; or colleges that an institution competes against for students and grant money. Aspirational peers might include schools that are known to currently be stronger but who set a standard of excellence that the school is striving to achieve. Hence a university that considers itself among the best in the country or even the world might feel that its publications should average at least among the top 25%. Conversely a school that sees itself as less research oriented might feel that an average ranking of 75 is sufficient if that is what its regional competitors are achieving. The horizontal line for mean = 50 makes it easy to see whether the CI does or does not include the value specified by the null hypothesis (the citation impact is equal to a medium impact, i.e. the population mean of 50). If the horizontal line passes through the CI we do not reject the null hypothesis; otherwise we do. Cumming (2012) refers to the CI obtained from an analysis as "One from the dance." What he means is that it is NOT correct to say that there is a 95 percent chance that the true value of the mean lies within the confidence interval. Either the true value falls within the interval or it doesn't. It is correct to say that, if this process were repeated an infinite number of times, then 95 percent of the time the CI would include the true value of the mean while 5 percent of the time it would not. Whether it does in the specific data we are analyzing, we don't know. For institution 1, the CI ranges between 45.99 (about four points better than average) to 53.36.
Because the average value of 50 falls within that interval, we cannot rule out any of the possibilities that Institution 1 is below average, average, or above average. The CI for institution 2 ranges from 29.85 to 34.46, suggesting that it is almost certainly well above average. For institution 3 the CI range is 43.37 to 48.59, implying that it is probably at least a little better than average.
Significance tests (in this case, one-sample t-tests) can also be used to see whether the difference between the observed mean for an institution and the hypothesized mean is statistically significant. In our case we test whether the institutional mean differs from the known population mean of 50, but another criterion could be used if it was thought that a higher or lower criterion was appropriate. The formula for the one-sample t-test, along with If the null hypothesis is true -in this case, if the population mean of Institution 2 really is 50 -the t statistic will have a t distribution with N -1 degrees of freedom. The larger in magnitude the t statistic is (positive or negative), the less likely it is that the null hypothesis is true. The critical value for the t statistic, i.e. the value at which we conclude that the null hypothesis is unlikely to be true, depends on the sample size. In samples this large, the absolute value of the t statistic needs to be 1.96 or greater for us to conclude that observed deviations from the null hypothesis are probably not just due to chance factors alone. The t-test in Conversely if a sample is small a mean score of 40 might only be statistically significant at, say, the .06 level. As argued earlier, while significance tests can be helpful their utility is also limited.
To make this important point clear, consider an example that is similar to our opening weight loss example: If you were told that an institution had scores that were statistically significantly above average, would you be impressed? Perhaps. But if you were also told that it was 1 point better than average and that this was statistically significant at the .04 level, would you still be impressed? Probably not. Conversely, if you were told that an institution's scores were not statistically significant from the average, would you be unimpressed?
Perhaps. But if you were told that its observed score was 10 points better than average and that the difference was statistically significant at the .06 level, would you be impressed then?
Probably in most cases more people would be impressed by the latter institution, even though its higher scores barely missed being statistically significant at the .05 level.
We may have enough of a theoretical or intuitive feel to decide whether an effect is large enough to care about, e.g. theory or intuition or past experience may tell us that a 1 point difference from the mean isn't worth caring about while a 10 point difference is. However, in situations that are less clear, measures such as Cohen's d give us another way of assessing the substantive significance of effects. would lead us to conclude that differences between institutions 1 and 3 and the population mean of 50 are not substantively important, while the difference between Institution 2 and the population mean is moderately to highly important.
Cohen's d (for individual institutions)
Before leaving Table 2 , it should be noted that we did additional analyses to confirm the validity of our results. In both Tables 2 and 3 , we make heavy use of t tests and related statistics. As Acock (2010) points out, t tests assume that variables are normally distributed;
and, when two groups are being compared, it is often assumed that the variances of the two groups are equal. Percentile rankings violate these assumptions in that they have a uniform, rather than normal, distribution. Luckily, Acock adds that t tests are remarkably robust against violations of assumptions.
Nonetheless, to reassure ourselves that our results are valid, we double-checked our findings by using techniques that are known to work well when distributional assumptions are violated. In particular, for both Tables 2 and 3 , we verified our findings using bootstrapping techniques. Bootstrapping is often used as an alternative to inference based on parametric assumptions when those assumptions are in doubt (Cameron & Trivedi, 2010) . Bootstrapping resamples observations (with replacement) multiple times. Standard errors, confidence intervals and significance tests can then be estimated from the multiple resamples.
Bootstrapping produced significance tests and confidence intervals that were virtually identical to those reported in our tables, giving us confidence that our procedures are valid.
Mean differences between institutions
Rather than use some absolute standards for assessment (e.g. is the average score for an institution above or below the population average?) we may wish to compare institutions against each other. For example, a school might wish to compare itself against a school that it considers its rival, or that competes for students in the same geographic area. Does one institution have average scores that are significantly higher than the other's, or are their scores about the same? Alternatively, we might want to compare the same institution at two different points in time -have its average scores gotten better across time or have they gotten worse? Table 3 presents such comparisons for the institutions in our study. Again, simply comparing the means for two institutions is not adequate. Apparent differences may not be statistically significant; just by chance alone one institution could have scored higher than the other. And even if more than chance was likely involved in the differences, the substantive significance of differences still needs to be assessed.
CIs can again be useful. Referring back to figure 1, we can see whether the 95% CIs for two institutions overlap. As Cumming (2012) notes, if they do, then the difference between the institutions is not statistically significant at the .01 level. A common error is to assume that if two 95% CIs overlap then the difference in values is not statistically significant at the .05
level. This is wrong because it is unlikely that, by chance alone, one variable would have an atypically low observed value while the other would have a value that was atypically high.
Even more useful is that we can compute the CI for the difference between the scores of two institutions. If 0 falls within the 95% CI, then the difference between the two groups is not statistically significant. Or, if the observed difference is 10 but the CI ranges between 5 and 15, then the actual difference could plausibly be as low as 5 points or as much as 15. Figure 2 provides a graphical and possibly clearer illustration of the information that is also contained in Table 3 . If the horizontal line at y = 0 crosses the CI, we know that the difference between the two means is not statistically significant. The CIs show that the differences between 1 and 3 are modest or even nonexistent while the differences between 2 and the other institutions are large (10 points or more) even at the lower bounds of the CIs. Significance tests (in this case an independent sample t-test) can again be used. Because two groups are being compared, the calculations are somewhat more complicated but still straightforward. It is often assumed that the two groups have the same variance 3 . But, in the samples there are separate estimates of the variance for each group. A pooled estimate for the variance of the two groups is therefore estimated as follows (again we show the general formula, and the specific calculation for institutions 1 and 2). 
With independent samples there are two different types of t-tests that can be conducted. The first type, used here, assumes that the variances for each group are equal. The second approach allows the variances for the two groups to be different. In our examples, it makes little difference which approach is used, since, as table 2 shows, the standard deviations for the three groups are similar. In cases where the variances do clearly differ the second approach should be used. Most, perhaps all, statistical software packages can compute either type of t-test easily. The standard error of the difference (again, both in general, and specifically for institutions 1 and 2) is 
The t test (both in general and for institutions 1 and 2) is 
The tests confirm that Institution 2 does better than the other two institutions and that these differences are statistically significant, while the differences between 1 and 3 are small enough that they could just be due to chance factors.
As noted earlier, bootstrapping techniques, which are often used when the validity of parametric assumptions is in doubt (e.g. variables are normally distributed), produced results virtually identical to those reported in Table 3 . As an additional check, for 
Proportions (both for one institution and for comparisons across institutions).
As noted above, one way of evaluating institutions is to see how their average scores compare. However, it could be argued that evaluations should be made, not on average scores, but on how well an institution's most successful publications do. In particular, what
proportion of an institution's publications rank among the 10% most frequently cited papers?
Again, there is an obvious criterion: overall we know that 10% of all papers rank among the top 10% of those most cited. We use that criterion here, but the criterion could be made higher or lower as deemed appropriate for the type of institution.
There are important differences in how statistics and significance tests are computed for findings. In short, the most critical difference from before is that a different criterion is being used for the assessment of impact. Table 4 presents the effect sizes and related measures for PP top 10% for each institution separately. Figure 3 illustrates how the proportions and their CIs can be graphically depicted. The results are very consistent with what we saw when we analyzed mean percentile rankings.
Institutions 1 and 3 are slightly above average in that a little over 11% of their papers rank in the P top 10% . However, the CIs for each include 10, and the significance tests also indicate that the null hypothesis that PP top 10% = 10 cannot be rejected. Institution 2, on the other hand, has more than 29% PP top 10% . Both the CIs and the significance test indicate that such a strong performance is highly unlikely to be due to chance alone. Cohen (1998) proposes an effect size measure he calls h. 4 The formula is not particularly intuitive, but it has several desirable properties. h is calculated as follows: So, for example, for Institution 2, P = .2914 (PP top 10% =29.14). Since we are using P 0 = .10,
The h value for institution 2 is .0000 .8411 .0000
Again, the results are very consistent with before. The differences between institutions 1 and 3 are very slight and may be due to chance factors alone. Institution 2, on the other hand, has more than twice as many PP top 10% as do institutions 1 and 3, and the differences are highly statistically significant. The calculation of Cohen's h is similar to before, except that P 2 is substituted for P 0 , e.g. for institutions 1 and 2 ( ) Incidentally, several other measures of effect size have been proposed and are widely used for analyses of binary dependent variables. These include risk ratios, odds ratios and marginal effects. For a discussion of some of these methods, see Williams (2012) , Bornmann and Williams (2013) , Deschacht and Engels (this book) and Long and Freese (2006) .
Conclusions
The APA has called on researchers to employ techniques that illustrate both the statistical and the substantive significance of their findings. Similarly, in the statistics paragraph of the In this chapter, we have shown that the analysis of effect sizes for both means and proportions are worthwhile, but must be accompanied by criteria with which the statistical and the substantive significance of effect sizes can be assessed. Measures of statistical significance are, in general, well known, but we have shown how they can be applied to bibliometric data.
Assessment of substantive significance depends, in part, on theory or empirical means: how large does an effect size need to be in order to be considered important? But, when theory and empirical evidence are unclear, measures such as Cohen's d can provide guidelines for assessing effects. As we have seen, effects that are statistically significant may not have much substantive importance. Conversely there may be situations where effects fail to achieve statistical significance but may nonetheless have a great deal of substantive significance.
Using tools presented in this paper and in Cumming's (2012) book, researchers can assess both the statistical and substantive significance of their findings.
For those who would like to replicate our findings or try similar analyses with their own data, the Appendix shows the Stata code for the analyses presented in this chapter and for the additional double-checks we did to verify the validity of our results.
