We study the performance of the super dense coding protocol in the presence of quantum channels with covariant noise. We first consider the bipartite case and review in a unified way the case of general Pauli channels. We discuss both the cases of unitary and non-unitary encoding. We also study the multipartite scenario and investigate the case of many senders and one receiver.
I. INTRODUCTION
The super dense coding protocol was originally proposed in Ref. [1] and exploits the non-local properties of entangled states in order to communicate two bits of classical information by sending one qubit only. After the original proposal, the super dense coding protocol was studied in various scenarios over noiseless channels and with unitary encoding [2] [3] [4] . Super dense coding in the presence of noise along the transmission channels was then investigated in [5] for uncorrelated noise (i.e. memoryless channels) and in [6] for the case of correlated noise, i.e. when the noisy channel acting on two subsystems cannot be expressed as a product of two independent channels acting on each subsystem separately (such kinds of channels were originally analysed from the point of view of optimisation of the classical information transmission [7] [8] [9] ).
The notion of multipartite super dense coding, namely the case of more than one sender and/or more than one receiver, was introduced by Bose et al. [10] to generalise the original scheme [1] of super dense coding to multiparties. Distributed super dense coding was also widely discussed in [3, 4] , where two scenarios of many senders with either one or two receiver(s) were addressed and it was shown that bound entangled states with respect to a bipartite cut between the senders (Alices) and the receiver (Bob) are not "multi" densecodeable. Moreover, a general classification of multipartite quantum states according to their dense-codeability was investigated. The case of noisy channels in the multipartite scenario was studied more recently in [11] for multi-partite covariant channels. In the present work we review in a unified way the main results achieved for super dense coding over covariant noisy channels, originally reported in [5, 6, 11] .
The paper is organised as follows. In section II we review the protocol and the Holevo bound for the super dense coding capacity in the presence of an arbitrary channel Λ. Section III is devoted to the super dense coding capacity in the presence of bipartite covariant channels and both unitary and non-unitary encoding. In section IV, we study the case of Pauli channels as an example for covariant channels. In section V, for some explicit examples, we discuss the advantage * cqtzs@nus.edu.sg of non-unitary encoding over unitary encoding. In section VI we consider the multi-partite scenario. Finally, in section VII, we summarise the main results.
II. THE PROTOCOL AND ITS CAPACITY
In the original (noiseless) super dense coding protocol one starts from a d 2 -dimensional bipartite shared state ρ between the sender Alice and the receiver Bob. Alice performs with probability p i a local unitary operation W i on her subsystem to encode classical information through the state ρ i = (W i ⊗ 1)ρ(W i † ⊗ 1). Subsequently, she sends her subsystem to Bob (ideally via a noiseless channel). The ensemble that Bob receives is {ρ i , p i }.
The performance of a given composite state ρ for super dense coding is usually quantified by the Holevo quantity, maximised over all possible encodings on Alice's side. A theorem stated by Gordon [12] and Levitin [13] , and proved by Holevo [14] , states that the amount of accessible classical information (I acc ) contained in an ensemble {ρ i , p i } is upper bounded by the so-called χ-quantity χ({ρ i , p i }), often also referred to as Holevo quantity. This upper bound holds for any measurement that can be performed on the system, and is given by
where ρ = i p i ρ i is the average ensemble state and S(η) = −tr(η log η) is the von Neumann entropy of η. From the concavity of the von Neumann entropy S(ρ) it follows that the Holevo quantity is non-negative. The Holevo bound (eq. 1) is achievable in the asymptotic limit [15, 16] . The maximal amount of the Holevo quantity that can reliably be transmitted in this process with respect to the unitary operators W i , chosen with the probabilities p i is then known as super dense coding capacity and it is given by
It has been shown that for noiseless channels and unitary encoding, the capacity is given by C = log d + S(ρ b ) − S(ρ) [2, 17] . Here, ρ b is Bob's reduced density operator with ρ b = tr a ρ. Without the additional resource of entangled states, a d-dimensional quantum state can be used to transmit the information log d. Hence, quantum states for which S(ρ b ) − S(ρ) > 0, i.e. those which are more mixed locally than globally, are the useful states for super dense coding. Let us now consider the noisy case, namely the scenario where the state ρ is transmitted over noisy channels. A noisy quantum channel can be described in general as a completely positive trace preserving (CPTP) map acting on the quantum state that is transmitted. We consider Λ : ρ i → Λ(ρ i ) to be a CPTP map that acts on the encoded state
For {Λ(ρ i , p i )} being the ensemble that Bob receives, the Holevo quantity is given by
where
is the average state after transmission through the noisy channel and S(ρ||σ) = trρ (log ρ − log σ) is the relative entropy. The super dense coding capacity C for a given resource state ρ and the noisy channel Λ then takes the form
In the following, we will concentrate on the optimisation of the Holevo quantity in order to find the super dense coding capacity for covariant noisy channels and unitary encoding as well as non-unitary encoding.
III. SUPER DENSE CODING WITH GENERAL ENCODING OVER COVARIANT NOISY CHANNELS
For noiseless channels, the super dense coding protocol with non-unitary encoding has been discussed by M. Horodecki and Piani [18] , M. Horodecki et al. [19] , and Winter [20] . In this section we consider the possibility of performing non-unitary encoding in the presence of noisy channels that are covariant for a complete set of orthogonal unitary operatorsṼ i , namely these channels have the property
for the set of unitary operators which satisfy the orthogonality condition tr[Ṽ iṼ † j ] = dδ ij . According to [2] , for this set it is guaranteed that 
For the super dense coding protocol with non-unitary encoding and in the presence of a covariant channel, let us consider Γ i to be a completely positive trace preserving (CPTP) map. Alice applies the map Γ i on her side of the shared state ρ, thereby encoding ρ as
The rest of the scheme is similar to the case of unitary encoding. Alice sends the encoded state ρ i = Γ i (ρ) with the probability p i to Bob through the covariant channel Λ c ab . Now, we are interested in understanding which ensemble of CPTP maps achieves the super dense coding capacity and what is the optimum Holevo quantity with respect to the encoding Γ i and p i . The optimisation of the Holevo quantity is given in the following lemma. 
where d is the dimension of Alice's Hilbert space, and
Proof: The von Neumann entropy is sub-additive. The maximum entropy of a d-dimensional system is log d. Since Γ min is a map that leads to the minimum of the output von Neumann entropy, an upper bound on Holevo quantity (7) can be given as
Inserting eqs. (14) and (15) into eq. (10), one finds that the Holevo quantityχ non-un is equal to the upper bound given in eq. (9) and therefore this is the super dense coding capacity.
As we can see from the capacity expression (8) , all the parameters are known except the single CPTP map Γ min .
When we restrict our super dense coding protocol to unitary encodings, the capacity given in eq. (8) changes to the following expression
where, similarly to Γ min , the unitary operator U min minimises the von Neumann entropy after application of this unitary operator and the channel Λ c ab to the initial state ρ. For some specific situations like noiseless channels, i.e. for Λ c ab = 1, this unitary operator U min has already been identified as the identity operator. We also provide more examples in the next section.
IV. PAULI CHANNELS
In this section we will address the case of Pauli channels as an example of covariant channels described above. Consider first a Pauli channel acting on a single quantum system described by a d-dimensional density operator ξ. The action of the Pauli channel can be written as
where q mn are probabilities (i.e. q mn ≥ 0 and mn q mn = 1). The unitary displacement operators V mn are defined as
The above operators satisfy trV mn = dδ m0 δ n0 and V mn V † mn = 1, and commute up to a phase,
As the operators V mn in eq. (17) are unitary, the Pauli channel is unital, i.e. it preserves the identity. For a bipartite system a general Pauli channel can be defined as
where q mnmñ are probabilities. The above form includes several physical situations, such as for example the case of a one-sided channel, where noise acts only on one subsystem (during the transmission of Alice's subsystem to Bob), or a two-sided channel, where noise acts on both subsystems A and B. In the latter case noise can be independent on the two subsystems, namely the probability distribution q mnmñ is factorised as q mnmñ = q mn qmñ, or it may exhibit correlations and the probability does not have the simple factorised form [7] [8] [9] . In the following we will consider in particular the family of correlated channels modelled as q mnmñ = (1 − µ)q mn qmñ + µq mn δ m,m δ n,ñ , where the parameter µ (0 ≤ µ ≤ 1) quantifies the correlation degree. For the particular value µ = 0 the two channels Λ P a and Λ P b are uncorrelated and act independently on Alice's and Bob's subsystems, respectively. For µ = 1 the channel is called fully correlated and for other values of µ, different from zero and one, the channel is partially correlated. In the next sections we will study the above different scenarios.
IV.1. One-sided channel
In the one-sided channel noise acts only on the subsystem that is transmitted by Alice to Bob after encoding and it is a particular case of eq. (20) with Vmñ = I. This case was extensively studied in Ref. [5] . We report here the main results, related to the cases of shared Bell and Werner states.
A Bell state in d dimensions is defined as |ψ 00 =
j=0 |j ⊗ |j . The set of the other maximally entangled Bell states is then denoted by |ψ mn = (V mn ⊗ 1)|ψ 00 , for m, n = 0, 1, ..., d − 1. In this case it can be proved that the output von Neumann entropy is independent of the unitary operator U min and it is equal to the Shannon entropy H({q mn }) [5] . We also notice that for a Bell state the reduced state is ρ b = 1 d . Therefore, according to eq. (16), the super dense coding capacity for an input Bell state takes the form
where H({q mn }) = − m,n q mn log q mn and m, n = 0, 1, ..., d − 1. Here, the subscripts "un", "B", and the superscript "P" refer to unitary encoding, Bell states, and Pauli channels, respectively. Notice that the super dense coding capacity of a d-dimensional Bell state in the noiseless case is given by log d 2 . We can then see that in the presence of a one-sided Pauli channel the super dense coding capacity is reduced by the amount H({q mn }) with respect to the noiseless case. Notice that the same capacity is achieved also for any maximally entangled state, i.e. for any |ψ = U a ⊗ U b |ψ 00 .
Let us now consider an input Werner state ρ w = ηρ 00 + (1 − η) 1 d 2 with 0 ≤ η ≤ 1 and ρ 00 = |ψ 00 ψ 00 |. For this case it was also shown that the output von Neumann entropy is independent of the unitary encoding U min and it is equal to the Shannon entropy H({ [5] . Therefore, according to eq. (16), the super dense coding capacity for an input Werner state is given by
Here, the subscript "w", refers to a Werner state. We also notice that, for a Werner state, the reduced state is ρ b = 1 d . The above capacity is also achieved by any other state with the form
IV.2. Two-sided channel
In this section we consider the case where both Alice's and Bob's subsystems undergo covariant noise, described by eq. (20) . We will first consider the case of the uncorrelated ddimensional depolarising channel, where the probabilities are given by
for the noise parameter p, 0 ≤ p ≤ 1 and m, n = 0, ..., d − 1.
For this particular form of Pauli channel and with the probability q mnmñ = q mn qmñ, it can be easily proved [5] that for a state ρ and bilateral unitary operator U a ⊗ U b , we have
Therefore the von Neumann entropy of the output state does not depend on the encoding procedure that was performed before the action of the channel. Therefore, according to eqs. (16) and (24), the super dense coding capacity then takes the simple form
Notice that, since eq. (24) holds for any local unitary U a ⊗ U b , the capacity (25) depends only on the degree of entanglement of the input state ρ. In other words, all input states with the same degree of entanglement have the same super dense coding capacity. The above expression must be compared with the one related to the noiseless case, given by
We can then study how eq. (25) can be maximised as a function of the input state for the case of two qubits (d = 2) and then derive the optimal value of the dense coding capacity for the qubit depolarising channel. By following the approach of [5] , it turns out that the optimal capacity for the two-sided qubit depolarising channel is a non differentiable function of the noise parameter p, and the optimal states are either maximally entangled or separable. In other words, there is a transition in the entanglement of the optimal input states at the particular threshold value of the noise parameter p t = 0.345. Notice that a similar transition behaviour in the entanglement of the optimal input states for transmission of classical information was found also for the qubit depolarising channel with correlated noise [7] . It is interesting that in the present context the transition behaviour arises in a memoryless channel and is not related to correlations introduced by the noise process.
The resulting capacity has also been compared to the classical capacity for transmission of a single qubit through a depolarising channel, derived in [21] , as shown in Fig. 1 . respectively, as functions of the noise parameter p.
We will now consider the case of a correlated channel, and summarise in particular the case of a d-dimensional quasiclassical depolarising channel (or simply quasi-classical channel [8, 9] ), and the case of a fully correlated Pauli channel, which were extensively reported in Ref. [6] . For the quasiclassical channel, the probabilities of the displacement operators V mn are equal for m = 0 and any phase shift labelled by n, and they differ from the rest of the probabilities which are also equal, i.e.
The quasi-classical channel is characterised by a single probability parameter 0 ≤ p ≤ 1. With probability p, a displacement occurs and with probability 1 − p, no displacement occurs to the quantum signal. Like in the classical case, p can also be seen as the amount of noise in a channel. In the following we will consider as a resource state a Werner state ρ w = η|Φ
The correlated quasi-classical channel is in this case
where q mn = (1 − µ)q m q n + µq n δ mn with q 0 = q 3 =
1−p 2
and q 1 = q 2 = p 2 , while σ 0 = I, while σ 1 , σ 2 and σ 3 denote the Pauli operators along axes x, y, z, respectively. In [6] , for a Werner state in a correlated quasi-classical channel, we proved that U min = I. Therefore, for this case, according to eq. (16), the super dense coding capacity is given by
For η = 1, the Werner state ρ w reduces to a Bell state |Φ + . Therefore, the super dense coding capacity, according to (28), for a Bell state and in the presence of a correlated quasi-classical channel, is given by
In Fig. 2 and Fig. 3 , we report the super dense coding capacity for the correlated quasi-classical channel as a function of the parameters µ, η and p (eqs. 27, 28). In Fig. 2 , we consider a Bell state, i.e. η = 1, as a function of the noise parameter p and the correlation degree µ (eqs. 27, 29). In Fig.  3 , we fix the noise parameter to p = 0.05 and we vary µ and the parameter η characterising the Werner state. As mentioned above, we now consider the case of a fully correlated Pauli channel, which is a special form of a corre- lated Pauli channel where µ = 1. For d = 2 it is given by
where (30) we now determine the unitary operation U min . To do so, since applying a unital CPTP map cannot decrease the von Neumann entropy [22] , and since the von Neumann entropy is invariant under applying the unitary operator, we find the following lower bound on S Λ
where U is an arbitrary unitary operator, and Λ f ab is the unital map for the fully correlated Pauli channel. By using the invariance of a Bell state under the action of a fully correlated Pauli channel, i.e., Λ f ab (ρ n ) = ρ n , it follows that the lower bound (31) is reachable by the identity operator. Then U min = 1 and the super dense coding capacity, according to eq. (16), is given by
The capacity (32) shows that for a fully correlated Pauli channel and a Bell diagonal state, this class of channels behaves like a noiseless one. The Werner state ρ w = η|Φ 
The Werner state ρ w reduces to a Bell state ρ + = |Φ + Φ + | for η = 1. Since the Bell state is a pure state, its von Neumann entropy S (ρ + ) is zero. Therefore, using (33), the super dense coding capacity for a shared Bell state and a fully correlated Pauli channel is two bits. It is the maximum information transfer for d = 2. This shows that no information at all is lost to the environment and this class of channels behaves like a noiseless one. This behaviour corresponds to the results of [7, 8] .
In Table I , we summarise all the bipartite solved examples given in this section. We also mention some of the unsolved cases as "open".
V. NON-UNITARY ENCODING VERSUS UNITARY ENCODING
In section IV, we provided some examples of resource states and channels, for which we derived the capacity with unitary encoding. For all those examples the optimal U min is the "identity operator". The problem of finding the nonunitary pre-processing Γ min is obviously more difficult than finding U min , as the optimisation runs over all CPTP maps. The application of an appropriate pre-processing Γ min on the initial state ρ before the unitary encoding {V i } may increase the super dense coding capacity with respect to only using unitary encoding for the case of a covariant channel. However, for some examples no better encoding than unitary encoding is possible. For instance, since two bits is the highest super dense coding capacity for d = 2, the results derived in the previous section for a fully correlated Pauli channel and the Bell state provide an example where no pre-processing can improve the capacity. However, there exist examples for which non-unitary pre-processing is useful to increase the super dense coding capacity. One of these examples is the case of a two-sided depolarising channel for qubits, discussed in the previous section. Actually, consider this channel with a Bell state with noise parameter in the range 0.345 ≤ p ≤ 1. In this case, before performing the encoding, Alice applies a measurement as a "pre-processing" in order to project the Bell state onto |00 or |11 and then applies the unitary encoding. As we mentioned before, the super dense coding capacity for product states is equal to the depolarising channel capacity, shown in Fig. 1 . In this case we then reach the 2-dimensional depolarising channel capacity, which is higher than the super dense coding capacity without pre-processing, as shown in Fig. 1 .
As another example, consider a two-dimensional Bell state in the presence of a correlated quasi-classical channel. In this case a non-unitary pre-processing Γ, which is not necessarily Γ min , can improve the super dense coding capacity. To show this claim, consider the completely positive trace preserving pre-processing Γ, with the Kraus operators E 1 = |0 1| and E 2 = |0 0|. Alice applies Γ on her side of the Bell state ρ + = |Φ + Φ + | and transforms the Bell state to Γ(ρ + ) = |0 0| ⊗ 1 2 . Therefore, according to eq. (8), for a correlated quasiclassical channel as a special case of a covariant channel, a Bell state, and a pre-processing Γ, the amount of information that is transmitted by this process is given by
where p is the noise parameter for a quasi-classical channel (26). Since Γ is not necessarily the optimal pre-processing, C
Q,B Γ
is not also necessarily the capacity. We name (34) the transferred information. We now compare the transferred information (34) with the capacity (29) which is achieved by applying only unitary encoding. In the range of 0.3 µ 1 we find that the capacity C un . In Fig. 5, and Fig. 6 , we plot the super dense coding capacity corresponding to unitary encoding and the transferred information corresponding to the pre-processing Γ, eqs. (29) and (34). In Fig. 5 , the correlation degree is µ = 0.2, while we vary the noise parameter p. In Fig. 6 , the noise parameter is p = 0.05 and µ is varied. given by eq. (34). As we can see from the above graph, for µ = 0.2, in the range of the noise parameter 0.007 < p < 0.293, we reach a higher capacity by applying the non-unitary pre-processing Γ, the "blue" curve. Γ given by eq. (34). As we can see from the above graph, for p = 0.05, and for µ < 0.294, the non-unitary pre-processing Γ is useful to enhance the capacity, compared to only unitary encoding.
Considering unitary encoding, in Section (IV.2), eq. (33), for a Werner state in the presence of a fully correlated Pauli channel, the super dense coding capacity was derived. We notice that the capacity is just characterised by the Werner state and it is independent of the noise parameters that characterise the fully correlated Pauli channel. Here, as the last example, we show that a non-unitary pre-processing Γ with the Kraus operators E 1 = |0 1| and E 2 = |0 0|, introduced also in the previous example, can once more enhance the capacity in comparison to eq. (33). To show this claim, we apply Γ on Alice's side of the Werner state ρ w = η|Φ
and so we map it to the state Γ(ρ w ) = |0 0| ⊗ 1 2 . Therefore, according to eq. (8), for a fully correlated Pauli channel, a Werner state, and the pre-processing Γ, the amount of infor-mation that is transmitted by this process is given by
where in the last line we have used the new notation q := q 0 + q 3 and so 1 − q := q 1 + q 2 . Since Γ is not necessarily the optimal pre-processing, C f,w Γ is not also necessarily the capacity. Similar to the previous example, we name (35) the transferred information. We notice that the transferred information C f,w Γ is characterised only by the channel parameter q and it is invariant under the exchange q ↔ 1 − q. We now provide a comparison between the capacity (33) and the transferred information (35). In Fig. 7 , these two functions versus q and η are depicted in a three dimensional plot. The "green" curve stands for the capacity C f,w un , while the "blue" curve represents the transferred information C f,w Γ . We can prove that for 0.747 < η ≤ 1, the capacity C f,w un , the green curve, is always higher than the transferred information C f,w Γ , the blue curve, for all values of q. Accordingly, the pre-processing Γ cannot increase the capacity in this range of η. However, in the range 0 ≤ η < 0.747, depending on values of q and η, the pre-processing Γ can increase the capacity. Our results show that the two functions C f,w Γ and C f,w un coincide for η =η(q), reported as the "red" curve in Fig. 8 . We can also show that for η <η(q), the "blue" area in Fig. 8 , the transferred information (35) is higher than the capacity with unitary encoding (33), i.e. C f,w un < C f,w Γ . Therefore, for the blue area in Fig.  8 , applying the non-unitary pre-processing Γ leads to a higher information transfer for a Werner state and a fully correlated Pauli channel in comparison to just unitary encoding. Γ coincide for η =η(q) (see main text). For η <η(q), the "blue" area, the non-unitary preprocessing Γ increases the super dense coding capacity of a fully correlated Pauli channel and a Werner state, in comparison to just unitary encoding.
VI. DISTRIBUTED SUPER DENSE CODING
The multipartite super dense coding scheme works as follows: a given quantum state ρ a1...a k b is distributed between k Alices and a single Bob (in our scenario, Bob's subsystem experiences noise in this stage). Then, Alices perform with the probability p {i} a unitary operation W 
where 1 b is the identity operator on the Bob's Hilbert space and {i}, is a set of indices for Alices. Subsequently, the Alices send their subsystems of the encoded state through the noisy channel to Bob. We consider Λ a1...a k b : ρ {i} → Λ a1...a k b (ρ {i} ) to be the CPTP map (quantum channel) that globally acts on the multipartite encoded state ρ {i} . By this process, Bob receives the ensemble {Λ a1...a k b (ρ {i} ), p {i} }. By performing suitable measurements, Bob can extract the accessible information about this ensemble which is given by the Holevo quantity [14] 
As before, the subscript "un" refers to unitary encoding. By a generalisation of the bipartite case considered in the previous sections, the super dense coding capacity C un for a given resource state ρ a1...a k b and the noisy channel Λ a1...a k b is then defined as
In the following we will consider local covariant channels, denoted by Λ c a1...a k b , namely
where we have local unitary operators of the form
We can consider the case where the k Alices are far apart and they are restricted to local unitary operations and the case where the Alices are allowed to perform entangled unitary encoding. In the first scenario the jth Alice applies a local unitary operator W aj ij with probability p ij on her subsystem of the shared state ρ a1...a k b . Then the super dense coding capacity C lo un , by generalising the procedure described above for the bipartite case, is given by [11] 
where 
The difference between the capacities (40) and (41) is the occurrence of the local and global unitary transformation U lo min and U g min , respectively. We will now consider the case of k + 1 parties in the presence of a Pauli channel
where the probabilities q {mini} add to one. Here, the notations {m i n i } k i=1 stand for k Alices and m k+1 n k+1 stands for Bob.
As for the bipartite case, this general model of Pauli channels includes both the case of memoryless channels, where the Pauli noise acts independently on each of the k + 1 parties and the probabilities q {mini} are products of the single party probabilities q mn , or more generally the case where the action of noise is not independent on consecutive uses but is correlated. For example, for k + 1 uses of a Pauli channel we can define a correlated Pauli channel in the multipartite scenario as follows
Here, between every two individual channels we have defined a correlation degree µ jl with 0 ≤ µ jl ≤ 1 which correlates the channel j to the channel l (j = l ). Thus, for k + 1 parties we have
correlation degrees µ jl . For instance, µ 12 correlates the channel one and two, µ k,k+1 correlates the channel k and Bob's channel, etc. If µ jl = 0 for all j and l, then the k + 1 channels are independent or, in other words, we are in the memoryless (or uncorrelated) case. If µ jl = 1 for all j and l, we have a fully correlated Pauli channel. For other values of µ jl other than zero and one, the channel (42) is partially correlated, and it generalises the bipartite case considered in Sect. III. We will now show examples of multipartite systems for which U after application of the channel Λ P a1...a k [11] . Moreover, the channel output entropy can be written as
where H ({p i }) = − i p i log p i is the Shannon entropy. Consequently, the channel output entropy is just determined by the channel probabilities q {mini} and it is invariant under unitary encoding. Therefore, both local encoding and global encoding lead to the same capacity in eqs. (40) and (41). This is given by
The subscript "B" refers to a Bell state. As we can see from eq. (45a), for a correlated Pauli channel, the capacity of k copies of a Bell state is not additive except when µ jl = 0 for all j and l, i.e. the case of an uncorrelated Pauli channel with q {mini} = q m1n1 ...q m k n k . In the latter ase the capacity for k copies is k times the capacity of a single copy with dimension d 2 given in eq. (21) . That is
If µ jl = 1 for all j and l, i.e. the case of a fully correlated Pauli channel with q {mini} = q mn , by using eq. (45a), we have
Since H ({q mn }) is constant, in the limit of many copies k, by using eq. (47), we can reach the capacity log d 2 per single copy. This is the highest capacity that we can reach for a d 2 dimensional system.
VI.2. k copies of a Bell diagonal state and a fully correlated Pauli channel
Here, we give another example for which the capacity is exactly determined. This is the case of k copies of a Bell diagonal state and a fully correlated Pauli channel, namely when µ jl = 1 for all j and l. For d = 2 the channel, for an arbitrary number of parties, can be written as
where 3 m=0 q m = 1. The superscript "f" refers to a fully correlated Pauli channel. As in the previous case it can be proved that U lo min = U g min = I [11] , and therefore the super dense coding capacities with both local encoding and global encoding are the same. According to eq. (40), the capacity of k copies of a Bell diagonal state, when the states are sent through a fully correlated Pauli channel (48), is additive, i.e.
The capacity (49) shows that for fully correlated channels no information at all is lost to the environment and this class of channels behaves like a noiseless one. For k copies of a Bell state, by using eq. (49), and the purity of a Bell state, we have
which is the highest amount of information transfer for 2k parties where each of them has a two-level system.
VI.3. GHZ state and a fully correlated Pauli channel
Another example for which we can determine both unitaries U lo min and U g min is a |GHZ state of 2-dimensional subsystems distributed between 2k −1 Alices and a single Bob. The channel here is a fully correlated Pauli channel, as defined via eq. (48). For a system of 2k parties, the |GHZ state can be written as
Since the minimum value of the von Neumann entropy is zero, and since a |GHZ state is invariant under the action of a fully correlated Pauli channel, we have 
where in the last line, we used the fact that |GHZ 2k is invariant under unitary transformation σ m ⊗ ... ⊗ σ m . Therefore, by using U 
Here, the fully correlated Pauli channel, for a |GHZ state, behaves like a noiseless channel and again no information is lost through the channel. The last example for which we determine the capacity is the case of k copies of an arbitrary state ρ, each in dimensions d 2 , in the presence of an uncorrelated depolarising channel Λ dep a1...a k b1...b k [11] . This is a generalisation of the bipartite case with the resource stat ρ and the channel Λ dep ab , considered in Sect. IV.2. For this case, the super dense coding capacity is given by [11] C k-copy
which is k times the capacity of a single copy given in eq. (25). In Table II , the above solved examples for the multipartite super dense coding capacity with unitary encoding have been summarised. Some of the unsolved (open) examples of multipartite resource states and channels are also indicated.
VII. CONCLUSIONS
In summary, we reviewed in a unified way the performance of the super dense coding protocol in the presence of (multipartite) covariant noisy channels, considering both unitary and non-unitary encoding. Regarding both types of encoding, it was shown that the problem of finding the super dense coding capacity reduces to the easier problem of finding a unitary operator (for unitary encoding) or CPTP map (for nonunitary encoding) which is applied to the initial state such that it minimises the von Neumann entropy after the action of the channel. We then discussed in particular the case of Pauli channels, that is a broad class of covariant noisy channels including memoryless and correlated types of noise. We gave explicit examples of Pauli channels and initial states for which the super dense coding capacity can be calculated analytically. We also provided explicit examples of non-unitary pre-processing which can improve the super dense coding capacity in comparison to only unitary encoding.
