ABSTRACT Discriminative correlation filter (DCF) has attracted enormous popularity among the tracking community. Standard DCF based trackers easily achieve real-time tracking speed but significantly suffer from the boundary effects. Recently, spatially regularized or constrained correlation filters tackle the problem of boundary effects at the sacrifice of the closed-form element-wise solution. In this paper, we cope with boundary effects from a novel perspective and present a coarse-to-fine tracking (CTFT) framework which breaks the task of visual tracking into two stages. In the first stage, CTFT locates the target coarsely with a deep convolution operator in a large search area. In the second stage, CTFT performs a fine-grained search of the target with a shallow convolution operator around the initial location in the first stage. With this two-stage tracking framework, CTFT holds a large target search area and maintains the efficient element-wise solution of standard DCF. Compared with state-of-the-art deep trackers, CTFT makes a good balance between computational efficiency and accuracy. Extensive experimental results on OTB2013 and OTB2015 demonstrate that CTFT maintains real-time performance at an average tracking speed of 35.8 fps and achieves favorable performance against state-of-the-art trackers.
I. INTRODUCTION
Visual tracking, which tracks the trajectory of a target given only its initial location, is a classical research topic in computer vision with many applications such as automatic driving [1] , augmented reality [2] and human-computer interaction [3] . In recent years, numerous tracking benchmarks [4] - [6] and tracking challenges [7] - [9] have seen continuous performance improvements of visual tracking. However, without prior assumptions regarding the object appearance or category, robust tracking under complex scenarios is still challenging due to many factors including deformation, occlusion, background clutter, etc.
In recent years, Discriminative Correlation Filters (DCF) have achieved enormous popularity in the tracking community due to extremely high computational efficiency. With the circular structure, standard DCF [10] - [12] transform computationally consuming spatial correlation into efficient element-wise operation in the Fourier domain. Based on the periodic assumption, circular training samples can be generated to train a robust correlation filter. Despite the high computational efficiency, learning DCF in the frequency domain significantly suffers from the underlying boundary effects because the circular shifted training samples are not real negative samples. Training with these plagued samples leads to suboptimal tracking performance and a restricted search area. As a result, the detection scores are only accurate near the center of the search region, which leads to tracking drift in presence of heavy occlusion or fast motion (see Figure 1) .
Recently, numerous spatially regularized or constrained correlation filters are proposed to suppress boundary effects by changing the standard formulation of DCF. Spatially regularized correlation filters [13] - [15] introduce spatial regularization into the DCF formulation to penalize filter values outside the object boundaries. Spatially constrained correlation filters [16] - [18] impose direct spatial constraints on the correlation filter and maintain small filter support. On one hand, both spatially regularized and constrained correlation filters alleviate the boundary effects and expand the target search area. On the other hand, the new formulation breaks up the closed-form element-wise solution of standard DCF. Therefore, correlation filter values have to be iteratively solved with computationally expensive optimization algorithms such as the Alternating Direction Method of Multipliers (ADMM) [19] or the Preconditioned Conjugate FIGURE 1. Comparisons of our approach with state-of-the-art correlation filter based trackers on the challenging skiing sequence from the OTB2013 benchmark dataset [4] .
Gradient (PCG) method [20] , which significantly limit the real-time performance of correlation filter based trackers. This phenomenon is especially evident for the winner (CCOT) of the Visual Object Tracking (VOT) 2016 challenge [9] , which operates slower than 1 fps.
Due to the online nature of tracking, an ideal tracker should be accurate and robust even on computationally constrained platforms, such as aerial tracking using unmanned aerial vehicle (UAV). The key to real-time correlation tracking lies in maintaining the closed-form element-wise solution of standard DCF. Therefore, how to alleviate the influence of boundary effects without breaking the element-wise solution is the biggest challenge towards real-time and high quality tracking. Different from spatially regularized and constrained correlation filters which reduce boundary effects at the sacrifice of the element-wise solution, we propose a Coarse-To-Fine Tracking (CTFT) framework which decomposes the tracking task into two collaborative convolution operators: the deep convolution operator for large-area coarse-grained location and the shallow convolution operator for local fine-grained tracking. The deep convolution operator is implemented as a one-layer convolutional neural network whose convolution kernel is set to cover the target. The shallow correlation filter is implemented as a standard discriminative correlation filter. Accordingly, the tracking scheme is also divided into two stages. In the first stage, CTFT locates the target coarsely with the deep convolution operator in a large search area. In the second stage, CTFT performs a fine-grained search of the target with a shallow convolution operator around the initial location in the first stage. With this two-stage tracking framework, CTFT holds a large target search area and maintains the efficient element-wise solution of standard DCF.
The contribution of our coarse-to-fine tracking framework is three-fold:
(1) Shared Feature extraction. In our approach, the deep convolution operator employs high-level convolutional features extracted from a Convolutional Neural Network (CNN) for target representation. Instead of extracting extra handcrafted features for the shallow convolution operator, our approach employs the ready-made low-level convolutional features from the same CNN for precise location.
(2) Coarse-to-fine tracking. Our approach first locates the target coarsely in a large search area with the deep convolution operator. This coarse location is mapped onto the lowlevel convolutional feature map and refined by the shallow convolution operator. In this way, our approach reduces the boundary effects and expands the target search area while maintaining the element-wise DCF solution.
(3) Efficient model update. The shallow convolution operator is efficiently updated in each frame. On contrary, the deep convolution operator has to be updated exhaustively using the gradient descent method. However, due to the high-level feature map which captures semantics and is robust to target appearance variation, we only need to perform a moderately infrequent update for the deep convolution operator, which makes a good balance between computational efficiency and model adaptiveness.
The rest of this paper is organized as follows. In Section II, we review the related works on visual tracking. Section III introduces the building blocks for our tracking framework. Section IV presents the outline of our coarse-to-fine tracking pipeline. Section V shows the experiment results of qualitative and quantitative evaluation as well as its analysis. Finally, we conclude the paper in Section VI.
II. RELATED WORKS
There are extensive surveys on visual tracking in the literature. We refer readers to [9] and [21] for a thorough review of existing tracking algorithms. In this section, we only focus on the relevant works on visual tracking.
A. CORRELATION FILTER BASED TRACKING
In recent years, discriminative correlation filter based trackers have drawn increasing attention in the tracking community due to the extremely high computational efficiency. The pioneer MOSSE tracker [10] attracted considerable attention with a tracking speed of over 600 fps. Afterwards, different variants of discriminative correlation filters have been proposed to boost tracking performance using multi-dimensional features [22] , robust scale estimation [12] , non-linear kernels [11] , long-term memory components [23] , target response adaptation [24] and complementary cues [25] . Despite the continuous performance improvements, discriminative correlation filter based trackers suffer from the inherent boundary effects which lead to a restricted search area.
Several state-of-the-art approaches have been proposed to address the problem of boundary effects. CFLB [16] and BACF [17] train correlation filters from real negative samples densely extracted from the background. Different from CFLB and BACF which ensure a small filter size, SRDCF [13] learn correlation filters with large spatial support and penalize background coefficients in the correlation filter with higher weights. With the spatially regularized framework, CCOT [14] employs the integration of multi-resolution features in the continuous domain and achieves the top rank on the VOT2016 challenge [9] . Based on CCOT, ECOT improves the tracking speed and robustness by performing feature dimensionality reduction with a factorize convolution operator and reducing training samples in the learning model.
B. DEEP LEARNING IN TRACKING
Recently, Convolutional Neural Networks (CNNs) have significantly advanced the state-of-the-art in many vision applications, such as image classification [26] , object detection [27] and saliency detection [28] . However, as a traditional computer vision task, visual tracking with deep learning starts later and develops slower than other tasks. Recently, many correlation filter based trackers [14] , [29] substitute handcraft features with deep convolutional features and achieve superior tracking performance. However, simply regarding CNN as a feature extractor does not take full advantage of the benefits of end-to-end learning. Following, some works [30] , [31] train CNN offline with massive data and perform SGD (stochastic gradient descent) to fine-tune multiple layers of the network during online tracking. All these methods achieve state-of-the-art results but fail to operate in real-time due to exhaustive SGD updating. To fully exploit the representation power of CNN in visual tracking, it is desirable to train them on large-scale dataset specialized for visual tracking. Luca et al. train a Siamese network (Siamfc) to locate an exemplar image within a large search image. The network parameters are trained from scratch on the ILSVRC Imagenet Video dataset [32] . Siamfc operates in real-time but inherently lacks the important online adaptability and thus cannot capture the temporal variations of objects, back-grounds or imaging conditions well.
C. COMBINATION OF CORRELATION FILTERS AND DEEP LEARNING FOR TRACKING
Nowadays, Discriminative Correlation Filter (DCF) and Convolutional Neural Network (CNN) based trackers have become the dominating approaches in the tracking community. However, only limited works develop the potential of combining DCF and CNN for tracking due to their different tracking mechanism. Danelljan et al. [29] conduct the pioneering work by introducing deep convolutional features into the DCF-based tracking framework. Ma et al. [33] learn correlation filters on each convolutional layer to encode the target appearance and hierarchically inter the maximum response of each layer to locate the targets. Valmadre et al. [34] propose to learn end-to-end feature representation for correlation filters in a deep neural network. Recently, Song et al. [35] reformulate DCF as a one-layer convolutional neural network and apply residual learning to cope with target appearance variations.
D. COARSE-TO-FINE TRACKING
Generally, convolutional features from the shallow and deep layers of a convolutional neural network capture the spatial details and semantics respectively. Therefore, trackers employing convolutional features from a single layer are easy to drift in challenging tracking scenarios. Recently, different from CCOT [14] which employs multi-resolution features, PTAV [36] employs a verifier with low-resolution deep features and a tracker with high-resolution handcrafted features. The verifier and tracker cooperate with each other and achieve high-accuracy real-time tracking.
III. BUILDING BLOCKS
Our tracking framework is composed of two basic tracking blocks: a deep convolution operator and a shallow convolution operator. The two blocks work together towards real-time and high accuracy tracking.
A. SHALLOW CONVOLUTION OPERATOR
The shallow correlation filter is responsible for the realtime requirement of our approach. We choose the standard discriminative correlation filter to implement the shallow correlation filter. In the standard DCF formulation, the aim is to learn a multi
The desired output of y is a scalar valued function, which includes a label for each location in the feature f .The desired correlation filter h is obtained by minimizing the following target function,
Here, * denotes the convolution operator and the regularization scalar λ controls the impact of the regularization term.
From (1), we can see that traditional DCF learn filter values from only one training sample in each frame, which limits the discriminative capacity of DCF. To tackle this drawback, we propose to learn DCF from multiple samples with multidimensional features as (2) . During tracking, the t training samples along with their sample weights are updated with the generative sample space model introduced by ECO [15] .
Equation (2) can be transformed into the Fourier domain as:
Here, · denotes point-wise multiplication and the hat denotes the DFT of a function.
According to [12] , the solution to (3) is:
Here,f l j means the Fourier transform of f l j andf l * j means the complex conjugation off l j . The product and division in (4) is point-wise.
Let f denote the M × N × d feature extracted in the current frame and h denote the M × N × d correlation filter learned VOLUME 6, 2018 FIGURE 2. A brief illustration of our coarse-to-fine tracking pipeline.
in the previous frame. In the detection stage, the correlation scores S f at all locations in the image patch are computed as follows,
Here, F denotes the Fourier transform of a function and its inverse denotes the inverse Fourier transform.
B. DEEP CONVOLUTION OPERATOR
The deep convolution operator is responsible for coarsely searching in a large image area without boundary effects. Different from the shallow convolution operator which is a standard discriminative correlation filter with padding in its neighborhood, the deep convolution operator is formulated as a spatial constrained correlation filter whose size is set to cover the target size. Given a M × N × d feature f , the aim of the deep convolution operator is to learn a smallsized m × n × d correlation filter w as where m < M and n < N . In fact, m × n corresponds to the target size on the low-level feature map. Different from the shallow convolution operator, the deep convolution operator without padding in the neighborhood holds a small filter support and thus doesn't suffer from boundary effect similar to the spatially constrained correlation filters.
The deep convolution operator is learned by solving the following minimization problem as in (6) . Due to the constrained filter support, the deep convolution operator has to be calculated exhaustively using the gradient descent method instead of the element-wise solution. Meanwhile, the forward network propagation of the deep convolution operator is performed in a sliding-window fashion which is less computationally efficient than the shallow convolution operator.
IV. COARSE-TO-FINE TRACKING PIPELINE
Our tracking pipeline includes four steps: feature extraction, coarse-grained location, fine-grained location and model update. The outline of our coarse-to-fine tracking pipeline is shown in Figure 2 and summarized in Algorithm 1. The details are discussed below.
Algorithm 1 Real-Time Coarse-to-Fine Tracking

Input:
Target state X t−1 = (x t−1 , y t−1 , s t−1 ) in frame t − 1.
Output:
Estimated target state X t = (x t , y t , s t ) in frame t. Tracking: 1: Crop the search patch and feed it into the convolutional neural network to extract the low-level and high-level convolutional features. 2: Search for the coarse-grained target location (x 0 t , y 0 t ) with the deep convolution operator. 3: Crop a small patch of the low-level convolutional features centered at (x 0 t , y 0 t ) and search for the fine-grained target location (x t , y t ). 4: Estimate the target scale s t with DSST. 5: Update both the deep and shallow convolution operator.
A. FEATURE EXTRACTION
Traditionally, DCF based approaches rely on handcrafted features for image description (e.g. HOG [37] , ColorName [38] ). In this work, We adopt imagenet-vgg-2048 network [39] using the implementation in the MatConvNet library [40] for feature extraction. The network is trained on the ImageNet dataset for the image classification task. The employed network contains five convolutional layers and uses a 224 × 224 RGB image as an input.
Given an input frame with the target location, we extract an large search patch (five times the target size) centered on the target object. This patch is resized into 224 × 224 and sent into imagenet-vgg-2048 for feature extraction. To produce both low-level and high-level convolutional features for the shallow and deep correlation filters, we employ the activations produced after the local response normalization(LRN) from the first convolutional layer (Conv1) and the second convolutional layer (Conv2). As shown in Figure 2 , the highlevel convolution feature map has smaller spatial size but captures coarse-grained semantics. On contrast, the low-level convolutional feature map retains the fine-grained spatial details suitable for precise location.
B. COARSE-GRAINED LOCATION
Different from standard discriminative correlation filters which suffer from the restricted search region, our deep convolution operator holds a large search region due to the large input image patch. The large search region enables the deep convolution operator to cope better with fast motion and heavy occlusion (see Figure 3) . Besides, taking advantage of the high-level semantic convolutional features, the deep convolution operator is robust to significant target appearance variation originated from self-deformation, illumination change and background clutter.
Due to the spatial strides in the convolutional neural networks, the spatial resolution of the convolutional feature maps gradually decrease from the shallow layers to the deep layers. For example, the convolutional feature map of the fifth layer in the VGG-Net are of spatial size 6 × 6, which is 1/37 of the input image size 224 × 224. However, this size of this coarse feature map is too small to yield the filter support precisely. Alternatively, we apply the convolutional feature map from the second layer to extract convolutional features which have a intermediate spatial size of 26 × 26, 1/8 of the input image size 224 × 224. Therefore, with the deep correlation filter, we can locate the target coarsely with with a spatial stride of 8 pixels.
C. FINE-GRAINED LOCATION
The high-level convolutional features are insufficient to capture fine-grained spatial details which are effective for precise localization. This is attribute to the decreased spatial resolution in the deeper layers. Intuitively, better spatial resolution alleviates the task of accurately locating the target, which is crucial for the tracking problem.
In the stage of coarse-grained location, the deep convolution operator only employs the high-level convolutional features of the convolutional neural network. In order not to spoil the convolutional features in the former layers, the shallow convolution operator employs the ready-made low-level convolutional features to further refine the location accuracy.
Due to the boundary effects, the shallow convolution operator is not able to cope with large displacement of the target between the previous frame and current frame. However, thanks to the deep convolution operator, most of the large displacement has been compensated by the coarse-grained location. Therefore, the shallow correlation filter only need to perform a second-round fine-grained location around the initial coarse-grained location. In this work, the shallow correlation filter employs the convolutional features from the first convolutional layer which have a spatial size of 119 × 119, 1/2 of the input image size 224 × 224. In this way, with the fine-grained location, the location accuracy is refined from 8 pixels to 2 pixels.
D. MODEL UPDATE
In our tracking pipeline, it's computationally efficient to extract both low-level and high-level convolutional features with the labor of GPU. The coarse-grained location is also efficient with the fast CNN forward propagation in the deep convolution operator. The fine-grained location is beyond real-time with the element-wise solution of standard DCF. Therefore, the bottleneck for real-time performance lies in model update of the tracking pipeline.
With the closed-form solution, the shallow convolution operator can be efficiently trained element-by-element in the Fourier domain. On contrast, formulated as a convolution kernel, the deep convolution operator has to be updated with the exhaustive Stochastic gradient descent (SGD) method.
In this work, we found that the deep convolution operator doesn't need to be updated rigorously in every VOLUME 6, 2018 frame due to the semantics captured in the high-level convolutional features. Instead, the deep correlation filter is updated at a fixed internal (e.g. 10 frames). This moderately infrequent model update makes a good balance between computational efficiency and model adaptation.
E. SCALE ESTIMATION
In this subsection, we present two approaches for scale estimation. For real-time tracking, our approach adopts the scale correlation filter [12] for fast scale estimation. For accurate and robust tracking, our approach is applied on multiple scales of the searching area to estimate scale changes. The new scale is estimated as the scale that maximize the correlation score for the shallow convolution operator.
V. EXPERIMENTS
We validate our Coarse-To-Fine Tracker (CTFT) by performing comprehensive experiments on two tracking benchmarks: OTB2013 [4] and OTB2015 [21] .
Comparison Scenarios: We evaluate CTFT over three sets of experiments. Firstly, to demonstrate the effectiveness of our coarse-to-fine tracking framework, we provide a baseline comparison of the shallow correlation filter S, the deep correlation filter D and DSCF. Secondly, we compare CTFT with state-of-the-art correlation filter based trackers on OTB2013. Thirdly, we compare CTFT with state-of-the-art deep trackers on OTB2015.
Implementation Details: We adopt imagenet-vgg-2048 network [39] using the implementation in the MatConvNet library [40] for feature extraction. In the shallow convolution operator, we keep a training set of 50 samples and the regularization parameter λ is set to 0.001. In the deep convolution operator, We apply stochastic gradient descent (SGD) with a learning rate of 5e-8 to train the network for 200 epochs in the first frame. In the following frames, the deep convolution operator is trained with a learning rate of 2e-9 for 5 epochs every 10 frames. To achieve real-time tracking, we apply the scale correlation filter for fast scale estimation. Parameters are fixed for all videos in each datasets. Experiments are performed on a 4-core Intel Core -7-6700 CPU at 3.4GHz with Nvidia GTX TITAN X GPU. The source codes for our approach are available at https://github.com/ moqimubai/Coarse-to-fine-Tracking.
A. BASELINE COMPARISONS
To demonstrate the effectiveness of our coarse-to-fine tracking framework, we perform a baseline comparison of the shallow convolution operator, the deep convolution operator and the combined approach CTFT on OTB2013. OTB2013 [4] contains 50 sequences fully annotated with ground-truths and attributes labels. Figure 4 shows the overall results of the baseline comparison under one-pass evaluation (OPE) using the distance precision plot and the overlap success plot on the OTB2013 benchmark dataset. The distance precision plot is computed as the percentage of frames in the sequence where Euclidean distance between the ground-truth and the estimated target position is smaller than a certain threshold. The overlap success plot shows the mean overlap precision (OP), plotted over the range of intersection-over-union thresholds. The trackers are ranked with the threshold of 20 pixels in the distance precision plot and with the area under the curve (AUC) in the overlap success plot as displayed in the legend.
As shown in Figure 4 , CTFT achieves the best performance in both the precision and success plots, followed by the deep convolution operator. It's worth noting that the deep convolution operator achieves better performance than the shallow convolution operator, which demonstrates the significance of reducing boundary effects.
B. QUANTITATIVE COMPARISONS 1) COMPARISONS WITH CORRELATION FILTER BASED TRACKERS
Here, we provide a comparison of CTFT with 8 correlation filter based trackers from the literature: BACF [17] , SRDCF [13] , CSR_DCF [18] , LCT [23] , Staple [25] , fDSST [12] , SAMF [41] and SAMF_AT [24] . Among them, BACF and CSR_DCF are two spatially constrained correlation filters while SRDCF is a spatially regularized correlation filter. LCT is enhanced with a long-term component while Staple adopts additional color histogram for feature representation. fDSST is a fast discriminative scale space tracker. SAMF is a scale adaptive kernel correlation filter tracker with feature integration and SAMF_AT is its variant with target adaptation.
On OTB2013, CTFT runs in real-time with 35.8 fps and provides the best performance in both the precision and success plots (see Figure 5 ). In the precision plot, CTFT ranks first followed by LCT and SRDCF. In the success plot, DSCF achieves an AUC score of 64.3%, outperforming BACF by 0.2% and SRDCF by 1.7%.
We also perform an attribute based analysis of CTFT on the OTB2013 dataset (see Figure 6 ). All the videos in OTB2013 are annotated with 11 different attributes, namely: illumination variation, scale variation, occlusion, deformation, motion blur, fast motion, in-plane rotation, out-of-plane rotation, out-of-view, background clutter and low resolution. As shown in Figure 6 , CTFT shows good performance on most of these attributes which demonstrates its robustness in challenging tracking scenarios.
2) COMPARISONS WITH DEEP TRACKERS
In this subsection, we compare CTFT with 6 state-of-the-art deep trackers on the OTB2015 [21] dataset. OTB2015 is the extension of OTB2013 and contains 100 video sequences. Compared with OTB2013, more challenging sequences are added into OTB2015. The compared deep trackers include CFNet [34] , Siamfc [42] , SINT [43] , HCF [33] , HDT [44] and DeepSRDCF [29] . Among these trackers, CFNet learns endto-end feature representation for correlation filters in a deep neural network. Siamfc addresses visual tracking as a similarity learning problem with the Siamese network architecture. HCF and HDT learn from hierarchical features extracted from different layers of a deep neural network. DeepSRDCF employ shallow convolutional features for target representation within the SRDCF tracking framework. All the trackers are run with a GPU. As shown in Fig.7 , CTFT achieves comparable tracking performance against state-of-the-art deep trackers on OTB2015. In the success plot, CTFT ranks second after DeepSRDCF which runs with only 0.2 fps. SINT and Siamfc run in real-time but achieve inferior performance due to the low-resolution high-level convolutional features. Despite the end-to-end feature representation, CFNet achieves the worst performance due to the boundary effects and restricted search area. Compared with the compared deep trackers, CTFT achieves the best balance between computational efficiency and accuracy.
C. QUALITATIVE COMPARISONS
To intuitively demonstrate the superiority of CTFT, we further present some screenshots of the tracking results on benchmark sequences from OTB2015. Fig.8 shows screenshots from 7 challenging videos on the OTB2015 dataset. Due to page limitation, we only compare CTFT against BACF, SRDCF and Staple. The videos (from top to bottom) are Human3, Lemming, Freeman4, Box, Skiing, Bolt and Panda. It is easy to see that CTFT performs better than the VOLUME 6, 2018 compared trackers in presence of fast motion (Skiing), deformation(Bolt) and partial or full occlusion (Human3, Box, Lemming).
VI. CONCLUSION
In this paper, we develop a two-stage coarse-to-fine tracking framework for real-time and accurate tracking. The tracking task is accomplished with two collaborative convolution operators. The deep convolution operator employs high-level convolutional features and performs large-area coarse-grained location. On contrast, the shallow convolution operator employs the low-level convolutional features and refines the coarse-grained location in a local neighborhood. Our approach achieves a large search area and a closed-form element-wise solution at the same time, which enables realtime accurate tracking. Our coarse-to-fine tracking framework is very flexible and maintains great rooms for further improvement. We expect our work to inspire the designing of more efficient trackers in the near future. 
