Adiabatic lapse rates appear to be a common feature in the lower troposphere on tornado days. This article reviews physical reasons why lapse rates may influence surface vortex intensification and reports on numerical simulations designed to study the key processes. In the idealized numerical model, an initial mesocyclone-like vortex and nonvarying convection-like heat source are used in different environmental stability profiles. The scales of interest in these simulations typify those of a parent supercell, and the developing circulations constitute direct responses to the imposed heating.
Introduction
As reviewed by Davies-Jones et al. (2001) , the procedure by which a supercell develops a mesocyclonic tornado can be idealized in terms of three basic stages (see also Davies-Jones 2006) : 1) the development of a mesocyclone aloft via tilting of environmental horizontal vorticity, 2) the development of mesocyclone-scale vertical vorticity very close to the ground, and 3) the amplification of this vorticity into a tornado via convergence and stretching.
Of these, stage 2 is perhaps the part of the procedure about which the least is known. It has been shown that, for mesocyclone-associated tornadoes, the completion of stage 2 ultimately requires the presence of a downdraft (Davies-Jones 1982; Davies-Jones and Brooks 1993; Walko 1993) ; the production of vertical vorticity by tilting in an updraft is countered by upward advection of that vorticity, such that large vertical vorticity does not occur close to the ground without a downdraft. In supercells, the rear flank downdraft (RFD) is a likely candidate for accomplishing this process because of its characteristic vigor and close proximity to the parent storm's updraft [e.g., as reviewed by Markowski (2002) ]. Increasingly, there is evidence that comparatively warm RFDs are more frequently associated with tornado formation than comparatively cool RFDs (Markowski et al. 2002) , presumably because the negative buoyancy of a cold RFD would inhibit the convergence and stretching necessary to accomplish stage 3. The present work examines the possible importance of the environmental lapse rate over the time span from the end of stage 1 through the beginning of stage 3, during which the creation of a relatively warm (or less cool) downdraft may be fundamental.
A brief survey reveals numerous examples of tornadoes that have occurred in environments with adiabatic, or nearly adiabatic, lapse rates. The example in Fig. 1 is a sounding made approximately 40 km from a tornadic storm on 5 June 2009 [during the second Verification of the Origins of Rotation in Tornadoes Experiment (VORTEX2)]; notably, quasi-adiabatic lapse rates exist in both the surface-700-hPa and 680-510-hPa layers. The lower of these two layers is the well-mixed, surfacebased afternoon boundary layer. The upper of these two layers is commonly called the ''elevated mixed layer'' (EML; e.g., Carlson and Ludlam 1968) . It has been known at least since Fawbush and Miller (1954) that soundings with this pair of deep quasi-adiabatic layers are commonly associated with tornadoes (i.e., their ''type 1'' air mass/sounding). The well-mixed boundary layer is a nearly ubiquitous feature of afternoon convective environments; in addition, numerous studies have shown the recurring role of EMLs in tornado outbreaks (e.g., Carlson et al. 1983; Lanicci and Warner 1991; Banacos and Ekster 2010) . The possible role of static stability in tornadogenesis has long been considered; for example, Leslie and Smith (1978) performed axisymmetric simulations of a tornado vortex (i.e., stage 3) and concluded: ''. . .the intensity of the mature vortex which forms in the presence of a typical vertical gradient of potential temperature is significantly lower than that which forms in an adiabatic atmosphere'' (p. 1281).
One reasonable hypothesis for the importance of adiabatic layers is that steeper temperature lapse rates entail more environmental CAPE and greater vertical accelerations for updraft parcels. Stronger updrafts could lead to enhanced tilting of environmental horizontal vorticity into the midlevel mesocyclone during stage 1. Larger vertical accelerations (especially in low levels) could also lead to enhanced stretching of vertical vorticity during stage 3 [presumably this is the fundamental process that explains the results of Leslie and Smith (1978) ]. In this line of thinking, the recurrence of steep lapse rates in the Fawbush and Miller (1954) type-1 tornado soundings is mainly because they are a proxy for large CAPE. Indeed, climatologies routinely show that tornado environments possess more CAPE than nontornadic storm environments (e.g., Rasmussen and Blanchard 1998; Thompson et al. 2003) .
However, adiabatic environments also have several other intriguing properties that may directly impact stage 2. In stable environments, propagating gravity waves 1 quickly disperse convective heating to the far field by inducing net subsidence (e.g., Bretherton and Smolarkiewicz 1989; Nicholls et al. 1991; Mapes 1993) . In the absence of such gravity waves, less efficacious dispersion by advection occurs, and a greater fraction of the latent heating remains in the convective column. This local accumulation of heating is associated with more substantial pressure anomalies (increased pressure above the updraft, lowered pressure beneath the updraft), which serve to produce enhanced radial inflow (convergence) in the low levels, and enhanced downward accelerations near the updraft edge. With a quasiadiabatic lapse rate, such downward accelerations would also have the benefit of occurring in an environment that provides minimal resistance to downward parcel displacements. The present study addresses the relevance of these latter processes during stage 2 of surface vortex genesis.
In an attempt to isolate these hypothesized processes under controlled conditions, this study considers the response of the flow field to differing environmental lapse rates within idealized simulations where the convective heating rate is held fixed. What varies among these simulations is the response of the near-storm 1 Convective heating induces wavelike pulses of subsidence that propagate outward at the speed of gravity waves and adjust the environmental temperature field toward that within the storm. Bretherton and Smolarkiewicz (1989) and Nicholls et al. (1991) called these pulses gravity waves (the term adopted here), whereas Mapes (1993) highlighted the importance of the net vertical parcel displacements associated with these pulses and instead called them buoyancy bores. environment to the heating. This response is shown to be strongly influenced by the environmental lapse rates, with adiabatic layers providing the response that is most favorable for low-level rotation. Section 2 describes the experimental design and section 3 presents the results of the numerical model tests. Section 4 relates the results of this study to what is currently known about tornado formation, and section 5 closes the paper with a summary of the key conclusions.
Methods
This study used idealized simulations with the Bryan cloud model (''CM1''), version 12 (Bryan and Fritsch 2002) . For all runs reported here, the model was dry and frictionless and excluded Coriolis and radiation effects. The model was initialized with a Rankine vortex, which was meant to mimic a simple storm that already contained a midlevel mesocyclone (i.e., it had already completed stage 1, as reviewed in section 1). The dimensions of the Rankine profile in this study were based on mesocyclones from exploratory simulations (not shown) of the 20 May 1977 Del City, Oklahoma, supercell storm (Klemp et al. 1981 ) that were performed by the author using a full-physics configuration of the same numerical model (CM1 v. 12). The idealized Rankine mesocyclone was centered at 5.5-km height, with a core vertical vorticity z of 0.01 s 21 , and a 5-km radius of maximum winds. The vortex had a cosine structure in the vertical, with a vertical radius that varied from 4.5 to 6.5 km among experiments (Fig. 2a) ; in the control run (CTL), the vertical radius was 5.5 km so that the vorticity fell to zero exactly at the surface.
2 Because the specified tangential velocity increased from the surface up to 5.5 km AGL, the initial state therefore possessed horizontal vorticity in the far field. The present study did not attempt to address how the parent storm acquires its midlevel rotation in the first place (stage 1), largely because this part of the process is already well understood [see, e.g., the review by Klemp (1987) ]. Thus, no initial transverse circulation was specified; some ramifications of this simplification are addressed in the appendix.
Most of the simulations were on axisymmetric 2D domains, but selected cases were rerun on fully 3D domains for comparison. Within the 3D runs, the initial Rankine vortex was axisymmetric but random potential temperature perturbations of up to 60.2 K were inserted into the initial condition so that the evolution would be 3D. The resulting 3D simulations were therefore quasi-symmetric but permitted the possibility of processes such as multiple vortices and the reorientation of the azimuthal component of vorticity. The 2D domains were 120 km in the horizontal with an open exterior boundary, and 40 km in the vertical with a wave-absorbing layer near the model lid. The 2D grid spacing was 100 m in the horizontal and was stretched in the vertical from 50 m at the surface to 250 m at the model lid. The 3D domains were 150 km 3 150 km 3 40 km, again with open exterior boundaries and a wave-absorbing layer near the model top. The 3D grid spacing was 500 m in the horizontal and 333 m in the vertical. The large overall grid sizes allowed gravity waves to propagate far away from the zone of convective heating. Also, the large size ensured that the specified Rankine vortex profile had very light winds (,2 m s 21 ) at the lateral boundaries, which helped to minimize spurious noise in the solutions. Modest diffusion was also applied in the simulations; the impacts of diffusion are briefly discussed in the appendix. To assess the impact of the environmental lapse rates on low-level vortex evolution, a battery of sensitivity experiments was developed. All experiments used a tropopause at 10 km AGL with a stratospheric lapse rate of du/dz 5 0.016 K m
21
; the tropospheric lapse rates were then varied as shown in Fig. 2b . The two limiting cases are BASE, which has a tropospheric lapse rate of du/dz 5 0.004 K m
, and ADIA, which has constant potential temperature in the model troposphere; HALF, as its name suggests, has a tropospheric lapse rate of du/dz 5 0.002 K m 21 . As visualized in the familiar skew T-lnp framework (Fig. 3) , BASE corresponds to the upper end of environmental stability profiles that might reasonably be associated with deep convective storms. The A3KM profile mimics a deep well-mixed boundary layer (such as over the High Plains) by using the ADIA lapse rate up through 3 km AGL, with the BASE lapse rate through the remainder of the troposphere. The ALID profile is perhaps the most representative of an observed sounding like the one shown in Fig. 1 (cf. the dotted temperature sounding in Fig. 3) ; it is the same as A3KM except that an inversion of 2 K is included at 1 km AGL to separate the surface-based mixed layer from the elevated mixed layer aloft. As a final idealized test of the importance of the stability very near the surface, the B1KM environment has the BASE lapse rate from 0 to 1 km and is adiabatic through the remainder of the troposphere.
As outlined in section 1, the principal conception of the study was to test the hypothesis that environmental lapse rates are important to the production of low-level vortices even when the influence of varying CAPE is removed from the problem. In a real storm, the latent heating rate is a function of the updraft's speed, which would be expected to vary among environments with differing lapse rates. To control for this difference, in the present dry simulations convection was driven by an imposed heat source. This heat source was constant among runs (despite their different lapse rates), and its structure was again based on full physics Del City supercell simulations:
wherein z is height AGL and r is distance from the vortex's axis of rotation; this heating shape was applied for z 5 1-10 km and r 5 0-3 km (white contours in Fig. 4 ). Although pseudo-adiabatic parcel ascent is not strictly applicable in dry simulations such as these, an idealized artificially heated parcel's temperature profile 3 for the BASE environment is included in Fig. 3 . Because the latent heating rate is identical among simulations (rather than the absolute temperature of the updraft parcels), the hypothetical parcel curve for the ADIA environment would be well to the left of the one shown for the BASE case. Treating the latent heating rate as constant in this way enables a closer examination of the environment's response to the latent heating.
Although this simple approach provides identical column heating among all environments, the ideal of uniform updrafts in varying lapse rates is not fully realized. If the base state potential temperature is only a function of height [i.e., u o 5 u o (z)], then the thermodynamic equation for the present simulations is FIG. 3 . Skew T-lnp diagram of initial environmental temperature profiles for three selected environments (ADIA, ALID, and BASE; cf. Fig. 2b ). The model is run dry, so no humidity profiles are shown. The Lagrangian temperature curve for a hypothetical parcel in the BASE simulation is shown in gray. This parcel curve is derived from the vertical profile of latent heating rate along the domain's central axis, as given by (1), with the added assumption that one-half of the rising parcel's buoyancy is offset by the downward-directed perturbation pressure gradient acceleration (this fraction produces the closest agreement with the actual simulated vertical velocities). The parcel is introduced at 1 km AGL (the bottom of the artificial heating zone) with an initial upward velocity of 0.5 m s
, and it is advanced with a time step of 1 s.
3 It may seem surprising that the parcel's temperature profile in Fig. 3 slopes to the left of the pseudoadiabats. It must be remembered that the artificial heating rate in (1) represents an average from a fullphysics supercell simulation, which already explicitly includes the effects of mixing, entrainment, and unsteadiness. So, the artificial heating should not be expected to produce the perfectly pseudoadiabatic temperature profile that is predicted from parcel theory.
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wherein D/Dt is the material derivative operator in the axisymmetric system, u9 is the potential temperature perturbation, w is the vertical velocity, and _ u is given by (1). For these experiments, _ u is held fixed among simulations, but the first term on the right-hand side of (2) still varies. As a result, even though the convective heating rate is the same among runs, the updraft parcels' u9 (and thus w) values vary among the base state environments. The ramifications of these variations are discussed collectively in section 4; as will be shown, the between-run differences in updraft intensity are not necessarily the primary factor in the degree of surface vortex development.
To summarize, within these numerical simulations the imposed heating drives an axisymmetric updraft and corresponding transverse circulation. In turn the transverse circulation rearranges the angular momentum associated with the Rankine vortex (i.e., midlevel mesoscyclone, shaded in Fig. 4) found in the initial condition. The basic design of these simulations is much like some past tornado studies, including axisymmetric numerical experiments (e.g., Smith and Leslie 1978; Walko 1988; Fiedler 1993; Trapp and Davies-Jones 1997) and some laboratory vortex chambers [e.g., as reviewed by Church and Snow (1993) ]. Most such studies have used small domains that focused on the tornado with very high resolution, whereas the present philosophy is to simulate an idealized parent storm and its natural interactions with the surrounding environment.
It is worthwhile to highlight the specific differences between the present approach and its closest relatives among previously published axisymmetric simulations. The current study inherits a great deal from the original work of Leslie and Smith (1978) , who varied the static stability in a tornado model and found that their simulations produced stronger tornadoes under weaker stratification. Whereas Leslie and Smith (1978) simulated a cylinder that was 3-4.5 km deep with a maximal radius of 2 km, here we extend the treatment to include the full troposphere and stratosphere out to great distance; by doing so, we emphasize the near and far field's response to the convective heating, rather than simply the rate of stretching beneath the buoyant updraft. The present work is also similar to the axisymmetric studies of Markowski et al. (2003) and Davies-Jones (2008) , who introduced precipitation into their initial vortices in order to drive a downdraft (which in turn brought air with high angular momentum to the surface). Although Markowski et al. (2003) did consider two slightly different potential temperature profiles (their Fig. 3 ), their primary focus was on the impact of evaporative cooling in the downdraft; comparatively warmer downdrafts led to stronger, longer-lived tornadoes. In contrast, the present study varies the environmental lapse rates substantially in order to assess their impact on low-level vortex development. Also, unlike Markowski et al. (2003) and Davies-Jones (2008), we do not impose a source of precipitation or cooling to instigate a downdraft; instead, subsidence is allowed to develop at the edge of the idealized storm as a near-field response to the imposed heating.
Results

a. Control vortex experiments
In the control vortex simulations, vertical vorticity initially vanishes at the surface ( Fig. 2a ) and air parcels with high angular momentum exist only aloft (Fig. 4a) . Because there are no sources of surface vertical vorticity in the far field, this means that a downdraft is required in order to generate a surface vortex. As exemplified by the ADIA_CTL run, pressure perturbations p9 rapidly develop (contours in Fig. 5a ) owing to the imposed heating (shading in Fig. 5a ), including a p9 maximum near the heating top at z 5 10 km and a p9 minimum near the heating bottom at z 51 km. Buoyancy in the heated interior drives ascent, while the pressure anomalies drive upper-level divergence, low-level convergence, and storm-edge subsidence. The resulting transverse circulation (depicted by streamlines in Fig. 5b ) draws high-angular-momentum air downward and inward. In response, over the first 40 min 4 of the simulations the peak surface vertical vorticity z sfc increases (Fig. 6a) , the peak surface tangential wind y sfc increases (Fig. 6b) , and the axial surface pressure perturbation p9 sfc decreases (Fig. 6c) . These low-level changes are attributable to the imposed heating; in runs without artificial heating (not shown), no such intensification occurs (the initial vortex only weakens very slowly owing to diffusion). Despite the application of uniform heating among all runs, it is clear that all three metrics of surface vortex intensity grow the most in the simulations with adiabatic low-level lapse rates (ADIA_CTL, A3KM_CTL, ALID_CTL) and grow the least in the stable BASE_CTL environment.
1) SURFACE VORTEX GENESIS PROCESS
In the present simulations, because no initial transverse circulation is specified, the vorticity vectors all begin within the r-z plane. The full 3D vorticity vector v in the model's native cylindrical (r, f, z) coordinates is given by
wherein [u, y, w] is the wind vector in the cylindrical system. Considering the present 2D runs, (3) can be simplified by enforcing axisymmetry (›/›f / 0) and substituting the definition of angular momentum (M [ ry). The part of the vorticity that lies in the model's r-z plane is then
whereinê f is the unit vector oriented in the f direction. In words, the vorticity vectors (and thus vortex lines) in the plane of the present r-z cross section plots (e.g., Figs. 4 and 5) are everywhere tangent to the M contours, and are oriented with lower M values to their left. Because the production of z through tilting and stretching is given by v Á $w, in the axisymmetric system only these r-z components of v can contribute to intensification of vertical vorticity.
As explained by Davies-Jones and Brooks (1993) , in order for downdraft parcels to arrive at the surface with positive z, the vorticity vectors (or vortex lines) must be inclined upward with respect to the velocity vectors (or streamlines). This ''slippage'' between the velocity and ) and streamlines. 4 Given that low-level mesocyclone formation probably has characteristic time scales of a few tens of minutes (e.g., DaviesJones and Brooks 1993; Adlerman and Droegemeier 2005), we focus on the first 40 simulated minutes in section 3. vorticity vectors is necessary to produce a surface vortex if z is initially zero at the ground (because, when purely streamwise horizontal vorticity is tilted in an updraft, the vertical vorticity production only occurs above the surface). In the present simulations, there is no specified steady-state transverse circulation at the initial time. When the artificial heating is turned on, the developing transverse circulation's streamlines cross (''slip from'') the initial state's vortex lines. For example, in the ADIA run, the initial acceleration of the winds is generally to the left of the initial vorticity vectors in the low levels ( Fig. 5b ; recall that the vorticity vectors are tangent to the M contours). Where the initial vorticity vectors are horizontal (outside of r 5 5 km) there is a substantial downward component to the initial accelerations (Fig. 5b) . Where the initial vorticity vectors are more upright (inside of r 5 5 km) there is a substantial inward component to the initial accelerations (Fig. 5b) . Because the vorticity vectors end up being inclined with respect to the velocity vectors in low levels, air parcels that descend to the surface and move radially inward along it have a positive vertical component of vorticity. Alternatively, since flow at an angle to the vorticity vectors entails flow across the M contours, it is equally appropriate to say that the surface vortex develops because the transverse circulation advects higher angular momentum downward to the ground. The inward advection of higher M is then equivalent to the convergence and stretching of vertical vorticity, which is ultimately responsible for intensifying the vortex once it is present at the surface.
Even though the rearrangement of M is a compact description of the process needed for vortex genesis in ADIA_CTL, it is also helpful to visualize the developing circulations over time, as in Fig. 7 . Over the first 10 min (Figs. 7a,b) the tangential wind changes little (shaded y), and the principal features of the transverse circulation are the intensifying updraft and the increasing low-level convergence (contoured c). At t 5 15 and 20 min (Figs. 7c, d ) the developing storm-edge subsidence becomes more evident (the downward-dipping c contours) and the midlevel maximum in tangential winds begins to extend downward. By t 5 25 min (Fig. 7e) , the storm-edge subsidence is focused at small radius (around r 5 3-4 km) and the tangential winds are maximized in the low levels.
Because the initial M surfaces flare outward in low levels (Fig. 4) , and because the vortex is initially strongest aloft and builds downward toward the surface over time (Fig. 7) , the simulated evolution is somewhat reminiscent of the dynamic pipe effect (DPE; Leslie 1971; Trapp and Davies-Jones 1997) . However, in the present case the increasing low-level convergence is driven by the imposed heating, not purely by the vortex itself as in the classical DPE. Also, as shown by the shaded y field in Fig. 7 (especially Figs. 7e,f), the developing low-level vortex is somewhat distinct from and smaller in scale than the midlevel vortex, suggesting that it does not originate solely from descent of the midlevel vortex. In any case, in the CTL simulations M at the surface is initially zero, which would preclude simple surface vortex genesis by the DPE alone; the downward displacement of parcels with nonzero M would still be needed.
Alternatively, the ADIA_CTL evolution also has similarities to the conceptual model of corner flow collapse (CFC; Lewellen and Lewellen 2007a,b) , whereby the interruption of near-surface low-M inflow into a vortex can set off a process of intensification. When M increases with height, as described by Lewellen and Lewellen (2007a,b) , one consequence of interrupting the inflow is that higher-M fluid from aloft descends to FIG. 6 . Progression over time of the (a) maximum in surface vertical vorticity, (b) maximum in surface tangential wind speed, and (c) minimum in surface pressure perturbation in each of the six CTL vortex experiments. For these calculations, z sfc is the highest surface value within r , 5 km, y sfc is the largest surface value within r , 10 km, and p9 sfc is the pressure perturbation at the surface on the domain's central axis. The base state stability profiles for each experiment are identified by the key at right, and the line styles correspond to those in Fig. 2. take the place of the remaining near-surface low-M fluid that is flowing inward toward the central axis. Once the low-M fluid has been exhausted upward through the updraft, the immediately trailing higher-M fluid approaches the axis along a similar streamline and constitutes a new low-level vortex core, with a rapid increase in near-surface vortex intensity. The storm-edge subsidence in ADIA_CTL is indeed a kind of internally generated interruption to the prevailing inflow of low-M fluid near the surface (Figs. 8b,d ), while also bringing down higher-M air from aloft. The resulting ADIA_CTL vortex is more intense and has a smaller radius of maximum winds near the surface than aloft (Figs. 7e,f) , which also follows from the results of Lewellen and Lewellen (2007a,b) . Thus, the heating-driven subsidence in the ADIA_CTL run could be reasonably regarded as having instigated a corner flow collapse on the mesocyclone scale. Later, in section 4, we revisit the concept of corner flow collapse and assess its applicability in light of the full matrix of present model runs. As noted earlier, the intensification in z sfc , y sfc , and p9 sfc are most pronounced in the simulations with adiabatic low-level lapse rates (ADIA, A3KM, and ALID; Fig. 6 ). Almost no intensification occurs in the BASE case (Fig. 6) . Several reasons for the differences among simulations are apparent.
In the BASE simulation, the imposed heating is substantially dispersed toward the far field by gravity waves (the train of oscillations in vertical velocity and potential temperature in Fig. 8a ). In contrast, gravity waves cannot propagate into the environment in the ADIA case (the wave train is absent in Fig. 8b) . As a consequence, the total heating remaining in the storm's local vertical column is larger in ADIA than in BASE (cf. shading in Figs. 8a,b) . This difference in heating dispersion is especially evident at radii that fall outside of the storm's immediate local influence (Fig. 9 ). The BASE run shows net far-field warming due to net subsidence, with an oscillatory character due to the passage of individual gravity waves (Fig. 9) ; the ADIA run has neither of these traits in the far field. Because the amount of heating applied is the same in the BASE and ADIA runs, the domainwide integrated subsidence must be identical. The difference is that in the ADIA simulation, this subsidence 5 is mostly localized at the edge of the heat source (r 5 4-6 km in Fig. 8b , reaching a magnitude of 23.2 m s 21 at 3.1 km AGL); it does not propagate into the far field.
The result of this localized sinking in the ADIA run is a substantial local downward displacement of the M surfaces (Fig. 8d) . In contrast, such acute downward displacement of the M surfaces does not occur in the BASE case (Fig. 8c) ; instead, there are small net displacements spread over a large area. Therefore, after 30 min the BASE simulation has a mesocyclone that is not appreciably different from the one in the initial condition: it has a magnitude of z ; 0.01 s 21 and remains strongest in the middle troposphere (contours in Fig. 8c ). On the other hand, in the ADIA simulation, as the high-M parcels descend and flow inward toward the axis of rotation, z increases above 0.05 s 21 and these values extend nearly to the surface (contours in Fig. 8d ).
Beyond the contrasts between the bookend ADIA and BASE cases, several other interesting themes emerge from the CTL experiments. First off, the A3KM and ALID runs exhibit very similar behavior to the ADIA run; in other words, the stability of the environment above 3 km AGL seems to have less influence on the resultant surface vortex genesis than does the low-level stability. Secondly, it is intriguing that the A3KM and ALID runs (with their stable layer above 3 km) ultimately produce a stronger surface vortex than the ADIA run before the end of the 40-min period (Fig. 6) . Finally, it is noteworthy that the inclusion of a stable layer from 0 to 1 km AGL in the B1KM case (and the moderate stability of the HALF case) causes it to fall well below the ADIA, A3KM, and ALID cases, but still to exceed the BASE case. These results are explored next, in turn.
3) COMPARISON OF ADIA, A3KM, AND ALID RUNS The A3KM and ALID simulations share some features in common with both the ADIA and BASE runs.
Above 3 km, where the BASE lapse rate is present, both the A3KM and ALID runs show evidence of gravity waves (Figs. 10a,b) , just as the BASE run did (Fig. 8a) . However, below 3 km, where the ADIA lapse rate is present, both the A3KM and ALID runs have a localized zone of descent that is anchored to the edge of the heating (around r 5 5-8 km in Figs. 10a,b) , just as the ADIA run did (Fig. 8b) . The M surfaces are clearly depressed downward by this zone of subsidence in the A3KM and ALID runs (Figs. 10c,d ), just as in the ADIA run (Fig. 8d) . The combination of the storm-edge downward forcing and the neutral vertical stability in the adiabatic layers accomplishes these downward displacements. However, it is clear that the 2-K inversion in the ALID case adds some resistance to the downward displacements; the M surfaces are not depressed as rapidly, and the depressed M contours take longer to move inward toward the axis of rotation (Fig. 10d) . The overall consequence is that the ALID vortex is a good deal weaker than either ADIA or A3KM until around t 5 35 min (Fig. 6) .
A somewhat surprising result is that the vortices in the A3KM and ALID runs ultimately become stronger than that in the ADIA run (Fig. 6 ) despite the presence of the stable layer above 3 km AGL. The higher-M air is clearly displaced farther downward toward the surface in A3KM than it is in ADIA (cf. Figs. 8d and 10c) , and the 1-km AGL downward velocities are correspondingly larger (21.68 vs 21.02 m s 21 at t 5 20 min; cf. Figs. 8b and 10a). The explanation for this rests on the mechanism that is responsible for driving the storm-edge subsidence. By t 5 10 min, the A3KM column is cooler in the window of r , 3 km, z . 3 km (shading in Fig. 11) ; the temperature difference is due to the comparatively more stable lapse rate above 3 km AGL in the A3KM case. As a consequence of the zone of colder air above 3 km AGL, the A3KM case has comparatively higher pressure in the lower to middle troposphere (contours in Fig. 11 ). The net acceleration in the A3KM case is therefore less strongly upward and/or more strongly downward in and near the heat source (the downwardpointing difference vectors in Fig. 11 ). High-M parcels therefore make more progress toward the surface as they approach the area of heating, and flow closer to the axis of rotation (r 5 0 km) before they ascend appreciably.
The ALID run is similar to A3KM in that it includes the more stable lapse rate above 3 km AGL. Its pattern of vertical velocities is therefore quite similar to A3KM (cf . Figs. 10a,b) , and it eventually exceeds ADIA in intensity (Fig. 6) for the same reason. One of the most noticeable aspects of ALID in Fig. 6 is that its vortex intensification is slower than that in A3KM. This delay   FIG. 9 . Evolution of far-field potential temperature perturbations (K) over the first 30 min of the BASE_CTL and ADIA_CTL runs. The data are from r 5 15 km (which is far enough away to be outside the localized storm-scale motions), z 5 8 km (which is roughly the height of the largest temperature anomalies in the idealized storm's interior).
FEBRUARY 2012 P A R K E R is attributable to the inversion at 1 km AGL, which is the only difference between the two runs. As seen in Fig. 10d , higher-M parcels are displaced far downward by t 5 30 min, but they have not yet progressed very far toward the central axis at that time.
In both A3KM and ALID, the surface vortex strengthens enough that a dynamically driven axial downdraft develops in the lowest 1-2 km AGL (not shown, but much as in a vortex breakdown); this downdraft ultimately ends the intensification phase in both A3KM and 548 ALID (at t 5 32 and 39 min, respectively). The ADIA run does not produce such a downdraft (at least not in the first simulated hour); its vortex slowly weakens after t 5 34 min (Fig. 6) as the M of its inflowing air declines slightly.
4) PROCESSES IN THE B1KM AND HALF RUNS
The B1KM environment is identical to the ADIA environment everywhere except in the lowest 1 km AGL, where the BASE lapse rate is used (Fig. 2b ). Perhaps not surprisingly, then, the subsidence signature in B1KM_CTL looks almost identical to that in ADIA_CTL (cf. Figs. 8b and 12a) . In both cases, the deep adiabatic layer prohibits gravity wave propagation, so subsidence is constrained to occur near the edge of the heating. However, the M surfaces are not depressed quite as far toward the ground in B1KM, and they clearly do not approach the central axis of rotation as closely (cf. Figs. 8d and 12c) . As a result of this, the vertical vorticity values do not amplify appreciably ( Fig.  6a; cf. Figs. 8d and 12c) . Thus, it is clear that the lowlevel lapse rates matter most to the intensification of the vortex, a conclusion that is also supported by the impressive vortex produced in the A3KM run (which had stable lapse rates above 3 km AGL).
The low-level potential temperature perturbations in the B1KM run (Fig. 12a) help to explain its differences from the ADIA run. First, due to the 0-1-km stability, downward displacements are more strongly resisted in the B1KM run, as evidenced by the warm anomaly within the storm-edge downdraft around r 5 5 km in Fig. 12a . In essence, positive buoyancy works against the downward displacement of higher-M parcels from aloft. In addition, along the central axis (inside r 5 2 km and below z 5 1 km) a cold anomaly develops where air parcels are beginning to ascend (Fig. 12a) . In the experimental design, artificial heating is applied only above 1 km AGL (see section 2), and so air parcels in the sub-1-km layer find themselves cooler than the ambient air upon ascending. This cold anomaly hydrostatically raises the central surface pressure in B1KM (not shown), which in turn prevents inflowing air parcels from converging as far inward toward the axis of rotation (explaining the differing configurations of M surfaces between ADIA and B1KM). Instead, as parcels depart the storm-edge subsidence with weak positive buoyancy, they begin to FEBRUARY 2012 P A R K E R ascend into the updraft at greater radii, producing a vortex that is broader and weaker. Overall, the HALF_CTL run is largely similar to the BASE_CTL run (cf . Figs. 8a,c and 12b,d ). The primary difference between the two simulations is that, because of the less stable lapse rate in HALF, the gravity wave dispersion is slower. The slower gravity waves are evident from a direct comparison to the BASE run (cf. Figs.  8a and 12b) ; in the HALF run the oscillations in w are much closer to the heat source, and the near-storm fields are much noisier than in BASE as a result. Because of the diminished gravity wave dispersion, there is some low-level storm-edge subsidence in the HALF_CTL run (below 1 km AGL in the range of r 5 5-15 km in Fig. 12b ), and this subsidence is reflected in a modest downward displacement of the M surfaces (Fig. 12d) . In addition, the low-level cool anomaly that is present along the central axis of both the BASE (Fig. 8a) and B1KM ( Fig. 12a ) runs is absent from the HALF simulation (Fig. 12b ) because of the less stable lapse rates there. As a result of this, near-surface high-M parcels are able to more closely approach the central axis (cf. Figs. 8c and 12c,d ). This causes the HALF run to outperform BASE, and to be similar to B1KM, in terms of its values of surface vorticity (Fig. 6) .
b. Surface and elevated vortex experiments
When the same profiles of stability are used in simulations with initial nonzero vorticity (and nonzero M) at the surface [i.e., the surface (SFC) runs; Fig. 4b ], there is no longer an absolute requirement for downward displacements in order for the surface vortex to intensify. Inspection of the initial distribution of M in this case (Fig. 4b) reveals that high values lie along the surface at r . 5 km, which means that radial inflow is all that is required for amplification. As a consequence of this change, the low-level vortex strengthens in all of the simulations (Fig. 13) , and all SFC simulations exceed their CTL counterparts by t 5 15 min. These dramatic changes from the CTL runs occur despite the fact that the simulated potential temperature perturbations and vertical velocities are almost identical in the SFC runs (cf . Figs. 8a,b and 14a,b) . Although all of the SFC runs produce some vortex intensification, it is clear from Fig. 13 that the mostly adiabatic runs intensify the most rapidly in the first 15 min (ADIA, A3KM, B1KM, and ALID, in order). Notably, because downward displacements are not needed in the SFC initial condition, A3KM and ALID no longer outperform ADIA (as they did in CTL), and B1KM now experiences vortex strengthening that is comparable to the other mostly adiabatic runs (unlike in CTL). This suggests that when there is preexisting vertical vorticity at the surface (the SFC experiments), the role of the adiabatic layers has mostly to do with convergence and stretching of the near-surface vorticity, as opposed to vertical rearrangement of angular momentum. The cross sections of M at t 5 30 min (Figs. 14c,d ) essentially confirm this, with large surface M values approaching the central axis in both the BASE_SFC and ADIA_SFC runs but able to converge much more closely to the central axis in ADIA_SFC.
When the six primary simulations are rerun with an elevated initial vortex [z and M go to zero at 1 km AGL; i.e., the elevated (ELE) case in Fig. 4c ], large downward displacements are required in order for nonzero surface vorticity to develop. As a result of this restriction, only the ADIA_ELE and A3KM_ELE runs experience appreciable surface vortex intensification by t 5 40 min (Fig. 15) . Although the vortex is ultimately much weaker in these two cases, the surface vorticity still ultimately exceeds what is commonly considered to be 1 ''mesocyclone unit'' (10 22 s 21 ; Fig. 15a ). Once again, the simulated potential temperature perturbations and vertical velocities for the ELE runs are almost identical to those of the CTL runs (cf. Figs. 8a,b and 16a,b). The higher M values remain so far aloft in the BASE_ELE run (Fig. 16c) that it has no chance of surface vortex genesis. The M surfaces are depressed downward considerably by the familiar stormedge downdraft in the ADIA_ELE run (Fig. 16d) , which is adequate for some surface vorticity to develop. Much as in the CTL runs, the A3KM configuration outpaces the ADIA configuration (Fig. 15) because it has enhanced downward motions in response to the heating (as explained in section 3a and shown in Fig. 11 , but not shown separately for the ELE experiments). The ALID_ELE run is again slower than its counterparts (much as ALID_CTL in section 3a), and thus it does not intensify appreciably during the 40-min time scale considered here (Fig. 15) .
The summary interpretation of the 2D CTL, SFC, and ELE experiments is as follows. For stable lower tropospheric lapse rates, appreciable surface vorticity only develops when there is preexisting z at the ground (the SFC runs). When the initial vortex is elevated (the ELE runs), appreciable surface vorticity only develops when there are mostly adiabatic lower tropospheric lapse rates. In all cases, the mostly adiabatic runs produce stronger storm-edge subsidence and overall greater surface vortex intensification than the more stable runs.
c. 3D experiments
The aim of the 3D simulations was to provide a reality check for the 2D simulations and also to highlight any features that might emerge in a framework that is not constrained to be axisymmetric. Because it was not possible to rerun every single experiment in 3D, the focus here is on the CTL vortex configuration. When the same six profiles of stability are used in the 3D CTL simulations, the net result is an increase in most of the metrics for vortex intensity across all environments (assessed here at t 5 30 min, before any of the runs have peaked; Table 1 ). The 3D increases in the runs with adiabatic layers (ADIA, A3KM, ALID, B1KM) are generally more substantial (Table 1 ). In the three strongest runs, surface velocity vectors reveal an obviously convergent transverse circulation at the surface at earlier times (top row of Fig. 17 ) with the emergence of a largely cyclostrophic flow field around the vortex center later on (bottom row of Fig. 17 ). Table 1 is not to argue that the 2D runs ''underdo'' the magnitude of the simulated vortices; it is simply too difficult to separate the impacts of differing diffusiveness in the runs (because of varying grid spacing, artificial computational diffusion settings, and 2D vs 3D turbulence) from the impacts of other physical processes that are only possible in 3D (e.g., tilting of vorticity associated with gradients in the azimuthal direction). Rather, the point is to demonstrate that the sensitivity to lower tropospheric lapse rates is the same in 2D as it is in 3D (with the ordered ranking of the six stability profiles at 30 min being the same in both frameworks), and that the intensities of the vortices produced in the more economical 2D runs are in line with what would be produced in a much more expensive, fully 3D study.
Although not shown in detail, the mechanisms that lead to vortex intensification in the 3D runs are the same as those identified in sections 3a and 3b for the 2D runs.
Initially there is no surface vorticity and M increases with height, and so again there must be downward parcel displacements in order for to the surface vorticity to grow. Just as in 2D, storm-edge downdrafts develop in the mostly adiabatic runs (ADIA, A3KM, ALID, B1KM), and the runs with the largest downward velocities (A3KM and ADIA; see Fig. 17 ) produce the most rapid increases in vorticity (Table 1 ). An interesting difference in 3D, however, is that the storm-edge downdrafts that develop in the mostly adiabatic runs are localized in azimuth (i.e., not axisymmetric; contours in Fig. 17) . The small-scale perturbations added to the initial condition are sufficient to destroy the axial symmetry of the 3D runs, such that the storm-edge downdraft is no longer perfectly toroidal.
As reviewed in section 1, it has long been recognized that a downdraft is necessary to produce positive vertical vorticity at the surface in thunderstorms (absent preexisting surface z). Typically, this is assumed to occur in a supercell's RFD, which is adjacent to the parent storm's updraft and somewhat localized in space. A number of RFD-instigating mechanisms have been discussed, but RFDs are commonly associated with precipitation loading and latent chilling that is localized on supercells' upshear sides (e.g., Markowski 2002) . Notably, the 3D simulations reported here produce downdrafts that are adjacent to the updraft and localized in space and that contribute to surface vortex amplification without the need for any precipitation processes. Of course, it is not clear from these simple experiments whether heatinginduced processes could by themselves account for RFDs or other localized downdrafts in real supercells. But, if so, the benefits would include the ability to bring high-M parcels from aloft to the surface without having been cooled evaporatively. Such a chain of events might be favorable for subsequent tornadogenesis in light of the observed correlation between tornadoes and rear flank surface temperatures in supercells (Markowski et al. 2002) .
Discussion
Highly idealized process studies always involve tradeoffs. The principal aim of the present simulations was to isolate the impacts of the environmental lapse rates upon the circulation that results from a given amount of latent heating. However, in doing so the experimental design also introduces a few limitations. First, in the present study the convective heat source is perfectly upright and steady, whereas the updrafts of many supercells are somewhat tilted and may vary temporally; the simulated surface pressure falls (which respond initially to the integrated heating in a column) FIG. 15 . As in Fig. 6 , but for the six ELE vortex experiments.
are generally enhanced by the present, idealized treatment. Second, no cooling is imposed in the present study, despite the fact that almost all real storms produce cooling due to evaporation, sublimation, and melting; this missing process likely enhances low-level rotation in nature due both to downward motion and to the baroclinic generation of low-level horizontal streamwise vorticity in real supercells (e.g., Klemp and Rotunno 1983; Rotunno and Klemp 1985; Davies-Jones and Brooks 1993) . Finally, the present simulations exclude surface friction; this likely diminishes the vortex intensities in the current study because the lack of surface friction ultimately limits how close to the axis of rotation swirling parcels can come (e.g., Lewellen 1993) . These limitations likely offset one another to a degree in terms of the final simulated vortex intensities. At any rate, the differences in low-level vortex development from run to run are of greater import than the specific values of vorticity or velocity from any one particular simulation.
The schematic conceptual model in Fig. 18 summarizes the primary circulation features that occur in response to imposed convective heating in an idealized vortex. Across all simulations, neutral lower tropospheric stability increases the low-level vorticity even though the latent heating profile is identical. These simulations illustrate one way to bring air with high angular momentum to the surface without requiring precipitation to drive a downdraft. This might help a storm avoid the tornado failure mode identified by Markowski et al. (2002) (i.e., excessively cold low-level outflow). The significantly tornadic cases of Markowski et al. (2002) had very small temperature deficits in the FIG. 16 . As in Fig. 8 , but for the (a),(c) BASE_ELE and (b),(d) ADIA_ELE simulations. TABLE 1. Summary statistics of surface vortex intensity from the 2D and 3D CTL runs at t 5 30 min (before any of the surface vortices have peaked in intensity). The first two columns are the maximum in surface vertical vorticity and the second two columns are the maximum surface tangential wind speeds. For the 3D runs, the reported y sfc is the azimuthally averaged tangential wind at the radius of maximum winds. The boldface titles are runs whose initial stability profiles have substantial adiabatic layers. FEBRUARY 2012 P A R K E R rear flank outflow, and in some cases showed evidence of air that was actually warmer than the ambient storm inflow (their Fig. 11) . Because of the degree of idealization in the present study, it is difficult to ascertain how important the processes illustrated here may be to downdrafts in observed supercells. Real supercells may be able to generate warm downdrafts in other ways (e.g., through downward dynamic pressure gradient accelerations), but the heating-induced subsidence shown here also produces the desired effect. Regardless of the initial M distribution in an actual supercell, and whether there are additional sources of vorticity (either horizontal or vertical), when M increases with height the processes described in this study should contribute to enhanced vortex intensification when the lower tropospheric lapse rates are quasi-adiabatic. Notably, downward displacements of inflowing high-M parcels are common to many vortex simulations, and such low-level streamlines (as are idealized for the neutral case in Fig. 18 ) can also be seen in other studies (e.g., Leslie 1978, 1979; Trapp and Davies-Jones 1997; Davies-Jones 2006 , 2008 . The present results also attach significance to the amount of heating that can be trapped in the convective column (as opposed to being dispersed via gravity wave propagation). The notion that more warming in the vertical column favors larger pressure falls and a stronger swirling velocity is not new. The classical ''thermodynamic speed limit'' (TSL) for tornadoes was essentially derived from this fundamental concept [e.g., as reviewed by Fiedler and Rotunno (1986) ]. Great effort was expended to assess the viability of the TSL, and it is now known to be an inadequate upper bound for tornado wind speeds, as thoroughly reviewed by Lewellen (1993) . Even so, there is still reason to believe that the maximal vortex winds are proportional to the TSL (Fiedler and Rotunno 1986 ). The TSL is commonly treated in terms of the integrated buoyancy of a storm's pseudoadiabatic updraft (i.e., CAPE; Fiedler and Rotunno 1986), although in reality other nonlinear contributions to column warming can also clearly contribute to the surface pressure deficit [e.g., subsidence, as in Walko (1988) ]. The results of the present simulations suggest that the integrated column buoyancy (and resultant surface pressure falls) can vary widely for a given amount of latent heat release. In particular, neutral lapse rates constrain the environmental response to the latent heating, such that in adiabatic layers a much greater amount of net heating is retained in the local column. The present ''fixed heating'' treatment was intended to isolate the role of environmental lapse rates while controlling for the differences in CAPE that accompany different lapse rates in the real world. As outlined in section 2, however, individual updraft parcels' u9 and w values vary among environments even though the convective heating rate is constant. To simply depict these variations, a set of vorticity-free (i.e., heating only) runs is summarized in Fig. 19 . In each simulation, an initial pulse of updraft develops and intensifies in response to the artificial heating (Fig. 19a) . After roughly 4-6 min of heating, the updraft peaks in intensity and begins to weaken. The initial updraft intensification can be considered a direct consequence of the imposed heating, whereas the subsequent decline of w toward an asymptotic value represents the impacts of environmental response to the heating. In other words, the eventual vertical velocities in the simulations are a strong function of the rate at which gravity waves disperse the local heating out to the far field. For this reason, we examine the vertical profiles of w after 5 min (Fig. 19b) , when the impact of the lapse rate upon u9 (and thus w) is most apparent and significant gravity wave dispersion of heating has not yet occurred.
A comparison among ADIA, A3KM, and BASE is quite intriguing. First, despite a much stronger updraft, ADIA does not dramatically exceed A3KM in terms of surface vorticity production (and in the CTL and ELE cases, trails it). And, second, despite the fact that A3KM and BASE have comparable profiles of w, A3KM generates much greater surface vorticity than does BASE. Although it is true that A3KM has larger ›w/›z than BASE, its value pales in comparison to ›w/›z in the ADIA case. Along similar lines, ALID_CTL produces a strong vortex (Fig. 6) with one of the weaker updrafts (Fig. 19) , whereas B1KM_CTL produces a much weaker vortex ( Fig. 6) with one of the strongest updrafts (underlying ADIA in Fig. 19) . These results highlight a limitation to the explanatory power of CAPE (or updraft intensity) for the role of lapse rates in vortex genesis; some other process is clearly also at work, and that process is the downward advection of high M, as described in section 3. In short, even though the fixed heating rate in this study does not perfectly remove the differences in updraft parcel buoyancy among the different runs, we find run-to-run sensitivities that support the notion that vortex intensity is not solely linked to updraft enhancement in environments with adiabatic lapse rates.
As described in section 3a, there are a number of features in the present simulations that resemble vortex FIG. 18 . Schematic cross sections depicting the primary near-storm responses to heating under stable vs neutral lapse rates. The shading corresponds to the updraft temperature perturbations, idealized contours of environmental vertical velocity are suggested (U: upward; D: downward), the sense of the resulting transverse circulation is shown via streamlines, and the sense of the initial state's gradient in angular momentum is indicated by the idealized vector.
FEBRUARY 2012 P A R K E R genesis via corner flow collapse (CFC; Lewellen and Lewellen 2007a,b) . Whereas Lewellen and Lewellen (2007a,b) primarily instigated their CFC events by halting the inflow of low-M fluid through their lateral boundaries, in the present simulations the only process available for interrupting the near-surface low-M inflow is localized subsidence that forms in response to the convective heating. Notably, Lewellen and Lewellen (2007a, p. 2188 ) speculated that one primary role of a supercell downdraft could be to ''impede the low-swirl [(low M)] inflow beneath the elevated mesocyclone, triggering the corner flow collapse process,'' wherein ''. . .the high swirl [(high M) fluid from] above ultimately provides the necessary circulation.'' The CFC conceptual model is attractive because it casts the rate of surface vortex intensification largely in terms of the rate at which the initial low-M fluid is exhausted from the low levels via the updraft. However, in the CTL runs the ranking of peak vortex intensities (i.e., Fig. 6 ) is perfectly correlated with the ranking of maximal M that is brought down to the surface, and not with the simulated updraft intensities (i.e., the discussion of Fig. 19 above). In the terms of CFC, this might mean that the magnitude of the heating-induced subsidence has a dual role, providing the downward M transports and simultaneously controlling the rate at which the low-level low-M inflow is impeded. As a final remark, surface vortex intensification in the 2D component of this study is barotropic (and in the 3D simulations it is almost entirely so). While it is true that the present simulations include baroclinic vorticity generation due to the horizontal gradient in heating, the resulting horizontal vorticity is crosswise, which means that it cannot be tilted into the vertical by the radial gradient in w. Although a barotropic mechanism for surface vortex genesis has certainly been contemplated before (e.g., Walko 1993; Markowski et al. 2003; Davies-Jones 2006 , 2008 , the idea of a precipitationfree mechanism for the ''stage 2'' downdraft is perhaps novel. The fact that low precipitation (LP) supercells do produce strong low-level circulations (and, on rarer occasions, tornadoes; e.g., Davies-Jones et al. 1976; Burgess and Davies-Jones 1979; Bluestein and Parks 1983) makes such a mechanism attractive. A next logical avenue for study would be to compare the present results to the circulation in full-physics simulations of supercells in order to determine whether there are circuits that descend and contract without appreciable baroclinic generation along the circuit (as in the present cases). Eventually, field measurements from near-storm soundings and high-resolution Doppler radars could also be analyzed with an eye toward the present concepts.
Even if the details in a supercell are somewhat different from those depicted in the present idealized conditions, it stands to reason that the primary process discussed here should help to increase low-level vorticity anytime the angular momentum increases with height and lower tropospheric adiabatic layers are present. The storm-edge subsidence in such environments will contribute, even if there are also other storm processes that drive sinking motion and/or generate vorticity (either horizontal or vertical). Future work will consider the comparative magnitudes of such processes.
Conclusions
Simulations show that the response of the near-storm flow field to fixed heating is a function of the environmental lapse rates. This response has impacts on the subsequent evolution of an idealized storm's rotation. The following fundamental aspects of the heatinginduced circulations emerged in this study.
d In these simulations where the initial angular momentum M increases with height, downward displacements of higher-M parcels from aloft provide the potential to intensify a low-level vortex.
d In these simulations, under neutral stratification the heating-induced subsidence is anchored near the storm edge (instead of propagating away in the form of gravity waves), and it is substantially stronger than in a stably stratified layer.
d The stability in the very lowest levels is also important because it determines the resistance to downward displacements of high-M air from aloft.
d With mostly adiabatic lapse rates in the lower troposphere, the enhanced heating-induced subsidence brings high-M air to the surface and instigates surface vortex development in conditions with no preexisting surface vertical vorticity z.
When substantial z begins at the surface (the SFC runs), vortex intensification occurs in all of the tested lapse rates but is most intense in runs with adiabatic lapse rates. When the lower tropospheric lapse rate is stable, surface vortex intensification only occurs when there is appreciable preexisting z at the ground (the SFC runs). When the initial profile of z goes to zero well above the ground (the ELE runs), a surface vortex develops only in the runs with adiabatic lapse rates. Because descent occurs without evaporation in this study, the high-M air arrives at the surface without undergoing cooling; such a condition could favor tornadogenesis in real supercells (e.g., Markowski et al. 2002) . In 3D, the downward advection of high-M air is localized in azimuth (much as in real supercells), even though the experiments exclude precipitation (such as might form a ''rear flank downdraft''). The results of this highly idealized study underscore the direct impacts of lapse rates on the circulation that results from convective heating in a rotating storm. Subsequent work should be directed toward assessing the relative magnitudes of these mechanisms in comparison to other processes that are also thought to produce large vertical vorticity at the surface in real supercells. version of this manuscript. Comments from three reviewers, especially a very thoughtful review by D. Lewellen, significantly improved the final product.
APPENDIX
Supplemental Experiments
To assess the robustness of the present results, a number of additional simulations were undertaken. Except as otherwise described, these simulations used the same configurations as the CTL runs described in section 2.
a. Initial transverse circulation
The approach of this study is somewhat linear in that no initial transverse circulation is specified. In nature, in order for stage-1 midlevel mesocyclone formation to occur (as has been preset in the initial conditions here), an updraft would need to be present. To assess whether the present results would be influenced by such a feature, the CTL simulations were rerun with an initial transverse circulation that was tangent to the initial M contours [essentially, the initial Beltrami flow condition employed by Davies-Jones (2008) ]. In terms of the surface vortices' z sfc and y sfc values, A3KM had similar magnitudes but intensified more rapidly, while ADIA developed much more slowly than A3KM but ultimately peaked at a slightly stronger intensity by t 5 35 min. The other runs were similar to their original counterparts, although B1KM was very delayed in its development. However, the surface pressure field in these runs became erratic in time (apparently because of the misfit between the specified initial w field and the subsequently applied convective heating), such that they were deemed to be unsuitable for the core analyses in this study.
In nature, there could also be nonlinear feedbacks associated with latent heating in the updraft that is responsible for the stage-1 midlevel mesocyclone formation. This avenue was not pursued in the present study because the environmental response to such stage-1 heating would also vary among lapse rates, ultimately moving the simulations out of the present realm of highly controlled experiments. Future studies should try to include such complexities, assuming there are clean ways to add them.
b. Model diffusion
As discussed by Bryan and Rotunno (2009) , axisymmetric simulations can be seriously influenced by the amount of parameterized turbulent diffusion, which is needed to represent the effects of not only subgrid-scale motions, but also unresolved nonaxisymmetric motions. Bryan and Rotunno (2009) explored sensitivities to the horizontal and vertical diffusion length scales l h and l y , respectively, and noted that 1) there are no theoretical principles that govern how these values should be chosen and 2) the optimal values are not necessarily related to the grid spacing used in the model.
The 2D runs in this study used l h 5 375 m and l y 5 50 m, which are toward the low end of the values tested by Bryan and Rotunno (2009) and which were visually deemed to provide reasonable flow fields without excessive smoothing. One reviewer wondered if this was still too much diffusion, and so the CTL simulations were rerun twice, first with the two lengths scales halved (l h 5 187.5 m, l y 5 25 m) and then with the diffusion scheme turned off entirely (i.e., l h 5 l y 5 0 m). With the diffusion settings halved, the general behaviors were quite similar to the original runs, with the rankings of the runs unchanged but with magnitudes of surface vorticity that were roughly 50%-100% higher. When no diffusion was used, the rankings of the runs were unchanged but the flow evolution became erratic, and an extremely strong transient vortex (of tornadic strength; e.g., z sfc . 0.9 s 21 and y sfc ' 100 m s 21 ) occurred in one of the runs (A3KM). In the 3D runs, a small amount of sixthorder diffusion was also used, although sensitivity to the amount of diffusion was not assessed in 3D because of computational expense. As shown by Table 1 , the overall magnitudes of the vortices produced in 3D are in range of those produced in the 2D simulations, suggesting that the amount of diffusion is at least consistent with that used in the axisymmetric framework.
Ultimately, the ''right'' amount of diffusion may be somewhat subjective; the surface circulations produced in the primary configuration here appear to have reasonable mesocyclonic magnitudes for the surface vertical vorticity and tangential winds. As vortices become increasingly intense (i.e., of tornadic strength) and strong radial gradients of M prevail, the centrifugal stability is strong and turbulent length scales may become surprisingly small (D. Lewellen 2011, personal communication) . Such cases, which presumably require an adjustment to the diffusion scheme, are beyond the scope of the present study but of interest for future work.
c. No heating
To be certain that the observed vortex evolution is indeed a response to the imposed heating, the CTL simulations were also rerun without any artificial heating. In these tests, the initial vortex simply decays slowly as a result of the model's diffusion. Shapiro and Markowski (1999) provided a linear theory for some special cases in which an elevated vortex may instigate strong local subsidence at the vortex's edge without need of any additional heating or cooling. The initial Rankine vortex in the present case probably does not satisfy the Shapiro and Markowski (1999) criteria for such a process (a broad vortex with sharp radial decay), and in any case the model appears to be too diffusive for it to occur anyhow. In short, the storm-edge subsidence in the present simulations can be confidently attributed to the environment's response to the imposed heating.
