A large body of evidence links ambient fine particulates (PM 2.5 ) to chronic disease. Efforts continue to be made to improve large scale estimation of this pollutant for within-urban environments and sparsely monitored areas. Still questions remain about modeling choices. The purpose of this study was to evaluate the performance of spatial only models in predicting national monthly exposure estimates of fine particulate matter at different time aggregations during the time period 2000-2009 for the contiguous United States. Additional goals were to evaluate the difference in prediction between federal reference monitors and non-reference monitors, assess regional differences, and compare with traditional methods. Using spatial generalized additive models (GAM), national models for fine particulate matter were developed, incorporating geographical information systems (GIS)-derived covariates and meteorological variables. Results were compared to nearest monitor and inverse distance weighting at different time aggregations and a comparison was made between the Federal Reference Method and all monitors. Cross-validation was used for model evaluation. Using all monitors, the cross-validated R 2 was 0.76, 0.81, and 0.82 for monthly, 1 year, and 5-year aggregations, respectively. A small decrease in performance was observed when selecting Federal Reference monitors only (R 2 = 0.73, 0.78, and 0.80 respectively). For Inverse distance weighting (IDW), there was a significantly larger decrease in R 2 (0.68, 0.71, and 0.73, respectively). The spatial GAM showed the weakest performance for the northwest region. In conclusion, National exposure estimates of fine particulates at different time aggregations can be significantly improved over traditional methods by using spatial GAMs that are relatively easy to produce. Furthermore, these models are comparable in performance to other national prediction models.
Introduction
Evidence has been accumulating from long-term and short-term studies linking ambient air pollution to health outcomes. Fine particulate matter has demonstrated fairly consistent links to cardiovascular and respiratory health [1] - [9] . As a consequence, effort continues to be made to improve large-scale estimation of air pollutants for intra-urban environments and sparsely monitored areas using different methods. Generalized additive models (GAM), which capture spatiotemporal trends, have been used to predict monthly PM 10 , PM 2.5 , and coarse fraction PM, across the north-eastern US [10] - [12] , and nationally [13] . Using Bayesian maximum entropy (BME) one study estimated average PM 2.5 for the year 2003 [14] , and another study used BME in a hybrid approach to estimate national monthly PM 2.5 [15] . A geographically weighted regression was used to estimate PM 2.5 in the southeastern US for the year 2003 [16] . In western Europe, land-use regression (LUR) models were developed to predict PM 10 and NO 2 that included satellite data for the years 2005-2007 [17] .
Our goal in this study was to evaluate how spatial GAMs perform and to create national monthly predictions of PM 2.5 in order to evaluate the effect of aggregating on the monthly, 1-year, and 5-year time metrics for the years 2000 to 2009, to assess different exposure windows. It is also of interest to compare the effect of using a non-reference method (NRM) in contrast to the Federal Reference Method (FRM) alone [18] . Finally, nearest monitor and inverse distance weighted (IDW) methods were used to contrast suggested approaches. The results of these analyses are useful for national epidemiologic investigations of long-term exposure to air pollution that require a moving exposure window with different exposure intervals such as is the case for cardiovascular disease [7] .
Methods
Spatial monthly generalized additive models (GAM) were developed to predict PM 2.5 for the contiguous US for the period 2000-2009. These models are a sum of smooth functions of predictor variables that allow for flexible non-linear relationships with the outcome variable [19] . In this research the outcome variable is PM 2.5 monitoring data from the US Environmental Protection Agency's (EPA) national ambient air quality monitoring network. Meteorological and GIS-derived variables were used as potential predictors. The resulting models makes it possible to predict ambient PM 2.5 levels at any specified spatial resolution used to represent subject locations, such as street-level residential addresses.
PM2.5 Monitoring Data
Daily and hourly PM 2.5 data were downloaded from the US EPA's Air Quality System (AQS) online database for the period 2000-2009 [18] . Parameter code 88101 was used for the FRM. The NRM used parameter code 88502 which is comparable to FRM with less than 10% bias [20] . The NRM included the Interagency Monitoring of Protected Visual Environments (IMPROVE) network which monitors national parks and captures PM 2.5 data in rural settings [21] . There were three inclusion criteria applied to the air pollution data. First, for hourly PM 2.5 data, at least 75% of the hourly values during a day must be available to consider them valid for aggregation to daily amounts. Second, only months could be included where observed counts of valid daily values per month, divided by expected counts of daily values per month, were at least 75%. Last, there must be at least three valid observations in a given month for that monthly average to be included. A square root transformation was applied to the PM 2.5 data and these were back transformed once predictions were made. Performance evaluation was done on back transformed data.
Potential Predictors
Candidate predictors were either GIS derived or meteorological. The following variables were GIS derived: Land use maps from the Multi-Resolution Land Characteristics Consortium allowed calculations of the proportion of imperviousness (2006 data) and tree canopy (2001 data) within 1 km, 2 km, 4 km, and 8 km buffers [22] . The proportion of land use (2006 data) was also calculated for high, medium, and low intensities, and cultivated crops within 1 km, 2 km, and 4 km buffers. US census databases for the year 2000 were used to determine block group population density within 1 km, 2 km, 4 km, and 8 km buffers (Environmental Sciences Research Institute-(ESRI), Redlands, CA). Elevation was extracted from the US Geological Survey (USGS) National Elevation Dataset [23] . US EPA National Emissions Inventory was used for pointsource emissions of PM 2.5 within 1 km, 2 km, 4 km, 8 km, and 12 km buffers (2005 data) [24] . Distance to nearest road by 4 road classes was measured using ESRI's Street Map database (2011 data). Indicator variables were created for the South Coast and San Joaquin Valley air basins in California because of the unique characteristics of the regions and the high number of extreme values [25] . All of the above GIS determined variables were created in Arc Map 10.0 (ESRI), and except for elevation, all of the continuous GIS variables were log transformed.
National meteorological data including average temperature, maximum temperature, dew point temperature, relative humidity, barometric pressure, air stagnation, and wind speed, were downloaded from the National Climate Data Center for the study time period [26] .
Subgroups
Six US regions were defined in this research to evaluate model performance in geographic subgroups (see Figure 1 
Generalized Additive Models
Separate spatial only models were created for each of the 120 months during the 10 [19] . When modeling GAMs, the maximum degree of flexibility of the spline functions can be set by the user by choosing the basis dimension. For the spatial coordinates function the basis dimension was set at 300, and for time invariant and time varying predictors the basis dimension was set at 10. These models were compared to the traditional methods IDW and the nearest monitor approach.
Model Building
The data were divided into 10 random sets. Cross-validation was used to select covariates and assess model predictive ability within data sets 1 -9 by taking each out in turn and predicting to the held out set. /var (obs) [27] .
The first step in model building was to force spatial coordinates of monitoring location into the model (assumed a-priori to be the most important predictor of PM 2.5 ). The second step added additional covariates that gave the highest cross-validated R 2 and lowest RMSPE in datasets 1 -9. In the last step covariates were retained only if they 
Results

Descriptive Statistics
During the study period all of the monitors (including non-reference) located on the east coast had on average the highest levels of . It is however more instructive to look at the Table 2 ). The non-reference monitoring locations tend to be in rural areas and the largest number of these (n = 133), were found in the northwest which may help explain the lowest average levels observed for this area (Table 2) .
Temporal trends for combined monitors and FRM show a steady decline in average PM 2.5 and the 95 th percentile over the study period (see Figure 2) . Non-reference monitors show an increase through 2007 followed by a decline. Seasonally, it appears that PM 2.5 has highs in the summer months and in the winter months, with July and August having the highest peaks followed by January. April has the lowest valley with a dramatic drop for the 95 th percentile (see Figure 3) . The number of active monitors was not very different for the different seasons (Table 1) .
Prediction
The Table 3 ). The first category None (for no aggregation) is a single R 2 for all the data of observed and predicted values during the 10 year period (see Table 3 ). Although a convenient number to report, this number does not accurately represent the way the data are used in health effects models, hence the presentation of other time aggregations. The MSE-R Table 4 , results are shown for the 10 th hold out set. When compared to Table 3, there is little evidence that there was over-fitting due to model selection in datasets 1 -9.
When graphically comparing observed versus predicted values for all monitors in datasets 1 -9, the model is a good fit except for a small number of extreme observations that under predicted (see Figure 4 ). Eight observations had observed values over 55 μg/m 3 which should be considered exceptional events (e.g. fires) since each one of these moni- ) at other times during the study period.
In Figure 5 , a map of the US is shown of surface predictions for PM 2.5 for the year 2005. The impact of population density is readily seen with the increases in PM 2.5 in the population centers of the US. The effect of elevation is also easily seen in the mountainous regions of the nation.
Subgroup Analysis
The northwest had much poorer model performance judged by a monthly R 2 = 0.37 and a 1 year R 2 = 0.46 (Table 5 ). The regression slopes were also lower than 1.0. Furthermore, without use of the non-reference monitors, the performance was noticeably (Table 6 ).
Discussion
We created spatial GAMs that are simple and effective in modeling PM 2.5 They created a spatiotemporal model by combining LUR models as a first stage and
Bayesian maximum entropy interpolation of the LUR residuals as a second stage [15] . 0.77 for monthly estimations during a three-year period [12] and when extended to the contiguous US and for a longer time period (through 2007) had the same R 2 value while including non-reference methods as well [13] .
The current research compares well to previous research by others. Although covering the contiguous US like the previously mentioned papers, there are some unique characteristics of this analysis. First, we showed the effects of time aggregation and the amount of improvement that is gained by longer time aggregations. This is useful when considering different time windows for long-term exposure for health effects like cardiovascular disease [7] . Second, we attempted to quantify the difference between using all available monitors, versus using the Federal Reference Method only. Because of the scarcity of monitors in particular areas like the northwest, using good quality, non-reference method monitors may be an appropriate approach for these areas. It is not clear what the impact is on the exposure estimates and ultimately to the health effects models by introducing methods that potentially have more measurement error. Third, an analysis by region is helpful to understand where there are regional weaknesses in model performance. Knowing the number of monitors in a region doesn't necessarily help with this prediction. The north central region had a similar number of monitors as the northwest and even though the network covered a larger geographic area, predictions were much better. This result suggests that special attention should be given to the northwest to find ways to improve the relatively poor results. Last, while comparing well with other methodologies, spatial GAMs are relatively simple models that are easier to set up than spatiotemporal models that have two stages. These results, although not perfectly comparable to other research (somewhat overlapping time periods), would seem to suggest that almost all of the predictive performance comes from spatial considerations alone.
Three predictors were retained for the final model: spatial coordinates, population density with 4-km buffer, and elevation. It should be noted that the results were not substantially different from a 1-km buffer or imperviousness with a 4-km buffer. It is possible that using a 1-km buffer is useful when evaluating inter-urban spatial heterogeneity.
Further analysis should look for ways to improve the modeling of fine particulates in the northwest. Possibly different predictors are important for this region. It would seem that using non-reference monitors for this region is particularly important. Another possible way to improve these models is using daily predictions. Last, using spatial GAMs may be a good input for a second stage using spatiotemporal residuals for time trend effects.
Conclusion
There are a number of appropriate methods that can be used to predict national PM 2.5 .
The method advocated in this paper (i.e. spatial GAM) is useful in that while it had strong model performance, similar to other recently described methods, its implementation is relatively simple. We feel that spatial GAMs have an important contribution to the discussion of and research for the modeling of PM 2.5 across large-scale areas for chronic exposure.
