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Abstract
Modeling matrix-valued time series is an interesting and important research topic. In
this paper, we extend the method of Chang et al. (2017) to matrix-valued time series. For
any given p× q matrix-valued time series, we look for linear transformations to segment
the matrix into many small sub-matrices for which each of them are uncorrelated with the
others both contemporaneously and serially, thus they can be analyzed separately, which
will greatly reduce the number of parameters to be estimated in terms of modeling. To
overcome the identification issue, we propose a two-step and more structured procedure
to segment the rows and columns separately. When max(p, q) is large in relation to
the sample size n, we assume the transformation matrices are sparse and use threshold
estimators for the (auto)covariance matrices. We also propose a block-wisely thresholding
method to separate the columns (or rows) of the transformed matrix-valued data. The
asymptotic properties are established for both fixed and diverging max(p, q). Unlike
principal component analysis (PCA) for independent data, we cannot guarantee that the
required linear transformation exists. When it does not, the proposed method provides
an approximate segmentation, which may be useful for forecasting. The proposed method
is illustrated with both simulated and real data examples. We also propose a sequential
transformation algorithm to segment higher-order tensor-valued time series.
Keywords: High-dimensional time series, Dimension reduction, α-mixing, Weakly stationary,
Maximum cross correlation, Thresholding, Tensor.
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1 Introduction
In the era of big data, the volume, scale and structure of these contemporary data pose
fundamentally new and exciting statistical challenges that cannot be tackled with traditional
methods. Modern scientific studies often gather data under combinations of multiple factors.
For example, neuroimaging experiments record brain activity at multiple spatial locations, at
multiple time points, and under a variety of experimental stimuli. Studies of social networks
record social links of a variety of types from multiple initiators of social activity to multiple
receivers of the activity. Data such as these are naturally represented not as lists or tables of
numbers, but as multi-indexed arrays, or tensors. As many types of such data are collected
over time, it is natural to view them as tensor-valued time series. The matrix-valued time
series is a sequence of second-order random tensors. For example, financial and economic
studies often collect data from different countries with a number of economic indicators
(e.g. GDP growth, unemplyment rate, etc.) every quarter. Therefore, it is important and
interesting to develop appropriate statistical methods to analyze such type of data. The most
common approach to modeling such data is to stack the matrix into a large vector and then
apply the standard multivariate methods. However, such approach will ignore the matrix
structure of the data, it can lead to inefficient use of data, and important patterns in the
data being overlooked. For example, Werner et al. (2008) pointed out that after vectorizing
the matrices the resulting vectors have a Kronecker structure. Ignoring this structure then
means that a much larger number of parameters need to be estimated. Therefore, it is urgent
to find an effective way to reduce the number of parameters especially when the dimension
is large.
When modeling vector time series, the available methods to reduce the number of param-
eters are in two categories: regularization and dimension reduction. The former imposes some
conditions on the structure of a vector autoregressive and moving average (VARMA) model,
and the later assumes there is a lower dimensional representation for the high-dimensional
vector process. For the regularization method, some special structures are often imposed
on the VARMA model. For example, Chapter 4 of Tsay (2014) discussed different canon-
ical structures, see also the references therein. Davis et al. (2012) studied the VAR model
with sparse coefficient matrices based on partial spectral coherence. The Lasso regularization
has also been applied to VAR models, see Shojaie and Michailidis (2010), Song and Bickel
(2011), among others. Guo et al. (2016) considered banded autoregressive models for vector
time series, and estimated the coefficient matrices by a componentwise least squares method.
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For the dimension reduction method, popular ones include the canonical correlation analy-
sis (CCA) of Box and Tiao (1977), the principle component analysis (PCA) of Stock and
Watson (2002), the scalar component analysis of Tiao and Tsay (1989) and Huang and Tsay
(2014). The factor model approach can be found in Bai and Ng (2002), Stock and Watson
(2005), Pan and Yao (2008), Lam et al. (2011), Lam and Yao (2012) and Chang et al. (2015),
among others. However, none of the methods mentioned above can be directly used to model
matrix-valued time series if we do not vectorize it.
When the data are independent and identically distributed (i.i.d.), Xue and Yin (2014)
introduced dimension folding sufficient reduction for conditional mean functioins, Li et al.
(2016) proposed a dimension folding method for data with matrix-valued predictors, Huang
and Wang (2012), Zhou et al. (2013) and Zhou and Li (2014) extended the generalized linear
models to matrix- and tensor-valued predictors for analyzing image data. Ding and Cook
(2017) studied the matrix variate regression with matrix-valued response. An incomplete
list of publications also include Gupta and Nagar (2000), Leng and Tang (2012), Yin and
Li (2012), Zhao and Leng (2014) and Zhou (2014). With temporal dependence, the matrix-
valued time series has not been well studied in the literature, Walden and Serroukh (2002)
handled this kind of data in signal and image processing, Wang et al (2017) proposed a
factor model for matrix-valued time series which maintains and utilize the matrix structure
to achieve the dimension reduction.
In this paper, we extend the PCA approach of Chang et al. (2017) to matrix-valued time
series without stacking the matrix into a vector and the structure can be preserved. Our goal
is as follows: let Yt = (y
t
ij) be a p × q matrix valued time series, i.e. there are pq recorded
values at each time, for example, p individuals and over q indices or variables. We assume
Yt can be represented as
Yt = BWtA
T, (1.1)
where B ∈ Rp×p, A ∈ Rq×q and Wt is a latent p × q matrix in which the rows are divided
into p1(≤ p) groups and there are no correlations across different groups at all time lags, and
the columns are divided into q1(≤ q) groups and there are no correlations across different
groups at all time lags either. With such a decomposition, we only need to model the small
sub-matrices in W separately and we can achieve substantial dimension reduction. As B,
Wt, and A are all latent ones and the identification is a big issue. For example, even when
Wt is observable, (A,B) can be replaced by (A/c, cB) for any nonzero constant c without
changing the relationship of (1.1).
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Instead of estimating them simultaneously, we propose in this paper a two-step and more
structured approach: first we seek a column transformation, i.e. we transform linearly the
columns of Yt into q new variables, and ideally, those q new variables form q1 uncorrelated
groups with q1 ≤ q. The second step applies the same segmentation method to the p rows
of the obtained ones in the first step and the transformation of the rows will not alter the
uncorrelatedness of the column groups in the first step. In the end, this new matrix can be
divided into several smaller submatrices, and those submatrices are uncorrelated with each
other both contemporaneously and serially. Our method is a building block for modeling
tensor-valued time series and it turns out that all tensor-valued time series can be rearranged
as a matrix time series by matricization, see Kolda and Bader (2009). Therefore, the proposed
method can be applied sequentially to all types of tensor-valued time series without losing the
information of the structures. Unlike principal component analysis (PCA) for independent
data, we cannot guarantee that the required linear transformation exists. When it does
not, the proposed method provides an approximate segmentation, which may be useful for
forecasting. Simulation studies are carried out to assess the performance of our procedure
and the proposed method is further applied to real data examples.
The rest of the paper is organized as follows. We specify the methodology in Section
2. The asymptotic properties are presented in Section 3. A feasible approach to segmenting
tensor-valued time series is given in Section 4. The numerical illustrations with both simulated
and real data sets are reported in Section 5. All technical proofs are relegated into an
Appendix. We always use the following notation, for a p× 1 vector u = (u1, ..., up)T, ||u||2 =
(
∑p
i=1 u
2
i )
1/2 is the Euclidean norm. Ip denotes a p × p identity matrix. For a matrix
H = (hij), |H|∞ = maxi,j |hij |, ‖H‖2 =
√
λmax(HTH) is the operator norm, where λmax(·)
denotes for the largest eigenvalue of a matrix, and ‖H‖F =
√
tr(HHT).
2 Methodology
2.1 Setting and method
Let Yt = (y
t
1, ...,y
t
q) be an observable p × q matrix-valued time series with yti ∈ Rp. We
assume Yt admits a latent segmentation structure:
Yt = XtA
T, (2.1)
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where Xt is an unobservable p × q matrix valued time series in which the q columns can
be classified into q1(> 1) groups and any two groups are contemporaneously and serially
uncorrelated, and A ∈ Rq×q is an unknown constant matrix. Before we proceed further, we
give the definitions of row- and column-covariance matrix between two random matrices.
Definition 1. Let Ut ∈ Rs1×r1 and Vt ∈ Rs2×r2. If r1 = r2 = r, the covariance matrix over
the columns between Ut and Vt is defined as
Covc(Ut,Vt) :=
1
r
E(Ut − EUt)(Vt − EVt)T, (2.2)
and if s1 = s2 = s, the covariance matrix over the rows is defined as
Covr(Ut,Vt) :=
1
s
E(Ut − EUt)T(Vt − EVt) = Covc(UTt ,VTt ). (2.3)
Varc(Ut) and Varr(Ut) can be defined in a similar way. In particular, when r = 1 or s = 1,
(2.2) or (2.3) reduces to the traditional case for two random vectors.
In model (2.1), we assume Yt and Xt are both weakly stationary in the sense that the
means and the autocovariances do not vary with respect to time for any fixed (p, q). The
stationarity of Yt can be inherited from Xt through (2.1), and a sufficient condition for this is
to assume Vec(Xt) and Vec(Yt) are stationary, where Vec(·) is the vectorization of a matrix.
Denote the segmentation of Xt by
Xt = (x
t
1, ...,x
t
q) = (X
(1)
t , ...,X
(q1)
t ) (2.4)
with Covr(X
(i)
t ,X
(j)
s ) = 0 for all t, s and i 6= j. Therefore, all the autocovariances of XTt are
of the same block-diagonal structure with q1 blocks and X
(1)
t , ...,X
(q1)
t can be modelled or
forecasted separately as far as their linear dynamic structure is concerned. See Remark 4 in
Section 4 for details.
Now we spell out how to find the segmentation transformation under (2.1) and (2.4).
Without loss of generality, we assume
Varr(Yt) = Iq and Varr(Xt) = Iq. (2.5)
The first equation in (2.5) is implied by replacing Yt by YtŜ
−1/2
y,0 , where Ŝy,0 is a consistent
estimator of Varr(Yt). The second equation is to conceptually replace Xt by XtŜ
−1/2
x,0 where
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Ŝ
−1/2
x,0 is a consistent estimator for Varr(Xt), and it will not alter the fact that there are no
correlations across different groups. As both A and Xt are unobservable, (2.5) implies that
we can view Ŝ
−1/2
y,0 AŜ
1/2
x,0 as A. As a consequence of (2.5), the transformation matrix A in
(2.1) is orthogonal. Let lj be the number of columns of X
(j)
t with l1 + · · · + lq1 = q. Write
A = (A1, ...,Aq1), where Aj ∈ Rq×lj . It follows from (2.1) and (2.4) that
X
(j)
t = YtAj , j = 1, ..., q1. (2.6)
However, similar to that in Chang et al. (2017), A and Xt are not uniquely identified in
(2.1), even with additional assumption in (2.5). For example, let Hj be any lj× lj orthogonal
matrix, and H = diag(H1, ...,Hq1). Then (A,Xt) in (2.1) can be replaced by (AH,XtH)
while (2.4) still holds. In fact, only M(A1), ...,M(Aq1) are uniquely defined by (2.1), where
M(Aj) denotes the linear space spanned by the columns of Aj . As a result, YtΓj can be
taken as X
(j)
t for any q× lj matrix Γj as long as ΓTj Γj = Ilj andM(Γj) =M(Aj). Thus, to
estimate A = (A1, ...,Aq1), it is sufficient to estimate the linear spaces M(A1), ...,M(Aq1).
To discover the latent segmentation, we introduce some notation first. We denote yti: and
xti:, respectively, the row vectors of Yt and Xt. For any integer k, let Σy(k) = Covr(Yt+k,Yt),
Σx(k) = Covr(Xt+k,Xt), Σy,i,j(k) = Cov(y
t+k
i: ,y
t
j:) and Σx,i,j(k) = Cov(x
t+k
i: ,x
t
j:). By (2.5),
we have Σy(0) = Σx(0) = Iq. For a pre-specified integer k0, define
Wy =
k0∑
k=0
Σy(k)Σy(k)
T = Iq +
k0∑
k=1
Σy(k)Σy(k)
T (2.7)
and
Wx =
k0∑
k=0
Σx(k)Σx(k)
T = Iq +
k0∑
k=1
Σx(k)Σx(k)
T. (2.8)
It follows from (2.1) and (2.4) that both Σx(k) and Wx are block-diagonal, and
Wy = AWxA
T. (2.9)
Remark 1. There are other ways to obtain the relationship (2.9). For example, we may also
define
W(1)y =
1
p2
k0∑
k=0
p∑
i=1
p∑
j=1
Σy,i,j(k)Σy,i,j(k)
T, (2.10)
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and
W(1)x =
1
p2
k0∑
k=0
p∑
i=1
p∑
j=1
Σx,i,j(k)Σx,i,j(k)
T, (2.11)
then (2.9) still holds as
W(1)y = AW
(1)
x A
T. (2.12)
Under some regularity conditions, by Lemma 5, the asymptotic properties can also be estab-
lished with higher estimation errors since there are more covariance matrices to be estimated
in (2.10). For simplicity, we only deal with (2.9) as (2.12) can be analyzed in a similar way.
Note that both Wy and Wx are positive definite matrices, therefore we have the following
decomposition
WxΓx = ΓxD, (2.13)
where Γx is a q × q orthogonal matrix with the columns being the orthonormal eigenvectors
of Wx, and D is a diagonal matrix with the corresponding eigenvalues as the elements on the
main diagonal. By (2.9) and (2.13), WyAΓx = AΓxD and hence the columns of Γy := AΓx
are the orthonormal eigenvectors of Wy. Consequently,
YtΓy = YtAΓx = XtΓx, (2.14)
where the last equality follows from (2.1). Let
Wx = diag(Wx,1, ...,Wx,q1), (2.15)
where Wx,j is an lj × lj positive definite matrix, and the eigenvalues of Wx,j are also the
eigenvalues of Wx. Suppose that Wx,i and Wx,j do not share the same eigenvalues for
any i 6= j. Then if we line up the eigenvalues of Wx (i.e. the eigenvalues of Wx,1, ...,Wx,q1
combining together) in the main diagonal of D according to the order of the blocks in Wx, Γx
must be a block-diagonal orthogonal matrix of the same shape as Wx; see Proposition 1(i).
However the order of the eigenvalues is latent, and any Γx defined by (2.13) is nevertheless
a column-permutation (i.e. a matrix consisting of the same column vectors but arranged
in a different order) of such a block-diagonal orthogonal matrix; see Proposition 1(ii). By
Proposition 1(i), write Γx = diag(Γx,1, ...,Γx,q1), it follows from (2.4) and (2.14) that
YtΓy = XtΓx = (X
(1)
t Γx,1, ...,X
(q1)
t Γx,q1), (2.16)
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hence XtΓx does not alter the fact that there are no correlations between different groups in
Xt and Γy can be regarded as A as long as the eigenvalues of Wx are ordered appropriately.
As they are all latent, YtΓy can be taken as a permutation of Xt, and Γy can be viewed
as a column-permutation of A; see the discussion below (2.6). This leads to the following
three-step estimation for A and Xt:
Step 1. Let Ŝy,0 be a consistent estimator for Varr(Yt). Replace Yt by YtŜ
−1/2
y,0 .
Step 2. Let Ŝ be a consistent estimator for Wy. Calculate a q × q orthogonal matrix Γ̂y
with columns being the orthonormal eigenvectors of Ŝ.
Step 3. The columns of Â = (Â1, ..., Âq1) are a permutation of the columns of Γ̂y such
that X̂t = YtÂ is segmented into q1 uncorrelated sub-matrix series X̂
(j)
t = YtÂj,
j = 1, ..., q1.
In Steps 1 and 2, the estimators Ŝy,0 and Ŝ should be consistent, and will be constructed
under various scenarios in Section 3 below. The permutation in Step 3 can be carried out by
grouping the columns of Ẑt := YtΓ̂y.
We now state a proposition that demonstrate the assertion after (2.15), the proof is similar
to Proposition 1 in Chang et al. (2017) and we therefore omit it.
Proposition 1. (i) The orthogonal matrix Γx in (2.13) can be taken as a block-diagonal
orthogonal matrix with the same block structure as Wx. (ii) An orthogonal matrix Γx sat-
isfied (2.13) if and only if its columns are a permutation of the columns of a block-diagonal
orthogonal matrix described in (i), provided that any two different blocks Wx,i and Wx,j do
not share the same eigenvalues.
From Proposition 1, we can see that the proposed method will not be able to separate
X
(i)
t and X
(j)
t if Wx,i and Wx,j share one or more common eigenvalues. But it does not rule
out the possibility that each block Wx,j may have multiple eigenvalues.
2.2 Permutation
2.2.1 Permutation rule.
According to the discussion in Section 2.1, Â is a permutation of the columns of Γ̂y and
the permutation can be carried out by grouping the columns of Ẑt := YtΓ̂y into q1 groups,
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where q1 and the number of columns lj (1 ≤ j ≤ q1) are unknown. Let Ẑt = (ẑt1, ..., ẑtq),
Zt = YtΓy = (z
t
1, ..., z
t
q), and Γi,j(h) denote the covariance matrix between two series ẑ
t
i and
ẑtj at lag h, i.e. Γi,j(h) = Corr(ẑ
t+h
i , ẑ
t
j). We say that ẑ
t
i and ẑ
t
j are connected if the multiple
null hypothesis
H0 : Γi,j(h) = 0 for any h = 0,±1,±2, ...,±m (2.17)
is rejected, where m ≥ 1 is a prescribed integer. We should mention that the true Γi,j(h)
is not known since ẑti is also one estimator for z
t
i, but it will be asymptotically equivalent
to Corr(zt+hi , z
t
j) as long as Γ̂y is consistent to Γy. Given the structure of Wx, this can
be done under some regularity conditions and therefore we also denote the true Γi,j(h) =
Corr(zt+hi , z
t
j), and the estimator Γ̂i,j(h) = Ĉorr(ẑ
t+h
i , ẑ
t
j) which will be specified in Section
3. See the proofs of Theorems 1-3 in Section 3. The permutation in Step 3 in Section 2.1 can
be performed as follows.
i. Start with the q groups with each group containing one column of Ẑt only.
ii. Combine two groups together if one connected pair are found.
iii. Repeat Step ii above until all connected pairs are within one group.
We introduce below one way to identify the connected pairs of the transformed matrix Ẑt.
2.2.2 Maximum cross correlation method.
Similar to Chang et al. (2017), one natural way to test hypothesis H0 in (2.17) is to use the
maximum cross correlation over all elements of Γi,j(h) and all the lags between −m to m:
L̂n(i, j) = max|h|≤m
|Γ̂i,j(h)|∞, (2.18)
where Γ̂i,j(h) is a sample correlation matrix between ẑ
t
i and ẑ
t
j at lag h when the dimension
p and q are fixed, and it is a block-wisely thresholded sample correlation matrix when p and
q are moderately high, and it will be constructed under different scenarios in Section 3. We
would reject H0 for the pair (ẑ
t
i, ẑ
t
j) if L̂n(i, j) is greater than an appropriate threshold value.
For the q0 = q(q − 1)/2 pairs of Ẑt, we propose a ratio based method to those pairs for
which H0 will be rejected. We re-arrange the q0 pairs obtained L̂n(i, j)’s in descending order:
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L̂1 ≥ · · · ≥ L̂q0 . Define
d̂ = arg max
1≤j<c0q0
L̂j/L̂j+1, (2.19)
where c0 ∈ (0, 1) is a prescribed constant. Similar ideas can be found in Chang et al. (2017)
and Lam and Yao (2012).
To state the asymptotic property of the above approach, similar to Chang et al. (2017),
we use a graph representation. define
E =
{
(i, j) : max
|h|≤m
|Γi,j(h)|∞ > 0
}
(2.20)
Each (i, j) can be viewed as an edge. For the presentation of the theoretical results and to
avoid the case of “0/0”, we modify (2.19) as
d̂ = arg max
1≤j<q0
(L̂j + Cδn)/(L̂j+1 + Cδn), (2.21)
where C > 0 and δn → 0 as n → ∞. We will specify δn in Section 3 below under different
scenarios. To make E in (2.20) be identified, we further assume
min
(i,j)∈E
max
|h|≤m
|Γi,j(h)|∞ ≥ εn
for some εn > 0 and nε
2
n → ∞. The consistency of our permutation method is stated in
Section 3 under different settings of dimensionality.
3 Theoretical properties
In this section, we will show that, under some regularity conditions, there exists a matrix A
that transforms Yt into several smaller submatrices, and the estimator Â = (Â1, ..., Âq1),
is an adequate estimator for A in (2.1) in the sense that M(Âj) is consistent to M(Aj)
for each j = 1, ..., q1. From Section 2, the estimators Ŝy,0 for Varr(Yt) in (2.5), Ŝ for Wy
and Γ̂i,j(h) in (2.18) for Γi,j(h) are important and our goal is to show that Γ̂y is a valid
estimator for A up to a column permutation. Similar to Chang et al. (2017), we establish
the consistency under three different asymptotic modes: (i) the dimensions max(p, q) is fixed,
(ii) max(p, q) = o(nc), and (iii) log{max(p, q)} = o(nc), as the sample size n → ∞, where
c > 0 is a small constant.
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As the choice of A in model (2.1) is not unique, we consider the error in estimating
M(Aj) instead of a particular Aj . To this end, we first extend the discrepancy measure
used by Pan and Yao (2008) to a more general form below. Let Hi be a p× ri matrix with
rank(Hi) = ri, and Pi = Hi(H
′
iHi)
−1H′i, i = 1, 2. Define
D(M(H1),M(H2)) =
√
1− 1
min (r1, r2)
tr(P1P2). (3.1)
Then D ∈ [0, 1]. Furthermore, D(M(H1),M(H2)) = 0 if and only if either M(H1) ⊂
M(H2) orM(H2) ⊂M(H1), and 1 if and only ifM(H1) ⊥M(H2). When r1 = r2 = r and
H′iHi = Ir, D(M(H1),M(H2)) is the same as that in Pan and Yao (2008).
We always assume that the weakly stationary process Vec(Yt) is α-mixing in the sense
that the mixing coefficients αp,q(k)→ 0 as k →∞, where
αp,q(k) = sup
i
sup
A∈Fi−∞,B∈F∞i+k
|P (A ∩B)− P (A)P (B)|, (3.2)
and F ji is the σ-field generated by {Vec(Yt) : i ≤ t ≤ j}. In the sequel, we denote by σ(k)i,j
the (i, j)-th element of Σy(k) and γ
(h)
ij,kl the (k, l)-th element of Σy,i,j(h) . We also define
µi = E(y
t
i) and µ = EYt = (µ1, ...,µq), and let
Σ̂y(k) =
1
np
n−k∑
t=1
(Yt+h − Y¯)T(Yt − Y¯), where Y¯ = 1
n
n∑
t=1
Yt, (3.3)
Σ̂y,i,j(h) =
1
n
n−h∑
t=1
(yt+hi: − y¯i:)T(ytj: − y¯j:), where y¯i: =
1
n
n∑
t=1
yti:, (3.4)
and other sample estimators can be defined in a similar way.
To show the consistency of the maximum cross correlation method, we introduce some
additional notation here. Let
$n = min
1≤i<j≤q1
min
λ∈σ(Wx,i),µ∈σ(Wx,j)
|λ− µ|, (3.5)
where Wx,i is defined in (2.15) and σ(Wx,i) denotes the set containing all the eigenvalues
of Wx,i. The true maximum cross correlations of Zt = YtΓy in the descending order are
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denoted by L1 ≥ · · · ≥ Lq0 . Define
χn = max
1≤j<d−1
Lj/Lj+1,
where d = |E| is the true number of connected pairs in the graph E.
3.1 Asymptotic properties when n→∞ and p, q are fixed
When the dimension is fixed, the sample estimators for Wy and Γi,j(h) are defined as
Ŝ = Iq +
k0∑
k=1
Σ̂y(k)Σ̂y(k)
T and Γ̂i,j(h) = (δ̂
−1
i,k δ̂
−1
j,l δ̂
(h)
ij,kl), (3.6)
respectively, where Σ̂y(k) is defined in (3.3), δ̂
(h)
ij,kl = v̂
T
i Σ̂y,k,l(h)v̂j , δ̂
2
i,k = δ̂
(0)
ii,kk, v̂i is the i-th
column of Γ̂y and Σ̂y,k,l(h) is the sample estimator for Σy,k,l(h) defined in (3.4). In addition,
Ŝy,0 = Σ̂y(0).
We introduce some assumptions first.
Assumption 1. It holds that supt max1≤i≤p,1≤j≤q E|ytij − µij |2γ ≤ K1 for some constants
γ > 2 and K1 > 0.
Assumption 2. The mixing coefficients αp,q(k) defined in (3.2), satisfy the condition that∑∞
k=1 α
1−2/γ
p,q <∞ for some γ defined in Assumption 1.
Theorem 1. (i) Under Assumptions 1 and 2, if χn/εn = op(n
1/2), $n is positive and the
singular values of Σy,i,j(h) are uniformly bounded away from ∞ for all |h| ≤ m. Then for d̂
defined in (2.21), we have P (Ê = E)→ 1.
(ii) Under Assumptions 1 and 2, p and q are fixed and $n is positive. Then
max
1≤j≤q1
D(M(Âj),M(Aj)) = Op(n−1/2),
where Â = (Â1, ..., Âq1) is a permutation of the q orthogonal eigenvectors of Ŝ defined in
(3.6).
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3.2 Asymptotic properties when n→∞ and max(p, q) = o(nc)
In order to deal with large p, we impose a sparsity condition on the transformation matrix
A first. Similar assumptions can be found in Chang et al. (2017).
Assumption 3. For A = (ai,j) in (2.1), we assume that max1≤j≤q
∑q
i=1 |ai,j |ι ≤ s1 and
max1≤j≤q
∑q
j=1 |ai,j |ι ≤ s2, for some constant ι ∈ [0, 1), where s1 and s2 may diverge together
with q.
It is well known that if p and q diverge faster than n1/2, the sample autocoariance matrices
Σ̂y(k) = (σ̂
(k)
i,j ) and Σ̂y,i,j(h) = (γ̂
(h)
ij,kl) are not consistent estimators for Σy(k) and Σy,i,j(h),
respectively. Under the sparsity assumption, here we adopt the thresholded estimator for
large covariance matrix by Bickel and Levina (2008),
Tu(Σ̂y(k)) = {σ̂(k)i,j I(|σ̂(k)i,j | ≥ u)} and Tv(Σ̂y,i,j(h)) = {γ̂(h)ij,klI(|γ̂(h)ij,kl| ≥ v}, (3.7)
where I(·) is the indicator function, u and v are, respectively, the threshold level for Σ̂y(k)
and Σ̂y,i,j(h). By Lemma 3, under the setting of pq = o(n
(β−1)/2), we can show that
max1≤i,j≤q |σ̂(k)i,j − σ(k)i,j | = Op(ϑn) and max1≤i,j≤p,1≤k,l≤q |γ̂(h)ij,kl − γ(h)ij,kl| = Op(θn), where
ϑn = q
2/βn−(β−1)/β and θn = (pq)2/βn−(β−1)/β, (3.8)
and ϑn, θn → 0 as n → ∞. Hence we set the threshold level at u = Mϑn and v = Mθn,
where M > 0 is a constant and β is defined in Lemma 5. By an abuse of notation and (3.7),
we sometimes also write Σ̂y,k,l(h) = (γ̂
(h)
kl,st)1≤s,t≤q, and hence
Ŝ = Iq +
k0∑
k=1
Tu(Σ̂y(k))Tu(Σ̂y(k))
T (3.9)
and
Γ̂i,j(h) = {[v̂Ti Tv(Σ̂y,k,k(h))v̂iv̂Tj Tv(Σ̂y,l,l(h))v̂j ]−1/2v̂Ti Tv(Σ̂y,k,l(h))v̂j)}, (3.10)
where v̂i is the i-th column of Γ̂y and Γ̂i,j(h) is a block-wisely thresholded estimator for
Γi,j with Tv(Σ̂y,k,l(h)) being a thresholded estimator for Σy,i,j(h). In particular, Ŝy,0 =
Tu(Σ̂y(0)).
Assumption 4. The mixing coefficients αp,q(k) given in (3.2) satisfy supp,q αp,q(k) = O{k−a}
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as k →∞ for some constant a > γ/(γ − 2), where γ is given in Assumption 1.
Assumption 5. max1≤k≤k0 |Σx(k)|∞ < ∞ and max1≤k≤k0 max1≤i,j≤p |Σx,i,j(k)|∞ < ∞,
where Σx,i,j(k) = Cov(x
t+k
i: ,x
t
j:).
Assumptions 1 and 4 together ensure the Fuk-Nagaev type inequalities for α-mixing pro-
cesses with power-type rates. Assumption 5 is used to establish Lemma 4. Write
ρj = min
i 6=j
min
λ∈σ(Wx,i),µ∈σ(Wx,j)
|λ− µ|, j = 1, ..., q, (3.11)
δ = s1s2 max
1≤j≤q1
lj , κ = max
1≤k≤k0
‖Σx(k)‖2, νn = max|h|≤m max1≤i,j≤p ‖Σ
(h)
i,j ‖2, (3.12)
d1n = νn$
−1
n [κϑ
1−ι
n δ + ϑ
2(1−ι)
n δ
2] and d2n = θ
1−ι
n δ. (3.13)
Theorem 2. (i). Under Assumptions 1, 3-5, pq = o(n(β−1)/2) and χn/εn = op(δ−1n ) where
δn = d1n +d2n. Then for d̂ defined in (2.21), we have P (Ê = E)→ 1 with the threshold level
v  θn.
(ii). If Assumptions 1, 3-5 hold, pq = o{n(β−1)/2}, and min1≤j≤q1 ρj > 0, then
max
1≤j≤q1
ρjD(M(Âj),M(Aj)) = Op(κϑ1−ιn δ + ϑ2(1−ι)n δ2),
where Â = (Â1, ..., Âq1) is a permutation of the q orthogonal eigenvectors of matrix Ŝ defined
in (3.9) with the threshold u  ϑn given in (3.8).
3.3 Asymptotic properties for n→∞ and log{max(p, q)} = o(nc)
To handle the ultra-high-dimensional case where p and q grow at an exponential rate of n,
we need some stronger assumptions on the tail probabilities of yti and the mixing coefficients
αp,q(k) defined in (3.2).
Assumption 6. For any x > 0 and diagonal matrix Dp = diag(d1, ..., dp) with
∑p
i=1 d
2
i = 1,
supt max1≤j≤q P (‖Dp(ytj − µj)‖2 > x) ≤ K2 exp(−K3xr1), where K2,K3 > 0 and r1 ∈ (0, 2]
are constants.
Assumption 7. For all k ≥ 1, supp,q αp,q(k) ≤ exp(−K4kr2), where K4 > 0 and r2 ∈ (0, 1]
are some constants.
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Assumption 6 requires the tail probabilities of linear combinations of yj decay expo-
nentially fast uniform for p and q. when r1 = 2 and dl = 1 for some 1 ≤ l ≤ p, yl,j is
sub-Gaussian for all 1 ≤ j ≤ q. The restriction of r1 ≤ 2 and r2 ≤ 1 are only for the
convenience of presentation, and Theorem 3 below holds for the ultra high-dimensional cases
with
log(pq) = o(nγ1/(2−γ1)), where γ−11 = 2r
−1
1 + r
−1
2 , (3.14)
see Lemma 7 for details. Write
δ1n = νn$
−1
n [κ(n
−1 log q)(1−ι)/2δ + (n−1 log q)1−ιδ2] and δ2n = (n−1 log pq)(1−ι)/2δ. (3.15)
Theorem 3. (i). Under Assumptions 3 and 5-7, χn/εn = op(δ
−1
n ), where δn = δ1n + δ2n.
Then for d̂ defined in (2.21), we have P (Ê = E)→ 1 the threshold level v  (n−1 log pq)1/2.
(ii). If Assumptions 3 and 5-7 hold, min1≤j≤q1 ρj > 0 and (p, q) satisfy (3.14), then
max
1≤j≤q1
ρjD(M(Âj),M(Aj)) = Op(κ(n−1 log q)(1−ι)/2δ + (n−1 log q)1−ιδ2),
where Â = (Â1, ..., Âq1) is a permutation of the q orthogonal eigenvectors of matrix Ŝ defined
in (3.9) with the threshold level u  (n−1 log q)1/2.
3.4 Choice of the threshold
When the dimension is large, the performance of the proposed method depends critically on
the choices of two tuning parameters: u and v, defined in (3.7). In practice, we adopt the
cross-validation method of Bickel and Levina (2008), who proposed to select the threshold by
minimizing the Frobenius norm of the difference between the estimator after thresholding and
the sample covariance matrix computed from the independent data. For high-dimensional de-
pendent data, our numeric experiments show that the cross-validation based method also has
a reasonably good performance. However, we are unable to provide a theoretical justification
of this method, and pose it as an open problem. We illustrate this method as follows.
For a given data set {Y1, ...,Yn} and each 0 ≤ k ≤ k0, we denote ûk the choice of the
threshold for Σy(k). Let n1 = [n(1 − 1/ log(n))] and n2 = n − n1. For s = 1, ..., N1, we
sample a subset {Ys1,1 , ...,Ys1,n1}, and the rest of the data are denoted as {Ys2,1 , ...Ys2,n2}.
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Let
Σ̂y,s1(k) =
1
n1
n1∑
t=1
(Ys1,t+k − Y¯s1)T(Ys1,t − Y¯s1),
Σ̂y,s2(k) =
1
n2
n2∑
t=1
(Ys2,t+k − Y¯s2)T(Ys2,t − Y¯s2),
where Y¯si is the sample mean of the ni data matrices for i = 1, 2, and the terms with si,t +k
exceeding n are set to be 0. We select the parameters ûk by minimizing
R1,k(u) =
1
N1
N1∑
s=1
‖Tu(Σy,s1(k))−Σy,s2(k)‖2F .
For 0 ≤ |h| ≤ m, the choice of v̂h can be calculated as follows. Note that
Vec(Ĉov(zt+hi , ẑ
t
j)) = Vec{
1
n
n−h∑
t=1
Yt+hv̂iv̂
T
j Y
T
t } =
1
n
n−h∑
t=1
Yt ⊗Yt+hVec(v̂iv̂Tj ).
Thus, we define
Ω̂y,s1(h) =
1
n1
n1∑
t=1
Ys1,t ⊗Ys1,t+h and Ω̂y,s2(h) =
1
n2
n2∑
t=1
Ys2,t ⊗Ys2,t+h,
and select the parameters v̂h by minimizing
R2,h(v) =
1
N1
N1∑
s=1
‖Tv(Ωy,s1(h))−Ωy,s2(h)‖2F .
4 Segmenting tensor-valued time series
Let {Yt}nt=1 be observations of tensor-valued time series. We use the notation in Kolda and
Bader (2009) and assume Yt ∈ Rp1×···×pr . We expect that there exist transformation matrices
C1, ...,Cr where Ci ∈ Rpi×pi for 1 ≤ i ≤ r, such that
Yt = Xt ×1 C1 ×2 · · · ×r Cr, (4.1)
where Xt is also a tensor with the same size as Yt, and can be divided into many sub-tensors
for which any two different tensors have no correlations at all time lags. When r = 2, (4.1)
reduces to the form of (1.1) as Yt = C1XtCT2 and Xt is a matrix containing many uncorrelated
submatrices. As we have seen that it is difficult to estimate C1, ...,Cr and Xt simultaneously
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Algorithm 1 Sequential transformation
Require {Yt}nt=1
1: Repeat
2: For m = 1 : r do
3: Standardize Y(m),Tt as (2.5)
4: Perform the procedure in Section 2 and obtain X(m)t
5: Rearrange the transformed matrix X(m)t as a tensor Xt
6: Let Yt = Xt and m = m+ 1
7: End For
8: Until m = r + 1
and the identifications are not clear. We propose an r-step procedure to estimate them.
Denote Y(m)t the m-mode matricization of Yt, which is obtained by arranging the mode-m
fibers to be the columns of the resulting matrix. Let ℘m = Π
r
i=1,i 6=mpi. Then Y
(m)
t ∈ Rpm×℘m .
For each 1 ≤ m ≤ r, we write
Y(m)t = CmX
(m)
t , (4.2)
where we still use Ci even though they are not identical to those in (4.1). For example, when
r = 2 and hence Yt is a matrix, and Y
(1)
t = Yt and Y
(2)
t = YTt . Then (4.2) reduces to
Yt = C1Xt and Yt = XtCT2 , (4.3)
and both C1 and C2 can be estimated by the method proposed in Section 2. Note that (4.2)
can be written as Y(m),Tt = X
(m),T
t C
T
m. In view of this, when m ≥ 2, Algorithm 1 should be
able to estimate the transformation matrices Ci and Xt sequentially.
After r steps, we obtain a tensor which contains many uncorrelated subtensors, and they
can be modelled separately as far as their linear dynamic structure is concerned.
Remark 2. We have not discussed the way to build a dynamic model for matrix- or tensor-
valued time series in terms of the predictions. For example, once we have divided the original
matrix into several uncorrelated sub-matrices, each of them possesses a lower-dimensional
structure and they can be modelled as a matrix autoregressive model:
W
(i,j)
t = L1W
(i,j)
t−1 R
T
1 + · · ·+ LsW(i,j)t−s RTs + E(i,j)t , (4.4)
where W
(i,j)
t is a sub-matrix of Wt in model (1.1), E
(i,j)
t is a noise matrix, and Lk and Rk
(1 ≤ k ≤ s) are the coefficient matrices. This is beyond the scope of this paper and research
in this direction is on-going.
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5 Numerical results
5.1 Simulation
In this section, we illustrate the finite sample properties of the proposed methodology using
simulated data. We only study the performance of the column transformation in (2.1) since
the row transformation in the second step is essentially the same. As the estimated Â is
an orthogonal matrix for the ‘normalized’ model in which Varr(Yt) = Varr(Xt) = Iq. We
should use Ŝ
−1/2
y,0 AŜ
1/2
x,0 instead of A in computing estimation error (3.1), see the discussion
after (2.5). Let A∗ = {Σy(0)}−1/2A{Σx(0)}1/2 ≡ (A∗1, . . . ,A∗q1), and {Σy(0)}−1/2A =
(H1, . . . ,Hq1). Since {Σx(0)}1/2 is a block-diagonal matrix, it holds that M(Hj) =M(A∗j )
for 1 ≤ j ≤ q1. Therefore, we only need to replace A by Ŝ−1/2y,0 A.
Since the goal is to specify (via estimation) the q1 linear spaces M(Aj), j = 1, . . . , q1,
simultaneously, we first introduce the concept of a ‘correct’ specification. We call Â =
(Â1, . . . , Âq̂1) a correct specification for A if (i) q̂1 = q1, and (ii) rank(Âj) = rank(Aj) for
j = 1, . . . , q1, after re-arranging the order of Â1, . . . , Âq̂1 (we still denote the rearranged
submatrices as Â1, . . . , Âq̂1 for the simplicity in notation). When more than one Aj have the
same rank, we pair each those Aj with the Âj for which
D(M(Aj),M(Âj)) = min
rank(Âi)=rank(Aj)
D(M(Aj),M(Âi)).
Note that a correct specification for A implies a structurally correct segmentation for Xt,
which will be abbreviated as ‘correct segmentation’ hereafter. For a correct segmentation,
we report the estimation error defined as
D¯(Â,A) =
1
q1
q1∑
j=1
D(M(Aj),M(Âj)). (5.1)
In addition to the correct segmentations, we also report the proportions of the near-
complete segmentations with q̂1 = q1 − 1 in all the following examples.
Example 1. We consider the model (2.1) with p = 3 and q = 6. The columns of Xt are
generated as follows:
xti = η
(1)
t+i−1 (i = 1, 2, 3), x
t
i = η
(2)
t+i−4 (i = 4, 5) and x
t
6 = η
(3)
t ,
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Table 1: The proportions of correct and incomplete segmentations in Example 1. p = 3, q = 6
n 100 200 300 400 500 1000 1500
Correct segmentation 0.608 0.668 0.748 0.806 0.864 0.948 0.980
Incorrect segmentation 0.392 0.332 0.252 0.294 0.246 0.052 0.020
Near-Complete segmentation with q̂1 = 2 0.298 0.306 0.250 0.190 0.136 0.052 0.020
where
η
(j)
t = Φ
(j)η
(j)
t−1 + ε
(j)
t −Θ(j)ε(j)t−1, j = 1, 2, 3.
The elements of Φ(j) are drawn independently from U(−3, 3) and then normalized by 0.9×
Φ(j)/‖Φ(j)‖2 so that η(j) is stationary, and the elements of Θ(j) are drawn independently
from U(−1, 1). Meanwhile, the elements of the transformation matrix A are also drawn
independently from U(−3, 3). Thus Xt consists of three independent submatrices with, re-
spectively, 3, 2 and 1 columns. In the experiments, we choose c0 = 0.75 in (2.19) and k0 = 2
in (2.7), and the other k0’s give similar results. The sample sizes (n) are 100, 200, 300, 400,
500, 1000 and 1500, and the number of replications is 500 for each case. The proportions
of the correct, incorrect and near-complete segmentations are reported in Table 1. From
Table 1, we can see that the proposed method improves as the sample size increases. With
a dimension of pq = 18, we can see that the performance is reasonably well even for a small
sample size and the sum of the proportions of the complete and the near complete ones more
than 90% for a small sample size n = 100, from which we can see that we have achieved
sufficient dimension reduction. We next study the estimation errors (5.1), and the box plots
of the errors in the complete segmentations are shown in Figure 1. From Figure 1, we can
see that the proposed method improves as the sample size increases.
As a concrete example, we report the correlogram of Yt for one replication. We choose
m = 10 and for 0 ≤ k ≤ m in Figure 2, the correlation between yti and ytj are computed by
Ĉorr(yt+ki ,y
t
j) = |diag{Σ̂y,i,i(0)}−1/2Σ̂y,i,j(k)diag{Σ̂y,j,j(0)}−1/2|∞.
From Figure 2, we can see that each of the columns of Yt are highly correlated with the
others. We then apply our method to Yt and Figure 3 depicts the cross correlogram of the
transformed matrix Zt = YtΓ̂y, and the scales of the y-axes are not the same. We can see
from Figure 3 that the columns of Zt can be divided into 3 groups: {1, 3, 6}, {2, 4} and {5}.
Example 2. In this example, we slightly increase the dimension as p = q = 6, and
the data generating processes are the same as those in Example 1. We observe that the
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Figure 1: The boxplots of estimation errors D¯(Â,A) in example 1.
Table 2: The proportions of correct and incomplete segmentations in Example 2. p = 6, q = 6.
n 100 200 300 400 500 1000 1500
Correct segmentation 0.504 0.620 0.648 0.670 0.732 0.766 0.780
Incorrect segmentation 0.496 0.380 0.352 0.330 0.268 0.234 0.220
Near-Complete segmentation with q̂1 = 2 0.354 0.320 0.312 0.308 0.264 0.230 0.210
performance of the proposed method is not as good as that in Example 1 when the dimension
is higher with pq = 36. Nevertheless, similar conclusions can also be obtained from Table 2
such as the proportion of the complete segmentation increases as the sample size becomes
larger, and the sum of the proportions of the complete and the near complete ones is more
than 90% even for a small sample size. The box plots of the estimation errors are similar to
that in Example 1 and hence we do not report it here. From this example, we can see that
when the dimension is higher, the proposed method without thresholding may not work well,
and we will illustrate this point in the next example.
Example 3. We consider model (2.1) with p = q = 10 and the dimension is pq = 100.
The columns of Xt are generated as follows:
xti = η
(1)
t+i−1 (i = 1, 2, 3, 4), x
t
i = η
(2)
t+i−5 (i = 5, 6, 7), x
t
i = η
(3)
t+i−8 (i = 8, 9) and x
t
10 = η
(4)
t ,
where
η
(j)
t = Φ
(j)η
(j)
t−1 + ε
(j)
t −Θ(j)ε(j)t−1, j = 1, 2, 3, 4,
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Figure 2: Cross correlogram of the yti in Example 1, n = 1500.
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Figure 3: Cross correlogram of the transposed series ẑti = Ytv̂i in Example 1, n = 1500. The
components of Ẑt can be segmented into 3 groups: {1, 3, 6}, {2, 4} and {5}.
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Table 3: The proportions of correct and incomplete segmentations in Example 3 without
thresholding. p = 10, q = 10.
n 100 200 300 400 500 1000 1500
Correct segmentation 0.148 0.184 0.186 0.170 0.216 0.174 0.164
Incorrect segmentation 0.852 0.816 0.814 0.830 0.784 0.826 0.836
Near-Complete segmentation with q̂1 = 3 0.216 0.310 0.388 0.470 0.462 0.674 0.744
and Φ(j) and Θ(j) are generated in the same way as Example 1. To fulfill the assumption 3,
let
Bi =
 cos(θipi) sin(θipi)
− sin(θipi) cos(θipi)
 , A = diag(B1,B2,B3,B4,B5),
where θ1 = pi/5, θ2 = pi/6, θ3 = pi/7, θ4 = pi/8, θ5 = pi/9. Thus, A is a sparse orthogonal
transformation matrix. Since the covariance of Xt and Yt are all block-diagonal by the data
generating process, hence Ŝ
−1/2
y,0 AS
1/2
x,0 is also block-diagonal and hence satisfies Assumption
3. If we apply our methodology to this model without thresholding the covariance matrices,
the results are reported in Table 3. From Table 3, we can see that the proportions of the
complete segmentations are pretty low for all the sample sizes and it does not necessarily
improve as the sample size increases. Now we adopt the thresholding technique as discussed
in Section 3, and the choice of the threshold is computed by a cross-validation method as
Section 3.4. Table 4 presents the proportions of the correct, incorrect and near-complete
segmentations for model (2.1) with pq = 100 dimensions. From Table 4, we can see that the
thresholding technique works reasonably well for even small sample sizes. Figure 4 reports
the boxplots of the estimation errors, from which we can see that the estimation is very
accurate especially when the sample size is large. Figure 5 displays the cross correlogram of
Yt for one instance of the 500 replications and the correlations are calculated in the same
way as that in Example 1 with thresholded estimators for the (auto)covariance matrices and
Figure 6 gives the correlogram of the transformed data matrix Zt = YtΓ̂y. We can see from
Figure 5 that all the columns of Yt are highly correlated while those of Zt can be separated
into 4 groups: {1, 3, 4, 8}, {2, 5, 7}, {6, 10} and {9}. The threshold of the correlation is 0.39
according to the rule of (2.21), and those pairs will be treated as uncorrelated ones if their
maximal correlation is below this threshold level. Together with Tables 3-4 and Figures 4-5,
we can achieve substantial dimension reduction using our proposed method.
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Table 4: The proportions of correct and incomplete segmentations in Example 3 by thresh-
olding. p = 10, q = 10.
n 100 200 300 400 500 1000 1500
Correct segmentation 0.440 0.572 0.654 0.666 0.840 0.910 0.936
Incorrect segmentation 0.560 0.428 0.346 0.334 0.260 0.080 0.064
Near-Complete segmentation with q̂1 = 3 0.490 0.294 0.282 0.286 0.084 0.062 0.042
n=100 n=200 n=300 n=400 n=500 n=1000 n=1500
0.
15
0.
16
0.
17
0.
18
0.
19
Sample size
Figure 4: The boxplots of estimation errors D¯(Â,A) in Example 3.
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Figure 5: Cross correlogram of the yti in Example 3, n = 1500.
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Figure 6: Cross correlogram of the transposed series ẑti = Ytv̂i in Example 3, n = 1500. The
components of Ẑt can be segmented into 4 groups: {1, 3, 4, 8}, {2, 5, 7}, {6, 10} and {9}.
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Figure 7: Plots of the 10× 10 series in Example 4.
5.2 Real data example
Example 4. In this section, we illustrate our methodology by using the 10 × 10 Portfolios
which are the intersections of 10 portfolios formed on size (market equity) and investment.
The data can be downloaded at http://mba.tuck.dartmouth.edu/pages/faculty/ken.
french/data_library.html. We collect the data from January 1964 to December 2015
with 624 months and overall 62400 observations. The 100 series are shown in Figure 7.
We denote the original series as {Yt}624t=1 with yti as the i-th column of Yt. For m = 10,
Figure 8 shows the cross correlogram of Yt across m lags, and the computing method is
similar to that in the simulation study. From Figure 8, we can see that all columns are highly
correlated. If we build a dynamic model for Yt directly, using the model (4.4), there will be
too many parameters to be estimated. In the following analysis, we will apply our method
to this series.
First, we apply our method to the 10 × 10 portfolios directly without the thresholding
technique, and the cross correlogram of Zt = YtΓ̂y is shown in Figure 9. According to
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Figure 8: Cross correlogram of Yt in Example 4.
the criterion in (2.21), the threshold is chosen as 0.339 and those pairs with a maximum
correlation below 0.339 will be treated as uncorrelated ones. From Figure 9, we can see that
the columns of Zt can be segmented into 3 groups: {1, 2, 3, 4, 5, 7, 9, 10}, {6},and {8}.
Next, we denote Z˜t as the standardized data of Z
T
t and perform the second step of the
sequential transformation algorithm. Figure 10 shows the plots of the cross correlogram of
the transformed data Wt = Z˜tΓ̂z˜. The threshold in (2.21) is 0.489 and the columns of Wt
can be divided into 2 groups: {1, 2, 3, 5, 6, 7, 8, 9, 10} and {4}. Together with the first step of
the transformation, we can see that, for a series with dimension 100 and sample size 624, we
can only segment the matrix into 6 groups in total, and many correlations in Figures 9-10
may not be significant enough. According to our simulation study in section 5.1, it will be
useful if we adopt the thresholding technique under the sparsity assumption.
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Figure 9: Cross correlogram of the transposed series ẑti = Ytv̂i without thresholding in
Example 4. The components of Ẑt can be segmented into 3 groups: {1, 2, 3, 4, 5, 7, 9, 10},
{6},and {8}.
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Figure 10: Cross correlogram of the transposed series ŵti = Ztv̂i without thresholding in
Example 4. The components of Ŵt can be segmented into 2 groups: {1, 2, 3, 5, 6, 7, 8, 9, 10}
and {4}.
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We now apply our method in section 2 to Yt using the thresholded estimators, and the
correlations of the columns of the transformed data Zt = YtΓ̂y are shown in Figure 11. By
adopting the criterion in (2.21), we find that the threshold is 0.35 and those with maximum
correlations less than 0.35 are taken to be 0. From Figure 11, we can see that the columns
of Ẑt can be divided into 8 groups: {1, 4, 9}, {2}, {3}, {5}, {6, }, {7}, {8} and {10}. Then,
X̂t is of the form
X̂t = {(ẑt1, ẑt4, ẑt9), (ẑt2), (ẑt3), (ẑt5), (ẑt6), (ẑt7), (ẑt8), (ẑt10)}. (5.2)
We next apply our method to the data of ZTt , as indicated by the sequential transformation
algorithm in section 4. By an abuse of notation, we still denote the standardized data as
Z˜t, and we note that the correlation structure of the rows are essentially the same with
(5.2). Figure 12 shows the correlations of the columns of Wt = Z˜tΓ̂z˜ and we can see all
the correlations are very small or close to 0. In fact, there are only 14 pairs which have
nonzero correlations and the maximum is 0.1937. If we choose 0.1937 as a threshold, then
every column can be treated as uncorrelated with each other and they can be segmented into
10 groups. Instead we still use the criterion of (2.21) and find the threshold level as 0.1481,
then they can be divided into 6 groups: {1, 3, 8, 10}, {2, 6}, {4}, {5}, {7} and {9}. In the
end, we combine the results of Figure 11 and Figure 12, and rearrange the columns of Wt,
then the segmented matrix Ŵt is of the form
Ŵt =

w1,1 w1,2 w1,3 w1,4 w1,5 w1,6 w1,7 w1,8 w1,9 w1,10
w2,1 w2,2 w2,3 w2,4 w2,5 w2,6 w2,7 w2,8 w2,9 w2,10
w3,1 w3,2 w3,3 w3,4 w3,5 w3,6 w3,7 w3,8 w3,9 w3,10
w4,1 w4,2 w4,3 w4,4 w4,5 w4,6 w4,7 w4,8 w4,9 w4,10
w5,1 w5,2 w5,3 w5,4 w5,5 w5,6 w5,7 w5,8 w5,9 w5,10
w6,1 w6,2 w6,3 w6,4 w6,5 w6,6 w6,7 w6,8 w6,9 w6,10
w7,1 w7,2 w7,3 w7,4 w7,5 w7,6 w7,7 w7,8 w7,9 w7,10
w8,1 w8,2 w8,3 w8,4 w8,5 w8,6 w8,7 w8,8 w8,9 w8,10
w9,1 w9,2 w9,3 w9,4 w9,5 w9,6 w9,7 w9,8 w9,9 w9,10
w10,1 w10,2 w10,3 w10,4 w10,5 w10,6 w10,7 w10,8 w10,9 w10,10

t
,
where each block can be modeled separately if their dynamic structures are concerned. From
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Figure 11: Cross correlogram of the transposed series ẑti = Ytv̂i with thresholding in Example
4. The components of Ẑt can be segmented into 8 groups: {1, 4, 9}, {2}, {3}, {5}, {6}, {7},
{8} and {10}.
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Figure 12: Cross correlogram of the transposed series ŵti = Ztv̂i with thresholding in Example
4. The components of Ŵt can be segmented into 6 groups: {1, 3, 8, 10}, {2, 6}, {4}, {5}, {7}
and {9}.
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the above analysis, we can see that our method could provide a substantial dimension reduc-
tion for matrix- and tensor-valued time series.
Appendix: Proofs
We use C as a generic constant whose value may change at different places.
Lemma 1. Under Assumptions 1-2, if p and q are fixed, then for each k ≤ k0, as n→∞,
‖Σ̂y(k)−Σy(k)‖2 = Op(n−1/2) and ‖Ŝ−Wy‖2 = Op(n−1/2),
where Ŝ is defined in (3.6).
Proof: Denote σ̂
(k)
i,j and σ
(k)
i,j , respectively, the (i, j)-th element of Σ̂y(k) and Σy(k).
Without loss of generality, for each i, j ∈ {1, ..., q}, we assume µi = µj = 0. Then
σ̂
(k)
i,j − σ(k)i,j =
1
np
n−k∑
t=1
(yt+ki − y¯i)T(ytj − y¯j)−
1
p
Eyt+k,Ti y
t
j
=
1
np
n−k∑
t=1
(yt+k,Ti y
t
j − Eyt+k,Ti ytj)−
1
np
n−k∑
t=1
yt+k,Ti y¯j
− 1
np
n−k∑
t=1
y¯Ti y
t
j +
n− k
np
y¯Ti y¯j −
k
np
Eyt+k,Ti y
t
j
=I1 + I2 + I3 + I4 + I5, (A.1)
where y¯i = n
−1∑n
t=1 y
t
t and similarly for y¯j . Note that, by Minkowski inequality,
[
E
∣∣∣∣1pyt+k,Ti ytj
∣∣∣∣2
]1/2
=
E ∣∣∣∣∣1p
p∑
l=1
ytl,iy
t
l,j
∣∣∣∣∣
2
1/2 ≤ 1
p
p∑
l=1
(E|ytl,iytl,j |2)1/2 < C, (A.2)
where the last inequality follows from Assumption 1. By (A.2) and Assumption 2, following
a similar argument as Lemma A.2 in Chang et al. (2015), we have
I1 = Op(n
−1/2), I2 = Op(n−1), I3 = Op(n−1), I3 = Op(n−1), I4 = Op(n−1), I5 = Op(n−1).
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Note that q is fixed, which implies the first one in Lemma 1. For the second one, note that
Ŝ−Wy =
k0∑
k=1
(Σ̂y(k)−Σy(k))Σ̂y(k)T +
k0∑
k=1
Σy(k)(Σ̂y(k)−Σy(k))T. (A.3)
Then the second one follows from the first one. This completes the proof. 
Proof of Theorem 1. (i). Denote v̂i the i-th column of Γ̂y, then ẑ
t
i = Ytv̂i for 1 ≤ i ≤ q.
For each pair (i, j) ∈ E defined in (2.20), we will show that
max
|h|≤m
|Γ̂i,j(h)− Γi,j(h)|∞ = Op(δn), (A.4)
where δn → 0 as n → ∞ and it will be determined later. Note that the (k, l)-th element of
Γ̂i,j(h) is
Ĉorr(ẑt+hk,i , ẑ
t
l,j) :=
δ̂
(h)
ij,kl
δ̂i,kδ̂j,l
(A.5)
where
δ̂
(h)
ij,kl =
1
n
n−h∑
t=1
(ẑt+hk,i − ¯̂zk,i)(ẑtl,j − ¯̂zl,j), δ̂2i,k = δ̂(0)ii,kk,
and ¯̂zk,i is the sample mean of ẑ
t
k,i. By the algorithm in Section 2, we have ẑ
t
k,i = y
t
k:v̂i =
v̂Ti y
t,T
k: where y
t
k: is the k-th row vector of Yt. Define Σ
(h)
k,l = Cov(y
t+h
k: ,y
t
l:) and let Σ̂
(h)
k,l be
the sample covariance matrix, then
δ̂
(h)
ij,kl − δ(h)ij,kl =v̂Ti Σ̂
(h)
k,l v̂j − vTi Σ(h)k,l vj
=(v̂i − vi)TΣ̂(h)k,l v̂j + vTi (Σ̂
(h)
k,l −Σ(h)k,l )v̂j + vTi Σ(h)k,l (v̂j − vj) (A.6)
By Theorem 8.1.10 in Golub and Van Loan (1996) and a similar argument as the proof in
Lam and Yao (2012), we have
max
1≤i≤q
‖v̂i − vi‖2 ≤ C ‖Ŝ−Wy‖2
$n
. (A.7)
Since p and q are fixed, by a standard argument as that in Lemma 1, we can show that
max
|h|≤m
max
1≤k,l≤p
‖Σ̂(h)k,l −Σ(h)k,l ‖2 ≤ max|h|≤m max1≤k,l≤p ‖Σ̂
(h)
k,l −Σ(h)k,l ‖F = Op(n−1/2). (A.8)
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For a positive $n, by Lemma 1 and (A.6), we have
max
1≤i,j≤q
max
1≤k,l≤p
|δ̂(h)ij,kl − δ(h)ij,kl| = Op(n−1/2). (A.9)
and it also holds for max1≤i,j≤q max1≤k,l≤p |δ̂2i,k − δ2i,k|. Note that
max
1≤i,j≤q
max
1≤k,l≤p
|δ̂−1i,k δ̂−1j,l −δi,kδj,l| ≤ ( max1≤i≤q,1≤k≤p |δ̂
−1
i,k−δ−1i,k |)2+C max1≤i≤q,1≤k≤p |δ̂
−1
i,k−δ−1i,k | (A.10)
and
δ̂−1i,k − δ−1i,k =
δ̂2i,k − δ2i,k
δ̂2i,k − δ2i,k + δi,k(δ̂i,k + δi,k)
. (A.11)
Then,
max
1≤i,j≤q
max
1≤k,l≤p
| δ̂
(h)
ij,kl
δ̂i,kδ̂j,l
− δ
(h)
ij,kl
δi,kδj,l
| = Op(n−1/2). (A.12)
Thus, (A.4) follows from (A.12) with δn = n
−1/2. By the inequality
| max
|h|≤m
|Γ̂i,j(h)|∞ − max|h|≤m |Γi,j(h)|∞| ≤ max|h|≤m |Γ̂i,j(h)− Γi,j(h)|∞,
we have proved the fact that if Li ≥ Lj , then L̂i ≥ L̂j with probability tending to 1, where
L̂i is the corresponding estimator of the pair for Li and max1≤i≤q0 |L̂i − Li| = Op(n−1/2),
where q0 is defined in Section 2.2.2.
We now prove Theorem 1(i). For j < d, we have
L̂j + Cδn
L̂j+1 + Cδn
=
L̂j − Lj + Lj + Cδn
L̂j+1 − Lj+1 + Lj+1 + Cδn
≤ max
j<d
Lj
Lj+1
with probability tending to 1. When j = d,
L̂d + Cδn
L̂d+1 + Cδn
=
L̂d − Ld + Ld + Cδn
L̂j+1 + Cδn
→∞,
and when j > d,
L̂j + Cδn
L̂j+1 + Cδn
→ C > 0.
Since χnδn = op(εn), we have
L̂j + Cδn
L̂j+1 + Cδn
<
L̂d + Cδn
L̂d+1 + Cδn
for j < d.
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Therefore, P (Ê = E) for the d̂ defined in (2.21).
(ii). Note that any two blocks of Wx,i and Wx,j do not share the same eigenvalues for
1 ≤ i < j ≤ q1. Then, by Theorem 8.1.10 in Golub and Van Loan (1996), see also Lam and
Yao (2010) and Chang et al. (2017), we have
sup
1≤j≤q1
D(M(Âj),M(Aj)) = Op(‖Ŝy −Wy‖) = Op(n−1/2).
This competes the proof. 
The following lemma is a corollary of Theorem 6.2 of Rio (2000), see also Rio (2017, pp
105-106) for details.
Lemma 2. Let γ > 2 and (Zi)i>0 be a sequence of real-valued and centered random variables
and (αk)k≥0 be the sequence of strong mixing coefficients defined via {Zi}. Denote Sk =∑k
i=1 Zi. Suppose that the strong mixing coefficients satisfy αk ≤ ck−a for some positive
constants c ≥ 1 and a ≥ 1, and
P (|Zi| > t) ≤ t−γ for any t > 0.
Then, for any r ≥ 1 and any positive λ, there exists some positive constant C(a, γ) such that
P ( sup
1≤k≤n
|Sk| > 4λ) ≤ 4(1 + λ
2
rns˜2
)−r/2 + 4Cnr−1(r/λ)(a+1)γ/(a+γ),
where
s˜2 = sup
i>0
(EZ2i + 2
∑
j>i
|E(ZiZj)|).
Remark 3. If Zi satisfies Assumptions 4-5, we can easily show that s˜ <∞. Selecting r = λτ
for any τ ∈ (0, 1), we have
P ( sup
1≤k≤n
|Sk| > 4λ) ≤ 4 exp(−λ
τ
2
log(1 +
λ2−τ
ns˜2
)) + 4Cnλ
τ
a(γ−1)
a+γ
− (a+1)γ
a+γ
≤ 4 exp(−λ
τ
2
log(2)) + 4Cnλ
τ
a(γ−1)
a+γ
− (a+1)γ
a+γ , (A.13)
as long as λ ≥ 1 ∨ (ns˜2)1/(2−τ). It follows from (A.13) that
P (
1
n
|Sn| ≥ x) ≤ P ( max
1≤k≤n
|Sk| ≥ nx) ≤ C exp(−C(nx)τ ) + Cn1−βx−β, (A.14)
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where β = (a + 1)γ/(a + γ) − τa(γ − 1)/(a + γ). If a > γ/(γ − 2), we can also show that
β > 2 if we choose τ < [a(γ − 2)− γ]/(a(γ − 1)).
Lemma 3. Let σ̂
(k)
i,j be the (i, j)-th element of Σ̂y(k), γ̂
(h)
ij,kl be the (k, l)-th element of Σ̂y,i,j(h).
Then
P ( max
1≤i,j≤q
|σ̂(k)i,j −σ(k)i,j | > x) ≤ Cq2{exp(−Cnτxτ )+n1−βx−β+p exp(−Cnτxτ/2)+pn1−βx−β/2}
and
P ( max
1≤i,j≤p
max
1≤k,l≤q
|γ̂(h)ij,kl − γ(h)ij,kl| > x) ≤Cp2q2{exp(−Cnτxτ ) + n1−βx−β
+ exp(−Cnτxτ/2) + n1−βx−β/2}.
for any x > 0 such that nx ≥ 1 ∨ (ns˜2)1/(2−τ), and 1 ≤ k ≤ k0, |h| ≤ m.
Proof. We only show the first one since the second one is similar. By Assumption 1,
Minkowski inequality,
sup
t
sup
i,j
E|1
p
p∑
l=1
yt+kl,i y
t
l,j − E
1
p
p∑
l=1
yt+kl,i y
t
l,j |γ ≤ C[
1
p
p∑
l=1
(E|yt+kl,i yl,j |γ)1/γ ]γ ≤ C. (A.15)
Then, by Markov inequality,
sup
t
sup
i,j
P (|1
p
yt+k,Ti y
t
j − E
1
p
yt+k,Ti y
t
j | ≥ x) = O(x−γ). (A.16)
By Lemma 2 and (A.14), it follows that
P (| 1
n
n−k∑
t=1
{1
p
yt+k,Ti y
t
j − E
1
p
yt+k,Ti y
t
j}| ≥ x) ≤ C exp(−C(nx)τ ) + Cn1−βx−β, (A.17)
where β and τ are defined in Remark 3. Now we consider the second term of (A.1),
1
np
n−k∑
t=1
yt+k,Ti y¯j =
1
p
p∑
l=1
(
1
n
n−k∑
t=1
yt+kl,i )(
1
n
n∑
t=1
ytl,j).
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Then,
P (|1
p
p∑
l=1
(
1
n
n−k∑
t=1
yt+kl,i )(
1
n
n∑
t=1
ytl,j)| ≥ x) ≤ 2 max
1≤i≤q
p∑
l=1
P (| 1
n
n−k∑
t=1
yt+kl,i | ≥ x1/2)
≤ Cp max
1≤i≤q
max
1≤l≤p
P (| 1
n
n−k∑
t=1
yt+kl,i | ≥ x1/2). (A.18)
By Assumptions 1 and 5, the conclusion of Lemma 2 holds uniformly for all i and j in (A.18),
thus, there exists a constant C such that
P (|I2| ≥ x) ≤ Cp exp(−Cnτxτ/2) + Cpn1−βx−β/2, (A.19)
and we can show it for I3 and I4 in a similar way. The first one of Lemma 3 follows from
(A.17) and (A.19).
For the proof of the second inequality of Lemma 3, since there is only one term for each
time t in I2 instead of p terms in (A.18), the upper bound in the bracket of the second one
of Lemma 3 is slightly different from that in the first one. The argument is the same and we
omit the details here. This completes the proof. 
The following three lemmas are similar to Lemmas 6-8 in Chang et al. (2017) and the
proofs can be done in a similar way, we therefore omit the details here.
Lemma 4. Under Assumptions 1, and 3-5, we have
max
1≤j≤q
q∑
i=1
|σ(k)i,j |ι ≤ C(2Smax + 1)s1s2, max1≤i≤q
q∑
j=1
|σ(k)i,j |ι ≤ C(2Smax + 1)s1s2
max
1≤i,j≤p
max
1≤l≤q
q∑
k=1
|γ(h)ij,kl|ι ≤ C(2Smax + 1)s1s2, max1≤i,j≤p max1≤k≤q
q∑
l=1
|γ(h)ij,kl|ι ≤ C(2Smax + 1)s1s2,
where Smax = max1≤j≤q1 lj, ι is defined in Assumption 3.
Lemma 5. If Assumptions 1 and 3-5 hold,for any k ≤ k0, we have
‖Tu(Σ̂y(k))−Σy(k)‖2 = Op{(q2/βn−(β−1)/β)(1−ι)/2δ}
and
max
1≤i,j≤p
‖Tv(Σ̂y,i,j(k))−Σy,i,j(k)‖2 = Op{((pq)2/βn−(β−1)/β)(1−ι)/2δ},
provided that pq = o(n(β−1)/2), and δ is defined in (3.12).
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Lemma 6. If assumptions 1 and 3-5 hold, as n→∞ and pq = o(n(β−1)/2), we have
‖Ŝ−Wy‖2 = Op(κϑ1−ιn δ + ϑ2(1−ι)n δ2),
where δ and κ are difined in (3.12).
Proof of Theorem 2. (i). By (A.6),
|Γ̂i,j(h)− Γi,j(h)|∞ ≤ max
1≤k,l≤q
|δ̂(h)ij,kl − δ(h)ij,kl|
≤ C‖v̂i − vi‖2 max
1≤k,l≤q
‖Σ(h)i,j ‖2 + C‖Tv(Σ̂
(h)
i,j )−Σ(h)i,j ‖2. (A.20)
By (A.7) and Lemma 5,
max
1≤i,j≤p
|Γ̂i,j(h)− Γi,j(h)|∞ = Op(d1n + d2n). (A.21)
Let δn = d1n + d2n, by a similar argument as the proof of Theorem 1(i), we can show that
P (Ê = E)→ 1.
(ii). the proof is similar to Theorem 1(ii). This completes the proof.
Lemma 7. Let γ−11 = 2r
−1
1 + r
−1
2 and γ
−1
2 = r
−1
1 + r
−1
2 , then
P ( max
1≤i,j≤q
|σ̂(k)i,j − σ̂(k)i,j | ≥ s) ≤Cq2n exp(−Csγ1nγ1) + Cq2pn exp(−Csγ2/2nγ2)
+ Cq2 exp(−Cs2n) + Cq2p exp(−Csn)
and
P ( max
1≤i,j≤p
max
1≤k,l≤q
|γ̂(h)ij,kl − γ(h)ij,kl| ≥ s) ≤Cp2q2 exp(−Csγ1nγ1) + Cp2q2n exp(−Csγ2/2nγ2)
+ Cp2q2 exp(−Cs2n) + Cp2q2 exp(−Csn),
for any s > 0 such that ns→∞.
Proof. We only prove the first one since the second is similar. It is sufficient to bound
P (|σ̂(k)i,j − σ̂(k)i,j | ≥ s) for each 1 ≤ i, j ≤ q. We consider the first term of (A.1), by Assumption
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6,
P (|1
p
yt+k,Ti y
t
j − E
1
p
yt+k,Ti y
t
j | > s) ≤ P (|
1
p
yt+k,Ti y
t
j | > s/2)
= P (|1
p
p∑
l=1
yt+kl,i y
t
l,j | > s/2)
≤ P (1
p
p∑
l=1
yt+k,2l,i > s/2) + P (
1
p
p∑
l=1
yt,2l,j > s/2)
≤ C exp(−Csr1/2) (A.22)
for any s > 0. By the theorem of Merleve`de et al. (2011), for any s > 0 and ns→∞,
P (|I1| > s) ≤ Cn exp(−Csγ1nγ1) + C exp(−Cs2n).
By a similar argument as (A.18) and Assumption 6, we can show the second term of (A.1),
P (|I2| > s) ≤ Cp exp(−Csγ2/2nγ2) + Cp exp(−Csn). (A.23)
By a similar argument, we can show that I3 and I4 also satisfy (A.23) and I5 is a negligible
term. By Bonferroni inequality, this proves the first one of Lemma 7. This completes the
proof. 
Lemma 8.
‖Ŝ−Wy‖ = Op{κ(n−1 log q)(1−ι)/2δ + (n−1 log q)1−ιδ2},
Proof. By a similar argument as Lemma 7 in Chang et al. (2017), we can show that
‖Tu(Σ̂y(k))−Σy(k)‖2 = Op{(n−1 log q)(1−ι)/2δ}
provided that log(pq) = o(nγ1/(2−γ1)). By a similar argument as Lemma 6, we can obtain the
result. This completes the proof. 
Proof of Theorem 3. It is the same as the proof of Theorem 2. 
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