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Preface
1) Let
(
Ω = C(R+ → R), (Xt,Ft)t≥0,F∞ = ∨
t≥0
Ft,Wx(x ∈ R)
)
denote the canonical realisa-
tion of one-dimensional Brownian motion. With the help of Feynman-Kac type penalisation
results for Wiener measure, we have, in [RY, M], constructed on (Ω,F∞) a positive and σ-
finite measure W. The aim of this second monograph, in particular Chapter 1, is to deepen
our understanding of W, as we discuss there other remarkable properties of this measure.
For pedagogical reasons, we have chosen to take up here again the construction of W found
in [RY, M], so that the present monograph may be read, essentially, independently from our
previous papers, including [RY, M].
Among the main properties of W presented here, let us cite :
• the close links between W and probabilities obtained by penalising Wiener measure by
certain functionals : see Theorems 1.1.2, 1.1.11 and 1.1.11’ ;
• the existence of integral representation formulae for the measure W : see Theorems 1.1.6
and 1.1.8. These formulae allow to expressW in terms of the laws of Brownian bridges and of
the law of the 3-dimensional Bessel process
(
see formula (1.1.43)
)
. They also allow to express
W in terms of the law of Brownian motion stopped at the first time when its local time at
0 reaches level l, l varying, and of the law of the 3-dimensional Bessel process
(
see formula
(1.1.40)
)
. One may observe that these representation formulae are close to those obtained by
Biane and Yor in [BY] for some different σ-finite measures on Wiener path space.
• the existence, for every F ∈ L1+(F∞,W), of a
(
(Ft, t ≥ 0),W
)
martingale
(
Mt(F ), t ≥ 0
)
which converges to 0, as t→∞ (see Theorem 1.2.1). Many examples of such martingales are
given (see Chap. 1, Examples 1 to 7). The Brownian martingales of the form
(
Mt(F ), t ≥ 0)
are characterized among the set of all Brownian martingales (see Corollary 1.2.6) and a
decomposition theorem of every positive Brownian supermartingale involving the martingales(
Mt(F ), t ≥ 0
)
is established in Theorem 1.2.5. In the same spirit, we show (see Theorem
1.2.11) that every martingale
(
Mt(F ), t ≥ 0
)
with F ∈ L1(F∞,W), F not necessarily ≥ 0,
may be decomposed in a canonical manner into the sum of two quasi-martingales which enjoy
some remarkable properties. In particular, this result allows to obtain a characterization of
the martingales
(
Mt(F ), t ≥ 0
)
, with F ∈ L1(F∞,W) which vanish on the zero set of the
process (Xt, t ≥ 0). This is Theorem 1.2.12.
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• a general penalisation Theorem, for Wiener measure, which is valid for a large class C of
penalisation functionals (Ft, t ≥ 0) and whose proof hinges essentially upon some remarkable
properties of W : this is the content of Subsection 1.2.5 and particularly Theorem 1.2.14 and
Theorem 1.2.15.
• the existence of invariant measures, which are intimately related withW, for several Markov
processes taking values in function spaces (see Section 1.3). Chapter 1 of this monograph is
devoted to the results we have just described.
2) The results relative to the 1-dimensional Brownian motion are extended, in Chapter 2 of
this monograph to 2-dimensional Brownian motion (we identify R2 to C, and use complex
notation). In this framework, the role of the measure W is played by a positive and σ-finite
measure, which we denote W(2) on
(
Ω = C(R+ → C), F∞
)
. The properties of W(2) are,
mutatis mutandis, analogous to those ofW. However, in the set-up of the C-valued Brownian
motion (Xt, t ≥ 0), it is of interest to consider the winding process (θt, t ≥ 0) :
(θt, t ≥ 0) =
(
θ0 + Im
∫ t
0
dXs
Xs
, t ≥ 0
)
We study this process under W(2). We then obtain a Spitzer type limit theorem about the
asymptotic behavior in distribution for θt, adequately normalized, as t→∞. This is Theorem
2.3.1. (see also Remark 2.3.2).
3) Chapter 3 of this Monograph is devoted to the transcription of several of the preceding
results to a more general framework, that of a certain class of linear diffusions (taking values
in R+). This class is described in Section 3.1. It is in fact the class of the linear diffusions
studied by Salminen, Vallois and Yor
(
see [SVY]
)
. These are diffusions taking values in R+,
and associated with a speed measure m and a scale function S, both of which have adequate
properties. Fundamental examples of such diffusions are the Bessel processes with dimension
d = 2(1 − α) for 0 < d < 2. (We also refer to α ∈]0, 1[, or to the index −α ∈] − 1, 0[). The
case d = 1
(
or α =
1
2
)
is that of reflected Brownian motion.
We particularize, in Section 3.3, for these examples, the general results obtained for this class
of linear diffusions (see Theorem 3.3.1). The analogue, for the Bessel process with index
(−α), of the measure W, is denoted W(−α). Then, still in this framework of the Bessel
process of index (−α), we establish some link between, on one hand, the measure W(−α)
and, on the other hand, a Feynman-Kac type penalisation of a Bessel process with index
(−α) (see Remark 3.3.2 and 3.3.3). Finally, in Section 3.4, we give a new description of the
measure W(−α) restricted to Fg, with g := sup{t ≥ 0 ; Xt = 0}. This is Theorem 3.4.1.
This description is the transcription in our situation of results of Pitman-Yor
(
see [PY2]
)
. In
some sense, this description of W(−α) restricted to Fg resembles the description due to D.
Williams (see [Wi]) of the Itoˆ measure of Brownian excursions.
4) Chapter 4 of this monograph consists in obtaining, this time in the framework of Markov
chains taking values in a countable set, the analogue of the preceding results. Section 4.1 is
devoted to the definition of the measures (Qx, x ∈ E) which play here the role of the measures
Wx in the precedings chapters. Also as in the preceding chapters, certain martingales are
associated to these measures (Qx, x ∈ E); see the description in Corollary 4.2.2. In this
new framework of Markov chains, the σ-finite measures (Qx, x ∈ E) depend, from our
construction, on a point x0 ∈ E and on a function φ. This dependence with respect to x0
and φ is studied in subsections 4.2.3 and 4.2.4. Section 4.3 is devoted to the study of many
2
examples ; in particular, for random walks on trees, it appears that there may exist a whole
family of different measures (Qx, x ∈ E). All results found in this Chapter 4 are due solely
to J. Najnudel.
Finally, a very concise summary of some of the results found in this Monograph is presented,
without proofs, in our Comptes Rendus de l’Acade´mie des Sciences Note [NRY].
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Chapter 1. On a remarkable σ-finite measure W on path space,
which rules penalisations for linear Brownian motion
1.0 Introduction.
1.0.1
(
Ω, (Xt,Ft), t ≥ 0,F∞,Wx(x ∈ R)
)
denotes the canonical realisation of 1-dimensional
Brownian motion. Ω = C(R+ → R), (Xt, t ≥ 0) is the coordinate process on this space and
(Ft, t ≥ 0) denotes its natural filtration ; F∞ = ∨
t≥0
Ft. For every x ∈ R, Wx denotes Wiener
measure on (Ω,F∞) such that Wx(X0 = x) = 1. We writeW for W0 and if Z is a r.v. defined
on (Ω,F∞), we write Wx(Z) for the expectation of Z under the probability Wx.
1.0.2 In a series of papers
(
[RVY, i], i = I, II, · · · ,X) we have studied various penalisations
of Wiener measure with certain positive functionals (Ft, t ≥ 0) ; that is for each functional
(Ft, t ≥ 0) in a certain class, we have been able to show the existence of a probability WF∞ on
(Ω,F∞) such that : for every s ≥ 0 and every Γs ∈ b(Fs), the space of bounded Fs measurable
variables :
lim
t→∞
W (ΓsFt)
W (Ft)
=WF∞(Γs) (1.0.1)
In this paper, we shall construct a positive and σ-finite measure W on (Ω,F∞) which, in
some sense, ”rules all these penalisations jointly”.
1.0.3 In Section 1.1 of this chapter, we show the existence of W and we describe some of its
properties.
In Section 1.2, we show how to associate to W a family of
(
(Ft, t ≥ 0),W
)
martingales(
Mt(F ), t ≥ 0
) (
F ∈ L1+(F∞,W)
)
. We study the properties of these martingales and give
many examples.
In Section 1.3, we describe links between W and a σ-finite measure Λ which is defined as
the ”law” of the total local time of the canonical process under W in Chapter 3 of [RY, M].
In particular, we construct an invariant measure Λ˜ for the Markov process
(
(Xt, L
•
t ), t ≥ 0
)
(and Λ˜ is intimately related to Λ). Here, L•t denotes the local times process (Lxt , x ∈ R+),
so that this Markov process (X,L•) takes values in R× C(R −→ R+).
1.0.4 Notations : As certain σ-finite measures play a prominent role in our paper, we write
them, as a rule, in bold characters. Thus, no confusion should arise between the σ-finite
measure Wx and the Wiener measure Wx.
1.1 Existence of W and first properties.
Our aim in this section is to define, via Feynman-Kac type penalisations, a positive and σ-
finite measure W on (Ω,F∞). Moreover, independently from this penalisation procedure, we
give several remarkable descriptions of W.
1.1.1 A few more notations.(
Ω, (Xt,Ft)t≥0,F∞,Wx(x ∈ R)
)
denotes the canonical realisation of 1-dimensional Brownian
motion.
We denote by I the set of positive Radon measures q(dx) on R, such that :
0 <
∫ ∞
0
(
1 + |x|) q(dx) <∞ (1.1.1)
For every q ∈ I, (A(q)t , t ≥ 0) denotes the additive functional defined by :
A
(q)
t :=
∫
R
Lyt q(dy) (1.1.2)
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where (Lyt , t ≥ 0, y ∈ R) denotes the jointly continuous family of local times of Brownian
motion (Xt, t ≥ 0). When the Radon measure q admits a density with respect to the Lebesgue
measure on R (and then we denote again this density by q) the density of occupation formula
yields :
A
(q)
t =
∫
R
Lyt q(dy) =
∫ t
0
q(Xs)ds (1.1.3)
We denote by b(Fs)
(
resp. b+(Fs)
)
the vector space of bounded and real valued (resp. the
cone of bounded and positive) Fs measurable r.v.’s.
As our means to construct W, we use a penalisation result obtained in [RVY, I]
(
see also
[RY, M]
)
. In the next subsection, we recall this result.
1.1.2 A Feynman-Kac penalisation result.
Theorem 1.1.1. Let q ∈ I and :
D
(q)
x,t :=Wx
(
exp
(
−12 A
(q)
t
))
(1.1.4)
W
(q)
x,t :=
exp
(
−1
2
A
(q)
t
)
D
(q)
x,t
·Wx (1.1.5)
1) For every s ≥ 0 and Γs ∈ b(Fs), W (q)x,t (Γs) admits a limit as t −→∞, denoted byW (q)x,∞(Γs),
i.e. :
W
(q)
x,t (Γs) −→t→∞W
(q)
x,∞(Γs) (1.1.6)
We express this property by writing that W
(q)
x,t converges, as t −→ ∞, to W (q)x,∞ along the
filtration (Fs, s ≥ 0).
2) W
(q)
x,∞ induces a probability on (Ω,F∞) such that :
W (q)x,∞|Fs
=M (q)x,s ·Wx|Fs (1.1.7)
where (M
(q)
x,s , s ≥ 0) is the
(
(Fs, s ≥ 0), Wx
)
martingale defined by :
M (q)x,s :=
ϕq(Xs)
ϕq(x)
exp
(
−1
2
A(q)s
)
(1.1.8)
In particular, M
(q)
x,0 = 1 Wx a.s.
The function ϕq : R −→ R+ which is featured in (1.1.8) is strictly positive, continuous, convex
and satisfies :
ϕq(x) ∼|x|→∞ |x| (1.1.9)
3) ϕq may be defined via one or the other of the two following properties :
i) ϕq is the unique solution of the Sturm-Liouville equation :
ϕ′′ = ϕ · q (in the sense of distributions) (1.1.10)
which satisfies the boundary conditions :
ϕ′(+∞) = −ϕ′(−∞) = 1 (1.1.11)
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ii)
√
πt
2
Wx
(
exp
(
−1
2
A
(q)
t
))
−→
t→∞ϕq(x) (1.1.12)
4) Under the family of probabilities (W
(q)
x,∞, x ∈ R), the canonical process (Xt, t ≥ 0) is a
transient time homogeneous diffusion. More precisely, there exists a
(
Ω, (Ft, t ≥ 0),W (q)∞
)
Brownian motion (Bt, t ≥ 0) such that :
Xt = x+Bt +
∫ t
0
ϕ′q(Xs)
ϕq(Xs)
ds (1.1.13)
In particular, this diffusion process (Xt, t ≥ 0) admits the following function γq as its scale
function :
γq(x) :=
∫ x
0
dy
ϕ2q(y)
(1.1.14)(
and :
∣∣γq(±∞)∣∣ <∞).
We note that the function ϕq featured in Theorem 1.1 is not exactly the one found in [RY,
M]. It differs from it by the factor
√
π
2
; we have made this slight change in order to simplify
some further formulae.
1.1.3 Definition of W.
We now use Theorem 1.1.1 to construct the σ-finite measure W. In fact, we define, for
every x ∈ R, a positive and σ-finite Wx which is deduced from W via the following simple
translation by x :
Wx
(
F (Xs, s ≥ 0)
)
=W
(
F (x+Xs, s ≥ 0)
)
(1.1.15)
for every positive functional F . This formula (1.1.15) explains why, most of the time, we may
limit ourselves to consider W0, which we denote simply by W.
Theorem 1.1.2. (Existence of W)
There exists, on (Ω,F∞) a positive and σ-finite measure W, with infinite total mass, such
that, for every q ∈ I :
W = ϕq(0) exp
(
1
2
A(q)∞
)
·W (q)∞ (1.1.16)
or
W (q)∞ =
1
ϕq(0)
exp
(
−1
2
A(q)∞
)
·W (1.1.16′)
In other terms, the RHS of (1.1.16) does not depend on q ∈ I. In particular :
W
(
exp
(
−1
2
A(q)∞
))
= ϕq(0) (1.1.17)
or more generally, from (1.1.15) :
Wx
(
exp
(
−1
2
A(q)∞
))
= ϕq(x). (1.1.17
′)
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As we shall soon see, the measure W is such that, for every t > 0 and for every r.v. Γt ∈
b+(Ft), W(Γt) equals 0 or +∞ depending whether W (Γt) = 0 or is strictly positive. Thus,
the measure W, although, as we show later, it is σ-finite on (Ω,F∞), is not σ-finite on either
of the measurable spaces (Ω,Ft), t > 0.
Proof of Theorem 1.1.2.
i) We shall establish that, for every q ∈ I, the measure on (Ω,F∞) :
ϕq(0) exp
(
1
2
A(q)∞
)
·W (q)∞
does not depend on q, which allows to define W from formula (1.1.16). Then, we shall prove
that W, thus defined, is (Ω,F∞) σ-finite.
ii) Lemma 1.1.3. For every q ∈ I and every x ∈ R :
1) if λ < 1 W (q)x,∞
(
exp
λ
2
A(q)∞
)
<∞ (1.1.18)
2) if λ ≥ 1 W (q)x,∞
(
exp
λ
2
A(q)∞
)
= +∞ (1.1.19)
Proof of Lemma 1.1.3.
From (1.1.7), for every λ ∈]0, 1[ :
W (q)x,∞
(
exp
λ
2
A
(q)
t
)
=Wx
(
ϕq(Xt)
ϕq(x)
exp
(
−
(
1− λ
2
)
A
(q)
t
))
=
ϕ(1−λ)q(x)
ϕq(x)
Wx
(
ϕq(Xt)
ϕ(1−λ)q(Xt)
ϕ(1−λ)q(Xt)
ϕ(1−λ)q(x)
exp
(
−
(
1− λ
2
)
A
(q)
t
))
(1.1.20)
We have been able to write (1.1.20) because the functions ϕq and ϕ(1−λ)q are strictly positive.
On the other hand, since for every q ∈ I, ϕq(x) ∼|x|→∞ |x|, there exist two constants :
0 < C1(λ, q) ≤ C2(λ, q) <∞
such that :
C1(λ, q) ≤ inf
y∈R
ϕq(y)
ϕ(1−λ)q(y)
≤ sup
y∈R
ϕq(y)
ϕ(1−λ)q(y)
≤ C2(λ, q) (1.1.21)
Thus, from (1.1.20) :
W (q)x,∞
(
exp
λ
2
A
(q)
t
)
≤ ϕ(1−λ)q(x)
ϕq(x)
sup
y∈R
ϕq(y)
ϕ(1−λ)q(y)
W ((1−λ)q)x,∞ (1) ≤
C2(λ, q)
C1(λ, q)
(1.1.22)
We now let t −→ ∞ and we use the monotone convergence Theorem to obtain point 1) of
Lemma 1.1.3.
We now write relation (1.1.20) with λ = 1 :
W (q)x,∞
(
exp
1
2
A
(q)
t
)
=Wx
(
ϕq(Xt)
ϕq(x)
)
∼
t→∞ k(x)
√
t (1.1.23)
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with k(x) =
1
ϕq(x)
·
√
2
π
> 0, since ϕq(x) ∼|x|→∞ |x|. It then remains to let t −→∞ in (1.1.23),
then to apply once again the monotone convergence Theorem to obtain point 2) of Lemma
1.1.3.
iii) Formula (1.1.16) is then a consequence of :
Lemma 1.1.4. The measure ϕq(x)exp
(
1
2
A(q)∞
)
·W (q)x,∞ does not depend on q ∈ I.
We note that the measure ϕq(x)exp
(
1
2
A(q)∞
)
·W (q)x,∞ is well defined since, from point 1) of
Lemma 1.1.3, the r.v. A
(q)
∞ is W
(q)
x,∞ a.s. finite. On the other hand, the measure
ϕq(x)exp
(
1
2
A(q)∞
)
·W (q)x,∞ has infinite total mass from point 2) of Lemma 1.1.3.
Proof of Lemma 1.1.4.
Let q1, q2 ∈ I. Then, from (1.1.7), we have for every Γu ∈ b+(Fu), with u ≤ t :
W (q1)x,∞
(
Γuϕq1(x)exp
(
1
2
A
(q1)
t
))
= Wx
(
Γuϕq1(Xt)
)
= Wx
(
Γu
ϕq1(Xt)
ϕq2(Xt)
ϕq2(Xt)
)
= W (q2)x,∞
(
Γuϕq2(x)
ϕq1(Xt)
ϕq2(Xt)
exp
(
1
2
A
(q2)
t
))
(1.1.24)
Since the relation (1.1.24) takes place for every Γu ∈ b+(Fu) for any u ≤ t, we may replace
Γu by Γuexp (−εA(q1+q2)t ) (ε > 0). We obtain :
W (q1)x,∞
[
Γuϕq1(x) exp
((
1
2
− ε
)
A
(q1)
t
)
· exp(− εA(q2)t )]
=W (q2)x,∞
[
Γuϕq2(x)
ϕq1(Xt)
ϕq2(Xt)
exp
((
1
2
− ε
)
A
(q2)
t
)
· exp(− εA(q1)t )] (1.1.25)
However — this is point 4) of Theorem 1.1.1 — |Xt| −→
t→∞∞, W
(q2)
x,∞ a.s. and the function
x −→ ϕq1(x)
ϕq2(x)
is bounded and tends to 1 when |x| −→ ∞. The dominated convergence
Theorem - which we may apply thanks to Lemma 1.1.3 - implies then, by letting t −→∞ in
(1.1.25) :
ϕq1(x)W
(q1)
x,∞
[
Γu exp
((
1
2
− ε
)
A(q1)∞
)
exp
(− εA(q2)∞ )]
= ϕq2(x)W
(q2)
x,∞
[
Γu
(
exp
((
1
2
− ε
)
A(q2)∞
)
· exp(− εA(q1)∞ )] (1.1.26)
Since (1.1.26) holds for every Γu ∈ b+(Fu) the monotone class Theorem implies that (1.1.26)
is still true when we replace Γu ∈ b+(Fu) by Γ ∈ b+(F∞). It then remains to let ε −→ 0 and
to use the monotone convergence Theorem to obtain : for every Γ ∈ b+(F∞) :
ϕq1(x)W
(q1)
x,∞
(
Γ exp
(
1
2
A(q1)∞
))
= ϕq2(x)W
(q2)
x,∞
(
Γ exp
(
1
2
A(q2)∞
))
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This is Lemma 1.1.4 and point 1) of Theorem 1.1.2.
iv) We now show that W has infinite mass, but is σ-finite on F∞ .
Firstly, it is clear, from point 2) of Lemma 1.1.3, that :
W(1) = ϕq(0)W
(q)
∞
(
exp
(
1
2
A(q)∞
))
= +∞ (1.1.27)
On the other hand, from point 1) of Lemma 1.1.3, A
(q)
∞ <∞ W (q)∞ a.s. Hence :
1
A
(q)
∞ ≤n ↑ 1 W
(q)
∞ a.s.
Thus :
W(A(q)∞ ≤ n) = ϕq(0) W (q)∞
((
exp
(
1
2
A(q)∞
))
· 1
A
(q)
∞ ≤n
)
≤ ϕq(0)e
n
2 (1.1.28)
which proves that W is (Ω,F∞) σ-finite.
v) We now show that, for every Γt ∈ b+(Ft), W(Γt) = 0 or +∞.
By definition of W, we have :
W(Γt) = ϕq(0)W
(q)
∞
(
Γt exp
(
1
2
A(q)∞
))
= ϕq(0)W
(q)
∞
(
Γt exp
(
1
2
A
(q)
t
)
W
(q)
Xt,∞
(
exp
(
1
2
Aq∞
)))
(1.1.29)
from the Markov property. But, from Lemma 1.1.3, W (q)x,∞
(
exp
(
1
2
A(q)∞
))
= +∞ for every
x ∈ R. Thus,W(Γt) equals 0 or +∞ according to whetherW (q)∞ (Γt) is 0 or is strictly positive,
i.e. according to whether W (Γt) equals 0 or is strictly positive since, from (1.1.7) and (1.1.8),
the probabilities W and W
(q)
∞ are equivalent on Ft.
The careful reader may have been surprised about our use in the proof of Lemma 1.1.4 of
the r.v. exp
(− ε A(q1+q2)t ). This is purely technical and ”counteracts” the fact that W takes
only the values 0 and +∞ on Ft.
We shall now give several other descriptions of the measure W. In order to obtain these
descriptions we use a particular case of Theorem 1.1.1, which shall play a key role in our
study. This particular case is that of q = δ0 (or more generally q = λδ0), the Dirac measure
in 0. We begin by recalling a result in this case.
1.1.4 Study of the canonical process under W
(λδ0)∞ .
Theorem 1.1.5 below has been obtained in [RVY, II], Theorem 8, p. 339, with h+(x) =
h−(x) = exp
(
−λx
2
)
(λ, x ≥ 0).
Theorem 1.1.5.
(
A particular case of Theorem 1.1.1, with q = λδ0, hence A
(q)
t = λLt, t ≥ 0,
where (Lt, t ≥ 0) is the Brownian local time at 0.
)
1) The function ϕλδ0 defined by (1.1.10), (1.1.11) equals :
ϕλδ0(x) = |x|+
2
λ
; hence, ϕλδ0(0) =
2
λ
(1.1.30)
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while the martingale (M
(λδ0)
s , s ≥ 0)
(
see (1.1.8)
)
equals :
M (λδ0)s =
(
1 +
λ
2
|Xs|
)
exp
(
−λ
2
Ls
)
(1.1.31)
2) Under W
(λδ0)∞ :
i) The r.v. g := sup{u ≥ 0 ; Xu = 0} is W (λδ0)∞ a.s. finite and L∞(= Lg) has density :
fW
(λδ0)∞
L∞ (l) =
λ
2
e−
λ
2
l 1[0,∞[ (l) (1.1.32)
ii) The processes (Xu, u ≤ g) and (Xg+u, u ≥ 0) are independent.
iii) The process (Xg+u, u ≥ 0) is distributed with P (3, sym)0 where :
P
(3, sym)
0 =
1
2
(P
(3)
0 + P˜
(3)
0 ) (1.1.33)
with P
(3)
0 (resp. P˜
(3)
0 ) denoting the law of 3-dimensional Bessel process (resp. its opposite)
starting from 0.
iv) Conditionally on L∞(= Lg) = l, (Xu, u ≤ g) is a Brownian motion starting from 0,
considered until its local time at 0 reaches level l, that is up to the stopping time :
τl := inf{t ≥ 0 ; Lt > l} (1.1.34)
We write W τl0 for the law of this process.
3) W (λδ0)∞ =
λ
2
∫ ∞
0
e−
λ
2
l
(
W τl0 ◦P (3, sym)0
)
dl (1.1.35)
In (1.1.35), we write W τl0 ◦ P (3, sym)0 for the image of the probability W τl0 ⊗ P (3, sym)0 by the
concatenation operation ◦ :
◦ : Ω× Ω −→ Ω
defined by (note that Xτl(ω) = 0) :
Xt(ω ◦ ω˜) =
{
Xt(ω) if t ≤ τl(ω)
Xt−τl(ω)(ω˜) if t ≥ τl(ω)
(1.1.36)
Such a notation ◦ has been used by Biane-Yor [BY] to whom we refer the reader. Let us note
that formula (1.1.35) is nothing else but the translation of the results of point 2) of Theorem
1.1.5.
1.1.5 Some remarkable properties of W.
We may now describe the measure W independently from any penalisation. We introduce :
g := sup{t ; Xt = 0}, ga := sup{t ; Xt = a} (1.1.37)
σa,b := sup
{
t, Xt ∈ [a, b]
}
(a < b) (1.1.38)
σa := sup
{
t, Xt ∈ [−a, a]
}
(a ≥ 0) (1.1.39)
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Theorem 1.1.6. The following identities hold :
1) W =
∫∞
0 dl (W
τl
0 ◦P (3,sym)0 ) (1.1.40)
2) i) For every (Ft, t ≥ 0) stopping time T and for any r.v. ΓT which is positive and FT
measurable :
W(ΓT 1g<T 1T<∞) =W
(
ΓT |XT |1T<∞
)
(1.1.41)
ii) The law of g under W is given by :
W(g ∈ dt) = dt√
2πt
(t ≥ 0) (1.1.42)
iii) Conditionally on g = t, the process (Xu, u ≤ g) under W is a Brownian bridge with
length t. We denote by Π
(t)
0,0 the law of this bridge.
iv) W =
∫∞
0
dt√
2pit
(
Π
(t)
0,0◦P (3,sym)0
)
(1.1.43)
v) For every previsible and positive process (φs, s ≥ 0) we have :
W(φg) =W
(∫ ∞
0
φsdLs
)
(1.1.44)
3) i) For every (Ft, t ≥ 0) stopping time T , the law under W of L∞ − LT , on T < ∞ is
given by :
W(L∞ − LT ∈ dl, T <∞) = W
(
T <∞) 1[0,∞](l)dl +W (|XT |1T<∞)δ0(dl)
= W
(
T <∞) 1[0,∞](l)dl +W(g ≤ T <∞)δ0(dl)
In particular, for T = t :
W(L∞ − Lt ∈ dl) = 1[0,∞[(l)dl +
√
2t
π
δ0(dl) (1.1.45)
ii) For every l > 0, conditionally on L∞ − LT = l, T <∞, (Xu, u ≤ T ) is a Brownian motion
indexed by [0, T ] (1.1.46)
iii) The density of (g, L∞) under W equals :
fWg,L∞(u, l) =
l exp
(
− l
2
2u
)
√
2πu3
1[0,∞[(u)1[0,∞[(l) (1.1.47)
Remark 1.1.7.
1) We deduce from formulae (1.1.43) and (1.1.17) that :
ϕq(0) = W
(
exp
(
−1
2
A(q)∞
))
=
∫ ∞
0
dt√
2πt
Π
(t)
0,0
(
exp
(
−1
2
A
(q)
t
))
· P (3,sym)0
(
exp
(
−1
2
A(q)∞
))
(1.1.48)
2) It is proven in Biane-Yor
(
[BY], see also [Bi]
)
that :∫ ∞
0
dl W τl0 =
∫ ∞
0
dt√
2πt
Π
(t)
0,0
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Thus, from this identity, we deduce easily that (1.1.40) implies (1.1.43).
3) Formula (1.1.41)
(
see also formulae (1.1.52), (1.1.54), (1.1.55), (1.1.56), (1.1.73)
)
yields
a ”representation” of the Brownian sub-martingale
(|Xt|, t ≥ 0) in terms of the increasing
process (1g≤t, t ≥ 0).
(
By a ”representation” of a
(
P, (Ft, t ≥ 0)
)
submartingale (Zt, t ≥ 0),
we mean a couple
(
Q, (Ct, t ≥ 0)
)
where Q is a σ-finite measure and (Ct, t ≥ 0) is a increasing
process such that, for every Γt ∈ b(Ft) : Q(Γt · Ct) = EP [Γt · Zt].
)
Here, (W, 1g≤t, t ≥ 0) is
a representation of the submartingale
(|Xt|, t ≥ 0).
Before we prove Theorem 1.1.6, we present a slightly different version of it. We shall not prove
this version, whose proof relies on close arguments to those we needed to obtain Theorem
1.1.6.
Theorem 1.1.8. Let a ≥ 0 ; the following formulae hold :
1) For every (Ft, t ≥ 0) stopping time T and for every r.v. ΓT positive and FT measurable :
W(ΓT 1(σa<T<∞)
)
=W
(
ΓT
(|XT | − a)+1T<∞) (1.1.49)
2) i) W(σa ∈ dt) = e
− a22t√
2pit
dt (t ≥ 0) (1.1.49′)
ii) W =
∫∞
0
dt√
2pit
e−
a2
2t
1
2
(
Π
(t)
0,a◦P (a,3)+Π(t)0,−a◦P (−a,3)
)
(1.1.50)
where Π
(t)
α,β denotes the law of the Brownian bridge of length t starting from α and ending in
β and where P (a,3) (resp. P (−a,3)) is the law of the process (a+Rt, t ≥ 0)
(
resp. (−a−Rt,
t ≥ 0)) where (Rt, t ≥ 0) is a 3-dimensional Bessel process starting from 0. In particular,
the law of (Xu, u ≤ σa), conditionally on σa = t is 1
2
(Π
(t)
0,a +Π
(t)
0,−a)
iii) For every positive and previsible process (φu, u ≥ 0), we have :
W(φσa) =W
(∫ ∞
0
φu du(L˜
a
u)
)
(1.1.51)
with L˜au :=
1
2
(Lau + L
−a
u ).
We note that points 1) and 2) of Theorem 1.1.6 are particular cases of the corresponding ones
in Theorem 1.1.8 when a = 0. On the other hand, in the same spirit as for (1.1.49) we have,
with the same kind of notation :
W
(
ΓT (XT − a)+1T<∞
)
=W+(ΓT 1ga<T<∞) (1.1.52)+
W
(
ΓT (XT − a)−1T<∞
)
=W−(ΓT 1ga<T<∞) (1.1.52)−
where :
W+ =
1
2
∫ ∞
0
dt√
2πt
Π
(t)
0,0 ◦ P (3)0 (1.1.53)+
W− =
1
2
∫ ∞
0
dt√
2πt
Π
(t)
0,0 ◦ P˜ (3)0 (1.1.53)−
Adding (1.1.52)+ and (1.1.52)− yields :
W (ΓT |XT − a|1T<∞) =W(ΓT 1ga<T<∞) (1.1.54)
15
and also, with a < b :
W
(
ΓT
(
(XT − b)+ + (a−XT )+
)
1T<∞
)
=W(ΓT 1σa,b<T<∞) (1.1.55)
and
W
(
ΓT
(|XT | − a)+1T<∞) =W(ΓT 1σa<T<∞) (a ≥ 0) (1.1.56)
Proof of Theorem 1.1.6.
Here is the plan of our proof. We shall use formula (1.1.16) with q = δ0 :
W = ϕδ0(0) e
1
2
L∞ . W (δ0)∞ = 2 e
1
2
L∞ . W (δ0)∞ (1.1.57)
(from (1.1.30)), as well as the properties of W
(δ0)∞ recalled in Theorem 1.1.5.
i) We prove (1.1.40) .
Let F and G be two positive functionals. We have, from (1.1.57) :
W
(
F (Xs, s ≤ g) ·G(Xg+s, s ≥ 0)
)
= 2W (δ0)∞
(
e
1
2
L∞F (Xs, s ≤ g)G(Xg+s, s ≥ 0)
)
= 2W (δ0)∞
(
e
1
2
LgF (Xs, s ≤ g)G(Xg+s, s ≥ 0)
)
(since L∞ = Lg)
= 2W (δ0)∞
(
e
1
2
LgF (Xs, s ≤ g)
) · P (3,sym)0 (G(Xs, s ≥ 0))(
from Point 2)ii) of Theorem 1.1.5 and from (1.1.33)
)
=
(
2
∫ ∞
0
W (δ0)∞
(
e
1
2
LgF (Xs, s ≤ g)
∣∣Lg = l)1
2
e−
l
2 dl
)
· P (3,sym)0
(
G(Xs, s ≥ 0)
)
(
from (1.1.32)
)
=
(
2
∫ ∞
0
e
l
2W
(
F (Xs, s ≤ τl)
)1
2
e−
l
2dl
)
· P (3,sym)0
(
G(Xs, s ≥ 0)
)
=
∫ ∞
0
dl(W τl0 ◦ P (3,sym)0 )
(
F (Xs, s ≤ g) ·G(Xg+s, s ≥ 0)
)
from point 2, iv) of Theorem 1.1.5.
ii) We now prove (1.1.41).
For this purpose, we apply formula with q = λδ0. Thus :
A
(q)
t = λLt and, from (1.1.30), ϕλδ0(x) =
2
λ
+ |x|.
Thus, from (1.1.7), (1.1.30), (1.1.31), (1.1.16) and Doob’s optional stopping Theorem :
W
(
ΓT
(
2
λ
+ |XT |
)
1T<∞
)
=
2
λ
W (λδ0)∞
(
e
λ
2
LTΓT 1T<∞
)
= W(ΓT 1g≤T<∞
)
+W
(
ΓT 1g>T e
−λ
2
(L∞−LT )) (1.1.58)
We then let λ −→ ∞ in (1.1.58) and note that L∞ − LT > 0 on g > T . The monotone
convergence Theorem implies :
W
(
ΓT |XT |1T<∞
)
=W(ΓT 1g≤T<∞)
16
This is precisely relation (1.1.41). Relation (1.1.42) is an easy consequence of (1.1.41).
iii) We prove (1.1.45) and (1.1.46).
We note that (1.1.41) and (1.1.58) imply :
2
λ
W (ΓT 1T<∞) = W
(
ΓT 1g>T exp
(
−λ
2
(L∞ − LT )
))
(1.1.59)
= W (ΓT 1T<∞)
(∫ ∞
0
e−
λ
2
ldl
)
Thus, by injectivity of the Laplace transform, for every function ψ : R+ −→ R+ Borel and
integrable :
W (ΓT 1T<∞)
(∫ ∞
0
ψ(l)dl
)
=W
(
ΓT ψ(L∞ − LT )1g>T
)
(1.1.60)
and
W
(|XT |1T<∞) =W(g ≤ T <∞) =W(L∞ − LT = 0, T <∞) (1.1.61)
In other terms, we have :
W(L∞ − LT ∈ dl, T <∞) =W
(
T <∞)1[0,∞[(l)dl +W (|XT |1T<∞)δ0(dl)
and, under W, conditionally on L∞ − LT = l (l > 0), (Xu, u ≤ T ) is a Brownian motion
indexed by [0, T ]. This is (1.1.45) and (1.1.46).
iv) We now prove point 2, iii) of Theorem 1.1.6.
For this purpose, we write (1.1.41), choosing for Γt a r.v. of the form Φg(t) , where (Φu, u ≥ 0)
is a previsible positive process, and where g(t) := sup{s ≤ t, Xs = 0}.
The RHS of (1.1.41) becomes, with T = t :
W
(|Xt|Φg(t)) = W (∫ t
0
Φs dLs
)
(
from the balayage formula
(
cf [ReY], Chap. VI, p. 260
))
=
∫ t
0
W
(
Φs|Xs = 0
)
W (dLs)
=
∫ t
0
W
(
Φs|Xs = 0
) ds√
2πs
(1.1.62)(
since W (Ls) =W
(|Xs|) =√2s
π
)
The LHS of (1.1.41) writes :
W(Φg(t)1g≤t) = W(Φg 1g≤t)(
since g = g(t) on the set {g ≤ t})
=
∫ t
0
W
(
Φg|g = s
) ds√
2πs
(1.1.63)
from (1.1.42). Thus :∫ t
0
W
(
Φs|Xs = 0
) ds√
2πs
=
∫ t
0
W
(
Φg|g = s
) ds√
2πs
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This relation implies W
(
Φs|g = s
)
=W
(
Φs|Xs = 0
)
, i.e. point 2, iii) of Theorem 1.1.6.
We also note that we deduce from the equality between (1.1.62) and (1.1.63) :
W
(∫ t
0
Φs dLs
)
=
∫ t
0
W
(
Φg|g = s
) ds√
2πs
that :
W
(∫ ∞
0
Φs dLs
)
=
∫ ∞
0
W
(
Φg|g = s
)
W(g ∈ ds)
= W(Φg) (1.1.64)
i.e. point 2, v) of Theorem 1.1.6.
v) We now prove point 2, iv) of Theorem 1.1.6.
We obtain, with the help of (1.1.57), for two positive functionals F and G :
W
(
F (Xs, s ≤ g) G(Xg+s, s ≥ 0)
)
= 2W (δ0)∞
(
F (Xs, s ≤ g) e
1
2
LgG(Xg+s, s≥0)
)
= 2W (δ0)∞
(
F (Xs, s ≤ g) e
1
2
Lg
)
P
(3,sym)
0
(
G(Xs, s ≥ 0)
)
(from point 2 ii) and 2 iii) of Theorem 1.1.5)
= W
(
F (Xs, s ≤ g)
) · P (3,sym)0 (G(Xs, s ≥ 0))(
using once again (1.1.57)
)
=
(∫ ∞
0
W
(
F (Xs, s ≤ g)|g = t
) dt√
2πt
)
· P (3,sym)0
(
G(Xs, s ≥ 0)
)
(
from (1.1.42)
)
=
∫ ∞
0
dt√
2πt
Π
(t)
0,0
(
F (Xs, s ≤ t)
) · P (3,sym)0 (G(Xs, s ≥ 0))
(from point 2 iii) of Theorem 1.1.6)
=
∫ ∞
0
dt√
2πt
(
Π
(t)
0,0 ◦ P (3,sym)0
) (
F (Xs, s ≤ g) G(Xg+s, s ≥ 0)
)·
vi) Formula (1.1.47) is a consequence of (1.1.42), (1.1.43) and the fact that :
Under Π
(t)
0,0, Lt is distributed as
√
2te, where e is a standard exponential r.v.
Remark 1.1.9.
1) We have, from (1.1.16) and Theorem 1.1.5 :
λ
2
e−
λ
2
L∞ ·W =W (λδ0)∞ (1.1.65)
But, from Theorem 1.1.1, under W
(λδ0)∞ :
Xt = Bt +
∫ t
0
sgnXs
2
λ + |Xs|
ds
Hence
(
see [RY, M], Chap. 4
)
: W (λδ0)∞ −→
λ→∞
P
(3, sym)
0 .
Thus
λ
2
(e−
λ
2
L∞)W −→
λ→∞
P
(3, sym)
0 (1.1.66)
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This convergence holds in the sense of weak convergence with respect to the topology of
uniform convergence on compacts in C([0,∞[→ R).
2) Formula (1.1.41) may be proven in a different manner than by the way we have indicated.
Indeed, from (1.1.57) (where, to simplify, we choose T = t)
W(Γt 1g≤t) = 2W (δ0)∞ (Γt 1g≤t e
1
2
L∞)
= 2W (δ0)∞ (Γt 1g≤t e
1
2
Lt)(
since L∞ = Lt on the set (g ≤ t)
)
= 2W (δ0)∞ (Γt e
1
2
LtW (δ0)∞
(
1g≤t|Ft
))
(1.1.67)
But
W (δ0)∞
(
1g≤t|Ft
)
= W (δ0)∞
(
T0 ◦ θt =∞|Ft
)
= W
(δ0)
Xt,∞ (T0 =∞) (1.1.68)
with T0 = inf{t ≥ 0 ; Xt = 0}, by Markov property. But, from (1.1.14), the scale function of
the process (Xt, t ≥ 0) under (W (δ0)x,∞, x ∈ R) equals :
γδ0(x) =
x
2
(
2 + |x|) (1.1.69)
We deduce from (1.1.69) :
W (δ0)x,∞(T0 =∞) =
|x|
2 + |x| (1.1.70)
Plugging (1.1.70) and (1.1.68) in (1.1.67), we obtain :
W(Γt 1g≤t) = 2W (δ0)∞
(
Γt e
1
2
Lt |Xt|
2 + |Xt|
)
= 2W
(
Γt e
1
2
Lt |Xt|
2 + |Xt|
2 + |Xt|
2
e−
1
2
Lt
)
(from (1.1.31), with λ = 1, and (1.1.7))
= W
(
Γt|Xt|
)
Formulae (1.1.54), (1.1.56), (1.1.57) may be proven following the same arguments.
3) Let q ∈ I such that the convex hull of its support equals the interval [a, b] (a ≤ b). From
(1.1.7) and (1.1.6) we have :
W
(
ϕλq(Xt) · Γt
)
= ϕλq(0)W
(λq)
∞
(
Γt e
−λ
2
A
(q)
t
)
= W
(
Γt e
−λ
2
(A
(q)
∞ −A(q)t ))
= W(Γt 1σa,b≤t) +W
(
Γte
−λ
2
(A
(q)
∞ −A(q)t )1σa,b>t
)
(1.1.71)
On the other hand, we have proven in [RY, IX]
(
see also [RY, M], Chap. 2
)
that there exists,
for every x ∈ R, a positive and σ-finite measure ν(q)x such that :∫ ∞
0
e−
λy
2 ν
(q)
x (dy) = ϕλq(x) (1.1.72)
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It remains to let λ→∞ in (1.1.72) to obtain, since A(q)∞ −A(q)t > 0 on the set (σa b > t) :
W
(
Γt ν
(q)
Xt
({0}) =W(Γt 1σa,b≤t) (1.1.73)
Hence, ν
(q)
x ({0}) depends only on supp(q) and
(
ν
(q)
Xt
({0}), t ≥ 0) is a sub-martingale. Formula
(1.1.55) (with T = t) is a particular case of (1.1.73), since :
ν
(δa+δb)
x ({0}) = (x− b)+ + (a− x)+ (1.1.74)(
see [RY, IX]
)
.
1.1.6. Another approach to Theorem 1.1.6.
Let, for q ∈ I, the probability W (q)∞ be defined by (1.1.7). Then :
W (q)∞ |Ft =
ϕq(Xt)
ϕq(0)
e−
1
2
A
(q)
t ·W |Ft (1.1.75)
In Theorem 1.1.2, we have defined the measure W from the formula :
W = ϕq(0) e
1
2
A
(q)
∞ W (q)∞ (1.1.76)
then, we have shown that :
W =
∫ ∞
0
dt√
2πt
(Π
(t)
0,0 ◦ P (3, sym)0 ) (1.1.77)(
cf Theorem 1.1.6, relation (1.1.43)
)
. We now ”forget” our previous results and proceed in a
reverse way. For this purpose, we define, for the time being, the measure :
W˜ =
∫ ∞
0
dt√
2πt
(Π
(t)
0,0 ◦ P (3, sym)0 ) (1.1.78)
We shall show that, for every q ∈ I :
1
ϕq(0)
e−
1
2
A
(q)
∞ · W˜ =W (q)∞
Theorem 1.1.10.
Let W˜ be defined by (1.1.78) and W
(q)
∞ be defined by (1.1.75). Then, for every q ∈ I :
1
ϕq(0)
e−
1
2
A
(q)
∞ · W˜ =W (q)∞ (1.1.79)
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Proof of Theorem 1.1.10.
We compute the value of W
(q)
∞ when integrating the following general class of functionals
which are Ft-measurable and positive :
F (Xu, u ≤ g(t)) ·G(Xg(t)+u, u ≤ t− g(t)) (1.1.80)
We have :
W (q)∞
(
F (Xu, u ≤ g(t)) G(Xg(t)+u ; u ≤ t− g(t))
)
=
1
ϕq(0)
W
[
F (Xu, u ≤ g(t)) G(Xg(t)+v ; v ≤ t− g(t)) exp
(
−1
2
A
(q)
t
)
ϕq(Xt)
]
(
from(1.1.75)
)
=
1
ϕq(0)
W
[
F (Xu, u ≤ g(t)) exp
(
−1
2
A
(q)
g(t)
)
·G(Xg(t)+u, u ≤ t− g(t))
·ϕq(Xt) exp
(
−1
2
(
A
(q)
t −A(q)g(t)
))]
(1.1.81)
We now consider the probability W restricted to Ft, denoted as W (t), which we disintegrate
with respect to the law of g(t) :
W (t) =
∫ t
0
du
π
√
u(t− u)
(
Π
(u)
0,0 ◦M (t−u,sym)
)
(1.1.82)
with :
W (g(t) ∈ du) = du
π
√
u(t− u) u ≤ t
and where Π
(u)
0,0 denotes the law of the Brownian bridge with length u and M
(t, sym) is the law
of a symmetric Brownian meander of length t. Thus, (1.1.81) becomes :
W (q)∞
[
F (Xu, u ≤ g(t)) G(Xg(t)+v, v ≤ t− g(t))
]
=
1
ϕq(0)
∫ t
0
du
π
√
u(t− u) Π
(u)
0,0
(
F (Xv , v ≤ u)e−
1
2
A
(q)
u
)
·M (t−u, sym)(ϕq(Xt−u)e− 12 A(q)t−u ·G(Xl, l ≤ t− u))
Using now Imhof’s relation
(
see [RY, M], Chap. 1, Item G
)
:
M (t, sym) =
√
πt
2
1
|Xt| P
(3, sym)
0 |Ft (1.1.83)
we obtain :
W (q)∞
[
F (Xu, u ≤ g(t))G(Xg(t)+v, v ≤ t− g(t))
]
=
1
ϕq(0)
∫ t
0
du
π
√
u(t− u) Π
(u)
0,0
(
F (Xv v ≤ u) e−
1
2
A
(q)
u
)
·P (3,sym)0
(
ϕq(Xt−u)
G(Xl, l ≤ t− u)
|Xt−u|
√
π
2
(t− u) e− 12 A(q)t−u
)
(1.1.84)
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We observe that the factor
√
t− u simplifies on the RHS of (1.1.84). We then let t −→ ∞ in
(1.1.84), by using the fact that ϕq(x) ∼|x|→∞ |x|. We obtain, since g
(t) −→
t→∞ g a.s. under W
(q)
∞
(cf Theorem 1.1.1) :
W (q)∞
(
F (Xu, u ≤ g) ·G(Xg+v , v ≥ 0)
)
=
1
ϕq(0)
(∫ ∞
0
du√
2πu
Π
(u)
0,0
(
F (Xv , v ≤ u)e−
1
2
A
(q)
u
)
· P (3,sym)0
(
G(Xl, l ≥ 0) e−
1
2
A
(q)
∞
)
=
1
ϕq(0)
W˜
(
e−
1
2
A
(q)
∞ F (Xu, u ≤ g)G(Xg+l , l ≥ 0)
)
This is the statement of Theorem 1.1.10.
1.1.7 Relations between W and other penalisations (than the Feynman-Kac ones).
We have shown - this is Theorem 1.1.2 - that for every q ∈ I :
W = ϕq(0) exp
(
1
2
A(q)∞
)
·W (q)∞
= W
(
exp
(
−1
2
A(q)∞
))
· exp
(
1
2
A(q)∞
)
·W (q)∞ (1.1.85)
Of course, this formula is very much linked with the penalisation of the Wiener measure by the
multiplicative functional
(
Ft = exp
(
−1
2
A
(q)
t
)
, t ≥ 0
)
. Here, we shall prove that formulae
analogous to (1.1.85) are true for other penalisations than these Feynman-Kac ones.
We now fix some notations :
St := sup
s≤t
Xs, It := inf
s≤t
Xs (1.1.86)
Γ+ := {ω ∈ Ω ; lim
t→∞Xt(ω) = +∞}, Γ− := {ω ∈ Ω, limt→∞Xt(ω) = −∞} (1.1.87)
W+ := 1Γ+ ·W, W− := 1Γ− ·W (1.1.88)
θ+ := sup{t ; St < S∞}, θ− := sup{t ; It > I∞} (1.1.89)
Let ψ+ (resp. ψ−) a Borel and integrable function from R+ to R+ (resp. from R− to R+).
We denote by (M
ψ+(S)
s , s ≥ 0)
(
resp. (M
ψ−(I)
s , s ≥ 0)
)
the Aze´ma-Yor martingale defined
by :
Mψ+(S)s :=
1(∫ ∞
0
ψ+(y)dy
) (ψ+(Ss) (Ss −Xs) + ∫ ∞
Ss
ψ+(y)dy
)
(1.1.90)
Mψ−(I)s :=
1(∫ 0
−∞
ψ−(y)dy
) (ψ−(Is) (Xs − Is) + ∫ Is
−∞
ψ−(y)dy
)
(1.1.91)
Let W
ψ+(S)∞ (resp W
ψ−(I)∞ ) denote the probability on (Ω,F∞) characterized by :
Wψ+(S)∞ |Ft =M
ψ+(S)
t ·W |Ft , W
ψ−(I)∞ ·|Ft =Mψ−(I)t ·W|Ft (1.1.92)(
see [RVY, II] for more informations about these probabilities
)
.
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The analogue of formulae (1.1.85) and (1.1.41) is here :
Theorem 1.1.11. Let ψ+, ψ− as above, with ψ+(∞) = ψ−(−∞) = 0.
1) W
ψ+(S)∞ = 1
W
(
ψ+(S∞)
) · ψ+(S∞) ·W− (1.1.93)
W
ψ−(I)∞ = 1
W
(
ψ−(I∞)
) · ψ−(I∞) ·W+ (1.1.94)
2)For every t ≥ 0 and Γt ∈ b+(Ft) :
W
(
Γt(St −Xt)
)
=W−(Γt 1θ+≤t) (1.1.95)
W
(
Γt(Xt − It)
)
=W+(Γt 1θ−≤t) (1.1.96)
Proof of Theorem 1.1.11.
i) We have, from (1.1.85), for q ∈ I, and Γt ∈ b+(Ft) :
W(e−
1
2
A
(q)
∞ · Γt)
= ϕq(0)W
(q)
∞ (Γt)
= W
(
Γtϕq(Xt)e
− 1
2
A
(q)
t
)(
from (1.1.7) and (1.1.8)
)
=
(∫ ∞
0
ψ(y)dy
)
·Wψ(S)∞
Γt ϕq(Xt)e− 12 A(q)t
ψ(St)(St −Xt) +
∫ ∞
St
ψ(y)dy
 (1.1.97)
from (1.1.92) and (1.1.90), and we have written, to simplify, ψ for ψ+. Formula (1.1.97) being
true for every Γt ∈ b+(Ft), we may take Γt = Γu 1ψ(St)>a · 1St−Xt>b|Xt| · 1R ∞St ψ(y)dy>c with
0 < b < 1, a, c > 0 for any Γu ∈ Fu, u ≤ t. We obtain thus :
W
[
Γue
− 1
2
A
(q)
∞ 1ψ(St)>a1St−Xt>b|Xt| 1
R ∞
St
ψ(y)dy>c
]
=
(∫ ∞
0
ψ(y)dy
)
·Wψ(S)∞
[
Γu
ϕq(Xt)e
− 1
2
A
(q)
t
ψ(St)(St −Xt) +
∫∞
St
ψ(y)dy
1ψ(St)>a
1St−Xt>b|Xt| 1
R∞
St
ψ(y)dy>c
]
(1.1.98)
We shall now let t→∞ in (1.1.98) with u being fixed. On the LHS, we have :
W+ a.s. 1ψ(St)>a −→t→∞ 0
(
since St −→ +∞ and ψ(St) −→
t→∞ 0, since ψ(+∞) = 0
)
W− a.s. 1ψ(St)>a −→t→∞ 1ψ(S∞)>a
1St−Xt>b|Xt] −→t→∞ 1 (1.1.99)
1R∞
St
ψ(y)dy>c −→ 1R ∞
S∞ ψ(y)dy>c
Thus, from Lebesgue’s dominated convergence Theorem, the LHS of (1.1.98) converges, as
t→∞, towards L, with :
L =W
(
Γu1Γ−e
− 1
2
Aq∞1ψ(S∞)>a 1
R∞
S∞ ψ(y)dy>c
)
(1.1.100)
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We now consider the RHS of (1.1.98). On the set :
(
ψ(St) > a
) ∩ (St −Xt > b|Xt|) ∩(∫ ∞
St
ψ(y)dy > c
)
,
we have :
ϕq(Xt)
ψ(St)(St −Xt) +
∫∞
St
ψ(y)dy
≤ d+ |Xt|
ab|Xt|+ c ≤ k
since |ϕq(x)| ≤ d + |x| ; thus, we may apply the dominated convergence Theorem to obtain,
since under W
ψ(S)
∞
(
see [RVY, II]
)
: Xt −→
t→∞−∞ and St −→t→∞S∞ a.s., the convergence of the
RHS of (1.1.98) to R, with :
R =
(∫ ∞
0
ψ(y)dy
)
·Wψ(S)∞
(
Γu
ψ(S∞)
e−
1
2
A
(q)
∞ 1ψ(S∞)>a 1
R ∞
S∞ ψ(y)dy>c
)
(1.1.101)
(
since ϕq(x) ∼|x|→∞ |x|
)
. Hence, letting a, c → 0 and applying the monotone class Theorem,
the equality between (1.1.100) and (1.1.101) implies, for every Γ ∈ b+(F∞) :
W−(Γe−
1
2
A
(q)
∞ ) =
(∫ ∞
0
ψ(y)dy
)
Wψ(S)∞
(
Γ
ψ(S∞)
e−
1
2
A
(q)
∞
)
then, replacing Γe−
1
2
A
(q)
∞ by Γ :
W−(Γ) =
(∫ ∞
0
ψ(y)dy
)
·Wψ(S)∞
(
Γ
ψ(S∞)
)
= W−
(
ψ(S∞)
)
Wψ(S)∞
(
Γ
ψ(S∞)
)
= W
(
ψ(S∞)
)
Wψ(S)∞
(
Γ
ψ(S∞)
)
since ψ(∞) = 0 and S∞ = +∞ W+ a.s.
We note that there is no problem to divide by ψ(S∞) since ψ(S∞) > 0 W
ψ(S)
∞ a.s.
(
under
W
ψ(S)
∞ , S∞ admits ψ as density
(
see [RVY, II]
))
.
We have proven (1.1.93), and the proof of (1.1.94) is similar.
ii) We now prove (1.1.95).
For this purpose, we use the penalisation by (e−
λ
2
St , t ≥ 0) i.e. (1.1.90) and (1.1.92), with
ψ+(x) = e
−λx. We obtain :
M
ψ+(S)
t =
(
1 +
λ
2
(St −Xt)
)
e−
λ
2
St (1.1.102)
Hence, for every t ≥ 0 and Γt ∈ b+(Ft) :
W
(
Γt
(
2
λ
+ (St −Xt)
))
=
2
λ
Wψ+(S)∞
[
e
λ St
2 Γt
]
= W−
(
e−
λ
2
(S∞−St)Γt
) (
from (1.1.93)
)
= W−(Γt 1θ+≤t) +W
−(Γt e−
λ
2
(S∞−St)1θ+>t) (1.1.103)
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We then let λ→ +∞ in (1.1.103) by noting that S∞ − St > 0 on (θ+ > t). We obtain :
W
(
Γt(St −Xt)
)
=W−(Γt 1θ+≤t)
This is (1.1.95). By symmetry, (1.1.96) now follows.
Remark 1.1.12 We deduce from(1.1.103) and (1.1.95) that :
W (Γt)
(∫ ∞
0
e−
λ
2
ydy
)
=W−
(
Γt e
−λ
2
(S∞−St)1θ+>t
)
and operating as in the proof of point 3), i) of Theorem 1.1.6, we obtain :
W−(S∞ − St ∈ dl) = 1[0,∞[(l)dl +W (St −Xt) δ0(dl)
= 1[0,∞[(l)dl +
√
2t
π
δ0(dl) (1.1.104)
and, conditionally on S∞ − St = l, l > 0, (Xu, u ≤ t) is, under W−, a Brownian motion
indexed by [0, t]. Theorem 1.1.11 is the prototype of similar results which we may obtain for
other penalisations. Here are, without proof, some examples.
Theorem 1.1.11’.
1) Let h+, h− : R+ −→ R+ such that
∫ ∞
0
(h+ + h−)(y)dy < ∞. Let W h+,h−∞ denote the
probability defined by
(
see [RVY, II]
)
:
W h
+,h−
∞ |Ft =M
h+,h−
t ·W|Ft (1.1.105)
with
Mh
+,h−
t =
1
1
2
∫ ∞
0
(h+ + h−)(y)dy
{(
X+t h
+(Lt) +X
−
t h
−(Lt)
+
∫ ∞
Lt
1
2
(h+ + h−)(y)dy
)}
(1.1.106)
Then :
W =
{
W+
((
h+(L∞)
)
+W−(h−(L∞)
)}(
1Γ+
1
h+(L∞)
+ 1Γ−
1
h−(L∞)
)
W h
+,h−
∞ (1.1.107)
In other words :
1Γ+ .W
h+,h−
∞ =
1
W+
(
(h+(L∞)
)
+W−(h−(L∞)
) h+(L∞) .W+ (1.1.108)
1Γ− .W
h+,h−
∞ =
1
W+
(
(h+(L∞)
)
+W−(h−(L∞)
) h−(L∞) .W− (1.1.109)
2) Let ψ : R+ −→ R+ be Borel and integrable, and let us define :
M
ψ(Sg)
t :=
(
1
2
ψ(Sg(t))|Xt|+ ψ(St)(St −X+t ) +
∫ ∞
St
ψ(y)dy
)
· 1∫∞
0 ψ(y)dy
(1.1.110)
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with g(t) := sup{s ≤ t, Xs = 0}. If Wψ(Sg)∞ is given by :
W
ψ(Sg)∞ |Ft =M
ψ(Sg)
t ·W|Ft (1.1.111)(
see [RY, VIII]
)
, then :
i) W
ψ(Sg)∞ =
ψ(Sg)
W
(
ψ(Sg)
) ·W (1.1.112)
ii) If ρ := sup{u ≤ g, Sg(u) < Sg}, then, for all t and for all Γt ∈ b+(Ft) :
W(Γt 1ρ≤t) =W
(
Γt
(
1
2
|Xt|+ (St −X+t )1St=S(t)g
))
(1.1.113)
We could also present analogous results for penalisations associated to the numbers of down-
crossings
(
see [RVY, II]
)
or the length of the longest excursion before g(t)
(
see [RVY, VII]
)
,
etc...
We use, in Section 2, Theorem 1.1.11 and 1.1.11’ to give explicit examples of martingales(
Mt(F ), t ≥ 0
)
, F ∈ L1+(W). These martingales are defined in Theorem 1.2.1
1.2 W -Brownian martingales associated to W.
The notation in this Section 1.2 is the same as in Section 1.1. Our aim here is to associate
to every r.v. in L1+(Ω,F∞,W) a W -martingale and to study a few of its properties. Thus,
W appears as ”a machine to construct W -martingales”. We shall also prove (see Theorem
1.2.5) a decomposition Theorem which is valid for every positive Brownian supermartingale.
1.2.1 Definition of the martingales
(
Mt(F ), t ≥ 0
)
.
Theorem 1.2.1. Let F ∈ L1+(Ω,F∞,W). There exists a positive (necessarily continuous)(
(Ft, t ≥ 0),W
)
martingale
(
Mt(F ), t ≥ 0
)
such that :
1) For every t ≥ 0 and Γt ∈ b(Ft) :
W(F · Γt) =W
(
Mt(F ) · Γt
)
(1.2.1)
In particular, for every t ≥ 0 :
W(F ) =W
(
Mt(F )
)
(1.2.2)
2) (Mt(F ), t ≥ 0) may be computed via the ”characteristic formula” :
Mt(F ) = ŴXt
(
F (ωt, ω̂
t)
)
(1.2.3)
(cf Point 1 of Remark 1.2.2 for this notation)
3) Mt(F ) −→
t→∞ 0 W a.s. (1.2.4)
In particular, the martingale
(
Mt(F ), t ≥ 0
)
is not uniformly integrable.
4) For every q ∈ I :
Mt(F ) = ϕq(0)M
(q)
t W
(q)
∞ (F e
1
2
A
(q)
∞ |Ft) (1.2.5)
where M
(q)
t , ϕq and W
(q)
∞ are defined in Theorem 1.1.1.
Remark 1.2.2.
26
1. We now give some explanation about the notation in (1.2.3). If ω ∈ C(R+ → R), then ωt
(resp. ωt) denotes the part of ω before t (resp. after t) :
ω = (ωt, ω
t)
that is, precisely :
Xu(ω) =
{
Xu(ωt) if u ≤ t
Xu−t(ωt) if u ≥ t
and our notation ŴXt
(
F (ωt, ω̂
t)
)
stands for the expectation of F (ωt, •) with respect to
WXt(ω).
2. To every r.v. G in L1+(Ω,F∞,W ) we may of course associate the positive martingale(
M˜t(G) := W (G|Ft), t ≥ 0
)
. But, contrarily to the description for Mt(F ) given in Theorem
1.2.1, this is a uniformly integrable martingale.
3. Formula (1.2.5) may seem ambiguous, since the r.v. W
(q)
∞
(
F e
1
2
A
(q)
∞ |Ft
)
is only defined
W
(q)
∞ a.s. But since from (1.1.7), the probability W
(q)
∞ is absolutely continuous on Ft with
respect to W , there is in fact no ambiguity. On the other hand, from (1.1.16) :
W(F ) = ϕq(0)W
(q)
∞
(
F exp
(
1
2
A(q)∞
))
<∞ (1.2.6)
as soon as F ∈ L1(W). Thus, the ((Ft, t ≥ 0),W (q)∞ )martingale (W (q)∞ (F exp(12 A(q)∞ )|Ft) , t ≥ 0)
is W
(q)
∞ -uniformly integrable.
4. Of course,
(
Mt(F ), t ≥ 0
)
is continuous, as it is a
(
(Ft, t ≥ 0),W
)
martingale.
5. On the injectivity of F −→ (Mt(F ), t ≥ 0) : assume that, for F1 and F2 belonging to
L1(Ω,F∞,W) we have : Mt(F1) = Mt(F2) a.s., for every t ≥ 0. Then F1 = F2 W a.s.
Indeed, from (1.2.1) :
W
(
Γt(Mt(F1)−Mt(F2)
)
= 0 =W
(
Γt(F1 − F2)
)
As this relation is true for every t ≥ 0 and Γt ∈ b(Ft), the monotone class Theorem implies
that, for every Γ ∈ b(F∞) :
W
(
Γ(F1 − F2)
)
= 0, i.e. F1 = F2 W a.s.
Later in this Section (see Lemma 1.2.8), we shall obtain a more direct ”construction” of F
from
(
Mt(F ), t ≥ 0
)
.
Proof of Theorem 1.2.1.
i) We show point 1.
We denote by WF the finite positive measure on (Ω,F∞) defined by :
WF (G) :=W(F ·G) (1.2.7)
Let Γt ∈ b+(Ft) such that W (Γt) = 0. From (1.1.7), for every q ∈ I, W (q)∞ (Γt) = 0 hence,
from (1.1.16) :
WF (Γt) =W(F · Γt) = ϕq(0)W (q)∞ (F e
1
2
A
(q)
∞ Γt) = 0
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from (1.2.6). Thus :
WF|Ft ≪W|Ft
Consequently, from the Radon-Nikodym Theorem, there exists a W integrable, positive r.v.
Mt(F ), such that
WF|Ft =Mt(F ) ·W|Ft (1.2.8)
This is a rewriting of formula (1.2.1). Formula (1.2.2) is obtained from (1.2.1) by taking
Γt ≡ 1. The fact that
(
Mt(F ), t ≥ 0
)
is a
(
(Ft, t ≥ 0), W
)
martingale follows from (1.2.8).
We also note that, as every Brownian martingale, the process
(
Mt(F ), t ≥ 0
)
admits a
continuous version (which we shall always consider).
ii) We show point 4.
From (1.2.1), (1.1.16) and (1.1.7), we have for every Γt ∈ b+(Ft)
W(ΓtF ) = W
(
ΓtMt(F )
)
= ϕq(0)W
(q)
∞ (ΓtF e
1
2
A
(q)
∞ )
(
from (1.1.16)
)
= ϕq(0)W
(q)
∞
(
ΓtW
(q)
∞ (F e
1
2
A
(q)
∞ |Ft)
)
= ϕq(0)W
(
ΓtM
(q)
t W
(q)
∞
(
F e
1
2
A
(q)
∞ |Ft
)) (
from (1.1.7)
)
(1.2.5) follows.
iii) We show point 3.
• For every s ≥ 0 and Γs ∈ b(Fs), we have for s ≤ t from (1.2.1) :
W(Γs · F ) =W
(
Γs ·Mt(F )
)
(1.2.9)
Since the
(
(Ft, t > 0),W
)
martingale
(
Mt(F ), t ≥ 0
)
is positive, it converges W a.s. towards
M∞(F ). Letting t→∞ in (1.2.9) and using Fatou’s Lemma, we have :
W
(
ΓsM∞(F )
) ≤W(Γs · F )
Choosing Γs = 1g(s)≥a, with g
(s) := sup{u ≤ s,Xu = 0} we obtain :
W
(
1g(s)≥a ·M∞(F )
) ≤W(1g(s)≥a · F ) (1.2.10)
Letting s→∞ in (1.2.10) and noting that :
1g(s)≥a −→ 1 W a.s.
1g(s)≥a −→ 1g≥a W a.s..
we obtain :
W
(
M∞(F )
) ≤W(1g≥a · F )
Now, from Theorem 1.1.6 we know that g < ∞ W a.s., hence we get : W(1g≥a · F ) −→
a→∞ 0.
Thus :
W
(
M∞(F )
)
= 0 and M∞(F ) = 0 W a.s.
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• Another way to prove point 3. consists in writing, for s ≤ t :
W
(
ΓsMt(F )
)
= ϕq(0)W
(
ΓsM
(q)
t W
(q)
∞
(
F e
1
2
A
(q)
∞ |Ft)
) (
from (1.2.5)
)
= ϕq(0)W
(q)
∞
(
ΓsW
(q)
∞
(
F e
1
2
A
(q)
∞ |Ft)
) (
from (1.1.7)
)
(1.2.11)
But, since theW
(q)
∞ martingale
(
W
(q)
∞
(
F e
1
2
A
(q)
∞ |Ft), t ≥ 0
)
is uniformly integrable it converges
a.s. and in L1(W
(q)
∞ ) towards F e
1
2
A
(q)
∞ as t→∞. Thus, letting t→∞ in (1.2.11) and using
again Fatou’s Lemma, we obtain :
W
(
ΓsM∞(F )
) ≤ ϕq(0) W (q)∞ (ΓsF e 12 A(q)∞ ) (1.2.12)
We then choose Γs = 1{A(q)s ≥a} and obtain
W
(
1
(A
(q)
s ≥a)M∞(F )
) ≤ ϕq(0)W (q)∞ (1A(q)s ≥a F e− 12 A(q)∞ ) (1.2.13)
We then let s→∞ and note that :
1
A
(q)
s ≥a −→ 1 W a.s. (since Brownian motion is recurrent)
1
A
(q)
s ≥a −→ 1A(q)∞ ≥a W
(q)
∞ a.s.
Hence :
W
(
M∞(F )
) ≤ ϕq(0)W (q)∞ (1A(q)∞ ≥a F e− 12 A(q)∞ ) (1.2.14)
It now suffices to let a → ∞, using the fact that A(q)∞ < ∞ W (q)∞ a.s., and that F e− 12 A
(q)
∞ ∈
L1(W
(q)
∞ )
(
from (1.2.6)
)
to obtain :
W
(
M∞(F )
)
= 0 and hence : M∞(F ) = 0 W a.s.
iv) We prove point 2, i.e. the ”characteristic formula” for Mt(F ).
We have, from (1.2.5) :
Mt(F ) = ϕq(0)M
(q)
t W
(q)
∞
(
F e−
1
2
A
(q)
∞ |Ft
)
= ϕq(Xt)e
− 1
2
A
(q)
t W (q)∞
(
F e−
1
2
A
(q)
∞ |Ft
)(
from the definition (1.1.8) ofM
(q)
t
)
= ϕq(Xt)Ŵ
(q)
Xt,∞
(
e
1
2
(Aq∞−Aqt )F (ωt, ω̂t)
)
(from the Markov property)
= ŴXt
(
F (ωt, ω̂
t)
)
, from (1.1.16)
1.2.2 Examples of martingales
(
Mt(F ), t ≥ 0
)
.
Formula (1.2.3) which provides an ”explicit” expression for Mt(F ) is not always, practically,
easy to compute.
1.2.2.1 A first method to obtain examples of
(
Mt(F ), t ≥ 0
)
.
To begin with, we present a ”computation principle” to obtain Mt(F ).
”Computation principle”
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Let (Nt, t ≥ 0) denote a
(
(Ft, t ≥ 0
)
, W
)
positive martingale such that N0 = 1. Let W
N∞
be the probability on (Ω,F∞) which is characterized by :
WN∞|Ft = Nt ·W|Ft (1.2.15)
Let us assume that there exists a r.v. F ∈ L1+(Ω,F∞,W) such that :
F ·W =W(F ) ·WN∞ (1.2.16)
Then
Mt(F ) =W(F ) ·Nt (1.2.17)
Proof of the ”Computation principle”.
We have, for every t ≥ 0 and Γt ∈ b(Ft), from (1.2.1) :
W(F · Γt) =W
(
Mt(F ) · Γt
)
On the other hand, from the hypothesis (1.2.16) :
W(F · Γt) =W(F )WN∞(Γt)
Hence, this quantity also equals :
W(F )W (Γt ·Nt) (1.2.18)
from (1.2.15). Since Γt denotes any Ft measurable set in (1.2.18), one obtains :
Mt(F ) =W(F ) ·Nt W a.s.
Example 1. Let q ∈ I and Nt := ϕq(Xt)
ϕq(0)
exp
(
−1
2
A(q)∞
)
.
From (1.1.16) and (1.1.7), the hypotheses of the ”Computation principle” are satisfied with
F = exp
(
−1
2
A(q)∞
)
. Thus :
Mt(e
− 1
2
A
(q)
∞ ) = W(e−
1
2
A
(q)
∞ ) · ϕq(Xt)
ϕq(0)
exp
(
−1
2
A
(q)
t
)
= ϕq(Xt) exp
(
−1
2
A
(q)
t
)
(1.2.19)
since, from (1.1.17), W
(
exp
(
−12 A
(q)
∞
))
= ϕq(0).
Example 2. Let h : R+ → R+ Borel and integrable and :
Nt :=
1∫∞
0 h(y)dy
·
(
h(Lt)|Xt|+
∫ ∞
Lt
h(y)dy
)
(1.2.20)
From Theorem 1.1.11’, the hypotheses of the ”Computation principle” are satisfied with
F = h(L∞)
(
we note from point 3, i) of Theorem 1.1.6 : W
(
h(L∞)
)
=
∫ ∞
0
h(l)dl < ∞).
Thus :
Mt
(
h(L∞)
)
= h(Lt)|Xt|+
∫ ∞
Lt
h(y)dy (1.2.21)
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(
cf [RVY, II] for the use of this martingale
)
.
Example 3. Let St := sup
s≤t
Xs and ψ : R+ → R+ Borel and integrable, such that ψ(+∞) = 0.
Due to Theorem 1.1.11, the ”Computation principle” applies with F = ψ(S∞) and
Nt :=
1∫∞
0 ψ(y)dy
(
ψ(St)(St −Xt) +
∫ ∞
St
ψ(y)dy
)
We note that, from (1.1.104) (taken with t = 0) :
W
(
ψ(S∞)
)
=
∫ ∞
0
ψ(l)dl <∞. (1.2.22)
Thus :
Mt
(
ψ(S∞)
)
= ψ(St)(St −Xt) +
∫ ∞
St
ψ(y)dy (1.2.23)
Another manner to obtain (1.2.23) may be to invoke Le´vy’s Theorem :(
(St, St −Xt), t ≥ 0
) (law)
=
(
(Lt, |Xt|), t ≥ 0
)
then to use (1.2.21).
The reader may refer to [RVY, II] for links between the Aze´ma-Yor martingale
(
ψ(St)(St−Xt)
+
∫ ∞
St
ψ(y)dy, t ≥ 0
)
and the penalisation problem with the process
(
ψ(St), t ≥ 0
)
.
Example 4. Let ψ : R+ → R+ a Borel, integrable function with ψ(∞) = 0. The ”Computa-
tion principle”, with the help of Theorem 1.1.11’, yields to, with F = ψ(Sg) :
Mt
(
ψ(Sg)
)
=
1
2
ψ(Sg(t))|Xt|+ ψ(St)(St −X+t ) +
∫ ∞
St
ψ(y)dy (1.2.24)
=
1
2
ψ(Sg(t)) ·Xt +Mt
(
ψ(S∞)
)
where Mt
(
ψ(S∞
))
is defined by (1.2.23). We note that, from (1.1.104), since ψ(+∞) = 0 :
W−
(
ψ(Sg)
)
=W
(
ψ(S∞)
)
=
∫ ∞
0
ψ(l)dl <∞ (1.2.25)
Example 5. Let a < b and :
T (1) := inf{t ≥ 0 ; Xt > b}, T (2) := inf{t ≥ T (1) ; Xt < a}
T (2n+1) := inf{t ≥ T (2n) ; Xt > b}, T (2n+2) := inf{t ≥ T (2n+1) ; Xt < a}
Define :
D
[a,b]
t :=
∑
n≥1
1(T (2n)≤t)
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D
[a,b]
t is the number of down-crossings on the interval [a, b] before time t. Let h : N → R+
such that h is decreasing, h(0) = 1, h(+∞) = 0 and denote ∆h(n) := h(n) − h(n + 1). The
”Computation principle” and an extension to this situation of Theorem 1.1.11’ lead to :
Mt
(
∆h(D[a,b]∞ )
)
=
∑
n≥0
{
1[T (2n),T (2n+1)[(t)
[
h(n)
2
(
1 +
b−Xt
b− a
)
+
h(n+ 1)
2
(
Xt − a
b− a
)]
+1[T (2n+1),T (2n+2)[(t)
[
h(n + 1)
2
(
1 +
b−Xt
b− a
)
+
h(n)
2
(
Xt − a
b− a
)]}
(1.2.26)
The reader may refer to [RVY, II] for more information relative to this martingale.
Example 6. Let Σg(t) denote the length of the longest excursion of Brownian motion
(Xu, u ≥ 0) before g(t) := sup{s ≤ t ; Xs = 0}. Let h : R+ → R+ such that∫ ∞
0
z|h′(z)|dz <∞. Then, the ”Computation principle” and an extension of Theorem 1.1.11’,
lead to :
Mt
(√
h(Σg)
)
=
√
h(Σg(t)) · |Xt|+ h1(At)Φ
 |Xt|√
(Σg(t) −At)+

+
∫ |Xt|√
(Σ
g(t)
−At)+
0
h1
(
At +
X2t
v2
)(
exp
(
−v
2
2
))
dv (1.2.27)
with
At := t− g(t), Φ(x) :=
∫ ∞
x
exp
(
−v
2
2
)
dv
h1(x) := −
∫ ∞
√
x
zh′(z)dz
(
see [RY, VIII] or [RY, M], Chap. 3
)
.
1.2.2.2 A second manner to compute explicitly martingales of the form
(
Mt(F ), t ≥ 0
)
.
This method hinges upon the following Theorem 1.2.3. (Fu, u ≥ 0) denotes a positive
predictable process such that :
W(Fg) <∞ (1.2.28)
We note that from Theorem 1.1.6, this condition is equivalent to :
W
(∫ ∞
0
Fs dLs
)
<∞ (1.2.29)
or equivalently after the change of variable l = Ls, to :∫ ∞
0
W (Fτl)dl =W
(∫ ∞
0
Fs dLs
)
<∞ (1.2.30)
with :
τl := inf{t > 0 ; Lt > l} (1.2.31)
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Theorem 1.2.3. Let (Fu, u ≥ 0) denote a positive predictable process such that :
W(Fg) =
∫ ∞
0
W (Fτl)dl <∞ (1.2.32)
Then, the martingale
(
Mt(Fg), t ≥ 0
)
may be expressed as :
Mt(Fg) = Fg(t) · |Xt|+
∫ ∞
t
pu−t(Xt) Π
(u)
0,0(Fu|Ft) du (1.2.33)
= Fg(t) · |Xt|+
∫ ∞
Lt
W (Fτl |Ft) dl (1.2.34)
=
∫ t
0
Fg(s) sgn(Xs) dXs +W
(∫ ∞
0
Fτl dl|Ft
)
(1.2.35)
In (1.2.33), Π
(u)
0,0 denotes the law of Brownian bridge of length u and :
ps(x) :=
1√
2πs
e−
x2
2s (1.2.36)
Proof of Theorem 1.2.3.
i) We first prove (1.2.33).
For every t ≥ 0 and Γt ∈ b(Ft) we have by (1.2.1) :
W(ΓtFg) = W
(
ΓtMt(Fg)
)
= W(Γt Fg 1g≤t) +W(Γt Fg 1g>t)
= W(Γt Fg(t) 1g≤t) +W(Γt Fg 1g>t)(
since g = g(t) on the set (g ≤ t))
:= (1t) + (2t) (1.2.37)
We study successively (1t) and (2t) :
(1t) = W(Γt Fg(t) 1g≤t)
= W
(
Γt Fg(t) |Xt|
)
(1.2.38)(
from point 2, i) of Theorem 1.1.6.
)
(2t) = W(Γt Fg 1g>t)
=
∫ ∞
t
du√
2πu
W
(
Γt Fg|g = u
)
(from (1.1.42))
=
∫ ∞
t
du√
2πu
Π
(u)
0,0(Γt Fu) (from point 2)iii) of Theorem 1.1.6)
=
∫ ∞
t
du√
2πu
Π
(u)
0,0
(
ΓtΠ
(u)
0,0(Fu|Ft)
)
We now use the (partial) absolute continuity formula for the law of the Brownian bridge with
respect to that of Brownian motion :
Π
(u)
0,0 |Ft =
pu−t(Xt)
pu(0)
·W|Ft (u > t) (1.2.39)
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to obtain :
(2t) =
∫ ∞
t
du√
2πu
W
(
Γt pu−t(Xt)
pu(0)
Π
(u)
0,0
(
Fu|Ft
))
=
∫ ∞
t
duW
(
Γt pu−t(Xt)Π
(u)
0,0
(
Fu|Ft
))
(1.2.40)
since pu(0) =
1√
2πu
· Gathering (1.2.40), (1.2.37) and (1.2.38), we obtain (1.2.33).
ii) We now prove (1.2.34).
Of course, (1.2.34) is equivalent to :∫ ∞
t
pu−t(Xt)Π
(u)
0,0
(
Fu|Ft
)
du =
∫ ∞
Lt
W
(
Fτl |Ft
)
dl (1.2.41)
or to :
W
(
Γt
∫ ∞
t
pu−t(Xt) Π
(u)
0,0
(
Fu|Ft
)
du
)
=W
(
Γt ·
∫ ∞
Lt
Fτl dl
)
(1.2.42)
for any Γt ∈ b(Ft). But we have :
W
(
Γt ·
∫ ∞
Lt
Fτldl
)
= W
(
Γt
∫ ∞
t
Fu dLu
)
(after the change of variable l = Lu)
=
∫ ∞
t
du√
2πu
Π
(u)
0,0 (Fu Γt)
=
∫ ∞
t
du√
2πu
Π
(u)
0,0
(
ΓtΠ
(u)
0,0
(
Fu|Ft
))
=
∫ ∞
t
du√
2πu
W
(
Γt
pu−t(Xt)
pu(0)
Π
(u)
0,0
(
Fu|Ft
))
(
by the absolute continuity formula (1.2.39)
)
= W
(
Γt
∫ ∞
t
pu−t(Xt)Π
(u)
0,0
(
Fu|Ft
)
du
)
ii’) We give now a direct proof - i.e. without using (1.2.33) - of (1.2.34). We have, for every
t ≥ 0 and Γt ∈ b+(Ft) :
W(Fg Γt) = W(Fg Γt 1g≤t) +W(Fg Γt 1g>t)
= W(Fg(t) Γt 1g≤t) +W(Γ˜g Fg)
(since g = g(t) on the set (g ≤ t)), and we have used the notation :
(Γ˜u, u ≥ 0) :=
(
Γt 1]t,∞[(u), u ≥ 0
)
=W (Γt Fg(t) |Xt|+W
(∫ ∞
0
Γ˜τl Fτl dl
)
(
from point 2 i) of Theorem 1.1.6 and from formula (1.1.44)
)
.
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Hence :
W(Fg Γt) = W
(
Γt Fg(t) |Xt|
)
+W
(
Γt
∫ ∞
0
1t<τl Fτl dl
)
= W
(
Γt Fg(t) |Xt|
)
+W
(
Γt
∫ ∞
Lt
Fτl dl
)
= W
(
Γt Fg(t) |Xt|
)
+W
(
Γt
∫ ∞
Lt
W
(
Fτl |Ft
)
dl
)
which implies (1.2.34).
iii) We now prove (1.2.35).
To go from (1.2.34) to (1.2.35), we use the balayage formulae, which yields :
Fg(t) · |Xt| =
∫ t
0
Fg(s) sgn(Xs) dXs +
∫ t
0
Fu dLu
and we add this expression to
∫ ∞
Lt
W
(
Fτl |Ft
)
dl = W
(∫ ∞
t
Fu dLu|Ft
)
on the RHS. It is
now clear that (1.2.34) implies (1.2.35).
Corollary 1.2.4.
1) Formula (1.2.34) expresses the martingale
(
Mt(Fg), t ≥ 0
)
as the sum of a submartingale
(Fg(t) · |Xt|, t ≥ 0) and a supermartingale
(
W
(∫ ∞
0
Fτl 1τl>t dl|Ft
)
, t ≥ 0
)
both of which
converge to 0 a.s., as t→∞.
2) The variable
∫ ∞
0
F 2
g(u)
du is finite a.s. but it satisfies :
W
((∫ ∞
0
F 2
g(u)
du
) 1
2
)
= +∞ (1.2.43)
unless Fg = 0, W a.s.
Proof of Corollary 1.2.4.
The first statement is obvious since Fg(t) |Xt| is the absolute value of the martingale Fg(t) ·Xt.
Moreover, |Fg(t) ·Xt| ≤Mt(Fg), hence since Mt(Fg) −→t→∞ 0 a.s. (see Theorem 1.2.1) the same
is true for Fg(t) ·Xt. To prove the second item, assume that :
W
((∫ ∞
0
F 2
g(u)
du
) 1
2
)
<∞
Then, the martingale
(∫ t
0
Fg(s) sgn(Xs) dXs, t ≥ 0
)
would be in H1 ; a fortiori it would be
uniformly integrable. From (1.2.35), since W
(∫ ∞
0
Fτl dl
)
<∞, (Mt(Fg), t ≥ 0) would also
be uniformly integrable ; but this is only possible, since this martingale converges a.s. to 0
(see Theorem 1.2.1) if it is identically equal to 0, that is Fg = 0 W a.s. (see point 5 of
Remark 1.2.2).
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Of course, if we want to compute
(
Mt(F ), t ≥ 0
)
in a completely explicit manner, we need
to compute Π
(u)
0,0
(
Fu|Ft
)
, for t ≤ u
(
or W
(∫ ∞
0
Fτl dl|Ft
))
. This is what has been done in
the Examples 4 and 6 above. Here is an example where this computation is immediate.
Example 7. Let ψ : R+ → R+ Borel such that :∫ ∞
0
ψ(t)
dt√
2πt
<∞ (1.2.44)
Then :
Mt
(
ψ(g)
)
= ψ(g(t))|Xt|+
∫ ∞
0
du√
2πu
e−
X2t
2u ψ(t+ u) (1.2.45)
To obtain (1.2.45), we apply Theorem 1.2.3 with the (deterministic) process (Fu, u ≥ 0) :=(
ψ(u), u ≥ 0) and we use :
Π
(u)
0,0
(
Fu|Ft
)
= Π
(u)
0,0
(
ψ(u)|Ft
)
= ψ(u)
We then make the change of variable u− t = v in (1.2.33).
More generally (see Theorem 1.1.8), with ga := sup{t ; Xt = a}, we have :
Mt
[
ψ(ga)
]
= ψ(g(t)a )|Xt − a|+
∫ ∞
0
du√
2πu
e−
(Xt−a)2
2u ψ(t+ u) (1.2.46)
with :
g(t)a := sup{s ≤ t ; Xs = a} (1.2.47)
Back to Example 2. Formula (1.2.21) is a particular case of (1.2.34). Indeed, if we apply
(1.2.34) with (Fu, u ≥ 0) :=
(
h(Lu), u ≥ 0
)
, we obtain :
Mt
(
h(L∞)
)
= Mt
(
h(Lg)
)
= h(Lg(t))|Xt|+W
(∫ ∞
Lt
h(Lτl)dl|Ft
)
= h(Lt)|Xt|+
∫ ∞
Lt
h(l) dl
since Lg(t) = Lt and Lτl = l.
In the same spirit, for h : R+ ×R+ → R+ Borel such that :∫ ∞
0
∫ ∞
0
h(l, u)
l e−
l2
2u√
2πu3
dl du <∞ (1.2.48)
then
(
see (1.1.47)
)
W
(
h(L∞, g)
)
<∞ and
Mt
(
h(L∞, g)
)
= h(Lg(t) , g
(t)) · |Xt|+W
(∫ ∞
Lt
h(Lτl , τl) dl|Ft
)
= h(Lt, g
(t)) · |Xt|+ ŴXt
(∫ ∞
0
h(Lt + L̂v, t+ v)dL̂v
)
(1.2.49)
1.2.2.3 A third manner to obtain explicit examples of martingales
(
Mt(F ), t ≥ 0
)
.
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• We begin with a definition. We shall say that a family of r.v.’s (Ft, t ≥ 0) converges, as
t→∞, towards F W a.s. if for some G > 0, G ∈ L1+(F∞,W) Ft −→t→∞F W
G a.s. We recall :
WG(Γ) :=W(G Γ), Γ ∈ b(F∞). Clearly, this definition does not depend on the r.v. G chosen
in the above class. In particular, it may be convenient to take for G the r.v. exp
(
−1
2
A(q)∞
)
for some q ∈ I ; hence, the a.s. W-convergence is precisely the W (q)∞ a.s. convergence.
This definition may seem complicated. However, its aim is to take care of the difficulty arising
from the fact that for every Γt ∈ b+(Ft), W(Γt) equals either 0 or +∞
(
see point v) of the
proof of Theorem 1.1.2
)
.
Equivalently, Ft −→
t→∞F W a.s. if and only if W(∆) = 0 with ∆ =
{
ω ; Ft(ω) 6−→
t→∞
F (ω)
}
• In Section 1.2.3 below we shall obtain the following result : (it is a Corollary of Theorem
1.2.5, in the same Section 1.2.3)
Corollary 1.2.6. A positive
(
(Ft, t ≥ 0),W
)
martingale Mt, t ≥ 0 is of the form
(
Mt(F ),
t ≥ 0) for some F ∈ L1+(F∞,W) if and only if :
lim
t→∞
Mt
1 + |Xt| existsW-a.s.
and
M0 =W
(
lim
t→∞
Mt
1 + |Xt|
)
and, in this case :
F = lim
t→∞
Mt
1 + |Xt| W a.s.
• We now illustrate with 3 examples how due to this Corollary, we may compute explicitly(
Mt(F ), t ≥ 0
)
for some F ∈ L1+(F∞,W).
Back to Example 1. Let q ∈ I and Mt := ϕq(Xt) exp
(
−1
2
A
(q)
t
)
. Since
ϕq(x) ∼|x|→∞ |x| and |Xt| −→t→∞∞ W a.s.
we have :
Mt
1 + |Xt| −→t→∞ exp
(
−1
2
A(q)∞
)
:= F W a.s.
On the other hand,
M0 = ϕq(0) =W
(
exp
(
−1
2
A(q)∞
)) (
from (1.1.17)
)
Thus, from Corollary 1.2.6. :
Mt
(
exp
(
−1
2
A(q)∞
))
= ϕq(Xt) exp
(
−1
2
A
(q)
t
)
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Back to Example 2. Let h : R+ → R+ Borel and integrable and :
Mt := h(Lt)|Xt|+
∫ ∞
Lt
h(y)dy
It is clear that :
Mt
1 + |Xt| −→t→∞h(L∞) W a.s.
and that from point 3)i) of Theorem 1.1.6. :
M0 =
∫ ∞
0
h(y)dy =W
(
h(L∞)
)
Thus, from Corollary 1.2.6 :
Mt
(
h(L∞)
)
= h(Lt)|Xt|+
∫ ∞
Lt
h(y)dy
Back to Example 3. Let ψ : R+ → R+ Borel and integrable, with ψ(∞) = 0. Let
Mt := ψ(St)(St −Xt) +
∫ ∞
St
ψ(y)dy
Then :
Mt
1 + |Xt| −→t→∞ψ(S∞) W a.s.
(
see (1.1.99)
)
From (1.2.22) :
W
(
ψ(S∞)
)
=
∫ ∞
0
ψ(l)dl =M0
Hence :
Mt
(
ψ(S∞)
)
= ψ(St)(St −Xt) +
∫ ∞
St
ψ(y)dy
1.2.3 A decomposition Theorem for positive Brownian supermartingales.
Here is the most inportant result of this Section 1.2.
Theorem 1.2.5. Let (Zt, t ≥ 0) denote a positive
(
(Ft, t ≥ 0),W
)
supermartingale. We
denote Z∞ := lim
t→∞Zt (W a.s.). Then :
1)
z∞ := lim
t→∞
Zt
1 + |Xt| exists W a.s. (1.2.50)
and W(z∞) <∞ (1.2.51)
2) (Zt, t ≥ 0) decomposes in a unique manner in the form :
Zt =Mt(z∞) +W
(
Z∞|Ft
)
+ ξt, t ≥ 0 (1.2.52)
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where
(
Mt(z∞), t ≥ 0
)
and
(
W
(
Z∞|Ft
)
, t ≥ 0) denote two ((Ft, t ≥ 0),W ) martingales
and :
(ξt, t ≥ 0) is a
(
(Ft, t ≥ 0),W
)
positive supermartingale
such that :
i) Z∞ ∈ L1+(F∞,W ), hence W
(
Z∞|Ft
)
converges W a.s. and in L1(F∞,W ) towards Z∞.
ii)
W
(
Z∞|Ft
)
+ξt
1+|Xt| −→t→∞ 0 W a.s. (1.2.53)
iii) Mt(z∞) + ξt −→
t→∞ 0 W a.s. (1.2.54)
After proving Theorem 1.2.5, we shall give a number of examples of
(
(Ft, t ≥ 0),W
)
super-
martingales for which we can compute explicitly the decomposition (1.2.52).
We refer the reader to subsection 1.2.2.3 for the definition of the a.s. W convergence.
Corollary 1.2.6.
(
Characterisation of martingales of the form
(
Mt(F ), t ≥ 0)
)
.
A
(
(Ft, t ≥ 0), W
)
positive martingale (Zt, t ≥ 0) is equal to
(
Mt(F ), t ≥ 0
)
for an
F ∈ L1+(F∞,W) if and only if :
Z0 =W
(
lim
t→∞
Zt
1 + |Xt|
)
(1.2.55)
Note that lim
t→∞
Zt
1 + |Xt| exists W a.s. from (1.2.50).
Proof of Corollary 1.2.6.
We write, from (1.2.52) :
Zt =Mt(z∞) +W (Z∞|Ft) + ξt(
where, in this situation, (ξt, t ≥ 0) is a positive martingale
)
. Hence :
Z0 =W
(
M0(z∞)
)
+W
(
W (Z∞|F0)
)
+W (ξ0)
i.e., from (1.2.55) and (1.2.2) :
Z0 =W(z∞) =W(z∞) +W (Z∞) +W (ξ0)
hence :
W (Z∞) =W (ξ0) = 0 and W (Z∞|Ft) = ξt = 0, i.e. Zt =Mt(z∞)
Proof of Theorem 1.2.5.
This proof hinges on the three following Lemmas.
Lemma 1.2.7. Let F,G ∈ L1+(F∞,W) and G > 0 W a.s. Then :
Mt(F )
Mt(G)
=WG
(
F
G
∣∣∣Ft) WG a.s. (1.2.56)
Consequently :
Mt(F )
Mt(G)
−→
t→∞
F
G
WG a.s. (henceW a.s.) (1.2.57)
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Lemma 1.2.8. Let F ∈ L1+(F∞,W). Then :
Mt(F )
1 + |Xt| −→t→∞F W a.s. (1.2.58)
Lemma 1.2.9. Let (Zt, t ≥ 0) denote a positive
(
(Ft, t ≥ 0),W
)
supermartingale. Then :
1) z∞ := limt→∞
Zt
1+|Xt| exists W a.s. (1.2.59)
Furthermore :
W(z∞) <∞ (1.2.60)
2) For every t ≥ 0 : Mt(z∞) ≤ Zt W a.s. (1.2.61)
Proof of Lemma 1.2.7.
We have, for every t ≥ 0 and Γt ∈ b(Ft) :
WG
(
Γt
Mt(F )
Mt(G)
)
= W
(
ΓtG
Mt(F )
Mt(G)
) (
by definition ofWG
)
= W
(
ΓtMt(G)
Mt(F )
Mt(G)
) (
by definition ofMt(G)
)
= W
(
ΓtMt(F )
)
= W(Γt F )
(
by definition ofMt(F )
)
= WG
(
Γt
F
G
)
(by definition of WG)
= WG
(
ΓtW
G
(
F
G
∣∣∣Ft))
This is (1.2.56). Now, (1.2.57) is an immediate consequence of (1.2.56) since
F
G
∈ L1(WG).
Indeed : WG
(
F
G
)
=W
(
G · F
G
)
=W(F ) <∞.
Proof of Lemma 1.2.8.
i) We first apply Lemma 1.2.7 with G := exp
(
−1
2
A(q)∞
)
, for any q ∈ I. Then, recall that
(Example 1) Mt(G) = ϕq(Xt) exp
(
−1
2
A
(q)
t
)
and, since ϕq(x) ∼ |x| as |x| → ∞, we get :
Mt(G)
1 + |Xt| −→t→∞ exp
(
−1
2
A(q)∞
)
= G W a.s.
which is the statement of Lemma 1.2.8 with F = exp
(
−1
2
A(q)∞
)
.
ii) For a general F ∈ L1+(F∞,W), we write :
Mt(F )
1 + |Xt| =
Mt(F )
Mt(G)
· Mt(G)
1 + |Xt| −→t→∞
F
G
·G W a.s.
by applying Lemma 1.2.7, and the result of point i) above.
Proof of Lemma 1.2.9.
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i) We begin with an argument similar to the one we used to prove Lemma 1.2.8, that is :
we write :
Zt
1 + |Xt| =
Zt
Mt(G)
Mt(G)
1 + |Xt|
We now use the fact that
(
Zt
Mt(G)
, t ≥ 0
)
is a
(
(Ft, t ≥ 0), WG
)
positive supermartingale;
hence it converges WG a.s. to a r.v. ζ ; consequently :
z∞ := lim
t→∞
Zt
1 + |Xt| existsW
G a.s.
and we have :
z∞ = ζ ·G
ii) Since ζ := lim
t→∞
Zt
Mt(G)
, WG a.s., is the limit as t → ∞ of a WG supermartingale, we
have :
WG(ζ) ≤ Z0
M0(G)
hence :
W(z∞) =WG(ζ) ≤ Z0
M0(G)
<∞
iii) For any t ≥ 0 and Γt ∈ b+(Ft), we have :
W(Γt z∞) = W
(
Γt lim
u→∞
Zu
1 + |Xu|
)
= W
(
Γt lim
u→∞
Zu
1 + |Xu| · 1g≤u
)
≤ lim
u→∞
W
(
Γt
Zu
1 + |Xu| 1g≤u
)
(from Fatou’s Lemma)
= lim
u→∞
W
(
Γt
Zu
1 + |Xu| |Xu|
) (
from point 2 i) of Theorem 1.1.6
)
≤ lim
u→∞
W (ΓtZu)
(
since
|Xu|
1 + |Xu| ≤ 1
)
≤ W (ΓtZt)
since (Zt, t ≥ 0) is a supermartingale. Finally :
W(Γt z∞) =W
(
ΓtMt(z∞)
) ≤W (Γt · Zt)
which is equivalent to point 2 of Lemma 1.2.9.
We may now end the proof of Theorem 1.2.5.
Let Z˜t := Zt −Mt(z∞) (t ≥ 0)
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Since
(
Mt(z∞), t ≥ 0
)
is a
(
(Ft, t ≥ 0), W
)
martingale, the process (Z˜t, t ≥ 0) is still a(
(Ft, t ≥ 0), W
)
positive
(
from (1.2.61)
)
supermartingale, and since Mt(z∞) −→
t→∞ 0 W a.s.
from Theorem 1.2.1, we obtain :
Z˜t −→
t→∞Z∞ W a.s.
Since (Z˜t, t ≥ 0) is a positive supermartingale, we obtain :
W (Z∞|Ft) ≤ Z˜t
We now write :
ξt := Z˜t −W (Z∞|Ft) t ≥ 0
This is a positive supermartingale such that lim
t→∞ ξt = 0 W a.s. On the other hand, W a.s. :
lim
t→∞
ξt
1 + |Xt| = limt→∞
Z˜t
1 + |Xt| = z∞ − z∞ = 0
The uniqueness of decomposition (1.2.52) being immediate, Theorem 1.2.5 is proven.
1.2.4 A decomposition result for the martingale
(
Mt(F ), t ≥ 0
)
.
A difference with the preceding subsection is that the r.v.’s F which we now consider belong
to L1(F∞,W ), but are not necessarily positive.
We shall now prove a decomposition result of the
(
(Ft, t ≥ 0), W
)
martingale
(
Mt(F ), t ≥
0
)
. For this purpose, we shall use the following lemma.
Lemma 1.2.10. Let F ∈ L1(F∞,W)
1) There exists a predictable process
(
ks(F ), s ≥ 0
)
which is defined dLs(ω)W (dω) a.s., and
is positive if F is positive, such that :
W
(∫ ∞
0
|ks(F )|dLs
)
=W
(|kg(F )|) ≤W(|F |) <∞ (1.2.62)
and such that for every bounded predictable process (Φs, s ≥ 0)
W(ΦgF ) = W
(∫ ∞
0
Φs ks(F )dLs
)
(1.2.63)
= W
(
Φg kg(F )
)
(1.2.64)
Thus : W(F |Fg) = kg(F ) (1.2.65)
2) We have W
(|kg(F )|) <∞ (from (1.2.62))
W
(|kg(F )|) ≤W(|F |) <∞ (1.2.66)
and (
ks(kg(F ), s ≥ 0)
)
= (ks(F ), s ≥ 0
)
dLs(ω)W (dω) a.s. (1.2.67)
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3) If (hs, s ≥ 0) is a predictable process such that W(|hg|) <∞, then :(
ks(hg), s ≥ 0
)
= (hs, s ≥ 0) dLs(ω)W (dω) a.s. (1.2.68)
Proof of Lemma 1.2.10.
It suffices, by linearity, to prove this Lemma when F ≥ 0.
i) Formula (1.2.64), written for F ≡ 1 and ks(F ) ≡ 1 :
W(Φg) =W
(∫ ∞
0
Φs dLs
)
(1.2.69)
is formula (1.1.44). Let us define the measure µF , on the predictable σ-field, and more
generally on the set of positive predictable processes by :
µF (Φ) =W(Φg · F ) (1.2.70)
Clearly, µF is absolutely continuous, on the predictable σ-field, with respect to µ1, which
is the measure µF for F ≡ 1. Thus, from (1.2.69), µF is absolutely continuous on the
predictable σ-field with respect to the measure dLs(ω)W (dω). Thus, there exists, from the
Radon-Nikodym Theorem, a process
(
ks(F ), s ≥ 0
)
which is predictable such that, for every
Φ ≥ 0 predictable :
µF (Φ) =W(Φg · F ) =W
(∫ ∞
0
Φs ks(F )dLs
)
This is relation (1.2.64). The further relations (1.2.65) and (1.2.66) follow immediately.
ii) The other points of Lemma 1.2.10 are elementary. We show, for example, (1.2.68). We
have, from (1.2.63) and (1.2.69), for every predictable and bounded process Φ :
W(Φg hg) = W
(∫ ∞
0
Φs ks(hg)dLs
)
= W
(∫ ∞
0
Φs hs dLs
)
Hence, Φ being arbitrary, (1.2.68). Relation (1.2.67) is obtained by application of (1.2.68)
with (hs, s ≥ 0) =
(
ks(F ), s ≥ 0
)
.
Here is now the announced decomposition Theorem.
Theorem 1.2.11. Let F ∈ L1(F∞,W). There exist two continuous positive processes(
Σt(F ), t ≥ 0
)
and
(
∆t(F ), t ≥ 0
)
such that, for every t ≥ 0 :
Mt(F ) = Σt(F ) + ∆t(F ) (t ≥ 0) (1.2.71)
with :
1)i) For every t ≥ 0 and Γt ∈ b(Ft) :
W(Γt 1g≤t F ) =W
(
ΓtΣt(F )
)
(1.2.72)
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ii)
(
Σt(F ), t ≥ 0
)
is a quasimartingale (a positive submartingale if F ≥ 0) which vanishes
on the zero set of (Xu, u ≥ 0). Its Doob-Meyer decomposition writes :
Σt(F ) = −MΣ(F )t +
∫ t
0
ks(F ) dLs (1.2.73)
In particular, the bounded variation part of this decomposition is absolutely continuous with
respect to dLs. In (1.2.73),
(
M
Σ(F )
t , t ≥ 0
)
is a
(
(Ft, t ≥ 0), W
)
martingale satisfying, if
F ≥ 0 :
sup
s≤t
MΣ(F )s =
∫ t
0
ks(F )dLs (1.2.74)
lim
t→∞M
Σ(F )
t :=M
Σ(F )
∞ =
∫ ∞
0
ks(F ) dLs = sup
t≥0
M
Σ(F )
t (1.2.75)
In particular, this martingale is not uniformly integrable.
iii) We have the ”explicit formula” :
Σt(F ) = |Xt| · Ê(3)Xt
(
F (ωt, ω̂t)
)
(1.2.76)
(see point 1 of Remark 1.2.2 for such a notation).
In (1.2.76), the expectation is taken with respect to ω̂t, the letter ωt, and Xt, being frozen ;
Ê
(3)
Xt
denotes the expectation relatively to a 3-dimensional Bessel process starting from Xt, if
Xt > 0, and the expectation with respect to the opposite of a 3-dimensional Bessel process, if
Xt < 0.
iv) The application F → (Σt(F ), t ≥ 0) is injective since :
Σt(F )
1 + |Xt| −→t→∞F W a.s. (1.2.77)
v) We have, for every t ≥ 0 :
W
{
Σt(F )− Σt
(
kg(F )
)∣∣Fg(t)} = 0 (1.2.78)
2)i) For every t ≥ 0 and Γt ∈ b(Ft) :
W(Γt 1g>t F ) =W
(
Γt∆t(F )
)
(1.2.79)
ii)
(
∆t(F ), t ≥ 0
)
is a quasimartingale (a positive supermartingale if F ≥ 0). Its Doob-
Meyer decomposition writes :
∆t(F ) =M
∆(F )
t −
∫ t
0
ks(F ) dLs (1.2.80)
where
(
M
∆(F )
t , t ≥ 0
)
is the
(
(Ft, t ≥ 0), W
)
martingale given by :
M
∆(F )
t =W
(∫ ∞
0
ks(F ) dLs|Ft
)
(1.2.81)
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In particular, since from (1.2.62),
∫ ∞
0
ks(F ) dLs ∈ L1(F∞,W ), this martingale is uniformly
integrable.
iii) The application F → (∆t(F ), t ≥ 0) is not injective since :(
∆t(F ), t ≥ 0
)
=
(
∆t(kg(F )
)
, t ≥ 0) (1.2.82)(
and kg(F ) 6= F when F is not Fg measurable
)
.
3) The martingale
(
Mt(F ), t ≥ 0
)
satisfies :(
W
(
Mt(F )|Fg(t)
)
, t ≥ 0) = (W (Mt(kg(F ))|Fg(t)), t ≥ 0) (1.2.83)
The following Theorem is an important consequence of Theorem 1.2.11.
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Theorem 1.2.12. Let F ∈ L1(F∞,W).
Then, the
(
(Ft, t ≥ 0), W
)
martingale
(
Mt(F ), t ≥ 0
)
vanishes on the zeros of (Xu, u ≥ 0)
if and only if kg(F ) = 0.
Remark 1.2.13
1) If F = Fg, with (Fu, u ≥ 0) a positive previsible process Theorem 1.2.3 implies, in this
particular case :
Σt(Fg) = Fg(t) · |Xt|, ∆t(Fg) =
∫ ∞
Lt
W (Fτl |Ft) dl.
2) If F ≥ 0, the supermartingale (∆t(F ), t ≥ 0) satisfies :
∆t(F ) −→
t→∞ 0 W a.s., since 0 ≤ ∆t(F ) ≤Mt(F )
and
∆t(F )
1 + |Xt| =
Mt(F )
1 + |Xt| −
Σt(F )
1 + |Xt| −→t→∞F − F = 0 W a.s.
from Lemma 1.2.8 and (1.2.77). Hence, in the decomposition (1.2.52) of the supermartingale
∆t(F ), there remains uniquely the term (ξt, t ≥ 0).
3) When F ≥ 0, gathering the terms (1.2.71), (1.2.73), (1.2.80) and (1.2.81), we have :
Mt(F ) = −MΣ(F )t +W
(∫ ∞
0
ks(F )dLs|Ft
)
This formula implies
(
from (1.2.75)
)
that (M
Σ(F )
t , t ≥ 0) is not uniformly integrable since if
it were, then
(
Mt(F ), t ≥ 0
)
would be null.
4) From relation (1.2.83) there exists an application
m : L1(F ,W) −→ M((Fg(t) , t ≥ 0), W )
F −→ (mt(F ), t ≥ 0)
where M((Fg(t) , t ≥ 0), W ) denotes the set of ((Fg(t) , t ≥ 0), W ) martingales ; this
application m is such that :
mt(F ) =W
(
Mt(kg(F ))|Fg(t)
)
(1.2.84)
with
mt(F ) := σt(F ) + δt(F )
and
σt(F ) =
√
π
2
kg(t) (F )
√
t− g(t)
δt(F ) = W
(∫ ∞
0
ks(F ) dLs|Fg(t)
)
If F ≥ 0, (σt(F ), t ≥ 0) resp. (δt(F ), t ≥ 0) is a ((Fg(t) , t ≥ 0), W ) submartingale (resp.(
(Fg(t) , t ≥ 0), W
)
supermartingale
)
.
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5) We recall that by definition, a process (Zt, t ≥ 0) is a quasimartingale if, for every t ≥ 0 :
sup W
(
n−1∑
i=1
∣∣W (Zti+1 − Zti)∣∣ ∣∣Fti
)
<∞
the sup being taken over the set of subdivisions 0 ≤ t1 < · · · < tn < t. In fact, such a process
is the difference of two supermartingales
(
see [R]
)
. On the other hand, the Fo¨llmer measure(
see [F]
)
µZ - with finite mass - of a supermartingale (Zt, t ≥ 0) (or of a quasimartingale) is
the measure defined on the predictable σ-field and characterised by :
µZ(Γt 1]t,∞]) =W (Γt · Zt)
(
Γt ∈ b(Ft)
)
Hence formulae (1.2.65), (1.2.70) and (1.2.79) imply that the measure µF defined by (1.2.70)
is the Fo¨llmer measure of the quasimartingale
(
∆t(F ), t ≥ 0
)
.
Proof of Theorem 1.2.11.
i) We define Σt(F ) via :
Σt(F ) =Mt(F 1g≤a)∣∣a=t (1.2.85)
Hence, for every Γt ∈ b(Ft) :
W(Γt 1g≤t · F ) =W
(
ΓtΣt(F )
)
(1.2.86)
It is easy to deduce from (1.2.86) that
(
Σt(F ) = Σt(F
+)−Σt(F−), t ≥ 0
)
is a semimartingale,
as the difference of two submartingales and we shall show below (see point vi) of this proof)
that it is in fact a quasimartingale which admits a continuous version.
ii) We show (1.2.73).
By linearity, it suffices to prove (1.2.73) for F ≥ 0. From (1.2.86), we have for s ≤ t and
Γs ∈ b(Fs) :
W(Γs 1s≤g≤t F ) = W
(
Γs
(
Σt(F )− Σs(F )
))
= W
(
Γs ·
∫ t
s
ku(F ) dLu
)
(1.2.87)
by using Lemma 1.2.10 with (Φu := Γs 1]s,t] (u), u ≥ 0). (1.2.73) follows immediately from
(1.2.87).
iii) We show (1.2.74) and (1.2.75).
Since, if F ≥ 0, then Σs(F ) ≥ 0, we have :
sup
s≤t
MΣ(F )s ≤
∫ t
0
ku(F )dLu and
sup
s≤t
MΣ(F )s ≥ sup
s≤g(t)
MΣ(F )s =
∫ g(t)
0
ku(F )dLu =
∫ t
0
ku(F )dLu
since Σg(t)(F ) = 0 from (1.2.76) (which is proven below).
On the other hand, since 0 ≤ Σt(F ) ≤Mt(F ) and since Mt(F ) −→
t→∞ 0 W a.s. from Theorem
1.2.1, we have Σt(F ) −→
t→∞ 0 W a.s., and thus, from (1.2.73) :
lim
t→∞ M
Σ(F )
t :=M
Σ(F )
∞ =
∫ ∞
0
ks(F ) dLs = sup
t≥0
M
Σ(F )
t
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which, in particular, proves, that (M
Σ(F )
t , t ≥ 0) is not uniformly integrable.
iv) We show (1.2.76).
For this purpose, we shall use the notation and results of subsection 1.1.4. We have, for every
t ≥ 0 and Γt ∈ b(Ft) :
W
(
ΓtΣt(F )
)
= W(Γt 1g≤t F )
(
from (1.2.86)
)
= 2W (δ0)∞ (Γt 1g≤t F e
1
2
L∞)
= 2W (δ0)∞ (Γt e
1
2
Lt 1g≤t F )
(
since L∞ = Lt on the set (g ≤ t)
)
= 2W (δ0)∞ (Γt e
1
2
LtW (δ0)∞
(
1g≤t · F |Ft)
)
= 2W (δ0)∞
(
Γt e
1
2
LtW (δ0)∞ (1T0◦θt=∞ · F |Ft)
) (
since (g ≤ t) = (T0 ◦ θt =∞)
)
= 2W (δ0)∞
(
Γt e
1
2
Lt Ŵ
(δ0)
Xt,∞
(
1T0=∞F (ωt, ω̂
t)
)
(by the Markov property)
= 2W (δ0)∞
(
Γt e
1
2
Lt Ŵ
(δ0)
Xt,∞
(
F (ωt, ω̂
t)|T0 =∞
) ·W (δ0)Xt,∞(T0 =∞)) (1.2.88)
But, from (1.1.70) :
W
(δ0)
Xt,∞(T0 =∞) =
|Xt|
2 + |Xt|
and, from Theorem 1.1.5, conditionally on (T0 =∞), W (δ0)∞,x is the law of a Bessel (3) process
(resp. of the opposite of a Bessel (3) process) started at x if x > 0 (resp. if x < 0). Then :
W
(
ΓtΣt(F )
)
= 2W (δ0)∞
(
Γt e
1
2
Lt |Xt|
2 + |Xt| Ê
(3)
Xt
(
F (ωt, ω̂
t)
))
= W
(
Γt e
1
2
Lt |Xt|
2 + |Xt| Ê
(3)
Xt
(
F (ωt, ω̂
t)
)
e−
1
2
Lt
(
2 + |Xt|
))
(
from (1.1.31) and (1.1.7)
)
.
Finally W
(
ΓtΣt(F )
)
=W
(
Γt|Xt| Ê(3)Xt
(
F (ωt, ω̂
t)
))
It is relation (1.2.76). Observe that this relation implies
(
Σt(F ), t ≥ 0
)
vanishes on the zeros
of (Xt, t ≥ 0). On the other hand, (1.2.76) implies (1.2.77), since, underW, |Xt| −→
t→∞∞ a.s.
v) We show (1.2.83) and (1.2.78).
For every positive, bounded and predictable process (Φu, u ≥ 0), we have :
W
(
Φg(t) Mt(F )
)
=W(Φg(t) · F ) (1.2.89)
by definition ofMt(F ). But, the σ-algebra Fg(t) is contained in Fg. Hence the RHS of (1.2.89)
equals from (1.2.64) :
W
(
Φg(t) kg(F )
)
=W
(
Φg(t) Mt
(
kg(F )
))
Finally :
W
(
Φg(t) kg(F )
)
=W
(
Φg(t) Mt
(
kg(F )
))
Thus W
(
Mt(F )−Mt(kg(F ))
∣∣Fg(t)) = 0 i.e. (1.2.83) is satisfied. (1.2.78) is proven by using
the same arguments.
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vi) We show (1.2.79).
We define ∆t(F ) by :
∆t(F ) :=Mt(F 1g>a)|a=t
It is clear that :
Mt(F ) = Σt(F ) + ∆t(F )
and that, for every t ≥ 0 and Γt ∈ b(Ft) :
W(Γt 1g>t F ) =W
(
Γt∆t(F )
)
Then writing ∆t(F ) = ∆t(F
+)−∆t(F−) we deduce easily from this formula that
(
∆t(F
±),
t ≥ 0) are two positive supermartingales and then (∆t(F ), t ≥ 0) is a quasimartingale.
Since Σt(F ) = Mt(F ) − ∆t(F ) = Mt(F+) −Mt(F−) − ∆t(F+) + ∆t(F−), it is clear that(
Σt(F ), t ≥ 0
)
is still a quasimartingale. Formula (1.2.80) then results from (1.2.73) and
(1.2.71). Finally, thanks to (1.2.80) and (1.2.73),
(
∆t(F ), t ≥ 0
)
and
(
Σt(F ), t ≥ 0
)
admit
continuous versions.
vii) We show (1.2.81).
We have, from (1.2.79), for every Γt ∈ b(Ft)
W(Γt 1g>t F ) = W
(
Γt∆t(F )
)
= W(Γ˜g · F )(
with (Γ˜u, u ≥ 0) :=
(
Γt 1]t,∞[(u), u ≥ 0
))
= W
(∫ ∞
0
Γ˜u ku(F )dLu
)
(from Lemma 1.2.10)
= W
(
Γt ·
∫ ∞
t
ku(F )dLu
)
= W
(
ΓtW
(∫ ∞
t
ku(F )dLu|Ft
))
Hence : ∆t(F ) = W
(∫ ∞
t
ku(F )dLu|Ft
)
= W
(∫ ∞
0
ku(F )dLu
∣∣∣Ft)− ∫ t
0
ku(F )dLu
This equality implies (1.2.80) and (1.2.81).
viii) We show (1.2.82).
It suffices, to prove (1.2.82), to show that for every t ≥ 0 and Γt ∈ b(Ft), we have :
W
(
Γt∆t(F − kg(F ))
)
= 0
But :
W
(
Γt∆t(F − kg(F ))
)
=W
(
Γt 1g>t(F − kg(F )
)
=W
(
Γ˜g(F − kg(F )
)
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(
with
(
Γ˜u := Γt 1]t,∞[ (u), u ≥ 0
))
=W
(
Γt
∫ ∞
t
(
ku(F )− ku(kg(F ))
)
dLu
) (
from (1.2.63)
)
= 0
since ku(F ) = ku(kg(F )), from (1.2.67).
ix) Observe that, by using (1.2.82), (1.2.83) is a consequence of (1.2.78). Indeed :
Mt
(
F − kg(F )
)
= Σt
(
F − kg(F )
)
+∆t
(
F − kg(F )
)
= Σt
(
F − kg(F )
)
from (1.2.82)
Thus :
W
(
Mt
(
F − kg(F )
)∣∣Fg(t)) =W (Σt(F − kg(F ))∣∣Fg(t)) = 0 from (1.2.78)
This ends the proof of Theorem 1.2.11.
Proof of Theorem 1.2.12.
For this purpose, we need the following result, due to Aze´ma and Yor
(
see [AY2]
)
: a(
(Ft, t ≥ 0), W
)
martingale (Mt, t ≥ 0) vanishes on the zeros of (Xu, u ≥ 0) if and
only if for every t ≥ 0 :
W (Mt|Fg(t)) = 0. (1.2.90)
Suppose kg(F ) = 0
From (1.2.83), we have : W (Mt(F )|Fg(t)) = W
(
Mt(kg(F ))|Fg(t)
)
= 0. Thus, from (1.2.90),(
Mt(F ), t ≥ 0
)
vanishes on the zeros of (Xu, u ≥ 0).
Conversely, suppose that
(
Mt(F ), t ≥ 0
)
vanishes on the zeros of (Xu ≥ 0). Then we have
from (1.2.90) and (1.2.83), for every s and t, s ≤ t and Γs ∈ b(Fs), since Γs 1s≤g(t) is a Fg(t)
measurable r.v. :
0 = W
(
Γs 1s<g(t) Mt(kg(F ))
)
= W
(
Γs 1s<g(t) kg(F )
) −→
t→∞W
(
Γs 1s≤g kg(F )
)
since g(t) −→
t→∞ g W a.s.
Thus :
W
(
Γs 1s≤g kg(F )
)
= 0
We deduce from the monotone class Theorem that, for every bounded Fg measurable r.v. Φ :
W
(
Φ kg(F )
)
= 0. (1.2.91)
i.e. kg(F ) = 0 since kg(F ) is Fg-measurable. 
We end this subsection with some examples of decomposition (1.2.71).
Example 8. Let F := exp
(
−λ
2
L∞
)
. We have shown (Example 2) that :
Mt(F ) =
(
2
λ
+ |Xt|
)
e−
λ
2
Lt (1.2.92)
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We then have :
Mt(F ) = Σt(F ) + ∆t(F ) with
Σt(F ) = |Xt| e−
λ
2
Lt , ∆t(F ) =
2
λ
e−
λ
2
Lt (1.2.93)
Indeed, from (1.2.72) :
W(Γt 1g≤t e−
λ
2
Lt) = W
(
ΓtΣt(e
−λ
2
L∞)
)
= W(Γt 1g≤t e−
λ
2
Lt)
(
since L∞ = Lt on the set (g ≤ t)
)
= W (Γt|Xt|e−
λ
2
Lt)
from point 2 i) of Theorem 1.1.6.
Thus :
Σt(e
−λ
2
L∞) = |Xt| e−
λ
2
Lt
Example 9. This example generalises Example 8. Let q ∈ I and F := exp
(
−1
2
A(q)∞
)
. We
know (see Example 1) that :
Mt(e
− 1
2
A
(q)
∞ ) = ϕq(Xt) exp
(
−1
2
A
(q)
t
)
(1.2.94)
Then :
Σt(e
− 1
2
A
(q)
∞ ) = ψq(Xt) e
− 1
2
A
(q)
t , ∆t(e
− 1
2
A
(q)
∞ ) = (ϕq − ψq)(Xt)e−
1
2
A
(q)
t (1.2.95)
with ψq solution of :
ψ′′ = q ψ on R\{0}
ψ(x) ∼
|x|→∞
|x|, ψ(0) = 0 (1.2.96)
Proof of (1.2.95). We have :
W(Γt 1g≤t e−
1
2
A
(q)
∞ ) = ϕq(0) W
(q)
∞ (Γt 1g≤t)
(
from (1.1.16)
)
,
(with the notation of Theorems 1.1.1 and 1.1.2)
= ϕq(0)W
(q)
∞
(
ΓtW
(q)
∞ (1g≤t|Ft)
)
= ϕq(0)W
(q)
∞
(
ΓtW
(q)
∞,Xt(T0 =∞)
)
(1.2.97)
But, by using the scale function γq of the Markov process (Xt, t ≥ 0) under W (q)∞ , we have,
with γq given by (1.1.14) :
W (q)∞,x(T0 =∞) =
γq(x)− γq(0)
γq(∞)− γq(0) if x > 0
=
γq(0) − γq(x)
γq(0)− γq(−∞) if x < 0 (1.2.98)
:= λq(x)
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Hence, by definition of Σt(e
− 1
2
A
(q)
∞ ) :
W
(
ΓtΣt (e
− 1
2
A
(q)
∞ )
)
= ϕq(0)W
(q)
∞
(
Γt λq(Xt)
)
= W
(
Γt ϕq(Xt)λq(Xt)e
− 1
2
A
(q)
t )
)
(1.2.99)
Thus :
Σt(e
− 1
2
A
(q)
∞ ) = ψq(Xt) e
1
2
A
(q)
t
with
ψq(x) := λq(x)ϕq(x) (1.2.100)
It is clear, from (1.2.100), (1.2.98) and since ϕq(x) ∼|x|→∞ |x| that :
ψq(x) ∼|x|→∞ |x| and ψq(0) = 0.
On the other hand, the relation ψ′′q = q ψq on R is the consequence of direct calculation using
the explicit form of γq given by (1.1.14) (see Lemma 1.3.3 below for such a computation). We
deduce from (1.2.95) and from Itoˆ-Tanaka :
Σt(e
− 1
2
A
(q)
∞ ) =
∫ t
0
ψ′q(Xs) e
− 1
2
A
(q)
s dXs +
1
2
∫ t
0
(
ψ′q(0+)− ψ′q(0−)
)
e−
1
2
A
(q)
s dLs
i.e. M
Σ(F )
t = −
∫ t
0
ψ′q(Xs)e
− 1
2
A
(q)
s dXs
ks(e
− 1
2
A
(q)
∞ ) =
1
2
(
ψ′q(0+)− ψ′q(0−)
)
e−
1
2
A
(q)
s .
Example 10. Let ψ : R+ → R+ Borel and integrable with ψ(∞) = 0 and F := ψ(S∞). We
know (see Example 3) that :
Mt
(
ψ(S∞)
)
= ψ(St)(St −Xt) +
∫ ∞
St
ψ(y)dy (1.2.101)
We have :
Σt
(
ψ(S∞)
)
= ψ(St)X
−
t , ∆t
(
ψ(S∞)
)
= ψ(St)(St −X+t ) +
∫ ∞
St
ψ(y)dy (1.2.102)
Indeed :
W
(
Γt 1g≤t ψ(S∞
))
=W−
(
Γt 1g≤t ψ(Sg
))
(
since ψ(∞) = 0, S∞ = ∞ on Γ+, S∞ = Sg on Γ−
)
.
= W−
(
Γt 1g≤t ψ(Sg(t))
) (
since g(t) = g on (g ≤ t))
= W
(
Γt ψ(Sg(t))X
−
t
)
(from (1.1.52))
= W
(
Γt ψ(St)X
−
t
)
(since Sg(t) = St if Xt < 0)
Thus Σt
(
ψ(S∞)
)
= ψ(St)X
−
t
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Example 11. In some sense, the present example stands midway between Examples 9 and
10. Let q : R → R+ such that q(x) = 0 if x < 0, q(x) > 0 if x > 0, lim
x→∞
q(x) > 0. We have
shown, in [RY, IX]
(
see also [RY, M]
)
the existence for every x ∈ R of a σ-finite measure ν(q)x ,
on R+ such that :
Mt
(
h(A(q)∞ )
)
=
∫
R+
h(A
(q)
t + y)ν
(q)
Xt
(dy) (1.2.103)
for h : R+ → R+ sub-exponential at infinity.
We then have :
Σt
(
h(A(q)∞ )
)
= h(A
(q)
t ) ·X−t (1.2.104)
∆t
(
h(A(q)∞ )
)
=
∫
R+
h(A
(q)
t + y)
(
ν
(q)
Xt
(dy)−X−t δ0(dy)
)
=
∫
R+
h(A
(q)
t + y)ν
(q),a
Xt
(dy) (1.2.105)
where ν
(q),a
Xt
denotes the absolute continuous part of ν
(q)
Xt
. Relation (1.2.104) is obtained from
the same arguments as those used for relation (1.2.102) by noting that 1Xt≤0 dA
(q)
t = 0 and
(1.2.105) results from :
if x < 0, ν(q)x (dy) = ν
(q),a
x (dy) + x
−δ0(dy)
if x > 0, ν(q)x (dy) = ν
(q),a
x (dy)
(
see [RY, IX]
)
Example 12. Let q : R→ R+ such that :∫ 0
−∞
(
1 + |x|)q(x)dx <∞ ; lim
x→∞
x2αq(x) > 0 for some α < 1
and A
(q)
t :=
∫ t
0
q(Xs)ds. Let ϕq the solution of ϕ
′′ = q ϕ, ϕ′(−∞) = −1, ϕ(+∞) = 0.
Then, we have :
Mt
(
exp− 1
2
A(q)∞
)
= ϕq(Xt) exp
(
−1
2
A
(q)
t
)
(1.2.106)
and e−
1
2
A
(q)
∞ ·W− =W(e− 12 A(q)∞ ) ·W (q)∞ (1.2.107)
where the probability W
(q)
∞ is characterised by
W (q)∞ |Ft =
ϕq(Xt)
ϕq(0)
exp
(
−1
2
A
(q)
t
)
·W |Ft (1.2.108)(
see [RVY, I], the one-sided case, p. 209
)
. We then have :
Σt(e
− 1
2
A
(q)
∞ ) = ψq(Xt)e
− 1
2
A
(q)
t (1.2.109)
with
ψq(x) = 0 if x ≥ 0
ψq(x) ∼
x→−∞ |x| and ψ
′′
q = q ψq on R−
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Hence
∆t(e
− 1
2
A
(q)
∞ ) =
{
Mt(e
− 1
2
A
(q)
∞ ) if Xt ≥ 0
(ϕq − ψq)(Xt) e− 12 A
(q)
t if Xt ≤ 0
(1.2.109) is obtained by following the same arguments as those in Example 9. What changes
is that, under the probability W
(q)
x,∞, we have Xt → −∞ a.s., for every x
(
see Theorem 5.1 in
[RVY, I]
)
.
Example 13. Let ψ : R+ → R+ Borel and integrable, such that
∫ ∞
0
ψ(y)dy = 1. Then we
have, from (1.2.24)
Mt
(
ψ(Sg)
)
=
1
2
ψ(Sg(t))|Xt|+ ψ(St)(St −X+t ) +
∫ ∞
St
ψ(y)dy (1.2.110)
(
see Example 4, (1.2.24) and (1.2.25)
)
;
W−
(
ψ(Sg)
)
=W
(
ψ(S∞)
)
=
∫ ∞
0
ψ(l)dl
On the other hand, we have :
W
(
Γt 1g≤t ψ(Sg)
)
= W
(
ΓtΣt
(
ψ(Sg)
))
= W
(
Γt 1g≤t ψ(Sg(t))
) (
since g = g(t) on (g ≤ t))
= W
(
Γt ψ(Sg(t))|Xt|
)
(from point 2 i) of Theorem 1.1.6.)
Hence :
Σt
(
ψ(Sg)
)
= ψ(Sg(t))|Xt| (1.2.111)
and, from (1.2.110) :
∆t
(
ψ(Sg)
)
= ψ(St)(St −X+t ) +
∫ ∞
St
ψ(y)dy (1.2.112)
1.2.5 A penalisation Theorem, for functionals in class C
In Section 1 of this Chapter, we constructed the measure W from the penalisation results,
and more particularly from Feynman-Kac type penalisations. We shall now operate in a
reverse order : starting from the existence and the properties of the measure W which we
just established, we shall obtain penalisation results.
Here is the class of functionals (Ft, t ≥ 0) for which we shall obtain such a penalisation result.
Definition 1.2.13. Let (Ft, t ≥ 0) denote an adapted, positive process. We shall say that
this process belongs to the class C if
i) (Ft, t ≥ 0) is a decreasing process, i.e. if s ≤ t :
0 ≤ Ft ≤ Fs W a.s. (1.2.113)
In particular, since 0 ≤ Ft ≤ F0 and since F0 is a.s. constant, this process is bounded by a
constant C = F0.
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ii) There exists a ≥ 0 such that for every t ≥ σa, with :
σa := sup{t ≥ 0 ; Xt ∈ [−a, a]}
we have :
Ft = Fσa = F∞ (1.2.114)
iii)
W(F∞) =W(Fσa) <∞ (1.2.115)
One of the advantages of this class C is that it contains a large number of processes (Ft, t ≥ 0)
for which we have already obtained a penalisation result. More precisely, let ϕ : Rn → R+
Borel. Then :
Ft := ϕ(L
a1
t , · · ·Lart , A(q1)t , · · ·A(qs)t ,D[α1,β1]t , · · ·D[αu,βu]t , Sg(t) ,−Ig(t))
(see Examples 1 to 9 for these notations) belongs to the class C (if (1.2.115) is satisfied) as
soon as q1, · · · , qs are elements of I with compact support (if we choose a large enough) and
ϕ is a function which is decreasing with respect to each of its arguments. We may add St and
(−It) to the list of the arguments of ϕ, if ϕ has compact support in these arguments.
One can give some examples of functionals (Ft, t ≥ 0) which are not in the class C and for
which the statement of Theorem 1.2.14 below does not apply. One of these examples is the
functional : (
Ft = exp
(
−
∫ ∞
−∞
(Lyt )
2 dy
)
, t ≥ 0
)
(see [N3] for a study of this functional).
Here is the first step towards a penalisation result.
Theorem 1.2.14. Let (Ft, t ≥ 0) be a process which belongs to C. Then :
1) √
πt
2
W (Ft) −→
t→∞W(F∞) (1.2.116)
2)
W (Ft.|Xt|) −→
t→∞ W(F∞) (1.2.117)
Proof of Theorem 1.2.14.
1) We start with the proof of point 1)
We write Ft in the form :
Ft = Ft
(|Xt| − a)+
1 + |Xt| + Ft
1 + |Xt| − (|Xt| − a)+
(1 + |Xt|)2 (|Xt| − a)+
+Ft
[
(1 + |Xt|)− (|Xt| − a)+
]2
(1 + |Xt|)2 := F
(1)
t + F
(2)
t + F
(3)
t (1.2.118)
and we study each term of this decomposition of Ft.
i) Study of W (F
(1)
t ).
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For λ > 0, we have :∫ ∞
0
e−λtW (F (1)t )dt =
∫ ∞
0
e−λtW
(
Ft
(|Xt| − a)+)
1 + |Xt|
)
dt
=
∫ ∞
0
e−λtW
(
Ft
1 + |Xt| 1σa≤t
)
dt(
by Theorem 1.1.8, relation (1.1.49)
)
=
∫ ∞
0
e−λtW
(
Fσa
1σa≤t
1 + |Xt|
)
dt
(
from (1.2.114)
)
=W
(
Fσa e
−λσa
∫ ∞
0
e−λu
du
1 + |Xσa+u|
)
(after the change of variable t = σa + u)
=W(F∞e−λσa) E
(3)
0
(∫ ∞
0
e−λu
du
1 + a+Ru
)
(1.2.119)
from point 2 of Theorem 1.1.8, where in (1.2.119) (Ru, u ≥ 0) denotes a Bessel process of
dimension 3 started at 0. But
E
(3)
0
[
1
1 + a+Ru
]
∼
u→∞
√
2
πu
and is a decreasing function of u. By the (easy part of the) Tauberian Theorem
(
see [Fe]) :∫ ∞
0
e−λtW (F (1)t )dt ∼
λ→0
W(F∞)
√
2
λ
(1.2.120)
ii) Study of W (F
(2)
t ).
For λ > 0, we have :∫ ∞
0
e−λtW (F (2)t )dt ≤ (1 + a)
∫ ∞
0
e−λtW
(
Ft
(|Xt| − a)+
(1 + |Xt|)2
)
dt
(
from (1.2.118) and since : 0 ≤ 1 + |Xt| − (|Xt| − a)+ ≤ 1 + a
)
= (1 + a)W(F∞ e−λσa)E
(3)
0
(∫ ∞
0
e−λu
du
(1 + a+Ru)2
)
(
by using the same argument as in point i)
)
≤ (1 + a)W(F∞)
∫ ∞
0
e−λuE(3)0
(
1
(1 + a+Ru)
3
2
)
du
≤ (1 + a)W(F∞)O
(
1
λ
1
4
)
= o
(
1√
λ
)
(λ→ 0) (1.2.121)
iii) Study of W (F
(3)
t ).
W (F
(3)
t ) ≤ (1 + a)2CW
(
1
1 + |Xt|2
)
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from (1.2.118). Hypothesis i) : 0 ≤ Ft ≤ C imply :√
πt
2
W (F
(3)
t ) −→t→∞ 0 (1.2.122)
Thus : ∫ ∞
0
e−λtW (F (3)t )dt = o
(
1√
λ
)
(λ→ 0) (1.2.123)
Gathering (1.2.120), (1.2.121) and (1.2.123) we obtain :∫ ∞
0
e−λtW (Ft)dt ∼
λ→0
√
2
λ
W(F∞) (1.2.124)
W (Ft) being by hypothesis a decreasing function in t, the Tauberian Theorem implies :√
πt
2
W (Ft) −→
t→∞W(F∞)
This is precisely the statement of point 1) of Theorem 1.2.14.
2) We now prove point 2 of Theorem 1.2.14
We write
W
(
Ft · |Xt|
)
= W
(
Ft
(|Xt| − a)+)+W (Ft(|Xt| − (|Xt| − a)+)
:= (1t) + (2t)
and we study successively (1t) and (2t).
·(1t) = W
(
Ft(|Xt| − a)+
)
=W(Ft 1σa≤t) (from Theorem 1.1.8)
= W(F∞ 1σa≤t) (from (1.2.114))
−→
t→∞ W(F∞) (by the monotone convergence Theorem)(
since F∞ ∈ L1+(F∞,W)
)
·(2t) = W
(
Ft
(|Xt| − (|Xt| − a)+) ≤ a W (Ft)
We now write :
W (Ft) = W
(
Ft
1 + |Xt| −
(|Xt| − a)+
1 + |Xt|
)
+W
(
Ft
(|Xt| − a)+
1 + |Xt|
)
(1.2.125)
= (3t) + (4t) and we have
(3t) = W
(
Ft
1 + |Xt| −
(|Xt| − a)+
1 + |Xt|
)
≤ (1 + a)W
(
Ft
1 + |Xt|
)
≤ (1 + a)C W
(
1
1 + |Xt|
)
−→
t→∞ 0
since (Ft, t ≥ 0) is bounded
(4t) = W
(
Ft
(|Xt| − a)+
1 + |Xt|
)
=W
(
Ft
1 + |Xt| 1σa≤t
)
(from Th. 1.1.8.)
= W
(
F∞
1 + |Xt| 1σa≤t
)
(from (1.2.114))
−→
t→∞ 0 since |Xt| −→t→∞+∞ W a.s. and we apply the dominated convergence
Theorem.
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This ends the proof of Theorem 1.2.14. We are now able to state the announced penalisation
Theorem.
Theorem 1.2.15. (General penalisation Theorem)
Let (Ft, t ≥ 0) be a process belonging to C. Then, for every s ≥ 0 and Γs ∈ b(Fs) :
1) The limit, as t→∞, W (ΓsFt)
W (Ft)
exists (1.2.126)
2) This limit equals :
lim
t→∞
W (ΓsFt)
W (Ft)
=
W
(
ΓsMs(F∞)
)
W(F∞)
:=WF∞(Γs) (1.2.127)
The probability WF∞, which is characterised by (1.2.127) satisfies :
WF∞ =
F∞
W(F∞)
·W (1.2.128)
By comparing (1.2.128) with (1.1.16’), (1.1.93), (1.1.94), (1.1.108), (1.1.109) and (1.1.112),
one can see that Theorem 1.2.15 is a general Theorem which implies many results given in
Section 1.1 of this monograph, for example Theorems 1.1.1, 1.1.2, 1.1.11 and 1.1.11’.
Proof of Theorem 1.2.15.
i) We shall use the following notations : let ωs ∈ C
(
[0, s] → R) and (F (ωs)t , t ≥ 0) the
functional defined by :
F
(ωs)
t (Xu, u ≥ 0) := Ft+s
(
ωs ◦
(
ωs(s) +Xu, u ≥ 0
))
(1.2.129)
With this notation, we have the following Lemma.
Lemma 1.2.16. If (Ft, t ≥ 0) ∈ C, then, for W -almost every ωs ∈ C
(
[0, s]→ R) (F (ωs)t , t ≥
0) ∈ C.
Proof of Lemma 1.2.16.
i) It is clear that (F
(ωs)
t , t ≥ 0) is a monotone function of t and that, from (1.2.129) and
(1.2.114) we have, for t ≥ σ|ωs(s)|+a :
F
(ωs)
t (Xu, u ≥ 0) = F (ωs)σ|ωs(s)|+a(Xu, u ≥ 0) = F
(ωs)∞ (Xu, u ≥ 0)
ii) We need to prove that W(F
(ωs)∞ ) <∞. We note that :
W(F (ωs)∞ ) = W
(
F∞
(
ωs ◦
(
ωs(s) +Xu, u ≥ 0
))
= Ms(F∞)(ωs)
(
from(1.2.3)
)
Hence :
W
(
W(F (ωs)∞ )
)
=W
(
Ms(F∞)
)
=W(F∞) <∞
(
from (1.2.2)
)
In particular :
W(F (ωs)∞ ) <∞ W a.s.
This is Lemma 1.2.16.
58
ii) We may now end the proof of Theorem 1.2.15. We have, for t ≥ s :
W
(
Ft|Fs
)
W (Ft)
=
Ŵ (F
(ωs)
t−s )
W (Ft)
(from the Markov property)
=
√
pit
2 Ŵ (F
(ωs)
t−s )√
pit
2 W (Ft)
−→
t→∞
W(F
(ωs)∞ )
W(F∞)
a.s. (1.2.130)
(
from Theorem 1.2.14 applied to (Ft, t ≥ 0) and to (F (ωs)t , t ≥ 0) due to Lemma 1.2.16.
)
=
Ms(F∞)
W(F∞)
(from point 2 of Theorem 1.2.1.)
To show Theorem 1.2.15, it now suffices to see that the convergence is (1.2.130) also holds in
L1(F∞,W ). However, from Scheffe´’s Lemma
(
see [M], T. 21
)
this is implied by the equality
: W
(
Ms(F∞)
W(F∞)
)
= 1 for every s ≥ 0, which follows immediately from Theorem 1.2.1 (equality
(1.2.2)).
Remark 1.2.17.
Let ϕ : R+ → R+ Borel such that :
∫ ∞
0
ϕ(x)(1 + x2)dx <∞ and let :
F
(1)
t := ϕ(St) 1(Xt>0) (t ≥ 0)
F
(2)
t := ϕ(Sdt)1(Xt>0) (t ≥ 0)
It is shown in [RY, VIII] that :
i) E
(
F
(1)
t
) ∼
t→∞
3
2
√
2
πt3
∫ ∞
0
ϕ(x)x2dx (1.2.131)
E
(
F
(2)
t
) ∼
t→∞
√
2
πt3
∫ ∞
0
ϕ(x)x2dx (1.2.132)
ii) for every s ≥ 0 and Γs ∈ b(Fs)
E[Γs F
(i)
t ]
E(F
(i)
t )
−→
t→∞E(ΓsM
ψ
s ) (i = 1, 2) (1.2.133)
where the martingale
(
Mψs , s ≥ 0
)
is defined by :
Mψs = ψ(Ss)(Ss −Xs) +
∫ ∞
Ss
ψ(y)dy
and ψ(x) := ϕ(x)x2 + 2
∫ ∞
x
ϕ(y)y dy (x ≥ 0)
We now inspect Theorem 1.2.15 in the light of this result. If we assume that lim
y→+∞ϕ(y) = 0,
we obtain :
lim
t→∞ F
(i)
t = 0 W a.s.
and, from (1.2.131) and (1.2.132).
lim
t→∞
√
t E[F
(i)
t ] = 0 (i = 1, 2)
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Thus, we are working here in a degenerate case of Theorem 1.2.15 and of Theorem 1.2.14,
i.e. : in a case where F∞ ≡ 0. However, from (1.2.133), this situation is not so ”degenerate”,
since it allows to obtain a non-trivial penalisation.
1.2.6 Some other results about the martingales (Mt(F ), t ≥ 0).
Let us first state the following definition :
Definition 1.2.18. Let (Ft, t ≥ 0) denote an adapted, positive process. We shall say that
this process belongs to the class C˜ if :
i) (Ft, t ≥ 0) is a decreasing process, i.e., if s ≤ t :
0 ≤ Ft ≤ Fs W a.s. (1.2.134)
In particular, since 0 ≤ Ft ≤ F0 and since F0 is a.s. constant, this process is bounded by a
constant C = F0.
ii) There exists a ≥ 0 such that, for every t ≥ σa, with
σa := sup{t ≥ 0; Xt ∈ [−a, a]}
Ft = Fσa = F∞ (1.2.135)
and there exists k > 0 such that
sup
x∈[−a,a]
Wx(F∞) ≤ k (1.2.136)
iii) For every random time T <∞ a.s. and every u ≥ 0 :
FT+u(ω) ≤ Fu(θTω) (1.2.136′).
Of course, there is the inclusion C˜ ⊂ C. As the class C, the class C˜ contains many interesting
functionals (Ft, t ≥ 0). The following result holds :
Theorem 1.2.19. Let (Ft, t ≥ 0) be a process in the class C˜ and F∞ := lim
t→∞Ft. Then,
there exists a bounded process (Yt, t ≥ 0) :
0 ≤ |Yt| ≤ c (1.2.137)
such that :
Mt(F∞) = Ft|Xt|+ Yt W a.s. (1.2.138)
Examples
1) Let (Ft := h(Lt), t ≥ 0) with h : R+ → R+ Borel, such that∫ ∞
0
h(y)dy = 1.
Then, (see (1.2.21)) :
Mt(h(L∞)) = h(Lt)|Xt|+
∫ ∞
Lt
h(y)dy
i.e. this is (1.2.138) with
Yt =
∫ ∞
Lt
h(y)dy.
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2) Let
(
Ft := exp
(
−12A
(q)
t
)
, t ≥ 0
)
with q ∈ I and q with compact support. Then (see
(1.2.19)) :
Mt
(
e−
1
2
A
(q)
∞
)
= ϕq(Xt) e
− 1
2
A
(q)
t
= e−
1
2
A
(q)
t |Xt|+ e−
1
2
A
(q)
t (ϕq(Xt)− |Xt|)
i.e. (1.2.138) with
Yt = e
− 1
2
A
(q)
t (ϕq(Xt)− |Xt|)
and we note that
0 ≤ |Yt| ≤ |ϕq(Xt)− |Xt|| ≤ k
since ϕq is convex and ϕq(x) is equivalent to |x| as |x| goes to infinity.
Proof of Theorem 1.2.19.
i) It is sufficient to prove
Mt(F∞) = Ft.(|Xt| − a)+ + Y˜t (1.2.139)
with |Y˜t| ≤ c′. Indeed, if (1.2.139) is satisfied, then :
|Mt(F∞)− Ft.|Xt|| = |Ft(|Xt| − a)+ + Y˜t − Ft.|Xt||
= |Y˜t + Ft((|Xt| − a)+ − |Xt|)|
≤ |Y˜t|+ ak ≤ c′ + ak = c′′.
ii) We now prove (1.2.139)
From point 2) of Theorem 1.2.1, we know that :
Mt(F∞) = ŴXt
(
F∞(ωt, ωˆt)
)
(1.2.140)
= ŴXt
(
F∞(ωt, ωˆt) 1σa(ωt,ωˆt)<t
)
+ ŴXt
(
F∞(ωt, ωˆt) 1σa(ωt,ωˆt)>t
)
(1.2.141)
:= (1)t + (2)t
Study of (1)t
(1)t = ŴXt
(
F∞(ωt, ωˆt) 1σa(ωt,ωˆt)<t
)
= ŴXt
(
F∞(ωt) 1σa(ωt,ωˆt)<t
)
since, on σa < t, F∞ = Ft (from (1.2.135)). Hence :
(1)t = Ft(ωt)ŴXt
(
1σa(ωt,ωˆt)<t
)
.
But one can easily check that :
ŴXt
(
1σa(ωt,ωˆt)<t
)
= (|Xt| − a)+. (1.2.142)
Indeed, we have :
Wx(σa = 0) = (|x| − a)+. (1.2.142′)
61
Since, from (1.1.17’) and relation (1.1.30) of Theorem 1.1.5, we have :
Wx
(
exp
(
−1
2
λL∞
))
=
2
λ
+ |x|.
Letting λ→∞, we have
Wx(T0 =∞) = |x|.
Hence, we obtain (1.2.142’) by translation. By (1.2.142), we deduce :
(1)t = ŴXt
(
F∞(ωt, ωˆt) 1σa(ωt,ωˆt)<t
)
= Ft.(|Xt| − a)+). (1.2.143)
Study of (2)t
(2)t = ŴXt
(
F∞(ωt, ωˆt) 1σa(ωt,ωˆt)>t
)
• If |Xt| < a, then σa(ωt, ωˆt) > t and
ŴXt
(
F∞(ωt, ωˆt)1σa(ωt,ωˆt)>t
)
= ŴXt
(
F∞(ωt, ωˆt)
)
≤ sup
x∈[−a,a]
Wx(F∞) ≤ k (1.2.144)
(from (1.2.136)).
• If Xt (= x) /∈ [−a, a] :
Ŵx
(
F∞(ωt, ωˆt)1σa(ωt,ωˆt)>t
)
= Ŵx
(
F∞(ωt, ωˆt)1bTa<∞
)
where T̂a is the hitting time for ωˆ
t of a or −a (it does not depend on ωt).
Hence
Ŵx
(
F∞(ωt, ωˆt)1σa(ωt,ωˆt)>t
) ≤ Ŵx (F∞ (θ bTa(ωˆt)) 1bTa<∞)
since, from (1.2.136’) :
F∞(ωt, ωˆt) ≤ F∞
(
θ bTa(ωˆ
t)
)
on the event {(σa(ωt, ωˆt) > t) ∩ T̂a(ωˆt) <∞}. Hence,
Ŵx
(
F∞(ωt, ωˆt)1σa(ωt,ωˆt)>t
)
≤ϕδ0(x)W (δ0)x,∞
(
e
1
2
L∞F (θTaω) 1Ta<∞
)
(
from (1.1.57)
)
=ϕδ0(x)W
(δ0)
x,∞
(
e
1
2
LTa1Ta<∞W
(δ0)
XTa ,∞(e
1
2
L∞F∞)
)
(from the Markov property)
=
ϕδ0(x)
ϕδ0(a)
W (δ0)x,∞ (1Ta<∞Wa(F∞))(
from (1.1.57) and since LTa = 0W
(δ0)
x,∞ a.s. for |x| > a)
=Wa(F∞)
ϕδ0(x)
ϕδ0(a)
W (δ0)x,∞(Ta <∞).
62
But, ϕδ0(x) = 2 + |x| and
W (δ0)x,∞(Ta <∞) ∼|x|→∞
2
2 + |x|
(see (1.1.70)).
Hence :
sup
x∈[−a,a]
ϕδ0(x)W
(δ0)
x,∞
(
F (ωt, ωˆ
t)1σa(ωt,ωˆt)>t
) ≤ c′′ (1.2.145)
Gathering (1.2.145), (1.2.144) and (1.2.143), we obtain Theorem 1.2.19.
Corollary 1.2.20.
Let (Ft, t ≥ 0) and (Gt, t ≥ 0) be two processes in C˜. Then :
1)
W
(
Mt(F∞)Mt(G∞)
1 + |Xt|
)
−→
t→∞ W(F∞.G∞) (1.2.146)
2)
1
2
√
π
2t
W
(
Mt(F∞)Mt(G∞)
) −→
t→∞ W(F∞.G∞) (1.2.147)
Note that, since (Ft, t ≥ 0) and (Gt, t ≥ 0) are in C˜, one has :
W(F∞.G∞) ≤ kW(G∞) <∞.
Proof of Corollary 1.2.20.
1) We start with point 1)
We have :
W
(
Mt(F∞)Mt(G∞)
1 + |Xt|
)
=W
(
F∞
Mt(G∞)
1 + |Xt|
)
(from Theorem 1.2.1)
=W
(
F∞
Gt|Xt|+ Y Gt
1 + |Xt|
)
(from Theorem 1.2.19)
−→
t→∞ W(F∞G∞)
since Gt|Xt|1+|Xt| ≤ Gt ≤ k, F∞ ∈ L1(W), Gt decreases to G∞ when t→∞, and |Y Gt | < c.
2) We now prove point 2) (briefly)
By polarization, it is sufficient to prove (1.2.147) when F∞ = G∞. In this case, t →
W (M2t (F∞)) is an increasing function of t and one can apply the Tauberian Theorem. Let
us compute : ∫ ∞
0
e−λtW (M2t (F∞))dt =
∫ ∞
0
e−λtW
[
(Ft.|Xt|+ Yt)2
]
dt.
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It is not difficult to see that in this expression, the terms Y 2t and Ft|Xt|.Yt are negligible,
so we only need to deal with the term F 2t |Xt|2. By doing as in the proof of the point 1) of
Theorem 1.2.14, one has :
F 2t |Xt|2 = F 2t
|Xt|2(|Xt| − a)+
1 + |Xt|
+ F 2t |Xt|2
1 + |Xt| − (|Xt| − a)+
(1 + |Xt|)2 (|Xt| − a)+
+ F 2t
|Xt|2(1 + |Xt| − (|Xt| − a)+)
(1 + |Xt|)2
= (1˜)t + (2˜)t + (3˜)t (1.2.148)
Now :
(1)t :=
∫ ∞
0
e−λtW ((1˜)t)dt
=
∫ ∞
0
e−λtW
(
F 2t
|Xt|2(|Xt| − a)+
1 + |Xt|
)
dt
=
∫ ∞
0
e−λtW
(
F 2t |Xt|2
1 + |Xt| 1σa<t
)
dt
(from Theorem 1.1.16)
=
∫ ∞
0
e−λtW
(
F 2σa
|Xt|2
1 + |Xt| 1σa<t
)
dt(
from (1.2.135)
)
=W
(
F 2σae
−λσa
∫ ∞
0
e−λudu
|Xσa+u|2
1 + |Xσa+u|
)
(after the change of variables t = σa + u)
=W
(
F 2σae
−λσa
)
E
(3)
0
(∫ ∞
0
e−λu
(a+Ru)
2
1 + a+Ru
du
)
(from Theorem 1.2.1)
Since, by scaling :
E
(3)
0
(∫ ∞
0
e−λu
(a+Ru)
2
1 + a+Ru
du
)
∼
λ→0
√
2
λ3/2
,
one has :
(1)t ∼
λ→0
W(F∞)
√
2
λ3/2
.
It is now easy, by using the same arguments as in the proof of point 1) of Theorem 1.2.14, to
see that (2)t and (3)t are, when λ tends to zero, negligible with respect to (1)t. Finally, from
Tauberian Theorem :
1
2
√
π
2t
W (Mt(F∞)Mt(G∞)) −→
t→∞ W(F∞.G∞).
Remark 1.2.21.
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1) By using the same arguments as in Corollary 1.2.20, one can see that if F (1), ..., F (k) are
k processes in the class C˜, then :
W
( ∏k
i=1 F
(i)
∞
(1 + |Xt|)k−1
)
−→
t→∞ W
(
k∏
i=1
F (i)∞
)
(1.2.149)
and
t(k−1)/2W
(
k∏
i=1
F (i)∞
)
−→
t→∞ ckW
(
k∏
i=1
F (i)∞
)
(1.2.150)
where ck is a universal constant.
Note that, at first sight, (1.2.149) and (1.2.150) seem quite strange since one knows (from
Theorem 1.2.1) that Mt(F
(i)
∞ ) −→
t→∞ 0, W a.s. for all i = 1, ..., k.
2) Let (Ft, t ≥ 0) and (Gt, t ≥ 0) be two processes in C˜. We penalise Wiener measure by
the process (Ft, t ≥ 0) (see Theorem 1.2.15) and we denote by WF∞ the probability obtained
with this penalisation. Now, let us penalise the probability WF∞ by (Gt, t ≥ 0) : we obtain
the probability WF,G∞ . On the other hand, if we penalise Wiener measure by the functional
(Ft.Gt, t ≥ 0), we obtain the probability WF.G∞ . It is not difficult to see, by using Theorem
1.2.19, that WF,G∞ =WF.G∞ .
3) Let (Ft, t ≥ 0) be an adapted, positive and increasing process, such that, for some λ0 > 0,
(e−λ0Ft , t ≥ 0) is in C, and such that for all x, Wx(e−λ0F∞) <∞. Then, for all x ∈ R, there
exists a positive and σ-finite measure ν
(F∞)
x , carried on R+, and such that for all continuous
functions h with compact support :
√
tWx[h(Ft)] −→
t→∞
∫
R+
h(y)ν(F∞)x (dy) (1.2.151)
This Theorem is a generalization of a result in [RY, IX]. In [RY, IX], it is obtained when
(Ft, t ≥ 0) is an additive functional. In fact, the measure ν(F∞)x is the image of Wx by
F∞ : Ω→ R+. The proof of (1.2.151) is essentially a consequence of Theorem 1.2.14.
1.3 Invariant measures related to Wx and Λx.
We shall now show that the measure W, and the measure Λ which we shall define very soon,
are closely related to invariant measures of some Markov process taking values in certain
functional spaces.
1.3.1 The process (Xt, t ≥ 0).
As before,
(
Ω, (Xt,Ft)t≥0,F∞,Wx(x ∈ R)
)
denotes the canonical realisation of Brownian
motion, starting at zero. Let X0 ∈ Ω = C(R+ → R). We define the process (Xt, t ≥ 0) taking
values on C(R+ → R), and issued from X0, by :
Xt(u) :=
{ X0(u− t) if u ≥ t
X0(0) +Xt−u if u ≤ t (1.3.1)
It is easy enough to see that this process is Markov
(
we denote by (Pt, t ≥ 0) the semigroup
associated with this Markov Process (Xt, t ≥ 0)
)
and that the measure :
W˜ :=
∫
R
dx Wx (1.3.2)
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is an invariant measure for this process. However, this process admits other invariant mea-
sures. More precisely :
Theorem 1.3.1. Let a, b ≥ 0, with a+ b > 0, and :
Wa,bx := aW
+
x + bW
−
x (1.3.3)
Then :
W˜a,b :=
∫
R
dxWa,bx (1.3.4)
is an invariant measure for the process (Xt, t ≥ 0). Recall that W+x and W−x are defined in
(1.1.88) by :
W+x = 1Γ+ ·Wx, W−x = 1Γ− ·Wx
Proof of Theorem 1.3.1.
By symmetry, it suffices to prove that the measure W˜+ defined by W˜+ :=
∫
R
dxW+x is
invariant. For every measurable and positive functional F : Ω→ R+, we have :∫
R
dx
∫
Ω
W+x (dX )PtF (X )
=
∫
R
dx
∫
Ω
W+x (dX )W
(
F (x+Xt−u, u ≤ t ; X (v − t), v ≥ t)
) (
from (1.3.1)
)
=
∫
R
dx
∫
Ω
W+x (dX )W
(
F (x+Xt −Xu, u ≤ t ; X (v − t), v ≥ t)
)
(
since (Xt−u, u ≤ t) has the same law under W as (Xt −Xu, u ≤ t)
)
=
∫
R
dy W
(∫
Ω
W+y−Xt(dX )F (y −Xu, u ≤ t ; X (v − t), v ≥ t)
)
(
from Fubini and after making the change of variable x+Xt = y
)
=
∫
R
dy W
(∫
Ω
Wy−Xt(dX )F (y −Xu, u ≤ t ; X (v − t), v ≥ t) 1Γ+(X )
)
(from the definition of W+ and since X ∈ Γ+ if and only if : lim
v→∞X (v − t) = +∞)
=
∫
R
dy Wy
(∫
Ω
WXt(dX )F (Xu, u ≤ t; X (v − t), v ≥ t) 1Γ+(X )
)
since (Xu, u ≥ 0) and (−Xu, u ≥ 0) have the same law under W0. We now write :∫
Ω
WXt(dX )F (Xu, u ≤ t; X (v − t), v ≥ t) 1Γ+(X )
= ŴXt
(
F1Γ+(ωt, ωˆ
t)
)
where ωt ∈ C([0, t] → R), ωˆt ∈ C(R+ → R), and :
ωt(u) = Xu for u ≤ t,
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ωˆt(v) = Xt + X (v) for v ≥ 0
(see point 1 of Remark 1.2.2 for such a notation). In the preceding relation, ωt is frozen and
expectation is taken with respect to ωˆt. Hence, from the ”characteristic formula” (1.2.3) for
the martingale (Mt(F1Γ+), t ≥ 0), we have:∫
Ω
WXt(dX )F (Xu, u ≤ t; X (v − t), v ≥ t)1Γ+(X )
=Mt(F1Γ+)(ωt).
Hence:∫
R
dx
∫
Ω
W+x (dX )PtF (X )
=
∫
R
dyWy
(
Mt(F1Γ+)
)
=
∫
R
dyWy
(
M0(F1Γ+)
)
=
∫
R
dyWy(F1Γ+)
(from (1.2.2) where we replace W (=W0) by Wy).
=
∫
R
dyW+y (F )
(from the definition of W+y ).
= W˜+(F ).
This is Theorem 1.3.1.
1.3.2 The measure Λx.
Let Ω˜ = C(R→ R+) and L : Ω→ Ω˜, the application ”total local time” defined by :
L(Xt, t ≥ 0) = (Ly∞, y ∈ R). (1.3.5)
We denote by Λx the image of Wx by L. It is possible to give a very simple description of
Λx
(
see [RY, M]
)
. Here is this description :
· Let u, α, β ∈ R+ and x ∈ R. We denote by Qα,βx,u the law of the process (Yv, v ∈ R) defined
as follows :
Yx = u
(Yx+t, t ≥ 0) is the square of an α-dimensional Bessel process
(Yx−t, t ≥ 0) is the square of a β-dimensional Bessel process, independent from
(Yx+t, t ≥ 0).
Then :
Λx =
1
2
∫ ∞
0
du (Q0,2x,u +Q
2,0
x,u) (1.3.6)
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Sketch of the proof of (1.3.6).
By translation, it suffices to prove (1.3.6) for x = 0. Then, we use (1.1.40) :
W =
∫ ∞
0
dv (W τv0 ◦ P (3,sym)0 )
and the following facts :
• From the second Ray-Knight Theorem (see [ReY], Chap. IX) for Brownian motion, the
process (Lyτl , y ≥ 0) is a 0-dimensional squared Bessel process, starting from l.
• For a 3-dimensional Bessel process, starting from 0, (Ly∞, y ≥ 0) is a 2-dimensional squared
Bessel process, starting from 0. This constitutes the ”third” Ray-Knight Theorem.
• If (Zit , t ≥ 0), i = 1, 2, are two squared Bessel processes with respective dimensions d1 and
d2, starting respectively from u1 and u2, then (Z
(1)
t +Z
(2)
t , t ≥ 0) is a squared Bessel process
with dimension d1 + d2 starting from u1 + u2.
Other properties about the measure Λx may be found in
(
[RY, M], Chap. 2
)
. It is easily
deduced from (1.3.6) that the r.v. Ly∞, under Wx, admits the ”law” :
Wx(L
y
∞ ∈ du) = |y − x| δ0(du) + du (u ≥ 0) (1.3.7)(
see also (1.1.45)
)
.
1.3.3 Invariant measures for the process
(
(Xt, L
•
t ), t ≥ 0
)
.
The process
(
(Xt, L
•
t ), t ≥ 0
)
, where L•t = (L
y
t , y ∈ R) denotes the local times process (in
the space variable) at time t, for Brownian motion (Xt, t ≥ 0) is a Markov process taking
values in R × Ω˜ = R × C(R → R+). In fact, if X0 is a function which has a finite total local
time at each level,
(
(Xt, L
•
t + L
•∞(X0), t ≥ 0
)
is the image of the process (Xt, t ≥ 0) (see
(1.3.1)) by the application :
H : Ω→ R× Ω˜
defined by :
H(Yt, t ≥ 0) = (Y0, L•∞) (1.3.8)
Of course, H is only defined a.s. (with respect to the law of the process (Xt, t ≥ 0)), i.e. it is
only defined for the trajectories ω ∈ Ω for which local time exists. As a Corollary of Theorem
1.3.1, the image of W˜a,b by H is an invariant measure for the process
(
(Xt, L
•
t ), t ≥ 0
)
. This
image, which we denote by Λ˜a,b is equal, from (1.3.6), to :
Λ˜
a,b
=
1
2
∫
R
dx
∫ ∞
0
du (aQ2,0x,u + bQ
0,2
x,u) (1.3.9)
Thus, we have obtained :
Theorem 1.3.2. The measure Λ˜a,b is an invariant measure for the process
(
(Xt, L
•
t ), t ≥ 0
)
.
We shall now give a different proof of Theorem 1.3.2 than the one we have just indicated.
This proof has the further advantage that it hinges on arguments which shall be useful in the
sequel. We begin with the :
Lemma 1.3.3 Let q ∈ I
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1) Define ϕ+q (x) := W
+
x
(
e−
1
2
A
(q)
∞
)
= Wx
(
e−
1
2
A
(q)
∞ 1Γ+
)
. Then, ϕ+q is the unique solution of
Sturm-Liouville equation :
ϕ′′ = q ϕ with boundary conditions :
ϕ(x) ∼
x→+∞x ϕ(x) −→x→−∞C :=
1∫ ∞
−∞
dy
ϕ2q(y)
(1.3.10)
2) Define ϕ−q (x) := W−x
(
e−
1
2
A
(q)
∞
)
= Wx
(
e−
1
2
A
(q)
∞ 1Γ−
)
. Then, ϕ−q is the unique solution of
the Sturm-Liouville equation :
ϕ′′ = q ϕ with boundary conditions :
ϕ(x) ∼
x→−∞ |x| ϕ(x) −→x→+∞C :=
1∫ ∞
−∞
dy
ϕ2q(y)
(1.3.11)
Proof of Lemma 1.3.3.
It suffices, by symmetry, to prove point 1. We have
Wx
(
e−
1
2
A
(q)
∞ 1Γ+
)
= ϕq(x)W
(q)
x,∞(Γ+)
(
from (1.1.16)
)
= lim
a→−∞
b→+∞
ϕq(x)W
(q)
x,∞(Tb < Ta)
But, from (1.1.14), this limit equals :
ϕq(x)
γq(x)− γq(−∞)
ϕq(∞)− γq(−∞) := ϕq(x)
γq(x)− α
β − α (1.3.12)
where γq is given by (1.1.14). Hence :
ϕ+q (x) = ϕq(x)
γq(x)− α
β − α · (1.3.13)
It remains to prove that ϕ+q satisfies the announced conditions. But (with γ for γq) :
(ϕ+q )
′′(x) = ϕ′′q (x)
(
γ(x)− α
β − α
)
+ 2ϕ′q(x)
γ′(x)
β − α + ϕq(x)
γ′′(x)
β − α
= ϕ′′q (x)
(
γ(x)− α
β − α
)
+
2ϕ′q(x)
β − α
1
ϕ2q(x)
+
ϕq(x)
β − α
(
−2ϕ
′
q(x)
ϕ3q(x)
) (
from (1.1.14)
)
= ϕ′′q (x)
(
γ(x)− α
β − α
)
= q(x)ϕq(x)
γ(x) − α
β − α = q(x)ϕ
+
q (x) (1.3.14)
On the other hand :
ϕ+q (x) = ϕq(x)
γ(x)− γ(−∞)
γ(∞)− γ(−∞) ∼x→∞ϕq(x) ∼x→∞x (1.3.15)
ϕ+q (x) = ϕq(x)
∫ x
−∞
dy
ϕ2q(y)∫ ∞
−∞
dy
ϕ2q(y)
∼
x→−∞C
ϕq(x)
|x| −→x→−∞C =
1∫ ∞
−∞
dy
ϕ2q(y)
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(since ϕq(y) is equivalent to |y| when y goes to −∞).
This proves Lemma 1.3.3. 
We now prove Theorem 1.3.2.
Of course, by symmetry, it suffices to show that the measure : Λ˜+ :=
∫
R
dx Λ+x , where Λ
+
x
is the image of W+x by L, is invariant for the process
(
(Xt, L
•
t ), t ≥ 0
)
. We note that from
(1.3.6), we have :
Λ˜
+
x =
1
2
∫ ∞
0
duQ2,0x,u (1.3.16)
We denote by (Qt, t ≥ 0) the semi-group which is associated to the Markov process
(
(Xt, L
•
t ), t ≥
0
)
, and we consider F : R× Ω˜→ R+ of the form :
F (x, l) = f(x) exp
(
−1
2
< q, l >
)
(1.3.17)
= f(x) exp
(
−1
2
∫
R
l(y)q(y)dy
)
for q ∈ I and f Borel, bounded. Then, for such an F , we obtain, by definition of the process(
(Xt, L
•
t ), t ≥ 0
)
:
QtF (x, l) =W
(
f(x+Xt) exp
{
−1
2
< q, l > −1
2
∫ t
0
q(x+Xs)ds
})
(1.3.18)
Now, from the monotone class theorem, Theorem 1.3.2 shall be obtained once we show that :∫
R
dx
∫
eΩ
Λ+x (dl)QtF (x, l) =
∫
R
dx
∫
eΩ
Λ+x (dl)F (x, l) (1.3.19)
for every t ≥ 0. But, from Lemma 1.3.3, we have :
W+x
(
exp−1
2
A(q)∞
)
= Wx
(
exp
(
−1
2
A(q)∞
)
· 1Γ+
)
=
∫
eΩ
Λ+x (dl) exp
(
−1
2
< q, l >
)
= ϕ+q (x) (1.3.20)
since Λ+x is the image of W
+
x by L.
Thus, the left-hand side of (1.3.19) writes :
LHS = < QtF, 1 >eΛ+
=
∫
R
dx
∫
eΩ
Λ+x (dl)W
(
f(x+Xt) e
− 1
2
<q,l>− 1
2
R t
0
q(x+Xs)ds
)
(
from (1.3.18)
)
= W
(∫
R
dxϕ+q (x)f(x+Xt) exp
(
−1
2
∫ t
0
q(x+Xs)ds
))
(from Fubini and (1.3.20))
=
∫
R
f(y)dyW
(
ϕ+q (y −Xt) exp
(
−1
2
∫ t
0
q(y −Xt +Xs)ds
))
(1.3.21)
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after making the change of variables x +Xt = y. On the other hand, the right-hand side of
(1.3.19) equals :
RHS =
∫
R
dy
∫
eΩ
Λ+y (dl)f(y) exp
(
−1
2
< l, q >
)
=
∫
R
f(y) ϕ+q (y)dy (1.3.22)
from (1.3.20). Thus, Theorem 1.3.2 is an immediate consequence of the following :
Lemma 1.3.4. For every q ∈ I, x real and t ≥ 0:
W
(
ϕ+q (y −Xt) exp
(
−1
2
∫ t
0
q(y −Xt +Xs)ds
))
= ϕ+q (y) (1.3.23)
Furthermore, (1.3.23) is also true when ϕ+q is replaced by ϕ
−
q or ϕq.
Proof of Lemma 1.3.4.
W
(
ϕ+q (y −Xt) exp
(
−1
2
∫ t
0
q(y −Xt +Xs)ds
))
=W
(
ϕ+q (y −Xt) exp
(
−1
2
∫ t
0
q(y −Xt +Xt−r)dr
))
(after making the change of variables s = t− r).
=W
(
ϕ+q (y −Xt) exp
(
−1
2
∫ t
0
q(y −Xr)dr
))
(
since the process (Xt −Xt−r, 0 ≤ r ≤ t) has the same law as (Xr, 0 ≤ r ≤ t)
)
=Wy
(
ϕ+q (Xt) exp
(
−1
2
∫ t
0
q(Xr)dr
))
(
since (−Xr, r ≥ 0) has the same law as (Xr, r ≥ 0)
)
= ϕ+q (y)
because, from (1.3.10) and Itoˆ’s formula,
(
ϕ+q (Xt) exp
(
−1
2
∫ t
0
q(Xr)dr
)
, t ≥ 0
)
is a(
(Ft, t ≥ 0), Wy
)
martingale.
Remark 1.3.5.
1)We denote by G the infinitesimal generator of the process ((Xt, , L•t ), t ≥ 0). For a function
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F of the form given by (1.3.17), we obtain :
GF (x, l)
=
d
ds
∣∣∣
s=0
QsF (x, l)
=
d
ds
∣∣∣
s=0
W
(
f(x+Xs) exp
(
−1
2
< q, l > −1
2
∫ s
0
q(x+Xr)dr
))
(
from (1.3.18)
)
= exp
(
−1
2
< q, l >
)
·
[
1
2
f ′′(x)− 1
2
q(x)f(x)
]
(1.3.24)
=
1
2
∂2F
∂x2
(x, l)− 1
2
q(x)F (x, l) (1.3.25)
Another way to prove Theorem 1.3.2 consists in showing that, for every F of the form (1.3.17),
we have :
< GF, 1 >eΛa,b= 0 (1.3.26)
Let us prove (1.3.26).
By symmetry, it suffices to prove (1.3.26) by replacing Λ˜a,b by Λ˜+. Now, we obtain, for F of
the form (1.3.17) with f of class C2, with compact support :
< GF, 1 >eΛ+ =
∫
R
dx
∫
eΩ
Λ˜
+
x (dl) e
− 1
2
<q,l>
(
1
2
f ′′(x)− 1
2
q(x)f(x)
)
(
from (1.3.24)
)
=
∫
R
ϕ+q (x)dx
(
1
2
f ′′(x)− 1
2
q(x)f(x)
)
(from Lemma 1.3.3)
=
∫
R
1
2
f(x)
[
(ϕ+q )
′′(x)− q(x)ϕ+q (x)
]
dx
(after integrating by parts)
= 0 (from Lemma 1.3.3.)
2) Theorem 1.3.2 invites to ask the following question : is the process
(
(Xt, L
•
t ), t ≥ 0
)
reversible with respect to the measure Λ˜a,b, i.e. : does the following hold :
< QsF, G >eΛa,b=< F, QsG >eΛa,b (1.3.27)
for every F,G : R × Ω → R+ measurable and positive ? The answer to this question is
negative. In particular, the operator G is not symmetric, i.e., in general :
< GF, G >eΛa,b 6=< F, GG >eΛa,b (1.3.28)
We now show (1.3.28), with F (x, l) = f(x) exp
(
−1
2
< q, l >
)
, G(x, l) = g(x), Λ˜a,b = Λ˜
:= Λ˜1,1. Assuming that the equality would hold in (1.3.28), we would obtain, after an
elementary computation :
< GF, G >eΛ =
∫
R
ϕq(x)g(x)
(
1
2
f ′′(x)− 1
2
q(x)f(x)
)
dx
=
∫
R
ϕq(x)f(x)
1
2
g′′(x)dx =< F, GG >eΛ
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Thus, the preceding equality would imply, after integrating by parts and use of the relation
ϕ′′q = q ϕq :
−2q(x)ϕq(x)f(x) = 2ϕ′q(x)f ′(x)
for every f in class C2, with compact support, which is absurd.
3) Of course, the preceding point implies that the measure W˜a,b which is invariant for the
process (Xt, t ≥ 0) is not reversible.
4) The following relation, which has been obtained from Lemma 1.3.3 and the definition of
Λ±x :
Wx
[
ϕ±q (Xt) exp
(
−1
2
A
(q)
t
)]
=
∫
eΩ
Λ˜
±
x (dl) exp
(
−1
2
< q, l >
)
(1.3.29)
is a particular case of the following result, which is found in
(
[RY, M], Chap. 2
)
:
Let F : Ω˜→ R+ measurable, and ”sub-exponential at infinity”,
(
i.e. : there exists q ∈ I and
C > 0 such that, for every l ∈ Ω˜, F (l) ≤ C exp(− < q, l > )), then :(∫
eΩ
Λ˜
±
Xt(dl)F (l + L
•
t ), t ≥ 0
)
(1.3.30)
is a
(
(Ft, t ≥ 0), W
)
martingale ; hence :
Wx
(∫
eΩ
Λ˜
±
Xt(dl)F (l + L
•
t )
)
= Wx
(∫
eΩ
Λ˜
±
X0(dl)F (l)
)
=
∫
eΩ
Λ˜
±
x (dl)F (l) (1.3.31)
If F (l) = exp
(
−1
2
< q, l >
)
, we have :∫
eΩ
Λ˜
±
Xt(dl)F (l + L
•
t ) =
∫
eΩ
Λ˜
±
Xt(dl) exp
(
−1
2
< q, l > −1
2
∫
R
q(x)Lxt dx
)
= ϕ±q (Xt) exp
(
−1
2
A
(q)
t
)
Thus, when : F (l) = exp
(
−1
2
< q, l >
)
, (1.3.31) is nothing else but (1.3.29) since :
Wx
(
ϕ±q (Xt) exp
(
−1
2
A
(q)
t
))
= ϕ±q (x).
5) Theorem 1.3.2 also invites to ask the question : are the measures (Λ˜a,b, a, b ≥ 0) the only
invariant measures of the process
(
(Xt, L
•
t ), t ≥ 0
)
. Here is a partial answer to this question.
Let Λ̂ be an invariant measure for this process.
i) Since the first component of
(
(Xt, L
•
t ), t ≥ 0
)
is a Brownian motion, and that process
admits as its only invariant measure (up to a multiplicative factor) the Lebesgue measure on
R, the measure Λ̂ admits a disintegration of the form :
Λ̂(dx, dl) = dx Λ̂x(dl) (1.3.32)
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and, denoting by ϕ̂q the function defined by :
ϕ̂q(x) = Λ̂x
(
exp−1
2
< q, l >
)
(1.3.33)
the computations which lead to (1.3.21) and to (1.3.22) imply, if Λ̂ is invariant :
ϕ̂q(x) =Wx
(
ϕ̂q(Xt) exp
(
−1
2
∫ t
0
q(Xs)ds
))
It follows from this formula, using Itoˆ’s Lemma, that :
ϕ̂′′q = q ϕ̂q (1.3.34)
The vector space of the solutions of the Sturm-Liouville equation has dimension 2 ;
hence, there exist two constants C±(q) such that :
ϕ̂q(x) = C+(q)ϕ
+
q (x) + C−(q)ϕ
−
q (x) (1.3.35)
ii) The invariant measure Λ˜a,b which we described in Theorem 1.3.2, and which writes :
Λ˜
a,b
=
1
2
∫
R
dx(aΛ+x + bΛ
−
x ) =
∫
R
dxΛa,bx (1.3.36)
with Λa,bx :=
1
2
(aΛ+x + bΛ
−
x ) (1.3.37)
enjoys the following property : both limits
lim
x→+∞
1
x
Λa,bx
(
exp−1
2
< q, l >
)
and lim
x→−∞
1
|x| Λ
a,b
x
(
exp−1
2
< q, l >
)
(1.3.38)
do not depend on q ∈ I. Indeed,
1
x
Λa,bx
(
exp−1
2
< q, l >
)
=
1
2x
(
aϕ+q (x) + bϕ
−
q (x)
) −→
x→∞
a
2
from Lemma 1.3.3 and
1
|x| Λ
a,b
x
(
exp−1
2
< q, l >
)
−→
x→−∞
b
2
·
iii) We now assume that the invariant measure Λ̂, which equals : Λ̂(dx, dl) = dxΛ̂x(dl) also
satisfies that both limits :
lim
x→∞
1
x
Λ̂x
(
exp−1
2
< q, l >
)
and lim
x→−∞
1
|x| Λ̂x
(
exp−1
2
< q, l >
)
exist and do not depend on q ∈ I. Then, there exist a and b positive, such that : Λ̂ = Λ̂a,b.
Indeed, from (1.3.35), together with Lemma 1.3.3 and (1.3.33), we have :
lim
x→∞
1
x
Λ̂x
(
exp
(
−1
2
< q, l >
))
= lim
x→∞
ϕ̂q(x)
x
= lim
x→∞
C+(q)ϕ
+
q (x) + C−(q)ϕ−q (x)
x
= C+(q) (1.3.39)
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Thus, C+(q)
(
and C−(q), by symmetry
)
are constants, which we shall denote respectively as
a
2
and
b
2
. Thus, we have :
Λ̂x
(
exp−1
2
< q, l >
)
=
a
2
ϕ+q (x) +
b
2
ϕ−q (x)
= Λa,bx (e
− 1
2
<q,l>)
Hence : Λ̂x = Λ
a,b
x and Λ̂ = Λ˜
a,b
.
1.3.4 Invariant measures of the process (LXt−•t , t ≥ 0).
1.3.4.1 For t ≥ 0, we define the random measure µt via :
µt(f) =
∫ t
0
f(Xt −Xs)ds (1.3.40)
with f positive, continuous and bounded. It is proven in [DMY] that (µt, t ≥ 0) is a Markov
process taking values in the space of positive measures on
(
R, B(R)). Due to the density of
occupation formula, we may write (1.3.40) in the form :
µt(f) =
∫
R
f(Xt − y)Lyt dy
=
∫
R
f(z)LXt−zt dz (1.3.41)
We deduce that :
µt(dz) = L
Xt−z
t dz (1.3.42)
Hence, rather than working in the space of measures on R, we shall consider the Markov
process (LXt−•t , t ≥ 0) which takes values in Ω˜ = C(R→ R+).
1.3.4.2 Of course, this Markov process is the image of the process
(
(Xt, L
•
t ), t ≥ 0
)
by the
application :
θ : R× Ω˜→ Ω˜
defined by :
θ(x, l)(y) = l(x− y) x, y ∈ R, l ∈ Ω˜ (1.3.43)
This application θ is not bijective since :
θ(x, l) = θ(x′, l′)
as soon as :
l(x− x′ + z) = l′(z) (1.3.44)
for every z ∈ R i.e. : as soon as l′ is an adequate translate of l.
i)We begin by verifying directly, i.e. : without using the result of Donati-Martin-Yor recalled
above - that the process (LXt−•t , t ≥ 0), which takes values in C(R → R+) is Markovian, in
the natural filtration of the process
(
(Xt, L
•
t ), t ≥ 0
)
. For this purpose, using Dynkin’s
criterion (see [D]), and denoting by (Qt, t ≥ 0) the semi-group associated to the process(
(Xt, L
•
t ), t ≥ 0
)
, one needs to verify that :
Qt(F ◦ θ)(x, l) = Qt(F ◦ θ)(x′, l′) (1.3.45)
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for every t ≥ 0 and F : Ω˜→ R+ measurable, as soon as :
θ(x, l) = θ(x′, l′)
Of course, from the monotone class theorem, it suffices to prove (1.3.45) for F of the form
Fq, q ∈ I, with :
Fq(l) := exp
(
−1
2
< q, l >
)
(l ∈ Ω˜) (1.3.46)
We have, from (1.3.43) :
Fq ◦ θ(x, l) = exp
(
−1
2
< q, l(x− ·) >
)
= exp
(
−1
2
∫
R
q(y)l(x− y)dy
)
= exp
(
−1
2
<
∨
qx, l >
)
(1.3.47)
with
∨
qx(y) = q(x− y) (1.3.48)
Thus, from (1.3.18) :
Qt(Fq ◦ θ)(x, l) =W
(
exp
(
−1
2
<
∨
qx+Xt, l > −
1
2
∫ t
0
q(x+Xt − (x+Xr))dr
))
(1.3.49)
However :
<
∨
qx+Xt, l > =
∫
R
q(x+Xt − y)l(y)dy
=
∫
R
q(Xt + z)l(x − z)dz (1.3.50)
Thus, from (1.3.44), if θ(x, l) = θ(x′, l′), we have :
l(x− z) = l′(x′ − z) hence < ∨qx+Xt , l >=<
∨
qx′+Xt , l
′ >
It now follows from (1.3.49) that :
Qt(Fq ◦ θ)(x, l) = Qt(Fq ◦ θ)(x′, l′)
1.3.4.3 Invariant measures for the process (LXt−•t , t ≥ 0).
Of course, from Theorem 1.3.2, the image of Λ˜a,b by θ
(
defined by (1.3.43)
)
is an invariant
measure for the process (LXt−•t , t ≥ 0). Unfortunately, an elementary computation shows
that this measure is identically infinite. Thus, we need to find directly - without refering to
Λ˜a,b - invariant measures for (LXt−•t , t ≥ 0).
Theorem 1.3.6. Let a, b ≥ 0, and :
Λa,b := aΛ+0 + bΛ
−
0 (1.3.51)
Then, Λa,b is an invariant measure for (LXt−•t , t ≥ 0).
We recall that Λ±0 is the image of W
±
0 =W
± by the application L. In particular :
Λ±0
(
exp−1
2
< q, l >
)
= ϕ±q (0) (q ∈ I) (1.3.52)
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We now show Theorem 1.3.6.
We denote by (Qs, s ≥ 0) the semi-group associated to the Markov process (LXt−•t , t ≥ 0).
Thus, we have, for (1.3.49) :
Qs(Fq)(l) =W
(
exp
(
−1
2
< q(Xs + ·), l > −1
2
∫ s
0
q(Xs −Xr)dr
))
(1.3.53)
with : Fq(l) = exp
(
−1
2
< q, l >
)
.
On the other hand, by symmetry, it suffices to show that the measure Λ+ := Λ+0 is invariant
for (LXt−•t , t ≥ 0). We compute :∫
eΩ
Λ+(dl)
(
Qs(Fq)
)
(l)
=
∫
eΩ
Λ+(dl)W
(
exp
(
−1
2
< q(Xs + ·), l > −1
2
∫ s
0
q(Xs −Xr)dr
))
= W
{(
exp−1
2
∫ s
0
q(Xs −Xr)dr
)
·
∫
eΩ
Λ+(dl) exp
(
−1
2
< q(Xs + ·), l >
)}
(from Fubini)
= W
{
exp
(
−1
2
∫ s
0
q(Xs −Xr)dr
)
· ϕ+
q(Xs+·)(0)
}
(
from (1.3.52)
)
. Now, it is easy to check that :
ϕ+q(Xs+·)(0) = ϕ
+
q (Xs) (1.3.54)
Thus :∫
eΩ
Λ+(dl)
(
Qs(Fq)(l)
)
= W
(
ϕ+q (Xs) exp
(
−1
2
∫ s
0
q(Xs −Xr)dr
))
= ϕ+q (0)
from Lemma 1.3.4 (replacing (Xt, t ≥ 0) by (−Xt, t ≥ 0)
)
=
∫
eΩ
Λ+(dl)Fq(l)
(
from (1.3.52)
)
This is Theorem 1.3.6. 
Remark 1.3.7.
1) Arguing as in point 2 of Remark 1.3.5, it is easily shown that none of the measures Λa,b
is reversible for the process (LXt−•t , t ≥ 0).
2) Here is another way to prove that Λa,b is invariant. (We give the details for Λ+). We
have, with Fq(l) = exp−1
2
< q, l >, from (1.3.53) :
Qs(Fq)(l) =W
(
exp
(
−1
2
< q(Xs + ·), l > −1
2
∫ s
0
q(Xr)dr
))
(1.3.55)
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We proceeded from (1.3.53) to (1.3.55) by making the change of variable r = s− u and using
the fact that, under W , (Xs − Xs−r, r ≤ s) (law)= (Xr, r ≤ s). Thus, denoting by G the
infinitesimal generator of the semi-group (Qs, s ≥ 0), we obtain :
G Fq(l) = d
ds
∣∣∣
s=0
Qs(Fq)(l)
=
d
ds
∣∣∣
s=0
W
[
g(Xs) exp
(
−1
2
∫ s
0
q(Xr)dr
)]
(
with g(x) := exp
(
−1
2
< q(x+ ·), l >
))
=
1
2
g′′(0) − 1
2
q(0) g(0)
=
1
2
[
∂2
∂x2
∣∣∣
x=0
(
exp
(
−1
2
< q(x+ ·), l >
)
− q(0) exp
(
−1
2
< q, l >
)]
Thus :
< G Fq, 1 >Λ+ =
∫
eΩ
G Fq(l)Λ+(dl)
=
1
2
∫
eΩ
Λ+(dl)
(
∂2
∂x2
∣∣∣
x=0
exp
(
−1
2
< q(x+ ·), l >
)
− q(0) exp
(
−1
2
< q, l >
))
=
1
2
(
ϕ+q
′′(0) − q(0)ϕ+q (0)
)
= 0 (1.3.56)
after interverting the second derivative and integration with respect to Λ+(dl), using Lemma
1.3.3 and the fact that ϕ+q(x+·)(0) = ϕ
+
q (x). From relation (1.3.56), we deduce of course that :
< Qs Fq, 1 >Λ+=< Fq, 1 >Λ+ , i.e. that Λ
+ is invariant.
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Chapter 2. Existence and properties of the measure W(2).
We shall now establish a number of results similar to those of Chapter 1, but this time
(Xt, t ≥ 0) is a 2-dimensional Brownian motion.
2.1. Existence of W(2).
2.1.1 Notations and Feynman-Kac penalisations in two dimensions.(
Ω = C(R+ → C), (Xt, Ft)t≥0, W (2)z (z ∈ C)
)
denotes the two dimensional canonical Brow-
nian motion, which takes its values in C. We write W (2) for W
(2)
0 . I denotes here the set
of positive Radon measures on C admitting a density q with compact support and such that∫
q(x)dx > 0. Define :
A
(q)
t :=
∫ t
0
q(Xs)ds (2.1.1)
Here is the analogue in dimension 2 of Theorem 1.1.1. A proof of this Theorem (in dimension
2) is found in [RVY, VI].
Theorem 2.1.1. Let q ∈ I and, for every t ≥ 0 and z ∈ C :
W
(2,q)
z,t :=
exp
(− 12 A(q)t )
Z
(2,q)
z,t
·W (2)z (2.1.2)
with
Z
(2,q)
z,t :=W
(2)
z
(
exp−1
2
A
(q)
t
)
(2.1.3)
1) For every s ≥ 0 and Γs ∈ b(Fs) :
W
(2,q)
z,t (Γs) admits a limit W
(2,q)
z,∞ (Γs) as t→∞ :
W
(2,q)
z,t (Γs) −→t→∞W
(2,q)
z,∞ (Γs) (2.1.4)
2) W
(2,q)
z,∞ is a probability on (Ω,F∞) such that :
W (2,q)z,∞ |Fs =M (2,q)s ·W (2)z |Fs
where (M
(2,q)
s , s ≥ 0) is the
(
(Fs, s ≥ 0), W (2)z
)
martingale defined by :
M (2,q)s =
ϕq(Xs)
ϕq(z)
exp
(
−1
2
A(q)s
)
(2.1.5)
3) The function ϕq : C→ R+ featured in (2.1.5) is strictly positive, continuous and
satisfies :
ϕq(z) ∼|z|→∞
1
π
log
(|z|) (2.1.6)
It may be defined via one or the other of the following descriptions :
i) ϕq is the unique solution of the Sturm-Liouville equation :
∆ϕ = q · ϕ (in the sense of Schwartz distributions)
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which satisfies the limiting condition :
|z|∂ϕ
∂r
(z) −→
r→∞
1
π
(
r = |z|) (2.1.7)
ii)
1
2π
(log t)W (2)z
(
exp
(
−1
2
A
(q)
t
))
−→
t→∞ϕq(z) (2.1.8)
4) Under the family of probabilities (W
(2,q)
z,∞ , z ∈ C), the canonical process (Xt, t ≥ 0) is a
transient diffusion. More precisely, there exists a
(
Ω, (Ft, t ≥ 0), W (2,q)z,∞
)
Brownian motion
(Bt, t ≥ 0) valued in C and starting from 0 such that :
Xt = z +Bt +
∫ t
0
∇ϕq
ϕq
(Xs)ds (2.1.9)
2.1.2 Existence of the measure W(2).
Theorem 2.1.2. There exists on
(
Ω = C(R+ → C), F∞
)
a σ-finite and positive measure
W(2) (with infinite total mass) such that, for every q ∈ I :
W(2) = ϕq(0) exp
(
+
1
2
A(q)∞
)
·W (2,q)∞ (2.1.10)
In other terms, the RHS of (2.1.10) does not depend on q ∈ I.
In fact, just as in the case of dimension 1, we show for every z ∈ C, the existence of a measure
W
(2)
z , this measure being defined by :
W(2)z
(
F (Xs, s ≥ 0)
)
=W(2)
(
F (z +Xs, s ≥ 0)
)
(2.1.11)
Proof of Theorem 2.1.2.
It consists in showing that ϕq(0) exp
(
+
1
2
A(q)∞
)
·W (2,q)∞ does not depend on q. The proof is
quite similar to that of Theorem 1.1.2. It hinges upon :
• ϕq(z) > 0 for every q ∈ I and z ∈ C ;
• ϕq1(z)
ϕq2(z)
−→
|z|→∞
1 for every q1 and q2 ∈ I ;
• ϕq(z) −→|z|→∞+∞ and the (W
(2,q)
z,∞ , z ∈ C) process (Xt, t ≥ 0) is transient.
These properties follow from Theorem 2.1.1. We also note, just as we did in Lemma 1.1.3 :
W (2,q)z,∞
(
exp+
λ
2
A(q)∞
)
< ∞ if λ < 1 (2.1.12)
W (2,q)z,∞
(
exp+
λ
2
A(q)∞
)
= ∞ if λ ≥ 1 (2.1.13)
These two properties show that W(2) is well defined via (2.1.10)
(
since A
(q)
∞ < ∞ W (2,q)∞
a.s.
)
and that W(2) has infinite total mass ; it is σ-finite on (Ω,F∞) and it is such that
W(2)(Γt) = 0 or +∞ for any Γt ∈ b+(Ft) depending whether W (2)(Γt) is equal to 0 or is
strictly positive.
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2.2 Properties of W(2).
2.2.1 Some notation.
We shall now prepare for Theorem 2.2.1 - which plays for W(2) a similar role as Theorem
1.1.5 for W. However, in order to prepare for Theorem 2.2.1, we need the following notation
:
i) Denote by C the unit circle in C :
C = {z ∈ C ; |z| = 1} (2.2.1)
and (L
(C)
t , t ≥ 0) the (continuous) local time process on C, which may be defined as :
L
(C)
t := lim
ε↓0
1
2πε
∫ t
0
1Cε(Xs)ds (2.2.2)
where
Cε = {z ∈ C ; 1− ε ≤ |z| ≤ 1 + ε}
so that, a.s. if q0 denotes the uniform probability on C :∫
C
f(z) q0(dz) =
1
2π
∫ 2pi
0
f(eiθ)dθ (2.2.3)
we have :
(L
(C)
t , t ≥ 0) = (A(q0)t , t ≥ 0) (2.2.4)
In other terms, (L
(C)
t , t ≥ 0) is the additive functional which admits q0 as Revuz’s measure
(see [Rev]). We denote by (τ
(C)
l , l ≥ 0) the right continuous inverse of (L(C)t , t ≥ 0) :
τ
(C)
l := inf{t ≥ 0 ; L
(C)
t > l}, l ≥ 0 (2.2.5)
and we denote by W
(2,τ
(C)
l
)
0 the law of a 2-dimensional Brownian motion starting from 0,
considered up to τ
(C)
l .
ii) We denote by P
(2,log)
1 the law of the process (Rt, t ≥ 0) which solves the stochastic
differential equation :
Rt = 1 + βt +
∫ t
0
ds
Rs
(
1
2
+
1
log Rs
)
(2.2.6)
where (βt, t ≥ 0) is a 1-dimensional Brownian motion starting from 0. We note that the
process (Rt, t ≥ 0) starts from 1 and that P (Rt > 1 for every t > 0) = 1.
We adopted the notation P
(2,log)
1 to indicate :
a) that this process R starts from 1 ;
b) that it ”differs at infinity from a 2-dimensional Bessel process” by the presence of the term
1
log Rs
, in the drift part of equation (2.2.6).
iii) Here is another description of the process (Rt, t ≥ 0) defined by (2.2.6) :
(log Rt, t ≥ 0) (law)= (ρHt , t ≥ 0) (2.2.7)
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with :
• (ρu, u ≥ 0) a 3-dimensional Bessel process starting from 0 ;
• Ht :=
∫ t
0
ds
R2s
(2.2.8)
We prove (2.2.7).
We apply Itoˆ’s formula to the process (Rt) solution of (2.2.6) and we obtain :
log Rt =
∫ t
0
dβs
Rs
+
∫ t
0
ds
R2s · log Rs
(2.2.9)
We denote by (νh, h ≥ 0) the inverse of the process (Ht, t ≥ 0) and we replace t by νh in
(2.2.9). Thus :
log Rνh =
∫ νh
0
dβs
Rs
+
∫ νh
0
ds
R2s log Rs
(2.2.10)
= β˜h +
∫ h
0
du
log Rνu
(2.2.11)
after the change of variable s = νu and with (β˜h, h ≥ 0) :=
(∫ νh
0
dβs
R2s
, h ≥ 0
)
, which is a
1-dimensional Brownian motion since this - local - martingale admits as bracket
( ∫ νh
0
ds
R2s
=
Hνh = h, h ≥ 0
)
. Hence, from (2.2.11) (log Rνh , h ≥ 0) is a 3-dimensional Bessel process
starting from 0.
iv) Let now (αt , t ≥ 0) be another 1-dimensional Brownian motion, independent from
(βt, t ≥ 0)
(
hence independent from (Rt, t ≥ 0)
)
. We define the law W (2,τ
(C)
l
) ◦ P˜ (2,log)1 as
the law of the 2-dimensional process (Yt, t ≥ 0) satisfying to :
a) (Yt, t ≤ τ (C)l ) is a 2-dimensional Brownian motion starting from 0 and stopped in τ
(C)
l ;
its law, from point i), is W (2,τ
(C)
l
). Here, τ
(C)
l is the right-continuous inverse of (L
(C)
t , t ≥ 0),
the local time on C of the process (Yt, t ≥ 0).
b) after τ
(C)
l , the process (Yτ (C)
l
+t
t ≥ 0) writes :
Y
τ
(C)
l
+t
:= Rt · eiαHt (t ≥ 0) (2.2.12)
where :
• the law of the process (Rt, t ≥ 0) is P (2, log)1
• (αt, t ≥ 0) is a 1-dimensional Brownian motion starting from α0, with eiα0 = Yτ (C)
l
(we
note that Y
τ
(C)
l
∈ C)
• Ht =
∫ t
0
ds
R2s
c) (αt, t ≥ 0) and (βt, t ≥ 0), the driving Brownian motion of (Rt, t ≥ 0) (see (2.2.6))
are, conditionally on α0, independent from the process (Yt, t ≤ τ (C)l ).
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Formula (2.2.7) - the second description of (Rt, t ≥ 0) - permits to write (2.2.12) in another
form :
Y
τ
(C)
l
+t
= exp(ρu + iαu)|u=Ht (t ≥ 0) (2.2.13)
where (ρu, u ≥ 0) is a 3-dimensional Bessel process starting from 0 and Ht =
∫ t
0
ds
R2s
·
2.2.2 Description of the canonical process (Xt, t ≥ 0) under W (2,q0)∞ .
In order to describe the measure W(2), we shall use the formula :
W(2) = ϕq0(0)(e
1
2
L
(C)
∞ ) ·W (2,q0)∞ (2.2.14)
This is formula (2.1.10), with q = q0
(
in fact, we use here a slight extension of (2.1.10) since
q0 is not absolutely continuous with respect to Lebesgue measure on C
)
. We now need to
study the probability W
(2,q0)∞ . This is the aim of the following Theorem :
Theorem 2.2.1. With the notation of Theorem 2.1.1 :
1) ϕq0(z) = 2 +
1
π
log |z| if |z| ≥ 1
= 2 if |z| ≤ 1 (2.2.15)
and (M
(q0)
s , s ≥ 0) is the martingale defined by :
M (q0)s =
ϕq0(Xs)
ϕq0(0)
exp
(
−1
2
L(C)s
)
(2.2.16)
= 1 +
1
ϕq(0)
∫ s
0
< ∇ϕq0(Xu), dXu > e−
1
2
L
(C)
u (2.2.17)
2) Let gC := sup{t ≥ 0 ; Xt ∈ C}. Then gC is W (2,q0)∞ a.s. finite and the r.v. L(C)∞ (= L(C)gC )
admits as density fW
(2,q0)∞
L
(C)
∞
with :
fW
(2,q0)∞
L
(C)
∞
(l) =
1
2
e−
l
2 1[0,∞[(l) (2.2.18)
3) Under the probability W
(2,q0)∞ :
i) Conditionally on XgC , (Xs, s ≤ gC) and (XgC+s, s ≥ 0) are independent
ii) The law of the process (XgC+s, s ≥ 0) is P˜ (2,log)1
(
defined in point 2.2.1, iv)
)
iii) Conditionally on L
(C)
gC = l, the process (Xs, s ≤ gC) is a 2-dimensional Brownian
process stopped at τ
(C)
l , and its law, from point 2.2.1 i), is W
(2,τ
(C)
l
)
0 .
In other terms :
iv) W (2,q0)∞ =
1
2
∫ ∞
0
e−
l
2dl
(
W
(2,τ
(C)
l
)
0 ◦ P˜ (2,log)1
)
(2.2.19)
We note, in particular, that X
τ
(C)
l
under W
(2,q0)∞ is uniformly distributed on C.
Proof of Theorem 2.2.1.
In dimension 1, this Theorem is, essentially, proven in
(
[RVY, II]
)
. The only item which
really differs from those of Theorem 8 in [RVY, II] is point 3, ii). We shall emphasize the
corresponding arguments.
We prove point 3, ii).
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We first recall and adapt to dimension 2 the notation and results of [RVY, II].
i) Let (Gt, t ≥ 0) be the smallest filtration containing (Ft, t ≥ 0) and such that gC is a
(Gt, t ≥ 0) stopping time. Then, there exists a
(
(Gt, t ≥ 0), W 2,q0∞
)
2-dimensional Brownian
motion (Bt, t ≥ 0) such that :
Xt = Bt +
∫ t
t∧g
C
nu
M
(q0)
u −M (q0)u
du (2.2.20)
with :
• nu := e− 12 L
(C)
u · ∇ϕq0 (Xu)ϕq0 (0) (2.2.21)
• M (q0)u is defined by (2.2.16) and :
M (q0)u := inf
s≤u
M (q0)s (2.2.22)
ii) The function ϕq0(z) = 2 +
1
π
log |z| (for |z| ≥ 1) (see (2.2.15)) is increasing in |z|. On
the other hand, for u ≥ gC , L(q0)u = L(C)gC . Thus :
M (q0)u = M
(q0)
gC =
ϕq0(XgC )
ϕq0(0)
e−
1
2
LCgC
= e−
1
2
L
(C)
gC (2.2.23)(
from (2.2.15) and since XgC ∈ C
)
.
iii) Gathering (2.2.20), (2.2.21) and (2.2.23), we obtain :
Xt = Bt +
∫ t
t∧g
C
du
∇ϕq0(Xu) e−
1
2
L
(C)
gC
ϕq0(Xu) e
− 1
2
L
(C)
gC − 2e− 12 L(C)gC
,
= Bt +
∫ t
t∧g
C
∇( log | · |)(Xu)
log |Xu| du (after simplification by e
− 1
2
L
(C)
gC ) (2.2.24)
(
from (2.2.15), since ϕq0(Xu)− 2 =
1
π
log |Xu| and ∇ϕq0(Xu) =
1
π
(∇ log | · |)(Xu)).
iv) We now use Itoˆ’s formula to express |XgC+t| := R˜t. We obtain, from (2.2.24) :
R˜t = (B˜gC+t − B˜gC ) +
∫ t
0
ds
R˜s
(
1
2
+
1
log R˜s
)
(2.2.25)
where
(
B˜gC+t − B˜gC , t ≥ 0
)
is a 1-dimensional Brownian motion started at 1. Thus, from
(2.2.6), the law of
(|XgC+t|, t ≥ 0) is P (2,log)1 .
Now, operating in an analogous manner to calculate Arg (XgC+t), we obtain :
(XgC+t, t ≥ 0) = (Rt eiαHt , t ≥ 0) (2.2.26)
with notation of points 2.2.1, ii), iii) and iv).
2.2.3 Another description of the measure W(2).
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We now present a description of W(2) which is analogous, in dimension 2, to the description
of W given by Theorem 1.1.6.
Theorem 2.2.2.
1) W(2) =
∫ ∞
0
dl
(
W
(2,τ
(C)
l
)
0 ◦ P˜ (2,log)1
)
(2.2.27)
2) For every t ≥ 0 and Γt ∈ b(Ft) :
W(2)[Γt 1gC≤t] =
1
π
W (2)
[
Γt log
+(|Xt|)
]
(2.2.28)(
Recall that gC := sup{s ≥ 0 ; Xs ∈ C}
)
3) i) W(2)(gC ∈ dt) = e−
1
2t
dt
2πt
(t ≥ 0) (2.2.29)
ii) Conditionally on gC = t, the law of the process (Xu, u ≤ gC), under W(2) is Π(2,t,U)0 ,
where :
• U is a r.v. uniformly distributed on C ;
• Conditionally on U = u, Π(2,t,U)0 is the law of a 2-dimensional Brownian bridge
(b
(2,t,u)
s , 0 ≤ s ≤ t) of length t such that b(2,t,u)0 = 0 and b(2,t,u)t = u.
iii) W(2) =
∫ ∞
0
dt
2πt
e−
1
2t
(
Π2,t,U ◦ P˜ (2,log)1
)
(2.2.30)
Proof of Theorem 2.2.2.
i) Point 1) is an easy consequence of (2.2.14), (2.2.19) and (2.2.18).
ii) We now show (2.2.28)
For this purpose, we use the definition (2.1.10) of W(2) with q = λ q0 (where q0 is defined by
(2.2.3), and λ > 0). We have :
ϕλ q0(z) =
2
λ
+
1
π
log+(|z|) (2.2.31)(
see (2.2.15)
)
. Thus, for every t ≥ 0 and Γt ∈ b(Ft) :
W (2)
(
Γt
(
2
λ
+
1
π
log+(|Xt|)
))
= ϕλ q0(0)W
(2,λ q0)∞
(
Γt e
λ
2
L
(C)
t )
)
= W(2)
(
Γt e
−λ
2
(L
(C)
∞ −L(C)t )) (2.2.32)
We then let λ→∞ in (2.2.32) and note that L(C)∞ −L(C)t > 0 on the set (gC > t) (and equals
to 0 on gC ≤ t). The monotone convergence Theorem implies :
1
π
W (2)
(
Γt log
+(|Xt|)
)
=W(2)(Γt 1gC≤t)
This is (2.2.28). Note that we may replace t by a stopping time T in (2.2.28). We obtain :
W(2)
(
ΓT 1gC≤T<∞) =
1
π
W (2)
(
ΓT log
+(|XT |)1T<∞
)
(2.2.33)
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with ΓT ∈ b(FT ).
Remark 2.2.3.
We deduce from (2.2.32) and (2.2.28) :
2
λ
W (2)(Γt) = W
(2)
(
Γt 1gC>t exp
(− λ
2
(
L(C)∞ − L(C)t
)))
= W (2)(Γt)
(∫ ∞
0
e−
λ
2
ldl
)
(2.2.34)
and
1
π
W (2)
(
log+ |Xt|
)
=W(2)(gC ≤ t) =W(2)(L(C)∞ − L(C)t = 0) (2.2.35)
Then, operating as in the proof of Theorem 1.1.6, point 3) i)
(
see (1.1.45) and (1.1.46)
)
, we
obtain :
i) W(2)(L
(C)
∞ − L(C)t ∈ dl) = 1[0,∞[(l)dl + 1piW (2)
(
log+(|Xt|)
)
δ0(dl) (2.2.36)
ii) Conditionally on LC∞ − LCt = l (l > 0), (Xu, u ≤ t) is, under W(2), a 2-dimensional
Brownian motion indexed by [0, t].
Remark 2.2.4. We can obtain (2.2.28) in the same manner as for point 2) of Remark
1.1.9. For this purpose, we need a scale function for the W (2,q0) process. The function
z → 1
1 + 1pi log(|z|)
(|z| ≥ 1) is an adequate choice.
iii) We now prove point 3 i) of Theorem 2.2.2.
We write (2.2.28) with Γt ≡ 1 :
W(2)(gC ≤ t) = 1
π
W (2)(log+ |Xt|) (2.2.37)
and we differentiate (2.2.37) with respect to t. Thus :
W(2)(gC ∈ dt) = 1
π
(
d
dt
W (2)(log+ |Xt|)
)
· dt
=
1
π
d
dt
W (2)
(
1|X1|> 1√
t
(
log
√
t− log 1|X1|
))
· dt (by scaling)
=
1
2πt
W (2)
( |X1|2
2
>
1
2t
)
dt
=
1
2πt
e−
1
2t dt (t ≥ 0)
since
|X1|2
2
is a standard exponential r.v.
The end of the proof of Theorem 2.2.2 is obtained by using arguments similar to those used
for Theorem 1.1.6. We note, in particular, that conditionally on XgC , (XgC+t, t ≥ 0) and
(Xs, s ≤ gC) are independent.
Remark 2.2.5. From (2.2.29), we deduce :
W(2)(e−
λ2
2
gC ) =
∫ ∞
0
dt
2πt
e−
λ2
2
t− 1
2t = K0(λ) (2.2.38)
where K0 denotes the Bessel-Mc Donald function with index 0
(
see [L], formula 5.10.25
)
.
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2.3. Study of the winding process under W(2).
Formula (2.2.12) :
XgC+t = Rt e
iαHt , (t ≥ 0)
which provides a representation of X after gC under W
(2) invites to establish for this process
a theorem similar to the classical theorem of Spitzer, which we recall :
2.3.1 Spitzer’s Theorem.
Theorem.
(
Spitzer [S]
)
Let (Xt, t ≥ 0) a C valued Brownian motion, starting from z 6= 0. We have :
Xt = |Xt| eiαHt (2.3.1)
with :
i) (αu, u ≥ 0) a 1-dimensional Brownian motion independent from the 2-dimensional Bessel
process (|Xt|, t ≥ 0) (one can also find a precise study of the winding process of planar
Brownian motion in [PY1]).
ii) Ht =
∫ t
0
ds
|Xs|2 (2.3.2)
Let (θt, t ≥ 0) := (αHt , t ≥ 0) =
(
θ0 + Im
∫ t
0
dXs
Xs
, t ≥ 0
)
be the winding process. Then :
2θt
log t
(law)−→
t→∞Γ
(law)
= αT1(γ) (2.3.3)
In (2.3.3), (γt, t ≥ 0) is a 1-dimensional Brownian motion started from 0 and independent
from (αu, u ≥ 0). and :
T1(γ) := inf{s ≥ 0 ; γs = 1} (2.3.4)
iii) Consequently Γ is a standard Cauchy r.v.
2.3.2. An analogue of Spitzer’s Theorem.
Now, here is the analogue of the above (Spitzer) Theorem for the process (XgC+t, t ≥ 0) :
Theorem 2.3.1. Under P˜
(2,log)
1 , the winding process (θt, t ≥ 0) = (αHt , t ≥ 0) satisfies :
1)
4
(log t)2
Ht
(law)−→
t→∞T
(3)
1 (2.3.5)
where T
(3)
1 := inf{u ; ρu = 1} (2.3.6)
is the first hitting time of level 1 by a 3-dimensional Bessel process (ρu, u ≥ 0) started at 0.
2)
2
log t
θt
(law)−→
t→∞αT (3)1
(2.3.7)
where (αu, u ≥ 0) is a 1-dimensional Brownian motion independent from (ρu, u ≥ 0).
We now recall our notation (see Section 2.2.1)
• (Rt, t ≥ 0) is the process defined in (2.2.6)
• Ht =
∫ t
0
ds
R2s
(2.3.8)
• (αu, u ≥ 0) is a 1-dimensional Brownian motion independent from (Rt, t ≥ 0)
87
• (log Rt, t ≥ 0) = (ρHt , t ≥ 0) and (ρu, u ≥ 0) is a 3-dimensional Bessel process started
at 0.
Remark 2.3.2.
1. Theorem 2.3.1 differs from Spitzer’s Theorem in that T1 has been replaced by T
(3)
1 .
2. Let, for every z ∈ C, W(2)z be defined by :
W(2)z
(
F (Xs, s ≥ 0)
)
:=W(2)
(
F (z +Xs, s ≥ 0)
)
Theorem 2.3.1 then implies that, for z 6= 0, under W(2)z and conditionally on gC ≤ a, the
winding process (θt, t ≥ 0) satisfies :
2
log t
θt −→
t→∞αT (3)1
(2.3.9)
for all a > 0. This easily results from (2.3.7) and from the representation formula (2.2.6).
Proof of Theorem 2.3.1.
i) We use the notation (2.3.8). We admit for a moment that :
Ht −HT√
t
(R) converges in law as t→∞, with : (2.3.10)
T√t(R) := inf{s ≥ 0 ; Rs ≥
√
t} (2.3.11)
and we show that (2.3.10) implies Theorem 2.3.1. Indeed, from (2.3.10), we have :
4
(log t)2
Ht ∼
t→∞
1
(log
√
t)2
HT√t(R) (2.3.12)
But :
1
(log a)2
HTa(R) =
1
(log a)2
Tlog a(ρ)
(law)
= T1(ρ) (2.3.13)
with
Tlog(a)(ρ) := inf{t ≥ 0 ; ρt ≥ log a} (2.3.14)
The first equality in (2.3.13) results from definitions
(
see point 4 of (2.3.8)
)
and the second
from the scaling property. Thus, from (2.3.10), we deduce :
4
(log t)2
Ht
(law)−→
t→∞T
(3)
1 (2.3.15)
and
2
log t
θt =
2
log t
αHt
(law)
=
2
√
Ht
log t
α1 (by scaling)
(law)−→
t→∞
√
T
(3)
1 · α1
(law)
= α
T
(3)
1
(by scaling)
which proves Theorem 2.3.1.
ii) It remains to prove (2.3.10).
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For this purpose, we start with the following Lemma :
Lemma 2.3.3. Let (Rt, t ≥ 0) be defined by (2.2.6). Then :
(
1√
t
Rtv, v ≥ 0
)
converges in
law, as t→∞, to a 2-dimensional Bessel process starting from 0.
Proof of Lemma 2.3.3.
From (2.2.6) we have :
Rt = 1 + βt +
∫ t
0
(
1
2Rs
+
1
Rs log Rs
)
ds
Thus :
1√
t
Rtv =
1√
t
+
1√
t
βtv +
1√
t
∫ tv
0
(
1
2Rs
+
1
Rs log Rs
)
ds (2.3.16)
Denoting by (β˜v , v ≥ 0) the Brownian motion
(
1√
t
βtv , v ≥ 0
)
and making the change of
variable s = tv, we obtain, with
(
R˜(t)v =
1√
t
Rtv, v ≥ 0
)
:
R˜(t)v =
1√
t
+ β˜v +
∫ v
0
(
1
2R˜
(t)
u
+
1
R˜
(t)
u
(
log
√
t+ log R˜
(t)
u
)
)
du (2.3.17)
Hence, as t→∞, (R˜(t)v , v ≥ 0) converges in law to the law of the solution of the SDE :
R˜v = β˜v +
∫ v
0
du
2R˜u
i.e. to (the law of) a 2-dimensional Bessel process started at 0.
iv) We may now end up the proof of (2.3.10).
We have, from (2.3.8) :
HT√t(R) −Ht =
∫ T√t(R)
t
du
R2u
=
∫ 1
t
T√t(R)
1
dv(
1
t R
2
vt
)
after making the change of variable u = tv. But, from Lemma 2.3.3,
(
1√
t
Rvt, v ≥ 0
)
converges in law to a 2-dimensional Bessel process
(
R
(2)
0 (v), v ≥ 0
)
starting from 0. Thus :
Ht −H√t(R) converges in law, as t→∞, to∫ T1(R(2)0 )
1
du
(R
(2)
0 (u))
2
(2.3.18)
with T1(R
(2)
0 ) = inf{s ≥ 0 ; R(2)0 (s) = 1}.
Remark 2.3.4. (An extension of Theorem 2.3.1.)
Let (βt, t ≥ 0) denote a 1-dimensional Brownian motion starting at 0, δ > 0 and (R(δ)t ,
t ≥ 0) the solution of :
R
(δ)
t = 1 + βt +
∫ t
0
(
1
2R
(δ)
s
+
δ
R
(δ)
s log R
(δ)
s
)
ds (2.3.19)
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The case we have just studied is that of δ = 1. Let :
H
(δ)
t :=
∫ t
0
ds
(R
(δ)
s )2
(2.3.20)
and
θ
(δ)
t = αH(δ)t
where (αu, u ≥ 0) is a 1-dimensional Brownian motion independent from (βt, t ≥ 0).
The technique we have just developed allows to obtain :
i) (log R
(δ)
t , t ≥ 0) = (ρ(2δ+1)H(δ)t , t ≥ 0) (2.3.21)
where (ρ
(2δ+1)
u , u ≥ 0) is a (2δ + 1)-dimensional Bessel process starting at 0.
ii)
4
(log t)2
H
(δ)
t
(law)−→
t→∞T
(2δ+1)
1
where T
(2δ+1)
1 := inf{u ≥ 0 ; ρ(2δ+1)u = 1}.
iii)
2θ
(δ)
t
log t
=
2α
(δ)
Ht
log t
(law)−→
t→∞αT (2δ+1)1
(2.3.22)
where T
(2δ+1)
1 is independent from the 1-dimensional Brownian motion (αu, u ≥ 0).
2.4 W (2) martingales associated to W(2).
Just as in Chapter 1, we associated to any r.v. F ∈ L1(F∞,W) the
(
(Ft, t ≥ 0), W
)
martin-
gale
(
Mt(F ), t ≥ 0), we now associate to every r.v. F ∈ L1(F∞,W(2)) a
(
(Ft, t ≥ 0), W (2)
)
martingale
(
M
(2)
t (F ), t ≥ 0
)
.
2.4.1 Definition of
(
M
(2)
t (F ), t ≥ 0
)
.
Theorem 2.4.1. Let F ∈ L1(Ω = C(R+ → C), F∞,W(2)). There exists a ((Ft, t ≥
0), W (2)
)
martingale (which is necessarily continuous)
(
M
(2)
t (F ), t ≥ 0
)
, positive if F ≥ 0,
such that :
1) For every t ≥ 0 and Γt ∈ b(Ft) :
W(2)(F · Γt) =W (2)
(
M
(2)
t (F ) · Γt
)
(2.4.1)
In particular, for every t ≥ 0 :
W(2)(F ) =W (2)
(
M
(2)
t (F )
)
(2.4.2)
and, if F and G belong to L1+(F∞,W(2)) :
W (2)
(
M
(2)
t (F ) ·M (2)t (G)
)
=W(2)
(
F ·M (2)t (G)
)
=W(2)
(
M
(2)
t (F ) ·G
)
(2.4.3)
2) M
(2)
t (F ) = Ŵ
(2)
Xt(ωt)
(F (ωt, ω̂
t)) (2.4.4)
3) M
(2)
t (F ) −→t→∞ 0 W
(2) a.s. (2.4.5)
In particular, the martingale (M
(2)
t (F ), t ≥ 0) is not uniformly integrable if F 6= 0.
4) For every q ∈ I :
M
(2)
t (F ) = ϕq(0)M
(q)
t W
(2,q)
∞ (F e
1
2
A
(q)
∞ |Ft) (2.4.6)
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where M
(q)
t , ϕq and W
(2,q)
∞ are defined in Theorem 2.1.1.
The proof of Theorem 2.4.1 is, mutatis mutandis, the proof of Theorem 1.2.1. Here are some
examples of martingales (M
(2)
t (F ), t ≥ 0).
Example 2.1. Let q ∈ I and Fq = exp
(
−1
2
A(q)∞
)
. We have, from (2.1.10) :
W(2)(Fq) = ϕq(0) (2.4.7)
and (
M
(2)
t (Fq) = ϕq(Xt) exp
(
−1
2
A
(q)
t
)
, t ≥ 0
)
(2.4.8)
In particular, for q = λq0
(
see (2.2.3) and (2.2.31)
)
:
M
(2)
t
(
exp−λ
2
A(q0)∞
)
=
(
2
λ
+
1
π
log+
(|Xt|)) exp(−λ
2
L
(C)
t
)
(2.4.9)
Example 2.2.
(
see [RVY, VI]
)
.
We write the skew-product representation of the canonical 2-dimensional Brownian motion
(Xt, t ≥ 0) starting at z 6= 0 as :
Xt = |Xt| · exp(i αHt) (2.4.10)
where :
i)
(|Xt|, t ≥ 0) is a 2-dimensional Bessel process starting at |z|.
ii) Ht =
∫ t
0
ds
|Xs|2
iii) (αu, u ≥ 0) is a 1-dimensional Brownian motion, independent from
(|Xu|, u ≥ 0).
Let (θt := αHt , t ≥ 0) denote the winding process and introduce :
Sθt := sup
s≤t
θs = sup
u≤Ht
αu (2.4.11)
Let ϕ : R+ → R+ Borel and integrable. Then :
(
M
(2)
t
(
ϕ(Sθ∞)
)
, t ≥ 0) = (ϕ(Sθt )(Sθt − θt) + ∫ ∞
Sθt
ϕ(y)dy, t ≥ 0
)
(2.4.12)
2.4.2 A decomposition Theorem of positive W (2) supermartingales.
Just as in Theorem 1.2.5, we have obtained a decomposition Theorem for every
(
(Ft, t ≥ 0),
W
)
positive supermartingale, we now present a decomposition theorem for every
(
(Ft, t ≥ 0),
W (2)
)
positive supermartingale.
Theorem 2.4.2. Let (Zt, t ≥ 0) denote a positive
(
Ω = C(R+ → C), (Ft, t ≥ 0), W (2)
)
supermartingale. We denote Z∞ := lim
t→∞Zt, W
(2) a.s. Then :
1) z∞ := lim
t→∞ π
Zt
1 + log+(|Xt|)
exists W(2) a.s. (2.4.13)
and : W(2)(z∞) <∞ (2.4.14)
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2) (Zt, t ≥ 0) decomposes in a unique manner in the form :
Zt =M
(2)
t (z∞) +W
(2)(Z∞|Ft) + ξt (t ≥ 0) (2.4.15)
where
(
M
(2)
t (z∞), t ≥ 0
)
and
(
W (2)(Z∞|Ft), t ≥ 0
)
denote two
(
(Ft, t ≥ 0), W (2)
)
martin-
gales and :
(ξt, t ≥ 0) is a
(
(Ft, t ≥ 0), W (2)
)
positive supermartingale such that :
i) Z∞ ∈ L1+(F∞,W (2)), henceW (2)(Z∞|Ft) convergesW (2) a.s. and in L1(F∞,W (2)) towards
Z∞.
ii)
W (Z∞|Ft) + ξt
1 + log+(|Xt|)
−→
t→∞ 0 W
(2) a.s.
iii) M
(2)
t (z∞) + ξt −→t→∞ 0 W
(2) a.s.
In particular, if F ∈ L1(F∞,W(2)), then :
π · Mt(F )
1 + log+(|Xt|)
−→
t→∞F W
(2) a.s. (2.4.16)
and the map : F → (M (2)t (F ), t ≥ 0) is injective.
Corollary 2.4.3. (A characterisation of martingales of the form
(
M
(2)
t (F ), t ≥ 0
)
. A(
(Ft, t ≥ 0), W (2)
)
positive martingale (Zt, t ≥ 0) is equal to
(
M
(2)
t (F ), t ≥ 0
)
for an
F ∈ L1(F∞,W(2)) if and only if :
Z0 =W
(2)
(
lim
t→∞π ·
Zt
1 + log+(|Xt|)
)
(2.4.17)
Note that lim
t→∞
Zt
1 + log+(|Xt|)
exists W(2) a.s. from (2.4.13).
Sketches of Proofs of Theorem 2.4.2 and of Corollary 2.4.3.
This proof is essentially the same as those of Theorem 1.2.5 and of Corollary 1.2.6. Two
arguments need to be modified :
i) The role of the r.v. g in the proof of Theorem 1.2.5 is played here by that of the r.v. gC .
ii) The relation (1.1.41) : W(Γt 1g≤t) =W (Γt|Xt|)
and the limiting result :
ϕq(Xt) exp(−12 A
(q)
t )
1 + |Xt| −→t→∞ exp
(
−1
2
A(q)∞
)
(2.4.18)
which were used in the proof of Lemma 1.2.8 need to be replaced respectively by :
W(2)
(
Γt 1(g
C
≤t)
)
=
1
π
W (2)(Γt log
+ |Xt|)
)
.
(This is relation (2.2.28) of Theorem 2.2.2) and by :
π · ϕq(Xt) exp(−
1
2 A
(q)
t )
1 + log+(|Xt|)
−→
t→∞ exp
(
−1
2
A(q)∞
)
W(2) a.s. (2.4.19)
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The latter (2.4.19) follows easily from :
π · ϕq(z) ∼|z|→∞ log(|z|), from (2.1.6)
and from : |Xt| −→
t→∞∞ W
(2) a.s.
since the canonical process under W
(2,q)
∞ is transient.
2.4.3 A decomposition Theorem for the martingales
(
M
(2)
t (F ), t ≥ 0
)
.
A difference with the preceding subsection is that the r.v.’s F which we now consider belong
to L1(F∞,W(2)) but are not necessarily positive. Here is the analogue, in dimension 2, of
Theorem 1.2.11.
Theorem 2.4.4. F ∈ L1(F∞,W(2)) and let
(
M
(2)
t (F ), t ≥ 0
)
the
(
(Ft, t ≥ 0), W (2)
)
martingale associated to F by Theorem 2.4.1. Let C, (L
(C)
t , t ≥ 0) and gC be as in Section
2.2.1, i) and Section 2.2.2. Then :
1) i) There exists a previsible process
(
k
(C)
s (F ), s ≥ 0
)
which is defined dL
(C)
s ·W (2)(dω) a.s.,
positive if F ≥ 0, and such that :
W (2)
(∫ ∞
0
∣∣k(C)s (F )∣∣dL(C)s ) =W(2)(∣∣k(C)gC (F )∣∣) ≤W(2)(|F |) <∞ (2.4.20)
and for every bounded previsible process (Φs, s ≥ 0) :
W(2)(Φg
C
· F ) = W (2)
(∫ ∞
0
Φs k
(C)
s (F ) dL
(C)
s
)
(2.4.21)
= W(2)
(
ΦgC k
(C)
gC
(F )
)
(2.4.22)
Thus :
W(2)
(
F |FgC
)
= k(C)gC (F ) (2.4.23)
ii)
(
k(C)s (k
(C)
gC
(F )), s ≥ 0) = (k(C)s (F ), s ≥ 0) (2.4.24)
iii) If (hs, s ≥ 0) is a previsible process such that : W(2)
(|hg
C
|) <∞,(
k(C)s (hgC ), s ≥ 0
)
= (hs, s ≥ 0) dL(C)s ·W (2)(dω) a.s. (2.4.25)
2) There exist two continuous quasimartingales
(
Σ
(2,C)
t , t ≥ 0
)
and (∆
(2,C)
t , t ≥ 0) such that,
for every t ≥ 0 :
M
(2)
t (F ) = Σ
(2,C)
t (F ) + ∆
(2,C)
t (F ) (2.4.26)
with :
i) For every t ≥ 0 and Γt ∈ b(Ft) :
W(2)(Γt 1gC≤t · F ) =W (2)
(
Γt Σ
(2,C)
t (F )
)
(2.4.27)
W(2)(Γt 1gC>t · F ) =W (2)
(
Γt ∆
(2,C)
t (F )
)
(2.4.28)
In particular, from (2.4.27) applied with Γ˜t = Γt 1|Xt|≤1 and since 1gC≤t · 1|Xt|≤1 = 0, the
process
(
Σ
(2,C)
t (F ), t ≥ 0
)
vanishes on the set
(|Xt| ≤ 1).
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ii) The Doob-Meyer decompositions of Σ
(2,C)
t (F ) and ∆
(2,C)
t (F ) write :
Σ
(2,C)
t (F ) = −MΣ
(2,C)
t (F ) +
∫ t
0
k(C)s (F )dL
(C)
s (2.4.29)
∆
(2,C)
t (F ) = M
∆(2,C)
t (F )−
∫ t
0
k(C)s (F )dL
(C)
s (2.4.30)
where
(
MΣ
(2,C)
t (F ), t ≥ 0
)
and
(
M∆
(2,C)
t (F ), t ≥ 0
)
are the martingale parts of the corre-
sponding left-hand sides. The first martingale is not uniformly integrable ; the second one is
uniformly integrable. In fact, we have :
M∆
(2,C)
t (F ) =W
(2)
(∫ ∞
0
k(C)s (F )dL
(C)
s |Ft
)
(2.4.31)
with, from (2.4.20),
∫ ∞
0
k(C)s (F )dL
(C)
s ∈ L1(F∞,W(2)).
iii) The ”explicit formula” :
Σ
(2,C)
t (F ) =
1
π
log+(|Xt|) · ̂˜E(2,log)Xt(ωt)(F (ωt, ω̂t)) (2.4.32)
holds, where in (2.4.32) the expectation is taken with respect to ω̂t, and the argument ωt is
frozen. E˜(2,log) denotes the expectation with respect to the law P˜ (2,log) defined in Theorem
2.2.2. In particular :
• Σ(2,C)t vanishes on {t ; |Xt| ≤ 1}, as we already observed,
• π Σ
(2,C)
t (F )
1 + log+(|Xt|)
−→
t→∞F W
(2) a.s. (2.4.33)
and, from (2.4.16)
π
∆
(2,C)
t (F )
1 + log+(|Xt|)
−→
t→∞ 0 W
(2) a.s. (2.4.34)
Corollary 2.4.5. Let F ∈ L1(F∞,W(2)).
One has M
(2)
t (F ) = 0 for every t ≥ 0 such that |Xt| ≤ 1, if and only if :
k(C)g
C
(F ) = 0
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Chapter 3. The analogue of the measure W for a class of linear
diffusions.
In Chapters 1 and 2, we have, starting from penalisation results, associated to Wiener measure
in dimensions 1 and 2 a positive and σ-finite measureW (resp. : W(2) in dimension 2) on the
canonical space (Ω,F∞). In this 3rd Chapter, we shall prove the existence of a measure which
is analogous to W, in the more general situation of a large class of linear diffusions. This
class is described in Section 3.2. Our approach in this Chapter does not use any penalisation
result. Then, in Section 3.3, we shall particularize these results about linear diffusions to the
situation of Bessel processes with dimension d = 2(1 − α) (0 < d < 2, or 0 < α < 1). Thus,
we shall obtain the existence of the measure W(−α)(0 < α < 1) on
(C(R → R+), F∞) and
we shall then indicate its relationship with penalisation problems. Section 3.1 is devoted to
a presentation of our hypotheses and notations.
3.1 Main hypotheses and notations.
3.1.1 Our framework is that of Salminen-Vallois-Yor. [SVY], that is :
(Xt, t ≥ 0) is a R+ = [0,∞[ valued diffusion, with 0 an instantaneously reflecting barrier.
The infinitesimal generator G of (Xt, t ≥ 0) is given by :
G f(x) = d
dm
d
dS
f(x) (x ≥ 0) (3.1.1)
where the scale function S is a continuous, strictly increasing function s.t. :
S(0) = 0, S(+∞) = +∞ (3.1.2)
and m(dx) is the speed measure of X ; we assume m({0}) = 0.
3.1.2 The semi-group of (Xt, t ≥ 0) admits p(t, x, y) as density with respect to m :
Px(Xt ∈ dy) = p(t, x, y)m(dy) (3.1.3)
with p continuous in the 3 variables, and p(t, x, y) = p(t, y, x). X̂ denotes the process X,
killed at T0 = inf{t ; Xt = 0}. We denote by p̂ its density with respect to m :
P̂x(X̂t ∈ dy) = Px(Xt ∈ dy ; 1t<T0) := p̂(t, x, y)m(dy) (3.1.4)
with p̂(t, x, y) = p(t, x, y)Px(T0 > t|Xt = y).
3.1.3 The local time process
We denote by {Lyt ; t ≥ 0, y ≥ 0} the jointly continuous family of local times of X, which
satisfy the density of occupation formula :∫ t
0
h(Xs)ds =
∫ ∞
0
h(y)Lyt m(dy) (3.1.5)
for any h : R+ → R+, Borel. It is easily deduced from (3.1.5) and (3.1.3) that :
Ex(dt L
y
t ) = p(t, x, y)dt (3.1.6)
We denote by P τl0 the law, under P0, of (Xt, t ≤ τl) with τl := inf{t ≥ 0 ; L0t > l}. We have
also : (
S(Xt)− Lt, t ≥ 0
)
is a martingale (3.1.7)
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a property which results from (3.1.1) and (3.1.5)
(
see [DM, RVY] for such a property in the
context of Bessel processes
)
.
3.1.4 The process X, conditioned not to vanish, is a Doob h-transform of X̂, with h(x) =
S(x). In other terms : if P ↑x is the law of X conditioned not to vanish :
P ↑x (Ft) =
1
S(x)
Ex[Ft S(Xt)1t<T0 ] (3.1.8)
for any Ft ∈ b(Ft). In particular, the semi-group of the conditioned process is given by :
P ↑x (Xt ∈ dy) =
p̂(t, x, y)
S(x)
S(y)m(dy) (x ≥ 0) (3.1.9)
Later, it will be interesting to use the following :
P ↑0 (Xt ∈ dy) = fy,0(t) S(y)m(dy) (3.1.10)
where fy,0(t) admits the following description :
fy,0(t) = lim
x↓0
p̂(t, x, y)
S(x)
(3.1.11)
fy,0(t)dt =
(a)
Py(T0 ∈ dt) =
(b)
P ↑0 (gy ∈ dt) (3.1.12)
with
gy := sup{t ; Xt = y}
We indicate here that (3.1.12) is a partial expression of the time reversal result :
Py
({XT0−t, t ≤ T0}) = P ↑0 ({Xu, u ≤ gy}) (3.1.13)
Furthermore :
P ↑0
({Xu, u ≤ gy}∣∣gy = t) = P ↑0 ({Xu, u ≤ t}∣∣Xt = y) (3.1.14)
where in (3.1.13) and in (3.1.14) we have used the notation P
({Xu, u ≤ a}) to denote the
law of the process (Xu, u ≤ a) under P . All these facts, as well as those presented in the
following Proposition may be found in [SVY], [BS], [PY2], ... which all deal with properties
of linear diffusions.
3.1.5 A useful Proposition :
We shall use the following :
Proposition 3.1.1. Let g(t) := sup{s ≤ t, Xs = 0}.
1) Under P0, conditionally on g
(t), the processes (Xu, u ≤ g(t)) and (Xg(t)+u, u ≤ t − g(t))
are independent.
2) Conditionally on g(t) = s, (s ≤ t), the process (Xu, u ≤ s) is distributed as Π(s)0 , the law
of the bridge of X under P0, with length s, ending at x = 0 at time s.
3) The law of the couple
(
g(t), (Xg(t)+u, u ≤ t− g(t))
)
under P0 may be described as follows :
i) P0(g
(t) ∈ ds, Xt ∈ dy)S(y) = p(s, 0, 0) 1s<tP ↑0 (Xt−s ∈ dy)ds (3.1.15)
or equivalently, with the help of (3.1.10) :
i’) P0(g
(t) ∈ ds, Xt ∈ dy) = p(s, 0, 0) fy,0(t− s) 1s<tdsm(dy) (3.1.16)
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and, on the other hand :
ii) P0
({Xgt+u, u ≤ t− gt}|Xt = y, gt = s)
= P ↑0
({Xu, u ≤ t− s}|Xt−s = y) (3.1.17)
These different properties are established in [SVY], [Sa1] and [Sa2].
3.2 The σ-finite measure W∗.
3.2.1 Definition of W∗ :
Here is the main result of this Section.
Theorem 3.2.1.
1) There exists a unique σ-finite measure, which we denote by W∗, on
(C(R+ → R+), F∞)
such that :
∀t ≥ 0, ∀Ft ∈ b(Ft) :
E0
(
Ft S(Xt)
)
=W∗(Ft 1g≤t) (3.2.1)
with g := sup{t ≥ 0 ; Xt = 0}
2) W∗ =
∫ ∞
0
dl(P τl0 ◦ P ↑0 ) (3.2.2)
3) W∗ =
∫ ∞
0
dt p(t, 0, 0) (Π
(t)
0 ◦ P ↑0 ) (3.2.3)
In particular, if we denote W∗g the restriction of W∗ to Fg, we have :
W∗g =
∫ ∞
0
dl P τl0 =
∫ ∞
0
dt p(t, 0, 0)Π
(t)
0 (3.2.4)
Of course, this Theorem 3.2.1. has been guessed from the comparison with the Brownian
situation described in Chapters 1 and 2.
Proof of Theorem 3.2.1.
i) First of all, it is not difficult to show that, starting from equation (3.2.1), where W∗ is the
unknown, this problem admits at most one solution such that g <∞, W∗ a.s.
ii) Define
W∗ =
∫ ∞
0
dl (P τl0 ◦ P ↑0 ) (3.2.5)
We shall now prove that W∗ satisfies (3.2.3) and (3.2.4). Since, under P
↑
0 , the process
(Xt, t ≥ 0) remains in R+ \ {0}, it follows immediately, from the definition (3.2.5) of W∗
that
W∗,g =
∫ ∞
0
dl P τl0 (3.2.6)
where W∗,g denotes the restriction of W∗ to Fg.
On the other hand, a classical argument, which hinges on the fact that the random measure
(dLs) is carried by the zeros of X, allows to show easily that :∫ ∞
0
dl P τl0 =
∫ ∞
0
dt p(t, 0, 0)Π
(t)
0 (3.2.7)
97
Indeed, by integrating F :=
(
Ft := F (Xu, u ≤ t), t ≥ 0
)
a positive measurable functional,
we obtain on the LHS of (3.2.6)∫ ∞
0
dl P τl0 (F ) =
∫ ∞
0
dl P0(Fτl) = P0
(∫ ∞
0
dLs · Fs
)
(by time change l = Ls)
= P0
(∫ ∞
0
dLs P0(Fs|Xs = 0)
)
=
∫ ∞
0
P0(dLs)P0(Fs|Xs = 0)
=
∫ ∞
0
dt p(t, 0, 0)Π
(t)
0 (F )
by (3.1.6), with x = y = 0.
ii) We now prove that W∗ satisfies (3.2.1), by showing this equality for the test functionals :
Ft = Φ(Xu, u ≤ g(t))ϕ(g(t))ψ(Xg(t)+u, u ≤ t− g(t)) (3.2.8)
From (3.2.3), the RHS of (3.2.1) is equal to (with W∗ instead of W∗) :
RF := W∗(Ft 1g≤t)
=
∫ t
0
ds p(s, 0, 0)Π
(s)
0
(
Φ(Xu, u ≤ s)
)
ϕ(s)P ↑0
(
ψ(Xu, u ≤ t− s)
)
(3.2.9)
On the other hand, the LHS of (3.2.1) is equal to :
LF := E0
[
Ft S(Xt)
]
= E0
[
Φ(Xu, u ≤ g(t))ϕ(g(t))ψ(Xg(t)+u, u ≤ t− g(t))S(Xt)
]
=
∫ t
0
P0(g
(t) ∈ ds)ϕ(s)E0
[
Φ(Xu, u ≤ s)|Xs = 0
]
E0
[
ψ(Xs+u, u ≤ t− s)
S(Xt)|g(t) = s
]
(3.2.10)
where we have used a part of the results presented in the Proposition 3.1.1. Comparing (3.2.9)
and (3.2.10), we now see that showing equality RF = LF (i.e. the proof of (3.2.1)) has now
been reduced to showing :
P ↑0
(
ψ(Xu, u ≤ t− s)
)
p(s, 0, 0) 1s<tds
= P0(g
(t) ∈ ds)E0
(
ψ(Xs+u ; u ≤ t− s) · S(Xt)|g(t) = s
)
(3.2.11)
But (3.2.11) is an easy consequence of point 3 of Proposition 3.1.1.
3.2.2 Some properties of W∗.
The end of this subsection 3.2.2 is devoted to the statement of some results related to the
measure W∗. These results are presented without proofs since those are close to the ones
found in Chapter 1. These theorems (below) are due to Christophe Profeta ([Pr], thesis in
preparation).
3.2.2.1 The probabilities P
(λ)
x,∞.
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Theorem 3.2.2.
1) Let, for λ ≥ 0 and x ≥ 0 :
M
(λ,x)
t :=
1 + λ2 S(Xt)
1 + λ2 S(x)
e−
λ
2
Lt = 1 +
λ
2 + λS(x)
∫ t
0
e−
λ
2
LsdNs (3.2.12)
where
(
Ns := S(Xs)−Ls, s ≥ 0
)
is the martingale defined by (3.1.7). Then, (M
(λ,x)
t , t ≥ 0)
is a
(
(Ft, t ≥ 0), Px
)
positive martingale such that : M
(λ,x)
t −→t→∞ 0, a.s.
2) Let us define the probability P
(λ)
x,∞ by :
P (λ)x,∞
∣∣
Ft =M
(λ,x)
t · Px
∣∣
Ft (3.2.13)
Then, under P
(λ)
x,∞ :
• The canonical process (Xt, t ≥ 0) is a transient diffusion with infinitesimal generator
G(λ)∞ :
G(λ)∞ f(x) =
2
2 + λS(x)
(
Gf(x) + λ
2
G(Sf)(x)
)
= Gf(x) + 2λ
2 + λS(x)
df
dm
(x) (3.2.14)
and scale function S
(λ)
∞ :
S(λ)∞ := −
2
2 + λS
(3.2.15)
• If α < λ :
E(λ)x,∞
(
e
α
2
L∞
)
<∞ (3.2.16)
and if α ≥ λ :
E(λ)x,∞
(
e
α
2
L∞
)
=∞ (3.2.17)
• The law of L∞ is given by :
P (λ)x,∞(L∞ ∈ dl) =
λ
2 + λS(x)
e−
λ
2
ldl +
λS(x)
2 + λS(x)
δ0(dl) (3.2.18)
• P (λ)x,∞ admits the following decomposition :
P (λ)x,∞ =
λ
2 + λS(x)
∫ ∞
0
du p(u, x, 0)e−
λ
2
Lu . (Π
(u)
x,0 ◦ P ↑0 ) +
λS(x)
2 + λS(x)
P ↑x (3.2.19)
=
λ
2 + λS(x)
∫ ∞
0
e−
λl
2 dl (P τlx ◦ P ↑0 ) +
λS(x)
2 + λS(x)
P ↑x (3.2.20)
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3.2.2.2 The measures (W∗x, x ∈ R+).
Theorem 3.2.3.
1) For any λ > 0, the σ-finite measure
(
2
λ
+ S(x)
)
· eλ2 L∞ ·P (λ)x,∞ does not depend on λ. We
define :
W∗x :=
(
2
λ
+ S(x)
)
e
λ
2
L∞ · P (λ)x,∞ (3.2.21)
We have the decompositions :
W∗x =
∫ ∞
0
du p(u, x, 0) (Π
(u)
x,0 ◦ P ↑0 ) + S(x)P ↑x (3.2.22)
and W∗x =
∫ ∞
0
dl (P τlx ◦ P ↑0 ) + S(x)P ↑x (3.2.23)
In particular, W∗0 =W
∗, where W∗ is defined by (3.2.2) or (3.2.3).
2) i) For every (Ft, t ≥ 0) stopping time T and ΓT ∈ b(FT ) :
Ex
(
ΓTS(XT )1T<∞
)
=W∗x(ΓT 1g≤T<∞) (3.2.24)
where g := sup{s ≥ 0 ; Xs = 0}
ii) The law of g under W∗x is given by :
W∗x(g ∈ dt) = p(t, x, 0)dt + S(x)δ0(dt) (t ≥ 0) (3.2.25)
and for every (Ft, t ≥ 0) stopping time T , we have :
W∗x(1T<∞, L∞ − LT ∈ dl) = Px(T <∞) 1[0,∞[(l)dl + Ex
[
S(XT )1T<∞
]
δ0(dl) (3.2.26)
3) For every previsible and positive process (Φs, s ≥ 0), we have :
W∗x(Φg) = S(x)Φ0 + Ex
(∫ ∞
0
ΦsdLs
)
(3.2.27)
We note that, from (3.2.19), (3.2.20), (3.2.22) and (3.2.23), we have :
lim
λ→0
2
λ
P (λ)x,∞ =W
∗
x (3.2.27
′)
3.2.2.3 Martingales associated with (W∗x, x ∈ R+).
Theorem 3.2.4.
Let F ∈ L1+(Ω,F∞,W∗x). There exists a positive
(
(Ft, t ≥ 0), Px
)
martingale
(
M∗t (F ), t ≥ 0
)
such that :
1) For every t ≥ 0 and Γt ∈ b(Ft) :
W∗x(F · Γt) = Ex
(
M∗t (F )Γt
)
(3.2.28)
In particular, W∗x(F ) = Ex
(
M∗t (F )
)
2) For every λ > 0 :
M∗t (F ) =
(
2
λ
+ S(Xt)
)
e−
λ
2
LtE(λ)x,∞
(
Fe
λ
2
L∞ |Ft
)
(3.2.29)
= Ŵ∗Xt
(
F (ωt, ω̂
t)
)
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3) M∗t (F ) −→
t→∞ 0 Px a.s. (3.2.30)
Examples :
• Let h : R+ → R+ such that
∫ ∞
0
h(u)du <∞. Then :
M∗t
(
h(L∞)
)
= h(Lt)S(Xt) +
∫ ∞
Lt
h(l)dl (3.2.31)
In particular, if h(y) = e−
λ
2
y (y ≥ 0) :
M∗t (e
−λ
2
L∞) =
(
2
λ
+ S(Xt)
)
e−
λ
2
Lt =
2
λ
M
(λ,0)
t (x = 0)
• Let Φ : R+ → R+ Borel such that
∫ ∞
0
Φ(u)p(u, x, 0)du <∞. Then
M∗t
(
Φ(g)
)
= Φ(g(t))S(Xt) +
∫ ∞
0
Φ(t+ u)p(u,Xt, 0)du (3.2.32)
3.2.2.4 A decomposition Theorem of
(
(Ft, t ≥ 0), Px
)
positive supermartingales.
Theorem 3.2.5.
Let (Zt, t ≥ 0) a positive
(
(Ft, t ≥ 0), Px
)
supermartingale. We denote
Z∞ := lim
t→∞Zt Px a.s.
Then :
1) z∞ := lim
t→∞
Zt
1 + S(Xt)
exists W∗x a.s. and W∗x(z∞) <∞
2) (Zt, t ≥ 0) admits the following decomposition :
Zt =M
∗
t (z∞) + Ex
(
Z∞|Ft
)
+ ξt (3.2.33)
where
(
M∗t (z∞), t ≥ 0
)
and
(
Ex
(
Z∞|Ft
)
, t ≥ 0) denote two positive ((Ft, t ≥ 0), Px)
martingales and (ξt, t ≥ 0) is a positive supermartingale such that :
• Z∞ ∈ L1+(F∞, Px), hence
(
Ex(Z∞|Ft), t ≥ 0
)
is a uniformly integrable martingale converg-
ing towards Z∞.
• Ex
(
Z∞|Ft
)
+ ξt
1 + S(Xt)
−→
t→∞ 0 W
∗
x a.s.
• M∗t (z∞) + ξt −→t→∞ 0 Px a.s.
This decomposition (3.2.33) is unique.
Corollary 3.2.6.
A positive martingale (Zt, t ≥ 0) is equal to
(
M∗t (F ), t ≥ 0
)
for some F ∈ L1+(F∞,W∗x) if
and only if :
Z0 =W
∗
x
(
lim
t→∞
Zt
1 + S(Xt)
)
(3.2.34)
In the present framework of linear diffusions, it is possible to state a decomposition theorem
for the martingales
(
M∗t (F ), t ≥ 0
) (
F ∈ L1(F∞,W∗x)
)
which is similar to the result stated
in Theorem 1.2.11. We leave this task to the interested reader.
101
3.2.3 Relation between the measure W∗ and penalisations.
In a submitted article, P. Salminen and P. Vallois (see [SV]) obtain the following result
involving, as weight functional, the local time of a diffusion, under a certain subexponentiality
hypothesis. We now summarize their results.
Let (τl, l ≥ 0) denote the right continuous inverse of the local time process (Lt, t ≥ 0) at
level 0 associated to (Xt, t ≥ 0) :
τl := inf{t ≥ 0 ; Lt > l}
This subordinator (τl, l ≥ 0) admits as its Levy measure a mesure ν with density, which we
denote here by
•
ν
(
see [KS]
)
:
E(e−λτl) = exp
{
−l
∫ ∞
0
(1− e−λx) •ν(x)dx
}
(λ, l ≥ 0)
P. Salminen and P. Vallois then make the following hypothesis : the function F : [1,∞[→ [0, 1]
defined by :
F (x) :=
ν
(
]1, x[
)
ν
(
]1,∞[) =
∫ x
1
•
ν(y)dy∫ ∞
1
•
ν(y)dy
(3.2.35)
is sub-exponential 1, i.e. :
lim
x→∞
F ∗ F (x)
F (x)
= 2 (3.2.36)
where F (x) := 1− F (x), x ≥ 1 and where ∗ indicates the convolution operation.
One of the main consequences of the subexponentiality of F is :
F (x+ y)
F (x)
−→
x→∞ 1 uniformly on compacts (in y)
Thus, here
ν
(
]x+ y,∞[)
ν
(
]x,∞[) −→x→∞ 1 uniformly on compacts (in y) (3.2.37)
Under this subexponentiality hypothesis, P. Salminen and P. Vallois [SV] then prove the
following Theorem.
Theorem 3.2.7. (Penalisation by (1(Lt<l), t ≥ 0)
Let l > 0 be fixed. Then, for every s ≥ 0 and Γs ∈ b(Fs) :
lim
t→∞
Ex(Γs 1(Lt<l))
Px(Lt < l)
= Ex(Γs ·M (l)s ) := P (l)x,∞(Γs) (3.2.38)
where (M
(l)
s , s ≥ 0) is the positive martingale defined by :
M (l)s :=
S(Xs)− Ls + l
S(x) + l
· 1Ls<l
1This notion has little to do with the sub-exponential functions, i.e. functions f : R+ → R+ which satisfy :
f(x) ≤ c1e
−c2x for some constants c1, c2 > 0, and which are considered in [RY, IX].
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Let us remark that for f : R+ → R+ such that∫ ∞
0
(
1 +
1
l
)
f(l) dl <∞.
Then, we have :
M (f)s :=
∫ ∞
0
M (l)s f(l) dl
= (S(Xs)− Ls)
∫ ∞
Ls
f(l)dl
S(x) + l
+
∫ ∞
Ls
f(l)l dl
S(x) + l
and, for x = 0,
M (f)s = (S(Xs)− Ls)
∫ ∞
Ls
f(l)
l
dl +
∫ ∞
Ls
f(l) dl
= S(Xs)h(Ls) +
∫ ∞
Ls
h(y)dy
with
h(y) :=
∫ ∞
y
f(l)
l
dl.
Thus, (M
(f)
s , s ≥ 0) is the Aze´ma-Yor martingale associated to h (see [AY1]).
The key point of the proof of Theorem 3.2.7 is the following
Lemma 3.2.8.
(
[SV]
)
Px(Lt < l) ∼
t→∞
(
S(x) + l
)
ν
(
]t,∞[) (3.2.39)
Theorem 3.2.7 now follows easily from Lemma 3.2.8 and from relation (3.2.37).
From this Theorem 3.2.7, we deduce the following relation between the probability P
(l)
0,∞
defined by (3.2.38) and the σ-finite measure W∗ defined by (3.2.2) or (3.2.3) :
1L∞<l ·W∗ =W∗(L∞ < l) · P (l)0,∞ (3.2.39)(
We note that P
(l)
0,∞(L∞ < l) = 1
)
. The reader may compare relation (3.2.39) with relation
(1.1.107) of Theorem 1.1.11’ and with relation (3.2.21) of Theorem 3.2.3. From (3.2.39), we
also deduce, with the notation of Theorem 3.2.4, that :
M∗t (1(L∞<l)) =W
∗(L∞ < l) ·
(
S(Xt) + l − Lt
l
)
1Lt<l (x = 0) (3.2.40)
Finally, we indicate that, in further works in progress, C. Profeta (see [Pr]) studies the
penalisation of a linear diffusion reflected in 0 and 1 (the subexponentiality hypothesis is not
satisfied) with the functional (eαLt , t ≥ 0) (α ∈ R). He proves that the penalised process
is still a linear diffusion reflected in 0 and 1 and computes the scale function and the speed
measure of this new process.
3.3 The example of Bessel processes with dimension d (0 < d < 2)
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3.3.1 Transcription of our notation in the context of Bessel processes.
Let d = 2(1 − α) with 0 < d < 2 (or 0 < α < 1). We now study the particular case of the
process (Xt, t ≥ 0) described in Section 3.1 with :
m(dx) =
x1−2α
α
1[0,∞[(x)dx (3.3.1)
S(x) = x2α (x ≥ 0) (3.3.2)
Then, the process (Xt, t ≥ 0) described in Section 3.1 is a Bessel process with dimension
d, and index
d
2
− 1 = −α. We denote by (P (−α)x , x ∈ R+) the family of its laws. We note(
Ω = C(R+ → R+), (Rt,Ft), t ≥ 0, F∞, P (−α)x (x ∈ R+)
)
the canonical realisation of the
Bessel process with index (−α). Here, the probability P ↑x defined in 3.1.4 is the law of Bessel
process with dimension 4 − d = 2(1 + α), i.e. : index α. We shall denote this law by P (α)x .
The formulae of subsection 3.1 now become :
(R2αt − Lt, t ≥ 0) is a martingale (3.3.3)
P ↑x = P
(α)
x (3.3.4)∫ t
0
h(Rs)ds =
1
α
∫ ∞
0
h(x)Lxt x
1−2αdx (3.3.5)
E
(−α)
0 (L
0
t ) = t
αE
(−α)
0 (L1) =
2α tα
Γ(1− α) (3.3.6)
L(α)f(r) =
1
2
f ′′(r) +
1 + 2α
2r
f ′(r) (3.3.7)
The reader may refer to [DMRVY] for these formulae.
3.3.2 The measure W(−α).
In this framework, Theorem 3.2.1 becomes :
Theorem 3.3.1. For every α ∈]0, 1[ :
1) There exists a unique positive and σ-finite measure W(−α) on
(
Ω = C(R+ → R+), F∞
)
such that, for every Ft ∈ b(Ft) :
W(−α)(Ft 1g≤t) = P
(−α)
0 (Ft ·R2αt ) (3.3.8)
2) W(−α) =
∫ ∞
0
(P
(−α, τl)
0 ◦ P (α)0 )dl (3.3.9)
3) i) W(−α)(g ∈ dt) = α 2
α
Γ(1− α) t
α−1dt (t ≥ 0)
ii) Conditionally on g = t, under W(−α), (Ru, u ≤ g) is a Bessel bridge with index (−α)
and of length t
iii) W(−α) =
∫ ∞
0
α 2α tα−1
Γ(1− α) dt(Π
(−α,t)
0 ◦ P (+α)0 ) (3.3.10)
In this Theorem :
Π
(−α,t)
0 denotes the law of a Bessel bridge with index (−α) and of length t.
P
(−α,τl)
0 denotes the law of a Bessel process with index (−α) starting at 0 and stopped at τl,
with :
τl = inf{t ≥ 0 ; L0t > l} (3.3.11)
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3.3.3 Relations between W(−α)
(
d = 2(1− α)) and Feynman-Kac penalisations.
Remark 3.3.2. The measureW(−α) which we just described is also related to a penalisation
problem. More precisely, one can prove
(
see [RVY, I or V]
)
:
i) Let q be a positive Radon measure on R+, with compact support. Then :
2αΓ(1 + α)tα P (−α)r
(
exp
(
−1
2
A
(q)
t
))
−→
t→∞ϕ
(−α)
q (r) (3.3.12)
with
A
(q)
t :=
∫ ∞
0
q(Rs)ds =
1
α
∫ ∞
0
Lxt x
1−2αq(dx) (3.3.13)
ii) The function ϕ
(−α)
q defined by (3.3.12) is characterised as the unique solution of :
1
2
f ′′(r) +
1− 2α
2r
f ′(r) =
1
2
f(r)q(r)
(in the sense of Schwartz distributions)
f(r) ∼
r→∞ r
2α (3.3.14)
iii) For every s ≥ 0 and Γs ∈ b(Fs) :
E(−α)r
(
Γs
exp−12 A
(q)
t
E
(−α)
r
(
exp−12 A
(q)
t
)
)
−→
t→∞P
(−α,q)
r,∞ (Γs) (3.3.15)
where the probability P
(−α,q)
r,∞ satisfies :
P (−α,q)r,∞ |Fs =M (−α,q)s P (−α)r |Fs (3.3.16)
with
M (−α,q)s =
ϕ
(−α)
q (Rs)
ϕ
(−α)
q (r)
exp
(
−1
2
A(q)s
)
(3.3.17)
and (M
(−α,q)
s , s ≥ 0) is a
(
(Fs, s ≥ 0), P (−α)
)
martingale.
iv) Under P
(−α,q)
r,∞ (r ≥ 0), the canonical process (Rt, t ≥ 0) is a transient diffusion with
infinitesimal generator G(−α,q) given by :
G(−α,q)f(r) = 1
2
f ′′(r) +
(
1− 2α
2r
+
(ϕ
(−α)
q )′
ϕ
(−α)
q
(r)
)
f ′(r) (3.3.18)
Remark 3.3.3.
With the notation of Remark 3.3.2, in the particular case where q is the measure q0 such that
1
α
x1−2αq0(dx) is Dirac mass in 0 (of course, this is somewhat informal : we need to choose
a sequence q
(n)
0 such that
1
α
x1−2αq(n)0 (dx) converges towards δ0 as n→∞), we obtain :
ϕ(−α)q0 (r) = 2 + r
2α, ϕ(−α)q0 (0) = 2 (3.3.19)
and M
(−α,q0)
t =
(
1 +
R2αt
2
)
e−
1
2
Lt (3.3.20)
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Now, the analogue of Theorem 1.1.5 is :
Theorem 3.3.4.
Under P
(−α,q0)∞ , the canonical process (Rt, t ≥ 0) satisfies :
i) Let g = sup{s ≥ 0, Rs = 0}. Then :
g <∞ P (−α,q0)∞ a.s. and (3.3.21)
ii) L∞(= Lg) admits as density :
fP
(−α,q0)∞
L∞ (l) =
1
2
e−
l
2 1[0,∞[(l)dl (3.3.22)
iii) Conditionally on g, (Rs, s ≤ g) and (Rg+s, s ≥ 0) are independent.
iv) (Rg+s, s ≥ 0) is a (4 − d) dimensional Bessel process starting at 0
(
i.e. admits P
(+α)
0 as
its law
)
.
v) Conditionally on L∞(= Lg) = l, (Rs, s ≤ g) is a d-dimensional Bessel process stopped at
τl. Its law is P
(−α,τl)
0 .
Remark 3.3.5.
1) Since, for α =
1
2
, (Rt, t ≥ 0) under P (−α) is a reflected Brownian motion, one has :
W
(
F (|Xs|, s ≥ 0)
)
=W
(
− 1
2
)(
F (Rs, s ≥ 0)
)
(3.3.23)
(where W is defined by Theorem 1.1.2).
2) In the same spirit, since the modulus of a 2-dimensional Brownian motion is a 2-dimensional
Bessel process, hence has index 0, we conjecture that, in a sense to be made precise :
W(2)
(
F (|Xs|, s ≥ 0)
)
= lim
α↓0
W(−α)
(
F (Rs, s ≥ 0)
)
(3.3.24)
(where W(2) is defined by Theorem 2.1.2).
Remark 3.3.6.
We have given, in Subsection 1.1.6, a proof of Theorem 1.1.6 (this is precisely Theorem 1.1.10)
which hinges upon the disintegration of Wiener measure restricted to Ft, with respect to the
law of g(t)
(
see (1.1.82)
)
. Formula (3.3.10) may be proven in a quite similar way by using the
following :
i) For fixed time t, the three following random elements are independent :
•
(
ru :=
1√
g(t)
Ru g(t), u ≤ 1
)
which is a Bessel bridge with dimension d = 2(1 − α)
• g(t) := sup{u < t ; Ru = 0} which is distributed as :
P
(−α)
0 (g
(t) ∈ du) = du
bαu1−α(t− u)α (0 ≤ u ≤ t) (3.3.25)
with : bα = B(α, 1− α) = Γ(α)Γ(1 − α) = pisin(piα) .
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•
(
mu :=
1√
t− g(t)
Rg(t)+u(1−g(t)), u ≤ 1
)
, which is a Bessel meander (with dimension
d).
ii) Imhof’s absolute continuity relationship between the laws of the Bessel meander (mu, u ≤ 1)
and the Bessel process with dimension 2(1 + α) (i.e. : with index α) is :
E(−α)
(
F (mu, u ≤ 1)
)
= E
(α)
0
(
F (Ru, u ≤ 1) 2
αΓ(1 + α)
R2α1
)
(3.3.26)
3.4 Another description of W(−α) (and of W∗g).
3.4.1 We recall that
(
see (3.2.4), (3.3.9) and (3.3.10)
)
:
W∗g =
∫ ∞
0
dl P τl0 =
∫ ∞
0
dt p(t, 0, 0)Π
(t)
0 (3.4.1)
in the context of general linear diffusions and :
W(−α)g =
∫ ∞
0
dl P
(−α,τl)
0 =
∫ ∞
0
α2αtα−1
Γ(1− α) Π
(−α,t)
0 dt (3.4.2)
in the context of the Bessel processes with index (−α) (0 < α < 1)
We shall now give a new description of W
(−α)
g (resp. W∗g) which is the restriction of W(−α)
(resp. W∗) to Fg. This new description is simply the transcript in the Bessel framework of
results found in Pitman-Yor
(
see [PY2]
)
.
3.4.2We begin by recalling in the framework of Bessel processes some of the results from [PY2].
We denote by Ω̂ the space of continuous functions from R+ to R+ with finite lifetime ξ :
Ω̂ =
{
ω : R+ → R+ ; ∃ξ(ω) <∞ s.t. ω(0) = 0 = ω(ξ),
and ω(u) = 0 for every u ≥ ξ(ω)}
We denote by (Rt, t ≥ 0) the set of coordinates on this space :
Rt(ω) = ω(t), ω ∈ Ω̂
The result of Pitman-Yor which we use
(
Theorem 1.1 of [PY2]
)
asserts the existence, for
every δ > 0, of a positive and σ-finite measure on (Ω̂,F∞), denoted as Λ(δ)0,0 and which may
be described in either of the following manners :
First description
Λ
(δ)
0,0 =
∫ ∞
0
2−
δ
2
Γ(δ/2)
t−
δ
2 Π
(
δ
2
−1, t
)
0 dt (3.4.3)
where Π
(
δ
2
−1, t
)
0 denotes the law of the Bessel bridge with index
δ
2
− 1, i.e. with dimension δ,
and length t.
Second description
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Let m > 0 fixed and let P
(
δ
2
−1,m,րտ
)
0 denote the law of the process obtained by putting two
Bessel processes with index
(
δ
2
− 1
)
(i.e. : with dimension δ), back to back starting from 0,
and stopped when they first reach level m. These two processes R and R˜ are assumed to be
independent. In other terms, P
(
δ
2
−1,m,րտ
)
0 is the law of the process (Yt, t ≥ 0) defined by :
Yt =

Rt if t ≤ Tm
R˜Tm+eTm−t if Tm ≤ t ≤ Tm + T˜m
0 if t ≥ Tm + T˜m
(3.4.4)
where Tm (resp T˜m) is the first hitting time of m by (Rt, t ≥ 0)
(
resp. by (R˜t, t ≥ 0)
)
.
Then :
Λ
(δ)
0,0 =
∫ ∞
0
m1−δdmP
(
δ
2
−1,m,րտ
)
(3.4.5)
The measure Λ
(δ)
0,0 is called the ”generalized excursion measure” in Pitman-Yor. When δ = 3,
Λ
(3)
0,0 is the Itoˆ measure of (positive) Brownian excursions. Formula (3.4.3) is Itoˆ’s description
of Itoˆ’s measure (see [ReY], Chap. XII), whereas formula (3.4.5) is Williams’ description of
that measure (see [Wi]).
3.4.3 Here is now, in the framework of the Bessel processes, the announced transcription :
Theorem 3.4.1 For every α ∈]0, 1[ :
W(−α)
∣∣
Fg =W
(−α)
g = 2αΛ
(2(1−α))
0,0 (3.4.6)
In particular :
W(−α)
∣∣
Fg =
α2α
Γ(1− α)
∫ ∞
0
tα−1dtΠ(−α,t)0 (3.4.7)
W(−α)
∣∣
Fg = 2α
∫ ∞
0
m2α−1dmP (−α,m, րտ) (3.4.8)
Thus, formula (3.4.8) provides us with a new description of the measure W
(−α)
g .
Proof of Theorem 3.4.1 Of course, from (3.4.3), and (3.4.5), it suffices to show (3.4.6).
Note that, from (3.3.8), for Γt ∈ b(Ft), one has :
W(−α)(Γt 1g≤t) = P
(−α)
0 (ΓtR
2α
t ) (3.4.9)
Thus, for every s ≤ t and Γs ∈ b(Fs), since (R2αt − Lt, t ≥ 0) is a martingale
(
see (3.3.3)
)
,
we have :
W(−α)(Γs 1s≤g≤t) = P
(−α)
0
(
Γs(R
2α
t −R2αs )
)
= P
(−α)
0
(
Γs(Lt − Ls)
)
(3.4.10)
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We deduce from the monotone class theorem and from (3.4.10) that, for every positive pre-
visible process (Φu, u ≥ 0), one has :
W(−α)(Φg) = P
(−α)
0
(∫ ∞
0
Φu dLu
)
=
∫ ∞
0
P
(−α)
0 (Φu|Ru = 0)P (−α)0 (dLu)
=
∫ ∞
0
Π(−α,u)(Φu)
α2αuα−1
Γ(1 − α) du
from (3.3.6). Hence :
W(−α)(Φg) =
(∫ ∞
0
Π
(−α,u)
0
α2αuα−1
Γ(1− α) du
)
(Φg)
=
(
2α
∫ ∞
0
du
2−
δ
2
Γ( δ2)
u−
δ
2 Π
( δ
2
−1,u)
0
)
(Φg)(
since δ = 2(1− α))
= 2αΛ
(2(1−α))
0,0 (Φg) (from (3.4.3))
3.4.4 In the general framework of linear diffusions, formulae (3.4.7) and (3.4.8) become :
W∗g =
∫ ∞
0
dt p(t, 0, 0)Π
(t)
0(
this is formula (3.2.4)
)
and :
W∗g =
∫ ∞
0
P
(m,րտ)
0 dS(m) (3.4.11)
The reader may refer to
(
[PY2], 2.2, Corollary 2.1, p. 298
)
where the probability P
(m,րտ)
0
is defined in terms of the law P ↑0
(
of the process (Xt, t ≥ 0) conditioned to remain > 0
)
just
as P
(−α,m,րտ)
0 is, in terms of the law P
(α)
0 .
(
see (3.4.4) with δ = 2(1 + α)
)
.
3.5 Penalisations of α-stable symmetric Le´vy process (1 < α ≤ 2)
In this subsection, we summarize the results by K. Yano, Y. Yano and M. Yor [YYY] which
bears upon the penalisation of the α-stable symmetric Le´vy process, with 1 < α ≤ 2. This
summary is not exhaustive ; rather, it is an invitation to read [YYY].
3.5.1 Notation and classical results.
(
see, e.g., [Be], [C], [SY]
)
3.5.1.1
(
Ω, (Xt,Ft)t≥0,F∞, Px, x ∈ R
)
denotes the canonical realization of the α-stable
symmetric Le´vy process, with 1 < α ≤ 2. The notations are the same as in 1.0.1, with the
difference that Ω now denotes the space of ca`dla`g functions from R+ to R. α being fixed once
and for all, the dependency in α will be mostly omitted in our notation. This Le´vy process
(Xt, t ≥ 0) is characterised via :
E0(e
iλXt) = exp
(− t|λ|α) (t ≥ 0, λ ∈ R) (3.5.1)
The case α = 2 corresponds to (Xt, t ≥ 0) ≡ (B2t, t ≥ 0) where (Bt, t ≥ 0) is a standard
1-dimensional Brownian motion.
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3.5.1.2 pt(x) denotes the density (with respect to Lebesgue measure on R) of the law of the
r.v. Xt and uλ (λ > 0) the resolvent kernel :
Px(Xt ∈ dy) = pt(x− y)dy = pt(y − x)dy (3.5.2)
pt(0) =
1
απ
Γ
(
1
α
)
t−
1
α (t > 0) (3.5.3)
uλ(x) :=
∫ ∞
0
e−λtpt(x)dt =
1
π
∫ ∞
0
cos(xy)
λ+ yα
dy (3.5.4)
uλ(0) =
1
π
B
(
1− 1
α
,
1
α
)
λ
1
α
−1 (3.5.5)
Let, for any a ∈ R, Ta := inf{t ≥ 0 ; Xt = a}. Then :
Ex[e
−λ T0 ] =
uλ(x)
uλ(0)
(3.5.6)
3.5.1.3 We denote by (Lxt , t ≥ 0, x ∈ R) the jointly continuous process of local times of
(Xt, t ≥ 0), (Lt, t ≥ 0) stands for (L0t , t ≥ 0), the local time process at 0, and (τl, l ≥ 0) its
right continuous inverse. We have :
E0(e
−λ τl) = exp
(
− l
uλ(0)
)
(3.5.7)
so that, from (3.5.5), (τl, l ≥ 0) is a stable subordinator with index 1 − 1
α
· On the other
hand :
E0
(∫ ∞
0
e−λtdLt
)
=
∫ ∞
0
E0(e
−λ τl)dl = uλ(0) (3.5.8)
and E0(dLt) = pt(0)dt =
1
απ
Γ
(
1
α
)
t−
1
α dt (3.5.9)
More generally : Ex(dLt) = E0(dt L
x
t ) = pt(x)dt (3.5.10)
3.5.1.4 We denote by h the function defined by :
h(x) :=
1
2Γ(α) sin
[
(α−1)pi
2
] |x|α−1 (x ∈ R) (3.5.11)
This function is harmonic for the process (Xt, t ≥ 0) killed when it reaches 0, i.e. : for every
x ∈ R, and t ≥ 0 :
Ex
[
h(Xt)1T0≥t
]
= h(x) (3.5.12)
Moreover, there exists a constant c > 0 such that, for every x ∈ R :(
Nxt := h(Xt)− h(x)− cLxt , t ≥ 0
)
(3.5.13)
is a square integrable Px-martingale
(
this formula may be compared with (3.1.7)
)
.
3.5.1.5 Since 0 is a regular and recurrent point for (Xt, t ≥ 0), Itoˆ’s excursion theory may be
applied. We denote by Ω˜ the excursions space, where (Yt, t ≥ 0) is the process of coordinates,
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ξ the lifetime of the generic excursion and n Itoˆ’s excursion measure. The master formula
from excursion theory implies :
E0
[∫ ∞
0
e−λtf(Xt)dt
]
= E0
(∫ ∞
0
e−λ τldl
)
·
∫ ∞
0
e−λtn
(
f(Yt)
)
dt (3.5.14)
for any f : R→ R+ Borel, such that f(0) = 0. In particular :
n(ξ > t) =
απ
B
(
1− 1α , 1α
)
Γ
(
1
α
) t 1α−1 (3.5.15)
There exists a function ρ(t, x) which is positive and jointly measurable such that :
n(Yt ∈ dx) = ρ(t, x)dx (3.5.16)
and Px(T0 ∈ dt) = ρ(t, x)dt (3.5.17)
3.5.2 Definition of the σ-finite measure P 2
The measure P is defined on (Ω,F∞) by :
P :=
∫ ∞
0
P0(dLu) (Q
(u) ◦ P ↑0 ) (3.5.18)
=
1
απ
Γ
(
1
α
)∫ ∞
0
duu−
1
α (Q(u) ◦ P ↑0 ) (3.5.19)(
from (3.5.3)
)
. We now explain the notations in (3.5.18) :
• Q(u) denotes the law of the α-stable symmetric bridge with length u :
Q(u)(Γu) = P0
(
Γu|Xu = 0
)
(Γu ∈ Fu) (3.5.20)
• We denote by (P 0x , x 6= 0) the law of the process (Xt, t ≥ 0) starting from x and killed
in T0 :
P 0x (Γt) = Ex(Γt 1T0>t) Γt ∈ b(Ft)
and by P ↑x the law obtained from that of P 0x by Doob’s h-transform
(
recall that h is
defined by (3.5.11) and that it is harmonic for the process (Xt, t ≥ 0) killed in T0
)
:
P ↑x |Ft :=
h(Xt)
h(x)
· P 0x |Ft x 6= 0 (3.5.21)
Letting x tend to 0 in (3.5.21), we obtain :
P ↑0 |Ft := limx→0
h(Xt)
h(x)
· P 0x |Ft = h(Xt)n |Ft (3.5.22)
• Another manner to define P ↑0 consists in first defining the lawM (t) of the stable meander
(with duration t) :
M (t)(Γt) := n
(
Γt|ξ > t
)
=
n
(
Γt ∩ (ξ > t)
)
n(ξ > t)
(
Γt ∈ b(Ft)
)
(3.5.23)
2We take up the notation from [YYY].
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then to show that :
M (t) −→
t→∞P
↑
0 (3.5.24)
with the preceding convergence taking place along (Fs), i.e. : for every s ≥ 0 and
Γs ∈ b(Fs) :
M (t)(Γs) −→
t→∞P
↑
0 (Γs) (3.5.25)
• The measure P defined by (3.5.18) plays for the symmetric α-stable Le´vy process the
same role as the measure W for standard Brownian motion. Indeed, for α = 2, (3.5.18)
becomes
P =
1
2
√
π
∫ ∞
0
du√
u
(Q(u) ◦ P ↑0 ) =
1√
2
W
where W is defined by (1.1.16), or (1.1.43). The multiplication factor
1√
2
arises from
the fact that, for α = 2, the 2-stable symmetric Le´vy process (Xt, t ≥ 0) is the process
(B2t, t ≥ 0) and not (Bt, t ≥ 0)
(
see (3.5.1)
)
.
3.5.3 The martingales
(
Mt(F ), t ≥ 0
)
associated with P
3.5.3.1 In the same manner that we have associated to the σ-finite measures W, W(2)
and W∗ introduced in Section 1.2, and in (3.2.2) and (3.2.3), a family of martingales, we
associate here to every r.v. F ∈ L1+(Ω,F∞,P) the
(
(Ft)t≥0, P0
)
martingale
(
Mt(F ), t ≥ 0
)
characterized by : for any t ≥ 0 and Γt ∈ b(Ft) :
EP[F · Γt] = E0
(
Mt(F ) · Γt
)
(3.5.26)
In particular, for every t ≥ 0 :
E0
[
Mt(F )
]
= EP(F ) (3.5.27)
3.5.3.2 Example 1. Let f : R+ → R+ Borel such that
∫ ∞
0
f(y)dy <∞. Then :
Mt
(
f(L∞)
)
= f(Lt)h(Xt) +
∫ ∞
Lt
f(x)dx (t ≥ 0) (3.5.28)
where, in (3.5.28), the function h is defined by (3.5.11). It is not difficult to see, thanks
to (3.5.13), that
(
Mt
(
f(L∞)
)
, t ≥ 0) defined by (3.5.28) is indeed a martingale. We also
note the analogy between (3.5.28) and formula (3.2.31) obtained in the framework of linear
diffusions :
M∗t
(
f(L∞)
)
= f(Lt)S(Xt) +
∫ ∞
Lt
f(y)dy (3.5.29)
Thus, we shift from (3.5.29) to (3.5.28) by replacing simply the scale function S by the function
h
(
these two functions are such that, in both cases,
(
S(Xt)1t<T0 , t ≥ 0
)
and
(
h(Xt)1t<T0
)
are martingales
)
.
3.5.3.3 Example 2. (Feynman-Kac martingales)
Let q denote a Radon measure on R such that :
0 <
∫
R
(
1 + h(x)
)
q(dx) <∞ (with h defined by (3.5.11)) (3.5.30)
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Let
A
(q)
t :=
∫
R
Lxt q(dx) (3.5.31)
and A(q)∞ := limt→∞A
(q)
t . Then
Mt
(
exp(−A(q)∞ )
)
= ϕq(Xt) · exp(−A(q)t ) (3.5.32)
with
ϕq(x) := lim
t→∞
Ex(exp−A(q)t )
n(ξ > t)
(x ∈ R) (3.5.33)
We note that : EP
(
exp(−A(q)∞ )
)
= ϕq(0).
Other descriptions of the function ϕq are found in [YYY]. The reader will have noticed the
complete analogy between the definition of Mt(exp−A(q)∞ ) given by (3.5.32) and that, in the
Brownian case, of Mt(exp−A(q)∞ ) which is given by (1.2.19) :
Mt
(
exp−1
2
A(q)∞
)
= ϕq(Xt) exp
(
−1
2
A
(q)
t
)
3.5.4 Relations between P and penalisations
The following penalisation theorems, which we now present, are found in [YYY] :
Theorem 3.5.1 Let f : R+ → R+ Borel such that
∫ ∞
0
f(y)dy <∞. Then :
1) For every s ≥ 0, Γs ∈ b(Fs) :
lim
t→∞
E0
[
Γsf(Lt)
]
n(ξ > t)
= E0
[
ΓsMs
(
f(L∞)
)]
(3.5.34)
where
(
Mt
(
f(L∞), t ≥ 0
)
is the positive martingale defined by (3.5.28).
2) Let P
f(L)
0,∞ the probability induced on (Ω,F∞) by :
P
f(L)
0,∞ |Ft :=
Mt
(
f(L∞)
)
M0
(
f(L∞)
) · P0 |Ft (3.5.35)
Then, the absolute continuity formula :
f(L∞) ·P = EP
(
f(L∞)
) · P f(L)0,∞ holds (3.5.36)(
Note that : EP
(
f(L∞)
)
=
∫ ∞
0
f(y)dy = E0
(
Mt
(
f(L∞)
)
.
)
Clearly, this formula (3.5.36) is formally identical to formula (1.1.107) obtained in the Brow-
nian set-up (with h+ = h− = f).
Theorem 3.5.2 Let q denote a Radon measure on R such that 0 <
∫
R
(
1 + h(x)
)
q(dx) <∞(
with h defined by (3.5.11)
)
and let A
(q)
t :=
∫
R
Lxt q(dx). Then :
1) For every s ≥ 0 and Γs ∈ b(Fs) :
lim
t→∞
E0
(
Γs exp
(−A(q)t ))
n(ξ > t)
= E0
[
ΓsMs
(
exp(−A(q)∞ )
)]
(3.5.37)
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where
(
Mt
(
exp(−A(q)∞ )
)
, t ≥ 0) is the positive martingale defined by (3.5.32).
2) Let P
(q)
0,∞ denote the probability induced on (Ω,F∞) by :
P
(q)
0,∞ |Ft =
Mt
(
exp(−A(q)∞ )
)
M0
(
exp−(A(q)∞ )
) · P0 |Ft (3.5.38)
Then, the absolute continuity formula :
exp(−A(q)∞ ) ·P = EP(exp(−A(q)∞ )
) · P (q)0,∞ holds (3.5.39)
Of course, this formula is formally identical to formula (1.1.16’) obtained in the Brownian
framework (one should note that EP(exp−A(q)∞ ) = ϕq(0) = E0
(
Mt
(
exp(−A(q)∞ )
)
where ϕq is
defined by (3.5.33)).
Throughout the preceding discussion, a particular role was played by the point x = 0. How-
ever, since any Le´vy process enjoys a property of invariance by translation, we may define,
for every x ∈ R the σ-finite measure Px by the formula :
EPx
[
F (Xt, t ≥ 0)
]
= EP
[
F (x+Xt, t ≥ 0)
]
for every positive measurable functional ; thus, the knowledge of P induces that of Px, for
any x 6= 0.
The reader will have noticed the quasi complete analogy between, on one hand, the results
of [YYY] which we just described in the set-up of the α-stable symmetric Le´vy process with
1 < α ≤ 2 and the results of Chapter 1 of this monograph, in the Brownian set-up. We refer
the interested reader to [YYY] where the proofs of the results announced above are found, as
well as many other informations.
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Chapter 4. An analogue of W for discrete Markov chains.
4.0 Introduction.
In this chapter, we construct for Markov chains some σ-finite measures which enjoy similar
properties as the measure W studied in Chapter 1. Very informally, these σ-finite measures
are obtained by ”conditioning a recurrent Markov process to be transient”.
Our construction applies to discrete versions of one- and two-dimensional Brownian motion,
i.e. simple random walk on Z and Z2, but it can also be applied to a much larger class of
Markov chains.
This chapter is divided into three sections; in Section 4.1, we give the construction of the
σ-finite measures mentioned above ; in Section 4.2, we study the main properties of these
measures, and in Section 4.3, we study some examples in more details.
4.1 Construction of the σ-finite measures (Qx, x ∈ E)
4.1.1 Notation and hypothesis.
Let E be a countable set, (Xn)n≥0 the canonical process on EN, (Fn)n≥0 its natural filtration,
and F∞ the σ-field generated by (Xn)n≥0.
Let us denote by (Px)x∈E the family of probability measures on (EN, (Fn)n≥0,F∞) associated
to a Markov chain (Ex below denotes the expectation with respect to Px) ; more precisely,
we suppose there exist probability transitions (py,z)y,z∈E such that :
Px(X0 = x0,X1 = x1, ...,Xk = xk) = 1x0=xpx0,x1px1,x2 ...pxk−1,xk (4.1.1)
for all k ≥ 0, x0, x1, ..., xk ∈ E.
We assume three more hypotheses :
• For all x ∈ E, the set of y ∈ E such that px,y > 0 is finite (i.e. the graph associated to
the Markov chain is locally finite).
• For all x, y ∈ E, there exists n ∈ N such that Px(Xn = y) > 0 (i.e. the graph of the
Markov chain is connected).
• For all x ∈ E, the canonical process is recurrent under the probability Px.
4.1.2 A family of new measures.
From the family of probabilities (Px)x∈E , we will construct families of σ-finite measures which
should be informally considered to be the law of (Xn)n≥0 under Px, after conditionning this
process to be transient.
More precisely, let us fix a point x0 ∈ E and let us suppose there exists a function φ : E → R+
such that :
• φ(x) ≥ 0 for all x ∈ E, and φ(x0) = 0.
• φ is harmonic with respect to P, except at the point x0, i.e. :
for all x 6= x0,
∑
y∈E
px,yφ(y) = Ex[φ(X1)] = φ(x).
• φ is unbounded.
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As we will see in Section 4.2 (Lemma 4.2.9), if φ satisfies the two first conditions, the third
one is equivalent to the following (a priori weaker):
• φ is not identically zero.
In Section 4.3 (Proposition 4.3.1), we give some sufficient conditions for the existence of φ.
We also study some examples. Generally, φ is not unique, but it will be fixed in this section.
For any r ∈]0, 1[, let us define:
ψr(x) =
r
1− rEx0 [φ(X1)] + φ(x). (4.1.2)
From this definition, the following properties hold :
• For all x 6= x0, ψr(x) = Ex[ψr(X1)]. (4.1.3)
• ψr(x0) = rEx0[ψr(X1)] (4.1.4)
Now, for y ∈ E and k ≥ −1, let us denote by Lyk the local time of X at point y and time k,
i.e. :
Lyk =
k∑
m=0
1Xm=y (4.1.5)
(in particular, Ly−1 = 0 and L
y
0 = 1X0=y). The properties of ψr imply the following result :
Proposition 4.1.1 For every x ∈ E, (ψr(Xn)rL
x0
n−1 , n ≥ 0) is a martingale under Px.
Proof of Proposition 4.1.1 For every n ≥ 0, by Markov property :
Ex
[
ψr(Xn+1)r
L
x0
n |Fn
]
= rL
x0
n Ex[ψr(Xn+1)|Fn]
= rL
x0
n ψr(Xn)
(
1Xn 6=x0 +
1
r
1Xn=x0
)
= rL
x0
n−1ψr(Xn). (4.1.6)(
from (4.1.3) and (4.1.4)
)
.
Corollary 4.1.2
There exists a finite measure µ
(r)
x on (EN,F∞) such that :
µ
(r)
x |Fn = ψr(Xn)r
L
x0
n−1 .Px |Fn (4.1.7)
At this point, we remark that, for all σ, 0 < σ < 1/r :
• ψr(x) ≤ sup
(
1−σr
σ(1−r) , 1
)
.ψσr(x) for all x ∈ E.
• Consequently, for n ≥ 1 :
µ(r)x (σ
L
x0
n−1) = Px[ψr(Xn)(rσ)
L
x0
n−1 ]
(
from (4.1.7)
)
≤ sup
(
1− σr
σ(1− r) , 1
)
Px[ψσr(Xn)(rσ)
L
x0
n−1 ]
≤ sup
(
1− σr
σ(1− r) , 1
)
µ(σr)x (1) = C (4.1.8)
where C <∞ does not depend on n.
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Therefore, µ
(r)
x (σL
x0∞ ) <∞, with
Lx0∞ :=
∞∑
m=0
1Xm=x0 = lim
k→∞
Lx0k .
In particular, Lx0∞ < ∞, µ(r)x -a.s. It is now possible to define a measure Q(r)x , by : Q(r)x =(
1
r
)Lx0∞ .µ(r)x ; this measure is σ-finite since the sets {Lx0∞ ≤ m} increase to {Lx0∞ <∞}; moreover
{Lx0∞ =∞} is Q(r)x -negligible, and
Q(r)x (L
x0∞ ≤ m) ≤
(
1
r
)m
µ(r)x (1) <∞ (4.1.9)
4.1.3 Definition of the measures (Qx, x ∈ E).
Here is a remarkable result, which explains the interest of this construction :
Theorem 4.1.3 The two following properties hold :
i) For all x ∈ E, Q(r)x does not depend on r ∈]0, 1[.
ii) Let Qx denote the measure equal to Q
(r)
x for all r ∈]0, 1[, and Fn ≥ 0 a Fn-measurable
functional. If q is a function from E to [0, 1], such that {q < 1} is a finite set, then :
Qx
[
Fn
∞∏
k=0
q(Xk)
]
= Ex
[
Fnψq(Xn)
n−1∏
k=0
q(Xk)
]
(4.1.10)
where for y ∈ E, ψq(y) := Qy
[ ∞∏
k=0
q(Xk)
]
. (4.1.11)
Remark 4.1.4 If we denote by µ
(q)
x the measure defined by :
µ(q)x =
( ∞∏
k=0
q(Xk)
)
.Qx (4.1.12)
we obtain :
µ
(q)
x |Fn = ψq(Xn)
(
n−1∏
k=0
q(Xk)
)
.Px |Fn . (4.1.13)
These relations are similar to relations betweenW and Feynman-Kac penalisations of Wiener
measure W
(
see Chap. 1, Th. 1.1.2, formulae (1.1.7), (1.1.8), (1.1.16)
)
.
Moreover, ψq satisfies the ”Sturm-Liouville equation” :
ψq(x) = q(x)Ex[ψq(X1)] (4.1.14)
The analogy between this situation and the Brownian case described in Chapter 1 can be
represented by the following correspondance :
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Markov chain Brownian motion
Px0 W0
Px Wx
µ
(q)
x W
(q)
x,∞
M
(q)
n = ψq(Xn)
∏n−1
k=0 q(Xk) M
(q)
t =
ϕq(Xt)
ϕq(x)
exp
(
−12A
(q)
t
)
ψq(x) = q(x)Ex(ψq(X1)) ϕ
′′
q (x) = q(x)ϕq(x)
µ
(q)
x |Fn =M
(q)
n .Px |Fn W
(q)
x,∞ |Ft =M
(q)
t .Wx |Ft
Qx Wx
µ
(q)
x = (
∏∞
k=0 q(Xk)) .Qx W
(q)
x,∞ = 1ϕq(x) exp
(
−12A
(q)
∞
)
.Wx
Proof of Theorem 4.1.3 To begin with, let us prove the point ii) (with Q
(r)
x instead of
Qx) for a function q such that q(x0) < 1. Under the hypotheses of Theorem 4.1.3, for all
n ≥ 0, Fn
∏N−1
k=0 q(Xk)
(
1
r
)Lx0
N−1 tends to Fn
∏∞
k=0 q(Xk)
(
1
r
)Lx0∞ as N →∞ and is dominated
by
(
q(x0)
r ∨ 1
)Lx0∞
, which is µ
(r)
x -integrable because
q(x0)
r ∨ 1 < 1r · (from (4.1.8)).
By dominated convergence, if for y ∈ E, k ≥ 0, we define :
χr,kq (y) := Ey
[
ψr(Xk)
k−1∏
m=0
q(Xm)
]
, (4.1.15)
for all x ∈ E :
Ex
[
Fn χ
r,N−n
q (Xn)
n−1∏
k=0
q(Xk)
]
= Ex
[
Fn ψr(XN )
N−1∏
k=0
q(Xk)
]
= µ(r)x
[
Fn
N−1∏
k=0
q(Xk)
(
1
r
)Lx0
N−1
]
→
N→∞
µ(r)x
[
Fn
∞∏
k=0
q(Xk)
(
1
r
)Lx0∞ ]
= Q(r)x
[
Fn
∞∏
k=0
q(Xk)
]
. (4.1.16)
In particular, if we take n = 0 and F0 = 1 :
χr,Nq (y) →
N→∞
Q(r)y
[ ∞∏
k=0
q(Xk)
]
(4.1.17)
for all y ∈ E.
Moreover :
χr,N−nq (y) ≤ Ey
[
(q(x0))
L
x0
N−n−1ψr(XN−n)
]
≤ sup
(
r
q(x0)
(
1− q(x0)
1− r
)
, 1
)
Ey
[
(q(x0))
L
x0
N−n−1 ψq(x0)(XN−n)
]
= sup
(
r
q(x0)
(
1− q(x0)
1− r
)
, 1
)
ψq(x0)(y) (4.1.18)
where
Ex
[
ψq(x0)(Xn)
n−1∏
k=0
q(Xk)
]
≤ Ex
[
ψq(x0)(Xn)(q(x0))
L
x0
n−1
]
= ψq(x0)(x) <∞. (4.1.19)
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By dominated convergence :
Ex
[
Fn χ
r,N−n
q (Xn)
n−1∏
k=0
q(Xk)
]
→
N→∞
Ex
[
Fn ψ
(r)
q (Xn)
n−1∏
k=0
q(Xk)
]
, (4.1.20)
where ψ
(r)
q (y) = Q
(r)
y [
∏∞
k=0 q(Xk)].
The two previous limits are equal; therefore :
Q(r)x
[
Fn
∞∏
k=0
q(Xk)
]
= Ex
[
Fn ψ
(r)
q (Xn)
n−1∏
k=0
q(Xk)
]
, (4.1.21)
as written in point ii) of Theorem 4.1.3 (with Q
(r)
x instead of Qx).
Now we can prove point i), by taking for any s ∈]0, 1[, q(x) = 1x 6=x0 + s1x=x0 .
Let us first observe that
ψr(Xn)
ψs(Xn)
is µ
(s)
y -a.s. well-defined for all n ≥ 0; therefore, µ(s)y
[
ψr(Xn)
ψs(Xn)
]
is well-defined and :
µ(s)y
[
ψr(Xn)
ψs(Xn)
]
= Ey
[
sL
x0
n−1ψr(Xn)
]
= µ(r)y
[(s
r
)Lx0n−1]
→
n→∞ µ
(r)
y
[(s
r
)Lx0∞ ]
= Q(r)y [s
L
x0∞ ] = ψ(r)q (y). (4.1.22)
Moreover, for all A > 0 :
µ(s)y
[
ψr(Xn)
ψs(Xn)
]
= µ(s)y
[
ψr(Xn)
ψs(Xn)
1ψs(Xn)≥A
]
+KA, (4.1.23)
where :
KA ≤ sup
(
ψr
ψs
)
.µ(s)y [ψs(Xn) ≤ A] ≤ A sup
(
ψr
ψs
)
Ey[s
L
x0
n−1 ] →
n→∞ 0, (4.1.24)
(from the definition (4.1.7) of µ
(s)
y and the fact that (Xn)n≥0 is recurrent under Py). Hence :
lim inf
n→∞
(
inf
ψs(x)≥A
ψr(x)
ψs(x)
)
µ(s)y [ψs(Xn) ≥ A]
≤ lim inf
n→∞ µ
(s)
y
[
ψr(Xn)
ψs(Xn)
]
≤ lim sup
n→∞
µ(s)y
[
ψr(Xn)
ψs(Xn)
]
≤ lim sup
n→∞
(
sup
ψs(x)≥A
ψr(x)
ψs(x)
)
µ(s)y [ψs(Xn) ≥ A]. (4.1.25)
Now, since φ (and hence, ψs) is unbounded, inf
ψs(x)≥A
ψr(x)
ψs(x)
and sup
ψs(x)≥A
ψr(x)
ψs(x)
tend to 1 when
A goes to infinity and :
µ(s)y [ψs(Xn) ≥ A]→ µ(s)y (1) = ψs(y). (4.1.26)
Hence, µ(s)y
[
ψr(Xn)
ψs(Xn)
]
→
n→∞ ψs(y), which implies that ψ
(r)
q (y) = ψs(y).
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By (4.1.21) :
Q(r)x [Fns
L
x0∞ ] = Ex
[
Fns
L
x0
n−1ψ(r)q (Xn)
]
= Ex
[
Fns
L
x0
n−1ψs(Xn)
]
= µ(s)x (Fn) = Q
(s)
x [Fns
L
x0∞ ]. (4.1.27)
By monotone class theorem, if F is F∞-measurable and positive :
Q(r)x (F.s
L
x0∞ ) = Q(s)x (F.s
L
x0∞ ) (4.1.28)
for all r, s ∈]0, 1[. Now, for all r, s, t < 1 :
Q(r)x (F.t
L
x0∞ ) = Q(t)x (F.t
L
x0∞ ) = Q(s)x (F.t
L
x0∞ ). (4.1.29)
Recall that Lx0∞ < ∞, Q(r)x and Q(s)x -a.s. Therefore, by monotone convergence, Q(r)x (F ) =
Q
(s)
x (F ) ; point i) of Theorem 4.1.3 is proven, and Qx is well-defined. By (4.1.21), point ii)
is proven if q(x0) < 1. It is easy to extend this formula to the case q(x0) = 1, again by
monotone convergence ; the proof of Theorem 4.1.3 is now complete. 
Remark 4.1.5 The family (Qx)x∈E of σ-finite measures depends on x0 and φ, which were
assumed to be fixed in this section. In the sequel of the chapter, these parameters may vary;
if some confusion is possible, we will write (Q
(φ,x0)
x )x∈E instead of (Qx)x∈E .
4.2 Some more properties of (Qx, x ∈ E).
4.2.1 Martingales associated with (Qx, x ∈ E).
At the beginning of this section, we extend the second point of Theorem 4.1.3 to more general
functionals than functionals of the form Fn
∞∏
k=0
q(Xk). More precisely, the following result
holds :
Theorem 4.2.1
Let F be a positive F∞-measurable functional. For n ≥ 0, y0, y1, ..., yn ∈ E, let us define the
quantity :
M(F, y0, y1, ..., yn) := Qyn [F (y0, y1, ..., yn = X0,X1,X2, ...)] . (4.2.1)
Then, for every (Fn)n≥0-stopping time T , one has :
Qx(F.1T<∞) = Ex [M(F,X0,X1, ...,XT )1T<∞] . (4.2.2)
Proof of Theorem 4.2.1: To begin with, let us suppose that T = n for n ≥ 0, and
F = rL
x0∞ f0(X0)f1(X1)...fN (XN ) for N > n, 0 ≤ fi ≤ 1, 0 < r < 1.
One has :
Qx(F ) = µ
(r)
x [f0(X0)...fN (XN )]
= Ex
[
f0(X0)...fN (XN )r
L
x0
N−1ψr(XN )
]
(4.2.3)
= Ex
[
f0(X0)...fn−1(Xn−1)rL
x0
n−1K(Xn)
]
,
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where :
K(y) = Ey
[
fn(X0)...fN (XN−n)rL
x0
N−n−1ψr(XN−n)
]
= µ(r)y [fn(X0)...fN (XN−n)] (4.2.4)
= Qy
[
fn(X0)...fN (XN−n)rL
x0∞
]
.
Hence, for all y0, ..., yn :
f0(y0)...fn−1(yn−1)r
Pn−1
k=0 1yk=x0K(yn)
= Qyn
[
f0(y0)...fn−1(yn−1)fn(X0)...fN (XN−n)r
Pn−1
k=0 1yk=x0
+L
x0∞
]
(4.2.5)
= Qyn [F (y0, ..., yn = X0,X1, ...)] =M(F, y0, y1, ..., yn).
Therefore :
Qx(F ) = Ex [M(F,X0, ...,Xn)] , (4.2.6)
which proves Theorem 4.2.1 for these particular functionals F and for T = n.
By monotone class theorem, we can extend (4.2.6) to the functionals F = rL
x0∞ .G, where G is
any positive functional, and by monotone convergence (r increasing to 1), Theorem 4.2.1 is
proven for all F and T = n.
Now, let us suppose that T is a stopping time.
For n ≥ 0, M(F1T=n,X0,X1, ...,Xn) = 1T=nM(F,X0, ...,Xn), because {T = n} depends
only on X0,X1, ...,Xn; hence,
Qx(F1T=n) = Ex [1T=nM(F,X0, ...,Xn)] . (4.2.7)
Summing from n = 0 to infinity, we obtain the general case of Theorem 4.2.1. 
Corollary 4.2.2 For any functional F ∈ L1(Qx), (M(F,X0,X1, ...,Xn))n≥0 is a Fn-martingale
(with expectation Qx(F )).
The correspondance with the Brownian case is the following :
Markov chain Brownian motion
F ∈ L1+(Qx,F∞) F ∈ L1+(Wx,F∞)
(M(F,X0, ...,Xn), n ≥ 0) (Mt(F ), t ≥ 0) a (Ft, t ≥ 0,Wx)
a (Fn, n ≥ 0,Px) martingale such that martingale such that
(∗) Qx[ΓnF ] = Px[ΓnM(F,X0, ...,Xn)] (Γn ∈ Fn) Wx[ΓtF ] =Wx[ΓtMt(F )] (Γt ∈ Ft)
Qx(F ) = Px[M(F,X0, ...,Xn)] Wx(F ) =Wx(Mt(F ))
Here, (∗) is a consequence of (4.2.2) with T = n.1Λn + (+∞).1Λcn .
Now, we are able to describe the properties of the canonical process under Qx.
4.2.2. Properties of the canonical process under (Qx, x ∈ E).
We have already proven that Lx0∞ is almost surely finite under Qx. In fact, the following
proposition gives a more general result :
Proposition 4.2.3 Under Qx, the canonical process is a.s. transient, i.e L
y0∞ < ∞ for all
y0 ∈ E.
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Proof of Proposition 4.2.3: Let y0 be in E, and r be in ]0, 1[. If, for k ≥ 1, τ (y0)k denotes
the k-th hitting time of y0 for the canonical process X, then for all n ≥ 0 :
µ
(r)
x [L
y0
n−1 ≥ k] = µ(r)x [τ (y0)k < n] = Ex
[
1
τ
(y0)
k
<n
rL
x0
n−1 ψr(Xn)
]
= Ex
[
1
τ
(y0)
k
<n
r
L
x0
τ
(y0)
k
−1ψr(y0)
]
(4.2.8)
by strong Markov property (applied at time τ
(y0)
k ∧n), and by the fact that Ey0 [rL
x0
m−1ψr(Xm)] =
ψr(y0) for all m ≥ 0 (from Proposition 4.1.1).
Hence :
µ(r)x [L
y0
n−1 ≥ k] ≤ ψr(y0)Ex
[
r
L
x0
τ
(y0)
k
−1
]
; (4.2.9)
and by monotone convergence :
µ(r)x [L
y0∞ ≥ k] ≤ ψr(y0)Ex
[
r
L
x0
τ
(y0)
k
−1
]
→
k→∞
0 (4.2.10)
(since Lx0
τ
(y0)
k
→
k→∞
∞, Px-a.s.); this implies Proposition 4.2.3. 
Now, we have the following decomposition result which gives a precise description of the
canonical process under Qy (y ∈ E) :
Proposition 4.2.4 For all y, y0 ∈ E, one has :
Qy = Q
[y0]
y +
∑
k≥1
P
τ
(y0)
k
y ◦ Q˜y0 , (4.2.11)
where Q[y0]y = 1∀n≥0,Xn 6=y0Qy is the restriction of Qy to trajectories which do not hit y0,
Q˜y0 = 1∀n≥1,Xn 6=y0Qy0 is the restriction of Qy0 to trajectories which do not return to y0, and
P
τ
(y0)
k
y ◦ Q˜y0 denotes the concatenation of Py stopped at time τ (y0)k and Q˜y0, i.e. the image of
Py ⊗ Q˜y0 by the functional Φ from EN × EN such that :
Φ((z0, z1, ..., zn, ...), (z
′
0, z
′
1, ..., z
′
n, ...)) = (z0, z1, ..., zτ (y0)
k
, z′1, ..., z
′
n). (4.2.12)
This formula (4.2.11) can be compared to (3.2.20) or (1.1.40).
Proof of Proposition 4.2.4 : We apply Theorem 4.2.1 to the stopping time T = τ
(y0)
k ,
and to the functional :
F = GH(X
τ
(y0)
k
,X
τ
(y0)
k
+1
, ...)1∀u≥1,X
τ
(y0)
k
+u
6=y0 , (4.2.13)
where G, H are positive functionals such that G ∈ F
τ
(y0)
k
.
For k ≥ 1, we obtain :
Qy
[
GH(X
τ
(y0)
k
,X
τ
(y0)
k
+1
, ...)1Ly0∞=k
]
= Ey
[
1
τ
(y0)
k
<∞G(X0, ...,Xτ (y0)
k
)
]
Q˜y0 [H], (4.2.14)
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which implies :
Qy
[
GH(X
τ
(y0)
k
,X
τ
(y0)
k
+1
, ...)1Ly0∞=k
]
= Ey[G] Q˜y0 [H], (4.2.15)
because τ
(y0)
k <∞, Py-a.s. (the canonical process is recurrent under Py). Moreover :
Qy[H1Ly0∞=0] = Q
[y0]
y (H) (4.2.16)
by definition. Now, Ly0∞ < ∞, Qy-a.s. by Proposition 4.2.3, so there exists k ≥ 0 such that
Ly0∞ = k : the equalities (4.2.15) and (4.2.16) imply the Proposition 4.2.4 by monotone class
theorem. 
4.2.3 Dependence of Qx on x0.
The next Theorem shows that in the construction of the family (Qx)x∈E , the choice of the
point x0 in E is in fact not so important. More precisely, the following result holds :
Theorem 4.2.5. For all y0 ∈ E, let us define the function φ[y0] by :
φ[y0](y) = Q[y0]y (1) (4.2.17)
Then the following holds :
i) φ[x0] is equal to φ and for all y0 ∈ E, φ[y0] − φ is a bounded function.
ii) For all y0 ∈ E :
• φ[y0] is finite and harmonic outside of y0, i.e. for all y 6= y0 :
Ey[φ
[y0](X1)] = φ
[y0](y).
• φ[y0](y0) = 0.
• Q˜y0(1) = Ey0 [φ[y0](X1)].
iii) By point ii), y0 and the function φ
[y0] can be used to construct a family (Q
(φ[y0],y0)
x )x∈E
of σ-finite measures by the method given in Section 4.1. Moreover, this family is equal to the
family (Qx = Q
(φ,x0)
x )x∈E constructed with φ and x0.
iv) For all y0, y ∈ E, the image of the measure Qy by the total local time at y0 is given by the
following expressions :
• Qy[Ly0∞ = 0] = φ[y0](y).
• For all k ≥ 1, Qy[Ly0∞ = k] = Ey0 [φ[y0](X1)].
Proof of Theorem 4.2.5. Let y0 and y be in E. For all r ∈]0, 1[, n ≥ 1 :
µ
(r)
y [L
y0
n−1 ≥ 1] = µ(r)y [τ (y0)1 < n] = Ey
[
rL
x0
n−1 .1
τ
(y0)
1 <n
.ψr(Xn)
]
= Ey
[
r
L
x0
τ
(y0)
1
−1 .1
τ
(y0)
1 <n
]
ψr(y0) (4.2.19)
from (4.1.7) and the martingale property. Hence :
µ(r)y [L
y0∞ ≥ 1] = ψr(y0)Ey
[
r
L
x0
τ
(y0)
1
−1
]
. (4.2.20)
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If y0 = x0, this implies :
µ(r)y [L
x0∞ ≥ 1] = ψr(x0) (4.2.21)
Therefore :
φ[x0](y) = Qy[L
x0∞ = 0] = µ
(r)
y [L
x0∞ = 0]
= µ(r)y (1) − ψr(x0) = ψr(y)− ψr(x0) = φ(y) (4.2.22)
as written in Theorem 4.2.5. If y0 6= x0, let us define the quantities :
p(x0)y,y0 = Py[τ
y0
1 < τ
x0
1 ], (4.2.23)
and
q(x0)y0 = Px0 [τ
y0
1 > τ
x0
2 ]. (4.2.24)
We have :
Py
[
Lx0
τ
(y0)
1 −1
= 0
]
= p(x0)y,y0 (4.2.25)
and, for k ≥ 1, by strong Markov property :
Py
[
Lx0
τ
(y0)
1 −1
= k
]
= (1− p(x0)y,y0)(q(x0)y0 )k−1(1− q(x0)y0 ) (4.2.26)
Summing all these equalities, one obtains :
Ey
[
r
L
x0
τ
(y0)
1
−1
]
= p(x0)y,y0 +
r(1− p(x0)y,y0)(1− q(x0)y0 )
1− rq(x0)y0
(4.2.27)
and from (4.2.21) and (4.2.27) :
µ
(r)
y [L
y0∞ ≥ 1] =
[
r
1− rEx0 [φ(X1)] + φ(y0)
]
×
[
p(x0)y,y0 +
r(1− p(x0)y,y0)(1− q(x0)y0 )
1− rq(x0)y0
]
. (4.2.28)
(from (4.2.20) and (4.1.2)). Moreover :
µ(r)y (1) = ψr(y) =
r
1− rEx0 [φ(X1)] + φ(y). (4.2.29)
By hypothesis, there exists n ≥ 0 such that Px0(Xn = y0) > 0; it is easy to check that it
implies : q
(x0)
y0 < 1.
Hence, by considering the difference between (4.2.28) and (4.2.29) and taking r → 1, one
obtains :
φ[y0](y) = Ex0 [φ(X1)]
1 − p(x0)y,y0
1− q(x0)y0
+ [φ(y)− φ(y0)]. (4.2.30)
Therefore :
φ(y)− φ(y0) ≤ φ[y0](y) ≤ Ex0 [φ(X1)]
1− q(x0)y0
+ [φ(y) − φ(y0)] (4.2.31)
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which implies point i) of the Theorem, and in particular the finiteness of φ[y0]. By applying
Theorem 4.2.1 to T = 1 and F = 1Ly0∞=0, one can easily check that φ
[y0] is harmonic every-
where except at point y0 (where it is equal to zero).
By taking T = 1 and F = 1Ly0∞=1, one obtains the formula : Q˜y0(1) = Ey0 [φ
[y0](X1)]. Hence,
we obtain point ii) of the Theorem, and the point iv) by formula (4.2.11). Now, by taking
the notation : µ
(r),y0
y = rL
y0∞ .Qy, one has (for all positive and Fn-measurable functionals Fn),
by applying Theorem 4.2.1 to T = n and F = Fn r
L
y0∞ :
µ(r),y0y (Fn) = Qy[Fn r
L
y0∞ ] = Ey
[
Fn r
L
y0
n−1α(Xn)
]
, (4.2.32)
where α(z) = Qz[r
L
y0∞ ]. By point iv) of the Theorem (already proven), one has :
α(z) = φ[y0](z) +
( ∞∑
k=1
rk
)
Ey0 [φ
[y0](X1)]
=
r
1− r Ey0 [φ
[y0](X1)] + φ
[y0](z) (4.2.33)
Hence :
µ(r),y0y (Fn) = Ey
[
Fn r
L
x0
n−1
(
r
1− r Ey0 [φ
[y0](X1)] + φ
[y0](Xn)
)]
(4.2.34)
This formula implies that µ
(r),y0
y is the measure defined in the same way as µ
(r)
y , but from the
point y0 and the function φ
[y0], instead of the point x0 and the function φ. By considering
the new measure with density r−L
y0∞ with respect to µ
(r),y0
y , one obtains the equality :
Qy = Q
(φ[y0],y0)
y (4.2.35)
which completes the proof of Theorem 4.2.5. 
There is also an important formula, which is a direct consequence of (4.2.1), (4.2.5) and
Theorem 4.2.5. :
Corollary 4.2.6 Let Fn be a positive Fn-measurable functional, y, y0 be in E and gy0 be the
last hitting time of y0 for the canonical process. Then the following formula holds :
Qy
[
Fn1gy0<n
]
= Ey[Fnφ
[y0](Xn)] (4.2.36)
In particular, one has :
Qy
[
Fn1gx0<n
]
= Ey[Fnφ(Xn)] (4.2.37)
and
(
φ[y0](Xn), n ≥ 0
)
,
(
φ(Xn), n ≥ 0
)
are two P submartingales.
The correspondance with the Brownian case is the following :
Markov chain Brownian motion
Qy[Fn1gx0<n] = Ey[Fnφ(Xn)] Wx(Ft1g<t) =Wx(Ft|Xt|)
Qy[Fn1gy0<n] = Ey[Fnφ
[y0](Xn)] Wx(Ft1σa<t) =Wx(Ft(|Xt| − a)+)
Fn ∈ Fn Ft ∈ Ft
By Theorem 4.2.5, the construction of a given family (Qx)x∈E can be obtained by taking any
point y0 instead of x0, if the corresponding harmonic function φ
[y0] is well-chosen.
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4.2.4 Dependence of Qx on φ.
In fact, this family of σ-finite measures depends only upon the equivalent class of the function
φ, for an equivalence relation which will be described below. More precisely, if α and β are
two functions from E to R+, let us write : α ≃ β, iff α is equivalent to β when α+ β tends
to infinity ; i.e, for all ǫ ∈]0, 1[, there exists A > 0 such that for all x ∈ E, α(x) + β(x) ≥ A
implies 1− ǫ < α(x)
β(x)
< 1 + ǫ. With this definition, one has the following result :
Propostion 4.2.7 The relation ≃ is an equivalence relation.
Proof of Proposition 4.2.7 The reflexivity and the symmetry are obvious, so let us prove
the transitivity.
We suppose that there are three functions α, β, γ such that α ≃ β and β ≃ γ.
There exists ǫ : R+ → R+ ∪ {∞}, tending to zero at infinity, such that α + β ≥ A implies∣∣∣αβ − 1∣∣∣ ≤ ǫ(A), and β+γ ≥ A implies ∣∣∣βγ − 1∣∣∣ ≤ ǫ(A). For a given x ∈ E, let us suppose that
α(x) + γ(x) ≥ A for A > 4 sup{z, ǫ(z) ≥ 1/2}. There are two cases :
• α(x) ≥ A/2. In this case, α(x) + β(x) ≥ A/2; hence,
∣∣∣α(x)β(x) − 1∣∣∣ ≤ ǫ(A/2) ≤ 1/2, which
implies : β(x) + γ(x) ≥ β(x) ≥ α(x)/2 ≥ A/4.
Therefore :
∣∣∣β(x)γ(x) − 1∣∣∣ ≤ ǫ(A/4). Consequently, there exist u and v, |u| ≤ ǫ(A/2) ≤ 1/2,
|v| ≤ ǫ(A/4) ≤ 1/2, such that α(x)γ(x) = (1 + u)(1 + v), which implies :∣∣∣α(x)γ(x) − 1∣∣∣ ≤ |u|+ |v|+ |uv| ≤ ǫ(A/2) + ǫ(A/4) + ǫ(A/2)ǫ(A/4)
≤ 3
2
(ǫ(A/2) + ǫ(A/4)) (4.2.38)
• α(x) ≤ A/2. In this case, γ(x) ≥ A/2, hence we are in the same situation as in the first
case if we exchange α(x) and γ(x)
The above inequality implies : α ≃ γ, since ǫ(A/2) + ǫ(A/4) tends to zero when A goes to
infinity. Hence, ≃ is an equivalence relation. 
This equivalence relation satisfies the following property :
Lemma 4.2.8 Let φ1 and φ2 be two functions from E to R+ which are equal to zero at a
point y0 ∈ E and which are harmonic at the other points i.e. for all y 6= y0, Ey[φi(X1)] =
φi(y), i = 1, 2. If φ1 ≃ φ2, then φ1 = φ2.
Proof of Lemma 4.2.8 By the martingale property, for all x ∈ E, A > 0 :
φ1(x) = Ex
[
φ1(Xn∧τ (y0)1
)
]
= Ex
[
φ1(Xn∧τ (y0)1
)1φ1(X
n∧τ(y0)
1
)+φ2(X
n∧τ(y0)
1
)≥A
]
+K, (4.2.39)
where |K| ≤ APx(τ (y0)1 > n). Now, if φ1(y) + φ2(y) ≥ A, one has :
(1− ǫ(A))φ1(y) ≤ φ2(y) ≤ (1 + ǫ(A))φ1(y), (4.2.40)
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where ǫ(A) tends to zero when A tends to infinity. Therefore :
φ1(x) = αEx
[
φ2(Xn∧τ (y0)1
)1φ1(X
n∧τ(y0)1
)+φ2(X
n∧τ(y0)1
)≥A
]
+K, (4.2.41)
where 1− ǫ(A) ≤ α ≤ 1 + ǫ(A). Moreover :
φ2(x) = Ex
[
φ2(Xn∧τ (y0)1
)1φ1(X
n∧τ(y0)
1
)+φ2(X
n∧τ(y0)
1
)≥A
]
+K ′, (4.2.42)
where |K ′| ≤ APx(τ (y0)1 > n). Hence :
φ1(x) = α
(
φ2(x)−K ′
)
+K. (4.2.43)
Now, if A is fixed, |K|+ |K ′| tend to zero when n goes to infinity. Therefore :
(1− ǫ(A))φ1(x) ≤ φ2(x) ≤ (1 + ǫ(A))φ1(x). (4.2.44)
This inequality is true for all A ≥ 0; hence : φ1 = φ2, which proves Lemma 4.2.8. 
We now give another lemma, which is quite close to Lemma 4.2.8 :
Lemma 4.2.9 Let φ be a function from E to R which is equal to zero at a point y0 ∈ E and
harmonic at the other points. If φ is bounded, it is identically zero.
Proof of Lemma 4.2.9 Since φ is bounded, there exists A > 0 such that |φ(x)| < A. The
harmonicity of φ implies, for every n ≥ 0 and x 6= y0 :
φ(x) = Ex[φ(Xn∧τy01 )]
Consequently, since φ(y0) = 0, we get :
|φ(x)| ≤ APx(τy01 > n) −→n→∞ 0
since (Xn, n ≥ 0) is recurrent. Hence, φ is identically zero.
If φ is bounded and positive, then φ is equivalent to zero (by definition of ≃). Hence, in this
case, Lemma 4.2.9 may be considered as a particular case of Lemma 4.2.8.
Now, let us state the following result, which explains why we have defined the previous
equivalence relation :
Proposition 4.2.10 Let x0, y0 be in E, φ a positive function which is harmonic except at
x0 and equal to zero at x0, ψ a positive function which is harmonic except at y0 and equal
to zero at y0. In these conditions, the family (Q
(φ,x0)
x )x∈E of σ-finite measures is identical to
the family (Q
(ψ,y0)
x )x∈E if and only if φ ≃ ψ. Therefore this family can also be denoted by
(Q
[φ]
x )x∈E, where [φ] is the equivalence class of φ.
Proof of Proposition 4.2.10 If the two families of measures are equal, for all x ∈ E,
Q
(φ,x0)
x = Q
(ψ,y0)
x . Now, it has been proven that ψ(x) = Q
(ψ,y0)
x (L
y0∞ = 0). Hence, if φ[y0](x) =
Q
(φ,x0)
x (L
y0∞ = 0), one has ψ = φ[y0].
Since φ−φ[y0] is bounded (point i) of Theorem 4.2.5), φ−ψ is bounded, which implies that φ
is equivalent to ψ. On the other hand, if φ is equivalent to ψ, and if φ[y0] = Q
(φ,x0)
x (L
y0∞ = 0),
ψ and φ[y0] are two equivalent functions which are harmonic except at point y0, and equal
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to zero at y0. Hence, by Lemma 4.2.8, ψ = φ
[y0], and by Theorem 4.2.5, for all x ∈ E,
Q
(φ,x0)
x = Q
(φ[y0],y0)
x .
Therefore, Q
(φ,x0)
x = Q
(ψ,y0)
x , which proves Proposition 4.2.10.
In the next Section, we give some examples of the above construction.
4.3 Some examples.
4.3.1 The standard random walk.
In this case, E = Z and for all x ∈ E, Px is the law of the standard random walk. The
functions φ+ : x → x+, φ− : x → x− and their sum φ : x → |x| satisfies the harmonicity
conditions above at point x0 = 0.
Let (Q+x )x∈Z, (Q−x )x∈Z and (Qx)x∈Z be the associated σ-finite measures. For all a ∈ Z, let us
take the notations : φ
[a]
+ (x) = Q
+
x [L
a∞ = 0], φ
[a]
− (x) = Q−x [La∞ = 0] and φ[a](x) = Qx[La∞ = 0].
The function φ
[a]
+ satisfies the harmonicity conditions at point a and is equivalent to φ+. Now,
these two properties are also satisfied by the function x→ (x− a)+; hence, by Lemma 4.2.8,
φ
[a]
+ (x) = (x− a)+. By the same argument, φ[a]− (x) = (x− a)− and φ[a](x) = |x− a|.
Therefore, we have the equalities for every positive and Fn-measurable functional Fn, and for
every x, a ∈ Z :
Q+x [Fn 1ga<n] = Ex[Fn(Xn − a)+], (4.3.1)
Q−x [Fn 1ga<n] = Ex[Fn(Xn − a)−], (4.3.2)
Qx[Fn 1ga<n] = Ex[Fn|Xn − a|]. (4.3.3)
These equations and the fact that the canonical process is transient under Q+x , Q
−
x , Qx
characterize these measures. Moreover, by using equations (4.3.1), (4.3.2) and (4.3.3), it is
not difficult to prove that for all x ∈ Z, these measures are the images of Q+0 , Q−0 and Q0 by
the translation by x.
Now, for all a, x ∈ Z, and for all positive and Fn-measurable functional Fn :
Q+,[a]x [Fn] := Q
+
x [Fn 1La∞=0] = Ex[Fn(Xn∧τ (a)1
− a)+]. (4.3.4)
Hence, if x ≤ a, Q+,[a]x = 0, and if x > a, Q+,[a]x is (x − a) times the law of a Bessel random
walk strictly above a, starting at point x
(
cf [LG] for a definition of the Bessel random walk
)
.
By the same arguments, if x ≥ a, Q−,[a]x = 0, and if x < a, Q−,[a]x is (a− x) times the law of a
Bessel random walk strictly below a, starting at point x. Moreover, Q
[a]
x is the |x− a| times
the law of a Bessel random walk above or below a, depending on the sign of x− a. The same
kind of arguments imply that (with obvious notations) :
• Q˜+a is 1/2 times the law of a Bessel random walk strictly above a.
• Q˜−a is 1/2 times the law of a Bessel random walk strictly below a.
• Q˜a is the law of a symmetric Bessel random walk, strictly above or below a with equal
probability.
The equalities given by Proposition 4.2.4 are the following :
Q+x = Q
+,[a]
x +
∑
k≥1
P
τ
(a)
k
x ◦ Q˜+a , (4.3.5)
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Q−x = Q
−,[a]
x +
∑
k≥1
P
τ
(a)
k
x ◦ Q˜−a , (4.3.6)
Qx = Q
[a]
x +
∑
k≥1
P
τ
(a)
k
x ◦ Q˜a. (4.3.7)
Moreover, one has :
• Q+x [La∞ = 0] = (x− a)+ and Q+x [La∞ = k] = 1/2 for all k ≥ 1.
• Q−x [La∞ = 0] = (x− a)− and Q−x [La∞ = k] = 1/2 for all k ≥ 1.
• Qx[La∞ = 0] = |x− a| and Qx[La∞ = k] = 1 for all k ≥ 1.
Hence, by applying Theorem 4.2.1 and Corollary 4.2.2 to the functional F = h(La∞) for a
positive function h such that
∑
n∈N h(n) <∞, and for a ∈ Z, one obtains that for all x ∈ Z :
M+n = (Xn − a)+ h(Lan−1) +
1
2
∞∑
k=Lan−1+1
h(k), (4.3.8)
M−n = (Xn − a)− h(Lan−1) +
1
2
∞∑
k=Lan−1+1
h(k), (4.3.9)
and their sum
Mn = |Xn − a|h(Lan−1) +
∞∑
k=Lan−1+1
h(k) (4.3.10)
are martingales under the probability Px. Other martingales can be obtained by taking other
functionals F .
4.3.2 The ”bang-bang random walk”.
In this case, we suppose that E = N and that (Px)x∈N is the family of measures associated
to transition probabilities : p0,1 = 1, py,y+1 = 1/3 and py,y−1 = 2/3 for all y ≥ 1. Informally,
under Px (for any x ∈ N), the canonical process is a Markov process which tends to decrease
when it is strictly above zero, and which increases if it is equal to zero.
The family of measures (Qx)x∈N can be constructed by taking x0 = 0 and φ(x) = 2x − 1 for
all x ∈ N.
For y ∈ N, the function φ[y] : x → Qx[Ly∞ = 0] is harmonic except at y where it is equal to
zero, and it is equivalent to φ.
Since the function : x→ (2x−2y).1x≥y satisfies the same properties, by Lemma 4.2.8, we get
: φ[y](x) = (2x − 2y).1x≥y. For all x ∈ N, the measure Qx is characterized by the transience
of the canonical process, and by the formula :
Qx[Fn 1ga<n] = Ex[Fn (2
Xn − 2a)+], (4.3.11)
which holds for all a, n ∈ N and for every positive Fn-measurable functional Fn.
Adopting obvious notations, it is not difficult to prove the formula :
Q[a]x (Fn) = Ex[Fn (2
X
n∧τ(a)
1 − 2a)]1x≥a, (4.3.12)
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and for n ≥ 1 :
Q˜a(Fn) = Ea
[
Fn (2
X
n∧τ(a)2 − 2a)1X1=a+1
]
. (4.3.13)
Moreover :
• The total mass of Q[a]x is zero if x ≤ a, and 2x − 2a if x > a.
• The total mass of Q˜a is 1 if a = 0, and 2a/3 if x ≥ 1.
• For x > a and under the probability P¯[a]x = Q[a]x /(2x − 2a), the canonical process is
a Markov process with probability transitions : p¯x,x+1 =
2.2x−a − 1
3.2x−a − 3 and p¯x,x−1 =
2x−a − 1
3.2x−a − 3. We remark that p¯x,x+1 tends to 2/3 when x goes to infinity, and p¯x,x−1
tends to 1/3 (the opposite case as the initial transition probabilities).
• Under the probability Q˜a
(2a/3)1a≥1 + 1a=0
, the canonical process is a Markov process
with the same transition probabilities as under P¯
[a]
x , with X1 = a+ 1 almost surely.
For all a, x ∈ N, the image of Qx by the total local times is given by the equalities :
Qx[L
a
∞ = 0] = (2
x − 2a)1x>a, (4.3.14)
and for all k ≥ 1 :
Qx[L
a
∞ = k] = K(a), (4.3.15)
where K(0) = 1 and K(a) = 2a/3 for a ≥ 1.
Moreover, if h is an integrable function from N to R+, and if a, x ∈ N,
Mn = h(L
a
n−1) (2
Xn − 2a)+ + K(a)
∞∑
k=Lan−1+1
h(k) (4.3.16)
is a martingale under the initial probability Px.
4.3.3 The random walk on a tree.
We consider a random walk on a binary tree, which can be represented by the set E =
{∅, (0), (1), (0, 0), (0, 1), (1, 0), (1, 1), (0, 0, 0), ...} of k-uples of elements in {0, 1} (k ∈ N).
Obviously, k is the distance to the origin ∅ of the tree.
The probability transitions of the Markov process associated to the starting family of prob-
abilities (Px)x∈E are p∅,(0) = p∅,(1) = 1/2, and for k ≥ 1 : p(x1,x2,...,xk),(x1,x2,...,xk−1) = 1/2,
p(x1,...,xk),(x1,...,xk,0) = p(x1,...,xk),(x1,...,xk,1) = 1/4.
In particular, under Px (for all x ∈ E), the distance to the origin is a standard reflected
random walk.
If the reference point x0 is ∅, we can take for φ the distance to the origin of the tree. But
there are other possible functions φ for the same point x0. For example, if (a0, a1, a2, ...) is
an infinite sequence of elements in {0, 1} it is possible to take for φ the function such that for
all (x0, x1, ..., xk) ∈ E, one has φ(x0, x1, ..., xk) = 2p − 1, where p is the smallest element of N
such that p > k or xp 6= ap. In particular, if ap = 0 for all p, one has φ(∅) = 0, φ((0)) = 1,
φ((1)) = 0, φ((0, 0)) = 3, φ((0, 1)) = 1, φ((1, 0)) = φ((1, 1)) = 0, φ((0, 0, 0)) = 7, etc.
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Each choice of the sequence (ap)p∈N gives a different function φ and hence a different family
(Q
[φ]
x )x∈E of σ-finite measures.
4.3.4 Some more general conditions for existence of φ.
The following proposition gives some sufficient conditions for the existence of a function φ
which satisfies the hypothesis of Section 4.1.2 :
Proposition 4.3.1 Let (Px)x∈E be the family of probabilities associated to a discrete time
Markov process on a countable set E. We suppose that for all x ∈ E, the set of y ∈ E such
that the transition probability px,y is strictly positive is finite. Furthermore, let us consider a
function φ which satisfies one of the two following conditions (for a given point x0 ∈ E) :
• There exists a function f from N to R∗+ such that f(n)/f(n+1) tends to 1 when n goes
to infinity, and such that for all x ∈ E :
Ex[τ
(x0)
1 ≥ n] ∼n→∞ f(n)φ(x). (4.3.17)
where τ
(x0)
1 is the first hitting time of x0, for the canonical process.
• For all x ∈ E, Px(Xk = x0) tends to zero when k tends to infinity, and :
N∑
k=0
[Px0(Xk = x0)− Px(Xk = x0)] →
N→∞
φ(x). (4.3.18)
In these conditions, φ is harmonic, except at point x0 where this function is equal to zero.
Proof of Proposition 4.3.1 Let us suppose that the first condition is satisfied. For all
x 6= x0 and for all y ∈ E such that px,y > 0 :
Ey
[
τ
(x0)
1 ≥ n
]
∼
n→∞ f(n)φ(y). (4.3.19)
By adding the equalities obtained for each point y and multiplied by px,y, we obtain :∑
y∈E
px,yEy
[
τ
(x0)
1 ≥ n
]
∼
n→∞ f(n)
∑
y∈E
px,y φ(y), (4.3.20)
which implies :
Ex
[
τ
(x0)
1 ≥ n+ 1
]
∼
n→∞ f(n)Ex[φ(X1)]. (4.3.21)
Moreover :
Ex
[
τ
(x0)
1 ≥ n+ 1
]
∼
n→∞ f(n+ 1)φ(x). (4.3.22)
By comparing these equivalences and by using the fact that f(n) is equivalent to f(n + 1)
and is strictly positive, one obtains :
φ(x) = Ex[φ(X1)]. (4.3.23)
Since φ(x0) is obviously equal to zero (Ex0
[
τ
(x0)
1 ≥ n
]
= 0), Proposition 4.3.1 is proven if the
first condition holds.
Now let us assume the second condition holds.
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If x 6= x0, for all y such that px,y > 0 :
N∑
k=0
[Px0(Xk = x0)− Py(Xk = x0)] →
N→∞
φ(y). (4.3.24)
Therefore :
∑
y∈E
px,y
[
N∑
k=0
(Px0(Xk = x0)− Py(Xk = x0))
]
→
N→∞
∑
y∈E
px,y φ(y). (4.3.25)
This equality implies :
N∑
k=0
[Px0(Xk = x0)]−
N+1∑
k=1
[Px(Xk = x0)] →
N→∞
Ex[φ(X1)]. (4.3.26)
Now, Px(X0 = x0) = 0 (since x 6= x0) and when N goes to infinity, Px(XN+1 = x0) tends to
zero by hypothesis. Hence :
N∑
k=0
[Px0(Xk = x0)− Px(Xk = x0)] →
N→∞
Ex[φ(X1)], (4.3.27)
which implies :
φ(x) = Ex[φ(X1)], (4.3.28)
as written in Proposition 4.3.1. 
Remark 4.3.2 If the condition :
N∑
k=0
[Px0(Xk = x0)− Px(Xk = x0)] →
N→∞
φ(x) (4.3.29)
is satisfied for a function φ, then φ is automatically positive. Indeed :
N∑
k=0
[Px0(Xk = x0)− Px(Xk = x0)] = Ex0
[
N∑
k=0
1Xk=x0
]
− Ex
[
N∑
k=0
1Xk=x0
]
, (4.3.30)
where, by the strong Markov property :
Ex0
[∑N
k=0 1Xk=x0
]
≥ Ex
τ
(x0)
1 +N∑
k=0
1Xk=x0

≥ Ex
[
N∑
k=0
1Xk=x0
]
. (4.3.31)
4.3.5 The standard random walk on Z2.
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In this case, E = Z2 and (Px)x∈Z2 is the family of probabilities associated to the standard
random walk. If we take x0 = (0, 0), the problem is to find a function φ which satisfies the
hypothesis of Section 4.1.2 : it can be solved by using Proposition 4.3.1.
More precisely, by doing some classical computations (see for example [Spi]), we can prove
that for all (x, y) ∈ Z2, and for all k ∈ N :
P(x,y) [Xk = (0, 0)] = 1k≡x+y (mod. 2)
C
k + 1
+ ǫ(x,y)(k), (4.3.32)
where for all (x, y), k2 ǫ(x,y)(k) is bounded and C is a universal constant.
Therefore, for all N :
∑N
k=0 P(x,y) [Xk = (0, 0)] = C
∑
k≤N, k≡x+y (mod. 2)
1
k + 1
+
N∑
k=0
ǫ(x,y)(k)
=
C
2
log(N) + η(x,y)(N), (4.3.33)
where for all (x, y) ∈ Z2, η(x,y)(N) converges to a limit η(x,y)(∞) when N goes to infinity.
Therefore :
N∑
k=0
[
P(0,0) (Xk = (0, 0)) − P(x,y) (Xk = (0, 0))
] →
N→∞
φ((x, y)) := η(0,0)(∞)− η(x,y)(∞).
(4.3.34)
By Proposition 4.3.1, the function φ is harmonic except at (0, 0), and can be used to construct
the family of probabilities (Q(x,y))(x,y)∈Z2 , as in dimension one. Moreover, it is not difficult
to check that Q(x,y) is the image of Q(0,0) by the translation of (x, y).
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• the article [Pi] by J. Pitman, where he establishes his 2S − X representation of the
BES(3) process; this result has been adequately extended to processes obtained via a
penalisation procedure in [RVY, IV].
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Index of main notations
Chap. 1
Ω = C(R+ → R) : the space of continuous functions from R+ to R
(Xt, t ≥ 0) : the set of coordinates on this space
(Ft, t ≥ 0) : the natural filtration of (Xt, t ≥ 0)
F∞ = ∨
t≥0
Ft
b(Ft) : the space of bounded real valued Ft measurable functions
(Wx, x ∈ R) : the set of Wiener measures on (Ω,F∞)
W =W0
Wx(Y ) : the expectation of the r.v. Y with respect to Wx
(Lyt , y ∈ R, t ≥ 0) : the bicontinuous process of local times
(Lt := L
0
t , t ≥ 0) the local time at level 0(
τl := inf{t ≥ 0 ; Lt > l}, l ≥ 0
)
: the right continuous inverse of (Lt, t ≥ 0)
q : a positive Radon measure on R
I : the set of positive Radon measures on R s.t. 0 <
∫ ∞
−∞
(
1 + |x|)q(dx) <∞
δa : the Dirac measure at a(
A
(q)
t :=
∫ t
0
q(Xs)ds =
∫
R
Lyt q(dy), t ≥ 0
)
: the additive functional associated with q
(W
(q)
x,∞, x ∈ R) : the family of probabilities on (Ω,F∞) obtained by Feynman-Kac penalisation
(M
(q)
x,s , s ≥ 0) : the martingale density of W (q)x,∞ with respect to Wx
γq : a scale function
ϕq, ϕ
±
q : solutions of the Sturm-Liouville equation ϕ
′′ = qϕ
(Wx, x ∈ R) : a family of positive σ-finite measures on (Ω,F∞)
L1(Ω,F∞,W)
(
resp. L1+(Ω,F∞,W)
)
: the Banach space of
W-integrable r.v.’s (resp. the cone of positive and W-integrable r.v.’s)(
Mt(F ), t ≥ 0
)
: a martingale associated with F ∈ L1(Ω,F∞,W)
ga := sup{s ≥ 0 ; Xs = a} ; g0 = g
g
(t)
a := sup{s ≤ t, Xs = a} ; g(t)0 = g(t)
σa := sup
{
s ≥ 0 ; Xs ∈ [−a, a]
}
; σa,b := sup
{
s ≥ 0 ; Xs ∈ [a, b]
}
f
(P )
Z : density of the r.v. Z under P
T : a (Ft, t ≥ 0) stopping time
P
(3)
0 (resp. P˜
(3)
0 ) : the law of a 3-dimensional Bessel process (resp. of the opposite of a
3-dimensional Bessel process) started at 0
P
(3,sym)
0 =
1
2
(P
(3)
0 + P˜
(3)
0 )
W τl0 : the law of a 1-dimensional Brownian motion stopped at τl
Π
(t)
0,0 : the law of the Brownian bridge (bu, 0 ≤ u ≤ t) of length t and s.t. b0 = bt = 0
ω ◦ ω˜ : the concatenation of ω and ω˜ (ω, ω˜ ∈ Ω)
ω = (ωt, ω
t) : decomposition of ω before and after t
Γ+ =
{
ω ∈ Ω ; Xt −→
t→∞∞
}
, Γ− =
{
ω ∈ Ω ; Xt(ω) −→
t→∞−∞
}
W+ = 1Γ+ ·W, W− = 1Γ− ·W
WF
(
F ∈ L1+(Ω,F∞,W)
)
: the finite measure defined on (Ω,F∞) by : WF (G) =W(F ·G)
C : the class of ”good” weight processes for which Brownian penalisation holds
(ν
(q)
x , x ∈ R) : a family of σ-finite measures associated with the additive functional (A(q)t , t ≥ 0)
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(Zt, t ≥ 0) : a positive Brownian supermartingale
Z∞ := lim
t→∞Zt W a.s. ; z∞ := limt→∞
Zt
1 + |Xt| W a.s.(
∆t(F ), t ≥ 0
)
,
(
Σt(F ), t ≥ 0
)
: two quasimartingales associated with F ∈ L1(Ω,F∞,W)
(Φs, s ≥ 0) : a predictable positive process(
ks(F ), s ≥ 0
)
a predictable process such that W
(
F |Fg
)
= kg(F )
(
F ∈ L1+(Ω,F∞,W)
)
(χt, t ≥ 0) : a C(R+ → R) valued Markov process
(Pt, t ≥ 0) : the semigroup associated to (χt, t ≥ 0)
Wa,bx = aW+x + bW
−
x
W˜a,b =
∫
dxWa,bx : is an invariant measure for (χt, t ≥ 0)
Ω˜ = C(R→ R+) : the space of continuous functions from R to R+
< q, l >:=
∫
R
l(x)q(dx), q ∈ I, l ∈ Ω˜
L : Ω→ Ω˜ defined by L(Xt, t ≥ 0) = (Ly∞, y ∈ R)
(Qt, t ≥ 0) : the semigroup associated with the Markov process
(
(Xt, L
•
t ), t ≥ 0
)
which is
R× Ω˜ valued
G : the infinitesimal generator of (Qt, t ≥ 0)
(Λ˜a,b, a, b ≥ 0) : a family of invariant measures for ((Xt, L•t ), t ≥ 0)
(Λx, x ∈ R) : a family of positive and σ-finite measures on Ω˜
θ : R× Ω˜→ Ω˜ defined by θ(x, l)(y) = l(x− y) (x, y ∈ R, l ∈ Ω˜)
(L
X
t−•
t , t ≥ 0) : a Ω˜ valued Markov process
(Qt, t ≥ 0) : the semigroup associated with (LXt−•t , t ≥ 0)
G : the infinitesimal generator of (Qt, t ≥ 0)
Λa,b = a Λ+ + b Λ−
Chap. 2
Ω = C(R+ → C) : the space of continuous functions from R+ to C
(Xt, t ≥ 0) : the coordinate process on Ω
(W
(2)
x , x ∈ C) the set of Wiener measures ; W (2)0 =W (2)
J : the set of positive Radon measures on C with compact support
(A
(q)
t :=
∫ t
0
q(Xs)ds, t ≥ 0) : the additive functional associated with q ∈ J )
(W
(2,q)
z,∞ , z ∈ C) : the set of probabilities obtained by Feynman-Kac penalisations associated
with q ∈ I ; W (2,q)0,∞ =W (2,q)∞
(M
(2,q)
s , s ≥ 0) : the martingale density of W (2,q)z,∞ with respect to W (2)z
ϕq : a solution of Sturm-Liouville equation ∆ϕ = qϕ
∆ : the Laplace operator
(W
(2)
z , z ∈ C) : a family of positive and σ-finite measures on (Ω,F∞)
W
(2)
0 =W
(2)
C : the unit circle in C
(L
(C)
t , t ≥ 0) : the continuous local time process on C
(τ
(C)
l , l ≥ 0) : the right continuous inverse of (L
(C)
t , t ≥ 0)
(Rt, t ≥ 0) : the process solution of (2.2.6)
P
(2,log)
1 : the law of process (Rt, t ≥ 0)
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(ρu, u ≥ 0) : a 3-dimensional Bessel process starting from 0.(
Ht :=
∫ t
0
ds
R2s
, t ≥ 0
)
gC := sup{s ≥ 0 ; Xt ∈ C}
W
(
2,τ
(C)
l
)
0 : the law of a C-valued Brownian motion stopped at τ
(C)
l
P˜
(2,log)
1 : the law of (XgC+s, s ≥ 0)
∇ : the gradient operator
K0 : the Bessel Mc Donald function with index 0
T
(3)
1 := inf{u ; ρu = 1}
(R
(δ)
t , t ≥ 0) : the process solution of (2.3.19)(
M
(2)
t (F ), t ≥ 0
)
: the Brownian martingale associated with F ∈ L1(Ω,F∞,W(2))
Chap. 3
Ω = C(R+ → R+) : the space of continuous functions from R+ to R+
S : the scale function
m : the speed measure
(Xt, t ≥ 0, Px, x ∈ R+) : the canonical process associated with S and m
(Ft, t ≥ 0) : the natural filtration of (Xt, t ≥ 0); F∞ = ∨
t≥0
Ft
L =
d
dm
d
dS
: the infinitesimal generator of (Xt, t ≥ 0)
p(t, x, •) : the density of Xt under Px with respect to m
(Lyt , t ≥ 0, y ≥ 0) : the jointly continuous family of local times of X
(Lt, t ≥ 0) : the local time process at level 0
(τl, l ≥ 0) : the right continuous inverse of (Lt, t ≥ 0)
P τlx : the law of the process (Xt, t ≥ 0) started at x and stopped at τl
gy := sup{t ≥ 0 ; Xt = y} ; g := g0
g
(t)
y := sup{s ≤ t ; Xs = y} ; g(t) := g(t)0
T0 := inf{t ≥ 0 ; Xt = 0}
(X̂t, t ≥ 0) : the process (Xt, t ≥ 0) killed at T0
p̂(t, x, •) : the density of X̂t under Px with respect to m
(P ↑x , x ∈ R+) : the laws of X conditionned not to vanish ; P ↑ := P ↑0
fy,0(t) defined by : fy,0(t)dt = Py(T0 ∈ dt) = P ↑0 (gy ∈ dt)
W∗ a σ-finite measure on (Ω,F∞)
Π
(t)
0 : the law of the bridge of length t
W∗g : the restriction of W∗ to Fg(
M
(λ,x)
t =
1 + λ2 S(Xt)
1 + λ2 S(x)
· e−λ2 Lt , t ≥ 0
)
: the martingale density of P
(λ)
x,∞ with respect to Px
(M∗t (F ), t ≥ 0) : the positive
(
(Ft, t ≥ 0), P0
)
martingale associated with F ∈ L1(Ω,F∞,W∗)(
P
(−α)
x , x ≥ 0
)
: the family of laws of a Bessel process with dimension d = 2(1−α) (0 < d < 2,
or equivalently 0 < α < 1) started at x
W(−α) : the measure W∗ in the particular case of a Bessel process with index (−α)
(0 < α < 1)
Π
(−α,t)
0 : the law of the Bessel bridge with index (−α) and length t
P
(−α,τl)
x : the law of a Bessel process with index (−α) started at x and stopped at τl
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ϕq : a particular solution of the Sturm-Liouville equation :
1
2
ϕ′′(r) +
1− 2α
2r
ϕ′(r) =
1
2
ϕ(r) q(r), r ≥ 0
with q a positive Radon measure with compact support
(mu, 0 ≤ u ≤ 1) : the Bessel meander with dimension d
P
(
δ
2
−1, m,րտ)
0 : the law of the process obtained by putting two Bessel processes with index(
δ
2
− 1
)
back to back; these processes start from 0 and are stopped when they first reach
level m
Chap. 4
E : a countable set
(Xn, n ≥ 0) : the canonical process on EN
(Fn, n ≥ 0) : the natural filtration, F∞ = ∨
n≥0
Fn
(Px, x ∈ E) : the family of probabilities associated to Markov process (Xn, n ≥ 0) s.t.
P(Xn+1 = z|Xn = y) = py,z and Px(X0 = x) = 1(
Lyk =
k∑
m=0
1Xm=y, k ≥ 0
)
: the local time of (Xn, n ≥ 0) at level y (with Ly−1 = 0)
φ : a positive function from E to R+, harmonic with respect to P, except at the point x0 and
such that φ(x0) = 0
ψr(x) :=
r
1− r Ex0
(
φ(X1)
)
+ φ(x)
(
r ∈]0, 1[, x ∈ E)(
µ
(r)
x , x ∈ E, r ∈]0, 1[
)
: a family of finite measures on (EN,F∞)
Qx =
(
1
r
)Lx0∞
µ(r)x , independent of r ∈]0, 1[
Q
(ψ,y0)
x : the σ-finite measure Qx constructed from the point y0 and the function ψ
q : a function from E to [0, 1] such that {q < 1} is a finite set(
M(F,X0,X1, · · · ,Xn), n ≥ 0
)
: the
(
(Fn, n ≥ 0), Px
)
martingale associated with F ∈
L1(Ω,F∞,Qx)
τ
(y)
k : the k-th hitting time of y
(τ
(y)
k , k ≥ 0) : the inverse of (Lyk, k ≥ 0)
Q
[y0]
y : the restriction of Qy to trajectories which do not hit y0
Q˜y : the restriction of Qy to trajectories which do not return to y
P
τ
(y0)
k
x : the law of the Markov chain (Xn, n ≥ 0) starting from x and stopped at τ (y0)k
2Q˜+a : the law of a Bessel random walk strictly above a
2Q˜−a : the law of a Bessel random walk strictly below a
Q˜a := Q˜
+
a + Q˜
−
a
ga := sup{n ≥ 0 ; Xn = a}
φ[y0] defined by φ[y0](y) = Q
[y0]
y (1)
≃ : the equivalence relation defined in Subsection 4.2.4
Q
[ψ]
x : the measure Q
(ψ,y0)
x where [ψ] denotes the equivalence class of ψ
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