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abstract. We prove existence of a special class of solutions to the (elliptic) Nonlinear Schro¨dinger
Equation −ε2∆ψ + V (x)ψ = |ψ|p−1ψ, on a manifold or in the Euclidean space. Here V represents the
potential, p an exponent greater than 1 and ε a small parameter corresponding to the Planck constant. As
ε tends to zero (namely in the semiclassical limit) we prove existence of complex-valued solutions which
concentrate along closed curves, and whose phase is highly oscillatory. Physically, these solutions carry
quantum-mechanical momentum along the limit curves. In this first part we provide the characterization
of the limit set, with natural stationarity and non-degeneracy conditions. We then construct an approx-
imate solution up to order ε2, showing that these conditions appear naturally in a Taylor expansion of
the equation in powers of ε. Based on these, an existence result will be proved in the second part [40].
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1 Introduction
In this paper we are concerned with concentration phenomena for solutions of the singularly-perturbed
elliptic equation
(NLSε) − ε2∆gψ + V (x)ψ = |ψ|p−1ψ on M,
where M is an n-dimensional compact manifold (or the flat Euclidean space Rn), V a smooth positive
function on M satisfying the properties
(1) 0 < V1 ≤ V ≤ V2; ‖V ‖C3 ≤ V3,
(for some fixed constants V1, V2, V3) ψ a complex-valued function, ε > 0 a small parameter and p an
exponent greater than 1. Here ∆g stands for the Laplace-Beltrami operator on (M, g).
(NLSε) arises from the study of the Nonlinear Schro¨dinger Equation
(2) i~
∂ψ˜
∂t
= −~2∆ψ˜ + V (x)ψ˜ − |ψ˜|p−1ψ˜ on M × [0,+∞),
1E-mail addresses: mahmoudi@ssissa.it (F.Mahmoudi), malchiod@sissa.it (A. Malchiodi), msm@ime.unicamp.br (M.
Montenegro)
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where ψ˜ = ψ˜(x, t) is the wave function, V (x) a potential, and ~ the Planck constant. A special class
of solutions to (2) is constituted by the functions whose dependence on the variables x and t is of the
form ψ˜(x, t) = e−i
ωt
~ ψ(x). Such solutions are called standing waves and up to substituting V (x) with
V (x)− ω, they give rise to solutions of (NLSε), for ε = ~.
An interesting case is the semiclassical limit ε → 0, where one should expect to recover the Newton
law of classical mechanics. In particular, near stationary points of the potential, one is lead to search
highly concentrated solutions, which could mimic point-particles at rest.
In recent years, a lot of attention has been devoted to the study of the above problem: one of the
first results in this direction is due to Floer and Weinstein in [26], where the case of M = R and p = 3
is considered, and where existence of solutions highly concentrated near critical points of V has been
proved. This result has then been extended by Oh, [51], to the case of Rn for arbitrary n, provided
1 < p < n+2n−2 . The profile of these solutions is given by the ground state Ux0 (namely the solution with
minimal energy, which is real-valued, everywhere positive and can be assumed radial) of the following
limit equation
(3) −∆u+ V (x0)u = up in Rn,
where x0 is the concentration point. The solutions uε obtained in the aforementioned papers behave
qualitatively like uε(x) ' Ux0
(
x−x0
ε
)
as ε tends to zero, and since Ux0 decays exponentially to zero at
infinity, uε vanishes rapidly away from x0.
Two comments are in order: first of all the criticality of V at x0 is a necessary condition for such a
behavior, as shown in [55]. Secondly, as pointed out in [17], also the upper bound p < n+2n−2 is required
for having solutions concentrating at points: indeed the well-known Pohozaev’s identity imposes this
restriction for having existence of solutions to (3) tending to zero at infinity.
The above existence results have been extended in several directions, including the construction of
solutions with multiple peaks, the case of degenerate potentials, potentials tending to zero at infinity and
more general nonlinearities. We refer the interested reader for example to the (incomplete) list of works
[1], [2], [3], [6], [7], [8], [16], [22], [28], [33] and to the bibliographies therein.
We also mention the mathematical similarities between (NLSε) and the following problem
(Pε)

−ε2∆u+ u = up in Ω,
∂u
∂ν = 0 on ∂Ω,
u > 0 in Ω,
where Ω is a smooth bounded domain of RN , p > 1, and where ν denotes the exterior unit normal vector
to ∂Ω. Problem (Pε) arises in the study of some biological models, see for example [47] and references
therein, and as (NLSε) it exhibits concentration of solutions at some points of Ω. Since the last equation
is homogeneous, the location of the concentration points is determined by the geometry of the domain: if
it occurs at the boundary, these are critical points of the mean curvature while if it occurs at the interior
these points are (roughly) singular points for the distance function from the boundary. About this topic,
we refer the reader to [19], [23], [29], [30], [31], [32], [35], [36], [37], [48], [49], [50], [56].
More recently, new types of solutions to (NLSε) have been found, since when ε tends to zero they
do not concentrate at points, but instead at sets of higher dimension. Before stating our main result, it
is convenient to recall the progress on this topic and to illustrate the new phenomena involved. Some
first results in this direction were given in [12], [14] in the case of radial symmetry, and later improved in
[4] (see also [5] for the problem in bounded domains), where necessary and sufficient conditions for the
location of the concentration set have been given. Differently from the previous case, the limit set is not
anymore stationary for the potential V : indeed, from heuristic considerations, the energy of a solution
concentrated near a sphere of radius r depends both on V and on its volume, which is proportional
to εrn−1. In [4] it was shown that the candidate radii of concentration are the critical points of the
function rn−1V (r)
p+1
p−1− 12 (the power of V in this formula arises from some scaling argument, related to
the dependence in V (x0) of the solutions to (3), see also Section 2). Furthermore, no upper bound on
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the exponent p is required: in fact the profile of these solutions is given by the solution of (3) in R1, and
in one dimension there is no restriction for the existence of entire solutions.
Based on the above energy considerations, in [4] it is also stated a conjecture concerning concentration
on k-dimensional manifolds, for k = 1, . . . , n−1: it is indeed expected that, under suitable non-degeneracy
assumptions, the limit set should satisfy the equation
(4) θk∇NV = VH, with θk = p+ 1
p− 1 −
1
2
(n− k),
where ∇N stands for the normal gradient, H the curvature vector, and the profile of the solutions at a
point x0 in the limit set should be asymptotic, in the normal directions, to the ground state of
(5) −∆u+ V (x0)u = up in Rn−k.
Since the Pohozaev identity implies p < n−k+2n−k−2 for the existence of non trivial solutions, the latter
condition is expected to be a natural one for dealing with this phenomenon.
Actually, concerning (Pε) another conjecture has been previously stated, asserting existence of solu-
tions concentrating at sets of positive dimension. Concerning the latter problem, starting from the paper
[43], there has been some progress in the general setting (without symmetry assumptions), and after the
works [39], [42], [44], existence in now known for arbitrary dimension and codimension. About problem
(NLSε), the conjecture in [4] has been verified in [24] for n = 2 and k = 1. Some other (and related)
results, under some reduced symmetry assumptions (as cylindrical or similar) have been given in [13],
[20], [46], [52]. Specifically we mention the note [57]: instead of (2), it is considered there the nonlinear
wave equation
(6) − ∂
2ψ˜
∂t2
= −∆ψ˜ + V (x)ψ˜ − |ψ˜|p−1ψ˜ on M × [0,+∞)
for p = 3. It has been proved in [9] and [10] that
−∂
2ψ˜
∂t2
= −∆ψ˜ + V (x)ψ˜
has solutions which remain concentrated near elliptic closed geodesics in M for long periods of time,
but which eventually drift away when t → ∞. A. Weinstein in [57] proved that there do exist periodic
solutions of (6) remaining concentrated for all times, whenever p = 3, M = S2 and V is odd.
It is worth pointing out a major difference between the symmetric and the non-symmetric situation.
In fact, since the ground states of (3) or (5) are of mountain-pass type (namely critical points of some
Euler functional with Morse index equal to 1), equation (NLSε) becomes highly resonant. To explain the
reason, we consider for example a real-valued function ψ in R2 with a radial potential. One can begin by
finding approximate (radial) solutions of the form ur,ε(r) ' Ur
(
r−r
ε
)
, where Ur is the solution of (3) for
n = 1 corresponding to V (r). Then, with a good choice of r, one can try to linearize the equation and
find true solutions via the implicit function theorem. The linearized equation, taking ψ real for simplicity,
becomes
−ε2∆ψ + V (r)ψ − pur,ε(r)p−1ψ in R2.
Using polar coordinates (r, ϑ) and a Fourier decomposition of ψ with respect to ϑ, ψ(r, ϑ) =
∑
j e
ijϑψj(r),
we see that on each component ψj acts the operator
(7) −ε2ψ′′j − ε2
1
r
ψ′j + V (r)ψj − pur,ε(r)p−1ψj︸ ︷︷ ︸
L1,εψj
+
1
r2
ε2j2ψj on [0,+∞),
where L1,ε (apart from the term ε2 1rψ
′
j which is not relevant to the next discussion) represents the
linearized equation of (NLSε) in one dimension near a soliton. Since one expects to deal with functions
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which are highly concentrated near r = r, the last term in the above formula naively increases the
eigenvalues by a quantity of order 1
r2
ε2j2 compared to those of L1,ε.
The operator L1,ε possesses a negative eigenvalue ηε lying between two negative constants independent
of ε (since Ur is of mountain-pass type, as explained before) and a (nearly) zero eigenvalue σε, by the
translation invariance of (3) in R1. As a consequence, the operator in (7) will possess two sequences of
eigenvalues qualitatively of the form ηj,ε ' ηε + ε2j2 and σj,ε ' σε + ε2j2. This might generate two
kinds of resonances: for small values of j, when σj,ε ' 0, and for j of order 1ε , when ηj,ε could be close
to zero. A comment is in order on the corresponding eigenfunctions, which can be roughly studied with
a separation of variables as before. The ones relative to σj,ε (for j small) are slowly oscillating along the
limit set, while the ones relative to the resonant ηj,ε’s are fast oscillating with a number of oscillations
proportional to k ' 1ε .
The invertibility of the linearized operator will then be equivalent to having all the σj,ε’s and all the
ηj,ε’s different from zero. A control on the resonant σj,ε’s can be obtained (via some careful expansions)
from a suitable non-degeneracy condition involving the limit set and the potential V . In [4] for example,
this can be achieved from the fact of having a non-degenerate critical point of the function rn−1V (r)
p+1
p−1− 12 .
On the other hand, the possible vanishing of some ηj,ε is peculiar of this concentration behavior and more
intrinsic, so invertibility can only be achieved by choosing suitable values of ε. It is interesting to compare
this phenomenon (which is also present in (Pε)) to a result in [18], asserting that if the Morse index of a
family of solutions to (Pε) stays bounded as ε→ 0, these must concentrate at a finite number of points.
These formal considerations can also apply to the case of concentration near a general manifold
(without symmetry) in higher dimension or codimension. Instead of expanding in polar coordinates one
can use (naively) a Fourier decomposition with respect to the eigenfunctions of the Laplace-Beltrami
operator and the normal Laplacian on the limit manifold, see [39]. If the latter has dimension k then the
term ε2j2, by the Weyl’s asymptotic formula, has to be substituted with a quantity behaving like ε2j
2
k .
We notice that in this way the average distance between two consecutive ηj,ε’s (when they are close to
zero) is of order εk so, even if we have invertibility, the distance of the spectrum to zero is (in the best
cases) of order min {minj |ηj,ε|,minj |σj,ε|} ' min{ε2, εk}. Therefore the inverse operator is always large
in norm. By this reason, to apply the implicit function theorem we need first to find good approximate
solutions, with a precision depending on k, and then prove indeed that the linearized operator is invertible
for suitable values of ε. This is indeed a rather delicate issue: for reasons of brevity we do not discuss
it here but we refer directly to [43] and [44]. Related phenomena appear in some geometric problems as
well, dealing with the construction of surfaces with constant mean curvature, see [38], [45].
When Ω is a radially symmetric domain and the potential V is radially symmetric, the problem is
simpler, since working in spaces of invariant functions avoids most of the above resonances. In this case
only finitely-many eigenvalues (depending on the dimension and the codimension of the concentration
set) can approach zero, and localization can be determined with a finite-dimensional reduction of the
problem.
In this paper and in [40] we construct a new type of solutions, which concentrate along some curve
γ, and which physically carry momentum along the limit set. Differently from the solutions discussed
before, these are complex-valued and their profile near any point x0 in the image of γ is asymptotic to
a solution to (3) which decays exponentially to zero away from the xn axis of Rn and is periodic in xn.
More precisely, we consider solutions of the form
φ(x′, xn) = e−ifˆxnUˆ(x′), x′ = (x1, . . . , xn−1),
where fˆ is some constant and Uˆ(x′) a real function. With this choice of φ, the function Uˆ satisfies
(8) −∆Uˆ +
(
fˆ2 + V (x0)
)
Uˆ = |Uˆ |p−1Uˆ in Rn−1,
and decays to zero at infinity. Solutions to (8) can be found by considering the (real) function U satisfying
−∆U + U = Up in Rn−1 (decaying to zero at infinity), and by using the scaling
(9) Uˆ(x′) = hˆU(kˆx′), hˆ =
(
fˆ2 + V (x0)
) 1
p−1
, kˆ =
(
fˆ2 + V (x0)
) 1
2
.
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In the above formulas fˆ can be taken arbitrarily, and hˆ, kˆ have to be chosen accordingly, depending on
V (x0). The constant fˆ represents the speed of the phase oscillation, and is physically related to the
velocity of the quantum-mechanical particle represented by the wave function.
We are aware of one result only in this direction, given in [21], where the case of an axially-symmetric
potential is considered, and our goal here is to treat this phenomenon in a generic situation, without
any symmetry restriction. Some of the difficulties of such an extension were naively summarized in the
above discussion but some new ones arise, due to the fact that the standing waves are complex-valued,
and due to their highly oscillatory phase. In this first part we determine the concentration set and show
that its geometric characterization appears when we construct approximate solutions to (NLSε), while
a full existence result will be given in [40].
Before stating our main result we discuss how to determine the limit set: if we look for a solution ψ
to (NLSε) with the above profile, then it should qualitatively behave as
(10) ψ(s, ζ) ' e−i f(s)ε h(s)U
(
k(s)ζ
ε
)
,
where s stands for the arc-length parameter of γ, and ζ for a system of geodesic coordinates normal to γ.
For having more flexibility, we chose the phase oscillation to depend on the point γ(s), while h(s), k(s)
should satisfy
(11) h(s) =
(
(f ′(s))2 + V (γ(s))
) 1
p−1 , k(s) =
(
(f ′(s))2 + V (γ(s))
) 1
2 ,
which is the counterpart of (9) for a variable potential.
The function f(s) can be (heuristically) determined using an expansion of (NLSε) at order ε: a
computation performed in Subsection 2.3 (see in particular formula (23)) shows that
(12) f ′(s) ' Ahσ(s) with σ = (n− 1)(p− 1)
2
− 2,
where A is an arbitrary constant. At this point, only the curve γ should be determined. First of all, we
notice that the phase should be a periodic function in the length of the curve, and therefore by (12) it is
natural to work in the class of loops
(13) Γ :=
{
γ : R→M periodic : A
∫
γ
h(s)σds = constant
}
,
where s stands for the arc-length parameter on γ. Problem (NLSε) has a variational structure, with
Euler-Lagrange functional given by
Eε(ψ) =
1
2
∫
M
(
ε2|∇gψ|2 + V (x)|ψ|2
)− 1
p+ 1
∫
M
|ψ|p+1.
For a function of the form (10), by a scaling argument (see (26)) one has
(14) Eε(ψ) ' εn−1
∫
γ
h(s)θds, with θ = p+ 1− 1
2
(p− 1)(n− 1),
therefore a limit curve γ should be a critical point of the functional
∫
γ
h(s)θds in the class Γ. With a
direct computation, see Subsection 2.4, one can check that the extremality condition is the following
(15) ∇NV = H
(
p− 1
θ
hp−1 − 2A2h2σ
)
where, as before, ∇NV represents the normal gradient of V and H the curvature vector of γ. Similarly, via
some long but straightforward calculation, one can find a natural non-degeneracy condition for stationary
points, which is expressed by the invertibility of the operator in (36) acting on the normal sections to γ
(we refer the reader to Section 2 for the notation used in the formula). We notice that, since formula (12)
determines only the derivative of the phase, to obtain periodicity we need to introduce some nonlocal
terms, see (29). After these preliminaries, we are in position to state our main result.
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Theorem 1.1 Let M be a compact n-dimensional manifold, let V : M → R be a smooth positive function
and let 1 < p < n+1n−3 . Let γ be a simple closed curve in M : then there exists a positive constant A0,
depending on V |γ and p for which the following holds. If 0 ≤ A < A0, if γ satisfies (15) and the operator
in (36) is invertible on the normal sections of γ, there is a sequence εk → 0 such that problem (NLSεk)
possesses solutions ψεk having the asymptotics in (10), with f satisfying (12).
Remark 1.2 (a) The statement of Theorem 1.1 remains unchanged if we replace M by Rn (or with an
open manifold asymptotically Euclidean at infinity) and we assume V to be bounded between two positive
constants and for which ‖∇lV ‖ ≤ Cl, l = 1, 2, 3 for some positive constants Cl.
(b) The restriction on the exponent p is natural, since (8) admits solitons if and only if p is subcritical
with respect to the dimension n− 1.
(c) The smallness requirement on A is technical and we believe this condition could be relaxed. Anyway,
for n+2n−2 ≤ p < n+1n−3 , A should have an upper bound depending on V , to have solvability of both (9) and
(12). About this condition see Remark 2.2 and Remark 2.7 in [40].
(d) Apart from the assumption on A, Theorem 1.1 improves the result in [21]. In fact, in addition
to removing the symmetry condition (which is the main issue), the characterization of the limit set is
explicit, the assumptions on V are purely local, and the upper bound on p is sharp.
(e) The existence of solutions to (NLSε) only for a suitable sequence εk → 0 is related to the resonance
phenomenon described above. The result can be extended to a sequence of intervals in the parameter ε
approaching zero but, at least with our proof, we do not expect to find existence for all the epsilon’s.
Taking A = 0 (which implies f ′ ≡ 0), from (11) it follows that V = hp−1 and that condition (15) is
equivalent to (4), so as a consequence of our result we can prove the conjecture in [4] for k = 1, extending
the result in [24].
Corollary 1.3 Let M be a compact Riemannian n-dimensional manifold with metric g, let V : M → R be
a function satisfying (1) and let 1 < p < n+1n−3 . Let γ be a simple closed curve which is a non-degenerate
geodesic with respect to the weighted metric V
p+1
p−1−n−12 g. Then there is a sequence εk → 0 such that
problem (NLSεk) possesses real-valued solutions ψεk concentrating near γ as j → +∞ and having the
asymptotic behavior
ψεk(s, ζ) ' V (γ(s))
1
p−1U
(
V (γ(s))
1
2
εk
ζ
)
,
where s stands for the arc-length parameter of γ, and ζ for a system geodesic coordinates normal to γ.
Corollary 1.3 gives also some criterion for the applicability of Theorem 1.1: in fact, starting from a non-
degenerate geodesic in the weighted metric, via the implicit function theorem for A sufficiently small one
obtains a curve for which (15) and the invertibility of (36) hold. In particular, when V is constant, one
can start with non-degenerate close geodesics on M in the ordinary sense.
The full proof of Theorem 1.1 will be given in the second part of the paper, [40]. In this first part we derive
some formal expansions of equation (NLSε) for ψ of the form (10), and check that the assumptions of the
theorem (the stationarity and the non-degeneracy conditions) guarantee to find approximate solutions
up to any powers of ε. At a formal level, we consider expansions with coefficients depending smoothly on
the variable s, and the only obstructions to an iterative solvability of (NLSε) are given by the presence
of a kernel in the linearization of (8), which is generated by the functions (∂xjU), j = 1, . . . , n − 1
and by iU : this kernel arises naturally from the invariance of (8) by translation in Rn and by complex
rotation. However, we can guarantee approximate solvability up to any order provided γ is stationary
and non-degenerate: precisely, we prove here the following weaker version of the above theorem.
Theorem 1.4 Suppose the assumptions of Theorem 1.1 hold. Then for any m ∈ N and for ε small, there
exists a function ψε,m with the profile (10) and which solves (2) up to order o(εm).
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As discussed before, also some fast-oscillating functions (along γ) contribute to generate some resonance,
but we do not discuss this aspect here. Postponing the description of the rigorous proof to the introduction
of [40], here we limit ourselves to mention the main new difficulty compared to the results in [24], [39]
[42] and [43]. In our case the solutions are complex-valued, and this causes an extra degeneracy in
the equation, due to its invariance under multiplication by a phase factor. As a consequence, we have
a further (infinite-dimensional) approximate kernel, corresponding roughly to factor of ψε in the form
e−if1(s), for f1 arbitrary. The correction in the phase can also be determined by a formal expansion in
powers of ε and, as for f ′, we still obtain nonlocal terms. Also, when expanding formally the solutions
in powers of ε, the highly oscillatory behavior of solutions generates an increasing number of derivatives
in s: anyway in the first part, where formal expansions are carried out, this aspect is not very relevant.
The plan of the paper is the following. In Section 2 we study the functional in (14) constrained to the class
of curves Γ, and we determine the Euler-Lagrange equation together with the non-degeneracy condition.
In Section 3 approximate solutions to (NLSε) up to order ε are found, and the error terms of order ε2 are
displayed. The functions we obtain are allowed to depend on a section Φ of the normal bundle to γ and
on a scalar function f1. These correspond to some tilting of the approximate solution perpendicularly to
the limit set and to a variation of the phase, in order to have more flexibility. In Section 4 we consider the
terms of order ε2 and we choose f1 and Φ so that even the terms of order ε2 in the expansion vanish: we
then arrive to the proof of Theorem 1.4. Finally in Section 5 we collect some technical material, namely
some integral identities and the verification of (36).
The results in this paper and in [40], together with the main ideas of the proofs, are briefly summarized
in the note [41].
Notation and conventions
Dealing with coordinates, capital letters like A,B, . . . will vary between 1 and n while indices like j, l, . . .
will run between 2 and n. The symbol i will always stand for the imaginary unit.
For summations, we use the standard convention of summing terms where repeated indices appear.
We will choose coordinates (x1, · · · , xn) near a curve γ and we will parameterize γ by arc-length letting
x1 = s. Its dilation γε := 1εγ will be parameterized by s =
1
εs. The length of γ is denoted by L.
For simplicity, a constant C is allowed to vary from one formula to another, also within the same line.
For a real positive variable r and an integer m, O(rm) (resp. o(rm)) will denote a complex-valued quantity
for which
∣∣∣O(rm)rm ∣∣∣ remains bounded (resp. ∣∣∣ o(rm)rm ∣∣∣ tends to zero) when r tends to zero. We might also
write oε(1) for a quantity which tends to zero as ε tends to zero.
2 Study of the reduced functional
In this section we consider the functional in the right-hand side of (14) defined on the set Γ, representing
the approximate energy Eε of a function concentrated near γ with the profile (10). We first introduce a
convenient set of coordinates near an arbitrary (smooth) closed curve in M . Then, using these coordinates
we write the Euler equation and the second variation formula at a stationary point.
2.1 Geometric preliminaries
In this Subsection we discuss some preliminary geometric facts, referring for example to [25], [53]. Given
an arbitrary simple closed curve γ in M , we choose coordinates x1 . . . , xn near γ, called Fermi coordinates
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in the following way. We let x1 parameterize the curve γ by arc-length. At some point q in the image of
γ we consider an orthonormal (n− 1)-tuple (Y2, . . . , Yn) which form a basis for Nqγ, the normal bundle
of γ at q. We extend the Yl’s as vector fields along γ via parallel transport along the curve with respect
to the normal connection ∇N , namely by the condition ∇Nγ˙ Yl = 0 for l = 2, . . . , n.
Next we parameterize a point near γ using the following coordinates (s, y) ∈ R× Rn−1
(s, y2, . . . , yn) 7→ expγ(s)(y2Y2 + · · ·+ ynYn),
where expq is the exponential map in M through the point q. In this way, fixing s, each curve t 7→ ty,
for y ∈ Rn−1 \ {0} and t close to zero, is mapped into a geodesic in M passing through γ(s).
Let us now define the vector fields E1 = ∂∂s and El =
∂
∂yl
for l = 2, . . . , n. We notice that on γ each El
coincides with Yl, while E1 on γ is nothing but γ˙. By our choice of coordinates it follows that ∇EE = 0 on
γ for any vector field E which is a linear combination (with coefficients depending only on s) of the Ej ’s,
j = 2, . . . , n. In particular, for any l, j = 2, . . . , n, and for any α ∈ R we have ∇El+αEj (El + αEj) = 0
on γ, which implies ∇ElEj +∇EjEl = 0 for every l, j = 2, . . . , n. Using the fact that EA’s are coordinate
vectors for A = 1, . . . , n and in particular ∇EAEB = ∇EBEA for all A,B = 1, . . . , n, we obtain that
∇ElEj = 0 for every l, j = 2, . . . , n. This immediately yields
∂mglj = Em〈El, Ej〉 = 〈∇EmEl, Ej〉+ 〈El,∇EmEj〉 = 0 on γ, l, j,m = 2, . . . , n.
Moreover, still since the EA’s are coordinate vectors for A = 1, . . . , n, we obtain
∂mg1j = Em〈E1, Ej〉 = 〈∇EmE1, Ej〉+ 〈E1,∇EmEj〉
= 〈∇E1Em, Ej〉+ 〈E1,∇EmEj〉 = 0 on γ, m, j = 2, . . . , n.
Here we used the fact that ∇NE1Em = 0 on γ, namely that ∇E1Em has zero normal components.
If H = HmEm is the curvature vector of γ (which is normal to the curve), then one has 〈∇E1Em, E1〉 =
−Hm on γ, so we easily deduce that
(16) ∂mg11 = Em〈E1, E1〉 = 2〈∇E1Em, E1〉 = −2Hm on γ.
One can also prove that the components R1m1j of the curvature tensor are given by
(17) R1m1j = −12∂
2
jmg11 +H
mHj .
Indeed, we have
−R1m1j = 〈R(E1, Ej)E1, Em〉 = 〈∇E1∇EjE1, Em〉 − 〈∇Ej∇E1E1, Em〉
= 〈∇E1∇EjE1, Em〉 − Ej〈∇E1E1, Em〉 − 〈∇E1E1,∇EjEm〉
= 〈∇E1∇EjE1, Em〉 − Ej〈∇E1E1, Em〉
= 〈∇E1∇EjE1, Em〉 − EjE1〈E1, Em〉+ Ej〈E1,∇E1Em〉
= 〈∇E1∇EjE1, Em〉+ Ej〈E1,∇EmE1〉
= E1〈∇EjE1, Em〉 − 〈∇EjE1,∇E1Em〉+
1
2
EjEm〈E1, E1〉
=
1
2
∂2jmg11 −
1
4
∂mg11 ∂jg11,
where here we have used the above properties and the fact that
∇EjE1 = ∇E1Ej =
1
2
∂jg11E1.
Using (16) and (17), the above discussion can be summarized in the following result.
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Lemma 2.1 In the coordinates (s, y), for y close to zero the metric coefficients satisfy
g11(y) = 1− 2
n∑
m=2
Hmym +
1
2
n∑
m,l=2
(HmHj −R1m1j |γ)ymyl +O(|y|3);
g1j(y) =
1
2
n∑
m,l=2
∂2mlg1j |γymyl +O(|y|3);
gkj(y) = δkj +
1
2
n∑
m,l=2
∂2mlgkj |γymyl +O(|y|3).
The second derivatives ∂2mlg1j and ∂
2
mlgkj could be expressed in terms of the curvature tensor and the
curvature of γ reasoning as for (17). However for our purposes it is not necessary to have such a formula,
so we leave the expansion of these coefficients in a generic form.
2.2 First and second variations of the length functional
We recall next the formulas for the variations of the length of a curve with respect to normal displacements.
We start with a regular closed curve γ in M of length L, which we parameterize by arc-length, using a
parameter s ∈ [0, L]. Then we consider a two-parameter family of closed curves γt1,t2 : [0, L] → M , for
t1, t2 in a neighborhood of 0 in R, such that γ0,0 ≡ γ. The length L(t1, t2) of γt1,t2 is given by
L(t1, t2) =
∫
γt1,t2
dl =
∫ L
0
〈γ˙t1,t2 , γ˙t1,t2〉
1
2 ds,
where dl is the arc-length parameter and γ˙t1,t2 stands for
dγt1,t2
ds . We also define the vector fields V,W
along γt1,t2 as V = ∂γt1,t2∂t1 and W =
∂γt1,t2
∂t2
. In the above coordinates, the vector fields V and W along γ
can be written as
V =
n∑
j=2
Vj(s)Ej ; W =
n∑
m=2
Wm(s)Em.
Differentiating L(t1, t2) with respect to t1 we find
(18)
∂L(t1, t2)
∂t1
= −
∫ L
0
〈∇V γ˙t1,t2 , γ˙t1,t2〉
〈γ˙t1,t2 , γ˙t1,t2〉 12
ds.
Using (16), at (t1, t2) = (0, 0) we have
〈∇V γ˙t1,t2 , γ˙t1,t2〉 = −VmHm,
therefore we can write the variation of the length at γ in the following way
(19)
∂L(t1, t2)
∂t1
|(t1,t2)=(0,0) = −
∫ L
0
VmHmds = −
∫ L
0
〈V,H〉ds.
Using (18) we can evaluate the second variation of the length as
∂2L(t1, t2)
∂t1∂t2
=
∫ L
0
[
〈∇W γ˙t1,t2 ,∇V γ˙t1,t2〉+ 〈γ˙t1,t2 ,∇W∇V γ˙t1,t2〉
〈γ˙t1,t2 , γ˙t1,t2〉 12
− 〈γ˙t1,t2 ,∇V γ˙t1,t2〉〈γ˙t1,t2 ,∇W γ˙t1,t2〉〈γ˙t1,t2 , γ˙t1,t2〉 32
]
ds,
so at (t1, t2) = (0, 0) we find
∂2L(t1, t2)
∂t1∂t2
|(t1,t2)=(0,0) =
∫ L
0
[〈∇W γ˙,∇V γ˙〉+ 〈γ˙,∇W∇V γ˙〉 − 〈γ˙,∇V γ˙〉〈γ˙,∇W γ˙〉] ds.
9
Using the definition of the Riemann tensor and the fact that V and W are coordinate vector fields (so
that [V,W] = 0) the last formula yields
∂2L(t1, t2)
∂t1∂t2
|(t1,t2)=(0,0) =
∫ L
0
[〈∇γ˙W,∇γ˙V〉+ 〈γ˙,∇W∇γ˙V〉 − 〈γ˙,∇γ˙V〉〈γ˙,∇γ˙W〉] ds
=
∫ L
0
[〈∇γ˙W,∇γ˙V〉+ 〈R(W, γ˙)V, γ˙〉 − 〈γ˙,∇γ˙V〉〈γ˙,∇γ˙W〉] ds
−
∫ L
0
〈∇γ˙ γ˙,∇WV〉ds.
Here, we have used the fact that g(γ˙,∇W∇γ˙V) = 〈R(W, γ˙)V, γ˙〉 + γ˙〈∇WV, γ˙〉 − 〈∇γ˙ γ˙,∇WV〉 and∫ L
0
γ˙〈∇WV, γ˙〉ds = 0. Since ∇ElEj = 0 on γ for l, j = 2, . . . , n, we have
∇WV =
∑
j,m=2,...,n
WmVj∇EmEj =⇒
∫ L
0
〈∇γ˙ γ˙,∇WV〉ds = 0.
Moreover, recalling (16) we obtain
∇γ˙V =
n∑
j=2
V˙jEj +
n∑
j=2
Vj∇E1Ej =
n∑
j=2
V˙jEj −
n∑
j=2
HjVjE1.
This implies, at γ
〈∇γ˙W,∇γ˙V〉+ 〈R(W, γ˙)V, γ˙〉 − 〈γ˙,∇γ˙V 〉〈γ˙,∇γ˙W〉 =
n∑
j=2
V˙jW˙j −
n∑
j,l=2
R1j1lVjW l.
In this way the second variation of the length at γ becomes
(20)
∂2L(t1, t2)
∂t1∂t2
|(t1,t2)=(0,0) =
∫ L
0
 n∑
j
V˙jW˙j −
n∑
j,l=2
R1j1lVjW l
 ds.
2.3 Determining the phase factor
In this section we derive formally the asymptotic profile of the solutions to (NLSε) which concentrate
near some curve γ, and we determine some necessary conditions satisfied by the limit curve. For doing
this, using the coordinates (s, y) introduced in Subsection 2.1, we look for approximate solutions ψ(s, y)
of (NLSε) making the following ansatz
ψ(s, y) = e−i
f(s)
ε h(s)U
(
k(s)y
ε
)
, s ∈ [0, L], y ∈ Rn−1,
where the function U is the unique radial solution (see [15], [27], [34], [54]) of the problem
(21)
 −∆U + U = U
p in Rn−1;
U(y)→ 0 as |y| → +∞;
U > 0 in Rn−1,
and where the functions f , h and k are periodic on [0, L] and have to be determined. With some easy
computations we obtain
∂ψ
∂s
= − if
′(s)
ε
h(s)U
(
k(s)y
ε
)
e−i
f(s)
ε + e−i
f(s)
ε h′(s)U
(
k(s)y
ε
)
+ e−i
f(s)
ε h(s)k′(s)∇yU
(
k(s)y
ε
)
· y
ε
;
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∂2ψ
∂s2
=
[
−if
′′(s)
ε
h(s)U
(
k(s)y
ε
)
− 2if
′(s)
ε
h′(s)U
(
k(s)y
ε
)
− 2if
′(s)
ε
h(s)k′(s)∇yU
(
k(s)y
ε
)
· y
ε
− (f
′(s))2
ε2
h(s)U
(
k(s)y
ε
)
+ 2h′(s)k′(s)∇U
(
k(s)y
ε
)
· y
ε
+ h(s)k′′(s)∇yU
(
k(s)y
ε
)
· y
ε
+ h(s)(k′(s))2∇2yU
(
k(s)y
ε
)[y
ε
,
y
ε
]
+ h′′(s)U
(
k(s)y
ε
)]
e−i
f(s)
ε ,
and also
∆yψ(s, y) =
(k(s))2
ε2
∆yU
(
k(s)y
ε
)
e−i
f(s)
ε h(s).
Since U decays to zero at infinity (exponentially indeed, by the results in [27]), and since the function
ψ is scaled of order ε near the curve γ, in a first approximation we can assume the metric g of M to
be flat in the coordinates (s, y), see the expansions in Lemma 2.1. We look now at the leading terms in
(NLSε), which are of order 1. Since −∆gψ is multiplied by ε2, we have to focus on the terms of order 1ε2
in the Laplacian of ψ. In the above expressions of ∂ψ∂s ,
∂2ψ
∂s2
and ∆yψ, we have that the function U and
its derivatives are of order 1 when |y| = O(ε), therefore when the variables y appear as factors in these
expressions, we consider them to be of order ε. For example, ∇2U
(
k(s)y
ε
) [
y
ε ,
y
ε
]
will be regarded as a
term of order 1.
With these criteria, using the above computations and assumptions, imposing the leading terms in
(NLSε) to vanish we obtain
−k2(s)h(s)∆yU
(
k(s)y
ε
)
+ h(s)
[
V (s) + (f ′(s))2
]
U
(
k(s)y
ε
)
= h(s)pU
(
k(s)y
ε
)p
.
From (21), we have the two relations
(22) k2(s) = h(s)p−1;
[
V (s) + (f ′(s))2
]
= k(s)2 = h(s)p−1.
We next obtain an equation for f , which is derived looking at the next-order expansion of (NLSε). The
next coefficient arises from the terms of order 1ε in −∆gψ, which are given by
i
[
f ′′(s)
ε
h(s)U
(
k(s)y
ε
)
+ 2
f ′(s)
ε
h′(s)U
(
k(s)y
ε
)
+ 2
f ′(s)
ε
h(s)k′(s)∇yU
(
k(s)y
ε
)
· y
ε
]
e−i
f(s)
ε .
Multiplying this expression by U
(
k(s)y
ε
)
and integrating in y ∈ Rn−1, imposing vanishing of this integral
as well gives
0 = f ′′(s)h(s)
∫
Rn−1
U2
(
k(s)y
ε
)
dy + 2h′(s)f ′(s)
∫
Rn−1
U2
(
k(s)y
ε
)
dy
+ 2f ′(s)h(s)k′(s)
∫
Rn−1
U
(
k(s)y
ε
)
∇yU
(
k(s)y
ε
)
· y
ε
dy.
Integrating by parts and reasoning as for the usual Pohozaev’s identity we obtain that f must satisfy
f ′′(s)h(s) + 2f ′(s)h′(s)− (n− 1)f ′(s)h(s)k
′(s)
k(s)
= 0.
This is solvable in f ′(s) and gives, for an arbitrary constant A
(23) f ′(s) = Ak(s)n−1h(s)−2 = Ah(s) (n−1)(p−1)2 −2,
where we have used the above equation (22) for k. Now we can solve the equation for h(s) depending on
the potential V (s) and the above constant A. In fact, we get that h(s) should solve
(24) V (s) +A2h(s)2σ := V (s) +A2h(s)(n−1)(p−1)−4 = h(s)p−1,
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where we have set
(25) σ =
(n− 1)(p− 1)
2
− 2.
Remark 2.2 We notice that, assuming A to be small enough (depending on V and p), the above equation
is always solvable in h(s). More precisely, when p < n+2n−2 (and hence when 2σ < p − 1), the solution is
also unique. For p ≥ n+2n−2 there might be a second solution. In this case, we just consider the smallest
one, which stays uniformly bounded (both from above and below) when A is small enough, see Figures 1
and 2 below.
p−1
2
h
V+A h
 2σ
h
 2σ
h
h
p−1
V+A h
2
Figure 1: the graphs of V +A2h2σ and hp−1 for p < n+2n−2 and for p = n+2n−2 with A < 1
 2σ
h
 
h
p−1
V+A h
2
  2σ
h
V+A h
2
h
p−1
Figure 2: the graphs of V +A2h2σ and hp−1 for p = n+2n−2 with A ≥ 1 and for p > n+2n−2 with A small
Remark 2.3 In the above expansions, considering the terms of order ε, as already noticed, we considered
the metric g to be flat near the curve γ, and we tacitely assumed the potential V to depend only on the
variable s. Indeed, expanding the Laplace-Beltrami operator and the potential V taking the variables y
into account, we obtain an extra term of order ε which does not affect our computations since it turns out
to be odd in y, so it vanishes once multiplied by U
(
k(s)y
ε
)
and integrated over Rn−1. For more details,
we refer to Section 3, where precise estimates are worked out (in a system of coordinates scaled in ε).
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2.4 The Euler equation
Using the heuristic considerations of the previous subsection, we now compute the energy of an ap-
proximate solution ψ concentrated near a closed curve γ, and then find the γ’s for which this energy is
stationary. We let ψγ,A denote the function constructed in Subsection 2.3. In order for the function ψγ,A
to be globally well defined, we need to impose one more restriction, namely that ψγ,A is periodic in s
with period L. This is equivalent to require that
∫ L
0
f ′(s)ds is an integer multiple of 2piε, since we have
the phase factor e−i
f(s)
ε in the expression of ψγ,A. From (23), then we find that also
∫ L
0
h(s)σds is an
integer multiple of 2piε.
Multiplying (NLSε) by ψγ,A and integrating by parts, from the fact that ψγ,A is an approximate
solution we find
Eε(ψγ,A) =
1
2
∫
M
(
ε2|∇gψγ,A|2 + V (x)|ψγ,A|2
)
dVg − 1
p+ 1
∫
M
|ψγ,A|p+1
'
(
1
2
− 1
p+ 1
)∫
M
|ψγ,A|p+1dVg.
Since ψγ,A is highly concentrated near γ, using the coordinates (s, y) introduced in 2.1 we have that∫
M
|ψγ,A|p+1dVg '
∫ L
0
ds
∫
Rn−1
h(s)p+1
∣∣∣∣U (k(s)yε
)∣∣∣∣p+1 dy.
Using a change of variables, the last two formulas and (22) we find that
(26) Eε(ψγ,A) ' C0εn−1
∫
γ
h(s)θds,
where
C0 =
(
1
2
− 1
p+ 1
)∫
Rn−1
|U(y)|p+1dy,
and where we have set
(27) θ = p+ 1− 1
2
(p− 1)(n− 1) = p− σ − 1.
Consider now a one-parameter family of closed curves γt : [0, L]→M , where t belongs to a neighbor-
hood of 0 in R and where γ0 ≡ γ. We compute next the approximate value of the derivative in t of the
corresponding energy defined by (26).
As in Subsection 2.2 we let Vt denotes the vector field Vt(s) = ∂γt∂t (s) and we assume that V := V0 is
normal to γ. For any t near zero, we let kt(s), ht(s), ft(s) be defined by (22) replacing γ by γt and V (s)
by Vt(s) := V (γt(s)). Since we require periodicity of each curve γt in the variable s, we also allow the
constant A given in (23) to depend on t. Denoting this by At, by the above considerations we choose At
so that the following condition holds for every value of t
(28)
∫ L
0
Atht(s)σds =
∫ L
0
f ′t(s)ds = const.
Below, we let A′t = ddtAt and we will consider ht(s) as a function of At while Vt(s) as implicitly defined
in (24). From (19) and ∂Vt(s)∂t |t=0 = 〈∇NV (s),V(s)〉, differentiating (28) with respect to t at t = 0 we get∫ L
0
Aσhσ−1 ∂h
∂V
〈∇NV,V〉ds−A
∫ L
0
hσ〈V,H〉ds+AA′σ
∫ L
0
hσ−1
∂h
∂Ads+A
′
∫ L
0
hσds = 0,
where we have set A′ = A′0 and where ∇NV stands for the component of ∇V normal to γ. From this
formula we obtain the following expression of A′
(29) A′ = −A
∫ L
0
(
σhσ−1 ∂h∂V 〈∇NV,V〉 − hσ〈V,H〉
)
ds∫ L
0
(Aσhσ−1 ∂h∂A + hσ) ds .
13
Similarly, computing the derivative of the (approximate) energy with respect to t we find
dEε(uγt,At)
dt
|t=0 =
∫ L
0
(
θhθ−1
∂h
∂V
〈∇NV,V〉 − hθ〈V,H〉+ θA′hθ−1 ∂h
∂A
)
ds.
Using (29) we deduce that the variation is given by
dEε(uγt,At)
dt
|t=0 =
∫ L
0
∂h
∂V
〈∇NV,V〉
[
θhθ−1 − Aσh
σ−1 ∫ L
0
θhθ−1 ∂h∂Ads∫ L
0
(Aσhσ−1 ∂h∂A + hσ) ds
]
ds
−
∫ L
0
〈V,H〉
[
hθ − Ah
σ
∫ L
0
θhθ−1 ∂h∂Ads∫ L
0
(Aσhσ−1 ∂h∂A + hσ) ds
]
ds.
Differentiating (24) with respect to A and V we get
(30)
∂h
∂A =
2Ah2σ
(p− 1)hp−2 − 2σA2h2σ−1 = 2Ah
2σ ∂h
∂V
,
so it follows that
(31) Aσhσ−1 ∂h
∂A + h
σ =
(p− 1)hp−1
(p− 1)hθ − 2σA2hσ .
Similarly, since θ = p− σ − 1, see (25) and (27), we deduce that
hθ−1
∂h
∂A =
2Ahp+σ−2
(p− 1)hp−2 − 2σA2h2σ−1 .
Therefore we find also
(32)
θhθ−1 ∂h∂A
Aσhσ−1 ∂h∂A + hσ
=
2Aθ
p− 1 .
Hence from the last formulas the variation of the energy becomes
(33)
dEε(ψγt,At)
dt
|t=0 =
∫ L
0
〈∇NV,V〉 ∂h
∂V
[
θhθ−1 − 2A
2σθ
p− 1 h
σ−1
]
ds−
∫ L
0
〈V,H〉
[
hθ − 2A
2θ
p− 1h
σ
]
ds.
Also, from the second equality in (30), dividing by hσ, multiplying by θp−1 and using the identity p−σ−2 =
θ − 1 we obtain
h−σ
θ
p− 1 + 2σA
2hσ−1
∂h
∂V
θ
p− 1 = θh
p−σ−2 ∂h
∂V
= θhθ−1
∂h
∂V
.
Using (33) and the last formula, we get the following simplified expression
dEε(ψγt,At)
dt
|t=0 =
∫ L
0
θ
p− 1h
−σ
[
〈∇NV,V〉 − 〈V,H〉
(
p− 1
θ
hp−1 − 2A2h2σ
)]
ds.
Therefore the stationarity condition for the energy (under the constraint (28)) becomes 〈∇NV,V〉 =
〈V,H〉 (p−1θ hp−1 − 2A2h2σ) for every normal section V, namely
(34) ∇NV = H
(
p− 1
θ
hp−1 − 2A2h2σ
)
.
We will see that this formula will be crucial later on to find approximate solutions.
Remark 2.1 By (31), we have that
∂
∂A (Ah
σ) =
(p− 1)hp−1
(p− 1)hθ − 2σA2hσ .
If A is sufficiently small (depending on V and p), then we have ∂∂A (Ahσ) > 0. This will be used in the
second part [40] when, for a fixed ε, we will adjust the value of the constant A for obtaining periodicity
of the function f .
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2.5 Second variation and non-degeneracy condition
We evaluate next the second variation of the Euler functional. As in Subsection 2.2 we consider a
two-parameter family of closed curves γt1,t2 , where t1, t2 are two real numbers belonging to a small
neighborhood of zero in R, and where γ0,0 = γ. As before, we require the constraint (28) along the whole
two-dimensional family of curves, and we assume the functions f, h, k and the constant A to depend on
t1 and t2, and we will use the notation At1,t2 , etc.. Keeping this in mind, we define the two vector fields
Vt1,t2 = ∂γt1,t2∂t1 , Wt1,t2 =
∂γt1,t2
∂t2
, and we can assume that V := V0,0,W :=W0,0 are normal to the initial
curve γ. With some computations, which are worked out in Section 5.2, one finds that, at (t1, t2) = (0, 0)
∂2Eε(uψt1,t2 ,At1,t2 )
∂t1∂t2
=
∫ L
0
[
hθ − 2A
2θ
p− 1h
σ
] [∑
j
V˙jW˙j −
∑
j,m
R1j1mVjWm
]
ds
+
θ
p− 1
∫ L
0
{
((∇N )2V )[V,W]− 〈∇NV,V〉〈H,W〉 − 〈∇NV,W〉〈H,V〉
}
h−σds(35)
− σθ
p− 1
∫ L
0
h−σ−1
∂h
∂V
〈∇NV,V〉〈∇NV,W〉ds
+ A′1A′2
2θ
p− 1
∫ L
0
(
Aσhσ−1 ∂h
∂A + h
σ
)
ds.
Here, A′l stands for ∂At1,t2∂tl |(t1,t2)=(0,0), V˙j = dV
j
ds , and W˙j = dW
j
ds , where the Vj ’s, Wj ’s are the compo-
nents of V and W with respect to the basis (Ej)j introduced in Subsection 2.1.
Integrating by parts and using (29), from the last formula one derives that the non-degeneracy con-
dition is equivalent to the invertibility of the linear operator J : χ(Nγ) → χ(Nγ) (from the family of
smooth sections of the normal bundle to γ into itself) whose components are defined by
(JV)m = −
(
hθ − 2A
2θ
p− 1h
σ
)V¨m +∑
j
R1j1mVj
− θ(hθ−1 − 2A2σ
p− 1 h
σ−1
)
h′V˙m
+
θ
p− 1h
−σ {((∇N )2V )(V, Em)−Hm〈∇NV,V〉 − 〈H,V〉〈∇NV,Em〉}
− σθ
p− 1h
−(σ+1) ∂h
∂V
〈∇NV,V〉〈∇NV,Em〉 − 2θ
p− 1AA
′
1
(
σhσ−1
∂h
∂V
〈∇NV,Em〉 − hσHm
)
,
where h′ = dh(s)ds . Recalling formula (17), using (34) and some other elementary computations we obtain
(JV)m = −
(
hθ − 2A
2θ
p− 1h
σ
)
V¨m − θ
(
hθ−1 − 2A
2σ
p− 1 h
σ−1
)
h′V˙m + θ
p− 1h
−σ((∇N )2V )(V, Em)
+
1
2
(
hθ − 2A
2θ
p− 1h
σ
)∑
j
(
∂2jmg11
)Vj
− 2θ
p− 1AA
′
1
(
σhσ−1
∂h
∂V
〈∇NV,Em〉 − hσHm
)
+Hm〈H,V〉
(
2A2θ
p− 1h
σ − hθ
)[
(p− 1) (3 + σθ )hθ − 8σA2hσ
(p− 1)hθ − 2A2σhσ
]
.
For future convenience, we expand the last product explicitly, finding
Hm〈H,V〉
[−(p− 1) (3 + σθ )h2θ − 16σθA4p−1 h2σ + 2A2(5σ + 3θ)hθ+σ
(p− 1)hθ − 2A2σhσ
]
.
We also notice that
σhσ−1〈∇NV,Em〉 ∂h
∂V
− hσHm = (p− 1)(θ − σ)h
p−1
θ [(p− 1)hθ − 2σA2hσ]H
m.
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In conclusion the non-degeneracy condition is equivalent to the invertibility of the operator J : χ(Nγ)→
χ(Nγ) given in components by
(JV)m = −
(
hθ − 2A
2θ
p− 1h
σ
)
V¨m − θ
(
hθ−1 − 2A
2σ
p− 1 h
σ−1
)
h′V˙m + θ
p− 1h
−σ((∇N )2V )[V, Em]
+
1
2
(
hθ − 2A
2θ
p− 1h
σ
)∑
j
(
∂2jmg11
)Vj
− 2AA′1 (θ − σ)hp−1[(p− 1)hθ − 2σA2hσ]Hm(36)
+ Hm〈H,V〉
[−(p− 1) (3 + σθ )h2θ − 16σθA4p−1 h2σ + 2A2(5σ + 3θ)hθ+σ
(p− 1)hθ − 2A2σhσ
]
.
We summarize the results of this section in the following Proposition.
Proposition 2.4 Consider the functional on curves
∫
γ
hθ(s) ds restricted to the set Γ in (13). Then the
stationarity condition is (34) and the non-degeneracy of a critical point is equivalent to the invertibility
of the operator J in (36).
3 Approximate solutions
Using a change of variables, equation (NLSε) is equivalent to the following
(37) −∆gεψ + V (εx)ψ = |ψ|p−1ψ in Mε,
where Mε denotes the manifold M endowed with the scaled metric gε = 1ε2 g. With an abuse of notation
we will often denote it through the scaling Mε = 1εM , and if x ∈ Mε we write εx to indicate the
corresponding point on M .
In this section we find a family of approximate solutions to the scaled equation (37). We consider a
simple closed curve γ which is stationary within the class Γ, namely satisfying (34). First, we introduce
some convenient coordinates near the scaled curve γε = 1εγ, expanding the Laplace-Beltrami operator with
respect to the scaled metric in powers of ε. Then, using these expansions, we construct the approximate
solutions solving formally (37) up to order ε. Since in the second part [40] we will need to work out
rigorous estimates, in order not to repeat later the expansions we will treat some terms carefully and not
only at a formal level.
3.1 Choice of coordinates in Mε and expansion of the metric coefficients
Using the coordinates (s, y) of Section 2 defined near γ, for some smooth normal section Φ(s) in Nγ, we
define the following new coordinates (s, z) (here and below we use the notation s = εs) near 1εγ
(38) z = y − Φ(εs); z ∈ Rn−1.
In this choice we are motivated by the fact that in general we allow the approximate solutions to be tilted
normally to γε, where the tilting Φ depends (slowly) on the variable s: this allows some extra flexibility
in the construction, as in [24], [39] and [42] . As we will see, the choice of Φ is irrelevant for solving
(37) up to order ε; on the other hand, the non-degeneracy assumption will be necessary to guarantee
solvability of the equation up to higher orders.
We denote by g˜AB the metric coefficients in the new coordinates (s, z). Since y = z+ Φ(εs), it follows
g˜CD =
∑
AB
gAB
(
∂yA
∂zC
)(
∂yB
∂zD
)
.
Explicitly, we then find
g˜11 = g11|z+Φ + 2ε
∑
j
Φ′jg1j |z+Φ + ε2
∑
j,m
Φ′j(εs)Φ
′
m(εs)gjm|z+Φ;
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g˜1j = g1j |z+Φ + ε
∑
m
Φ′m(εs)gjm|z+Φ; g˜jm = gjm|z+Φ.
At this point, it is convenient to introduce some notation. For a positive integer q, we denote by Rq(z),
Rq(z,Φ) and Rq(z,Φ,Φ′) error terms which satisfies respectively the following bounds, for some positive
constants C and d
|Rq(z)| ≤ Cεq(1 + |z|d),{ |Rq(z,Φ)| ≤ Cεq(1 + |z|d);
|Rq(z,Φ)−Rq(z, Φ˜)| ≤ Cεq(1 + |z|d)[ |Φ− Φ˜|],
and { |Rq(z,Φ,Φ′)| ≤ Cεq(1 + |z|d);
|Rq(z,Φ,Φ′)−Rq(z, Φ˜, Φ˜′)| ≤ Cεq(1 + |z|d)[ |Φ− Φ˜|+ |Φ′ − Φ˜′|].
We also introduce error terms involving also second derivatives of Φ, Rq(z,Φ,Φ′,Φ′′) which satisfy
|Rq(z,Φ,Φ′,Φ′′)| ≤ Cεq(1 + |z|d) + Cεq+1(1 + |z|d)|Φ′′|;
|Rq(z,Φ,Φ′,Φ′′)−Rq(z, Φ˜, Φ˜′, Φ˜′′)| ≤ Cεq(1 + |z|d)[|Φ− Φ˜|+ |Φ′ − Φ˜′|]
(
1 + ε(|Φ′′|+ |Φ˜′′|)
)
+ Cεq+1(1 + |z|d)|Φ′′ − Φ˜′′|.
Using the expansion of the metric coefficients gAB in Lemma 2.1 and this notation, we then obtain
g˜11 = 1− 2ε
n∑
m=2
Hm(zm + Φm) +
1
2
ε2
n∑
m,l=2
∂2mlg11|γ(zm + Φm)(zl + Φl)
+ ε2|Φ′|2 +R3(z,Φ,Φ′);(39)
g˜1j = εΦ′j +
1
2
ε2
n∑
m,l=2
∂2mlg1j |γ(zm + Φm)(zl + Φl) +R3(z,Φ,Φ′);
g˜kj = δkj +
1
2
ε2
n∑
m,l=2
∂2mlgkj |γ(zm + Φm)(zl + Φl) +R3(z,Φ,Φ′).
Next we compute the inverse metric coefficients. Recall that, given a formal expansion of a matrix as
M = 1 + εA+ ε2B, we have
M−1 = 1− εA+ ε2A2 − ε2B.
In our specific case the matrix A is the following
(40) A =
 −2 n∑
m=2
Hm(zm + Φm) Φ′j
Φ′j 0
 ,
and the elements of its square are given by
(A2)11 = 4
(
n∑
m=2
Hm(zm + Φm)
)2
+
∑
j
(
Φ′j
)2 ;
(A2)1j = −2
(
n∑
m=2
Hm(zm + Φm)
)(
Φ′j
)
; and (A2)lj = (Φ′l)
(
Φ′j
)
.
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Therefore, using the above formula, the inverse coefficients are
g˜11 = 1 + 2ε
n∑
m=2
Hm(zm + Φm)− 12ε
2
n∑
m,l=2
∂2mlg11|γ(zm + Φm)(zl + Φl)
+ 4ε2
(
n∑
m=2
Hm(zm + Φm)
)2
+R3(z,Φ,Φ′),
We also get
g˜1j = −εΦ′j −
1
2
ε2
n∑
m,l=2
∂2mlg1j |γ(zm + Φm)(zl + Φl)− 2ε2
(
n∑
m=2
Hm(zm + Φm)
)
Φ′j
+ R3(z,Φ,Φ′).
Moreover
∂j(g˜1j) = −ε2
n∑
l=2
∂2ljg1j |γ(zl + Φl)− 2ε2HjΦ′j +R3(z,Φ,Φ′).
Similarly, with some simple calculations one also finds
∂1(g˜11) = 2ε2
n∑
m=2
(Hm)′(zm + Φm) + 2ε2
n∑
m=2
HmΦ′m +R3(z,Φ,Φ
′,Φ′′).
Differentiating now g˜1j with respect to the first variable we obtain
∂1(g˜1j) = −ε2Φ′′j − 2ε3
(
n∑
m=2
Hm(zm + Φm)
)
Φ′′j +R3(z,Φ,Φ
′,Φ′′).
Analogously, we get
g˜kj = δkj − 12ε
2
n∑
m,l=2
∂2mlgkj |γ(zm + Φm)(zl + Φl) + ε2Φ′kΦ′j +R3(z,Φ,Φ′);
∂k(g˜kj) = −ε2
n∑
l=2
∂2klgkj |γ(zl + Φl) +R3(z,Φ,Φ′).
Finally, using the formal expansion g˜CD = δCD+εACD+ε2BCD+o(ε2), analyzing carefully the error
terms we obtain√
det g˜ = 1 +
1
2
εtr(A) + ε2
(
1
8
(tr(A))2 − 1
4
tr(A2)
)
+
1
2
ε2tr(B) +O(ε3).
From the above expressions in (39), (40) we deduce that√
det g˜ = 1− ε
∑
m
Hm(zm + Φm)
+ ε2
1
4
∑
m,l
∂2mlg11(zm + Φm)(zl + Φl)−
1
2
(
n∑
m=2
Hm(zm + Φm)
)2
+ R3(z,Φ,Φ′);
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∂m
√
det g˜ = −εHm + ε2
[
1
2
∑
l
∂2mlg11(zl + Φl)−Hm
(∑
l
H l(zl + Φl)
)]
+ R3(z,Φ,Φ′),
moreover
∂1
√
det g˜ = −ε2
∑
m
(Hm)′(zm + Φm)− ε2
∑
m
HmΦ′m +R3(z,Φ,Φ
′,Φ′′).
The Laplacian of a smooth function u in coordinates (s, z) has the following expression
−∆g˜u = −
∑
A,B
g˜AB∂2ABu−
∑
A,B
∂B(g˜AB)∂Au− 1√det g˜
∑
A,B
g˜AB
(
∂B
√
det g˜
)
∂Au.
We are going to expand next each of these terms. First, we consider the determinant of g˜. Recall that
for a matrix of the form 1 + εA+ ε2B the square root of the determinant admits the formal expansion
(41)
√
detg = 1 +
ε
2
trA+ ε2
(
1
8
(tr A)2 − 1
4
tr(A2) +
1
2
trB
)
+ o(ε2).
Lemma 3.1 Let u be a smooth function. Then in the above coordinates (s, z) we have that
∆g˜u = ∂2ssu+ ∆zu− ε
∑
j
Hj∂ju− 2ε
∑
j
Φ′j∂
2
sju+ 2ε〈H, z + Φ〉∂2ssu
− ε2〈H, z + Φ〉
∑
m,j
Hj∂ju− 12ε
2∂2mlg11(zm + Φm)(zl + Φl)∂
2
ssu+ 4ε
2〈H, z + Φ〉2∂2ssu
− ε2∂2mlg1j(zm + Φm)(zl + Φl)∂2sju− 4ε2〈H, z + Φ〉
∑
j
Φ′j∂
2
sju+ ε
2
∑
t,j
Φ′tΦ
′
j∂
2
tju
− 1
2
ε2
∑
m,l
∂2mlgtj(zm + Φm)(zl + Φl)∂
2
tju+ ε
2〈H′, z + Φ〉∂su− ε2
∑
l,j
∂2ljg1j(zl + Φl)∂su
− ε2
∑
j
Φ′′j ∂ju− ε2
∑
t,j,l
∂2tlgtj(zl + Φl)∂ju− 2ε3〈H, z + Φ〉
∑
j
Φ′′j ∂ju
+ R3(z,Φ,Φ′)∂2ssu+R3(z,Φ,Φ
′)∂2sju+R3(z,Φ,Φ
′)∂2lju+R3(z,Φ,Φ
′,Φ′′) (∂su+ ∂ju) .
Moreover, given two smooth normal sections Φ and Φ˜ and defining the corresponding coordinates
(s, y − Φ(εs)) and (s, y − Φ˜(εs))
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and set uΦ(s, y) := u(s, y − Φ(εs)), uΦ˜(s, y) := u(s, y − Φ˜(εs)). We then have
∆g˜uΦ −∆g˜uΦ˜ = −2ε
∑
j
(Φ′j − Φ˜′j)∂2sju+ 2ε〈H,Φ− Φ˜〉∂2ssu+ ε2
∑
t,j
(Φ′tΦ
′
j − Φ˜′tΦ˜′j)∂2tju
− 1
2
ε2
∑
m,l
∂2mlgtj
[
2zm(Φl − Φ˜l) + Φl(Φm − Φ˜m) + Φ˜l(Φm − Φ˜m)
]
∂2tju
− ε2
∑
m,l
∂2mlg1j
[
2zm(Φl − Φ˜l) + Φl(Φm − Φ˜m) + Φ˜l(Φm − Φ˜m)
]
∂2sju
− 1
2
ε2
∑
m,l
∂2mlg11
[
2zm(Φl − Φ˜l) + Φl(Φm − Φ˜m) + Φ˜l(Φm − Φ˜m)
]
∂2ssu
− 2ε2
∑
l
Hj
[
zl(Φ′l − Φ˜′l) + Φl(Φ′l − Φ˜′l) + Φ˜′l(Φl − Φ˜l)
]
∂2sju
+ 4ε2
∑
m,l
HmH l
[
2zm(Φl − Φ˜l) + Φl(Φm − Φ˜m) + Φ˜l(Φm − Φ˜m)
]
∂2ssu
− ε2
∑
j
(Φ′′j − Φ˜′′j )∂ju− ε2
∑
t,j,l
∂2tlgtj(Φl − Φ˜l)∂ju− ε2〈H,Φ− Φ˜〉
∑
j
Hj∂ju
+ ε2〈H′,Φ− Φ˜〉∂su− ε2
∑
l,j
∂2ljg1j(Φl − Φ˜l)∂su
− 2ε3
∑
mj
Hm
[
(zm + Φm)(Φ′′j − Φ˜′′j ) + Φ˜′′j (Φm − Φ˜m)
]
∂ju
+ O(1 + |z|d)
[
ε4(|Φ− Φ˜|+ |Φ′ − Φ˜′|)|∂2ssu|+ ε3(|Φ− Φ˜|+ |Φ′ − Φ˜′|)(|∂2sju|+ |∂2lju)|
]
+ O(1 + |z|d)
[
ε3(|Φ− Φ˜|+ |Φ′ − Φ˜′|) + ε4(|Φ′′||Φ− Φ˜|+ |Φ′′ − Φ˜′′|)
]
(|∂su|+ |∂ju|).
Proof. The proof is based on the Taylor expansion of the metric coefficients given above. We recall
that the Laplace-Beltrami operator is given by
∆g˜ =
∑
A,B
1√
det g˜
∂A(
√
det g˜ (gε)AB ∂B ) ,
where indices A and B run between 1 and n. We can also write
∆g˜ =
∑
A,B
(
g˜AB ∂2AB +
(
∂A g˜
AB
)
∂B +
1√
det g˜
g˜AB
(
∂B
√
det g˜
)
∂A
)
.
Using the expansion of the metric coefficients determined above and (41), one can easily prove that∑
AB
g˜AB∂2ABu = ∆zu+ ∂
2
ssu− 2ε
∑
j
Φ′j∂
2
sju+ 2ε〈H, z + Φ〉∂2ssu+ ε2
∑
l,j
Φ′lΦ
′
j∂
2
lju
+ 4ε2〈H, z + Φ〉2∂2ssu−
1
2
ε2
∑
m,l
∂2mlgkj(zm + Φm)(zl + Φl)∂
2
kju
− 1
2
ε2
∑
m,l
∂2mlg1j(zm + Φm)(zl + Φl)∂
2
sju− 4ε2〈H, z + Φ〉Φ′j∂2sju
− 1
2
ε2
∑
m,l
∂2mlg11(zm + Φm)(zl + Φl)∂
2
ssu+R3(z,Φ,Φ
′)
(
∂2ssu+ ∂
2
sju+ ∂
2
lju
)
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∑
A,B
∂Ag˜
AB∂Bu = −ε2
∑
j
Φ′′j ∂ju− ε2
∑
i,j,l
∂2klgkj(zl + Φl)∂ju− 2ε3〈H, z + Φ〉
∑
j
Φ′′j ∂ju
+ 2ε2〈H′, z + Φ〉∂su− ε2
∑
l,j
∂2ljg1j(zl + Φl)∂su+R3(z,Φ,Φ
′,Φ′′)(∂su+ ∂ju)
∑
A,B
1√
det g˜
g˜AB
(
∂B
√
det g˜
)
∂Au = −ε
∑
j
Hj∂ju− ε2〈H, z + Φ〉
∑
j
Hj∂ju− ε2〈H′, z + Φ〉∂su
+
1
2
∑
j
∂2ljg11(zl + Φl)∂ju+R3(z,Φ,Φ
′)(∂su+ ∂ju)
The result then follows by collecting these three terms.
3.2 Expansion at first order in ε
In this subsection we solve formally equation (37) up to order ε, discarding the terms which turn out to
be of order ε2 and higher.
For the approximate solution as in (10), we make a more precise ansatz of the following form
(42) ψ1,ε(s, z) = e−i
ef0(εs)
ε {h(εs)U (k(εs)z) + ε [wr + iwi]} , s ∈ [0, 2pi], y ∈ Rn−1,
where f˜0(εs) = f(εs) + εf1(εs). By direct computation, the first and second derivatives of ψ1,ε satisfy
∂sψ1,ε = e−i
ef0(εs)
ε
[
−if˜ ′0(εs)h(εs)U(k(εs)z) + εh′(εs)U(k(εs)z) + εh(εs)k′(εs)∇U(k(εs)z) · z
]
+ e−i
ef0(εs)
ε [−iεf ′wr + εf ′wi] +O(ε2);
∂iψ1,ε = e−i
ef0(εs)
ε [h(εs)k(εs)∂iU (k(εs)z) + ε∂iwr + iε∂iwi] ;
∂2ssψ1,ε = −(f˜ ′0)2hU(kz)e−i
ef0(εs)
ε − iεe−i
ef0(εs)
ε [f ′′hU(kz) + 2f ′h′U(kz) + 2f ′hk′∇U(kz) · z]
− εf ′2e−i
ef0(εs)
ε [wr + iwi] +O(ε2);
∂2ljψ1,ε = e
−i ef0(εs)ε [h(εs)k2(εs)∂2ljU (k(εs)z) + ε∂2ljwr + iε∂2ljwi] ;
∂2sjψ1,ε = e
−i ef0(εs)ε
[
− if˜ ′0(εs)h(εs) + εh′(εs)
]
k(εs)∂jU(kz)
+ εe−i
ef0(εs)
ε h(εs)k′(εs)
[
k
∑
l
∂2ljU(kz)zl + ∂jU(kz)
]
− iεf ′(εs)∂jwr(εs, z)e−i
ef0(εs)
ε + εf ′(εs)∂jwi(εs, z)e−i
ef0(εs)
ε +O(ε2).
Similarly, the potential V satisfies
V (εx) = V (εs) + ε〈∇NV, z + Φ〉+O(ε2).
Expanding (37) in powers of ε, we obtain
ei
ef0(εs)
ε
(
−∆gψ1,ε + V (εx)ψ1,ε − |ψ1,ε|p−1ψ1,ε
)
= εRr + iεRi +O(ε2),
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with
(43) Rr = Lrwr + 2f ′f ′1hU + 2f ′2hU(kz)〈H, z + Φ〉+ hk〈H,∇U(kz)〉+ 〈∇NV, z + Φ〉hU(kz);
(44) Ri = Liwi + [f ′′hU(kz) + 2f ′h′U(kz) + 2f ′hk′∇U(kz) · z]− 2
∑
j
[Φ′jf
′hk∂jU(kz)],
and where we have defined the two operators Lr and Li as
Lrw = −∆zw + (V + f ′2)w − php−1U(kz)p−1w;
Liw = −∆zw + (V + f ′2)w − hp−1U(kz)p−1w.
It is well-known, see for example [51], that the kernel of Lr is generated by the functions ∂2U(k·), . . . , ∂nU(k·),
while that of Li is one-dimensional and generated by U(k·).
We choose the functions wr and wi in such a way that Rr and Ri vanish. Since Lr is Fredholm,
the solvability condition for wr is that the right-hand side of this equation is orthogonal in L2(Rn−1)
to ∂2U(k·), . . . , ∂nU(k·). Therefore, to get solvability, we should multiply the right-hand side by each of
these functions and get 0. The same holds true for wi, but replacing the functions ∂zjU(k·) by U(k·).
We discuss the solvability in wi first. Writing this equation as Liwi = f, we can multiply it by U(k·) and
use the self-adjointness of Li to get
0 =
∫
Rn−1
wiLiU(k·) =
∫
Rn−1
U(k·)Liwi =
∫
Rn−1
fU(k·).
Following the computations of Subsection 2.3, this condition yields
f ′′hk−(n−1) + 2f ′h′k−(n−1) = (n− 1)hk′k−nf ′,
which implies
f ′ = Ak
n−1
h2
= Ahσ.
This equation is nothing but (23), and hence the solvability is guaranteed. Since Li clearly preserves the
parity in z, we can decompose wi in its even and odd parts as
wi = wi,e + wi,o,
with wi,e and wi,o solving respectively the equations
Liwi,e = − [f ′′hU(kz) + 2f ′h′U(kz) + 2f ′hk′∇U(kz) · z] ; Liwi,o = 2
∑
j
[
Φ′jf
′hk∂jU(kz)
]
,
where the right-hand sides are respectively the even and odd parts of the datum in (44). We notice that,
since the kernel of Li consists of even functions, only the even part of the equation plays a role in the
solvability, since the product with the odd part vanishes by oddness.
Indeed, (43) and (44) can be solved explicitly, and the solutions are given by
wi,e =
p− 1
4
f ′h′|z|2U(kz); wi,o = −
∑
j
Φ′jf
′hzjU(kz).
In fact, as one can easily check, we have the following relations
Li(zjU(kz)) = −2k∂jU(kz); Li(|z|2U(kz)) = −2(n− 1)U(kz)− 4k∇U(kz) · z,
which imply the above claim (here we also used (22) and some manipulations).
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Turning to wr, if we multiply by ∂jU , we integrate by parts and use some scaling, we find that the
following conditions holds true, for j = 2, . . . , n
2Hj
(
(f ′)2
∫
Rn−1
U(z)2dz − k
2
n− 1
∫
Rn−1
|∇U(z)|2dz
)
+ 〈∇NV,Ej〉
∫
Rn−1
U(z)2dz = 0.
Using (22), we get equivalently
2Hj
(
A2h2σ
∫
Rn−1
U(z)2dz − h
p−1
n− 1
∫
Rn−1
|∇U(z)|2dz
)
+ 〈∇NV,Ej〉
∫
Rn−1
U(z)2dz = 0, j = 2, . . . , n.
From a Pohozaev-type identity (playing with (21) and integrating by parts) one finds
(45)
∫
Rn−1
|∇U(z)|2dz = (n− 1)(p− 1)
(3− n)(p+ 1) + 2(n− 1)
∫
Rn−1
U(z)2dz =
(n− 1)(p− 1)
2θ
∫
Rn−1
U(z)2dz.
Using this formula the solvability condition then becomes
Hj
(
(p− 1)h
p−1
θ
− 2A2h2σ
)
= 〈∇NV,Ej〉, j = 2, . . . , n,
which is nothing but the stationary condition (34). Therefore, since we are indeed assuming this condition,
also the solvability for wr is guaranteed. As for wi, we can decompose wr in its even and odd parts as
wr = wr,e + wr,o,
where wr,e and wr,o solve respectively
Lrwr,e = −2f ′f ′1hU − 2(f ′)2hU(kz)〈H,Φ〉 − 〈∇NV,Φ〉hU(kz);
Lrwr,o = −2(f ′)2hU(kz)〈H, z〉 − hk
∑
j
Hj∂jU(kz)− 〈∇NV, z〉hU(kz).
Using the Euler equation, one gets
Lrwr,o = −h
∑
j
Hj
(
k∂jU + hp−1
p− 1
θ
zjU
)
.
It is also convenient to have the explicit expression of wr. We notice first that
Lr
(
− 1
(p− 1)hp−1U(kz)−
1
2k
∇U(kz) · z
)
= U(kz).
Hence it follows
wr,e =
[
h〈∇NV + 2(f ′)2H,Φ〉+ 2f ′f ′1h
]( 1
(p− 1)hp−1U(kz) +
1
2k
∇U(kz) · z
)
.
Using (34) we finally find
wr,e =
[
p− 1
θ
hp〈H,Φ〉+ 2f ′f ′1h
](
1
(p− 1)hp−1U(kz) +
1
2k
∇U(kz) · z
)
.
By the above computations we obtain the following result.
Lemma 3.2 Suppose h(s) and f(s) satisfy (11) and (12) for some A > 0: assume also that the curve γ
verifies (15). Then there exist two smooth functions wr(s, z), wi(s, z) for which the terms Rr and Ri in
(43)-(44) vanish identically. Therefore, the function ψ1,ε in (42) satisfies (37) up to an error O(ε2).
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3.3 Expansions at second order in ε
Next we compute the terms of order ε2 in the above expression. Adding a correction ε2[vr + ivi] to the
function in (42) we define an approximate solution of the form
(46)
ψ2,ε(s, z) = e−i
ef0(εs)
ε
{
h(εs)U (k(εs)z) + ε [wr + iwi] + ε2 [vr + ivi]
}
; s ∈ [0, 2pi], y ∈ Rn−1,
where f˜0 = f(εs) + εf1(εs). The first and second derivatives of ψ2,ε are given by
ei
f˜0(εs)
ε ∂sψ2,ε =
[
−if˜ ′0(εs)h(εs)U(k(εs)z) + εh′(εs)U(k(εs)z) + εh(εs)k′(εs)∇U(k(εs)z) · z
]
+
[
−iεf˜ ′0wr + εf˜ ′0wi
]
+
[
−iε2f˜ ′0vr + ε2f˜ ′0vi
]
+ ε2(∂swr + iwi) +O(ε3);
ei
f˜0(εs)
ε ∂jψ2,ε =
[
h(εs)k(εs)∂jU (k(εs)z) + ε∂jwr + iε∂jwi + ε2∂jvr + iε2∂jvi
]
;
ei
f˜0(εs)
ε
∂2ψ2,ε
∂s2
= −(f˜ ′0)2hU(kz)− iε
[
f˜ ′′0 hU(kz) + 2f˜
′
0h
′U(kz) + 2f˜ ′0hk
′∇U(kz) · z
]
− εf˜ ′20 [wr + iwi]
− ε2f˜ ′20 [vr + ivi] + ε2
[
2f˜ ′0∂swi + h
′′U(kz) + 2h′k′∇U · z + hk′′∇U · z
+ hk′2∇2U(kz)[z, z] + f˜ ′′0 wi
]
− iε2
[
2f˜ ′0∂swr + f˜
′′
0 wr
]
+O(ε3);
ei
f˜0(εs)
ε ∂2ljψ1,ε =
[
h(εs)k2(εs)∂2ljU (k(εs)z) + ε∂
2
ljwr + iε∂
2
ljwi + ε
2∂2ljvr + iε
2∂2ljvi
]
;
ei
f˜0(εs)
ε ∂2sjψ2,ε =
[
− if˜ ′0(εs)h(εs)k(εs) + εh′(εs)k(εs) + εh(εs)k′(εs
]
∂jU(kz)
+ εh(εs)k(εs)k′(εs)
∑
l
∂2ljU(kz)zl + ∂jU(kz)− iεf˜ ′0∂jwr
+ εf˜ ′0(εs)∂jwi − iε2f˜ ′0∂jvr + ε2f˜ ′0(εs)∂jvi + ε2∂2sjwr + iε2∂2sjwr.
We also have the formal expansion
ei
f˜0(εs)
ε |ψ2,ε|p−1ψ2,ε = hp|U |p−1U + pεhp−1|U |p−1wr + iεhp−1|U |p−1wi + 12p(p− 1)ε
2hp−2|U |p−3Uw2r
+
1
2
(p− 1)ε2hp−2|U |p−3Uw2i + i(p− 1)ε2hp−2|U |p−3Uwrwi
+ pε2hp−1|U |p−1vr + iε2hp−1|U |p−1vi +O(ε3).
Similarly, expanding V up to order ε2, we have
V (εx) = V (εs) + ε〈∇NV, z + Φ〉+ 1
2
ε2(∇N )2V [z + Φ, z + Φ] +R3(z,Φ).
Using the expansions of Subsection 2.3, we obtain
ei
f˜0(εs)
ε
(
−∆gψ2,ε + V (εx)ψ2,ε − |ψ2,ε|p−1ψ2,ε
)
= ε2(R˜r + iR˜i)
= ε2(R˜r,e + R˜r,o) + ε2i(R˜i,e + R˜i,o)
+ ε2(R˜r,e,f1 + R˜r,o,f1) + ε
2i(R˜i,e,f1 + R˜i,o,f1)
+ ε2Lrvr + ε2iLivi +O(ε3),
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where
R˜r,e = −12(f
′)2hU(kz)
∑
l,m
∂2lmg11(zmzl + ΦmΦl) + 2(f
′)2〈H, wr,eΦ + wr,oz〉
+ 4(f ′)2hU(kz)
[〈H, z〉2 + 〈H,Φ〉2]
− [h′′U(kz) + 2h′k′∇U(kz) · z + hk′′∇U(kz) · z + h(k′)2∇2U(kz)[z, z]]
+ 2f ′∂swi,e + f ′′wi,e + 2Φ′jf
′∂jwi,o +
1
2
∑
l,m
∂2lmgtj(zmzl + ΦmΦl)− Φ′tΦ′j
hk2∂2tjU(kz)(47)
+ hk
∑
l,m,j
∂2lmgmjzl∂jU(kz) +
∑
m
Hm∂mwr,o + hk〈H, z〉
∑
m
Hm∂mU(kz)
+ kh
∑
m
[
〈H, z〉Hm − 1
2
∑
l
∂2mlg11zl
]
∂mU(kz)
− 1
2
p(p− 1)hp−2U(kz)p−2(w2r,e + w2r,o)−
1
2
(p− 1)hp−2U(kz)p−2(w2i,e + w2i,o)
+ 〈∇NV,wr,oz + wr,eΦ〉+ 12
∑
m,j
∂2mjV (zmzj + ΦmΦj)hU(kz);
R˜r,o = −(f ′)2hU(kz)
∑
l,m
∂2lmg11zmΦl + 8(f
′)2hU(kz)〈H, z〉〈H,Φ〉
+ 2(f ′)2〈H, wr,ez + wr,oΦ〉 − 2f ′∂swi,o − f ′′wi,o + 2h′k
∑
j
Φ′j∂jU(kz)
+ 2h′k
∑
j
Φ′j
[
k
∑
l
∂2ljU(kz)zl + ∂jU(kz)
]
+ 2f ′
∑
j
Φ′j∂jwi,e + hk〈H,Φ〉
∑
m
Hm∂mU(kz)
+
1
2
∑
l,m
∂2lmgtj(zmΦl + zlΦm)
hk2∂2tjU(kz) + hk∑Φ′′j ∂jU(kz) +
∑
j,l,m
∂2lmgmjΦl
hk∂jU(kz)(48)
+
∑
m
Hm∂mwr,e + hk
∑
m
[
〈H,Φ〉Hm − 1
2
∑
l
∂2mlg11Φl
]
∂mU(kz)
− p(p− 1)hp−2U(kz)p−2wr,ewr,o − (p− 1)hp−2U(kz)p−2wi,ewi,o
+ 〈∇NV,wr,ez + wr,oΦ〉+
∑
j,l
∂2jlV zjΦlhU(kz);
R˜i,e = 2 [f ′′hU(kz) + 2f ′h′U(kz) + 2f ′hk′∇U(kz) · z] 〈H,Φ〉
+ 2(f ′)2〈H, wi,eΦ + wi,oz〉+ 2f ′∂swr,e + f ′′wr,e − 2f ′
∑
j
Φ′j∂jwr,o
− 2f ′hk
∑
j
∂jU(kz)
2〈H, z〉Φ′j + 12 ∑
l,m
∂2lmg1j(zmΦl + zlΦm)
(49)
− f ′hU(kz)
(∑
m
(∂21mg11Φm − 2〈H,Φ′〉)
)
− f ′h
2〈H,Φ′〉+∑
j,l
∂2ljg1jΦl
U(kz)
+
1
2
f ′h
(∑
l
∂1lg11Φl
)
U(kz) +
∑
j
Hj∂jwi,o
− (p− 1)hp−2U(kz)p−2(wr,ewi,e + wr,owi,o) + 〈∇NV,wi,oz + wi,eΦ〉;
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R˜i,o = 2 [f ′′hU(kz) + 2f ′h′U(kz) + 2f ′hk′∇U(kz) · z] 〈H, z〉+
∑
i
Hj∂jwi,e
+ 2(f ′)2〈H, wi,ez + wi,oΦ〉+ 2f ′∂swr,o + f ′′wr,o − 2f ′
∑
j
Φ′j∂jwr,e
− 2f ′hk
∑
j
∂jU(kz)
2〈H,Φ〉Φ′j + 12 ∑
l,m
∂2lmg1j(zmzl + ΦlΦm)
(50)
− f ′hU(kz)
(∑
m
∂21mg11zm
)
− f ′h
∑
j,l
∂2ljg1jzl
U(kz) + 1
2
f ′h
(∑
l
∂21lg11zl
)
U(kz)
− (p− 1)hp−2U(kz)p−2(wr,ewi,o + wr,owi,e) + 〈∇NV,wi,ez + wi,oΦ〉.
We used the notation R˜r,e,f1 , R˜r,o,f1 , R˜i,e,f1 and R˜i,o,f1 for the terms involving f1, namely
R˜r,e,f1 = (f
′
1)
2hU + 2f ′f ′1wr,e + 4〈H,Φ〉f ′f ′1hU − 2p(p− 1)hp−2|U |p−2h2f ′2f ′21 U˜2
+ 2f ′f ′1h〈∇NV,Φ〉U˜ + 4〈H,Φ〉(f ′)3f ′1hU˜ − 2p
(p− 1)2
θ
h2p−1f ′f ′1〈H,Φ〉Up−2U˜2;(51)
R˜r,o,f1 = 2f
′f ′1wr,o + 4〈H, z〉f ′f ′1hU − 2p(p− 1)f ′f ′1hp−1Up−2U˜wr,o
+ 2f ′f ′1h〈∇NV, z〉U˜ + 2Hjf ′f ′1hk∂jU˜ + 4〈H, z〉(f ′)2f ′f ′1hU˜ ;(52)
R˜i,e,f1 = 2h
′f ′1U + 2hf
′
1k
′∇U · z + 2f ′f ′1wi,e + f ′′1 hU + 4f ′∂s(hf ′f ′1U˜)
+ 2f ′′hf ′f ′1U˜ − 2(p− 1)hp−1|U |p−2f ′f ′1U˜wi,e;(53)
(54) R˜i,o,f1 = 2f
′f ′1wi,o − 2(p− 1)hp−1|U |p−2f ′f ′1U˜wi,o − 4(f ′)2hkf ′1Φ′j∂jU˜ − 2hkf ′1Φ′j∂jU,
where we wrote for brevity U˜ = 1(p−1)hp−1U(kz) +
1
2k∇U(kz) · z. Again, we collect the results of this
section in one proposition.
Proposition 3.3 Suppose Φ, f1 are smooth functions on [0, L], let z be the normal coordinates given in
(38) and wi, wr be be as in Lemma 3.2. Then, if ψ2,ε is as in (46), in the coordinates (s, z) we have
−∆g˜εψ2,ε + V (εx)ψ2,ε − |ψ2,ε|p−1ψ2,ε = ε2(Lrvr + iLivi)
+ ε2(R˜r,e + R˜r,o + iR˜i,e + iR˜i,o + R˜r,e,f1 + R˜r,o,f1 + iR˜i,e,f1 + iR˜i,o,f1) + o(ε
2),(55)
where the above error terms are given respectively in (47)-(54).
4 Final expansions and proof of Theorem 1.4
In this Section we prove existence of approximate solutions to (NLSε) up to any power of ε. To do this,
we first evaluate the projections of the error terms on the kernels of the operators Li and Lr, and adjust
Φ and f1 so that these projections vanish, in order to obtain solvability of (37) up to order ε2. Then,
with an iterative procedure, we turn to the general case.
4.1 Projection onto the kernel of Li
If one wants to find vi so that the imaginary terms in (55) vanish, by Fredholm’s alternative the imaginary
R˜’s must be orthogonal for every s to the kernel of Li, which is given by iU(k(εs)·). To compute this
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projection, by parity reasons, we need to multiply R˜i,e and R˜i,e,f1 by U(k(εs)·) and to integrate over
Rn−1. We evaluate the two terms separately.
Contribution of R˜i,e. After some manipulation we obtain
R˜i,e = C1 + C2 + C3 + C4 + C5,
where
C1 = 2 [f ′′hU(kz) + 2f ′h′U(kz) + 2f ′hk′∇U(kz) · z] 〈H,Φ〉
− f ′hU(kz)
(∑
m
(∂21mg11Φm − 2〈H,Φ′〉)
)
+
1
2
f ′h
(∑
l
∂1lg11Φl
)
U(kz);
C2 = −2f ′hk
∑
j
∂jU(kz)
∑
l,m
∂2lmg1jzmΦl
− f ′h∑
j,l
∂2ljg1jΦlU(kz);
C3 = −4
∑
j
f ′hk∂jU(kz)〈H, z〉Φ′j − 2f ′h
∑
j
HjΦ′jU(kz);
C4 = −(f ′)2〈H, wi,eΦ + wi,oz〉+
∑
l
H l∂lwi,o
+ 〈∇NV,wi,eΦ + wi,oz〉 − (p− 1)hp−2U(kz)p−2(wr,ewi,e + wr,owi,o);
C5 = 2f ′∂swr,e + f ′′wr,e − 2
∑
j
Φ′jf
′∂jwr,o.
We now evaluate
∫
C1U(kz). Arguing as for the derivation of (23) we find the following identity∫
Rn−1
U(kz) [f ′′hU(kz) + 2f ′h′U(kz) + 2f ′hk′∇U(kz) · z] = 0,
which implies ∫
Rn−1
C1U(kz) = f ′h
[
2〈H,Φ′〉 − 1
2
(∑
l
∂21lg11Φl
)]∫
Rn−1
U(kz)2.
On the other hand, using integration by parts, we obtain easily∫
Rn−1
C2U(kz) =
∫
Rn−1
C3U(kz) = 0.
Turning to C4, we recall that
Lrwr = −2(f ′)2hU(kz)〈H,Φ + z〉 − h〈∇NV,Φ + z〉U(kz) + 12
∑
j
∂jg11hk∂jU(kz).
Therefore, after some computations we deduce∫
Rn−1
C4U(kz) = − 1
h
∫
Rn−1
(Lrwr)wi − 2k
∑
j
Hj
∫
Rn−1
∂jU(kz)wi − (p− 1)hp−2
∫
Rn−1
U(kz)p−1wrwi.
Recalling the expressions of Lr and Li and integrating by parts we then get∫
Rn−1
C4U(kz) = − 1
h
∫
Rn−1
(Liwi)wr − 2k
∑
j
Hj
∫
Rn−1
∂jU(kz)wi.
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From the definition of wi and using some cancelation we then find∫
Rn−1
(C4 + C5)U(kz) =
1
h
∂s
[
2hf ′
∫
Rn−1
w1U(kz)
]
− 2k
∑
j
Hj
∫
Rn−1
∂jU(kz)wi
=
1
h
∂s
[
2hf ′
∫
Rn−1
wr,eU(kz)
]
− 2k
∑
j
Hj
∫
Rn−1
∂jU(kz)wi.
To evaluate the last integral we need to use the explicit expression of wr,e: recall that we have
wr,e = h
[〈∇NV,Φ〉+ 2(f ′)2〈H,Φ〉]( 1
(p− 1)hp−1U(kz) +
1
2k
∇U(kz) · z
)
.
Therefore, adding all the terms and using some scaling we obtain∫
Rn−1
R˜i,eU(kz) =
f ′h
kn−1
[
+2〈H,Φ′〉 − 1
2
(∑
l
∂1lg11Φl
)]∫
Rn−1
U2 − f
′h
kn−1
〈H,Φ〉
∫
Rn−1
U2
+
1
h
∂s
{
2h2f ′
[〈∇NV,Φ〉+ 2(f ′)2〈H,Φ〉] 1
kn+1
(
1
p− 1 −
n− 1
4
)}∫
Rn−1
U2.
From the Euler equation (34) it follows that
〈∇NV,Em〉+ 2(f ′)2Hm = p− 1
θ
hp−1Hm.
Therefore after some manipulation we find∫
Rn−1
R˜i,eU(kz) = −2A
h
(
p− 1
2θ
− 1
)∫
Rn−1
U2∂s〈H,Φ〉.
Contribution of R˜i,e,f1 . Multiplying R˜i,e,f1 by hU(kz) and integrating, recalling the expression of wi
determined in subsection 3.2 (wi,o = −
∑
j Φ
′
jf
′hzjU(kz) and wi,e = p−14 f
′h′|z|2U(kz)), we obtain
h
∫
Rn−1
R˜i,e,f1U = 2hh
′f ′1
∫
Rn−1
U2 + 2h2f ′1k
′
∫
Rn−1
∇U · zU + p− 1
2
f ′2f ′1hh
′
∫
Rn−1
|z|2U2
+ f ′′1 h
2
∫
Rn−1
U2 + 4h2f ′2f ′′1
∫
Rn−1
UU˜ + 4hf ′f ′1
∫
Rn−1
U∂s(hf ′U˜)
+ 2h2f ′′f ′f ′1
∫
Rn−1
U˜U − (p− 1)
2
2
hph′f ′2f ′1
∫
Rn−1
Up|z|2U˜
We will need the following observations∫
Rn−1
∇U(kz) · zU(kz)dz = 1
kn
∑
j
∫
Rn
∂jU(z)zjU(z)dz = −n− 12kn
∫
Rn
U2(z)dz = −n− 1
2kn
∫
Rn
U2(z)dz;
which imply
(56)
∫
Rn−1
UU˜dz =
∫
Rn−1
1
(p− 1)hp−1U
2(kz)+
1
2k
∇U(kz) ·zU(kz)dz = − σ
2(p− 1)kn+1
∫
Rn−1
U2(z)dz;
∫
Rn−1
|z|2∇U(kz) · zUp(kz)dz = 1
kn+2
∑
l,j
∫
Rn
z2l ∂jU(z)zjU
p(z)dz
= − 1
kn+2
∑
j
∫
Rn
(n+ 1)z2jU
p+1(z)dz − 1
kn+2
∑
l,j
∫
Rn
pz2l ∂jU(z)zjU
p(z)dz
= −n+ 1
k
∫
Rn
|z|2Up+1(kz)dz − p
∫
Rn
|z|2∇U(kz) · zUp(kz)dz.
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From these we get∫
Rn−1
|z|2∇U(kz) · zUp(kz)dz = − n+ 1
(p+ 1)k
∫
Rn
|z|2Up+1(kz)dz = − n+ 1
(p+ 1)kn+1
∫
Rn
|z|2Up+1(z)dz.
Moreover one can easily see that
2hh′f ′1
∫
Rn−1
U2dz + 2h2f ′1k
′
∫
Rn−1
∇U · zUdz + f ′′1 h2
∫
Rn−1
U2dz = ∂s
(
h2f ′1
∫
Rn
U2(kz)
)
dz
= ∂s
(
h2f ′1
kn−1
∫
Rn
U2(z)dz
)
,
and
4hf ′f ′1
∫
Rn−1
U∂s(hf ′U˜)dz = 4∂s
(
h2f ′2f ′1
∫
Rn−1
UU˜
)
dz + 4f ′h∂s[hf ′f ′1]
∫
Rn−1
UU˜dz
+ 4f ′2h2f ′1
∫
Rn−1
U˜∂sUdz
= 4∂s
(
h2f ′2f ′1
∫
Rn−1
UU˜
)
dz + 4f ′h∂s[hf ′f ′1]
∫
Rn−1
UU˜dz
+ 4f ′2h2f ′1k
′ 1
(p− 1)hp−1
∫
Rn−1
U(kz)∇U(kz) · zdz
+ 2f ′2h2f ′1
k′
k
∫
Rn−1
|z|2|∇U(kz)|2dz.
On the other hand, by (64) (see Section 5.1) we have
p− 1
2
f ′2f ′1hh
′
∫
Rn−1
|z|2U2dz = p− 1
p+ 1
f ′2f ′1hh
′
∫
Rn−1
|z|2Up+1(kz)dz
− (n− 5)(p− 1)
2(n+ 1)
f ′2f ′1hh
′
∫
Rn−1
|z|2|∇U |2dz.
Hence with some easy manipulations and by (65) one finds
p− 1
2
f ′2f ′1hh
′
∫
Rn−1
|z|2U2dz − (p− 1)
2
2
hph′f ′2f ′1
∫
Rn−1
Up|z|2U˜dz + 2f ′2h2f ′1
k′
k
∫
Rn−1
|z|2|∇U(kz)|2dz
= − (p− 1)(n− 1)
4
f ′2f ′1hh
′
[
6
n+ 1
∫
Rn−1
|z|2|∇U(kz)|2dz − p− 1
p+ 1
∫
Rn−1
|z|2Up+1(kz)dz
]
= − (p− 1)(n− 1)
2
4kn+1
f ′2f ′1hh
′
∫
Rn−1
U2(z)dz.
Collecting the above expressions, and letting C0 =
∫
Rn−1 U
2(z)dz one proves that
h
C0
∫
Rn−1
R˜i,e,f1Udz = ∂s
(
h2f ′1
kn−1
)
− 2∂s
(
f ′2h2f ′1
σ
(p− 1)kn+1
)
− (p− 1)(n− 1)
2
4kn+1
f ′2hh′f ′1
+ 2f ′2f ′1hh
′ σ
(p− 1)kn+1 + (n− 1)f
′2f ′1
hh′
kn+1
+ f ′f ′′f ′1h
2 σ
(p− 1)kn+1
= ∂s
(
h2f ′1
kn−1
[
1− 2f ′2 σ
(p− 1)k2
])
− σ
(p− 1)kn+1hf
′
1
(
σf ′2h′ − f ′f ′′) ;
using (23), we have that σf ′2h′ − f ′f ′′ = 0, which implies
h
C0
∫
Rn−1
R˜i,e,f1U(kz) = ∂s
(
h2f ′1
kn−1
[
1− 2f ′2 σ
(p− 1)k2
])
= ∂s
(
h2f ′1
(p− 1)kn+1
[
(p− 1)hp−1 − 2σA2h2σ]) .
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Recalling the discussion at the beginning of this subsection, we want to find f1 such that∫
Rn−1
R˜i,e,f1U(kz) +
∫
Rn−1
R˜i,eU(kz) = 0.
This is equivalent to
(57) Tf1 := ∂s
(
h2f ′1
(p− 1)kn+1
[
(p− 1)hp−1 − 2σA2h2σ]) = 2A(p− 1
2θ
− 1
)
∂s〈H,Φ〉.
Hence we get
f ′1 =
2A(p− 1)kn+1
(p− 1)hp+1 − 2σA2h2σ+2
(
p− 1
2θ
− 1
)
〈H,Φ〉+ c (p− 1)k
n+1
(p− 1)hp+1 − 2σA2h2σ+2 ,
where c is a constant to be chosen so that
∫ L
0
f ′1ds = 0. Noticing that, by (31), we have
(p− 1)kn+1
(p− 1)hp+1 − 2σA2h2σ+2 = Aσh
σ−1 ∂h
∂A + h
σ,
the required condition becomes
c = −
(
p− 1
2θ
− 1
)
2A(p− 1)
∫ L
0
kn+1
(p−1)hp+1−2σA2h2σ+2 〈H,Φ〉ds∫ L
0
Aσhσ−1 ∂h∂A + h
σds
.
As one can easily check from (29) and (34), c coincides with A′ and therefore we have in conclusion
(58) f ′1 =
2A(p− 1)kn+1
(p− 1)hp+1 − 2σA2h2σ+2
(
p− 1
2θ
− 1
)
〈H,Φ〉+A′ (p− 1)k
n+1
(p− 1)hp+1 − 2σA2h2σ+2 .
4.2 Projection onto the kernel of Lr
Similarly to the previous subsection, we need to annihilate the projection of the R˜’s in (55) onto the
kernel of Lr. This corresponds to multiplying the error terms by ∂mU(k·), m = 1, . . . , n− 1, integrating
over Rn−1 and taking the real part. As before, we are left to consider only two terms: R˜r,o and R˜r,o,f1 .
We begin by multiplying R˜r,o by ∂mU and integrating. Recalling the expression of wi determined in
Subsection 3.2 (wi,o = −
∑
j Φ
′
jf
′hzjU(kz) and wi,e = p−14 f
′h′|z|2U(kz)), we obtain∫
Rn−1
(R˜r,o + R˜r,o,f1)∂mU(kz) = A1 +A2 +A3 +A4 +A5 +A6,
where
A1 = 2(f ′)2Φ′′mh
∫
Rn−1
zmU(kz)∂mU(kz) + Φ′′mhk
∫
Rn−1
(∂mU(kz))2;
A2 = Φ′m
[
2f ′f ′′h
∫
Rn−1
zmU(kz)∂mU(kz) + 2(f ′)2h′
∫
Rn−1
zmU(kz)∂mU(kz)
+ f ′f ′′h
∫
Rn−1
zmU(kz)∂mU(kz) + 2h′k
∫
(∂mU(kz))2 + 2hk′
∫
Rn−1
(∂mU(kz))2
+ 2(f ′)2
k′
k
h
∫
Rn−1
zmU(kz)∂mU(kz)
]
;
A3 = Φ′m
[
2(f ′)2hk′
∫
Rn−1
zm∂mU(kz)∇U(kz) · z + 2hk′k
∑
l
∫
Rn−1
zl∂
2
mlU(kz)∂mU(kz)
+(f ′)2k′h
∫
Rn−1
|z|2(∂mU(kz))2 + 12(p− 1)(f
′)2hp
k′
k
∫
Rn−1
|z|2(U(kz))pzm∂mU(kz)
]
.
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Here we used the fact that k
′
k =
p−1
2
h′
h . We have next
A4 = 2(f ′)2Hm
∫
Rn−1
zm∂mU(kz)wr,e + 2(f ′)2〈H,Φ〉
∫
Rn−1
wr,o∂mU(kz)
+ Hm
∫
Rn−1
∂mwr,e∂mU(kz)− p(p− 1)hp−2
∫
Rn−1
U(kz)p−2wr,ewr,o∂mU(kz)
+
∫
Rn−1
〈∇NV,wr,ez + wr,oΦ〉∂mU(kz);
A5 = −(f ′)2h
∑
l
Φl∂2lmg11
∫
Rn−1
zmU(kz)∂mU(kz) + 8(f ′)2h〈H,Φ〉Hm
∫
Rn−1
zmU(kz)∂mU(kz)
+ hk〈H,Φ〉Hm
∫
Rn−1
(∂mU(kz))2 + hk2
∑
l,s,t,j
∂2lsgtjΦl
∫
Rn−1
∂2tjU(kz)zs∂mU(kz)
+ hk
∑
l,t
∂2ltgtmΦl
∫
Rn−1
(∂mU(kz))2 + hk〈H,Φ〉Hm
∫
Rn−1
(∂mU(kz))2
− 1
2
hk
(∑
l
∂2mlg11Φl
)∫
Rn−1
(∂mU(kz))2 +
∑
j
∂2mjV Φjh
∫
Rn−1
zmU(kz)∂mU(kz),
and
A6 = 2f ′f ′1
∫
Rn−1
wr,o∂mU(kz) + 4f ′f ′1hH
m
∫
Rn−1
Uzm∂mU(kz)
− 2p(p− 1)f ′f ′1hp−1
∫
Rn−1
Up−2U˜wr,o∂mU(kz) + 2f ′f ′1h(∇NV )m
∫
Rn−1
zmU˜∂mU(kz)
+ 2Hmf ′f ′1h
∫
Rn−1
∂mU˜∂mU(kz) + 4Hm(f ′)2f ′f ′1
∫
Rn−1
zm∂mU(kz)hU˜.
Integrating by parts and using the above relations we obtain
A1 = Φ′′m
h
kn
[
k2
p− 1
2θ
− (f ′)2
] ∫
Rn−1
U2(z)dz = Φ′′m
h
kn
p− 1
2θ
hσ
[
hθ − 2A
2θ
p− 1h
σ
] ∫
Rn−1
U2(z)dz.
Similarly, for A2 after some integration by parts and some rescaling one finds
A2 =
Φ′m
kn−1
{
2(hk)′
n− 1
∫
Rn−1
|∇U(z)|2dz − h
k
[(
3
2
f ′f ′′ + (f ′)2
k′
k
)
+
h′
k
(f ′)2
] ∫
Rn−1
U2(z)dz
}
.
In particular, recalling the identity (45) one then gets
A2 =
Φ′m
kn−1
{
p− 1
θ
(hk)′ −
[
h
k
(
3
2
f ′f ′′ + (f ′)2
k′
k
)
+
h′
k
(f ′)2
]}∫
Rn−1
U2(z)dz.
Now we turn to the term A3. First of all we can write∑
l
∫
Rn−1
zl∂
2
mlU(kz)∂mU(kz) = −
n− 1
k
∫
Rn−1
(∂mU(kz))2 −
∑
l
∫
Rn−1
zl∂
2
mlU(kz)∂mU(kz).
Hence, using a simple scaling and again formula (45) we obtain that∑
l
∫
Rn−1
zl∂
2
mlU(kz)∂mU(kz) = −
(n− 1)(p− 1)
4θkn
∫
Rn−1
U2(z)dz.
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Regarding the other terms in A3, we write them in radial coordinates, obtaining
3
(f ′)2hk′
(n− 1) ωn−2
∫ ∞
0
rn(U ′(kr))2dr +
1
2
(p− 1)(f ′)2hp
(n− 1)
k′
k
ωn−2
∫ ∞
0
rn+1U(kr)pU ′(kr)dr,
where ωn−2 is the volume of Sn−2. Using a change of variables and integrating by parts (recalling the
relation k2 = hp−1) we then find
ωn−2(f ′)2
n− 1
k′h
kn+1
[
3
∫ ∞
0
rn(U ′(r))2dr − 1
2
(n+ 1)(p− 1)
p+ 1
∫ ∞
0
rnUp+1(r)dr
]
.
Using the formula in the appendix we find that this expression becomes
n+ 1
2
(f ′)2k′h
kn+1
∫
Rn−1
U2(z)dz.
Therefore we also obtain that
A3 = Φ′m
[
n+ 1
2
(f ′)2k′h
kn+1
∫
Rn−1
U2(z)dz − (n− 1)(p− 1)
2θkn−1
hk′
∫
Rn−1
U2(z)dz
]
.
Finally, after some tedious but straightforward computation one also deduces
A2 +A3 = Φ′m
[
p− 1
2
h′
kn−2
−A2σh
2σh′
kn
] ∫
Rn−1
U2 = Φ′m
p− 1
2
h′
kn
[
hp−1 − 2A
2σ
p− 1 h
2σ
] ∫
Rn−1
U2.
It remains now to evaluate the contribution of A4 and of A5. Regarding A4 we recall that wr satisfies
Lrwr = F,
where
F = (f ′)2hU(kz)
(∑
m
∂mg11(zm + Φm)
)
+
1
2
∑
j
∂jg11hk∂jU(kz)−
∑
m
∂V
∂zm
(zm + Φm)hU(kz).
Differentiating this relation with respect to zm we obtain
Lr∂mwr = ∂mF + p(p− 1)hp−1kU(kz)p−2∂mU(kz)wr.
Multiplying by wr, integrating and using the self-adjointness of Lr we find
1
2
p(p− 1)hp−2
∫
Rn−1
U(kz)p−2∂mU(kz)w2r −
1
2hk
∫
Rn−1
F (F∂mwr − wr∂mF ) .
We have clearly
0 =
∫
Rn−1
∂m(Fwr) =
∫
Rn−1
(wr∂mF + F∂mwr) .
Therefore it follows that
−1
2
p(p− 1)hp−2
∫
Rn−1
U(kz)p−2∂mU(kz)w2r =
1
hk
∫
Rn−1
wr∂mF.
Hence A4 can be written as
A4 = −
∫
Rn−1
wr
[
k
∑
l
H l∂2mlU(kz) + (f
′)2∂mU(kz)
(∑
l
H l(zl + Φl)
)]
+
1
k
∫
Rn−1
wr
[
− (f ′)2U(kz)Hm − k∂mU(kz)〈∇NV, z + Φ〉 − hU(kz)〈∇NV,Em〉
]
+
∫
Rn−1
∂mU(kz)
[
wr〈∇NV, z + Φ〉+ 2(f ′)2〈H, z + Φ〉wr
]
+ h2k2
∫
Rn−1
∂mU(kz)
∑
l
H l∂lwr.
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After some cancelations and some integration by parts we find the following formula
A4 = −2k
∑
l
H l
∫
Rn−1
wr∂
2
mlU(kz) +
p− 1
2kθ
k2
∫
Rn−1
wrU(kz).
Using the symmetries of the integrals we find
A4 = −2kHm
[
1
n− 1
∫
Rn−1
wr∆U(kz) +
p− 1
2θ
∫
Rn−1
wrU(kz)
]
= −2kHm
∫
Rn−1
wr,e
[
U(kz)
(
1
n− 1 +
p− 1
2θ
)
− 1
n− 1U
p(kz)
]
.
From the explicit expression of wr and some integration by parts we obtain
A4 = 2kHm
(p− 1)h
θkn−1
〈H,Φ〉
×
[
1
n− 1
(
1
p− 1 −
n− 1
2(p+ 1)
)∫
Rn−1
Up+1 −
(
1
p− 1 −
n− 1
4
)(
1
n− 1 +
p− 1
2θ
)∫
Rn−1
U2
]
.
Using (45) we find that
∫
Rn−1 U
p+1 =
(
1 + (n−1)(p−1)2θ
) ∫
Rn−1 U
2, and therefore it follows that
A4 = kHm
(p− 1)2h
2θ2kn−1
〈H,Φ〉
∫
Rn−1
U2.
Next we turn to A5. First of all we consider the two terms
B1 = hk2
∑
l,s,t,j
∂2lsgtjΦl
∫
Rn−1
∂2tjU(kz)zs∂mU(kz) + hk
∑
l,t
∂2ltgtmΦl
∫
Rn−1
(∂mU(kz))2.
Looking at the first one, by symmetry reasons the summands do not vanish if, either s = m and t = j, if
t = m and s = j or if j = m and s = t. In the first case, we see appearing the second derivative of gtt,
which vanishes by our choice of the geodesic coordinates. Therefore we are left with the terms
B2 = hk2
∑
l,j
∂2ljgmjΦl
∫
Rn−1
∂2mjU(kz)zj∂mU(kz) + hk
2
∑
l,t
∂2ltgtmΦl
∫
Rn−1
∂2tmU(kz)zt∂mU(kz).
Integrating by parts one easily finds
B2 = −12hk
∑
l,j
∂2ljgmjΦl
∫
Rn−1
(∂mU(kz))2 − 12hk
∑
l,t
∂2ltgtmΦl
∫
Rn−1
(∂mU(kz))2,
therefore it follows that
B1 = 0.
We turn now to the other terms. Integrating by parts and using (45) one deduces
−(f ′)2h
∑
l
Φl∂2lmg11
∫
Rn−1
zmU(kz)∂mU(kz)− 12hk
(∑
l
∂2mlg11Φl
)∫
Rn−1
(∂mU(kz))2
=
1
2
(∑
l
Φl∂2lmg11
)
h
kn
[
A2h2σ − hp−1 p− 1
2θ
]
.
Hence after some integration one finds
A5 =
1
2
(∑
l
Φl∂2lmg11
)
h
kn
[
A2h2σ − hp−1 p− 1
2θ
] ∫
Rn−1
U2 − h
2kn
∑
j
∂2mjV Φj
∫
Rn−1
U2
+ 4
h
kn
〈H,Φ〉Hm
[
hp−1
p− 1
4θ
−A2h2σ
] ∫
Rn−1
U2.
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Finally we turn to A6: we first evaluate the terms involving wr,o, whose explicit expression is not
known, but which can be handled via some integration by parts. Differentiating the equation LrU˜ = −U
with respect to zm we find that
Lr(∂mU˜) = −∂mU + p(p− 1)hp−1Up−2U˜∂mU.
Therefore, integrating by parts and recalling the definition of wr,o we obtain
2f ′f ′1
∫
Rn−1
wr,o∂mU(kz)− 2p(p− 1)f ′f ′1hp−1
∫
Rn−1
Up−2U˜wr,o∂mU(kz)
= −2f ′f ′1
∫
Rn−1
wr,oLr(∂mU˜) = −2f ′f ′1
∫
Rn−1
∂mU˜Lrwr,0
= 2f ′f ′1hH
m
∫
Rn−1
∂1U˜
(
k∂1U +
p− 1
θ
hp−1z1U
)
.
Using (23) and (34), we can also combine the last term in the second row of A6 with the last one in the
third row to obtain
2f ′f ′1h(∇NV )m
∫
Rn−1
z1U˜∂1U(kz) + 4Hm(f ′)2f ′f ′1h
∫
Rn−1
z1∂1U(kz)U˜
= 2f ′f ′1h
[
Hm
(
p− 1
θ
hp−1 − 2A2h2σ
)∫
Rn−1
z1U˜∂1U(kz) + 2A2h2σHm
∫
Rn−1
z1∂1U(kz)U˜
]
= 2f ′f ′1h
p− 1
θ
hp−1Hm
∫
Rn−1
z1U˜∂1U(kz).
With some manipulation, the sum of the last two formulas gives
2f ′f ′1hH
m
(∫
Rn−1
∂1U˜∂1U − p− 1
θ
hp−1
k
∫
Rn−1
UU˜
)
.
Collecting all the terms in A6 then we get
2f ′f ′1hH
m
(
2k
∫
Rn−1
∂1U˜∂1U − p− 1
θ
hp−1
k
∫
Rn−1
UU˜ + 2
∫
Rn−1
Uz1∂1U(kz)
)
.
With some integration by parts, one finds that∫
Rn−1
∂1U˜∂1U =
1
n− 1
∫
Rn−1
U˜(−∆U) = 1
n− 1
∫
Rn−1
U˜(Up − U),
and
∫
Rn−1 Uz1∂1U(kz) = − 12k
∫
Rn−1 U
2, and therefore the last quantity becomes
2f ′f ′1hH
m
[
−
(
2
n− 1 +
p− 1
θ
)∫
Rn−1
UU˜ +
2
n− 1
∫
Rn−1
U˜Up − 1
]
.
Using (45) one also finds∫
Rn−1
U˜(kz)Up(kz)dz =
1
k2
(
1
p− 1 −
n− 1
2(p+ 1)
)∫
Rn−1
Up+1(kz)dz
=
1
k2
θ
(p+ 1)(p− 1)
p+ 1
θ
∫
Rn−1
U2(kz) =
1
k2
1
p− 1
∫
Rn−1
U2(kz).
From this formula, (56) and some manipulation we then get
2f ′f ′1hH
m
(
2σ(p+ 1)
2(n− 1)(p− 1)θ +
2
(p− 1)(n− 1) − 1
)∫
Rn−1
U2(kz)
= 2f ′f ′1
h
kn
Hm
(
p− 1
2θ
− 1
)∫
Rn−1
U2(z).
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Now, recalling the expression of f ′1 given by (58), the total projection onto the kernel of Lr is
C0
12 hkn
(
A2h2σ − hp−1 p− 1
2θ
)∑
l
Φl∂2lmg11 −
h
2kn
∑
j
∂2mjV Φj
+ 4
h
kn
〈H,Φ〉Hm
[
hp−1
p− 1
4θ
−A2h2σ
]
+
(p− 1)2h
2θ2kn−2
Hm〈H,Φ〉
+ Φ′′m
h
kn
p− 1
2θ
hσ
[
hθ − 2A
2θ
p− 1h
σ
]
+ Φ′m
p− 1
2
h′
kn
[
hp−1 − 2A
2σ
p− 1 h
2σ
]
+
(
p− 1
2θ
− 1
)2
h
kn
(2A)2(p− 1)hσ+p−1
(p− 1)hθ − 2σA2hσ 〈H,Φ〉H
m −
(
σ − θ
2θ
)
h
kn
2AA′(p− 1)hσ+p−1
(p− 1)hθ − 2σA2hσH
m
}
,
where C0 =
∫
Rn−1 U
2. Now, recalling the definitions of σ and θ, choosing f1 as in (58), with some
calculation we find ∫
Rn−1
(R˜r,o + R˜r,o,f1)∂mU(k(εs)z)dz =
−p− 1
2θ
1
hk
C0
{
−
(
hθ − 2A
2θ
p− 1h
σ
)
Φ′′m − θ
(
hθ−1 − 2A
2σ
p− 1 h
σ−1
)
h′Φ′m +
θ
p− 1h
−σ((∇N )2V )Φm
+
1
2
(
hθ − 2A
2θ
p− 1h
σ
)∑
j
(
∂2jmg11
)
Φj
− 2AA′1 (θ − σ)hp−1[(p− 1)hθ − 2σA2hσ]Hm(59)
+Hm〈H,Φ〉
[−(p− 1) (3 + σθ )h2θ − 16σθA4p−1 h2σ + 2A2(5σ + 3θ)hθ+σ
(p− 1)hθ − 2A2σhσ
]}
.
We notice that the operator between brackets coincides precisely with the one in (36), corresponding to
the second variation of the reduced functional which we determined in Subsection 2.5.
Remark 4.1 According to the considerations in Subsection 2.4, to every normal variation of γ it corre-
sponds some variation in the phase due to both the variation of position and the variation of the constant
A. Recall that the phase of the approximate solution is the following
Fε =
1
ε
f(εs) =
1
ε
∫ εs
0
f ′dl.
Differentiating with respect to a variation ν (see (12)) we obtain
∂
∂ν
Fε =
1
ε
∫ εs
0
Aνhσ + 1
ε
∫ εs
0
Aσhσ−1
(
∂h
∂AAν +
∂h
∂V
∂V
∂ν
)
+
1
2
1
ε
∫ εs
0
∂νg11Ahσ.
Recalling formula (32) we find
∂
∂ν
Fε =
1
ε
p− 1
2A Aν
∫ εs
0
hθ−1
∂h
∂A +
1
ε
∫ εs
0
Aσhσ−1 ∂h
∂V
∂V
∂ν
+
1
2
1
ε
∫ εs
0
∂νg11Ahσ.
Therefore, when we take a variation ν2 of γ, this also corresponds to a variation of the phase of ∂∂ν2Fε.
Notice that multiplying the horizontal part by h∂mU corresponds to adding a variation of −ν2k .
Hence integrating by parts we get
A
(
p− 1
2θ
− 1
)∫ (∑
m
Φm∂mg11
)[
p− 1
2A Aν2h
θ−1 ∂h
∂A −Aσh
σ−1 ∂h
∂V
∂V
∂ν2
− 1
2
Ahσ∂ν2g11
]
.
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4.3 Proof of Theorem 1.4
The proof of Theorem 1.4 can be deduced with an iterative procedure, adding higher order corrections (at
any arbitrary order) to the above approximate solutions. This method has been used for other singularly
perturbed equations, and is described in detail for example in [38], [39], [42], [44]: hence, we will limit
ourselves to a formal proof, since rigorous estimates can be derived as in the aforementioned papers.
For m ∈ N we consider an approximate solution of the form
ψm,ε = e−i
f˜(εs)
ε
h(εs)U(k(εs)z) + m∑
j=1
εj(wr,j(εs, z) + iwi,j(εs, z))
 ; z = y − Φ(εs).
Here y stands for normal Fermi coordinates as in Subsection 2.1, while we have set
f˜(εs) = f +
m∑
j=1
εjfj(εs); Φ(εs) =
m∑
j=0
εjΦj(εs),
where fj , Φj are smooth real functions and normal sections respectively. We then write
−∆g˜εψm,ε + V (εx)ψm,ε − |ψm,ε|p−1ψm,ε = e−i
f˜(εs)
ε
 m∑
j=0
εjRj
+ o(εm),
where Rj are error terms depending on M , V , p, Φ and f˜ .
In Lemma 3.2 we showed how to choose wr,1 and wi,1 so that R1 vanishes identically. In the previous
two subsections instead we proved that R2 can also be canceled provided f1 satisfies (58) and Φ0 (we are
using the above notation) satisfies JΦ0 = 0. By the invertibility of J it is indeed sufficient to take both
f1 and Φ0 identically equal to zero.
Turning to higher order terms, we will find that the coefficient of ε3 will be of the form (up to the
phase factor)
Lrw3,r + iLiw3,i + G3(εs, z),
where G3(εs, z) is an expression depending on V , w1,r, w1,i, w2,r, w2,i, f , f2 and Φ1. As before, we will
find that the above expression can be made vanish provided f2 and Φ1 satisfy are periodic solutions of a
system of the form (see (57) and (59)){
Tf2 = 2A
(
p−1
2θ − 1
)
∂s〈H,Φ1〉+W3,1 in [0, L];
JΦ1 =W3,2 in [0, L].
Here W3,1 and W3,2 are smooth functions of s independent of f2 and Φ1. Again by our assumptions on
γ the above system can be solved in f2,Φ1, and solvability up to order ε3 can be guaranteed. For higher
powers of ε one can proceed similarly.
Remark 4.2 We stated Theorem 1.4 for general powers in ε for expository reasons. Indeed, for our
purposes in [40] we will need approximate solutions up to order ε3 only. However, an accurate analysis
of the error terms will be needed.
Remark 4.3 If we multiply the operators J and T (see (36) and (57)) by h(s)k(s) and h(s) respec-
tively, they become self-adjoint. This fact will be used crucially in the second part [40], see in particular
Subsection 2.3 there.
5 Appendix
In this appendix we collect some technical results: some integral identities first, and then the derivation
of the second variation formula (36).
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5.1 Some generalized Pohozaev identities
In this Subsection we derive some identities which are useful in the above computations. They follow
from a simple integration by parts, but the proof is rather involved so we give some explanation here. We
recall that the function U in (21) is radial, and so it satisfies the following ordinary differential equation
(60) − U ′′ − n− 2
r
U ′ + U = Up in R+.
Differentiating this relation with respect to r we obtain
(61) − U ′′′ − n− 2
r
U ′′ +
n− 2
r2
U ′ + U ′ = pUp−1U ′ in R+.
We multiply (60) by r4U ′′ and integrate by parts to get (recall that we are in Rn−1)∫ ∞
0
U ′rn+2U ′′′dr + (n+ 2)
∫ ∞
0
U ′U ′′rn+1dr + (n− 2)
∫ ∞
0
U ′rn+1U ′′dr
+ (n− 2)(n+ 1)
∫ ∞
0
(U ′)2rndr
−
∫ ∞
0
(U ′)2rn+2dr − (n+ 2)
∫ ∞
0
UU ′rn+1dr
= −p
∫ ∞
0
(U ′)2Up−1rn+2dr − (n+ 2)
∫ ∞
0
UpU ′rn+1dr.
Using (61) the above identity simplifies as follows
(62) (n− 5)
∫ ∞
0
rn(U ′)2dr + (n+ 1)
∫ ∞
0
rnU2dr = 2
n+ 1
p+ 1
∫ ∞
0
rnUp+1dr.
Similarly, if we multiply (60) by r3U ′ and integrate again by parts we find∫ ∞
0
Urn+1U ′′′dr + (n+ 1)
∫ ∞
0
UU ′′rndr + (n− 2)
∫ ∞
0
UrnU ′′dr + n(n− 2)
∫ ∞
0
UU ′rn−1dr
−
∫ ∞
0
UU ′rn+1dr − (n+ 1)
∫ ∞
0
U2rndr = −p
∫ ∞
0
UU ′Up−1rn+1dr − (n+ 1)
∫ ∞
0
Up+1rndr.
Using (61) the last identity simplifies as
(63) (n− 1)
∫ ∞
0
rn−2(U)2dr =
∫ ∞
0
rn(U ′)2dr +
∫ ∞
0
rnU2dr −
∫ ∞
0
rnUp+1dr.
From (62) it then follows that
(64)
∫ ∞
0
rnU2dr =
2
p+ 1
∫ ∞
0
rnUp+1dr − (n− 5)
n+ 1
∫ ∞
0
rn(U ′)2dr.
If we plug this identity into (63) we get
(65) (n− 1)
∫
Rn−1
U2dz =
6
n+ 1
∫
Rn−1
|z|2|∇U |2dz − p− 1
p+ 1
∫
Rn−1
|z|2Up+1dz.
5.2 Second variation
The aim of this Subsection is to prove formula (35) for the second variation of the length functional stated
in the beginning of Subsection 2.5.
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Proof of (35). Differentiating (28) twice with respect to t1, t2 (at (t1, t2) = (0, 0)), recalling our notations
in Subsection 2.5, taking into account (19) and (20) we obtain
(66) Σ1 + Σ2 = 0,
where
Σ1 =
∫
γ
A′2σhσ−1
∂h
∂V
〈∇NV,V〉ds+
∫
γ
Aσ(σ − 1)hσ−2
[
∂h
∂V
〈∇NV,W〉+ ∂h
∂AA
′
2
]
∂h
∂V
〈∇NV,V〉ds
+
∫
γ
Aσhσ−1
[
∂2h
∂V 2
〈∇NV,W〉+ ∂
2h
∂V ∂AA
′
2
]
〈∇NV,V〉ds+
∫
γ
Aσhσ−1 ∂h
∂V
(
(∇N )2V ) [V,W]ds
− A′2
∫
γ
hσ〈H,V〉ds−
∫
γ
Aσhσ−1 ∂h
∂V
〈∇NV,V〉〈H,W〉ds
− Aσ
∫
γ
hσ−1
[
∂h
∂V
〈∇NV,W〉+ ∂h
∂AA
′
2
]
〈H,V〉ds;
Σ2 =
∫
γ
Ahσ
∑
j
V˙jW˙j −
∑
j,m
R1j1mVjWm
 ds+A′1A′2σ ∫
γ
hσ−1
∂h
∂Ads
+ AA′′12σ
∫
γ
hσ−1
∂h
∂Ads+AA
′
1σ(σ − 1)
∫
γ
hσ−2
[
∂h
∂V
〈∇NV,W〉+ ∂h
∂AA
′
2
]
∂h
∂Ads
+ AA′1σ
∫
γ
hσ−1
[
∂2h
∂A∂V 〈∇
NV,W〉+ ∂
2h
∂A2A
′
2
]
ds−AA′1σ
∫
γ
hσ−1
∂h
∂A〈H,W〉ds
+ A′1σ
∫
γ
hσ−1
[
∂h
∂V
〈∇NV,W〉+ ∂h
∂AA
′
2
]
ds−A′1
∫
γ
hσ〈H,W〉ds+A′′12
∫
γ
hσds.
Then the second variation of the energy is given by the following formula at (t1, t2) = (0, 0)
∂2Eε(uψt1,t2 ,At1,t2 )
∂t1∂t2
=
∫
γ
θ(θ − 1)hθ−2
[
∂h
∂V
〈∇NV,W〉+ ∂h
∂AA
′
2
]
∂h
∂V
〈∇NV,V〉ds
+
∫ L
0
θhθ−1
∂h
∂V
(
(∇N )2V ) [V,W]ds
+
∫ L
0
θhθ−1
[
∂2h
∂V 2
〈∇NV,W〉+ ∂
2h
∂V ∂AA
′
2
]
〈∇NV,V〉ds
−
∫ L
0
θhθ−1
[
∂h
∂V
〈∇NV,W〉+ ∂h
∂AA
′
2
]
〈H,V〉ds
+
∫ L
0
hθ
∑
j
V˙jW˙j −
∑
j,m
R1j1mVjWm
 ds
+ A′1
∫ L
0
θ(θ − 1)hθ−2
[
∂h
∂V
〈∇NV,W〉+ ∂h
∂AA
′
2
]
∂h
∂Ads
+
∫ L
0
θA′1hθ−1
[
∂2h
∂A∂V 〈∇
NV,W〉+ ∂
2h
∂A2A
′
2
]
ds
+
∫ L
0
θA′′12hθ−1
∂h
∂Ads−
∫ L
0
[
θhθ−1
∂h
∂V
〈∇NV,V〉+ θA′1hθ−1
∂h
∂A
]
〈H,W〉.
Now some cancelation will occur. We plug in the value of A′′12 from (66) into the last equality to obtain
∂2Eε(uψt1,t2 ,At1,t2 )
∂t1∂t2
= E1 + E2 + E3 + E4 + E5 + E6 + E7 + E8 + E9,
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where the terms (Ei)i are given by
E1 =
∫ L
0
hθ
∑
j
V˙jW˙j −
∑
j,m
R1j1mVjWm
 ds− 2A2θ
p− 1
∫ L
0
hσ
∑
j
V˙jW˙j −
∑
j,m
R1j1mVjWm
 ds;
E2 =
∫ L
0
θ(θ − 1)hθ−2 ∂h
∂V
∂h
∂A
[〈∇NV,V〉A′2 + 〈∇NV,W〉A′1]
+
∫ L
0
θhθ−1
∂2h
∂V ∂A
[A′2〈∇NV,V〉+A′1〈∇NV,W〉]
− 2Aθ
p− 1
∫ L
0
Aσ(σ − 1)hσ−2 ∂h
∂A
∂h
∂V
[A′1〈∇NV,W〉+A′2〈∇NV,V〉]
− 2Aθ
p− 1
∫ L
0
Aσhσ−1 ∂
2h
∂A∂V
[A′1〈∇NV,W〉+A′2〈∇NV,V〉]
− 2Aθ
p− 1
∫ L
0
σhσ−1
∂h
∂V
[A′1〈∇NV,W〉+A′2〈∇NV,V〉] ;
E3 = −
∫ L
0
θhθ−1
∂h
∂A [A
′
1〈H,W〉+A′2〈H,V〉] +
2Aθ
p− 1
∫ L
0
hσ [A′1〈H,W〉+A′2〈H,V〉]
+
2Aθ
p− 1A
∫
γ
σhσ−1
∂h
∂A [A
′
1〈H,W〉+A′2〈H,V〉] ;
E4 = A′1A′2θ(θ − 1)
∫ L
0
hθ−2
(
∂h
∂A
)2
+
∫ L
0
θA′1A′2hθ−1
∂2h
∂A2
− 4Aθ
p− 1A
′
1A′2σ
∫ L
0
hσ−1
∂h
∂A −
2Aθ
p− 1AA
′
1σ(σ − 1)
∫ L
0
hσ−2
(
∂h
∂A
)2
A′2
− 2Aθ
p− 1AA
′
1σ
∫ L
0
hσ−1
∂2h
∂A2A
′
2;
E5 =
∫ L
0
θhθ−1
∂h
∂V
((∇N )2V )[V,W]− 2Aθ
p− 1Aσ
∫ L
0
hσ−1
∂h
∂V
((∇N )2V )[V,W];
E6 =
∫ L
0
θhθ−1
[
∂2h
∂V 2
〈∇NV,V〉〈∇NV,W〉
]
− 2Aθ
p− 1
∫ L
0
Aσhσ−1 ∂
2h
∂V 2
〈∇NV,V〉〈∇NV,W〉;
E7 = −
∫ L
0
θhθ−1
∂h
∂V
〈∇NV,W〉〈H,V〉+ 2Aθ
p− 1Aσ
∫ L
0
hσ−1
∂h
∂V
〈∇NV,W〉〈H,V〉;
E8 = −
∫ L
0
θhθ−1
∂h
∂V
〈∇NV,V〉〈H,W〉+ 2Aθ
p− 1Aσ
∫ L
0
hσ−1
∂h
∂V
〈∇NV,V〉〈H,W〉;
E9 =
∫ L
0
[
θ(θ − 1)hθ−2 − 2A
2θ
p− 1σ(σ − 1)h
σ−2
](
∂h
∂V
)2
〈∇NV,V〉〈∇NV,W〉.
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Now we will simplify each of these terms. We get immediately
E1 =
∫ L
0
[
hθ − 2A
2θ
p− 1h
σ
]∑
j
V˙ jW˙ j −
∑
j,m
R1j1mV
jWm
 ds.
Recall the identity (32)
hθ−1
∂h
∂A =
2A
p− 1
(
hσ +Aσhσ−1 ∂h
∂A
)
:
differentiating with respect to V and A we get the two formulas
(θ − 1)hθ−2 ∂h
∂V
∂h
∂A + h
θ−1 ∂
2h
∂A∂V =
2A
p− 1
(
σhσ−1
∂h
∂V
+Aσ(σ − 1)hσ−2 ∂h
∂V
∂h
∂A +Aσh
σ−1 ∂
2h
∂A∂V
)
;
(θ − 1)hθ−2
(
∂h
∂A
)2
+ hθ−1
∂2h
∂A2 =
2A
p− 1
(
3σhσ−1
∂h
∂A +Aσ(σ − 1)h
σ−2
(
∂h
∂A
)2
+Aσhσ−1 ∂
2h
∂A2
)
+
2
p− 1h
σ.
From these it follows immediately that
E2 = E3 = 0; E4 = A′1A′2
2θ
p− 1
(
Aσhσ−1 ∂h
∂A + h
σ
)
.
By means of (31), the above identity (32) can also be written as
hθ−12Ah2σ ∂h
∂V
=
2A
p− 1
(
Aσhσ−12Ah2σ ∂h
∂V
+ hσ
)
,
from which it follows that
(67) hθ−1
∂h
∂V
− 2A
2σ
p− 1 h
σ−1 ∂h
∂V
=
1
p− 1h
−σ.
This formula implies
E5 = θ
p− 1
∫ L
0
((∇N )2V )[V,W]h−σ;
E7 = − θ(p− 1)
∫ L
0
〈∇NV,W〉〈H,V〉h−σ; E8 = − θ(p− 1)
∫ L
0
〈∇NV,V〉〈H,W〉h−σ.
Therefore in conclusion we get at (t1, t2) = (0, 0)
∂2Eε(uψt1,t2 ,At1,t2 )
∂t1∂t2
=
∫ L
0
[
hθ − 2A
2θ
p− 1h
σ
]∑
j
V˙jW˙j −
∑
j,m
R1j1mVjWm
 ds
+
∫ L
0
(
θhθ−1 − 2A
2θ
p− 1σh
σ−1
)
∂2h
∂V 2
〈∇NV,V〉〈∇NV,W〉
+
θ
p− 1
∫ L
0
{
((∇N )2V )[V,W]− 〈∇NV,W〉〈H,V〉 − 〈∇NV,V〉〈H,W〉
}
h−σ
+
∫ L
0
[
θ(θ − 1)hθ−2 − 2A
2θ
p− 1σ(σ − 1)h
σ−2
](
∂h
∂V
)2
〈∇NV,V〉〈∇NV,W〉
+ A′1A′2
2θ
p− 1
∫ L
0
(
Aσhσ−1 ∂h
∂A + h
σ
)
.
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Differentiating (67) with respect to V , we obtain
[
(p− 1)hθ−1 − 2σA2hσ−1] ∂2h
∂V 2
+
[
(p− 1)(θ − 1)hθ−2 − 2σ(σ − 1)A2hσ−2]( ∂h
∂V
)2
= −σh−σ−1 ∂h
∂V
,
which yields∫ L
0
(
θhθ−1 − 2A
2θ
p− 1σh
σ−1
)
∂2h
∂V 2
〈∇NV,V〉〈∇NV,W〉 = − θσ
p− 1
∫ L
0
∂h
∂V
〈∇NV,V〉〈∇NV,W〉h−σ−1
+
∫ L
0
(
2σ(σ − 1)A2θ
p− 1 h
σ−2 − θ(θ − 1)hθ−2
)(
∂h
∂V
)2
〈∇NV,V〉〈∇NV,W〉.
Collecting the above computation together with some further cancelation, one finds, at (t1, t2) = (0, 0)
∂2Eε(uψt1,t2 ,At1,t2 )
∂t1∂t2
=
∫ L
0
[
hθ − 2A
2θ
p− 1h
σ
]∑
j
V˙jW˙j −
∑
j,m
R1j1mVjWm
 ds
+
θ
p− 1
∫ L
0
{
((∇N )2V )[V,W]− 〈∇NV,V〉〈H,W〉 − 〈∇NV,W〉〈H,V〉}h−σds
− σθ
p− 1
∫ L
0
h−σ−1
∂h
∂V
〈∇NV,V〉〈∇NV,W〉ds
+ A′1A′2
2θ
p− 1
∫ L
0
(
Aσhσ−1 ∂h
∂A + h
σ
)
ds.
This proves formula (35). 
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