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Recently, new insights have been obtained by jointly studying classical communication and re-
source theory. This interplay consequently serves as a potential platform for interdisciplinary studies.
To continue this line, we study non-signaling assisted classical communication scenarios constrained
by a given resource, in the sense that the information processing channel is unable to supply addi-
tional amounts of the resource. The corresponding one-shot classical capacity is upper bounded by
resource preservability, which is a measure of the ability to preserve the resource. A lower bound
can be further obtained when the resource is asymmetry. As an application, unexpectedly, under
a recently-studied thermalization model, we found that the smallest bath size needed to thermalize
all outputs of a Gibbs-preserving coherence-annihilating channel upper bounds its non-signaling
assisted one-shot classical capacity. This finding, therefore, bridges classical communication and
thermodynamics. We also apply our approach to study how many pairs of orthogonal maximal
entanglement can be maintained under channels constrained by different forms of inseparability.
Our results demonstrate interdisciplinary applications enabled by dynamical resource theory.
I. INTRODUCTION
Resource is a concept widely used in the study of
physics: It can be an effect or a phenomenon, helping us
achieve advantages that can never occur in its absence. A
quantitative understanding of different resources is thus
vital for further applications. For this reason, an ap-
proach called resource theory comes, aiming to provide a
general strategy to depict different resources [1].
A resource theory can be interpreted as a triplet
(R,FR,OR), consisting of the resource itself R (e.g., en-
tanglement [2]), the set of quantities without the resource
FR (e.g., separable states), and the set of physical pro-
cesses that will not generate the resource OR (e.g., local
operation and classical communication channels [3]). It
allows ones to quantify the resource via a resource mono-
tone, QR, which is a non-negative-valued function satis-
fying two conditions: (i) QR(q) = 0 if q ∈ FR; and (ii)
QR[E(q)] ≤ QR(q) ∀q & ∀E ∈ OR. This is a “ruler”
attributing numbers to different resource contents.
Adopting this general approach, one can study spe-
cific resources such as (but not limited to) entangle-
ment [2, 4, 5], coherence [6, 7], nonlocality [8–10], steer-
ing [11–17], asymmetry [18–20], and athermality [21–26].
Together with various features of general resource theo-
ries [1, 27–41], one is able to concretely picture the orig-
inally vague notion of resources for states – while the
unique roles of dynamical resources have not been noticed
until recently. Resource theories of channels [42] have
therefore drawn much attention lately and been studied
intensively [40, 43–64]. Unlike the state resources, which
are static, channel resources are dynamical properties,
thereby providing links to dynamical problems such as
communication [58] and resource preservation [62, 64].
Very recently, the interplay between resource theories
∗Electronic address: chung-yun.hsieh@icfo.eu
and classical communication has been investigated [41,
58] (see also Ref. [65]), successfully providing new insights
and widening our understanding. For instance, a neat
proof of the strong converse property of non-signaling as-
sisted classical capacity has been established [58]. Also,
amounts of classical messages encodable into the resource
content of states has been estimated, and different phys-
ical meanings can be concluded by considering specific
resources [41]. Hence, the interplay between resource the-
ory and classical communication is a potential platform
for interdisciplinary studies. To continue this research
line, it is thus necessary to understand communication se-
tups constrained by different static resources. A general
treatment on this can clarify the role of static resources
in communication and provide potential applications in
different physical settings. This motivates us to ask:
How do resource constraints affect classical
communications?
In this work, we consider non-signaling assisted classi-
cal communication scenarios where the information pro-
cessing channel is forbidden to supply additional re-
sources, thereby being a free operation (there are some
subtleties about this setting, and we refer the reader
to Appendix A for a detailed discussion). The basic
setup will be given in Sec. II. In Sec. III, we show that
the corresponding one-shot classical capacity is upper
bounded by the ability to preserve the resource, which
is called resource preservability [64], plus a resourceless
contribution term. Furthermore, when the underlying
resource is asymmetry, a lower bound can be obtained.
As an application, we use our approach to bridge classi-
cal communication and thermodynamics in Sec. IV: Un-
der the thermalization model introduced in Ref. [66],
the non-signaling assisted one-shot classical capacity of
a Gibbs-preserving coherence-annihilating channel is up-
per bounded by the smallest bath size needed to thermal-
ize all its outputs [64, 66]. This illustrates how dynam-
ical resource theory can connect seemly different physi-
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2cal concepts. Finally, in Sec. V, we study the ability of
a channel to simultaneously maintain orthogonality and
maximal entanglement with a capacity-like measure, and
we conclude in Sec. VI.
II. FORMULATION
To process classical information depicted by a finite
sequence of integers {m}M−1m=0 , one needs to encode them
into a set of quantum states {ρm}M−1m=0 ; likewise, a decod-
ing is needed to extract the information from outputs of
N , which can be done by a positive operator-valued mea-
surement (POVM) {Em}M−1m=0 [3]. They can be written
jointly as ΘM = ({ρ}M−1m=0 , {Em}M−1m=0 ), called an M -code,
which depicts the transformation ρm 7→ tr [EmN (ρm)]
for each m. To see how faithfully one can extract the
input messages {m}M−1m=0 , the one-shot classical capacity
with error  [58] of N can be defined as a measure:
CNS,(1)(N ) := max {log2M | ∃ΘM , ps(ΘM ,N ) ≥ 1− } ,
(1)
where the average success probability is given by
ps(ΘM ,N ) := 1
M
M−1∑
m=0
tr [EmN (ρm)] . (2)
As an important remark that will be explained in de-
tailed in Appendix B, this setup is equivalent to the
non-signaling assisted classical communication (see, e.g.,
Refs. [58, 67, 68]). Hence, Eq. (1) is the non-signaling
assisted one-shot classical capacity given in Ref. [58], and
this is why we write it as CNS.
Before introducing the main results, we briefly re-
view relevant ingredients of resource preservability [64]
(or simply R-preservability when the state resource R is
given), which is a dynamical resource depicting the abil-
ity to preserve R. To start with, we impose basic as-
sumptions on a given state resource theory (R,FR,OR):
1. Identity and partial trace are both free operations.
2. OR is closed under tensor products, convex sums,
and compositions.
These assumptions are strict enough for an analytically
feasible study and still general enough to be shared by
many known resource theories (see Appendix C for a
further discussion). For a given state resource theory
(R,FR,OR), the induced R-preservability theory is a
channel resource theory on all channels in OR. The free
channels are called resource annihilating channels [64],
which are given by ONR := {Λ | Λ(η) ∈ FR ∀η ∈ FR} [69].
A special class of resource annihilating channels are those
who cannot output any resourceful state even assisted by
ancillary resource annihilating channels; specifically, no
R-preservability can be activated [63, 64, 70–73]. Such
channels are called absolutely resource annihilating chan-
nels [64], which are elements of the set
O˜NR := {Λ˜ ∈ ONR | Λ˜⊗ Λ ∈ ONR ∀Λ ∈ ONR }. (3)
Free operations of R-preservabiliy, which are collectively
denoted by the set FR, are super-channels [74, 75] given
by [64] E 7→ Λ+ ◦ (E ⊗ Λ˜) ◦ Λ− with Λ+,Λ− ∈ OR and
Λ˜ ∈ O˜NR . Finally, the following R-preservability mono-
tone [64] will be used in this work:
PD(E) := inf
ΛS∈ONR
sup
A
D
[
(E ⊗ Λ˜A)(ρSA), (ΛS ⊗ Λ˜A)(ρSA)
]
,
(4)
where the maximization, supA, is taken over every pos-
sible ancillary system A, joint input ρSA, and absolutely
resource annihilating channel Λ˜SA. D is any contractive
generalized distance measure on quantum states; that
is, it is a real-valued function satisfying (i) D(ρ, σ) ≥ 0
and equality holds if and only if ρ = σ, and (ii) (data-
processing inequality) D[E(ρ), E(σ)] ≤ D(ρ, σ) for all ρ, σ
and channels E . With Assumptions 1 and 2, in Ap-
pendix C we show that PD is indeed a monotone [64], in
the sense that it is a non-negative-valued function such
that PD(E) = 0 if E ∈ ONR , and PD[F(E)] ≤ PD(E) for
every channel E and F ∈ FR. Note that, in this work,
we only ask R-preservability monotones to satisfy these
two conditions, which are the core features of a mono-
tone. Further properties, such as Eq. (7) in Ref. [64],
will need additional assumptions, and we leave the de-
tails in Appendix C. Finally, in our results, the distance
measure that will be mainly used is the max-relative en-
tropy [76] for states defined as (and, conventionally, we
adopt inf ∅ =∞)
Dmax(ρ‖σ) := log2 inf{λ ≥ 0 | ρ ≤ λσ}. (5)
III. BOUNDS ON CLASSICAL CAPACITY
To introduce the first main result, define P δD(E) :=
inf‖E−E′‖≤2δ PD(E ′), which minimizes over all channelsE ′ closed to E . Here, ‖E‖ := supA,ρSA ‖(E ⊗ IA)(ρSA)‖1
is the diamond norm. To specify notations, in a d-
dimensional system, let F (d)R be the set of free states and
{E(d)m }M−1m=0 denote an POVM. Combining Refs. [58, 64],
in Appendix D we prove the following upper bound:
Theorem 1. For every N ∈ OR and , δ ≥ 0 satisfying
+ δ < 1, we have
CNS,(1)(N ) ≤ P δDmax(N ) + log2
1
1− − δ + log2 Γ
(d)
R ,
(6)
where d is the output system dimension of N , and
Γ
(d)
R := sup
M∈N
sup
{E(d)m }M−1m=0
sup
{ηm}M−1m=0⊆F(d)R
M−1∑
m=0
tr
(
E(d)m ηm
)
.
(7)
3Γ
(d)
R tells us that at most how many states from F (d)R
can be discriminated by general POVMs, and it can also
be interpreted as the highest amount of encodable classi-
cal information in free states. For instance, when the free
states are isotropic states [77] (i.e., R is asymmetry of the
group U ⊗ U∗), then Γ(d)R ≤ 2× d
2
d2−1 [78]. When d 1,
this implies CNS,(1)(N ) . P δDmax(N ) + log2 11−−δ + 1,
and the additional degrees of freedom of (U ⊗ U∗)-
asymmetry allow better performance. This also means
CNS,(1)(N ) − log2 Γ(d)R characterizes the resource advan-
tage: It estimates the amount of transmissible classi-
cal information via the ability of N to preserve R. As
a remark, note that both encoding and decoding used
in Eq. (1) are unrestricted. Hence, when the optimal
amount of classical information can be encoded into free
states, the optimal capacity should intuitively be achiev-
able by processes with zero R-preservability, and any
general result should respect this fact. Theorem 1 is
consistent with this expectation: When free states ad-
mit optimal amounts of encodable classical information,
which is d, then Γ
(d)
R = d, and the capacity is allowed
to reach log2 d even with zero R-preservability. However,
such resourceless advantages no longer exist when more
constraints are made for specific purposes (e.g., Sec. V).
As explained in Appendix D 1, Theorem 1 implies that
sup
F
CNS,(1)[F(N )] ≤ P δDmax(N ) + log2
Γ
(d)
R
1− − δ , (8)
where the optimization is taken over all F ∈ FR such that
the output system dimension of F(N ) is upper bounded
by d. This means R-preservability also upper bounds
the classical capacity that allows signaling from the past
constrained by R [79]. As the last remark, our approach
also enables us to obtain a modified version of the upper
bound derived in Ref. [58]. See Appendix D 2 for details.
A. Asymmetry and Lower Bounds
When the underlying state resource is the asymmetry
of a given unitary group G, a lower bound on the classical
capacity can also be obtained. Formally, asymmetry of a
given group G, or simply G-asymmetry, has free states as
those invariant under group actions; that is, ρ = UρU†
for all U ∈ G. One option of free operations, which
is adopted here, is that of G-covariant channels, which
are channels commuting with unitaries in G: UE(·)U† =
E [U(·)U†] for all U ∈ G (see, e.g., Ref. [20]).
To introduce the result, we need to use the informa-
tion spectrum relative entropy [80, 81] (see also Ref. [41])
given by Dδs(ρ‖σ) := sup{ω | tr (ρΠρ≤2ωσ) ≤ δ}, where
Πρ≤2ωσ is the projection onto the union of eigenspaces of
2ωσ − ρ with non-negative eigenvalues [41]. Despite its
name, the information spectrum relative entropy is not
a proper contractive distance measure, since it will not
satisfy data-processing inequality and can output nega-
tive values [82]. However, it allows us to obtain a lower
bound on CNS,(1). In Appendix E, we apply results in
Ref. [41] and show the following bound (now ONR denotes
the set of G-covariant channels that cannot preserve any
G-asymmetry):
Theorem 2. Given R = G-asymmetry, then for every
G-covariant channel N and 0 ≤ δ <  < 1, we have
1
ln 2
P˜D−δs (N ) + log2 δ − 1 ≤ CNS,(1)(N ), (9)
where P˜D−δs (N ) := infΛ∈ONR supρD−δs [N (ρ) ‖Λ(ρ)].
This provides an R-preservability-like lower bound on
the non-signaling assisted one-shot classical capacity for
G-covariant channels, which also shows a witness of re-
sourceful advantages. Back to the example of (U ⊗ U∗)-
asymmetry, the advantage from asymmetry can be wit-
nessed when P˜D−δs (N ) > 2 ln 2 + ln d
2
d2−1 − ln δ, which is
approximately P˜D−δs (N ) > 2 ln 2− ln δ when d 1.
IV. APPLICATION: CLASSICAL
COMMUNICATIONS AND THERMODYNAMICS
It is worth mentioning that our result bridges two
seemly different physical concepts: Non-signaling as-
sisted classical capacity [58] and heat bath size needed
for thermalization [64, 66]. To introduce the result, we
give a quick review of the resource theory of athermality
and related ingredients for thermalization bath sizes [66].
Athermality is the status out of thermal equilibrium.
With a fixed system dimension d, the unique free state
is the thermal equilibrium state, or the thermal state.
With a given system Hamiltonian HS and temperature
T , the thermal state is uniquely given by γ = e
−βHS
tr(e−βHS ) ,
where β = 1kBT is the inverse temperature and kB is the
Boltzmann constant. For multiple systems with tensor
product, all free states in this resource theory are γ⊗k for
some positive integer k (i.e., all allowed dimensions are dk
with some k). In this work, we adopt Gibbs-preserving
channels as the free operations. They are channels E
keeping thermal states invariant: E(γ⊗k) = γ⊗l, where
dk and dl are the input and output dimensions, respec-
tively. Physically, these are dynamics that will not drive
thermal equilibrium away from equilibrium.
To formally study thermalization, we follow Ref. [66]
and define a channel (jointly acting on system S plus bath
B) ESB : SB→ SB to -thermalize a system state ρS if∥∥∥ESB (ρS ⊗ γ⊗(n−1))− γ⊗n∥∥∥
1
≤ . (10)
That is, ESB needs to globally thermalize SB, where the
thermal state γ is determined by the Hamiltonian and
the temperature of S, and the initial state of B is the
n − 1 copies of γ. To depict such thermalization pro-
cesses dynamically, we consider the collision model intro-
duced in Ref. [66]. To avoid complexity, we refer the
4reader to Appendix F for a brief introduction of this
model, and here we let Cn be the set of all channels on
SB that can be realized by this model. Then the quan-
tity nγ(ρS) := inf{n ∈ N | ∃ ESB ∈ Cn s.t. Eq. (10) holds}
can be understood as the smallest bath size needed to
-thermalize ρS under the given model. This concept can
be generalized to any channel N by defining [64]
Bγ(N ) := sup
ρ
nγ [N (ρ)]− 1, (11)
which maximizes over all the smallest bath sizes among
all outputs of N . This is thus the smallest bath size
needed to -thermalize all outputs of N under the given
collision model.
Now we mention a core assumption made in Ref. [66]
used to regularize the analysis. A given Hamiltonian
H with energy levels {Ei}di=1 is said to satisfy the en-
ergy subspace condition if for any positive integer M and
any pair of different vectors {m 6= m′} ⊂ Nd satisfy-
ing
∑d
i=1mi =
∑d
i=1m
′
i = M , we have
∑d
i=1miEi 6=∑d
i=1m
′
iEi. Hence, energy levels cannot be integer mul-
tiples of each other, and energy degeneracy is also forbid-
den. As an application of Theorem 1, in Appendix G we
show the following bound (we say a channel is coherence-
annihilating if its output states are diagonal in the given
energy eigenbasis [83]; also, we implicitly assume the sys-
tem Hamiltonian is the one realizing the given thermal
state γ with some temperature):
Theorem 3. Given 0 ≤ , δ < 1 and a full-rank thermal
state γ. Assume the system Hamiltonian satisfies the
energy subspace condition. Then for a Gibbs-preserving
map N of γ that is also coherence-annihilating, we have
CNS,(1)(N ) ≤ log2
(
Bδγ(N ) +
2
√
δ
pmin(γ)
+ 1
)
+ log2
1
1−  ,
(12)
where pmin(γ) is the smallest eigenvalue of γ.
Theorem 3 illustrates how a dynamical resource the-
ory can bridge a pure thermodynamic quantity to a pure
communication quantity: Within the above setup, if a
Gibbs-preserving and coherence-annihilating channel can
communicate a high amount of classical information, it
necessarily requires a large bath to thermalize all its out-
puts. On the other hand, if this channel has a small
thermalization bath size, it unavoidably has a weak abil-
ity to communicate classical information.
V. APPLICATION: MAINTAINING
ORTHOGONAL MAXIMAL ENTANGLEMENT
Once a question can be formulated into a classical
communication problem, our approach can be used to
study connections between the given question and dif-
ferent resource constraints. To illustrate this, we study
the following question: How robust is the structure of
orthogonal maximal entanglement under dynamics? As
the motivation, a maximally entangled basis is a well-
known tool in quantum information science, promising
applications such as quantum teleportation [84] and su-
perdense coding [3]. The key is the simultaneous exis-
tence of maximal entanglement and orthogonality, and
maintaining both of them through a physical evolution
is vital for applications afterward. To model this ques-
tion, we impose two restrictions in the classical commu-
nication scenarios used in this work: (i) The encoding
{ρm}M−1m=0 are mutually orthonormal maximally entan-
gled states {|Φm〉}M−1m=0 . (ii) The decoding {Em}M−1m=0 are
projective measurements done by a (sub-)basis of orthog-
onal maximally entangled states {|Φ′m〉〈Φ′m|}M−1m=0 . The
corresponding one-shot classical capacity characterizes
the ability of a given channel N [85] to simultaneously
maintain orthogonality and maximal entanglement:
CME,(1)(N ) := log2 max{M | ps|ME(M,N ) ≥ 1− },
(13)
where the success probability reads ps|ME(M,N ) :=
sup{|Φm〉},{|Φ′m〉}
1
M
∑M−1
m=0 〈Φ′m|N (|Φm〉〈Φm|)|Φ′m〉, and
the maximization is taken over all sets of orthogo-
nal maximally entangled states of size M , denoted by
{|Φm〉}, {|Φ′m〉}. Thus, CME,(1)(N ) is the highest main-
tainable pairs of mutually orthonormal maximally entan-
gled states under the dynamics N , up to an error smaller
than . To introduce the result, we say a state ρ is multi-
copy nonlocal/steerable [70–73] if there exists an integer
k such that ρ⊗k is nonlocal/steerable. Also, recall that
FR is the set of free operation of R-preservability defined
in Sec. II. Then in Appendix H we show that
Theorem 4. For a given N ∈ OR and 0 ≤ , δ < 1
satisfying + δ < 1, we have
α× sup
F∈FR
CME,(1) [F(N )] ≤ P δDmax(N ) + log2
1
1− − δ
(14)
with α = 1 when R = athermality; α = 12 when R =
entanglement, free entanglement [86], multi-copy nonlo-
cality, and multi-copy steerability.
Theorem 4 provides upper bounds on CME,(1)(N )
when N is a free operation of specific resources, which
holds even when the channel is assisted by additional
structures constrained by the resource (which is given by
FR). Theorem 4 also brings an alternative operational
interpretation of R-preservability: For the resources R
mentioned above, R-preservability bounds the channel’s
simultaneous maintainability of orthogonality and maxi-
mal entanglement in resource-constrained scenarios.
We remark that one can also interpret Eq. (13) as
a measure of the ability to admit superdense coding,
and Theorem 4 therefore serves as an upper bound on
this ability. Furthermore, Theorem 4 brings a connec-
tion between fully entangled fraction [77, 87] and R-
preservability. We leave the details in Appendix I.
5VI. CONCLUSION
We study non-signaling assisted classical communica-
tion scenarios [58] with free operations of a given resource
as the information processor. The one-shot classical ca-
pacity is upper bounded by resource preservability [64]
plus a term of resourceless contribution. This upper
bound provides an alternative interpretation of resource
preservability. Furthermore, when asymmetry is the re-
source, a lower bound can also be obtained.
As an application, we use our result to bridge two
seemly different concepts: Under the assumption and
thermalization model given by Ref. [66], the small-
est bath size needed to thermalize all outputs of a
Gibbs-preserving coherence-annihilating channel will up-
per bound its non-signaling assisted one-shot classical ca-
pacity. Hence, with the help of dynamical resource the-
ory, a thermodynamic meaning of non-signaling assisted
classical capacity can be found, and thermalization bath
sizes can also be interpreted in a communication setup.
We further apply our approach to study channel’s si-
multaneous maintainability of orthogonality and max-
imal entanglements. Formulating the question into a
communication form, a capacity-like measure can be in-
troduced and upper bounded by resource preservability.
This result also measures the ability to admit superdense
coding in d dimension as well as provides a link between
fully entangled fraction and resource preservability.
Several open questions remain. For instance, whether
one can derive a lower bound similar to Theorem 2 in
terms of resource preservability is still unknown. This
question could be difficult and largely depend on the
choice of resources, since, e.g., the lower bound on the
capacity used in Ref. [41] is given by the information
spectrum relative entropy, which is not a contractive gen-
eralized distance measure [82] and hence cannot induce
legal resource preservability monotone. Also, whether
one can obtain any result similar to Theorem 4 in the
context of coherence is still unknown.
We hope the physical messages provided by this work
can offer alternative interpretations in the interplay
of dynamical resource theory, classical communication,
thermodynamics, and different forms of inseparability.
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Appendix A: Being Costless and Being Resource Non-Generating Are Not Equivalent
In order to study channels constrained by a given resource R, it is straightforward to expect these channels to
be free from R. This usually includes two seemly equivalent concepts implicitly; namely, being costless for R, and
being unable to generate R. While these two concepts match for some resources, in general they are not equivalent
due to the difficulty of defining “costless” in some cases. More precisely, an intuitive way to acquire a channel to be
costless for R is to request an implementation without consuming R, while this may not always work, and the situation
largely depends on the underlying resource theories. For instance, the resource theories of entanglement equipped with
local operation and classical communication (LOCC) channels or local operation plus pre-shared randomness (LOSR)
channels allow this property, and so do the resource theories of nonlocality with LOSR channels. Nevertheless, the
resource theory of athermality demonstrates a counterexample. In this case, the only free state is the state in thermal
equilibrium, i.e., the thermal state γ. Physically, it is impossible to realize any non-trivial channel with only thermal
equilibrium (the only realizable one is the state preparation channel of γ, since one can artificially switch γ with the
input and discard the original system). On the other hand, a commonly used free operation is the thermal operation,
which takes the form (·)A 7→ trB[UAB((·)A ⊗ γB)U†AB], where UAB conserves the total energy (i.e., it commutes with
the total Hamiltonian). One can see that any non-trivial thermal operation needs a non-trivial unitary UAB, which
has to include effects out of thermal equilibrium.
Apart from resource theories of states, there are also instances in dynamical resource theories. In the resource
theory for non-signaling assisted classical communication [58], the free channels are state preparation channels, and
it is impossible to output channels useful for classical communication if one only uses state preparation channels to
implement free super-channels. Similarly, in the theory of resource preservability [64], it is again impossible to output
resourceful channels when one only uses resource annihilating channels to implement free super-channels.
If one upgrades the discussion to general and abstract considerations, the detailed structure of free operations is
6FIG. 1: A super-channel can be treated as a bipartite channel; namely, the action of a super-channel (upper-left) is to connect
A′ and B with the input and output edges of the channel N ∈ L(A′ → B), respectively. Such channel form has advantage in
studying causal properties of super-channels.
usually not accessible. Consequently, the best one can do is to analyze an operation by comparing its inputs and
outputs. This is also the only way to check whether an operation is free from R. Hence, “zero ability to generate
R” ends up to be the most feasible and well-defined way to depict “begin free” in the most general extend when
further structures and contexts are not available. Being costless for R is an additional property that can be satisfied
in certain cases, but this notion could be generally ill-defined.
Note that this is also why in a general, model-independent level, the definition of being R-non-generating only
requires no generation of R for free inputs: Before introducing free operations, we cannot compare and order different
resourceful states, and the only existing concept before defining free operations is “whether the quantity is resourceful
or not.” This gives us the most extensive range to clarify the notion of “being free from R.” It also briefly summarizes
the features of central ingredients in resource theory: Free states give us detection, free operations give us comparison,
and monotones give us quantification.
Due to the above discussion, in this work, we depict a channel as constrained by a resource if it is a free operation.
Appendix B: No-Signaling Super-Channels and Classical Communication
A non-signaling assisted classical communication scenario [58] with the main channel N is of the following form:
|m〉〈m| 7→ 〈m|ΠNS(N )(|m〉〈m|)|m〉, (B1)
where {|m〉}M−1m=0 is a given basis carrying the classical information {m}M−1m=0 , and the final decoding is done by the
projective measurement {〈m|(·)|m〉}M−1m=0 . Here, ΠNS is a super-channel [74, 75] satisfying non-signaling conditions.
To formally describe the conditions, denote the set of all channels from system X to system Y by L(X→ Y). Then
a super-channel is a linear function mapping channels to channels Π : L(A′ → B) → L(A→ B′), which can also be
interpreted as a bipartite channel acting as A⊗ B→ A′ ⊗ B′; namely, the action of super-channel is to connect A′
and B with the input and output edges of the channel N ∈ L(A′ → B), respectively (see Fig. 1 for the explanation;
see also Fig. 2). With this notation, for every ρA, σA in system A and every ρB, σB in system B, the non-signaling
conditions imposed on the bipartite channel form of a super-channel Π are given by:
trB′ ◦Π(ρA ⊗ ρB) = trB′ ◦Π(ρA ⊗ σB); (B2)
trA′ ◦Π(ρA ⊗ ρB) = trA′ ◦Π(σA ⊗ ρB). (B3)
Eq. (B2) implies no signaling from the future to the past via Π, and we say it is B→ A no-signaling; Eq. (B3) implies
no signaling from the past to the future via Π, and we say it is A→ B no-signaling. It turns out that non-signaling
conditions can be depicted by the channel form of Π (see Theorem 4 in Ref. [88] and Ref. [89]):
7Theorem B.1. [88, 90]
1. Π is B→ A no-signaling if and only if there exists a channel ΠA→A′ ∈ L(A→ A′) such that
trB′ ◦Π = ΠA→A′ ◦ trB. (B4)
2. Π is A→ B no-signaling if and only if there exists a channel ΠB→B′ ∈ L(B→ B′) such that
trA′ ◦Π = ΠB→B′ ◦ trA. (B5)
Proof. This is Theorem 4 in Ref. [88], since being semi-causal from system B (A) to system A (B) is equivalent
to B→ A (A→ B) non-signaling (e.g., see Proposition 10 in Ref. [67], which says non-signaling is equivalent to
semi-localizability, and also note that being semi-localizable is equivalent to being semi-causal [93]).
For the completeness of this work, we provide an alternative proof here. It suffices to demonstrate the proof for
the first statement. First, note that the existence of ΠA→A′ achieving Eq. (B4) implies that, for every ρA in system
A and every ρB, σB in system B:
trB′ ◦Π(ρA ⊗ ρB) = ΠA→A′ ◦ trB(ρA ⊗ ρB)
= ΠA→A′(ρA)
= ΠA→A′ ◦ trB(ρA ⊗ σB)
= trB′ ◦Π(ρA ⊗ σB), (B6)
which is the desired non-signaling condition Eq. (B2). This shows that Eq. (B4) is sufficient for B→ A non-signaling.
To show that it is also necessary, suppose Π is B→ A no-signaling. This means the following two facts (in what
follows, {|n〉A}, {|n〉B} are two given orthonormal bases of system A,B, respectively):
1. trB′ ◦Π(OA ⊗ ρB) = trB′ ◦Π(OA ⊗ σB) for every operator OA and states ρB, σB.
2. trB′ ◦Π(OA ⊗ |n〉〈m|B) = 0 for all n 6= m and every operator OA.
To show statement 1, note that B→ A non-signaling condition [Eq. (B2)] and linearity (note that we are dealing with
the bipartite channel form of the super-channel Π) together imply that
trB′ ◦Π[(αρA + βρ′A)⊗ ρB] = trB′ ◦Π[(αρA + βρ′A)⊗ σB] (B7)
for every states ρA, ρ
′
A, ρB, σB and complex numbers α, β. Because every Hermitian operator can be written as a
difference of two semi-definite positive operators, this means trB′ ◦ Π[HA ⊗ ρB] = trB′ ◦ Π[HA ⊗ σB] for every states
ρB, σB and Hermitian operator HA. Hence, we have
trB′ ◦Π[(αHA + βH ′A)⊗ ρB] = trB′ ◦Π[(αHA + βH ′A)⊗ σB] (B8)
for every Hermitian operators HA, H
′
A, states ρB, σB, and complex numbers α, β. Since every operator O can be
written as a combination of Hermitian operators [one can consider O = 12 (O+O
†) + (−i)× i2 (O−O†) and check that
(O +O†) and i(O −O†) are both Hermitian], we conclude the desired claim in statement 1.
To prove statement 2, consider the following states with the given n,m (note that n 6= m):
|αnm〉 := 1√
2
(|n〉B + |m〉B); (B9)
|βnm〉 := 1√
2
(|n〉B + i|m〉B). (B10)
Then we have
1
2
(|n〉〈m|B + |m〉〈n|B) = |αnm〉〈αnm| − 1
2
(|n〉〈n|B + |m〉〈m|B); (B11)
i
2
(−|n〉〈m|B + |m〉〈n|B) = |βnm〉〈βnm| − 1
2
(|n〉〈n|B + |m〉〈m|B). (B12)
Now, for every operator OA, we have
trB′ ◦Π
[
OA ⊗ 1
2
(|n〉〈m|B + |m〉〈n|B)
]
= trB′ ◦Π
[
OA ⊗
(
|αnm〉〈αnm| − 1
2
(|n〉〈n|B + |m〉〈m|B)
)]
= 0, (B13)
8FIG. 2: Schematic proof of Theorem B.2. A super-channel Π can be interpreted as a bipartite channel (upper-left, lower-left,
and lower-middle). In this form, Π acting on a given channel N can be interpreted as the upper-middle figure. Specially, when
Π satisfies both non-signaling conditions [Eqs. (B2) and (B3)], Theorem B.1 admits channels ΠA→A′ on A and ΠB→B′ on B to
depict its local behaviors (lower-right). From here, one can conclude the final structure as the upper-right figure [90].
where the last equality follows from statement 1 and the fact that both |αnm〉〈αnm| and 12 (|n〉〈n|B + |m〉〈m|B) are
normalized quantum states. Similarly, we have
trB′ ◦Π
[
OA ⊗ i
2
(−|n〉〈m|B + |m〉〈n|B)
]
= trB′ ◦Π
[
OA ⊗
(
|βnm〉〈βnm| − 1
2
(|n〉〈n|B + |m〉〈m|B)
)]
= 0. (B14)
By linearity, we conclude the desired claim in statement 2.
Finally, for an arbitrarily given bipartite state ρAB =
∑
nmkl ρnm|kl|n〉〈m|A ⊗ |k〉〈l|B, we have
trB′ ◦Π(ρAB) = trB′ ◦Π
(∑
nmk
ρnm|kk|n〉〈m|A ⊗ |k〉〈k|B
)
= trB′ ◦Π
(∑
nmk
ρnm|kk|n〉〈m|A ⊗ |0〉〈0|B
)
= trB′ ◦Π [trB(ρAB)⊗ |0〉〈0|B] , (B15)
where the first line is the consequence of statement 2 and linearity; the second line is due to statement 1 and the
fact that |k〉〈k|B is a normalized quantum state for all k. By defining ΠA→A′(·) := trB′ ◦Π[(·)A ⊗ |0〉〈0|B], which is a
channel in L(A→ A′), we have the desired relation given in Eq. (B4), and the proof is completed.
An immediate corollary from Theorem B.1 is the following characterization of super-channels satisfying both non-
signaling conditions Eqs. (B2) and (B3) – we call them no-signaling super-channels (see also Fig. 2 for a schematic
proof):
Theorem B.2. A super-channel Π : L(A′ → B) → L(A→ B′) is no-signaling if and only if there exist channels
ΠA→A′ ∈ L(A→ A′) and ΠB→B′ ∈ L(B→ B′) such that
Π(N ) = ΠB→B′ ◦ N ◦ΠA→A′ (B16)
for every channel N ∈ L(A′ → B).
9Proof. If a super-channel can be written by Eq. (B16), then it is by definition no-signaling. To see this, one can
consider N as state preparation channels (·) 7→ ρB and (·) 7→ σB. Hence, Eq. (B16) is a sufficient condition.
To see it is also necessary, suppose Π is a given no-signaling super-channel. Then Eqs. (B2) and (B3) imply
that there exist channels ΠA→A′ and ΠB→B′ to describe the local behaviors of the channel form of Π according to
Theorem B.1. Note that local systems A and B stand for different instants. In this case, when the input state ρA
enters A and undergoes a channel N , the input of the local system B is N ◦ ΠA→A′(ρA). This means the output of
Π(N ) with the given input ρA is ΠB→B′ ◦N ◦ΠA→A′(ρA) [90]. See Fig. 2 for a schematic proof. Since this argument
works for all inputs ρA and since N is arbitrarily given, we conclude that Π(N ) = ΠB→B′ ◦ N ◦ ΠA→A′ for every
N ∈ L(A′ → B), which is the desired claim.
Theorem B.2 provides an explicit representation of no-signaling super-channel and hence characterizes the largest set
of free operations of the resource theory considered in Ref. [58] to study non-signaling assisted classical communication.
Consequently, it also characterizes such classical communications. In what follows, {|m〉}M−1m=0 is an orthonormal basis,
ΠNS is a no-signaling super-channel, {ρm}M−1m=0 is a set of states, and {Em}M−1m=0 is an POVM. Then we have:
Theorem B.3. Given a channel N . Then a classical communication scenario |m〉〈m| 7→ 〈m|ΠNS(N )(|m〉〈m|)|m〉
can be equivalently written as ρm 7→ tr[EmN (ρm)].
Proof. Suppose we are given the classical communication scenario |m〉〈m| 7→ 〈m|ΠNS(N )(|m〉〈m|)|m〉. Then Theo-
rem B.2 implies that, for all m,
tr [ΠNS(N )(|m〉〈m|)|m〉〈m|] = tr [ΠB→B′ ◦ N ◦ΠA→A′(|m〉〈m|)|m〉〈m|]
= tr [EmN (ρm)] , (B17)
where ρm := ΠA→A′(|m〉〈m|) and Em := Π†B→B′(|m〉〈m|), and both ΠA→A′ and ΠB→B′ are channels (i.e., completely-
positive trace-preserving maps). This means ρm are all quantum states; moreover, Em ≥ 0 and we have
∑M−1
m=0 Em =
Π†B→B′(
∑M−1
m=0 |m〉〈m|) = Π†B→B′(IB′) = IB since Π†B→B′ is a completely-positive unital map. This shows the desired
claim.
Now, suppose we are given the classical communication scenario ρm 7→ tr[EmN (ρm)]. Then consider the following
maps:
ΠA→A′(·) :=
M−1∑
m=0
ρm〈m| · |m〉; (B18)
ΠB→B′(·) :=
M−1∑
m=0
|m〉〈m|tr[Em(·)]. (B19)
Both of them are measure-and-prepare channels [91]. Furthermore, one can see that, for all m,
tr[EmN (ρm)] = 〈m|(ΠB→B′ ◦ N )(ρm)|m〉
= 〈m|(ΠB→B′ ◦ N ◦ΠA→A′)(|m〉〈m|)|m〉 (B20)
This shows the desired result since Π(N ) := ΠB→B′ ◦ N ◦ ΠA→A′ gives a no-signaling super-channel Π according to
Theorem B.2. The proof is completed.
Theorem B.3 brings the following message:
Non-signaling assisted classical communication can be equivalently depicted by ρm 7→ tr[EmN (ρm)].
In other words, when one wants to optimize over all non-signaling assisted classical communication scenarios in the
form |m〉〈m| 7→ 〈m|ΠNS(N )(|m〉〈m|)|m〉, it suffices to optimize over all possible sets of encoding states {ρm}M−1m=0 and
decoding POVMs {Em}M−1m=0 for the scenario ρm 7→ tr[EmN (ρm)]. This explains why Eq. (1) is the non-signaling
assisted one-shot classical capacity given in Ref. [58]. We will use these observations in this work to derive results,
and they also help us to obtain upper bound which modifies the one derived in Ref. [58]. We refer the reader to
Appendix D 2 for details.
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Appendix C: Assumptions on State Resource Theories for Resource Preservability Theories
To have a general study that is also analytically feasible, we need to impose certain assumptions on the state
resource theories considered in this work. Let (R,FR,OR) be a given state resource theory. Then we consider
1. Identity channel and partial trace are both free operations; namely, they are both in OR.
2. Free operations are closed under tensor products, convex sums, and compositions: For every E , E ′ ∈ OR and
p ∈ [0, 1], we have E ⊗ E ′ ∈ OR, pE + (1− p)E ′ ∈ OR, and E ◦ E ′ ∈ OR.
3. For every system S′ there exists a state σS′ such that (·)S 7→ (·)S ⊗ σS′ is a free operation.
Assumptions 1 and 2 are always assumed in this work in order to capture the necessary properties of a monotone, and
we leave Assumption 3 optional. This is slightly different from Ref. [64], and our motivation is to relax the assump-
tions to achieve a general consideration admitting more applicable cases. We briefly explain each assumptions [64].
Assumption 1 follows from our conceptual expectation; that is, “doing nothing” and “ignoring part of the system” are
both unable to generate R. Assumption 2 implies that if two channels are unable to generate R, then neither can their
simultaneous application (tensor product), classical mixture (convex sum), and sequential application (composition).
Finally, Assumption 3 ensures that there always exists a “free extension,” which automatically implies the state σS′
is free an hence FR 6= ∅ (to see this, consider trS and use Assumptions 1 and 2). Note that Assumption 3 is only
imposed on systems with proper system sizes. For example, in the resource theory of entanglement, steering, and
nonlocality, S′ must be bipartite (and we always assume equal local dimension); in the resource theory of athermality,
S′ can only have dimension dk with some positive integer k, where d is the dimension of the given thermal state.
Many known resource theories share these assumptions. For instance, Assumptions 1, 2, and 3 are satisfied by the
sets of LOCC channels, LOSR channels, Gibbs-preserving maps, and G-covariant channels (in multipartite cases, we
consider the group G⊗k := {⊗ki=1 Ui |Ui ∈ G ∀i}). Note that Assumption 3 holds since for every system S′ with
dimension dS′ the mapping (·) 7→ (·)⊗ IS′dS′ is an LOSR and G-covariant channel. The case of Gibbs-preserving maps
(with the thermal state γ) follows from the fact that (·) 7→ (·) ⊗ γ⊗k is Gibbs-preserving for all k. This implies the
validity of Assumptions 1, 2, and 3 in the following state resource theories, which covers most of the cases studied in this
work: (i) entanglement and free entanglement [86] equipped with LOCC or LOSR channels, (ii) nonlocality, steering,
multi-copy nonlocality, and multi-copy steering equipped with LOSR channels (see Appendix C 1 for a discussion),
(iii) G-asymmetry equipped with G-covariant channels, and (iv) athermality equipped with Gibbs-preserving maps.
It turns out that, by using Assumptions 1, 2, and 3, we can prove a generalized version of Theorem 2 in Ref. [64],
which is summarized as follows:
Theorem C.1. [64] (R,FR,OR) is a state resource theory satisfying Assumptions 1 and 2. D is a contractive
generalized distance measure of states. Then PD satisfies
1. PD(N ) ≥ 0 and PD(N ) = 0 if N ∈ ONR .
2. PD[F(E)] ≤ PD(E) for every channel E and free super-channel F ∈ FR.
If Assumption 3 holds, then we have
PD(N ⊗N ′) ≥ PD(N ) (C1)
for every N ,N ′ ∈ OR, and the equality holds if N ′ ∈ ONR .
Proof. Apart from Eq. (49) in Ref. [64], the proof is the same with the one of Theorem 2 in Ref. [64] (see Eqs. (48)
and (50) in Ref. [64]). Note that Eq. (48) in Ref. [64] works for every channel, which explains the validity of statement
2 in this theorem. It remains to show Eq. (7) in Ref. [64], which can be seen by the following alternative proof:
PD(ES ⊗ ES′) = inf
ΛSS′∈ONR
sup
A
D
[
(ES ⊗ ES′ ⊗ Λ˜A)(ρSS′A), (ΛSS′ ⊗ Λ˜A)(ρSS′A)
]
≥ inf
ΛSS′∈ONR
sup
A
D
[
(ES ⊗ Λ˜A)(ρSA), [(trS′ ◦ ΛSS′)⊗ Λ˜A](ρSS′A)
]
≥ inf
ΛSS′∈ONR
sup
A
D
[
(ES ⊗ Λ˜A)(ρSA), [(trS′ ◦ ΛSS′)⊗ Λ˜A](ρSA ⊗ σS′)
]
≥ inf
ΛS∈ONR
sup
A
D
[
(ES ⊗ Λ˜A)(ρSA), (ΛS ⊗ Λ˜A)(ρSA)
]
= PD(ES). (C2)
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The second line follows from the data-processing inequality and the fact that ES ⊗ ES′ is S′ → S no-signaling (Theo-
rem B.1). In the third line, ρSA⊗σS′ forms a sub-optimal range of the maximization, where σS′ is the state guaranteed
by Assumption 3 that allows the map (·) 7→ (·)⊗σS′ to be a free operation of R. Together with Assumptions 1 and 2,
we learn that (trS′ ◦ ΛSS′)[(·)⊗ σS′ ] ∈ ONR is a resource annihilating channel, which forms a sub-optimal range of the
minimization and implies the fourth line. Hence, Assumptions 1, 2, and 3 are enough to ensure the correcteness of
Theorem 2 in Ref. [64].
Theorem C.1 slightly generalizes Theorem 2 in Ref. [64] by relaxing the assumptions of absolutely free states (i.e.,
the assumptions (R1) and (R3) in Ref. [64]) into Assumption 3. Furthermore, there is no need to assume the convexity
of FR. Another remark is that non-increasing under free super-channel actually works for every channel, including
channels that are not free operations. This is a useful observation when one needs to consider the smooth version of
R-preservability, e.g., Lemma D.3.
1. LOSR Channels as Free Operations of Nonlocality, Steering, Multi-Copy Nonlocality, and Multi-Copy
Steering
Appendix A.1 in Ref. [64] explains that LOSR channels can be free operations of nonlocality. Here, we briefly show
that LOSR channels can also be free operations of three other different forms of inseparabilities: Steering [11–14],
multi-copy nonlocality [70, 71], and multi-copy steering [72, 73]. In a given bipartite system AB, a state is unsteerable
from A to B [11–14], or simply A→ B unsteerable, if for every local POVMs {EAa|x} in A and {EBb|y} in B, one can
write
tr
[(
EAa|x ⊗ EBb|y
)
ρ
]
=
∑
λ∈ΛLHS
P (a|x, λ)tr
(
EBb|yσλ
)
pλ (C3)
for some variable λ in a set ΛLHS, some probability distributions P (a|x, λ), pλ, and some local states σλ in B. In other
words, a state is A→ B unsteerable if every outcome of local measurements is indistinguishable from the outputs
of pre-shared randomness combined with local quantum theory in B. Such models are called local hidden state
models [11–14], as depicted by ΛLHS. States that are not A→ B unsteerable are said to be A→ B steerable.
To see why LOSR channels can be free operations for steering, consider an LOSR channel E := ∑ν qν (EAν ⊗ EBν )
and the following computation
tr
[(
EAa|x ⊗ EBb|y
)
E(ρ)
]
=
∑
ν
tr
[(
EAa|x ⊗ EBb|y
) (EAν ⊗ EBν ) (ρ)] qν
=
∑
ν
tr
[(
EA,†ν
(
EAa|x
)
⊗ EB,†ν
(
EBb|y
))
ρ
]
qν , (C4)
where EA,†ν
(
EAa|x
)
and EB,†ν
(
EBb|y
)
again form local POVMs since EA,†ν , EB,†ν are completely-positive unital maps.
Hence, when ρ is A→ B unsteerable, it means, for every ν, we can write tr
[(
EA,†ν
(
EAa|x
)
⊗ EB,†ν
(
EBb|y
))
ρ
]
as
Eq. (C3). This means the output of Eq. (C4) is again described by Eq. (C3).
With the notions of nonlocality and steering, we say a state ρ is multi-copy nonlocal [70] (and, similarly, multi-
copy A→ B steerable [72, 73]) if ρ⊗k is nonlocal (A→ B steerable) for some positive integer k. One can see that
LOSR channels again act as free operations for these two resources. To see this, it suffices to observe that if E is
an LOSR channel in a given bipartition, then E⊗k will again be an LOSR channel in the same bipartition. More
precisely, consider an LOSR channel EAB in AB bipartition. Suppose ρ is multi-copy local (A→ B unsteerable) in
this bipartition; namely, ρ⊗k is local (A→ B unsteerable) for all k. Then, for all k, [EAB(ρ)]⊗k = E⊗kAB
(
ρ⊗k
)
must
be local (A→ B unsteerable) since ρ⊗k is local (A→ B unsteerable) and E⊗kAB is again an LOSR channel in the AB
bipartition. This shows that LOSR channels can be free operations of multi-copy nonlocality and multi-copy steering.
Appendix D: Proof of Theorem 1
First, we note the following lemma similar to Fact E.2 in Ref. [64]. This will enable us to obtain an equivalent
representation of PDmax defined in Eq. (4). In what follows, the maximization supA is taken over all ancillary system
A, absolutely R-annihilating channels Λ˜A, and joint input states ρSA. Note that the maximization includes the trivial
ancillary system (i.e., the one with dimension 1), which means it also covers the case when there is no ancillary system.
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Lemma D.1. Given two channels N and E, then we have
sup
A
inf
{
λ ≥ 0 | 0 ≤ [(λE − N )⊗ Λ˜A](ρSA)
}
= inf
{
λ ≥ 0 | 0 ≤ [(λE − N )⊗ Λ˜A](ρSA) ∀A, Λ˜A, ρSA
}
. (D1)
Proof. Let LA :=
{
λ | 0 ≤ [(λE − N )⊗ Λ˜A](ρSA)
}
, where A := (A, Λ˜A, ρSA) is a specific combination of A, Λ˜A, and
ρSA. Then the left-hand-side is supA inf{λ |λ ∈ LA}, and the right-hand-side is inf {λ |λ ∈
⋂
A LA}. The inequality
“≤” follows since ⋂A LA ⊆ LA′ for all A′. To show the opposite, consider an arbitrary positive integer k. Then there
exist Ak and λk ∈ LAk such that
inf {λ |λ ∈ LAk} ≤ sup
A
inf{λ |λ ∈ LA} < inf {λ |λ ∈ LAk}+
1
k
; (D2)
λk − 1
k
< inf {λ |λ ∈ LAk} ≤ λk. (D3)
This means inf{λ |λ ∈ LA} < λk + 1k for all A, which further implies λk + 1k ∈
⋂
A LA. We conclude that
inf
{
λ |λ ∈
⋂
A
LA
}
≤ λk + 1
k
≤ inf {λ |λ ∈ LAk}+
2
k
≤ sup
A
inf{λ |λ ∈ LA}+ 2
k
, (D4)
and the desired claim follows by considering all possible k.
Recall that an M -code ΘM = ({ρ}M−1m=0 , {Em}M−1m=0 ) is consisting of encoding states {ρm}M−1m=0 and a decoding POVM
{Em}M−1m=0 . We will write E(d)m to emphasize that it is an POVM element with system dimension d, and F (d)R is the
set of free states with system dimension d. Then we note the following observation based on Refs. [58, 64]:
Lemma D.2. Given a resource R and , δ ≥ 0 satisfying + δ < 1. Suppose N ∈ OR is a free operation with output
system dimension d. When there exists an M -code achieving ps(ΘM ,N ) ≥ 1− , then we have
log2M ≤ P δDmax(N ) + log2
1
1− − δ + log2 Γ
(d,M)
R , (D5)
where
Γ
(d,M)
R := sup
{E(d)m }M−1m=0
sup
ηm∈F(d)R
M−1∑
m=0
tr(E(d)m ηm). (D6)
Proof. Consider a channel N ′ satisfying ‖N −N ′‖ ≤ 2δ (so it also has output system dimension d). From Eqs. (4)
and (5) we note the following
PDmax(N ′) := inf
ΛS∈ONR
sup
A
Dmax
[
(N ′ ⊗ Λ˜A)(ρSA) ‖ (ΛS ⊗ Λ˜A)(ρSA)
]
= log2 inf
ΛS∈ONR
sup
A
inf
{
λ ≥ 0 | 0 ≤ (λΛS −N ′)⊗ Λ˜A(ρSA)
}
= log2 inf
ΛS∈ONR
inf
{
λ ≥ 0 | (λΛS −N ′)⊗ Λ˜A is a positive map ∀A, Λ˜A
}
, (D7)
where the third line follows from Lemma D.1. Hence, for every positive integer k, there exists a value λk ≥ 0, an
R-annihilating channel Λk ∈ ONR , and a positive map Pk such that
|PDmax(N ′)− log2 λk| ≤
1
k
; (D8)
Pk ⊗ Λ˜A is a positive map ∀A, Λ˜A; (D9)
N ′ + Pk = λkΛk. (D10)
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Note that the positivity of Pk actually follows from Eq. (D9) and the fact that one is allowed to consider the
trivial ancillary system, i.e., the case when there is no ancillary system. Now, with the given M -code ΘM =
({ρm}M−1m=0 , {Em}M−1m=0 ) and a positive integer k, we have [recall the definition from Eq. (2)]:
ps (ΘM ,N ′) := 1
M
M−1∑
m=0
tr [EmN ′(ρm)]
=
λk
M
M−1∑
m=0
tr [EmΛk(ρm)]− 1
M
M−1∑
m=0
tr [EmPk(ρm)]
≤ λk
M
M−1∑
m=0
tr [EmΛk(ρm)]
≤ Γ
(d,M)
R
M
× 2[PDmax (N ′)+ 1k ], (D11)
where the fact that tr [EmPk(ρm)] ≥ 0 for all m implies the third line, and the last line is due to the fact that
Λk(ρm) ∈ F (d)R for all ρm. From here we conclude
ps (ΘM ,N ′) ≤ Γ
(d,M)
R
M
× 2PDmax (N ′). (D12)
Now we use the estimate |ps (ΘM ,N ′)− ps (ΘM ,N )| ≤ 12 ‖N ′ −N‖ [58], where ‖E‖ := supA,ρSA ‖(E ⊗ IA)(ρSA)‖1
is the diamond norm. This can be seen by the following computation
ps (ΘM ,N ′)− ps (ΘM ,N ) = 1
M
M−1∑
m=0
tr [Em(N ′ −N )(ρm)]
≤ 1
2M
M−1∑
m=0
‖N ′ −N‖
=
1
2
‖N ′ −N‖ , (D13)
which follows from the estimate supρ sup0≤E≤I 2tr[E(E ′−E)(ρ)] ≤ ‖E ′ − E‖ [58] for arbitrary channels E , E ′. Gather-
ing the above ingredients, we conclude that for any channel N ′ satisfying ‖N −N ′‖ ≤ 2δ and M -code ΘM achieving
ps (ΘM ,N ) ≥ 1− , we have:
1−  ≤ ps (ΘM ,N )
≤ ps (ΘM ,N ′) + δ
≤ Γ
(d,M)
R
M
× 2PDmax (N ′) + δ, (D14)
and the desired inequality follows for every given , δ ≥ 0 satisfying + δ < 1.
Theorem 1 follows immediately from Lemma D.2, and we prove it now:
Proof. Consider a given channel N ∈ OR with output system dimension d and an  ∈ [0, 1). Then Lemma D.2 implies
that for every M in the maximization range of CNS,(1)(N ), we have log2M ≤ P δDmax(N ) + log2 11−−δ + log2 Γ
(d,M)
R
for every δ ∈ [0, 1) satisfying  + δ < 1. This implies, after considering all possible M , CNS,(1)(N ) ≤ P δDmax(N ) +
log2
1
1−−δ + log2 supM∈N Γ
(d,M)
R .
We remark that when there exists an κ ∈ (0, 1) such that Γ(d,M)R ≤Mκ for all M , one can write
(1− κ)× CNS,(1)(N ) ≤ P δDmax(N ) + log2
1
1− − δ . (D15)
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1. Properties of P δD and Proof of Eq. (8)
We remark that P δD, which can be interpreted as the smooth version of PD, still possesses the expected properties
that a monotone should have. First, if N ∈ ONR , then we have P δD(N ) := inf‖N−N ′‖≤2δ PD(N ′) = 0 since PD(N ) = 0.
The non-increasing property under free super-channels can be summarized in the following lemma, which also has
Eq. (8) as a direct corollary:
Lemma D.3. For every 0 ≤ δ ≤ 1, N ∈ OR, and F ∈ FR, we have
P δD[F(N )] ≤ P δD(N ). (D16)
Proof. We note the following estimate first:∥∥∥(N −N ′)⊗ Λ˜∥∥∥

≤ ‖(N −N ′)⊗ I‖
≤ ‖N −N ′‖ . (D17)
The first inequality follows from the data processing inequality, or equivalently, the contractivity of the trace norm;
the second ineuqality follows from the definition of the diamond norm. Recall that F ∈ FR will take the form
F(N ) = Λ+ ◦ (N ⊗ Λ˜) ◦ Λ−. We conclude that
‖F(N )− F(N ′)‖ =
∥∥∥Λ+ ◦ [(N −N ′)⊗ Λ˜] ◦ Λ−∥∥∥
≤
∥∥∥[(N −N ′)⊗ Λ˜] ◦ Λ−∥∥∥
:= sup
A;ρSA
∥∥∥[(N −N ′)⊗ Λ˜⊗ IA] ◦ (Λ− ⊗ IA)(ρSA)∥∥∥
1
≤
∥∥∥(N −N ′)⊗ Λ˜∥∥∥

≤ ‖N −N ′‖ , (D18)
where the second line follows from data-processing inequality, the fourth line is because (Λ− ⊗ IA)(ρSA) induces a
sup-optimal range of the maximization in the definition of diamond norm. In the last line we use Eq. (D17). Now,
direct computation shows
P δD(N ) := inf‖N−N ′‖≤2δ
PD(N ′)
≥ inf
‖F(N )−F(N ′)‖≤2δ
PD(N ′)
≥ inf
‖F(N )−F(N ′)‖≤2δ
PD[F(N ′)]
≥ inf
‖F(N )−N ′′‖≤2δ
PD(N ′′)
= P δD[F(N )]. (D19)
From Eq. (D18) we learn that all channels N ′ satisfying ‖N −N ′‖ ≤ 2δ form a subset of all channels N ′ satisfying‖F(N )− F(N ′)‖ ≤ 2δ. This explains the second line. The third line follows from Theorem C.1 (note that N ′ could
be outside OR, but it is still a channel). In the fourth line, we have the set of all channels of the form F(N ′) be a
subset of the set of all channels. This shows the desired claim.
Using the above Lemma, one can conclude Eq. (8) from Theorem 1: For every F ∈ FR, N ∈ OR, and , δ ≥ 0
satisfying + δ < 1, we have
CNS,(1)[F(N )] ≤ P δDmax [F(N )] + log2
1
1− − δ + log2 Γ
(d)
R
≤ P δDmax(N ) + log2
1
1− − δ + log2 Γ
(d)
R , (D20)
which implies Eq. (8).
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2. A Modified Bound on Non-Signaling Assisted One-Shot Classical Capacity
Using the same method, we can show a modified version of an upper bound on the non-signaling assisted one-shot
classical capacity recently proved by Takagi et al. [58]. To this end, we consider the following distance measure,
which is a weaker version of the max-relative entropy of communication used in Ref. [58] (OC is the set of all state
preparation channels; that is, channels mapping as (·) 7→ ρtr(·) with a given fixed state ρ):
D˜max(N ) := infL∈OC supρ Dmax[N (ρ) ‖L(ρ)]
:= log2 infL∈OC
sup
ρ
inf{λ ≥ 0 | (λL −N )(ρ) ≥ 0}
= log2 infL∈OC
inf{λ ≥ 0 |λL −N is a positive map}, (D21)
where the second line is due to reasoning similar to Lemma D.1. This is a weaker version since it only requires λL−N to
be positive rather than completely positive. Defining the smooth version to be D˜δmax(N ) := inf 12‖N ′−N‖≤δ D˜max(N ′),
then, together with the structure of non-signaling discussed in Appendix B, one can show the following bound:
Theorem D.4. For every channel N and , δ ≥ 0 satisfying + δ < 1, we have
CNS,(1)(N ) ≤ D˜δmax(N ) + log2
1
1− − δ . (D22)
Proof. Given a channel N ′ satisfying ‖N −N ′‖ ≤ 2δ. From Eq. (D21) we learn that for every positive integer k,
there exist a positive map Pk, a state preparation channel Lk ∈ OC , and a number λk ≥ 0 such that∣∣∣D˜max(N )− log2 λk∣∣∣ ≤ 1k ; (D23)
N ′ + Pk = λkLk. (D24)
Now, suppose there exists an M -code ΘM = ({ρm}M−1m=0 , {Em}M−1m=0 ) such that ps(ΘM ,N ) ≥ 1− . Then we have
1−  ≤ ps(ΘM ,N )
≤ ps(ΘM ,N ′) + δ
=
λk
M
M−1∑
m=0
tr[EmLk(ρm)]− 1
M
M−1∑
m=0
tr[EmPk(ρm)] + δ
≤ λk
M
M−1∑
m=0
tr[EmLk(ρm)] + δ
≤ 1
M
× 2[D˜max(N ′)+ 1k ] + δ, (D25)
where the second line follows from Eq. (D13), the fourth line is due to the fact that tr[EmPk(ρm)] ≥ 0 for all m, and
the last line follows from the fact that Lk is a state preparation channel. This implies the desired upper bound by
considering all possible N ′, k and M .
Appendix E: Proof of Theorem 2
Proof. We follow the proof of Theorem 2 in Ref. [41]. First, an G-twirling channel, which is an operation used to
symmetrize all input states with respect to a unitary group G :=
{
U (g)
}|G|
g=1
, is defined by
TG(·) := 1|G|
|G|∑
g=1
U (g)(·)U (g),†. (E1)
When the group is infinite, one can replace the summation by integration equipped with the Haar measure: TG(·) :=∫
U∈G U(·)U†dU. We focus on the finite case to illustrate the proof.
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With a given state ρ and a given codebook C (that is, a mapping, m 7→ gm, from the classical information {m}M−1m=0
to the set {1, 2, ..., |G|}) [41], consider the encoding{
σgm|ρ := U
(gm)ρU (gm),†
}M−1
m=0
. (E2)
To construct the decoding, consider the following M elements of POVM:{
EC|ρm := Sσgm|ρS
}M−1
m=0
, (E3)
where S :=
(∑M−1
m=0 σgm|ρ
)− 12
. Note that for a positive semi-definite operator A, the notation A−1 is the inverse of
A restricted to the support of A [92]. This means A−1A = AA−1 will be the projection onto the support of A, and
we have A−1A = AA−1 ≤ I in general. Hence,
{
E
C|ρ
m
}M−1
m=0
is not an POVM in general, since
∑M−1
m=0 E
C|ρ
m will be
the projection onto the support of
∑M−1
m=0 σgm|ρ. Recently, Korzekwa et al. (see Eqs. (44), (45) and (51) in Ref. [41])
show that for 0 < κ < 1 we have
EC
1
M
M−1∑
m=0
tr
[
EC|ρm σgm|ρ
]
≥ (1− κ)
(
1−Me−Dκs [ρ ‖ TG(ρ)]
)
, (E4)
where EC indicates the average over randomly chosen codebook C (following Ref. [41], each m is independently
and uniformly at random encoded into the integer gm, which means {gm}M−1m=0 can be interpreted as independent
and identically distributed random variables with uniform distribution). For an G-covariant channel N , consider
the M -code given by Θ
C|ρ
M :=
(
{σgm|ρ}M−1m=0 , {E˜m}M−1m=0
)
, where E˜m := E
C|N (ρ)
m for m > 0 and E˜0 := E
C|N (ρ)
0 +(
I−∑M−1m=0 EC|N (ρ)m ). Note that ∑M−1m=0 EC|N (ρ)m is the projection onto the support of ∑M−1m=0 σgm|N (ρ), which means∑M−1
m=0 E
C|N (ρ)
m ≤ I. Then we have
sup
ρ
ECps
(
Θ
C|ρ
M ,N
)
= sup
ρ
EC
1
M
(
tr
[(
E˜0 − EC|N (ρ)0
)
N (σgm|ρ)]+ M−1∑
m=0
tr
[
EC|N (ρ)m N
(
σgm|ρ
)])
≥ sup
ρ
EC
1
M
M−1∑
m=0
tr
[
EC|N (ρ)m N
(
σgm|ρ
)]
= sup
ρ
EC
1
M
M−1∑
m=0
tr
[
EC|N (ρ)m σgm|N (ρ)
]
≥ (1− κ)
(
1−Me− supρDκs [N (ρ) ‖ TG◦N (ρ)]
)
. (E5)
Since E˜0 − EC|N (ρ)0 = I −
∑M−1
m=0 E
C|N (ρ)
m is non-negative, the second line follows. The third line is because N is
G-covariant and U (gm) ∈ G, so we have N (σgm|ρ) = N (U (gm)ρU (gm),†) = U (gm)N (ρ)U (gm),† = σgm|N (ρ). The
last line is a direct application of Eq. (E4) by replacing the role of ρ by N (ρ). This means when 1 −  < (1 −
κ)
(
1−Me− supρDκs [N (ρ) ‖ TG◦N (ρ)]), there must exist an M -code ΘC|ρM with some ρ and C achieving ps(ΘC|ρM ,N ) ≥ 1−.
Let log2M∗ = C

NS,(1)(N ). Because no (M∗ + 1)-code can achieve success probability ps ≥ 1− , we must have
1−  ≥ (1− κ)
(
1− (M∗ + 1)e− supρDκs [N (ρ) ‖ TG◦N (ρ)]
)
. (E6)
Following Ref. [41], we set κ = − δ. Since log2 n ≥ log2(n+ 1)− 1 for all positive integer n, we conclude that
log2M∗ >
1
ln 2
sup
ρ
D−δs [N (ρ) ‖ TG ◦ N (ρ)] + log2 δ − 1
≥ 1
ln 2
inf
Λ∈ONR
sup
ρ
D−δs [N (ρ) ‖Λ(ρ)] + log2 δ − 1, (E7)
where the first line is a direct consequence of Eq. (E6), and the second line is because TG ◦N is an G-covariant channel
that can only output symmetric states.
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Appendix F: Collision Model for Thermalization
The collision model introduced in Ref. [66] used to depict thermalization processes is given by
∂ρSB(t)
∂t
=
∑
k
λk
[
U
(k)
SB ρSB(t)U
(k),†
SB − ρSB(t)
]
, (F1)
where ρSB(t) is the global state on SB at time t, U
(k)
SB represents an energy-preserving unitary on SB (i.e., [U
(k)
SB , HS +
HB] = 0, where HS, HB are the Hamiltonians of the system S and the bath B, respectively), and λk is the rate for
U
(k)
SB to occur (see also Eqs. (A2) and (A3) in Appendix A of Ref. [66]). Roughly speaking, each U
(k)
SB models an
elastic collision between certain subsystems of SB. We refer the reader to Ref. [66] for the details of the model and its
physical reasoning. In this work, we use the notation Cn to denote the set of all channels on SB that can be realized
by Eq. (F1) at a time point t. Note that the initial state on the bath B is always assumed to be γ⊗(n−1).
Appendix G: Proof of Theorem 3
Theorem 3 is a consequence of the combination of Theorem 1 and Theorem 4 in Ref. [64], which is formally stated
as follows (here we implicitly assume the system Hamiltonian is the one realizing the thermal state γ with some
temperature):
Theorem G.1. [64] Given a Gibbs-preserving channel N , 0 ≤  < 1, and a full-rank thermal state γ. If N is
coherence-annihilating and the system Hamiltonian satisfies the energy subspace condition, then we have
2PDmax (N ) ≤ Bγ(N ) +
2
√

pmin(γ)
+ 1, (G1)
where pmin(γ) is the smallest eigenvalue of γ.
We remark that being coherence-annihilating is required by the proof given in Ref. [66] (specifically, it is crucial for
the proof of Lemma 17 in Appendix C of Ref. [66]), which explains the assumption made in Theorem 3. Combining
Theorem 1 and Theorem G.1, we are now in the position to prove Theorem 3:
Proof. First, when R = athermality (associated with the thermal state γ), we have
Γ
(d)
R := sup
M∈N
sup
{E(d)m }M−1m=0
sup
{ηm}M−1m=0⊆F(d)R
M−1∑
m=0
tr(E(d)m ηm)
= sup
M∈N
sup
{E(d)m }M−1m=0
M−1∑
m=0
tr(E(d)m γ)
= 1. (G2)
This implies the following estimate according to Theorem 1:
CNS,(1)(N ) ≤ P δDmax(N ) + log2
1
1− − δ . (G3)
Let δ = 0 and use Theorem G.1 (consequently, we need to assume all conditions made in the statement of Theo-
rem G.1), we conclude that for 0 ≤ , ′ < 1 we have
CNS,(1)(N ) ≤ log2
(
B′γ (N ) +
2
√
′
pmin(γ)
+ 1
)
+ log2
1
1−  , (G4)
which completes the proof.
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Appendix H: Proof of Theorem 4
Before the proof, let us recall a crucial tool called fully entangled fraction (FEF) [77, 87]. For a bipartite state ρ
with equal local dimension d, its FEF is defined by
Fmax(ρ) := max|Φd〉 〈Φd|ρ|Φd〉, (H1)
which maximizes over all maximally entangled states |Φd〉 with local dimension d. FEF is well-known for characterizing
different forms of inseparability [2, 9, 71–73, 77, 87, 95–97]. For instance, Fmax(ρ) > 1d implies ρ is free entangled [2, 98],
useful for teleporation [77], multi-copy nonlocal [70, 71], and multi-copy steerable [72, 73] (see also Appendix C 1).
Similar to the proof of Theorem 1, we will prove a lemma and have the main theorem as a corollary. Given a state
resource R, recall from Sec. II that FR is the set of free operations of R-preservability given by [64] E 7→ Λ+◦(E⊗Λ˜)◦Λ−,
where Λ+,Λ− ∈ OR are free operations and Λ˜ ∈ O˜NR is an absolutely resource annihilating channel. Since now, we
will always assume that for every F ∈ FR and N ∈ OR, the input and output systems of F(N ) are both bipartite with
finite equal local dimension. Also, we will use the notation F (d×d)R to denote the set of free states of R in bipartite
systems with equal local dimension d.
Lemma H.1. Given , δ > 0 satisfying + δ < 1. For N ∈ OR and F ∈ FR, if M achieves ps|ME [M,F(N )] ≥ 1− ,
then we have
0 ≤ P δDmax(N ) + log2
1
1− − δ + log2 F
R(d), (H2)
where
FR(d) := sup
η∈F(d×d)R
Fmax(η), (H3)
and d is the local dimension of the output bipartite system of F(N ).
Proof. For every positive integer k and every N ′ such that ‖N ′ −N‖ ≤ 2δ, Eqs. (D8), (D9), and (D10) imply
the existence of a value λk ≥ 0 and an R-annihilating channel Λk ∈ ONR such that (i) |PDmax(N ′)− log2 λk| ≤ 1k ,
and (ii) Pk ⊗ Λ˜A is a positive map for every ancillary system A and Λ˜A ∈ O˜NR , where N ′ + Pk = λkΛk. Write
F(E) = Λ+ ◦ (E ⊗ Λ˜) ◦ Λ− with Λ+,Λ− ∈ OR and Λ˜ ∈ O˜NR . This means for every positive integer M we have (note
that |Φ′m〉’s are all staying in the output space of F(N ), which is a bipartite system with equal local dimension d):
ps|ME[M,F(N ′)] := sup
{|Φm〉}M−1m=0 ,{|Φ′m〉}M−1m=0
1
M
M−1∑
m=0
〈Φ′m|Λ+ ◦ (N ′ ⊗ Λ˜) ◦ Λ−(|Φm〉〈Φm|)|Φ′m〉
≤ 2
[PDmax (N ′)+ 1k ]
M
× sup
{|Φm〉}M−1m=0 ,{|Φ′m〉}M−1m=0
M−1∑
m=0
〈Φ′m|Λ+ ◦ (Λk ⊗ Λ˜) ◦ Λ−(|Φm〉〈Φm|)|Φ′m〉
≤ 2
[PDmax (N ′)+ 1k ]
M
× sup
{ηm}M−1m=0⊆F(d×d)R ,{|Φ′m〉}M−1m=0
M−1∑
m=0
〈Φ′m|ηm|Φ′m〉
≤ 2[PDmax (N ′)+ 1k ] × FR(d). (H4)
The second line is because Λ+ ◦ (Pk ⊗ Λ˜) ◦Λ− is a positive map. The third line is because Λ+ ◦ (Λk ⊗ Λ˜) ◦Λ− ∈ ONR ,
and the fact that the output system is a bipartite system with equal local dimension d. From here we conclude that
ps|ME[M,F(N ′)] ≤ 2PDmax (N
′) × FR(d). (H5)
Hence, for every M achieving ps|ME[M,F(N ′)] ≥ 1−  and for every N ′ achieving ‖N ′ −N‖ ≤ 2δ, we have
1−  ≤ ps|ME[M,F(N )]
≤ ps|ME[M,F(N ′)] + δ
≤ 2PDmax (N ′) × FR(d) + δ. (H6)
The second line is a consequence of Eqs. (D13) and (D17). The desired result follows.
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As a direct observation on Lemma H.1, once FR(d) has an explicit dependency on d, one could conclude an upper
bound on log2M . This is the case for various resources, and this fact allows us to prove Theorem 4 as follows.
Proof. In the first case, consider R = athermality with the thermal state γ, which is in a bipartite system with equal
local dimension. Then it suffices to notice that in this case Eq. (H4) becomes
ps|ME[M,F(N ′)] ≤ 2
[PDmax (N ′)+ 1k ]
M
× sup
{|Φ′m〉}M−1m=0
M−1∑
m=0
〈Φ′m|γ|Φ′m〉
≤ 2
[PDmax (N ′)+ 1k ]
M
. (H7)
This means we have CME,(1)[F(N )] ≤ P δDmax(N ) + log2 11−−δ for all F ∈ FR, and the desired bound follows.
Now we recall that a bipartite state ρ with equal finite local dimension d is free entangled [2, 86], multi-copy
nonlocal [70, 71], and multi-copy steerable [72, 73] if Fmax(ρ) > 1d . This means for these resources we have FR(d) ≤ 1d .
Given F ∈ FR and N ∈ OR, Lemma H.1 implies that for every M achieving ps|ME [M,F(N )] ≥ 1 − , we have [in
what follows we again use d to denote the local dimension of the output bipartite system of F(N )]
0 ≤ P δDmax(N ) + log2
1
1− − δ + log2 F
R(d)
≤ P δDmax(N ) + log2
1
1− − δ − log2
√
M, (H8)
where the second line is because for any such M the output space of F(N ) contains M mutually orthonormal maximally
entangled states, which means M ≤ d2 and hence 1d ≤ 1√M . From here we conclude that
1
2
× log2M ≤ P δDmax(N ) + log2
1
1− − δ , (H9)
which is the desired bound by considering all possible M and F ∈ FR.
Appendix I: Implications of Theorem 4
Theorem 4 gives further implications to superdense coding and also connects FEF and resource preservability. We
briefly summarize these remarks in this appendix.
1. Maintaining Orthogonal Maximal Entanglement and Superdense Coding
Theorem 4 allows an interpretation for superdense coding, and we briefly introduce the setup here to illustrate this.
Consider two agents, Alice and Bob, sharing a maximally entangled state |Φ0〉 := 1√d
∑d−1
i=0 |ii〉 with local dimension
d. First, Alice encodes the classical information m in her local system (a qudit) by applying Um, the unitary operator
achieving (Um ⊗ IB)|Φ0〉 = |Φm〉 with a given set of orthogonal maximally entangled states {|Φm〉}M−1m=0 . After
this, she sends her qudit to Bob, and both Alice’s and Bob’s qudits undergo a dynamics modeled by a bipartite
channel N . After receiving Alice’s qudit, Bob decodes the classical information m from N (|Φm〉〈Φm|) by a bipartite
measurement. We call such task a d dimensional superdense coding through N . It is the conventional superdesne
coding when N = I, where Bob can apply a d2 dimensional Bell measurement to perfectly decode d2 classical data
when only one qudit has been sent. In general, different channels have different abilities to admit superdense coding,
and supF∈FR C

ME,(1) [F(N )] is the highest amount of classical information allowed by a d dimensional superdense
coding through a channel N ∈ OR even with all possible assistance structures constrained by R, i.e., F ∈ FR. In this
sense, supF∈FR C

ME,(1) [F(N )] can be understood as the superdense coding ability of N , and Theorem 4 estimates the
optimal performance of superdense coding.
2. Fully Entangled Fraction and Resource Preservability
It is worth mentioning that the proof of Theorem 4 largely relies on FEF. Once an FEF threshold with an explicit
dependency of local dimension exists, a result similar to Theorem 4 can be obtained. For example, from Ref. [72]
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we learn that ρ is (two-way) steerable if Fmax(ρ) > d−1+
√
d+1
d
√
d+1
. This means when R = (two-way) steerability and
M ≤ d2, we have FR(d) ≤ d−1+
√
d+1
d
√
d+1
≤ 1√
d
+ 1d ≤ 1M 14 +
1√
M
. Hence, when R = (two-way) steerability, we have
1
4
× sup
F∈FR
CME,(1) [F(N )] ≤ P δDmax(N ) + log2
1
1− − δ + 1. (I1)
It turns out that resource preservability can be related to FEF as follows
Proposition I.1. Given a resource R, then N ∈ OR cannot maintain any maximally entangled state with an average
error less than  if
PDmax(N ) < log2
1− 
FR(d)
, (I2)
where d is the local dimension of the output bipartite space of N .
Proof. Applying Lemma H.1 with δ = 0, we learn that there exists no M that can achieve ps(M,N ) ≥ 1−  if
PDmax(N ) < − log2 FR(d) + log2(1− ). (I3)
In other words, N ∈ OR cannot maintain any maximally entangled state with an average error lower than  when
this inequality is satisfied.
Proposition I.1 gives a new way to understand FEF: Once a channel’s resource preservability is not strong enough
compared with a threshold induced by FEF, it is impossible to maintain maximal entanglement to the desired level.
For examples, suppose N is a free operation of free entanglement (or, similarly, multi-copy nonlocality or multi-copy
steerability; note that we need to assume Assumptions 1 and 2), then Proposition I.1 implies that N cannot maintain
any maximally entangled state with an average error lower than  if PDmax(N ) < log2 d(1− ).
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