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Let 3 be a basic representation-finite biserial finite-dimensional k-algebra. We
describe a method for constructing a multiplicative basis and the bound quiver
of the Ext-algebra E3 = ‘m≥0 Extm3 3/r;3/r of 3 using the Auslander-Reiten
quiver of 3. © 1999 Academic Press
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The purpose of this article is to describe a method for constructing a
multiplicative basis and the bound quiver for the Ext-algebra of a ba-
sic representation-finite biserial finite-dimensional k-algebra 3, where k
is an algebraically closed field. The Ext-algebra of 3 is the k-vector space
E3 = ‘m≥0 Extm3 3/r; 3/r, where r is the Jacobson radical of 3, with
multiplication given by the Yoneda product of exact sequences. To deter-
mine a basis for E3, we determine a basis for Extm3 N;S for each m > 0
and for each pair of indecomposable 3-modules S;N, where S is simple.
The basis for E3 will then be given by basis elements for Extm3 S; T ;
where m > 0 and S; T is a pair of simple 3-modules.
The Ext-algebra, which is also known as the cohomology ring of an al-
gebra, has been of interest in the study of group algebras [9], commutative
rings [18], and polynomial rings [20]. The first description of the ring struc-
ture of the Ext-algebra for a class of finite-dimensional algebras was given
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by Green and Zacharia in [17], in which a multiplicative basis for the Ext-
algebra of a monomial algebra was described using minimal projective res-
olutions given in terms of certain paths in the quiver of the algebra. Condi-
tions under which an algebra and its Ext-algebra have the same k-species,
and under which quasi-heredity of the algebra (respectively, Ext-algebra)
implies quasi-heredity of the Ext-algebra (respectively, algebra) have been
studied recently by Agoston et al. in [1].
A finite-dimensional algebra 3 is biserial if for each indecomposable
projective left or right 3-module P , its radical rP is the sum of at most
two uniserial modules whose intersection is either simple or zero. Biserial
rings were introduced by Fuller [13]. Examples of finite-dimensional bis-
erial algebras include Nakayama algebras, algebras given by Brauer trees
[2], [16], and iterated tilted algebras of types n [3] and ˜n [4]. If 3 is a
representation-finite finite-dimensional algebra over an algebraically closed
field, then by results of Auslander and Reiten [7, Theorems 4.6 and 4.7] and
Skowron´ski and Waschbu¨sch [21, Theorem 1, Corollary], 3 is biserial if and
only if β3 ≤ 2, where β3 is the maximum number of non-projective,
non-injective indecomposable summands of the middle term of any almost
split sequence in mod3, the category of finitely generated 3-modules.
If Q is a projective–injective 3-module, then by [6], there is an almost
split sequence 0→ rQ→ rQ/ socQqQ→ Q/ socQ→ 0. If Q is uniserial,
rQ/ socQ is indecomposable, but if Q is non-uniserial, rQ/ socQ is the di-
rect sum of two indecomposable 3-modules. Therefore, each non-uniserial
projective–injective module corresponds to an almost split sequence whose
middle term decomposes into three summands.
By Lemma 2 in [21], if 3 is representation-finite, then 3 is biserial if
and only if 3 is isomorphic to a bound quiver algebra kQ/I satisfying the
conditions
(a) for each vertex i in Q, at most two arrows end at i, and at most
two arrows begin at i;
(b) for each arrow α in Q, there is at most one arrow β and at most
one arrow γ such that βα and αγ are not in I.
Since 3 is a basic finite-dimensional algebra over an algebraically closed
field, we may assume that 3 = kQ/I, where Q and I satisfy conditions (a)
and (b) above (such an algebra is called special biserial).
In the first part of the paper, we determine a basis for Extm3 y; x, for
each pair of indecomposable 3-modules x; y and each m > 0, where 3 is
a locally representation-finite, locally finite-dimensional, simply connected
k-algebra with β3 ≤ 2. These results will then apply to simply connected
representation-finite biserial algebras, as well as to the universal covers of
arbitrary representation-finite biserial algebras. Using covering techniques,
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we then obtain a basis for Extm3 N;S, where 3 is representation-finite bise-
rial, S is a simple 3-module, N is an indecomposable 3-module, and m > 0.
We will use concepts of quivers and relations [14], almost-split sequences
[6], Auslander–Reiten quivers [14], and their universal covers [11, 15]. We
refer to [19] for the description of Extm3 N;M as congruence classes of
m-fold extensions 0→M → Ym−1 → · · · → Y0 → N → 0.
1. EXTENSIONS OVER LOCALLY REPRESENTATION-
FINITE BISERIAL ALGEBRAS
In this section, 3 will be a locally representation-finite, biserial k-algebra.
Let mod 3 be the category of finitely generated 3-modules, and let ind 3
be the full subcategory of mod 3 whose objects form a complete col-
lection of non-isomorphic indecomposable 3-modules. Recall that a k-
algebra 3 is locally representation-finite if
P
y∈ind 3 dimk Hom3x; y andP
y∈ind 3 dimk Hom3y; x are finite for each indecomposable 3-module x
(this is equivalent to saying that ind 3 is locally bounded). The class of alge-
bras considered in this section includes simply connected, representation-
finite biserial algebras, as well as universal covers of representation-finite
biserial algebras. We will construct basis elements for Extm3 x; y for each
m > 0, where x; y are indecomposable 3-modules. To construct short ex-
act sequences, the following easily verified lemma will be needed (see also
[5, Lemma 2.1]).
Lemma 1.1. Let R be a ring.
(a) If 0 → A f1qf2→ B1 q B2
g1;g2→ C → 0 and 0 → X h1qh2→ Y1 q
Y2
k1;k2→ B2 → 0 are exact sequences in mod R such that there is a mor-
phism A
f→ Y1 with f2 = k1f . Then the sequence
0→ AqX
24 f1 0f h1
0 h2
35
−−−→ B1 q Y1 q Y2
g1;g2k1;g2k2−−−→ C → 0
is exact.
(b) If 0 → A1
f1qg1−−−→ B1 q A2
h1;f2−−−→ B2 → 0 and 0 → A2
f2qg2−−−→
B2 qA3
h2;f3−−−→ B3 → 0 are exact in mod R. Then the sequence 0→ A1
f1qg2g1−−−→
B1 qA3
h2h1;−f3−−−→ B3 → 0 is exact.
Let 03; τ be the Auslander–Reiten quiver of 3. Since 3 is simply con-
nected as an algebra, 03 is simply connected as a translation quiver. For
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a pair of vertices x and y in 03, we define Rx; y to be the full transla-
tion subquiver of 03 whose vertices lie on a path from x to y. A subquiver
Rx; y of 03 will be called a rectangle if the subquiver Rx; τy
(a) is non-empty,
(b) contains no triangular mesh (i.e., a mesh with indecomposable
middle term),
(c) contains no injective vertex, except possibly non-uniserial
projective–injective vertices.
Rectangles were used by Assem and Skowron´ski [5] in the study of subcat-
egories of coil algebras.
Example. Let 3 be the k-algebra given by the bound quiver
with commutativity relations β1α1 = β2α2, δ1γ1 = δ2γ2, and zero relations
γ1β1 = γ2β2 = 0. Then 3 is clearly representation-finite biserial, and simply
connected. The Auslander–Reiten quiver 03 of 3 is
The subquiver R 42 3 ; rP7 is a rectangle, and in fact resembles a geomet-
ric rectangle. The subquiver RrP7; I7 is also a rectangle since the only
injective vertex in RrP7; τI7 is the non-uniserial projective–injective ver-
tex P7 = I4. The subquiver RS2; S5 is not a rectangle since RS2; τS5
contains the triangular mesh RS2; 43.
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In general, a rectangle Rx; y is of the form
By definition, a rectangle Rx; y contains no triangular mesh, except pos-
sibly meshes starting with either xs−1 or yt−1. The vertices labeled xs and
yt are in parentheses to indicate this possibility. We will refer to these ver-
tices as corners of Rx; y. The vertices q1; : : : ; qd represent non-uniserial
projective–injective vertices. The interior of Rx; y contains no other pro-
jective or injective vertices. In the following result [5], Corollary 2.2], we
obtain a short exact sequence associated with a rectangle.
Proposition 1.2. Let Rx; y be a rectangle. Then there is a short exact
sequence 0 → x → y0 → y → 0 in mod3, where the summands of y0 are
the corners of Rx; y, and the non-uniserial projective–injective vertices in
Rx; y.
Proof. Apply Lemma 1.1(b) to the short exact sequences represented
by the meshes in Rx; y.
By the Auslander–Reiten formula (see [6]), dimk Ext
1
3y; x =
dimk Hom3x; τy, so we compute the dimension of Hom3x; y for
all indecomposable 3-modules x; y.
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Lemma 1.3. Let x = x0
f1→ x1
f2→ · · · fw→ xw = y, and x = y0
g1→
y1
g2→ · · · gw→ yw = y be two chains of irreducible morphisms in mod3
containing indecomposable modules which are not non-uniserial projective–
injective. Then there exists some α ∈ k such that fw · · · f0 = αgw · · ·g0 in
Hom3x; y.
Proof. Since 3 is locally representation-finite, any morphism x→ y is
the sum of compositions of irreducible morphisms (see [8]). Since 3 is
standard, it suffices to consider only the irreducible maps corresponding
to arrows in 03, where the maps are chosen such that their compositions
satisfy the mesh relations in 03. Since 3 is simply connected, the paths
fw · · · f1 and gw · · · g1 are homotopic. Thus, there is a sequence of paths
ρ0; ρ1; · · · ; ρh such that ρ0 = fw · · · f1, ρh = gw · · ·g1, and for each i, ρi+1 is
obtained from ρi by replacing a subpath τz
k1→ w1
h1→ z in ρ1 by a path τz
k2→
w2
h2→ z, where we may assume that w2 is not a non-uniserial projective–
injective. Since we have the mesh relation h1k1 + h2k2 + h3k3 = 0, where
h3k3 either is zero or factors through an injective, we have that h1k1 =
−h2k2. Therefore, for each i, ρi+1 = −ρi, so the result follows.
Now we may describe the dimensions of Hom3x; y and Ext13y; x for
all x; y in ind 3.
Proposition 1.4. Let x; y be in ind 3.
(a) dimk Hom3x; y ≤ 1, and dimk Ext13y; x ≤ 1.
(b) dimk Hom3x; y = 1 if and only if y is not injective and Rx; τ−y
is a rectangle.
(c) dimk Ext
1
3y; x = 1 if and only if Rx; y is a rectangle.
Proof. Part (a) follows from Lemma 1.3 and the Auslander–Reiten
formula. If Rx; τ−y is a rectangle, then Ext13τ−y; x 6= 0, so
dimk Hom3x; y = 1 by (a) and the Auslander–Reiten formula. If
Hom3x; y is non-zero, then by Lemma 1.3, Rx; y can contain no in-
jective vertices, except possibly non-uniserial projective–injective vertices,
and can contain no triangular mesh. It follows from the definition that
Rx; τ−y is a rectangle, so (b) holds, and (c) follows from (b).
If Rx; y is a rectangle, ηx; y will denote the associated non-split short
exact sequence given in Proposition 1.2. Otherwise, ηx; y will denote the
split short exact sequence 0→ x→ xq y → y → 0. In the following state-
ment, we describe pushouts and pullbacks involving short exact sequences
given by rectangles.
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Proposition 1.5. Suppose Rx; y is a rectangle, and z is a vertex in
Rx; y which is not projective–injective. Then we have a commutative di-
agram with exact rows
ηx; zx 0 x u z 0
ηx; yx 0 x v y 0
ηz; yx 0 z w y 0
Proof. The embedding of Rx; z and Rz; y in the rectangle Rx; y
is shown in the diagram
By Lemma 1.1(a), we have a short exact sequence 0→ u1 q u2 → z q v1 q
v2 q q→ y → 0; where q is the direct sum of the non-uniserial projective–
injective vertices in the image of Rx; y\Rx; z. By viewing this exact
sequence as a pullback diagram, we obtain the given pullback. The pushout
diagram is obtained similarly.
We now turn our attention to determining a basis for Extm3 y; x for
m > 0. For this we define Rxm; : : : ; x0 to be the full subquiver of
618 peter brown
03 whose vertices lie on a path from xm to x0 passing consecutively
through the vertices xm; xm−1; : : : ; x1; x0. If Rxi; xi−1 is a rectangle for
each i = 1; : : : ;m, Rxm; : : : ; x0 will be called a rectangular m-chain.
A rectangular m-chain Rxm; : : : ; x0 with the property that no rectan-
gle Rxi; xi−1 is a proper subquiver of a rectangle Rx′; xi−1 will be
called a left maximal rectangular m-chain. To each rectangular m-chain
Rxm; : : : ; x0, there is an associated exact sequence ηxm; : : : ; x0 which
is defined to be the Yoneda product ηxm; xm−1 · · ·ηx2; x1ηx1; x0.
Thus ηxm; : : : ; x0 represents an element of Extm3 x0; xm. We have
the following connection between left maximal rectangular m-chains and
projective resolutions.
Proposition 1.6. Let y be in ind 3. An indecomposable 3 module x is a
summand of my if and only if there exists a left maximal rectangular chain
Rxm; : : : ; x0 with xm = x and x0 = y.
Proof. Let x be an indecomposable summand of my. We proceed by
induction on m. If m = 1, there exists a pushout diagram
0 1y P0 y 0
0 x y0 y 0
pix
where the lower sequence is non-split. By Proposition 1.4(c), Rx; y is a
rectangle. Suppose Rx′; y is a rectangle containing Rx; y. We would
then have the commutative diagram with exact rows
0 1y P0 y 0
ηx′; yx 0 x′ y ′0 y 0
ηx; yx 0 x y0 y 0
α
β
where the lower two rows are given by Proposition 1.5. By composing the
vertical maps, we obtain a pushout along the map 1y
βα→ x, so by unique-
ness of pushouts, βα is a splittable epimorphism. Since x and x′ are inde-
composable, it follows that β is an isomorphism, therefore Rx; y is left
maximal.
Now assume that x is an indecomposable summand of my. There exists
an indecomposable summand xm−1 of m−1y such that Ext
1
3xm−1; x 6= 0,
so Rx; xm−1 is a rectangle by Proposition 1.4(c). By the induc-
tion hypothesis, there exists a left maximal rectangular m − 1-chain
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Rxm−1; : : : ; x1; y. Thus, we have the commutative diagram with exact
rows
0 m−1y Pm−2 · · · P0 y 0
ηxm−1; : : : ; yx 0 xm−1 ym−2 · · · y0 y 0
pixm−1 ∗
Consider the commutative diagram with exact rows
0 my Pm−1 m−1y 0
0 x y ′m−1 m−1y 0
ηx; xm−1x 0 x ym−1 xm−1 0
α
pixm−1
∗∗
By uniqueness of pushouts, α is a splittable epimorphism. By composing
the vertical maps in ∗∗ and splicing with ∗ we obtain the commutative
diagram with exact rows
0 my Pm−1 · · · P0 y 0
ηx; xm−1; : : : ; yx 0 x ym−1 · · · y0 y 0
α
To show that Rx; xm−1; : : : ; y is a left maximal rectangular m-chain, it
suffices to show that Rx; xm−1 is left maximal. If we had a rectangle
Rx′; xm−1 containing Rx; xm−1, we would have the commutative dia-
gram with exact rows
0 my Pm−1 m−1y 0
ηx′; xm−1x 0 x′ ym−1 xm−1 0
ηx; xm−1x 0 x y ′m−1 xm−1 0
σ
ρ
By composing the vertical arrows and splicing the resulting diagram with
∗, we obtain the commutative diagram with exact rows
0 my Pm−1 · · · P0 y 0
ηx; xm−1; : : : ; yx 0 x ym−1 · · · y0 y 0
ρσ
By uniqueness, ρσ is a splittable epimorphism, so again x is isomorphic to
x′ and Rx; xm−1 is left maximal.
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Now suppose Rx; y is a left maximal rectangle. We have the commu-
tative diagram with exact rows
0 1y P0 y 0
ηx; yx 0 x y0 y 0
α
Thus, there exists an indecomposable summand x′ of 1y such that
Hom3x′; x is non-zero. Furthermore, Ext13y; x′ is also non-zero. Thus,
Rx′; y is a rectangle containing x, so by maximality, x = x′, and x is
therefore a summand of 1y.
Now suppose Rxm; : : : ; y is a left maximal rectangular m-chain. We
have the commutative diagram with exact rows
0 my Pm−1 · · · P0 y 0
ηxm; : : : ; yx 0 xm ym−1 · · · y0 y 0
α
Thus there exists some indecomposable summand x′ of my such that
Hom3x′; xm is non-zero. By the induction hypothesis, xm−1 is a summand
of m−1y. Thus, Ext13xm−1; x′ is non-zero, and Rx′; xm−1 is a rectangle
containing xm. By maximality, xm = x′; hence xm is a summand of my.
We have the following corollary.
Corollary 1.7. my = ‘Rxm;:::;y xm, where the sum runs over a com-
plete collection of left maximal rectangular m-chains.
Proof. For m = 1, the statement follows from Proposition 1.6, since for
each summand x of 1y, there is a unique maximal rectangle Rx; y. For
m > 1, my = 1m−1y = 1‘Rxm−1;:::;y xm−1; where the sum is taken
over a complete collection of left maximal rectangular m− 1-chains.
Now we may describe a basis for Extm3 y; x, where x and y are in ind3.
Theorem 1.8. Let Rmx;y be the collection of all exact sequences
ηxm; : : : ; x0 such that Rxm; : : : ; x0 is a rectangular m-chain with
the properties that xm = x, x0 = y, and Rxm−1; : : : ; x0 is left maximal.
Then Rmx;y is a k-basis for Ext
m
3 y; x.
Proof. By dimension shifting and the fact that Ext is additive in all di-
mensions we have
Extm3 y; x ∼= Ext13m−1y; x ∼=
a
Rxm−1;:::;x0
Ext13xm−1; x;
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where the sum is taken over a complete collection of left maximal rectan-
gular m − 1-chains. It follows that ηxm; xm−1 ηxm; xm−1; : : : ; x0 ∈
Rmx;y forms a basis for the left hand side. We show that the image of this
basis in Extm3 y; x under the above isomorphism is Rmx;y . If ηxm; : : : ; x0 is
in Rmx;y , the inclusion of the exact sequence ηxm; xm−1 in Ext13m−1y; x
is given by the pullback diagram
0 x u m−1y 0
ηxm; xm−1x 0 x v xm−1 0
pxm−1
By composing this diagram with the commutative diagram for
ηxm−1; : : : ; x0 given in Proposition 1.6(b), we obtain the commuta-
tive diagram with exact rows
0 x u Pm−2 · · · P0 y 0
ηxm; : : : ; x0x 0 x v ym−2 · · · y0 y 0
fm−1 fm−2 f0
The image of ηxm; xm−1 in Extm3 y; x is the top sequence, which is then
congruent to ηxm; : : : ; x0.
We conclude the section by showing that any long exact sequence given by
an arbitrary rectangular m-chain is either zero or congruent to a sequence
in some Rmx;y .
Lemma 1.9. Let Rvm; : : : ; v0 be a rectangular m-chain. If there is an
exact sequence ηxm; : : : ; x0 in Rmx;y such that x = xm = vm, y = x0 = v0,
and vi is in Rxi; τxi−1 for all i = 1; : : : ;m − 1, then ηvm; : : : ; v0 is
congruent to ηxm; : : : ; x0. Otherwise, ηvm; : : : ; v0 is zero.
Proof. If vi is in Rxi; τxi−1 for every i, then we have by Proposition
1.5 that ηvi+1; vifi = fi+1ηxi+1; xi, for each i, where right (respectively,
left) multiplication of an exact sequence by a morphism indicates its pull-
back (respectively, pushout) along that morphism. By the definition of the
congruence relation for exact sequences in [19] (which will be denoted be-
low by ≡), and by induction, the sequences are congruent. Now assume
that ηvm; : : : ; v0 is non-zero. We construct an element of Rmx;y which is
congruent to ηvm; : : : ; v0. If m > 0 and Rv1; v0 is not maximal, we
would like to extend it to a left maximal rectangle Rx1; x0 where x1 is in
Rv2; v1 and x0 = v0. We observe that such an x1 cannot lie on a sectional
path starting at v2, for, if that were the case, we would have the following
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rectangles:
By Proposition 1.5, there is a morphism v1
h→ y1 such that ηv2; v1 =
ηv2; y1h, and ηy1; v0 = hηv1; v0. Therefore,
ηv2; v1ηv1; v0 ≡ ηv2; y1hηv1; v0
≡ ηv2; y1hηv1; v0
≡ ηv2; y1ηy1; v0
≡ 0
since Ry1; v0 is a sectional path, so this contradicts the assumption that
ηvm; : : : ; v0 6≡ 0.
Any two rectangles whose left endpoints are in Rv2; v1 are contained
in another rectangle with left endpoint in Rv2; v1. Therefore, the union
of all rectangles of the form Rx; x0 with x in Rv2; v1 is a rectangle
Rx1; x0 where x1 is in Rτ−v2; v1, and since Rv1; v0 is a rectangle, v1
is contained in Rx1; x0.
Now assume that we have a left maximal rectangular chain
Rxj−1; : : : ; x1; x0 such that vi is contained in Rxi; τxi−1 for
i = 1; : : : ; j−1. Then xj−1 is contained in Rvj; vj−1, and Rvj; xj−1
is a rectangle. If j = m, we are done. Otherwise, as above, there is
xj in Rτ−vj+1; vj such that Rxj; xj−1 is maximal. By construction,
Rxm−1; : : : ; x0 is left maximal, and vi is in Rxi; τxi−1 for all i. By the
above, ηvm; : : : ; v0 is congruent to ηxm; : : : ; x0.
ext-algebra 623
2. THE EXT-ALGEBRA
In this section, 3 will be a basic, connected, representation-finite, biserial
finite-dimensional algebra over an algebraically closed field k. We use the
results of Section 1, along with covering techniques to obtain a basis for
Extm3 N;S, where S andN are indecomposable 3-modules, S is simple, and
m > 0. A multiplicative basis for the Ext-algebra E3 is then described,
along with the bound quiver of E3.
Let 03 be the Auslander–Reiten quiver of 3, and let 0˜3
pi→ 03 be the
universal cover. By Theorem 2.9 in [11], 0˜3 ∼= 03˜, where 3˜, the universal
cover of 3, is locally representation-finite, locally finite dimensional, and
simply connected and satisfies β3˜ ≤ 2. Since 3˜ is simply connected, it is
standard. By [21, Theorem 2], 3 is also standard. Also by [11, Sect. 3.1],
the covering map pi induces a functor F on mesh categories, so we have
the composite
ind 3˜
∼→ k0˜3/m˜3
F→ k03/m3
∼→ ind 3:
The image of of an indecomposable 3˜ module x under the above compo-
sition is pix, and the image of an irreducible morphism associated with an
arrow x→ y in 0˜3 is an irreducible morphism pix→ piy. Since 3˜ and 3 are
standard, we will assume that there are irreducible morphisms associated
with the arrows in their Auslander–Reiten quivers such that compositions
of these irreducible morphisms satisfy the mesh relations. It then follows
[11, Sect. 3.1], that F is a covering functor, that is, for each fixed x in ind 3˜,
where pix =M, there is an isomorphism
a
y∈pi−1N
Hom3˜y; x
∼→ Hom3N;M:
Using this isomorphism, we obtain the following isomorphism of Ext
spaces.
Lemma 2.1. Let S be a simple 3-module, and let x be in ind 3˜ such
that S = pix. Then for every N in ind 3 and every m > 0, F induces an
isomorphism a
y∈pi−1N
Extm
3˜
y; x ∼→ Extm3 N;S:
Proof. Since S is a simple 3-module, it follows that Extm3 N;S ∼=
Hom3mN; S. A similar isomorphism holds for x since it is a simple
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3˜-module, thus
Extm3 N;S ∼= Hom3mN; S
∼= a
y∈pi−1N
Hom3˜my; x
∼= a
y∈pi−1N
Extm
3˜
y; x:
If ηxm; : : : ; x0x 0 → x → ym−1 → · · · → y1 → y0 → y → 0 is
an exact sequence in Extm
3˜
y; x associated with a rectangular m-chain
Rxm; : : : ; x0, then its image under the above isomorphism is an exact
sequence in Extm3 N;M of the form 0 → S → Ym−1 → · · · → Y1 →
Y0 → N → 0, where pix = S, piy = N, and piyi = Yi. We will denote
this sequence also by ηxm; : : : ; x0, which is consistent with our previous
notation since in the simply connected case, pi is the identity. By the iso-
morphism in Lemma 2.1, a basis for Extm3 N;S is given by the image of
the union of Rmx;y , where x is a fixed indecomposable 3˜-module such that
pix = S and y is in pi−1N. We now describe this basis.
Proposition 2.2. Let S and N be indecomposable 3-modules, where S is
simple, and let x be in ind 3˜ such that pix = S. Let CmS;N be the collection of
all exact sequences ηxm; : : : ; x0 such that Rxm; : : : ; x0 is a rectangular
m-chain in 0˜3 with xm = x, pix0 = N, and such that Rxm−1; : : : ; x0 is a
left maximal rectangular chain. Then CmS;N is a k-basis for Ext
m
3 N;S.
Remark. If 3 is self-injective, then Extm3 N;M ∼= Hom3mN;M, for
all pairs of indecomposable 3-modules M and N (without the assumption
that one of the modules is simple). Using this isomorphism, we can show
that CmM;N is a k-basis for Ext
m
3 N;M for all pairs of indecomposable 3-
modules M;N. For this, we need to observe that the isomorphism for Hom
induced by the covering functor in turn induces an isomorphism for Hom.
This is clear, since the covering functor maps projectives to projectives.
Now using the fact that the universal cover 3˜ is also self-injective, we get
Extm3 N;M ∼= Hom3mN;M
∼= a
y∈pi−1N
Hom3˜my; x
∼= a
y∈pi−1N
Extm
3˜
y; x
where pix =M, so the isomorphism in Lemma 2.1 holds for all pairs of in-
decomposable 3-modules. It follows that CmM;N is a k-basis for Ext
m
3 N;M
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when 3 is self-injective (in [10], Bleher and Chinburg give a method for
computing Ext groups of Brauer tree algebras (which are self-injective) us-
ing Auslander–Reiten quivers).
Let S1; : : : ; Sn be a complete collection of non-isomorphic simple 3-
modules. Let C0Si;Sj be a basis for Hom3Sj; Si. A basis for the Ext-algebra
E3 = ‘m≥0 Extm3 3/r; 3/r ∼= ‘m≥0;1≤i;j≤n Extm3 Si; Sj can now be de-
scribed.
Theorem 2.3. E = Sm≥0;1≤i;j≤n CmSi;Sj is a multiplicative basis for E3.
Proof. E is a basis by the above decomposition. If ηvq; : : : ; v0 and
ηwr; : : : ; w0 are in E and their product is non-zero, then v0 = wr , and
ηvq; : : : ; v0ηwr; : : : ; w0 = ηvq; : : : ; v1;wr; : : : ; w0. By Lemma 1.9,
ηvq; : : : ; v1;wr; : : : ; w0 is congruent to an element of Cq+rS;T ⊂ E, where
S = pivq and T = piw0. Therefore, E is a multiplicative basis for E3.
We would now like to describe the bound quiver of E3. We say that an
element η of E is of degree m if it is contained in CmSi;Sj for some i; j. Since
E is a basis, there exists a unique minimal subset of E which generates
E3. These minimal generators can be partitioned into the disjoint union
E0 ∪ E1, where the elements of E0 have degree 0, and the elements of E1
have positive degree. The elements of E0 can be identified with the vertex
set Q0 of the quiver Q of 3. Now we have the following description of the
quiver of E3.
Proposition 2.4. Let 1 be the quiver with vertices 10 = Q0 and ar-
rows 11 = xη η ∈ E1, such that if η is in CmSi;Sj , then xη is the arrow
j • xη−−−→ • i. Let k1 be the path algebra of 1, and let I be the ideal of k1
with generators
(1) xη1 · · ·xηp , where ηpηp−1 · · ·η1 ≡ 0;
(2) xη1 · · ·xηp − xζ1 · · ·xζp , where ηpηp−1 · · ·η1 ≡ ζpζp−1 · · · ζ1:
Then E3 ∼= k1/I :
Proof. Since the vertices and arrows of 1 correspond to minimal gen-
erators of E3, we have an epimorphism k1 8→ E3, where the image
of a path xη1 · · ·xηp in 1 under 8 is the congruence class of the exact se-
quence ηpηp−1 · · ·η1. By Lemma 1.9, such a sequence is either zero or
congruent to some element of E. The generators of I are clearly in ker 8.
If α1ρ1 + · · · + αhρh is in ker 8, where α1; : : : ; αh ∈ k are not all zero and
ρ1; : : : ; ρh are paths in 1, then using the fact that the image of each ρi is ei-
ther zero or an element of the basis E, we conclude that α1ρ1 + · · · + αhρh
is in I , which completes the proof.
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Remark. The Ext-algebra of a representation-finite biserial algebra need
not be biserial, even if it is representation-finite. For example, let 3 be given
by the bound quiver
α β
→ 3•• → •
1 2
→
γ
•
4
;
with relations βα = γα = 0: By Theorem 2.2 in [17], E3 is given by
the same quiver, but without the relations, so E3 is representation-finite
hereditary, but not biserial.
Example. Let Q be the quiver
α
→
γ
→• • •
1
←
β 2
←
δ 3
:
Let I be the ideal of kQ generated by the relations αγ = δβ = 0, and
βα = γδ. Then 3 = kQ/I is representation-finite special biserial. In fact,
3 is a Brauer quiver algebra. The Auslander–Reiten quiver 03 is
where identification is made along the dotted lines, and indecomposable
modules are represented by their Loewy series. We now use the above re-
sults to determine a presentation of the Ext-algebra of 3 as a bound quiver
algebra (a numerical algorithm for determining the minimal generators of
the Ext-algebra of a Brauer quiver has been developed by Chasen [12]).
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We have the left maximal rectangular chains
where simple modules contained in the rectangles are shown. Elements
of E can be read from the chains by starting at a simple module inside
a rectangle and continuing left to right with modules at the vertices of
the rectangles. For example, in the first sequence, we have the sequence
ηS1; 23 ; S3; 32 ; 21 ; S1, which is an element of Ext53S1; S1. Since each simple
module is a syzygy of itself, the exact sequences obtained from the above
chains, and their products will span E3.
To determine minimal generators, we observe first that ηS3; 21 ; S1 ≡
ηS3; S2ηS2; S1 by Lemma 1.9. Similarly, all other 2-fold extensions are
Yoneda products of short exact sequences. However, ηS3; 32 ; 21 ; S1 can-
not be expressed as the product of extensions of smaller degree, so it is
a minimal generator. The other minimal generators are ηS2; 213 ; 132 ; S2,
ηS1; 12 ; 23 ; S3, and the generators corresponding to vertices and arrows of
Q. Thus the quiver of E3 is
The arrows γi;j correspond to the minimal generators in Ext
3
3Sj; Si,
and the arrows αi;j correspond to the minimal generators in Ext
1
3Sj; Si.
Since Ext23S1; S1 = Ext23S3; S3 = 0, we get the relations α1;2α2;1 =
α3;2α2;3 = 0. But since ηS2; S1; S2 ≡ ηS2; S3; S2 ≡ ηS2; 1 32 ; S2, we
have the commutativity relation α2;1α1;2 = α2;3α3;2. The other relations are
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γ1;3α3;2 = α1;2γ2;2, γ3;1α1;2 = α3;2γ2;2, and γ2;2α2;1 = α2;3γ3;1. For exam-
ple, by Lemma 1.9, ηS2; S1ηS1; 12 ; 23 ; S3 ≡ ηS2; 21 3 ; 1 32 ; S2ηS2; S3, so
γ1;3α2;1 = α2;3γ2;2.
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