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0. INTRODUCTION 
Our interest here is the local behavior of abstract CR structures on R'. 
That is, we study a smooth complex valued vector field L defined near a 
point p in R3 satisfying the condition 
L(p) and L(p) linearly independent, (0.1) 
where L is the complex conjugate of L. The structure is called strictly 
pseudoconvex if in addition we have 
L(p), L(p), and [L, L](p) linearly independent, 
where [L, L] = LL - LL. 
(0.2 1 
We wish to study the local existence of nontrivial solutions to the 
homogeneous equation 
Lu=O. (0.3) 
Recall that the structure defined by L is called integrable if there exist 
smooth functions u and u satisfying (0.3) near p such that 
&(p), &(p), and da(p) are linearly independent. (0.4) 
The functions u and t; are classically known as first integrals. 
In [9] Nirenberg gives two examples of structures defined near the 
origin in R3 satisfying (0.1) and (0.2) which are not integrable. The first 
vector field, which we call L,, has the property that if tl is any smooth 
solution of L,u = 0, then u is constant near the origin. The second 
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operator, which we call L,, possesses a smooth solution ZI to the equation 
Lzu=O such that 
&(O) and &i(O) are linearly independent, (0.5) 
yet this structure is still not integrable. 
We present here a condition that is necessary for any structure 
satisfying (0.1) to be integrable. Then we show that this same condition 
is sufficient for integrability in the case of structures satisfying (0.1): 
(0.2), and (0.5). In particular, these results appiy to operators similar to 
Nirenberg’s example L2. 
In Section 1 we state our results. In Section 2 we prove the necessity of 
our condition using elementary methods. The sufficiency proof is presented 
in Section 3 via a discussion of the range of L. 
We would like to point out here that much of the motivation for this 
work comes from the article of Treves [ 111, in which the two dimensional 
case is discussed. 
Note that our Theorem 1 is a result in the same spirit as that of 
the Main Theorem of LeBrun [S]. Also, Theorem 2 can be seen as 
complementing the results on integrability of some rigid structures [ l]. 
Very recently we have received two papers of Jacobowitz [S, 61. In [5] 
he studies the relationship between integrability of a CR structure and the 
range of the associated system. Working independently, he has obtained 
more general and invariant forms of Lemma 3.1. 
We believe that the ideas presented here will be applicable in more 
general situations. We have chosen to discuss only the three dimensional 
case for ease of exposition and because of the Nirenberg examples. 
1. STATEMENTS OF RESULTS 
Let (x, J;, t, s) be coordinates near the origin in Rd. If U is an open set in 
R4 we define 
U+=((?C,J:,t,S)EU:S>O) 
U,={(x,y, t)ER3:(x,y, t,O)d;. 
Let a be a smooth function defined near the origin in R3. We say that a 
satisfies condition (I+) if there exists a neighborhood of the origin U in R4 
and A E P(U) such that 
?A/dt + i i.?A/ds = 0 in UC (l.lj 
A@, Y, t, 0) =4x, Y, t) for (x, p, t) E U,. (1.2j 
180 NICHOLASHANGES 
We say that a satisfies condition (I-) if the function a(x, y, -t) satisfies 
condition (I+). As usual we use the notation 
r=x+iy 
ajay = ;(a/ax + ia/aJq. 
(1.3) 
(1.4) 
Our first result is 
THEOREM 1. Let L define an abstract CR structure near p E R3. Assume 
that L is integrable. Then there exist coordinates (x, y, t) near the origin in 
R3 such that in these coordinates we have (module a smooth nonvanishing 
factor) 
L= a/a?+ d/at, (1.5) 
where a satisfies condition (I+ ). 
Remark. Note that if we replace t by -t in (1.5) then we have that 
L = a/&- a(x, y, -t) a/& and -a(x, y, -t) will satisfy condition (I-). 
Also note that if L has the form (1.5) with a(0) = 0, then strict pseudocon- 
vexity at the origin is equivalent to Im(&+)(O) # 0. We will say that L 
has positive (resp. negative) Levi form at the origin if Im(&#z)(O) ~0 
(resp. Im(&@z)(O) > 0). Please note that the condition a(0) = 0 imposes no 
loss of generality. 
Our next result is 
THEOREM 2. Let (x, y, t) be coordinates near the origin in R3 in which L 
takes the form (1.5) with a(0 j = 0. Zf L has positive (resp. negative) Levi form 
at the origin and a satisfies condition (If ) (resp. condition (I- )) then L is 
integrable. In fact, there exists a smooth u such that Lu= 0, u, #O and u 
satisfies condition (I+) (resp. condition (I- )). 
2. THE PROOF OF THEOREM 1 
Suppose that L is a smooth vector field defined near 0 in R3 such that 
(0.1) holds. Assume that there exists a smooth u such that Lu =0 near 0 
with (0.5) satisfied. We may also assume that u(0) = 0. Now taking 
x= Re U, -Y = Im u and some third variable T as coordinates, L takes the 
form (modulo a smooth nonvanishing factor) 
L = ajar + b(x, y, T) alaT (2.1) 
near the origin in (x, y, T) space. If necessary, we make a linear change of 
coordinates so that b(0) = 0. If L is integrable, there exists a smooth g so 
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that Lg = 0 near the origin with g,# 0. Again we may assume g(0) = 0. It 
follows then that there are complex constants A . and B so that if 
L’ = .4g f Bz we have 
Lv=O and dti(0) = dT. (2.2) 
Hence u(x, y, T)= T+ W(.X, ~1, T) with dW(O)=O. Now taking X, y, and 
t = Re v as coordinates near the origin in R3 we see that L has the form 
L = a/a? + a(x, J, t) ai&, (2.3) 
where a is smooth near the origin with a(0) = 0. Furthermore u has the 
form 
u(x, y, t) = t + iqx, I’, t) (2.4j 
with @ real and @(O) = 0, d@(Oj = 0. Please note that the reduction made 
to this point is standard; see [lo]. 
If (x, J’, t, s) are coordinates near the origin in R“ define the operator 
kf= a/at + (i- q) a/as. (2.5 j
If we define II’ by 
we see that 
w(x, I’, t, s) = t + i(s + @(x, y, t)) (2.6) 
Lz=O=Mz (2.7 j 
LW = 0 = MW. (2.X) 
Since we also have dz, d?, div, d6 linearly independent near the origin we 
see that L and M define a complex structure near the origin in R4 with 
embedding into C’ given by 
(x, y, t, s) t--+ (x + iy, t + i(s + qx, y, t))). (2.9) 
We denote this embedding by E. Observe that the structure given by L and 
M is just the pullback via E of the natural structure on C2. 
Now let S2 be a simply connected region in R’ with smooth boundary 
such that 
Qc {(t,s)ER2: s>O and t’+s2<RZ), (2.10) 
where R > 0. Furthermore we assume that the boundary of Q contains the 
interval 
{(t,s)ER’:s=O and ItI <R/2). (2.11) 
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Now we choose R > 0 small enough that the embedding E is defined in a 
neighborhood of B where U is defined by 
U={(X,~)ER*:X~+J~~<R*)XQ. (2.12) 
For each (x, y) such that x2 + y* < R* define 
V(x, y) = (142 e C: w = t + i(s + @(x, y, t)) for some (s, t) E Q}. (2.13) 
Note that for each (x, y), I’(x, y) is a bounded simply connected domain 
in the complex plane with smooth boundary. Hence by the Riemann 
mapping theorem there exists a mapping 
H(x, y,-): V(x, y) -+ c (2.14) 
such that H(x, y, ui) is conformal in )v, Im H(x, y, M:) > 0 for MJ E V(x, y), 
and Im H(x, y, cv) = 0 if M, = t + i@(x, y, t), for (x, y, t) small. In fact H can 
be chosen so that furthermore HE C”(E( 0)) and H,,(O) # 0. Indeed, this 
follows from the explicit construction of the conformal mapping via the 
Dirichlet problem. See, for example, [3, p. 311. 
Now consider the map E#: U + C’ given by 
(x, y, t, s) -+ (x + iy, H(x, y, t + i(s + @(x, y, t)))). (2.15) 
E# is a diffeomorphism from U into C*. Furthermore, if (x, y, t) is small 
enough, the mapping E,# given by 
(x, Y, t) + (x, Y, H(x, Y, t + i@(-x, Y, t))) (2.16) 
is a diffeomorphism into R3. Now introduce new coordinates T= Re H, 
S = Im H. We see that in the variables (s, y, T, S) the structure given by L 
and A4 takes the form 
L’ = $35 + A@, Y, T, S) d/&v B(x, Y, T, S) apS (2.17) 
iw=alaT+iajas, (2.18) 
where A and B are smooth for (x, y, T) near the origin and S> 0 small. 
Now since L and A4 form a complex structure, it follows from the 
Frobenius condition that there exists a functionfsuch that 
In other words 
M’A alar+ MB a/as= fw. (2.19) 
M’(A + iB) = 0. (2.20) 
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Note that B(x, 2; T, 0) = 0 for (x, y, T) small since 
B(x, y, T(x, y, t, s), S(x, y, t, s)) = (LS)(x, y, t. s) (2.21) 
and S(x, J', t, 0) = 0 for (x, J’, t) small. So it follows that A(x, y, T, 0) is the 
boundary value of the holomorphic function A + iB. That is, A(x, ~7, T, 0) 
satisfies Condition (I+ ). But now we are done, since the operator L, given 
by 
L, = iJ/at+ A(x, .1’, T, 0) d,@T (222) 
is the transfer of L via the diffeomorphism EC. 
We now digress to present a partial converse of Theorem 1. Let U be an 
open neighborhood of the origin in R” with coordinates (x, y, t, s). If a is 
smooth in U,c R’, we say that a is real analytic in t if there exists an A 
smooth in U such that 
dA/dt + i 3AJd.s = 0 in U (2.23) 
A@, y, t, 0) = a(x, I’, t) for (x, y, t) in U,. (2.24) 
We then have 
PROPOSITION 1. Let L haue the form (1.5) near the origin in R’. Suppose 
that a is real alzalytic in t. Therl L is integrable. 
Proof. Let 2 = a/&+ A a/& be defined in U, some neighborhood of the 
origin in R4, where A is the extension of a as in (2.23) and (2.24). Then the 
operators 1 and a/at + ia/& form an almost complex structure on iJ, 
which is integrable by the Newlander-Nirenberg theorem. In particular we 
can find u such that 
L.4=0 and u,#O (2.25) 
near the origin in R’. If we let uO(x, J', t) = U(X, I’, t, 0) we see that zq, is the 
missing first integral for L. 
3. THE PROOF OF THEOREM 2 
The method of this section is based on the following lemma, which is a 
variant of a result of Treves. See [ 11, Proposition 2.11. Also see 
Theorems 2 and 3 of Jacobowitz [S]. Note that Conditions (I’ ) and (I- ) 
play no role in this result. 
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LEMMA 3.1. Let (x, y’, t) be coordinates near zero in R3. Suppose that L 
has the form 
L = a/aF+ a(x, y, t) a/at, (3.1) 
where a is any smooth function defined near the origin. Then L is integrable 
if and only if there exists a smooth function v such that 
Lv= -a, (3.2 j
near the origin. 
Proof:. If L is integrable then there exists a smooth u such that Lu = 0 
and u, #O near the origin. Then v= log U, is smooth near the origin, 
and (3.2) follows by differentiating the equation Lu = 0 with respect o t. 
Suppose now that (3.2) holds. Let A = ae” and B= -e”. Consider the 
system 
alijaz = A 
au/at = B. (3.3) 
Note that (3.2) implies that the compatibility condition A, = B, is satisfied. 
Hence (3.3) has a smooth solution u near zero, and 14 is the missing first 
integral for L. 
We now state the main result of this section. Note that Theorem 2 
follows directly from Lemmas 3.1 and 3.2. 
LEMMA 3.2. Let L be defined near the origin in R3 having the form (3.1). 
Let f be a smooth function defined near the origin. Assume that L has 
positive Levi form. If a and f both satisfy, Condition (I+ ) then there exists a 
smooth function u also satisfying Condition (I+ ) such that 
Lu=f (3.4) 
near the origin. 
The remainder of this section is devoted to the proof of Lemma 3.2. 
Suppose then that L has the form (3.1) near the origin in R3. Assume that a 
and f’ satisfy Condition (I+ ). Also assume that 
Im a;(O) < 0. (3.5) 
Note that after a linear change of variables we may assume 
a(O)=0 (3.6) 
with the above hypotheses preserved. 
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From now on (x, J’, t, s) will be coordinates near the origin in R4 and we 
will use the notation 
w = t + is 63.71 
djdS = +(i?/dt + i 812s j. (3.8) 
Since a and f satisfy Condition (I+ ) we have an open neighborhood U of 
the origin in R4 and smooth functions A and F on U such that 
aA/dG = 0 = dF/dG in U+ (3.9) 
44 J’, t, 0) = a0, Y, t) in U0 i3.10) 
F(x, 11, t, 0) =f(x, y, t) in U,. (3.11) 
We define the vector field L’ on U’ by 
L + = d/c% + A d/&c-t (3.12) 
Since [L +, 8/&G] = 0 in U+ we see that L + and ii/&G define a complex 
structure on U+. We are then concerned with solving the system 
(3.13) 
in a smooth way up to (s = 0). 
Our goal now is to construct an open submanifold of U+ where we can 
solve (3.13) by applying known results. To this end we introduce the 
following notation. 
Define the following one forms on U+ (which are orthogonal to both 
L + and a/&?) 
2 = dz, p = drz, - A d5. (3.13) 
Note that A, ,u, X, 11 form a basis for the one forms on U+. A one form will 
be called of type (0, 1) if it is a linear combination of 2, j. If ZI is a smooth 
function on U+ we define 
This definition then determines 8 and 8 on all forms, Note that the 
system (3.13) now becomes 
& = F;i, (3.17) 
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Observe that by (3.9) we have the following compatibility condition 
satisfied: 
a( ET) = 0. (3.18) 
If r is a real valued smooth function on 0’ we introduce the following 2 
by 2 matrix as in [4, p. 1161. 
M,= 
L+L+r + E+A dr/dw d(L +r)/&v 
d(L+r)/& iY2r/dw a* 1 ' (3.19) 
If p E 0’ we write M,(p) for the value of M, at p. Recall that if M,(p) > 0 
for all p in U+ then r will be strictly plurisubharmonic. 
Next we define the functions 
g(s) = (e-“- 1)/C (3.20) 
h(x, y, t,s)= R2- 1z12- 11.~1~ i3.21) 
q(x, y, t) = IzI 2 + t’ - p2, (3.22) 
where the positive constants C, R, and p are to be determined. 
Now let b be a smooth function on the real line. Assume that b vanishes 
for negative values of its argument. Furthermore assume that b, along with 
its first and second derivatives, is strictly positive for positive values of its 
argument. Then define 
4x, Y, t) = 4qk Y, t)). 
We denote by Bi the set 
(3.23) 
B,+={(x,~~,t,s):s>Oand fzI’+Iwl’<R2}. (3.24) 
Observe that MJO) <O and M,(O)>O. Furthermore M,(p) and M,(p) 
are independent of R and p for all p in U. By hypothesis (3.5) we may 
choose C> 0 so large that n/r,(O) > 0. Next choose R > 0 so small that 
M,(p), - Mh( p) and M,(p) are all strictly positive for each p in B,+ . We 
also assume that R is small enough so that Bi c U+. 
Now choose any 0 such that 0 <j < R and define 
x= {(x, y, t,.s)dR+: lz12+t2</32}. (3.25) 
Note that g and h do not vanish simultaneously on X. Consider now the 
fact that 
Mgk = gM, + hM, + N, (3.26) 
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where (3.26) defines N. If ti= (ui, n2) E C’ and ~1 satisfies 
ulL+(gh)(p)+u,S(gh)/d~l~(p)=O (3.27 ) 
for p E X, we have (N(p) u, v > 3 0. Here, ( , ) denotes the standard 
complex inner product on C 2. Now it follows that for peX and z’ 
satisfying (3.27) we have 
<hfg,(P) u, u > > 0. (3.28) 
Now for k>O define 
G = (ekgh - 1 )/k. (3.29) 
If k is large enough, we have 
(M,(P) 2’3 u> >o (3.30) 
for all L’ E C” and all p E X. This follows from standard arguments; see, for 
example, [7]. 
We now bring into play the functions q, 6, and P of (3.22) and (3.23). 
Note that p > 0 has not yet been chosen. We will also impose a further 
condition on b. We define H = G + Y and Q by 
R=((~,I’,~,~)EBR~:H<O}. 
Now choose b and p so that 0 < p < p and 
(3.31) 
n c x. (3.32) 
This can be verified easily. Also observe that Q is open and has smooth 
boundary. Furthermore note that the origin is in the boundary of Q. In 
fact, near the origin, the boundary can be defined by the equation s=O. 
Q now becomes a complex manifold with the structure inherited from U+. 
We see that by construction we have 
M,(P) a 0 (3.33) 
for all p E X. Hence we see that 
M,(P)>0 (3.34) 
for all p E a. Hence the boundary of 52 is strictly pseudoconvex. Further- 
more - l/H is a strictly plurisubharmonic exhausting function for Q. 
Since Q posseses these two properties we can solve (3.17) on 52 with u 
smooth to the boundary. This follows from results in [2,4]. See in 
particular the discussion on page 77 of [2]. Since, near the origin, the 
boundary of 52 can be defined by the equation s = 0, Lemma 3.2 is proved. 
188 NICHOLAS HANGES 
REFERENCES 
1. M. S. BAO~JENDI, L. P. ROTHSCHILD, AND F. TREVES, CR structures with group action and 
extendability of CR functions, to appear. 
2. G. B. FOLLAND AND J. J. KOHN, “The Neumann Problem for the Cauchy Riemann Com- 
plex,” Annals of Mathematics Studies. No. 75, Princeton Univ. Press, Princeton, NJ. 1972. 
3. W. H. J. FUCHS, “Topics in the Theory of Functions of One Complex Variable,” 
Van Nostrand, Princeton, NJ, 1967. 
4. L. HORMANDER, “An Introduction to Complex Analysis in Several Variables,” North- 
Holland, Amsterdam, 1973. 
5. H. JACOBOWITZ, The canonical bundle and realizable CR hypersurfaces, to appear. 
6. H. JACOBOWITZ, Simple examples of nonrealizable CR hypersurfaces, to appear. 
7. S. G. KRANTZ, “Function Theory of Several Complex Variables,” Wiley, New York, 1982. 
8. C. R. LEBRUN, Twistor CR manifolds and three dimensional conformal geometry, Tnvzs. 
slnzer. Mafh. Sot. 281, No. 2 (1984), 601-616. 
9. L. NIRENBERG, “Lectures on Linear Partial Differential Equations,” Regional Conference 
Series in Mathematics, Number 17, 1973. 
10. F. TREVES, “Approximation and Representation of Functions and Distributions 
Annihilated by a System of Complex Vector Fields,” Ecole Polytechnique, 1981. 
Il. F. TREVES, Remarks about certain first order linear PDE in two variables, Comm. PUIT~Q~ 
LXfjrerz/ial Equarions 5, No. 4, (1980), 38 1425. 
Primed in Belgium 
