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Abstract: In this paper, we study the problem of optimizing the throughput
for micro-factories subject to failures. The challenge is to map several tasks of
different types onto a set of machines. The originality of our approach is the
failure model for such applications in which not only the machines are subject
to failures but the reliability of a task may depend on its type. The failure
rate is unrelated: a probability of failure is associated to each couple (task type,
machine). We consider different kind of mappings: in one-to-one mappings, each
machine can process only a single task, while several tasks of the same type can
be processed by the same machine in specialized mappings. Finally, general
mappings have no constraints. The optimal one-to-one mapping can be found
in polynomial time for particular problem instances, but the problem is NP-
hard in most of the cases. For the most realistic case of specialized mappings,
which turns out to be NP-hard, we design several polynomial time heuristics
and a linear program allows us to find the optimal solution (in exponential
time) for small problem instances. Experimental results show that the best
heuristics obtain a good throughput, much better than the throughput achieved
with a random mapping. Moreover, we obtain a throughput close to the optimal
solution in the particular cases where the optimal throughput can be computed.
Key-words: distributed systems, fault tolerance, scheduling, optimization
heuristics.
Optimisation du de´bit dans les micro-usines
sujettes aux pannes lie´es aux taˆches et aux
machines
Re´sume´ : Nous e´tudions, dans ce rapport, le proble`me d’optimisation du
de´bit de sortie d’une production dans l’environnement des micro-usines sujettes
aux pannes. Le proble`me que nous mettons en e´vidence est l’allocation des
diffe´rentes taˆches type´es a` un ensemble de machines. L’originalite´ de notre
approche est de conside´rer des pannes transitoires lie´es aux taˆches et aux ma-
chines plutoˆt qu’aux machines seulement. Ainsi un taux de pannes est associe´
a` chaque couple (type de taˆches, machine). Nous conside´rons diffe´rents types
d’allocation: en one-to-one chaque machine exe´cute une seule taˆche alors que
plusieurs taˆches de meˆme type peuvent eˆtre exe´cute´es sur la meˆme machine
dans le cadre d’une allocation spe´cialise´e. Enfin, l’allocation ge´ne´rale supprime
toutes les contraintes. Dans le contexte le plus re´aliste (allocation spe´cialise´e) le
proble`me est NP-complet puisque plusieurs taˆches de meˆme type peuvent eˆtre
exe´cute´es sur la meˆme machine. Plusieurs heuristiques polynomiales ainsi qu’un
programme line´aire a` nombres entiers (exponentiel) sont pre´sente´s dans ce cas.
Les re´sultats expe´rimentaux montrent que la meilleure heuristique obtient un
de´bit tre`s supe´rieur a` celui obtenu par une allocation ale´atoire. De plus nous
obtenons un de´bit proche de l’optimal dans les cas ou` le de´bit optimal peut eˆtre
calcule´.
Mots-cle´s : syste`mes distribue´s, tole´rance aux pannes, ordonnancement,
heuristiques d’optimisation.
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1 Introduction
In this paper, we study the problem of optimizing the throughput for micro-
factories subject to failures. Micro-factories are production systems composed
of cells, each one performing a particular task on complex micro-components
that pass through them. The probability for a fault to arise in these cells is
high, so taking faults into account is mandatory when scheduling a production.
In this context, faults are however not only attached to the processing unit, as
it is commonly assumed for computer based distributed systems, but also to the
tasks. In a production system a task may indeed be complex to perform, for
instance due to some hard manipulation, with an impact on its success ratio. If
the same robot is able to perform different tasks, it may generate less faults on
simple tasks than on difficult ones.
To produce a micro-product, several tasks, each characterized by a task type,
must be performed by the cells in an order fixed by a precedence graph. In the
micro-factory, the robots that compose the cells must however be configured
before being able to process a type of task. So the issue we face is to map several
tasks of different types onto a set of cells, or machines, with the objective of
optimizing the number of products that output the system, in spite of the faults.
In a first study [1], we have tackled the particular case in which faults only
depend on the task type. In this paper we are interested in studying the impact
of a fault model linked to both tasks and machines. Our specific use case
is a micro-factory, more a production system than a distributed computing
system, but the results presented in this paper are more generally applicable
to distributed production systems or to distributed systems where the fault
probability is attached not only to resources, but also to tasks.
The paper is organized as follows. The micro-factory context and related
work are presented in Section 2. Section 3 gives a more formal presentation of
the micro-factories and of the failure model. Section 4 presents the optimization
problems tackled in the paper. The complexity study and results are given in
Section 5. In the rest of the paper, we focus on a particular variant of the prob-
lem, which is NP-hard: our aim is to find a specialized mapping which maximizes
the throughput of a linear chain application. In Section 6, we provide several
methods to solve this problem: (i) an integer linear programming formulation
of the problem which allows us to find the optimal solution for small problem
instances, and (ii) polynomial time heuristics for general instances. An exten-
sive set of simulations is detailed in Section 7, and demonstrates the efficacy of
our heuristics. Finally, we conclude in Section 8.
2 Context and state of the art
Micro-factories are production units designed to produce pieces composed of
micro-metric elements [10]. Today’s micro-factories are composed of robots
able to carry out basic operations through elementary actuators as piezo-electric
beams (e.g., for gripping), stick-slip systems, etc. As these robots are usually
teleoperated by a human operator, only simple tasks can be done. To perform
more complex operations and to improve their efficiency, micro-factories need
to be automated and robots need to be grouped in cells. Then cells will be put
together and they will cooperate to produce complex assembled pieces, as it is
RR n° 7479
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done for macroscopic productions. Due to the piece, actuator and cell sizes, it is
however impossible for human operators to directly interfere with the physical
system. So it needs a highly automated command. The complexity of this
command makes it mandatory to develop a distributed system to support this
control. So, the cell group results in a distributed system that is very similar to a
distributed computing platform. However, at this scale the physical constraints
are not totally controlled so there is a need to take faults into account in the
automated command.
The main issue for fault tolerant systems [8] is to overcome the failure of a
node, a machine or a processor. To deal with those faulty machines, the most
common method used in distributed systems is to replicate [2] the data. Those
models assume that failures are attached to a machine. So the probability to
get one product as a result is highly increased when the task is replicated on
several machines. Once all the replicated jobs are done, a vote algorithm [9]
is often used to decide which result is the right one. However, in our case the
products are physical objects and therefore can not be replicated.
In real-time systems, another model called Window-Constrained [11] model
can be used. In this model one considers that, for y messages, only x (x ≤ y)
of them will reach their destination. The y value is called the Window. The
looses are not considered as a failure but as a guarantee: for a given network
a Window-Constrained Scheduling [13, 12] can guarantee that no more than x
messages will be lost for every y sent messages. The Window-Constrained based
failure model is adapted to a distributed system, the micro-factory. But in this
paper, the objective function makes us use the failure model as the ratio x/y.
In any case, the issue is to guarantee the output of a given number of products.
Once an allocation of tasks to machines has been given, we can compute the
number of products needed as input of the system and guarantee the output for
the desired number of products.
3 Framework
We outline in this section the characteristics of the applicative framework and
target platform. Finally, we describe and motivate the failure model that we
use in this work.
3.1 Applicative framework
We consider a set N of n tasks: N = {T1, T2, . . . , Tn}. Each task Ti (1 ≤ i ≤ n)
is applied successively on a set of products. We wish to produce xout products
as an output, and the total number of products being processed by a task may
depend on the allocation: we process more than xout products since some losses
may occur because of failures, as explained later in Section 3.3. Note that all
products are identical. When the context is not ambiguous, we may also design
task Ti by i for clarity, as for instance in the figures.
A type is associated to each task as the same operation may be applied
several times to the same product. Thus, we have a set T of p task types with
n ≥ p and a function t : {1, . . . , n} → T which returns the type of a task: t(i)
is the type of task Ti, for 1 ≤ i ≤ n.
RR n° 7479
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Figure 1: Example of application.
The application is a directed acyclic graph (DAG) in which the vertices
are tasks, and edges represent dependencies between tasks. An example of
application with n = 5 tasks is represented on Figure 1. In the top branch of
the DAG, we need to finish the processing of task T1 on one product before
proceeding to task T2. The join to task T4 corresponds to the merge of two
products, which produces a new unit of product composed of the two. Typically
one instance of product from each predecessor in the graph is required to process
with the joining task. Note that forks cannot be considered in this context as
the output of one task is a physical component that cannot be split in two.
Unlike data that can be easily replicated at every step of a DAG, an instance
of a physical component is the result of all the preceding tasks and cannot be
duplicated as it is material.
3.2 Target platform
The platform consists of a setM of m machines: M = {M1,M2, . . . ,Mm}. All
machines can be interconnected: the platform graph is a complete graph. A
machine handles some of the tasks at a given speed: machine Mu can perform
the task Ti onto one product in a time wi,u. We also consider that tasks of
the same type have the same execution time on a given machine, since they
correspond to the same action to be performed on the products. Thus, we have:
∀ 1 ≤ i, i′ ≤ n, ∀ 1 ≤ u ≤ m, t(i) = t(i′) ⇒ wi,u = wi′,u.
We neglect the communication time required to transfer a product from one
machine to another. If a communication may not be negligible, we can always
model it as a particular task with a dedicated machine (the machine responsible
of the transfer of the product).
We are interested in producing the desired number of products rather than
producing a particular instance of a product. So we consider that products
are not identified: two products, on which the same sequence of tasks has been
done, are exactly similar and we can use one or the other indifferently for further
operations.
3.3 Failure model
An additional characteristic of our framework is that tasks are subject to failure.
It may happen that a product is lost or damaged while a task is being executed
on this product. For instance electrostatic strength may be accumulated on the
actuator, and thus the piece will be pushed away rather than caught. Indeed, we
work at a scale such that these electrostatic strengths are stronger than gravity.
Due to our application setting, we deal only with transient failures, as defined
in [6]. The tasks are failing for some of the products, but we do not consider
a permanent failure of the machine responsible of the task, as this would lead
RR n° 7479
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to a failure for all the remaining products to be processed and the inability to
finish them.
One classical technique used to deal with failures is replication [2]. However,
while replication is very useful for hardware failures of machines, we cannot use
it in our framework since the products are not a data such as a numerical image
that we need to process, but it is a physical object. The cost of these products
is very low while the equipments are expensive. Thus, the only solution is to
process more products than needed, so that at the end, the required number of
finished products are brought out.
The failure rate of task Ti performed onto machine Mu is the percentage of
failure for this task and is denoted fi,u =
li,u
bi,u
, where li,u is the number of lost
products each time bi,u products have been processed (li,u ≤ bi,u).
4 Optimization problems
Now that the framework has been clarified, we formalize in this section the
various optimization problems that we wish to solve. Our goal is to assign tasks
to machines so as to optimize some key performance criteria. The solution to
one problem is thus an allocation function a : {1, . . . , n} → {1, . . . ,m} which
returns for each task the machine on which it is executed. Thus, if a(i) = u,
task Ti is executed on machine Mu, and the processing of one product for this
task takes a time wi,u.
We first discuss the objective criteria that we want to optimize. Then we
introduce the different rules of the game that can be used in the definition of
the allocation function a. The complexity of these various problems is discussed
in Section 5.
4.1 Objective function
In our framework, several objective functions could be optimized. For instance,
one may want to produce a mapping of the tasks on the machines as reliable
as possible, i.e., minimize the total number of products to input in the system.
Rather, we consider that products are cheap, and we focus on a performance cri-
teria, the throughput. The goal is to maximize the number of products processed
per time unit, making abstraction of the initialization and clean-up phases. This
objective is important when a large number of products must be produced.
Rather than maximizing the throughput of the application, we rather deal
with the period, which is the inverse of the throughput. First we introduce the
fractional number xi, which is the average number of products required to output
one product out of the system for task Ti. We can compute xi recursively for any
application. Let Tj be the (unique) successor of Ti, if it exists (remember that
we do not allow forks in the application graph). For tasks with no successor, we
set xj = 1, which means that Ti needs to output one product. Then, if task Ti
is assigned to machine Mu, we have
xi =
1
1− fi,u
× xj =
bi,u
bi,u − li,u
× xj ,
RR n° 7479
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where the fraction represents the number of products needed per successful
product. Starting from the nodes with no successor, we can then compute xi
for each task Ti.
We are now ready to define the period of a machine: it is the time needed
by a machine to execute all the tasks allocated onto this machine in order to
produce one final product out of the system. Formally, we have
period(Mu) =
∑
1≤i≤n|a(i)=u
xiwi,u . (1)
The period of machine Mu is the sum, for each task allocated to that ma-
chine, of the average number of products (xi) needed to output one product,
multiplied by the time (wi,u) of that task onto that machine to be performed.
The slowest machine will slow down the whole application, thus we aim at min-
imizing the largest machine period. The machines realizing this maximum are
called critical machines. IfMc is a critical machine, then period = period(Mc) =
maxMu∈M period(Mu).
Note that minimizing the period is similar to maximizing the throughput.
4.2 Rules of the game
In this section, we classify several variants of the optimization problem that
has been introduced. A task must always be processed by one unique machine
(allocation function), but different rules can be enforced about what a machine
can process.
4.2.1 One-to-one mappings
In this first class of problems, a machine can compute only one single task.
This rule of the game is enforced with the following constraint, meaning that a
machine cannot compute two different tasks:
∀ 1 ≤ i, i′ ≤ n i 6= i′ ⇒ a(i) 6= a(i′) .
(a) (b)
2 1
(c)
1
2
3
3
M4
M2 M2
M1 M1 M4
M3M3
Figure 2: One-to-one mapping.
On Figure 2, we have an application graph (a) that must be mapped on
a platform graph (b). The result is shown in (c), where we can see that one
machine can handle only one task. Thus this mapping is quite restrictive because
we must have at least as many machines as tasks.
RR n° 7479
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4.2.2 Specialized mappings
We have dedicated machines that can realize only one type of tasks. But task
types are not dedicated to machines, so two machines may compute different
tasks of the same type.
For instance, let us consider five tasks T1, T2, T3, T4, T5 with the following
types: t(1) = t(3) = t(5) = 1 and t(2) = t(4) = 2. If machine M3 computes
task T1, it could also execute T3 and T5 but not T2 and T4. As types are
not dedicated to machines, T5 could also be assigned to another machine, for
instance M1. This situation is described on Figure 3.
The following constraint expresses the fact that a machine cannot compute
two tasks of different types:
∀1 ≤ i, i′ ≤ n t(i) 6= t(i′)⇒ a(i) 6= a(i′) .
(b) (c)
4
(a)
3
45
2 11
2
3
5 M4
M3
M1 M4
M2
M1
M3 M2
Figure 3: Specialized mapping (task types: t(1) = t(3) = t(5) = 1 and t(2) =
t(4) = 2).
4.2.3 General mappings
A machine can compute any task regardless of its type, thus there are no con-
straints. An example of this case is shown on Figure 4.
(b) (c)
4
(a)
3
4
1251
2
3
5
M1 M4
M3
M1
M2 M3
M4
M2
Figure 4: General mapping (task types: t(1) = t(3) = 1, t(2) = t(4) = 2 and
t(5) = 3).
5 Complexity results
Complexity results are classified depending on the mapping rules. We start with
one-to-one mappings, then we focus on specialized and general ones.
5.1 Complexity of one-to-one mappings
For one-to-one mappings, we can refine the problem complexity depending on
the application class. We are particularly interested in linear chain applications,
RR n° 7479
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as in the example of Figure 1. Indeed, the problem remains polynomial for
such applications (Theorem 1), while it turns out to be NP-hard for general
applications (Theorem 2).
In this section, we introduce a new notation: Fi =
1
1−fi,a(i)
.
Theorem 1. Given a linear chain application and a set of homogeneous ma-
chines (wi,u = w for all i, u), finding the one-to-one mapping which maximizes
the throughput can be done in polynomial time.
Proof. For a linear chain application with dependencies from task Ti to task Ti+1,
for 1 ≤ i ≤ n−1, the average number of products xi needed to output one prod-
uct out of the system and performed by the task Ti can be computed thanks to
the Fj , with j ≥ i, see Section 4.1:
xi = Fi × xi+1 =
∏
i≤j≤n
Fj . (2)
Of course, the values of Fj depend on the allocation function. Thus, the
period period(Ma(i)) = period(i) of the machine Ma(i) on which the task Ti is
assigned to is xi × wi,a(i) = xi × w. Since all Fj values are greater than 1, we
have x1 = max1≤i≤n xi, and the period is constrained by the machine on which
task T1 is executed. The goal is thus to minimize the product
∏
1≤j≤n Fj , in
order to maximize the period.
Since the mapping is required to be one-to-one, we create a bipartite graph
with one node per task Tj (1 ≤ j ≤ n) on one side, one node per machine on
the other side. The cost of an edge from task Tj to machine Mu is then set to
− log(1− fj,u), so as to transform the previous product into a sum.
Then, we can find in polynomial time a minimum weight matching in this bi-
partite graph, for instance using the Hungarian algorithm [7, 4]. This matching
corresponds to an assignment of tasks to machines which minimizes
∏
1≤j≤n Fj ,
and thus it is equivalent to a one-to-one mapping which has a minimum period.
Note that this reasoning does not hold anymore with heterogeneous machines
(wi, wu or wi,u), since the bottleneck task is not necessarily T1 in such cases.
The complexity remains open for such cases.
However, if we consider general applications rather than restricting to linear
chains, the problem becomes NP-hard.
Theorem 2. Finding the optimal one-to-one mapping is NP-hard, even with
constant processing costs w and failure rates which depend on machines (fi,u =
fu for 1 ≤ i ≤ n).
Proof. We consider the following decision problem: given a period K, is there a
one-to-one mapping whose period does not exceed K? The problem is obviously
in NP: given a period and a mapping, it is easy to check in polynomial time
whether it is valid or not.
The NP-completeness is obtained by reduction from 3-PARTITION [5], which
is NP-complete in the strong sense. Let I1 be an instance of 3-PARTITION:
given a set {z1, · · · , z3n} of 3n integers, and an integer Z such that
∑
1≤j≤3n zj =
nZ, does there exist n independent subsets B1, · · · , Bn of {z1, · · · , z3n} such
that for all 1 ≤ i ≤ n,
∑
zj∈Bi
zj = Z?
We build the following instance I2 with 3n+ 1 tasks and processors:
RR n° 7479
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• the application consists of n linear chains of 4 tasks sharing the same final
task T (4): for 1 ≤ i ≤ n, T
(1)
i → T
(2)
i → T
(3)
i → T
(4);
• w = 1 (constant processing cost);
• f3n+1 = 0 (machine M3n+1 never fails);
• for 1 ≤ u ≤ 3n, fu =
2zu−1
2zu ;
• K = 2Z .
Note that the size of I2 is polynomial in the size of I1. Indeed, since 3-
PARTITION is NP-complete in the strong sense, we could encode I1 in unary,
and thus the size of the instance would be in O(nZ). Moreover, the values of
fu can be encoded in binary and thus their size is polynomial in the size of I1.
Now we show that I1 has a solution if and only if I2 has a solution. Sup-
pose that I1 has a solution. We construct the allocation function a such that
a(T (4)) = 3n+1, i.e., the last task is processed by the reliable processor, and, for
1 ≤ i ≤ n, tasks T
(1)
i , T
(2)
i , T
(3)
i are allocated to the three processors such that
zu ∈ Bi. Since all w are equal to 1, the period of the mapping is constrained
by one of the T
(1)
i tasks, and their period is Pi =
∏
zu∈Bi
1
1−fu
. Taking the
logarithm, log2(Pi) =
∑
zu∈Bi
log2(
1
1−fu
) =
∑
zu∈Bi
log2(2
zu) = Z = log2(K),
that means Pi = K for 1 ≤ i ≤ n, and I2 has a solution.
Suppose now that I2 has a solution. The critical resource is still one of the
T
(1)
i , since w = 1. For each of these machines, we must have log2 Pi ≤ Z, and
thus
∑
u∈alloci
zu = Z, where alloci represents the set of indices of the four
processors allocated to the ith chain. To minimize this quantity, we can build
a solution in which the reliable processor is processing task T (4), and then the
problem amounts to 3-PARTITION the zu. Therefore, I1 has a solution. This
concludes the proof.
This NP-hardness result illustrates the additional difficulty of having a failure
probability which depends both on tasks and machines. Indeed, the problem can
be solved in polynomial time with fully heterogeneous machines (wi,u) when the
failure rates are identical for all machines (fi,u = fi for each machine), because
we are then able to compute xi for each task, independently of the mapping
(see [1]).
5.2 Complexity of specialized and general mappings
In [1], we proved that the problem of finding the optimal specialized or general
mapping is NP-hard, even for a linear chain application with constant process-
ing costs w, and when failure probabilities are independent of the machines
(fi,u = fi). Therefore, the problem remains NP-hard when considering more
general values of failure probabilities. This illustrates the additional complexity
of considering more general mapping rules rather than restricting to one-to-one
mappings.
6 Solving the specialized mapping problem
In the practical setting of micro-factories, general mappings are not really useful
because of the unaffordable reconfiguration costs. Indeed, if a machine is pro-
cessing tasks of different types, one needs to reconfigure the machine between
operations.
RR n° 7479
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However, when the number m of machines is greater than the number p
of task types, it is always possible to find a specialized mapping, since each
machine is able to process all the tasks of a same type. The key point is then
to find m (or less) groups of tasks of the same type to be assigned to the m
machines of the platform. Even if we restrict to specialized mappings and linear
chain applications, this problem is already NP-hard, as explained in Section 5.2.
Thus, we present in the following a linear program and six heuristics that
return a mapping, by grouping tasks of same type onto machines.
6.1 Linear programming for the specialized mapping
In this section, we present a linear program to solve the specialized mapping
problem presented in Section 4.2.2. This linear program is a Mixed Integer
Program (MIP) because it uses both integer and rational variables. Solving
a MIP is NP-complete, however efficient solvers such as Cplex [3] makes it
possible to solve small problem instances in a reasonable time. The following
MIP implementation allows us to validate the relevance of the scalable heuristics
that we present in the next section.
In the following, the two indices i and u denote respectively a task Ti (1 ≤
i ≤ n) and a machine Mu (1 ≤ u ≤ m).
The parameters of the linear program are the following:
• wi,u is the time needed by the task Ti to perform one product onto the
machine Mu;
• fi,u is the failure rate of task Ti on machine Mu.
The variables needed to define the MIP are the following:
• xi is the average number of products that the task Ti has to perform to
output one product out of the system;
• For any pair (Ti,Mu) we denote ai,u ∈ {0, 1} as the mapping of Ti onto
the machine Mu: ai,u = 1 if the task Ti is performed by the machine Mu
and 0 otherwise;
• For any pair (Mu, j) we denote tu,j ∈ {0, 1} such as tu,j = 1 if the machine
Mu is specialized to perform tasks of type j and 0 otherwise;
• K ∈ Q is a rational number which represents the upper bound on the
period for all machines.
The objective function is to minimize the period K, but several constraints
must be enforced to have a valid mapping function (a), and a correct number
of product (x).
• We ensure that each task Ti is performed by one and only one machineMu:
∀i
∑
u
ai,u = 1 (3)
• We ensure that each machine Mu is dedicated to at most one type j:
∀u
∑
j
tu,j ≤ 1 (4)
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• We ensure that each task Ti of type j = t(i) can be performed only by
one machine Mu which is specialized upon the type t(i). This constraint
is not in contradiction with the fact that several tasks of same type j can
be performed by the machine Mu:
∀u ∀i ai,u ≤ tu,t(i) (5)
• We ensure that the average number of products that the task Ti has to
perform depends on the mapping of Ti but also on the number of products
that the task Ti+1 has to perform to output one product out of the system.
∀u ∀i xi ≥
1
1− fi,u
ai,u × xi+1
This formula can be transformed into the following linear equation:
∀i ∀u xi ≥
1
1− fi,u
xi+1 − (1− ai,u)MAXxi (6)
where MAXxi is an upper bound of xi such that
xi ≤MAXxi =
∏
i≤j≤n
1
1−max1≤u≤m(fj,u)
• The period of each machine Mu depends on the mapping and its value is
bounded by K:
∀u
∑
i
ai,u × xi × wi,u ≤ K
This non-linear formula can be transformed into the following linear in-
equations. In order to make the linearization possible, we define a new
positive rational variable yi,u = ai,u×xi for every task Ti and for every ma-
chine Mu. So the previous equation can be rewritten into the equation (7)
under the constraints (8):
∀u
∑
i
yi,u × wi,u ≤ K (7)


∀i ∀u yi,u ≤ ai,u ×MAXxi
∀i ∀u yi,u ≤ xi
∀i ∀u yi,u ≥ xi − (1− ai,u)MAXxi
(8)
The objective is to minimize the period under the previous constraints, thus
we get the following MIP:
{
Minimize K
under the constraints (3), (4), (6), (7), (8)
(9)
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6.2 Heuristics
Since faults occur depending on the task and the machine, we are not able to
compute the number of products the task Ti has to perform before knowing
which task is assigned to which machine.
The six heuristics presented here are executed by starting with the last task
of the application graph and going backward to the first one.
H1 Random heuristic. A task Ti is assigned to a machine Mu if Mu is free or
if Mu is already specialized to tasks of the type t(i). If none of these conditions
are fulfilled, we try the next machine Mu+1 and so on until an available machine
is found. The algorithm of this heuristic is presented as Algorithm 1.
Algorithm 1: H1: Random Heuristic
Data: n, p,m: number of tasks, number of task types and number of machines
g, groups(1..m): index of a group, task groups
nbFreeMachines: number of machines not yet dedicated to any type
nbTypesToGo: number of types not yet assigned to any machine
input : w(1..n, 1..m): w(i, u) is the time to perform Ti on Mu
t(i): type of task Ti
output: a(1..n): a(i) is the machine on which Ti is assigned
nbFreeMachines ← m1
nbTypesToGo ← p /* p ≤ m in all cases */2
forall task Ti do3
if t(i) is already assigned to a group then4
if nbFreeMachines > nbTypesToGo then5
g ← choose a new group for tasks of type t(i)6
nbFreeMachines−−7
else8
g ← choose an existing group dedicated to type t(i)9
else10
g ← choose a new group for tasks of type t(i)11
nbFreeMachines−−12
nbTypesToGo−−13
assign task Ti to groups(g)14
Assign each task of a given group g to a machine15
return (a(1), a(2), . . . , a(n))16
H2 Binary search heuristic 1. This heuristic aims at optimizing the potential
of the machines, i.e., the goal is to assign to each machine a set of tasks for
which it is efficient. Thus, we start by sorting, for each machine Mu, the set
of wi,u, for 1 ≤ i ≤ n, in ascending order. Then, ranki,u represents the rank of
Ti in the ordered set for Mu.
The heuristic performs a binary search on the period between 0 (best case)
and the time required to perform sequentially all the tasks on one machine
(worst case). For each value of the search, all tasks are assigned greedily (from
T1 to Tn) to machines.
We try to assign the task Ti to a machine such that ranki,u is minimum. If
the rank equals one, this means that the potential of Mu for this task is optimal.
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In case of equality (several machines of identical rank for Ti), machines are sorted
by non-decreasing values of wi,u. Of course, the assignment can be done only if
the machine was not already specialized to a type which is different from t(i),
and if the fixed period is not exceeded. Otherwise we try to assign Ti to the
next machine, according to their priority order for this task. If no machine is
able to process Ti, then no assignment is found and we try a larger period. If
all tasks can be correctly assigned, we try a smaller period. The algorithm of
this heuristic is presented as Algorithm 2.
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Algorithm 2: H2: Binary search heuristic: Potential optimization
Data: n, p,m: number of tasks, number of task types and number of machines
execu: total execution time for machine Mu
bestRank: best rank of a given task for a given machine
bestMu: best machine for a given task
input : w(1..n, 1..m): w(i, u) is the time to perform Ti on Mu
x(1..n): x(i) is the number of products treated by the task Ti
output: a(1..n): a(i) is the machine on which Ti is assigned
minPeriod ← 01
maxPeriod ← period of all tasks on the slowest machine2
rank(1..n, 1..m) ← get the ranks for all tasks and all machines /* rank(i, u)3
is the rank of w(i, u) for the task Ti on the machine Mu */
while maxPeriod−minPeriod > 1 do4
currentPeriod ← minPeriod + (maxPeriod - minPeriod)/25
existingSolution? ← TRUE6
i ← n /* current task Ti */7
clear a(1..n) for a new round of assignment8
while existingSolution? is TRUE and i > 0 do9
bestRank ← m10
forall machine Mu do11
if Mu is dedicated to another type than t(i) then12
this machine cannot be chosen13
else14
if rank(i, u) < bestRank then15
bestMu ← u16
bestRank ← rank(i, u)17
execbestMu ←
(∑
j|a(j)=u x(j)× w(j, u)
)
+ x(i)× w(i, bestMu)
18
if execbestMu > currentPeriod then19
existingSolution? ← FALSE20
else21
assign the task Ti to the machine bestMu (a(i) ← bestMu)22
i ← i− 1/* next task Ti to assign */23
if existingSolution? is TRUE then maxPeriod ← currentPeriod24
else minPeriod ← currentPeriod25
return (a(1), a(2), . . . , a(n))26
H3 Binary search heuristic 2. This heuristic is the same as H2 except that,
for the assignment, the machines are sorted by their heterogeneity level in de-
scending order. The idea is to preserve homogeneous machines for the last tasks.
The heterogeneity level of Mu is computed as the standard deviation of its wi,u
values. Each task is assigned to the most heterogeneous machine capable of
handling it. Note that for this heuristic, slow machines may be used instead
of powerful ones, because of their heterogeneity level. The algorithm of this
heuristic is presented as Algorithm 3.
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Algorithm 3: H3: Binary search heuristic: Heterogeneity
Data: n, p,m: number of tasks, number of task types and number of machines
execu: total execution time for machine Mu
accuu: total execution time accumulated for machine Mu
bestMu: best machine for a given task
periodBestMu: value of the best period
mostHetero: value of the best heterogeneity
input : w(1..n, 1..m): w(i, u) is the time to perform Ti on Mu
h(1..m): h(u) is the heterogeneity level of Mu
x(1..n): x(i) is the number of products treated by the task Ti
output: a(1..n): a(i) is the machine on which Ti is assigned
minPeriod ← 01
maxPeriod ← period of all tasks on the slowest machine2
while maxPeriod−minPeriod > 1 do3
currentPeriod ← minPeriod + (maxPeriod - minPeriod)/24
existingSolution? ← TRUE5
i ← n /* current task Ti */6
clear a(1..n) for a new round of assignment7
while existingSolution? is TRUE and i > 0 do8
periodBestMu ← maxPeriod9
mostHetero ← 010
forall machine Mu do11
if Mu is dedicated to another type than t(i) then12
accuu ← execbestMu13
/* doing so, we ensure that this machine will not be
chosen */
else14
accuu ←
∑
j|a(j)=u x(j)× w(j, u)15
execu ← accuu + x(i)× w(i, u)16
if execu < periodBestMu and h(u) > mostHetero then17
bestMu ← u18
periodBestMu ← execu19
mostHetero ← h(u)20
if periodBestMu > currentPeriod then21
existingSolution? ← FALSE22
else23
assign the task Ti to the machine bestMu (a(i) ← bestMu)24
i ← i− 1 /* next task Ti to assign */25
if existingSolution? is TRUE then maxPeriod ← currentPeriod26
else minPeriod ← currentPeriod27
return (a(1), a(2), . . . , a(n))28
H4 Best performance heuristic. This heuristic assign a task Ti to the machine
Mu with the best performance value for that task. The performance value of
Mu for Ti is computed by wi,u × fi,u × xi. The algorithm of this heuristic is
presented as Algorithm 4.
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Algorithm 4: H4: Best performance
Data: n, p,m: number of tasks, number of task types and number of machines
execu: total execution time for machine Mu
accuu: total execution time accumulated for machine Mu
bestMu: best machine for a given task
input : w(1..n, 1..m): w(i, u) is the time to perform Ti on Mu
t(1..n): t(i) is the type of task Ti
F (1..n, 1..m): F (i, u) is the failure rate associated to task Ti when
assigned to machine Mu.
x(1..n): x(i) is the number of products treated by the task Ti
output: a(1..n): a(i) is the machine on which Ti is assigned
i ← n /* current task Ti */1
while i > 0 do2
execbestMu ← period of slowest machine doing all the tasks3
forall machine Mu do4
if Mu is dedicated to another type than t(i) then5
accuu ← execbestMu6
/* doing so, we ensure that this machine will not be
chosen */
else7
accuu ←
∑
j|a(j)=u x(j)× w(j, u)8
execu ← accuu + x(i)× w(i, u)× F (i, u)9
if execu < execbestMu then10
bestMu ← u11
assign the task Ti to the machine bestMu (a(i) ← bestMu)12
i ← i− 1 /* next task Ti to assign */13
return (a(1), a(2), . . . , a(n))14
H4w Faster machine heuristic. This heuristic is the same that H4 except that
the faster machine is selected (wi,u × xi) without taking the failure rate into
account in the assignment process. The algorithm of this heuristic is presented
as Algorithm 5.
H4f Reliable machine heuristic. This heuristic is the same that H4 except that
the most reliable machine is selected (fi,u × xi) without taking the speed into
account in the assignment process. The algorithm of this heuristic is presented
as Algorithm 6.
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Algorithm 5: H4w: Fastest Machine
Data: n, p,m: number of tasks, number of task types and number of machines
execu: total execution time for machine Mu
accuu: total execution time accumulated for machine Mu
bestMu: best machine for a given task
input : w(1..n, 1..m): w(i, u) is the time to perform Ti on Mu
t(1..n): t(i) is the type of task Ti
x(1..n): x(i) is the number of products treated by the task Ti
output: a(1..n): a(i) is the machine on which Ti is assigned
i ← n /* current task Ti */1
while i > 0 do2
execbestMu ← period of slowest machine doing all the tasks3
forall machine Mu do4
if Mu is dedicated to another type than t(i) then5
accuu ← execbestMu6
/* doing so, we ensure that this machine will not be
chosen */
else7
accuu ←
∑
j|a(j)=u x(j)× w(j, u)8
execu ← accuu + x(i)× w(i, u)9
if execu < execbestMu then10
bestMu ← u11
assign the task Ti to the machine bestMu (a(i) ← bestMu)12
i ← i− 1 /* next task Ti to assign */13
return (a(1), a(2), . . . , a(n))14
RR n° 7479
Throughput optimization for micro-factories 20
Algorithm 6: H4f: Reliable machine
Data: n, p,m: number of tasks, number of task types and number of machines
execu: total execution time for machine Mu
accuu: total execution time accumulated for machine Mu
bestMu: best machine for a given task
input : w(1..n, 1..m): w(i, u) is the time to perform Ti on Mu
t(1..n): t(i) is the type of task Ti
F (1..n, 1..m): F (i, u) is the failure rate associated to task Ti when
assigned to machine Mu.
x(1..n): x(i) is the number of products treated by the task Ti
output: a(1..n): a(i) is the machine on which Ti is assigned
i ← n /* current task Ti */1
while i > 0 do2
execbestMu ← period of slowest machine doing all the tasks3
forall machine Mu do4
if Mu is dedicated to another type than t(i) then5
accuu ← execbestMu6
/* doing so, we ensure that this machine will not be
chosen */
else7
accuu ←
∑
j|a(j)=u x(j)× w(j, u)8
execu ← accuu + x(i)× F (i, u)9
if execu < execbestMu then10
bestMu ← u11
assign the task Ti to the machine bestMu (a(i) ← bestMu)12
i ← i− 1 /* next task Ti to assign */13
return (a(1), a(2), . . . , a(n))14
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7 Experiments
In this section, we compare the six heuristics that give scheduling solutions to
the specialized mapping problem with wi,u and fi,u for linear chain applications.
The results are computed by a simulator, developed in C++. The performance
of each heuristic is measured by its period in ms.
Recall that m is the number of machines, p the number of types, and n the
number of tasks. Each point in the figures is an average value of 30 simulations
where the wi,u are randomly chosen between 100 and 1000 ms, for 1 ≤ i ≤ n
and 1 ≤ u ≤ m. Similarly, failure rates fi,u are randomly chosen between 0.5%
and 2% (i.e., 1/200 and 1/50), unless stated otherwise.
7.1 Specialized mappings with m and p fixed
 8000
 12000
 14000
 50  60  70  80  90  100  110  120  130  140  150
pe
rio
d 
in
 m
s
number of tasks
H4f
H4w
H4
H3
H2
H1
 0
 2000
 4000
 6000
 10000
Figure 5: m = 50, p = 5.
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In this first set of experiments, the number of machines m and the number
of task types p are fixed, and we plot the period for each heuristic as a function
of the number of tasks n.
Figure 5 shows that H1 and H4f are not very competitive. Indeed, minimizing
the failure rate does not prevent from choosing a slow machine and so getting a
long period. For the next experiment, only the other heuristics are plotted. In
Figure 6, H4 is slightly under the others. That is explained by the fi,u factor
used by H4. Two major factors are in competition here, the speed and the
reliability. A large platform is set (100 machines) to see the difference between
those two factors. In Figure 7, H4w shows up to be better than the others.
As a conclusion of this first set of experiments, we can say that the machine
speed seems to be a more important criteria than its reliability when taking
assignment choices.
To study more precisely the effect of failure rates, platforms with a high
failure rate (up to 10%) are used. Figure 8 shows that periods are increasing
dramatically with the number of tasks. In that special case only H2 is performing
well.
7.2 One-to-one mappings with m and n fixed
As shown in section 5.1, considering the one-to-one mapping, an optimal solution
can be found in polynomial time only if the failure is attached only to tasks
(fi,u = fi for 1 ≤ u ≤ m). Thus, a platform with 100 machines, 100 tasks and
failures defined by fi is set. We plot the period as a function of the number
of types p and run 100 simulations for each dot of the figure. Figure 9 shows
H2, H3, H4w and the optimal one-to-one solution (OtO). For a better visibility
the other heuristics are ignored here. H4w has the best performance and is very
close to the optimal when the number of types is low. We can also see that when
the number of types is high, all heuristics tend to have the same performance.
This is explained by the fact that with p close to m, the way of creating the
groups of tasks is less crucial. Results are very encouraging and show that H2,
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H3 and H4w are respectively at a factor of 1.84, 1.75 and 1.28 from the optimal
solution.
 3000
 4000
 4500
 5000
 20  30  40  50  60  70  80  90  100
pe
rio
d 
in
 m
s
number of types
H4w
H3
 2500
H2
OtO
 1500
 2000
 3500
Figure 9: m = 100, n = 100, fi,u = fi.
7.3 Comparison with the linear program
This last set of experiments compares our heuristics to the mixed integer linear
program (MIP) described in Section 6.1. We restrict the study to small problem
instances, so that we are able to derive a solution for the linear program, and
results are reported only if 30 successful experiments over 60 trials are obtained
with the MIP. Those“MIP-compatible”platforms are selected and the heuristics
are run on them.
In the first experiment, we use a platform with 5 machines, and the appli-
cation has 4 types. We are then able to target applications with up to 15 tasks.
Figure 10 shows that H4w is once again the best heuristic but H2 and H4 are
close. To measure that difference, Figure 11 shows the normalization of the
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heuristics with the MIP solution. Results reveal that H2, H3 and H4w are
respectively at a factor of 1.73, 1.58 and 1.33 from the optimal.
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Figure 10: m = 5, p = 2.
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Figure 11: m = 5, p = 2. Normalization with the MIP.
For the next experiment, we use a platform with 9 machines, and the appli-
cation has between 5 and 20 tasks of 4 different types. For visibility reason, we
discard results of H1 and H4f from the figure. Figure 12 shows that with more
than 15 tasks, the MIP is not able to find solutions anymore.
7.4 Summary
As a conclusion of these experiments, H4w is clearly the most performing heuris-
tic. It focuses on the execution speed and does not take the failure rate into
account. We compare the heuristics to an optimal solution in the one-to-one
mapping case where such a solution can be found. Results show that H4w is
at a factor of 1.28 from the optimal. For the specialized mapping resolution,
RR n° 7479
Throughput optimization for micro-factories 25
H2
 1500
 2000
 2500
 3000
 3500
 4  6  8  10  12  14  16  18  20
pe
rio
d 
in
 m
s
number of tasks
H4w
H4
MIP
 0
H3
 500
 1000
Figure 12: m = 9, p = 4.
a linear program was run on small platforms, and results show that H4w is at
a factor of 1.33 from the MIP. This is a very promising result, but somehow
expected, which means that if we produce fast enough we overcome the faults.
8 Conclusion
In this paper, we investigate a throughput optimization problem in the context
of micro-factories subject to failures. The problem is to assign tasks of tree-
shaped application graphs to machines. The failures that occur in the system
depend on both the task and the machine on which the task is assigned. We
proved that the problem to find an optimal one-to-one mapping for linear chain
onto homogeneous machines is polynomial while the problem becomes NP-hard
for in-tree one-to-one mappings or for specialized and general mappings. Since
general mappings are not usable in practice because of reconfiguration costs,
we focused on specialized mappings and proposed several polynomial heuristics
to solve the problem when the graph is a linear chain. Also, a mixed linear
programming formulation of the problem is given to allow us to evaluate our
heuristics by comparing experimental results to the optimal, considering small
problem instances. These experimental results showed that the most performing
solution is obtained by H4w. This heuristic focuses on the execution speed and
does not take the failure rate into account. The comparison between H4w and
the optimal solutions that can be found respectively for one-to-one mappings
and specialized mappings (onto small platforms thanks to the linear program)
showed that H4w is respectively at a factor of 1.28 and 1.33 from the optimal.
This is a very promising result, but somehow expected, which means that if we
produce fast enough we overcome the faults.
As future work, an interesting problem would be to consider that the in-
stances of a same task can be computed by several machines. Thus, the workload
of a task would be divided and the throughput could be improved.
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