Abstract. In the paper [9] we derived first order (KKT) and second order (SSC) optimality conditions for functions defined by evaluation programs involving smooth elementals and absolute values. In that analysis, a key assumption on the local piecewise linearization was the Linear Independence Kink Qualification (LIKQ), a generalization of the Linear Independence Constraint Qualification (LICQ) known from smooth nonlinear optimization. We show here first that under LIKQ and SSC with strict complementarity, the natural algorithm of successive piecewise linear optimization with a proximal term (SPLOP) achieves a linear rate of convergence. A version of SPLOP called LiPsMin has already been implemented and tested in [10, 4] . Secondly, we observe that, even without any kink qualifications, local optimality of the nonlinear objective always requires local optimality of its piecewise linearization, and strict minimality of the latter is in fact equivalent to sharp minimality of the former. Moreover, we show that SPLOP will converge quadratically to such sharp minimizers, where the function exhibits linear growth. These results are independent of the particular function representation, and allow in particular duplications of switching variables and other intermediates. Furthermore, we derive for nonsharp minimizers necessary and sufficient optimality conditions without any kink qualification. Finally, we present numerical results to illustrate the obtained convergence results.
1. Introduction and Motivation. We view this paper as part of an ongoing effort to make the concepts and results of the extensive literature on nonsmooth analysis accessible and implementable for computational practitioners. Like in algorithmic, or automatic, differentiation [8] , the key assumption facilitating this process is that the problem functions of interest are given by evaluation programs whose individual instructions can be easily analyzed and approximated.
Piecewise Linearization. In contrast to the classical smooth case, where all individual instructions are assumed to be differentiable near the evaluation points of interest, we allow now also piecewise linear elemental functions like abs, min, and max as part of the mix. By this means, we arrive at a subclass of piecewise smooth functions [16] that can still be analyzed by slight extensions of algorithmic differentiation tools. However, the resulting extended program does not produce gradients, Jacobians, Hessians, or Taylor coefficients, but represent a procedure for evaluating ∆ϕ(x; ∆x), an (incremental) piecewise linearization of ϕ developed at x and evaluated at ∆x. The construction of this approximation is given in [6] , where we also show that ϕ(x + ∆x) − ϕ(x) = ∆ϕ(x; ∆x) + O( ∆x 2 ) .
In contrast to directional differentiation, the order term in this generalized Taylor expansion is uniform, i.e., does not depend on the direction ∆x/ ∆x . Since the discrepancy ϕ(x + ∆x) − ϕ(x) − ∆ϕ(x; ∆x) is of second order it possesses at ∆x = 0 a derivative that vanishes. However, for fixed x the discrepancy function is generally not differentiable with respect to ∆x in a neighborhood of the origin, in other words we do not have strong Bouligand differentiability as defined in [16] .
It is not surprising that quite a few local properties of ϕ(x) near some x are inherited by ∆ϕ(x; ∆x) near the origin ∆x = 0. Conversely, some properties of ϕ(x) can be deduced from those of its linearization ∆ϕ(x; ∆x) at the origin, provided certain additional assumptions are satisfied. As we will see some of these assumptions are kink qualifications that exclude degeneracies of first derivative matrices, and others are curvature conditions that require second derivative matrices to be definite on certain subspaces. Of course the whole point of the exercise is to characterize these extra assumptions and the properties of ∆ϕ(x; ∆x) itself constructively by linear algebra tests on the so-called abs-normal form, where ∆ϕ(x; ∆x) is represented by several real matrices and vectors, which can be analyzed by various linear algebra procedures.
Optimality conditions. In [9] it was shown how for a scalar-valued function ϕ(x) this information can be used to characterize local minimality (MIN) in terms of generalized Karush-Kuhn-Tucker (KKT) and Positive Curvature Conditions (POSC, see Theorem 4.3) . This optimality analysis was based on a generalization of the Linear Independence Constraint Qualification (LICQ) called Linear Independence Kink Qualification (LIKQ), which is generic [7] , i.e., always satisfiable by arbitrary small perturbations of a given abs-normal form. Of course, some of these perturbations may alter inherent structural properties of a given problem, which is why we wish to avoid any constraint qualification or relax LIKQ somewhat, just like LICQ in the smooth, constrained case. There, a popular relaxation is the Mangasarin Formovitz Constraint Qualification (MFCQ), which naturally generalizes to the Mangasarin Fromovitz Kink Qualification (MFKQ) in our nonsmooth setting. The corresponding, more general optimality conditions are developed to obtain the implications
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where the upper implication is fairly obvious and has been proven formally in [4, Lemma 1] . In other words we note that without any additional geometric assumptions (like constraint or kink qualifications) the (piecewise) linearized problem must have a local minimizer, where the underlying function has one. It is interesting to note that the implication MIN ⇒ FOM does not always hold for smooth Nonlinear Optimization Problems (NLOPs) and their linearizations, namely the corresponding Linear Optimization Problems (LOPs) or Quadratic Optimization Problems (QOPs). This is illustrated by the following example taken from [11, Chap. 9 ]:
Example 1.1. Consider the smooth optimization problem ϕ : R 2 → R, ϕ(x) = x 1 + x 2 , such that x 2 ≥ 0, x 2 ≤ Then, x * = 0 ∈ R 2 is a minimizer of the original nonlinear problem but not of the corresponding linearization at x * given by ϕ(x) = x 1 + x 2 such that x 2 ≥ 0, x 2 ≤ 0 , yielding R × {0} as feasible set. Therefore, the linearized problem is unbounded and has no local minima. This is possible because not even the Abadie constraint qualification [1] is satisfied so that the tangent cone of the nonlinear problem at its minimizer does not coincide with the tangent cone of linearization at that point.
One might wonder what happens if we convert the constrained smooth problem to an unconstrained nonsmooth one by adding the penalty terms with some large ρ to the original objective. The particular form of the penalty parameter was chosen to simplify the expressions in the following lemma. attains its global minimum at
where the piecewise linearization is given by
which has an isolated minimizer at ∆x = (∆x 1 , ∆x 2 ) = (0, 0).
Proof. Clearly the optimal value of x 1 must be negative and fixing any such x 1 we get a convex piecewise linear function in x 2 . Its value for large x 2 is close to
2 )|x 2 | so its minimum must be obtained at one of the kinks x 2 = 0 and x 2 = . Given x 1 < 0 the directional derivatives of ϕ ρ with respect to x 2 ≈ 0 are 1 for x 2 < 0 and 2 + ρ 2 for x 2 > 0. Hence the first kink cannot be the minimizer and we must have x 2 = 1 3 x 3 1 . Substituting this into the objective we get
Now minimizing with respect to x 1 we get the asserted minimizer and the corresponding minimal value. The incremental piecewise linearization is obtained by replacing nonlinear smooth elementals by their tangent and all piecewise smooth elementals by their piecewise linearization as specified in [6] .
The example shows that due to the lack of a constraint qualification the penalty function is not exact and has a minimizer that converges to the minimizer of the original NLOP as ρ tends to infinity.
A brief look at sharp minima. Another immediate consequence of the second order contact described by Eq. (1) is that ϕ has a sharp minimum at x * in that
for some c > 0 and all x ≈ x * if and only if this is true for its piecewise linearization, i.e., ∆ϕ(x * ; x − x * ) ≥ c x − x * for some c > 0 and all x ≈ x * which is in turn equivalent to ∆x = 0 being an isolated minimizer of ∆ϕ(x * ; ∆x), i.e., ∆ϕ(x * ; ∆x) > 0 for all small ∆x = 0 .
In our context all strict minimizers are isolated so that the properties of strictness and isolation are for us one and the same. It should also be noted here that at any givenx and sufficiently small ∆x the piecewise linearization ∆ϕ(x; ∆x) is homogeneous and coincides with the so-called Bouligand derivative ϕ (x; ∆x) of piecewise smooth functions [16] . For larger ∆x the piecewise linearization ∆(x; ∆x) is in general nonhomogeneous. Indicating Sharpness by a leading S and isolation by an leading I, we obtain the equivalences SMIN ⇐⇒ SFOM ⇐⇒ IFOM In Proposition 4.1 we will give a necessary and sufficient condition for sharp minimality, whose falsification is polynomial under LIKQ but may require a combinatorial effort otherwise. In the case of first order minimality (FOM) we have a gap between necessary and sufficient conditions, whose falsification is again simple under LIKQ but potentially combinatorial otherwise.
Successive piecewise linear optimization. In view of Eq. (1) a natural algorithmic strategy, to be called SPLOP for Successive Piecewise Linear Optimization with a proximal term, is to successively update (2)
Here the penalty factor q of the quadratic term is an estimated bound on the discrepancy between ϕ and its piecewise linearization. This method was originally proposed in [6] and shown to generate a sequence of iterates {x k } k∈N ⊂ R n whose cluster points are FOM. If the inner problem of minimizing the regularized piecewise linear model is not solved exactly, but we accept increments ∆x that are simply Clarke stationary for ∆ϕ, then the cluster points are guaranteed to be also Clarke stationary as shown in [4] . These results apply without any kink qualification and contain no information with regards to the speed of convergence, except that the step lengths are square summable.
Assuming again that x k+1 is computed as a global minimizer of the regularized piecewise linear model we obtain for any other point
This leads immediately to our first rate of convergence result. 2 then the SPLOP method as described above with q ≥ γ converges quadratically to x * from all x 0 in some ball B ρ (x * ).
Proof. Starting with the sharpness we derive from Eq. (3)
This gratifying result depends critically on the uniform approximation property (1), which is not guaranteed by the positively homogeneous Bouligand derivative ϕ (x; ∆x).
The question of how fast SPLOP converges in the nonsharp case is a little harder to answer. Since the location of a nonsharp minimizer depends critically on curvatures, and our method makes no effort to approximate them, we can expect linear convergence at best. Even that is an achievement since subgradient, proximal, and bundle methods generally only obtain a convergence rate close to 1/ √ k or 1/k [17] . However, for structured problems and in the strictly convex case a linear rate has been established for some of these methods, e.g., in [3] . We will do the same under the assumption of SSC with strict complementarity under LIKQ. While these combined assumptions are quite strong, they do not require ϕ itself to be convex, even locally. Essentially, they ensure that eventually all active kinks causing the nonsmoothness at the minimizers are identified so that SPLOP reduces locally to sequential quadratic optimization (SQOP) with equality constraints. Here the Hessian of the Lagrangian is approximated by the multiple of the identity qI.
Paper organization. The paper is organized as follows. In Section 2 we discuss the representation of piecewise smooth functions in abs-normal form. Furthermore, we give six different example functions that will be used to illustrate the concepts and results. We introduce two kink qualifications, LIKQ and the weaker MFKQ. In Section 3 we study convergence orders for SPLOP under LIKQ. In Section 4 we generalize the optimality conditions of [9] to the more general situations, where no kink qualifications hold. Section 5 contains numerical experiments and the paper concludes with a summary and outlook in Section 6.
2. Objectives in Abs-normal Form. We consider the class of objective functions that are defined as compositions of smooth elemental functions and the absolute value function abs(x) = |x|. Hence they may also include max(x, y), min(x, y), and the positive part function max(0, x), which can be easily cast in terms of an absolute value. The inclusion of the Euclidean norm as elementary function would lead to objectives that are still Lipschitz continuous and lexicographically differentiable [13] but no longer piecewise smooth.
By successively numbering all arguments of absolute value evaluations as switching variables z i for i = 1 . . . s, we obtain a piecewise smooth representation of y = ϕ(x) in abs-normal form
Here, z j can only influence z i if j < i so that when interpreting F as a function of |z|, its Jacobian with respect to |z| is strictly lower triangular.
Hence, we state the calculation of all switching variables as equality constraints and handle the vector of the absolute values of the switching variables as extra argument of the then smooth target function f . Sometimes, we write
to denote the objective directly in terms of the argument vector x only. In this paper, we are mostly interested in the case where the nonlinear elementals are all once or twice continuously differentiable. The resulting function class was first considered in [5] and is specified as follows: Throughout the paper the symbol |z| ∈ R s + is sometimes viewed as a (nonnegative) variable vector in its own right. Since F and f are smooth in the respective arguments, the derivative L ≡ F |z| ≡ ∂F (x, |z|) /∂|z| is well defined on D × R s + . Furthermore, it is strictly lower triangular so that one obtains the components of z = z(x) one by one as piecewise smooth Lipschitz continuous functions of x. Accordingly, the other partial derivatives of F (x, |z|) and f (x, |z|) defined on D × R s + will be denoted by
When ϕ itself is piecewise linear, y = ϕ(x) can be written in the abs-normal form
where z 0 = z(x 0 ) and y 0 = z(x 0 ). In some cases we can simplify matters by assuming that z 0 = 0, which means that all kinks are active at the reference point x 0 .
The combinatorial aspect of the evaluation can be expressed in terms of the signature vector σ(x) ≡ sgn(z(x)) and the corresponding diagonal matrix Σ(x) = diag(σ(x)). Throughout the paper, we will write z = z(x), σ = σ(x), and Σ = Σ(x) for brevity if the dependence on the argument x is clear. However, we will also consider frequently the situation where σ varies over all possibilities {−1, 0, 1} s . As observed already in [10] for the nonlinear case, the limiting gradients of ϕ in the vicinity of x are given by
where the last equality only holds if σ ∈ {−1, 1} s so that Σ is nonsingular and thus its own inverse. The signature vectors define the domains
as a decomposition of the argument space, where one has
for all x ∈ S σ (10) and ϕ σ is one of finitely many differentiable selection functions in the sense of Scholtes [16] . At a given point x, the nonsmoothness of the target function ϕ is caused by the so-called active switching variables z i (x) = 0 for 1 ≤ i ≤ s. We collect them in the active switch set
with |σ| ≡ σ 1 and |α| defined correspondingly. Later on, we will distinguish two different scenarios for the activity pattern α:
abs function. If all switching variables vanish for a given point x, i.e., z = z(x) = 0 and α(x) = {1, . . . , s} , we say that the switching and also the function ϕ is localized at x. Otherwise, the switching and also the function itself is nonlocalized.
Note that for each fixed σ ∈ {−1, 0, 1} s and corresponding Σ = diag(σ) the system
and has by the implicit function theorem a locally unique solution z σ = z σ (x) with the well defined Jacobian
where Z and L are evaluated at (x, z σ (x)).
Kink Qualifications. As illustrated later, the sets S σ do not necessarily fulfill the Abadie constraint qualification. Therefore, we will now examine under what conditions the sets S σ as defined in Eq. (9) satisfy the other classical constraint qualifications LICQ or MFCQ in some neighborhood of a given pointx with signature σ = σ(x). By continuity of z(x) it follows immediately that all nonvanishing componentsσ j = 0 force the components σ j of σ at points in the neighborhood to have the same sign. In other words, for some ball B ρ aboutx with radius ρ > 0 the intersection B ρ ∩ S σ can only be nonempty if
This partial ordering of the signature vectors was already used in [10] . Like in the piecewise linear case we can find that the closureS σ of any S σ is contained in the extended closureŜ
Since ≺ is a partial ordering we have the monotonicity property
For the examination of optimality we can from now on consider only maximalŜ σ , which are characterized by σ being a definite signature vector, i.e., 0 = σ i for all i = 1, . . . , s. This is sufficient since for any indefiniteσ, one has according to the monotonicity property thatŜσ ⊂Ŝ σ for a σ being definite. We will abbreviate the definiteness of the signature vector σ by 0 ∈ σ and note that then Σ = Σ −1 is an involutory matrix. It follows that we have nearx the local decomposition propertȳ
As observed in [9, Sec. 3.2] , the point x * is a local minimizer of ϕ(x) if and only if it is a local minimizer of each one of the branch problems
wherez ≡ Σz irrespectively whether x * is localized or not. For the nonlocalized case, i.e., if |α(x * )| = s, exploiting again the continuity one obtains that the components of the vectorẑ
∈ R |σ| will keep their positive sign in some neighborhoodB ρ x * . Later on, we will usež = (z i ) i∈α(x * ) ∈ R |α| or z ≡ (|z i |) i∈α(x * ) for the remaining switching variables depending on the context. Now, we could partition F and the arguments of all functions accordingly to obtain in the nonlocalized case the representation of the branch problems that is given by
whereΣ ∈ {−1, 1}
|α(x * )| . Given the smooth vector function z σ as defined above for definite σ, we can describe the feasible setŜ σ based on inequality constraints, i.e.,
This yields the third formulation of the branch problems given by
For the derivation of the optimality conditions in the following sections, we will employ all three representation depending on the context. As can be seen from the last representation of the branch problem, where only inequalities depending on x are used to describe the feasible set, the branch problems have no special structure that could be exploited.
It is natural to look at constraint qualifications for these branch problems. First, we will show that the Abadie constraint qualification does not hold in general:
Example 2.3. Based on Exam. 1.1, we define the following piecewise smooth optimization problem
with the minimizer x * = 0 ∈ R 2 . The abs-normal form is given by
Then, one has
and the piecewise linearization of ϕ(.) at x * = 0 is given by ∆ϕ :
where we keep the two absolute value evaluations separate to illustrate that they stem from the two absolute value evaluations in the nonlinear target function. Using the formulation (15) of the branch problem, the linearized cone, i.e., the set of first order feasible directions, at x * for the signature vector σ = (1, 1) is given by
For the tangent cone of this branch problem at x * , we obtain
and the Abadie constraint qualification does not hold.
Generally, we now examine when the constraint qualification LICQ and MFCQ do hold for the branch problems. For any definite σ the constraints that are active atx have the same indices i ∈α = α(x), but the corresponding constraints σ i z σ i (x) ≥ 0 are not the same since σ varies. According to Eq. (11), the Jacobian of all constraints is given by (16) Σ∇z
where we have used again the invertibility of Σ = Σ −1 due to the definiteness of σ. We proved in the companion paper [19] , that the Jacobian of the active constraints only has a very similar structure:
Lemma 2.4 (Jacobian of active constraints). Consider for a definite signature vector σ ∈ {−1, 1} s the branch problem (15) . Forx ∈ R n , the Jacobian of the constraints that are active atx is given by
with matricesŽ ∈ R |α|×n ,Σ ∈ diag{−1, 1} |α| diagonal, andĽ ∈ R |α|×|α| strictly lower triangular.
In the proof of this lemma, we derived the reduces matrices constructively as follows. Since σ σ, one has
andP ≡ |Γ|, the required matrices are given by
Also the following result that is based on the observation |det(Σ −Ľ)| = 1 was proven already in [19] : Corollary 2.5 (Uniformity of rank and null space). For a givenx, the active Jacobian J σ has for all σ σ the same rank r ≤ min(|α|, n) and the same null space asŽ, which is spanned by some orthogonal matrixǓ ∈ R n×(n−r) such thať ZǓ = 0 ∈ R |α|×(n−r) . All Jacobians J σ have full rank r = |α| ≤ n if and only if the |α| × n matrixŽ has full rank |α| ≤ n. Hence, atx either all branch problems satisfy LICQ or none of them. If in the second case the columns ofŽ are linearly independent such that r = n < |α| then the null space of J σ contains only the null vector 0 ∈ R n for all σ σ.
Due to this uniformity the constraint property LICQ is easy to check in polynomial time. In contrast, the Mangasarin Fromovitz Constraint Qualification [12] for some σ σ requires that
has some solution v ∈ R n . There is also the possibility that J σ v ≥ 0 has only the trivial solution v = 0, in which case the branch problem is trivial and can be excluded from further consideration. The latter possibility is not of much interest in the smooth case, but here it is quite likely to arise for certain signatures σ. For a detailed discussion on the derivation of MFKQ, see the companion paper [19] .
IfŽ has full row rank, and thus represents a surjective mapping from R n onto R |α| , then the criterion given by Eq. (19) is always satisfied. Other than that we do not know of any simple condition onŽ and possiblyĽ that would guarantee that all J σ and thus the correspondingŜ σ satisfy MFCQ. Therefore, we introduced in [19] : Definition 2.6 (LIKQ and MFKQ). For ϕ ∈ C 1 abs (D) according to Definition 2.1 consider the reduced quantitiesŽ andĽ as defined in Lemma 2.4 at a point x. Then we say that LIKQ is satisfied ifŽ ∈ R |α|×n has full rank |α|. More generally, we say that MFKQ holds if for all σ σ the vector inequality J σ v > 0 is solvable for some v ∈ R n unless the problem is trivial in that J σ v ≥ 0 has only the solution v = 0 ∈ R n .
Similar to the situation in smooth optimization, it follows easily that LIKQ implies MFKQ. Furthermore, it can be shown that if |α| ≤ n then LIKQ holds for almost all [Z, L] [7] . While LIKQ just requires a rank determination forŽ, we have so far not found a way to avoid the combinatorial effort of testing the weaker condition MFKQ for each branch problem defined byσ σ. Indeed, we conjecture that MFKQ can not be tested in polynomial time. However, so far we needed MFKQ just for the analysis of regularity, see the companion paper [19] , and it may be needed for second order necessary conditions as well. In contrast, first order necessary and second order sufficiency conditions can be derived without any kink qualification as stated below in Sec. 4.
Example Problems. To illustrate the optimality conditions and convergence rates derived in this paper, we consider six examples with varying properties: Example 2.7. First, we consider the following convex function
see the left hand side of Fig. 1 for an illustration. Obviously, x * = (0, 0) is the only minimizer but it is not sharp. Using the reformulation 
Hence, at x * = 0 the matrix Z is rank deficient and thus LIKQ does not hold. For the Jacobian of the active constraints, one obtains from Eq. (17) that
Considering the signature vector σ = (1 − 1) , the range
R} intersects the positive orthant only at the origin but for all (v 1 , v 2 ) ∈ R 2 with v 1 = 0 and v 2 ∈ R. Hence, MFCQ is violated for the subdomain
≥ |x 1 |} . Therefore, MFKQ does not hold. The piecewise linearization at x * = 0 is given by ∆ϕ(x * , ∆x) = |∆x 1 | having a first order optimal point at ∆x = 0 that is not isolated.
Example 2.8. Second, we consider the following nonconvex function
for ε ∈ R, see the right hand side of Fig. 1 for an illustration. As can be seen, for ε = 0, the point x * = 0 is no strict minimizer. For ε > 0, ϕ(.) the point x * = 0 is an isolated minimizer but not a sharp one. If ε < 0 then x * = 0 is only a stationary point. Using the reformulation
, one obtains for ϕ(.) as defined in Eq. (21) the abs-normal form
It follows that at x * = 0 the matrix Z has full column but not row rank so that LIKQ does not hold. For the Jacobian of the active constraints, one obtains
Hence, for ε = 1 the Jacobian J σ at x * = 0 does not have full column rank such that nontrival null vectors exist, i.e., MFKQ does not hold. For ε > 1 and x * = 0, consider σ = (1 1 −1) . Then, J σ v > 0 implies 2] ). The scalable chained CB3 I function is given by
and hence a piecewise smooth convex function. Here, one has s = 2(n − 1) and all switching variables are active at the solution x * = (1 . . . 1) ∈ R n . Therefore, once more, LIKQ can not be fulfilled for n > 2. Moreover, it is easy to see that x * is a sharp minimizer so that we can expect quadratic convergence of SPLOP. and then compute the function value using a binary tree. Either way one would obtain at the optimal point x * = 0 ∈ R n that Z = 0, i.e., the kink qualifications LIKQ and MFKQ are not fulfilled. The minimizer x * is isolated but not sharp.
Example 2.11 (Chained Crescent I [2] ). The scalable chained Crescent I function defined as
is a piecewise smooth but nonconvex function with the isolated but not sharp minimizer x * = (1 . . . 1) ∈ R n . Here, one has s = 1,
and the only switching variable is active at x * . As can be seen, LIKQ and MFKQ hold.
Example 2.12 (LASSO problem). In statistics and machine learning, the socalled Least Absolute Shrinkage and Selection Operator (LASSO) introduced in [18] is a regression approach to perform both variable selection and regularization to enhance the prediction accuracy and interpretability of the statistical model it produces. In its Lagrangian form, for given data w ∈ R m and A ∈ R m×n the LASSO objective function is defined as
with the penalty factor β > 0. As a possible generalization, one may consider
where g : R n → R is a sufficiently smooth function. For the abs-normal form atx, one obtains for the Lagrangian form
For the generalization, a = g x (x) is the only thing that changes. Obviously, for both formulations Z in the localized case orŽ in the nonlocalized case must have full rank such that LIKQ holds.
As can be seen, for these examples either LIKQ and MFKQ hold or both kink qualifications are not fulfilled. In the companion paper [19] , we analyzed an example where LIKQ does not hold but MFKQ.
3. Linear Convergence Order under LIKQ. As in [9] we first consider the localized situation where all z i vanish at the potential minimizer x * , so that we have simplyŽ = Z andĽ = L. Assuming throughout this section that LIKQ holds at x * , first order optimality requires that there exists for a given localized point x * , a Lagrange multiplier vector λ * ∈ R s such that
F (x * , 0) = 0 Full kink activity and
The equalities represent n + s equations in the unknowns (x * , λ * ) whose Jacobian is given by the saddle point matrix
with
Obviously the Hessian H is also the second derivative of the Lagrangian
with respect to x. The saddle point Jacobian is nonsingular provided we have SSC in that U HU 0 where U =Ǔ as in Cor. 2.5. If we also have strong normal growth in that Eq. (26) holds as a strict inequality then it follows immediately that x * is a strict minimizer.
Isolation. From the nonsingularity of the saddle point matrix (27) it follows immediately that ϕ can have no other tangentially stationary point that is fully localized in its neighborhood. Now the question is whether there can be other minimizers or even just tangentially stationary points x ≈ x * with an active set α(x) {1, . . . , s}. We can reorder the components z i such that the ones with i ∈ α ≡ α(x) come first and the ones with i ∈ α(x) come last. So we rewrite the problem in terms of z = (|z i |) i∈α andẑ = (σ i (x)z i ) i ∈α(x) . Correspondingly we reorder the components of F intoF = (F i ) i∈α andF = (σ i (x)F i ) i ∈α . Notice that after this symmetric reordering the Jacobian of (F F ) w.r.t. (z ẑ ) is no longer strictly lower triangular but its two diagonal blocksFž andFẑ still are. Since Z = F x has full row rank at x * , LIKQ must hold in some neighborhood of x * . In the nonlocalized case, tangential stationarity at the point x requires according to Proposition 4 of [9] for the argument w = (x, 0,ẑ) that there exists a unique multiplier vector (λ λ ) such that
This implies for σ ≡ σ(x) the |σ| equations 0 = fẑ(w) +λ Fẑ (w) +λ Fẑ (w) −λ .
We will now see that if SSC with strict complementarity, i.e., strict normal growth, hold at x * , then the conditions (29) cannot be fulfilled with nontrivialẑ andF , i.e., with α(x) = α * . Reordering and partitioning the normal growth condition that holds strictly at x * we get at the argument w * = (x * , 0, 0)
with e s = (1, . . . , 1) ∈ R s and for some ε > 0. Here, no identity matrix occurs in the lower right block, since x * is localized which implies the equality constraint 0 =F (w * ). Extracting the |σ| components that belong to the indices i ∈ α(x), the |σ| inequalities |λ * | + εe |σ| ≤ fẑ(w * ) +λ * Fz (w * ) +λ * Fz (w * ) (30) with e |σ| = (1 . . . 1) ∈ R |σ| must hold. Because of the assumed continuous differentiability all first derivatives of F and f evaluated at (x,z(x),ẑ(x)) are small perturbations of their values at (x * , 0, 0). We abbreviate this discrepancies as O( x − x * ). Since Z = F x (w) has by LIKQ full row rank the multiplier vector (λ λ ), provided it exists at all, is also a small perturbation of its value at (λ * ,λ * ). Hence we may subtract Eq. (29) from Eq. (30) and obtain after transposition
which is obviously a contradiction for x close enough to x * . Hence there can be no other point satisfying KKT or even just tangential stationarity in some level set N = {x ∈ R n |f (x) ≤ f (x * ) + ε}. Now we formulate this for the general case, where x * itself is not necessarily localized. Proof. Regarding the last assertion, note that by Lemma 3 in [9] under LIKQ, Clarke stationarity requires tangential stationarity, and of course it is implied by FOM. In the lead-up to this proposition we have already proven the assertion for the fully active, i.e., localized, case where α(x * ) = {1, . . . , s}. For the nonlocalized situation, let us first consider the case where at a prospective tangential stationary point x the active index set α(x) is the same as at x * , i.e., α(x) = α(x * ) ≡ α * . Using again the same partition as above, for w * = (x * , 0,ẑ * ) tangential stationarity means that the set of equations
is satisfied. Here, the identity in the lower right block of the matrix occurs since x * is not localized. Since x is assumed to be another stationary point, there must exist a multiplier vector (λ λ ) such that the same set of equations is fulfilled when evaluated at the point w = (x, 0,ẑ). Thus we have in total n+|σ|+|α|+|σ| = n+s+|σ| equations in the variables x,ẑ,λ,λ sincež ≡ 0 by definition. This is a square system which has isolated solutions if its Jacobian has full rank. The Jacobian is given by
where L denotes the Lagrangian as introduced in Eq. (28). LIKQ and SSC at x * require exactly that this symmetric matrix has full rank so that there can be no other tangentially stationary point x ≈ x * with the same activity in a neighborhood of x * . Since in some neighborhood of x * all z i (x) with i ∈ α * keep their sign, the only possibility for a change of activity is that α(x) α * . As in the localized case we will exclude this by considering the strict normal growth condition assumed to hold at x * . Without loss of generality we can assume that the last indices i = |α| + 1, . . . , |α * | represent the indices i ∈ α * that do not belong to α(x). Abbreviatingz i = σ i (x)z i and F i = σ i (x)F i for i = |α| + 1, . . . , |α * | we get at x as tangential stationarity condition the n + |σ(x)| equations
In other words, we have partitioned the switching variables that are inactive at x into those, namelyz that are active only at x * and the remainder that are inactive at x and x * , which we still denote asẑ. Of course we did the same for the function vector F . As before we notice that strict normal growth at x * requires that with the same partitioning the |α * | inequalities
hold, wherez i = σ i (x)z i for i = 1, . . . , |α| denote the switching variables that are active at x * and x. Subtracting the middle block of Eq. (31) from the second block of Eq. (32), we get as in the localized case with β = |α * | − |α| |λ| + εe β ≤λ + O( x − x * ) , which yields as above a contradiction for x sufficiently close to x * . Now we can address the question at what rate SPLOP converges to minimizers satisfying the above isolation theorem.
Linear Convergence. Under the assumption of Prop. 3.1 we know that x * is a strict local minimizer of second order in that
2 for some c > 0 and all x ≈ x * .
Hence, there is a compact level set N = {x ∈ R n |f (x) ≤ f (x * ) + ε} containing no other first order minimal points. Moreover, we will assume that within N Eq. (1) holds with a constant coefficient γ/2 and that the regularization parameter q introduced in Eq. (2) is bigger than γ so that for
That is, the iterates generated by SPLOP stay in the neighborhood of x * and it was shown in [4] that all cluster points of the sequence must be at the very least Clarke stationary. By Prop. 3.1 there is no such point other than x * in the neighborhood of N , which implies convergence, i.e., x k → x * . So now the challenge is to show that the rate of convergence is linear. We know that the piecewise linear model problems ∆ϕ(x k ; ∆x) are similar to the one at the minimizers given by ∆ϕ(x * ; ∆x) in that the discrepancies between the model data are of order O( x k − x * ). Let us assume once more that all kinks are active at x * and consider the general, nonlocalized case later. Often the piecewise linear local models themselves will be unbounded and thus not have a minimizer but the regularized ones do. Their optimal points x k+1 if also fully active, i.e., localized, must satisfy the FOM conditions
Since we know already from the fact of convergence that x k − x * , x k+1 − x * and thus x k+1 − x k are small, the argument used to prove the isolation of x * can also be used to show that x k+1 must be given in this way as it cannot have lesser activity than x * . In other words the active kinks are properly identified by SPLOP in some vicinity of a fully active minimizer.
We can view the two block equations as a fixed point iteration and observe that by the above Prop. 3.1 the only fixed point of this iteration is the minimizer x * with the corresponding multiplier λ * . Solving for (x k+1 , λ k+1 ) we get
is the generalized inverse of Z k . To establish the contractivity we have to consider the eigenvalues of the Jacobian of the right hand side as follows:
Lemma 3.2. In the localized case whereȞ = H as defined above and withǓ = U an orthogonal null space matrix ofŽ = Z, the nonzero eigenvalues of the Jacobian (∂x k+1 , ∂λ k+1 )/ (∂x k , ∂λ k ) evaluated at x * are those of the matrix difference
Proof. Since λ k does not enter into the very right hand side of Eq. (34) at all we only have to consider the first block
Dropping the index k and evaluating the right hand side at the fixed point x * where F = 0 and a = −Z λ * we obtain
To get the derivative in the last term for fixed λ * we calculate using the chain rule
Substitution now yields the final expression
with H the Hessian of the Lagrangian as defined above. The eigenvectors of J * with nonzero eigenvalues all belong to the range of the orthogonal projection U U = (I − Z + Z) and are thus the eigenvectors of
which completes the proof.
Hence, we see immediately that the fixed point iteration has a spectral radius less than 1 and is thus contractive provided SSC is satisfied and q sufficiently large. To formulate this result for the general, nonlocalized case let us recall the definition of Z in Lemma 2.4, its null space matrixǓ ∈ R n×(n−|α|) in Cor. 2.5 and from [9] the reduced Hessiaň 
where κ denotes the condition number with respect to the spectral norm.
It should be noted that generally we can expect that the constant γ is much larger than Ǔ ȞǓ since it is a bound on all curvatures including the ones occurring in the Hessian and its projection.
Proof. To prove the general result we show that the iterates generated for the nonlocalized optimization problem are identical to the ones generated for the corresponding reduced optimization problem. Generally x k+1 solves the problem
which is equivalent to the constrained problem
This problem is obtained by simply linearizing f and F . Since we know that the matrices and vectors defining these problems are O( x − x * ) perturbations of their values at the KKT and SSC point x * we know that the solution of the model problem has the same kink activity. Thus after partitioning accordingly we get as optimality conditions for x and z(x) the set of equations
where all quantities are evaluated at the current iterate (x k , z k ). Now we can use the nonsingularity of the unitary lower triangular matrix I −Fẑ to eliminate bothẑ − z k andλ to obtain
Thus we see that the step from x k to x k+1 is exactly the same as one would obtain on the reduced problem whereǎ = a+F
ẑ and y =F +Fẑ(I −F ẑ ) −1F . Hence we conclude that locally under the given assumptions the SPLOP iteration for the original problem and the reduced, localized problem are indeed identical. This completes the proof as it is well known [15] that continuously differentiable fixed point iterations converge locally with an R-Factor no larger than the spectral radius of its Jacobian at a given fixed point.
From the examples introduced in the previous section, LIKQ only holds for the Chained Crescent I example and the LASSO problem. For the Chained Crescent I problem, see Exam. 2.11, one obtains from the tangential stationarity that λ = 0.25. Furthermore the blocks f xx , f xz , f zx , f tt , F xz , F zx , F zz are all zero at x * = 0 ∈ R n . Only F xx is a diagonal matrix with positive entries on the diagonal. Hence, SSC holds at the minimizer.
Next, we will examine the LASSO problem in more detail to derive conditions for SSC to hold. For the LASSO problem, the optimizer x * is nonlocalized since otherwise one would obtain the trivial solution x * = 0. Therefore, we have to consider for α * ≡ α(x * ) the reduced matrixŽ and a basisǓ of its null space given by
where e i denotes the ith unit vector in R n . Based on this observation one obtains the following result:
Lemma 3.4. For the LASSO problem, at the optimal point x * the kink qualification LIKQ is always satisfied. The property SSC holds for the Lagrangian form of the LASSO problem if one has for the data w ∈ R m and A ∈ R m×n that m > n and A has full column rank. For the generalized problem SSC is fulfilled ifǓ g xx (x * )Ǔ is positive definite.
Proof. It follows directly from Eq. (37) that LIKQ is always fulfilled for the LASSO problem. Therefore, we only have to show the conditions for SSC. Combining the formulation (15) and the Lagrangian form (25) one obtains
It follows that the derivative f xx is the only nonzero block of the second derivative of the Lagrangian function, since this is the only nonlinear term. Hence, one haš U ȞǓ 0 ⇔ 2 mǓ A AǓ 0 , which is the case if m > n and A has full column rank. For the generalized LASSO problem only the objective function changes into min g(x) + β(z +ẑ) .
Once more, the only nonlinear term is g(x) yieldinǧ U ȞǓ =Ǔ g xx (x * )Ǔ 0 , and therefore the assertion.
It follows from the last lemma that we can expect linear convergence of SPLOP for the LASSO problem as soon as m > n and A has full column rank for the Lagrangian form orǓ g xx (x * )Ǔ is positive definite in the generalized form.
Optimality Conditions without Kink Qualification.
As demonstrated by the Examples 2.7 -2.10, LIKQ and even MFKQ may not always be a natural condition to impose. We already observed in the introduction that a necessary condition for local optimality of ϕ at x * is First Order Minimality (FOM), i.e., local minimality of ∆ϕ(x * ; ∆x) at ∆x = 0. Moreover, sharp minimality of the former (SMIN) is equivalent to strict minimality of the latter (SFOM). We now formulate equivalent conditions for FOM and thus necessary conditions for MIN as well as sufficient conditions for (SFOM) and thus sufficient conditions for (IMIN).
Theorem 4.1 (Characterization of (Strict) First Order Minimality (FOM)). Let ϕ(x) be itself piecewise linear and given in the abs-normal form (7) . Assume that the potential minimum x * is shifted to the origin and localized in that all s kinks are active. Then, ϕ(.) has a local minimum at x * = 0 if and only if there exists for each definite signature vector σ ∈ {−1, 1} s a vector of Lagrange multipliers 0 ≤ µ σ ∈ R s such that
Moreover, we must have a ∈ range(Z ) such that a = λ Z for λ ∈ Λ and Λ ⊂ R s an affine space of multipliers. If furthermore
then Eq. (38) is automatically satisfied by
Finally, the minimizer x * = 0 can only be sharp if Z has full column rank n and it must be sharp if in addition Eq. (39) holds as a strict inequality.
Proof. First we show the forward implication. By Farkas' Lemma [14, Lemma 12.4] we have for each σ either a feasible descent direction d ∈ R n such that g σ d < 0 and J σ d ≥ 0 or a Lagrange multiplier vector 0 ≤ µ σ ∈ R s such that g σ = µ σ J σ . Due to the assumed minimality of x * = 0 the latter alternative must apply and we get with (8) and (17) 
which is equivalent to the assertion. The converse implication is equally simple since the nonexistence of a suitable µ σ for at least one definite σ guarantees the existence of a descent direction on that branch problem so that x * = 0 cannot be a local minimizer. Moreover we see immediately that for any σ one has a = −λ σ Z when setting λ σ ≡ (b − µ σ ) (Σ − L) −1 which implies the second assertion. Notice that the case where the feasible polyhedron S σ consists only of the origin {0} itself is automatically taken care of by Farkas' Lemma.
The nonnegativity or even strict positivity of all µ σ follows immediately from
and the assumptions on λ * . Finally, if Z had a null vector d = 0 that direction d would be a feasible direction for all branch problems and we would have
so that x * = 0 could not be a strict minimizer. Otherwise v = J σ d must have for any feasible direction d at least one positive component so that g σ d = µ σ v > 0 due to the strict positivity of µ σ . Hence x * must be a strict minimizer under the given assumptions on Z and λ * .
Note that under LICQ we have a singleton Λ = {λ * } and Eq. (39) represents exactly the normal growth condition originally derived in [9] . Without the assumption of LIKQ, the set Λ will be an affine subspace of dimension one or more and Eq. (40) for µ σ may only apply with a different λ = λ σ ∈ Λ for each σ. The higher the dimension the more difficult this check might become, and we conjecture it to be NP co-complete, which was shown for the test of First Order Convexity, a necessary condition for subdifferential regularity, in [19] . It is much easier to check whether a suitable Λ * for the sufficient condition Eq. (38) exists, namely one has to solve the LOP problem
in the variables v ∈ R s and λ * ∈ R s for given ε ≥ 0. If for some ε > 0 the feasible set is nonempty we have established strict minimality. We note that without LIKQ there remains a gap between computable necessary and sufficient conditions, which could be closed by further, more detailed analysis.
In the nonlocalized scenario, one obtains as generalization of [9, Prop. 4 ] the following result:
Corollary 4.2 (Characterization of (Strict) FOM in the nonlocalized case). Let ϕ(x) be itself piecewise linear and given in the abs-normal form (7) . Assume that x * is nonlocalized with the signature σ * ≡ σ(x * ) such that with α * ≡ α(x * ) one has |α * | < s. Then, ϕ(.) has a local minimizer at x * = 0 if and only if there exist for each definite signature vector σ σ * Lagrange multiplier vectorsλ σ ∈ R |α * | ,λ σ ∈ R |σ * | and µ σ ∈ R |α * | , µ σ ≥ 0, such that
where all derivatives are evaluated at (x * , 0,ẑ(x * , 0)). Moreover, we must have foř 
Finally, the minimizer x * = 0 can only be sharp if the matrix
x ∈ R |α|×n has full column rank n and it must be sharp if in addition Eq. (43) holds as a strict inequality.
Proof. To derive these result we use the formulation (14) of the branch problems and follow the lines of the previous theorem. Hence, applying Farkas' Lemma for the branch problem defined by σ σ * the point x * = 0 is a minimizer if and only if there exist Lagrange multiplier vectorsλ σ ∈ R |α * | ,λ σ ∈ R |σ * | , andμ σ ∈ R |α * | ,μ σ ≥ 0, such that f x +λ σFx +λ σFx = 0 , fẑ +λ σFẑ +λ σ (Fẑ − I) = 0 , and (44)
Combining the two equations in Eq. (44) gives
and therefore the first assertion. Collecting for all definite σ σ * the corresponding Lagrange vectors λ σ ≡ (λ σλ σ ) in one affine set Λ yields the second assertion. Here, we assume as above, that the entries of z are sorted correspondingly. Furthermore, if there exists an element λ * = (λ * λ * ) ∈ Λ such that |λ * | ≤ fz +λ * Fz +λ * Fz , then one can define
to obtain for each definite σ σ * the required nonnegative Lagrange multiplier vector for the inequalities. Finally, ifŽ had a null vectorď = 0 then it follows by the Schur complement argument that there exists a nontrivial null vector d of the Jacobian of all equality and inequality constraints given bŷ
which would be also a feasible direction for all branch problems. Now Farkas' Lemma would yield (f x fẑ fz)d = (λ * λ * µ σ )Ĵ σ d = 0 so that x * = 0 could not be a strict minimizer. Otherwise v =Ĵ σ d must have for any feasible direction d at least one positive component so that (f x fẑ fz)d = (λ * λ * µ σ )v > 0 due to the strict positivity of µ σ that follows from Eq. (43). Hence, x * must be a strict minimizer under the given assumptions onŽ and the Lagrange multiplier vector λ * .
The natural progression from the first order necessary conditions above, which in the sharp case can already be sufficient, is to consider second order necessary conditions. However, so far we have not been able to develop them in a reasonably concise form, and it is not clear whether the assumption of MFKQ is really helpful in this context. Hence we restrict ourselves for the time being to second order sufficiency conditions, which like in the smooth case do not require any kink or constraint qualifications. We consider the representation given by Eq. (13) of the branch problems. With µ σ and λ σ the Lagrange multipliers defined by the first order conditions for each definite signature vector σ we can formulate in the localized case the corresponding Lagrange functions
The Jacobian of all equality and inequality constraints is given bŷ
As can be seen, the Jacobian of the inequality constraints always has full rank due to the identity matrix I s . Furthermore, the null space ofĴ σ is given byÛ = [U 0] ∈ R (n+s)×(n−r) , where U ∈ R n×(n−r) represents a basis of the null space of Z as defined in Cor. 2.5 that has rank r. Here, it is important to note that this null space representation does not depend on σ. 
for all v ∈ C σ (x * ), v = 0, elements of the critical cones
with µ σ defined by Eq. (40) for all definite σ. Finally, if Eq. (39) holds strictly then it is sufficient for optimality that U (f + (λ * F )) xx U 0 where U spans the null space of Z as defined in Corollary 2.5 Proof. Assume that v H * v > 0 holds for all 0 = v ∈ C σ (x * ) where σ varies over all definite signature vectors. Consider now a fixed definite σ. Then, it follows from the sufficient second order optimality condition for smooth constrained optimization that x * is a strict minimizer of the corresponding branch problem [14, Theorem 12.6] . Since this true for all branch problems, x * must be a strict minimizer for the original nonsmooth problem.
When Eq. (39) holds strictly, one has that strict complementarity holds, in that µ σ > 0 for all definite σ. Then the critical cones C σ (x * ) are all equal to the null spaceÛ of the JacobianĴ as defined in Eq. (46). Then, the final assertion follows form the representation of the Hessian H * and of the structure of the null space basiŝ U = [U 0] . Notice that the requirement thatÛ H * Û 0 is the second order sufficiency condition we already obtained in [9] under LIKQ, where λ * is uniquely defined by tangential stationarity. Of course this second order condition can also be formulated for the nonlocalized case by performing the corresponding matrix and vector transformations.
Numerical examples.
One version called LiPsMin of the SPLOP algorithm discussed in Sec. 1 is analyzed in [4, 10] . Its C++ based optimization is used to generate the numerical results presented in this section.
For Exam. 2.7, we used x 0 = (2, 3) as starting point. Figure 2a shows the ratio of the norm of two successive iterates. Here, we observe linear convergence with a contraction factor of 0.5 despite the fact that LIKQ does not hold. To minimize the nonconvex objective function given in Exam. 2.8, we chose x 0 = (2, −2) as initial value. Figure 2b shows the ratio of the logarithm of the norm of two successive iterates. Hence, since the ratio reaches the value 2 for the last iterates this indicates local quadratic convergence. Here, it is interesting to note that the minimizer is not strict. These two example show that the convergence behavior of SPLOP is even better than expected from the theoretical results available so far.
The objective function of the Exam. 2.9 does indeed have a sharp minimizer so we expect from the theory derived in this paper local quadratic convergence. For n = 10, we chose the initial point x 0 = (2 . . . 2) ∈ R 10 as stated in the literature, see [2] . Figure 2c shows the ratio of the logarithm of the norm of two successive iterates. Once more, we observe a value around 2 for this ratio at the final iterates indicating local quadratic convergence such that this example fits nicely to the theory developed in this paper. For the Exam. 2.10 and n = 20, we took the initial point x 0,i = i for i = 1, . . . , 10 and x 0,i = −i for i = 11, . . . , 20 as stated in the literature, see [2] . Figure 2d shows the ratio of the norm of two successive iterates. Here, we observe once more a linear rate of convergence despite the fact that that LIKQ does not hold.
The initial point to optimize the nonconvex objective function of Exam. 2.11 was chosen as x 0,i = 2.0 if i is even and x 0,i = −1.5 if i is odd according to the problem statement in the literature, see [2] . For this problem, LIKQ and SSC hold and therefore we can expect linear convergence. As illustrated by Fig. 2e this linear convergence can be observed with a contraction factor of about 0.75.
Finally we consider as one example of the LASSO problem the prostate cancer data set already used in [18] for the introduction of this method. Note that the application of SPLOP to this class of problems corresponds exactly to the proximal point method due to the problem structure. As shown in Lem. 3.4, we can expect linear convergence and Fig. 2f confirms this convergence rate. However, the matrix A A which determines this convergence rate has a large condition number, namely κ(A A) = 63645.49. Hence, the reduction factor is less than but very close to one.
6. Summary and Outlook. In this paper we analyzed for the optimization of C d abs objectives, which form a large class of piecewise smooth functions, the algorithm of successive piecewise linear optimization with a proximal term (SPLOP). We showed that SPLOP converges quadratically to sharp minimizers, where the function exhibits linear growth. Furthermore, under the Linear Independence Kink Qualification (LIKQ) and SSC with strict complementary, i.e. strict normal growth, we proved that SPLOP achieves a linear rate of convergence. Numerical examples based on a version of SPLOP called LiPsMin [10, 4] confirm these theoretical results.
Furthermore, without any kink qualifications we derived for the considered function class necessary and sufficient first order optimality conditions, specifically that local optimality of the nonlinear objective always requires local optimality of its piecewise linearization, and strict minimality of the latter is in fact equivalent to sharp minimality of the former. In this setting, it was also possible to state sufficient second order optimality conditions without any kink qualifications. These results are independent of the particular function representation, and allow in particular duplications of switching variables and other intermediates. So far it was not possible to derive reasonable necessary second order optimality conditions without LIKQ. Therefore, this will be the subject of further research.
With respect to the algorithmic development the approach to solve the local model problems must be improved to guarantee that all cluster points satisfy the first order minimality conditions given in Theo. 4.1. Also our code LiPsMin can solve the sequence of similar problems more efficiently by using warm starts as well as exploiting sparsity and other structure. A very promising prospect is the generalization of the identity matrix defining the proximal term to an approximation of the Hessian of the Lagrangian in order to achieve superlinear convergence.
