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We give a classification of graphs by two parameters s and t such that a graph is 
regular i f f  t > 2. edge-regular i f f  t > 3, and distance regular of diameter 6 i f f  s = 6. 
I > 26 - 2. We investigate the algebra of polynomials in the adjacency matrix and 
relate to every graph a family of orthogonal polynomials. This generalizes various 
results on distance regular graphs. 
0. INTRODUCTION 
Among the regular graphs, certain classes have received much attention in 
the past: Strongly regular graphs (see, e.g., Bose [2], Hubaut [5 1, Seidel 
161), edge-regular graphs (e.g., Bose and Laskar (3 J), and distance regular 
graphs (see Biggs ( 11, Delsarte 141). The object of this paper is to show that 
all graphs can be classified in such a way that the above classes are extremal 
in our classification. Also, certain properties of distance regular graphs can 
be generalized to arbitrary graphs. 
In view of applications in subsequent papers we state our theory in terms 
of Fiedler matrices. A Fiedler matrix is a nonzero symmetric matrix with 
zero row sums and off-diagonal elements GO. Fiedler matrices are always 
positive semidefmite. The number s of distinct positive eigenvalues of B is 
called the geometric rank of B. Another invariant t is defined by properties 
of the pointwise product of polynomials in B and measures the inner 
regularity of B. 
Various calculations give insight into the algebraic structure of the B- 
algebra, i.e., the algebra of polynomials in B. This algebra can be described 
in terms of a special basis D, = I, D, ,..., D,, and a related family pi(x) of 
orthogonal polynomials. If t > 2e, then D, ,..., D, are (0. I)-matrices with 
zero diagonal, and if t >, 2s - 2. then D, is the adjacency matrix of a 
distance regular graph r of diameter s. In this case, the B-algebra is the 
adjacency algebra of r. 
If r is a graph with vertex set X, then we define a matrix B = (blY)I,vEi 
with b,, = valency of .Y if .Y = y. b,,. = - 1 if .X and ~1 are adjacent. and 
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6,, = 0 otherwise. B is a Fiedler matrix, and r is called f-regular of rank 
s + 1 if B has parameters s and t. s is not less than the diameter of r, with 
equality, e.g., in the distance regular case. t-regularity is equivalent with the 
constancy of certain parameters pij of the graph. In particular, a graph r is 
regular (edge-regular, strongly regular) iff it is 2-regular (3-regular, 3-regular 
of rank 3), and distance regular of diameter s iff it is (2s - 2)-regular. 
Remark. The present classification is formally dual to the classification 
of distance matrices (Neumaier [9 I). 
Notation. We denote the identity matrix of any size by 1, an all-one 
vector of any size by j, and an all-one matrix of any size by J. If A = (a,,) 
and B = (b,,) are v x v-matrices, then we denote by A 0 B = (a,,bXy) the 
pointwise product of A and B. In particular, A o J = A for all matrices A. We 
also make use of the Kronecker symbol 6, = 1 if i = k, ai, = 0 otherwise. 
For a v x v-matrix B, the B-algebra is defined as the algebra of polynomials 
in B. 
1. FIEDLER MATRICES 
Let X be a v-set. A Fiedler matrix on X is a symmetric v x v-matrix 
B = (bXJX,YEX with zero row sums and off-diagonal entries <O (cf. Fiedler 
[8]). A Fiedler matrix on X is called connected if it is impossible to split X 
into two nonempty disjoint subsets Y, Z such that 6,1 = 0 for y E Y, z E Z. 
1.1. THEOREM. Every Fiedler matrix B is positive semideJnite, and the 
all-one vector j is eigenvector to the eigenvalue a = 0. B is connected 180 is 
a simple eigenvalue of B. 
Proof Obviously, Bj = 0. Let u be an eigenvector for the eigenvalue a of 
B. Then u has some nonzero entry, and we can normalize u such that the 
maximal positive entry is 1. Define Y = (y E X ( u,, = 1 ), Z = X\Y. Then 
Y f 0, and for y E Y, a = auy = CLEX by2u, > Cz,, b,, = 0 since b,, < 0, 
uI < 1 for z # y, and U, = 1. Hence a > 0, and B is positive semidefinite. 
Moreover, a = 0 implies that b,, U, = b,, for ally E Y. z E X, whence b,, = 0 
for all y E Y, z E Z. If B is connected, then Z = 0, Y = X, whence u = j, so 
0 is a simple eigenvalue. If B is not connected, we may split X into 
nonempty disjoint subsets Y, Z with b,Z = 0 for y E Y, z E Z. Then the 
vector u with U, = 1 if x E Y, U, = 0 if x E Z satisfies Bu = 0, and is 
independent from j, whence 0 is not a simple eigenvalue of B. 
We write S for the set of nonzero eigenvalues of B, and S’ = S U (0). The 
multiplicity of the eigenvalue a E S’ is denoted by f,, so that f0 = 1 iff B is 
connected. The number s = ISI of distinct nonzero eigenvalues of B is called 
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the geometric rank of B. We also introduce the annihilator polynomial 
Ann,(x) of B by 
Ann,(x) = u \‘ 
aes 
1.2. LEMMA. The minimal pol.vnomial of a Fiedler matrix B is a scalar 
multiple of x Ann,(x). Moreover, B is connected iff 
Ann,(B) = J. (1.2) 
Proof. The minimal polynomial of a symmetric matrix B has as zeros 
just the eigenvalues of B, all simple. Hence the first result follows from the 
definition of Ann,(x). If B is not connected, and Y, Z are as above, then the 
entry of B’ at a place (y, z) E Y x Z is zero, for all i (induction). In 
particular, Ann,(B) contains zero entries and (1.2) does not hold. If B is 
connected, then H = Ann,(B) is symmetric and satisfies BH = 0. Hence the 
rows of H are multiples ofj whence H is a multiple of J. Now HJ = L!J = J’ 
implies H = J. 
For a Fiedler matrix B, we denote the B-algebra by I’. By Lemma 1.2. V 
had dimension s + 1. Let us define the polynomials 
(1.3) 
Then for a, p E S’, 
A,(x) = Ann,(x), (1.4a) 
A,(x) = 
vx Ann,(x) 
a Ann,‘(a)(x - a) 
if a # 0, (1.4b) 
A,(P) = vJ,o 3 (1Sa) 
A,(x) A,(x) = u&A(x) mod Ann,(x), (1.5b) 
and we have 
1.3. THEOREM. The matrices J, = A,(B), a E S’ form a basis of the 
B-algebra V, and satisfy for a, /I E S’, 
J,J, = ud,,J,, 
tr(J, ) = tlf, , 
p(B) = cl-’ z p(a) J, for polynomials p(x), 
nes 
-T- J, =vI. 
oz ’ 
(1.6) 
(1.7) 
(1.8) 
(1.9) 
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Moreover, if B is connected, then 
J,=J, (1.10) 
PPY = PW. (1.11) 
Proof: Equation (1Sb) implies (1.6). From (1.3), J, has the eigenvalue 
A, (a) = ~1 with multiplicity f, , and other eigenvalues zero. The trace is the 
sum of all eigenvalues weighed with their multiplicities, whence (1.7) holds. 
A =p(B) -L’-’ zaES, p(a) J, is a symmetric matrix whose eigenvalues are 
all zero, whence A = 0, and (1.8) follows. Equation (1.9) is the special case 
f(u) = P of (1.8). Equation (1.10) follows from (1.4a) and Lemma 1.2, and 
(1.11) from (1.10). (1.8), and (1.6). 
2. REGULARITY 
Let B be a fixed connected Fiedler matrix of geometric rank s, and V be 
the corresponding B-algebra. For i = O,..., s, Vi denotes the subspace of V 
consisting of all polynomials in B of degree at most i. Obviously, Vi has 
dimension i + 1, and V, c V, ... V, = V. 
2.1. LEMMA. There are unique matrices Eo,..., E, satisfying 
Vi = (E, ,..., Ei) for i = O,..., s, (2-l) 
j’(E, 0 Ek)j = di, for i, k = 0 ,..., s. P-2) 
Proof Define on V an inner product (A, B) = jT(A o B)j. This is the 
canonical inner product on v X v-matrices considered as v2-dimensional 
vectors. whence it is positive definite. Hence, by the Gram-Schmidt 
algorithm there is a unique basis E@,..., E, of V, orthonormaf with respect to 
( . ) and satisfying (2.1). 
2.2. THEOREM. There are nonnegative numbers di and polynomials pi(x) 
of degree i (i = O,..., s) such that the matrices 
D; =p,(B) = v-’ x pi(a) J, (i = O,..., s) 
satsisfy for i. k = O,..., s the relations 
(2.3) 
jT(Di 0 Dk)j = Gik(jTDi j), 
DiJ= d,J, Pi(O) = di, 
D,=I, P,(X) = 1, d,= 1. 
(2.4) 
(2.5) 
(2.6) 
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Moreover, if d, = 0, then Di = 0 and pi(x) = 0. (Here the zero polynomial is 
assumed to have arbitrary degree.) 
Proof. Define e, = jTEi j, and Di = e,E,. Then j’(Di 0 Dk) j = 
eiek j’(E, 0 Eklj = 6,,ef = di, j’D,i, i.e., (2.4) holds. Since Ei is a polynomial 
of degree i in B, so is Di, and (2.3) follows from (1.8). Equation (2.5) 
follows from (1.1 l), and (2.6) directly from D, =p,(B) = d,Z and (2.4). 
Finally, (2.5) implies div = jTDi j = ei jTE, j = ei > 0, whence di > 0, with 
equality iff e, = 0, i.e., Di = 0. 
2.3. LEMMA 
(i) Cf=0 Di = J, Leo pi(x) = Ann,(x), C;=. di = v. 
(ii) d, > 0. D,#O. 
(iii) V is generated by J, E, ,..., ES-, . 
Proof. J = Ann,(B) E V,\V,- I since Ann,(x) has degree s. Hence in the 
representation J= C;=O aiEi we have a, # 0. Now with e, as before, 
e, = jTEi j = j’(E, o J) j = ai by (2.2). Therefore J = CfEo eiEi = cfZO Di, 
and e, # 0. Now (i) follows from (2.3) and (2.5), (ii) since div = et, and (iii) 
from (i) since E, = e;‘(.J - Cf:i e,E,). 
2.4. THEOREM. The following conditions are equivalent for any t : 
(i) B’ o Bk =fJB) with a polynomial fik(x) of degree < min(i, k), 
for i $ k < t. i, k < s. 
(ii) Vi o Vk G VminCi.k)for i + k < t, i, k < s. 
(iii) Ei 0 E, = (const) BikEk, for i$k<t, i, k < s, const # 0. 
They imply 
(iv) Di 0 D, = aikDk f ori$k<tt,i,k<s,anddi>Ofor2i<t. 
Proof (i)- (ii) since Vi is generated by B’,.... B’. 
(ii) --t (iii): This is obvious for t = 0, so assume by induction that (iii) 
holds with t-l instead of t. If i + k < t, i, k < s, then 
Ei o E, = cy’;ci,k’ af,E, for certain numbers afk. If i < k, then for m < i, 
0 = Ei o E, o E, = Cl;=, af,(E, o E,) = az(const) E,, so a: = 0 for all 
m < i, and Ei o E, = E, o Ei = 0. If i = k, then in the same way a; = 0 for 
m < i so that Ei o E, = afiE,. Hence (iii) holds. 
(iii)+(i): By (2.1). BioBkEVio Vk=(Ei,oEkS/i’<i, k’<k)= 
(Ei, ( i’ < min(i, k)) = VminCiqk), and (i) follows. 
(iii) + (iv): Take ei as before. By (2.2). 1 = j7(Ei 0 E,)j= 
(const) jTEi j for 2i < t, whence in this case ei # 0, and so dj > 0. Since 
Di = eiEi, we have Di 0 D, = (const)’ dikDk, for i + k < t, i, k < s. and by 
(2.5) and (2.4), this constant is 1. 
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We say that B is t-regular if the conditions of Theorem 2.4 are satisfied. 
Obviously, t-regularity implies i-regularity for all i < t. 
2.5. THEOREM. A connected FiedIer matrix B is always O-regular; it is l- 
regular tfl the diagonal entries of B are constantly r, and 2-regular iff, in 
addition, its off-diagonal entries are 0 and 4, for some ,4 > 0. (Thus we 
obtain a regular graph on X by calling x, y E X adjacent IY b,, = - A.) 
Proof. O-regularity requires I o I = (const)l which is always true. l- 
regularity requires in addition that B o Z = (const)l, i.e., B has constant 
diagonal. 2-regularity requires in addition that B o B =,uI- LB, and 
B* 0 I = (const)l. The first equation implies that bz, = -Lb,,,, i.e., 
b,, E (0, -A} for x # y. If b,, = r, then for given x there are exactly K’r 
elements y E X with b,, = -2. (since B has zero row sums). Hence B2 o I = 
(r* + r1)Z; so the second equation is a consequence of the first. 
2.6. LEMMA, The following conditions are equivalent: 
(i) Di 0 Di = Di, 
(ii) Di is a (0, I)-matrix, 
(iii) Di is an integral matrix. 
Proof: (i) +-+ u + 111 is obvious. (iii) + (ii) follows from (2.4) for i = k (“) (‘“) 
which states C dix,.( 1 - dix,) = 0 where Di = (dixy). 
2.7. THEOREM. Let B be a connected t-regular Fiedler matrix of 
geometric rank s, and t < 2s. 
(i) Zf t > 2e, then Do,..., D, are nonzero (0, I)-matrices, and do,..., d, 
are positive integers. 
(ii) If t > s - 1, then all polvnomials in B have constant diagonal; in 
particular, D, ,..., D, have zero diagonal. 
(iii) If t > 2s - 2, then V is closed under pointwise multiplication, and 
B is 2sregular. 
ProoJ: (i) follows from Theorem 2.4(iv), Lemma 2.6, and (2.5). 
(ii) If t > s - 1, then Ei 0 Z= (const) Ei 0 E, = 0 for i = l,..., s - 1. 
Since J 0 I = I. the first assertion follows from Lemma 2.3(iii). Now Di 0 I = 
e,E,ol=Ofor i= I ,..., s - 1, and by Lemma 2.3(i) and (2.6), 
(iii) If t > 2s - 2, then by Theorem 2A(iii), Ei 0 Ej E V for 
i. j = O,..., s - 1, and obviously Ei 0 J, J o J E V. Hence by Lemma 2.3(iii), V 
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is closed under pointwise multiplication. By (i) and Lemma 2.3(i), D,,,..., D, 
are matrices whose sum is J, and by (i), DO,..., D,_, are (0, I)-matrices. 
Hence D, is a (0, I)-matrix, too, and Di 0 D, = SikDk. By (i) and 
Lemma 2.3(ii), all Di are nonzero, so that Di = e,E, implies Theorem 2.4(iii) 
with t = 2s, i.e., 2s.regularity. 
Remark. Theorem 2.7(iii) implies that V is the adjacency algebra of a P- 
polynomial association scheme in the sense of Delsarte 141. 
3. THE CHARACTERISTIC MATRIX 
In the following, B is a fixed connected Fiedler matrix. We show that the 
pi(x) form a family of orthogonal polynomials, and derive some formulas 
which allow us to calculate in the B-algebra. These results are relevant, e.g., 
for the investigation of perfect e-error correcting codes in 2eregular graphs. 
This will be done somewhere else. (For the case t = 2s - 2 see, e.g.. Delsarte 
141.) 
We shall always assume that dj > 0 for i = O,..., s. By (2.1) and the proof 
of Theorem 2.2, this is equivalent to the assumption that DO,..., Di generate 
vi. 
3.1. LEMMA 
(i) DiDj = u-l CacS'Pi(a)Pj(a)Ja. 
(ii) tr(DiDj) =j’(Di 0 Dj)j= vdisij. 
(iii) J, = f, xi=,, d;‘pi(o)Di. 
(iv) D;Dj=Cs=oPliD,. 
where 
(3.1) 
Proof: (i) follows from (2.3) and (1.6), and (ii) from (2.4) and (2.5). By 
the above remark, J, = Ci-O d,(a) Di for certain numbers d,(a). Hence 
tr(J, Dj) = Ci -0 d,(a) tr(DiDj) = udjdj(a). On the other hand, tr(J, Dj) = 
tr(qi(a)J,) = uf, pj(a) by (2.3) and (1.6). Hence dj(a) = dl: yn p,i(a), i.e.. 
(iii) holds. (iv) follows by inserting (iii) into (i). 
3.2. LEMMA (Orthogonality relations) 
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(iii) pz. = diJij. 
(iv) p:#O ifli-j/=ror i+j=r. 
(v) plj f 0 implies Ii -jl < I,< i +j. 
Proof: (i) and (ii) follow by substituting (2.3) and Lemma 3.l(iii) into 
each other and comparing coefficients. (iii) follows from (I), (2.6), and (i). 
Lemma 3.1 (iv) implies that pij = 0 for I > i + j, and #O for 1 = i + j, since 
D,D,E Vi+j\C’i+i-, for i+j<s. Since by (3.1), d,p2 is symmetric in i,j, 
and I, this implies (iv) and (v). 
The matrix T = (ri,)’ where for i, I = 0 ,..., s, 
1 Si,E-- -7 
vd, 0%’ 
af, Pi(a) P,(ak (3.2) 
plays an important role and is called the characteristic matrix of B. We also 
define rO,-, = 0. 
3.3. THEOREM 
(i) The characteristic matrix T = (si,) is tridiagonal and satisfies 
ri, = 0 if l<i--l, (3.3a) 
ri.i- I f O, (3.3b) 
rii=-rim, i-5i+, i, (3.3c) 
5i.i+ 1 f O, (3.3d) 
ri, = 0 if I>i+l. (3.3e) 
(ii) di can be recursively dejked by 
d,= 1, (3.4a) 
Ti-I,idi=Ti.i-ldi-1 for i = l,..., s. (3.4b) 
(iii) pi(x) can be recursively defined by 
p-,(x)=& PI&) = 1, (3Sa) 
7i.i+ I Pi+ I(-~) = (x - 5ii) Pi(x) - si.i- L Pi-l(x). (3Sb) 
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(iv) Di can be recursively defined by 
D -0 -,- 3 DO= 1, (3.6a) 
r;.i+ ,Di+ I = BDi - riiDi - ~i.,~i Di I. (3.6b) 
Proof By (3.2) and Lemma 3.2(ii), xi-0 ti, ~,(a) simplifies to crpi(u). 
Hence 
s 
mod x Ann,(x). (3.7) 
A comparison of the degree shows that ri, = 0 if 1 > i + 1, and t;,;+, # 0. By 
(3.2). 
rild, = ‘,idi, (3.8) 
whence also ril=O if l<i-1, and riqi-,#O. Now r ,-,,, +rrr+r,+,.,= 
zfEo ri/ = (l/udJ CaCSjfa a(CiZo pi(a)) Pi(a) = 0 by Lemma 2.3(i) since 
a Ann,(a) = 0 for a E S’. This proves (3.3a)-(3.3e). Using (2.6), (3.4) 
follows now from (3.8), (3.5) from (3.7), and (3.6) from (3.5) and (2.3). 
Remarks. (1) Results Lemma 3.2(i, ii) and Theorem 3.3(iii) show that 
the pi(x) are a family of orthogonal polynomials, cf. Szego 17 1. 
(2) The characteristic matrix contains a lot of arithmetical infor- 
mation about B: We can compute the di by (3.4), the p,(x) by (3.5), u and 
Ann,(x) by Lemma 2.3(i), S as the set of zeros of Ann,(x), and the f, by 
Lemma 3.2(ii). 
3.4. THEOREM 
(i) The algebra U of polynomials in T is generated by the pairwise 
orthogonal idempotents 
T, = 
c 
$Pi(a)Pda) 
i 
3 a E S’. 
I 
(3.9) 
(4 P(T) = CacSc p(a) T, for all polynomials p(x). 
(iii) The minimal polynomial of T is a scalar multiple of x Ann,(x). 
(iv) z, = (pi(a)) is eigenvector of Tfor the eigenvalue a E S’. 
(v) The correspondence T-r B induces an isomorphism ~1 between the 
algebras U and V. Moreover q(T,) = u-‘J,. 
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Proof By Lemma 3.2(ii), (3.2), and Theorem 3.2(iii), we get easily 
I= c T,, 
aes 
T= z aT,, 
c2E.s 
TJ, = a,, Ta for a,/I E S’. 
(3.10) 
(3.11) 
(3.12) 
By induction from (3.1OF(3.12), 7” = CaeS, anTa, and (ii) follows. By 
(3.12). the T, are linearly independent, so (ii) implies (iii). By (ii) and (iii), 
U is contained in the algebra generated by the T, and has the same 
dimension s + 1, whence (3.1) holds. By (3.7), Tz, = az, which implies (iv). 
(v) follows from (3.12) and (1.6). 
3.5. PROPOSITION. If B is 2e-regular, e > 1, then 
pfj < Cl for i,j,l=O ,..., e, 
sii-l <OY rj- I,) < 0 for i = I,..., e. 
(3.13) 
(3.14) 
ProoJ: If B is 2eregular, then Do,..., D, are (0, 1).matrices whence for 
i, j, I=0 . . . . . e, 0 < tr(D:DjDj) = v-’ tr(C,,,,pj(a)pj(a>pj(a)J,)= vd,Pt 
by (2.3), (1.6), (1.7) and (3.1). This implies (3.13). By (2.2), BE (D,, 0,) 
with D, =I, and D, a (0, I)-matrix, so Theorem 2.4(iii) implies that 
B = rD, - AD,, i.e., x = rp,(x) - Apl(x), whence ri,i-, = rpj;’ - Appi;’ = 
-pi;’ < 0. by (3.1). (3.2), (3.13), and Lemma 3.2(iv). Equation (3.14) 
follows now from (3.4b). 
Remarks. (1) By (3.1), (3.9) and Theorem 3.4(ii), pt is the (i, /)-entry 
of P,(T). 
(2) If B is 2-regular, then, in the notation of Theorem 2.5, 
p,(x) = (r -x)/l, d, = r//l. 
In the next section we shall need the following result which holds without 
the assumption that all di are positive. 
3.6. LEMMA. Let B be a t-regular Fiedler matrix, and e = [t/2]. Then 
DiDi o D, = pliD, for all i, j, I= 0 ,..., e satisAving i + j + I < t. Moreover, 
(3.3d) and (3.6b) holdfor i=O ,..., e- 1. 
Proof. Define the polynomial pi(x) by Ei =P,(B), so that Di = eiEi, 
pi(~) = eipi(X), div = ei, and by Theorem 2.7(i), die, # 0 for i = 0 ,..., e. 
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Essentially the same proofs as for Lemmas 3.1 and 3.2 and Theorem 3.3 
show that 
E,E,= \‘ &E,, (3.15) 
iT-, 
P:j f O implies I < i + j, (3.16) 
where J$ = z, ES If, Pi@) pi(a) P,(a): and 
where 
s; = \- f, Pi@) &(a>3 
as ’ 
(3.18) 
Fi,j+ 1 # 0. (3.19) 
By (3.15), (3.16), and Theorem 2.4(iii, iv), we have for i, j. I in the required 
range, EiEi o E, = Cz”$*i”‘p$ E, 0 E, = p$, 0 E,, whence DiDl o D, = 
eieje,(E,Ej o E,)= e,-‘eieipj,i(D, o 0)) z&D,. Finally, (3.3d) and (3.6b) 
follow from (3.17)-(3.19). 
4. t-REGULAR GRAPHS 
All graphs considered are nonempty, undirected, without loops or multiple 
edges. The valency of a vertex x is the number of vertices adjacent to x. 
d(x, y) denotes the distance of two vertices x and J’. and pii(x, u) denotes the 
number of vertices z such that d(s, z) = i and d(y, z) = j. The diameter of a 
grah is the largest occurring distance. 
We consider the following conditions: 
(i) Every vertex is adjacent to exactly k other vertices. 
(ii) The number of vertices adjacent to any two adjacent vertices is ;1. 
(iii) The number of vertices adjacent to any two nonadjacent vertices 
is p. 
(7~:~) If d(.x, y) = I, then pi,i(X, y) = pi,;. 
A graph r is called regular, edge-regular, resp. strongly regular if (i), (i) 
and (ii), resp. (i)-(iii) hold, and distance regular if r is connected, and (xIj) 
holds for all i.j, 1 = 0 ,..., diam r. It is easy to see that a distance regular 
graph is edge-regular, and the distance regular graphs of diameter 2 are just 
the connected strongly regular graphs. In his book, Biggs [ 1 ] deals exten- 
sively with regular and distance regular graphs and proves many special 
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cases of the results of Sections 1-3, interpreted in terms of graphs. 
For a graph r of diameter 6, with vertex set X of size V, we define 
symmetric ZJ x v-matrices Ai = (aixY)X,YEX, i = O,..., 6, and B = (bXY)X,YEX by 
aixy = 1 if d(x, u) = i, 
=o otherwise, 
b,, = valency of x ifx=y, 
=-1 if x adjacent y, 
=o otherwise. 
Then A, = I, A I ,..., A, are (0, 1)-matrices, and B is a Fiedler matrix. We call 
A, the adjacency matrix of r, and B the Fiedler matrix of r (cf. Fiedler [8]). 
We call r t-regular of ranks + 1 if the Fiedler matrix of r is t-regular and 
has geometric rank s. 
4.1. THEOREM. If r is a connected graph with diameter 6 and rank 
s+ 1, therz s>S. 
ProoJ Let ai, bi be vertices of distance i, i = O,..., 6. Then the (a,, bi)- 
entry of B is 0 if 1 < i, and #O if E= i. Hence if c,B” + e.. + c,B6 = 0, then, 
considering the (ai, b,)-entry for i = 6,6 - l,..., 0, we find cg = 
C 6-I = I.. = co = 0. Hence the minimal polynomial x Ann,(x) has degree 
s + 1 > 6. Therefore s > 6. 
Problem. Characterize the case s = 6. 
4.2. PROPOSITION. r is I-regular ifs I- is 2-regular iff r is regular. In 
this case, 
D,=A,=kI-B. (4.1) 
Proof By Theorem 2.5 and Remark (2) after Lemma 3.5. 
4.3. THEOREM. Let r be a t-regular graph, and e = [t/2]. Then 
(i) Di = Ai for i = O,..., e, 
(ii) (7~:) holds for all i, j, I = 0 ,..., e satisfying i + j + I< t, with pt as 
in Lemma 3.1 (iv). 
ProoJ Of course, Do = I = A,. Hence assume that e > 1, and Di = Ai for 
i = O,..., c, where c E IO,..., e - 11. By Theorem 2.7, D,, , is a (0, I)-matrix, 
330 A. NEUMAIER 
and by Theorem 2.4(iv) and our assumptions, D,, , 0 Ai = 0 for i < c. Now 
by Lemma 3.6 and Proposition 4.2, 
-T~.~+,D~+,=A,A~ + (7,, -k)A, + 7,,c-,A,.-,. (4.2) 
A ,A, has nonzero entries just at places (x, y) with c - 1 < d(x, -v) < c + 1, SO 
7,,,+, # 0 implies that DC+ 1 has nonzero entries just at places (x, JJ) with 
d(x,~l)=c+ 1. Hence Dc+,=Ac+,, and (i) follows by induction. To prove 
(ii), we simply observe that the (x,y)-entry of AiAj is pii(x, y). and by (i) 
and Lemma 3.6, we have A,A,i 0 A, =ptA, for i, j, 1 in the required range. 
4.4 THEOREM. Let r be a graph of diameter 6, and e < 6 _ 1. 
(i) Zf (I$,~) holds for i = O,..., e- 1 and l=i- l,i,i+ 1. and (nye ‘) 
holds for i = O,..., e, then r is Ze-regular. 
(ii) If r is 2e-regular and satisfies (7~:~’ ’ -‘) for i = O,..., e, then r is 
(2e + 1 )-regular. 
Proof. Note first that (71:) is trivially satisfied (with pfj = 0) unless 
Ii -ji < I< i + j. Hence A,A,, = (pij(x, y)) implies, together with the 
assumptions of (i), that for i = 0 ,..., e, 
A,Ai=pf;‘Aim, +p;iAi+p;,t’Ai+, if i # e, (4.3) 
A,oA,A,,=O if l<e-i, (4.4) 
A,- i 0 A;A,,=p:, ‘A,-/, (4.5) 
and $,f ’ , pyep;-i # 0. (ny ,) implies that Z is regular, whence by Proposition 4.2 
and (4.3) Ai is a polynomial of degree i in B (induction for i = O,..., e), and 
hence for i = O..... e, 
Vi = (A,,,..., Ai), (4.6) 
Vi+‘, = (A ,,,..., A,,A,A, . . . . . A;A,). (4.7) 
The A i are (0, I )-matrices whence 
Ai 0 Ai = dijAi. (4.8) 
Now (4.4h(4.8) imply Vi o Vj c Vi for i +j < 2e, i <j (and hence i < e). 
whence by Theorem 2.4(ii), Z is 2e-regular. 
The additional assumption of (ii) implies similarly 
A ctl i oA~A.=~~‘,“~~~A.+, ; (4.9) 
for i = O,..., e, whence Vi 0 Vj c Vi for i + j = 2e + 1, 1 < i <j. Hence Z’ is 
(2e + 1).regular if we show that I o A,A,A, = (const)Z to cover the case 
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i = 0. But a diagonal entry of A ,A,A, is a row sum of A, 0 A,A,, hence 
constant by (4.9) for i = e since A 1 has constant row sum k. 
4.5. COROLLARY. A graph is t-regular iff, with e = [t/2], condition 
4.3(ii) is satisfied. (Here we assume t < 2s.) 
4.6. COROLLARY. A graph is 3-regular iff it is edge-regular. 
4.7. THEOREM. Let r be a connected graph with diameter 6 and 
rank s t 1, Then the following conditions are equivalent: 
(i) r is (26 - 2)-regular. and s = 6, 
(ii) f is (2s - 2).regular, 
(iii) r is 2s-regular, 
(iv) r is distance regular. 
Proof (i) + (ii) ++ (iii) t) (iv) by Theorem 2.7(iii) and Corollary 4.5. 
(iii) + (i): By Theorem 4.3(i), Ai is a polynomial in B of degree i. Moreover, 
J=A,+ ... +A,, and BJ= 0. Hence the minimal polynomial of B has 
degree <6 + 1, whence by 4.1, s = 6. Hence r is 2&regular, in particular 
(26 - 2).regular. 
4.8. COROLLARY, The strongly regular graphs are just the 2-regular (or 
3-regular, or 4-regular) graphs of rank 3. 
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