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Abstract
Using a regularization with the properties of dimensional regular-
ization, higher order local consistency conditions on anomalies and
divergent counterterms are given. They are derived without any a
priori assumption on the form of the BRST cohomology and can be
summarized by the statements that (i) the antibracket involving the
rst order divergent counterterms, respectively the rst order anomaly,
with any BRST cocycle is BRST exact, (ii) the rst order divergent
counterterms can be completed into a local deformation of the solu-
tion of the master equation and (iii) the rst order anomaly can be
deformed into a local cocycle of the deformed solution. A regular-
ized local expression for the second order Batalin-Vilkovisky \Delta"
operator acting on the counterterms and the anomalies is suggested.
()Alexander von Humboldt fellow. On leave of absence from Charge de Recherches du
Fonds National Belge de la Recherche Scientique at Universite Libre de Bruxelles.
Cohomological techniques in renormalization theory have attracted a lot
of interest since their introduction in the pioneering work by Becchi, Rouet
and Stora [1] in the context of Yang-Mills theories, because they allow to
address general problems of perturbative quantum eld theories, like the
form of anomalies or of divergent counterterms by purely algebraic means
(see [2] for a recent review). The BRST construction and the formulation of
Zinn-Justin thereof in terms of the generating functional for vertex functions
[3] has then been generalized to theories with general local symmetries by
Batalin and Vilkovisky [4].
In this more general setting, anomalies are constrained by the cohomology
groups in ghost number 1 of the BRST dierential generated by a solution
to the master equation [5, 6]. This represents the generalization of the Wess-
Zumino consistency condition [7] for the case of the gauge anomaly. The
cohomological restrictions on the counterterms, involving the ghost number 0
group, have been discussed in [8, 9], where it is stressed that these techniques
are valid in the power counting non renormalizable case or for the case of
higher dimensional operators (see also [10]) and hence apply to eective eld
theories [11].
These works only needed the rst order consistency conditions follow-
ing from the quantum action principle mainly for the following two reasons.
First, the standard anomaly in Yang-Mills theory is a pure one loop anomaly.
Second, one can show [12] that for semi-simple Yang-Mills theory or gravity,
the cohomology groups in ghost number 0 and 1 can be described indepen-
dently of the antields, so that all higher order constraints to be found below
turn out to be trivial. This is however not the case in general, where anoma-
lies can appear at higher loops or the form of the BRST cohomology groups
in ghost number 0 and 1 can be more involved. In these cases, higher order
considerations will be relevant. Such considerations have appeared in the
recent literature [13, 14, 15] from various points of view, and in particular,
the form of the higher order consistency conditions has been discussed in [16]
in the context of non local regularization.
The purpose of this letter is to give a purely cohomological description
in the space of local functionals of the higher order restrictions in terms of
deformation theory. To derive these conditions, we assume that there is a reg-
ularization scheme with the properties of dimensional regularization as used
in [14], although we expect the cohomological restrictions to be independent
of the regularization method. Inside the regularized framework, an associ-
1
ated denition of the Batalin-Vilkovisky  operator is proposed. Notational
conventions for the Batalin-Vilkovisky formalism will be those of the reviews
[17, 18]. The analysis applies to local and rigid symmetries if we understand
the master equation to be the generalized master equation discussed in [19].
In this letter, only the cocyle condition is considered. More details including
a discussion on the coboundary conditions will appear elsewhere.
1 Renormalized quantum action principle and
 operator
Let ΓR be the (renormalized) eective action based on the initial action
W = S+ hM1 + hM2 + : : :, where Mi are local counterterms and S is proper
solution to the classical master equation (in a gauge xed basis).
The quantum action principle gives
1
2
(ΓR;ΓR)c = −ih hAic ( −ihA  ΓR); (1.1)
where A = A1 + hA2 + : : : is the local insertion and
hXic =
1
Z(J; c)
Z
[d] X(; ) exp
i
h
h
W (; c) + JA
A
i
J=J(c;c)
:
The consistency condition following from ((ΓR;ΓR);ΓR)  0 is
(hAic ;ΓR) = 0: (1.2)
These equations can be linked [18] with those obtained from formal con-
siderations in the Batalin-Vilkovisky formalism and involving the operator
 = \(−)A+1
R
dnx 
r
A(x)
r

A
(x)
", which is ill dened when acting on local
functionals. Indeed, the anomaly has the following expression obtained from
formal path integral manipulations:
−iA = −iW +
1
2h
(W;W ): (1.3)
This implies in particular, that in the renormalized theory a correct denition
of W is such that W is a local functional. Order by order in h, this
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equation reads
−iA1 = −iS + (S;M1); (1.4)
−iA2 = −iM1 + (S;M2) +
1
2
(M1;M1) (1.5)
... :
Formal path integral manipulations also give
(hXic ;Γ) = hX +XAic − hXic hAic
−[
D
XB
E
c
− hXic 
B
c ]
@R hAic
@Bc
= hX +XAic − hXic hAic
+[
D
XB
E
c
− hXic 
B
c ][
D
AA
E
c
− hAic 
A
c ]
i
h
@R
2
Γ
@Bc @
A
c
; (1.6)
where X = (X;W )− ihX.
If X = A, we get, because A is odd, the consistency condition
hAic = 0() A = 0: (1.7)
Order by order in h, this equation reads
(A1; S) = 0; (1.8)
(A2; S) + (A1;M1)− iA1 = 0; (1.9)
... :
2 Regularization
We will assume that there is a regularization with the properties of dimen-
sional regularization as explained in reference [14], i.e.,
 the regularized action S = n=0nSn is a polynomial or a power series
in  , the  independent part corresponding to the starting point action
S0 = S [14],
3
 the divergences of the eective action at n loops are poles in  up to
the order n with residues that are local functionals (see e.g. the second
reference of [3] page 219), and
 the regularized quantum action principle holds [20].
Let ~S = S +  , with  = 1
2
(S ; S ), so that 0 = (S; S1), and 
 a
global source in ghost number −1. On the classical level, we have
1
2
( ~S; ~S) = 
@ ~S
@
; (2.1)
which translates according to the quantum action principle into the corre-
sponding equation for the regularized generating functional for 1PI vertex
functions:
1
2
(~Γ; ~Γ) = 
@~Γ
@
: (2.2)
The consistency condition for (2.2) is
(~Γ;
@~Γ
@
) = 0: (2.3)
It coincides with the piece linear in  of (2.2) and its non trivial part is given
by
(Γ;
@~Γ
@
) = 0; (2.4)
with Γ = ~Γj=0. The part of (2.2) independent of  is
1
2
(Γ;Γ) = 
@~Γ
@
: (2.5)
We will expand these equations according to the number of loops and the
powers of  . In particular, we use the assumption that at n loops, the
divergent part ~Γ
(n)
d is given by poles in  of order k, with k = 1; : : : ; n, whose
residues, which we denote by ~Γ
(n)k
d , are local functionals. We will furthermore
denote the nite part ~Γ
(n)
f of order 
k by ~Γ
(n)k
f and the n loop contribution
@~Γ
@
(n)
by (n).
At zero loops, we recover the classical equation (2.1).
4
3 One loop
At 1 loop, we have
(S ; (1)) + (Γ(1); ) = 0; (3.1)
(S ;Γ(1)) = (1): (3.2)
Extracting the divergent part at 1

, we get
(S; 
(1)1
d ) + (Γ
(1)1
d ; 0) = 0; (3.3)
(S;Γ
(1)1
d ) = 0: (3.4)
Using 0 = (S; S1) and equation (3.4), equation (3.3) reduces to
(S; 
(1)1
d − (S1;Γ
(1)1
d )) = 0: (3.5)
In addition, we get, from the term independent of  in equation (3.2),
(S;Γ
(1)0
f ) = 
(1)1
d − (S1;Γ
(1)1
d ): (3.6)
The term linear in  gives
(S;Γ
(1)1
f ) = 
(1)0
f − (S1;Γ
(1)0
f )− (S2;Γ
(1)1
d ): (3.7)
The 1 loop renormalized eective action is Γ1R = Γ −
h

Γ(1)1d = S + hΓ
(1)0
f +
O(h2; ), where the notation O(h2; ) means that those terms which are not
of order at least two in h are of order at least one in  and vanish when the
regularization is removed ( −! 0), so that
1
2
(Γ1R;Γ
1
R) = hA1 +O(h
2; ); (3.8)
with, using equation (3.6),
A1 = 
(1)1
d − (S1;Γ
(1)1
d ); (3.9)
and the consistency conditions for local functionals
(S;Γ(1)1d ) = 0 =) Γ
(1)1
d = c
i
1Ci + (S;1); (3.10)
(S;A1) = 0 =) A1 = a
i
1Ai + (S;1); (3.11)
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where Ci and Ai are respectively a basis of representatives for H
0(s) and
H1(s).
Let D be a BRST cocycle in any ghost number g and consider Sj =
S+ jD, where the source j is of ghost number −g. The regularized action is
Sj = S
 + jD , with D a polynomial in  starting with D. If ~Sj = S

j +
j ,
where j =
1
2
(S ; S ) + 1

(jD ; S ), we have
1
2
( ~Sj; ~Sj) = 
@ ~Sj
@
+O(j2); (3.12)
and the corresponding equation for the regularized generating functional ~Γj
1
2
(~Γj; ~Γj) = 
@~Γj
@
+O(j2): (3.13)
At one loop, we get for the term independent of ,
(Γ
(1)
j ; ~Sj) = 
(1)
j +O(j
2): (3.14)
The term linear in j of order 1

gives
(D
(1)1
d ; S) + (D;Γ
(1)1
d ) = 0: (3.15)
This gives our rst theorem.
Theorem 3.1 The antibracket of the divergent 1 loop part Γ
(1)1
d , which is
BRST closed, with any local BRST cocycle is BRST exact in the space of
local functionals.
The particular case, where D = Γ
(1)1
d or D = A1 is reproduced in the next
section by a two loop reasoning. The theorem can be reformulated by saying
that the antibracket map (induced in the local BRST cohomology groups
by the antibracket [21]) ([Γ
(1)1
d ]; [D]) = [0] for all [D] 2 H
g(s). This equa-
tion represents a cohomological restriction on the coecients ci1 that can
appear ; it can be calculated classically from the knowledge of H0(s) and the
antibracket map from H0(s)Hg(s) to Hg+1(s).
In the same way, the consistency condition is
(Γj ;
@~Γj
@
) +O(j2) = 0; (3.16)
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and gives at one loop,
(Γ
(1)
j ; j) + (Sj ; 
(1)
j ) +O(j
2) = 0: (3.17)
The term linear in j of order 1

gives
(D
(1)1
d ; 0)− (
@j0
@j
)j=0;Γ
(1)1
d ) + (D; 
(1)1
d )− ((
@j
(1)1
d
@j
)j=0; S) = 0: (3.18)
Using 0 = (S; S1), (
@j0
@j
)j=0 = (D1; S) + (D;S1), equations (3.4), (3.9) and
(3.15), we get
(D;A1)− ((
@j
(1)1
d
@j
)j=0 − (D1;Γ
(1)1
d )− (D
(1)1
d ; S1); S) = 0: (3.19)
This gives our second result.
Theorem 3.2 The antibracket of the BRST closed rst order anomaly A1
with any local BRST cocycle is BRST exact in the space of local functionals.
The theorem can again be reformulated by saying that the antibracket map
([A1]; [D]) = [0] for all [D] 2 Hg(s) ; it represents a classical cohomological
restriction on the coecients ai1 that can appear.
4 Two loops and higher
At 2 loops, we have
(S ; (2)) + (Γ(1); (1)) + (Γ(2); ) = 0; (4.1)
(S ;Γ(2)) +
1
2
(Γ(1);Γ(1)) = (2): (4.2)
Extracting the 1
2
part, we get
(S; 
(2)2
d ) + (Γ
(1)1
d ; 
(1)1
d ) + (Γ
(2)2
d ; 0) = 0; (4.3)
(S;Γ
(2)2
d ) +
1
2
(Γ
(1)1
d ;Γ
(1)1
d ) = 0: (4.4)
We already see the second order consistency condition on the divergent coun-
terterms: the antibracket map of ([Γ
(1)1
d ]; [Γ
(1)1
d ]) = [0], which is a particular
7
case of theorem 3.1. Note that the term Γ
(2)2
d is dened through this equation
up to a BRST closed term.
We get the general structure, by taking, in an expansion according to the
number of loops, the highest pole contribution of (2.5).
Theorem 4.1 The highest order poles of the eective action form a local
deformation of the tree level action S, even in the presence of anomalies,
1
2
(Sd; Sd) = 0; (4.5)
Sd  S + n=1
hn
n
Γ
(n)n
d : (4.6)
The higher order cohomological restrictions of such an equation in terms
of Lie-Massey brackets is briefly discussed in [21]. More details on the con-
sequences of this equation will be given elsewhere.
We also get, by taking, in an expansion according to the number of loops,
the highest pole contribution of (2.4),
(Sd; d) = 0; (4.7)
d  0 + n=1
hn
n

(n)n
d ; (4.8)
i.e., d is a cocycle of the deformed action, starting with a trivial piece 0 =
(S; S1). Using the previous theorem, we get
(S;n=1
hn
n
[
(n)n
d − (S1;Γ
(n)n
d )])− n=1
hn
n
n−1m=1(Γ
(n−m)n−m
d ; (S1;Γ
(m)m
d ))
+(k=1
hk
k
Γ
(k)k
d ;l=1
hl
 l

(l)l
d ) = 0:
(4.9)
Explicitly, at h
n
n
, we have
(S; 
(n)n
d − (S1;Γ
(n)n
d )) + 
n−1
m=1(Γ
(n−m)n−m
d ; 
(m)m
d − (S1;Γ
(m)m
d )) = 0: (4.10)
Let us dene Bm = 
(m)m
d − (S1;Γ
(m)m
d ), to get our last theorem.
Theorem 4.2 The lowest order contribution to the anomaly A1 possesses
an extension B = m=1
hm−1
m−1
Bm, with B1 = A1 as a local cocycle to S
d,
(Sd; B) = 0: (4.11)
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For n = 2, this equation reduces to
(S;B2) + (Γ
(1)1
d ; A1) = 0; (4.12)
i.e, the antibracket map ([Γ
(1)1
d ]; [A1]) = [0]. This is the second order consis-
tency condition on the rst order anomalies and rst order counterterms. It
is a particular case of theorems 3.1 and 3.2.
At order 1

and 0, we get from (4.2) that
(S;Γ
(2)1
d ) + (Γ
(1)1
d ;Γ
(1)0
f ) = 
(2)2
d − (S1;Γ
(2)2
d ); (4.13)
(S;Γ
(2)0
f ) +
1
2
(Γ
(1)0
f );Γ
(1)0
f ) =

(2)1
d − (S1;Γ
(2)1
d )− (S2;Γ
(2)2
d )− (Γ
(1)1
f ;Γ
(1)1
d ): (4.14)
Comparing with (1.1), where ΓR = m=0h
mΓ
(m)0
f and −iA = A, we see
that A2 + (A1)
(1)0
f = 
(2)1
d − (S1;Γ
(2)1
d ) − (S2;Γ
(2)2
d ) − (Γ
(1)1
f ;Γ
(1)1
d ), so that
we can assume, since (A1)
(1)0
f is dened up to a local contribution, that
(A1)
(1)0
f = −(Γ
(1)1
f ;Γ
(1)1
d ) and A2 = 
(2)1
d − (S1;Γ
(2)1
d )− (S2;Γ
(2)2
d ).
In general, we get from
nk=0
1
2
(Γ(k);Γ(n−k)) = (n); (4.15)
at order 0,
nk=0
1
2
(Γ
(k)0
f ;Γ
(n−k)0
f ) = 
(n)1
d − 
n
k=0
n−k
l=1 (Γ
(k)l
f ;Γ
(n−k)l
d ); (4.16)
with Γ
(0)k
f = Sk. By comparing with (1.1), this equation suggests that
An = 
(n)1
d − 
n
l=1(Sl;Γ
(n)l
d ); (4.17)
(An−k)
(k)0
f = −
n−k
l=1 (Γ
(k)l
f ;Γ
(n−k)l
d ); for k  1: (4.18)
5 Consequences for the  operator
The Batalin-Vilkovisky denition of the local anomalies An in equation (1.3)
and the corresponding consistency conditions (1.7) reduce order by order in
9
h to
An = −iMn−1 +
1
2
nk=0(Mk;Mn−k); (5.1)
nk=0(Ak+1;Mn−k)− iAn = 0; (5.2)
with M0 = S, while Mn = −nk=1
1
k
Γ
(n)k
d for n  1. Now, the An have
been dened in the previous section, so that (5.1) can be used as a denition
for −iMn−1. Explicitly, the rst two equations are, using (S;Γ
(1)1
d ) = 0,
(S;Γ
(2)2
d ) +
1
2
(Γ
(1)1
d ;Γ
(1)1
d ) = 0,
−iS = A1; (5.3)
iΓ
(1)1
d = (S;−
2

Γ
(2)2
d − Γ
(2)1
d ) + A2: (5.4)
In the same way, (5.2) can be used as a denition of Ak. Using (S;B2) +
(Γ
(1)1
d ; A1) = 0, the rst equation reduces to
iA1 = (
1

B2 +A2; S): (5.5)
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