In this paper and in an earlier 1987 paper, the mathematical theory and numerical methods for the nonlinear integro-differential equation
Introduction
We consider the approximate solution of the initial value problem for a nonlinear integro-differential equation
l.L u'(t)+p(t)u(t)+
[ k(t,s)u(t-s)u(s)ds = q(t), tel :=[0,T], Jo '0 u(0) = u0, where p(t), q(t) and k(t, s) are continuous functions in 7 and 5:={(í,í)| 0 < s < t < T}, respectively. Equations of this type arise as model equations for describing turbulent diffusion problems (see [18] and [22] ). In [8] , Chang and Day investigated the existence and uniqueness properties of the solution of (1.1) under certain conditions and presented a linear multistep method for obtaining an approximate solution with order of (local) convergence p = 4. In [21] we have solved completely the existence and uniqueness properties of the solution of ( 1.1 ) and introduced a class of implicit Runge-Kutta methods with m stages for obtaining an approximate solution of (1.1).
There has been a great deal of recent work in the numerical analysis of the implicit Runge-Kutta methods for Volterra integro-differential equations. Nonoptimal methods have been discussed by many authors: in [13] and [14] , Lubich presents a general theory concerning the structure of the order conditions of Runge-Kutta methods for the nonlinear Volterra integro-differential equations of the form u'(t) = F\t,u(t), I k(t,s,u(s))ds\ , tel, u(0) = u0, and he lists a number of special explicit methods; Makroglou [15] investigates related methods called block-by-block methods (compare also Mocarsky [17] , Brunner [3] , Brunner and Lambert [5, pp. 84-87] , and Feldstein and Sopka [12] ). In 1984, Brunner presented optimal methods and their numerical analysis for a special form of (1.2),
by means of collocation techniques in certain polynomial spline spaces [4] . In [1] , Aguilar and Brunner present an optimal method for a class of secondorder Volterra integro-differential equations. The book of Brunner and van der Houwen [6] reviews the state of the numerical solution of Volterra equations. However, a complete convergence theory, including local superconvergence results and the discretization of the collocation equations, has now been obtained by Brunner [4] . His paper has in many ways been a model for the present work.
Volterra integro-differential equations arising in mathematical models of certain biological and physical phenomena are often of a "nonstandard" form, different from (1.2) (see, e.g., Volterra [23] , Saaty [20, pp. 301-345 ], Prosperetti [19] , McKee [16] , Elliott and McKee [11] , and Dixon [10] ). The collocation methods described by Brunner [4] (compare also Brunner and van der Houwen [6] ) are readily extended to such equations. However, in some cases the convergence analysis is still lacking. It is hoped that the present work will help in dealing with such nonstandard forms of the Volterra integro-differential equation, using collocation methods.
The numerical methods to be analyzed can be obtained by fully discretized collocation in the piecewise polynomial space (1.4) S{°](ZN) = {y\y e C(I), yn= y\g¡¡ enm, n = 0, ... , N -1}. Since y(t) e C(I), we have 0-7) yn(tn) = yn_,(tn).
In this paper we show that the attainable order of collocation approximation for the nonlinear equation ( 1.1 ) is p -2m .
The attainable order of collocation approximation
In this section we shall present the attainable order of the collocation approximation (1.6) and (1.7).
It is easy to see that for each yn(t), n = 0, ... , N -1, Eq. (1.6) is linear except for yQ(t). We first consider the case of n = 0. We shall use the wellknown contraction principle stated in the following lemma: Therefore, from Lemma 2.1, we obtain that for r > 0 satisfying (2.8) there is a unique fixed point y/* of T in 5(0, r) when h G (0, h), i.e., (2.9) y = Tip*.
That is, if we compute the {y/.} by means of the iteration (2.10) r,W| = r/', fe = 0,1,2,.
with iy/(0) G 77(0,/"), then for any h e (0, h) we obtain a sequence y/ ' G 77(0, r) which converges to y/* e 77(0, r), the unique solution of (2.4). Moreover, there exists a constant B such that (2.11) WO»«, < 5 VAe(0,A).
Thus we have Theorem 2.1. Let p(t), q(t) and k(t, s) be continuous functions in their respective domains. If we compute y0(t) by (2.2) and (2.10) (z.e, using the simple iteration method), there exists h > 0 skcA that for any r > 0 satisfying (2.8), and for arbitrary starting vector y/(0) e 77(0, r), //ze iterates y/( ' converge to the unique solution of (2.9) in B(0, r) for any h e (0, h). Furthermore, y0(t) is bounded, i.e., || v^H^ < B, where B is a constant which is independent of h .
Using Theorem 2.1, we shall prove the following convergence theorem.
Theorem 2.2. Suppose that p(t), q(t) G Cm(I) and dJk(t, s)/dtJ~rdsr, 0 < r < j <m, are continuous functions in 7x7. Then there exists h > 0 such that for any choice of the collocation parameters {c;} with 0 < c, < • • • < cm < 1, the error e(t) = u(t) -y(t) satisfies where en = e\a . From (2.15), (2.16) and (2.17), we can easily see that k(tn + eft , tn + xh) depends only on the functions k(t, s), u(t) and y0(t), and k(tn + c¡h, tk + xh) (k = 0, ... , n -1 ) depends only on the functions k(t, s), u(t),yn_k(t) (k = \,...,n-l) and yn_k_x(t) (k = 0,..., n -1). Therefore, if the functions yk(t) (k = 0, ... , n-1 ) are bounded, it will be obvious that k(tn + cfi, tk + xh) and k(tn + cfi, tk + xh) are bounded. In this case, using the same method as in the proof of Theorem 2.1 of [4] , one easily gets \en(tn + xh)[ = 0(hm) and \e'n(tn + xh)\ = 0(hm) (0 < x < 1), provided h is sufficiently small.
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Now we prove inductively that there are constants 7), , D2 independent of h , N, and n , and h > 0, such that ' \en(tn + xh)\<Drhm (2.18) I \e'n(tn + xh)\<D2-hm VO < n < N, h e (0, h).
, |yA + *A)l<IMOIIoo + i Using the same method as in [4] , we can show the existence of constants Z),, D2, and h > 0, such that the results of (2.18) hold for n = M. This proves Theorem 2.2. D While every choice of the collocation parameters {c;} guarantees the same global convergence rate p -m, there exists a special set of these parameters for which one obtains a higher order of convergence at the nodes of the approximating piecewise polynomials. This is made precise in Theorem 2.3. Suppose that p(t), q(t) e C2m~l'(I), k(t, s) e C2m~"(I x 7), where u e {0, 1,2}. denotes the collocation approximation determined by (1.6), where the collocation parameters are the zeros of n\n }(2s-1) ( Gauss points on (0, 1)), then (2.19) e(tn) = 0(h2m), tneZNash^0+, Nh = T. In most cases the integrals occurring in the collocation equation (1.6) cannot be evaluated analytically and must be approximated by suitable quadrature formulae. This means that, instead of y, we compute an approximation y e S\n\ZN) from a perturbed collocation equation We also have m (3.7) y"=vl(í".,+A)=v,+AE«i(l)í"1,1 « = 1,...,tV.
7=1
Note that (3.5) is a nonlinear system. Fortunately, we can compute Y¡ and y ( n > 1, / = 1, ... , m ) by (3.6) and (3.7) by solving systems of linear equations if we know the initial value Y¡ , i = I, ... , m . Simple iteration, or Newton's iteration can be employed to determine the initial value from (3.5). It can be shown that for arbitrary given starting yalues Y¡ '' , i = \, ... , m , the simple iteration method converges whenever A > 0 is sufficiently small. We usually choose Y¡ = 0, i = I, ... , m; then Newton's iteration converges whenever A > 0 is sufficiently small.
The implicit Runge-Kutta method (3.5)-(3.7) for (1.1) is characterized by the following arrays: the collocation parameters {c}.; / = 1, ... , m} and the Gauss quadrature weights {it;..; i, j = 1, ... , m} , {Wj; j = I, ... , m) . We choose them appropriately so that the results Theorem 3.1 and Corollary 3.1 of There are some difficulties in obtaining accurate approximations in Example 2, since the derivative of the exact solution changes rapidly on the interval [0, 4] ; see the results in Table II. Example 3. The exact solution is u(t) = t(t -2). We list in Tables I, II , and III the resulting errors. By error we mean error = (Exact value -Approximate value).
The examples were solved on the HONEYWELL DPS8 in double precision. It appears that the implicit Runge-Kutta method we used has two major advantages: stability and accuracy. The main drawback is that the algorithms we used above are a little complicated compared with the multistep method presented in [8] . 
