Application of the local bell-modulated cosine bases of Coifman and Meyer to the problem of scattering by PEC cylinders leads to a sparse Method of Moments interaction matrix. To optimize the sparsity representation it is imperative to find bell functions with nice Fourier radiation properties. Here we pose the problem of bell optimization in terms of Chebyshev's inequality, resulting in a family of elliptic bells (depending on elliptic functions) parametrized by a real parameter. The effect of finite curvature being, as a first approximation, a deformation of the originally pythagorean bell into a non-pythagorean bell, we then extend the formulation to include general non-pythagorean bells. We propose a class of Kaiser-Bessel bells, well-known from signal and image processing theory for their nice radiation properties.
INTRODUCTION
Depending on the choice of basis functions used in Galerkin Method of Moments (MoM) procedures for computational electromagnetics, the MoM matrix, also called interaction matrix, may be non-sparse or sparse. For problems involving perfectly conducting (PEC) cylinders, the usual pulse basis functions yield an interaction matrix which is non-sparse, thereby prohibiting the use of iterative methods to solve for the unknown surface current. In [1] this problem was tackled by the introduction of the so-called Impedance Matrix Localization (IML) method, using as background idea the local bell-modulated sine or cosine bases [2] - [3] of Coifman and Meyer. In IML, the continuous bell is replaced by a discrete one, yielding a sparse MoM description by means of matrix multiplications. This technique was further extended in [4] with applications to complex MoM based indoor wave propagation problems.
Since the Coifman-Meyer basis strongly depends on its so-called bell function, which can be interpreted as a data window [3] , [5] applied to the classic trigonometric system, it is therefore logical to try to find the optimal bells, as measured by maximal sparsity. Unfortunately, the pythagorean condition which bells must satisfy for the Coifman-Meyer system to be a complete orthonormal basis (COB), are too stringent to allow for maximal sparsity. Also the effect of finite local curvature on the cylinder contour has, to this author's knowledge, never been studied; neither has any practical implementation been proposed.
In this paper we first tackle the problem of bell optimization by exploiting Chebyshev's inequality. This results in a family of elliptic bells parametrized by a real parameter and depending on the Jacobian amplitude elliptic function. The effect of finite curvature being, as a first approximation, a deformation of the pythagorean bell into a non-pythagorean bell, we then extend the formulation to include general non-pythagorean bells. We propose a class of non-pythagorean Kaiser-Bessel bells, well-known from signal and image processing theory [6] - [7] for their nice radiation properties in the Fourier domain.
Finally implementations of the method to scattering by elliptic and cardioid-like cylinders are presented to illustrate the technique. Based on various specific indicators measuring sparsity, fastness and accuracy, we find that a pertinent non-pythagorean Kaiser-Bessel bell performs generally better than the pythagorean elliptic bells.
PROBLEM FORMULATION
We consider the problem of the TM scattering by a perfectly conducting cylinder with boundary contour c. Assuming a e −iωt time dependence, the integral equation for the surface current is
This can be cast in the usual mathematical format
By means of a Galerkin procedure with a first set of real basisfunctions {φ k (s)} we obtain the MoM formulation
where the scalar product a|b = c a(s)b * (s)ds and
Equation (2) can be written in shorthand notation as
The matrix Z is known as the interaction matrix. With a second set of real basisfunctions {φ k (s)} we obtain in the same vein
Since the second set of basisfunctions must be linearly expressible in terms of the first set, we
It is easy to show thatd
When the first set of basisfunctions forms an orthogonal set, then the matrix entries T k,l are given by
Frequently the first set of basisfunctions is taken to be the so-called pulse basis, leading to an interaction matrix Z with a non-sparse structure. This is due to the fact that a pulse function on the boundary radiates in a quasi omnidirectional fashion, leading to explicit interactions with all other pulse functions. When Z is non-sparse, we cannot in general easily find a fast iterative algorithm for the solution of Zc = d, since the simple matrix vector multiplication Zx is already
an O(N 2 ) process, where N is the dimension of the interaction matrix. On the other hand, when the second set of basisfunctions has good radiating properties, resulting in a sparse and well-conditioned interaction matrixZ, the solution ofZc =d can be performed economically by means of some iterative algorithm. This is the rationale for looking at basisfunctions with well-behaved directional radiation properties.
BELLS
We develop the surface current in local bell-modulated cosine functions [2] - [3] 
where s n , the center points, form an arithmetic series, i.e. s n+1 = s n + β, and b(t) is a symmetric bell over [−1, 1] , that is to say
and zero elsewhere. We will call the Coifman-Meyer condition (15), which guarantees that u n,m (s) forms a complete orthonormal basis in L 2 [−∞, ∞], the pythagorean condition, due to its resemblance with the condition cos 2 ( (15) is not satisfied, we will call b(t) a non-pythagorean bell. The r.h.s of (1) can be written as a sum of integrals of the form
In the vicinity of s n , the integration point r(s) can be decomposed in its tangential and normal components as
where is the radius of curvature. For large values of this can be approximated by
Similarly the observation point r(s ) can be written as
where D is the distance between integration point and observation point and ϑ is the angle with the normal. For D and large, and with the change of variables s = s n + βt, we have asymptotically
where Ω = β/2 and C is
The value of Ω can be approximated by half the mean tangential angle of increase α along the
BEST BELLS
In this section we try to find best bells, adapted to the geometry of the cylinder. A large local curvature plays a negative role, since neighboring beams then tend to intersect. We therefore split the bell optimization subject into an infinite radius of curvature part and a finite radius of curvature part. Another cumulative negative effect is the fact that bells tend to lose their pythagorean property in the presence of large local curvatures. Hence we could as well have considered non-pythagorean, but still sufficiently well-conditioned bells, from the start .
BELL OPTIMIZATION
We first treat the infinite radius of curvature case and afterwards the finite radius of curvature case.
INFINITE RADIUS OF CURVATURE
When Ω = 0, the far field in the direction ϑ can be written as
Defining u = k 0 β sin ϑ and
we find that (23) can be decomposed in two beams of the form B(u ± (m +   1 2 )π). Since b(t) is a symmetric bell it is seen that |B(u)| attains its global maximum for u = 0. It is desirable to keep the contribution of the main lobe around u = 0 as large as possible and the contributions of the sidelobes away from u = 0 as small as possible. From Parseval's identity we obtain
For some γ > 0, the maximization of the main lobe energy
is therefore equivalent with the minimization of the sidelobe energy. Now
and the maximum of E(γ) is attained [8] when b(t) = S 00 (γ, t), the appropriate prolate spheroidal wave function [9] . Unfortunately, S 00 (γ, t) is not a bell since to begin with S 00 (γ, 1) = 0. The constraint that b(t) has to be a bell, especially the constraint
makes the maximization of E(γ) extremely difficult.
We therefore adopt another approach, based on Chebyshev's inequality as explained in the Appendix. The result is a family of elliptic bells parametrized by a real parameter q ≥ 0 and given
where
Here ς = F (π/8, −q), am(·, ·) is the Jacobian amplitude elliptic function and F (·, ·) is the elliptic integral of the first kind. Note that for q = 0 we have ψ 0 (t) = 2t and b 0 (t) = cos(πt/2). For this simple elliptic bell the radiation pattern |B(u)| is given by
In Fig. 1 the bells for q = 0, q = 2 7 and q = 2 14 are shown and in Fig. 2 we present their respective radiation patterns |B(u)|. It is seen that, while the bells themselves vary significantly, the radiation patterns remain essentially the same. In fact the simple bell for q = 0 even seems to have the best radiation pattern.
FINITE RADIUS OF CURVATURE
For Ω sufficiently small the exponential factor exp(−ik 0 βΩt 2 cos ϑ) may be approximated by the constant factor of its Fourier series i.e.
where J 0 (·) is the Bessel function of order zero. The far field pattern
can therefore be approximated bỹ
Hence if we take
whereb(t) is one of the bells for Ω = 0, the results of the previous subsection remain valid. Of course, the function b(t) defined in this way is not exactly a pythagorean bell, but is close to being a pythagorean bell, provided k 0 βΩ j 0 = 2.40482, the first zero of J 0 (z). We therefore replace the function J 0 (t) in (35) with its truncated version at t = 1 < j 0 :
Note that the threshold choice |t| = 1 is somewhat arbitrary, but any large enough value will be fine, as long as it is closer to zero than to j 0 .
NON-PYTHAGOREAN BELLS
From the previous subsection we found that bells tend to lose their pythagorean property when the radius of curvature is finite. Hence we could have considered non-pythagorean bells from the start. As has been said before the maximum of E(γ) in (27) is attained when b(t) = S 00 (γ, t), the appropriate prolate spheroidal wave function [9] . Because of the difficulty of computing the prolate spheroidal wave function, the Kaiser-Bessel approximation is widely used in the signal and image processing community [5] - [7] as a very performing data window. Hence we define the parametrized Kaiser-Bessel bell class as
The Fourier transform of the Kaiser-Bessel bell is [6] :
For non-pythagorean symmetric bells we can define a bell condition number [1] measuring the discrepancy of the non-pythagorean bell as
It is seen that κ(b) ≥ 1 with κ(b) = 1 when we the pythagorean condition is satisfied. In in the range 0 ≤ p ≤ 8.
NUMERICAL IMPLEMENTATION AND EXAMPLES
In this section we will not consider any specific excitation E i z (s ) such as plane wave, line source etc. Instead we will define sparsity, fastness and accuracy indicators of the procedures in a more general setting, as will be made clear in the sequel. Equation (1) can be written as
where Z 0 is the free-space characteristic impedance µ 0 / 0 . A Galerkin procedure with orthogonal pulse basis
leads to the interaction matrix correctly describe the geometric details. Therefore we take as approximate formula
leading to the following expression for N :
In our simulations we take M = 16 and N 0 = 128.
From our second set of local bell-modulated cosine functionsφ k (s) (discarding an irrelevant 1/ √ ∆ factor) we easily obtain the T transformation matrix φ k |φ l by approximate pulse integration.
The result is 
and the function B (t, v) is
The factor 1 2 in formula (45) for |t| = 1 arises as a consequence of the fact that for a function f (t) which jumps to zero for t = 0+, the pulse integral 
Here κ 2 (·) stands for the sherical condition number of a matrix. This follows from a result (see e.g. [10] p. 531 ) which states that
for the iteratesc L of the CGS process. Clearly L × #Z is a good indicator for the operation count of the CGS process. If we want the r.h.s of equation (51) to be smaller than a given amount δ 0 ,
for some δ 1 , which means that L × #Z is proportional to K(Z) as defined above.
Note that K(Z) = 0 for a unitary matrix and K(Z) = ∞ for a singular matrix. For a large full
, the order of the operation count of a LU-decomposition. Hence the expression
where P = 100 #Z/N 2 is the percentage of non-zero entries inZ, should be small enough, say less than ten, for the CGS method to converge sufficiently fast. Last but not least, we also need an indicator to describe how the truncation process affects the accuracy of the result. We can write the following upper bound for the relative error c −c 2 / c 2 :
Hence the accuracy is high, or alternatively the relative error is small when
is small.
EXAMPLES
We consider cylinder contours c admitting a description in polar coordinates
After obtaining the inverse transform θ(s) by linear interpolation, it is seen that we can readily implement the method. Here we consider cylinder contours which are either ellipses or limaçons of Pascal with defining equation
It is well-known that for h = −1 we have an ellipse with eccentricity |g| and for h = 1 a limaçon of Pascal (dimpled cardioid).
• As a first example we take an eccentric ellipse with ρ(θ) = 0.5/(1 + 0.9 cos θ). At f = 1 MHz, the transformation matrix T has a condition number κ 2 = 1.0000 when the simple cosine bell is 
This implies that ψ(t) can be expressed as
where ς = F (π/8, −q) and am(·, ·) is the Jacobian amplitude elliptic function [11] , F (·, ·) is the elliptic integral of the first kind and q ≥ 0 is a real parameter. The constant K 1 as a function of q is given by Sparsity pattern of T
