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Abstract. One of the major achievements of the recently emerged quantum
information theory is the introduction and thorough investigation of the notion of
quantum channel which is a basic building block of any data-transmitting or data-
processing system. This development resulted in an elaborated structural theory
and was accompanied by the discovery of a whole spectrum of entropic quantities,
notably the channel capacities, characterizing information-processing performance of
the channels.
This paper gives a survey of the main properties of quantum channels and of their
entropic characterization, with a variety of examples for finite dimensional quantum
systems. We also touch upon the “continuous-variables” case, which provides an
arena for quantum Gaussian systems. Most of the practical realizations of quantum
information processing were implemented in such systems, in particular based on
principles of quantum optics. Several important entropic quantities are introduced
and used to describe the basic channel capacity formulas. The remarkable role of the
specific quantum correlations – entanglement – as a novel communication resource, is
stressed.
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1. Introduction
The concept of communication channel and its capacity is central in information
theory [37] where probabilistic models of noise were used with great success. The
importance of considering quantum channels is due to the fact that any physical
communication line is after all a quantum one, and it can be treated classically only
in so far as the quantum noise associated with the fundamental quantum-mechanical
uncertainty [42] is negligible as compared to the classical fluctuations. This is not
the case in many modern applications such as optical communication [33] or quantum
system engineering [135], calling for a genuinely quantum approach.
Mathematically, the notion of quantum channel is related to that of dynamical
map, which emerged in 1960-70s and goes back to the “operations” of Haag-Kastler [70]
and Ludwig [128]. The essential property of dynamical maps is positivity ensuring that
states are transformed into states in the Schro¨dinger picture. These transformations are
a quantum analog of the Markov maps (stochastic matrices) in probability theory and
a natural further development was to consider semigroups of such processes as a model
of quantum Markovian dynamics (see Kossakowski [116], Davies [41]).
However, an approach based on positivity remained not extremely productive until
it was observed independently by several researchers (e. g. Kraus [117], Lindblad
[122], Gorini et al. [66], Evans and Lewis [50] in statistical mechanics, and by Holevo
[82] in the context of quantum communication theory) that the reduced dynamics of
open quantum systems has a stronger property of complete positivity, introduced earlier
in the purely mathematical context by Stinespring [174] and studied in detail in the
finite dimensional case by Choi [36]. Moreover when interpreted in the physical terms,
the basic Stinespring’s dilation theorem implies that complete positivity is not only
necessary, but also sufficient for a dynamical map to be extendable to the unitary
dynamics of an open quantum system interacting with an environment. In this way
the notion of dynamical map in statistical mechanics (and that of quantum channel
in information theory) was finally identified with that of completely positive, properly
normalized map acting on the relevant operator space (generated either by states or
by observables) of the underlying quantum system. A comprehensive study of the
dynamical aspects of open quantum systems was presented by Spohn [158], and a
number of important entropic quantities introduced already at this early stage were
surveyed by Wehrl [184].
Quantum information theory brought a new turn to the whole subject by giving a
deeper operational insight to the notion of channels and to their entropic characteristics.
Fundamental results of the classical information theory are the coding theorems which
establish the possibility of transmitting and processing data reliably (i.e. asymptotically
error-free) at rates not exceeding certain threshold values (capacities) that characterize
the system under consideration. Coding theorems provide explicit formulas for such
thresholds in terms of entropic functionals of the channel. From a different perspective,
quantum information theory gives a peculiar view onto irreversible evolutions of
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quantum systems, providing the quantitative answer to the question – to what extent
effects of irreversibility and noise in the channel can be reversed by using intelligent pre-
processing of the incoming and post-processing of the outgoing states. The issue of the
information capacity of quantum communication channels arose soon after publication
of the pioneering Shannon’s paper [160] and goes back to works of Gabor [53] and
Gordon [65], asking for fundamental physical limits on the rate and on the quality of
the information transmission. This laid a physical foundation and raised the question
of consistent quantum-theoretical treatment of the problem.
Important steps in this direction were made in the 1970-s when quantum detection
and estimation theory was developed, making a quantum probabilistic frame for these
problems, see the books of Helstrom [80] and Holevo [87]. At that time the concepts
of quantum communication channel and of its capacity for transmitting classical
information were established, along with a fundamental upper bound for that quantity.
From this point the subject of the present survey begins. In 1990-s a new interest on
noisy quantum channels arose in connection with the emerging quantum information
science, with a more detailed and deeper insight – e.g. see the books [135, 76] or the
review papers [16, 3, 172, 107] and the references therein (further references to original
works will be also given in the present reivew). The more recent developments are
characterized by an emphasis on the new possibilities (rather than on the restrictions)
implied by specifically quantum features of the information processing agent, notably –
the entanglement as a novel communication resource. Along these lines the achievability
of the information bound and a number of further quantum coding theorems were
discovered making what can be described as quantum Shannon theory. It was realized
that a quantum communication channel is characterized by a whole spectrum of
capacities depending on the nature of the information resources and specific protocols
used for the transmission. On the other hand, the question of information capacity
turned out important for the theory of quantum computing, particularly in connection
with quantum error-correcting codes, communication and algorithmic complexities, and
quantum cryptography where the channel environment not only introduces the noise
but also models an eavesdropper interfering with private communication.
The aim of the present paper is to provide a survey of the principal features of
quantum communication channels. We will discuss mathematical representations for
quantum channels and focus on the question – how their efficiency in transferring signals
can be characterized in terms of various entropic quantities. The material is organized
as follows. Sec. 2 is devoted to the structural theory of quantum channels. It also gives a
survey of the main particular classes of channels in the case of finite level quantum system
with a variety of examples. In Sec. 3 we pass to the “continuous-variables” case, which
provides an arena for quantum Gaussian systems. Many experimental demonstrations
of quantum information processing were realized in such systems, in particular basing
on principles of quantum optics. Several important entropic quantities are introduced
in Sec. 4 and used to describe the basic capacity formulas. Most of content in this
Section is devoted to the finite level systems and can be addressed straight after reading
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Sec. 2. In the course of our survey several important open questions are formulated and
discussed. Summary and outlook are given in Sec. 5.
2. Channels and open systems
2.1. Classical and quantum information carriers
In any information-processing scheme, data are encoded into the states of some physical
systems (e.g. the etched surface of a DVD or the EM microwaves emitted by a cellphone)
which play the role of information carriers or fundamental data-processing elements. In
its simplest version, the classical theory of information assigns to each of them a finite
phase space X (called also alphabet) whose elements represent the possible configurations
the carrier can assume (e.g. on/off, dot/dash/space in Morse code, etc.). More precisely
the completely determined states (pure states) of a carrier are identified with the points
x ∈ X , while the mixed states which represent statistical ensemble of pure states,
are described by probability distributions {px} on X . The Shannon entropy of such
distribution [37]
H(X) = H({px}) ≡ −
∑
x
px log2 px , (1)
provides a measure of the “uncertainty” or of the “lack of information” in the
corresponding ensemble (also, as it will be clarified in Sec. 4.1, H(X) describes
the potential information content of a random source producing symbols x with
probabilities px). Choosing the binary logarithm in Eq. (1) means that we are measuring
information in binary digits – bits – which is convenient because of the basic role
of two-state processing systems. The minimal value of the entropy, equal to 0, is
attained on pure states (here and in the remaining of the paper we adopt the usual
convention 0 log2 0 = 0), while the maximal, equal to log2 |X |, is obtained on the uniform
distribution px ≡ |X |−1, where |X | denotes the size of the alphabet X .
Such a simple phase space description does not hold when the information carrier
used to encode the data is a quantum system (e.g. a two-level ion confined in space by
using strong electromagnetic fields [134] or a single polarized photon propagating along
an optical fiber [63]). Instead the latter can be represented in terms of a Hilbert space
H [42, 181], which again for simplicity we take finite dimensional. In this context, the
pure quantum states are described by projections |ψ〉〈ψ| onto unit vectors |ψ〉 of H (as
in the classical case they define the completely determined configurations of the carrier,
which in the quantum case correspond to specific state preparation procedures). Mixed
states are represented by statistical ensembles of pure states |ψα〉〈ψα| with probabilities
pα. Each mixed state is formally described by the corresponding density operator
ρ ≡∑α pα|ψα〉〈ψα| which contains, in a highly condensed form, the information about
the procedure for producing such state (specifically it describes a preparation procedure
of the carrier characterized by a stochastically fluctuating parameter α), and which has
the following properties [181]:
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i) ρ is a linear Hermitian positive operator in H;
ii) ρ has unit trace, i.e. Trρ = 1.
Analogously to their classical counterparts, quantum mixed states form a convex
set S(H) whose extremal points are represented by pure states. Unlike classical mixed
states however, they can be written as mixture of pure states in many different ways, i.e.
one and the same density matrix ρ represents different stochastic preparation procedures
of the carrier. A distinguished ensemble is given by the spectral decomposition
ρ =
∑
j λj |ej〉〈ej |, where λj are the eigenvalues and |ej〉 – orthonormal eigenvectors of
the operator ρ. The eigenvalues λj of a density operator form a probability distribution
and the Shannon entropy of this distribution is equal to the von Neumann entropy of
the density operator [181],
S(ρ) ≡ −Trρ log2 ρ = −
∑
j
λj log2 λj = H({λj}) , (2)
which provides a measure of uncertainty and, as it is explained later, of the information
content of the quantum state ρ. Again, the minimal value of the entropy, equal to 0, is
attained on pure states while the maximal, equal to log2 d, – on the chaotic state ρ = I/d
(with I denoting the unit operator in H and d = dimH being the dimensionality of the
space).
There is a way to formally embed a finite classical system associated with a classical
information carrier into a quantum system by introducing the Hilbert space with the or-
thonormal basis {|x〉} indexed by phase space points x ∈ X . Then to the classical states
{px} of the classical carrier correspond the diagonal density operators ρ =
∑
x px|x〉〈x|
which commute with each other. Truly quantum systems, however, admit also config-
urations which are described by density operators that are not simultaneously diago-
nalizable (i.e. noncommuting). Indeed the full information content of a quantum state
cannot be reduced to a classical message and therefore deserves special name quantum
information. This is related to the fact that a quantum state contains implicitly the
statistics of all possible quantum measurements, including mutually exclusive (com-
plementary) ones: a distinctive feature which ultimately leads to the impossibility of
cloning of quantum information (see Sec. 2.3 for detail).
Example: Take a binary alphabet X = {0, 1} with associated quantum or-
thogonal basis {|0〉, |1〉}. The density operator |+〉〈+| corresponding to the vector
|+〉 = (|0〉 + |1〉)/√2, is a proper quantum state of the system which in general does
not commute with the density matrices p0|0〉〈0|+ p1|1〉〈1| used to embed the statistical
distributions {p0, p1} on X .
In information theory, both classical and quantum, messages are typically
transmitted by using block coding strategies that exploit long sequences of carriers.
Therefore one systematically has to do with composite systems corresponding to
repeated or parallel uses of communication channels. Entanglement reflects unusual
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properties of composite quantum systems which are described by tensor rather than
Cartesian (as in the classical case) product of the component systems. According to
the superposition principle [42], the Hilbert space HAB ≡ HA ⊗ HB of the composite
system AB, along with product vectors |ψA ⊗ ψB〉 ≡ |ψA〉 ⊗ |ψB〉 with |ψA〉 ∈ HA and
|ψB〉 ∈ HB, contains all possible linear combinations
∑
α |ψαA ⊗ ψαB〉. The pure states
given by product vectors are called separable while their superpositions are entangled.
A mixed state of AB is called separable if it can be expressed as a mixture of product
states, and entangled if it can not [185, 135].
Entanglement is an intrinsically “nonclassical” sort of correlation between
subsystems which typically emerges due to quantum interactions. If a classical composite
system AB is in a pure (i.e. completely determined) state then apparently the
subsystems A,B are also in their uniquely defined pure partial states. Strikingly, this is
not so for the entangled states of a quantum composite system AB. Consider a generic
pure state |ψAB〉 of such a system. By Schmidt decomposition it can be expressed as
|ψAB〉 =
∑
j
√
λj |ejA ⊗ ejB〉 , (3)
where {λj} is a probability distribution which is uniquely determined by |ψAB〉, while
{|ejA,B〉} are some orthonormal bases inHA,B [135]. Then the local state of the subsystem
A is given by the reduced density operator
ρA = TrB|ψAB〉〈ψAB| =
∑
j
λj|ejA〉〈ejA| , (4)
obtained by taking the partial trace TrB[· · ·] of the original joint state (3) over the
degrees of freedom of B (similarly for the partial state of B). Thus, unless the Schmidt
form (3) factorizes (i.e. the numbers λj are all but one equal to zero), the density
matrices of A and B represent mixed states. In particular they have the same nonzero
eigenvalues λj and hence equal entropies,
S(ρA) = S(ρB) = −
∑
j
λj log2 λj , (5)
which are strictly positive if the state |ψAB〉 is a genuine superposition of product
vectors, i.e. entangled. In fact, the entropy (5) measures how much entangled is the
state (3); it is zero if and only if |ψAB〉 is separable, and takes its maximal value log2 d
for the maximally entangled states which have the Schmidt representation (3) with the
uniform coefficients λj = 1/
√
d (measures of entanglement can also be defined for mixed
states of AB – we refer the reader to [104, 28, 69] for detailed reviews on that subject).
This passage from the pure joint state of a composite system to the mixed partial
state of one of its components can be inverted. Indeed, for any density matrix ρA of a
system A there is a pure state of a composite system AB, where B is large enough to
contain a copy A, given by the vector (3) such that ρA is its partial state. This pure
state is called purification of ρA. Nothing like this exists in the classical system theory.
For the sake of completeness it is finally worth to mention that entanglement is not
the sole way in which quantum mechanical states exhibit nonclassical features. Another
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aspect which is currently attracting a growing interest is the possibility of exploiting
the nonorthogonality of states, like |0〉 and |+〉 introduced before, to build correlated
joint configurations which, even though being separable, cannot be accounted for by a
purely classical theory. A measure for such nonclassical, yet unentangled, correlations
is provided by the so called quantum discord, see [139, 81] for detail.
2.2. Classical and quantum channels
A communication channel is any physical transmission medium (e.g. a wire) that
allows two parties (say, the sender and the receiver) to exchange messages. In classical
information theory [37], a channel is abstractly modeled by specifying an input alphabet
X and an output alphabet Y (with Y not necessarily the same as X ). The elements x
of X represent the input signals (or letters) the sender wishes to transfer. Alternatively
one can think of x’s as the pure (classical) states at the input of the information carrier
that propagate through the physical medium that describes the communication line.
Similarly the elements y of Y represent the output counterparts of the input signals
which arrive to the receiver after the propagation through the medium. The physical
properties of the communication process, including the noise that may affect it, are then
summarized by a conditional probability p(y|x) of receiving an output letter y ∈ Y when
an input signal x ∈ X is sent. Hence, if an input probability distribution P = {px} is
given, reflecting the frequencies of different input signals, then the input and the output
become random variables X, Y with the joint probability distribution px,y = p(y|x)px.
Accordingly, the input probability distribution P = {px} is transformed by the channel
to the output probability distribution P ′ = {p′y}, where p′y =
∑
x p(y|x)px. A noiseless
channel is such that X = Y and the probabilities p(y|x) are either 0 or 1 (i.e. it amounts
to a permutation of the alphabet X ). A particular case is the ideal (identity) channel
Id, for which p(y|x) = δx,y (Kronecker’s delta).
Looking for a generalization to the quantum domain we should first consider those
scenarios in which classical data (i.e. data which could have been stored into the state
of a classical carrier represented by the alphabet X ) are transmitted through a physical
communication line which employs quantum carriers to convey information (e.g. an
optical fiber operating at very low intensity of the light [33, 63]). In these configurations
the signaling process requires an initial encoding stage in which the elements of X are
“written” into the quantum states of the carrier, and a final decoding stage in which
the received quantum states of the carrier are mapped back into classical data by some
measurement, as schematically shown on the diagram of Fig. 1. The encoding stage of
such scheme is characterized by assigning a classical-quantum (c-q) mapping x → ρx
that defines which density matrix ρx of the quantum carrier represents the symbol x ∈ X
of the input classical message. Physically, x can thus be interpreted as a parameter of
a state preparation procedure (the correspondence x → ρx containing, in a condensed
form, the description of the physical process generating the state ρx). Notice that in
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Figure 1. Transferring classical data x ∈ X via a quantum information carrier. The
first stage of the process requires the encoding of x into a quantum state ρx of the
carrier (c-q mapping); then the carrier propagates along the communication line and
its state gets transformed into the density matrix ρ′x (q-q mapping); finally there is
the decoding stage where the receiver of the message tries to recover x by performing
some measurement on ρ′x and obtaining the classical outcome y (q-c mapping).
order to preserve the statistical structure of the process, a mixed input state of X defined
by the probability distribution P = {px} is mapped by the c-q channel into the density
operator ρ =
∑
x pxρx.
On the other hand, the decoding stage of Fig. 1 is characterized by a quantum-
classical (q-c) mapping that establishes the probabilities of the output letters y ∈
Y corresponding to the quantum state of the carrier emerging from the quantum
communication line. Such a mapping is implemented by a quantum measurement and
it is characterized by assigning the probability distribution py(ρ) that, given a generic
state ρ of the carrier, defines the statistics of the possible measurement outcomes. It
can be shown [87] that the linear dependence of py(ρ) resulting from the preservation of
mixtures, along with general properties of probabilities, implies the following functional
structure
py(ρ) = Tr ρMy , (6)
where {My} is a collection of Hermitian operators in H with the properties:
My ≥ 0,
∑
yMy = I. Any such collection is called probability operator-valued
measure (POVM), or, in the modern quantum phenomenology, just observable (with
values y) [88]. Later we shall explain how the operators My arise from the dynamical
description of a measurement process. An observable is called sharp ifMy are mutually
orthogonal projection operators, i.e. M2y = My,MyMy′ = 0 if y 6= y′. In this case (6)
amounts to the well-known “Born-von Neumann statistical postulate” [42, 181].
The c-q and q-c transformations described above are special cases of quantum
channels with classical input, resp. output, which will be considered in more detail in
Sec. 2.8. The central link in the scheme of Fig. 1 is what really defines the quantum
character of the process. It describes the transformation that the state of the quantum
carrier experiences when propagating through the communication line and it is fully
characterized by assigning a quantum-quantum (q-q) mapping
Φ : ρ −→ ρ′ = Φ[ρ] , (7)
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which takes input density operators ρ into output density operators ρ′ according to
the specific physical properties of the model under consideration, while respecting the
statistical mixtures, i.e.
Φ
[∑
α
pα ρα
]
=
∑
α
pα Φ[ρα] , (8)
for all probability distributions {pα} and for arbitrary density operators {ρα}. An ex-
act characterization of such transformations is clearly mandatory as they constitute the
proper quantum counterparts of the stochastic mapping P → P ′ of the classical com-
munication theory.
Example: The basic example of a quantum system is the qubit – a two-level
quantum system (say, the spin of an electron) characterized by Hilbert H space of
dimensionality 2. Via the specification of a canonical basis in H, its linear operators are
represented as linear combinations of the Pauli matrices
I ≡ σ0 =
[
1 0
0 1
]
, σx =
[
0 1
1 0
]
, σy =
[
0 −i
i 0
]
, σz =
[
1 0
0 −1
]
. (9)
This allows us to express the density operators ρ ∈ S(H) of the system as points
~a = (ax, ay, az) in the unit ball in the three-dimensional real vector space R
3 (the Bloch
ball) by identifying the coordinates ax, ay, az with the Stokes parameters of the expansion
(in which the condition Trρ = 1 is taken into account)
ρ =
1
2
(I + axσx + ayσy + azσz) =
1
2
[
1 + az ax − iay
ax + iay 1− az
]
. (10)
Equation (8) then implies that a qubit channel is a linear map in R3 transforming the
Bloch ball into certain ellipsoid inside the ball. Up to rotations at the input and the
output, such a transformation has the following canonical form in the basis of Pauli
matrices:
aγ −→ a′γ = bγ + aγtγ , γ = x, y, z , (11)
with bγ , tγ real numbers (satisfying some further constraints to be discussed later). The
equation of the output ellipsoid is
∑
γ=x,y,z
(
a′γ−bγ
tγ
)2
= 1. Hence bγ give the coordinates
of the center of the output ellipsoid, while |tγ| its half-axes.
2.3. Dynamics of isolated and open quantum systems
The simplest case of the q-q mappings (7) is represented by the noiseless quantum
channels which describe reversible transformations of the set of an isolated quantum
states S(H) onto itself. The famous Wigner’s theorem implies [41] that any such
mapping is implemented by either unitary or anti-unitary conjugation, which amounts to
Φ[ρ] = U ρ U † , or Φ[ρ] = U ρ⊤ U † , (12)
where U is a unitary operator on the system Hilbert space H, (·)† denotes the Hermi-
tian adjoint, while (·)⊤ is the matrix transposition in a fixed basis. For a qubit, the
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mappings in Eq. (12) define, respectively, rotations of the Bloch ball (orthogonal maps
with determinant +1), and reflection with respect to xz-plane (i.e. matrix transposition
in the canonical basis) followed by rotations (orthogonal maps with determinant −1).
It turns out however, that only the unitary conjugations (the first case in (12)) can be
associated with proper dynamical processes, the anti-unitary being excluded since they
cannot be continuously connected with the identity mapping (the transposition ρ→ ρ⊤
is indeed typically identified with time reversal).
As it was already mentioned in Sec. 2.1, a basic feature of quantum information as
distinct from classical is the impossibility of cloning [193]. Clearly, any classical data
can be copied exactly in an arbitrary quantity. But a “quantum xerox”, i.e. a physical
device which would accomplish a similar task for arbitrary quantum states contradicts
the principles of Quantum Mechanics. Indeed, the cloning transformation
|ψ〉 ∈ H −→ |ψ〉 ⊗ . . .⊗ |ψ〉︸ ︷︷ ︸
n
∈ H⊗n ≡ H ⊗ · · · ⊗ H , (13)
is nonlinear and cannot be implemented by a unitary operator (even if operating jointly
on some external ancillary system that is traced away at the end of the process). Of
course, this can be done for each given state |ψ〉 (and even for each fixed set of orthogo-
nal states) by a corresponding specialized device, but there is no universal cloner for all
quantum states. It should be noted also that approximate cloning of arbitrary quantum
states is allowed, as long as the resulting transformation realizes Eq. (13) to a certain
known degree of accuracy, see e.g. Ref. [151]. The quantum xerox is not the only type of
a machine which is forbidden by the laws of Quantum Mechanics. For a comprehensive
list of such “impossible devices” we refer the reader to Ref. [186].
The evolution of an open system, subject to exterior influences, whether it be the
process of establishing equilibrium with an environment or interaction with a measuring
apparatus, reveals features of irreversibility. These transformations constitute the
class of noisy quantum channels (7) which cause distortion to the transmitted states
of a quantum carrier in its propagation through the communication line. A formal
characterization of such processes can be obtained by introducing a Hilbert space HE to
describe the environmental degrees of freedom E which tamper with the communication,
and assigning to it an initial state ρE. Since the carrier and the environment together
form an isolated system, their joint (reversible) evolution can be described by a unitary
operator U which, acting nontrivially on the composite Hilbert space H ⊗HE , defines
their interaction – see Fig. 2. Consequently the irreversible q-q mappings (7) can be
obtained by averaging off E from the resulting output configurations, i.e.
ρ −→ Φ[ρ] = TrE
[
U (ρ⊗ ρE)U †
]
. (14)
This expression provides what is generally called a unitary representation for the
quantum channel Φ and generalizes the unitary evolutions of Eq. (12) to the case of
irreversible dynamics. Let us then assume that the initial environment state is pure, i.e.
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†
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Figure 2. Schematics of the unitary representation (14) for the quantum channel Φ.
ρE = |ψE〉〈ψE | – via purification of ρE this is always possible: the resulting expression
is often called the Stinespring representation of Φ [174, 117]. In this case Eq. (14) can
be written as
Φ[ρ] = TrEV ρV
† , (15)
with V being an isometric operator from H to H⊗HE defined by
V ≡ U |ψE〉 =
dE∑
k=1
Vk ⊗ |ekE〉 , (16)
where dE is the dimensionality of HE while
{|ekE〉}k=1,···,dE is one of its orthonormal
basis (recall that a linear operator from one space to another is isometric if it preserves
the norms and hence inner products of vectors. In particular it satisfies the relation
V †V = I with I being the identity operator of the input space).
In this expression Vk = 〈ekE |U |ψE〉 are operators acting on H which are uniquely
determined by the relation
〈ϕ|Vk|ψ〉 = 〈ϕ⊗ ekE|U |ψ ⊗ ψE〉 , |ϕ〉, |ψ〉 ∈ H. (17)
They are called Kraus operators and satisfy the completeness relation
dE∑
k=1
V †k Vk = I . (18)
Taking the partial trace in (15) in the basis
{|ekE〉}k=1,···,dE we finally arrive at the so
called operator-sum (or Kraus) decomposition [117] for the evolution (14)
Φ[ρ] =
dE∑
k=1
VkρV
†
k . (19)
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It is important to notice that given a quantum channel Φ expressed as in Eq. (19)
with some set of operators {Vk}, it is always possible to extend it (in a highly non-unique
way) to the open system dynamics (14) with some effective environment E initialized in
a state ρE , and a unitary transformation U that couples it to the system (or equivalently
in terms of an isometric transformation V that maps H into H ⊗HE as in Eq. (15)).
Furthermore, even the Kraus decomposition for a given channel Φ is not unique. Indeed
given a Kraus set {Vk} for Φ, a new Kraus set {Wj}, which represents the same quantum
channel, can be obtained by forming the following linear combinations
Wj =
dE∑
k=1
ujkVk , (20)
where [ujk] is any complex matrix which satisfies the isometry constraint∑
j u¯k′jujk = δkk′. Let us stress that here, as anywhere in quantum information sci-
ence, “environment” means those degrees of freedom of the actual physical environment
of the open quantum system which are essentially involved in the interaction and in the
resulting information exchange with the system (cf. the notion of “faked continuum”
in [173]). Therefore the question of such a minimal environment for a given channel
arises quite naturally (clearly the Kraus decomposition with the minimal number of
non-zero components dE is unique only up to transformations of the form (20) with ujk
being now unitary matrices; on the contrary, the size dE of the minimal environment is
an important invariant of the channel Φ reflecting its “noisyness” and irreversibility). In
the minimal decomposition the Kraus operators are linearly independent, so that their
number cannot exceed the dimensionality d2 of the space of linear operators acting on
the system – for instance, the reversible channels of Eq. (12) have a minimal decompo-
sition with a single Kraus element (the unitary U which defines them).
Example 1: The depolarizing channel (with probability of error p) is given by the
formula (in which ρ is an arbitrary operator, not necessarily of unit trace)
Φ[ρ] = (1− p)ρ+ pI
d
Tr ρ , (21)
where dimH = d. This relation describes mixture of the ideal channel Id : ρ → ρ and
of the completely depolarizing channel ρ → (I/d) Tr ρ which transforms any state ρ
into the chaotic state I/d. For the depolarizing channel a Kraus decomposition can be
obtained by writing the unit operator and the trace in a fixed basis {|ej〉}:
Φ[ρ] = (1− p)V0ρV †0 +
p
d
d∑
i,j=1
VijρV
†
ij , (22)
where V0 = I, Vij = |ei〉〈ej|. Such Kraus set is clearly not minimal since its elements are
linearly dependent (e.g. V0 =
∑d
i=1 Vii).
Example 2: As another example consider the qubit channel (11) with bγ ≡ 0,
that contracts the Bloch ball along the axes γ = x, y, z with the coefficients |tγ|
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(notice that qubit depolarizing channel corresponds to the uniform contraction with
tx = ty = tz = 1− p). By using the multiplication rules for Pauli matrices one sees that
in this case
Φ[ρ] =
∑
γ=0,x,y,z
pγ σγ ρ σγ , (23)
where
p0 = (1 + tx + ty + tz) /4 , px = (1 + tx − ty − tz) /4 , (24)
py = (1− tx + ty − tz) /4 , pz = (1− tx − ty + tz) /4 , (25)
and the nonnegativity of these numbers is the necessary and sufficient condition for the
complete positivity of the map Φ (see below). In this case (23) gives the minimal Kraus
decomposition for the channel (the size of the minimal environment being equal to the
number of strictly positive coefficients pγ).
Coming back to the decomposition (19) we see that it can be written as
Φ[ρ] =
dE∑
k=1
pk(ρ) ρk , (26)
where pk(ρ) = TrρMk is the probability distribution associated with a POVM of
elements Mk = V
†
k Vk, and ρk = VkρV
†
k /pk(ρ) are density operators. Noticing
that VkρV
†
k = 〈ekE|U (ρ⊗ |ψE〉〈ψE|)U †|ekE〉, the relation (26) can then be interpreted
as follows: after the system and the environment have evolved into the state
U (ρ⊗ |ψE〉〈ψE|)U † via the unitary coupling U , in the environment a von Neumann
measurement in the basis
{|ekE〉} is performed [181]; the outcome k appears with
probability pk(ρ) and the posterior state of the system conditioned upon the outcome k
is the density operator ρk. In other words the formula (26) gives the decomposition of
the system state Φ[ρ] after the (nonselective) measurement into ensemble of posterior
states corresponding to different measurement outcomes.
2.4. Heisenberg picture
So far we worked in the Schro¨dinger picture describing evolutions of states for fixed
observables. The passage to the Heisenberg picture where the observables of the system
evolve while the states are kept fixed, is obtained by introducing the dual channel Φ∗
according to the rule
TrΦ[ρ] X = Trρ Φ∗[X ] , (27)
which must hold for all density operators ρ ∈ S(H) and for all operators X in H. The
map Φ∗ is also completely positive admitting the operator-sum decomposition
Φ∗[X ] =
∑
k
V †kXVk , (28)
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where {Vk} is a Kraus set for Φ. The property of trace preservation for Φ is equivalent
to the fact that Φ∗ is unital, i.e. it leaves invariant the unit operator I: Φ∗[I] = I.
A channel Φ in the Schro¨dinger picture may also occasionally be unital, in which case
it is called bistochastic; it leaves invariant the chaotic state I/d. This happens always
when the channel is self-dual: Φ = Φ∗. An example of such a channel is provided by the
depolarizing map of Eq. (21).
2.5. Positivity, complete positivity and the Choi-Jamiolkowski representation
In accordance with the fact that the channel Φ must transform quantum states into
quantum states, Eq. (19) ensures preservation of positivity (indeed ρ ≥ 0 implies
VkρV
†
k ≥ 0), while Eq. (18) guarantees that the mapping Φ preserves the trace (i.e.
TrΦ[ρ] = Tr ρ). Thus, for arbitrary linear operators ρ in H, the transformation (19)
defines a positive, trace preserving, linear mapping.
Quite importantly, it satisfies an even stronger property called complete positivity
which means that any extension Φ⊗ IdR of the channel Φ by an ideal channel IdR of a
“parallel” reference system R is again positive. In other words, given a quantum channel
Φ operating on the system A which admits the Kraus decomposition, for any state ρAR
of the composite system HA ⊗HR the equation
(Φ⊗ IdR)[ρAR] = ρ′AR , (29)
defines again a proper density operator ρ′AR (indeed, (Φ ⊗ IdR)[ρAR] =
∑dE
k=1(Vk ⊗
IR)ρAR(Vk ⊗ IR)† ≥ 0 while the trace is obviously preserved). The complete positivity
together with the trace preservation (CPTP in brief) are necessary and sufficient for a
linear map Φ to have a Kraus decomposition (19) and thus, a unitary representation (14);
hence the CPTP conditions are characteristic for the evolution of an open system and
can be used to define a quantum channel.
When the initial state ρAR is nonseparable, the transformation described in Eq. (29)
is called “entanglement transmission”. At the physical level it represents those processes
by which the sender creates locally some entangled configuration of the systems A and R,
and then sends half of it (specifically the carrier A) to the receiver through a q-q channel.
The fact that the mapping Φ entering in Eq. (29) is completely positive guarantees that
the resulting configuration can still be represented as a density operator, and hence
that the overall transformation admits a quantum mechanical description. Notably not
all positive maps which take the set of states S(HA) of a given system A into itself
are completely positive. The canonical example is the transposition T [ρA] = ρ
⊤
A in a
fixed basis {|eAj 〉}, see the second relation in Eq. (12). Since ρ⊤A and ρA share the same
spectral properties, it is clear that T maps the states ofA into states (hence it is positive).
However applying the map T ⊗ IdR to a maximally entangled state 1√dA
∑
j |ejA⊗ ejR〉 of
the composite system AR one obtains the operator
1
dA
(T ⊗ IdR)
[
dA∑
i,j=1
|eiA ⊗ eiR〉〈ejA ⊗ ejR|
]
=
1
dA
dA∑
i,j=1
|ejA〉〈eiA| ⊗ |eiR〉〈ejR| ,
15
which is not a proper state of AR since it is not positive (its expectation value on
the vector |e1A ⊗ e2R〉 − |e2A ⊗ e1R〉 is negative). Such a weird behavior of T should not
be surprising: as anticipated at the beginning of the section, in physics transposition
is related to the time inversion. The operation T ⊗ IdR is thus something like doing
time inversion only in one part of the composite system AR. To avoid this unphysical
behavior, one should hence work under the explicit assumption that the q-q mappings
entering the Eq. (7) satisfy to the complete positivity condition.
In the case of CPTP mappings, the right hand side of Eq. (29) obtained by
substituting the maximally entangled state associated with the vector 1√
dA
∑
j |ejA⊗ ejR〉
for ρAR, provides the Choi-Jamiolkowski state of Φ:
ρ
(Φ)
AR =
1
dA
dA∑
i,j=1
Φ
[|eiA〉〈ejA|]⊗ |eiR〉〈ejR| , (30)
which uniquely determines the channel through the inversion formula
Φ[ρA] = dA TrR
[
ρ
(Φ)
AR(IA ⊗ ρ⊤R)
]
. (31)
Here ρ⊤R =
∑
j,k〈ekA|ρA|ejA〉|ejR〉〈ekR| is the state of R which is constructed via
transposition of the density matrix of ρA.
2.6. Compositions rules
Suppose that we have a family {Φα} of quantum channels where the values of the
parameter α appear with probabilities pα. Then the mapping defined as
Φ[ρ] =
∑
α
pα Φα[ρ] , (32)
is still CPTP and hence defines a channel (with a fluctuating parameter α). In
other words, the set of channels is convex, i.e. closed under convex combinations
(mixtures). The extremal (pure) channels are those CPTP transformations which admit
a Kraus decomposition (19) with Vk such that {VkV †k′}k,k′ form a collection of linearly
independent operators [36] (in particular, the unitary evolutions (12) are extremal).
The set of channels possesses also a semigroup structure under concatenation.
Indeed the transformation Φ2◦Φ1 obtained by applying Φ2 at the output of the quantum
channel Φ1, i.e.
(Φ2 ◦ Φ1)[ρ] = Φ2 [Φ1[ρ]] , (33)
is still CPTP and hence a channel. Notice that the product “◦” is in general neither
commutative (i.e. Φ2 ◦ Φ1 6= Φ1 ◦ Φ2), nor it admits inversion (the only quantum
channels which admit CPTP inverse are the reversible transformations defined by
the unitary mappings (12)). The possibility of concatenating quantum channels with
unitary transformations turn out to be useful in defining equivalence classes which,
in several cases, may help in simplifying the study of the noise effects acting on a
system. In particular two maps Φ1 and Φ2 are said to be unitary equivalent when
there exists unitary transformations V and U such that Φ2 = ΦU ◦ Φ1 ◦ ΦV (here
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ΦU [·] ≡ U [·]U † is the quantum channel associated with the unitary U , similarly for
ΦV ). For instance, exploiting this approach, classifications for the quantum channels
operating on a qubit [149] or on a single Bosonic mode [31, 91, 32] have been realized
(see also Sec. 3.5).
Finally, the complete positivity allows us to consider tensor products of channels
which are most important in information theory, where tensor products describe parallel
or block channels. Indeed, one can write the tensor product as concatenation of
completely positive maps
Φ1 ⊗ Φ2 = (Φ1 ⊗ Id2) ◦ (Id1 ⊗ Φ2) , (34)
which is again completely positive.
2.7. Complementary channels
For simplicity till now we considered channels with the same input and output spaces.
From the point of view of information theory, however, it is quite natural to have pos-
sibility for them to be different. This is done by considering transformations (19) with
operators Vk mapping the input space HA into the output space HB while still satis-
fying the completeness relation (18), or equivalently, by considering in (15) isometric
transformation V which connects HA to HB ⊗ HE . In such cases we shall often use
self-explanatory notation Φ = ΦA→B.
Example: The quantum erasure channel [68, 13] gives a natural example of a
channel with different input and output spaces. It represents a communication line
which transmits the input state ρ intact with probability 1 − p and “erases” it with
probability p by replacing it with an erasure signal |e〉 that is orthogonal to ρ. Formally
it can be defined as the CPTP map
ρ −→ (1− p) ρ⊕ p |e〉〈e| Trρ , (35)
which operates from the input space HA to the output space HB = HA⊕{|e〉} obtained
by “adding” an extra orthogonal vector |e〉 to HA.
A quite important case where the input and output systems differ arises in the
open system description (14) of a channel Φ that maps a system A into itself. Indeed
suppose that, instead of the evolution of A, we are interested in the state change of the
environment E as a function of the input state ρ of A. This is given by the following
mapping
ρ −→ TrAU(ρ⊗ ρE)U †, (36)
where in contrast to Eq. (14), the partial trace is taken with respect to H = HA instead
ofHE . The transformation (36) defines a quantum channel that connects states inHA to
states of the channel environment. There is a complementarity relationship between the
mappings (14) and (36) which reflects various aspects of information-disturbance trade-
off in the evolution of open quantum system. This relation becomes especially strict in
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the case of pure environmental state ρE when it amounts to the notion of complementary
channels (if ρE is a mixed state such complementarity is weakened and the two maps are
sometimes called weakly complementary [32]). More generally, complementary channels
can be defined also in a three quantum systems settings. Given the spaces HA,HB,HE
that represent the systems A, B, E, and an isometric operator V : HA → HB ⊗ HE
which connects them, we say that the mappings
Φ(ρ) = TrEV ρV
† , Φ˜(ρ) = TrBV ρV † , (37)
with ρ being a density operator in HA, define two channels which are complementary
[47, 90, 112] (notice that they reduce to Eqs. (14) and (36), respectively, in the case
B = A). Expressing the isometry as in Eq. (16) where again {|ekE〉}k is an orthonormal
basis of HE while the Vk’s are now operators from HA to HB, the above relations can
be rewritten as
Φ[ρ] =
dE∑
k=1
VkρV
†
k , Φ˜[ρ] =
dE∑
k,ℓ=1
|ekE〉〈eℓE| Tr
[
ρV †ℓ Vk
]
, (38)
the first one being a Kraus decomposition for Φ. It can be shown that the second
relation in Eq. (38) determines all complementary channels of Φ uniquely up to uni-
tary equivalence, moreover, by using a similar construction for Φ˜ one can check that
its complementary is ˜˜Φ = Φ. Similar relation does not hold for the case of weakly
complementary channels which are not unique and depend on the selected unitary rep-
resentation (14) of the original map Φ.
Example: A complementary channel associated with the identity map Id on H
(i.e. Id[ρ] = ρ for all ρ), is any map Φ˜ that transforms all ρ into a fixed pure output
state |ψE〉 of the environment, i.e.
Φ˜(ρ) = |ψE〉〈ψE | Trρ , (39)
(to see this put HA = HB in Eq. (37) and take the isometry V : HA →HA ⊗HE to be
the operator V = I ⊗ |ψE〉). Further, a channel that transforms the density operators
ρ into a fixed non-pure output state ρE in HE is weakly complementary to the identity
channel Id. (Similarly one finds that complementary to the erasure channel (35) is again
an erasure channel where parameter p has been replaced by 1− p).
This example illustrates the fact that perfect transmission of quantum information
through a quantum channel is equivalent to absence of quantum information transfer
from the input to the environment E, and vice versa. An approximate version of this
complementarity expresses the quantum principle of information-disturbance trade-off:
the closer is the channel Φ to an ideal channel, the closer its complement Φ˜ to the
completely depolarizing one [40].
2.8. Quantum channels involving a classical stage
As shown in Fig. 1, the process of transmission of classical information through a
quantum communication line includes encoding and decoding stages which are special
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cases of quantum channels with classical input, resp. output. Furthermore, a quantum
information processing system such as a quantum computer, may include certain sub-
routines where the data have essentially classical nature. Here we characterize such
mappings by describing them as special instances of CPTP maps.
(i) The classical-quantum (c-q) channel. In Sec. 2.2 we have seen that this class of
channels is uniquely defined by a map x → ρx describing encoding of the classical
input x ∈ X into quantum state ρx in the output space HB. This process can be
represented as a quantum channel by introducing the input space HA spanned by
an orthonormal basis {|exA〉}x, so that
ρ −→ Φ(c-q)A→B[ρ] =
∑
x∈X
〈exA|ρ|exA〉ρx , (40)
where ρ is a density operator in HA (accordingly output ensembles of the form
ρ =
∑
x pxρx are generated by taking the input states ρ such that 〈exA|ρ|exA〉 = px).
An extreme case of c-q channel is the completely depolarizing channel, describing
the ultimate result of an irreversible evolution to a final fixed state as in Eq. (39).
(ii) The quantum-classical (q-c) channel. Similarly to the previous case, (q-c)
transformations can be represented as a CPTP map connecting an input quantum
system B′ to an output quantum system A′, by introducing for the latter an
orthonormal basis {|eyA′〉}y∈Y to represent the classical outcomes Y ,
ρ −→ Φ(q-c)B′→A′[ρ] =
∑
y∈Y
|eyA′〉〈eyA′| TrρMy , (41)
where {My} is a POVM in the input space HA′.
The transmission of classical information through a quantum communication line
can now be modeled as concatenation of such maps, i.e. Φ(q-c)B′→A′ ◦ ΦB→B′ ◦ Φ(c-q)A→B with
ΦB→B′ being a generic CPTP map from B to B′. Of particular interest in quantum
information theory is also the class of maps that arise when the ordering of such a
concatenation is reversed. In particular, identifying A with A′ and assuming that the
bases {|eA〉x}x and {|eA〉y}y coincide, we obtain a q-c-q channel from B′ to B of the
form
ρ −→ Φ(q-c-q)B′→B[ρ] =
(
Φ(c-q)A→B ◦ Φ(q-c)B′→A
)
[ρ] =
∑
x
ρx TrρMx , (42)
which describes quantum measurement on B′ followed by a state preparation on B
depending on the outcome of the measurement. Such mappings include the c-q and q-c
channels as special cases (i.e. c-q channels are obtained by taking Mx to be projections
onto the vectors of orthonormal basis, while q-c channels are obtained when ρx are
orthogonal pure states).
The channels defined above are characterized by the property of entanglement-
breaking: operating with them on the half of entangled state ρB′R of a composite system
B′R produces unentangled state of BR (in particular, their Choi-Jamiolkowski state (30)
is separable). This is not surprising, because in the q-c-q channel the quantum infor-
mation passes through an intermediate stage (represented by the system A) in which
19
information can only be encoded as a classical state. Less obvious is the fact that any
entanglement-breaking channel has the form (42) [101]. Quite non-obviously, the depo-
larizing channel (21) is entanglement-breaking if the error probability p ≥ d/(d+1) [17].
In all the cases described above the complete positivity can be seen by explicitly
producing a Kraus decomposition for the map. For instance, let Φ be an entanglement-
breaking channel of the form (42). Then by making the spectral decompositions of the
operators ρx,Mx one arrives to a Kraus decomposition with rank one operators of form
Φ[ρ] =
∑
α
|ϕα〉〈ψα|ρ|ψα〉〈ϕα| , (43)
where |ϕα〉 are unit vectors while |ψα〉 form an overcomplete system for the input
space, i.e. ∑
α
|ψα〉〈ψα| = I . (44)
According to the general formula (38), the complementary map associated with Eq. (43)
is now obtained as
Φ˜[ρ] =
∑
α,β
cαβ |eα〉〈ψα|ρ|ψβ〉〈eβ| , (45)
where {|eα〉} is an orthonormal set, and cαβ = 〈ϕβ|ϕα〉 is a nonnegative semi-definite
matrix with units on the diagonal. In the case where the input and output spaces
of Φ˜ coincide and |ψα〉 = |eα〉, such channels amount to elementwise multiplication
of the matrices [〈eα|ρ|eβ〉] and [cαβ ], called Schur (or Hadamard) product. Such
channels are called dephasing [47] (or diagonal [112]) since they suppress the off-diagonal
elements of the input density matrix. From (43) we see that the dephasing channels
are complementary to a particular class of entanglement-breaking channels, namely
to c-q channels. For another special subclass of the q-c channels, {|ϕα〉} of Eq. (43)
constitute an orthonormal base, so that cαβ = δαβ and the complementary channel is
a q-c channel which is called completely dephasing since it amounts to nullifying the
off-diagonal elements of the density matrix [〈eα|ρ|eβ〉].
3. Bosonic Gaussian channels
Until now we have considered quantum channels from rather abstract point of view
focusing on models in which the quantum carriers are effectively described as finite
dimensional systems (say, collections of qubits). In many real experimental scenarios
such a description is valid only approximately. To begin with, the fundamental physical
information carrier is the electromagnetic field which is known to be mathematically
equivalent to an ensemble of oscillators that in Quantum Mechanics are described
as infinite dimensional systems [64, 114, 127, 194]. This is a typical example of
“continuous variables” Bosonic quantum system [27, 35] whose basic observables
(oscillator amplitudes) satisfy the Canonical Commutation Relations (CCR) (other
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examples include vibrational modes of solids, atomic ensembles, nuclear spins in a
quantum dot and Bose-Einstein condensates). Many of the current experimental
realizations of quantum information processing are carried out in such systems [33,
27, 35, 62, 63]. In particular, the most impressive examples of quantum communication
channels have been realized in this way by using optical fibers [176, 129, 175, 177] or
free space communication [152, 178, 140].
In the context of quantum optical communication [33] particularly important are
the Gaussian states, including coherent and squeezed states realized in lasers and
nonlinear quantum optical devices, and the corresponding class of quantum information
processors – the Gaussian Channels [96, 49, 29, 182, 183]. These last provide the
proper mathematical description for the most common sources of noise encountered
in optical implementations, including attenuation, amplification and thermalization
processes [96, 33]. This Section is devoted to review of the basics properties of this
special class of channels.
3.1. Example: channel with additive Gaussian quantum noise
As a starter consider the case of a single electromagnetic mode which describes the
propagation of photons of a given frequency ω and fixed polarization through an optical
fiber. The physics of the system is fully determined by the annihilation and creation
operators
a =
1√
2ω
(ωQ+ iP ) , a† =
1√
2ω
(ωQ− iP ) , (46)
where Q,P are the canonical operators (quadratures) which effectively represent the
field and satisfy the Heisenberg CCR
[Q,P ] = iI , (47)
(in the Schro¨dinger representation Q = x and P = i−1d/dx, so that the physical
momentum operator is p = ~P ). Suppose that initially the mode is in the thermal
(Gibbs) state represented by the density matrix
ρ0 =
exp [−βH ]
Tr exp [−βH ] , (48)
where H = 1
2
(ω2Q2 + P 2) = ω(a†a + 1
2
) is the Hamiltonian of the system while
β > 0 is the inverse temperature of the state ρ0 related to its average photon number
N = Trρ0a
†a by the identity β = ω−1 ln N+1
N
. For µ ∈ C (the set of all complex numbers)
define the displaced version of ρ0 as the state
ρµ = D(µ)ρ0D
†(µ) , (49)
which can be obtained, with good approximation, by pumping the mode with a laser
far above threshold [64, 194]. In the above expressions µ is the complex amplitude of
the mode, while D(µ) ≡ exp (a†µ− aµ¯) is the displacement operator which effectively
describes the action of the laser.
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One can consider the mapping µ → ρµ as a c-q channel (40) with continuous
alphabet C, which encodes the signal µ into the quantum state ρµ. From a mathematical
point of view it is the simplest channel describing transmission of a classical signal
on the background of additive quantum Gaussian noise. This model can be naturally
generalized to describe many-mode (broadband) c-q channels [33, 86] also in the presence
of squeezing [95].
3.2. Multimode Bosonic systems
A Bosonic system with s degrees of freedom (modes) can be described in terms of
canonical observables Q1, P1, · · · , Qs, Ps which satisfy the Heisenberg CCR
[Qj , Pk] = iδjk , [Qj , Qk] = [Pj, Pk] = 0 . (50)
In quantum optics [64, 194] they coincide with the system quadratures, and are related to
the Bosonic creation-annihilation operators via the identities a†j = (Qj − iωjPj) /
√
2ωj,
aj = (Qj + iωjPj) /
√
2ωj, where ωj are the frequencies of the modes. Introducing
the unitary Weyl operators W (z) ≡ exp[iRz], where R ≡ [Q1, P1, . . . , Qs, Ps] and z is
the column vector of real parameters z = [x1, y1, . . . , xs, ys]
⊤, the relations (50) can be
rewritten in the equivalent Weyl-Segal form
W (z)W (z′) = W (z + z′) exp[
i
2
∆ (z, z′)] = W (z′)W (z) exp[i∆(z, z′)] , (51)
where
∆ (z, z′) ≡
s∑
j=1
(
x′jyj − xjy′j
)
= z⊤∆z′ , (52)
is the canonical symplectic form given by the skew-symmetric block matrix
∆ ≡ diag
[
0 −1
1 0
]
j=1,...,s
. (53)
The 2s-dimensional real vector space R2s equipped with (52) is called the symplectic
space and describes the classical phase space underlying the quantum Bosonic
system [87].
The Weyl operators are closely related to displacement operators by inducing the
translations W †(−∆z)RW (−∆z) = R + z⊤. Moreover, any reasonable function of
the canonical observables {Qj , Pj} is or can be approximated by a complex linear
combination of the Weyl operators W (z). In particular, a state ρ of the system is
uniquely described by its characteristic function φρ(z) defined by the relations
φρ(z) = TrρW (z) , ρ =
∫
φρ(z)W (−z) d
2sz
(2π)s
, (54)
where in the second expression the integral is performed on the whole space R2s. A
state ρ is called Gaussian if φρ(z) has the typical Gaussian form
φρ(z) = exp
(
im⊤z − 1
2
z⊤αz
)
, (55)
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where m ∈ R2s and α is a real symmetric 2s × 2s matrix. Similarly to the case of
classical Gaussians, the components of m⊤ are mean values, i.e. the expectations of the
elements of R = [Q1, P1, . . . , Qs, Ps], and α is their (symmetrized) correlation matrix in
the state ρ. However in the quantum case α is not only nonnegative definite but satisfies
the matrix (Robertson’s) uncertainty relation
α ≥ ±i∆/2 . (56)
Examples of Gaussian states include vacuum, coherent, squeezed states and also thermal
states of oscillator systems, as well as their displacements induced by action of a fixed
source. For instance the one-mode state (49) is Gaussian with the characteristic function
φρµ(z) = exp
[
(imqx+mpy)− 1
2
(
N +
1
2
)(
x2 + y2
)]
, (57)
where z = [x, y]⊤, µ = 1√
2ω
(ωmq + imp), while Eq. (56) amounts to N ≥ 0, see e.g. [87].
3.3. Quantum Gaussian channels
We now analyze those CPTP maps ρ→ ρ′ = Φ [ρ] which, when operating on Gaussian
input states, preserve their structure. It turns out that a convenient way to represent
such mappings is to prescribe the action of their duals Φ∗ (defined in Sec. 2.4) on the
Weyl operators W (z). One can show that the requirement that the resulting dynamics
induces a linear transformation of the canonical observables of an open Bosonic system
interacting with a Gaussian environment imply
Φ∗[W (z)] =W (Kz) exp
(
il⊤z − 1
2
z⊤βz
)
, (58)
where l is the vector in R2s while K and β are real 2s× 2s−matrices which satisfy the
following uncertainty relation
β ≥ ±i [∆−K⊤∆K] /2 . (59)
This inequality is a necessary and sufficient condition for the complete positivity of
Φ [43, 96, 49]. Thus, a Gaussian channel is completely characterized by the three
quantities (K, l, β) , where β satisfies (59) (note that there is no restriction on l). As
any completely positive map, a Gaussian channel admits Kraus decomposition, explicitly
described in [105] in the case of one mode.
By using Eqs. (27) and (54) one can verify that the mean m and the correlation
matrix α of an input state ρ are transformed by the channel according to the relations
m→ m′ = K⊤m+ l , α→ α′ = K⊤αK + β , (60)
which, due to Eq. (59), guarantee that the output counterparts of the Gaussian
inputs (54) are again Gaussian states.
A special subclass of the Gaussian channels defined above is obtained for β = 0.
Under this constraint Eq. (59) forces the matrix K to be symplectic, i.e. to fulfill the
condition
K⊤∆K = ∆ . (61)
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Equation (58) implies that these special channels induce the following linear
transformation of the canonical observables
R→ R′ = Φ∗[R] = RK + l⊤ , (62)
whose components still satisfy the CCR (50) due to Eq. (61) (for this reason the
mapping (62) is called canonical). These transformations represent a unitary evolution of
the system which, in the Schro¨dinger representation, can be expressed as a concatenation
of two elementary processes in which one first shifts the coordinates of the system,
and then applies a proper symplectic transformation. The first process amounts
to the unitary transformation induced by the Weyl operator W (−∆l), i.e. Φ[ρ] =
W (−∆l)ρW †(−∆l). The second process can be described by a unitary transformation
UK in H (quantization of the symplectic matrix K) such that [87]
U †KW (z)UK =W (Kz) , hence U
†
KRUK = RK . (63)
Any reversible dynamics of Bosonic system which in the Heisenberg picture is linear in
the canonical observables as in Eq. (62) can be described in these terms. This is the
case for the unitary transformations exp[iH ] induced by Hamiltonians H which are at
most quadratic polynomials of the canonical observables, such as the free Hamiltonian
of a set of harmonic oscillators, or the Hamiltonian governing a linear amplifier optical
process [194].
The presence of irreversible, noisy dynamics for Gaussian channels is signaled
by having β 6= 0 in Eq. (58). In this case it is possible to produce a unitary
representation (14) of Φ in terms of a unitary coupling with a multimode Bosonic
environment E characterized by the canonical observables RE that induces the following
linear input-output relation
R→ R′ = RK +REKE , RE → R′E = RL+RELE , (64)
where T =
[
K L
KE LE
]
is a symplectic 2 (s+ sE)×2 (s+ sE) matrix (sE is the number of
environmental modes entering the unitary representation). In this framework the initial
state ρE of the environment E is chosen to be Gaussian [29, 30] with the correlation
matrix αE satisfying β = K
⊤
EαEKE (the minimum value of sE under the assumption
that E is initialized in a pure state computed in Ref. [30] is found to be equal to the rank
of the matrices
[
β ± i(∆−K⊤∆K)/2]). The second relation in Eq. (64), depending
on the (non-)purity of ρE, describes the (weakly) complementary channel ρ→ ρ′E of Φ
which is also a Gaussian channel.
3.4. General properties of the Gaussian channels
Before discussing some specific example of Gaussian channels in the next Section we
shall list their general properties [96]:
(i) Gaussian states are transformed into Gaussian states.
(ii) The dual of a Gaussian channel transforms a polynomial in the canonical variables
into polynomial of the same degree.
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(iii) The concatenation of Gaussian channels is again a Gaussian channel. In fact, let
Φj ; j = 1, 2, be two Gaussian channels characterized by the parameters (Kj , lj, βj),
then by using (58), the composite map Φ2 ◦ Φ1 is Gaussian with parameters
K = K1K2 ,
l = K⊤2 l1 + l2 , (65)
β = K⊤2 β1K2 + β2 .
(iv) Gaussian channels are covariant under the action of Weyl operators. That is for all
ρ one has
Φ[W †(z) ρ W (z)] =W †(K ′z) Φ[ρ] W (K ′z) , (66)
where K ′ = ∆−1K⊤∆. Due to this property, the displacement parameter l
entering (58) can always be removed as it can be compensated by a proper unitary
transformation at the input or at the output of the communication line.
(v) If K is invertible, then Φ[I] = | detK|−1I, in particular, Φ is unital if and only if
| detK| = 1 [94]. If Φ is Gaussian channel with parameters (K, l, β), then | detK|Φ∗
is Gaussian channel with parameters (K−1,−(K−1)⊤l, (K−1)⊤βK−1) (for channels
in one mode this duality was observed in [105]).
(vi) Let Φ be quantum Gaussian channel with parameters (K, l, β). It is entanglement-
breaking if and only if β admits the decomposition [93]
β = α+ ν , where α ≥ i
2
∆ , ν ≥ i
2
K⊤∆K . (67)
In this case Φ admits a representation of the form
Φ[ρ] =
∫
W (z)σBW
†(z) pρ(z)d2sz , (68)
where pρ(z) is the probability density in the state ρ of a Gaussian measurement
with outcomes z, followed by the displacement W (z) of a Gaussian state σB with
covariance matrix α. Gaussian measurements are those POVMs which transform
quantum Gaussian states into Gaussian probability distributions on R2s, see e.g. [87]
for detail. In quantum optics these are implemented by optical homo- and/or
hetero-dynes combined with linear multiport interferometers [194].
3.5. The case of one mode
For “continuous variables” systems the one-mode channels (s = 1) play a role similar to
qubit channels for finite systems. Therefore it is interesting and important to have their
classification under unitary equivalence with respect to canonical transformations (62),
the problem a solution for which is given in [91, 32]. In what follows we consider the
most relevant examples of those maps whose efficiency in transferring information will
be presented in Sec. 4.10.
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(i) Attenuation channels. These are characterized by transformation (58) with l = 0
and
K = k
[
1 0
0 1
]
, β =
(
N0 +
|1− k2|
2
)[
1 0
0 1
]
, (69)
where k ∈ (0, 1) and N0 is nonnegative – the latter being the condition which
enforces the inequality (59). The resulting mapping can be described in terms of a
coupling (14), mediated by a beam-splitter of transmissivity k [33, 194], between the
input state of the system and an external Bosonic environmental mode initialized
in a thermal (Gibbs) state (48) with the mean photon number N = N0/|1− k2|.
(ii) Ampification channels. These are described by the same matrices K and β of
Eq. (69) were now however the parameter k assumes values larger than 1. As in the
previous case the resulting mapping can be described in terms of a linear coupling
with an environmental state initialized in a thermal state with photon numbers N0.
In this case however the coupling is provided by a two-mode squeezing Hamiltonian
which induces a linear amplification of the impinging field [194].
(iii) Additive classical noise channels. These maps are characterized by the parameters
K =
[
1 0
0 1
]
, β = N0
[
1 0
0 1
]
, (70)
with N0 > 0. In this case it is possible to write a simple integral representation for
the channel
Φ [ρ] =
1
πN
∫
D(ζ)ρD†(ζ) exp
(−|ζ |2/N) d2ζ , (71)
with D(ζ) = exp[ζa†−ζa], which is a continuous analog of the Kraus decomposition
expressing the fact that the channel performs random Gaussian displacements of the
input state as a result of action of a classical random source, e.g. see Ref. [71]. These
maps has been also analyzed in the context of universal cloning machines [124, 34].
Let us now see which of the above channels are entanglement-breaking basing
on the decomposability criterion (67). To do so we rely upon the simple fact that
(N + 1/2)I ≥ i∆/2 if and only if N ≥ 0. Therefore since we have K⊤∆K = k2∆, it
follows that in this case the decomposability condition holds if and only if β ≥ i
2
(1+k2)∆
which is equivalent to N0 + |1− k2|/2 ≥ (1 + k2)/2 or
N0 ≥ min
(
1, k2
)
. (72)
This gives the condition for entanglement breaking applicable to the channels of the
classes (i), (ii) and (iii).
4. Entropy, information, channel capacities
The most profound results making the essence of information theory – coding theorems –
have asymptotic nature and concern the transmission of messages formed by arbitrarily
long, ordered sequences of symbols which are emitted by a “source” (say a radio
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station). In practical applications the index that enumerates the various entries of
the message represents either the (discrete) time when they appear sequentially in
the communication process, or the number of “modes” in which a given signal can
be processed simultaneously in parallel (e.g. the frequency modes in which a radio wave
can be decomposed, or the cells that form a memory register). In a statistical description
a question inevitably arises regarding what model for correlations between the different
symbols of a message should be accepted. The simplest yet basic is the memoryless
model where both the production of the symbols emitted by the source, and their
subsequent transformations associated with the propagation through a communication
line, are statistically identical and independent. The coding theorems of information
theory are not at all trivial already for this case. At the same time they give a basis for
considering more complicated and realistic scenarios taking into account memory effects.
Moreover, the effects of entanglement are demonstrated in the memoryless case in the
most spectacular way. Therefore in our presentation we concentrate on the memoryless
configurations, providing, where appropriate, references for the more advanced memory
models.
In the following we start reviewing some basics results of the classical information
theory that allow us to evaluate the information content of a classical message
(Shannon’s first coding theorem) and to introduce the notion of capacity for a
communication channel (Shannon’s second coding theorem). Moving into the quantum
domain we will face then the fundamental issue on how to generalize these results
in order to have a proper quantum mechanical measure of information. The task
is particularly challenging due to the complex nature of quantum information (see
discussion in Sec. 2.1). In particular, there is a fundamental conceptual distinction
between the amount of classical information that it is possible to store in a quantum
system, and the amount of quantum information that it can accommodate. At the level
of communication theory, this forces to introduce different alternative generalizations of
the Shannon capacity, see e.g. [16, 166].
4.1. Information transmission over a classical channel
Consider a classical source of information which emits n-long sequences w =
(x1, . . . , xn) ∈ X n formed by symbols xj that are randomly extracted from an alphabet
X according to a distribution P = {px} (the process being repeated identically and
independently for each element of the sequence as mentioned previously). In classical
information theory the amount of information that is contained in one of those sequences
is measured by the minimal number of binary digits (bits) necessary for its binary
representation (coding). The first Shannon coding theorem [160] says that this number
is ≈ nH(X), where H(X) is the entropy (1) of the distribution P that characterizes
the source. This is obtained by showing that for n ≫ 1 the typical messages w
which are most likely to be produced by the source all have approximately equal
probabilities 2−nH(X), so that their number is ≈ 2nH(X). Since the number of bits
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necessary to enumerate such typical messages is ≈ nH(X), it follows that, by tolerating
an asymptotically small error probability, one can use this same number of bits to encode
all possible messages emitted by source (e.g. associating to all the non typical ones a
fixed erasure symbol). This result can be extended also to a wide class of stationary
correlated sources models [37] and provides an operational interpretation of H(X) as
the information content per symbol of the average message emitted by the source.
Assume now that the messages produced by the source are transmitted through
a classical noisy channel which maps the n-long input sequences w = (x1, . . . , xn) into
n-long output messages w′ = (y1, . . . , yn) ∈ Yn whose symbols yj ∈ Y appear with
output probability distribution P ′ = {p′y} where p′y =
∑
x p(y|x)px. In this expression
p(y|x) is the single letter conditional probability distribution which fully characterizes
the process in the memoryless scenario. Memory channels in which the noise tampering
with the transmission process acts on the letters of the message in a correlated fashion,
require instead to assign the complete joint input-output probabilities for the messages,
see e.g. [54].
Due to the stochastic nature of the transformation w → w′, the distinguishability
of the various input messages is not necessarily preserved. Still one can show that
by properly selecting the codebook of messages w (encoding), it is possible to convey
(reliably) a definite amount of information to the output of the transmission line.
Loosely speaking, the second Shannon coding theorem establishes that the amount of
information per transmitted symbol that can be recovered from the channel outcomes
is given by the Shannon capacity
CShan ≡ max
X
I(X ; Y ) , (73)
where the maximum is taken over all possible distributions P of the input X . In this
expression I(X ; Y ) is the mutual (or Shannon) information,
I(X ; Y ) ≡ H(Y )−H(Y |X) = H(X) +H(Y )−H(X, Y ) , (74)
with H(Y ) being the entropy of the output distribution P ′ = {p′y} which measures
the total information content of the output of the channel, both useful – due to the
uncertainty of the signal X , and harmful – due to the noise in the channel. Similarly,
H(X, Y ) = −∑x,y px,y log2 px,y is the joint entropy of the pair of random variables X, Y
whose joint distribution is px,y = pxp(y|x). Finally H(Y |X) is the conditional entropy
(called also information loss) defined as
H(Y |X) ≡
∑
x
pxH(Y |X = x) = −
∑
x
px
∑
y
p(y|x) log2 p(y|x) (75)
= H(X, Y )−H(X) , (76)
which reflects the effect of the noise in the communication.
More precisely, the second Shannon theorem says that by using special (block)
encoding of the messages at the input and decoding at the output of the channel it
is possible to transmit ≈ 2nCShan (n → ∞) messages with asymptotically vanishing
error, and it is impossible to safely transmit more whatever encoding and decoding
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are used. Thus CShan is the ultimate asymptotically errorless transmission rate for the
channel p(y|x). In practice the optimal encoding and decoding doing the miraculous
job of making the noisy channel partially invertible, i.e. transparent to some selected
messages, are extremely difficult to approach, but CShan gives the benchmark describing
the exponential size of such an ideal codebook. Another insightful interpretation of the
quantity CShan is given by the “reverse Shannon theorem” (formulated and proved
surprisingly rather recently [18], under the influence of ideas from quantum information
theory). This theorem implies that the ratio log2 |X |/CShan is equal to the number
of copies of the noisy channel p(y|x), needed to simulate (asymptotically) the ideal
(noiseless) channel with the maximal capacity log2 |X |.
The memoryless nature of the classical channel we are considering here is reflected
by the additivity property
C
(n)
Shan = n CShan , (77)
where C
(n)
Shan is the Shannon capacity of the n-block channel one obtains by treating n
instances of the source as a new source that emits n-long strings w = (x1, · · · , xn) as
individual super-symbols. Accordingly in the definition of C
(n)
Shan the maximum in (73)
is taken over the all input distributions P (n) on the space X n, including the correlated
ones.
4.2. Quantifying information in a quantum world
Let us start with a quantum source of information that produces n-long sequences
of quantum symbols (pure states) |ψj〉 ∈ H, creating factorized states of the form
|Ψ〉 = |ψj1〉 ⊗ · · · ⊗ |ψjn〉 ∈ H⊗n (a practical example is a pulsed laser that emits
series of random optical signals characterized by different intensity values). As in the
classical case we assume that each symbol composing the sequence |Ψ〉 is produced in a
memoryless way, i.e. it is extracted from a given set of possible states independently with
certain probability distribution {pj}. We ask what is the minimum number of qubits per
symbol necessary to express the generic state produced by such a process. Schumacher
and Josza [106] answered this question by showing that in the limit (n→∞) this number
coincides with the von Neumann entropy S(ρ) of the density operator ρ =
∑
j pj|ψj〉〈ψj|
which represents the average state emitted by the source. More precisely, they proved
that with the high (asymptotically unit) probability, the sequences |Ψ〉 span a subspace
of H⊗n of dimensionality ≈ 2nS(ρ). Since the density matrix describing the average
sequence |Ψ〉 is ρ⊗n, this can be rephrased by saying that nS(ρ) is the logarithmic size of
a “quantum register” in which a given quantum message ρ⊗n can be “packed” optimally
with negligible loss of information. Thus in quantum information theory the logarithm
of the dimensionality of the space of state vectors carrying information is the measure of
information content of the system, and plays a role similar to the logarithm of size of the
codebook for classical messages. Analogously to what the first Shannon coding theorem
says for the Shannon entropy, the above result provides an operational characterization
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for the von Neumann entropy S(ρ), presenting it as a fundamental measure of the
amount of quantum information that can be stored in the density matrix ρ.
This result admits also another operational interpretation. Viewing the quantum
source defined above as a special instance of a c-q channel (40) that encodes the classical
variable j into the pure quantum states |ψj〉, the result of Ref. [106] indirectly quantifies
the amount of quantum resources (qubits) that are necessary to carry on such an
encoding. The generalization of this result to arbitrary c-q channels is the subject
of the next Section.
4.3. The classical capacity of quantum channel: part I
In Sec. 2.8 we have seen that the simplest quantum model of a communication line is
the c-q channel (40) where some classical data x ∈ X are mapped into a fixed family of
the output quantum states {ρx} in the receiver space H. If the letters of the message
w = (x1, . . . , xn) are transmitted independently of each other (no memory) then at the
output of the composite channel one has separable state ρx1⊗ . . .⊗ρxn in the space H⊗n.
Decoding at the output requires a quantum measurement in H⊗n, the outcome of which
gives an estimate w′ for w. For each specific choice of such measurement we can thus
define a classical channel which takes the classical random variable w to its output
counterpart w′ (passing through the quantum stage w → ρx1 ⊗ . . .⊗ ρxn).
Its ability in transferring classical information can now be evaluated by the
associated Shannon capacity defined as in Sec. 4.1. Define C(n) to be the maximum
of this quantity obtained by optimizing it with respect to all possible measurements on
H⊗n. It turns out that in general, due to existence of entangled measurements at the
output, differently from (77), one may have C(n) > n C(1). In other words, for the c-q
memoryless channels the transmitted classical information can be strictly superadditive.
A proper definition of the capacity requires hence a regularization with respect to the
block coding size, i.e.
Cχ = lim
n→∞
C(n)/n . (78)
Remarkably, the quantity Cχ, defined rather implicitly by this equation, admits an
explicit entropic expression. For a statistical ensemble consisting of the density matrices
{ρx} with the probabilities {px} define the χ-information as
χ ≡ χ ({px}, {ρx}) = S
(∑
x
pxρx
)
−
∑
x
pxS(ρx) . (79)
This quantity is nonnegative due to the concavity of the von Neumann entropy (see
also Sec. 4.12). To certain extent the χ-information can be regarded as a quantum
analog of the Shannon information defined in Eq. (74) (see however the discussion
in Sec. 4.5). Both these quantities are the differences between the overall output
entropy of the channel and a term which can be interpreted as the conditional entropy
(loss). Furthermore, χ provides a fundamental upper bound, first proved in [83], for the
Shannon information I(X, Y ) between the random variable X having the distribution
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{px} and the random variable Y describing the outcome of a measurement at the output
of the channel aimed to recovered the value x, namely
I(X, Y ) ≤ χ ({px}, {ρx}) . (80)
The coding theorem established by Holevo [85, 84] and by Schumacher-
Westmoreland [154] shows that there exist block coding strategies which, in the limit
of large n, saturate the bound imposed by Eq. (80). Thus the abstractly defined
capacity (78) acquires the following compact “one-letter” expression
Cχ = max{px}
χ ({px}, {ρx}) , (81)
(the maximization is performed over probabilities {px} while keeping fixed {ρx}). This
relation can be regarded as the “classical-quantum” analog of the second Shannon
coding theorem for the noisy channel. For the later modifications of its proof
see [188, 136, 137, 77, 126].
An apparent but important consequence of the bound (80) is the inequality
Cχ ≤ log2 dimH , (82)
in which the equality is attained if the quantum source operates with orthogonal states
ρx. Thus, the fact that the spaceH contains infinitely many state vectors, does not allow
to increase the classical capacity above the ultimate information resource of the quantum
system; increasing the number of signal vectors forces them to become nonorthogonal
and hence less and less distinguishable. This is in line with the observation in the pre-
vious section where it was shown that the logarithm of dimensionality of the Hilbert
space of a quantum system determines the ultimate bound on the amount of quantum
information one can store in it.
Example 1: Consider the binary input signal x = ±1, and let ρ±1 be the coherent
state of a monochromatic laser beam with the complex amplitude ±z. This defines a
c-q channel with two pure nonorthogonal states [90] whose classical capacity (81) can
be computed as
Cχ = h2
(
1 + ǫ
2
)
, (83)
where ǫ = 〈z| − z〉 = exp(−2|z|2) is the overlap between the two coherent states, while
h2(p) = −p log2 p− (1− p) log2(1− p) is the Shannon binary entropy. Also the quantity
C(1) can be explicitly computed [119] yielding
C(1) = 1− h2
(
1 +
√
1− ǫ2
2
)
. (84)
For this special case one can then easily verify that Cχ/C
(1) > 1, the ratio tending to
∞ in the limit of the weak signal, as ǫ→ 1, i.e. z → 0.
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Example 2: Consider the c-q channel in which the classical alphabet X is
composed by three symbols (say x = 0,+,−), which are mapped into three equiangular
pure states |ψx〉 of a qubit system,
|ψ0〉 =
[
1
0
]
, |ψ±〉 =
[
−1/2
±√3/2
]
. (85)
In this case of equal probabilities, px = 1/3, the average density matrix coincides with
the chaotic state (i.e. ρ =
∑
x |ψx〉〈ψx|/3 = I/2). The classical capacity (81) of the
channel is hence Cχ = S (I/2) = 1 which saturates the bound (82) in spite of the
fact that the states are not orthogonal. Also for this channel the gap between Cχ
and C(1) can be shown. One has C(1) ≈ 0.645, the value attained for the distribution
p+ = p− = 12 , p0 = 0 and for the measurement corresponding to the orthonormal basis,
optimal for discrimination between the two equiprobable states |ψx〉, x = ± [150, 164].
However the optimal encoding and decoding for this case are unknown, as for the most
of the Shannon theory.
More generally, let {|ψˆx〉; x ∈ X} be an overcomplete system (44) in a d-dimensional
space (the above example being just a special case with |ψˆx〉 =
√
2/3|ψx〉). Then the
overcompleteness relation can be written as
∑
x pxρx = I/d, where px = 〈ψˆx|ψˆx〉/d and
ρx = |ψˆx〉〈ψˆx|/〈ψˆx|ψˆx〉. This implies that the c-q channel x → ρx has the capacity
Cχ = S(I/d) = log2 d. Furthermore, since the inequality in (80) is strict unless the
operators ρx commute [83], one can conclude that C
(1) < Cχ = log2 d unless {|ψˆx〉} is
an orthonormal basis.
Example 3: Consider the c-q channel model introduced in Sec. 3.1 where a
continuous alphabet C is encoded into quantum states via the mapping µ → ρµ with
ρµ given by (49). If one tries to compute the classical capacity of such a channel by
a continuous analog of the formula (81) where the probabilities px are replaced by
probability distributions p(µ) on the complex plane C, i.e.
Cχ = max
p(µ)
{
S
(∫
p(µ)ρµ d
2µ
)
−
∫
p(µ) S(ρµ) d
2µ
}
, (86)
one gets infinite value as it is to be expected for a channel with infinite input alphabet.
To obtain a reasonable finite result one should introduce a constraint onto possible input
distributions p(µ) restricting the “energy” that one can actually add in the fiber, namely∫
|µ|2 p(µ)d2µ ≤ E . (87)
With this constraint, the maximum (86) can be evaluated by taking into account two
facts: first, the states (49) are all unitarily equivalent and have the same entropy
S(ρµ) = S(ρ0) = g(N) ≡ (N + 1) log2(N + 1)−N log2N , (88)
see e.g. [87]; second, the constraint (87) implies
Tr ρ¯ a†a ≤ N + E , (89)
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where ρ¯ =
∫
p(µ)ρµd
2µ is the average quantum state transferred in the communication.
Consequently, by the maximal entropy principle, the entropy S (ρ¯) is maximized for the
Gaussian distribution p(µ) = 1
πE
exp (−|µ|2/E) giving the value g(N + E), whence the
channel capacity is
Cχ = g(N + E)− g(N) . (90)
In the classical limit of large energies (i.e. N → ∞, E/N → const) this turns
into Cχ = log2(1 + E/N), which can be regarded as a generalization of the famous
Shannon’s formula [160] CShan =
1
2
log2 (1 + E/N), for the capacity of memoryless
channel with additive Gaussian white noise of power N (the factor 1/2 being absent
in the quantum case because one degree of freedom amounts to the two independent
identically distributed real amplitudes). The capacity formula can be generalized to
many-mode (broadband) c-q Gaussian channels [33, 86] also in the presence of squeezed
seed states [95].
In the Shannon theory one considers memory channels with stationary Gaussian
noise by making spectral decomposition of the time series in question. It turns out
that the modes corresponding to different frequencies can be considered asymptotically
independent if the observation time is very large. Then effectively one has a set of parallel
independent channels which can be approached as a kind of “memoryless” composite
channel [37]. Similar reduction to the memoryless channel in the frequency domain can
be elaborated for the c-q channels with additive stationary quantum Gaussian noise [86].
4.4. The classical capacity of quantum channel: part II
In the previous section we focused on the basic case of quantum channels that can be
used to transfer classical messages, the c-q channels. They are formally constructed
by fixing a set of possible quantum letters ρx in the space H organized in the n-long
sequences ρx1⊗ . . .⊗ρxn that form the codewords in which the classical information can
be encoded.
More generally, assume that the sender of the classical information is allowed to
use as input any (possibly entangled [15, 16]) joint density matrix ρ(w) ∈ S(H⊗n) of
n quantum information carriers. Here w denotes a classical message encoded into the
state ρ(w). We assume that there are N different messages to be transmitted, hence w
can be simply the number of the message, w = 1, . . . , N . Assume also that during the
transmission stage each component of the codeword ρ(w) is individually affected by the
same noisy channel (memoryless regime), producing the outputs of the form
ρ(w) −→ Φ⊗n[ρ(w)] , (91)
where Φ⊗n is the n-fold tensor product defined similarly to (34) of the quantum channel
Φ which gives the statistical description (14) of the interaction of a single carrier with
the environment (i.e. noise). Notice that for each given collection of input density
matrices {ρ(w);w = 1, . . . , N}, Eq. (91) defines an effective c-q channel whose quantum
letters are the density matrices Φ⊗n[ρ(w)] . The associated classical capacity of such c-q
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channel is then computed along the lines of Sec. 4.3,
Cχ(Φ
⊗n) = max
{pw},{ρ(w)}
χ
({pw} ,{Φ⊗n[ρ(w)]}) , (92)
where now, given the freedom the sender has in selecting the input density matrices
of the channel, the maximum is performed over the set of statistical ensembles formed
by the probabilities {pw} and the states {ρ(w)}. Loosely speaking, Eq. (92) gives the
ultimate rate of classical bits that one can transmit when using quantum block-letters of
size n, hence corresponding to the rate Cχ(Φ
⊗n)/n bits per individual use of the channel
Φ. Therefore the ultimate (asymptotically achievable) rate is given by the expression
C(Φ) = lim
n→∞
1
n
Cχ(Φ
⊗n) . (93)
It should be stressed that the regularizations involved in Eqs. (93) and (78) have different
origin. While taking the limit in Eq. (78) is required by superadditivity due to possible
use of entanglement at the decoding stage of the communication process (see previous
Section), the limit in Eq. (93) is required by possible superadditivity of the function
Cχ(Φ
⊗n) as a consequence of using entangled quantum block-letter ρ(w) at the encoding
stage.
In the case where the property of additivity holds, i.e.
Cχ(Φ
⊗n) = n Cχ(Φ) , (94)
the regularization (93) is not needed and the capacity admits a simple single letter
expression C(Φ) = Cχ(Φ), where
Cχ(Φ) = max
px,ρx
{
S
(∑
x
pxΦ [ρx]
)
−
∑
x
pxS (Φ [ρx])
}
, (95)
and the maximization is over all finite ensembles of states ρx taken with probabilities
px. The additivity (94) means that using entangled states at the input of the channel
Φ does not increase the quantity of transmitted classical information. The validity of
the property (94) was established for a number of channels, including the unital qubit
channels [109], the depolarizing channel [110], the erasure channel [13], the purely lossy
Bosonic channel [58], and the whole class of entanglement-breaking channels [163]. In
all of these cases except the last one the analytical solution of the maximization problem
for Cχ(Φ) is possible.
Example: For the depolarizing channel of Eq. (21), the additivity (94) combined
with the high symmetry of the map Φ allows one to find its classical capacity [110],
C(Φ) = Cχ(Φ) = log2 d+
(
1− pd− 1
d
)
log2
(
1− pd− 1
d
)
+ p
d− 1
d
log2
p
d
, (96)
with the maximum attained on the ensemble of d equiprobable orthogonal pure states.
The need of the regularization limit in Eq. (93) for a generic channel has
been debated at length, for a survey see e.g. [92, 147]. The question, if there
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exist at all nonadditive quantum channels, turned out to be extremely difficult and
remained open for rather a long time. The additivity of Cχ plays an important role
in quantum information and is linked to the additivity of other quantum entropic
quantities [130, 167] including the minimal output entropy minρ S(Φ[ρ]). A significant
step forward was made by Shor [167], who showed in particular that proving the
additivity of the minimal output entropy for all pairs of channels, i.e.
min
ρ
S(Φ1 ⊗ Φ2[ρ]) = min
ρ
S(Φ1[ρ]) + min
ρ
S(Φ2[ρ]) , ∀Φ1,Φ2 , (97)
is equivalent to proving the similar additivity for Cχ, i.e.
Cχ(Φ1 ⊗ Φ2) = Cχ(Φ1) + Cχ(Φ2) , ∀Φ1,Φ2 , (98)
and hence it would imply (94). This in turn stimulated intensive research of several re-
lated quantities, which besides the von Neumann entropy [113], include quantum Re´nyi
entropies see e.g. Refs. [6, 108, 111, 159, 61, 5, 46]. The possibility of violating the ad-
ditivity for these functionals was established in several cases [187, 189, 78, 79, 38], but
the violations were not strong enough to imply superadditivity of Cχ. The problem has
been settled by Hastings [74] who proved that channels which violate the additivity (97)
and hence require the regularization in Eq. (93) do exist at least in very high dimensions
(see [52] for the actual dimensionality estimates), among mixtures of unitary channels of
the form Φ[ρ] =
∑
j πjUjρU
†
j (here πj is a probability distribution while Uj are unitary
operators), but so far no concrete example was found.
It is finally worth mentioning that transmission of classical information through
quantum channels may display yet another form of superadditivity of a higher
complexity level as compared to the one implied by the regularizations of Eqs. (78)
and (93). Namely, consider two different quantum channels Φ1 and Φ2 with the classical
capacities C(Φ1) and C(Φ2) defined as in (93). The problem is whether the capacity
C(Φ1 ⊗Φ2) of the tensor product channel Φ1 ⊗Φ2 can be strictly greater than the sum
of the two individual capacities, i.e.
C(Φ1 ⊗ Φ2)
?
> C(Φ1) + C(Φ2) . (99)
It should be stressed that due to the regularization present in (93) the superadditivity
of the functional Cχ(·) proved in Ref. [74] is not sufficient to answer this question. In
fact, the strict inequality in (99) would be similar to the superactivation property for the
quantum capacities [171], see Sec. 4.11. Proving C(Φ1⊗Φ2) ≥ C(Φ1)+C(Φ2) is trivial:
this follows simply from the possibility of operating the two channels independently,
i.e. using codewords that factorize in the partition Φ1 ⊗ Φ2. However the possibility
to have the strict inequality here stems from the freedom of introducing the quantum
correlations at the input of such a partition.
4.5. Entropy exchange and quantum mutual information
In the classical case correlation between two random variablesX, Y (which, in particular,
may describe input and output of a classical channel) can be measured by the mutual
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Figure 3. Schematics of the purification of the information transfer through the
quantum channel Φ connecting the input system A to the output space B. Here R is a
reference system which is used to purify the input states ρA ofA. Following the analysis
of Sec. 2 the mapping Φ is then represented in terms of an isometric transformation V
that maps vectors of A into (possibly) entangled states of B and of the environment
E. The reduced density matrix of B and E provide, respectively, the output states of
the channel Φ and of its complementary Φ˜. In the quantum wiretap model of Sec. 4.9
the reduced density matrix of E is assigned to the eavesdropper.
information I(X ; Y ) introduced in Eq. (74). A quantum analog of this quantity has been
identified in Sec. 4.3 as the χ-information of Eq. (79). The quantity χ however does
not account for all the correlations which can be established between the input and the
output of a quantum channel. To characterize them one needs to look for other quantum
generalizations of I(X ; Y ) (the possibility of multiple quantum generalizations should
not be surprising: ultimately this is a consequence of the fact that joint distribution of
quantum observables exists only in the very special case when they commute).
One way to proceed is to exploit the following purification trick [153, 154]. Consider
a quantum channel Φ = ΦA→B that maps the input states ρ = ρA ∈ S(HA) into the
outputs ρB = Φ[ρ]. Let us introduce a reference system HR ≃ HA and purify the
input ρ to |ψAR〉〈ψAR| in the space HA ⊗HR. By Eq. (5) the state ρR of the reference
system has the same spectrum as ρ and hence S(ρ) = S(ρR). In what follows, for the
sake of simplicity, we shall abbreviate the notations for the entropies of partial states
by omitting the symbol of the density operator ρ, so, for example, the last equality
will be written as S(A) = S(R). Now let us focus on the entanglement transmission
scenario (29) where the state |ψAR〉〈ψAR| is transmitted via the channel ΦA→B ⊗ IdR,
producing the output state
ρBR = (ΦA→B ⊗ IdR)[|ψAR〉〈ψAR|] . (100)
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Consider the quantity
I(ρ,Φ) ≡ S(R) + S(B)− S(BR) , (101)
which is nonnegative and vanishes if and only if ρBR = ρB ⊗ ρR, see Sec. 4.12. Since
the reference system R is a copy of the input A which remains intact in the course
of the transmission, one can interpret I(ρ,Φ) as another substitute for the Shannon
mutual information between the input and the output of the quantum channel. It is
called the quantum mutual information [123, 2]. It is combined of the three entropies:
S(R) = S(ρ) – the input entropy, S(B) = S(Φ[ρ]) – the output entropy, and the joint
entropy S(BR) which deserves a closer look in the isometric representation (37) of the
channel Φ.
A useful expression for the quantity (101) is obtained by introducing the channel
environment E and the isometry V : HA → HB⊗HE which represent the transformation
Φ as detailed in Sec. 2.3, see Fig. 3. At the end of the transmission we have the tripartite
system BER characterized by the space HB ⊗HE ⊗HR. The total output state ρBER
in HB ⊗ HE ⊗ HR is pure and is described by the vector |ψBER〉 = (V ⊗ IR)|ψAR〉.
Looking at the split BR|E we have a pure state bipartite system with partial states
ρBR = TrEρBER, ρE = TrBRρBER whose entropies S(BR) and S(E) are equal, see
Eq. (5). This implies
S(BR) = S(E) ≡ S(ρ,Φ) , (102)
where the last quantity is called the entropy exchange [123, 153, 154], as it measures
the entropy change in the environment (recall that in the isometric representation the
initial environment state is assumed pure). Notice also that by construction ρE is the
state at the output of the complementary channel Φ˜. Therefore by Eq. (38),
S(ρ,Φ) = S(Φ˜[ρ]) = S
([
TrρV †β Vα
]
α,β=1,...,dE
)
. (103)
The quantum mutual information can then be expressed as
I(ρ,Φ) = S(ρ) + S(Φ[ρ])− S(ρ,Φ) . (104)
Example: Consider the depolarizing channel (21) and the chaotic state I/d. By
using the Kraus decomposition (22) we find that the state Φ˜[I/d] has eigenvalues 0 and
1− pd2−1
d2
of multiplicity 1, and p
d2
of multiplicity d2 − 1 (the zero appearing because of
the linear dependence of the Kraus operators). Hence,
S(I/d,Φ) = −
(
1− pd
2 − 1
d2
)
log2
(
1− pd
2 − 1
d2
)
− pd
2 − 1
d2
log2
p
d2
. (105)
Combining with the input and the output entropies S(I/d) = S(Φ[I/d]) = log2 d, we
obtain
I(I/d,Φ) = log2 d
2 +
(
1− pd
2 − 1
d2
)
log2
(
1− pd
2 − 1
d2
)
+ p
d2 − 1
d2
log2
p
d2
. (106)
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Up to now we have encountered three entropic quantities: the input entropy S(ρ),
the output entropy S(Φ[ρ]) and the entropy exchange S(ρ,Φ). By making different
bipartite splits of the system BER, we obtain similarly to (102) the identities
S(BE) = S(R) ≡ S(ρ) , (107)
S(RE) = S(B) ≡ S(Φ[ρ]) , (108)
and another two information quantities: the loss, i.e. the quantum mutual information
between the input and the environment:
L(ρ,Φ) ≡ S(R) + S(E)− S(RE) = S(ρ) + S(ρ,Φ)− S(Φ[ρ]) , (109)
and the noise, i.e. the quantum mutual information between the output and the
environment
N(ρ,Φ) ≡ S(E) + S(B)− S(EB) = S(ρ,Φ) + S(Φ[ρ])− S(ρ) . (110)
The nonnegativity of the quantities I(ρ,Φ), L(ρ,Φ) and N(ρ,Φ) along with (107),
(108) implies that the basic entropies S(ρ), S(Φ[ρ]), and S(ρ,Φ) satisfy all the triangle
inequalities, namely,
|S(Φ[ρ])− S(ρ,Φ)| ≤ S(ρ) , (111)
and two other inequalities obtained by cyclic permutations.
As in the case of the Shannon mutual information (74), the quantities I(ρ,Φ),
L(ρ,Φ) and N(ρ,Φ) can also be expressed in terms of conditional (quantum) entropies.
For instance we have
I(ρ,Φ) = S(B)− S(B|R) , S(B|R) ≡ S(BR)− S(R) = S(ρ,Φ)− S(ρ) , (112)
with S(B|R) being the quantum conditional entropy of B given R. Notice however that
while in the classical case the conditional entropy is always non-negative, in the quantum
scenario this is no longer valid as the quantum entropy is not necessarily monotone with
respect to enlargement of the system, i.e. S(R) 6≤ S(BR) (an extreme example of this
property is obtained when BR is a pure entangled system: in this case S(BR) = 0 while
S(R) > 0 – this cannot happen in the classical statistics where the partial state of a
pure state can never be mixed, see also Sec. 2.1). An operational interpretation of the
possible negativity of the conditional entropy in terms of “quantum state merging” is
given in Ref. [100]. Quite remarkably, the monotonicity of the conditional entropy still
holds: for any composite system ABC one has
S(A|BC) ≤ S(A|B) , (113)
and it is this property which makes the quantum conditional entropy useful. When
written in terms of (unconditional) quantum entropy, the inequality (113) amounts to
the fundamental property of strong subadditivity:
S(ABC) + S(B) ≤ S(AB) + S(BC) . (114)
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The proof of this very useful inequality was given first by Lieb and Ruskai in Ref. [121]
and remains rather involved in the quantum case even after subsequent simplifications,
see e.g. [148].
Due to the strong subadditivity (114), the quantum mutual information enjoys
important properties similar to that of the Shannon information in the classical
case [2, 135]. Specifically, given two quantum channels Φ1 and Φ2, one has
(i) subadditivity: I(ρ12,Φ1 ⊗ Φ2) ≤ I(ρ1,Φ1) + I(ρ2,Φ2) ; (115)
(ii) data processing inequalities: I(ρ,Φ2 ◦ Φ1) ≤ min{I(ρ,Φ1), I(Φ1(ρ),Φ2)} . (116)
4.6. Entanglement as an information resource
In the previous sections we have seen that entangled decodings can enhance transmission
of classical information through quantum channel. An even more impressive gain
is achieved when entanglement between the input and the output of the channel is
available. The classical capacity of a memoryless communication line defined by a
quantum channel Φ can be substantially increased by using this additional resource in
spite of the fact that entanglement alone cannot be used to transmit information. This
fundamental observation was first made by Bennett and Wiesner who introduced the
notion of superdense coding [19], see also [7, 26, 146] for generalizations to continuous
variables and [131, 141, 120, 133] for experimental tests. Here as in some other cases
entanglement plays a role of “catalyser”, disclosing latent information resources of a
quantum system.
The scenario of entanglement-assisted communication assumes that prior to the
information transmission parts of an entangled state ρAB are distributed between sender
A and receiver B. Then sender A encodes the classical messages w into different
operations Ew on his part of the entangled state, and the result of these operations
is sent to B via the quantum channel Φ. Thus at the end of the transmission the state
(Φ ◦ Ew ⊗ IdB) [ρAB] is available to the receiver which extracts the classical information
by making quantum measurement on this state. Optimizing the transmission rate
with respect to the entangled states ρAB, (block) encodings of A and measurements
(decodings) of B gives the classical entanglement-assisted capacity. The corresponding
coding theorem of Bennett, Shor, Smolin and Thapliyal provides a simple formula
(the proof of which is far from being simple, [18, 17, 89]) giving an operational
characterization for the quantum mutual information (104):
Cea(Φ) = max
ρ
I(ρ,Φ) , (117)
where the maximum is taken over all possible input states ρ of a single channel use.
(Equation (117) refers to the case of unlimited shared entanglement. For analysis of the
case in which only limited resources are available see Refs. [167, 21, 45]). Remarkably,
unlike Eq. (93), the capacity formula (117) does not contain the limit n → ∞ because
Cea(Φ
⊗n) = n Cea(Φ) due to subadditivity (115) of the quantum mutual information.
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Also by construction it follows that entanglement-assisted capacity Cea(Φ) is always
greater than or equal to its unassisted counterpart C(Φ).
If Φ = Id is the noiseless channel then this scenario coincides with the original
superdense coding protocol [19] for which Cea(Id) = 2 log2 d = 2C(Id), so the capacity
gain is equal to 2. Similar doubling of the capacity holds for the quantum erasure
channel. However in general, the more noisy is the channel – the greater is the gain,
and in the limit of very noisy channels the gain can be arbitrarily large. For example, in
the case of depolarizing channel (21), the maximum in (117) is attained on the chaotic
state so that Cea(Φ) is given by the formula (106). Comparing this with the quantity
C(Φ) given by the formula (96), one sees that the gain Cea(Φ)
C(Φ)
→ d + 1 in the limit of
large noise p→ 1.
Interestingly, one can have Cea(Φ) > C(Φ) for entanglement-breaking channel, for
example, this holds for the depolarizing channel with p ≥ d/(d + 1). The explanation
given in [17] is that unassisted classical data transmission through entanglement-
breaking channel involves communication cost which is always greater than the difference
between Cea(Φ) and C(Φ).
A protocol in a sense dual to superdense coding is quantum teleportation which
was first introduced in Ref. [11]. Quantum information theory predicts the possibility
of a nontrivial way of transmitting arbitrary quantum state ρ, when the state carrier
is not transferred physically but only some classical information is transmitted trough
a classical communication line, see also Refs. [25, 132, 179] for the generalization to
continuous variables and Refs. [10, 20] for the first experimental test. The necessary
additional resource here is a shared entangled state between the sender and the receiver
of the classical information (it is impossible to reduce the transmission of an arbitrary
quantum state solely to sending the classical information: since the classical information
can be copied, it would mean the possibility of cloning the quantum information [193]).
The effective maps Φ resulting from such protocols are called quantum teleportation
channels [99, 143, 23, 192]. They represent a proper subset of the class of quantum
communication systems which can be fully specified by assigning a joint initial state
ρAB, characterizing the shared entanglement between the sender and the receiver, and
the local operations the two parties are supposed to perform on it.
4.7. Coherent information and perfect error correction
An important part of the quantum mutual information I(ρ,Φ) is the coherent
information [153]
Ic(ρ,Φ) ≡ S(Φ[ρ])− S(ρ,Φ)
= S(B)− S(E)
= S(B)− S(BR)
= − S(R|B) . (118)
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This quantity is closely related to the quantum capacity of the channel Φ which will be
considered in the next Section.
The coherent information does not share some “natural” properties of quantum
mutual information such as subadditivity and the second data processing inequality.
Moreover similarly to its classical analog H(Y ) − H(XY ) = −H(X| Y ) it can be
negative. However Ic(ρ,Φ) satisfies the first data processing inequality:
Ic(ρ,Φ2 ◦ Φ1) ≤ Ic(ρ,Φ1) , (119)
which follows from the relation Ic(ρ,Φ) = I(ρ,Φ) − S(ρ) and from the corresponding
property of quantum mutual information I(ρ,Φ).
There is a close connection between perfect transmission of quantum information,
error correction and certain property of coherent information. The channel Φ is perfectly
reversible on the state ρ = ρA, if there exists a recovery channel D from B to A, such
that
(D ◦ Φ⊗ IdR)[ρAR] = ρAR , (120)
where ρAR is a purification of the state ρA with the reference system R.
One can show [9] that the following statements are equivalent:
(i) the channel Φ is perfectly reversible on the state ρ;
(ii) L(ρ,Φ) = 0, that is ρRE = ρR ⊗ ρE ;
(iii) Ic(ρ,Φ) = S(ρ).
The condition (ii) means that information does not leak into the environment, i.e.
the channel is “secret” or “private”. Thus the perfect reversibility of the channel is
equivalent to its privacy. The condition (iii) means that under private transmission
of the state ρ by the channel Φ, the coherent information Ic(ρ,Φ) should attain its
maximal value S(ρ). The equivalence of (ii) and (iii) is obvious since S(ρ)− Ic(ρ,Φ) =
S(ρ) + S(ρ; Φ)− S(Φ[ρ]) = L(ρ,Φ) ≥ 0 by Eq. (109).
In particular, choosing the chaotic state ρ = IA/dA, we get the condition log2 dA =
Ic(IA/dA,Φ). This shows that the coherent information should be related to the
quantum capacity of the channel Φ, which characterizes the maximal dimension of
the perfectly transmittable states. (In fact, such a relation is valid for asymptotically
perfect transmission through the block channel Φ⊗n when n → ∞, as we shall see in
the following Section). In support to this argument we notice here that the perfect
reversibility property of Φ on ρ can also be stated by saying that there exists a recovery
channel D such that
D ◦ Φ[ρ′] = ρ′ , (121)
for all states ρ′ with supp[ρ′] ⊂ L ≡ supp[ρ], with supp[ρ] being the support of the
state ρ. We can express the same property by saying that Φ is perfectly reversible on
the subspace L. In other words, the subspace L is a quantum code correcting the error
described by the noisy channel Φ (and hence, all the related errors ρ → VjρV †j , where
Φ [ρ] =
∑
j VjρV
†
j ) [115].
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On the other hand, notice that by the formula (102) S(ρ; Φ) = S(Φ˜[ρ]), where Φ˜ is
the complementary channel, hence
Ic(ρ,Φ) = S(Φ[ρ])− S(Φ˜[ρ]) = −Ic(ρ, Φ˜). (122)
The next statement which generalizes observation at the end of Sec. 2.7 gives a
characterization in terms of complementary channel which underlies the coding theorem
for the secret classical capacity of the channel in Sec. 4.9. The following conditions are
equivalent:
(i) the channel Φ is perfectly reversible on the subspace L;
(ii) the complementary channel (38) is completely depolarizing on L, i.e.
Φ˜[ρ′] = ρE , (123)
for any state ρ′ with supp[ρ′] ⊂ L, where ρE is a fixed state.
4.8. The quantum capacity
The transformation ρ → Φ[ρ] of quantum states can be regarded as the transfer of
quantum information. The discovery of the quantum error-correcting codes [162, 172]
is related to the question of asymptotically (as n → ∞) error-free transmission of
quantum information by the channel Φ⊗n. The quantum capacity Q(Φ) is defined as
the maximum amount of quantum information per one use of the channel which can be
transmitted with asymptotically vanishing error [16, 125, 8, 44, 118]. It is related to the
dimensionality of the subspace of state vectors in the input space (≈ 2nQ(Φ)) that are
transmitted asymptotically error-free. For the quantum capacity there is an expression
in terms of coherent information (118), namely
Q(Φ) = lim
n→∞
1
n
max
ρ(n)
Ic(ρ
(n),Φ⊗n) , (124)
the maximum being performed over all input states ρ(n) of n successive channel uses.
The relation between Q(Φ) and the coherent information of the channel was conjectured
in Ref. [125] and made more precise in Refs. [9, 165], while the ultimate proof of Eq. (124)
was given by Devetak [44] exploiting the fact that the quantum capacity of a channel
is closely related to its cryptographic characteristics, such as the capacity for the secret
transmission of classical information and the rate of the random key distribution. More
specifically, as discussed in detail in the following Section, a deep analogy with a wiretap
channel [190] was used, the role of the eavesdropper in the quantum case played by the
environment of the system.
For the ideal channel Id one easily verifies that Q(Id) = log2 d. Analytical
expression for the capacity of quantum depolarizing channel (21) is still unknown in
the general case, although there are fairly close lower [14, 48, 72] and upper [180, 144,
145, 170] bounds for it. A major difficulty of evaluating Q(Φ) lies in the nonadditivity
of the quantity Ic(ρ
(n),Φ⊗n) [48]. However, there is an important class of degradable
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channels [47, 39] for which the additivity holds, so one can replace Eq. (124) with the
convenient “one-letter” formula
Q(Φ) = Q1(Φ) ≡ max
ρ
Ic (ρ,Φ) , (125)
where now the maximization is taken over the input states ρ for single channel use. The
channel Φ is called degradable if there exists quantum channel Υ such that Φ˜ = Υ◦Φ [47].
In practical terms, this relation expresses the fact that the complementary channel Φ˜ is
“more noisy” than Φ (it can be obtained from the latter by “adding” the extra noise Υ).
Notable examples of degradable channels are the dephasing channels [47, 112] and the
amplitude damping channel [56] for which the maximization in (125) can be explic-
itly performed. Another class of interest is constituted by the so called anti-degradable
channels: Φ is called anti-degradable [32, 56], if there exist a channel Υ′, such that
Φ = Υ′ ◦ Φ˜. Apparently Φ is degradable if and only if Φ˜ is anti-degradable. Any anti-
degradable channel Φ has the null quantum capacity, Q(Φ) = 0. A formal proof of this
fact will be given in Sec. 4.12; there is however a simple heuristic argument based on no-
cloning theorem, see Eq. (13), that explains why Q(Φ) cannot be positive. Suppose that
Q(Φ) > 0 for anti-degradable channel Φ. This implies that, via encoding and decodings
protocols, the sender will be able to transfer to the receiver at the output of the channel
Φ an arbitrary (unknown) pure quantum state |ψ〉. Since Φ is anti-degradable, this
implies that the same protocol will also allow to recover the same quantum message at
the output of the complementary channel Φ˜ (one can reconstruct the associated output
of Φ by applying the channel Υ′). Now the contradiction arises by observing that in
the isometric representation introduced in Sec. 4.5, Φ and Φ˜ describe the two reduced
quantum information flows that enter, respectively, to the receiver and to the channel
environment. Two independent observers collecting those data will thus be able to get a
copy of the same state |ψ〉, realizing de facto a cloning machine, which is impossible. No-
table examples of anti-degradable channels are provided by the entanglement-breaking
channel (43) whose complementary counterparts are the dephasing channel (45) (the
channel Υ′ in this case can be taken as Υ′[ρ] =
∑
α |ϕα〉〈eα|ρ|eα〉〈ϕα|).
Example: The quantum erasure channel Φp introduced in Eq. (35) is degradable
for p ∈ [0, 1/2] and anti-degradable for p ∈ [1/2, 1]. Its quantum capacity is
computed [13] as
Q(Φp) =
{
(1− 2p) log2 d , p ∈ [0, 1/2] ;
0 , p ∈ [1/2, 1] . (126)
Another class of channels which, as the anti-degradable ones, posses null quantum
capacity is given by the so called PPT (partial positive transpose) or binding
channels [102]. These maps include as a special case the entanglement-breaking
channels of Sec. 2.8, and are characterized by the property that their associated
Choi-Jamiolkowski state is PPT, i.e. it remains positive under partial transposition
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in the reference space. States that possess this property might not be separable
but their entanglement (called bound entanglement) is “weak” as it doesn’t allow for
distillation [103, 104]. Binding maps (if not entanglement-breaking) allow for a certain
amount of entanglement transfer: the latter however is always non-distillable and,
even though it admits private communication between the sender and the receiver (see
Sec. 4.9), it cannot be used for the faithful transfer of quantum information (not even
in the presence of a two-way classical communication side line) [102]. For a recent
study of the connections between anti-degradable and PPT channels, as well as on the
characterization of the set of maps that have null quantum capacity see Ref. [169].
4.9. Quantum wiretap channel
Here we review in brief the argument behind the derivation of Eq. (124). Consider
the situation of classical information transmission in which there are three parties:
sender A, receiver B and the eavesdropper E. A mathematical model of the quantum
wiretap channel comprises three Hilbert spaces HA,HB,HE and the isometric map
V : HA → HB ⊗ HE , which transforms the input state ρA into the state ρBE =
ΦA→BE [ρA] ≡ V ρAV † of the system BE, with partial states
ρB = Φ [ρA] ≡ TrEV ρAV †, ρE = Φ˜ [ρA] ≡ TrBV ρAV † . (127)
Notice that this description is formally identical to that of the complementary channels
in Sec. 2.7, where E denoted the environment (in the wiretap model this is supposed
to be completely under control of the eavesdropper).
Assume now that A sends the states {ρxA} with probabilities {px}; then the parties
B and E receive, correspondingly, the states {ρxB} and {ρxE} , and upper bounds for
Shannon informations they receive are the quantities χ ({px}, {ρxB}) and χ ({px}, {ρxE}),
as stated in Eq. (80). In analogy with the classical wiretap channel [190] the “secrecy”
of the transmission can be characterized by the quantity χ ({px}, {ρxB})−χ ({px}, {ρxE})
(here by secrecy we mean the amount of information which can be shared between the
A and B without informing E). In fact, the capacity for secret transmission of classical
information is shown to be [44]
Cp (ΦA→BE) = lim
n→∞
1
n
max
p(n),Σ(n)
[
χ
(
{p(n)i }, {ρiB(n)}
)
− χ
(
{p(n)i }, {ρiE(n)}
)]
, (128)
where the maximum is taken over the families of states Σ(n) ≡ {ρi
A(n)
}
in H⊗nA and the
probability distributions p(n) ≡ {p(n)i } (we use the notations ρiB(n) = Φ⊗n
[
ρi
A(n)
]
, ρi
E(n)
=
Φ˜⊗n
[
ρi
A(n)
]
).
Assuming that the input states ρxA are pure, and denoting by ρ ≡ ρA =
∑
x pxρ
x
A
the average state of the input ensemble, from (129) we obtain the key relation [155]
Ic(ρ,Φ) = S(Φ[ρ])− S(Φ˜[ρ])
=
[
S(Φ[ρ])−
∑
x
pxS(Φ[ρ
x
A])
]
−
[
S(Φ˜[ρ])−
∑
x
pxS(Φ˜[ρ
x
A])
]
= χ ({px}, {Φ[ρxA]})− χ
(
{px}, {Φ˜[ρxA]}
)
, (129)
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where we used Eq. (122) and the fact that the states ρxBE = V ρ
x
AV
† are pure implying
S(Φ[ρxA]) = S (ρ
x
B) = S (ρ
x
E) = S(Φ˜[ρ
x
A]) , (130)
for all x. The identity (129) provides the fundamental connection between the quantum
and the secret classical capacities which underlies the proof of Eq. (124) given in Ref. [44].
Here we only notice that since in the computation of Cp (ΦA→BE) one takes into account
all ensembles (not just the pure ones for which Eq. (129) hold), we get the following
inequality
Cp (ΦA→BE) ≥ Q (Φ) , (131)
which in general can be strict – see e.g. Refs. [98, 97] – with the notable exception of
degradable channels for which
Cp (ΦA→BE) = Q (Φ) = Q1 (Φ) . (132)
To conclude this discussion of the wiretap channels we briefly mention the vast
field of quantum cryptography which constitutes a self-consistent portion of quantum
information science (for reviews relating this subject we refer to [63, 183]).
4.10. Capacities for Gaussian channels
In this section we briefly discuss the classical and the quantum capacities for Gaussian
channels: in particular we focus on the single-mode CPTP maps analyzed in Sec. 3.5.
When speaking of the classical capacities for continuous-variables systems, to obtain
reasonable finite quantities, one should introduce an energy constraint onto input
ensembles similarly to what was done for c-q Gaussian channel in Example 3 of Sec. 4.3.
On the other hand, for the quantum capacity, even though constraining the input may be
reasonable from a practical point of view, this is not strictly necessary as Q(Φ) remains
finite even in the unbounded case. Therefore in what follows we define Cχ(Φ, E) to be
the value of (95) where the maximum is taken over ensembles {px, ρx} with the average
state ρ =
∑
x pxρx satisfying the energy constraint
Trρa†a ≤ E , (133)
(a and a† being the annihilation and creation operator of the mode). Analogously, the
entanglement-assisted classical capacity Cea(Φ, E) is defined by the expression (117)
where the maximum taken over the states ρ satisfying Eq. (133).
It is not known in general if Cχ(Φ, E) is additive under taking tensor products of
Gaussian channels which prevents from identifying Cχ(Φ, E) with the full constrained
capacity C(Φ, E). However the additivity property (94) holds for entanglement-breaking
channels satisfying (72). Another case where additivity of Cχ(Φ, E) with the energy
constraint was established is the case of pure loss channel, i.e. attenuator (k < 1) with
N0 = 0 (environment in the vacuum state) [58]. The actual computation of Cχ(Φ, E)
is in general also an open problem: there is a natural conjecture that the maximum in
Cχ(Φ, E) for a quantum Gaussian channel with quadratic energy constraint is attained
on a Gaussian ensemble of pure Gaussian states [96, 161, 191], but so far this was only
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established for c-q channels and the pure loss channel [58]. It is also worth pointing
out that this conjecture can be conveniently reformulated in terms of a property of the
minimum output entropy [57, 59, 55]. If the conjecture is true, then in the cases (i), (ii),
and (iii) defined in Sec. 3.5 the optimal ensemble is the continuous ensemble formed by
the coherent states |ζ〉〈ζ | distributed with a Gaussian density p(ζ) = 1
πE
exp (−|ζ |2/E),
yielding
C(Φ, E) = g(N ′(E))− g(N ′(0)) , (134)
where N ′(E) = k2E +max{0, k2− 1}+N0 is the mean number of quanta at the output
when the input number of quanta is E, and where g(x) is defined as in Eq. (88).
The computation of the entanglement-assisted capacity Cea(Φ, E) is a relatively
simpler problem as, on one hand, no regularization over multiple uses is required, and
on the other hand, the quantity to be maximized (the quantum mutual information) is a
concave function [96] which, even in the presence of the linear constraint (133), admits
a regular method of solution. In particular, for a Gaussian channel the maximum is
always attained on a Gaussian state which can be found as a solution of certain Kuhn-
Tucker equations. The expression of Cea(Φ, E) for the one-mode channels was derived
in Ref. [96] and generalized to the multimode case in Ref. [60]. Explicitly it is given by
Cea(Φ, E) = g(E) + g(N
′(E))− g(D+(E)/2)− g(D−(E)/2) , (135)
where g(x) and N ′(E) as before and where D±(E) ≡ D(E) + N ′(E) ± E − 1, with
D(E) ≡√(E +N ′(E) + 1)2 − 4k2E(E + 1).
In general entanglement-breaking channels have zero quantum capacity Q(Φ) = 0.
However in any case the domain (72) is superseded by the broader domain N0 ≥
min (1, k2) − 1/2 where the channel is anti-degradable and hence has zero quantum
capacity [32]. On the other hand, in the case N0 = 0, k
2 > 1/2 the channel
is degradable [31, 32], hence the quantum capacity of the attenuation/amplification
channel with N0 = 0 and the coefficient k is equal to the maximized single-letter
Gaussian coherent information
Q(Φ) = sup
ρ
Ic(ρ,Φ) = max
{
0, log2
k2
|k2 − 1|
}
, (136)
an expression conjectured in Ref. [96] and proved in Ref. [192]. The case with N0 > 0
remains open question. Enforcing the energy constraint as in Eq. (133), the above
expression is replaced by
Q(Φ, E) = max {0, g(N ′(E))− g(D+(E)/2)− g(D−(E)/2)} . (137)
A plot of the above quantities is presented in Fig. 4 for the special case of the
attenuation channel (69) with N0 = 0, for which the expressions simplify as follows
C(Φ, E) = g(k2E) ,
Cea(Φ, E) = g(E) + g(k
2E)− g((1− k2)E) = 2Qea(Φ, E) ,
Q(Φ, E) = max
{
0, g(k2E)− g((1− k2)E)} . (138)
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Figure 4. (Color online) Capacities (138) of the attenuation Bosonic Gaussian
channel (69) for N0 = 0 as a function of the attenuation parameter k
2 and for an
energy constraint (133) with E = 10. Specifically: classical capacity C(Φ, E) [58](red
curve); quantum capacity Q(Φ, E) [192] (black curve); entanglement-assisted classical
capacity Cea(Φ, E) [96] (blue curve), and entanglement-assisted quantum capacity
Qea(Φ, E) = Cea(Φ, E)/2 (green curve). Notice that for k = 1 (noiseless case),
Q(Φ, E) = C(Φ, E) = Qea(Φ, E). Also for k
2 ≤ 1/2 the channel becomes anti-
degradable [31, 32] and the quantum capacity vanishes. In the plot all the quantities
have been rescaled by g(E) (i.e. the optimal (entanglement-unassisted) transmission
rate achievable for transmissivity k = 1).
Here Qea(Φ, E) is the entanglement-assisted quantum capacity of the channel Φ (i.e. the
quantum capacity which is achievable when the sender and the receiver are provided
with prior shared entanglement): from general results [17] it is known to be always
equal to half of the corresponding classical entanglement-assisted capacity. We also
stress that for N0 = 0 the reported value (138) for C(Φ, E) is the exact value of the
classical capacity [58].
4.11. The variety of quantum channel capacities
The three capacities defined in Eqs. (93), (117), (124) are related as Q(Φ) ≤ C(Φ) ≤
Cea(Φ) and form a basis for defining and investigating the diversity of various capacities
of a quantum communication channel, which arises by the application of additional
resources, such as reverse or direct communication, correlation, or entanglement. In
classical information theory it is well known that feedback does not increase the Shannon
capacity which is essentially the unique characteristic of the classical channel. In
the quantum case similar property is established [22] for the entanglement-assisted
capacity Cea(Φ). Regarding the quantum capacity Q(Φ), it is known that it can not
be increased with an additional unlimited forward classical communication [17, 9].
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Cχ(Φ) ≤ C(Φ) ≤ C←(Φ) ≤ C↔(Φ) ≤ Cea(Φ)
Q1(Φ) ≤ Q(Φ) ≤ Q←(Φ) ≤ Q↔(Φ) ≤ Qea(Φ)
≤≤≤ ≤≤
Figure 5. Schematic comparison between the capacities of a memoryless quantum
channel Φ (see text for the definitions of the various quantities). The vertical
“inequalities” of the scheme follow from the fact that each transferred qubit of
information can carry a classical bit (e.g. see also Fig. 4).
However, Q(Φ) can be increased if there is a possibility of transmitting the classical
information in the backward direction. Such a protocol would allow one to create
the maximum entanglement between the input and output, which can be used for
quantum state teleportation. By this trick, even channels with zero quantum capacity
supplemented with a classical feedback can be used for the reliable transmission of
quantum information [135, 22] (a notable exception is PPT channels which have
null quantum capacity even in the presence of the feedback). Furthermore Smith
and Yard [171] recently provided an explicit example of an interesting phenomenon
named superactivation: there exist cases in which, given two quantum channels Φ1, Φ2
with zero quantum capacity (Q(Φ1) = Q(Φ2) = 0), it is possible to have Q(Φ1⊗Φ2) > 0
(the latter being the capacity of the communication line Φ1⊗Φ2 obtained by using jointly
Φ1 and Φ2). The example of [171] was build by joining an anti-degradable channel Φ1
with a PPT channel Φ2, and a more general construction was given in Ref. [24].
A comparison of the various capacities which arise from employing additional
resources is presented in Fig. 5, where the symbol “≤” should be understood as “less
than or equal to for all channels and strictly less for some channels” [12]. In such
scheme Q← and C← denote respectively the quantum and classical capacities in the
presence of a feedback. The symbol Q↔ represents the quantum capacity in the
presence of two-side classical communication [14]. The corresponding classical capacity
C↔ is computed under the limitation that the side communication is independent
of the message transmitted through the main channel [12]. It is also known that
Cea = 2Qea [17] and that for some other pairs both inequalities are possible. Further, one
can construct so-called “mother” protocol which can implement all possible methods of
transmission, including those mentioned above when using various additional resources
(such such as feedback or entanglement) [1]. We finally point out that of all the
quantities entering in scheme of Fig. 5, the function Q1(Φ) defined by the Eq. (125)
is the only one which has no clear operational definition in terms of information rate
(apart from the cases in which it coincides with the quantum capacity – e.g. for the
degradable channels). Still we have inserted it in the list as it provides a lower bound
for Q(Φ). Notice also that Cχ(Φ) corresponds to the classical capacity of the channel Φ
restricted to separable encodings.
In the classical information theory the role of the Shannon capacity is twofold:
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the converse statement of the coding theorem gives a fundamental upper bound on
the channel performance which serves as an important benchmark for real information
processing system. This is also the case for the present state of art with quantum
channel capacities. On the other hand, the direct statement of the coding theorem
asserts that the bound is asymptotically achievable, although the proof does not give a
practical recipe. In fact for almost 50 years after the Shannon proof the real performance
was well below the theoretical bound and only more recently efficient practical codes
appeared with rates approaching the capacity. This is still to be done in the quantum
case, and the existing quantum error-correcting codes are the first promising steps in
that direction. As an important example, in the papers [67, 73] symplectic codes were
successfully applied to demonstrate constructively achievable rates close to the capacity
for the additive classical noise channel (71).
4.12. Relative entropy
Before concluding our survey of quantum channel capacities and their entropic
expressions, it is useful to consider a fundamental quantity – the quantum relative
entropy – which underlies many information characteristics. Given two density operators
ρ, σ in H , one defines the relative entropy of ρ with respect to σ as
S(ρ‖σ) ≡ Tr ρ(log ρ− log σ) . (139)
This quantity provides an important (asymmetric) measure of distinguishability of the
states ρ, σ; it is nonnegative and is equal to zero if and only if ρ = σ [184, 138].
The most important property of the relative entropy which underlies several
key facts in quantum information theory and nonequilibrium statistical mechanics is
monotonicity under the action of quantum channels
S(ρ‖σ) ≥ S(Φ[ρ]‖Φ[σ]) . (140)
In words, this means that states become less distinguishable after an irreversible
evolution Φ. The first proof of the monotonicity property is due to Lindblad [122]
who derived it from the strong subadditivity of quantum entropy, Eq. (114).
To stress the relevance of the relative entropy in the context of quantum
information, let us first notice that the quantum mutual information (101) can be written
as
I(ρ,Φ) = S(ρBR‖ρB ⊗ ρR) , (141)
implying I(ρ,Φ) > 0 unless ρRB = ρR ⊗ ρB when I(ρ,Φ) = 0 (as already mentioned in
Sec. 4.5), and the data processing inequality (116) as a particular instance of Eq. (140).
Next, the χ-information (79) also admits a representation in terms of S(ρ‖σ),
namely [156]
χ ({px}, {ρx}) =
∑
x
px S
(
ρx‖
∑
x′
px′ρx′
)
, (142)
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From this expression one can invoke the monotonicity property (140) to imply the
following data processing inequality
χ ({px}, {Φ(ρx)}) 6 χ ({px}, {ρx}) , (143)
which in particular yields the bound (80) when Φ is taken to be the q-c channel
transforming quantum states into probability distributions (in this case the χ-function
on the left hand side coincides with the Shannon information of the measurement process
associated with the q-c mapping).
The inequality (143) has also profound implications for the coherent information.
Applying it to the identity (129) we obtain that if the channel Φ is anti-degradable,
then for any state ρ
Ic(ρ,Φ) ≤ 0 , (144)
(correspondingly, for degradable channel Ic(ρ,Φ) ≥ 0). From the coding theorem (124) it
then follows that all anti-degradable channels have zero quantum capacity as anticipated
at the end of Sec. 4.8.
Another useful application of the monotonicity (140) concerns what may be called
the generalized H-theorem which states that a bistochastic (unital) evolution does not
decrease the entropy. In other words, the H-theorem implies that given a unital channel
Φ and arbitrary input state ρ, one has
S(Φ[ρ]) ≥ S(ρ) . (145)
To see this in finite dimensional case (dimH = d <∞), use the identity
S(ρ) = log d− S(ρ‖I/d) , (146)
where I/d is the chaotic state, and notice that
S(Φ[ρ]) = log d− S(Φ[ρ]‖I/d) = log d− S(Φ[ρ]‖Φ[I/d])
> log d− S(ρ‖I/d) = S(ρ) . (147)
where Eq. (140) and the fact that Φ[I/d] = I/d for bistochastic channels was used.
For a general channel Φ : S(H)→ S(H) an interesting characteristic is theminimal
entropy gain defined by the quantity
G(Φ) = inf
ρ
[
S(Φ[ρ])− S(ρ)
]
, (148)
In contrasts to nonadditivity of the other similar quantity – the minimal output entropy
infρ S(Φ[ρ]) – which we introduced at the end of Sec. 4.4 the quantity G(Φ) is additive
with respect to tensor product of channels (i.e. G(Φ1 ⊗ Φ2) = G(Φ1) + G(Φ2)) as a
simple consequence of the strong subadditivity (114), see [4]. For finite dimensional
system it is easy to see that
− log2 d ≤ G(Φ) ≤ 0 , (149)
(this follows directly from the fact that von Neumann entropies are upperbounded by
log2 d). However, as shown in [94], there is much better lower estimate
− log2 ‖Φ[I]‖ ≤ G(Φ) . (150)
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which holds also for infinite dimensional systems assuming that the channel Φ is such
that Φ[I] ≡ ∑∞j=1 VjV †j is a bounded operator. This implies that the generalized H-
theorem is valid also for infinite dimensional unital evolutions Φ if one restricts to the
input states ρ with finite entropy. The inequality G(Φ) ≤ 0 no longer holds; for example,
if Φ is Bosonic Gaussian channel with parameters (K, l, β), detK 6= 0 (see Sec. 3.4) then
the minimal entropy gain is equal to
G(Φ) = log2 | detK| , (151)
and is attained on Gaussian states [94]. The quantity | detK| is the coefficient of the
change of the classical phase space volume under the linear transformationK (which can
take arbitrary positive values). These results also suggest that for a general irreversible
quantum evolution the role of this coefficient is played by the quantity ‖Φ[I]‖−1.
5. Summary and outlook
In this review we considered evolutions of open quantum systems from a quantum
information viewpoint. More specifically, we discussed several scenarios where a sender
and a receiver establish communication line by using some physical degrees of freedom
(the information carrier) subject to quantum noise from the environment. The resulting
transformation of sender’s input states into receiver’s output states – the quantum
channel in the Schro¨dinger picture– is described by a completely positive trace preserving
(CPTP) map. Several alternative representations of such maps were introduced and
their main features were analyzed. In particular we have reviewed the operator-sum
(Kraus) and unitary/isometric representations of a quantum channel, as well as its
characterization in terms of the corresponding Choi-Jamiolkowski state. Composition
rules along with the notions of dual (Heisenberg picture) and complementary channels
have been presented. The general treatment was supplied with discussion of important
particular cases of qubit, depolarizing, erasure channels as well as entanglement-breaking
and dephasing channels. A whole section was dedicated to Bosonic Gaussian channels
which constitute a basic class of information processors for continuous variable systems
and provide a representation for some of the most usable quantum communication
protocols.
In the second part of the review we surveyed approaches to evaluation of the
quality of a given quantum channel, basing on the notions of channel capacities and
their entropic expressions. For the sake of clarity, we restricted the analysis to the
basic case of memoryless communication models, where the noise operates identically
and independently on each of the sender’s inputs. We started with recollections of the
Shannon entropy of a classical random source and the Shannon capacity of a classical
channel (relevant for a communication line where all the stages of the information
transferring – coding, transmission, decoding – are treated in terms of classical
random processes), explaining how these quantities acquire operational meaning in the
asymptotic of very long messages. Moving to the quantum domain, we demonstrated
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how these quantities admit multiple generalizations. Several different notions of channel
capacities have to be introduced in view of the fact that a quantum communication
line can be used to transfer either classical or quantum messages, and assisted by
various additional resources such as entanglement shared between the communicating
parties or the classical feedback, which in the Shannon theory either do not exist
(entanglement) or do not increase the capacity (feedback). These quantities have
operational definitions generalizing that of the Shannon capacity and admit closed
expressions in entropic terms given by fundamental quantum coding theorems. The
quantum correlations (entanglement) display themselves in the increase of information
transmission rates as compared to protocols without entanglement. The notable cases
of this phenomenon discussed in our paper include the superadditivity of the classical
information transmission rates with respect to entangled decodings and encodings, the
gain of the input-output entanglement assistance and superactivation of zero quantum
channel capacity.
Information-theoretic view opens thus a completely new perspective of quantum
irreversible evolutions – noisy communication channels – and enlightens fascinating
landscape of the channel entropic characteristics, in which entanglement plays a crucial
role.
Acknowledgments
VG acknowledges support fromMIUR through FIRB-IDEAS Project No. RBID08B3FM.
AH was partially supported by RFBR grant and the RAS program “Dynamical systems
and control theory”.
References
[1] Abeyesinghe A, Devetak I, Hayden P and Winter A 2009 The mother of all protocols:
Restructuring quantum information’s family tree Proc. R. Soc. A 465 2537-2563 (Preprint
arXiv:quant-ph/0606225v1)
[2] Adami C and Cerf N J 1997 Capacity of noisy quantum channels Phys. Rev. A 56 3470-3485
[3] Alber G, Beth T, Horodecki M, Horodecki P, Horodecki R, Ro¨tteler M, Weinfurter H and Werner
R F 2001 Quantum information. An introduction to basic theoretical concepts and experiments,
(Berlin: Springer)
[4] Alicki R 2004 Isotropic quantum spin channels and additivity questions Preprint
arXiv:quant-ph/0402080v1
[5] Alicki R and Fannes M 2005 Note on multiple additivity of minimal Renyi entropy output of the
Werner-Holevo channels Open Syst. Inf. Dyn. 11 339-342
[6] Amosov G G, Holevo A S and Werner R F 2000 On some additivity problems of quantum
information theory Probl. Inform. Transm. 36 25
[7] Ban M 1999 Quantum dense coding via a two-mode squeezed-vacuum state J. Opt. B: Quantum
Semiclass. Opt. 1 L9-L11
[8] Barnum H, Knill E and Nielsen M A 2000 On quantum fidelities and channel capacities IEEE
Trans. Inform. Theory 46 1317-1329
[9] Barnum H, Nielsen M A and Schumacher B 1998 Information transmission through a noisy
quantum channel Phys. Rev. A 57 4153-4175
52
[10] Bouwmeester D, Pan J, Mattle K, Eibl M, Weinfurter H and Zeilinger A 1997 Experimental
quantum teleportation Nature 390 575-579
[11] Bennett C H, Brassard G, Cre´peau C, Jozsa R, Peres A and W K Wootters 1993 Teleporting an
unknown quantum state via dual classical and EPR channels Phys. Rev. Lett. 70 1895-1899
[12] Bennett C H, Devetak I, Shor PW and Smolin J A 2006 Inequalities and separations among assisted
capacities of quantum channels Phys. Rev. Lett. 96 150502 (Preprint arXiv:quant-ph/0406086v1)
[13] Bennett C H, DiVincenzo D P and Smolin J A 1997 Capacities of Quantum Erasure Channels
Phys. Rev. Lett. 78 3217-3220
[14] Bennett C H, DiVincenzo D P, Smolin J A and Wootters W K 1996 Mixed state entanglement
and quantum error correction Phys. Rev. A 54 3824-3851 (Preprint arXiv:quant-ph/9604024v2)
[15] Bennett C H, Fuchs C A and Smolin J A 1997 Entanglement-enhanced classical communication
on a noisy quantum channel, in Quantum Communication, Computing and Measurement Proc.
QCM96, ed. by Hirota O, Holevo A S and Caves C M (New York: Plenum) pp. 79-88
[16] Bennett C H and Shor P W 1998 Quantum Information Theory IEEE Trans. Inform. Theory 44
2724-2742
[17] Bennett C H, Shor P W, Smolin J A and Thapliyal A V 1999 Entanglement-assisted classical
capacity of noisy quantum channel Phys. Rev. Lett. 83 3081
[18] Bennett C H, Shor P W, Smolin J A and Thapliyal A V 2002 Entanglement-assisted capacity
and the reverse Shannon theorem IEEE Trans. Inform. Theory 48 2637-2655 (Preprint
arXiv:quant-ph/0106052v2)
[19] Bennett C H andWiesner S J 1992 Communication via one- and two-particle operators on Einstein-
Podolsky-Rosen states, Phys. Rev. Lett. 69 2881-2884
[20] Boschi D, Branca S, De Martini F, Hardy L and Popescu S 1998 Experimental Realization of
Teleporting an Unknown Pure Quantum State via Dual Classical and Einstein-Podolsky-Rosen
Channels Phys. Rev. Lett. 80 1121
[21] Bowen G 2002 Entanglement required in achieving entanglement-assisted channel capacities Phys.
Rev. A 66 052313
[22] Bowen G 2004 Quantum Feedback Channels IEEE Trans. Inf. Theory 50 2429-2433
[23] Bowen G and Bose S 2001 Teleportation as a Depolarizing Quantum Channel, Relative Entropy,
and Classical Capacity Phys. Rev. Lett. 87 267901
[24] Branda˜o F G S L, Oppenheim and Strelchuk S 2011 When does noise increase the quantum
capacity? Preprint: arXiv:1107.4385v1 [quant-ph]
[25] Braunstein S L and Kimble H J 1998 Teleportation of Continuous Quantum Variables Phys. Rev.
Lett. 80 869-872
[26] Braunstein S L and Kimble H J 2000 Dense coding for continuous variables Phys. Rev. A 61
042302
[27] Braunstein S L and van Loock P 2005 Quantum information with continuous variables Rev. Mod.
Phys. 77 514-577
[28] Bruss D 2002 Characterizing entanglement J. Math. Phys. 43 4237-4251
[29] Caruso F, Eisert J, Giovannetti V and Holevo A S 2008 Multi-mode Bosonic Gaussian channels
New Journal of Physics 10 083030
[30] Caruso F, Eisert J, Giovannetti V and Holevo A S 2011 The optimal unitary dilation for Bosonic
Gaussian channels Phys. Rev. A 84 022306 (Preprint arXiv:1009.1108 [quant-ph])
[31] Caruso F and Giovannetti V 2006 Degradability of Bosonic Gaussian channels Phys. Rev. A 74
062307
[32] Caruso F, Giovannetti V and Holevo A S 2006 One-mode Bosonic Gaussian channels: a full weak-
degradability classification New Journal of Physics 8 310
[33] Caves C M and Drummond P B 1994 Quantum limits of bosonic communication rates Rev. Mod.
Phys. 66 481-538
[34] Cerf N J, Ipe A and Rottenberg X 2000 Cloning of Continuous Quantum Variables Phys. Rev.
Lett. 85 1754-1757
53
[35] Cerf N J, Leuch J and Polzik E S 2007 Quantum Information with Continuous Variables of Atoms
and Light (London: Imperial College Press)
[36] Choi M-D 1075 Completely positive maps on complex matrices Linear Alg. and Its Appl. 10
285-290
[37] Cover T M and Thomas J A 1991 Elements of Information Theory, Wiley Series in
Telecommunications, (New York: John Wiley & Sons)
[38] Cubitt T, Harrow A W, Leung D, Montanaro A and Winter A (2008) Counterexamples to
additivity of minimum output p−Renyi entropy for p close to 0 Comm. Math. Phys. 284 281-290
(Preprint arXiv:0712.3628v3 [quant-ph])
[39] Cubitt T S, Ruskai M-B and Smith G 2008 The structure of degradable quantum channels J.
Math. Phys. 49, 102104 (Preprint arXiv:0802.1360v2 [quant-ph])
[40] D’Ariano G M, Kretschmann D, Schlingemann D and Werner R F 2007 Reexamination of
quantum bit commitment: the possible and the impossible Phys. Rev. A 76, 032328 (Preprint
arXiv:quant-ph/0605224)
[41] Davies E B 1976 Quantum theory of open systems (London: Academic Press)
[42] Dirac P A M 1958 The Principles of Quantum Mechanics 4th edn., (Oxford Univ. Press)
[43] Demoen B, Vanheuverzwijn P and Verbeure A 1979 Completely positive quasi-free maps on the
CCR algebra Rep. Math. Phys. 15 27-39
[44] Devetak I 2003 The private classical information capacity and quantum information capacity of a
quantum channel IEEE Trans. Info. Th. 51 44-55 (Preprint arXiv:quant-ph/0304127v6)
[45] Devetak I, Harrow A W and Winter A 2004 A family of quantum protocols Phys. Rev. Lett. 93
230504
[46] Devetak I, Junge M, King C and Ruskai M B 2006 Multiplicativity of completely bounded p-norms
implies a new additivity result Commun. Math. Phys. 266 37-63
[47] Devetak I and Shor P 2005 The capacity of a quantum channel for simultaneous transition
of classical and quantum information Commun. Math. Phys. 256, 287-303 (Preprint
arXiv:quant-ph/0311131v3)
[48] Di Vincenzo D, Shor P W and Smolin J 1998 Quantum channel capacities of very noisy channels
Phys. Rev. A 57 830-839
[49] Eisert J and Wolf M M 2007 Gaussian quantum channels in Quantum Information with
Continous Variables of Atoms and Light, 23-42 (Imperial College Press, London) (Preprint
arXiv:quant-ph/0505151v1)
[50] Evans D E and Lewis J T 1977 Dilations on irreversible evolutions in algebraic quantum theory
Comm Dublin Inst. Adv. Stud. Ser. A. 24
[51] Fujiwara A and Hashizume´ T 2002 Additivity of the capacity of depolarizing channels Phys. Lett.
A 299 469-475
[52] Fukuda M, King C and Moser D 2009 Comments on Hastings’ additivity counterexample Preprint
arXiv:0905.3697v1
[53] Gabor D 1950 Communication theory and physics Phil. Mag. 41 1161-1187
[54] Gallager R G 1968 Information Theory and Reliable Communication (New York, NY: Wiley)
[55] Garc´ıa-Patro´n R, Navarrete-Benlloch C, Lloyd S, Shapiro J H and Cerf N J 2011
Majorization theory approach to the Gaussian channel minimum entropy conjecture Preprint
arXiv:1111.1986v1 [quant-ph]
[56] Giovannetti V and Fazio R 2005 Information-capacity description of spin-chain correlations Phys.
Rev. A 71 032314
[57] Giovannetti V, Guha S, Lloyd S, Maccone L and Shapiro J H 2004 Minimum output entropy of
bosonic channels: A conjecture Phys. Rev. A 70 032315
[58] Giovannetti V, Guha S, Lloyd S, Maccone L, Shapiro J H and Yuen H P 2003 Classical capacity
of the lossy bosonic channel: the exact solution Phys. Rev. Lett. 92 027902
[59] Giovannetti V, Holevo A S, Lloyd S and Maccone L 2010 Generalized minimal output entropy
conjecture for one-mode Gaussian channels: definitions and some exact results J. Phys. A:
54
Math. Theor. 43 415305
[60] Giovannetti V, Lloyd S, Maccone L and Shor P W 2003 Broadband channel capacities Phys. Rev.
A 68 062323
[61] Giovannetti V, Lloyd S and Ruskai M B 2005 Conditions for multiplicativity of maximal p−norms
of channels for fixed integer p J. Math. Phys. 46 042105
[62] Gisin N and Thew R 2007 Quantum communication Nature Photonics 1 165
[63] Gisin N, Ribordy G, Tittel W and Zbinden H 2002 Quantum cryptography Rev. Mod. Phys. 74
145-95
[64] Glauber R 1963 The quantum theory of optical coherence Phys. Rev. 130 2529-2539
[65] Gordon J P 1964 Noise at optical frequencies; information theory, in: Quantum Electronics and
Coherent Light Proc. Int. School Phys. “Enrico Fermi”, Course XXXI, ed. P A Miles, (New
York: Academic Press) pp.156-181
[66] Gorini V, Frigerio A, Verri M, Kossakowski A and Sudarshan E C G 1978 Properties of quantum
Markovian master equations Rep. Math. Phys. 13 149-173
[67] Gottesman D, Kitaev A and Preskill J 2001 Encoding a qubit in an oscillator, Phys. Rev. A 64
012310 (Preprint quant-ph/0008040)
[68] Grassl M, Beth T, and Pellizzari T 1997 Codes for the quantum erasure channel Phys. Rev. A 56
33-38 (Preprint arXiv:quant-ph/9610042v2)
[69] Gu¨hne O and To´th G 2009 Entanglement detection Physics Reports 474 1-75
[70] Haag R and Kastler D 1964 An algebraic approach to quantum field theory J. Math. Phys. 5
848-861
[71] Hall M J H 1994 Gaussian Noise and quantum-optical communication Phys. Rev. A 50 3295-3303
[72] Hamada M 2002 Lower bounds on the quantum capacity and highest error exponent of general
memoryless channels IEEE Trans. Information Theory 48 2547-2557
[73] Harrington J and Preskill J 2001 Achievable rates for Gaussian quantum channels Phys Rev. A
64 062301
[74] Hastings M B 2009 A counterexample to additivity of minimum output entropy Nature Physics 5
255 (Preprint arXiv:0809.3972v4)
[75] Hausladen P, Josza R, Schumacher B, WestmorelandM andWootters W 1996 Classical information
capacity of a quantum channel Phys. Rev. A 54 1869-1876
[76] Hayashi M 2006 Quantum Information: an Introduction, (Berlin: Springer)
[77] Hayashi M and Nagaoka H 2003 General formulas for capacity of classical-quantum channels IEEE
Trans. Inform. Theory 49 1753-1768
[78] Hayden P 2007 The maximal p−norm multiplicativity conjecture is false Preprint
arXiv.org:0707.3291
[79] Hayden P and Winter A 2008 Counterexamples to the Maximal p−Norm Multiplicativity
Conjecture for all p > 1 Commun. Math. Phys. 284 263-280
[80] Helstrom C W 1976 Quantum Detection and Estimation Theory (New York: Academic Press)
[81] Henderson L and Vedral V 2001 Classical, quantum and total correlations J. Phys. A: Math. Gen.
34 6899-6905
[82] Holevo A S 1972 Towards mathematical theory of quantum communication channels Probl. Pered.
Inform. 8 62-71
[83] Holevo A S 1973 Some estimates for the information content transmitted by a quantum
communication channel Probl. Inform Transm. 9 3-11
[84] Holevo A S 1979 On the capacity of quantum communication channel Probl. Inform. Transm. 15
3-11
[85] Holevo A S 1998 The capacity of quantum communication channel with general signal states IEEE
Trans. Inform. Theory 44 269-272 (Preprint arXiv:quant-ph/9611023)
[86] Holevo A S 1998 Quantum coding theorems Russian Math. Surveys 53 1295-1331
[87] Holevo A S 2011 Probabilistic and Statistical Aspects of Quantum Theory, 2nd edn. (Pisa: Edizioni
della Normale)
55
[88] Holevo A S 2001 Statistical Structure of Quantum Theory Lect. Notes Phys.m67 (Berlin: Springer)
[89] Holevo A S 2002 On entanglement-assisted classical capacity J. Math. Phys. 43 4326-4333
[90] Holevo A S 2006 On complementary channels and the additivity problem Probab. Theory and
Appl. 51 133-134
[91] Holevo A S 2007 One-mode quantum Gaussian channels Problems of Information Transmission
43 1-11
[92] Holevo A S 2007 The additivity problem in quantum information theory In: Proceedings of the
International Congress of Mathematicians, (Madrid, Spain, 2006), Zurich:Publ. EMS, 999-1018
[93] Holevo A S 2008 Entanglement-breaking channels in infinite dimensions Problems of Information
Transmission 44 3-18
[94] Holevo A S 2010 The entropy gain of infinite-dimensional quantum evolutions Dokl. Math. 82
730-731
[95] Holevo A S, Sohma M and Hirota O 1999 Capacity of quantum Gaussian channels Phys. Rev. A
59 1820-1828
[96] Holevo A S and Werner R F 2001 Evaluating capacities of Bosonic Gaussian channels Phys. Rev.
A 63 032312
[97] Horodecki K, Horodecki M, Horodecki P, Leung D and Oppenheim J 2008 Unconditional privacy
over channels which cannot convey quantum information Phys. Rev. Lett. 100 110502
[98] Horodecki K, Horodecki M, Horodecki P and Oppenheim J 2005 Secure key from bound
entanglement Phys. Rev. Lett. 94 160502
[99] Horodecki M, Horodecki P and Horodecki R 2001 General teleportation channel, singlet fraction,
and quasidistillation Phys. Rev. A 60, 1888-1898
[100] Horodecki M, Oppenheim J and Winter A 2006 Quantum state merging and negative information
Comm. Math. Phys. 269 107
[101] Horodecki M, Shor P W and Ruskai M B 2003 General entanglement breaking channels Rev.
Math. Phys. 15 629-641
[102] Horodecki P, Horodecki M and Horodecki R 2000 Binding entanglement channels J. Mod. Opt.
47 347-354
[103] Horodecki P and Horodecki R 2001 Distillation and bound entanglement Q. Info. and Comp. 1
45-75
[104] Horodecki R, Horodecki P, Horodecki M and Horodecki K 2009 Quantum entanglement Rev.
Mod. Phys. 81, 865-942
[105] Ivan J S, Sabapathy K and Simon R 2010 Operator-sum representation for Bosonic Gaussian
channels Preprint arXiv:1012.4266v1 [quant-ph]
[106] Josza R and Schumacher B 1994 A new proof of the quantum noiseless coding theorem J. Modern
Optics 41 2343-2349
[107] Keyl M 2002 Fundamentals of quantum information theory Physics Reports 369 43-548
[108] King C 2001 Maximization of capacity and p-norms for some product channels Preprint
arXiv:quant-ph/0103086v1
[109] King C 2002 Additivity for unital qubit channels J. Math. Phys. 43 4641-4643 (Preprint
arXiv:quant-ph/0103156v2)
[110] King C 2003 The capacity of the quantum depolarizing channel IEEE Trans. Inf. Th. 49 221-229
(Preprint arXiv:quant-ph/0204172v2)
[111] King C, Nathanson M and Ruskai M B 2005 Multiplicativity properties of entrywise positive
maps Linear Alge. Applications 404 367-379
[112] King C, Matsumoto K, Natanson M and Ruskai M B 2007 Properties of conjugate channels with
applications to additivity and multiplicativity Markov Process and Related Fields 13 391-423
(Preprint arXiv:quant-ph/0509126v3)
[113] King C and Ruskai M B 2001 Minimal entropy of states emerging from noisy quantum channels
IEEE Trans. Inform. Theory 47 192-209
[114] Klauder J R and Sudarshan E C G 1968 Fundamentals of quantum optics (New-York-Amsterdam:
56
W A Benjamin Inc.)
[115] Knill E and Laflamme R 1997 Theory of quantum error-correcting codes Phys. Rev. A 55 900-911
[116] Kossakowski A 1972 On quantum statistical mechanics of non-hamiltonian systems Rept. Math.
Phys. 3 247-274
[117] Kraus K 1983 States, effects and operations Springer Lecture Notes in Physics 190
[118] Kretschmann D and Werner R F 2004 Tema con variazioni: quantum channel capacity New J.
Phys. 6 26
[119] Levitin L B 1995 Optimal quantum measurement for two pure and mixed states, In: Quantum
Communications and Measurement, Proc. QCM94, ed. by Belavkin V P, Hirota O and Hudson
R L (New York: Plenum) pp. 439-448
[120] Li X, Pan Q, Jing J, Zhang J, Xie C, and Peng K 2002 Quantum Dense Coding Exploiting a
Bright Einstein-Podolsky-Rosen Beam Phys. Rev. Lett. 88 047904
[121] Lieb E H and Ruskai M B 1973 Proof of the strong subadditivity of quantum mechanical entropy
J. Math. Phys. 14 1938-1941
[122] Lindblad G 1975 Completely positive maps and entropy inequalities Comm. Math. Phys. 40
147-151
[123] Lindblad G 1991 Quantum entropy and quantum measurements In: Quantum Aspects of Optical
Communication, Ed. by C Benjaballah, O Hirota, S Reynaud, Lect. Notes Phys. 378 71-80
[124] Lindblad G 2000 Cloning the quantum oscillator J. Phys. A: Math. Gen. 33 5059-5076
[125] Lloyd S 1997 Capacity of noisy quantum channel Phys. Rev. A 55 1613-1622
[126] Lloyd S, Giovannetti V and Maccone L 2011 Sequential projective measurements for channel
decoding Phys. Rev. Lett. 106 250501
[127] Louisell W H 1977 Radiation and Noise in Quantum Electronics, (Huntington, NY: R E Krieger
Pub. Co.)
[128] Ludwig G 1983 Foundations of quantum mechanics I (New York-Heidelberg-Berlin: Springer-
Verlag)
[129] Marcikic I, de Riedmatten H, Tittel W, Zbinden H and Gisin N 2003 Long-distance teleportation
of qubits at telecommunication wavelengths Nature 421 509-513
[130] Matsumoto K, Shimono T and Winter A 2004 Remarks on additivity of the Holevo channel
capacity and of the entanglement of formation Commun. Math. Phys. 246 427-442
[131] Mattle K, Weinfurter H, Kwiat P G and Zeilinger A 1996 Dense Coding in Experimental Quantum
Communication Phys. Rev. Lett. 76 4656-4659
[132] Milburn G J and Braunstein S L 1999 Phys. Rev. A 60 937-942
[133] Mizuno J, Wakui K, Furusawa A and Sasaki M 2005 Experimental demonstration of
entanglement-assisted coding using a two-mode squeezed vacuum state Phys. Rev. A 71 012304
[134] Monroe C, Meekhof D M, King B E, Itano W M and Wineland D J 1995 Demonstration of a
fundamental quantum logic gate Phys Rev. Lett. 75 4714
[135] Nielsen M A and Chuang I 2000 Quantum computation and quantum information (Cambridge
University Press)
[136] Ogawa T and Nagaoka H 1999 Strong converse to the quantum channel coding theorem IEEE
Trans. Info.Theor. 45 2486-2489
[137] Ogawa T and Nagaoka H 2007 Making good codes for classical-quantum channel coding via
quantum hypothesis testing IEEE Trans. Info. Theor. 53 2261-2266
[138] Ohya M and Petz D 1993 Quantum entropy and its use Texts and Monographs in Physics, (New
York: Springer)
[139] Ollivier H and Zurek W H 2002 Quantum Discord: A Measure of the Quantumness of Correlations
Phys. Rev. Lett. 88 017901
[140] Peng C -Z, Yang T, Bao X -H, Zhang J, Jin X -M, Feng F -Y, Yang B, Yang J, Yin J, Zhang Q,
Li N, Tian B -L and Pan J -W 2005 Experimental free-space distribution of entangled photon
pairs over 13 km: towards satellite-based global quantum communication Phys. Rev. Lett. 94
150501
57
[141] Pereira S F, Ou Z Y and Kimble H J 2000 Quantum communication with correlated nonclassical
states Phys. Rev. A 62 042311
[142] Petz D 2008 Quantum information theory and quantum statistics (Berlin: Springer)
[143] Popescu S 1994 Bell’s Inequalities versus Teleportation: What is Nonlocality? Phys. Rev. Lett.
72 797-799
[144] Rains E M 1999 Bound on distillable entanglement Phys. Rev. A 60 179-184
[145] Rains E M 2001 A semidefinite program for distillable entanglement IEEE Trans. Inf. Theory 47
2921-2933
[146] Ralph T C and Huntington E H 2002 Unconditional continuous-variable dense coding Phys. Rev.
A 66 042321
[147] Ruskai M B 2007 Some open problems in quantum information theory Preprint arXiv:0708.1902v1
[quant-ph]
[148] Ruskai M B 2007 Another Short and Elementary Proof of Strong Subadditivity of Quantum
Entropy Reports on Mathematical Physics 60 1-12
[149] Ruskai M B, Szarek S and Werner E 2002 An analysis of completely positive trace-preserving
maps on M2 Linear Algebra and its Applications 347 159-187
[150] Sasaki M, Barnett S M, Jozsa R, Osaki M and Hirota O 1999 Accessible information and optimal
strategies for real symmetric quantum sources Phys. Rev. A 59 3325
[151] Scarani V, Iblisdir S, Gisin N and Ac´ın A 2005 Quantum cloning Rev. Mod. Phys. 77 1225-1256
[152] Schmitt-Manderbach T, Weier H, Fu¨rst M, Ursin R, Tiefenbacher F, Scheidl T, Perdigues
J, Sodnik Z, Kurtsiefer C, Rarity J G, Zeilinger A and Weinfurter H 2007 Experimental
demonstration of free-space decoy-state quantum key distribution over 144 km Phys. Rev. Lett.
98 010504
[153] Schumacher B and Nielsen M A 1996 Quantum data processing and error correction Phys. Rev.
A 54 2629-2635
[154] Schumacher B and Westmoreland M D 1997 Sending classical information via noisy quantum
channel Phys. Rev. A 56 131-138
[155] Schumacher B and Westmoreland M D 1998 Quantum privacy and quantum coherence Phys.
Rev. Lett. 80 5695-5697
[156] Schumacher B and Westmoreland M D 2001 Optimal signal ensembles Phys. Rev. A 63 022308
(Preprint arXiv:quant-ph/9912122v1)
[157] Schumacher B and Westmoreland M D 2002 Approximate quantum error correction Quantum
Information Processing 1 5-12 (Preprint arXiv:quant-ph/0112106v1)
[158] Spohn H 1980 Kinetic equations from Hamiltonian dynamics: Markovian limits Rev. Modern
Phys. 53 569-615
[159] Serafini A, Eisert J and Wolf M M 2005 Multiplicativity of maximal output purities of Gaussian
channels under Gaussian inputs Phys. Rev. A 71 012320
[160] Shannon C and Weaver W 1949 The mathematical theory of communication, (Urbana Ill. Univ.
Illinois Press)
[161] Shapiro J H, Giovannetti V, Guha S, Lloyd S, Maccone L and Yen B J 2004 Capacity of Bosonic
communications AIP Conf. Proc. 734 15
[162] Shor P W 1995 Scheme for Reducing Decoherence in Quantum Computer Memory Phys. Rev. A
A52 2493-2496
[163] Shor P W 2002 Additivity of the classical capacity of entanglement-breaking quantum channels
J. Math. Phys. 43 4334-4340
[164] Shor P W 2002 The adaptive classical capacity of a quantum channel, or information capacity of
3 symmetric pure states in three dimensions Eprint arXiv:quant-ph/0206058
[165] Shor P W 2002 available at http://www.msri.org/publications/ln/msri/ 2002/quantum-
crypto/shor/1/;
[166] Shor P W 2003 Capacities of quantum channels and how to find them Math. Program., Ser. B
97 311-335
58
[167] Shor P W 2004 Equivalence of additivity questions in quantum information theory Commun.
Math. Phys. 246 453-472
[168] Shor P W 2004 The classical capacity achievable by a quantum channel assisted by limited
entanglement, in: Quantum Information, Statistics, Probability, Ed. by O Hirota, (Princeton,
New Jersey: Rinton Press, Inc.)
[169] Smith G and Smolin J A 2011 Detecting incapacity Preprint arXiv:1108.1807v1 [quant-ph]
[170] Smith G, Smolin J A and Winter A 2008 The quantum capacity with symmetric side channels
IEEE Trans. Info. Theory 54 9 4208-4217
[171] Smith G and Yard J 2010 Quantum Communication with Zero-Capacity Channels Science 321
1812
[172] Steane A 1997 Quantum computing Rept. Prog. Phys. 61 117-173
[173] Stenholm S 1986 The theory of quantum amplifiers Physica Scripta T12 56-66
[174] Stinespring W F 1955 Positive functions on C∗-algebras Proc. Amer. Math. Soc. 6 211-316
[175] Takesue H, Nam S W, Zhang Q, Hadfield R H, Honjo T, Tamaki K and Yamamoto Y 2007
Quantum key distribution over a 40-dB channel loss using superconducting single-photon
detectors Nat. Photonics 1 343-348
[176] Tittel W, Brendel J, Zbinden H and Gisin N 1998 Violation of Bell inequalities by photons more
than 10 km apart Phys. Rev. Lett. 81 3563-3566
[177] Ursin R, Jennewein T, Aspelmeyer M, Kaltenbaek R, Lindenthal M, Walther P, and Zeilinger A
2004 Quantum Teleportation across the Danube Nature 430 849
[178] Ursin R, Tiefenbacher F, Schmitt-Manderbach T , Weier H, Scheidl T, Lindenthal M,
Blauensteiner B, Jennewein T, Perdiguess J, Trojek P, Omer B, Urst M F, Meyenburg M,
Rarity J, Sodnik Z, Baribieri C, Weinfurter H and Zeilinger A 2007 Entanglement based quantum
communication over 144 km Nat. Phys. 3 481
[179] van Enk S J 1999 Discrete formulation of teleportation of continuous variables Phys. Rev. A 60
5095-5097
[180] Vedral V and Plenio M B 1998 Entanglement measures and purification procedure Phys. Rev. A
57 1619
[181] von Neumann J 1954 Mathematical Foundations of Quantum Mechanics (New York: Dover)
[182] Wang X-B, Hiroshima T, Tomita A and Hayashy M 2007 Quantum information with Gaussian
states Phys. Rep. 448 1-111
[183] Weedbrook C, Pirandola S, Garcia-Patron R, Cerf N J, Ralph T C, Shapiro J H and Lloyd S
2011 Gaussian Quantum Information (Preprint arXiv:1110.3234)
[184] Wehrl A 1978 General properties of entropy Rev. Mod. Phys., 50 221-260
[185] Werner R F 1989 Quantum states with Einstein-Podolsky-Rosen correlations admitting a hidden-
variable model Phys. Rev. A 40 4277
[186] Werner R F 2001 in Quantum information - an introduction to basic theoretical concepts and
experiments (Berlin: Springer)
[187] Werner R F and Holevo A S 2002 Counterexample to an additivity conjecture for output purity
of quantum channels J. Math. Phys. 43 4353-4357
[188] Winter A 1999 Coding theorem and strong converse for quantum channels IEEE Trans. Inform.
Theory 45 2481-2485
[189] Winter A 2007 The maximum output p-norm of quantum channels is not multiplicative for any
p > 2 Preprint arXiv:0707.0402v3 [quant-ph]
[190] Wyner A D 1975 The wire-tap channel Bell. Syst. Tech. J. 54 1355-1387
[191] Wolf M, Giedke G and Cirac J I 2006 Extremality of Gaussian quantum states Phys. Rev. Lett.
96 080502 (Preprint arXiv:quant-ph/0509154v1)
[192] Wolf M, Pe´rez-Gars´ıa D and Giedke G 2005 Quantum capacities of Bosonic channels Phys. Rev.
Lett. 98 130501
[193] Wootters W K and Zurek W H 1982 A single quantum cannot be cloned, Nature 299 802-803
[194] Yamamoto Y and Haus H A 1986 Preparation, measurement and information capacity of optical
59
quantum states Rev. Mod. Phys. 58 1001-1020
60
