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ABSTRACT
Applications of antenna arrays, such as radar, benefit significantly from an
array with wide operational bandwidth. In order to create these arrays, de-
signers have traditionally relied on arraying relatively wideband antennas.
Recently, planar arrays utilizing narrowband elements have been shown to
exhibit good wideband behavior when the elements are spaced less than the
typical half wavelength spacing used by designers. The reason behind this
result is not clear. The phenomenon is investigated in this work through the
lens of antenna characteristic modes. The modes of an array are calculated
using the method of moments, and these modes are characterized by their
radiative behavior. Additionally, the Q factor of these planar arrays is calcu-
lated using the Fourier transforms of the tangential fields at the aperture. In
the process, the wideband behavior of these closely spaced arrays of dipoles
is explained. These concepts are then translated to antenna design param-
eters such as element input impedance and array current distributions for
beam scanning and sidelobe reduction. The modes are then calculated and
interpreted for higher order dipole resonances to understand their behavior
over a wide frequency band. Lastly, the modes of a dipole array with a back-
ing ground plane are described. The result is a description of the physics of
closely spaced arrays based on a set of orthogonal modes which allows an-
tenna array designers to make informed design choices for wideband arrays
before having to perform computationally expensive full-wave simulations on
these electrically large structures.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
Much like designers for many individual antennas, antenna array designers
have been looking for ways to increase the operable frequency bandwidth of
their systems. Particularly for applications such as radar, increased band-
width is required for improved spatial resolution and tracking accuracy in
the downrange direction from the radar. Additionally, military applications
require system frequency agility over increasingly wider bandwidths in order
to combat electronic warfare systems such as jammers.
While this goal has typically been approached by using wideband elements
in arrays, designers have found that narrowband elements can be used in
arrays resulting in wider bandwidths than the individual elements. The phe-
nomenon was first observed with Vivaldi arrays, which use relatively wide-
band elements but, when properly designed, have even wider bandwidths as
arrays [1]. Recently the phenomenon was observed in closely spaced dipole
arrays [2]. Dipoles have relatively narrow bandwidths, but can be manufac-
tured on a planar array, allowing a decrease in array volume and weight. In
each of these cases, the improved bandwidth has been attributed generically
to mutual coupling between elements. The actual reason that the increased
coupling leads to increased array bandwidth has not been described. This
lack of understanding forces designers to perform computationally expensive
full-wave simulations on these electrically large structures a number of times
throughout the design process. In order to reduce the number of time- and
resource-intensive simulations during array design, a more complete descrip-
tion of the mutual coupling between elements is desired. This work seeks
to obtain such a description by calculating the characteristic modes of an
array. These modes are used to describe the effects of array design choices
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such as element type, element spacing, and array size on array performance
parameters such as element impedance bandwidth, sidelobe levels, and scan-
ning behavior. The power orthogonality of the modal description obtained
from characteristic mode analysis allows for separate analyses of the effects
of each mode, which is not an option when using the traditional approach
of individually analyzing the effects of each element. Array designers will be
able to use this description to make informed design choices without having
to rely on full-wave simulations.
1.2 Characteristic Mode Theory
Characteristic mode theory saw its inception in the early 1970s when Garbacz
developed a generalized way to expand the fields radiated from a conduct-
ing structure [3]. However, the reformulation developed by Harrington and
Mautz [4] allowed for practical computation of the modes using the method
of moments. This formulation is the basis for a large majority of the work
which utilizes characteristic modes.
Harrington’s formulation begins by noting that the component of an inci-
dent electric field tangential to the surface of one or more perfectly conducting
bodies, defined by S, is related to the current through a linear operator
Z(J) = Eitan.
This linear operator can be derived from Maxwell’s equations using the mag-
netic vector potential A and the electric scalar potential Φ of the current
from each point on the surface S and integrating with the appropriate free
space Green’s function for each over the entire surface. By defining the inner
product of two vector functions on the surface S as
〈B,C〉 =
∫∫
S
B ·C ds
the Z operator can be shown to be symmetric, where 〈Z(B),C〉 = 〈B,Z(C)〉.
This property is a result of the reciprocity of Maxwell’s equations in free
space. Furthermore, the operator can be separated into real and imaginary
parts, given by R and X respectively. These operators are both real and
2
symmetric. Additionally, energy considerations tell us that the power radi-
ated by such a conducting structure will be nonnegative, so the operator R
must be positive semidefinite, or 〈J∗,R(J)〉 ≥ 0.
Harrington then considers the eigenvalue equation given by
(R+ jX ) (Jn) = νnR (Jn) ,
where the R operator on the right-hand side of the equation is chosen so
that the result gives orthogonal radiation patterns later in the formulation.
Letting νn = 1 + jλn, the resulting generalized eigenvalue equation is
X (Jn) = λnR (Jn) . (1.1)
For Hermitian operators, the resulting eigenvalues λn and eigencurrents Jn
are purely real. As R and X are purely real, their symmetric property makes
them Hermitian, and the eigencurrents will also be orthogonal such that
〈J∗m,R(Jn)〉 = 0
〈J∗m,X (Jn)〉 = 0
〈J∗m,Z(Jn)〉 = 0
for n 6= m. Since the eigencurrents can all have an arbitrary constant associ-
ated with them, they are normalized so that each one satisfies the equation
〈J∗n,R(Jn)〉 = 1.
This normalization, along with the orthogonal nature of the set of eigencur-
rents, leads to the relationships
〈J∗m,R(Jn)〉 = δmn
〈J∗m,X (Jn)〉 = λnδmn (1.2)
〈J∗m,Z(Jn)〉 = (1 + jλn)δmn,
where δmn is one when m = n and zero otherwise. Harrington then goes on
to demonstrate that these orthogonality relationships result in orthogonal
far-field patterns for the various eigencurrents when integrated over a sur-
rounding sphere, as well as orthogonal relationships for the stored energy of
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each mode when integrated over all space.
Lastly, Harrington shows that any current on the structure can be treated
as a combination of all of the eigencurrents when combined as
J =
∑
n
V inJn
1 + jλn
,
where
V in = 〈Jn,Eitan〉 =
∫∫
S
Jn · Eitands.
The coefficient consists of two multiplicative terms: V in, which denotes the
spatial correlation of the incident field with the eigencurrent along the surface
of the scatterer, and 1/(1+jλn) which is related to the ease of the excitation of
this eigencurrent. The magnitude of this second term is known as the modal
significance and is one for an eigenvalue of zero and between zero and one for
a nonzero eigenvalue. Additionally, the eigenvector is considered capacitive
if the eigenvalue is negative and inductive if the eigenvalue is positive, with
a zero eigenvalue denoting a resonant mode.
By discretizing the surface and approximating the continuous current using
basis functions, the Z operator becomes the Z matrix from the method
of moments. However, in order to preserve the symmetry of the matrix,
Galerkin’s method must be used to construct the matrix, where the weighting
functions are chosen to be identically equal to the basis functions chosen to
represent the currents. This formulation lends itself well to computationally
acquiring the eigencurrents and eigenvalues of
XJn = λnRJn, (1.3)
where R+ jX = Z, which is the matrix formulation of Equation (1.1). The
purely real and symmetric matrices R and X will also give purely real eigen-
values and eigencurrents with orthogonality properties given by Equations
(1.2), with the inner product appropriately defined.
Harrington continued the development of characteristic modes by describ-
ing how to calculate the modes of dielectric and magnetic scatterers [5]
through volume integrals. However, a surface formulation for the same
4
geometries was developed shortly afterwards using the surface equivalence
principle [6]. The modes from these material scatterers have not been closely
studied for many geometries; the perfectly conducting scatterers in free space
have been the focus of nearly all of the studies utilizing characteristic mode
theory.
Harrington also used the equivalence principle to study the characteristic
modes of magnetic currents representing the electric fields on an aperture
excited by an incident field [7]. He finds that the same orthogonality rela-
tionships can be derived for these magnetic currents using the admittance
matrix of the aperture. He uses this approach to calculate the modes ex-
cited on electrically narrow and relatively wider slots for TE [8] and TM [9]
incident waves.
In order to include lumped-element components in his formulation of char-
acteristic modes so that the scattering from a conducting object in free space
can be altered using capacitors and inductors [10], Harrington added a diag-
onal, imaginary matrix to the impedance matrix in the formulation of 1.3,
given by ZL = jXL so that the resulting generalized eigenvalue problem is
given as
[
X+XL
]
Jn = λnRJn.
This idea was extended to a non-diagonal load matrix representing an N -port
load network attached to N ports in the scatterer [11]. As long as this net-
work is passive, its ZL matrix remains symmetric and the real and symmetric
properties of the eigenvalues and eigencurrents are preserved. The orthogo-
nality properties described by Equations (1.2) will be in reference to the sum
of the scatterer impedance matrix and the load impedance matrix. This N -
port scattering mode theory is known as network characteristic mode theory.
Additionally, it should be noted that during the process of optimization for
broad-band scattering, Harrington finds that the approximate Q value, to be
described in Section 1.4, for mode n is given by
Qn ≈ dλn
df
, (1.4)
so that a small frequency derivative of an eigenvalue indicates a wideband
characteristic mode [10].
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Garbacz and Inagaki used the theory of characteristic modes to explore
the modes that arise from an array factor for a linear antenna array, using
an isotropic radiator [12]. While there is no current that actually radiates
isotropically, the authors found the modes by calculating the array distri-
bution which give orthogonal far-field array factor patterns. The resulting
array-factor modes are known as Inagaki modes, given by a sinusoidal dis-
tribution across the array. Pozar then used these Inagaki modes to optimize
the directivity of arrays without using higher order modes which have a high
Q-factor [13], while six years later Pozar and Garbacz used characteristic
mode theory to do the same [14].
While specific applications of characteristic mode theory were not investi-
gated in depth at this point in time due to a lack of computational capability,
Hilbert, Tilston, and Balmain did use it to show that the understanding of
log-periodic dipole arrays was correct from the point of view of characteristic
modes [15]. They found that as the frequency of the incident wave increased,
the modes with strong currents on the shorter elements in the array had
higher modal significances. These elements are considered the active region
at the given frequency.
About two decades later, interest in characteristic mode theory revived
due to the increased capability of computers to calculate the method of
moments matrix and associated eigenvectors for more complex structures.
Ethier and McNamara developed a method to decouple multiple feeds on
a planar MIMO antenna by using the orthogonality of different modes ex-
cited by the feeds [16]. Network characteristic mode theory has also been
applied to frequency reconfigurable antennas to understand how loading a
dipole with a reconfigurable element changes the mode distribution on the
dipole [17]. Additionally, the modes in an ultra-wideband monopole antenna
were shown to be manipulable so that an undesired frequency in the middle
of the band of interest can be rejected so that interference at that frequency
can be ignored [18].
More recently, characteristic modes have shown to be useful in improv-
ing the bandwidth of electrically small antennas by placing the resonance of
modes closely together in frequency, yielding the possibility of wider oper-
ating bandwidths than previous physical limits have allowed for single-mode
electrically small antennas [19]. The association of each characteristic mode
with a spherical transverse-electric or transverse-magnetic field was then used
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to generate circuit models for multi-mode antennas based on physical argu-
ments [20].
Inagaki modes have also been generated using network characteristic mode
theory on an array of closely spaced dipoles over a wide frequency band
[21]. The authors were able to design a dipole array which can be used for
wide-band operation with these modes, though the source of the wide-band
behavior for arrays of narrow-band elements is not explicitly described.
Additionally, characteristic modes of rectangular plates have been modeled
by Wu and Su [22] as sinusoidally varying edge currents on all four edges.
This model was also applied to planar dipoles, with the results agreeing with
the wire dipoles of this dissertation. Additionally, the model will be used to
describe the modes on the ground plane backing the array in Chapter 6.
1.3 Antenna Array Theory
Basic antenna array theory has been well understood for a number of decades.
The typical configuration is an array consisting of identical elements in a
periodic lattice. In the planar array case, element mn is located at
rmn = mv1 + nv2,
where v1 and v2 are linearly independent vectors in the xy-plane. Typically,
these vectors are in a rectangular (v1 = xˆdx,v2 = yˆdy) or triangular (v1 =
xˆdx,v2 = xˆdx/2 + yˆdy) lattice. This work, like [12] and [21], focuses on the
modes of an array with a rectangular lattice.
In order to find the far-field radiation pattern, Ea, where each element’s ex-
citation is weighted by a complex amplitude, Amn, the linearity of Maxwell’s
equation allows for a superposition of the fields generated by each of the
elements, Ee, so that
Ea(θ, φ) =
∑
m,n
AmnEe(θ, φ)e
jkrˆ·rmn
= Ee(θ, φ)
∑
m,n
Amne
jkrˆ·rmn (1.5)
= Ee(θ, φ)AF (θ, φ),
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where k is the propagation constant at the frequency of interest and rˆ =
xˆ sin θ cosφ + yˆ sin θ sinφ + zˆ cos θ. The angles are defined so that φ is the
azimuthal angle away from the x-axis on the xy-plane and θ is the angle away
from the z-axis. The multiplicative term AF (θ, φ) =
∑
m,nAm,ne
jkrˆ·rm,n is
known as the array factor of the array, and is dependent on the chosen distri-
bution of the excitation across the array as well as the array lattice spacings
in relation to a wavelength [23]. Breaking down the array behavior into an
element and array factor assumes that, other than a magnitude and phase
term, the distributions on each of the elements are the same, which often is
not the case for coupled elements. Notably, the radiation will be extremely
small for any radiation direction where either the element pattern or the
array factor is approaching zero because of this multiplicative relationship.
Therefore, with a highly directive element where the element does not radiate
strongly away from broadside, an excitation distribution on the array meant
to steer the main lobe of the array factor away from broadside will radiate
weakly.
One method that is often used to analyze the array factor is to use a change
of variables to analyze in the uv-plane, where
u = sin θ cosφ
v = sin θ sinφ
are the direction cosines in the x and y directions. Referencing Equation
(1.5), the array factor becomes
AF (u, v) =
∑
m,n
Amne
jk(mdxu+ndyv).
When examining the uv-plane, the radiation pattern exists only within the
circle u2 + v2 = 1. This region is known as the visible region [23]. Alterna-
tively, the array factor can be examined in the kxky-plane, where kx = ku and
ky = kv. The visible region in this case is given by k
2
x + k
2
y = k
2. The sum-
mation for this representation gives a two-dimensional discrete-space Fourier
transform relationship in this case, where the array factor is the Fourier trans-
form of a distribution function A(x, y) sampled at x = mdx and y = ndy.
Because of this Fourier transform relationship, the kxky-plane representation
of the array factor is used in this work.
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1.3.1 Mutual Coupling and Wideband Arrays
The above discussion of antenna arrays makes the assumption that exciting
an arbitrary current on every element is possible. In reality, the antenna
array feed network must be designed in order to excite the desired current
distributions on each array element. This effort is made difficult by the
fact that each antenna will not only radiate energy when the antenna is
transmitting, but also will receive energy radiated by the other elements.
This phenomenon is known as mutual coupling and can be dealt with by
including a mutual impedance term, Zpq, as a ratio of the current at element
p generated by a voltage across the feed at element q so that the entire input
impedance of the array is represented by the matrix Z [24]. The result of
this coupling is that certain arrays have distributions, Amn, which must be
avoided because they cause a large impedance mismatch between the feed
network and the antenna array. For example, a uniform magnitude and
an interelement progressive phasing designed to point the main beam at a
certain angle may cause energy not to be radiated but only reflected. This
angle is called a blind angle for the array [25],[26].
Most treatments of mutual coupling have relied on one of two methods
to deal with the phenomenon. The first is to treat the array as infinite
so that every element in the array is in an identical environment. This
method is used in [27], to be discussed in section 1.4, as well as [28]. While
this treatment is effective for the majority of the elements in a large array,
the elements near the edge of an array will have to be treated separately
due to the absence of elements in their near vicinity [1]. Similarly, small
arrays cannot be analyzed with this method since all elements are near the
edge. Additionally, away from the typical design frequency, phenomena such
as edge waves travel across the array face, disrupting the currents on the
elements near the center of the array [29]. The other method is to calculate
the input impedances of each element at all desired scan angles over the entire
frequency using full-wave simulation. Because of the electrically large nature
of most array problems, this is a very time- and resource-intensive task which
does not actually provide much insight into how to avoid problems such as
blind angles. Most designers, therefore, try to minimize the coupling between
elements to avoid these coupling problems [30].
Characteristic mode theory has great potential in providing understand-
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ing on how to treat these arrays with coupled elements. An uncoupled array
will have a diagonal Z matrix, and a mode described by exciting an element
individually would be orthogonal to any other mode exciting another indi-
vidual element. However, the nonzero elements off of the diagonal require
an appropriate diagonalization of the impedance matrix for the appropriate
orthogonality relationship. Using the array Z matrix to solve Equation (1.3)
provides a set of orthogonal modes when including the coupling. This is
the approach in [21], where the author was searching for a wide-band match
for closely spaced dipoles, which will have strong mutual coupling. The net-
work characteristic mode approach, however, does not fully take into account
the coupling which may occur between segments of the elements which are
located closer to the neighboring element than to their own phase center.
Bekers has calculated eigenmodes for a different eigenvalue problem for
linear dipole and loop arrays [31]. The conclusions of Beker’s work generally
agree with some of the observations of this dissertation, but data is only
provided for a few select frequencies. This dissertation explores the charac-
teristic modes of the full dipole array structure using full-wave simulation
tools for a wide range of frequencies to understand the wideband behavior of
finite antenna arrays.
While designers typically try to minimize coupling between elements, a
number of designers have recently begun to use mutual coupling as a tool to
increase the operating bandwidth of antenna arrays. Vivaldi antennas [32],
a relatively wideband element [33], were used in order to make wideband
arrays [26]. Mutual coupling was credited with expanding the bandwidth
of these antennas beyond what would be expected from the performance of
the elements [1],[34]. In order to improve these effects, Vivaldi arrays are
designed so that the elements are placed less than a half-wavelength apart
at the lower end of the operating frequency range and the conducting pieces
in which the Vivaldi slots are etched are placed in contact with one another.
These arrays have been made with up to 10:1 bandwidths [35].
Somewhat separately from these efforts, array designers have been at-
tempting to build wideband arrays with planar elements, in an attempt to
approximate the infinite current sheet with infinite bandwidth which Wheeler
theorized [36]. Each of these arrays uses dipoles as elements, which are typi-
cally very narrowband antennas. Munk was the first to begin designing these
closely spaced dipole arrays [2]. He developed an approximate circuit model
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showing how these dipoles where matched to radiate into free-space over a
wide band by placement just above a ground plane and underneath a dielec-
tric layer [29]. Holland and Vouvakis used this geometry to create wideband
nearly planar arrays with dual-polarization, calling them planar ultrawide-
band antenna (PUMA) arrays [37]. The designers have made 3:1 [38] and 5:1
[39] bandwidth PUMA arrays with low cross-polarization. The issues arising
from surface wave propagation across the array face are addressed in [40].
The bandwidth limits on these closely-space dipole arrays are investigated
for various substrate and superstrate dielectric constants in [41], and the re-
quired wideband baluns to feed these structures are developed in [42], but
with very little insight useful for new designs.
All of this work on closely spaced arrays has given incomplete explanations
as to how the increased mutual coupling has led to increases in bandwidth
beyond the limits of the individual elements. While the arrays are compared
to Wheeler’s current sheet, the closeness of the approximation has never
been examined, as the Vivaldi array bandwidths are just attributed generi-
cally to mutual coupling and the closely spaced dipole array bandwidths are
attributed to increased capacitance between elements. This work examines
this increased bandwidth more completely by examining the transformation
of narrow bandwidth planar elements into wideband radiators by decreasing
the Q factor of all of the strongly radiating characteristic modes of the array.
1.4 Aperture Q
The quality factor, or Q factor, of a circuit is a useful performance metric
for many electrical systems. The quality factor indicates how sensitive the
system is to changes in frequency and is therefore generally inversely propor-
tional to the bandwidth of the system, assuming a single resonance. This Q
factor is defined by
Q =
2ωmax(We,Wm)
Pr
, (1.6)
where ω is the radian frequency of interest, We is the stored electrical energy,
Wm is the stored magnetic energy, and Pr is the power lost from the system.
Because a system resonance occurs when the stored electrical energy and
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stored magnetic energy are equal, the typical resonance definition of Q is
given to be
Q =
2ω(We +Wm)
Pr
.
Because many applications rely on a separate filter element in the RF signal
chain, an antenna typically does not need to have a narrow bandwidth to
filter out signals in unwanted bands. With the current interest in widening
the potential operating bandwidth for antennas, designing antennas with the
minimum possible Q factor has been a topic of much research recently. In or-
der to do so, the stored energy must be minimized, while the radiated energy
must be maximized. This Q factor is typically used to describe the band-
width of narrow-band antennas, such as electrically small antennas, since it
is a description of the local frequency behavior of an antenna.
The Q of planar antennas has been of interest largely as an explanation
of the difficulty a designer encounters when designing an antenna with a
current that gives it supergain. The directivity of an antenna is typically
limited by the cross-sectional area of the antenna in the plane perpendicular
to the radiation direction. Supergain antennas use current distributions with
quick phase variations across the aperture in order to generate directivities
tangential to the aperture plane which exceed the maximum theoretical di-
rectivity for the aperture [43],[44]. Such an excitation was shown to have a
very narrow beamwidth and was assumed to therefore have a high Q. While
the Q of spherical and cylindrical modes had been calculated [45], the Q of
more arbitrary structures required a different method for evaluation. The
Chu limit on Q uses the Q of spherical modes around the smallest sphere
circumscribing the antenna [46]. This method neglects energy stored within
the sphere, decreasing the calculated Q. Recently, Vandenbosch has sug-
gested a method of calculating the Q for an arbitrary structure [47]. This
method provides a mathematical motivation for subtracting the energy of
outwardly propagating waves which have not yet reached the infinite sphere
to be included in the radiated energy. Vandenbosch was also able to trans-
form the calculations of stored energy from integrals over infinite space into a
double integral of the currents across the antenna surface [47]. Cismasu and
Gustafsson showed that these integrals can be rewritten in a similar form to
the method of moments so that matrix operators Xe and Xm can be written
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so that We = J
t ·Xe · J and Wm = Jt ·Xm · J [48]. However, these equations
occasionally yield negative stored energies [49]. The same equations are de-
rived by Vandenbosch for the time domain case and applied to a sinusoid
starting at the time t = 0 and extending to infinity [49],[50]. The author
concludes that the negative energies in the frequency domain are a result
of ignoring the energies required to start up the sinusoidal current. Geyi
attempts to get rid of the negative energies for the frequency domain case by
doing the same derivation as Vandenbosch without the assumption that the
currents are constant over frequency. The resulting equations for the stored
energies are the same as Vandenbosch’s, but with correction terms depend-
ing on the frequency derivatives of the current [51]. However, for the case
of characteristic modes, the modes calculated at each frequency are normal-
ized arbitrarily, and the appropriate normalization for finding the frequency
derivative is not immediately clear.
However, these methods do not provide physical insight into the calculation
of Q. Calculating the Q from an aperture using the Fourier transform of the
currents allows more physical insight to be obtained. Borgiotti provided
the initial basis for this calculation by showing that the reactive energy of
an aperture antenna was obtainable from taking the Fourier transform of
the electric and magnetic field vectors tangent to the aperture surface [52].
Using the inverse Fourier transforms as the fields in the Poynting vector
at the aperture and subsequently integrating it over the aperture yields an
integration over the direction-cosine plane for the aperture. The integrand
can be shown to be fully real inside of the visible region and fully imaginary
outside of it, separating the calculation of both the real (radiated) power and
the imaginary (stored) power from the aperture.
This calculation is fully addressed in [53], where the complex power for an
aperture with a normal vector of zˆ is written as
P =Pr + jPi
=Pr + j2ω(Wm −We)
=
2pi
ωµ0
∞∫
−∞
∞∫
−∞
[(
k2 − k2t
)
ft · f∗t + |kt · ft|2
] dkxdky
k∗z
, (1.7)
where kt = kxkˆx + kykˆy, k
2
z = k
2 − k2x − k2y, ft = fxkˆx + fykˆy, and kt = ||kt||.
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The terms fx and fy are the two-dimensional Fourier transforms of the x-
and y-components of the electric field at the aperture and are functions of kx
and ky. Some other linear combination of Wm and We is desired to calculate
the maximum of the two so that Q can be obtained. Collin and Rothschild
just try to calculate each of them individually by integrating the positive
and negative terms of the integrand in Equation (1.7) in the invisible region.
Q for this aperture is then calculated from these values for We and Wm.
Additionally, the authors note that the integrand in Equation (1.7) is infinite
at the circle enclosing the visible region, where kt = k and therefore kz = 0.
The authors propose that apertures can only have field distributions which
have a zero Fourier transform on this circle in order to avoid infinite stored
energies.
Rhodes notes that this approach enables an antenna designer to understand
the reactive energy of a planar antenna according to its radiation pattern, by
which he not only means the visible region, but the entire Fourier transform
of the aperture distribution [54]. This point of view means that both the real
part and the imaginary part of Zin can be calculated from the entire radiation
pattern when including the invisible region. In [55], Rhodes notes that the
conditions on allowable aperture field distributions proposed in [53] appears
to be an artificial restriction. Rhodes attempts to avoid infinite stored ener-
gies by instead identifying the terms in the integrand which contribute to the
infinite energies and canceling terms with the opposite sign, leaving nonsin-
gular terms he calls the observable stored energies. He succeeds in doing so
and claims to have the first correct integrations to calculate the stored elec-
trical and magnetic energies, showing nearly equivalent inverse bandwidth
and Q factors for an electrically small dipole. However, as Borgiotti notes,
some nonsingular terms of the integrand have the potential to cancel as well,
and he claims in [56] to have a different correct expression for the stored
reactive energies.
Collin also deals with the fact that Rhode’s cancellation of terms does not
necessarily provide a mathematically unique pair of values for We and Wm in
[57], and suggests that the solution is rather to approach calculating Q from
earlier in its derivation using the frequency derivative of ω(We−Wm), which
can be obtained from the integral of the invisible region in Equation (1.7). In
response, Rhodes notes that the frequency derivative of the aperture field is
not known in most cases, making Collin’s approach difficult, and claims that
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the terms remaining in his representation can be confirmed by using volume
integrals of the stored energy. As Borgiotti notes, this confirmation appears
to be unclear [57]. Rhodes continues to make this assertion in his book [58]
without further proof. The present work will discuss the evaluation of these
stored energies.
This Fourier transform approach has been used previously in order to gain
insight into the mutual coupling issues in an antenna array, but limited com-
putational resources forced theorists to make significant simplifying assump-
tions which made these insights less than useful for designers. Both Diamond
[27] and Borgiotti [59], [60] assumed infinite arrays of various elements, an
assumption which, when correctly formulated, greatly simplifies the treat-
ment of the array elements, but also neglects edge effects on the array. This
assumption requires the theory to assume a uniform amplitude on each ele-
ment and a uniform progressive phase shift from each element to the next,
assumptions that an array designer with specifications on sidelobe levels of
the array pattern often cannot accept. Beyond the issues that the infinite
array assumption creates, these papers only go so far as to directly calculate
the radiated power, self-impedances, and mutual impedances of each element
in the array and do not concern themselves with the effects that element type
and spacing have on the impedance bandwidth of each element in the array.
This current work expands upon these papers by examining the characteris-
tic modes of a finite array. These modes form a complete, orthogonal basis
for the currents on the array, allowing a designer to use them to represent
an arbitrary excitation of the array. The modes are characterized by their
two-dimensional Fourier transforms, and the modal Q factors of each of these
modes are used to show how the sub-half-wavelength spacing improves the
bandwidth of the closely spaced dipole arrays.
1.5 Document Outline
This work uses each of the preceding ideas in order to investigate closely
spaced dipole arrays and the various issues associated with their design.
The explanations provided in this document describe these issues in a more
rigorous manner than previous work, so that antenna designers do not need
the intuition achieved only by years of experience in order to understand
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them.
In Chapter 2, the characteristic modes of dipole arrays are calculated and
characterized according to the spatial Fourier transforms of their currents
on the array aperture. The eigenvalues of each mode are then examined to
understand their effects on the array performance and how the modes change
with increase in array size and element spacing.
Chapter 3 examines the aperture Q of each of the dipole array modes
and seeks to use this approach to explain the increase in modal bandwidth
enjoyed by closely spaced dipole arrays over traditional array spacings. The
argument is made both mathematically and physically based on the aperture
Q calculation, allowing a more complete understanding of the increase in
modal bandwidth than has previously been available.
While the majority of this work is based on the theoretical underpinnings of
closely spaced arrays, real antenna designs require a feed structure to utilize
the properties discussed in previous chapters. Chapter 4 describes how the
modal approach can be used to understand the impedance behavior of these
arrays for beam scanning and sidelobe reduction using aperture weighting.
Issues related to supergain operation will also be discussed in this chapter.
In Chapter 5 the modes of the dipole array are calculated for frequencies up
through the third dipole resonance. The modes for the higher order element
resonances are analyzed, as well as their interactions with the first order
dipole modes discussed in Chapter 2.
Chapter 6 introduces the modes of a dipole array with a ground plane
backing the array. The ground plane is necessary to restrict radiation to the
forward half-space, and must be considered in practical array applications.
The changes caused by the ground plane to the array modes are discussed in
detail in this chapter.
Finally, Chapter 7 summarizes the conclusions of this document and dis-
cusses the future work which is needed to use these conclusions in antenna
designs.
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CHAPTER 2
CHARACTERISTIC MODES OF ARRAYS
2.1 Introduction
Characteristic mode theory for antennas has proven to be an extraordinarily
useful tool for elucidating the behavior of individual antennas. Separating
the currents on a structure into orthogonal components allows for greater
understanding of the effects that an antenna feed location has on the cur-
rents excited on the structure and impedance match. The frequency behavior
of the modal eigenvalues has been helpful in understanding the bandwidth
limits for antennas. Antenna array research faces similar issues, as the el-
ement weightings in arrays for phasing and decreased sidelobe levels have
been shown to impact element impedance matches and array bandwidths.
The orthogonal eigenmodes obtained using characteristic modes provide an
excellent way to approach these problems.
This chapter discusses the various modes which appear on dipole arrays.
The modes are discussed for general MxN arrays, but the examples are largely
limited to 1x9 arrays such as the one in Figure 2.1 in order to limit the number
of modes to a manageable quantity. Simulations for arrays up to 15x41 have
been performed and have been found to agree well with the conclusions drawn
from the smaller arrays.
2.2 Modal Currents
As discussed in the previous chapter, the characteristic modes of a perfectly
conducting structure in free space can be obtained from the generalized eigen-
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Figure 2.1: 1x9 Dipole Array in xy-plane
value equation
X · J = λR · J
using the resistance matrix R and reactance matrix X obtained from the
method of moments impedance matrix Z. These matrices are symmetric
when the surrounding medium has symmetric permittivity and permeability
tensors, which is also indicative of a reciprocal medium. Because both of
the matrices are also real by definition, the eigenvalues and eigenmodes will
always be purely real. Additionally, the eigenmodes are all orthogonal and
can be made orthonormal using normalization [4].
After solving for the characteristic modes for a dipole array, the signifi-
cant characteristic modes of the planar array near the first resonance of the
dipoles were found to have several important features. First, each mode has
a current distribution on every element that resembles the sinusoidal current
distribution on a single dipole near its first resonance, given by
Jd(x, y) = yˆJ0 cos
(
pi
y
L
)
rect
( y
L
)
δ (x) (2.1)
for a dipole of length L located at the origin and oriented pointing in the
y-direction. Because of this fact, the overall current distribution of mode k
for an MxN array of dipoles can be written as
Jn(x, y) = yˆJ0
∑
p,q
Apqn cos
(
pi
y − pDy
L
)
rect
(
y − pDy
L
)
δ (x− qDx)
=
∑
p,q
Apqn Jd(x− qDx, y − pDy), (2.2)
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where p ∈ [−(M − 1)/2, (M − 1)/2], q ∈ [−(N − 1)/2, (N − 1)/2], and Apqn is
the coefficient describing the maximum value of the pq-th dipole’s excitation.
In a general case for dipole array excitation, Apq is a complex number, but the
nature of the characteristic modes is that the current distribution is purely
real, so each Apqn is purely real as well. This coefficient for each element in
each mode is now the only unknown in the description of the modal current
distributions.
In describing these coefficients, the source of the method of moments ma-
trix values needs to be recalled as the solution to Maxwell’s equations, which
combine as a wave equation. The real-valued solutions to the wave equation
on a rectangular structure such as the MxN array consist of sine and cosine
functions in both directions. With this fact in mind, a model of the Apqn coef-
ficients can be conjectured to consist of sine and cosine functions of varying
spatial frequencies in both the x- and y-directions. Differentiation between
various frequencies in the two directions can therefore be more easily denoted
by changing the coefficient to be Apqmn. Additionally, the model’s imagined
boundary conditions can be defined by adding a single ring of dipoles around
the array as if there are two more columns and two more rows and setting
the Apqmn values of these imaginary elements to all be zero to recognize that
these elements do not actually exist. This boundary condition completes
the problem definition, and the solution for the coefficients describing the
maximum value of the pq-th element for mode mn is given by
Apqmn = A0,mn sin
(
pim
(
p
M + 1
− 1
2
))
sin
(
pin
(
q
N + 1
− 1
2
))
, (2.3)
where p and q have the same limits as before and A0,mn is a constant coef-
ficient which can be used to make each of the orthogonal modes orthonor-
mal. Because of the discrete nature of these coefficients, the elements can
be considered to be spatial samples of the sine functions in both directions.
Therefore, too great a spatial variation results in aliasing of the aperture
distribution, setting an upper limit on m and n. Setting the mode value m
to be M+1 leads to all of the coefficients being zero, so each sample is a half-
period from the previous sample. Any greater value for m leads to a sample
spacing of greater than a half-period, and aliasing causes the coefficients to
be duplicates of those of lower order modes. Therefore, all of the nontrivial
modes can be described with m ∈ {1, ...,M} and, with similar arguments,
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n ∈ {1, ..., N}.
In order to demonstrate that the actual mode currents closely resemble
this model, the first several characteristic modes generated from the method
of moments matrix for a 15x41 array of 10 cm long dipoles are shown in
Figure 2.2 to show the behavior for a two dimensional array. The spacings
are given as Dx = 3 cm (0.15λ) and Dy = 12 cm (0.6λ). The general
resemblance to Equation (2.3) is apparent. In order to more closely examine
this resemblance, Figure 2.3 gives the coefficient values for a 1x9 array with
Dx = 3 cm plotted along with Equation (2.3) across the whole aperture rather
than just the sample points. As the modal distributions do vary slightly over
frequency, the plots are all of the distributions at the resonant frequency of
the modes. The coefficients are seen to be close to the model, though they
are not perfectly described by it. The differences are likely due at least partly
to the coupled mode behavior which will be discussed in Section 2.4.
Of note is the fact that the coefficients in Equation (2.3) are not dependent
on the spacing of the elements. The current distribution for each of the modes
for various spacings were observed to have a very limited dependence on
the element spacings. However, the fields generated by these currents have
a strong dependence on that spacing, leading to large changes in far-field
patterns, impedance matches, and modal bandwidths.
2.3 Mode Classification by Spatial Fourier Transforms
In order to fully understand the dependence of the fields on the element
spacing, the characteristic modes on an antenna array must be classified into
three categories:
1. radiating modes,
2. supergain modes, and
3. surface wave modes.
The choice of names for these modes should become apparent as the modes
are described throughout this dissertation.
The planar nature of most antenna arrays allows for a simple relation-
ship between the aperture distribution and the far-field. With the cor-
rect change of variables, a Fourier transform of the x- and y-components
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(a) (b)
(c) (d)
(e) (f)
Figure 2.2: Modes of 15x41 dipole array (a) mode 1x1, (b) mode 1x2,
(c) mode 1x3, (d) mode 2x1, (e) mode 2x2, (f) mode 4x1
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 2.3: Modal coefficients of a 1x9 dipole array (indicated by ×) plotted
across the aperture along with Equation (2.3) coefficients for (a) n=1, (b)
n=2, (c) n=3, (d) n=4, (e) n=5, (f) n=6, (g) n=7, (h) n=8, (i) n=9
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of the field in the aperture gives the components of the far-field. For an
aperture field Ea(x, y) = xˆEa,x(x, y) + yˆEa,y(x, y) with Fourier transform
S(kx, ky) = xˆSx(kx, ky) + yˆSy(kx, ky), the far-field pattern is given by
S(θ, φ) =xˆSx (k sin θ cosφ, k sin θ sinφ)
+ yˆSy (k sin θ cosφ, k sin θ sinφ) . (2.4)
The far-field pattern only depends on the portion of the Fourier transform
lying within the circle k2x + k
2
y = k
2 on the kxky-plane, known as the visible
region. However, the remaining part of this plane represents waves that travel
along the plane and are evanescent in the zˆ direction, which are surface waves
that contribute to the stored energy of the planar distribution.
In order to apply this idea to the array modes discussed in Section 2.2,
the Fourier transform of the field distribution needs to be calculated. Using
the equivalence principle, the currents on the planar aperture can be treated
as a magnetic field given by Jmn = zˆ ×Hmn when setting the field on the
opposite side of the one being considered to zero. Since the magnetic fields
in the near-field and far-field also have a relationship described by Equation
(2.4), the Fourier transform of the currents can be directly considered for the
quantitative description in this section.
The current distribution in Equation (2.2) can also be written in terms of
a two-dimensional convolution with a set of delta functions with coefficients
Apqmn as
Jmn(x, y) = Jd(x, y) ∗ ∗
∑
p,q
Apqmnδ (x− qlDx, y − pDy)
= Jd(x, y) ∗ ∗
[
sin
(
pin
(
x
Lx
− 1
2
))
sin
(
pim
(
y
Ly
− 1
2
))
·
∑
p,q
δ (x− qDx, y − pDy)
]
(2.5)
= Jd(x, y) ∗ ∗
[
sin
(
pin
(
x
Lx
− 1
2
))
sin
(
pim
(
y
Ly
− 1
2
))
·rect
(
x
Lx
,
y
Ly
)
·
∑
p,q∈(−∞,∞)
δ (x− qDx, y − pDy)
 ,
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where Lx = (N + 1)Dx is the distance between the centers of the added
columns on either side with coefficients of zero and Ly = (M + 1)Dy is the
distance between the centers of the added rows on top and bottom with
coefficients of zero.
Taking the Fourier transform, and letting Fd(kx, ky) be the Fourier trans-
form of the dipole current distribution, the mn-th mode gives
Fmn(kx, ky) =Fd(kx, ky)
·
sinc (Lxkx, Lyky) ∗ ∗ ∑
p,q∈(−∞,∞)
δ
(
kx − q 2pi
Dx
, ky − p 2pi
Dy
)
∗ ∗
(
δ
(
kx − npi
Lx
)
− δ
(
kx +
npi
Lx
))
e−jkxLx/2
∗ ∗
(
δ
(
ky − mpi
Ly
)
− δ
(
ky +
mpi
Ly
))
e−jkyLy/2
]
=Fd(kx, ky) · FAF (kx, ky), (2.6)
where scaling factors have been ignored. The transform of the dipole cur-
rent provides an envelope for the remaining structure of the array Fourier
transform, which will be denoted as FAF for the array factor of the antenna
array.
The array factor has three significant features:
1. a sinc function with width of 1/Lx in the kx-direction and 1/Ly in the
ky-direction convolved with
2. a set of four delta functions which generate four sinc function peaks
shifted by ±npi/Lx in the kx-direction and ±mpi/Ly in the ky-direction
convolved with
3. a set of delta functions which replicate these four sinc function peaks
throughout the kxky-plane to make the array factor periodic by 2pi/Dx
in the kx-direction and by 2pi/Dy in the ky-direction.
Because k2x+k
2
y +k
2
z = k
2, each point of the Fourier transform represents a
plane wave. Since k is a constant for a given frequency, all of the waves that
have a real kz value are represented by the points inside the circle k
2
x+k
2
y = k
2,
called the visible region. Outside of this circle, kz is imaginary and the wave
is evanescent with attenuation in the z-direction. Therefore, the peaks inside
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this circle represent waves radiated from the structure, while peaks outside
of it represent energy stored near the array.
This differentiation leads to the classification of three types of modes. The
first is a radiating mode, which has its main peaks inside the visible re-
gion. These modes will radiate a significant amount of energy and will be
the most significant contributors to the majority of desirable array config-
urations. These modes will generally have a much wider bandwidth than
the other modes, as will be discussed later in this dissertation. While these
modes have their main peaks within the visible region, the infinite period-
icity of the Fourier transform leads to peaks outside of the visible region
as well. These peaks correspond to surface waves traveling along the array
face. These surface waves are unavoidable with periodic arrays due to the
the periodicity of their Fourier transforms.
The second type of mode is a supergain mode. The major peaks of these
modes exist along the edge of the k2x + k
2
y = k
2 circle. While the maximum
value of the main lobe of a shifted sinc function is unlikely to lie on this
circle, the modes which have peaks in the vicinity of it will have a part of
the main lobe which is radiating energy, and a part of it which is storing
energy. The name of these modes was chosen because these modes are the
primary modes when the array is being operated in a supergain configuration,
as will be discussed in Chapter 4. Like the radiating modes, there will be
unavoidable surface waves generated by these modes along with the partially
radiating main lobes.
The last mode type is a surface wave mode. These modes have no major
lobes within the visible region. While the other mode types have peaks which
generate surface waves, this mode type will have no major sinc function lobes
which radiate. All of the main lobes generate surface waves, leading to a much
more significant amount of energy storage relative to the other two sets of
modes. The result will be a very narrow bandwidth around the resonance of
surface wave modes. Munk noted in [29] that the surface waves of a finite
array will still radiate a small amount of energy. This fact can be seen when
noting that all of the shifted sinc functions will have sidelobes in the visible
region, leading to radiation. The lack of surface wave radiation of infinite
arrays arises from the fact that Equation (2.6) will have a sinc function with
width approaching zero, the equivalent of a delta function, which has no
sidelobes to radiate.
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Figure 2.4: Locations of all array factor Fourier transform peaks of selected
modes for several periods in the ky direction. Alternating colors indicate
peaks associated with different periods in ky. The array factor is that of a
5x9 dipole array at 1.5 GHz with Dx = 3 cm (0.15λ), Dy = 20 cm (λ).
The peak locations for these modes are illustrated in Figure 2.4 where the
peaks of five of the total 45 modes of a 5x9 array are depicted. The spacing
in the x-direction is 0.15λ while the spacing in the y-direction is λ. Modes
2x1 and 3x4 are both radiating modes with main peaks within the visible
region. Mode 1x3 is right along the k2x + k
2
y = k
2 circle and is a supergain
mode. Modes 3x4 and 5x5 are both surface wave modes with no radiation
from main lobes of the shifted sinc functions.
The peak locations of the resulting Fourier transform for every mode of two
3x5 arrays with different spacings is plotted in Figure 2.5. Adjacent periods
are plotted in a different color and are separated by dotted lines. The four
peaks of mode mn can be located by first locating the nth peak from kx = 0
in the kx-direction and the mth peak from ky=0 in the ky-direction. The
other three peaks are the peaks which are located symmetrically across the
ky = 0 line, the kx = 0 line, and across both lines.
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The first array has an element spacing in the x-direction which is half that
of the second array, leading to a wider period of the Fourier transform in the
kx-direction. By increasing the spacing, the number of surface wave modes
has decreased, the ramifications of which will be discussed in Section 2.4
and Chapter 4. Along with the decrease in number of surface wave modes,
the reduction in period width moves most of the peaks closer to the visible
region.
When the spacing is increased to λ/2, the period will be equal to the diam-
eter of the circle definining the visible region. For a linear array, this results
in a complete set of modes which does not include any surface wave modes.
For a planar array the periods are rectangles, while the visible region is a
circle, and λ/2 spacings in both directions result in some modes appearing
within the square period and outside of the visible region, making them sur-
face wave modes. Increasing the spacing beyond λ/2 will cause the period
width to be less than the diameter of the visible region circle, causing some
of the modal peaks outside of the center period of the array factor to appear
within the visible region. These peaks result in grating lobes when the cor-
responding modes are excited on the array elements, which have been noted
to cause large impedance variations near the edge of the visible region [61].
Figure 2.4 depicts this phenomenon with mode 2x1 which has peaks in the
visible region that are not part of the center period of the Fourier transform
of this modal distribution.
While the obvious application of these Fourier transforms is to understand
the radiation patterns of an array of antennas, the peak locations of each of
these modes significantly affects the frequency behavior of the modes and the
impedance match of the elements. These effects will be discussed in Chapters
3 and 4, respectively.
2.4 Eigenvalues and Mode Coupling
While the modal currents and their associated Fourier transforms can be used
to characterize the modes, the generalized eigenvalue equation which gives
these modal excitations also gives the eigenvalues for each of these modes.
These eigenvalues can be used to investigate the frequency behavior of each
type of mode along with the effects of varying element spacing.
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(a)
(b)
Figure 2.5: Locations of the array factor Fourier transform peaks of all
modes for several periods in the kx and ky directions. Each color denotes a
different period on the plane. The array factor is that of a 3x5 dipole array
at 1.5 GHz with (a) Dx = 3 cm (0.15λ), Dy = 12 cm (0.6λ) and (b) Dx = 6
cm (0.3λ), Dy = 12 cm (0.6λ).
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Table 2.1: Mode types for arrays in Figure 2.6
Spacing Radiating Supergain Surface Wave
3 cm 1,2 3,4 5,6,7,8,9
6 cm 1,2,3,4 5,6 7,8,9
In Figure 2.6, the eigenvalues for each of the nine modes associated with
a 1x9 dipole array are plotted near the first resonance (1.5 GHz) of the 10
cm long dipoles for two different spacings, each less than a half-wavelength.
The mode number associated with each plotted eigenvalue is the mode with
a current distribution that most closely resembles the aperture distributions
in Figure 2.3 at the resonant frequency of the mode (λn = 0). Taking the
Fourier transforms of these distributions with the appropriate spacings, the
modes can be categorized at 1.5 GHz as shown in Table 2.1.
A number of observations can be made from these plots. First, the order
of the resonances in increasing frequency is the supergain modes, followed by
the surface wave modes in increasing mode number, and finally the radiating
modes in decreasing mode number. This observation implies that below the
element resonance at 1.5 GHz, the supergain modes act more like surface wave
modes. This observation makes sense because the radius of the circle defining
the visible region on the kxky-plane is smaller at these lower frequencies, and
the peaks of these modes will fall farther outside of this region, appearing
more like surface wave modes.
Second, the radiating modes, which most designers will prefer to excite,
have resonances in relatively similar positions, but the slope of the eigen-
value curve over frequency is noticeably smaller for the closely spaced array.
Therefore, the closely spaced array will have less frequency sensitivity and a
lower modal Q value, which is proportional to the eigenvalue slope as given
by Equation (1.4). This observation agrees with the results of previously
designed and measured closely spaced dipole arrays discussed in Chapter 1.
When the eigenvalues of the odd and even modes are plotted separately,
another interesting feature of these plots can be observed. Figure 2.7 shows
these plots for the dipole array of Figure 2.6 with 3 cm spacing. The eigen-
values in Figure 2.7 do not cross at any point along the frequency axis.
However, the trends of each mode’s eigenvalues appear to indicate that these
plots should cross at a number of points. This behavior is reminiscent of
the behavior of the resonance frequencies of coupled resonators or waveguide
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(a)
(b)
Figure 2.6: Eigenvalues vs. frequency for a 1x9 10 cm dipole array with (a)
3 cm (∼0.15λ) spacing and (b) 6 cm (∼0.3λ) spacing
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propagation constants of coupled modes in coupled mode theory. When these
values for the separate modes approach each other, the coupling causes the
curves to turn away from each other rather than crossing, with the top curve
following the path that the bottom curve appeared to be taking and vice
versa. Additionally, the modal characteristics associated with either curve
will be swapped on either side of the point where the curves should normally
cross [62]. The eigenvalues associated with the characteristic modes of the
dipole arrays show this behavior, and the eigenvectors also switch distribu-
tions on either side of a potential crossing of eigenvalue curves. For example,
in Figure 2.7, portions of the curves associated with modes 5, 7, and 9 all ap-
pear to be a part of the curve generated from extrapolating the curve of mode
1 at resonance down to lower frequencies, and the eigencurrents associated
with these modes at any point along that line are similar to the eigencurrents
of mode 1 at resonance, bearing no resemblance to the eigencurrents of those
modes at their own resonances. A number of other similar situations can be
identified from Figure 2.7, and these lines have been plotted in Figure 2.8 as
solid lines denoted with u to indicate uncoupled modes. The actual eigen-
values are plotted with dashed lines for comparison. When examining these
curves, it should be noted that the uncoupled supergain modes, modes 3
and 4, transition to behaving similarly to the radiating modes at frequencies
above 1.5 GHz. At these high frequencies, the radius of the visible region
has increased, and the supergain mode peaks move more fully into the visible
region, allowing them to act as radiating modes.
The effect of the coupling on the eigencurrent distributions can be seen by
taking the correlation of the ideal current mode model with the calculated
modes. This correlation is calculated as
Xn,m =
〈Jn,J′m〉
‖Jn‖ ‖J′m‖
, (2.7)
where J′m is the ideal current modeled in Equations (2.2) and (2.3) and Jn is
the true mode. Figures 2.9-2.13 show these correlations for each ideal mode
m.
For periodic structures, this coupling occurs due to the well-defined points
in space where two waves are matched in phase [63]. Because these points
appear periodically in space, a small coupling between waves at each of these
points will result in large cumulative coupling over a distance. The modes of
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(a)
(b)
Figure 2.7: Eigenvalues vs. frequency for a 1x9 10 cm dipole array with 3
cm spacing: (a) odd numbered modes and (b) even numbered modes
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(a)
(b)
Figure 2.8: Eigenvalues vs. frequency for both uncoupled (solid lines) and
coupled modes (dotted lines) for a 1x9 10 cm dipole array with 3 cm
spacing: (a) odd numbered modes and (b) even numbered modes
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Figure 2.9: Correlation of actual modes with ideal mode where (a) m = 1
and (b) m = 2
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Figure 2.10: Correlation of actual modes with ideal mode where (a) m = 3
and (b) m = 4
35
1.2 1.4 1.6 1.8
0.01
0.1
1
Frequency (GHz)
|X n
,5
|
 
 
n=1
n=2
n=3
n=4
n=5
n=6
n=7
n=8
n=9
(a)
1.2 1.4 1.6 1.8
0.01
0.1
1
Frequency (GHz)
|X n
,6
|
 
 
n=1
n=2
n=3
n=4
n=5
n=6
n=7
n=8
n=9
(b)
Figure 2.11: Correlation of actual modes with ideal mode where (a) m = 5
and (b) m = 6
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Figure 2.12: Correlation of actual modes with ideal mode where (a) m = 7
and (b) m = 8
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Figure 2.13: Correlation of actual modes with ideal mode where m = 9
these dipole arrays are described as discrete samplings of spatial sinusoids,
and each mode can also be thought of as a combination of forward and back-
ward propagating waves across the array face, with propagation constants of
mode n given by
kn = kx,n = ±npi
Lx
.
Each of these waves naturally has a zero at the edge of the array, a boundary
value which can be treated as a perfect reflection of the wave traveling across
the array surface. Therefore, the waves travel back and forth across the
array face, reflecting at each edge, and the edges serve to match the phase
of the waves of any two even modes or any two odd modes. The odd modes
do not couple with even modes because an odd mode and even mode that
are matched in phase on one side of the array will be exactly 180 degrees
out of phase at the opposite edge of the array, and the coupled energy from
each edge will destructively interfere. When the array is extended to a two-
dimensional array, the coupling occurs exclusively within each of four groups
of modes: m odd with n odd, m odd with n even, m even with n odd, and
m even with n even.
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While the modes are considered orthogonal, implying that modes should
not interact in this way, the orthogonality is only enforced for the difference
of stored energies rather than the individual energies. The coupling likely
occurs due to nonzero cross terms between modes in the individual stored
energies.
2.5 Conclusion
The mode coupling described here presents problems for the array designer
due to the interruption of the well-behaved radiating modes across the fre-
quency band. These problems will be explored more thoroughly in Chapter 4
when discussing how the modes impact the impedance match of the elements.
However, this modal approach with coupling between the modes adds sig-
nificantly to the understanding of the origin of the surface waves that Munk
found to exist on closely spaced finite arrays [29]. He noted that they only
appeared for finite arrays with spacings which are less than a half-wavelength
at the operating frequency. This modal approach shows that the surface wave
modes appear only for arrays with the same spacing requirement. When all
of the modes are radiating modes, their eigenvalues all change slowly with
frequency and do not appear to come close enough to couple with each other.
Additionally, the matching of phase between modes occurs at the edges of
the array, a condition that has no relevance for infinite arrays. Lastly, the
surface waves observed by Munk occur at about 20% below the resonant
frequency of the elements. The surface wave and supergain modes resonate
in the region down to about 15% below the resonant frequency of the ele-
ments, which is near enough to the location of Munk’s surface wave modes
that with the other similarities the phenomena are likely one and the same.
At the frequencies where the modes couple, an array excitation intended to
excite a radiating mode will excite these surface wave modes, causing large
increases in element input impedance, just like the surface waves in [29].
Other than this mode coupling, the eigenvalues also provide a hint as
to why decreasing element spacing can improve array bandwidth, with fre-
quency derivatives of the radiating modes’ eigenvalues decreasing with de-
creasing spacing. The reason for this decrease in modal frequency sensitivity
is explored in the following chapter with a treatment of the Q-factor associ-
39
ated with the aperture distributions for each of these modes.
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CHAPTER 3
MODAL Q FOR ARRAYS
3.1 Aperture Q Revisited
While the complex power radiated from an aperture has already been de-
rived by Borgiotti [52], Collin and Rothschild [53], and Rhodes [55], each
of these derivations assumes a radiating aperture cut from a perfect elec-
tric conductor. The arrays discussed in this work are actually the dual of
such an aperture, with planar elements of perfect conducting material set in
free space. The currents on these elements are the radiators as opposed to
the fields present in the apertures of prior work. However, to calculate the
fields in the half-space z > 0, the equivalence principle can be applied to
the enclosed half-space z < 0, and the radiating currents can be replaced by
radiating magnetic fields tangent to the aperture plane z = 0 while removing
the electric conductor. Because the elements are planar, the magnetic fields
that they create away from the original electric conductor are all normal
to the surface, and a perfect magnetic conductor can be placed at z = 0.
This magnetic conductor has holes exactly where the original electric con-
ductors were placed, with tangential magnetic fields defined by the original
current distributions. This final geometry is exactly the dual of the geometry
used in prior work. The derivation of the complex radiated power of such a
dual aperture is given here both for completeness and to avoid assumptions
made in prior work about the values kx and ky being fully real, to allow for
integrations over the complex plane.
When the aperture is described as above, with a known tangential magnetic
field to the aperture plane z = 0, the two-dimensional Fourier transforms of
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each of the components are given by
Fx (kx, ky) =
1
(2pi)2
∫∫
x,y∈(−∞,∞)
Hx(x, y, 0)e
−j(kxx+kyy)dxdy
Fy (kx, ky) =
1
(2pi)2
∫∫
x,y∈(−∞,∞)
Hy(x, y, 0)e
−j(kxx+kyy)dxdy.
Each point on the kxky-plane represents a plane wave when a frequency is
specified, with the final component of the propagation vector, kz, being given
by k2z = k
2 − k2x − k2y. The magnetic field in the upper half-space can then
be calculated by adding up the contributions of all of these plane waves as
Hx(x, y, z) =
∫∫
kx,ky∈(−∞,∞)
Fx (kx, ky) e
j(kxx+kyy+kzz)dkxdky (3.1a)
Hy(x, y, z) =
∫∫
kx,ky∈(−∞,∞)
Fy (kx, ky) e
j(kxx+kyy+kzz)dkxdky. (3.1b)
In free space, ∇ ·H = 0, so the last component of H is given by
Hz(x, y, z) =
∫∫
kx,ky∈(−∞,∞)
kxFx (kx, ky) + kyFy (kx, ky)√
k2 − k2x − k2y
ej(kxx+kyy+kzz)dkxdky.
(3.1c)
The electric field can then be calculated in free space using ∇×H = jωE
so that each component is given by
Ex(x, y, z) =
−1
ω
∫∫
kx,ky∈(−∞,∞)
kykxFx + (k
2 − k2x)Fy√
k2 − k2x − k2y
ej(kxx+kyy+kzz)dkxdky
(3.2a)
Ey(x, y, z) =
1
ω
∫∫
kx,ky∈(−∞,∞)
kykxFy +
(
k2 − k2y
)
Fx√
k2 − k2x − k2y
ej(kxx+kyy+kzz)dkxdky
(3.2b)
Ez(x, y, z) =
1
ω
∫∫
kx,ky∈(−∞,∞)
(kxFy − kyFx) ej(kxx+kyy+kzz)dkxdky (3.2c)
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The complex power originating from the aperture in the magnetic conduc-
tor is given by
P = Pr + j2ω(Wm −We) = 1
2
∫∫
x,y∈(−∞,∞)
(E×H∗) |z=0 · zˆdxdy
where ∗ denotes the complex conjugate. Using Equations (3.1) and (3.2) and
rearranging the order of integrations gives
P =
−1
2ω
∞∫∫
−∞

∞∫∫
−∞
 ∞∫∫
−∞
(
F ∗y k
′
yk
′
xF
′
x + F
∗
xk
′
yk
′
xF
′
y + F
∗
x
(
k2 − (k′y)2
)
F ′x
+F ∗y
(
k2 − (k′x)2
)
F ′y
)
ej(k
′
xx+k
′
yy)dk
′
xdk
′
y
k′z
]
e−j(kxx+kyy)dxdy
}
dkxdky.
By identifying the integral within the [·] brackets as an inverse two-dimensional
Fourier transform, and the integral within the {·} brackets as proportional
to a forward two-dimensional Fourier transform, the resulting evaluation of
the complex power is given as
PH =
2pi2
ω
∞∫∫
−∞
[(
k2 − k2x
) ∣∣FHy ∣∣2 + (k2 − k2y) ∣∣FHx ∣∣2
+kxky
(
FHx F
H∗
y + F
H∗
x F
H
y
)] dkxdky√
k2 − k2x − k2y
, (3.3)
when the superscript H indicates that the Fourier transform refers to the
magnetic field tangent to the aperture. The dual situation with electric
fields across an aperture in a perfect electric conductor yields
PE =
2pi2
ωµ
∞∫∫
−∞
[(
k2 − k∗2x
) ∣∣FEy ∣∣2 + (k2 − k∗2y ) ∣∣FEx ∣∣2
+k∗xk
∗
y
(
FEx F
E∗
y + F
E∗
x F
E
y
)] dk∗xdk∗y√
k2 − k∗2x − k∗2y
, (3.4)
with the superscript E denoting a Fourier transform of the electric field at
the aperture and with complex kx and ky values being allowed.
By replacing the x- and y-components of F and k in Equations (3.3) and
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(3.4) as
kt =kx cosαkˆx + ky sinαkˆy
Ft =Fx cosφkˆx + Fy sinφkˆy
the complex power radiated from the aperture in the perfect magnetic con-
ductor case is given by
PH =
2pi2
ω
∞∫
0
2pi∫
0
∣∣FHt ∣∣2 kt√
k2 − k2t
[(
2k2 − k2t
)
cosh2 Im(φ)− k2
+k2t cos
2(Re(φ)− α)] dαdkt, (3.5)
and the complex power radiated from the aperture in the perfect electric
conductor case is given by
PE =
2pi2
ωµ
∞∫
0
2pi∫
0
∣∣FEt ∣∣2 k∗t√
k2 − k∗2t
[(
2k2 − k∗2t
)
cosh2 Im(φ)− k2
+k∗2t cos
2(Re(φ)− α∗)] dα∗dk∗t . (3.6)
Integrating over α, Equation (3.5) becomes
PH =
2pi2
ω
∞∫
0
{
ktG
H
1,t√
k2 − k2t
[(
2k2 − k2t
)
cosh2 Im(φ)− k2]+ k3tGH2,t√
k2 − k2t
}
dkt
=
pi2
ω
∞∫
−∞
{
|kt|GH1,t√
k2 − k2t
[(
2k2 − k2t
)
cosh2 Im(φ)− k2]+ |kt|3GH2,t√
k2 − k2t
}
dkt,
(3.7)
where GH1,t and G2,t are the appropriate integrations of
∣∣FHt ∣∣2 and ∣∣FHt ∣∣2 ·
cos2(Re(φ) − α) over α. Notably, the denominator on both terms becomes
zero when k2t = k
2, or on the boundary of the visible region at k2t = k
2
x+k
2
y =
k2, and the integrand goes to infinity.
In order to evaluate the integral, the integration must be performed over
the complex kt plane. The approach is similar to that of the integration
evaluating the field created by a point source above a planar boundary layer
in [64]. By adding an infinitesmal amount of loss to the system, the inte-
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grand becomes finite on the real line of the complex kt plane. By noting
the direction that the poles of the integrand move off of the real line, the
integral contour can be deformed to the Sommerfeld integration path using
Cauchy’s theorem, as shown in [64]. Jordan’s lemma may not be applied to
close the contour integration due to the lack of phase term in kt. However,
this approach can be used to show that given an appropriate Ft function, the
integrals of Equations (3.3) and (3.4) will converge, despite the singularity
at the circle bordering the visible region of the kxky-plane.
The complex power from the aperture only provides the difference between
the stored electric and stored magnetic energies. Collin attempted to calcu-
late both of them individually [53] using the aperture distribution Fourier
transforms, yielding
WEe =
pi2
ω2µ
∫∫
k2t>k
2
k2
[
Ft · F∗t +
|kt · Ft|2
k2t − k2
]
dkxdky√
k2t − k2
WEm =
pi2
ω2µ
∫∫
k2t>k
2
[(
2k2t − k2
)
Ft · F∗t +
k2 |kt · Ft|2
k2t − k2
− 2 |kt · Ft|2
]
dkxdky√
k2t − k2
.
However, the (k2t − k2)−3/2 terms in these equations, which cancel when tak-
ing their difference, do not converge when integrating over the invisible region
of the kxky-plane. These terms originate from the |Ez|2 terms in the spatial
integrals, found by enforcing ∇ · E = 0. Rhodes, Borgiotti, and Collin dis-
cussed trying to calculate the individual energies by removing all common
terms from the positive and negative contributions to the imaginary part of
the integrand of Equation (3.4) outside of the visible region. Borgiotti and
Collin maintain that one cannot know for sure that all of the common terms
have truly been eliminated, and the stored energy cannot be calculated in
such a way [55]–[57].
Alternatively, these energies can be approximated by assuming that each
infinitesmal piece of the kxky-plane stores only one of the two kinds of energy.
At each point (kx,ky) on the plane, if the imaginary part of the integrand
of Equation (3.4) is positive, it is included in the magnetic energy, and if it
is negative, it is included in the electric energy. Physically, this means that
each slow wave traveling across the aperture face with specific velocities in
each of the x- and y-directions and attenuating along the z-direction stores
45
only one kind of energy. For example, if the aperture has a purely x-directed
tangential magnetic field, Equation (3.3) simplifies to
PH =
2pi2
ω
∞∫∫
−∞
(
k2 − k2y
) ∣∣FHx ∣∣2 dkxdky√k2 − k2x − k2y .
The magnetic energy all comes from the regions of the kxky-plane which have
a positive imaginary part of the integrand, namely k2y < k
2 outside of the
circle bounding the visible region. The electric energy will then all come from
the regions where k2y > k
2. Therefore, the relevant quantities to calculate Q
are given as
PHr =
2pi2
ω
∫∫
k2x+k
2
y<k
2
(
k2 − k2y
) ∣∣FHx ∣∣2 dkxdky√k2 − k2x − k2y (3.9a)
WHe,a =
pi2
ω2
∫∫
k2y>k
2
(
k2 − k2y
) ∣∣FHx ∣∣2 dkxdkyj√k2 − k2x − k2y (3.9b)
WHm,a =
pi2
ω2
∫∫
k2x+k
2
y>k
2,k2y<k
2
(
k2 − k2y
) ∣∣FHx ∣∣2 jdkxdky√k2 − k2x − k2y . (3.9c)
While PHr is calculated exactly, the stored energies neglect the common
terms which can be treated as a
WHc,a =
∫∫
k2t>k
2
G3
(
kx, ky,F
H
)
dkxdky (3.10)
for some unknown function G3
(
kx, ky,F
H
)
which describes the total contri-
bution of each slow wave to the magnetic energy when k2y > k
2 and the total
contribution of each slow wave to the electric energy for k2y ≤ k2. The total
stored energies are given by Wm = Wm,a +Wc,a and We = We,a +Wc,a. This
term will be neglected when calculating Qa.
3.2 Q Factor for Arrayed Apertures
The above aperture Q theory applies both to individual apertures as well as
arrays, but examining the array case separately allows for several observa-
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tions to be made. These observations help to explain the effects that mutual
coupling have on the stored energy of a closely spaced array.
As was discussed in Section 2.3, the two-dimensional Fourier transforms
of the aperture fields can be separated into two multiplicative factors: the
element pattern and the array factor.
F(kx, ky) =Fd(kx, ky) · FAF (kx, ky)
Either or both these factors can be used to influence the ratio of stored energy
to radiated power. By influencing the aperture field seen on each element,
the element pattern can be influenced to place more or less of its energy in
the visible region. With a specified element aperture shape, a desirable field
distribution for a small Q value would be one which has a Fourier transform
with a very small magnitude near the circle defining the visible region, and
preferably with a small magnitude everywhere outside this circle so that the
stored energies are small. In order to allow such a distribution, an element
which is wide in both x- and y-directions must be used to give a narrow
two-dimensional Fourier transform. At the extreme, this observation leads
to an infinite current sheet with aperture distribution of one everywhere.
This current distribution has a Q value of zero at all frequencies since its
Fourier transform is a delta function at kx = 0 and ky = 0 with no non-
zero contribution to the stored energy outside of the visible region. This
observation confirms Wheeler’s statement that an infinite current sheet would
have infinite bandwidth [36]. In a more realistic sense, using a wide-band
element in an array in order to decrease the element pattern’s contribution
to the stored energy in Equation (3.3) appears to make sense.
While this idea has been demonstrated to work relatively well with Vivaldi
elements, reduction in array weight and complexity can be achieved by using
planar elements. Wide-band planar elements require a large footprint, and
their field distributions are not easily controlled. In order to retain the control
of the aperture’s Fourier transform, it is easier to use narrow, and therefore
narrow-band, elements such as slots or dipoles with tangential aperture fields
which are well understood. With these elements chosen, the remaining design
decisions all control the array factor. Because the array consists of a periodic
repetition of apertures with spacings of Dx and Dy, the Fourier transform is
going to be periodic as well, with periods of 2pi/Dx and 2pi/Dy in the kx and
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ky directions. Therefore, any significant part of this array factor is repeated
an infinite number of times throughout the kxky-plane. However, the element
pattern provides an envelope which approaches zero as kx, ky →∞. This fact
follows from the element having an aperture distribution with finite energy.
Typically, antenna arrays are used to direct a main beam in a given direc-
tion. This usage implies that the period of the Fourier transform centered
at (0, 0) will have a single major lobe somewhere in the visible region, with
the remainder of the period consisting of sidelobes typically between 10 and
30 decibels (dB) below the main lobe. This main lobe is going to reappear
throughout the invisible region, contributing to the stored magnetic and elec-
tric energies. Each of these lobes in the invisible region corresponds to a
surface wave traveling across the face of the array and attenuating along the
z-direction normal to the array face. Velocities along the x- and y-directions
can be assigned to each lobe at (kx, ky) as
vx =
ω
kx
vy =
ω
ky
.
Because the invisible region is where k2 < k2t , each of these waves moves at a
speed less than the speed of light and is called a slow wave. However, if the
velocity is reframed as the number of elements traveled across in a second
rather than distance per second, the velocity is given as
νx =
ω
kxDx
νy =
ω
kyDy
.
With the 2pi/Dx and 2pi/Dy periodicity in the kxky-plane, the element ve-
locity of the waves generated by the periodic behavior of the array factor is
constant with Dx and Dy. In other words, each surface wave that contributes
to the stored energies given by a specific array distribution travels the same
number of elements per second in both x- and y-directions regardless of array
spacing. The element velocities νx and νy of each main lobe are therefore
preserved over element spacing. However, decreasing the element spacings
has two significant effects.
1. The increase in kx or ky of the location of the main lobe increases
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the attenuation constant in the z-direction given by αz=Im {kz}. The
stored energy in this surface wave is therefore contained in a smaller
volume as the attenuation increases in that direction. While an increase
in stored energy density would negate this volume decrease, the kz term
in the denominator indicates that the only effect of this change in the
z-direction is the volume change.
2. The element pattern further decreases the contribution of most lobes to
the stored energy because the lobes are pushed further from the origin
of the kx, ky-plane. While some lobes will see an increase in contribu-
tion because the element pattern does not decrease monotonically with
increasing kt outside of the visible region, it must converge to zero as
kt → ∞ in order to represent an element aperture distribution with
finite energy, making the contribution of most lobes decrease.
These effects serve to explain that the stored energy for a given aperture
distribution is going to decrease with a decrease in array element spacing.
While these effects are clear when examining Equations (3.9), the common
term between We and Wm, given by Wc,a, will also be finite in a realistic
situation. For this value to be finite, its representation on the kxky-plane,
G3(kx, ky,F
H), must converge to zero as kt approaches infinity, which cor-
responds to when αz approaches infinity and the slow wave is confined to
the aperture surface. While decreased array spacing is not guaranteed to
decrease Wc,a, for all appropriate functions, G3(kx, ky,F
H), most of the lobes
of the array factor will decrease in magnitude while being pushed away from
the visible region.
Because the main radiating lobe typically remains entirely in the visible
region, its contribution to the radiated power will remain the same, and the
Q factor will therefore decrease for closely spaced arrays. Because the Q
factor only provides information about the frequency sensitivity of the array
at the chosen frequency, the bandwidth can only be inversely related to a
single Q factor value if that value is high. The radiating modes discussed in
Chapter 2 are shown in the following section to have relatively low Q factors
for closely spaced arrays, but having a low Q over the desired operating band
is sufficient to allow the antenna to use that bandwidth effectively without
expecting significant changes in the operating characteristics.
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3.3 Q Factor for Characteristic Modes of Arrays
The Q factor of an aperture can be calculated for any aperture distribution.
Therefore, an antenna array’s aperture Q can be calculated for any number
of distributions which are used for scanning the main beam, decreasing the
sidelobes, or forming a specific beam shape. However, an infinite number of
such distributions exists, so a methodic approach to understanding the effects
of using a specific array excitation is needed. The characteristic modes of
an array provide a basis of array distributions which can be combined to
represent any other array distribution, and therefore provide a useful way to
break down each possible excitation into well understood parts. Additionally,
the Q factor for a given characteristic mode can be approximated as
Qλ,n(f) =
f
2
√(
2
Jn
dJn
df
)2
+
(
dλn
df
− 2λn
Jn
dJn
df
+
|λn|
f
)2
≈f
2
dλn
df
(3.11)
when Jn is the current at a defined feed point and dJn/df  dλn/df , as is
typically the case [65]. This approximation allows for a check of the aperture
Q calculation developed above.
Choosing the previously described 1x9 array of 10 cm long dipoles placed 3
cm apart, the Q factors of each mode are calculated using Equations (3.9) and
(3.11). The results are plotted in Figures 3.1-3.5. The aperture Q calculation
gives results which match Equation (3.11) very well. Through most of the
frequency band the aperture quality factor, Qa, is about 50% below the
eigenvalue quality factor, Qλ, a discrepancy which is likely attributable to the
fact that the calculation of Qλ is performed using thin cylindrical dipoles and
neglecting the common terms of the stored energies, while Qa is calculated
using purely planar dipoles using the current distribution along the wire
dipole provided by the characteristic mode calculation. The other area of
discrepancy appears in the upper half of the frequency band for modes six
through nine. As the Qλ value approaches zero, the Qa value does not follow.
The reason behind this difference in behavior stems from the approximation
in Equation (3.11). Because the frequency derivative of the modal eigenvalue
approaches zero, the condition on the approximation does not hold, and the
Qλ value is not accurate. Because Q is given by the stored energies and lost
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power as described by Equation (1.6), a zero Q value implies either no stored
energy or infinite radiated power, so the nonzero value of Qa calculated from
these energies directly is likely more accurate than Qλ at these frequencies.
In order to facilitate the connection of the results of these calculations to
the results of the characteristic mode eigenvalue problem of Chapter 2, Fig-
ure 3.6 plots each of the odd and the even modes’ Qa values together. By
comparing to Figure 2.7, the same coupling behavior can be observed in the
aperture Q behavior. This fact is not surprising due to the fact that Qa is
derived from the current distributions of each mode, and the modal currents
switch distributions across each region of coupling. However, by extrapolat-
ing the uncoupled modes’ Q values, the modal distributions of Figure 2.3
can be observed to remain low if coupling did not disturb the modes. The
consequence of this disturbance in modal Q is a locally increased frequency
sensitivity of an input impedance for any feed which is used to excite the
antennas. This increase is observed in Chapter 4 where the coupling is seen
to ruin an otherwise wideband impedance match.
3.4 Conclusions
The radiated power from an aperture, along with the stored magnetic and
electric energies, was calculated using the Fourier transform of the aperture
field distribution. This result was extended to an array of apertures. The
calculation provided, for the first time, both mathematical and physical in-
sight into why closely spaced arrays of narrow-band planar elements can have
a wide bandwidth. Namely, the surface waves excited by the periodicity of
the array were shown to store less energy with a narrow element spacing,
yielding a lower Q factor for such an array over the operating band. This
decrease in Q allows for an increased operating band except where mode
coupling sharply increases the Q factor for each mode.
In Chapter 4, the relationship between the modal quantities such as the
eigenvalues and modal Q values and the typical array parameters such as
element input impedance and radiation pattern will be discussed.
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(a)
(b)
Figure 3.1: Q values calculated with aperture Q theory (solid lines) and the
frequency derivative of the eigenvalue (dashed lines) for (a) mode 1 and (b)
mode 2
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(a)
(b)
Figure 3.2: Q values calculated with aperture Q theory (solid lines) and the
frequency derivative of the eigenvalue (dashed lines) for (a) mode 3 and (b)
mode 4
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(a)
(b)
Figure 3.3: Q values calculated with aperture Q theory (solid lines) and the
frequency derivative of the eigenvalue (dashed lines) for (a) mode 5 and (b)
mode 6
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(b)
Figure 3.4: Q values calculated with aperture Q theory (solid lines) and the
frequency derivative of the eigenvalue (dashed lines) for (a) mode 7 and (b)
mode 8
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Figure 3.5: Q values calculated with aperture Q theory (solid lines) and the
frequency derivative of the eigenvalue (dashed lines) for mode 9
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(a)
(b)
Figure 3.6: Q values calculated with aperture Q theory for (a) odd modes
and (b) even modes
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CHAPTER 4
ARRAY OPERATION WITH RESPECT TO
MODAL QUANTITIES
4.1 Introduction
While the behavior of the characteristic modes of an antenna array certainly
helps in understanding some conceptual ideas about antenna arrays, array
designers cannot benefit from this understanding without understanding how
the modes affect the typical performance parameters of antenna arrays. For
an antenna with a single feed, this translation consists of calculating how
strongly each mode is excited by the feed at a given location on the struc-
ture and using each coefficient to calculate the overall radiation pattern and
impedance match. The process for an antenna array is based on this idea,
but an array has multiple feeds which may be excited independently with
varying phase and amplitude to control the radiation pattern. This freedom
means that a continuum of distributions for various beam positions and side-
lobe levels must all be investigated to know how each excited mode affects
the impedance match of the antennas over the band of interest.
4.2 Modal Impedance Match
An antenna with a single feed port and N excited modes has been shown in
[65] to have an input impedance given by
Zin =
1
Yin
=
(
N∑
n=1
`2edge |Jn,in|2
1 + jλn
)−1
,
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where `edge is the edge length of the method of moments basis function adja-
cent to the chosen feed point and Jn,in is the current magnitude across that
edge due to mode n. The input impedance of each array element will have
a similarly defined input impedance with the appropriate edge length and
current magnitude at the element feed.
In order to examine the input impedance of each element due to a sin-
gle mode, the voltage standing wave ratio (VSWR) was calculated using
full-wave simulations for every element when each element is excited with a
magnitude corresponding to its magnitude in mode one for a 1x9 10 cm dipole
array with 3 cm spacing. Munk has shown that such closely spaced dipoles
will have an increase in input impedance [29], so a 200 Ω source impedance
was used in this calculation. The results are shown in Figure 4.1(b), with
only three of the element’s input impedances shown. The elements are in-
dexed with q ∈ {−4, ..., 4}, and due to symmetry, each element q has the
same input impedance as element −q. The elements near the center behave
very similarly, but the edge elements have a very different environment, so
that the center (q=0) and two elements closest to an edge (q=3,4) are shown.
The eigenvalues of all of the odd modes are plotted in Figure 4.1(a) so that
the effects of coupling can be shown.
The first observation that can be made from these plots is that around the
resonance of mode one, all of the elements exhibit a very good impedance
match, with VSWR values approaching the minimum of one. However, the
match is spoiled in the regions where mode one couples with the surface
wave modes. This effect is likely the cause of the surface waves described in
the design of the PUMA array which give rise to interruptions in the useful
operating band for the array [39]. However, below the frequency regime where
the surface wave modes couple to the radiating mode, the impedance match
returns to a satisfactory level for the zeroth and third element, while the edge
element does not have quite as good a match, likely due to mode coupling
between mode one and the supergain mode, mode three. This degradation in
the coupling frequency regime implies that two possible solutions may exist.
One is to devise a way to keep the modes from coupling with each other,
and the other is to shift the supergain and surface wave modes to a lower
resonant frequency where the impedance match has already degraded below
its desired limit. These solutions will require future work to explore.
While this procedure could be repeated for all nine of the modes, the true
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(a)
(b)
Figure 4.1: (a) Odd mode eigenvalues (b) VSWR of the center (q=0) and
two edge elements (q=3,4) for 200 Ω source impedance and mode 1
weightings
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modes of interest are the radiating modes. For this array, the only other
radiating mode is mode two. The even mode eigenvalues and VSWR for the
array elements are plotted in Figure 4.2. The even numbered modes have an
odd symmetry across the aperture, and the center element has a zero current
and an undefined impedance, so the element q = 1 is used to represent
the center elements instead. The same observations can be made for this
radiating mode, including that the supergain mode (mode four) coupling
with mode two is apparently responsible for the poor match for the edge
element (q = 4) towards the lower end of the frequency band.
These VSWR plots show that even when only the radiating mode distri-
bution is being excited, the surface wave and supergain modes interrupt the
wide bandwidth match quality provided by the sub-half wavelength spac-
ings, as described in Section 3.3 with the treatment of the mode aperture
Q factor. However, the decreased frequency sensitivity away from the fre-
quency regions of mode coupling allows for improved operational bandwidth
from these arrays, as long as the non-radiating modes are suppressed in these
regions.
4.3 Array Phasing
One of the major benefits of using arrays as directive antennas is that ar-
rays can be electronically scanned by introducing a progressive phase shift
between successive elements. This feature allows for applications such as
radar to quickly steer the beam in a desired direction with a significantly
reduced delay time compared to mechanical steering. It is therefore benefi-
cial to calculate how significantly each mode is excited under various phase
angles. This calculation is performed by using the current at the center of
each element m for each mode n and multiplying it by an unknown modal
excitation coefficient cn and summing across each mode to get the correct
element excitation. The resulting matrix equation is given by
[
J1 J2 . . . JN
]

c1
c2
...
cN
 =

1
e−jα
...
e−j(N−1)α
 , (4.1)
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(a)
(b)
Figure 4.2: (a) Even mode eigenvalues (b) VSWR of the next-to-center
(q=1) and two edge elements (q=3,4) for 200 Ω source impedance and
mode 2 weightings
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where Jn is the current distribution of the nth mode and α is the progressive
phase shift.
In Figure 4.3, the magnitude of the excitation coefficient for each mode is
plotted for progressive phase shifts from 0◦ to 180◦ for the same 1x9 dipole
array with 3 cm spacing. Because the spacing of the elements is less than a
half wavelength, the main beam remains in the visible region between 0◦ and
about 54◦ progressive phase shifts. Outside of this range, the main beam
has been directed into the invisible region. When the main lobe is in the
visible region, the radiating modes are dominant, with mode one dominant
at broadside and mode two becoming dominant as the beam scans. As the
edge of the visible region is reached, modes three and then four become
dominant. The supergain phenomenon occurs when the main lobe is steered
just outside of the visible region, which is where the modes designated as
the supergain modes are dominant. As the progressive phase shift increases,
the dominant mode number increases until adjacent elements are 180◦ out
of phase when mode nine is dominant. However, the supergain and surface
wave modes are significantly excited when the main lobe is directed in the
visible region. These modes will increase the frequency sensitivity of the
element input impedances.
4.4 Aperture Distribution Functions
Appropriately tapering the magnitude of the element currents across the ar-
ray has been shown to reduce sidelobe levels of the array radiation pattern.
Additionally, array bandwidths can increase with certain aperture distribu-
tions. While a number of possible distribution functions have been developed,
the one which will be discussed here is the Hansen distribution function [66].
The current of the qth element is given by
Jq = I0
piH
√
1−
(
q
2N − 1
)2 ,
where N is the number of elements in the array and H is a parameter used to
set the beamwidth. Additionally, I0 is the modified Bessel function of order
zero. By replacing the right-hand side of Equation 4.1 with the currents
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(a)
(b)
(c)
Figure 4.3: Relative magnitudes of each mode excitation coefficient for
beam scanning with progressive phase shifts between successive elements
for a 1x9 array with 10 cm long dipoles and 3 cm spacing at 1.5 GHz. The
main beam is directed into the visible region below a 54◦ phase shift.
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Figure 4.4: Relative magnitudes of each mode excitation coefficient for a
Hansen array weighting with varying parameter H for the same array as
Figure 4.3
above for varying H values, the modal excitation coefficients are calculated
with H ∈ [0, 5] and plotted in Figure 4.4. None of the even numbered modes
are excited because of the even symmetry of the aperture distribution. For
this broadside radiation pattern, an H value of 0.88 provides extremely low
excitation of the undesired non-radiating modes.
Adding a progressive phase shift to this aperture distribution with H=0.88,
the modal excitation coefficients can be calculated for beam scanning as be-
fore. The results are shown in Figure 4.5. While the same modes are dom-
inant in the same regions of the progressive phase shift plot, the surface
wave modes have smaller excitations than with a uniform current magnitude
across all elements as shown in Figure 4.3. This fact would imply that the
input impedances of the elements will vary more slowly over frequency, pro-
viding a larger bandwidth over the beam scanning region. Hansen notes that
when using this distribution function, he indeed had a larger bandwidth,
confirming this conclusion [66].
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(a)
(b)
(c)
Figure 4.5: Relative magnitudes of each mode excitation coefficient for
beam scanning with a Hansen array weighting H=0.88 for the same array
as Figure 4.3
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4.5 Conclusions
In this chapter, the relationship between the eigenvalues of the radiating
modes and the impedance match of array elements was discussed. The cou-
pling between characteristic modes was shown to ruin the impedance match
within the possible operating band. Additionally, the modal excitation coef-
ficients were calculated for each characteristic mode for beam scanning and
side-lobe reduction. Tapered aperture distributions used for side-lobe reduc-
tion were also shown to decrease the excitation of undesired modes, allowing
for reduced frequency sensitivity of element input impedances.
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CHAPTER 5
HIGHER ORDER DIPOLE ARRAY MODES
5.1 Introduction
The wideband behavior of previously demonstrated closely spaced dipole
arrays [2],[39] extends beyond the frequencies near the first dipole resonance.
In order to fully understand their behavior, higher order characteristic modes
must also be studied.
It is helpful to consider the higher order modes of a single dipole of the
same size as the ones in the arrays being studied. These modes can be
described relatively simply, with the current of mode q being
Jq = yˆJ0 sin
(
piq
(
y
L
− 1
2
))
(5.1)
for a dipole of length L aligned along the y-direction. This model is similar
to the one described in [22], without the exponent factor in the argument
of the sine function. The eigenvalues of the first four modes are plotted in
Figure 5.1. As would be expected, each mode q resonates near the frequency
where the 10 cm dipole is qλ/2 long. These element modes are useful in
understanding the higher order dipole array modes described in the following
sections. It is helpful to note here that examining the eigenvalue plot and the
corresponding eigencurrent distributions, the individual dipole modes couple
with one another in a similar way to the dipole array case. The odd modes
couple with each other but not with the even modes. Presumably, the even
modes will also couple with each other at higher frequencies.
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Figure 5.1: Eigenvalues for second order dipole resonance modes
5.2 Array Modes Around Higher Dipole Resonances
The dipole array modes can be described as a combination of both the array
modes described in Chapter 2 and the element modes described in the pre-
vious section. On element k, the current of array mode n and element mode
q is described as
Jqn = yˆJ0 sin
(
piq
(
y
L
− 1
2
))
sin
(
pin
(
k
K + 1
− 1
2
))
(5.2)
for an K element array. For a given element mode, or q index, there are K
array modes in such an array. All of the modes discussed to this point had
q=1. This section explores the behavior of each set of modes where q=2 and
q=3.
5.2.1 Array Second Order Dipole Modes
For the same 1x9 10 cm dipole array with 3 cm spacing that was used in
previous chapters, the characteristic modes were calculated for the frequency
range between 1.8 and 3.6 GHz, with the second dipole resonance occurring
near 3 GHz. For now, just the modes with q=2 will be discussed separately
from any other modes. The currents of these modes all have nulls at the
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center of each of the dipoles. Therefore, when feeds are introduced to the
array, the traditional feeding location at the center of the dipoles will be
unable to excite any of these modes. These modes can only be excited by
off-center feeds.
Near 3 GHz, examining the Fourier transform peaks for the current distri-
bution allows the modes to be classified in the following way: modes with n
between 1 and 4 are radiating modes, modes 5 and 6 are supergain modes,
and modes 7 through 9 are surface wave modes. By comparing to Table 2.1,
this classification is the same as that of the first order element modes of the
array with twice the element spacing at half the frequency. This similarity
makes sense when considering the kxky-plane. The period in the kx direction
is twice as big for the array with 3 cm spacing as the period for the array
with 6 cm spacing, but at the doubled frequency, the visible region is twice
as big as well. Therefore, the locations of the Fourier transform peaks are
nearly the same for both of these cases, and the mode classification should
be the same as well.
The eigenvalues for these modes are plotted in Figure 5.2. As is the case
for the first order dipole modes, the supergain modes resonate first, followed
by the surface wave modes in order of increasing mode number and finally
the radiating modes in order of decreasing mode number. Additionally, the
coupling within this set of modes occurs only between modes of like symme-
try: either both even or both odd. The behavior of these modes at higher
frequencies will be discussed in Section 5.3 along with their interaction with
other modes.
5.2.2 Array Third Order Dipole Array Modes
The third order dipole modes were calculated for the same array at frequen-
cies between 3.6 and 5.4 GHz, with the third order dipole resonance occurring
near 4.5 GHz. Because the currents for this mode are nonzero at the center of
the dipole, a typical feeding of the dipoles is capable of exciting these modes
when their eigenvalues are small. At 4.5 GHz, mode 9 is a supergain mode
and the others are all radiating modes, though mode 8 is a supergain mode
just below 4.5 GHz.
The eigenvalues of these modes are plotted in Figure 5.3, along with the
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Figure 5.2: Eigenvalues for second order dipole modes on the array
eigenvalues of the first order dipole modes at these frequencies. The same
order of resonance and coupling behaviors is observed for the third order
dipole modes. However, these modes clearly couple with the first order dipole
modes. Specifically, the modes which have odd mode numbers in both array
and element modes couple with one another, and the modes with odd element
mode numbers and even array mode numbers couple with one another. This
fact can be seen more clearly in the zoomed in eigenvalue plot in Figure 5.4.
5.3 Coupling in Higher Order Array Modes
In order to get a full view of all of the modes for the first three dipole res-
onances, the simulation data for all of these modes are combined for the
three simulations covering the whole frequency band. The eigenvalues of
these modes are plotted in Figure 5.5. Each of the first order element modes
resonates around 1.5 GHz. As the frequency increases, the radiating modes
(including the modes which were classified as supergain modes at lower fre-
quencies) have eigenvalues which remain low through the whole band. Ad-
ditionally, the surface wave modes have eigenvalues that initially shoot up
to very high values, but as the frequency increases and the visible region ex-
pands, the mode’s Fourier transform peaks move into the visible region and
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Figure 5.3: Eigenvalues for first and third order dipole modes on the array
near the third dipole resonance
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Figure 5.4: Zoomed in eigenvalues for first and third order dipole modes on
the array near the third dipole resonance
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the mode becomes a radiating mode. The eigenvalues of these modes also
return to low values, following the other radiating modes.
The same behavior is observed of the second order element modes, which
resonate around 3.0 GHz. These modes do not couple with the first order ele-
ment modes at all, and each set of modes behaves normally at the eigenvalue
crossings between these sets of modes. The third order element modes behave
in a similar manner as the first two sets of modes, but the presence of the
first order element modes associated with radiating array modes interrupts
the typical behavior due to the coupling between these two sets of modes.
From all of these modes, the modes that couple with each other are limited
to modes which match types of symmetry both on the element and across
the array. Presumably, the fourth order element modes will couple with the
second order element modes but not the modes associated with either the
first or third element modes.
Equation (5.2) only describes the uncoupled ideal modes. The modes are
numbered with q and n indices according to which distribution the mode has
at resonance, where λqn=0. These distributions switch between calculated
modes across eigenvalue crossings where the two modes are coupled. This
behavior can be more easily seen when examining the correlations of each true
mode with the ideal modes of a K element array with currents on element k
described as
J′pm = yˆA0 sin
(
pim
(
k
K + 1
− 1
2
))
sin
(
pip
(
y
L
− 1
2
))
.
The correlation between the ideal mode and the calculated mode, Jqn, is given
by
Xq,pn,m =
〈Jqn,J′pm〉
‖Jqn‖
∥∥J′pm∥∥ ,
where 〈Jqn,J′pm〉 is the inner product of the currents over the surface of all of
the dipoles and ‖J‖ = 〈J,J〉. The plots of this correlation for all of the 27
modes discussed in this chapter correlated with the 27 ideal modes are given
in Appendix A. By examining these plots, the symmetry constraints on the
sets of modes which will couple with each other are confirmed. Additionally,
the accuracy of the model given by the ideal modes is confirmed for the low
order modes. Because the simulation software only stores a limited number of
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Figure 5.5: Eigenvalues for all modes for first three dipole resonances
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eigencurrents, starting with the currents associated with the smallest eigen-
values, the higher order array modes are not stored at low frequencies where
their eigenvalues are extraordinarily large. However, at higher frequencies
where these modes become radiating modes, the ideal modes do accurately
approximate the calculated modes.
For completeness, the Qλ and Qa values for all 27 true modes are plotted
in Appendix B for the entire frequency range. The aperture Q values largely
remain 50% below the eigenvalue Q except for the region around where the
eigenvalue Q goes to zero.
5.4 Conclusion
With previously designed and measured closely spaced dipole arrays exhibit-
ing up to 5:1 bandwidths [2],[39], the modes of a dipole array for frequencies
significantly higher than a single dipole resonance are required to use char-
acteristic mode theory for analyzing such arrays or improving their design
process. This chapter discussed the modes of a linear dipole array for a fre-
quency range covering the first three resonances of the dipoles. The modes
of the array were shown to be described using two separate parts of the total
modes: the element mode and the array mode. The total current distri-
butions are products of the two, with sinusoidal distributions on both the
element and across the array. For an array of N elements, for frequencies
near the q-th resonance of the dipole, there are q element modes and N ar-
ray modes which typically appear, with a maximum of qN modes to deal
with at that frequency. However, for any dipole resonance which has array
modes that can be classified as surface wave modes at that frequency, the
eigenvalue is very high when not at resonance and the mode is difficult to
excite. However, all of these modes will become supergain and then radi-
ating modes as the frequency is increased, increasing the size of the visible
region in the kxky-plane, and their eigenvalues will return to having very
small magnitudes.
While coupling occurs between the modes when their eigenvalues are close,
this coupling only occurs when both modes have the same symmetry in both
element modes and array modes. This behavior means that the even num-
bered element modes will not couple with the odd numbered element modes,
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so that a center-fed dipole array will not excite these even numbered element
modes, allowing them to be ignored. The coupling of the first order element
modes with the third order element modes appears to explain why the band-
width of the first closely spaced dipole arrays was limited to 3:1, with the
surface wave array modes associated with each element resonance coupling
to the radiation modes and disturbing the element impedance match just
below both the first and third dipole resonances.
The general principles derived for the characteristic modes of a linear dipole
array in this chapter will be useful in understanding the wideband behavior
of the closely spaced dipole arrays. Despite requiring a large number of
modes to capture the behavior, all of the modes behave in a well-described
manner. This fact simplifies the understanding of the array modes into an
understanding of three sets of array modes: radiating, supergain, and surface
wave modes. Individual modes must only be considered when each mode is
being classified into these categories at a given frequency. This simplification
will allow designers to use characteristic mode theory to complete much more
of the design process of finite arrays without performing full-wave simulations
but with only the treatment of each set of array modes.
In order to completely enable this capability in the future, the eigenvalues
will need to be approximated by accurately predicting their resonance fre-
quencies and approximating their Q values to be used for the eigenvalue slope
at a number of frequencies across the desired bandwidth. If the coupling can
also be taken into account by using a physical model to extract a coupling
coefficient to indicate how far the eigenvalues of coupled modes are from each
other when coupling, essentially the full behavior of the array would be able
to be characterized very simply without the need for full-wave simulations.
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CHAPTER 6
MODES OF A DIPOLE ARRAY WITH A
GROUND PLANE
6.1 Introduction
In practice, phased arrays typically have a ground plane backing the array in
order to restrict radiation to the forward half-space. This chapter examines
the characteristic modes of the total structure of an array backed by a ground
plane. While using an infinite ground plane can simplify analysis to an appli-
cation of image theory, this chapter maintains the realistic scenario achieved
by using a finite array for the modal decomposition by similarly using a finite
ground plane. As in the previous chapters, the modes will be described for a
1x9 10 cm dipole array with 3 cm spacing, but can be directly generalized to
arrays with a different number of elements or different interelement spacings.
The modes of a lone ground plane will be useful in discussing the modes
of the entire structure of an array with a ground plane. In Section 6.2 the
modes of a lone ground plane will be considered. Section 6.3 will then discuss
the modes of the entire structure.
6.2 Modes of a Lone Ground Plane
After having discussed the modes of an array without a ground plane in
Chapters 2 and 5, a discussion of the modes of the same array with a ground
plane will be best served by putting these modes into the context of the
original array modes. However, the modes of the ground plane without an
array will influence the behavior of the total structure, and will be discussed
briefly in this section.
The characteristic modes of a rectangular plate are modeled in [22]. The
model consists of four separate edge currents on the rectangle. The two on
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the top and bottom edges share a distribution in the x-direction and the two
on the left and right edges share a distribution in the y-direction. These
distributions are sinusoidal along their respective edges and exponentially
decreasing as they move away from the edges. These surface currents for
a mode with k half-sinusoids in the y-direction and l half-sinusoids in the
x-direction will be denoted as Jk,l.
These modes were simulated and the eigenvalues were plotted in Figure
6.1 for a ground plane which is 30 cm x 16 cm, the ground plane size used
in Section 6.3. Most of the eigenvalues behave like dipole or array modes,
moving from a capacitive mode towards resonance and then becoming an
inductive mode. However, there are several modes which are purely inductive
over all frequencies, as observed in [67]. These modes correspond to circular
currents on the plate, as shown in Figure 6.2. These modes arise when the
edge currents on opposite sides of the plate are out of phase with each other
for k or l odd and in phase with each other for k or l even. All of these modes
are relevant to the characteristic modes of the array over the ground plane.
6.3 Modes of a Dipole Array with a Ground Plane
Having introduced both the modes of a dipole array and the modes of a
ground plane, the combination of these two structures yields a set of modes
which can each largely be treated as a combination of these modes. The
overall modes can either be dominated by the ground plane modes, domi-
nated by the array modes, or, in certain cases, combinations of both modes
with contributions on the same order.
The modes of the 1x9 10 cm dipole array with the ground plane from Sec-
tion 6.2 were simulated when the ground plane is 5 cm (λ/4 at 1.5 GHz) be-
hind the array. The possible combinations of ground plane and array modes
yield a large number of significant modes in the simulated frequency region.
However, the modes can be separated into several sets of modes for the pur-
pose of discussion: first order element modes with odd array modes, first
order element modes with even array modes, second order element modes,
and inductive ground plane modes. The first two sets will be discussed in
the following subsection, while the inductive ground plane modes will be
discussed in 6.3.2 and the second order element modes will be discussed in
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Figure 6.1: Eigenvalues for significant ground plane modes for frequencies
between 1 and 2 GHz
80
2015-03-02 10:19
1x9dipole_planar_JUST_gnd_v7
View direction
Theta = 0°
Phi = 0°
(a)
2015-03-02 10:23
1x9dipole_planar_JUST_gnd_v7
View direction
Theta = 0°
Phi = 0°
(b)
Figure 6.2: The first two inductive plate modes
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subsection 6.3.3.
6.3.1 First Order Element Modes
The set of first order element modes can be separated into odd and even
ordered array modes. The coupling described in Chapter 2, which happens
exclusively between modes of like symmetry, behaves the same way when the
ground plane is added. Furthermore, the ground plane modes which appear
with an array mode exhibit a symmetry compatibility which will be discussed
later in this section. This behavior means that modes on the array with like
symmetry will also have like symmetry on the ground plane, while modes
on the array with unlike symmetry will have unlike symmetry on the ground
plane, and coupling will still be restricted within each set of modes.
The eigenvalues associated with the odd array modes are plotted in Figure
6.3, while the even array modes have eigenvalues plotted in Figure 6.4. Each
mode is described by the edge currents of the ground plane modes with
k and l describing the variations in the y- and x-directions, respectively, q
describing the element mode, and n describing the array modes. The currents
are plotted for most of the modes at the frequencies denoted by the dots on
each trace in Figures 6.5-6.13, with the inductive modes to be discussed
separately in subsection 6.3.2.
The eigenvalues of the array modes behave very similarly to those of the
array without a ground plane backing. There are two differences which im-
mediately stand out, however. First, the radiating modes appear to resonate
before the surface wave and supergain modes. This presumably is caused
by either an increase in stored magnetic energy or decrease in stored electric
energy in the radiating modes below the resonance frequencies of the higher
order modes. Secondly, multiple modes can exist which have essentially the
same current distributions supported on the dipole array due to different
ground plane modes being excited, though the modes associated with the
lowest order ground plane modes are the only significant modes for the ma-
jority of the band. These are the modes which behave similarly to the lone
array modes.
Examining the mode numbers that appear for eigenvalues in Figures 6.3
and 6.4 along with the eigenvalues of higher order element modes in Figure
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Figure 6.3: Eigenvalues for the ground plane backed array modes with first
order element modes and odd array modes. Dots indicate the frequency of
the current distribution in the associated figure for each depicted mode.
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Figure 6.4: Eigenvalues for the ground plane backed array modes with first
order element modes and even array modes. Dots indicate the frequency of
the current distribution in the associated figure for each depicted mode.
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1x9dipole_planar_3cm_gnd_v7_below
View direction
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Phi = 0°
Figure 6.5: Mode J1,01,1 at 0.99 GHz with surface current maximums at 3.2
A/m and line current maximums at 12.5 mA. See the red dot in Figure 6.3.
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Phi = 0°
Figure 6.6: Mode J1,11,2 at 1.024 GHz with surface current maximums at 4.5
A/m and line current maximums at 11.25 mA. See the red dot in Figure 6.4.
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View direction
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Phi = 0°
Figure 6.7: Mode J1,21,3 at 1.232 GHz with surface current maximums at 4.0
A/m and line current maximums at 36 mA. See the purple dot in Figure
6.3.
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Phi = 0°
Figure 6.8: Mode J1,31,4 at 1.308 GHz with surface current maximums at 2.7
A/m and line current maximums at 112.5 mA. See the purple dot in Figure
6.4.
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Figure 6.9: Mode J1,21,5 at 1.356 GHz with surface current maximums at 3.6
A/m and line current maximums at 90 mA. See the blue dot in Figure 6.3.
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Figure 6.10: Mode J1,31,6 at 1.39 GHz with surface current maximums at 3.2
A/m and line current maximums at 300 mA. See the blue dot in Figure 6.4.
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Phi = 0°
Figure 6.11: Mode J1,21,7 at 1.405 GHz with surface current maximums at 3.6
A/m and line current maximums at 300 mA. See the green dot in Figure
6.3.
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1x9dipole_planar_3cm_gnd_v7_narrow
View direction
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Phi = 0°
Figure 6.12: Mode J1,31,8 at 1.417 GHz with surface current maximums at 3.0
A/m and line current maximums at 800 mA. See the green dot in Figure
6.4.
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View direction
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Phi = 0°
Figure 6.13: Mode J1,21,9 at 1.42 GHz with surface current maximums at 3.6
A/m and line current maximums at 1,125 mA. See the teal dot in Figure
6.3.
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6.19, a clear pattern emerges suggesting that only certain modes can exist on
the ground plane with a given mode on the dipole array. Unsurprisingly, this
mode compatibility appears to be related to the symmetry of the currents on
both the ground plane and the dipole array. When the element mode number,
q, is one, the mode number of the ground plane’s y-directed currents, k, is
also one. When the element mode number is two, k is either zero or two,
indicating that the requirement for mode compatibility between element and
ground plane modes is having a like symmetry rather than an equal mode
number.
The array mode number, n, has the opposite compatibility requirement
with the x-directed current mode number, l. An odd n requires l to be even
and even n requires l to be odd. This difference comes from the y-directed
currents underneath the elements which are directed opposite the element
current. However, as these currents approach the top and bottom edges of
the ground plate they are redirected along either the positive or negative
x-direction. When the array mode has an odd mode number, such as the
two-element array in Figure 6.14, the ground plane currents turn opposite
ways near the edges, giving an x-directed edge current mode number which
is even. When the array mode has an even mode number, such as in Figure
6.15, the x-directed edge currents are in the same direction, giving an odd
ground plane mode number. Figure 6.15 shows this effect occurring when the
currents redirect away from the center of the plate, but the currents can also
redirect towards the center, as in Figure 6.16, creating a current loop. This
mode is essentially the inductive mode in Figure 6.4. Each set of opposing
currents on elements has the potential to create currents like the currents in
Figure 6.15 or the current loop in Figure 6.16. This behavior is particularly
evident between each element for the 9th order array mode in Figure 6.13,
with each successive element having alternating current directions. The var-
ious combinations of these two currents between elements with alternating
currents yield the various x-directed edge current mode distributions. The
combinations also give a combination of capacitive and inductive currents,
keeping the total mode from being purely inductive. However, these currents
below the elements in the higher order modes don’t appear in the associated
separate ground plane modes and are likely the image currents impressed on
the ground plane mode’s current structure by the currents on the elements.
These image currents are the only obvious difference between the character-
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Figure 6.14: Two-element array with mode one excited over a ground plane.
istic currents on the ground plane with and without the array present.
6.3.2 Inductive Ground Plane Modes
The modes that have only loop currents between alternating element currents
act as inductive modes, much like the modes of the lone ground plane. The
first two of these modes appear as J1,21,3 and J
1,1
1,2 in Figures 6.17 and 6.18 with
eigenvalues shown in Figures 6.3 and 6.4 respectively. Despite the eigenvalues
of these modes being strictly positive, these modes still couple with the other
modes and must be considered when exciting the desired radiating modes.
Because these inductive modes are relatively significant, exciting them with
feeds located at the centers of the dipoles will be relatively easy. However,
they will also add magnetic stored energy, potentially increasing the Q factor
due to the ground plane. Future work may involve trying to remove these
modes by using slots cutting across the top and bottom parts of the circular
currents to keep the Q factor down.
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Figure 6.15: Two-element array with mode two excited over a ground plane
with a capacitive mode.
Figure 6.16: Two-element array with mode two excited over a ground plane
with an inductive mode.
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1x9dipole_planar_3cm_gnd_v7
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Figure 6.17: Mode J1,11,2 at 0.73 GHz with surface current maximums at 4.5
A/m and line current maximums at 7.5 mA. See the large green dot in
Figure 6.4.
2015-03-02 10:35
1x9dipole_planar_3cm_gnd_v7
View direction
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Figure 6.18: Mode J1,21,3 at 1.048 GHz with surface current maximums at 6
A/m and line current maximums at 15.75 mA. See the large red dot in
Figure 6.3.
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6.3.3 Second Order Element Modes
Unlike the array without a ground plane, some of the second order element
modes resonate significantly before 3 GHz. The eigenvalues of these modes
are plotted in Figure 6.19 for both even and odd array modes. The first
two of these modes, J0,12,2 and J
0,2
2,3, are depicted at resonance in Figure 6.20
and 6.21, respectively. While these modes have second order dipole modes,
the ground plane modes which are excited have a zeroth order y-directed
current and low order x-directed currents, which means that the ground plane
modes themselves are resonant near 0.5 GHz and 1.0 GHz where the long
edge length is λ/2 and λ, respectively. Furthermore, examining the relative
current magnitudes of the elements, around 250 uA, compared to the ground
plane, around 4.5 A/m, shows that the elements are hardly excited compared
to the much stronger ground plane currents. Therefore, these modes, along
with the other significant higher order element modes at these frequencies,
are more appropriately considered ground plane modes than second order
element modes.
Because all of these modes have current nulls at the center of the dipoles, a
typical dipole array fed at the dipole centers will not be in danger of exciting
these modes to any significant extent. These modes can be ignored in this
case, but must be dealt with if considering feeding the elements off-center.
6.3.4 Effects of Increased Ground Plane Size
The 16x30 cm ground plane in the previous sections is slightly larger than the
10x24 cm area taken up by the dipole array. The array was also simulated
for a wide ground plane (16x44 cm) and a tall ground plane (24x30 cm). The
behavior of the modes was largely the same, except that specific array modes
would be paired with different ground plane modes, though the pairings still
obeyed the same compatibility rules described above. These new pairings
were largely due to different ground modes having opposite currents directly
underneath the elements. However, second order element modes resonate at
lower frequencies in the wide plane case due to the fact that these mode’s
resonant frequencies depend largely on the top and bottom edge lengths.
While the tall ground plane provides the potential for exciting third order
modes on the elements due to having higher order vertical ground plane
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Figure 6.19: Eigenvalues for the ground plane backed array modes with
second order element modes. Dots indicate the frequency of the modal
currents depicted in Figures 6.20 (green) and 6.21 (red).
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Figure 6.20: Mode J0,12,2 at 0.446 GHz with surface current maximums at 4.5
A/m and line current maximums at 125 µA. See the green dot in Figure
6.19.
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Figure 6.21: Mode J0,22,3 at 1.056 GHz with surface current maximums at 3.6
A/m and line current maximums at 250 µA. See the red dot in Figure 6.19.
modes resonate at lower frequencies, these modes are not shifted to resonate
at as low a frequency as the first order element modes until the ground plane
approaches three times the size of the element, and the elements are located
above only the middle sinusoidal variation on the ground plane. These third
order element modes which can also be excited using a center-fed dipole will
not appear near the first order element mode resonance and can be effectively
ignored near this frequency.
6.4 Conclusion
Phased dipole arrays direct energy in two different directions without the
presence of a ground plane behind the array to redirect the main beam of
one half-space into the other. This chapter examined the changes to the
characteristic modes of a dipole array when this ground plane is added. By
discussing the modes of a lone ground plane first, the modes of the entire
structure were shown to be largely described by using the same element and
array modes on the dipoles and the lone ground plane modes on the ground
plane backing the array. The specific mode that appeared on each part of
the structure was shown to obey certain mode compatibility rules based on
the symmetry of the modes. A ground plane mode with an odd numbered
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mode for the y-directed currents was shown to only appear with an odd
numbered mode on each of the y-directed elements. Similarly, a mode with
an even numbered y-directed current distribution would be compatible with
an even numbered element mode. However, the x-directed ground plane
currents would have the opposite symmetry as the array mode, or the mode
describing the current variation across the x-direction on the array of dipoles.
The higher order array modes were also shown to impress image currents on
top of the relatively low order modes on the ground plane.
The presence of the ground plane also introduced purely inductive modes
with circular currents that couple with the remaining modes with like sym-
metry on each element and across the array. These modes have the potential
to be excited with a center-fed dipole array and will increase the Q of the
total excited current on the structure with an addition of magnetic stored en-
ergy. Future work should consider altering the ground plane with structures
such as slots to discourage these circulating currents.
The large ground plane also introduces several modes which appear to have
second order element modes, but resonate at or below the frequency region
where the majority of the first order element modes resonate. These modes
were shown to have significantly stronger currents on the ground plane than
the elements themselves, and are a result of ground plane modes with zeroth
order y-directed edge currents that resonate at low frequencies on such a large
structure. In practice, this overall structure will likely only be fed using the
centers of the dipoles, and this mode will not be excited on transmission,
though reception of a plane wave will excite this mode, and this energy will
not be collected by the dipoles, but rather re-radiated by the ground plane
currents.
By understanding all of these modes thoroughly, array designers can un-
derstand how various array excitations on an array can excite each mode and
the impacts that these modes will have on input impedances of the elements
and the radiation pattern of the structure. The insight gained from Chapter
2 is very applicable with a ground plane backing the array, with the addi-
tions of the radiation added by the ground plane and the excitation of the
inductive modes.
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CHAPTER 7
CONCLUSIONS AND FUTURE WORK
7.1 Conclusions
The push for wideband antenna arrays in applications such as radar has mo-
tivated the design of first Vivaldi arrays and more recently closely spaced
dipole arrays. Both types of elements have been shown to exhibit improved
bandwidth from spacings smaller than a half wavelength at the low end of
the frequency range. Because nearly planar arrays have less complexity, and
therefore lower costs, along with smaller volumes and total weight, the closely
spaced dipole arrays are likely going to become the dominant topology. While
these arrays have shown significant promise in functionality, their design re-
quires a number of time-consuming, resource-intensive full-wave simulations.
In order to decrease the need for these simulations, a more complete under-
standing of the effects of mutual coupling on closely spaced arrays needs to
be developed. This work has contributed several significant steps towards
this understanding.
The first of these steps was to use the theory of characteristic modes to
generate an orthogonal set of basis functions for the possible current dis-
tributions on the array elements. These modes were found to correspond
to the Inagaki modes, but the eigenvalues provided by this method pro-
vided valuable insight into the behavior of the modes over frequency. The
characteristic modes were classified into three categories: radiating modes,
supergain modes, and surface wave modes. The radiating modes were shown
to have a low frequency sensitivity for closely spaced arrays, but the coupling
with surface wave and supergain modes which exist on closely spaced arrays
was shown to hamper the impedance match near the resonances of these
undesired modes.
This decrease in frequency sensitivity was then investigated by calculating
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the aperture Q for an array of planar elements. The effects of decreasing the
element spacing were explained using this calculation by noting that while all
of the same surface waves are excited for a given array distribution, each of
these waves stores less energy for a smaller interelement spacing. The result
is a lower Q and decreased frequency sensitivity. This explanation is the first
fully developed description of this phenomenon.
The eigenvalues and aperture Q associated with each mode were subse-
quently related to the impedance match over the relevant frequency band.
The mode coupling was shown to be equally as problematic from this more
practical point of view. Additionally, the modal excitation coefficients for
electronic scanning of the array with uniform and tapered distributions were
calculated. Tapering the distribution was shown to have the potential for
reducing the excitation of the undesired surface wave and supergain modes.
Because of this translation from the modal quantities to design parameters,
a designer can take advantage of the modal description of an array’s oper-
ation during the design process, speeding up the design process and giving
the designer a fuller understanding of their design.
The array modes for higher order dipole resonances were examined by
extending the frequency of the simulations up to above the third dipole res-
onance. While the original array modes continue to be significant at these
frequencies, the modes associated with second and third order dipole reso-
nances are also added to the list of significant modes. While the second order
modes do not couple with either the first or third order element modes, these
odd ordered modes do couple with one another, requiring a designer to deal
with them together.
The modes of the same array over a ground plane were shown to be approx-
imately the same as the modes of the array and ground plane separately, with
symmetry compatibility requirements to allow specific ground plane modes
to exist with specific array modes. Strong ground plane modes were shown to
exist at these low frequencies as well, though their excitation would remain
difficult using feeds at the center of the dipole elements.
This thorough description of the characteristic modes of closely spaced
dipole arrays allows designers to examine their arrays through the lens of
these modes. While a large array will have a large number of modes, their
behavior has been distilled into three types of modes: radiating, supergain,
and surface wave modes. Each of these categories of modes has relatively
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uniform behavior, allowing the designer to only have to consider these three
categories, rather than all of the modes at the same time. As long as the de-
signer appropriately keeps track of which modes belong to which category at
each frequency, the overall array behavior has been greatly simplified. How-
ever, the coupling between modes causes issues which must be considered.
7.2 Future Work
Several different directions can be taken to add to the research in this disser-
tation. The first is to develop a computationally inexpensive way to model
all of these modes. By being able to accurately identify the resonance fre-
quencies of each mode, as well as approximating the eigenvalue derivatives
with a Q value, the eigenvalues can be approximated and the current model
proposed in this thesis can be used to simplify the array design process down
to choosing the characteristic modes to excite. If the coupling can also be
taken into account by using a physical model to extract a coupling coeffi-
cient to indicate how far the eigenvalues of coupled modes are from each
other when coupling, essentially the full behavior of the array would be able
to be characterized very simply with these modes.
Secondly, the bandwidth limits imposed by the coupling of radiating modes
to surface wave modes should be examined to understand how the surface
wave mode resonances can be moved to a desired frequency so that the array
bandwidth can be improved. Ideally, removing these modes entirely, or at
least the coupling to them, may provide even greater bandwidth.
Additionally, work should be done to incorporate new elements into this
array mode formulation. More complex elements may allow for greater con-
trol of the aperture fields and improve the performance of the array even
further.
Finally, the undesired ground plane modes, such as the inductive modes,
should be studied to see if there are appropriate ways to remove their influ-
ence when exciting the array. These modes will add stored energy to the sys-
tem, increasing its Q and increasing the variation of the element impedance
match.
These efforts have the potential to drastically improve the antenna array
design process by providing designers physical yet simple ways to understand
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the behavior of their arrays. This understanding will expedite the process
by allowing designers to make informed decisions based on the characteristic
modes of an array.
100
APPENDIX A
CURRENT MODE CORRELATIONS FOR
THE FIRST THREE DIPOLE
RESONANCES
As described in Chapter 5, each mode of a single dipole can be approximated
by p half sinusoids along the length of the dipole, given by L. When K dipoles
are arrayed, there areK modes associated with each of these individual dipole
modes. These array modes are each approximated by m half sinusoids across
the array. The total ideal current model of the modal current on element k
for mode J′pm is given by
J′pm = yˆA0 sin
(
pim
(
k
K + 1
− 1
2
))
sin
(
pip
(
y
L
− 1
2
))
.
The actual modal currents are observed to couple with each other. To
demonstrate the switching of modal distributions, the correlation of each
actual mode Jqn with the ideal modes J
′p
m is calculated as
Xq,pn,m =
〈Jqn,J′pm〉
‖Jqn‖
∥∥J′pm∥∥ ,
where 〈Jqn,J′pm〉 is the inner product of the currents over the surface of all of
the dipoles and ‖J‖ = 〈J,J〉. The n and q values of each actual mode are
equal to the m and p, respectively, of the ideal mode which most resembles
the actual mode at its resonance frequency, where λqn = 0.
The modes of a 1x9 10 cm dipole array with 3 cm spacing were calculated
using FEKO for the first three dipole resonances. There are a total of 27
separate modes which are significant over this frequency regime. The cor-
relations of these modes with the ideal modes are calculated and shown in
Figure A.1 through Figure A.27 for each ideal mode. These plots demon-
strate that for two modes to couple, they must have the same symmetry in
both the array and element modes.
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Figure A.1: Correlation of actual modes with the ideal mode where m = 1
and p = 1 for the first three dipole resonances
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Figure A.2: Correlation of actual modes with the ideal mode where m = 2
and p = 1 for the first three dipole resonances
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Figure A.3: Correlation of actual modes with the ideal mode where m = 3
and p = 1 for the first three dipole resonances
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Figure A.4: Correlation of actual modes with the ideal mode where m = 4
and p = 1 for the first three dipole resonances
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Figure A.5: Correlation of actual modes with the ideal mode where m = 5
and p = 1 for the first three dipole resonances
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Figure A.6: Correlation of actual modes with the ideal mode where m = 6
and p = 1 for the first three dipole resonances
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Figure A.7: Correlation of actual modes with the ideal mode where m = 7
and p = 1 for the first three dipole resonances
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Figure A.8: Correlation of actual modes with the ideal mode where m = 8
and p = 1 for the first three dipole resonances
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Figure A.9: Correlation of actual modes with the ideal mode where m = 9
and p = 1 for the first three dipole resonances
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Figure A.10: Correlation of actual modes with the ideal mode where m = 1
and p = 2 for the first three dipole resonances
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Figure A.11: Correlation of actual modes with the ideal mode where m = 2
and p = 2 for the first three dipole resonances
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Figure A.12: Correlation of actual modes with the ideal mode where m = 3
and p = 2 for the first three dipole resonances
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Figure A.13: Correlation of actual modes with the ideal mode where m = 4
and p = 2 for the first three dipole resonances
114
1.5 3.0 4.5 5.4
0.01
0.1
1
Frequency (GHz)
|X n
,5q,
2 |
 
 
n=1,q=1
n=2,q=1
n=3,q=1
n=4,q=1
n=5,q=1
n=6,q=1
n=7,q=1
n=8,q=1
n=9,q=1
n=1,q=2
n=2,q=2
n=3,q=2
n=4,q=2
n=5,q=2
n=6,q=2
n=7,q=2
n=8,q=2
n=9,q=2
n=1,q=3
n=2,q=3
n=3,q=3
n=4,q=3
n=5,q=3
n=6,q=3
n=7,q=3
n=8,q=3
n=9,q=3
Figure A.14: Correlation of actual modes with the ideal mode where m = 5
and p = 2 for the first three dipole resonances
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Figure A.15: Correlation of actual modes with the ideal mode where m = 6
and p = 2 for the first three dipole resonances
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Figure A.16: Correlation of actual modes with the ideal mode where m = 7
and p = 2 for the first three dipole resonances
117
1.5 3.0 4.5 5.4
0.01
0.1
1
Frequency (GHz)
|X n
,8q,
2 |
 
 
n=1,q=1
n=2,q=1
n=3,q=1
n=4,q=1
n=5,q=1
n=6,q=1
n=7,q=1
n=8,q=1
n=9,q=1
n=1,q=2
n=2,q=2
n=3,q=2
n=4,q=2
n=5,q=2
n=6,q=2
n=7,q=2
n=8,q=2
n=9,q=2
n=1,q=3
n=2,q=3
n=3,q=3
n=4,q=3
n=5,q=3
n=6,q=3
n=7,q=3
n=8,q=3
n=9,q=3
Figure A.17: Correlation of actual modes with the ideal mode where m = 8
and p = 2 for the first three dipole resonances
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Figure A.18: Correlation of actual modes with the ideal mode where m = 9
and p = 2 for the first three dipole resonances
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Figure A.19: Correlation of actual modes with the ideal mode where m = 1
and p = 3 for the first three dipole resonances
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Figure A.20: Correlation of actual modes with the ideal mode where m = 2
and p = 3 for the first three dipole resonances
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Figure A.21: Correlation of actual modes with the ideal mode where m = 3
and p = 3 for the first three dipole resonances
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Figure A.22: Correlation of actual modes with the ideal mode where m = 4
and p = 3 for the first three dipole resonances
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Figure A.23: Correlation of actual modes with the ideal mode where m = 5
and p = 3 for the first three dipole resonances
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Figure A.24: Correlation of actual modes with the ideal mode where m = 6
and p = 3 for the first three dipole resonances
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Figure A.25: Correlation of actual modes with the ideal mode where m = 7
and p = 3 for the first three dipole resonances
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Figure A.26: Correlation of actual modes with the ideal mode where m = 8
and p = 3 for the first three dipole resonances
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Figure A.27: Correlation of actual modes with the ideal mode where m = 9
and p = 3 for the first three dipole resonances
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APPENDIX B
MODAL Q PLOTS FOR THE FIRST
THREE DIPOLE RESONANCES
Chapter 3 discusses the calculation of the Q factor using the Fourier trans-
form of an aperture current distribution, given by FH(kx, ky). For a purely
yˆ directed current, the complex power from the aperture is calculated as
PH =
2pi
ω
∞∫∫
−∞
(
k2 − k2y
) ∣∣FHx ∣∣2 dkxdky√k2 − k2x − k2y .
By separating the kxky-plane into regions where the imaginary part is positive
or negative and attributing these regions solely to magnetic or electric stored
energy, respectively, the aperture Q factor, Qa, is approximated as Qa =
2ω(Wm,a +We,a)/Pr.
Chapter 3 calculates this approximate Q factor for all of the modes asso-
ciated with the first order element modes for the frequency regime around
the first dipole resonance. The same calculation was performed for all 27
modes associated with the first three element modes for frequencies ranging
from below the first dipole resonance to above the third. The results are
plotted in Figures B.1 through B.14 with a comparison to Qλ, the Q factor
approximation using the frequency derivative of the eigenvalues.
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Figure B.1: Q values calculated with aperture Q theory (solid lines) and
the frequency derivative of the eigenvalue (dashed lines) for modes (a) n=1,
q=1 and (b) n=2, q=1
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Figure B.2: Q values calculated with aperture Q theory (solid lines) and
the frequency derivative of the eigenvalue (dashed lines) for modes (a) n=3,
q=1 and (b) n=4, q=1
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Figure B.3: Q values calculated with aperture Q theory (solid lines) and
the frequency derivative of the eigenvalue (dashed lines) for modes (a) n=5,
q=1 and (b) n=6, q=1
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Figure B.4: Q values calculated with aperture Q theory (solid lines) and
the frequency derivative of the eigenvalue (dashed lines) for modes (a) n=7,
q=1 and (b) n=8, q=1
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Figure B.5: Q values calculated with aperture Q theory (solid lines) and
the frequency derivative of the eigenvalue (dashed lines) for modes (a) n=9,
q=1 and (b) n=1, q=2
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Figure B.6: Q values calculated with aperture Q theory (solid lines) and
the frequency derivative of the eigenvalue (dashed lines) for modes (a) n=2,
q=2 and (b) n=3, q=2
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Figure B.7: Q values calculated with aperture Q theory (solid lines) and
the frequency derivative of the eigenvalue (dashed lines) for modes (a) n=4,
q=2 and (b) n=5, q=2
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Figure B.8: Q values calculated with aperture Q theory (solid lines) and
the frequency derivative of the eigenvalue (dashed lines) for modes (a) n=6,
q=2 and (b) n=7, q=2
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Figure B.9: Q values calculated with aperture Q theory (solid lines) and
the frequency derivative of the eigenvalue (dashed lines) for modes (a) n=8,
q=2 and (b) n=9, q=2
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Figure B.10: Q values calculated with aperture Q theory (solid lines) and
the frequency derivative of the eigenvalue (dashed lines) for modes (a) n=1,
q=3 and (b) n=2, q=3
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Figure B.11: Q values calculated with aperture Q theory (solid lines) and
the frequency derivative of the eigenvalue (dashed lines) for modes (a) n=3,
q=3 and (b) n=4, q=3
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Figure B.12: Q values calculated with aperture Q theory (solid lines) and
the frequency derivative of the eigenvalue (dashed lines) for modes (a) n=5,
q=3 and (b) n=6, q=3
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Figure B.13: Q values calculated with aperture Q theory (solid lines) and
the frequency derivative of the eigenvalue (dashed lines) for modes (a) n=7,
q=3 and (b) n=8, q=3
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Figure B.14: Q values calculated with aperture Q theory (solid lines) and
the frequency derivative of the eigenvalue (dashed lines) for mode n=9, q=3
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