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Introduction

Approaches to the bandwidth allocation problem
Well-known optimization approaches that have been applied to network resource allocation include: the maxmin fairness (progressive filling) algorithm [2] , Lagrangian multiplier approaches such as the ones by Kelly and Low et al. [3] [4] [5] [6] [7] [8] [9] , the ant colony optimization approach [10] [11] [12] , and genetic algorithms [13] [14] [15] .
The max-min fairness algorithm has been widely used in digital networks, where it is used to allot bandwidth as equally as possible to all the users under certain transmission conditions. Although the algorithm is easy to realize, it tends to yield lower utilization of bandwidth resources than other approaches. The algorithms proposed by Kelly and Low et al. dynamically control the data transmission rates of source nodes in the network so that the global utility of all the source nodes may be maximized.
These algorithms can usually achieve a comparatively higher utilization of network resources with some degree of fairness. Using these algorithms, however, flow control is centralized, which makes the algorithms difficult to realize in real environments. Evolutionary algorithms (EA) are heuristic-based global search and optimization methods that have found their way into virtually every area of real world optimization. Ant colony optimization (ACO) and genetic algorithm (GA) are well-known examples; they belong to the class of meta-heuristics or approximate algorithms capable of obtaining fairly good solutions to hard combinatorial optimization problems in a reasonable amount of computation time. Their main limitation is that their empirical performance is unknown, and they could sometimes consume excessive amounts of computation time.
During the past several years, a number of approaches using economic models for resource allocation have been proposed, which include [16] [17] [18] [19] [20] [21] . Some of them divide the traffic into multiple priority classes, and use a fixed price for each class. To achieve greater network's efficiency, a better strategy may be to use dynamic pricing whose variation depends on network activities such as congestion. Wang and Schulzrinne [16] proposed a strategy where the price depends on the service class's average demand. The price is negotiable through a negotiation protocol. The strategy however requires resource reservation which obviously would incur some amount of overhead. In the pricing model of Baglietto et al. [17] , the same amount of bandwidth is assigned to all traffic classes. Although simple, this approach may not be that reasonable as different customers may have different demands for bandwidth. Pricing in the scheme proposed in [18] is governed by a well-defined statistical model based on the source traffic. The scheme however does not take into account dynamic changes in the traffic.
Auction-based algorithms could be an effective model for solving classical assignment problems. Bitsaki et al. [19] pointed out that auctioning as an approach can outperform its main competitors by a margin for some important types of problems, and is also well suited for parallel implementation.
Pricing as an effective means to achieve economic efficiency for computer networks has attracted much attention recently. A number of pricing schemes have been proposed, such as [20, 21] . An appropriate pricing policy will provide incentives for users to behave in a way that would improve the overall utilization and performance of the network. A proper pricing policy influences the users' demands and the network revenue. There exist many papers on pricing for communication networks using the principles of microeconomics. Kelly et al., for example, use congestion price for rate control in wired networks, where elastic traffic users for throughput reasons can dynamically change their data rates [4] . Siris adopts a similar approach for CDMA networks [22] . Low presented a duality model of several TCP/AQM gate protocols [6] , which treats these protocols as distributed primal-dual algorithms carried out over the Internet in real-time to maximize the aggregate utility and subject to certain capacity constraints. Kelly et al.'s and Low's methods can be regarded as directly or indirectly based on the Lagrangian multiplier method, and because of that, flow control is centralized.
The generalized particle model (GPM)
Recently, Shuai and Feng proposed the generalized particle model (GPM) approach [1] 1 which is based on hybrid energy functions. GPM can overcome some of the main deficiencies of the other approaches while retaining some of the good features of those well-known approaches just discussed. GPM was shown to be easy to realize, able to achieve comparatively higher network resource availability, and suitable for distributed implementation. GPM uses two ''force-fields", the demand force-field and the resource force-field. There are numerous particles and forces in every force-field, where the particles and forces follow their own dynamic equations to represent the network entities and their behaviors and interactions respectively. The approach features high parallelism, low computational complexity, and simplicity for hardware implementation. The GPM approach, however, has the following limitations when applied to the network bandwidth allocation problem.
The demand force-field in GPM is used to determine the pricing. Since the prices of bandwidth computed based on the demand force-field are linked to many factors such as congestion, supply and demands of bandwidth, interaction of various network entities, etc., the convergence rate to the equilibrium prices is low. Since many parameters in GPM need to be correctly chosen, GPM may not always produce a solution for efficient resource utilization. In order to accommodate as many connections as possible in a congested network, the resources need to be used efficiently. GPM's complex solutions (in both pricing and resource allocation) may be impractical although theoretically they can achieve better resource utilization. When the network traffic changes dynamically, the pricing is modulated via several or more iterative steps, and only when these steps are completely over can the new price take effect. Thus, prices modulate slowly in response to changes of the network traffic.
Economic generalized particle model (EGPM)
This paper presents the EGPM approach for network bandwidth allocation. EPGM is based on GPM [1] and the excess demand function [28] . EGPM retains the advantages and overcome the disadvantages of the price-based approaches mentioned above, as follows.
It adds congestion-dependent components to the price. It takes network activities and dynamic traffic changes into account. Its pricing depends on the excess demands of network resources. It does not require resource reservation. It uses price to reflect the dynamic situation of resource demands and the supply. It does not assign the same amount of bandwidth to all classes of traffic. Its complexity is relatively low.
Similar to the auction algorithm, EGPM rests on the belief that an appropriate pricing policy will provide incentives for the users to behave in ways that would improve the overall utilization and performance. EGPM makes use of the following ideas in the field of economics.
Yield management
By adjusting the allocation of (limited) resources, a company can optimize its total revenue or ''yield." In [23] , it is suggested that (1) it is expensive or impossible to store excess resources; (2) commitments need to be made when future demand is uncertain; (3) the company should differentiate among customers who may have different demand curves; (4) the same unit of capacity can be used to deliver many different products or services; 1 The work reported in [25] predated that of [1] ; the latter incorporated several major improvements and achieved better results for the bandwidth allocation problem. and (5) producers are profit-oriented and have absolute freedom of action. Obviously, the bandwidth allocation problem has all these characteristics.
General equilibrium model
General equilibrium theory seeks to explain production, consumption and prices in an economy. Walras suggests that equilibrium can be achieved through a process of tatonnement [24] .
Tatonnement process
Prices are lowered for goods with positive prices and excess supply, and should be raised for goods with excess demand [24] . EGPM applies the tatonnement process to GPM for the pricing of bandwidth.
Pareto efficiency
If an economic system is Pareto efficient, then no individual can be made better off without another individual being made worse off [24] . In this paper, we prove that the solution obtained by the EGPM algorithm is globally Pareto optimal.
We study particularly the relationship between price and demands in networks, and present the detailed EGPM approach which exploits the price-demands trade-off in solving the bandwidth allocation problem.
The following summarizes the differences of EGPM from GPM.
In EGPM, the resource force-field is retained for allocating network resources; but instead of the demand forcefield, the economic tatonnement process is used to determine the prices. The solution obtained by the EGPM algorithm is globally Pareto optimal. The EGPM algorithm is simpler than GPM in terms of the initial conditions and the choice of the main parameters in the algorithm, hence more practical. By the tatonnement process, EGPM is more effective in resource utilization than GPM. Also, EGPM's convergence rate is faster. In EGPM, only the value of the excess demand function is used in updating the price; hence, price modulation works faster than GPM in response to dynamic network traffic changes.
The provision of network services can be viewed as an economy where users are consumers and network resources are commodities. The price for bandwidth dynamically reflects the equilibrium between demand and supply. When the supply of bandwidth is less than the demands of bandwidth, the network becomes congested, and the price will rise; whereas when the supply of bandwidth is more than the demands of bandwidth, the price will fall. In EGPM, prices depend on the traffic demands and the available bandwidth. The bandwidth allocated to a user is equal to the demand for a price that the user can accept. Hence, the pricing scheme in EGPM is dynamic where the prices are not fixed and can change as the traffic load in the network changes.
In this paper, we consider the idealized situation where users can freely choose their shares of fixed or variable bandwidth in order to maximize their benefit. The network coordinates their choices through resource pricing. By bringing up the price at times of peak usage of bandwidth, the demands would adjust themselves, and the result is that less capacity is needed to meet the demands, and the capital utilization becomes higher. Some traditional approaches would reserve certain capacity for the users ahead of time. Reservation however neglects the efficiency gains that are possible through sharing of resources. EGPM avoids reservation so as to take advantage of statistical multiplexing.
To avoid large communication overheads in the computation, we (1) price only bandwidth (but not buffers), and (2) avoid reservation. In typical network situations, both bandwidth and buffer capacities will eventually become scarce. We believe that scarcity is best treated through pricing as price-based allocation is consistent with a competitive marketplace. We consider bandwidth to be a natural commodity to price, whereas pricing buffers is less satisfactory from a user's point of view. Furthermore, network performance is usually more sensitive to bandwidth than to buffers.
The EGPM algorithm is divided into two parts, as shown in Fig. 1: (1) dynamic allocation of network bandwidth based on GPM, and (2) dynamic modulation of prices and demands based on the tatonnement process. The tatonnement process and auctioning share some common features. Allocation based on GPM can realize the optimization of multiple objectives, including the global utility, the personal utilities, the minimal personal utility, the resource utilization, the users' satisfaction degrees, etc. Auction-based allocations cannot achieve the same.
The design of the EGPM algorithm pays special attention to the three ''evaluation indices": bandwidth utilization, demand satisfaction, and fairness. These are in fact rather common measures for network performance. The former two indices are embodied in Eq. (4). Proposition 5 for the equation implies that the EGPM algorithm will be able to narrow the gap between bandwidth resources and the demand and maximize the utilization of the links' bandwidth. Max-min fairness is embodied in Eq. (3) and assured by Proposition 1.
Paper structure
Section 2 presents the model of bandwidth allocation problem. In Section 3, we give an overview of the EGPM architecture. In Sections 4 and 5, the evolution of the allocation policy and that of the pricing policy are addressed, respectively. The convergence of the EGPM algorithm is discussed and proved in Section 6. Section 7 presents the EGPM algorithm which is a synthesis of the results of the previous sections. In Section 8, we present the performance of EGPM-based on simulation, and compare it with GPM, genetic algorithm and other well-known bandwidth allocation approaches. Finally, we draw conclusions in Section 9.
Problem model for bandwidth allocation
The following are the important issues to consider in our solution.
Allocation effectiveness: the customers should be satis-
fied, the available bandwidths should be utilized as fully as possible, and the allocation should be fair.
Pricing strategy: how the various bandwidths should be
priced in order to maximize every link's and network's revenue. 3. Parallel allocation: the allocation method should be easy to be implemented in a distributed fashion with minimal communications among the computing entities.
The first issue above presents specific objectives which are common to most bandwidth allocation problems and solutions. In our approach, the degree of this objective being met is measured by the demand satisfaction level (DSL), the bandwidth utilization level (BUL), and a fairness term. Every link's revenue and network's revenue are two artificial objectives in our EGPM algorithm, which are means to optimizing the real objectives of the problem. EGPM purports to address all the above issues.
In the bandwidth allocation problem, a source-destination pair communicate through a channel associated with the pair, and have a certain demand for bandwidth. The channel can be realized through one or more paths into which the channel's traffic would be split. We consider the scenario with a given number of links and their capacities, a given number of channels and their demands for bandwidth, and a given number of paths per each of these channels. This is the case of a static environment. Our approach applies also to the dynamic case where these parameters may change over time. If the environment does change during the calculation of an allocation, the EGPM algorithm will allocate the bandwidths based on the current calculation and then perform a new calculation from the beginning according to the new conditions.
The network is an undirected graph of N nodes and m links, and there are J channels. The main parameters of any problem instance are as follows. Table 1 shows a snapshot of allocation. The above parameters of the problem fall into several categories, as in Table 2 .
The bandwidth allocation problem is defined as: where y 1 ; y 2 ; . . . ; y J are the bandwidths allocated to J channels, respectively.
In addition, we introduce two artificial measures-the network's revenue and every link's revenue-and some artificial variables ðd ðjÞ ðt > 0Þ; a The former two indices are embodied in Eq. (4). According to Proposition 5, the EGPM algorithm will always result in a decrease of Eq. (4)-i.e., the algorithm will narrow the gap between bandwidth resources and the demand, and will increase the utilization of the links' bandwidth. Max-min fair allocation can be obtained by the EGPM algorithm, which is assured by Proposition 6 as well as Proposition 1. Max-min fairness is embodied in Eq. (3). The degree of fairness achieved is quantified by the fairness measure f ð Þ defined above.
The EGPM architecture
As shown in Fig. 1 , our EGPM-based approach and its corresponding algorithm are divided into two parts: (1) dynamic allocation of network bandwidth based on GPM, and (2) dynamic modulation of prices and demands for network bandwidth.
GPM uses a resource force-field to model the interactions of the network entities [1] . A similar force-field is used here by EGPM, which consists of numerous particles and forces. A particle with its own dynamic equations represents an entity of the network being modeled, a network link in this case; each force with its own time-varying properties represents a certain kind social interaction among the network entities. The evolution process is iterative: at every step the allocation module would produce an allocation based on which the modulator module would generate a new set of modulated prices and demands. The iteration terminates when an equilibrium is reached. In Table 1 The bandwidth allocation problem.
Link
Path Changing this paper, the two modules are combined in a single EGPM algorithm.
A particle in the resource force-field would move along a certain trajectory under the influence of a composite force. The particles' behaviors are characterized by the following.
Each particle has an autonomous self-driving force corresponding to the ''personality" of the network link being modeled. The stimulus of a particle is a function of the particle's objective, utility, and intention, which presents a multiple objective optimization problem to be solved. There are a variety of interactive forces among the particles, including unilateral forces, corresponding to the various kinds of social interaction that are possible in a network.
Evolution of the allocation policy
The allocation module accepts new parameter values at every step of the iterative process to produce an allocation which is closer to equilibrium than the previous allocation. Since the evolution of the allocation policy in GPM and that in EGPM are essentially the same, we only highlight the relevant definitions and properties here. For further details and the missing proofs, we refer the reader to [1] .
The mathematical model involving m links and n paths is defined as follows. We refer to a particle in the forcefield that represents a link in the network a link particle. Definition 6. Let u i ðtÞ be the distance of link particle A i from the upper boundary of the force-field at time t, and let JðtÞ be the total utility of all link particles. We define
JðtÞ
The larger the value of the double summation in Eq. (1) (hence the smaller the value of u i ðtÞ), the more profit the ith link earns. The optimization problem here is posed as a minimization problem and so the term is negated. The exponential function makes u i ðtÞ fall between 0 and 1. u i ðtÞ indeed is the utility of link particle A i . The distance between the bottom and the upper boundary is set to be 1. As for the total utility (Eq. (2)), the smaller the value of JðtÞ the better.
Definition 7. At time t, the potential energy function PðtÞ, which is created by the upward gravitational force of the force-field, is defined by
where 0 < e < 1 is a parameter to be tuned in the implementation, which affects directly the convergence speed.
The smaller the value of PðtÞ the better. The decrease of this value implies the increase of the minimal utility among all the links (see Proposition 1). By this equation, we consider not only the aggregate, but also the individual personal utilities, in particular the minimum one, when trying to optimize the network bandwidth allocation. e represents the strength of the upward gravitational force in the force-field. The larger the value of e the faster the particles would move up; hence, e influences the convergence speed of the allocation process. Too fast a speed however might result in some of the possible solutions being skipped over, and so e needs to be carefully adjusted in order to maximize the users' satisfaction. 
The smaller the value of Q ðtÞ the better. b 1 and b 2 are the weights assigned to the amount of available link bandwidth and the degree of satisfaction of the path demands, respectively.
Eq. (4) quantifies the effect of interactions among the links during bandwidth allocation. The first and the second term of Q ðtÞ can be seen as penalty functions due to the constraints on the utilization of resources (i.e., link bandwidth) and the satisfaction of the users (i.e., the channels), respectively. Therefore, resource utilization and users' satisfaction can be explicitly included as part of optimization objectives through some appropriate choices of the coefficients b 1 and b 2 . There exist specific interactive forces among the particles, and these forces may cause the potential energy components represented by the first and second terms of Q ðtÞ to decrease. 
Proposition 1. The decrease of the potential energy PðtÞ of the gravitational field will result in the increase of the profit of the link whose profit is the minimum among all the links. Since m is the number of links, 2e 2 ln m is a constant. PðtÞ therefore represents the maximum among all the u i ðtÞ's associated with A i , namely, the minimum of the personal profits obtained by a link at time t. Hence, decreasing PðtÞ implies the increase of the profit of the link whose profit is the minimum among all the links. h Proposition 5. The behavior of A i caused by the fourth term of Da ðjÞ ik (Eq. (5) ) will narrow the gap between bandwidth resources and the demand, and the strength is proportional to the coefficient vector k 4 . Proposition 6 (Max-min fair allocation). Max-min fair allocation can be obtained by updating the allotted a by Eq. (5).
Evolution of the pricing policy
In this section, we present the evolutionary model that describes mathematically the dynamic modulation of prices and demands of network bandwidth. We introduce an important function, the excess demand function, which is a key element of the price modulation process.
Excess demand function
Definition 11. The price vector p Ã ¼ p 
The mapping z is called the excess demand function and it has the following properties: Homogeneity is an elementary property of the excess demand function because the channels' price vector stays the same when the budget constraints are multiplied by a positive constant. Walras' law and the continuity property result from the channels' minimization problems when the preferences are strictly concave and locally non-satiated. P4 means that all the component functions of z are bounded from below on R n þ ; this is because the net supply of bandwidth to the channels cannot exceed the channels' total demand. By P5, all the bandwidths of the paths are desirable in the sense that when some of these bandwidths become free of charge, there will exist at least some channels whose excess demand functions become infinitely large. When z has the properties P1-P5, the economy has at least a ray of equilibrium prices. 3 The absolute value of the excess demand function is inversely proportional to the demand satisfaction level (Definition 2). EGPM's pricing policy aims at maximizing the demand satisfaction levels of the channels, and therefore the iterative price modulation processes in EGPM have to satisfy the conditions that (1) the absolute value of the excess demand function will be minimized, and (2) the modulation processes will converge.
Iterative price modulation processes
The dynamic modulation of price in the EGPM algorithm is based on the following. The price will rise when the supply of bandwidth is less than the demands of bandwidth ðz j < 0Þ, whereas the price will fall when the supply of bandwidth is more than the demands of bandwidth ðz j > 0Þ. The tendency to increase or decrease in price is directly proportional to jz j j. In economics, such a dynamic modulation of price is known as the tatonnement process. The continuous time tatonnement process, introduced by Samuelson [29] , is described by the differential equation
where _ pðtÞ is the time derivative of pðtÞ. This process is usually interpreted as an ''auction" run by a fictitious agent, which sets the prices until an equilibrium is reached. It can be shown that under the following stability condition C1, the process of Eq. (8) is globally stable, i.e., it converges to an equilibrium for any positive initial prices.
C1: There exists p Ã > 0 that solves Eq. (7) and satisfies p Ã Á zðpÞ > 0 for all p > 0 for which zðpÞ -0.
The convergence condition C1 can be interpreted as the weak axiom of revealed preferences between the equilibrium p Ã and any disequilibrium price vector. The simplest discrete time alternative for the process of Eq. (8) is the fixed-point iteration
where t is the iteration index corresponding to the time instants at which the prices are modulated. Analyzing Eq. (9) instead of Eq. (8) suits the bandwidth allocation problem better, for which the price modulation process proceeds over discrete time instants. Unfortunately, Eq. (9) is not suitable for solving Eq. (7), because some of the prices may become negative during the iteration, for which z is usually not defined. One way to obtain non-negative prices is to update p 
where h is called the price modulation rate which is a positive constant. The convergence of this process restricts the choice of h and pðt ¼ 0Þ. The drawback of the process of Eq. (10) is that due to P5 the excess demand function is not finite if some prices become zero. It can be easily seen that the discrete time process of Eq. (10) does not converge under the same assumptions as the continuous time process of Eq. (8) . For example, the convergence of process of Eq. (10) depends on the choice of the parameter h. Moreover, normalized discrete time processes tend to exhibit chaotic behavior. We give an alternative discrete time process which converges under assumptions that are very close to those required for the process of Eq. (8) to converge. This process can be seen as a variation of the fixed-point iteration of Eq. (9) and it is defined by the following formula:
where the parameter l t is updated as follows:
Step 1: A scalar c t > 0 is chosen such that pðtÞ þ c t Á zðpðtÞÞ > 0, and
The first step above is to guarantee that the new prices are positive. When pðtÞ > 0, there is a positive number c t such that pðtÞ þ c t Á zðpðtÞÞ > 0. It follows that when the initial prices are positive, i.e., pð0Þ > 0, all the prices obtained during the process are positive as well. The second step guarantees that l t Á zðpðtÞÞ is bounded in the Euclidean norm k Á k. As a result, the magnitude of the change of the price vector is bounded, namely kpðt þ 1ÞÀ pðtÞk ¼ kl t Á zðpðtÞÞk 6 M, where M is an arbitrarily chosen positive number. This property is needed in the convergence analysis of the process. Note that by these two steps, l t is updated only when it is necessary, to obtain positive prices or to bound the changes by M.
The process of Eq. (11) satisfies the law of demand in the sense that the price of bandwidth would rise with excess demands (of the channels), and the price would fall with excess supply. Moreover, the prices are adjusted in proportion to the excess demands in a fashion similar to that in the process of Eq. (8).
Convergence analysis of EGPM
Convergence analysis
We prove in this section that the process of Eq. (11) converges when z has the properties P1-P5 and satisfies C1 as well as C2 which is stated below. In the condition C2, vector p Ã is the same equilibrium vector for which C1 holds, for E 1 ¼ fp 2 R n þ : kzðpÞk < 1g. C2: There are positive scalars 1 and r such that p Ã Á zðpÞ P rkzðpÞk 2 for all p 2 E 1 .
Let us examine the geometrical interpretation of the conditions C1 and C2. The condition C1 means that the hyperplane fa 2 R n : p Ã Á a ¼ 0g supports the set fa 2 R n : a ¼ zðpÞ; p > 0g (see Fig. 2 ). The condition C2 means that this set is at least located locally around the origin, inside a ball which has its center at the ray of solutions fp : p ¼ kp Ã ; k > 0g. Hence we can write p Ã Á z P rkzk 2 equivalently as kp Ã =ð2rÞ À zk 6 kp Ã =ð2rÞk.
The way in which the parameter l t is updated guarantees that the norm of the scaled excess demand, l t z, is bounded by the constant M. As a result, the scaled excess demand is for all p > 0 inside a ball centered at the ray of solutions, as illustrated in Fig. 2 , where r ¼ 1=2 and k ¼ 1.
Theorem 1. Let z have the properties P1-P5 and satisfy the conditions C1-C2. Then the process of Eq. (11) converges to an equilibrium for any pð0Þ > 0. If there is a unique ray of equilibria, then there exists an N P 0 such that the convergence is monotonical when t P N.
The monotonical convergence of the sequence fpðtÞg t to e p means that kpðtÞ À e pk ! 0, when t ! 1, and if pðtÞ-e p, then kpðt þ 1Þ À e pk < kpðtÞ À e pk. The following lemmas are used in the proof of Theorem 1 which can be found in Appendix A. Here we let Bðp Ã ; 1Þ denote the closed ball with radius 1 > 0 and centered at p Ã , i.e., Bðp Ã ; 1Þ ¼ fa 2 R n : ka À p Ã k 6 1g. The proofs of Lemmas 1-3 are in Appendix A.
Lemma 1. Let the continuous mapping z : Bðp Ã ; rÞ ! R n satisfy Walras' law for all p 2 Bðp Ã ; rÞ, and let the inequality p Ã Á zðpÞ P kzðpÞk 2 hold for all p 2 Bðp Ã ; rÞ. If pð0Þ 2 Bðp Ã ; rÞ and l t 6 1 for all t, then the iterative process pðt þ 1Þ ¼ pðtÞ þ l t Á zðpðtÞÞ converges. When 0 < l L 6 l t , the process converges to the solution of zðpÞ ¼ 0.
Note that Lemma 1 does not assume that p Ã solves zðpÞ ¼ 0. It can be shown, however, that under the conditions of Lemma 1 vector p Ã is a solution. The following lemma shows that convergence is monotonical when there is a unique ray of equilibria.
Lemma 2. Let z satisfy the same conditions as in Lemma 1
and let the iteration pðt þ 1Þ ¼ pðtÞ þ lzðpðtÞÞ; l > 0, converge to a solution e p for which there exists a > 0 such that
for all p 2 Bðp Ã ; rÞ. Then the convergence is monotonical. Proof. Assume that each path uses the process of Eq. (11) to update its price. The best price for a path is calculated from P n j k¼1 a ðjÞ k ¼ d ðjÞ . At equilibrium, this is the condition that is satisfied. Furthermore, the links use Eq. (5) to calcu-late a ðjÞ ik , which guarantees local optimality of the solution and the feasibility of the condition P J j¼1 P n j k¼1 a ðjÞ ik ðtÞ 6 r i ðtÞ; i ¼ 1; m. Uniqueness of the equilibrium guarantees that the locally feasible optimum solution is also the global optimum. Under these conditions, the outcome of the proposed approach is a solution to the bandwidth optimization problem. h Pareto optimality is a relevant criterion in a multiobjective problem setting. At Pareto optimum, we can find no other feasible solution that can improve some objectives without depriving other objectives. Theorem 2 states that, if the equilibrium is unique, then the outcome of the proposed approach is the optimal solution to the problem of maximizing individual revenues. If there are multiple equilibria, however, the resulting bandwidth allocation a is only locally optimal.
From Theorem 2, if a solution a is in equilibrium when the price vector is p, a is an optimal solution, which implies that every link can obtain as large a profit as possible and so can the network for the total profit. As a result, individual optimization (which implies fairness) is consistent with global optimization and contributes to the efficiency of the latter.
Generally speaking, the utility function should satisfy the two conditions that (1) u i is a concave function, and (2) u i is monotonic.
In this paper, the utility function is defined by The properties mentioned above have a deeper meaning. u i being a concave function implies that the improvement of the satisfaction level for bandwidth between two end nodes should be realized by means of balancing the bandwidth among several links. u i being monotonic implies that the more links there are and the more bandwidth each link has, the better. Proof. Let x t denote pðtÞ; then x tþ1 denotes pðt þ 1Þ, and x Ã denotes p Ã . Supposing that x tþ1 ¼ f ðx t Þ, the iteration process pðt þ 1Þ ¼ pðtÞ þ l t Á zðpðtÞÞ becomes
Convergence rate analysis
And we also have f
Since z j ðpðtÞÞ ¼ P n j k¼1 a ðjÞ k ðtÞ À d ðjÞ ðtÞ, we have We can obtain z 0 ðx Ã Þ ¼ A -1 and A -0. zðxÞ is continuously differentiable for two times. From the Taylor's equation, when x sufficiently approaches x Ã , we get
From Eq. (13) and A -1, we get
So the iteration process of Eq. (11) converges to a solution p Ã in 2-rank. h
The EGPM algorithm
Here we present the EGPM algorithm which consists of a component for distributed parallel bandwidth allocation and a component for distributed asynchronous price-demands modulation. The process of network bandwidth allocation comprises real-time variation of the supply and demands of bandwidth. In the network, links are appended to or deleted from, the bandwidth demands between two end nodes arise and end, and the bandwidth supply or demands increase or decrease. The time quantum Dt used by the iterative process is adjusted and modulated based on the speed of change of the supply and demands of bandwidth. Dt should be made smaller when the supply and demands vary rapidly, and larger when the supply and demands vary tardily.
Input
The ðaÞ mÂn and ðpÞ 1Ân can be initialized as: (1) some average values between 0 and 1, or (2) random numbers between 0 and 1. In fact, based on the experiments we have done, we found that the final results are not affected by how these variables are initialized. b 1 and b 2 , the weights used in Eq. (4), can be initialized as any constants between 0 and 1.
In Substep 3.1, when p ðjÞ k ðt þ DtÞ 6 0 and p ðjÞ k ðtÞ > 0, we perform ''h h=2" one or more times to make p ðjÞ k ðtþ DtÞ > 0. In Substep 3.3, if jz j ðtÞj P jz j ðt À DtÞj, which means the result of the tth iteration is not better than the last iteration, we perform ''h h=2". It is possible to leap over better convergence points because h is too big and convergence speed is too fast. By making h smaller (a half), we can avoid this. In The EGPM algorithm can be executed to allocate network bandwidth in parallel, by dynamically modulating price and demands of network bandwidth in an asynchronous fashion. Although the solution at equilibrium as worked out by this asynchronous modulation of price and demands is a local equilibrium solution within a small time frame, it will approach the globally optimal solution within a large time frame. What is more, the asynchronous nature of the algorithm makes the algorithm adaptable to complex and fast changing network environments.
Simulations and comparisons
Bandwidth allocation by EGPM
The parameters
The main parameters of the EGPM algorithm are: e; b 1 ; b 2 ; h; m; n; J; k 1 ¼ ðk ð1Þ
iu Þ mÂm influence the convergence speeds of bandwidth allocation and price modulation, respectively. b 1 ; b 2 are the weights assigned to the available bandwidth and the satisfaction degree of the channels, respectively. m; n; J are fixed given values reflecting the dimension of the problem. Fig. 3 shows the evolutionary trajectories of 4 of 38 link particles in the force-field during problem solving. The simulation uses the following parameter values: e ¼ 0: The relatively fast speed of convergence can be observed in Fig. 3 . The y-axis is the dynamic state, u i , of a particle, as defined by Eq. (1).
In Fig. 3 , there is a huge dive in the trajectory of Particle 25. Modulated prices and demands may make bandwidth allocation of several links huge change at next iteration. When allocated bandwidth a ðjÞ k and prices p ðjÞ k are updated, dynamic state u i of link particles will change according to Eq. (1).
In addition, in Fig. 3 , there is a decrease trend in the trajectory of Particle 33. That is, the dynamic state (representing link's revenue) of most link particles increases while that of a few of link particles decreases. Every link's revenue and network's revenue are two artificial objectives in our EGPM algorithm, which are means to optimizing the real objectives (SI, DSL, BUL, f) of the problem. Every link's revenue and network's revenue are all given attention to by EGPM. The dynamic state u i represents every link's revenue. When a link's revenue conflicts with network's revenue, the link will give in and the link's revenue will decrease. k 1 ; k 2 ; k 3 , and k 4 can be adjusted to suit the problem's objectives. k 1 and k 3 control the links' autonomy and selfinterest; k 2 reflects the links' interest to improve the global state. k 4 reflects the strength of the interaction among the links. For instance, when k 1 ¼ 0; k 3 ¼ 0 and k 2 ¼ 1, the links care for global profits only; when k 1 ¼ 1; k 3 ¼ 1 and k 2 ¼ 0, they care only for their own profits; and when 0 6 k 1 ; k 3 ; k 2 6 1, they opt for a balance. Table 3 shows how different choices of k values influence the performance of EGPM. The numbers in the table are the average of two indices-bandwidth utilization (BUL) and the channels' satisfaction level (DSL). The simulation comprises more than 100 problems. We can see that when the link particles care for both global profits and their own profits, the performance of EGPM is the best.
Effectiveness
To see how EGPM reacts to the varying level of available bandwidth, we tested it using the bandwidth allocation problem instance in [14] . The network has 7 nodes, 11 links, 42 source-destination pairs (channels) and 84 virtual paths (two paths per channel), whose topology is shown in Fig. 4 . In this problem, we set n j ¼ 2 (for j ¼ 1; 42), the same as in [14] . Table 4 shows the channels and their bandwidth demands.
For the links' capacity ðr i Þ, two types of cases are considered: limited capacity (r i = 240 Mbits/s and r i = 480 Mbits/ s), and abundant capacity (r i = 720 Mbits/s and r i = 960 Mbits/s). We also include a ''heterogeneous" case where link Fig. 3 . The kinematics and dynamic trajectories of four selected particles in the force-field during bandwidth allocation. Whether the network is homogeneous or heterogeneous in terms of link capacities is not a key factor for SI, BUL, DSL and fairness.
Efficiency and parallelism
In this section, we show the actual times used to compute the solutions, on a cluster. The machines of the cluster each has a Pentium 4 2.0 GHz CPU with 512 Kbytes of L2 cache and 512 Mbytes of DDR SDRAM, and they are interconnected via Fast Ethernet.
The network of the problem is such that if there are N nodes in the network, the number of source-destination pairs (channels) is N Â ðN À 1Þ. We use the number of nodes and channels to represent the ''scale" of the problem. Convergence times and iterations for different scales using EGPM are shown in Table 6 . The data come from using 1, 4, and 8 computing nodes of the cluster. ''Increase" represents the percent of increase of the current scale from the previous scale.
As shown in Fig. 5 , the convergence time of the sequential version increases exponentially with the scale, which is similar to all other exact methods. When parallelized, the convergence time drops significantly across the larger scale problems. The times for the smaller scale problems are dominated by the message exchange times, and the sequential version appears to be more efficient in that range. The number of iterations for all the cases, however, is more or less the same for either the sequential or the parallel versions.
The EGPM algorithm has the ability to carry out the allocation in a distributed manner with little communication overheads. The bandwidth allocation variables, a ðjÞ ik (see Table 1 ), can be computed and updated in parallel without any information exchange, which is the founda- Table 4 The 42 channels and their bandwidth demands. Channel tion of EGPM's parallelism. There is some information exchange between entries in a column (in Table 1 ) to com-pute and update the actual bandwidth allocation to the paths ða ðjÞ k Þ, the price ðp ðjÞ k Þ and the demand variable ðd ðjÞ ðt > 0ÞÞ; as well as some information exchange between entries in a row in order to satisfy the links' capacity restrictions. These exchanges of information in a row or column are responsible for the less than ideal speedup that can be achieved using parallel implementation. Fig. 6 shows an example highlighting the difference between demand and allocation in a dynamic environment where the bandwidth demands may change with time. In Fig. 6a , the curved line corresponds to the demand and the rectangles the supply (allocated bandwidth) over a period of time. T in the figure denotes the length of a run of the GPM algorithm to calculate the equilibrium allocation. Because the allocation will not change until the equilibrium is reached in a run of the GPM algorithm, the allocation stays unchanged between any two consecutive runs in the figure.
Comparison with GPM
The EGPM algorithm allows links to trade resources to settle excess demand at every iteration. In Fig. 6b , the two curved lines represent the change of the demand and the allocated bandwidth, respectively. For both GPM and EGPM, the shaded regions represent the ''excess de-mand function" (i.e., over-or under-allocation). The shaded regions of both GPM and EGPM shrink in size when the interval of environmental changes becomes longer. When that interval is small (i.e., the changes are frequent) the excess demand function of EGPM is smaller and EGPM is preferable. However, because EGPM needs to renew the allocation at every iteration step in a run before reaching equilibrium, it takes a longer time than GPM. Hence, when the interval of change is excessively long, GPM might have an advantage.
Next, we compare the satisfaction level. There is a direct relationship between the satisfaction level and the excess demand function: when the level is low, the excess demand function is large and the allocation is not preferable, and if the level is high, the excess demand function is small and the allocation is well done. The level reaches 1 if and when the allocation matches exactly the demand.
In a static environment where the demands of the paths do not change, the satisfaction level changes in a fashion which is as shown in Fig. 7a . The figure shows that the GPM algorithm takes shorter time ðTÞ to complete its run than the iterative EGPM algorithm. It can be easily seen that, for a static environment, if T is small, GPM is preferable, and if T is large, EGPM is preferable. Fig. 7b shows an example of a changing satisfaction level in a dynamic environment. As can be seen in the figure, because the environment changes soon after or even before GPM reaches equilibrium, the allocation by GPM is effective only for a short pinch of time. On the other hand, the allocation by EGPM adapts to the changing environment more responsively.
Comparison with genetic algorithm
Here we compare the experimental results of EGPM with that of a genetic algorithm for the same problem of bandwidth allocation which can be found in [14] . Table 7 shows the results for the 7-node network with links running at 480 Mbits/s. The experimental results of GA come from [14] and those of EGPM come from our own experiments.
As shown in Table 7 , 10 (out of 42) channels failed to be satisfied using GA, whereas the EGPM algorithm satisfies all the channel demands. The average demand satisfaction levels of EGPM and GA are 0.7449 and 0.7890, respectively; EGPM is slightly below because it gives preference to the SI index. In fact, EGPM tries to maximize all three objectives: DSL, BUL and fairness.
As shown in Table 8 , EGPM is several orders of magnitude faster than GA in computing the solutions. And the convergence time of EGPM increases more steadily with the problem scale than GA.
Other than genetic algorithm, the comparison Lagrangian multiplier approach, the max-min algorithm, and the ant colony algorithm are also popular choices for solving the bandwidth allocation problem. We give a succinct comparison of these different approaches with EGPM/ GPM in Table 9 .
Conclusion
In this paper, an approach based on the economic generalized particle model (EGPM) for intelligent allocation of network bandwidth is proposed. The approach transforms the complicated network bandwidth allocation problem into efficient, parallel allocation of network bandwidth. The mechanism is based on asynchronous modulation of prices of network bandwidth. The special features of the proposed model and its algorithm include: (1) high parallelism and real-time computational performance; (2) a market-oriented mechanism between the demands and service; (3) the microscopic characterization of an individual link and the macroscopic properties of the whole network being combined to achieve both fairness and efficiency; and (4) better adaptation to the real-time dynamic network environment.
The EGPM method can be applied to other optimization problems, such as resource allocation in grid, cache optimization in CDN, etc. When solving grid computing problems by the EGPM algorithm, because the problem model of grid will be simpler than that of bandwidth allocation, only two of the ordinal numbers i; j; k in the of bandwidth allocation model will be needed for the model of grid; moreover, the logic variable x ðjÞ ik will always be equal to 1, and can be left out. In the future, we plan to improve EGPM so that it will become a generic algorithm for NP-hard combinatorial optimization problems, such as the traveling salesman problem (TSP), the quadratic assignment problem (QAP), etc., as well as for multi-objective optimization problems. We hope to develop the EGPM algorithm by a new approach, giving it the ability to deal with difficult problems that feature non-homogeneous, noisy, incomplete or obscured information, constrained resources, and massive processing of large amounts of data.
Here are some specific suggestions on future work.
1. The choices of coefficients in the EGPM algorithm and their impact should be further studied.
Communication times among computing entities
should be reduced to improve the parallel execution of EGPM. 3. The present approach treats all demands to be equally important and tries to maximize the overall satisfaction. To support true QoS, priority classes with preferential treatment by the allocation mechanism need to be introduced. How to prove that the guarantee of a certain QoS can be met if certain conditions are satisfied ''in theory" will be a key issue. 4. Our work in this paper is predominantly theoretical and based on a number of simplifying assumptions. Between this and a practical solution for real-life deployment, much work needs to be done. 5. Capacity planning including priority classes and reservation is not addressed in the current design of EGPM, which however is very important in practical bandwidth allocation.
pðtÞ ¼ pð0Þ þ X tÀ1 i¼0 l i zðpðiÞÞ:
Hence, kpð0Þ þ P tÀ1 i¼0 l i zðpðiÞÞk converges, too. From the triangular inequality we get pð0Þ þ X tþl i¼0 l i zðpðiÞÞ P pð0Þ þ X t i¼0 l i zðpðiÞÞ À X tþl i¼tþ1 l i zðpðiÞÞ and kpðt þ lÞ À pðtÞk ¼ X tþl i¼tþ1 l i zðpðiÞÞ ! 0; ð15Þ when t ! 1 and l P 1. Thus, fpðtÞg t is a Cauchy sequence and hence convergent. Let e p denote the limit point of this Cauchy sequence.
We now show that when 0 < l L 6 l t the sequence fpðtÞg t converges to the solution of zðpÞ ¼ 0. By setting l ¼ 1 it follows from Eq. (15) that l t kzðpðtÞÞk ! 0. Because l L kzðpðtÞÞk 6 l t kzðpðtÞÞk holds and z is continuous, e p is a solution of zðpÞ ¼ 0.
A.2. Proof of Lemma 2
If Eq. (12) holds for a > 0 then it holds for any e a > a.
Specifically, we can choose e a > 0 such that Eq. (12) holds for p Ã ¼ e ae p À 2e p instead of ae p. Moreover we can take a such that kzðpÞk 2 < 2azðpÞe p if p is not a solution. We can deduce that kpðt þ 1Þ À p Ã k 2 < kpðtÞ À p Ã k 2 , and kpðt þ 1ÞÀ ae pk 2 < kpðtÞ À ae pk 2 when pðtÞ is not a solution. By the parallelogram law we get kpðtÞ À ae pk 2 þ kpðtÞ À p Ã k 2 ¼ 2kpðtÞ À e pk 2 þ 2ða À 1Þke pk 2 :
By rearranging the terms we have 2kpðtÞ À e pk 2 ¼ 2ða À 1Þke pk 2 À kpðtÞ À ae pk 2 À kpðtÞ À p Ã k 2 > 2ða À 1Þk e pk 2 À kpðt þ 1Þ À a e pk 2 À kpðt þ 1Þ À p Ã k 2 ¼ 2kpðt þ 1Þ À p Ã k and hence fpðtÞg t converges monotonically to e p.
A.3. Proof of Lemma 3
Let z satisfy C2 on E 1 ¼ fp 2 R n þ : kzðpÞk < 1g with constant r. By the homogeneity of excess demand we know thatẑ obtains all its values on the unit simplex D ¼ p 2 R n þ : P J j¼1 P n j k¼1 P 
