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Abstract
A quantum control landscape is defined as the objective to be optimized as a function of the control
variables. Existing empirical and theoretical studies reveal that most realistic quantum control land-
scapes are generally devoid of false traps. However, the impact of singular controls has yet to be inves-
tigated, which can arise due to a singularity on the mapping from the control to the final quantum state.
We provide an explicit characterization of such controls that are strongly Hamiltonian-dependent and
investigate their associated landscape geometry. Although in principle the singularities may correspond
to local traps, we did not find any in numerical simulations. Also, as they occupy a small portion of
the entire set of possible critical controls, their influence is expected to be much smaller than controls
corresponding to the commonly located regular extremals. This observation supports the established
ease of optimal searches to find high-quality controls in simulations and experiments.
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I. INTRODUCTION
The concept of a quantum control landscape [1, 2, 3, 4] was developed to evaluate the
complexity of finding optimal controls, especially with respect to understanding the observed
ease of achieving laser control of quantum systems [5, 6]. The search for optimal controls had
been expected to be extremely difficult due to the complexity of quantum dynamics phenomena.
However, practical studies show that such searches converge rapidly to high-quality solutions in
optimal control theory (OCT) simulations as well as physically acceptable solutions to optimal
control experiments (OCE) where many additional factors can be involved.
A quantum control landscape [2, 3, 4] is defined as the objective:
J[ǫ(·)] = F(ψ(T )) (1)
at some given final time T , which is an implicit function of control field ǫ(t) that steers the
quantum system state ψ(t) in an N-dimensional Hilbert space H = CN through satisfaction of
the Schro¨dinger equation:
d
dtψ(t) = [H0 + ǫ(t)H1]ψ(t), ψ(0) = ψ0, (2)
where the Planck’s constant has been set to ~ = 1. The free and control Hamiltonians, re-
spectively H0 and H1, are skew-Hermitian operators on the Hilbert space. The goal is to seek
maxǫ(·) J[ǫ(·)], which entails a search on the landscape aiming to find at least one control that
reaches the absolute global maximal value of J.
The efficiency of searching for optimal controls is largely determined by the topology of the
entire set of landscape critical points among which reside the ultimate desired optimal controls.
Formally, a critical point corresponds to a control ǫ(·) that satisfies
δJ = 〈∇F(ψ(T )), δψ(T )〉 ≡ 0, ∀ δǫ(·), (3)
where the inner product on CN is defined as 〈v,w〉 = Re(v†w). The corresponding state variation
δψ(T ) at t = T is implicitly dependent on the control variation δǫ(·) around ǫ(·).
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In previous studies, we showed that when (i) the system is controllable at t = T , and (ii) any
admissible control is regular (i.e., the mapping from δǫ(·) to δψ(T ) is surjective), the landscape
is topologically equivalent to that of
J[ψ] = F(ψ) (4)
on the unit sphere of H . Such landscapes are called kinematic in the sense that their topology
is independent of the dynamics. The study of several classes of quantum control problems
[2, 3, 4, 7, 8], including observable expectation-value optimization and quantum gate fidelity
optimization, revealed that in principle no traps (i.e., local suboptima) exist to impede the search
for optimal controls, thereby providing strong support for the observed ease of finding globally
optimal controls in simulations. In the laboratory, optimization is also very efficient even for
highly complex systems, but constraints on the controls likely imply that less than the absolute
maximum value of the landscape is actually reached.
In general, satisfaction of the controllability assumption is reasonable under generic circum-
stances [9, 10] because the Lie algebra rank condition for quantum controllability [9, 11] is easy
to fulfill. However, the regularity of admissible controls calls for careful assessment because
singular controls may exist corresponding to some ∇F(ψ(T )) , 0 without violating the condi-
tion (3). In such a case, the criticality of a control is caused by its singularity. Understanding
whether or not such controls are locally maximal (i.e., false traps) is important in obtaining a
complete understanding of quantum control landscapes.
In optimal control theory, there is evidence that singular controls may become local optima
or even global optimal solutions (e.g., in time optimal control of rockets [12]). For quantum
systems, very few related studies seem to exist. Boscain and Charlot [13] proved that singular
controls cannot be critical for a class of quantum systems that have multiple independent control
interactions under the rotating wave approximation ; D’Alessandro showed that at most one
singular control can be critical for the minimal-fluence control of two-level systems and the
control is always constant [14]. For multi-level systems, there appears to be no general results.
This paper will give a characterization of singular controls of single-input quantum systems
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and investigate their impact on quantum control landscapes. The balance of this paper is ar-
ranged as follows. Section II defines the singular controls and Section III provides methods to
compute singular controls. In Section IV, the landscape critical points are classified and com-
puted in numerical simulations, and their impacts to the landscape are discussed in Section V.
Finally, conclusions are presented in Section VI.
II. CHARACTERIZATION OF SINGULAR CONTROLS
From the viewpoint of functional analysis [15], a control is singular (resp., regular) if the
Fre´chet derivative
dEψ0,T : δǫ(·) 7→ δψ(T ), (5)
of the end-point mapping Eψ0,T : ǫ(·) 7→ ψ(T ) (defined on a neighborhood of ǫ(·) for the
L∞[0, T ] norm) is rank deficient (resp., surjective) from the tangent space of ǫ(·) to the tangent
space Tψ(T ) of the unit sphere of H at ψ(T ). The corresponding ψ(·) is called a singular (resp.,
regular) trajectory of (2). It may be shown [16] that Eψ0,T is Fre´chet differentiable with respect
to the L2 topology on [0, T ] (and therefore also with respect to the L∞ topology. As a conse-
quence, we can perturb (2) along the reference trajectory (driven by the reference control ǫ(·))
to obtain an explicit form of the derivative:
d
dt (ψ(t) + δψ(t)) =
{
H0 + [ǫ(t) + δǫ(t)]H1
}
(ψ(t) + δψ(t)),
and then reduce it into the following time-dependent linear system after omitting higher-order
terms
d
dtδψ(t) = A(t)δψ(t) + B(t)δǫ(t), δψ(0) = 0, (6)
where A(t) = H0 + ǫ(t)H1 and B(t) = H1ψ(t). Let U(t) be the system propagator that evolves
ψ(0) to ψ(t) = U(t)ψ(0), then integrating (6) gives an expression for the derivative:
δψ(T ) = U(T )
∫ T
0
U†(t)H1ψ(t)δǫ(t)dt = U(T )
∫ T
0
H1(t)ψ0δǫ(t)dt, (7)
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where H1(t) = U†(t)H1U(t). Let M be the number of linearly independent functions of time
among the real and imaginary vector components of H1(t)ψ0. By the above expression, a control
is regular if there are M = 2N −1 (i.e., the dimension of unit sphere in H) linearly independent
functions over [0, T ]. Otherwise, the control is singular and the number k = 2N − 1 − M is
called its corank.
In quantum optimal control theory, the cost function often appears in terms of the system
propagator, i.e., J(ǫ(·)) = F(U(T )) (e.g., F(U) = |Tr(W†U)| for maximizing the gate fidelity
with some specified unitary W), where U(t) obeys the evolution equation
d
dtU(t) = [H0 + ǫ(t)H1]U(t), U(0) = IN . (8)
For such problems, the singular controls correspond to those such that the Fre´chet derivative
dEψ0,T : δǫ(·) 7→ δU(T ), (9)
of the end-point mapping Eψ0,T : ǫ(·) 7→ U(T ) (defined on a neighborhood of ǫ(·) for the
L∞[0, T ] norm) is rank deficient from the tangent space of ǫ(·) to the tangent space TU(T ) of
the unitary group U(N) at U(T ). One can similarly derive the Frechet derivative from δǫ(·) to
δU(T ) at U(T )
δU(T ) = U(T )
∫ T
0
H1(t)δǫ(t)dt, (10)
according to which a control is singular to the control-to-propagator mapping if H1(t) contains
less than N2 linearly independent functions. For example:
Example 1 Any constant control is singular to the control-to-propagator mapping. Their
coranks are at least N − 1.
Proof: Let ǫ(t) ≡ c be a constant control, then its singularity is equivalent to the linear depen-
dence of the matrix elements of
H1(t) = exp(−t(H0 + cH1))H1 exp(t(H0 + cH1))
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as functions of time. Suppose that H0 + cH1 = QΛQ† where Λ is diagonal and Q is a unitary
transformation, then the analysis is equivalent to investigating the matrix elements of
˜H1(t) = Q†H1(t)Q = exp(−tΛ) ˜H1 exp(tΛ), ˜H1 = Q†H1Q.
The N diagonal matrix elements of ˜H1(t) are all constant, implying that they are mutually
linearly dependent, thereby the corank is at least N − 1. The corank increases when ˜H1 has
fewer nonzero eigenvalues or H0 + cH1 has a degenerate spectrum. Q.E.D.
It should be noted that the condition for a control to be singular to the control-to-state map-
ping is stronger than that to the control-to-propagator mapping, i.e., any singular control (e.g.,
the constant control) for the control-to-state mapping must also be singular for the control-
to-propagator mapping, as can be easily seen from (7) and (10), but the inverse is not true.
There exist singular controls for the control-to-propagator mapping that are not singular for the
control-to-state mapping.
III. COMPUTATION OF SINGULAR CONTROLS
This section will provide two approaches to numerically compute singular controls from
different perspectives. The first one derives the singular controls by projecting the singular
trajectories from a lifted space. The second one directly gives the control in a feedback form,
however, additional smoothness constraints on the control are posed.
Firstly, according to (3) and (7), a control ǫ(·) is singular if and only if there exists a nonzero
vector φT ∈ Tψ(T ) such that
〈
φT ,U(T )U†(t)H1ψ(t)
〉
=
〈
U(t)U†(T )φT , H1ψ(t)
〉
= 0, ∀ t ∈ [0, T ]. (11)
By defining the conjugate vector φ(t) = U(t)U†(T )φT ∈ Tψ(t), then we have
d
dtψ(t) = [H0 + ǫ(t)H1]ψ(t), ψ(0) = ψ0, (12)
d
dtφ(t) = [H0 + ǫ(t)H1]φ(t), φ(T ) = φT , (13)
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subject to the algebraic constraint from (11)
〈φ(t), H1ψ(t)〉 ≡ 0, ∀ t ∈ [0, T ]. (14)
This is a two-point boundary-value problem in time which has to be solved by iterative numer-
ical algorithms. As will be seen later, these equations can be also derived from the Pontryagin
Maximum Principle with respect to a given cost function, with φ(T ) assigned to be the gradient
vector of the cost function.
Using (12) and (13), the equation (14) can be differentiated to derive a new algebraic con-
straint:
d
dt 〈φ(t), H1ψ(t)〉 ≡ 0 ⇒ 〈φ(t), [H0, H1]ψ(t)〉 ≡ 0, (15)
which can be again differentiated to arrive at an explicit relationship between a singular control
ǫ(·) and the corresponding state trajectory:
d2
dt2 〈φ(t), H1ψ(t)〉 ≡ 0 ⇒ 〈φ(t), [H0, [H0, H1]]ψ(t)〉 + ǫ(t)〈φ(t), [H1, [H0, H1]]ψ(t)〉 = 0. (16)
According to (16), we classify singular controls as follows:
(i) When 〈φ(t), [H1, [H1, H0]]ψ(t)〉 , 0, ∀t ∈ [0, T ], the singular control can be expressed in
a feedback form
ǫ(t) = −〈φ(t), [H0, [H0, H1]]ψ(t)〉
〈φ(t), [H1, [H0, H1]]ψ(t)〉 . (17)
One can then combine (12), (13) and (17) to solve for the singular control. Such controls
are called minimal-order singular controls. Notice that since each nonzero φT must uniquely
correspond to some φ(0) = φ0 , 0 at t = 0, we can equivalently integrate the differential
equations (12) and (13) from t = 0 (this can be done from the other end t = T as well) for any
given pair of (ψ0, φ0) that satisfy
〈φ0, H1ψ0〉 = 〈φ0, [H0, H1]ψ0〉 = 0, 〈φ0, [H1, [H0, H1]]ψ0〉 , 0.
Moreover, since (12) and (13) share the same evolution propagator U(t), we can use the dy-
namics of the system propagator:
dU(t)
dt =
(
H0 −
〈φ0,U†(t)[H0, [H0, H1]]U(t)ψ0〉
〈φ0,U†(t)[H1, [H0, H1]]U(t)ψ0〉H1
)
U(t), U(0) = IN , (18)
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to obtain a singular trajectory in the unitary group U(N) parameterized by (ψ0, φ0). In this way,
singular controls can be systematically generated without iterative computations.
(ii) When 〈φ(t), [H1, [H1, H0]]ψ(t)〉 = 0 on [0, T ], this implies 〈φ(t), [H0, [H1, H0]]ψ(t)〉 = 0
as well. In such cases, equation (17) is not sufficient for determining a singular control. How-
ever, one may go on differentiating these two quantities until ǫ(t) can be explicitly expressed.
Let Hα1 ···αk = [Hα1 , [Hα2 , [· · · , [Hαk−1 , Hαk] · · · ]]]. If there exists a finite integer k ≥ 2 such that
〈φ(t), Hβ1···βℓψ(t)〉 ≡ 0 for any (β1, . . . , βℓ) ∈ {0, 1}ℓ, 2 ≤ ℓ ≤ k, but the differentiation of some
〈φ(t), Hα1...αkψ(t)〉 gives
〈φ(t), H0α1 ···αkψ(t)〉 + ǫ(t)〈φ(t), H1α1···αkψ(t)〉 = 0, (19)
where 〈φ(t), H1α1···αkψ(t)〉 , 0, then a singular control can be formally obtained from a feedback
equation
dU(t)
dt =
(
H0 −
〈φ0,U†(t)H0α1 ···αk U(t)ψ0〉
〈φ0,U†(t)H1α1 ···αk U(t)ψ0〉
H1
)
U(t), U(0) = IN , (20)
and we call it a k-th order singular control.
Let B(1) = span{H1} and B(ℓ) = span{Hα1 ···αℓ |α1, . . . , αℓ = 0, 1} (ℓ ≥ 2) be the subspaces of
skew-Hermitian matrices generated by ℓ tuples of commutations. A geometrical interpretation
for a control to be k-th order singular is that the adjoint vector φ(t) ∈ Tψ(t) is orthogonal to
B(ℓ)ψ(t) ⊂ Tψ(t) for any 1 ≤ ℓ ≤ k but not orthogonal to B(k+1)ψ(t), i.e., φ(t) belongs to the
following kth order singular cone at ψ(t):
V
(k)
ψ(t) =
φ ∈ Tψ(t)
∣∣∣∣
〈
φ,
k⋃
ℓ=1
B(ℓ)ψ(t)
〉
= 0, 〈φ,B(k+1)ψ(t)〉 , 0
 .
To locate a k-th order singular control, one can choose a pair (ψ0, φ0) such that φ0 ∈ V(k)ψ0 , and
integrate (20) from t = 0, provided the solution exists and is unique.
(iii) When the control function does not explicitly appear in (19) for any integer k ∈ N, then
its order is infinite. Let L be the Lie algebra generated by H0 and H1, and L0 =
⋃∞
ℓ=1 B
(ℓ)
be the minimal ideal in L that contains H1. The codimension of L0ψ0 in L is either 0 or 1.
For infinite-order singular controls, the codimension of L0ψ0 in Lψ0 must be 1 (otherwise φ(t)
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has to vanish), i.e., the adjoint vector φ(t) ∈ Tψ(t) varies in the one-dimension complimentary
subspace of L0ψ(t) in Lψ(t).
It is also possible for the denominator in (17) to cross zero at isolated time instants, which
divide a singular control into pieces of singular “arcs” whose orders may be different with each
other. In this paper, we only consider singular controls whose order is constant on [0, T ].
An alternative approach to produce (i) and (ii) above is as follows. Denote the 2N − 1 in-
dependent elements in the vector H1(t)ψ0 by ξ(t) = (ξ1(t), · · · , ξ2N−1(t)). For a singular control,
there must exist a nonzero constant vector φ0 = (c1, · · · , c2N−1) such that ∑2N−1i=1 ciξi(t) ≡ 0,
∀ t ∈ [0, T ], which can be repeatedly differentiated to give
2N−1∑
i=1
ciξ
(k)
i (t) ≡ 0, k = 1, · · · , 2N − 2.
So we have

ξ1(t) ξ2(t) · · · ξ2N−1(t)
ξ
(1)
1 (t) ξ(1)2 (t) · · · ξ(1)2N−1(t)
...
...
. . .
...
ξ
(2N−2)
1 (t) ξ(2N−2)2 (t) · · · ξ(2N−2)2N−1 (t)


c1
c2
...
c2N−1

≡ 0, ∀t ∈ [0, T ]
which implies that the Wronskian must vanish, i.e.,
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ξ1(t) ξ2(t) · · · ξ2N−1(t)
ξ
(1)
1 (t) ξ(1)2 (t) · · · ξ(1)2N−1(t)
...
...
. . .
...
ξ
(2N−2)
1 (t) ξ(2N−2)2 (t) · · · ξ(2N−2)2N−1 (t)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
≡ 0.
From the previous derivations, ξ(2)i (t) can be decomposed into two parts as ξ(2)i (t) =
a
(2)
i (t) + ǫ(t)b(2)i (t), where ai(t) and bi(t) correspond to linearly independent functions in
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[H0, [H0, H1]](t)ψ0 and [H1, [H0, H1]](t)ψ0, respectively∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ξ1(t) ξ2(t) · · · ξ2N−1(t)
ξ
(1)
1 (t) ξ(1)2 (t) · · · ξ(1)2N−1(t)
a
(2)
1 (t) a(2)2 (t) · · · a(2)2N−1(t)
...
...
. . .
...
ξ
(2N−2)
1 (t) ξ(2N−2)2 (t) · · · ξ(2N−2)2N−1 (t)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
+ ǫ(t)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ξ1(t) ξ2(t) · · · ξ2N−1(t)
ξ
(1)
1 (t) ξ(1)2 (t) · · · ξ(1)2N−1(t)
b(2)1 (t) b(2)2 (t) · · · b(2)2N−1(t)
...
...
. . .
...
ξ
(2N−2)
1 (t) ξ(2N−2)2 (t) · · · ξ(2N−2)2N−1 (t)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
≡ 0, (21)
where the time derivatives of ǫ(t) (up to the (2N − 4)-th order) are involved in the fourth to
the (2N − 2)-th rows. Hence (21) forms an ordinary differential equation (up to (2N − 4)-th
order) of ǫ(t) whose coefficients are functions of the system propagator U(t). This relation can
be computed in the Schro¨dinger equation to solve for the singular controls from given initial
values of ǫ(t) and its derivatives.
Both the above two approaches calculate singular controls via ordinary differential equations
from the same condition (7). The solution by the first approach is parameterized by a prescribed
vector φ0 as the initial condition of the conjugate equation, while the latter is by the initial
conditions of the time derivatives of ǫ(t). Moreover, it is easy to see that the order of the
differential equation (21) with respect to ǫ(t) is 2N − 2 − k, as the derivatives of ǫ(t) start to
appear from the (k + 2)-th row, where k is the order of the singular control defined in the first
approach. In this regard, these two approaches are equivalent. In comparison, the first approach
is numerically more efficient and will be adopted in the simulation examples below. The latter
is conceptually simple because it appears directly as the sum of the derivatives of the control
function and the state without introduction of any conjugate vector, and hence provides a useful
perspective for the origin of singularity.
IV. SINGULAR CONTROLS AS LANDSCAPE CRITICAL POINTS
As analyzed above, the critical points for a given control landscape can be a regular or
singular control. The corresponding kinematic gradient must vanish when the critical point is
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a regular control , but it may not vanish when the critical point is a singular control. In this
regard, we can classify the landscape critical points into the following three categories:
Definition 1 A control is said to be regularly (singularly) kinematic if it is regular (singular)
and ∇F(ψ(T )) = 0. Otherwise, if ∇F(ψ(T )) , 0, it is said to be non-kinematic.
Let CF = {ψ(T ) ∈ SH | ∇F(ψ(T )) = 0}, where SH is the unit sphere in H , be the set of
kinematic (either regularly or singularly) critical points. Any control that steers the trajectory
onto CF at t = T must be a kinematic critical control. As indicated in previous studies [1], the
dimension of regularly kinematic controls is infinite and its codimension in the set of admissible
controls is the same as that of CF in H .
For nonkinematic critical points, their corresponding kinematic gradient vector φT =
∇F(ψ(T )) must be nonzero and belong to some singular cone V(k)
ψ(T ) (2 ≤ k ≤ ∞). This criterion
forms a nonlinear constraint on the final state ψ(T ) and thereby defines a subset of H :
S
(k)
F =
{
ψ ∈ SH
∣∣∣∣ ∇F(ψ) ∈ V(k)ψ
}
, (22)
which will be called the k-th order singular surface for the control landscape F. Every k-th
order singular control has to terminate at this surface to become a nonkinematic critical point.
Starting from an arbitrary point ψT ∈ S(k)F , one can determine a constant k-th order nonkinematic
critical point by integrating (12) and (13) backwards in time along any proper direction in V(k)ψT
if the solution exists.
It is difficult to estimate the dimension of the entire set of nonkinematic controls, as they
can be a combination of singular arcs with different orders, which correspond to an infinite
number of possibilities. Nonetheless, as illustrated in Fig. 1, the set of regularly kinematic
critical controls is much richer than nonkinematic ones because they may cross the surface CF
along any direction and with any admissible flows. By contrast, the set of singular (kinematic
and nonkinematic) critical points is much more limited.
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FIG. 1: Schematic illustration for the geometry of the set of extremal controls. Every extremal trajectory
ends up at the singular surface SF at t = T . The singular trajectories (bold lines) follow the flow defined
by (18) and traverse the singular surface along some direction (dash lines) in the singular cone, among
which those that traverse CF are singularly kinematic, and the remainder are nonkinematic. Any other
control that steers the trajectory to traverse CF is regularly kinematic.
V. THE ROLE OF SINGULARITIES IN QUANTUM CONTROL LANDSCAPES
We have derived that all of the nonkinematic critical points are subject to the equations
(12) and (13) with the algebraic constraint 〈φ(t), H1ψ(t)〉 = 0, where the boundary condition
satisfies φT = ∇F(ψ(T )) , 0. On the other hand, any (regularly or singularly) kinematic critical
points automatically satisfy the same differential equations and the algebraic constraint because
φT = ∇F(ψ(T )) = 0. Therefore, in the language of the Pontryagin Maximum Principle [17],
we can unify the conditions for a control to be a landscape critical point as:
dψ
dt =
∂H
∂φ
,
dφ
dt = −
∂H
∂ψ
,
∂H
∂ǫ
≡ 0, ψ(0) = ψ0, φT = ∇F(ψ(T )), (23)
where H[ǫ(t), ψ(t), φ(t)] = 〈φ(t), H0ψ(t)〉 + ǫ(t)〈φ(t), H1ψ(t)〉 is the pseudo-Hamiltonian func-
tion.
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In common optimal control problems, the dynamics are often taken into account through the
cost function
J[ǫ(·)] = F(ψ(T )) +
∫ T
0
L(ψ(t), ǫ(t), t)dt, (24)
where L(·) is a function chosen to balance the dynamical performance issues. The standard
Pontryagin maximum principle then corresponds to the following pseudo-Hamiltonian function
to solve for critical points of J (conventionally called extremals):
H[ψ(t), φ(t), ǫ(t)] = λL(ψ(t), ǫ(t), t) + 〈φ(t), H0ψ(t)〉 + ǫ(t)〈φ(t), H1ψ(t)〉, φ(T ) = ∇F(ψ(T )),
where λ is a constant. Taking the optimization process as a dynamical game between the end-
point cost (the first term) and the dynamical part (the second term), the extremals corresponding
to λ , 0 result from the trade-off between the two costs, under which the system cannot attain
perfect yields[18] (i.e., the highest yield in the control landscape (1)). Such extremals are
conventionally called normal extremals, which are generally not critical points of (1). Normal
extremals are always regular because the necessary conditions (12) and (13) are not satisfied.
Extremals corresponding to λ = 0 are called abnormal, and they are also critical points of
(1). Under such controls, the end-point cost completely overwhelms the dynamical cost so that
the resulting trajectories are independent of the choice of the cost function L(·) in the integral.
They include all kinematic and non-kinematic critical points discussed in this paper (there is no
analog of the kinematic picture for normal extremals because the dynamics is always relevant).
Thus, we can classify the extremal controls as in Fig. 2.
FIG. 2: Classification of extremal controls for general optimal control problems.
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The optimality of abnormal extremals can be analyzed through the second-order variation
of (1):
δ2J = Qψ(T )(δψ(T ), δψ(T )) + 〈∇J(ψ(T )), δ2ψ(T )〉, (25)
where the kinematic part Qψ(T ) is the Hessian quadratic form at ψ(T ). The second term vanishes
when the control is a kinematic extremal, either regular or singular, and hence leaves the op-
timality determined solely by the positive-definiteness of the kinematic Hessian form Qψ(T ) on
the set of achievable δψ(T ) at ψ(T ). For regular abnormal extremals (i.e., regularly kinematic
critical points), the optimality is exactly the same as that of the kinematic Hessian, and hence
their topology is reflected by that of the corresponding final state ψ(T ) in the kinematic picture,
exhibiting a universal Hamiltonian-independent property.
If an abnormal extremal is a singularly kinematic critical point, then its Hessian form Qψ(T )
is defined on the range of the Frechet derivative dEψ0,T as a proper subspace of Tψ(T ). When
the unrestricted Qψ(T ) is positive (negative) semi-definite, the restricted Qψ(T ) is also positive
(negative) semi-definite. However, in the case that the unrestricted Qψ(T ) has both positive and
negative eigenvalues, its restriction on the range of dEψ0,T may be positive (negative) when
the range of dEψ0,T is contained in the subspace spanned by the eigenvectors corresponding
to positive (negative) eigenvalues. This implies that a saddle point may degenerate to a local
minimum (maximum).
Nonkinematic critical points are beyond the scope of the kinematic picture, for which the
second-order variation δ2ψ(T ) related to the system dynamics is nonvanishing. Hence, the
optimality of nonkinematic critical points is much more complex to assess as the Hessian form
has to be discussed on an infinite dimensional space of control fields. As indicated by Bonnard
and Chyba[15], there is a possibility that such critical points are local optima in the control
landscape. However, in our numerical simulations, no such traps have been found. Fig.3 shows
examples of nonkinematic extremal controls for the quantum state transition control landscape
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J[ǫ(·)] = |ψ†fψ(T )|2 for a four-level quantum system, where
H0 =

−0.50
0.00
0.20
0.60

, H1 =

0.30 0.75 − 0.20i 0.65 0.40
0.75 + 0.20i 0.70 0.70 − 0.50i 0.20 + 0.30i
0.65 0.70 + 0.50i 0.30 0.50
0.40 0.20 − 0.30i 0.50 0.60

,
with the initial and target states being ψ(0) = [1 0 0 0]T and ψ f = [0 0 0 1]T , respectively.
Singular trajectories were found by solving equation (18). After locating such singular controls,
we started a gradient search from small neighborhoods of the controls, and found that the
search always climbed towards perfect yield (J = 1.0) without being trapped. This behavior is
consistent with the observation that singular controls have not been located when performing
common optimal control simulations, i.e., a gradient flow trajectory is not attracted to a singular
trajectory even when one is nearby.
VI. CONCLUSION
This paper considered the role of singular controls upon the search for optimal solutions over
quantum control landscapes. We indicate that the regularity assumption of admissible controls
can be violated, which gives rise to singularly kinematic or non-kinematic critical points that
are beyond the scope of the kinematic picture. For single-input systems, these singular controls
could possibly be locally optimal. However, such cases were not found in our simulations.
Moreover, since the entire set of singular controls is small in contrast with that of the regular
controls, the overall landscape is not expected to be rugged. Hence, regular controls dominate
over the singular ones, and the regular controls should still determine the overall landscape
complexity. This conclusion is fully consistent with the general quantum control literature
where no specific evidence is seen for singular controls to be local sub-optimal solutions.
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FIG. 3: Nonkinematic critical points of the quantum state transition control landscape J[ǫ(·)] =
|ψ
†
fψ(T )|2 for a four-level system. The figure on the left displays two singular extremal controls
from randomly chosen initial states. Starting from some control ǫinitial(t) in a small neighborhood
(‖ǫinitial(·) − ǫ(·)‖ ≤ 0.01) of the singular control ǫ0(t), the steepest ascent algorithm is performed to
search for optimal controls. Both of them climb and are not attracted by the corresponding singular
controls, but approach a perfect yield, showing that these singular controls are not local false traps.
When the system has multiple control fields associated with independent operators Hk:
d
dtψ(t) =
H0 +
m∑
k=1
ǫk(t)Hk
ψ(t), ψ(0) = ψ0, (26)
the definitions of extremals can be extended but will not be given here. In this case the con-
dition for a control to be singular and further critical is much more stringent. In particular,
Chitour et al[19] proved a generic property for the system class represented by (m + 1)-tuple
(H0, H1, · · · , Hm), showing that almost all such systems do not possess minimizing singular
controls. Therefore, the impact of singular controls on the control landscape is smaller yet, or
even disappears, for multi-control quantum systems.
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