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CAMERON-LIEBLER LINE CLASSES WITH PARAMETER x = (q+1)
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TAO FENG∗, KOJI MOMIHARA†, MORGAN RODGERS, QING XIANG, AND HANLIN ZOU
Abstract. Cameron-Liebler line classes were introduced in [5], and motivated by a question about
orbits of collineation groups of PG(3, q). These line classes have appeared in different contexts under
disguised names such as Boolean degree one functions, regular codes of covering radius one, and
tight sets. In this paper we construct an infinite family of Cameron-Liebler line classes in PG(3, q)
with new parameter x = (q+1)2/3 for all prime powers q congruent to 2 modulo 3. The examples
obtained when q is an odd power of two represent the first infinite family of Cameron-Liebler line
classes in PG(3, q), q even.
1. Introduction
Let q be a prime power and let PG(3, q) be the 3-dimensional projective space over the finite
field Fq of order q. A spread in PG(3, q) is a set of its lines which partitions its points. Let L
be a set of lines of PG(3, q) with |L| = x(q2 + q + 1), x a positive integer. We say that L is
a Cameron-Liebler line class with parameter x if |L ∩ S| = x for all spreads S of PG(3, q). For
example, let L be either the set of all lines passing through a fixed point P of PG(3, q) or the
set of all lines in a plane π of PG(3, q); then we see that L is a Cameron-Liebler line class with
parameter 1. Furthermore the union of these two sets for P 6∈ π forms a Cameron-Liebler line class
with parameter x = 2. These examples of Cameron-Liebler line classes with parameter x = 1 or 2
are called trivial. Also, the complement of a Cameron-Liebler line class with parameter x in the
set of all lines of PG(3, q) is a Cameron-Liebler line class with parameter q2 + 1 − x. So without
loss of generality we may assume that x ≤ (q2+1)/2 when discussing Cameron-Liebler line classes
of parameter x in PG(3, q).
Cameron-Liebler line classes were first introduced by Cameron and Liebler [5] in their study of
collineation groups of PG(3, q) having the same number of orbits on points and lines of PG(3, q).
Penttila [25, 26] coined the term “Cameron-Liebler line class” and studied these objects in some
depth. Bruen and Drudge [3] constructed the first infinite family of Cameron-Liebler line classes
with parameter x = (q2+1)/2 for all odd prime powers q. After much study of Cameron-Liebler line
classes in PG(3, q), the notion of Cameron-Liebler line classes has been generalized to Cameron-
Liebler k-classes [28] in PG(2k+1, q), and to Cameron-Liebler sets of generators in finite classical
polar spaces [10]. In fact, Cameron-Liebler sets can be introduced for any distance-regular graph;
this was done previously under various names: Boolean degree one functions, completely regular
codes of strength 0 and covering radius 1, and tight sets. We refer the reader to [18] for more details
on these connections. In this paper we will focus on Cameron-Liebler line classes in PG(3, q).
The central problem concerning Cameron-Liebler line classes in PG(3, q) is: for which values of
the parameter x, 1 ≤ x ≤ (q2 + 1)/2, do there exist Cameron-Liebler line classes with parameter
x? On the nonexistence side, the state-of-the-art results are those in [23] and [20]. In particular,
it is shown in [23] that there are no Cameron-Liebler line classes with parameter x in PG(3, q) if
3 ≤ x ≤ q 3
√
q/2− 2q/3. In terms of constructive results, infinite families of Cameron-Liebler line
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classes with parameter x = (q2+1)/2 and x = (q2−1)/2 have been constructed in [3, 7, 8, 9, 17, 21].
Even though there have been a large number of papers on constructing Cameron-Liebler line classes
in PG(3, q), the parameters of the known infinite families are restricted to either (q2 + 1)/2 or
(q2− 1)/2. In particular, no infinite families of nontrivial Cameron-Liebler line classes in PG(3, q)
are known when q is a power of 2 (note that there are a few examples of Cameron-Liebler line classes
known in PG(3, 4), PG(3, 8), PG(3, 32), and PG(128); see [19, 27]). In this paper, we construct
Cameron-Liebler line classes in PG(3, q) with parameter x = (q + 1)2/3 for all q congruent to 2
modulo 3. In particular, the first infinite family of Cameron-Liebler line classes in PG(3, q), q an
odd power of 2, is constructed here.
We give an overview of our construction here. The initial step is to prescribe an automorphism
group for the Cameron-Liebler line classes that we intend to construct; once this is done, the
Cameron-Liebler line classes we want to construct will be unions of orbits of lines under the action
of the prescribed automorphism group. For the choices of automorphism groups, we follow the idea
in [27]; that is, we will choose a cyclic group of order q2 + q + 1 as the prescribed automorphism
group. Examples of Cameron-Liebler classes with parameter (q + 1)2/3 have been found in this
way by using a computer for all q < 150 with q ≡ 2 mod 3 (see [27]). The difficulty lies in how
to come up a choice of orbits for general q which will always give a Cameron-Liebler line class in
PG(3, q) with parameter (q+1)2/3. The examples in [27] provided vital clues for a general choice;
also the computations of additive character sums (needed to prove that the union of the chosen
orbits is a Cameron-Liebler line class) gave us hints for making correct choices of orbits. In Section
3, we come up with an explicit choice of orbits that will give a Cameron-Liebler line classes with
parameter x = (q + 1)2/3 for all q congruent to 2 modulo 3.
The paper is organized as follows. In Section 2, we review background material on Cameron-
Liebler line classes, x-tight sets in Q+(5, q), and character sums over finite fields. In Section 3, we
introduce two multisets D1 and D2 of F
∗
q3 which will be crucial for choosing orbits. In Section 4,
we give the proofs that our choice of orbits will indeed give Cameron-Liebler line classes; since the
prescribed group is a cyclic one, the computations of additive character sums necessarily involve
Gauss sums. In Section 5, we determine the stabilizers of our Cameron-Liebler line classes in
PSL(4, q). In the Appendix, we give some computations of exponential sums needed in the proof
of our main theorem.
2. Preliminaries
2.1. Cameron-Liebler line classes in PG(3, q) and tight sets in Q+(5, q). To investigate
Cameron-Liebler line classes in PG(3, q), it is often useful to translate their definition to the
setting of Q+(5, q) using the Klein correspondence (here Q+(5, q) is the 5-dimensional hyperbolic
orthogonal space, also known as the Klein quadric). Let x be a positive integer. A subsetM of the
points of Q+(5, q) is called an x-tight set if for every point P ∈ Q+(5, q), |P⊥∩M| = x(q+1)+ q2
or x(q + 1) according as P is in M or not, where ⊥ is the polarity determined by Q+(5, q). The
geometries of PG(3, q) and Q+(5, q) are closely related through a mapping known as the Klein
correspondence which maps the lines of PG(3, q) bijectively to the points of Q+(5, q), c.f. [22, 24].
Let L be a set of lines of PG(3, q) with |L| = x(q2 + q + 1), x a positive integer, and let M be
the image of L under the Klein correspondence. Then it is known that L is a Cameron-Liebler
line class with parameter x in PG(3, q) if and only if M is an x-tight set of Q+(5, q). Moreover,
if L is a Cameron-Liebler line class with parameter x, by [23, Theorem 2.1(b)] it holds that
|P⊥ ∩M| = x(q + 1) + q2 for any point P ∈ M and |P⊥ ∩M| = x(q + 1) for any point P /∈ M
(here P can be in the exterior of Q+(5, q)); consequently M is a projective two-intersection set in
PG(5, q) with intersection sizes h1 = x(q + 1)+ q
2 and h2 = x(q + 1). We summarize these known
facts as follows.
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Result 2.1. Let L be a set of x(q2 + q + 1) lines in PG(3, q) with 1 ≤ x ≤ (q2 + 1)/2, and let
M be the image of L under the Klein correspondence. Then L is a Cameron-Liebler line class
with parameter x if and only if M is an x-tight set in Q+(5, q); moreover, in the case when L is
a Cameron-Liebler line class, we have
|P⊥ ∩M| =
{
x(q + 1) + q2, if P ∈M,
x(q + 1), otherwise.
Let L be a Cameron-Liebler line class with parameter x in PG(3, q) and let M ⊂ Q+(5, q) be
the image of L under the Klein correspondence. By Result 2.1,M is a projective two-intersection
set in PG(5, q). Define D = {λv : λ ∈ F∗q, 〈v〉 ∈ M}, which is a subset of (F
6
q,+). Let ψ be a
non-principal additive character of F6q. Then ψ is principal on a unique hyperplane P
⊥ for some
point P ∈ PG(5, q). We have
ψ(D) =
∑
〈v〉∈M
∑
λ∈F∗q
ψ(λv) =
∑
〈v〉∈M
(q1P⊥(〈v〉)− 1)
= −|M|+ q|P⊥ ∩M| =
{
−x+ q3, if P ∈M,
−x, otherwise,
where 1P⊥(〈v〉) is the characteristic function taking value 1 if 〈v〉 ∈ P
⊥, and 0 otherwise. Con-
versely, for each point P ∈ PG(5, q), there is a non-principal character ψ that is principal on the
hyperplane P⊥, and the size of P⊥ ∩M can be computed from ψ(D). Therefore the character
values of D reflect the sizes of intersection ofM with the hyperplanes of PG(5, q). To summarize,
we have the following result.
Result 2.2. Let L be a set of x(q2 + q + 1) lines in PG(3, q) with 1 ≤ x ≤ (q2 + 1)/2, and let M
be the image of L under the Klein correspondence. Define
D = {λv : λ ∈ F∗q, 〈v〉 ∈ M} ⊂ (F
6
q ,+).
Then L is a Cameron-Liebler line class with parameter x if and only if |D| = (q3 − 1)x and for
any P ∈ PG(5, q),
ψ(D) =
{
−x+ q3, if P ∈ M,
−x, otherwise,
where ψ is any non-principal character of F6q that is principal on the hyperplane P
⊥.
2.2. Gauss sums. We collect some auxiliary results on Gauss sums as a preparation for computing
additive character values of a subset of vectors of a vector space over Fq. We assume that the reader
is familiar with the basic theory of characters of finite fields as can be found in Chapter 5 of [16]
Let q = pn with p a prime and n ≥ 1, and let ζp = exp(
2π
√−1
p
). Furthermore, let ψFq be the
canonical additive character of Fq defined by ψFq(x) = ζ
Trq/p(x)
p , where Trq/p is the absolute trace
from Fq. For any multiplicative character χ of Fq, define the Gauss sum by
Gq(χ) =
∑
x∈F∗q
ψFq(x)χ(x).
The following are some basic properties of Gauss sums:
(i) Gq(χ)Gq(χ) = q if χ is non-principal;
(ii) Gq(χ
−1) = χ(−1)Gq(χ);
(iii) Gq(χ) = −1 if χ is principal.
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Gauss sums are instrumental in the transition from the additive to the multiplicative structure
(or the other way around) of a finite field. This can be seen more precisely in the next lemma.
Lemma 2.3. By orthogonality of characters, the canonical additive character ψFq of Fq can be
expressed as a linear combination of the multiplicative characters:
(2.1) ψFq(x) =
1
q − 1
∑
χ∈F̂∗q
Gq(χ
−1)χ(x), ∀x ∈ F∗q,
where F̂∗q is the character group of F
∗
q. On the other hand, each nontrivial multiplicative character
χ of Fq can also be expressed as a linear combination of the additive characters:
χ(x) =
1
q
Gq(χ)
∑
a∈F∗q
χ−1(−a)ψFq(ax), ∀x ∈ F
∗
q.
Lemma 2.4. Let C0 be a subgroup of F
∗
q of index N , and let χ be a character of F
∗
q of order N .
Then for any x ∈ F∗q we have
1
N
N−1∑
j=0
Gq(χ
−j)χj(x) =
∑
a∈C0
ψFq(xa).
Proof. Let θ be a character of F∗q of order q − 1, and let χ = θ
(q−1)/N . By (2.1), we have
(2.2)
∑
a∈C0
ψFq(xa) =
1
q − 1
q−1∑
i=0
Gq(θ
−i)θi(x)
∑
a∈C0
θi(a).
The inner sum in the right hand side of (2.2) equals (q − 1)/N when i ≡ 0 (mod (q − 1)/N), and
0 otherwise; so
∑
a∈C0 ψFq(xa) equals
1
N
∑N−1
j=0 Gq(χ
−j)χj(x) as desired. 
The following result on the character values of a Singer difference set will be used in the proof
of our main theorem.
Lemma 2.5 ([13, Theorem 2.1]). Let L be a complete set of coset representatives of F∗q in F
∗
q3. Let
S = {x ∈ L | Trq3/q(x) = 0}.
If χ is a nontrivial character of F∗q3 whose restriction on F
∗
q is trivial, then
χ(S) = Gq3(χ)/q.
2.3. Cubic polynomials over Fq. Let q = p
n be a prime power, where p 6= 3 is a prime. Let
f(X) = X3+cX+d be a cubic polynomial over Fq, and let γ1, γ2, γ3 be its roots in some extension
field of Fq. The discriminant of f is
∆(f) := (γ1 − γ2)
2(γ2 − γ3)
2(γ3 − γ1)
2,
which equals −4c3 − 27d2 for all q. Hence f has no repeated roots if and only if ∆(f) 6= 0. In
particular, when q is even, we have ∆(f) = d2. We shall need the following theorem giving the
number of roots of f in Fq in various situations.
Theorem 2.6. [12, 29] Let p 6= 3 be a prime and q = pn. Suppose that f(X) = X3 + cX + d is a
polynomial over Fq with discriminant ∆(f) 6= 0.
(i) If q is odd, f has exactly one root in Fq if ∆(f) is a nonsquare in Fq and 0 or 3 roots in
Fq otherwise.
(ii) If q is even, f has exactly one root in Fq if Trq/2(c
3d−2) 6= Trq/2(1) and 0 or 3 roots in Fq
otherwise.
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Our construction of new Cameron-Liebler line classes is based on the image sets of certain cubic
polynomials as shown in the next section. This idea was previously used in [11] for constructing
new difference sets with Singer parameters.
3. Cameron-Liebler line classes with parameter x = (q + 1)2/3
3.1. The set E. Throughout the rest of the paper, we always assume that q is a prime power
such that q ≡ 2 (mod 3). We define
T0 = {x ∈ F
∗
q3 : Trq3/q(x) = 0},
L0 = {x ∈ T0 : Nq3/q(x) = 1},
where Trq3/q and Nq3/q are the relative trace and norm from Fq3 to Fq, respectively. Then |T0| =
q2− 1, |L0| = q+1 and L0 ·F
∗
q = T0. Since gcd(q− 1, q
2+ q+1) = 1, we have C0 ·F
∗
q = F
∗
q3 , where
C0 is the subgroup of F
∗
q3 of order q
2 + q + 1.
Lemma 3.1. If q ≡ 2 (mod 3) with q odd, then −3 is a nonsquare in Fq.
Proof. Write q = pn with p an odd prime. Then p ≡ 2 (mod 3) and n is odd. It suffices to show
that −3 is a nonsquare in Fp. By the quadratic reciprocity we have(
−3
p
)
=
(
−1
p
)
·
(
3
p
)
= (−1)(p−1)/2 · (−1)(p−1)/2·(3−1)/2 ·
(p
3
)
= −1.
Here, ( ·
p
) is the Legendre symbol. The proof is complete. 
Lemma 3.2. If z is an element of F∗q3 such that Trq3/q(z) = 0, then Trq3/q(z
1+q) 6= 0.
Proof. We have z 6∈ Fq, since otherwise 3z = Trq3/q(z) = 0. If Trq3/q(z
1+q) = 0, then the minimal
polynomial of z over Fq is X
3−c, where c = Nq3/q(z). Since q ≡ 2 (mod 3), we have gcd(q−1, 3) =
1, so X3 = c has exactly one root in Fq: a contradiction to the irreducibility of X
3 − c. This
completes the proof. 
Since q ≡ 2 (mod 3), we have gcd(q − 1, 3) = 1 and so the map y 7→ y3 is a permutation of Fq.
We write y 7→ y1/3 for its inverse map. We define two multisets as follows:
D1 = [xNq3/q(λ+ x
q − xq
2
)1/3 : x ∈ L0, λ ∈ Fq],
D2 = [β
−1xNq3/q(λ+ x
q − xq
2
)−1/3 : x ∈ L0, λ ∈ Fq],
where β = −3−1 ∈ Fq. Set γ := β−3 = −27.
Lemma 3.3. Let x ∈ L0 and set z := x
q − xq
2
. For each α ∈ F∗q, set
cα := |{λ ∈ Fq : Nq3/q(λ+ z) = α}|+ |{λ ∈ Fq : γNq3/q(λ+ z)
−1 = α}|.
Then cα = 1 or 4.
Proof. Write a := Trq3/q(z
1+q), b := Nq3/q(z), and set u := −
1
3
a. It is clear that Trq3/q(z) = 0,
so a 6= 0 by Lemma 3.2. The minimal polynomial of x over Fq is g(X) := X
3 + eX − 1 with
e = Trq3/q(x
1+q). The discriminant of g is z2+2q+2q
2
= b2 by definition, and it equals −4e3− 27. So
b2 = −4e3 + γ. On the other hand, we have
a = Trq3/q((x
q − xq
2
)1+q) = Trq3/q(x
q+1 − x2)
= Trq3/q(x
q+1 + x(xq + xq
2
)) = 3e.
We thus have b2 − 4u3 = γ, which is a nonsquare in Fq when q is odd by Lemma 3.1.
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For any element α ∈ F∗q, let f1(X) := X
3 + aX + b−α, f2(X) := X
3 + aX + b− β−3α−1. Upon
expansion we deduce that
cα = |{λ ∈ Fq : f1(λ) = 0}|+ |{λ ∈ Fq : f2(λ) = 0}|.
The discriminants of the two cubic polynomials f1 and f2 are
∆1 = −4a
3 − 27(b− α)2 = γ((α− b)2 − 4u3),
∆2 = −4a
3 − 27(b− β−3α−1)2 = γ((γα−1 − b)2 − 4u3),
respectively. We claim that either none or both of ∆1,∆2 are zero, and if the latter occurs then
α2 − 2bα + γ = 0. We compute that
∆1∆2 =γ
2((α− b)2 − 4u3)((γα−1 − b)2 − 4u3)
=γ2(α2 − 2αb+ γ)(γ2α−2 − 2γα−1b+ γ)
=γ2(α2γ + γ3α−2 − 4bγα− 4bγ2α−1 + 2γ2 + 4b2γ)
=γ3(α + γα−1)2 + 4bγ3(b− α− γα−1)
=γ3(α + γα−1 − 2b)2.
If ∆1 = 0, then ∆1∆2 = 0 and so α − b = b − γα
−1, which in turn implies that ∆2 = 0. The
converse is also true. The claim is now established.
We first consider the case where ∆1 = ∆2 = 0, so that α
2− 2bα+ γ = 0. In this case, f1(X) has
a repeated root η. If η is not in Fq, then η
q would also be a repeated root of f1(X), contradicting
the fact that deg(f1) = 3. Hence all the roots of f1(x) = 0 lies in Fq. The three roots of f1 can not
be all equal: if f1(X) = (X − η)
3, then η = 0 by comparing the coefficients of X2, and so a = 0:
a contradiction. To conclude, f1(X) has two distinct roots in Fq. The same is true for f2 by the
same argument. We thus deduce that cα = 4 in this case.
We next consider the case ∆1∆2 6= 0. In the case where q is odd, ∆1∆2 is a nonsquare in Fq by
Lemma 3.1. That is, exactly one of ∆1 and ∆2 is a nonsquare of Fq. By (i) of Theorem 2.6, we
conclude that one of f1 and f2 has exactly one zero in Fq and the other has 0 or 3 zeros in Fq. It
follows that cα = 1 or 4 as desired. In the case where q is even, we have γ = β = 1 and z = x.
It follows that a = Trq3/q(x
1+q) = Trq3/q(x
−q2) and b = Nq3/q(x) = 1 by the fact x ∈ L0. The two
cubic polynomials take the form X3+ aX +1+α, X3+ aX +1+α−1, respectively. Since x ∈ L0,
we have Trq3/q(x) = 0 and x
1+q+q2 = 1. We compute that
Trq/2
(
a3
1 + α2
)
+ Trq/2
(
a3
1 + α−2
)
= Trq/2(a
3)
=Trq/2
(
(x−1 + x−q + x−q
2
)3
)
= Trq3/2(x
−3 + xq−1 + xq
2−1)
=Trq3/2(x
q2+q+1−3 + 1) = Trq3/2(x
q−1 · xq
2−1) + 1
=Trq3/2(x
q−1x−1(x+ xq)) + 1 = Trq3/2(x
2(q−1) + xq−1) + 1
=1.
As in the case where q is odd, we deduce that cα = 1 or 4 by using (ii) of Theorem 2.6. 
Proposition 3.4. There is a subset E ⊆ F∗q3 of size
(q+1)2
3
such that
D1 +D2 = 3E + T0
in the group ring Z[F∗q3 ].
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Proof. For x ∈ L0, set z := x
q − xq
2
, and define a multiset
(3.1) Wx := [Nq3/q(λ+ z) : λ ∈ Fq] ∪ [γNq3/q(λ+ z)
−1 : λ ∈ Fq].
For any element α ∈ F∗q, its multiplicity in Wx equals cα, where cα is as defined in Lemma 3.3. We
have cα ∈ {1, 4} by the same lemma. Therefore, there is a subset Lx of F
∗
q such thatWx = F
∗
q+3L
(3)
x ,
where L
(3)
x =
∑
z∈Lx z
3. Moreover, it is clear that |Lx| =
2q−|F∗q |
3
= q+1
3
.
It is routine to check that D1 +D2 =
∑
x∈L0 xW
(1/3)
x . Set E :=
∑
x∈L0 xLx, which is a subset of
F
∗
q3 of size (q + 1)
2/3. Then the claim in the proposition follows from the fact Wx = F
∗
q + 3L
(3)
x ∈
Z[F∗q3 ] for x ∈ L0, and L0 · F
∗
q = T0. The proof is now complete. 
3.2. The set M. Let V = Fq3 × Fq3, which is viewed as a 6-dimensional vector space over Fq.
Define a map Q : V → Fq by
Q((x, y)) = Trq3/q(xy), ∀(x, y) ∈ V.
It is easy to check that Q is a non-degenerate hyperbolic quadratic form on V . The quadric defined
by Q will be our model for Q+(5, q) whose points can be expressed as {〈(x, y)〉 : Q(x, y) = 0}. The
polar form f : V × V → Fq of Q is given by
f((x, y), (a, b)) = Trq3/q(bx+ ay).
For a point P = 〈(x0, y0)〉, its polar hyperplane P
⊥ is given by
P⊥ = {〈(x, y)〉 : Trq3/q(xy0 + x0y) = 0}.
Let w be a primitive element of Fq3. Let C0 be the subgroup of F
∗
q3 of order q
2 + q + 1. For any
µ ∈ C0, consider the following map on Q
+(5, q) defined by
〈(x, y)〉 7→ 〈(µx, µ−1y)〉.
Then, C0 is embedded as a subgroup i(C0) of PGO
+(6, q), and it acts semi-regularly on the points
of Q+(5, q). So the points of Q+(5, q) are partitioned into orbits of this action; each orbit has
length q2 + q + 1, and the number of orbits is q2 + 1. We denote the orbit containing the point
〈(a, b)〉 by O(a,b). Then, all the orbits are O(0,1) and O(1,z), z ∈ Fq3 with Trq3/q(z) = 0. The following
is our main theorem.
Theorem 3.5. Let q ≡ 2 (mod 3) be a prime power. Let M =
⋃
z∈E O(1,z), where E is de-
fined in Proposition 3.4. Then, the line set L in PG(3, q) corresponding to M under the Klein
correspondence forms a Cameron-Liebler line class with parameter x = (q + 1)2/3.
Let M be defined as in Theorem 3.5. Clearly |M| = x(q2 + q + 1) with x = (q + 1)2/3. Set
D = {λv : λ ∈ F∗q, 〈v〉 ∈ M}. Then
|D| = (q − 1)|M| = (q − 1)|E|(q2 + q + 1) = (q3 − 1)
(q + 1)2
3
.
To prove Theorem 3.5, we need to show that D has the correct character values as specified in
Result 2.2. Each additive character of (V,+) is of the form ψa,b for some (a, b) ∈ V , where
ψa,b((x, y)) = ψFq(f((a, b), (x, y))) = ψFq3 (bx+ ay), ∀(x, y) ∈ V
Here ψFq and ψFq3 are the canonical additive characters of Fq and Fq3, respectively. It is clear that
ψa,b is trivial on the hyperplane 〈(a, b)〉
⊥. By Result 2.2, in order to prove Theorem 3.5 it suffices
to prove the following claim: for any nonzero element (a, b) of V , we have
(3.2) ψa,b(D) =
{
− (q+1)
2
3
+ q3, if (a, b) ∈ D,
− (q+1)
2
3
, otherwise.
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This will be accomplished in the next section.
4. Proof of the main theorem
LetM be defined as in Theorem 3.5, and let D be the corresponding subset of nonzero vectors in
V = Fq3×Fq3 . Take the same notation as introduced in Subsection 3.2, and set N := q
2+q+1. To
simplify notation, we write G(χ) for the Gauss sum Gq3(χ), where χ is a multiplicative character
of F∗q3. We need to evaluate the character sum
ψa,b(D) =
∑
z∈E
ψa,b(F
∗
qO(1,z))
for nonzero (a, b) ∈ V , where F∗qO(1,z) = {(yµ, yµ
−1z) : y ∈ F∗q, µ ∈ C0}. For z ∈ E, we have
(4.1) ψa,b(F
∗
qO(1,z)) =
∑
y∈F∗q
∑
µ∈C0
ψFq3 (byµ+ ayµ
−1z).
The inner sum in the right hand side of (4.1) is an incomplete Kloosterman sum. It is in general
very difficult to evaluate incomplete Kloosterman sums exactly. Here we are dealing with certain
sums ψa,b(D) of incomplete Kloosterman sums; and for these sums we can evaluate them exactly.
Lemma 4.1. If ab = 0 but (a, b) 6= (0, 0), then ψa,b(D) = −
(q+1)2
3
.
Proof. Recall that F∗q3 = C0 · F
∗
q. When a = 0 and b 6= 0,
ψ0,b(F
∗
qO(1,z)) =
∑
θ∈F∗q
∑
µ∈C0
ψFq3 (bθµ) =
∑
x∈F∗
q3
ψFq3 (bx) = −1.
The computations in the case when a 6= 0 and b = 0 are similar. This completes the proof. 
From now on, we assume that ab 6= 0. Let χ be a generator of the multiplicative character group
of F∗q3, and set
χ1 := χ
q−1, χ2 := χN .
The orders of χ1 and χ2 are N and q− 1, respectively. For a subset Y of F
∗
q3 (possibly a multiset)
and a multiplicative character χi, we write χi(Y ) :=
∑
x∈Y χ
i(x). It is well known that
(4.2) χk(C0) =
{
N, if k ≡ 0 (mod N),
0, otherwise,
and
(4.3) χk(F∗q) =
{
q − 1, if k ≡ 0 (mod q − 1),
0, otherwise.
We introduce two auxiliary exponential sums:
S1 =
1
q3 − 1
N−1∑
ℓ=0
G(χ−ℓ1 )
2χℓ1(ab)χ
ℓ
1(E)
and
S2 =
1
q3 − 1
q−2∑
i=1
N−1∑
ℓ=0
G(χi2χ
−ℓ
1 )G(χ
−i
2 χ
−ℓ
1 )χ
ℓ
1(ab)χ
i
2(ab
−1)χi2χ
ℓ
1(E).
Lemma 4.2. It holds that ψa,b(D) = S1 + S2.
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Proof. By Lemma 2.3, we have
ψa,b(F
∗
qO(1,z)) =
∑
θ∈F∗q
∑
µ∈C0
ψFq3 (bθµ+ aθµ
−1z)
=
1
(q3 − 1)2
q3−2∑
i=0
q3−2∑
j=0
∑
θ∈F∗q
∑
µ∈C0
G(χ−i)χi(bθµ)G(χ−j)χj(aθµ−1z)
=
1
(q3 − 1)2
q3−2∑
i=0
q3−2∑
j=0
∑
θ∈F∗q
G(χ−i)G(χ−j)χi(bθ)χj(aθz)
∑
µ∈C0
χi−j(µ)
(4.2)
=
N
(q3 − 1)2
q3−2∑
j=0
q−2∑
h=0
∑
θ∈F∗q
G(χ−j−Nh)G(χ−j)χj+Nh(bθ)χj(aθz)
=
N
(q3 − 1)2
q3−2∑
j=0
q−2∑
h=0
G(χ−j−Nh)G(χ−j)χj+Nh(b)χj(az)χ2j+Nh(F∗q).
By (4.3), χ2j+Nh(F∗q) = q− 1 if and only if 2j+Nh ≡ 0 (mod q− 1), i.e., h ≡
2j(q−2)
3
(mod q− 1).
We thus have
ψa,b(F
∗
qO(1,z)) =
1
q3 − 1
q3−2∑
j=0
G(χ−j−
2j(q−2)N
3 )G(χ−j)χj+
2j(q−2)N
3 (b)χj(az).
Since N = q2 + q + 1 and gcd(N, q − 1) = 1, any integer j ∈ [0, q3 − 2] can be uniquely written as
j = Ni + (q − 1)ℓ for some integers 0 ≤ i ≤ q − 2 and 0 ≤ ℓ ≤ q2 + q by the Chinese Remainder
Theorem. Moreover, with j = Ni+ (q − 1)ℓ, we have
j +
2j(q − 2)N
3
≡ −Ni+ (q − 1)ℓ (mod q3 − 1)
by the fact (q−2)
3
N ≡ −1 (mod q − 1). By rewriting j as Ni+ (q − 1)ℓ we deduce that
ψa,b(F
∗
qO(1,z)) =
1
q3 − 1
q−2∑
i=0
N−1∑
ℓ=0
G(χi2χ
−ℓ
1 )G(χ
−i
2 χ
−ℓ
1 )χ
−i
2 χ
ℓ
1(b)χ
i
2χ
ℓ
1(az)
=
1
q3 − 1
N−1∑
ℓ=0
G(χ−ℓ1 )
2χℓ1(b)χ
ℓ
1(az)
+
1
q3 − 1
q−2∑
i=1
N−1∑
ℓ=0
G(χi2χ
−ℓ
1 )G(χ
−i
2 χ
−ℓ
1 )χ
−i
2 χ
ℓ
1(b)χ
i
2χ
ℓ
1(az).
Taking summation over z ∈ E, we get the desired equality ψa,b(D) = S1 + S2. 
We now explicitly evaluate S1 and S2. Write ab = w
Ns0+(q−1)t0 for some s0 ∈ {0, 1, . . . , q − 2}
and t0 ∈ {0, 1, . . . , q
2 + q}.
Lemma 4.3. It holds that
S1 =

(q + 1)(q3 − q2 + 1)
3(q − 1)
, if Trq3/q(w
(q−1)t0) = 0,
−
(q + 1)2
3
, otherwise.
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Proof. From the proof of Proposition 3.4, we see that E =
⋃
x∈L0 xLx, where each Lx is a subset
of F∗q of size
q+1
3
. By Lemma 2.5, for any 1 ≤ ℓ ≤ N − 1 we have
χℓ1(E) =
∑
x∈L0
∑
y∈Lx
χℓ1(xy) =
q + 1
3
∑
x∈L0
χℓ1(x) =
(q + 1)
3q
G(χℓ1).
Together with the fact G(χ−ℓ1 )G(χ
ℓ
1) = q
3 for 1 ≤ ℓ ≤ N − 1, we have
S1 =
|E|
q3 − 1
+
1
q3 − 1
N−1∑
ℓ=1
G(χ−ℓ1 )
2χℓ1(ab)χ
ℓ
1(E)
=
(q + 1)2
3(q3 − 1)
+
q + 1
3q(q3 − 1)
N−1∑
ℓ=1
G(χ−ℓ1 )G(χ
−ℓ
1 )G(χ
ℓ
1)χ
ℓ
1(ab)
=
(q + 1)2
3(q3 − 1)
+
(q + 1)q2
3(q3 − 1)
N−1∑
ℓ=1
G(χ−ℓ1 )χ
ℓ
1(ab).
By Lemma 2.4 and the fact that G(χ01) = −1, we have
S1 =
(q + 1)2
3(q3 − 1)
+
(q + 1)q2
3(q − 1)
(
ψFq3 (abF
∗
q) +
1
N
)
.
We compute
(4.4) ψFq3 (abF
∗
q) = ψFq(w
Ns0Trq3/q(w
(q−1)t0)F∗q) =
{
q − 1, if Trq3/q(w
(q−1)t0) = 0,
−1, otherwise.
Hence we finally obtain
S1 =
{
(q+1)(q3−q2+1)
3(q−1) , if Trq3/q(w
(q−1)t0) = 0,
− (q+1)
2
3
, otherwise.
This completes the proof of the lemma. 
Next we evaluate S2. By the definition of E, we have
χi2χ
ℓ
1(E) =
1
3
(
χi2χ
ℓ
1(D1) + χ
i
2χ
ℓ
1(D2)− χ
i
2χ
ℓ
1(T0)
)
.
Therefore S2 = Σ1 + Σ2 + Σ3, where
Σ1 =
1
3(q3 − 1)
q−2∑
i=1
N−1∑
ℓ=0
G(χi2χ
−ℓ
1 )G(χ
−i
2 χ
−ℓ
1 )χ
ℓ
1(ab)χ
i
2(ab
−1)χi2χ
ℓ
1(D1),
Σ2 =
1
3(q3 − 1)
q−2∑
i=1
N−1∑
ℓ=0
G(χi2χ
−ℓ
1 )G(χ
−i
2 χ
−ℓ
1 )χ
ℓ
1(ab)χ
i
2(ab
−1)χi2χ
ℓ
1(D2),
Σ3 =
−1
3(q3 − 1)
q−2∑
i=1
N−1∑
ℓ=0
G(χi2χ
−ℓ
1 )G(χ
−i
2 χ
−ℓ
1 )χ
ℓ
1(ab)χ
i
2(ab
−1)χi2χ
ℓ
1(T0).
Write ab = wNs0+(q−1)t0 , ab−1 = wNu0+(q−1)v0 , and set z0 = wNu0+(q−1)t0 and z1 = w−Nu0+(q−1)t0 .
The next proposition gives the values of Σ1, Σ2 and Σ3.
10
Proposition 4.4. For each z ∈ T0, define
µz :=|{(y, λ) ∈ C0 × Fq : y − (z
q − zq
2
) + λ = 0}|,
µ′z :=|{(y, λ) ∈ C0 × Fq : y − β(z
q − zq
2
) + λ = 0}|,
where β = −3−1 ∈ Fq. Then it holds that
(Σ1,Σ2,Σ3) =
{
( q
3
3
µz0 −
q4
3(q−1) ,
q3
3
µ′z1 −
q4
3(q−1) , 0), if w
(q−1)t0 ∈ T0,
(0, 0, 0), otherwise.
The proof of Proposition 4.4 involves very complicated computations of exponential sums. To
streamline the presentation of the paper, we delay the proof to the Appendix.
Proof of Theorem 3.5. As mentioned in Subsection 3.2, it suffices to establish (3.2) for nonzero
element (a, b) of V , i.e.,
(4.5) ψa,b(D) =
{
− (q+1)
2
3
+ q3, if (a, b) ∈ D,
− (q+1)
2
3
, otherwise.
If either a = 0 or b = 0, then (a, b) 6∈ D and the claim has been established in Lemma 4.1.
We next treat the case when ab 6= 0. Write ab = wNs0+(q−1)t0 , ab−1 = wNu0+(q−1)v0 , and set
x0 = w
(q−1)t0 , θ0 = wNu0. It follows that a2 = wN(u0+s0)+(q−1)(t0+v0). In the rest of this proof,
we use the notation introduced in the statement of Proposition 4.4. In particular, z0 = x0θ0 and
z1 = x0θ
−1
0 .
We claim that (a, b) ∈ D if and only if z1 ∈ E. We write a = xµ for some x ∈ F
∗
q and µ ∈ C0.
From a2 = wN(u0+s0)+(q−1)(t0+v0) we deduce that x2 = wN(u0+s0). It is straightforward to check that
ab = x2z1, so b = (xµ)
−1x2z1 = xµ−1z. That is, (a, b) = (xµ, xµ−1z1). The claim now follows from
the definition of D.
By Lemma 4.3 and Proposition 4.4, we have
ψa,b(D) =
{
(q+1)(q3−q2+1)
3(q−1) +
q3
3
(µz0 + µ
′
z1)−
2q4
3(q−1) , if x0 ∈ T0,
− (q+1)
2
3
, otherwise.
Hence, we need to compute µz0 + µ
′
z1
under the assumption that x0 ∈ T0. Set z˜0 := x
q
0 − x
q2
0 . We
now have
µz0 + µ
′
z1
=|{(y, λ) ∈ C0 × Fq : y = (z
q − zq
2
)− λ}|+ |{(y, λ) ∈ C0 × Fq : y = β(z
q − zq
2
)− λ}|
=|{λ ∈ Fq : Nq3/q(λ+ θ0z˜0) = 1}|+ |{λ ∈ Fq : Nq3/q(λ+ θ
−1
0 βz˜0) = 1}|
=|{λ ∈ Fq : Nq3/q(λ+ z˜0) = θ
−3
0 }|+ |{λ ∈ Fq : β
3Nq3/q(λ+ z˜0)
−1 = θ−30 }|,
which is the multiplicity of θ−30 in the multiset Wx0. By Proposition 3.4, this multiplicity is equal
to 1 or 4, and correspondingly ψa,b(D) = −
(q+1)2
3
or q3− (q+1)
2
3
. Moreover µz0 +µ
′
z1
= 4 if and only
if θ−10 ∈ Lx0 , i.e., z1 = x0θ
−1
0 ∈ E. To sum up, we have shown that
ψa,b(D) =
{
q3 − (q+1)
2
3
, if z1 ∈ E,
− (q+1)
2
3
, otherwise.
Also we have shown that (a, b) ∈ D if and only if z1 ∈ E. The proof is now complete. 
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5. The stabilizer of M in PΩ(V )
Recall that V = Fq3 × Fq3 , and Q : V → Fq defined by Q((x, y)) = Trq3/q(xy), ∀(x, y) ∈ V , is a
nonsingular hyperbolic quadratic form on V . Let Ω(V ) be the derived subgroup of the isometry
group of the quadratic space (V, Q), and let PΩ(V ) be the quotient group modulo its center. In
this section, we determine the stabilizer of M in PΩ(V ).
Set W := {x ∈ Fq3 : Trq3/q(x) = 0}, U1 := Fq3 × {0}, and U2 := {0} × Fq3. Let E be the subset
of F∗q3 as in Proposition 3.4. For each x ∈ L0, there exists a subset Lx of F
∗
q of size
q+1
3
such that
E = ∪x∈L0xLx by the proof of Proposition 3.4.
Let  be the set of squares of F∗q (so in the case when q is even,  = F
∗
q). For two subsets A, B
of F∗q3, define A · B := {ab : a ∈ A, b ∈ B}. In particular, if A = {a}, we write aB for A · B.
Lemma 5.1. As Fq-vector spaces, Fq3 = W ⊕ Fq. Furthermore F
∗
q · E =W \ {0}.
Proof. Since gcd(3, q−1) = 1, W and Fq intersect trivially, and the first claim follows. The second
is clear from the above description of E. 
For each u ∈ L0, we define Bu := {y
q2uq − yquq
2
: y ∈ L0 \ {u}}. It is routine to check that the
elements of Bu lie in F
∗
q by the fact Trq3/q(y) = 0 for y ∈ L0.
Lemma 5.2. For u ∈ L0, we have |Bu| =
2
3
(q + 1)− 1 and Bu · Lu = F
∗
q.
Proof. We have shown that W and Fq intersect trivially, so u 6∈ Fq and W = 〈u, u
q〉Fq . Moreover,
uq−1 6∈ F∗q by the fact that gcd(q−1, q
2+q+1) = 1. We thus have L0 =
{
uq+λu
Nq3/q(u
q+λu)1/3
: λ ∈ Fq
}
∪
{u}. It follows that Bu =
{
uq+1−u2q2
Nq3/q(u
q+λu)1/3
: λ ∈ Fq
}
, and its size equals that of {Nq3/q(u
q−1 + λ) :
λ ∈ Fq}. Write x := λ+
1
3
Trq3/q(u
q−1) ∈ Fq. Then
Nq3/q(u
q−1 + λ) = x3 + bx+ c
for some b, c ∈ Fq. The polynomial X
3 + bX + c ∈ Fq[X ] has no roots in Fq, so it is irreducible
over Fq. It follows that bc 6= 0. The polynomial X
3+ bX is a Dickson polynomial of degree 3, and
its value set over Fq has size
q−1
2·gcd(3,q−1) +
q+1
2·gcd(3,q+1) =
2
3
(q + 1)− 1 by Theorem 10 and Theorem
10’ of [6]. For any a ∈ F∗q, we have
|{ay−1 : y ∈ Lu} ∩Bu| ≥ |Lu|+ |Bu| − |F∗q| ≥ 1.
This show that a ∈ Bu · Lu. Hence Bu · Lu = F
∗
q. The proof of the lemma is now complete. 
The generators of (V, Q) fall into two equivalence classes; two generators U and U ′ are equivalent
if and only if U ∩ U ′ has dimension 1, cf. [14, Theorem 1.39]. The group Ω(V ) stabilizes each
equivalence class, cf. [15, p. 30]. The two subspaces U1 and U2 are both generators of the quadratic
space (V, Q), and they are in different equivalence classes.
Lemma 5.3. The only generators of (V,Q) that are disjoint from M are U1 and U2.
Proof. It is clear that U1 and U2 are disjoint from M. Suppose that U is a generator other than
U1, U2. We will show that U intersects M nontrivially.
We first consider the case where U and U2 are equivalent. In this case, U ∩ U2 is a projective
point P . By applying the action of some element in i(C0) ≤ PGO
+(6, q) if necessary, we may
assume without loss of generality that P = 〈(0, 1)〉. It is clear that P⊥ = W × Fq3 . Since
Fq3 =W ⊕Fq, we identify W ×W with P
⊥/P naturally. In this way, W ×W becomes a quadratic
space Q+(3, q) whose inherited quadratic form is the same as the restriction of Q to W × W .
We have M ∩ P⊥ = {〈(y, y−1x)〉 : x ∈ E, y ∈ L0}, and the corresponding set in W × W is
12
MP := {〈(y, τy(x))〉 : x ∈ E, y ∈ L0}, where τy(x) := y
−1x− 1
3
Trq3/q(y
−1x). It is straightforward
to check that
ker(τy) = Fq · y, Im(τy) ≤W, τy(W ) ≤ {z ∈ W : Trq3/q(yz) = 0} = 〈y
q − yq
2
〉Fq .
We thus have τy(W ) = 〈y
q − yq
2
〉Fq by comparing dimensions. Let U
′ be the totally singular line
of W × W corresponding to U . To show that U intersects M nontrivially, it suffices to show
that U ′ intersects MP nontrivially. There are 2(q + 1) totally singular lines of Q+(3, q), these
are ℓy = 〈(y, 0), (0, y
q − yq
2
)〉 with y ∈ L0, ℓ
′
a = {〈(x, ax
q − axq
2
)〉 : x ∈ W} with a ∈ Fq and
ℓ′∞ = {0} ×W . The last line ℓ
′
∞ corresponds to the generator U2, so U
′ 6= ℓ′∞.
(1) If U ′ = ℓy for some y ∈ L0, then the point 〈(y, τy(x))〉 with x ∈ E is in U ′ if there exists
λ ∈ F∗q such that τy(λx) = y
q − yq
2
. By Lemma 5.1, we have F∗q · E = W \ {0}. The
existence of such x ∈ E and λ ∈ F∗q now follows from the fact that τy(W ) = 〈y
q − yq
2
〉Fq .
(2) If U ′ = ℓ′a for some fixed a ∈ Fq, then U
′ ∩ MP 6= ∅ if there exists y ∈ L0, u ∈ L0
and c ∈ Lu such that τy(uc) = ay
q − ayq
2
. The left hand side equals zq − zq
2
with
z = −1
3
(y−1u)qc + 1
3
(y−1u)q
2
c, so ay − z ∈ Fq. By taking the relative trace, we see that it
equals 0. By the fact that Nq3/q(y) = 1 for y ∈ L0, we deduce that −3a = (y
q2uq − yquq
2
)c.
When a = 0, we can simply take y = u ∈ L0 and c ∈ Lu arbitrarily. When a 6= 0, we take
u to be any element of L0 and the existence of the desired (y, c) pair follows from Lemma
5.2.
In both cases, we have shown that U ′ intersects MP nontrivially. This establishes the claim in the
case U is in the same equivalence class as U2.
We next consider the case where U and U1 are equivalent. Observe that O(1,xa) = O(xa−1,1) for
x ∈ C0 and a ∈ F
∗
q , so M = ∪x∈E′O(x,1), where E
′ = ∪x∈L0xL
′
x with L
′
x = {a
−1 : a ∈ Lx}. The
argument is exactly the same as in the previous case. 
Let K be the stabilizer of U1 and U2 in Ω(V ), i.e., K = {α ∈ Ω(V ) : α(U1) = U1 and α(U2) =
U2}. By [15, Lemma 4.1.9], K consists of
κ(h, h∗) : V → V, (x, y) 7→ (h(x), h∗(y)),
where both h and h∗ are bijective Fq-linear transformations of Fq3 such that det(h), det(h∗) ∈  and
Q((x, y)) = Q((h(x), h∗(y))) for all x, y ∈ Fq3 . Here, det(h) is the determinant of h with respect
to any Fq-basis of Fq3 . For each bijective Fq-linear transformation h of Fq3 with det(h) ∈ , there
is a unique h∗ such that κ(h, h∗) ∈ K, and vice versa.
We now describe some special elements of K. For a ∈ F∗q3, define
ha : Fq3 → Fq3 , x 7→ ax,
and set κa := κ(ha, ha−1). An element z ∈ C0 (which we identify with the corresponding element
in i(C0)) acts on V in exactly the same way as κz.
Lemma 5.4. For a ∈ F∗q3, κa is in K if and only if a is a square in F
∗
q3.
Proof. The linear transformation κa clearly has determinant 1 and stabilizes the generators U1
and U2, so it suffices to show that det(ha) ∈  if and only if a is a square in F
∗
q3 . For a ∈
C0, we have h
q2+q+1
a = idFq3 , so det(ha)
q2+q+1 = 1. It follows that det(ha) = 1 from the fact
gcd(q2 + q + 1, q − 1) = 1. For a ∈ F∗q, we have det(ha) = a
3, which is a square if and only if a is.
The claim then follows readily from the fact that F∗q3 = C0 · F
∗
q. 
We define ι : K → PGL(3, q) such that ι(g) is the quotient image of g|U1 in PGL(3, q), where
g|U1 is the restriction of g to U1. Since gcd(3, q − 1) = 1, we have PGL(3, q) = PSL(3, q). The
homomorphism ι is surjective by the above description of K.
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Lemma 5.5. We have ker(ι) = κ, where κ = {κa : a ∈ }.
Proof. If κ = κ(h, h∗) ∈ ker(ι), then h = ha for some a ∈ F∗q and correspondingly κ = κa. The
claim is now an easy consequence of Lemma 5.4. 
Let σ be the Fq-linear transformation of V such that σ((x, y)) = (x
q, yq). It has order 3 and
stabilizes both U1 and U2.
Lemma 5.6. We have σ ∈ K, and σ(M) =M.
Proof. The first claim follows by the same argument as in the proof of Lemma 5.4. The second
claim is equivalent to σ(E) = E, or equivalently, Lxq = {a
q : a ∈ Lx} for each x ∈ L0. This is
clear from the definition of Lx in the proof of Proposition 3.4. 
Let G be the stabilizer of M in Ω(V ). Let α ∈ G. From U1 ∩M = ∅ and U2 ∩M = ∅, we
obtain α(U1) ∩M = ∅ and α(U2) ∩M = ∅. By Lemma 5.3 and the fact that U1 and U2 are in
different equivalence classes, we deduce that α(U1) = U1 and α(U2) = U2, and so α ∈ K. We have
shown that G ≤ K. Moreover, G contains the subgroup H generated by σ and i(C0).
Lemma 5.7. The group ι(G) has order 3(q2 + q + 1) when q > 2.
Proof. The group ι(H) has order 3(q2+ q+1) and is a maximal subgroup of PSL(3, q) by [2, Table
8.3]. Hence either ι(G) = PSL(3, q) or ι(G) = ι(H).
Suppose that ι(G) = PSL(3, q). Fix an element u ∈ L0, and take λ to be a primitive element of
F
∗
q . Let g = κ(h, h
∗) be the element of K such that h∗(1) = 1, h∗(u) = λu and h∗(uq) = λ−1uq. We
deduce that h(1) = 1 from the property Q((1, x)) = Q((h(1), h∗(x))). By our assumption there
exists a ∈  such that κag ∈ G, i.e., κag stabilizesM. The image of {〈(1, x)〉 : x ∈ E} ⊆ M under
κag is {〈(1, a
−2h∗(x))〉 : x ∈ E}, so we have E = a−2h∗(E). Comparing both sides, we deduce
that uLu = a
−2λuLu, uqLuq = a−2λ−1uqLuq . Taking the product over the set on each side, we get
(a−2λ)(q+1)/3 = 1, (a−2λ−1)(q+1)/3 = 1. It follows that λ2(q+1)/3 = 1. If q > 5, then 2(q+1)
3
< q − 1,
and the equality λ2(q+1)/3 = 1 contradicts the assumption that λ is primitive. If q = 5, we have
a4 = 1 and this leads to λ2 = 1, again contradicting the assumption that λ is primitive. The proof
is now complete. 
Lemma 5.8. If q is odd, then |Lx ∩| =
q+1
6
for each x ∈ L0.
Proof. From the proof of Proposition 3.4, we know that Wx = F
∗
q + 3L
(3)
x in the group ring Z[F∗q],
where Wx is the same as in (3.1). Let ρ be the quadratic character of F
∗
q, which maps squares to
1 and nonsquares to −1. Then ρ(F∗q) = 0 and ρ(Wx) = 3ρ(Lx). Since γ = −27 is a nonsquare in
F
∗
q , we deduce that ρ(Wx) = 0. It follows that ρ(Lx) = 0, i.e., Lx has the same number of squares
as nonsquares. This completes the proof. 
Theorem 5.9. The group G has order 3(q2 + q + 1)s, where s = 1 or s = gcd(2, q−1
2
) according
as q is even or odd.
Proof. The case q = 2 is verified by Magma [1]; so from now on we assume that q > 2. By Lemma
5.7, G lies in the group H × κ, where κ is as in Lemma 5.5. We have shown that H ≤ G, so
G = H × (G ∩ κ). It now suffices to determine the stabilizer of M in κ.
Suppose that κa stabilizesM, where a is a square of F
∗
q. The condition κa(M) =M is equivalent
to a2E = E, i.e., a2Lx = Lx for each x ∈ L0. Taking the product over the set on each side, we
deduce that a2(q+1)/3 = 1. If q is even, then the order of a divides gcd(2(q + 1)/3, q − 1) = 1,
implying a = 1. If q ≡ 3 (mod 4), then gcd( q−1
2
, 2(q+1)
3
) = 1 and we also get a = 1. If q ≡ 1
(mod 4), then from a2Lx = Lx we deduce that a
2(Lx ∩ ) = Lx ∩ . By Lemma 5.8 we have
|Lx∩| =
q+1
6
. By the same argument we get a(q+1)/3 = 1. In this case, we have gcd( q+1
3
, q−1
2
) = 2,
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so a2 = 1, i.e., a = ±1. Since −1 is in , we see that indeed κ−1 is in G. This completes the
proof. 
As a corollary, the stabilizer of M in PΩ(V ) has order 3(q2 + q + 1). By the isomorphism
PΩ+(6, q) ∼= PSL(4, q), we see that the stabilizer of the corresponding Cameron-Liebler line class
in PSL(4, q) has order 3(q2 + q + 1).
6. Concluding Remarks
In this paper, we have constructed Cameron-Liebler line classes in PG(3, q) with parameter
x = (q+1)2/3 for all prime powers q congruent to 2 modulo 3. This is a contribution to the study
of the central problem about Cameron-Liebler line classes in PG(3, q). Besides the trivial examples
with x = 1, 2, all known infinite families of Cameron-Liebler line classes prior to our work have
parameters x = (q2 − 1)/2 or x = (q2 + 1)/2, up to complement.
Most notably, we have constructed the first infinite family of nontrivial Cameron-Liebler line
classes in PG(3, q) with q even. In contrast, the first nontrivial infinite family of Cameron-Liebler
line classes in PG(3, q) for odd q was constructed by Bruen and Drudge [3] twenty years ago. The
major obstacle in the characteristic two case seems to be that such line classes, if they exist, tend not
to be highly symmetric. In our construction, the Cameron-Liebler line classes have automorphism
groups of medium sizes. This fact makes it difficult to give a neat geometric description of the
objects we have constructed. Our proof is very algebraic, due to the nature of our construction.
In Section 5, we have determined the stabilizers of our Cameron-Liebler line classes in PSL(4, q).
The size of the stabilizer is 3(q2 + q + 1). It will be of particular interest to find infinite families
of Cameron-Liebler line classes whose stabilizers in PSL(4, q) do not grow as q increases.
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Appendix: Proof of Proposition 4.4
In this appendix, we will prove Proposition 4.4. Recall that N = q2 + q + 1. We start with
an observation on Gauss sums. Let S be any subset of F∗q3, and set TS := {(s, t) : 0 ≤ i ≤
N − 1, 0 ≤ t ≤ q − 2, ws(q−1)+tN ∈ S}. By the definition of Gauss sums, for any integers i and ℓ
and ǫ, δ ∈ {1,−1} we have
G(χǫi2 χ
δℓ
1 )χ
i
2χ
ℓ
1(S) =
∑
y∈F∗
q3
∑
z∈S
χǫi2 χ
δℓ
1 (y)χ
i
2χ
ℓ
1(z)ψFq3 (y)
=
∑
y∈F∗
q3
∑
(s,t)∈TS
χǫi2 (yw
ǫs(q−1)+ǫtN)χδℓ1 (yw
δs(q−1)+δtN )ψFq3 (y).(6.1)
Since χ2(w
s(q−1)) = 1 and χ1(wtN ) = 1, continuing from (6.1), we have
G(χǫi2 χ
δℓ
1 )χ
i
2χ
ℓ
1(S) =
∑
y∈F∗
q3
∑
(s,t)∈TS
χǫi2 (yw
δs(q−1)+ǫtN)χδℓ1 (yw
δs(q−1)+ǫtN)ψFq3 (y)
=
∑
z∈F∗
q3
∑
(s,t)∈TS
χǫi2 χ
δℓ
1 (z)ψFq3 (zw
−δs(q−1)−ǫtN ).(6.2)
This identity will be used in the rest of the proof.
Let D3 = βD2 = [xNq3/q(λ+x
q−xq
2
)−
1
3 : x ∈ L0, λ ∈ Fq]. To evaluate Σ1, we need the following
observation: By (6.2) we have
(6.3) G(χi2χ
−ℓ
1 )χ
i
2χ
ℓ
1(D1) =
∑
z∈F∗
q3
χi2χ
−ℓ
1 (z)ψFq3 (zD3)
for any 1 ≤ i ≤ q − 2 and 0 ≤ ℓ ≤ q2 + q.
16
Lemma 6.1. Let R = {λ+ (hq
2
− hq) : λ ∈ Fq, h ∈ L0}. For z ∈ F
∗
q3, it holds that
ψFq3 (zD3) =
{
q2 + q, if z ∈ F∗q,
−1 + ψFq3 (eC0), if z ∈ eR for some e ∈ F
∗
q.
Proof. We first note that R is a system of coset representatives for (F∗q3 \ F
∗
q)/F
∗
q. Assume that
there are λ1, λ2 ∈ Fq, d ∈ F
∗
q and h1, h2 ∈ L0 such that λ1 + (h
q2
1 − h
q
1) = dλ2 + d(h
q2
2 − h
q
2). Then
by taking trace of both sides, we have λ1 = dλ2. Note that h
q2
1 − h
q
1 = d(h
q2
2 − h
q
2) implies that
hq
2
1 − dh
q2
2 = h
q
1 − dh
q
2, i.e., h1 − dh2 ∈ Fq. Hence, we have
0 = Trq3/q(h1)− dTrq3/q(h2) = Trq3/q(h1 − dh2) = 3(h1 − dh2),
which implies that h1 = dh2. By taking norm of both sides, we have d = 1, λ1 = λ2 and h1 = h2.
It is clear that none of the elements of R is in F∗q . Hence R is a system of coset representatives of
(F∗q3 \ F
∗
q)/F
∗
q.
Next we evaluate ψFq3 (zD3). Let ηq−1 be a fixed multiplicative character of order q − 1 of Fq.
Then, we have
ψFq3 (zD3) =
∑
λ∈Fq
∑
x∈L0
ψFq3 (zxNq3/q(λ+ x
q − xq
2
)−1/3)
=
1
q − 1
∑
c∈F∗q
∑
λ∈Fq
∑
x∈L0
q−2∑
i=0
ψFq3 (zxc
−1)ηiq−1((λ+ x
q − xq
2
)N)η−3iq−1(c)
=
1
q − 1
∑
c∈F∗q
∑
λ∈Fq
∑
x∈L0
q−2∑
i=1
ψFq3 (zxc
−1)ηiq−1((λ+ x
q − xq
2
)N)η−3iq−1(c)(6.4)
+
1
q − 1
∑
c∈F∗q
∑
λ∈Fq
∑
x∈L0
ψFq3 (zxc
−1).(6.5)
Denote the summands in (6.4) and (6.5) byW1 andW2, respectively. Then, ψFq3 (zD3) = W1+W2.
Here, it is easy to see that
W2 =
1
q − 1
∑
c∈F∗q
∑
d∈Fq
∑
x∈C0
ψFq3 (zxc
−1 + xd)
=
1
q − 1
∑
d∈Fq
∑
x∈F∗
q3
ψFq3 (x(z + d)) =
1
q − 1
{
q3 − q, if z ∈ Fq,
−q, if z 6∈ Fq.
We next evaluate W1. Let ρq−1 be the lift of ηq−1 to F∗q3, i.e., ρq−1(x) = ηq−1(x
N). We note that
for any s ∈ F∗q , ρq−1(s) = ηq−1(s
N) = ηq−1(s3). Then
W1 =
1
q − 1
∑
c∈F∗q
∑
λ∈Fq
∑
x∈L0
q−2∑
i=1
ψFq3 (zxc
−1)ρiq−1(λ+ x
q − xq
2
)ρ−iq−1(c).
By Lemma 2.3, we have
ρiq−1(λ+ x
q − xq
2
) =
G(ρiq−1)
q3
∑
b∈F∗
q3
ψFq3 (b(λ+ x
q − xq
2
))ρ−iq−1(−b), 1 ≤ i ≤ q − 2.
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Substituting ρiq−1(λ + x
q − xq
2
) in the expression for W1 by the right-hand-side expression of the
above equation, we have
W1 =
1
q3(q − 1)
∑
c,d∈F∗q
∑
λ∈Fq
∑
x∈L0
q−2∑
i=0
∑
h∈C0
G(ρiq−1)ψFq3 (zxc
−1 + hd(λ+ xq − xq
2
))ρ−iq−1(−dc)(6.6)
−
G(ρ0q−1)
q3(q − 1)
∑
c,d∈F∗q
∑
λ∈Fq
∑
x∈L0
∑
h∈C0
ψFq3 (zxc
−1 + hλ+ hd(xq − xq
2
)).(6.7)
Denote the summands in (6.6) and (6.7) by W3 and W4, respectively. Then W1 =W3+W4. Here,
W4 is reformulated as
W4 =
1
q3(q − 1)
∑
c,d∈F∗q
∑
λ′∈Fq
∑
x∈C0
∑
h∈L0
ψFq3 (zxc
−1 + xλ′ + xd(hq
2
− hq)).
Since R is a system of representatives of (F∗q3 \ F
∗
q)/F
∗
q, we have
{λ′ + d(hq
2
− hq) : λ′ ∈ Fq, d ∈ F
∗
q , h ∈ L0}
={d(λ′ + hq
2
− hq) : λ′ ∈ Fq, d ∈ F
∗
q , h ∈ L0} = Fq3 \ Fq.
Then,
W4 =
1
q3(q − 1)
∑
c∈F∗q
∑
x∈C0
∑
y∈Fq3
ψFq3 (zxc
−1 + xy)−
1
q3(q − 1)
∑
c∈F∗q
∑
x∈C0
∑
y∈Fq
ψFq3 (zxc
−1 + xy)
=−
1
q3(q − 1)
∑
c∈F∗q
∑
x∈C0
∑
y∈Fq
ψFq3 (xc(z + y)) = −
1
q3(q − 1)
{
q3 − q, if z ∈ Fq,
−q, if z 6∈ Fq.
To evaluate W3, we use
q−2∑
i=0
G(ρiq−1)ρ
−i
q−1(−dc) = (q − 1)
∑
y∈C0
ψFq3 (−dcy),
which follows from Lemma 2.4. Then
W3 =
1
q3
∑
c,d∈F∗q
∑
λ∈Fq
∑
x∈L0
∑
h,y∈C0
ψFq3 (zxc
−1 + hd(λ+ xq − xq
2
)− dcy)
=
1
q3
∑
c,d∈F∗q
∑
λ′∈Fq
∑
h∈L0
∑
x,y∈C0
ψFq3 (zxc
−1 + xλ′ + xd(hq
2
− hq))ψFq3 (−dcy).
Since R is a system of coset representatives for (F∗q3 \ F
∗
q)/F
∗
q, we have
W3 =
1
q3
∑
c,d∈F∗q
∑
z′∈R
∑
x,y∈C0
ψFq3 (zxc
−1 + xdz′)ψFq3 (−dcy)
=
1
q3
∑
c,e∈F∗q
∑
z′∈R
∑
x,y∈C0
ψFq3 (zxc
−1 + xc−1ez′)ψFq3 (−ey)
=
1
q3
∑
e∈F∗q
∑
z′∈R
∑
y∈C0
∑
u∈F∗
q3
ψFq3 (u(z − ez
′))ψFq3 (ey).
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Here, if z ∈ Fq,
W3 = −(q
2 + q)
∑
e∈F∗q
∑
y∈C0
ψFq3 (ey) = q
2 + q.
If z 6∈ Fq, there is a unique e ∈ F
∗
q such that e
−1 ∈ z−1R ∩ F∗q. For this e, we have
W3 = q
2 + q + q3ψFq3 (eC0).
Summing up, we have
ψFq3 (zD3) = W2 +W3 +W4 =
{
q2 + q, if z ∈ Fq,
−1 + ψFq3 (eC0), if z ∈ eR.
This completes the proof of the lemma. 
Lemma 6.2. For e ∈ F∗q, let R
′
e = {x
−1y : x ∈ C0, y ∈ F∗q, xy ∈ eR}. Then, R
′
e = −eR.
Proof. It is clear that R′e = eR
′
1. Therefore we only need to show that R
′
1 = −R. Take z = xy ∈ R
with x ∈ C0 and y ∈ F
∗
q. There exists (λ, h) ∈ Fq × L0 such that
xy = λ+ hq
2
− hq.
Let λ2 =
−yTrq3/q(x−1)
3
and h2 =
y(x−q
2−x−q)
3
. A direct computation shows that x−1y = −(λ2+h
q2
2 −
hq2), and it is clear that λ2 ∈ Fq. To complete the proof, it suffices to show that h2 ∈ L0.
Using λ = xy − (hq
2
− hq) and λq = λ, we obtain
xqy − h+ hq
2
= xy − hq
2
+ hq,
which implies that (xq−x)y = −3hq
2
, i.e., h = y(x
q2−xq)
−3 . Note that h2 =
y(xq+1−xq2+1)
3
= xy(x
q2−xq)
−3 =
xh. Hence, Nq3/q(h2) = 1. It is clear that Trq3/q(h2) = 0. Therefore, h2 ∈ L0. 
We now give the promised proof of Proposition 4.4.
Proof of Proposition 4.4. By (6.3), we have
Σ1 =
1
3(q3 − 1)
q−2∑
i=1
N−1∑
ℓ=0
∑
z∈F∗
q3
G(χ−i2 χ
−ℓ
1 )χ
i
2χ
−ℓ
1 (z)χ
ℓ
1(ab)χ
i
2(ab
−1)ψFq3 (zD3).(6.8)
By Lemma 6.1, continuing from (6.8), we have
Σ1 =
N − 1
3(q3 − 1)
q−2∑
i=1
N−1∑
ℓ=0
∑
z∈F∗q
G(χ−i2 χ
−ℓ
1 )χ
i
2χ
−ℓ
1 (z)χ
ℓ
1(ab)χ
i
2(ab
−1)
+
1
3(q3 − 1)
∑
e∈F∗q
∑
z∈eR
q−2∑
i=1
N−1∑
ℓ=0
(−1 + ψFq3 (eC0))G(χ
−i
2 χ
−ℓ
1 )χ
i
2χ
−ℓ
1 (z)χ
ℓ
1(ab)χ
i
2(ab
−1).(6.9)
Here, by (6.2) and Lemma 6.2, continuing from (6.9), we have
Σ1 =
N − 1
3(q3 − 1)
q−2∑
i=1
N−1∑
ℓ=0
∑
z∈F∗
q3
χ−i2 χ
−ℓ
1 (z)χ
ℓ
1(ab)χ
i
2(ab
−1)ψFq3 (zF
∗
q)(6.10)
−
1
3(q3 − 1)
∑
e∈F∗q
∑
z∈F∗
q3
q−2∑
i=1
N−1∑
ℓ=0
χ−i2 χ
−ℓ
1 (z)χ
ℓ
1(ab)χ
i
2(ab
−1)ψFq3 (−zeR)(6.11)
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+
1
3(q3 − 1)
∑
e∈F∗q
∑
z∈F∗
q3
q−2∑
i=1
N−1∑
ℓ=0
ψFq3 (eC0)χ
−i
2 χ
−ℓ
1 (z)χ
ℓ
1(ab)χ
i
2(ab
−1)ψFq3 (−zeR).(6.12)
We denote the summands in (6.10), (6.11) and (6.12) by Ω1, Ω2 and Ω3, respectively. Then
Σ1 = Ω1 + Ω2 + Ω3.
Since ψFq3 (zF
∗
q) =
∑
y∈F∗q ψFq(Trq3/q(z)y), we have
Ω1 =
N − 1
3(q3 − 1)
q−2∑
i=1
N−1∑
ℓ=0
∑
z∈F∗
q3
χ−i2 χ
−ℓ
1 (z)χ
ℓ
1(ab)χ
i
2(ab
−1)
∑
y∈F∗q
ψFq(Trq3/q(z)y)
=
(N − 1)(q − 1)
3(q3 − 1)
q−2∑
i=1
N−1∑
ℓ=0
∑
z∈T0
χ−i2 χ
−ℓ
1 (z)χ
ℓ
1(ab)χ
i
2(ab
−1)
−
N − 1
3(q3 − 1)
q−2∑
i=1
N−1∑
ℓ=0
∑
z∈F∗
q3
\T0
χ−i2 χ
−ℓ
1 (z)χ
ℓ
1(ab)χ
i
2(ab
−1)
=
q(N − 1)
3(q3 − 1)
q−2∑
i=1
N−1∑
ℓ=0
∑
z∈T0
χ−i2 χ
−ℓ
1 (z)χ
ℓ
1(ab)χ
i
2(ab
−1).
We next evaluate Ω2. Note that∑
e∈F∗q
ψFq3 (−zeR) =
∑
e∈F∗q
∑
λ∈Fq
∑
h∈L0
ψFq3 (−ze(λ + h
q2 − hq))
=
∑
e∈F∗q
∑
λ∈Fq
∑
h∈L0
ψFq(−eλTrq3/q(z))ψFq3 (−ze(h
q2 − hq)).
If Trq3/q(z) 6= 0, we have
∑
e∈F∗q ψFq3 (−zeR) = 0. If Trq3/q(z) = 0, we have∑
e∈F∗q
ψFq3 (−zeR) =
∑
e∈F∗q
∑
λ∈Fq
∑
h∈L0
ψFq3 (−ze(h
q2 − hq))
=
∑
e∈F∗q
∑
λ′∈Fq
∑
h∈C0
ψFq3 (−eh(z
q − zq
2
) + hλ′)
=
∑
x∈F∗
q3
∑
λ′∈Fq
ψFq3 (x(λ
′ + zq
2
− zq)) = −q,
where the last equality follows from zq
2
− zq /∈ Fq. Therefore, we have
Ω2 =
q
3(q3 − 1)
∑
z∈T0
q−2∑
i=1
N−1∑
ℓ=0
χ−i2 χ
−ℓ
1 (z)χ
ℓ
1(ab)χ
i
2(ab
−1).
We next evaluate Ω3. Note that∑
e∈F∗q
ψFq3 (eC0)ψFq3 (−zeR) =
∑
e∈F∗q
∑
y∈C0
∑
λ∈Fq
∑
h∈L0
ψFq3 (ey − ze(λ + h
q2 − hq))
=
∑
e∈F∗q
∑
y∈C0
∑
λ∈Fq
∑
h∈L0
ψFq(−eλTrq3/q(z))ψFq3 (ey − ze(h
q2 − hq)).
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If Trq3/q(z) 6= 0, we have
∑
e∈F∗q ψFq3 (eC0)ψFq3 (−zeR) = 0. If Trq3/q(z) = 0, we have∑
e∈F∗q
ψFq3 (eC0)ψFq3 (−zeR) =
∑
e∈F∗q
∑
y∈C0
∑
λ∈Fq
∑
h∈L0
ψFq3 (ey − ze(h
q2 − hq))
=
∑
e∈F∗q
∑
λ′∈Fq
∑
h,y∈C0
ψFq3 (ey − eh(z
q − zq
2
) + hλ′)
=
∑
e∈F∗q
∑
λ′∈Fq
∑
h,y∈C0
ψFq3 (ey(1− y
−1h(zq − zq
2
) + y−1he−1λ′))
=
∑
x∈F∗
q3
∑
λ∈Fq
∑
h∈C0
ψFq3 (x(1− h(z
q − zq
2
) + hλ))
=q3µz − qN.
Hence we have
Ω3 =
1
3(q3 − 1)
∑
z∈T0
q−2∑
i=1
N−1∑
ℓ=0
(q3µz − qN)χ
−i
2 χ
−ℓ
1 (z)χ
ℓ
1(ab)χ
i
2(ab
−1).
Summing up Ωi, i = 1, 2, 3, above, we obtain
Σ1 =
q3
3(q3 − 1)
∑
z∈T0
q−2∑
i=1
N−1∑
ℓ=0
µzχ
ℓ
1(abz
−1)χi2(ab
−1z−1)
=
q3
3(q3 − 1)
∑
wNk+(q−1)j∈T0
q−2∑
i=0
N−1∑
ℓ=0
µzχ
ℓ
1(w
(q−1)(t0−j))χi2(w
N(u0−k))
−
q3
3(q3 − 1)
∑
wNk+(q−1)j∈T0
N−1∑
ℓ=0
µzχ
ℓ
1(w
(q−1)(t0−j))
=
{
q3
3
µz0 −
q3
3(q−1)
∑q−2
k=0 µwNk+(q−1)t0 , if w
(q−1)t0 ∈ T0,
0, if w(q−1)t0 /∈ T0,
Finally, we need to compute
∑q−2
k=0 µwNk+(q−1)t0 under the assumption that w
(q−1)t0 ∈ T0. Let
x0 = w
(q−1)t0 . Since Nq3/q(λ+ x
q
0 − x
q2
0 ) 6= 0 for any λ ∈ Fq, we have∑
θ∈F∗q
µx0θ =
∑
θ∈F∗q
#{(y, λ) ∈ C0 × Fq : y = θ(x
q
0 − x
q2
0 )− λ}
=
∑
θ∈F∗q
#{λ ∈ Fq : Nq3/q(λ+ x
q
0 − x
q2
0 ) = θ
−3}
=#{λ ∈ Fq : Nq3/q(λ+ x
q
0 − x
q2
0 ) ∈ F
∗
q} = q.
Therefore,
Σ1 =
{
q3
3
µz0 −
q4
3(q−1) , if w
(q−1)t0 ∈ T0,
0, if w(q−1)t0 /∈ T0.
Similarly, by noting that
G(χ−i2 χ
−ℓ
1 )
∑
x∈D2
χi2χ
ℓ
1(x) =
∑
z∈F∗
q3
χ−i2 χ
−ℓ
1 (z)ψFq3 (zD2)
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=
∑
z∈F∗
q3
χ−i2 χ
−ℓ
1 (z)ψFq3 (zβ
−1D3),
we have
Σ2 =
{
q3
3
µ′z1 −
q4
3(q−1) , if w
(q−1)t0 ∈ T0,
0, if w(q−1)t0 /∈ T0.
Finally, we evaluate Σ3. Recall that
Σ3 = −
1
3(q3 − 1)
q−2∑
i=1
N−1∑
ℓ=0
G(χi2χ
−ℓ
1 )G(χ
−i
2 χ
−ℓ
1 )χ
ℓ
1(ab)χ
i
2(ab
−1)
∑
z∈T0
χi2χ
ℓ
1(z).
Since for i 6= 0 ∑
z∈T0
χi2χ
ℓ
1(z) =
∑
x∈L0
∑
y∈F∗q
χi2(xy)χ
ℓ
1(xy)
=
(∑
x∈L0
χℓ1(x)
)∑
y∈F∗q
χi2(y)
 = 0,
we have Σ3 = 0. This completes the proof of the proposition. 
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