The dominant source of decoherence in contemporary frequency-tunable superconducting qubits is 1/f flux noise. To understand its origin and find ways to minimize its impact, we systematically study flux noise amplitudes in more than 50 flux qubits with varied SQUID geometry parameters and compare our results to a microscopic model of magnetic spin defects located at the interfaces surrounding the SQUID loops. Our data are in agreement with an extension of the previously proposed model, based on numerical simulations of the current distribution in the investigated SQUIDs. Our results and detailed model provide a guide for minimizing the flux noise susceptibility in future circuits.
Superconducting circuits are leading candidates to implement quantum hardware capable of performing certain computational tasks more efficiently than classical computers [1, 2] . During the last two decades -and lately at a more rapid pace -quantum circuits have become increasingly complex [3, 4] . This has enabled several proofof-principle demonstrations of small quantum algorithms and simulations, heralding the era of noisy intermediate scale quantum (NISQ) devices [4] and recently, a demonstration of quantum advantage in sampling the output distribution of a pseudo-random quantum circuit [5, 6] . However, a major roadblock toward scaling superconducting circuits to perform useful computations is the limited qubit coherence [7] , restricting run times of algorithms or simulations and creating a large resource overhead in quantum error correction schemes.
With many of the recently implemented circuits relying on frequency-tunable qubits, the dominant source of dephasing in these qubits [6, 8] is low-frequency flux noise with a power spectral density (PSD) that is inversely proportional to frequency [9] . Such 1/f noise is ubiquitous in condensed matter systems [10] and was observed in the context of Josephson devices more than three decades ago [11] . With the advent of superconducting qubits, 1/f noise in superconducting quantum interference devices (SQUIDs) has been shown to cause qubit dephasing [12] [13] [14] [15] [16] [17] [18] as well as qubit relaxation [19, 20] . It was proposed that 1/f flux noise in qubits comprising SQUIDs originates from magnetic two-level system defects residing in the oxide layers surrounding the SQUID loops [14] . The model assumes a temperature-activated flipping of independent electronic spins that are randomly oriented and have a random energy distribution [10] , leading to a 1/f noise PSD. These spin entities can either be single electrons or spin clusters which form a collective spin. Oxygen adsorbates were determined to be candidate sources for such spin defects by density functional theory calculations [21] and x-ray spectroscopy [22] .
An analytic approximation of this microscopic model has been derived by Bialczak et al. [15] , yielding an expression for the noise PSD S(ω) ∝ R/W , where R is the radius of the SQUID loop and W is the width of the superconducting strip forming the SQUID. While indications of a correct scaling with wire width have been reported [23] , experiments with superconducting flux qubits or phase qubits could not quantitatively confirm the noise amplitudes predicted by the model [15, 23] , and the formation of spin clusters was proposed in order to reconcile the observed noise levels with the model [24, 25] . The origin of 1/f noise in SQUIDs has remained an unsolved question.
In this Letter, we study 1/f flux noise in more than 50 capacitively shunted flux qubits [19] with systematically varied geometric parameters of their SQUID loops. Our data show quantitative agreement with the proposed microscopic model of independent magnetic defects that reside in the interface layers surrounding the SQUIDs; in particular we demonstrate that the extracted flux noise amplitudes follow the expected trends over a large SQUID parameter regime. Since the analytic approximation [15] of the model is of limited applicability and accuracy for realistic circuit geometries, we present a numerical extension to the model, taking into account details of the geometry of generalized SQUID loops.
Our experiment incorporates results from six different samples comprising ten uncoupled capacitively shunted flux qubits [19] each, see Fig. 1 . Qubit control and dispersive state readout is performed through individual capacitively coupled λ/4 waveguide resonators, which are in turn inductively coupled to a common 50 Ω transmission line. The samples are cooled down to approximately 10 mK in a dilution refrigerator. Microwave transmission through the transmission line is used to projectively measure the qubit state with a heterodyne detection scheme at room temperature. Details on sample fabrication are provided in Supplementary Sec. I.
With the Hamiltonian parameters of each flux qubit nominally identical, we vary the geometric parameters of their SQUIDs as illustrated in Fig. 1(d) . While the thickness b = 190 nm of the bilayer aluminum film is fixed, the side lengths X and Y , referenced to the inner circumference, and the wire width W are varied. Every sample varies either the inner SQUID perimeter 2X + 2Y , the aspect ratio X/Y , or the width W . In order to reduce systematic errors, each SQUID variant is represented twice within a chip, resulting in five distinct SQUID geometries per chip. The ranges of the parameter variations are centered around state-of-the-art values used in high-coherence flux qubits [19] , X = 9 µm, Y = 8 µm, and W = 1 µm. Figure 1 (e) shows the effective circuit schematic for one qubit-resonator pair coupled to the common transmission line. Circuit parameters are summarized in Supplementary Sec. II. A global external flux bias Φ is applied to the SQUID loops with a coil located in the lid of the sample package.
We perform noise spectroscopy for every qubit using a sequence of measurements first demonstrated in Ref. [12] . We first extract the qubit spectrum around the optimal bias point at Φ = Φ 0 /2, see Fig. 2 (a). Subsequently, we measure qubit relaxation by exciting the qubit with a calibrated π-pulse and recording the residual excited state population after varying times. Finally, we perform a spin-echo experiment, where a π-pulse in the middle of a Ramsey sequence inverts the sign of the phase accrual rate due to quasi-static low-frequency noise. As shown in Fig. 2(b) , we observe an exponential decay function at the sweet spot, where decoherence is relaxation limited. Further away from the sweet spot, the decay function is predominantly Gaussian, indicative of pure dephasing due to 1/f noise [12, 26] . As detailed in Supplementary Sec. III, the Gaussian pure dephasing rate takes the form Γ E φ = √ A Φ ln 2 |∂ω/∂Φ| for the echo experiment, assuming Gaussian statistics of the qubit phase accumulation [26] and a noise PSD S Φ (ω) = A Φ /|ω| with noise amplitude √ A Φ at ω/2π = 1 Hz. To find the exponential decay rate Γ exp and Gaussian dephasing rate Γ E φ , we perform a fit to the decay function
, where Γ exp is kept a free parameter with an initial guess of (2T 1 ) −1 , as extracted in the preceding relaxation measurement. In order to numerically extract the slope of the spectrum, we fit the hyperbola ω(Φ) = ∆ 2 + (Φ) 2 to the data in Fig. 2(a) , which is a good approximation over the measured range close to the sweet spot [19] .
The pure dephasing rate Γ E φ as a function of the slope of the spectrum (2π) −1 ∂ω/∂Φ for one of the measured qubits is shown in Fig. 2 (c). We perform two separate linear fits (for positive and negative slope) and extract the noise amplitude √ A Φ and its uncertainty from an errorweighted average. Since pure dephasing in the Gaussian approximation vanishes at the sweet spot we enforce an intercept with the origin. About 20% of the qubits show a bending of data points to a finite (positive) dephasing rate near the sweet spot. We attribute these deviations to other higher-frequency dephasing processes, which do not significantly compromise the extracted noise amplitude. It is important to note that the validity of our experimental procedure is limited to a noise PSD S(ω) ∝ ω −α with α = 1, see Supplementary Sec. III. While 1/f noise has been observed with a scaling where α ≤ 1 [9, 10, 27, 28] this assumption is compatible with previous experiments extrapolated to ∼ 10 mK [25] and is supported by the Gaussian decay function we observe in our experiment. Figure 3 shows the measured flux noise amplitudes √ A Φ as a function of SQUID geometry. We categorize the design variations into two groups. Qubits in the first group have SQUID loops with a constant wire width W = 1 µm but varying perimeters 21 µm ≤ P ≤ 101 µm, see Fig. 3 (a). We define the perimeter P = 2X+2Y +4W , measured along the center-line of the SQUID. The second group of measured qubits have SQUID loops with a fixed inner perimeter 2X +2Y = 34 µm and varying wire width 0.4 µm ≤ W ≤ 5 µm, see Fig. 3 (b). These sub-categories can be understood as line-cuts in the two dimensional parameter space A Φ (P, W ), given in Fig. 3 
(c).
Measured data show an approximately linear dependence of the noise power A Φ on SQUID perimeter P ( Fig. 3(a) ) and on the inverse wire width W ( Fig. 3(b) ). By investigating SQUID loops of varying aspect ratio X/Y , we are able to confirm the linear scaling of A Φ with SQUID perimeter rather than its area. Flux noise that is caused by fluctuations in the bias current source scales the noise amplitude as
is the induced magnetic field in the SQUID and A its area. Since this is a different scaling than experimentally observed, we conclude that noise from the cur-rent source is insignificant for our experiment.
We compare our experimental data with a model that assumes 1/f flux noise to originate from local magnetic two-level system defects residing in the interface layers surrounding the qubit SQUID loops. This model had been proposed previously [14, 15] but has eluded quantitative experimental verification. The model assumes non-interacting magnetic defects of areal density σ and with an average magnetic moment m, undergoing a thermally activated, uncorrelated flipping of their spin direction and thereby creating flux noise in the SQUID loop, ultimately leading to qubit decoherence. Modified to the rectangular geometry of the SQUIDs used in our experiment, see Fig. 1 , the total flux variance Φ 2 in the SQUID is
where µ 0 is the magnetic constant and λ is the superconducting penetration depth of aluminum. The term in brackets is a result of assuming a surface current density
The scaling of flux noise with loop perimeter P can be intuitively understood, since the total number of magnetic defects increases proportionally. The inverse scaling with wire width W is less intuitive, given the increased number of participating defects for wider wires. It can be motivated by the following picture: for a constant persistent current in the SQUID, the magnetic field is diluted across more defect spins residing in the interfaces when increasing the wire width. Since the defects are uncorrelated, their contribution to the total flux noise partially cancels, resulting in an effective decrease of the total flux noise. Independent of the geometry, a uniform current density across the width of the SQUID arms minimizes the flux noise amplitude [30] . This provides an explanation for the previous observation that the presence of a superconducting ground plane reduces flux noise [23, 31] .
In order to connect the noise amplitude √ A Φ extracted from measured data with the above model, we
To account only for frequencies our echo experiment is sensitive to, the integration is weighted by its filter function g E , see Supplementary Sec. III.
Both black lines in Fig. 3 (a,b) belong to the same two-dimensional fit to the analytical approximation of the model in Eq. (1), using only a single fit parameter m 2 σ. Assuming a penetration depth of λ = 40 nm [32] and that the magnetic moment corresponds to a Bohr magneton, m = µ B , we recover a surface spin density σ = 1.2 × 10 17 m −2 , a factor of four off the previously predicted [14] and observed [24] suggested for defects formed by oxygen adsorbates on the SQUID surface [21] , we extract σ = 3.7 × 10 16 m −2 .
Due to an offset between the bottom and top metallizations in the shadow evaporation process, the width along the vertical arms of the SQUIDs is increased. This effect is most pronounced in SQUIDs with small aspect ratios (X Y ), and it also has a noticeable effect on SQUIDs with thin wires. In order to account for this changing width in the SQUID loops, we plot an average width W in Fig. 3(b-d) .
The analytic approximation of the model Eq. (1) is only valid in the regime where b ∼ λ and W λ, but in our experiment, b/λ ≈ 5. We attribute the deviations of data points in Fig. 3(b) from the linear scaling for thin wires (largest 1/ W ) to a partial breakdown of the approximate variant of the model. We extend the model by numerically computing the volume current density in the investigated SQUIDs, thereby overcoming the limitations of the analytic approximation. In our numerical approach, the arms of the SQUIDs are modeled as long superconducting strips, which are discretized into parallel sections. The currents in each segment are calculated based on the two-fluid model of superconductivity, where the supercurrent contribution is described through London's equation [33, 34] . Subsequently, we can calculate the magnetic field in the various interfaces surrounding the SQUIDs (where magnetic defects reside) with Biot-Savart's formula, replacing the integral in Eq. (S14). See details in Supplementary Sec. IVB.
Fits to the model with our numerical extension are shown by the purple and red lines in Fig. 3(a,b) . We find quantitative agreement with experimental data, including SQUIDs with small wire widths, where the numeric model is consistent with deviations from the linear behavior as observed in experiment. For direct comparison with the analytic approximation, we show the numerical model only including the aluminum-vacuum surface on top of the SQUID (red). As detailed in Fig. S2 , we validate our theoretical model by observing good agreement with the analytical approximation for a small film thickness b ∼ λ and we confirm that the analytical approximation is inaccurate for our film thickness of b = 190 nm and breaks down completely for even higher film thicknesses. Based on our numerical results presented in Fig. S2 , we find that increasing the film thickness b decreases the flux noise amplitude, which is analogous to the effect we observe for increasing the wire width W .
In addition, we perform a fit to the numeric model including defect spins residing in all relevant interfaces surrounding the SQUID, see regions colored in red in the inset schematic in Fig. 3 (b), i.e. the top and side aluminum-vacuum interfaces, the bottom siliconaluminum interface, and the silicon-vacuum interfaces beside the SQUID arms, where the magnetic field decays with a power law. Assuming m = µ B , we obtain σ = 2.6 × 10 17 m −2 when considering only the top surface of the SQUID and σ = 6.7 × 10 16 m −2 when including all relevant interfaces with equal defect densities. We performed an alternative fit to measured data assuming different defect densities for the aluminum-vacuum, silicon-vacuum, and silicon-aluminum interfaces based on the loss tangents extracted from coplanar waveguide resonators [35] , yielding a defect density in the aluminumvacuum interface of 1 × 10 17 m −2 .
The two-dimensional fit to our numerical model including all relevant interfaces is depicted in Fig. 3(c) , with measured data points shown in Fig. 3(d) and relative deviations from the model color-coded. While we measure time-averaged T 1 times in our qubits between 5 µs and 65 µs, with most data points around 20 µs, the extracted values of the noise amplitudes √ A Φ are in excellent agreement across all measured samples, demonstrating the robustness of our analysis. Dephasing times T 2 are limited by 2T 1 at the sweet spot and are reduced to ∼ 1 µs for the largest frequency detuning from the sweet spot, while T 1 times are not limited by flux noise in these samples. Based on the spin echo filter function, our experiment is sensitive to noise frequencies in the range of 10 kHz to 1 MHz.
Finally, we measure flux noise amplitudes of nine identical qubits with geometry parameters in the optimal limit according to our previous findings. The SQUIDs have small loop perimeters P = 32 µm and increased wire widths W = 2 µm. These parameters ensure that the three Josephson junctions can be integrated into the SQUID loop without compromising the fabrication quality, although even smaller P/W may be feasible. For the optimized samples, we find consistently low noise amplitudes below 1.8 µΦ 0 , as summarized in Table I . This verifies the model over a large parameter range and confirms that significant improvements in flux noise levels can be achieved by optimizing SQUID geometry.
The results presented in this Letter are not limited to the specific variant of flux qubit we have used here, but are general to any SQUID used in the framework of superconducting circuits. We substantiate this by measurements of 1/f flux noise in capacitively shunted flux qubits where the capacitor is formed by a single floating pad that couples to ground, similar to the 'Xmon' layout [8] . Both qubit architectures yield consistent flux noise amplitudes for identical SQUID loop geometries. Similarly, the use of ground plane perforations does not result in any trend in noise amplitudes, see Supplementary Sec. VI. A summary of the data underlying the results in this Letter is provided in Supplementary Sec. VII.
To conclude, we have performed a systematic study of 1/f flux noise in more than 50 capacitively shunted flux qubits with varying SQUID loop geometries and have experimentally demonstrated an approximately linear dependence of the noise power on SQUID perimeter and inverse wire width. Our results are consistent with a model of magnetic two-level defects that reside in the interfaces surrounding the SQUIDs. We have demonstrated quantitative agreement of our data with an extension of the model based on simulating the current distribution in the SQUID loops, resolving the limited applicability and accuracy of the analytic approximation considered previ-ously. This is an important contribution towards solving the long-standing puzzle surrounding the origin of 1/f flux noise in conductors.
The obtained results are expected to be universal for any SQUID-based superconducting circuit. The observed trends -namely wide wires, small perimeter SQUIDs, and large thickness films being favorable to suppress flux noise -can therefore serve as a guide to reduce the noise susceptibility of superconducting circuits. In the context of quantum information, this has a direct relevance for improving operational fidelities in both gate-model and quantum annealing approaches to quantum computing.
I. SAMPLE FABRICATION
The samples are fabricated on a silicon substrate by dry etching an MBE grown, 250 nm thick aluminum film in an optical lithography process and then diced into 5 × 5 mm 2 chips. Figure 1(b) in the main text shows one of the qubits with its two floating capacitor pads colored in blue. The SQUIDs colored in red in Fig. 1(c) in the main text are fabricated with an electron beam lithography process and a double angle shadow evaporation technique [S1] to form the Josephson junctions. Across the entire area of the SQUIDs we evaporate 40 nm and 150 nm thick aluminum films, separated by an oxide layer created with a controlled in-situ oxidation. In addition to the desired Josephson junctions, this step also creates a large parasitic oxide layer between the aluminum films, which has been shown to host electric two-level systems that lead to qubit decoherence [S2] .
II. CIRCUIT PARAMETERS
A schematic of one qubit-resonator pair coupled to the common transmission line is shown in Fig. 1(e) in the main text. The flux qubit consists of a small Josephson junction that is connected in parallel with two larger Josephson junctions with a relative area ratio of 0.42. We observe a mean qubit transition frequency of ω/2π = 4.6 GHz and a qubit anharmonicity of approximately 480 MHz at the qubit sweet spot, located at a flux bias Φ corresponding to odd integer multiples of half-flux-quantum Φ 0 /2, where Φ 0 ≡ h/2e. We explain the observed standard deviation of 400 MHz in the sweet spot qubit frequencies in part by geometry dependent variations in the kinetic inductances of the SQUID loops, which are caused by the aforementioned additional parasitic Josephson junctions that form as a result of the shadow evaporation fabrication technique. Additionally, we attribute variations in the qubit transition frequency to a varying junction barrier transparency and small deviations in the junction area. The qubits have a shunt capacitance of 56 fF and a critical current density of 2.4 µA/µm 2 , resulting in E J /h = 36 GHz for the small Josephson junction.
III. ECHO PURE DEPHASING RATE DUE TO 1/f FLUX NOISE
The qubit is described by the HamiltonianĤ = [ω 0 + ω(t)]σ z /2, where ω 0 describes a static offset of the qubit frequency and ω(t) is a stochastic frequency fluctuation induced by flux noise. The solution to the Schrödinger equation i ∂ ∂t |ψ =Ĥ |ψ is We therefore find the stochastic mean of the qubit state to be |ψ(t) = e iφ0 e iϕ(t) |ψ(0) , with the statistical phase accumulation [S3] 
By assuming a zero-mean Gaussian distribution [S4, S5] , the ensemble-averaged phase factor exponential becomes
Within the Gaussian approximation, the statistics of the system are entirely captured by second-order cumulants and we find the phase variance from Eq. (S3)
In a spin echo experiment, the central π-pulse effectively inverts the time evolution and we can express the phase accumulation asφ
By using the definition of the noise power spectral density (PSD) S ω (ω) = 1 2π ∞ −∞ dτ e −iωτ ω(τ )ω(0) with stationary cumulant, the variance becomes
From Eq. (S4), we obtain the dephasing component for the spin echo experiment
defining the filter function of the spin echo experiment
For a linear coupling of the noise source to the qubit, we can express the PSD in terms of flux Φ, S ω (ω) = (∂ω/∂Φ) 2 S Φ (ω), and assume a 1/f scaling S Φ (ω) ≡ S(ω) = A Φ /|ω| to obtain
The dephasing component in the echo experiment therefore has Gaussian lineshape and we find a pure dephasing rate
In order to compare measured data with our model, we extract the measured flux variance with the inverse Fourier transform of the PSD at τ = 0, weighted by the filter function g E (ω, t) of the echo experiment for t > 0,
(S12)
IV. FLUX NOISE MODEL BASED ON MAGNETIC DEFECTS
We assume non-interacting magnetic two-level system (TLS) defects distributed uniformly across the interfaces surrounding the SQUID, such as the aluminum-vacuum, silicon-vacuum, and silicon-aluminum interfaces. These TLS impurities are modeled as spins with magnetic moment m, each coupled to the SQUID through a flux mediated mutual inductance [S6, S7] . If some test current I SQ in the SQUID creates a magnetic field B at the location of a TLS, then the flux induced in the SQUID by this TLS is given by Φ SQ = B · m TLS /I SQ . Assuming a random angular distribution of TLS moments, we calculate the total flux variance as
where σ is the areal density of defects and the surface integral is taken over all considered SQUID interfaces. The factor 1/3 comes from averaging over the random spin orientations. The geometries for a toroidal SQUID and a circular SQUID with a rectangular cross-section have been treated by Bialczak et al. [S7] . For the SQUID geometry in our experiment -a rectangular SQUID with rectangular cross-section -we find
where P = 2X + 2Y + 4W is the SQUID perimeter with X, Y , and W being the SQUID dimensions as shown in Fig. 1 in the main text. The remaining integral, parameterized by x, is taken over the lengths of the considered interfaces perpedicular to the extension of the SQUID arms.
A. Analytic approximation
The analytic approximation of the model only considers the top surface of the SQUID as a host for magnetic defects, assuming an effectively two-dimensional film with W b. In the integrals involved in this calculation, x = 0 is treated as the center of the SQUID wire and x = ±W/2 correspond to its two edges. Assuming that the superconducting current flows only at the SQUID surface, the magnetic field at the surface is given by B(x) = µ 0 K(x)/2 where K(x) is the surface current density. We use a surface current density proportional to 1/ 1 − (2x/W ) 2 [S8] away from the edges, joined by an exponential near the edges at x = ±(W/2 − λ 2 /2b). Enforcing that the current density has continuous slope, we obtain the following function for the current density along the width of the SQUID
wherex ≡ x/W and ≡ λ 2 /bW . Since 1, we keep only leading order terms in . Evaluating Eq. (S14) with this particular B(x) and using the definition I = dxK(x), we obtain
The important trends are that the flux variance, and therefore the flux noise power, increases linearly with the average perimeter P of the SQUID loop and decreases roughly inversely with its width W .
B. Numerical computation of the current distribution in a superconducting strip of finite thickness
We numerically compute the current distribution in a superconducting strip following the approach presented in Weeks et al. [S9] and its extension by Sheen et al. [S10] . It is based on the two-fluid model of superconductivity [S11] , where a complex conductivity accounts for both the resistive loss channel at non-zero frequencies (real part) as well as the kinetic energy of the supercurrent (imaginary part). The normal current is described by Ohm's law while the FIG. S1. Schematic drawing of a section of the SQUID loop in our experiment. Current is flowing along the z-direction and we plot the numerically simulated current distribution Jz/I0 at its cross-section, normalized to a reference current I0. Simulation parameters are a standard design with wire width W = 1 µm and film thickness b = 190 nm. In order to compute the magnetic field on the surface of the strip (blue) that enters in the flux noise model Eq. (S14), we use Biot-Savart's law.
kinetic contribution is added through London's equation. The superconducting penetration depth λ enters via the complex conductivity. We apply the method to calculate the current distribution in a single superconducting strip that is extended in the z-direction and discretized into an appropriate number of parallel patches in the xy plane, see Fig. S1 . We extract the current distribution from the transmission line equation
where all voltages are set to an identical value (unity). The admittance matrixŷ is comprised of a resistive part and an inductive part, which in turn depend on the complex conductivity and partial inductances that contain the model geometry [S9] . By dividing the currents I penetrating each patch by their cross-sectional area we readily find the volume current density J(x, y) in the xy-plane. Subsequently, we find the magnetic field B(x) on the surface of the strip (blue region in Fig. S1 ) with Biot-Savart's formula by integrating the current density J(x, y) over the volume of the strip,
whereẑ denotes the unit vector along z and r is the vector from any point in the integration volume to the point where the field is being computed. The norm of this magnetic field, which is mainly directed along x except for some contribution along y close to the edges, enters our flux noise model Eq. (S14), where it is integrated again along the x-dimension. The integrations are numerically approximated by Riemann sums. We chose different numerical discretizations in the successive integrations along x in order to exclude a systematic error and verified our numerical procedure by observing its convergence. In Fig. S2 we show the results of the numerical simulations for different thickness regimes of the superconducting film forming the SQUID. For each thickness b, we plot the numerically obtained factor dxB 2 (x)/I 2 , a measure for the normalized magnetic field variance, versus the inverse wire width 1/W . We show simulation results accounting for defect spins located only in the top surface of the SQUID (purple), and we also plot the numerical results taking into account all relevant interfaces (red), which are the top and bottom surfaces of the SQUID arms, their side faces, and the silicon-vacuum interfaces in the vicinity of the SQUID. The numerical simulation of the top surface can be directly compared to the analytic approximation, which yields for the normalized magnetic field variance
see Supplementary Sec. IV A. We first verify our numerical approach by comparing simulation results for a thin strip with b = 20 nm to the result obtained with the approximate formula, see Fig. S2(a) . For large wire widths W b, λ in particular, the approximation of the analytic formula is valid and it matches the numerical result for considering defect spins only in the top surface. For thin films, the numerical result recovers the expected linear dependence of dxB 2 (x)/I 2 on 1/W to first order. Small deviations for smaller W reveal the limitation of the approximate formula [S8] . For the film thickness b = 190 nm used in our experiment (see Fig. S2(b) ), the numerical result and the analytic approximation diverge even for large W since the condition b ∼ λ is violated. For an even larger thickness of b = 800 nm, the analytic approximation breaks down completely, see Fig. S2(c) . Remarkably, we find that increasing the film thickness b reduces the noise amplitude considerably, an effect analogous to the reduction in noise with increasing wire width W . We want to point out that the contribution from the side faces of the SQUID vanishes in the limit of b → 0 ( Fig. S2(a) ).
V. EXTENDED DATA SET
As discussed previously, the double angle shadow evaporation technique creates an increased width along the vertical arms of the SQUIDs by ∼ 350 nm. In SQUIDs with aspect ratios X Y in particular, this effect results in an average effective width significantly different from the nominal value of 1 µm. In Fig. 3(a) in the main text, we therefore omitted data points for SQUIDs containing these smallest aspect ratios for clarity. Here in Fig. S3 , we show our complete data set, where data points in light blue correspond to SQUIDs with constant X but the vertical dimension Y of the SQUID variably increased. Apart from the slight decrease of the measured √ A Φ due to the increased width, the expected linear scaling of the theory is well reproduced in this extended parameter range. S1. Measured data underlying the results presented in Fig. 3 and Table I in the main text. In the sample orientation depicted in Fig. 1(a) in the main text, qubit numbers 1 − 5 are located to the left of the transmission line and qubit numbers 6 − 10 to the right of the transmission line counted from top to bottom, respectively. For each qubit, we list the SQUID geometry parameters X, Y , and W , the qubit transition frequency ω/2π at the optimal bias point, the average relaxation timē T1 in the measured region of the spectrum, and the extracted noise amplitudes √ AΦ left and right of the optimal bias point. Missing values are due to a faulty qubit, electric two-level system modes cutting through the qubit spectrum, or have not been measured. . Measured data of six qubits on one sample with either a floating or grounded shunt capacitor. All other parameters were otherwise kept identical. The data show no trend in the noise amplitudes extracted for the different layouts, indicating that the noise amplitude values are not dependent on qubit architecture but only on SQUID geometry. For each measured qubit, we list the SQUID geometry parameters X, Y , and W , the qubit transition frequency ω/2π at the optimal bias point, the average relaxation timeT1 in the measured region of the spectrum, and the extracted noise amplitudes √ AΦ left and right of the optimal bias point. Missing Fig. 3(a) in the main text. The inclusion of the light blue points form an extended data set consisting of nine additional SQUIDs from a chip with smaller aspect ratios (X/Y ). As a result of the shadow angle evaporation technique, the effective width for these data points is increased, yielding a reduction of flux noise.
VI. GROUND PLANE PERFORATIONS
We have used chip designs for this noise study with 3 µm × 3 µm sized ground plane perforations acting as flux traps, distributed at a pitch of 13 µm (center-to-center distance). We did not observe a dependence of the flux noise amplitudes on the presence or absence of ground plane perforations. During the course of this experiment, we noticed flux instabilities on a timescale of seconds and nonlinear flux tuning for bias currents below ∼ 1 mA, but stable conditions for larger bias currents. In order to operate in the stable regime, we chose optimal bias points corresponding to larger bias currents to perform the flux noise study. We speculate that this behavior is caused by a reconfiguration of weakly pinned flux vortices.
VII. COMPLETE DATA SET
Measured data underlying our results is listed in Table S1 and Table S2 .
