The hypothesis of this study is that there is a statistical relationship between the lung cancer mortality rate and the intensity of fuel consumption (measured in gallons/square mile) at a particular location. We estimate cross-section regressions of the mortality rate due to lung cancer against the intensity of fuel consumption using local data for the entire US, before the US Clean Air Act (CAA) in 1974 and after the most recent policy revisions in 2004. The cancer rate improvement estimate suggests that up to 10 lung cancer deaths per 100,000 residents are avoided in the largest urban areas with highest fuel consumption per square mile. In New York City, for instance, the mortality reduction may be worth about $5.7 billion annually. Across the US, the estimated value of statistical life (VSL) benefit is $27.2 billion annually. There are likely three inseparable reasons that contributed importantly to this welfare improvement. First, the CAA regulations mandated reduction in specific carcinogenic chemicals or smog components. Second, technologies such as the catalytic converter (CC) and low-particulate diesel engine were adopted. Third, biofuels have had important roles, making the adoption of clean air technology possible and substituting for high emission fuels.
Introduction
Measurements of the health consequences of urban fuel consumption are central to evaluation of regulations, technologies and clean fuels that improve urban air quality. Presently, measurements combine known health effects with simulations of emissions, ambient air quality, and mortality risk estimates (US Environmental Protection Agency, 2007; European Commission) . However, estimated health effects emphasize short-run response to specific atmospheric chemicals. Further, the incorporation of long-term effects of chronic and low-level exposure to air pollution is incomplete. Long-term effects of pollution on health are difficult to measure because the low level and chronic exposure must take place for several years before effects will occur. Further, potential long-term effects are easy for critics to discredit (Kitman, 2000) .
Our estimate of the relation between an important health indicator, the lung cancer mortality rate, and a pollution variable, the intensity of fuel consumption at a particular location, provides a glimpse of the overall long-term effects of chronic exposure to air pollution. Optimistically, scientists will eventually understand the complex chemistry of pollutant emission and transformation in the environment, and the medical risks of chronic exposure to an array of urban air components. Until then, reduced form equations can estimate the composite relation between the final (endogenous) effects and initial (exogenous) causes (Greene, 2003, p. 379) . Reduced form estimates can supplement an exhaustive understanding of individual cause-and effect relationships. Specifically, we estimate the total physical and social response to the technology improvements, product bans/substitutions, and economic policies associated with the US Clean Air Act (CAA) on lung cancer death risk-it is shown that the package of public actions had a substantial economic benefit.
Regarding organization, we first review the state of scientific understanding and uncertainty about air quality related determinants of health and cancer risk. Second, statistical estimates of the cross-section relationship between the lung cancer mortality rate and the intensity of fuel consumption are presented. Third, policyrelated reductions in cancer mortality are calculated by comparing slopes of the fuel intensity regression, before the US Clean Air Act (1974) and after the most recent policy revisions in 2004. Next, the cancer rate improvement estimate is combined with value of statistical life estimates (VSL) from the literature for a direct statistical estimate of overall program gains. Lastly, allocation of the overall welfare gain to components is discussed.
Production of high-octane lead-substitute additives increased steadily with the introduction of the CC. Leaded gasoline was gradually banned because it damaged new cars equipped with the CC (Kitman, 2000) . The lead ban was complete in 1995 (US Department of Energy, 2008, pp. 9 and 22) . Initially, MTBE, benzene-rich reformate, and ethanol shared the new additive market, because they all had octane-boosting properties that were similar to lead. When the 1990 CAA took effect, though, the benzene in reformulated fuel was limited to 2.0% (US Dept of Energy, p.9). Recently, the benzene content of gasoline was limited to 0.62% in all gasoline (Octane Week, 2007a, b, p. 1) . Also, MTBE was banned in several states and mostly removed from the national market in 2005 amidst concerns for ground water pollution. Gradually, ethanol substitutes have been removed from the lead-substitute market. In effect, the CC and ethanol are complementary inputs, used in fixed proportions, and jointly responsible for any potential cancer rate reductions over the last 20 years.
Particulate regulations for diesel were introduced after the 1990 CAA. Early estimates of yearly cancer deaths associated with particulate emissions extrapolated laboratory animal resultscalculations ranged widely from about 70 to 4873 terminal cancer cases annually (Brodowicz et al., 1993, pp. 4-13) . Later, standards specified cleaner diesel engines-a new heavy truck emitted 0.751 g/hp h of particulates before regulation, and gradually reduced to 0.1 g/hp hr for 1994 models (US Environmental Protection Agency, 1985, p. 10630) . It takes a long time for actual particulate reductions, however, owing to the long useful life of a diesel truck.
Esther fuels from soybean or rapeseed oil also reduce particulate emissions. Experimental data suggest that 20% esterblended diesel fuel only emits 85% of the particulates of #2 fuel oil (Manicom et al., 1993) . Some esther-blend tests have shown an increase in nitrous oxide emissions. However, adjusted engines reduce all categories of pollutants in some tests (Goetz, 1993) . Overall, improved diesel engines and ester fuel blends are substitute inputs for reducing particulate emissions.
Separately, the CAA regulations of 1990 and 2000 both specified reduction in smog-causing gasoline engine emissions that were achieved by regulating fuel composition. Toxic emission reductions included several known or potentially carcinogenic chemicals: benzene, 1,3 butadiene, aldehydes, napthalene, and polycyclic organic matter (Lewtas, 2007, pp. 4 and 8) .
Estimation procedures
A cancer rate-fuel intensity relationship underlies our empirical analysis. In Fig. 1 , the function f i has a positive slope because residents of highly populated areas are exposed to higher concentrations of pollutants from fuel consumption than residents of small towns or rural areas. Further, f i is hypothesized to be relatively flat (has a smaller slope) when strict fuel blending regulations, clean fuels that exclude carcinogenic substances, or modern clean-burning engines dominate the vehicle fleet. In contrast, f i is hypothesized to be steeper before regulation, because older cars emitted more harmful exhaust pollutants, and fuel blending was not regulated for health benefits. Other factors may shift the position of f i over time; examples of time-shifting variables include improving health care and deteriorating health habits such as smoking. Our estimation of health benefits consists of estimating f i before the Clean Air Act in 1972, and after the CAA in 2004. Then the 'other health-determining factors' are adjusted to their 2004 values, and a before and after comparison of mortality rates is calculated.
We used the 'fixed time and group effects' model for crosssection-time series estimation (Greene, 2003, p. 291) . Accordingly, the mortality rate is the dependent variable, and the intensity of fuel use is one explanatory variable. Additionally, a dummy variable for the observation's state and year are also included to capture the effects of other health-determining variables. The regression specification is:
dr it is the 'age-adjusted' mortality rate due to lung cancer, in deaths per 100,000 people; gi it is the fuel (gasoline and diesel) use intensity, in gallons/square mile; Dt it is 1 for year t (1972, 2004) , and 0 otherwise; Ds it is 1 for state s (s ¼ al, ar, etc.), and 0
otherwise; e it is the random variable; a t , a i , b i are parameters for estimation Eq. (1) defines 2 cross-section regressions, defined by t ¼ 72 and 04. Also, there are i ¼ 1, y, n ¼ 263 sub-state observations. Initially, we expected to include explicit other health-determining factors as explanatory variables. Some state-level data on cigarette consumption and health expenditures were available for recent years, but not for the pre-CAA period of 1972. Further, local data were unavailable for both health variables in all time periods. Hence, we chose to proxy the state of health habits, and health care delivery at each time and location using the 'state' and 'time' variables. Bias in regression coefficients due an omitted explanatory variable, such as health habits, does not occur when the independent variables are uncorrelated (Judge et al., 1982, p. 597) .
Apparently, bias in b t due to exclusion of cigarette consumption is unlikely-the correlation between fuel intensity and cigarette consumption was 0.0548 in 2004. The dependent variable in Eq. (1) removes the effect of changing age distribution. We used the 'age-adjusted' death rate due to lung cancer (malignant neoplasams of the bronchus and lung). The age-adjusted death rate for n age groups is: Thus, the actual mortality rate within each age group in each county is weighted by a fixed age distribution proportion for a base year period. The 2000 age distribution of US population defines the fixed age distribution weights (National Center for Health Statistics, 2006, p. 479) .
For national policy analysis, it is convenient that the standardized national death rate becomes the actual death rate in the base year. That is, 
Data
Individual death records data were compiled for our statistical analysis. The adjusted mortality rate data were constructed from individual records kept by the Center for Disease Control and made available (National Bureau of Economic Research, 2008) . Individual records were available for 215 counties that were classified as metropolitan in 1972, which were all included in the analysis. Also, state-level data were available-so 48 'other state' observations were constructed by subtracting the appropriate metropolitan counties from state-level data. 5 In this fashion, the 2 But more generally, policy inferences based on changes in the slope of the fuel consumption-health risk relationship are likely valid even in the presence of higher correlation between fuel intensity and other (omitted) health variables, provided that the correlation pattern among independent variables is similar before and after the policy change. See Appendix B for further discussion.
3 These states are i ¼ al,ar,az,ca,co,ct,dc,de,fl,ga,ia,id,il,in,ks,la,ma,md,me,mi, mn,mo,ms,nc,ne,nh,nj,nm,nv,ny,oh,ok,or,pa,ri,sc,tn,tx,ut,va,wa,wi. 4 These rural states are mt, nd, sd, vt, wv, and wy. 5 For the dependent variable, the raw data, the number of cancer deaths by age group, was given at the state level and for each metropolitan county. The total number of deaths (by age group) for the rural ''rest-of-state'' region is the residual difference between the number of deaths in the state less the sum of deaths in the metro-counties. The population data by age group is also given at the state and metro-county level by age groups. So the residual population by age group in the rural rest-of-state region is the state population less the sum of population in the metro-counties. Next, the death rate by age group for the rural was calculated as the ratio of the number of deaths divided by the population for each age group. Finally, the ''age-adjusted death rate'' was calculated as a weighted average using weights from the national average age distribution. For the fuel intensity variable, we started with fuel consumption data at the state level and for the metro-data set included rural areas with low levels of exposure and urban areas with high levels of exposure. 6 Together, there were 263 observations. The gasoline intensity variable was also constructed. We used county-level data on vehicle miles travelled (VMT), which is collected jointly by the US Department of Transportation and the US Environmental Protection Agency (Driver et al., 2007) . The VMT data were combined with fuel economy estimates for the appropriate year from the EPA's MOBILE6 model (e.g., Landman). Fuel consumption for each county was approximated by multiplying miles by fuel economy, and aggregating across vehicle classes. We matched 1978 VMT data with the pre-regulation cancer rate observation, because it was the earliest data available. Lastly, fuel consumption for each county or 'other state' observation was divided by the geographical area of the appropriate unit.
In 11 instances, the high mortality and high fuel counties are the same place. In 23 instances, a high fuel intensity county and a high cancer county are adjacent. Overall, spatial data for counties with emission problems and cancer problems are suggestive of a causal relationship.
Accounting for nearby counties and prevailing winds
We examined the hypothesis that high-level emission levels from one county could influence the mortality rate in a nearby county. To measure a nearby county effect, the 'nearby emission center (NEC)' for each county was selected from the 50 highest fuel consumption intensity counties. The top 50 counties are shown in Fig. 2 . Generally, the NEC is the closest large (top 50) and 'upwind' county when both criteria could be met. Otherwise, the closest county was chosen. The gasoline intensity for the NEC was added to the gasoline intensity observed for a particular county, if the prevailing winds place the county of interest downwind of the NEC county. That is, the gasoline intensity for a particular county is given by
The adjusted fuel intensity (g) becomes the independent variable in Eq. (1) regression. It includes the measured fuel intensity for the county (gi) plus a term for emissions from a nearby emission center (gin). Also, d d is a decay function that accounts for the county's distance from the emission center. Also, D p accounts for the direction of the prevailing wind.
The distance decay function is a geometric function that declines with distance. The function,
is defined by the distance between the county and the closest downwind emission center (d i ), in miles. The value, w ¼ 0.9, was chosen initially because it has plausible values: The critical summer prevailing winds come from the southwest in most of the continental US. But in the Atlantic Gulf region the prevailing winds originate in the northeast (Wallace and Hobbs, p. 17 and Encyclopedia of the Atmospheric Environment). For counties located in most areas then, the prevailing wind (pw) originated in the southwest (pw ¼ sw). So when a county has a position (pos) northeast (ne), north (n), or east (e) of the nearest emission center, a unit value was assigned to D p . Otherwise, D p was assigned a value of 0. For counties in the gulf coast area of the US, the prevailing wind comes from the northeast (pw ¼ ne). Then counties positioned southwest (sw), west (w), or south (s) of the (footnote continued) counties. So the ''rural fuel consumption'' was calculated as the difference between state consumption and the sum of metro-county consumption. Next, we obtained data on the physical area of each state and metro-counties. Then we calculated the area of the rural area as the difference between the state total and the sum of urban counties-area. Finally, fuel intensity for the rural area is rural fuel consumption divided by rural population. 6 The 'other state' observations do extend the physical area of some observations, but not abruptly. Specifically, one-half of the 'other state' areas are smaller than the largest county in the sample. Further, one-fourth of the other state areas are no more than twice the size of the second largest county. 7 An estimated value for this nonlinear parameter was obtained using a grid search for the value that minimized the sum of squares. The estimated value is w ¼ 0.765.
emission center received a value of unity. To summarize, 
Estimates
Estimates for the mortality rate function were based on Eq. (1). But preliminary specifications were estimated for an evaluation of inclusion for specific state dummy variables. Initial estimates also suggested that both time dummies were significant and should be included. But there is a set of state effects that was not statistically significant-these variables were removed.
The estimated mortality response function is given in Table 1 . t-Values for individual variables indicate statistically significant effects. Further, the reported set of explanatory variables explains about one-third of sample variation in the two sample years, which is typical for cross-sectional regressions.
Regarding the magnitude of estimated coefficients, the two time dummies suggest an increase in the mortality rate over time. Also, the state effects that are positive, zero, and negative define three groups of states (which are summarized in Table 1 ). The state with the largest positive effect is Kentucky, and the state with the lowest negative effect is Utah. Time and spatial variations in these effects can be attributed to changing the health care technology, health care delivery, and health habits in particular locations. Indeed, the pattern of state dummies with al, ar, de, fl, ga, il, in, ky, la, md, mi, mo, nc, nh, nj, nv, oh, ok, or, sc, tn The estimated response to the fuel intensity variable is important for policy analysis. As anticipated, the slope effect for the initial period is significant. Further, the fuel intensity for 2004 effect is smaller and not statistically significant.
Calculations of policy change effects
For an estimate of today's cancer risk without the CAA policies, use today's values for 'other health variables' with the 1972 estimate of the mortality response to fuel intensity. Thus, the level and position of today's response functions with the CAA and without the CAA are identified. These two response curves are shown in Fig. 4 . The lower response curve is calculated using 2004 values of binary variables and the 2004 coefficient for fuel intensity. The upper response curve differs only in the use of the 1972 coefficient for fuel intensity response. The mortality gain from the CAA policies for a county with a given g is defined by the difference between the two response curves.
Further, there is a statistically significant difference between the post-policy and the pre-policy mortality rate function. When the 'pre-function' and the 'post-function' are compared on a 2004 basis with a given fuel intensity level, the statistic, t ¼ D/sd(D), has a t distribution with N-K degrees of freedom under the null hypothesis that the mortality function does not change with the CAA policy. 8 For the estimates of Table 1 , D ¼ À0.001822, sd(D) ¼ 0.000547, and t ¼ À3.30. Also, a normal approximation holds with our large sample. Hence, the null hypothesis, no change in the mortality function associated with the policy, is rejected at any reasonable significance level.
However, an ex-post-estimate of the mortality change from policy inception should probably take into account the change in fuel intensity over the period, as well as the shift in the mortality function. The estimate of mortality rate change in county i since the policy change is
Then the mortality change across all counties is
The estimates of mortality reduction in Table 2 do account for the change in the mortality function and the fuel intensity change. Then the death reduction is calculated as the mortality rate reduction times the 2004 population. In turn, the mortality rate reduction includes slope and fuel use changes. We estimate an annual death reduction of 1842 people annually for the largest 10 cities, a cumulative total 2305 people annually for the top 20 cities, and 3887 people for the entire US.
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For valuation, a value of statistical life (VSL) estimate of $7 million/person is used. This estimate is the median value for 30 US studies (Viscusi et al., 2005) . In this fashion, we estimate that the combined reductions, technology advances, and subsidies provide an annual value of $27.2 billion for the entire US. Further, the 10 large cities reduce their annual loss by nearly $14 billion and the top 20 cities reduce their death loss by $18.2 billion, annually. That is, the value of reduced loss of human life declines by $27.2 billion throughout the US.
For comparison, the changing fuel intensity effect reduced the US VSL estimate by about 15%, from $30.5 billion to the $27.2 billion shown in Table 2 . There were a few large cities in California with reduced fuel intensity between 1972 and 2004, possibly due to the development of mass transit. Otherwise, fuel intensity increased between 1972 and 2004 partially offsetting the mortality function decline. The statistic, t ¼ D=sdðDÞ ¼b n Àb 0 = ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi Varðb n Þ þ Varðb 0 Þ À 2 Cov 1 ðb n ;b 0 Þ q has a t distribution with N-K degrees of freedom (Kmenta, 1971, p. 372) . 9 Estimates of mortality reduction from CAA policies for all counties, sub-state rural areas, and the US are given in Appendix Table A.
Welfare interpretation of estimates
To welfare economics, the $27 billion estimate of annual cancer reduction benefit represents a market externality. Next we show how policy, technology, and product substitution reduced the size of the cancer risk and internalized the externality. To illustrate, consider the market for gasoline that is blended with high-octane gasoline additives.
In Fig. 5 , the private demand for mixed gasoline is D p . Initially, suppose the supply is defined by constant-cost production of leaded-fuel, C 1 . In the initial baseline, the actual social demand curve, D s 1 , is below D p due to the adverse cancer and other health effects of smog formed by using the lead additive to produce blended gasoline. Next, a policy change jointly requires the catalytic converter (CC), bans lead, and introduces ethanol. Then ethanol-blended gasoline's social demand curve, D s e , is slightly below private demand, D p . For illustration, suppose that the ethanol blend has the same production cost as lead: C l ¼ C e . Then gasoline (blended-fuel) output is the same, at Q g 0 , initially, and after joint CC introduction, lead ban, and ethanol development. Now consider the welfare change. Before the policy change, consumer surplus is A+B+C, external cost is B+C+D+E, and net surplus level is AÀ(D+E). After the policy change, consumer surplus is still A+B+C. But external cost, C+D, is smaller. Consequently, net benefit level, A+BÀD, is larger. Taking the difference between the final and initial welfare areas gives the overall net benefit change from the joint technology change, lead ban, and ethanol substitution: area B+E in Fig. 5 .
The reduction in external cost that is jointly attributable to the CC, lead ban, and ethanol substitution (area B+E) is included in our previous estimate of the economic value of the cancer rate reduction. A parallel set of external cost reductions for introducing the clean diesel engine/biodiesel also exists.
10 They are also included in the $27.2 billion estimate of net benefits. Besides CC and diesel engine components of the externality reductions, conceptualization of the cancer benefit should include regulations that reduced benzene and other toxic chemicals in fuel, understanding that the position of D s e includes appropriate restrictions.
However, the estimate here is limited to long-run cancer rate reductions. It excludes short-run health effects. 
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Conclusions
Our analysis suggests that there is a statistical relation between lung cancer mortality rate and the intensity of fuel consumption in metropolitan and rural areas. Also, US Clean Air policies have reduced this dependence, by as much as 10 lung cancer deaths per 100,000 residents in the largest urban areas with high fuel consumption per square mile. The initial period estimated the cancer rate increase in intense fuel-using areas during 1972, the end of a long period without regulation-it is plausible that the early death rate increase reflects equilibrium differences in exposure to chronic and low-level air pollution. The final period estimate found little cancer rate increase with fuel intensity during 2004-it is plausible that pollution exposures are not substantially higher in high fuel use areas, given the new equilibrium exposures 33 years later.
The welfare value of the cancer mortality difference before and after clean air regulations is substantial. In New York City, for instance, the mortality reduction may be worth about $5.7 billion annually. Across the US, the benefit is $27 billion annually, when valuing the mortality reduction estimates with a typical VSL estimate. The mortality reduction benefit is somewhat smaller than a typical technology: regulation: health estimate would suggest; because increasing fuel consumption has offset some of the benefit. It is also plausible that EPA Pollution monitoring and advisory programs have helped mitigate the long-term health risk, as good health risk information enables people to avoid the outdoors when urban air pollution is at its worst.
The welfare change estimates are relevant to ex-post present value analysis that balances the stream of health benefits against public investment in the package of clean fuel technologies (the CC and low-particulate diesel engines), biofuel industry subsidies (ethanol and biodiesel), and regulatory bureaucracy. For ex ante analysis, the welfare estimates may be relevant to public investment for new clean fuel industries and clean car technologies.
Appendix
See (Table A1) . 
Appendix B
To illustrate the claim of footnote 2, consider a two-variable regression model. The dependent is variable y i (cancer risk) and the independent variables are x 1i (say fuel intensity) and x 2i (say smoking), where variables are expressed in mean deviation form. Variables in the post-policy period are identified by the superscript k. Variables in the pre-policy period are identified by the superscript 0. We look at the case where the response to fuel intensity changes between periods, but response to health variables is the same in both periods.
The regression model in the post-policy period is:
2i þ e i ; where e is a random variable with zero population mean E(e i ) ¼ 0. All variables are expressed in mean deviation form.
If x 2 is excluded from the period k regression, the least squares estimator for fuel intensity response is:
2 is the least squares estimator from a regression between the two independent variables in period k:
Similarly, the least squares estimator for the initial, pre-policy, period 0 is: That is, there is no bias when the coefficient for a regression between x 1 and x 2 is the same in the initial and the final periods.
