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Abstract
Let Φ : A → B be an additive surjective map between some operator algebras such that
AB + BA = 0 implies Φ(A)Φ(B) + Φ(B)Φ(A) = 0. We show that, under some mild conditions,
Φ is a Jordan homomorphism multiplied by a central element. Such operator algebras include von
Neumann algebras, C∗-algebras and standard operator algebras, etc. Particularly, if H and K are
infinite-dimensional (real or complex) Hilbert spaces and A= B(H) and B = B(K), then there ex-
ists a nonzero scalar c and an invertible linear or conjugate-linear operator U : H → K such that
either Φ(A) = cUAU−1 for all A ∈ B(H), or Φ(A) = cUA∗U−1 for all A ∈ B(H).
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let Φ be a map between two rings. We say that Φ is zero-product preserving if
Φ(A)Φ(B) = 0 whenever AB = 0; we say that Φ is Jordan zero-product preserving if
Φ(T )Φ(S) + Φ(S)Φ(T ) = 0 whenever T S + ST = 0. The study of zero-product pre-
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attention of many authors, and it turns out, in many cases, a map preserves zero-products if
and only if it is a central element multiple of a ring homomorphism (see, for example, [2,8,
10] and the references therein). We know that many operator spaces bear a Jordan algebra
structure. It is interesting to ask whether or not we can characterize the Jordan zero-product
preservers.
Let A, B be Jordan rings. Recall that an additive map J : A→ B is said to be a Jor-
dan ring homomorphism if J (T S +ST ) = J (T )J (S)+J (S)J (T ) for all elements T ,S
in A. In case that A and B are Jordan algebras over a field and the underlying field has
characteristic not 2, J is a Jordan ring homomorphism if and only if J (T 2) = J (T )2 for
all T in the domain. It is trivial to see that a Jordan ring homomorphism multiplied by a
central element does preserves Jordan zero-products. In this paper, we consider the con-
verse problem and characterize additive (or linear) Jordan zero-product preserving maps
between some operator algebras and show that such maps arise in the standard way.
The same question was firstly considered in [8], there the present authors character-
ized the additive surjections which preserves Jordan zero-products in both directions on
B(H), the von Neumann algebra of all bounded linear operators on an infinite dimen-
sional complex Hilbert space H , and on S(H), the real Jordan algebra of all self-adjoint
operators in B(H), respectively. The results got there are closely related to the square-
zero preservers. Recall that Φ is said to preserve Jordan zero-products in both directions
if Φ(A)Φ(B) + Φ(B)Φ(A) = 0 ⇔ AB + BA = 0. In this paper, we omit the assump-
tion of “in both directions” and use a different approach to show that, for real or complex
Hilbert space H , every Jordan zero-product preserving additive surjection on B(H) has
either the form Φ(A) = cUAU−1 for all A ∈ B(H), or the form Φ(A) = cUA∗U−1 for
all A ∈ B(H), where c is a nonzero scalar, U is a bounded invertible linear or conjugate-
linear operator and A∗ ∈ B(H) is the adjoint of A. We also prove that the bounded linear
surjections preserving Jordan zero-products between von Neumann algebras, or between
C∗-algebras, or between the real subspace of self-adjoint elements of C∗-algebras, have
the form of TJ , where J is a Jordan homomorphism and T is an invertible central el-
ement. Finally we give a similar characterization of unital additive surjections between
standard operator algebras on (real or complex) Banach spaces which preserve Jordan
zero-products in both directions. It turns out, such additive maps take one of the follow-
ing nice forms: isomorphisms, anti-isomorphisms, conjugate isomorphisms and conjugate
anti-isomorphisms.
2. The cases of B(H) and von Neumann algebras
Let B(H) and B(K) be the algebras of all bounded linear operators on the infinite-
dimensional (real or complex) Hilbert spaces H and K , respectively. The following main
result shows that every Jordan zero-product preserving additive surjective map between
B(H) and B(K) is in fact a scalar multiple of an isomorphism, or an anti-isomorphism, or
a conjugate isomorphism, or a conjugate anti-isomorphism.
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Φ : B(H) → B(K) be a Jordan zero-product preserving additive surjection. Then there
exists a nonzero scalar c and an invertible bounded linear or conjugate-linear operator
U : H → K such that either Φ(A) = cUAU−1 for all A ∈ B(H) or Φ(A) = cUA∗U−1
for all A ∈ B(H) (in the real case, U is linear).
Proof. Let P ∈ B(H) with P 2 = P . Since P(I − P) + (I − P)P = 0, we have
Φ(P )Φ(I − P) + Φ(I − P)Φ(P ) = 0, and consequently,
Φ(I)Φ(P ) + Φ(P )Φ(I) = 2Φ(P )2.
Thus we have
Φ(P )2Φ(I) + Φ(P )Φ(I)Φ(P ) = 2Φ(P )3
and
Φ(I)Φ(P )2 + Φ(P )Φ(I)Φ(P ) = 2Φ(P )3.
These together imply that
Φ(I)Φ(P )2 = Φ(P )2Φ(I).
Similarly, it follows from
Φ(I)2Φ(P ) + Φ(I)Φ(P )Φ(I) = 2Φ(I)Φ(P )2
and
Φ(P )Φ(I)2 + Φ(I)Φ(P )Φ(I) = 2Φ(P )2Φ(I)
that
Φ(P )Φ(I)2 = Φ(I)2Φ(P ).
Since every infinite-dimensional Hilbert space has infinite multiplicity, by [5], every
bounded linear operator on an infinite-dimensional Hilbert space is an algebraic sum of
finite many idempotents (a sum of at most five idempotents if the space is complex [14,
Theorem 5]). Hence we have Φ(A)Φ(I)2 = Φ(I)2Φ(A) holds for every A ∈ B(H). There-
fore, by the surjectivity of Φ ,
Φ(I)2 = λI
for some scalar λ.
Let T , S ∈ B(H) with ST = 0. For any idempotent P , it follows from T P (I − P)S +
(I − P)ST P = 0 that Φ(T P )Φ((I − P)S) + Φ((I − P)S)Φ(T P ) = 0. Thus
Φ(T P )Φ(S) + Φ(S)Φ(T P ) = Φ(T P )Φ(PS) + Φ(PS)Φ(T P ) (2.1)
holds for every idempotent P . On the other hand, T (I −P)PS+PST (I −P) = 0 implies
that Φ(T (I − P))Φ(PS) + Φ(PS)Φ(T (I − P)) = 0, and hence,
Φ(T )Φ(PS) + Φ(PS)Φ(T ) = Φ(T P )Φ(PS) + Φ(PS)Φ(T P ) (2.2)
for every idempotent P . Combining (2.1) and (2.2), we get
Φ(T P )Φ(S) + Φ(S)Φ(T P ) = Φ(T )Φ(PS) + Φ(PS)Φ(T )
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Φ(TA)Φ(S) + Φ(S)Φ(T A) = Φ(T )Φ(AS) + Φ(AS)Φ(T ). (2.3)
Take T = Q and S = I −Q for some Q ∈ B(H) with Q2 = Q. Then ST = 0 and from
(2.3), one gets Φ(QA)Φ(I − Q) + Φ(I − Q)Φ(QA) = Φ(Q)Φ(A(I − Q)) + Φ(A(I −
Q))Φ(Q). Thus we see that
Φ(QA)Φ(I) + Φ(I)Φ(QA) − Φ(Q)Φ(A) − Φ(A)Φ(Q)
= Φ(QA)Φ(Q) + Φ(Q)Φ(QA) − Φ(Q)Φ(AQ) − Φ(AQ)Φ(Q).
On the other hand, taking T = I − Q and S = Q, we obtain from (2.3) another equation
Φ(I)Φ(AQ) + Φ(AQ)Φ(I) − Φ(A)Φ(Q) − Φ(Q)Φ(A)
= Φ(Q)Φ(AQ) + Φ(AQ)Φ(Q) − Φ(QA)Φ(Q) − Φ(Q)Φ(QA).
Hence
Φ(QA + AQ)Φ(I) + Φ(I)Φ(QA + AQ) = 2(Φ(Q)Φ(A) + Φ(A)Φ(Q))
holds for every idempotent Q. This further implies that
Φ(AB + BA)Φ(I) + Φ(I)Φ(AB + BA) = 2(Φ(A)Φ(B) + Φ(B)Φ(A)) (2.4)
holds for every B ∈ B(H). Multiplying (2.4) from left and right by Φ(I) respectively, we
see that
Φ(I)2Φ(AB + BA) + Φ(I)Φ(AB + BA)Φ(I)
= 2Φ(I)(Φ(A)Φ(B) + Φ(B)Φ(A))
and
Φ(I)Φ(AB + BA)Φ(I) + Φ(AB + BA)Φ(I)2
= 2(Φ(A)Φ(B) + Φ(B)Φ(A))Φ(I).
These two equations, together with the fact that Φ(I)2 = λI , entail that
Φ(I)
(
Φ(A)Φ(B) + Φ(B)Φ(A))= (Φ(A)Φ(B) + Φ(B)Φ(A))Φ(I). (2.5)
Let A = B in (2.4) and (2.5); then
Φ(I)Φ(A2) + Φ(A2)Φ(I) = 2Φ(A)2, (2.6)
Φ(I)Φ(A)2 = Φ(A)2Φ(I). (2.7)
By the surjectivity of Φ , Eq. (2.7) implies that Φ(I) commutes with all idempotent op-
erators and hence there must exist a scalar µ such that Φ(I) = µI . While Eq. (2.6) tells
that µ = 0. Let c = 1
µ
and Ψ (·) = cΦ(·), then Ψ : B(H) → B(K) is an additive sur-
jection preserving Jordan zero-products and Ψ (I) = I . Moreover, for every A ∈ B(H),
Ψ (A2) = Ψ (A)2, which implies that Ψ is a Jordan ring homomorphism. Since B(K) is
prime, one sees that Ψ is either a ring homomorphism or a ring anti-homomorphism.
Therefore, Φ is a scalar multiple of a surjective ring homomorphism or a surjective ring
anti-homomorphism.
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surjective ring homomorphism. We first claim that the null space of Φ is closed. For
every 0 = y ∈ K , define kery(Φ) = {T ∈ B(H) | Φ(T )y = 0}, which is obviously a left
ideal of B(H) and ker(Φ) = ⋂y∈K kery(Φ). If L is a left ideal such that kery(Φ) is a
proper subset of L, then Φ(L)y is a nonzero invariant linear manifold of K . It follows
that Φ(L)y = K . So, there exists T ∈ L such that Φ(T )y = y. For any S ∈ B(H), we
have S − ST ∈ kery(Φ) ⊂ L. This implies that S ∈ L since ST ∈ L. Therefore, we have
L = B(H), and consequently, Φy(Φ) is a maximal left ideal of B(H). It follows that
kery(Φ) is closed and hence ker(Φ) is closed, as desired. The rest of arguments is similar
to that in [10, Lemma 2]. For the completeness, we give the details here. Note that the
set of ring two-sided ideals coincides with the set of algebraic two-sided ideals in B(H).
Thus, if Φ is not injective, then the kernel of Φ is a closed two-sided ideal which contains
the ideal consisting of all compact operators. Suppose the (Hilbert space) dimension of H
is ℵH , which is an infinite cardinal number. For each infinite cardinal number ℵ ℵH , let
Iℵ =
{
T ∈ B(H) | dimM < ℵ holds for all closed linear
subspaces M ⊆ range(T )}.
Then Iℵ is a closed two-sided ideal of B(H) and every closed two-sided ideal of B(H)
arises in this way [3, Section 17]. In particular, IℵH is the largest one. Therefore, Φ induces
a ring isomorphism from the quotient algebra B(H)/kerΦ onto B(K). This implies that
there is an element A ∈ B(H) such that A + kerΦ is a single element of B(H)/kerΦ (an
element T in an algebra A is single if, for any S,R ∈ A, ST R = 0 will imply ST = 0
or T R = 0). It is a well-known result due to Erdos (see [4] or [6]) that, for a C∗-algebra
A, there exists a faithful representation (π,H1) of A such that an element T ∈ A is a
single element if and only if π(T ) is of rank one on H1, and consequently, dimTAT = 1.
Hence (A + kerΦ)B(H)(A + kerΦ) = AB(H)A + kerΦ is of dimension one modulo
kerΦ . Let ℵ  ℵH be the infinite cardinal number such that kerΦ = Iℵ. Then the range
of A contains a close subspace of dimension ℵ. By halving this subspace into two, each of
dimension ℵ, we see that AB(H)A contains two elements linearly independent modulo Iℵ,
a contradiction. So, Φ is injective.
Hence we have shown that Φ is a scalar multiple of a ring isomorphism or a ring anti-
isomorphism from B(H) onto B(K). Thus, as a well-known fact, Φ has the desired form
stated in the theorem, completing the proof. 
When the maps are linear, we have more neat conclusion.
Corollary 2.2. Let H and K be (real or complex) infinite-dimensional Hilbert spaces.
Let Φ : B(H) → B(K) be a Jordan zero-product preserving linear surjection. Then there
exists a nonzero scalar c and an invertible bounded linear operator U : H → K such that
either Φ(A) = cUAU−1 for all A ∈ B(H) or Φ(A) = cUAtrU−1 for all A ∈ B(H), where
T tr denotes the transpose of T relative to an arbitrarily fixed orthonormal basis of H .
Note that every surjective algebraic homomorphism from B(H) onto B(K) is auto-
matically continuous. This fact is used in the proof of [10, Lemma 2] to show that such
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is not true for ring homomorphisms if H is complex and finite-dimensional. In fact, every
ring automorphism φ of the complex algebra Mn(C) of all n×n complex matrices has the
form φ(T ) = ATτA−1 ∀T = (tij ) ∈ Mn(C), here A ∈ Mn(C) is nonsingular, τ is a field
automorphism of C and Tτ = (τ (tij )). φ is continuous if and only if τ is the identity or the
conjugation. However, Theorem 2.1 implies that every surjective ring homomorphism from
B(H) onto B(K) is automatically continuous if both H and K are infinite-dimensional.
The method used in the proof of Theorem 2.1 is almost valid for general von Neumann
algebra case. But we have to restrict our attention on bounded linear maps.
Theorem 2.3. Let Φ :M→N be a Jordan zero-product preserving bounded linear surjec-
tion between von Neumann algebrasM andN . Then Φ(I) is an invertible central element
and there exist a central idempotent E of N and a homomorphism Φ1 :M→ EN as well
as an anti-homomorphism Φ2 :M→ (I − E)N such that
Φ(A) = Φ(I)(Φ1(A) +˙ Φ2(A))
for all A ∈M.
Proof. Note that the linear span of projections is norm dense in a von Neumann algebra.
Checking the proof of Theorem 2.1, and using the continuity of Φ , one can get
Φ(I)Φ(A2) + Φ(A2)Φ(I) = 2Φ(A)2
and
Φ(I)Φ(A)2 = Φ(A)2Φ(I)
for every A ∈M. Thus Φ(I) = 0 is in the center of N since Φ is surjective and every
element in a von Neumann algebra is a sum of at most four square elements. It follows that
Φ(I)Φ(A2) = Φ(A)2 for all A ∈M. It is also clear that Φ(I) is invertible. Let Ψ (·) =
Φ(I)−1Φ(·). Then Ψ is a Jordan algebraic homomorphism. Since von Neumann algebras
are local matrix rings, by [9, Theorem 7], there exists a central idempotent E of N such
that EΨ is a homomorphism and (I − E)Ψ is an anti-homomorphism. 
Recall that a von Neumann algebra is called properly infinite if it contains no nonzero
finite central projection. Since every element in a properly infinite von Neumann algebra
is a sum of at most five idempotents [14], a similar argument as that in the proof of Theo-
rem 2.1 yields the following
Theorem 2.4. Let M be a properly infinite von Neumann algebra and Φ a Jordan zero-
product preserving additive surjection from M onto a von Neumann algebra N . Then
Φ(I) is an invertible central element and there exist a central idempotent E of N and a
ring homomorphism Φ1 :M→ EN as well as an ring anti-homomorphism Φ2 :M→
(I − E)N such that
Φ(A) = Φ(I)(Φ1(A) +˙ Φ2(A))
for all A ∈M.
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Now we turn to the C∗-algebra case. Since the linear sums of projections are dense
in a unital C∗-algebra of real rank zero [1], a similar argument as that in the proof of
Theorem 2.3 shows that every bounded linear surjection from a C∗-algebra of real rank zero
onto a C∗-algebra is a Jordan homomorphism multiplied by an invertible central element.
However, to work with general C∗-algebras requires more efforts.
If A is a unital C∗-algebras, we denote by I the unit of A and Asa the real linear space
of all self-adjoint elements in A. It is obvious that Asa is a real Jordan algebra. Note that
every surjective Jordan ring homomorphism from a unital ring onto a ring is unital.
The following are main results in this section.
Theorem 3.1. Let A and B be C∗-algebras with A unital. Let Φ :A→ B be a surjective
bounded linear map preserving the Jordan zero-products. Then B is unital, Φ(I) is an
invertible central element of B, and there is a bounded surjective Jordan homomorphism
J from A onto B such that
Φ(A) = Φ(I)J (A)
for all A ∈A.
Theorem 3.2. Let A and B be C∗-algebras with A unital. Let Φ : Asa → Bsa be a sur-
jective bounded real linear map preserving the Jordan zero-products. Then B is unital,
Φ(I) is an invertible central element of B, and there is a bounded surjective unital Jordan
homomorphism J from Asa onto Bsa such that
Φ(S) = Φ(I)J (S)
for all S ∈A.
Our proofs of these two theorems based on the following lemma, which models itself
on [2, Lemma 4.4].
Lemma 3.3. Let A and B be C∗-algebras with A unital. Let Φ : A→ B be a bounded
linear map such that Φ(S)Φ(T ) + Φ(T )Φ(S) = 0 for S,T ∈ Asa with ST + T S = 0.
Then for any S ∈Asa, we have
(1) Φ(I)Φ(S)2 = Φ(S)2Φ(I),
(2) Φ(I)Φ(S2) + Φ(S2)Φ(I) = 2Φ(S)2.
Proof. Identify the C∗-subalgebra of A generated by I and S with C(Λ), where Λ ⊆
[−‖S‖,‖S‖] is the spectrum of S, and C(Λ) is the algebra of all continuous complex
functions defined on Λ. Denote again by Φ the bidual map of Φ from C(Λ)∗∗ into B∗∗.
For each positive integer n and each integer k, let
Λn,k =
(
k/n, (k + 1)/n]∩ Λ.
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point at infinity of Λ∞ = Λ ∪ {∞} if Λn,k = ∅. For any f ∈ C(Λ), using the convention
f (∞) = 0, we have
f = lim
n→∞
∑
k∈Z
f (xn,k)1Λn,k ,
where 1Λn,k is the characteristic function of the Borel set Λn,k , and the limit of the finite
sums converges uniformly on Λ. In particular, for every fixed positive integer n we have
1 =
∑
k∈Z
1Λn,k .
For two disjoint nonempty sets Λn,j and Λn,k , we can find two sequences {fm}m and
{gm}m in C(X) such that fm+pgm = 0 for m,p = 0,1, . . . , fm → 1Λn,j and gm → 1Λn,k
pointwise on Λ. By the weak* continuity of Φ , we see that
Φ(1Λn,j )Φ(gm) + Φ(gm)Φ(1Λn,j )
= lim
p→∞
(
Φ(fm+p)Φ(gm) + Φ(gm)Φ(fm+p)
)= 0 (3.1)
for all m = 1,2, . . . . Thus
Φ(1Λn,j )Φ(1Λn,k ) + Φ(1Λn,k )Φ(1Λn,j )
= lim
m→∞
(
Φ(1Λn,j )Φ(gm) + Φ(gm)Φ(1Λn,j )
)= 0.
Consequently, for each positive integer n and each integer j we have
Φ(1)Φ(1Λn,j ) + Φ(1Λn,j )Φ(1)
=
∑
k∈Z
(
Φ(1Λn,k )Φ(1Λn,j ) + Φ(1Λn,j )Φ(1Λn,k )
)= 2Φ(1Λn,j )2. (3.2)
From (3.2), we have Φ(1Λn,j )2Φ(1) = Φ(1)Φ(1Λn,j )2, it follows that
Φ(f )2Φ(1) = lim
n→∞
(∑
k∈Z
f (xn,k)Φ(1Λn,k )
)2
Φ(1)
= lim
n→∞
∑
k∈Z
f (xn,k)
2Φ(1Λn,k )
2Φ(1)
= Φ(1) lim
n→∞
∑
k∈Z
f (xn,k)
2Φ(1Xn,k )
2
= Φ(1)Φ(f )2.
On the other hand, it follows from (3.1) and (3.2) that
2Φ(f )2 = lim
n→∞ 2
(∑
k∈Z
f (xn,k)Φ(1Λn,k )
2
)
= lim
n→∞ 2
∑
f (xn,k)
2Φ(1Λn,k )
2k∈Z
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n→∞
∑
k∈Z
f (xn,k)
2(Φ(1)Φ(1Λn,k ) + Φ(1Λn,k )Φ(1))
= Φ(1)Φ(f 2) + φ(f 2)Φ(1).
Hence the conclusion holds. 
Proof of Theorem 3.1. Replacing S by S+T with S,T ∈Asa in (1) and (2) of Lemma 3.3,
we have
Φ(I)
(
Φ(S)Φ(T ) + Φ(T )Φ(S))= (Φ(S)Φ(T ) + Φ(T )Φ(S))Φ(I),
Φ(I)Φ(ST + T S) + Φ(ST + T S)Φ(I) = 2(Φ(S)φ(T ) + Φ(T )Φ(S)).
For each A ∈ A, write A = S + iT with S,T ∈ Asa. Applying above equations and the
linearity of Φ , we get
Φ(I)Φ(A)2 = Φ(A)2Φ(I) (3.3)
and
Φ(I)Φ(A2) + Φ(A2)Φ(I) = 2Φ(A)2 (3.4)
hold for all A ∈ A. Since every element in a C∗-algebra is an algebraic sum of square
elements and Φ is surjective, from (3.3), we know that Φ(I) is in the center of B. Hence it
follows from (3.4) that Φ(I)B = B. In particular, Φ(I)E = Φ(I) for some E ∈ B. So,
Φ(A)2E = Φ(A2)Φ(I)E = Φ(A2)Φ(I) = Φ(A)2, ∀A ∈A.
Thus BE = B for all B ∈ B. Similarly, EB = B for all B ∈ B. This implies that B is unital
with unit E and it follows from Φ(I)B = B that Φ(I) is invertible.
Let J (A) = Φ(I)−1Φ(A) for all A ∈A; then it is easy to verify that J is a surjective
bounded Jordan homomorphism from A onto B. 
Proof of Theorem 3.2. Define Ψ :A→ B such that Ψ (A) = Φ(S)+ iΦ(T ) for all A ∈A
with the decomposition A = S + iT , S,T ∈Asa, then Ψ is surjective. By Lemma 3.3, it is
easily checked that
Ψ (I)Ψ (A)2 = Ψ (A)2Ψ (I) and Ψ (I)Ψ (A2) + Ψ (A2)Ψ (I) = 2Ψ (A)2.
The rest of the proof is the same as the proof of Theorem 3.1 and we omit it. 
4. The case of standard operator algebras on Banach spaces
All cases considered in Sections 2 and 3 are operator ∗-subalgebras or Jordan ∗-
subalgebras on Hilbert spaces. Now let us turn to the case of standard operator algebras
on real or complex Banach spaces.
Let X, Y be infinite dimensional Banach spaces over the real field R or the complex
field C. Denote by B(X) the algebra of all bounded linear operators on X. Recall that a
standard operator algebra on X is a norm closed subalgebra of B(X) which contains the
identity and all finite-rank operators. In this subsection, we describe additive surjections
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products in both directions. Let X′ denote the dual of X and A′ the adjoint of A for A ∈
B(X).
Theorem 4.1. Let X, Y be real or complex infinite-dimensional Banach spaces. Let A and
B be standard operator algebras on X and Y , respectively. Assume that Φ : A→ B is
a unital additive surjection. If Φ preserves Jordan zero-products in both directions, then
either
(1) there exist a bijective bounded linear or conjugate linear operator U : X → Y such
that
Φ(A) = UAU−1
for all A ∈A, or
(2) there exist a bijective bounded linear or conjugate linear operator U : X′ → Y such
that
Φ(A) = UA′U−1
for all A ∈A. In this case, X and Y are reflexive.
Proof. It is trivial to verify that Φ is injective. We proceed in steps.
Step 1. Φ preserves idempotents and rank-one idempotents in both directions.
If P ∈ A is an idempotent, then P(I − P) + (I − P)P = 0. This implies Φ(P )(I −
Φ(P ))+ (I −Φ(P ))Φ(P ) = 0, that is, Φ(P ) = Φ(P )2. Consequently, Φ(P ) is an idem-
potent. Suppose that P is rank-one while Φ(P ) is not rank-one. Then Φ(P ) can be written
as a sum of an idempotent and a rank-one idempotent in B. Since Φ−1 satisfies the same
hypotheses as Φ , what we have just proved shows that the rank-one idempotent P can also
be written as a sum of two nonzero idempotents. This is a contradiction.
Step 2. Φ preserves rank-one operators in both directions. In particular, Φ preserves rank-
one nilpotent in both directions.
Let P be an idempotent of rank-one, then for every nonzero λ ∈ C, we have (λP )(I −
P)+ (I −P)(λP ) = 0, which implies that 2Φ(λP ) = Φ(λP )Φ(P )+Φ(P )Φ(λP ). Since
Φ(P ) is a rank-one idempotent, one gets
Φ(λP )Φ(P ) = Φ(P )Φ(λP )Φ(P ) = Φ(P )Φ(λP ).
It follows that Φ(λP ) = Φ(P )Φ(λP )Φ(P ), which implies that Φ(λP ) is of rank-one.
Especially, there exists fP (λ) ∈ C such that Φ(λP ) = fP (λ)Φ(P ).
If A = x ⊗ f is a nilpotent of rank-one, then there exist f1 ∈ X′ such that f1(x) = 1.
Let f2 = f1 − f . Obviously Pi = x ⊗ fi (i = 1,2) are rank-one idempotents and A =
P1 − P2 = x ⊗ f1 − x ⊗ f2. Suppose that Φ(Pi) = yi ⊗ gi , by Step 1, gi(yi) = 1. Notice
that P = 12 (P1 + P2) is a rank-one idempotent. So Φ(P ) = 12 (y1 ⊗ g1) + (y2 ⊗ g2) is a
rank-one idempotent. It is clear that either y1, y2 are linear dependent or g1, g2 are linear
dependent. Without loss of generality, assume y1 = y2 = y; then Φ(A) = y ⊗ g1 − y ⊗ g2,
which is a nilpotent of rank-one.
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(a) there exists a bijective bounded linear or conjugate-linear operator U : X → Y such
that
Φ(A) = UAU−1
for every finite rank operator A ∈ B(X), or
(b) there exists a bijective bounded linear or conjugate-linear operator U : X′ → Y such
that
Φ(A) = UA′U−1
for every finite rank operator A ∈ B(X). In this case, X and Y are reflexive.
Since Φ is additive and preserves rank-one operators, rank-one idempotent and rank-
one nilpotent in both directions, the assertion follows easily from [11,13] (also see [7]).
Step 4. For every operator A ∈ A and rank-one idempotent R ∈ B(X), Φ(RAR) =
Φ(R)Φ(A)Φ(R).
By Step 3, for every finite rank operator A0 ∈ B(X), we have
Φ(RA0R) = Φ(R)Φ(A0)Φ(R).
We have to prove that above equation holds for every A ∈A.
Let R = z ⊗ h and P ∈ B(X) with P = x ⊗ f a rank-one idempotent, where x, z ∈ X
and f,h ∈ X′. By [12, Lemma 3.5], there exist nilpotents S = x⊗g and T = y⊗f of rank-
one with y ∈ X,g ∈ X′ such that P = ST . Furthermore, Q = T S = y ⊗ g is a idempotent
of rank-one disjoint with P , and R is a linear combination of P , Q, S and T . For every
A ∈ A, let B = (I − P − Q)A(I − P − Q); then we have PB = QB = SB = T B = 0
and BP = BQ = BS = BT = 0. Consequently, RB = BR = 0. By the property of Φ , one
gets Φ(R)Φ(B) + Φ(B)Φ(R) = 0. Since Φ(R) is an idempotent, a simple computation
shows that Φ(R)Φ(B)Φ(R) = 0. Use the fact that A − B is of finite rank, we get
Φ(RAR) = Φ(R(A − B)R) = Φ(R)Φ(A − B)Φ(R) = Φ(R)Φ(A)Φ(R).
Step 5. Either Φ(A) = UAU−1 for every A ∈A or Φ(A) = UA′U−1 for every A ∈A.
Suppose that for the operators of finite rank the case (a) of Step 3 holds. Let A ∈A. For
any z ∈ X and h ∈ X′ with h(z) = 1, R = z ⊗ h ∈ B(X) is an idempotent of rank-one, and
by Step 4, we have
τ
(
h(Az)
)
URU−1 = τ(h(U−1Φ(A)Uz))URU−1,
where τ is the identity or the conjugation of C. This yields
h(Az) = h(U−1Φ(A)Uz). (4.1)
Fix z for a moment. Then (4.1) holds for every h ∈ X′ with h(z) = 1 and so, for every
h ∈ X′ by linearity. Thus, Az = U−1Φ(A)Uz is valid for every z ∈ X and the case (1) of
the theorem is proved.
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Then for every z ∈ X and h ∈ X′ with h(z) = 1, by Step 4, we get
τ
(
h(Az)
)
U(x ⊗ h)′U−1 = τ(h((U−1Φ(A)U)′z))
and therefore
h(Az) = h((U−1Φ(A)U)′z).
Using similar arguments as above, we obtain A = (U−1Φ(A)U)′. Consequently, the case
(2) of the theorem holds true. 
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