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LATTICE MAP FOR ANDERSON
T-MOTIVES: FIRST APPROACH
A. Grishkov, D. Logachev
Abstract. There exists a lattice map from the set of pure uniformizable Anderson
t-motives to the set of lattices. It is not known what is the image and the fibers
of this map. We prove a local result that sheds the first light to this problem and
suggests that maybe this map is close to 1 – 1. Namely, let M(0) be a t-motive of
dimension n and rank r = 2n — the n-th power of the Carlitz module of rank
2, and let M be a t-motive which is in some sense ”close” to M(0). We consider
the lattice map M 7→ L(M), where L(M) is a lattice in Cn
∞
. We show that the
lattice map is an isomorphism in a ”neighborhood” of M(0). Namely, we compare
the action of monodromy groups: (a) from the set of equations defining t-motives
to the set of t-motives themselves, and (b) from the set of Siegel matrices to the set
of lattices. The result of the present paper gives that the size of a neighborhood,
where we have an isomorphism, depends on an element of the monodromy group. We
do not know whether there exists a universal neighborhood. Method of the proof:
explicit solution of an equation describing an isomorphism between two t-motives by
a method of successive approximations using a version of the Hensel lemma.
0. Introduction.
t-motives ([G], 5.4.2, 5.4.18, 5.4.16) are the functional field analogs of abelian
varieties (more exactly, of abelian varieties with multiplication by an imaginary
quadratic field, see for example [L1]). For the number field case we have a classical
theorem (here and below we consider lattices up to a linear transformation of the
ambient space):
Theorem 0.1. Abelian varieties of dimension g over C are in 1 – 1 correspon-
dence with lattices satisfying Riemann condition, of dimension 2g in Cg.
Our knowledge on the functional field analog of this theorem is very poor, and
the purpose of the present paper is to get a result towards this analog. Let C∞
be the analog of C in characteristic p (it is a complete algebraically closed field).
Throughout all the paper we consider for simplicity only t-motivesM over the affine
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line A1 such that their nilpotent operators N (see (1.3.1) below for its definition)
are equal to 0. Let r, n be respectively the rank and dimension of M . For some
M it is possible associate to M a lattice L(M) of rank r in n-dimensional space
Cn∞ (see (1.4) for a definition of a lattice). These M are called uniformizable ([A],
Section 2). M 7→ L(M) is a contravariant functor.
For n = 1 the situation is completely analogous to the Theorem 0.1:
Theorem 0.2 ([Dr]). All t-motives of dimension 1 ( = Drinfeld modules) are
uniformizable. There is a 1 – 1 correspondence between Drinfeld modules of rank
r over C∞ and lattices of rank r in C∞.
There exists a notion of purity ofM (see [G], 5.5.2 for the definition; all Drinfeld
modules are pure). For n = r−1 the duality theory gives us an immediate corollary
of Theorem 0.2:
Corollary 0.3 ([L], Corollary 8.4). All pure t-motives of rank r and dimension
r − 1 over C∞ are uniformizable. There is a 1 – 1 correspondence between their
set, and the set of lattices of rank r in Cr−1∞ having dual.
Not all such lattices have dual, but almost all, i.e. even in this simple case the
correspondence is not strictly 1 – 1, but only an ”almost 1 – 1”.
For arbitrary n, r we have
Theorem 0.4 ([A]). If M is uniformizable then its lattice L(M) is well-defined.
Not all M are uniformizable.
We know neither the image of the lattice map M 7→ L(M) nor its fibre. Taking
into consideration
Theorem 0.5 ([H], Theorem 3.2). The dimension of the moduli space of pure
t-motives of rank r and dimension n is equal to n(r − n).
and the obvious fact that the moduli space of lattices of rank r in Cn∞ has the
same dimension n(r − n) we can state
Conjecture 0.6. Let us consider the lattice map M 7→ L(M) from the set of
pure uniformizable t-motives to the set of lattices. Its image is open, and its fibre
at a generic point is discrete.
Remark 0.6.1. Both the set of pure uniformizable t-motives and the set of
lattices are quotient sets of some sets of matrices (the matrices entering in equations
defining a t-motive, and Siegel matrices of lattices). We consider in Conjecture 0.6
the quotient topologies. Apparently it is not known much on these topologies, for
example, there is no proof of existence of fundamental domains. Proposition 1.7.2
shows that ωIn (see below for ω) is an isolated point of the orbit of GL2n(Fq[θ]),
while Proposition 1.7.1 shows that the action of GL2n(Fq[θ]) on the set of Siegel
matrices is not as good as the corresponding action in the number field case.
Remark 0.7. Preliminary results of [L2] suggest that the condition of purity in
0.6 is essential: the dimension of the fibre conjecturally can be > 0 for the non-pure
case.
Theorem 0.9 — the main result of the present paper — is a local result supporting
0.6. Let q be a power of p, θ a transcendent element and Fq[θ] ⊂ C∞ the function
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field case analog of Z. Further, let A ∈Mn(C∞). We consider a t-motiveM(A) (see
below for the details) defined as follows: M(A) is a module over the Anderson ring
C∞[T, τ ] (see (1.1)) which is free of dimension n over the ring C∞{τ}, and for its
C∞{τ}-basis e∗ = (e1, . . . , en)t (written as a column) the action of multiplication
by T is given by the following explicit equation:
Te∗ = θe∗ + Aτe∗ + τ
2e∗ (0.8)
The rank of M(A) is 2n. The t-motive M(0) is the initial object of the present
paper, we shall work in its neighborhood. We have M(0) = C⊕n2 where C2 is the
Carlitz module over Fq2 .
There exists a neighborhood of 0 such that if A belongs to it then M(A) is
uniformizable. Very roughly speaking, we give some evidence that Conjecture 0.6
holds, and moreover that the lattice map is a 1 – 1 correspondence in a ”system of
neighborhoods” of M(0).
Let us formulate the theorem and outline the proof. A definition of a Siegel
matrix of a lattice of dimension n and rank 2n for the function field case is the
same as in the number field case (see 1.5). It is a n× n matrix with entries in C∞.
A Siegel matrix S defines its lattice L(S) uniquely, while a lattice has many Siegel
matrices: like in the number field case, the group GL2n(Fq[θ]) (almost, see 1.6.4)
acts on the set of Siegel matrices, and two Siegel matrices S1, S2 define the same
lattice if and only if ∃γ ∈ GL2n(Fq[θ]) such that γ(S1) = S2.
For simplicity, we shall consider only the case of odd q, except Proposition 1.7.1
(the case of even q requires minor modifications). Let us fix throughout the whole
paper an element ω ∈ Fq2 − Fq such that ω
2 ∈ Fq. A Siegel matrix of L(M(0)) is
ωIn. We consider the group G0 ⊂ GL2n(Fq[θ]) — the stabilizer of ωIn, i.e. the
monodromy group of the map (Siegel matrices)→ (lattices) at the lattice L(M(0)).
This group is in some sense the ”biggest” among monodromy groups of other ele-
ments of the set of Siegel matrices (this explains why we consider neighborhood of
M(0) but not of other t-motive). It is isomorphic to GLn(Fq2 [θ]).
For a sufficiently small A it is possible to choose the distinguished representative
S(A) in the set of all Siegel matrices of L(M(A)) (i.e. L(S(A)) = L(M(A)) )
satisfying the condition that S(A) is close to ωIn, see 4 lines above (2.10) for the
definition of S(A). Entries of S(A) are power series of the entries of A, and we can
consider S as a map from a neighborhood of 0 in Mn(C∞) to a neighborhood of
ωIn in Mn(C∞). Since the action of γ ∈ GL2n(Fq[θ]) is continuous, we have: if
S ∈Mn(C∞) is close to ωIn and γ ∈ G0 then γ(S) is close to ωIn.
Theorem 0.9. (1). Surjectivity. S is 1 – 1 from a neighborhood of 0 to a
neighborhood of ωIn ∈ Mn(C∞) — the set of Siegel matrices. Particularly, the
lattice map M 7→ L(M) is surjective near the lattice L(M(0)).
(2). Injectivity. For any m ≥ 0 there exists Um — a neighborhood of 0 in
Mn(C∞) having the following property. Let A1, A2 ∈ Um and M(A1), M(A2) the
corresponding t-motives. If ∃γ ∈ G0 such that the entries of γ, γ
−1 have degrees
(as polynomials in θ) ≤ m and γ(S(A1)) = S(A2) then M(A1) is isomorphic to
M(A2).
Remark 0.9.A. We have
L(M(A1)) = L(M(A2)) =⇒ ∃ γ ∈ GL2n(Fq[θ]) such that γ(S(A1)) = S(A2)
(0.9.A.1)
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hence (0.9.2) practically means that if γ of (0.9.A.1) satisfies conditions of (0.9.2)
then
{L(M(A1)) = L(M(A2))} =⇒ {M(A1) is isomorphic to M(A2)}
i.e. (0.9.2) really indicates to injectivity of the map M 7→ L(M).
Remark 0.9.B. Let A1, A2 ∈ Um, where m >> 0 is fixed, and γ ∈ GL2n(Fq[θ])
such that γ(S(A1)) = S(A2). In general, γ 6∈ G0, see Proposition 1.7.1. There is a
problem to find an analog of Theorem 0.9 for this case, see 0.10.
Method of the proof. To prove (0.9.1) we show that S(A) is a power series
of A. A version of the Hensel lemma (Lemma 2.29) shows that this series is 1 – 1
in a neighborhood of 0. This is made in Section 2.
To prove (0.9.2) we consider equalities in the matrix ring Mn(C∞{τ}). We
denote
TA := θ + Aτ + τ
2 ∈Mn(C∞{τ}) (0.9.3)
— a linear transformation of C∞{τ}n. Particularly, T0 := θ + τ2. To prove
that M(A1) is isomorphic to M(A2) it is sufficient to find Bˆ2 ∈ GLn(C∞{τ}) ⊂
Mn(C∞{τ}) such that
TA1Bˆ2 = Bˆ2TA2 (0.9.4)
(equality in Mn(C∞{τ}) ). Since A1, A2 ≈ 0 we shall find Bˆ2 such that Bˆ2 ≈ B2
where B2 has the property that
T0B2 = B2T0 (0.9.5)
The set of B2 satisfying (0.9.5) is denoted by G2. There is a canonical isomorphism
α◦β : G0 → G2. We chooseB2 = α◦β(γ) and Bˆ2 = B2+Y where Y ≈ 0. Further,
in (0.9.4) we consider A1 as a parameter, Y and A2 as unknowns. (0.9.4) becomes a
system of matricial equations. It is necessary to emphasize that at the first glance
it seems that (0.9.4) has no solutions satisfying Bˆ2 6∈ GLn(C∞). Nevertheless,
such solutions really exist, and moreover it turns out that the system (0.9.4) can
be solved by a method of successive approximations, using a version of the Hensel
lemma (Lemma 2.29), if A1 is sufficiently small. This is proved in Proposition 4.2.
More exactly, we write (0.9.4) in the form TA1Bˆ2 = Bˆ2TX where X is an unknown
matrix. We show that X exists; now we must prove that X obtained as a solution
to (0.9.4) satisfies X = A2. This is made in Lemma 4.23 and in 4.24.
Remark 0.9.6. G0 acts on the set of Siegel matrices in a neighborhood of
ωIn ∈ Mn(C∞), while (0.9.4) shows that - strictly speaking - G2 does not act
on the set of TA, where A ≈ 0, but only a ”modification” Bˆ2 of B2 ∈ G2, and
this modification Bˆ2 depends on A. It would be interesting to axiomatize this
phenomenon.
0.10. Further research. The final purpose of the present research is to prove
or to disprove Conjecture 0.6, to find the image and the fibres of the lattice map.
According Proposition 1.7.1, it can happen that γ from 0.9, (2) does not belong
to G0. Namely, let S1, S2 be near to ωIn matrices and γ ∈ GL2n(Fq[θ]), γ 6∈ G0
such that S2 = γ(S1). We consider the corresponding near to 0 matrices S
−1(S1),
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S−1(S2) and the corresponding t-motivesM1 :=M(S
−1(S1)), M2 :=M(S
−1(S2)).
Because of S2 = γ(S1), the lattices of M1, M2 are isomorphic.
Problem 0.10.1. Are M1, M2 isomorphic?
This case is not covered by Theorem 0.9. If the answer is yes at least for a one
non-trivial case, this gives much more evidence in favor of the conjecture that the
lattice map is 1 – 1 near M(0).
Idea of a solution. We need to find Bˆ2 satisfying (0.9.4). We cannot chooseB2
satisfying (0.9.5) as a first approximation to Bˆ2, because γ 6∈ G0. Alternatively,
we can consider M1, M2 as C∞[T ]-modules and to find an analog of (0.9.4) for
C∞[T ]-modules:
Q1BˆT = Bˆ
(1)
T Q2 (0.10.2)
where Q1, resp. Q2 are matrices of multiplication by τ ofM1,M2 treated as C∞[T ]-
modules, BˆT ∈ GL4(C∞[T ]) is a matrix of a C∞[T ]-isomorphism between them,
and for P =
∑
aiT
i ∈ C∞[T ] we denote P (1) :=
∑
aqiT
i. Apparently it is difficult
to find a relation between a BT — a first approximation to BˆT — and γ, if γ 6∈ G0.
So, we can try to find first approximations B2 or BT by a computer search. We
can assume that their entries are polynomials in τ or T of small degree (probably of
degree 1). The next step of solution: to show that (one of) these first approxima-
tions can be deformed to the exact solution of (0.9.4) or (0.10.2), using the methods
similar to the ones of the present paper.
For the example of Proposition 1.7.1 and for its small deformations the situation
is similar to the one of the present paper: we can find B2. Really, let γ and S be
from 1.7.1. Let S1, S2 = γ(S1) belong to a neighborhood of S. The lattice L(S) is
a direct sum of two (isogenous, with complete multiplication) lattices of dimension
1 and rank 2. Hence, the corresponding t-motive M is a direct sum of two Drinfeld
modules of rank 2, and the lattice functor gives us an isomorphism i : End(M)→
End(L(S)). Hence, ∃ ϕ ∈ End(M) such that i(ϕ) = γ of (1.7.1.1), and the method
of the present paper can be used for this case: the map ϕ can be taken as the first
approximation to the isomorphism between M(S−1(S1)), M(S
−1(S2)). Clearly for
this case M(S−1(S)) plays the same role as M(0) for the present paper.
Does exist a less trivial counterexample of Proposition 1.7.1? This is a subject
of further research.
0.10.3. As the next step, we should try to find a universal U0 — a neighborhood
of 0 in Mn(C∞) — such that 0.9 holds for this U0 for all γ (the present proof of
(0.9) gives a rapidly decreasing sequence of Um). We have an obvious
Corollary 0.11. Let U1, A1 = (a1ij), A2 = (a2ij), m, γ be as in (0.9.2), andW0
a number such that if ord aij ≥W0 (see beginning of Section 1 for the definition of
the function ord) then A ∈ U1. If ord a1ij, ord a2ij ≥W0 + 2m and γ is a product
γ = γ1 · . . . · γm where γi ∈ G0 are such that the entries of γi, γ
−1
i have degrees (as
polynomials in θ) ≤ 1, then (0.9(2)) holds for these A1, A2, γ.
Deduction from 0.9. We define A′i by the formula γi · γi−1 · . . . · γ1(S(A1)) =
S(A′i), hence A
′
0 = A1, A
′
m = A2. We have ord (A
′
i)jk ≥W0+2m− 2i (see 4.2(4)),
and (0.9.(2)) implies that M(A′i) is isomorphic to M(A
′
i+1). 
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A significant part (but clearly not all) of γ ∈ G0 can be represented as a product
γ = γ1 · . . . · γm. Hence, this corollary gives a hope to find a universal U0.
1. Definitions.
Let q be a power of a prime p. The field Fq(θ) is the functional field analog of
Q. It has a valuation function ord: Fq(θ)∗ → Z defined by ord (f) = minus degree
of f , where f ∈ Fq(θ)∗ is a rational function. The ring Fq[θ] is the functional
field analog of Z. The completion of Fq(θ) with respect to the topology defined
by the valuation ord is the field of the Laurent series Fq((1/θ)) — the functional
field analog of R. By definition, C∞ is the completion of its algebraic closure. The
valuation function ord can be prolonged uniquely to C∞. For any matrix A = (aij)
with entries aij ∈ C∞ we define ord (A) = min ord aij , this gives a topology on
the set of A.
Let C∞[T, τ ] be the Anderson ring, i.e. the ring of non-commutative polynomials
satisfying the following relations (here a ∈ C∞):
Ta = aT, Tτ = τT, τa = aqτ (1.1)
Definition 1.2. ([G], 5.4.2, 5.4.18, 5.4.16). A t-motive1 M is a left C∞[T, τ ]-
module which is free and finitely generated as both C∞[T ]-, C∞{τ}-module and
such that
∃m = m(M) such that (T − θ)mM/τM = 0 (1.2.1)
The dimension of M over C∞{τ} (resp. C∞[T ]) is denoted by n (resp. r), these
numbers are called the dimension and rank of M .
We shall need the explicit matrix description of t-motives. Let e∗ = (e1, ..., en)
t
be the vector column of elements of a basis ofM over C∞{τ}. There exists a matrix
A ∈Mn(C∞{τ}) such that
Te∗ = Ae∗, A =
l∑
i=0
Aiτ
i where Ai ∈Mn(C∞) (1.3)
Condition (1.2.1) is equivalent to the condition
A0 = θIn +N (1.3.1)
where N is a nilpotent matrix, and the condition {m(M) can be taken to 1} is
equivalent to the condition N = 0.
We fix n, and we shall consider only those M whose equation (1.3) has the form
(0.8), or, the same, A = TA from (0.9.3), i.e. l = 2, N = 0, A1 = A, A2 = In. They
have dimension n, rank 2n, they are all pure, and there exists a neighborhood of 0
in Mn(C∞) such that if A belongs to it then M is uniformizable.
Definition 1.4. Let V be the space Cn∞. A free r-dimensional Fq[θ]-submodule
L of V is called a lattice if
(a) L generates V as a C∞-module and
1Terminology of Anderson; Goss calls these objects abelian t-motives.
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(b) The Fq((1/θ))-linear span of L has dimension r over Fq((1/θ)).
Two lattices L1, L2 ⊂ V are called isomorphic if there exists a C∞-linear auto-
morphism ϕ : V → V such that ϕ(L1) = L2.
Numbers n, r are called the dimension and the rank of L respectively. Let
{e∗} = e1, ..., er be a Fq[θ]-basis of L such that e1, ..., en form a C∞-basis of V .
Definition 1.5. The Siegel matrix of L with respect to {e∗} is the matrix
S = (sij) ∈ M(r−n)×n(C∞), whose lines are coordinates of en+1, ..., er in the basis
e1, ..., en:
∀i = 1, ..., r− n en+i =
n∑
j=1
sijej (1.5.1)
1.6. We shall use the following convention for the action of GL2n(Fq[θ]) on
the set of Siegel matrices. Let L1, L2 be lattices of rank 2n in n-dimensional
vector spaces V1, V2 respectively, ϕ : V1 → V2 a linear map such that ϕ(L1) = L2.
Let g1, . . . , g2n, h1, . . . , h2n be Fq[θ]-bases of L1, L2 respectively. We denote the
matrix columns (g1, . . . , g2n)
t, (h1, . . . , h2n)
t by g∗, h∗ respectively. There exists a
(uniquely defined) matrix Z ∈ GL2n(Fq[θ]) such that
ϕ(g∗) = Z
th∗ (1.6.1)
We denote by gi, hi, Zij , i, j = 1, 2, the i-th (for g, h) and the (i, j)-th (n × 1),
resp. (n × n)-block of g∗, h∗, Z respectively. This means that (1.6.1) becomes
(i = 1, 2)
ϕ(gi) = Z
t
1ih1 + Z
t
2ih2 (1.6.2)
We use (1.6.1), (1.6.2) in order to define the action of GL2n(Fq[θ]) on the set of
Siegel matrices. Namely, let S1, S2 be the Siegel matrices of g∗, h∗ respectively, i.e.
g2 = S1g1, h2 = S2h1. We let S2 = Z(S1). (1.6.2) implies the explicit formula
S1 = (Z
t
12 + Z
t
22S2)(Z
t
11 + Z
t
21S2)
−1 (1.6.3)
Remark. S2 can be obtained as a function of S1 by means of Z
−1. We apologise
for using of Zt instead of Z itself (these notations appear because of duality between
vectors and their coordinates ( = linear forms)).
(1.6.4). If g1, . . . , g2n and Z are given then (h1, . . . , h2n) is uniquely defined by
(1.6.1). It can happen that h1, . . . , hn is not a C∞-basis of V . This is a condition
|Zt11 + Z
t
21S2| = 0, hence in this case the action of Z on S is not defined, i.e. we
have only an ”almost action” of GL2n(Fq[θ]) on the set of Siegel matrices. It is easy
to see that this can happen even for S = ωIn. We shall neglect this phenomenon,
in all cases that we shall consider it does not exist, i.e. Z(S) is defined.
We have a result:
(a) A Siegel matrix S defines its lattice (denoted by L(S) ) uniquely (not all
matrices in M(r−n)×n(C∞) are Siegel matrices of lattices);
(b) Two Siegel matrices S1, S2 define isomorphic lattices (i.e. L(S1) = L(S2) )
if and only if there exists Z ∈ GL2n(Fq[θ]) such that S2 = Z(S1).
1.7. Let us give more details on Remark 0.9.B. First, we have
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Proposition 1.7.1. For any neighborhood U of ωIn in the set of Siegel matrices
there exist S1, S2 ∈ U , γ ∈ GL2n(Fq[θ]) such that S2 = γ(S1) and γ 6∈ G0.
Proof — Example. (A. Zobnin)2. We consider the case q = 2, in this case
ω ∈ F4 satisfies ω2 = ω+1 and G0 = {
(
A B
B A+B
)
}. For simplicity, we consider
the case n = 2. Here and in (1.7.2), (1.7.3) we use another action of GL2n(Fq[θ])
(not the one of (1.6.3)), namely γ(S) := (C +DS)(A+BS)−1. For any m > 0 we
let
γ = γ(m) :=


θm + 1 θm 0 θm
θm + 1 0 θm θm + 1
0 θm + 1 θm + 1 1
θm θm + 1 0 θm + 1

 (1.7.1.1)
(spaces between its rows and columns indicate its 2× 2-block structure),
S1 = S2 = S = S(m) :=
(
ω + θ−m 0
0 ω
)
(1.7.1.2)
We have γ(S) = S, |γ| = 1, γ 6∈ G0, and ord S(m) − ωI2 = m. Finding of
analogous examples for all q and n ≥ 2 is an exercise for the reader. 
Remark. For the present example the lattice defined by S is reducible, more-
over, it is a direct sum of two isogenous lattices of dimension 1 and rank 2. It is
clear that a small deformation of S, with the same γ, gives us a counterexample
with an irreducible lattice.
We see that the situation for the functional field case is not the same as for the
number field case. The next proposition shows that not all is too bad:
Proposition 1.7.2. There exists a neighborhood U of ωIn such that if γ ∈
GL2n(Fq[θ]) satisfies γ(ωIn) ∈ U then γ ∈ G0.
Proof. We can choose U = {X |ord (X −ωIn) > 0}. Let γ =
(
A B
C D
)
(n× n-
blocks). Since γ(ωIn) ∈Mn(Fq2(θ)), we can denote γ(ωIn) = Y +(In+Z)ω, where
Y , Z ∈Mn(Fq(θ)), hence (here q is odd, and k := ω2 ∈ Fq):
C +Dω = (Y + (In + Z)ω)(A+Bω)
that implies
C = Y A+ k(In + Z)B (1.7.2.1)
D = Y B + (In + Z)A (1.7.2.2)
This implies
(
Y + (In + Z)ω −In
Y − (In + Z)ω −In
)(
A B
C D
)(
In In
ωIn −ωIn
)
=
2Found by a computer search, verified by hand calculation.
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(
0 2ω(In + Z)(A−Bω)
−2ω(In + Z)(A+Bω) 0
)
Condition ord Y, ord Z > 0 implies ord
∣∣∣∣Y + (In + Z)ω −InY − (In + Z)ω −In
∣∣∣∣ = 0. We have
|γ| ∈ F∗q , hence ord |ω(In + Z)(A + Bω)| = 0, i.e. ord |A + Bω| = 0. We have
|A + Bω| ∈ Fq2 [θ], hence |A + Bω| ∈ F
∗
q2 and (A + Bω)
−1 ∈ Mn(Fq2 [θ]). This
means that γ(ωIn) ∈ Mn(Fq2[θ]) and hence, because ord (γ(ωIn) − ωIn) > 0, we
get γ ∈ G0. 
Remark 1.7.3. There exists another proof of Proposition 1.7.2 for the sym-
plectic group GSp2n(Fq[θ]) (and symmetric Siegel matrices), this is the case of
negatively self-dual Anderson t-motives, see [L], Section 7. Let us give it for com-
pleteness. We use the same notations.
Proof for the symplectic case. Multiplying (1.7.2.1) by −Bt from the right
and (1.7.2.2) by At from the right and adding we get
λ = (In + Z)(AA
t − kBBt)
where λ = DAt − CBt ∈ F∗qIn.
Let α be an entry of AAt − kBBt with the minimal ord, let it be the (i, j)-th
entry, and let ord (α) = δ. Since ord Z > 0, we have ord Z(AAt − kBBt) > δ
and the (i, j)-th entry of (In + Z)(AA
t − kBBt) has ord = δ. Hence, δ = 0, i.e.
AAt− kBBt ∈Mn(Fq). We have λ− (AAt− kBBt) = Z(AAt− kBBt) ∈Mn(Fq),
hence the conditions ord Z > 0, ord (AAt−kBBt) = 0 imply Z(AAt−kBBt) = 0.
This implies λ = AAt − kBBt and hence Z = 0.
Multiplying (1.7.2.1) by At from the right and (1.7.2.2) by −kBt from the right
and adding we get CAt − kDBt = λY . Since ord Y > 0 and CAt − kDBt ∈
Mn(Fq[θ]) this implies Y = 0. 
2. From a matrix A to a Siegel matrix.
Recall that we considerM given by the equation (0.8), q is odd, and ω ∈ Fq2−Fq
satisfies ω2 ∈ Fq. A Siegel matrix of M(0) is ωIn. We consider 4 sets S1, ...,S4:
S1. The set of n× n matrices A.
S2. The set of t-motives M given by the equation (0.8).
S3. The set of n× n Siegel matrices S.
S4. The set of lattices of rank r = 2n in Cn∞.
Let W1 ⊂ S1 := {A|ord A >
q
q2−1}, W3 ⊂ S3 := {S|ord (S − ωIn) >
q
q2−1}
be open neighborhoods of 0, resp. ωIn in S1, resp. S3. Let M : S1 → S2,
L : S3 → S4, L : (a subset of S2 corresponding to uniformizable t-motives) → S4
be as above. We shall show that all t-motives in M(W1) are uniformizable, hence
L : M(W1)→ S4 is defined. We have a diagram:
S1 ←֓ W1 W3 →֒ S3
M ↓ M ↓ L ↓
S2 ←֓ M(W1)
L
→ S4
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Proposition 2. There exists an isomorphism S : W1 → W3 defined by power
series of the entries of A making the above diagram commutative.
Proof. As usual, for a matrix A = (aij) we denote A
(k) = (aq
k
ij ), and we denote
θij = θ
qi − θq
j
.
For a given A ∈ S1 we denote the exponential map of M(A) by ExpA. We
have ExpA(X) =
∑∞
i=0CiX
(i) where Ci = Ci(A), C0(A) = 1, and they satisfy the
following recurrence relation (here i ≥ 1; C−1(A) = 0):
Cν =
AC
(1)
ν−1 + C
(2)
ν−2
θν0
(2.1)
Let J = (j1, . . . , jl) be a sequence of numbers ji ≥ 0 or J = ∅. We denote A
(J) :=
A(j1) ·A(j2) · . . . ·A(jl), A(∅) = In. We denote m(J) := max (l, j1, . . . , jl), m(∅) := 0.
J is called ν-special if J = ∅ or if j1, . . . , jl satisfy 0 ≤ j1 < j2 < ... < jl < ν, and
J is called special if it is ν-special for some ν. If J is ν-special then m(J) ≤ ν,
m(J) ≤ jl + 1.
We have (this follows from (2.1) immediately by induction): Cν is a finite sum
of terms of the form
1
θν,i1 · θν,i2 · . . . · θν,ik · θν0
A(J) (2.2)
where ν > i1 > i2 > ... > ik > 0 is a sequence of numbers uniquely defined by J ,
and J is ν-special. We denote ξν,J :=
1
θν,i1 ·θν,i2 ·...·θν,ik ·θν0
, hence (2.2) becomes
Cν(A) =
∑
J
ξν,JA
(J) (2.3)
the sum runs over ν-special J . For any fixed J there is no more than one term of
type (2.2) in Cν , and
k + 1 ≥ ⌈
ν
2
⌉ (2.4)
where ⌈x⌉ := min{α ∈ Z|α ≥ x} is the ceiling function. Further, the only terms
corresponding to J = ∅ are
ξν,∅ =
1
θν,ν−2 · θν,ν−4 · . . . · θν2 · θν0
(2.5)
for even ν, the only terms corresponding to the case l = 1, j1 = 0 (i.e. J = (0) )
are terms
ξν,(0)A where ξν,(0) =
1
θν,ν−2 · θν,ν−4 · . . . · θν3 · θν1 · θν0
(2.6)
for odd ν (ξν,(0) = 0 for even ν).
Recall that the exponent for the Carlitz module C2 has the form
Exp0(z) = z +
1
θ20
zq
2
+
1
θ42θ40
zq
4
+ ... =
∞∑
i=0
ξ2i,∅ z
q2i (2.7)
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We denote by y0 ∈ C∞ a nearest-to-zero root to Exp0(z) = 0 (this is ξ of C2
in notations of [G]). It is defined up to multiplication by elements of F∗q2 , and it
generates over Fq2 [θ] the lattice of the Carlitz module C2. We fix one such y0. We
have ord(y0) = −
q2
q2−1 , it corresponds to the first segment of the Newton polygon
of (2.7).
We identify Lie (C2) (see [G], one line above Definition 5.4.5 for the Lie space of
a t-motive) with C∞ and hence Lie (M(0)) with Cn∞. We denote the standard C∞-
basis of Lie (M(0)) by l1, ..., ln, namely li = (0, ..., 0, 1, 0, ..., 0) (1 at the i-th place),
we denote the elements y0li by ei, and let e be the column (e1, . . . , en)
t. Also for
i = 1, . . . , n we denote gi(0) := ei, gn+i(0) := ωei, and we denote by Yi, resp. Y
′
i the
vector columns of coordinates of gi(0), resp. gn+i(0), i.e. Yi = (0, ..., 0, y0, 0, ..., 0)
t,
resp. Y ′i = (0, ..., 0, ωy0, 0, ..., 0)
t (y0, resp. ωy0 at the i-th place). Hence, elements
gi(0) for i = 1, . . . , 2n form a basis of L(M(0)) over Fq[θ]. Further, like in (1.6), we
denote the column (g1(0), . . . , gn(0))
t, resp. the column (gn+1(0), . . . , g2n(0))
t by
g1(0), resp. g2(0).
Now let us consider the deformation of this basis for A ∈W1. We let
Xi = Yi +∆i, X
′
i = Y
′
i +∆
′
i (2.8)
where Xi, X
′
i, ∆i, ∆
′
i depend on A and where Xi, X
′
i are solutions to the equation
∞∑
j=0
Cj(A)X
(j) = 0 (2.9)
near Yi, Y
′
i respectively (i.e. ∆i, ∆
′
i are small complements). We shall show that
they exist and are unique. We denote vectors, whose coordinates are columns Xi,
X ′i, by gi(A), gn+i(A) respectively, and we denote the column (g1(A), . . . , gn(A))
t,
resp. the column (gn+1(A), . . . , g2n(A))
t by g1(A), resp. g2(A). This will mean
that we get a lattice generated by gi(A), gn+i(A). The Siegel matrix of the basis
gi(A), gn+i(A) is, by definition, S(A).
To prove that S is an isomorphism we need to find an explicit expression for
S(A). Let us denote Dj = Dj(A) = Cj(A)− Cj(0). Substituting (2.8) to (2.9) we
get
∞∑
j=1
DjY
(j)
i +∆i +
∞∑
j=1
Cj∆
(j)
i = 0 (2.10)
∞∑
j=1
DjY
′
i
(j)
+∆′i +
∞∑
j=1
Cj∆
′
i
(j)
= 0 (2.11)
where Cj = Cj(A), Dj = Dj(A) are parameters, ∆i, ∆
′
i are column matrix un-
knowns. We shall see later that for small A the sums
∑∞
j=1DjY
(j)
i ,
∑∞
j=1DjY
′
i
(j)
converge, and both (2.10) and (2.11) have a unique solution near 0.
Now let us consider the n× n-matrix form of (2.10), (2.11). Let Y , resp. Y ′, ∆,
∆′ be n×n-matrices whose i-th column is Yi, resp. Y
′
i , ∆i, ∆
′
i. We have Y = y0In,
Y ′ = ωy0In. The n× n-matrix form of (2.10), (2.11) is the following:
∞∑
j=1
DjY
(j) +∆+
∞∑
j=1
Cj∆
(j) = 0 (2.12)
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∞∑
j=1
DjY
′(j) +∆′ +
∞∑
j=1
Cj∆
′(j) = 0 (2.13)
We need a high-dimensional version of the classical Hensel lemma:
Lemma 2.14. Let U0 +X + U1X
(1) + U2X
(2) + · · · = 0 be a matrix equation
(i.e. X ∈ Mn(C∞) is an unknown matrix, Ui ∈ Mn(C∞) are matrix parameters)
such that ord U0 > 0, ord Ui ≥ 0. Then this equation has a unique solution X
satisfying ord X > 0.
Proof of existence is completely analogous to the proof of the classical Hensel
lemma. Unicity is also obvious: if we have 2 solutions X , X ′ then −X + X ′ =∑∞
i=1 Ui(X − X
′)(i). Comparing the maximal ord of entries of the left and right
hand sides of this equality we get immediately X −X ′ = 0. 
We shall need the explicit form of the solution to the equation of Lemma 2.14.
It is
X = −U0 +
∑
±U (β1)α1 · U
(β2)
α2
· . . . · U (βλ−1)αλ−1 · U
(βλ)
0 (2.15)
where λ ≥ 2, αi > 0 for i = 1, . . . , λ − 1, βλ ≥ 1, βi ≥ 0 for i = 1, . . . , λ − 1, and
for any given ν there is only finitely many terms such that βλ ≤ ν. This follows
immediately by induction applied to the process of solution of 2.14.
Let us evaluate the order of coefficients. From here until 2.19 we consider
only special J . For (2.12) we have: U0 =
∑∞
j=1DjY
(j), and (2.3) implies
U0 =
∑
J 6=∅(
∑
ν≥0 ξν,JY
(ν))A(J). Really, in the inner sum we have ν ≥ m(J).
(2.4) implies that ord ξν,J ≥ ⌈
ν
2
⌉qν , hence ord ξν,JY
(ν) ≥ qν(⌈ν
2
⌉ − q
2
q2−1
) which is
≥ qν for ν ≥ 3. This means that for any J the sum ξ¯0,J :=
∑
ν ξν,JY
(ν) converges,
U0 =
∑
J 6=∅
ξ¯0,JA
(J) (2.16)
and if m(J) ≥ 3 then ord ξ¯0,J ≥ q
m(J). If m(J) ≤ 2 then all terms of the sum∑
ν ξν,JY
(ν) having ν ≥ 3 have ord ≥ q3 q
2−2
q2−1 . The only term having ν = 2 is the
term 1θ21θ20Y
(2) for J = (0, 1). Its ord is ≥ q2 q
2−2
q2−1 . The only term having ν = 1
corresponds to J = (0). Hence, for all J 6= (0) we have: ord ξ¯0,J ≥ q
m(J) q
2−2
q2−1
.
For J = (0) we have (see (2.6)) ξ¯0,(0) = d where
d =
yq0
θ10
+
yq
3
0
θ31θ30
+
yq
5
0
θ53θ51θ50
+
yq
7
0
θ75θ73θ71θ70
+ ... =
∞∑
i=1
ξi,(0)y
qi
0
Later we shall use that ξ¯0,(1) = 0 — really, (2.1) obviously implies that ∀ν we have
ξν,(1) = 0.
We have ord d = ord 1θ10Y
(1) = − qq2−1 . We fix a small ε > 0 and we change the
scale, letting A = µB where µ satisfies ord µ = qq2−1 + ε. We define ξˆ0,J by the
substitution A = µB to (2.16) to get
U0 =
∑
J 6=∅,(1)
ξˆ0,JB
(J) (2.16.1)
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we have ξˆ0,J = ξ¯0,J µ
γ for some integer γ > 0. Obviously
ord ξˆ0,J ≥ εm(J) (2.17)
(we do not need more strong inequality). We see that if ord B ≥ 0 then (2.16.1)
converges.
We define numbers ξˆν,J by the equality Cν =
∑
J ξˆν,JB
(J) obtained by substi-
tution of A = µB to (2.3) (here J can be ∅ or (0)). As earlier
ord ξˆν,J ≥ εm(J) (2.18)
(2.19) To apply (2.15) we need more notations (from here J is not necessarily
special). We define (J + β) := (j1 + β, . . . , jm + β), and if (J1) = (j11, . . . , j1,m1),
(J2) = (j21, . . . , j2,m2), then (J1 ∪ J2) := (j11, . . . , j1,m1, j21, . . . , j2,m2). Applying
(2.15) to (2.12) we get a formal sum
∆ = −dµB −
∑
J 6=∅,(0),(1)
ξˆ0,JB
(J) +
∑
λ,J∗,α∗,β∗
±ξˆ
(β∗)
α∗,J∗
B(J∗+β∗) (2.20)
where J∗ = (J1, . . . , Jλ) and Ji = (ji1, . . . , ji,mi), α∗ = (α1, . . . , αλ) and αλ = 0,
β∗ = (β1, . . . , βλ), ξˆ
(β∗)
α∗,J∗
:=
∏λ
i=1 ξˆ
(βi)
αi,Ji
, (J∗ + β∗) := (J1 + β1) ∪ · · · ∪ (Jλ + βλ).
There is no term ξ∗B
(1) in (2.20). Really, there is no such term in U0. If a term
of the sum of (2.15) has βλ ≥ 2 then it cannot contain a term k∗B
(1). The process
of solution of the equation of (2.14) shows that a unique term of the sum of (2.15)
having βλ = 1 is the term U1U
(1)
0 . Since U1 =
1
θ10
A we get that it does not contain
a term ξ∗B
(1) as well.
Let us evaluate ord of coefficients. We need two elementary lemmas. For a term
kB(J) condition (*) means ord k ≥ εm(J).
Lemma 2.21. Let a term ξB(J) satisfies (*). Then the term (ξB(J))(β) satisfies
(*).
Proof. (ξB(J))(β) = ξq
β
B(J+β). We have m(J) + β ≥ m(J + β), qβ ·m(J) ≥
m(J) + β (if m(J) ≥ 1), hence ord ξq
β
= qβord ξ ≥ qβεm(J) ≥ ε(m(J) + β) ≥
εm(J + β). If m(J) = 0, i.e. J = ∅, the lemma obviously holds. 
Lemma 2.22. Let terms ξ1B
(J1), ξ2B
(J2) satisfy (*). Then their product also
satisfies (*).
Proof. We have m(J1)+m(J2) ≥ m(J1 ∪ J2) (this follows from max (m1, γ1)+
max (m2, γ2) ≥ max (m1 +m2,max (γ1, γ2)) if all entries are ≥ 0; this inequality
follows from
max (m1, γ1) + max (m2, γ2) ≥ m1 +m2,
max (m1, γ1) + max (m2, γ2) ≥ γ1,
max (m1, γ1) + max (m2, γ2) ≥ γ2).
Adding ord ξ1 ≥ εm(J1) and ord ξ2 ≥ εm(J2) we get the result. 
Now let us prove that for any ν there is only finitely many terms of (2.20) such
that for its J we have m(J) ≤ ν. If m(J) ≤ ν then βλ of (2.15) is ≤ ν. We have
only finitely many terms of (2.15) satisfying βλ ≤ ν. For any of these terms the
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factors U
(βi)
αi for i < λ contain only finitely many terms, and the λ-th factor U
(βλ)
0
contains only finitely many terms having m(J) ≤ ν, because of (2.16.1).
Further, (2.17) and (2.18) imply that for all J 6= (0), for all ν = 0, 1, . . . we have
ord ξˆν,J ≥ εm(J). Since ε = ord dµ, the same holds for J = (0) as well. The above
lemmas show that if we define kJ writing (2.20) in the form
∆ = −dµB +
∑
J 6=∅,(0),(1)
kJB
(J) (2.23)
then ord kJ ≥ εm(J). The same formulas hold for ∆
′:
∆′ = ωdµB +
∑
J 6=∅,(0),(1)
k′JB
(J) (2.24)
(it is clear that the coefficient k′(0) is really ωdµ, because
∑∞
i=1 ξi,(0)(ωy0)
qi = −ωd,
because ωq
i
= −ω for odd i) and ord k′J ≥ εm(J).
(1.6) implies S = S(A) = (ωy0In + ∆
′t)(y0In + ∆
t)−1 = (ωIn + y
−1
0 ∆
′t)(In +
y−10 ∆
t)−1. Since if ord B > 0 then ord ∆ ≥ ε, we have that
y0(S
t − ωIn)
2ωdµ
= B −
1
2dµ
∑
J 6=∅,(0),(1)
kJB
(J) +
1
2ωdµ
∑
J 6=∅,(0),(1)
k′JB
(J)
+
1
2dµ
∞∑
i=2
±y
−(i−1)
0 ∆
i +
1
2ωdµ
∞∑
i=2
±y
−(i−1)
0 ∆
i−1∆′ (2.25)
which can be written as
y0(S
t − ωIn)
2ωdµ
= B +
∑
J 6=∅,(0),(1)
KJB
(J) (2.26)
where KJ are some coefficients. Really, it is clear that for any J the sums in (2.25)
contain only finitely many terms having B(J), because if m(J) = m then i in (2.25)
is ≤ m. Further, Lemma 2.22 implies that ord KJ ≥ ε(m(J) − 1). Since the sum
runs over J having m(J) ≥ 2 we get that for ε1 := ε/2 we have
ord KJ ≥ ε1 m(J) (2.27)
(2.26) shows that S is a function inB: S = f(B). The below version of the Hensel
lemma will show us that f is 1 – 1 in a neighborhood of 0. We need more general
power series. Let J = (j1, . . . , jµ) be as above, it is called the type of a term of a
series, and let i = 1, 2, ... be an integer parameter. Let uiJ0, . . . , uiJµ ∈ Mn(C∞)
be coefficients associated to J and i. The i-th term of type J with coefficients uiJ∗
is, by definition,
uiJ0X
(j1)uiJ1X
(j2) · . . . · uiJ,µ−1X
(jµ)uiJµ
where X ∈Mn(C∞) is a variable. We denote it by C(J, i)(X) (coefficients uiJ∗ are
by default). The unique term (i = 1) corresponding to J = ∅ we denote simply by
u. Finally, we denote
∑µ
α=0 ord uiJα by ord (C(J, i)).
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Let us consider the power series
∑
J,iC(J, i)(X) and the equation
X = u+
∑
J 6=∅
∑
i
C(J, i)(X) (2.28)
(the sum can contain terms having J = (0) ).
Lemma 2.29. Let there exist γ∅, γ > 0 such that the following conditions hold:
1. ord u > γ∅.
2. ∀J , ∀i we have ord (C(J, i)) ≥ γ m(J).
3. For all fixed J we have: ord (C(J, i))→ +∞ as i→ +∞.
Then
∑
J,iC(J, i)(X) converges if ord X ≥ 0, and the equation (2.28) has a
unique solution satisfying ord X ≥ γ∅.
Proof. We shall show that applying a step of successive approximation we come
to an equation of the same type, satisfying to the same conditions, and that this
method converges. First, let us show that
∑
J,iC(J, i)(X) converges if ord X ≥ 0.
We have
ord (C(J, i)(X)) ≥ ord (C(J, i)) +m(J) ord X
hence (3) implies that ∀J
∑
i C(J, i)(X) converges, and (2) implies that ∀J
ord
∑
i
C(J, i)(X) ≥ m(J)(γ + ord X) (2.29.1)
Since for a given m there exists only finitely many J having m(J) ≤ m we have
that
∑
J
∑
i C(J, i)(X) converges.
We shall denote by prime the objects obtained after iteration. For example, the
new unknown will be denoted by X ′ (it satisfies X ′ = X − u), the new coefficients
will be denoted by u′iJl etc. In order to prove existence of the solution (i.e. that
the iteration process converges) it is sufficient to prove:
(a). The iterated equation has the same form (2.28) (clearly with other coeffi-
cients u′iJl);
(b). Properties (1) - (3) hold for the iterated equation for the following values
of γ′∅, γ
′:
(c) γ′∅ = γ∅ + γ, γ
′ = γ.
Really, a term C(J, i)(X) after the substitution X = u+X ′ becomes
uiJ0(u
(j1) +X ′
(j1))uiJ1(u
(j2) +X ′
(j2)) · . . . · uiJ,µ−1(u
(jµ) +X ′
(jµ))uiJµ =
∑
J0⊂J
C′(J0, i
′)(X ′) (2.29.2)
where the sum runs over all 2µ subsequences of the sequence J , and all these terms
are of the same type, this proves (a).
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We have u′ =
∑
J
∑
i C(J, i)(u). According (2.29.1), we have ord u
′ ≥ γ +
γ∅ = γ
′
∅. For any J0 ⊂ J and C
′(J0, i
′) from (2.29.2) we have ord C′(J0, i
′) ≥
ord C(J, i) ≥ γm(J) ≥ γ m(J0). This proves (2) for the iterated equation. Let us
fix N and J0, and prove that there is only finitely many i
′ such that ord C′(J0, i
′) ≤
N . Again because ord C′(J0, i
′) ≥ ord C(J, i) we see that in this case ord C(J, i) ≤
N . There is only finitely many such J , i, and each of them gives only finitely many
C′(J0, i
′). This proves existence of the solution.
Unicity: Let X1, X2 = X1 +D be solutions to (2.28), where ord D ≥ γ∅. This
means that D =
∑
J 6=∅
∑
i[C(J, i)(X1 + D) − C(J, i)(X1)]. (2.29.2) shows that
C(J, i)(X1 +D) − C(J, i)(X1) is a sum of 2
µ − 1 terms. The ord of each of these
terms is greater than ord D — a contradiction. 
We apply this lemma to (2.26). We have u = y0(S
t−ωIn)
2ωdµ has ord > 0, 2.29 (2)
is 2.27, and 2.29 (3) is true, because (2.26) contains only one term KJB
(J) for any
J . All conditions of the lemma are satisfied, hence we have a 1 – 1 map B 7→ S in
a neighborhood of 0. This proves Proposition 2. 
3. Some notations.
Let G1 = GLn(Fq2 [θ]). Recall that T0 = θ + τ
2 ∈ Mn(C∞{τ}) and G2 are
defined in (0.9.3), (0.9.5). It is easy to see that G2 = GLn(Fq2 [T0]) ⊂Mn(C∞{τ}).
There exists an isomorphism α : G1 → G2 defined by α(θ) = T0. We need an
explicit formula for g ∈ GLn(Fq2[T0]) as an element of GLn(C∞{τ}). Namely, we
define kij ∈ Fq[θ] (generalized binomial coefficients, i, j ≥ 0, i ≤ j) as follows:
T j0 =
j∑
i=0
kijτ
2i
Numbers kij are defined either by recurrent relation kij = ki−1,j−1 + ki,j−1θ
q2i ,
kii = 1 for i ≥ 0, k−1,j = 0 for j ≥ 0, or by the explicit formula
kij =
∑
P∈Sij
θP (q
2) =
∑
P∈Sij
θ
i∑
γ=0
cγq
2γ
(3.1)
where Sij ⊂ Z+[x] is the set of polynomials P (x) =
i∑
γ=0
cγx
γ of degree ≤ i such
that cγ ≥ 0,
i∑
γ=0
cγ = j − i.
For B1 =
∑m
i=0B1iθ
i ∈ G1, where B1i ∈Mn(Fq2), we have
α(B1) =
m∑
i=0
B1iT
i
0 =
m∑
i=0
(
m∑
j=i
kijB1j)τ
2i (3.2)
Example: Table of kij :

k00 k01 k02 k03 k04
k11 k12 k13 k14 k15
k22 k23 k24 k25 k26
k33 k34 k35 k36 k37

 =
16
1 θ θ2 θ3 θ4
1 θq
2
+ θ θ2q
2
+ θq
2+1 + θ2 θ3q
2
+ θ2q
2+1 + θq
2+2 + θ3 . . .
1 θq
4
+ θq
2
+ θ θ2q
4
+ θq
4+q2 + θq
4+1+ θ3q
4
+ . . . . . .
+θ2q
2
+ θq
2+1 + θ2
1 θq
6
+ θq
4
+ θq
2
+ θ θ2q
6
+ . . . θ3q
6
+ . . . . . .
(3.3) We have ord (kij) = −(j − i)q
2i.
We need also numbers lij defined by a formula similar to (3.1):
lij =
∑
P∈Sij
θ
c0+
i∑
γ=1
cγq
2γ−1
(3.4)
(notations are the same as in (3.1)).
Example: Table of lij :


l00 l01 l02 l03 l04
l11 l12 l13 l14 l15
l22 l23 l24 l25 l26
l33 l34 l35 l36 l37

 =
1 θ θ2 θ3 θ4
1 θq + θ θ2q + θq+1 + θ2 θ3q + θ2q+1 + θq+2 + θ3 . . .
1 θq
3
+ θq + θ θ2q
3
+ θq
3+q + θq
3+1+ θ3q
3
+ . . . . . .
+θ2q + θq+1 + θ2
1 θq
5
+ θq
3
+ θq + θ θ2q
5
+ . . . θ3q
5
+ . . . . . .
(3.5) We have for i > 0: ord (lij) = −(j − i)q
2i−1, ord (l0j) = −j.
We shall need the following technical
Lemma 3.6. ∀i, j ≥ 0, i ≤ j we have lij = k
q
ij − θ2i+1,0li+1,j (we let li+1,i = 0).
Proof. We consider the following subsets3 of the sets Sij :
S
(1)
ij := {P ∈ Sij | c0 = 0}.
S
(2)
ij := {P ∈ Sij | c0 6= 0}. We have S
(1)
ij ∪ S
(2)
ij = Sij , S
(1)
ij ∩ S
(2)
ij = ∅.
S
(3)
ij := {P ∈ Sij | ci = 0}.
S
(4)
ij := {P ∈ Sij | ci 6= 0}. We have S
(3)
ij ∪ S
(4)
ij = Sij , S
(3)
ij ∩ S
(4)
ij = ∅.
3Notation S
(∗)
ij
has nothing common with the elevation to q∗-th power.
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For P =
δ∑
γ=0
cγx
γ ∈ Sδj we denote Mk(P ) := θ
δ∑
γ=0
cγq
2γ
, Ml(P ) := θ
c0+
δ∑
γ=1
cγq
2γ−1
— the monomials corresponding to P that enter in (3.1), (3.4) respectively (here
δ = i or i+ 1). There are isomorphisms of sets:
β1 : S
(1)
ij → S
(3)
ij , β1(P ) := P/x;
β2 : S
(2)
ij → S
(3)
i+1,j , β2(P ) := P − 1;
β3 : S
(4)
ij → S
(1)
i+1,j , β3(P ) := Px− x
i+1;
β4 : S
(2)
i+1,j → S
(4)
i+1,j , β4(P ) := P + x
i+1 − 1.
The following formulas are checked immediately:
∀ P ∈ S
(1)
ij we have: Ml(P ) = Mk(β1(P ))
q;
∀ P ∈ S
(2)
ij we have: Ml(P ) = θ Ml(β2(P ));
∀ P ∈ S
(4)
ij we have: Mk(P )
q = θq
2i+1
Ml(β3(P ));
∀ P ∈ S
(2)
i+1,j we have: θ
q2i+1 Ml(P ) = θ Ml(β4(P )).
These formulas imply the lemma. 
4. Main theorem.
We recall that G0 ⊂ GL2n(Fq[θ]) is the stabiliser of the Siegel matrix ωIn. (1.6.3)
implies that G0 ⊂ {γ =
(
C ω2D
D C
)
} such that C,D ∈Mn(Fq[θ]). There exists an
isomorphism β : G0 → G1 = GLn(Fq2 [θ]) defined by the formula β(γ) = C + ωD.
Let ∆A, ∆X ∈Mn(C∞) be small. The action of the above γ in a neighborhood
of ωIn is described by
Lemma 4.1. If ω +∆X = γ(ω +∆A) then
∆A = (C − ωD)
t∆X(C + ωD)
t−1 + higher terms in ∆X 
Let γ, m be from (0.9.2). We let B1 := β(γ) ∈ G1, B2 := α ◦ β(γ) ∈ G2,
B1 =
∑m
i=0B1iθ
i ∈ G1, where B1i ∈ Mn(Fq2) like in (3.2). Now we can state the
main calculational proposition. Let W0 := m
qq2m+1, W := (2m+ 2)W0.
Proposition 4.2. Let A ∈ Mn(C∞) satisfy ord A ≥ 2W + 4m + 2. Then
there exist X ∈ Mn(C∞) and Y ∈ Mn(C∞{τ}) (see the lines below (0.9.5)), Y =∑2m−1
i=0 Yiτ
i, where Yi ∈Mn(C∞), such that:
(1) TX(B2 + Y ) = (B2 + Y )TA (equality in Mn(C∞{τ}) );
(2) B2 + Y ∈ GLn(C∞{τ});
(3) ord Yi ≥W0.
(4) ord X ≥ ord A− 2m.
Moreover, there exists an algorithm of solution of 4.2 (1) (explained in the body
of the proof) giving us a unique distinguished solution to 4.2 (1) (it satisfies to 4.2
(2), 4.2 (3) as well).
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Remark 4.3. Conditions 4.2 (1), 4.2 (2) show that M(A) is isomorphic to
M(X). Namely, in notations of (0.8) we denote e∗ for M(A) (resp. M(X)) by
e∗,A, resp. e∗,X . In these notations (0.8) is written as Te∗,A = TAe∗,A, resp.
Te∗,X = TXe∗,X , where multiplication by T is in C∞[T, τ ] and multiplication by
TA, resp. TX is the action of Mn(C∞{τ}) on C∞{τ}⊕n. Let ϕ : M(X) → M(A)
be a C∞{τ}-linear map defined by the formula
ϕ(e∗,X) = (B2 + Y )e∗,A (4.4)
Condition 4.2 (1) is equivalent to the condition that ϕ is a C∞[T, τ ]-homomorphism,
and 4.2 (2) means that ϕ is a isomorphism.
Proof of 4.2. The equation (4.2 (1)) is
(θ+Xτ +τ2)(
m∑
i=0
B1iT
i
0+
2m−1∑
i=0
Yiτ
i) = (
m∑
i=0
B1iT
i
0+
2m−1∑
i=0
Yiτ
i)(θ+Aτ +τ2) (4.5)
We consider A, B1i as fixed, and we should solve (4.5) with respect to unknowns
X , Yi. Slightly rewriting (3.2), we denote by B2i the coefficients in the equality∑m
i=0B1iT
i
0 =
∑2m
i=0B2iτ
i, hence B2i = 0 for odd i, and for even i we have
B2i =
m∑
j=i/2
ki/2,jB1j (4.6)
4.7. We have: ord(B2i) ≥ −(m− i/2)q
i (i is even).
We consider the equality of coefficients of the terms at τ i+2 of (4.5), where
i = −1, . . . , 2m − 1. For the case i = 2m this equality is B
(2)
1m = B1m which is
always satisfied because B1m ∈ Mn(Fq2); for i = −2 this equality is trivial. Using
the fact that T0 entering to the both θ + Aτ + τ
2, θ + Xτ + τ2, commutes with∑m
i=0B1iT
i
0 we see that this equality is the following:
Y
(2)
i +XY
(1)
i+1+XB
(1)
2,i+1+θYi+2 = Yi+Yi+1A
(i+1)+B2,i+1A
(i+1)+θq
i+2
Yi+2 (4.8)
(for j 6∈ {0, 1, . . . , 2m− 1} we have Yj = 0).
We shall use the following elementary
Lemma 4.9. Let Z be an unknown matrix and U a matrix parameter such that
ord U > 0. Then the equation
Z = Z(2) + U (4.9.1)
has a unique solution satisfying ord Z > 0, it is given by the formula
Z = U + U (2) + U (4) + U (6) + ...  (4.9.2)
To solve (4.5) we consider first X as a parameter, and we find Yi consecutively,
i = 2m−1, . . . , 0, as functions of X . Equalities (4.8) for i = 2m−1, 2m−2, . . . , 0
are equalities of the type (4.9.1) for the unknowns Yi if we treateX , Yi+1, . . . , Y2m−1
as parameters. As the last step, we substitute the values of Y0, Y1 (as functions of
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X) to the equality (4.8) for i = −1, and we solve it with respect to X . From the
first sight, we can have a vicious circle: Yi are obtained as functions of X , and to
find X we should solve (4.8), i = −1; it contains Yi.
Really, there is no vicious circle. Lemma 4.9 implies that formally
Yi = Di +D
(2)
i +D
(4)
i +D
(6)
i + ... (4.10)
where
Di = XY
(1)
i+1 +XB
(1)
2,i+1 − θi+2,0Yi+2 − Yi+1A
(i+1) −B2,i+1A
(i+1) (4.11)
Let SX(1) ⊂ Mn(C∞) be the set of X such that D2m−1 of (4.11) satisfies ord
D2m−1 > 0 (we shall show later that for sufficiently small A we have: SX(1) and
subsequent SX(i), SYj (i) contain an open neighborhood of 0 in Mn(C∞)). This
means that Y2m−1 — the solution to (4.8), i = 2m − 1 — can be considered as
a function f2m−1 : SX(1) → Mn(C∞) defined by (4.10) for i = 2m − 1, i.e. if
Y2m−1 = f2m−1(X) then (4.8), i = 2m− 1 holds for these X , Y2m−1. Analogically,
there exist sets SX(2) ⊂ SX(1), SY2m−1(2) ⊂ Mn(C∞) such that SY2m−1(2) ⊃
f2m−1(SX(2)) and such that Y2m−2 — the solution to (4.8), i = 2m − 2 — can
be considered as a function f2m−2 : SX(2) × SY2m−1(2) → Mn(C∞) defined by
(4.10) for i = 2m − 2, i.e. if Y2m−2 = f2m−2(X, f2m−1(X)) then (4.8), i = 2m− 2
holds for these X , f2m−1(X), Y2m−2. We denote g2m−1(X) := f2m−1(X) and
g2m−2(X) := f2m−2(X, g2m−1(X)). Continuing the process, we get the sets SX(i),
SYj (i), functions
f2m−i : SX(i) × SY2m−(i−1)(i) × SY2m−(i−2)(i) → Mn(C∞) defined by (4.10) for
i = 2m− i and functions g2m−i defined by induction:
i.e. if g2m−i(X) := f2m−i(X, g2m−(i−1)(X), g2m−(i−2)(X)) then (4.8) for 2m− i
holds for these X , Yj = g2m−j(X), where j = i, i− 1, i− 2.
At the end of the process we get a function f0 : SX(2m)×SY1(2m)×SY2(2m)→
Mn(C∞) such that if Y0 = g0(X) := f0(X, g1(X), g2(X)) then (4.8) for i = 0 holds.
Obviously all entries of gi are power series on entries of X . Finally, we substitute
Y0, Y1 that enter in (4.8) for i = −1 by g0(X), g1(X) respectively. We get an
equation F (X) = 0 with one (matricial) unknown X (and A, B2i parameters),
where F is a power series. If we choose a solution X0 to the equation F (X) = 0
and we let Y0,i := gi(X0) then equations (4.8) for all i are satisfied.
Now we shall show that if A is sufficiently small then
(1) All above SX(i), SYj (i) contain an open neighborhood of 0 in Mn(C∞), i.e.
the condition ord Z > 0 of 4.9 holds, and
(2) The equation F (X) = 0 can be solved using Hensel lemma. This will give us
a unique distinguished solution to (4.5).
Lemma 4.12. The formal expression for Yi obtained by the successive applica-
tion of (4.9.2) is the following:
Yi =
∑
βi,J,Ψ,l,αX
(J) ·B
(α)
1l ·A
(Ψ) (4.12.1)
where the sum runs over all J = (j1, . . . , jµ), Ψ = (ψ1, . . . , ψν) satisfying 0 ≤ j1 <
j2 < ... < jµ (i.e. J is special in the terminology of the proof of Proposition 2),
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ψ1 > ψ2 > ... > ψν ≥ i+1 (µ, ν can be 0, i.e. J , Ψ can be ∅), l satisfies
i+1
2 ≤ l ≤ m,
α = 0 or 1, and βi,J,Ψ,l,α ∈ Fq[θ].
Proof. Induction by i from 2m− 1 to 0, using (4.11), (4.10). 
4.13. In principle, it can happen that applying (4.11), (4.10) for i = 2m −
1, . . . , 0, we can get for some given J , Ψ more than one term of the form (4.12.1).
Nevertheless, the same induction consideration shows that if this phenomenon oc-
curs, we get only finitely many such terms with these J , Ψ. This means that we
can consider βi,J,Ψ,l,α as a finite sum of coefficents of the corresponding terms.
After substitution of (4.12.1) for Y1, Y0 to (4.8), i = −1, we shall get an equality
F−1(A,X) = 0 where
F−1(A,X) :=
∑
β−1,J,Ψ,l,αX
(J) ·B
(α)
1l ·A
(Ψ) (4.14)
is a series of the same type as (4.12.1). Like in (4.13), for any J , Ψ there is no more
than one such term. Let us evaluate coefficients β∗.
Lemma 4.15. Formulas (4.12.1), (4.14) do not contain terms having µ = ν = 0.
Proof. Induction by i from 2m− 1 to −1, using (4.11), (4.8) for i = −1. 
We shall call the terms of (4.12.1), (4.14) having µ = 1, j1 = 0, ν = 0, resp.
ν = 1, ψ1 = 0, µ = 0 (i.e. terms of the form β∗XB
(α)
1l = X(β∗B
(α)
1l ), resp.
(β∗B
(α)
1l )A) the X- (resp. A)-principal terms, and we denote the right coefficient
at X (resp. the left one at A) of their sum by PX,i, resp. PA,i (i = 2m−1, . . . ,−1)
(the X-, resp. A-principal part of Yi or of (4.14)).
Lemma 4.16. For i even we have PX,i = 0. For i odd, ι := (i+ 1)/2 we have
PX,i =
m∑
j=ι
lιjB
(1)
1j (4.16.1)
Particularly, for i = −1 we have
PX,−1 =
m∑
j=0
θjB
(1)
1j (4.16.2)
Further, PA,i = 0 for i ≥ 0, and PA,−1 =
m∑
j=0
θjB1j.
Proof. Induction by i from 2m − 1 to −1. The only terms of (4.10), (4.11)
that contribute to the X-principal part of Yi is the term Di of (4.10) and the terms
XB
(1)
2,i+1, −θi+2,0Yi+2 of (4.11), because Lemma 4.15 shows that the term XY
(1)
i+1
of (4.11) cannot contribute to the principal part. Since B2i = 0 for odd i, we get
immediately that PX,i = 0 for even i. This gives us the recurrence relation:
PX,i = B
(1)
2,i+1 − θi+2,0PX,i+2 (4.16.3)
with the initial condition PX,2m+1 = 0. (4.6), (4.16.3) and Lemma 3.6 (i of Lemma
3.6 is ι of the present lemma) give us immediately (4.16.1).
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(4.11) shows that PA,i = 0 for i ≥ 0. (4.8) for i = −1 shows that the terms that
can contribute to the A-principal part of (4.14) are Y0A, B20A. Lemma 4.15 shows
that Y0A do not contribute to the A-principal part of (4.14), hence PA,−1 = B20 =
m∑
j=0
θjB1j . 
Let us evaluate ord β∗ from (4.12.1), (4.14). For J , Ψ of (4.12.1), (4.14) we
denote m = m(J,Ψ) := max (j∗, ψ∗) (if J , resp. Ψ = ∅, then we let max j∗, resp.
max ψ∗ = 0).
Lemma 4.17. For all terms of (4.12.1), (4.14) we have
ord (β∗) +Wq
m(J,Ψ) ≥W0 (4.17.0)
Proof. Induction by i from 2m − 1 to −1 (here and below the case i = −1
means the formula (4.14)). More exactly, we prove by induction that for all terms
of Yi we have
ord (β∗) +Wq
m(J,Ψ) ≥ (i+ 2)W0 (4.17.1)
If (4.17.1) holds for all terms that enter in Di of (4.10) then it holds for terms D
(2j)
i
as well, hence it is sufficient to prove (4.17.1) only for Di. Further,
(4.17.2) All number coefficients that enter in (4.11), namely B2,i+1, B
(1)
2,i+1 and
θi+2,0, have ord ≥ −W0 (see (3.3)).
For i = 2m−1 the formula (4.11) becomes D2m−1 = XB
(1)
2,2m−B2,2mA
(2m) and
(4.17.1) obviously holds. The induction step from i to i−1 also follows immediately
from (4.17.2). 
Lemma 4.18. If ord X > W , ord A > W then the series Yi = Yi(X,A),
F−1 = F−1(X,A) converge.
Proof. Let ε > 0 satisfies ord X > W + ε, ord A > W + ε. Ord of a term of
(4.12.1), (4.14) is > ord (β∗) + (W + ε)q
m > εqm +W0. Since for any given m0
there are only finitely many terms in (4.12.1), (4.14) having m ≤ m0 we get that
ords of terms of (4.12.1), (4.14) tend to +∞. 
Recall that B1 =
m∑
j=0
B1jθ
j ; we denote B¯1 =
m∑
j=0
B
(1)
1j θ
j , i.e. bar means the
Fq2/Fq-conjugation.
Lemma 4.19. The only terms of F−1(A,X) having m = 0 are X- and A-
principal terms, i.e. XB¯1 and −B1A.
Proof. We must prove that F−1(A,X) does not contain terms of the form
β∗XB
(α)
1l A. These terms can appear only from the term Yi+1A
(i+1) of (4.11) for
i = −1. But PX,0 = 0. 
Proposition 4.20. Let W1 := 2W + 2m+ 2. Let A be such that ord A ≥ W1.
Then there exists X having ord X ≥ ord A − 2m which is a root to the equation
F−1(A,X) = 0.
Proof. We shall show that the conditions of Lemma 2.29 hold for this case. We
multiply F−1(A,X) = 0 by B¯
−1
1 from the right, we get
X = B1AB¯
−1
1 + (terms having m ≥ 1) · B¯
−1
1 (4.20.1)
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Since ord B1, ord B¯
−1
1 ≥ −m we have that ord B1AB¯
−1
1 ≥ 2W + 2. We change
the scale X = δX ′ where ord δ = 2W + 1. The equation F−1(A,X
′) = 0 is of the
form (2.28). Let us evaluate ord u and ord C(J, i).
Case 1: jµ ≥ ψ1 or Ψ = ∅. In this case we have m(J,Ψ) = jµ ≥ m(J)−1, jµ ≥ 1,
ord C(J, i) ≥ min
Ψ,l,α
(ord β−1,J,Ψ,l,α) + (2W +1)q
jµ − (2W +1)−m ≥ jµ+1 ≥ m(J)
(for the first inequality, we take into consideration only the highest power X(jµ) =
δq
jµ
X ′
(jµ), and we neglect a possible factor A(Ψ); for the second inequality, we use
4.17.0). Hence, for this case 2.29.2 is satisfied for γ = 1.
Case 2: jµ < ψ1 and J 6= ∅. In this case we have m(J,Ψ) = ψ1 ≥ m(J). A term
C(J, i) corresponding to (−1, J,Ψ, l, α) in (4.14) for some l, α satisfies
ord C(J, i) ≥ ord β−1,J,Ψ,l,α + (2W + 2m+ 2)q
ψ1 − (2W + 1)−m ≥ ψ1 ≥ m(J)
(4.20.2)
(for the first inequality, we take into consideration only the highest power A(ψ1)
whose ord ≥ (2W + 2m + 2)qψ1 , and we neglect a possible factor δ(J); for the
second inequality, we use 4.17.0). Hence, for this case 2.29.2 is satisfied as well for
γ = 1.
Further, since for given J , Ψ there is no more than one term of (4.14) having
these J , Ψ, for a given J , ψ1 there are only finitely many terms of (4.14) having
these J , ψ1. (4.20.2) shows that 2.29.3 is satisfied. Finally, u = δ
−1B1AB¯
−1
1 + the
sum of other terms having J = ∅. The first two inequalities of (4.20.2) hold for
J = ∅, hence the series for u converges and ord u ≥ ord A − (2W + 1) − 2m ≥ 1,
hence 2.29.1 is satisfied. Since ord X ′ = ord u we get that ord X ≥ ord A−2m. 
This proves 4.2(1). Condition 4.2(3) is obviously satisfied, because of 4.12.1,
4.17.1 and inequalities ord A ≥W , ord X ≥ W . Condition 4.2(4) also follows from
the above. Let us prove 4.2(2).
Proposition 4.21. If ord A ≥ W1 + 2m then B2 + Y is invertible, i.e. 4.2 (2)
holds.
Proof. We call A, B1 as the input data of Proposition 4.2, and X , Y as the
output data. We have ord X ≥ W1, hence we can apply 4.2(1) for the input data
X , B−11 . We denote the corresponding output data as X
′, Y ′. We shall get the
equality 4.2.1 for this situation
(θ +X ′τ + τ2)(B−12 + Y
′) = (B−12 + Y
′)(θ +Xτ + τ2)
Multiplying it by B2 + Y from the right and using (4.2.1) we get
(θ+X ′τ + τ2)(B−12 + Y
′)(B2 + Y ) = (B
−1
2 + Y
′)(B2 + Y )(θ+Aτ + τ
2) (4.21.1)
We have (B−12 +Y
′)(B2+Y ) = 1+∆ where ∆ = B
−1
2 Y +Y
′B2+Y
′Y . (4.7) and
the condition ord Y , ord Y ′ > W0 imply ord ∆ > 0. Let ∆iτ
i be the highest non-0
term of ∆ as a polynomial in τ . The equality of τ i+2-terms of both sides of (4.21.1)
is ∆
(2)
i = ∆i, which contradicts to the condition ord ∆ > 0. This means that
(B−12 +Y
′)(B2+Y ) = 1. It is well-known that in this case (B2+Y )(B
−1
2 +Y
′) = 1
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as well. Really, the ring C∞{τ} satisfies both (left and right) Ore condition ([G],
Section 1). Since it is without zero-divisors, this implies that C∞{τ} is a subring
of a skew field K, see, for example, [C], Theorem 1.2.2, p. 7-8. Finally, there
is a theorem that if an element of Mn(K) has a right (or left) inverse then it is
invertible, see, for example, [D], Section 19, Theorem 3, p. 131 (it is clear that
(B2 + Y )
−1 which a priori belongs to Mn(K) is really B
−1
2 + Y
′). 
Therefore, Proposition 4.2 is proved. 
To pass from t-motives to lattices, we consider V1, V2, L1, L2 from (1.6). Let
f1, . . . , fn, e1, . . . , en be some bases of V1, V2 respectively. We denote the vector
columns (f1, . . . , fn)
t, (e1, . . . , en)
t by f∗, e∗ respectively. Let ϕ : V1 → V2 from
(1.6) (particularly, ϕ(L1) = L2 ) be defined by the formula
ϕ(f∗) = F
t · e∗ (4.22)
where F ∈ Mn(C∞). We consider the following situation (notations of (1.6)): g1
(resp. h1) is close to f∗, resp. e∗, and g2 (resp. h2) is close to ωf∗, resp. ωe∗ (see
statement of Lemma 4.23 for the exact estimates).
For x = (c1, . . . , cn) ∈ Cn∞, where ci ∈ C∞, we let (like for the square matrices)
ord(x) = min
i
ord (ci). For a set of vectors x∗ = (x1, . . . , xn)
t, where xi ∈ Cn∞,
we let ord(x) = min
i
ord (xi). For two bases (for example, f∗ and g1) the distance
between them is given by ord f∗ − g1, where f∗ − g1 := (f1 − g1, . . . , fn − gn).
Analogically, we define the distance between 2 matrices in Mn(C∞).
Finally, let F of (4.22) satisfy ord F ≥ −m and let there exists D ∈ G1 such
that ord (F −D) > 0. Let Z be from (1.6.1).
Lemma 4.23. In the above notations let we have ord (f∗ − g1) > m, ord
(ωf∗ − g2) > m, ord (e∗ − h1) > m, ord (ωe∗ − h2) > m. Then Z ∈ G0, and
β(Z) = D.
Proof. Let ∆1, ∆2, ∆3, ∆4, Y0 be matrices defined by the conditions g1 =
f∗ +∆1f∗,
h1 = e∗ +∆2e∗, h2 = ωe∗ +∆3e∗ (4.23.0)
g2 = ωf∗ +∆4f∗, F = D + Y0 respectively. Further, the condition D ∈ G1 implies
D = D1 + ωD2, where D1, D2 ∈ Mn(Fq[θ]). We have ϕ(g1) = F te∗ + ∆1F te∗ =
(In +∆1)F
t(In +∆2)
−1h1, hence
ϕ(g1) = (In +∆1)(D
t
1 + Y
t
0 )(In +∆2)
−1h1 + (In +∆1)D
t
2(In +∆2)
−1ωh1.
Since h1 = (In +∆2)(ωIn +∆3)
−1h2, we get
ϕ(g1) = (In +∆1)(D
t
1 + Y
t
0 )(In +∆
′
2)h1 + (In +∆1)D
t
2(In +∆
′
3)h2 (4.23.1)
where ∆′2, ∆
′
3 are defined by the conditions In + ∆
′
2 = (In + ∆2)
−1, In + ∆
′
3 =
ω(ωIn + ∆3)
−1. Since ϕ(L1) = L2, we get that all elements of the vector column
(4.23.1) (they are elements of V2 ) belong to L2. From another side, all elements
of the vector column Dt1h1 +D
t
2h2 also belong to L2. Obviously we have for their
difference:
(In+∆1)(D
t
1+Y
t
0 )(In+∆
′
2)h1+(In+∆1)D
t
2(In+∆
′
3)h2− (D
t
1h1+D
t
2h2) ∈ (L2)
n
(4.23.2)
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and
(In +∆1)(D
t
1 + Y
t
0 )(In +∆
′
2)h1 + (In +∆1)D
t
2(In +∆
′
3)h2 − (D
t
1h1 +D
t
2h2) =
= ∆5h1 +∆6h2, where ∆5, ∆6 ∈Mn(C∞) and ord ∆5 > 0, ord ∆6 > 0.
(4.23.3)
It is easy to see that (4.23.2), (4.23.3) imply ∆5 = ∆6 = 0. Really, considering the
i-th line of ∆5, ∆6 and respectively the i-th component of ∆5h1 + ∆6h2, we see
that it is sufficient to prove an obvious
Sublemma 4.23.4. Let we have an equality
2n∑
i=1
δ7ihi =
2n∑
i=1
αihi (4.23.4.1)
where δ7i ∈ C∞, ord δ7i > 0 and αi ∈ Fq[θ]. Then αi = 0.
Proof. Let, conversely, αi 6= 0. We denote k = max deg αi (here αi are treated
as polynomials in θ). We multiply the equality (4.23.4.1) by θ−k:
2n∑
i=1
θ−kδ7ihi =
2n∑
i=1
θ−kαihi (4.23.4.2)
The coefficients of the left hand side θ−kδ7i have ord > 0, the coefficients of the
right hand side θ−kαi have ord ≥ 0 and at least one of these coefficients has ord
= 0. Conditions (4.23.0) imply that ∀i coordinates of hi in the basis e∗ have ord
≥ 0, i.e. they belong to OC∞ , hence we can consider the reduction of (4.23.4.2)
(treated as a line of coordinates) modulo m — the maximal ideal of OC∞ ( = the
set of elements having ord > 0). Again (4.23.0) imply that the reduction of hi
is equal to ei, resp. ωei for i ≤ n, resp. i > n. The reduction of the left hand
side of (4.23.4.2) is 0, while the reduction of the right hand side of (4.23.4.2) is∑n
i=1 θ˜
−kαi ei+
∑n
i=1
˜θ−kαn+i ωei. Since all coefficients θ˜−kαi, ˜θ−kαn+i ∈ Fq and
not all of them are 0, we get a contradiction. 
So, we get that ϕ(g1) = D
t
1h1 +D
t
2h2. The proof that ϕ(g2) = kD
t
2h1 +D
t
1h2 is
completely analogous. 
4.24. End of the proof. The main theorem follows easily from Proposition 4.2
and Lemma 4.23. We define Um as the set of A such that ord A ≥ 2W +4m+2, as
in (4.2). Let A1, A2, γ be from (0.9). We consider the Proposition 4.2 for the case
A = A1, B1 = β(γ), B2 = α ◦β(γ). Let ϕ :M(X)→M(A) be the isomorphism of
Remark 4.2.1. It remains to prove that X = A2. Since obviously both A2, X ∈W1
(see beginning of Section 2) and S is an isomorphism on W1, we have: X = A2
is equivalent to the condition S(X) = S(A2), and, since S(A2) = γ(S(A1)), it is
sufficient to prove that S(X) = γ(S(A1)).
Let us consider T-modules E(A), E(X) corresponding to M(A), M(X) respec-
tively (see [G], Definition 5.4.5 and below). The functor E is contravariant, hence
we have a map E(ϕ) : E(A) → E(X). Both E(A), E(X) are isomorphic to
Cn∞. We identify elements of E(A), E(X) with n × 1-matrix columns of elements
of C∞. (4.2.1.1) implies that in this matrix form E(ϕ) is given by the formula
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E(ϕ)(C) =
∑2m
i=0(B2i+ Yi)C
(i) (because B2 + Y of (4.2.1.1) =
∑2m
i=0(B2i+ Yi)τ
i),
where C ∈ E(A) = Cn∞.
Let us consider the induced Lie morphism E(ϕ)∗ : Lie (E(A)) → Lie (E(X))
(see [G], below Definition 5.9.4, p. 161, lines 2 - 3 from the bottom). We identify
Lie (E(A)) and Lie (E(X)) with Cn∞. It follows from [G], a formula above Remark
5.9.8, that E(ϕ)∗(C) = (B20 + Y0)C = (B1 + Y0)C, where C ∈ Lie (E(A)) = Cn∞.
Now we apply Lemma 4.23 for the case V1 = Lie (E(A)), V2 = Lie (E(X)),
ϕ = E(ϕ)∗, L1, L2 are the lattices of M(A), M(X) respectively, f∗ = e∗ = e
(Section 2, below 2.7), gi = gi(A), hi = gi(X), where i = 1, 2, gi(∗) are from
Section 2, below 2.9. We see that F from (4.22) is B1 + Y0. This means that D
from 4.23 is B1. Inequalities on ord Y (Section 4), ord ∆, ord ∆
′ (Section 2) show
that all conditions of Lemma 4.23 are satisfied, hence U from (1.6.1) is equal to
β−1(B1) = γ, hence S(X) = γ(S(A1)). This proves the theorem 0.9.
Remark 4.25. Let us show the concordance of formulas for the principal term
of X as a function of A, γ. From one side, we have a formula (4.20.1). From
another side, (2.26) shows that for some λ 6= 0 we have S(A) = ω + λAt+ higher
terms, S(X) = ω+ λXt+ higher terms. These formulas and Lemma 4.1 show that
At = B¯t1X
tBt−11 + higher terms which is equivalent to (4.20.1).
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