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Abstract
Both themedian-based classifier and the quantile-based classifier are useful for discriminating
high-dimensional data with heavy-tailed or skewed inputs. But these methods are restricted
as they assign equal weight to each variable in an unregularized way. The ensemble quantile
classifier is a more flexible regularized classifier that provides better performance with high-
dimensional data, asymmetric data or when there are many irrelevant extraneous inputs.
The improved performance is demonstrated by a simulation study as well as an application
to text categorization. It is proven that the estimated parameters of the ensemble quantile
classifier consistently estimate the minimal population loss under suitable general model
assumptions. It is also shown that the ensemble quantile classifier is Bayes optimal under
suitable assumptions with asymmetric Laplace distribution inputs.
Keywords: Binary classification, Extraneous noise variables, High-dimensional discriminant
analysis, Pattern recognition and machine learning, Sparsity, Text mining,
1 Introduction
The class prediction problem with p-dimensional input x = (x1, . . . , xp) and output variable
y ∈ K, where K = {1, . . . , K}, is considered. For each class k ∈ K, x is a p-multivariate
random vector generated from the multivariate probability distributions Pk. The family of
component-wise distance-based discriminant rules is defined by,
Dk =
p∑
j=1
d(xj, Pk,j), (1)
where xj ∈ < is a test input, Pk,j is the j-th marginal distribution of Pk, and d(xj, Pk,j) is the
distance between xj and Pk,j (Hennig and Viroli, 2016a; Hall et al., 2009; Tibshirani et al., 2003).
The optimal prediction is
yˆ = argmink∈KDk. (2)
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For example, the centroid classifier may be defined by d(xj, Pk,j) = (xj−µk,j)2 where µk,j is the
mean of Pk,j . This classifier is a special case of the naive Bayes classifier (Hastie et al., 2009),
also known as the diagonal linear discriminant classifier. It provides an effective classifier for
large p and many types of high dimensional data inputs (Dudoit et al., 2002; Bickel and Levina,
2004; Fan and Fan, 2008). When the input x includes symmetric random variables with fat
tails, the median classifier (MC), d(xj, Pk,j) = |xj −mk,j|, where mk,j = median(Pk,j), k ∈ K
and j = 1, . . . , p, often has better performance. Hall et al. (2009) proved that under suitable
regularity conditions MC produced asymptotically correct predictions. In practice a training data
set, where variables may be rescaled if necessary (Hennig and Viroli, 2016a, Section 4.1), is used
to estimate the parameters µk,j ormk,j for k ∈ K and j = 1, . . . , p.
It sometimes happens that the distribution of two variables is similar near the center but
differs in the tails due to skewness or other characteristics. Quantile regression makes use of
this phenomenon (Koenker and Bassett, 1978). The Tukey mean difference plot (Cleveland,
1993, p.21) was invented to compare data from such distributions. Hennig and Viroli (2016a)
extended MC to the quantile-based classifier (QC) defined by d(xj, Pk,j) = ρθj(xj − qk,j(θj)),
where qk,j(θj) is the θj-quantile of Pk,j for 0 < θj < 1 and
ρθ(u) = u(θ − 1{u<0}) (3)
is the quantile distance function (Koenker and Bassett, 1978; Koenker, 2005). When θ = 0.5,
QC reduces to MC. Hennig and Viroli (2016a) showed that the QC can provide the Bayes
optimal prediction with skewed input distributions. The usefulness of QC was demonstrated by
simulation as well as an application (Hennig and Viroli, 2016a). An R package which implements
the centroid, median and quantile classifiers is available (Hennig and Viroli, 2016b).
Although QC is effective for discriminating high-dimensional data with heavy-tailed or
skewed inputs, it suffers from the restriction of assigning each variable the same importance,
which limits its effectiveness when there are irrelevant extraneous inputs. Another limitation for
QC and the median centroid classifier with high dimensional data may be noise accumulation.
Fan and Fan (2008, Theorem 1a) proved that the centroid classifier may perform no better than
random guessing due to noise accumulation with high dimensional data.
Our proposed ensemble quantile classifier (EQC), presented in Section 2, is a flexible regular-
ized classifier that aims to overcome these two limitations and provides better performance with
high-dimensional data, asymmetric data or when there are many irrelevant extraneous inputs.
We introduce the binary EQC for discriminating observations into one of two classes and then
extend it to situations with more than two classes. In Theorem 2 of Section 3, it is shown that
sample loss function of EQC converges to the population value when the sample size increases.
In Section 4 and Section 5, the improved performance of EQC is demonstrated by a simulation
study and an application to text categorization.
2
2 Ensemble quantile classifier
Ensemble predictors were derived from the idea popularly known as Wisdom of the Crowd
(Hastie et al., 2009; Silver, 2012). Newbold and Granger (1974) showed that economic time
series forecasts could be improved by using a weighted average of forecasts from a heterogeneous
variety of time series models. Many advanced ensemble prediction methods for supervised
learning problems have been developed such as random forests (Breiman, 2001) and various
boosting algorithms (Freund and Schapire, 1997; Schapire and Freund, 2012). The ensemble
stacking method introduced by Wolpert (1992) and Breiman (1996) has also been widely used.
Comprehensive surveys of ensemble learning algorithms are given by Hastie et al. (2009);
Dietterich (2000); Zhou (2012) and Lior (2019). Ensemble stacking uses a metalearner to
combine base learners. In Section 2.1 and Section 2.2 a method for using regularized logistic
regression to combine quantile classifiers is developed and is generalized to the multiclass case
in Section 2.3.
2.1 Quantile-difference transformation and EQC
For the classification problem with K classes and p inputs, let qk,j(θj) be the θj-quantile of Pk,j
where 0 < θj < 1 for k ∈ K and j = 1, . . . , p. The derived inputs to the metalearner are obtained
from the quantile-difference transformation of x = (x1, . . . , xp) defined by,
Q
(k1,k2)
θ (x) =
(
Q
(k1,k2)
θ1
(x1), . . . ,Q
(k1,k2)
θp
(xp)
)
, (4)
where,
Q
(k1,k2)
θj
(xj) = ρθj(xj − qk1,j(θj))− ρθj(xj − qk2,j(θj)), j = 1, . . . , p,
and ρθ(u) = u(θ − 1{u<0}) is the quantile-distance function. The superscript (k1, k2) is omitted
if k1 = 1 and k2 = 2. As shown in Figure 1 the quantile-difference transformation has constant
tails so the derived inputs are insensitive to outliers.
q1(θ) q2(θ) x
−[q2(θ)− q1(θ)](1− θ)
[q2(θ)− q1(θ)]θ
q2(θ)− q1(θ)
Figure 1: Quantile-difference transformation for classes 1 and 2 when q1(θ) < q2(θ).
In the binary case, the QC discriminant function is given by s(x | θ) = ∑j Qθj(xj) where
x = (x1, . . . , xp) is a test input and θ = (θ1, . . . , θp). The classifier predicts class 1 or 2 according
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as s(x | θ) 6 0 or > 0. Hennig and Viroli (2016a) estimated the parameter θ by minimizing the
misclassification rate on the training data using a grid search. In most cases they found that using
the same value of θj = θ, j = 1, . . . , p for all input variables worked well for the QC, which
means a restriction θ = {θ, . . . , θ} ∈ Θ ⊆ (0, 1)p. For simplicity and computational expediency,
this restriction was imposed in the simulation study and the application to text categorization.
2.2 EQC for binary case
The discriminant function for QC is simply an additive sum Qθj(xj) for j = 1, . . . , p but in
practice it is often the case that several of the variables are more important and should be given
more weights. EQC is proposed to extend QC by providing an effective classifier that takes this
into account. The discriminate function for the EQC binary case may be written,
s(x | θ, β0,β) = C
(
Qθ(x) | β0,β
)
, (5)
whereQθ(x) is defined in Equation (4) andC(z | β0,β) is the metalearner with the intercept term
β0 ∈ R and the weight vector β ∈ Rp. Then (β0,β) along with the p quantile parameters θ ∈
(0, 1)p may be estimated by minimizing a suitable regularized loss function with a regularization
parameter α using cross-validation.
The metalearner C(z | β0,β) can be substituted by the discriminant function of most regu-
larized classifiers such as the penalized logistic regression (Park and Hastie, 2007) or the support
vector machine (SVM) (Cortes and Vapnik, 1995). For the penalized logistic regression α = λ,
where λ is the penalty defined in Equation (7) while for the SVM model with the linear kernel
defined in Equation (8), α = c, where c is the cost penalty. Ridge logistic regression is recom-
mended as a default choice for C since it often performs well. For high-dimensional data where
p > n, it is preferable to treat θ as a tuning parameter and estimate it together with α using
cross-validation to avoid overfitting.
When the quantiles are substituted by their estimates, the estimated discriminant function is
denoted by Gˆ(x | θ, β0,β) and the estimated quantile-difference transformation is denoted by
Qˆθ(xi).
Using the penalized logistic regression for C,
C
(
Qθ(x) | β0,β
)
= β0 +
p∑
j=1
βj Qθj(xj). (6)
Let α = λ be the penalty parameter in the regularized binomial loss function (Friedman et al.,
2010). So given λ and the input Qθ(x), (β0,β) may be estimated by minimizing,
Lossbinomial
(
β0,β
∣∣ λ,Qθ(xi), i = 1, . . . , n) =− 1n
n∑
i=1
{
(yi − 1)C
(
Qθ(xi) | β0,β
)−
log(1 + eC(Qθ(xi)|β0,β))
}
+
λ
2
‖β‖l, (7)
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where ‖β‖1 =
∑p
j=1 |βj| for LASSO and ‖β‖2 =
∑p
j=1 β
2
j for ridge regression. Using the
SVM with the linear kernel (LSVM) has the same linear discriminant function as Equation (6),
but (β0,β) is estimated by minimizing the regularized hinge loss (Hastie et al., 2009, Equation
12.25),
Losshinge
(
β0,β
∣∣ c,Qθ(xi), i = 1, . . . , n) = 1n
n∑
i=1
[
1− (yi − 1)C
(
Qθ(xi) | β0,β
)]
+
+
1
2nc
‖β‖2,
(8)
where [x]+ indicates the positive part of x and c is the cost tuning parameter.
If β0 = 0 and βj = 1 for j = 1, . . . , p, then EQC has the same decision boundary as QC. In
A, it is shown that EQC with C defined in Equation (6) has the same form as the Bayes decision
boundary when P1 and P2 consist of independent asymmetric Laplace distributions. This moti-
vates further exploration and development of the EQC. The estimation of (β0,β) by ridge/LASSO
penalized logistic regression and LSVM are all capable of dealing with high dimensional data.
The associated ensemble classifiers used in this paper are denoted respectively by EQC/RIDGE,
EQC/LASSO and EQC/LSVM. A non-negative constraint of β was also investigated but we did
not find an experimentally significant accuracy improvement, which agrees with a previous study
of stacking classifiers (Ting and Witten, 1999).
Algorithm 1 shows the entire process of tuning and training EQC. Here the misclassification
rate is used as a criterion to choose the tuning parameters but in some cases other criteria such as
the AUC may be appropriate.
The time complexity of this algorithm is determined by the time complexities for the quantile
estimation, the quantile-difference transformation and the coordinate descent algorithm which
are respectively O
(
pn log(n)
)
, O(npH), O
(
n(p + 1)IH)
)
, where H is the size of the tuning
set Θ, and I is the number of iterations required for minimization of the loss function. In total
Algorithm 1 has complexity O
(
(T + 1)(pn log(n) + n(p + 1)IH)
)
, where T is the number of
cross-validation folds. The computational burden for cross-validation may be reduced by using
parallel computation (Kuhn and Johnson, 2013).
2.3 Multiclass EQC
A practical method to extend the binary classifier to multiclass (K > 2) is to build a set of
one-versus-all classifiers or a set of one-versus-one classifiers (Hastie et al., 2009, p. 658).
A less heuristic approach, similar to the multinomial logistic regression, is to use the K − 1
log-odd-ratios to implement maximum likelihood estimation (MLE). The multinomial logistic
regression requires estimation of (K − 1)(p + 1) coefficients but here the multiclass EQC only
requires p+K − 1 coefficients including p weights βj , j = 1, . . . , p, andK − 1 intercept terms
β0,k, k = 1, . . . , K − 1.
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Algorithm 1: Tune and train EQC for binary case
Data: S = {(x1, y1), . . . , (xn, yn)}, p = the number of variables within x.
Input: Θ = tuning set of θ ∈ (0, 1)p, A = tuning set of α, T = the number of
cross-validation folds.
begin tuning parameters:
Randomly partition S into T non-overlap folds, S1, . . . , ST .
for t = 1, . . . , T do fit C on S \ St,
foreach θ in Θ do
Estimate qˆk,j(θj) for k = 1, 2 and j = 1, . . . , p from S \ St.
Compute Qˆθ(xi) for i = 1, . . . , n.
foreach α in A do
Estimate (β0,β) by minimizing the loss function such as Equation (7) on
Qˆθ(xi) for (xi, yi) ∈ S \ St with the tuning parameter α.
Apply the estimated Cˆ on Qˆθ(xi) for (xi, yi) ∈ St and return the
misclassification rates.
end
end
end
Average the misclassification rate over folds for each combination of θ and α. Denote
(θˆ, αˆ) as the combination with the minimum average misclassification rate.
end
Output: Refit C with (θˆ, αˆ) on the full data S.
Let β = (β1, . . . , βp). Assume for an input x,
log
P(y = 1 | x,θ,β, {β0,k}K−1k=1 )
P(y = K | x,θ,β, {β0,k}K−1k=1 )
= −C(Q(1,K)θ (x) | β0,1,β)
log
P(y = 2 | x,θ,β, {β0,k}K−1k=1 )
P(y = K | x,θ,β, {β0,k}K−1k=1 )
= −C(Q(2,K)θ (x) | β0,2,β)
...
log
P(y = K − 1 | x,θ,β, {β0,k}K−1k=1 )
P(y = K | x,θ,β, {β0,k}K−1k=1 )
= −C(Q(K−1,K)θ (x) | β0,K−1,β),
and
∑K
k=1 P(y = k | x,θ,β, {β0,k}K−1k=1 ) = 1. The negative sign prior to C is used because class
K is used in the denominator of the log-odd-ratios and it is the alternative class in Q(k,K)θ (x),
which implies that the smaller C
(
Q
(k,K)
θ (x) | β0,k,β
)
is, the closer x is to class k compared to
classK and hence the larger the log-odd-ratios between class k and classK is. Let β0,K = 0 and
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thus,
P(y = k0 | x,θ,β, {β0,k}K−1k=1 ) =
e
−C
(
Q
(k0,K)
θ (x)
∣∣∣β0,k0 ,β)∑K
k=1 e
−C
(
Q
(k,K)
θ (x)
∣∣∣β0,k,β) , for k0 = 1, . . . , K. (9)
Given the tuning parameter λ, the L2 regularized log-likelihood function may be written,
˜`(β, {β0,k}K−1k=1 | θ, λ) =
1
n
n∑
i=1
logP(y = yi | xi,θ,β, {β0,k}K−1k=1 )−
λ
2
p∑
j=1
β2j . (10)
It can be shown that ˜`(β, {β0,k}K−1k=1 | θ, λ) is a concave function so it is amenable to optimization
based on gradients or Newton’smethod. For further details see B and the software implementation
(Lai and McLeod, 2018).
3 Asymptotic consistency
In this section, the theoretical result is derived in a slightly modified setup of the method in
Algorithm 1. It is assumed that p is fixed while n increases, so θ and (β0,β) may be estimated
by maximum likelihood. In addition, α is neglected as the asymptotic properties of the selection
of the tuning parameter are not discussed.
Let (θ˜, β˜0, β˜) be the parameters that minimize the population binomial loss function,
Ψ(θ, β0,β) = pi1
∫
log(1 + eC(Qθ(x)|β0,β)) dP1(x)−
pi2
∫ {
C
(
Qθ(x) | β0,β
)− log(1 + eC(Qθ(x)|β0,β))} dP2(x), (11)
where pi1 and pi2 are prior probabilities of the two classes.
Let (θˆn, βˆn0, βˆn) be the parameters that minimize the empirical binomial loss function,
Ψn(θ, β0,β) = − 1
n
n∑
i=1
{
(yi − 1)C
(
Qˆθ(xi) | β0,β
)− log(1 + eC(Qˆθ(xi)|β0,β))}. (12)
It is shown that under suitable assumptions, (θˆn, βˆn0, βˆn) is a consistent estimator of (θ˜, β˜0, β˜).
The proofs are available in C. These results have been proved by Hennig and Viroli (2016a) for
the quantile-based classifier with the 0-1 loss function. The proof given by them has been adapted
to take into account the additional parameters (β0,β) and the change of the loss function from
the 0-1 loss function to the binomial loss function. Assumption 2 is added in addition to As-
sumption 1 made by Hennig and Viroli (2016a). The linear discriminant function or metalearner
C(z | β0,β) in Equation (6), the discriminant function with multiplicative interactions, and
the polynomial discriminant function used in polynomial kernel SVM all satisfy Assumption 2.
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These assumptions ensure the convergence can still hold with (β0,β). The use of the binomial
loss function simplifies the proof and the computation. Since the 0-1 loss function is not a convex
or a continuous function, its minimization is NP-hard and hence the binomial loss function or the
hinge loss function are used instead. Assumption 2 of Hennig and Viroli (2016a) is not needed
because the binomial loss function is used.
Assumption 1. ∀j = 1, . . . , p, k = 1, 2, the quantile function qk,j(θj) is a continuous function
of θj ∈ Θj ⊂ (0, 1).
Assumption 2. C(z | β0,β) is required to be differentiable with respect to z, β0 and β. In
addition, β˜0 and β˜ are required to be bounded. That is, ∃C > 0 such that |β˜j| 6 C, for
j = 0, 1, . . . , p.
Theorem 1. Under Assumptions 1 and 2, ∀ > 0,
lim
n→∞
P{|Ψ(θ˜, β˜0, β˜)−Ψ(θˆn, βˆn0, βˆn)| > } = 0.
Assumption 2 is needed to ensure that the estimation of (β0,β) converges. Theorem 1 shows
that the estimated parameters are consistent in achieving the minimal population loss. Beside,
Theorem 2 states that the empirical minimal loss will converge to the population minimal loss
asymptotically as n→∞ with p fixed.
Theorem 2. Under Assumptions 1 and 2, ∀ > 0,
lim
n→∞
P{|Ψ(θ˜, β˜0, β˜)−Ψn(θˆn, βˆn0, βˆn)| > } = 0.
Based on Theorem 1 and Theorem 2, when n is large relative to p, Algorithm 1 can be
modified to estimate θ by minimizing the training loss function instead of using cross-validation
approach.
4 Simulation validation
4.1 Experimental setup
Simulation experiments are presented to demonstrate the improved performance of EQC over
QC with high-dimensional skewed inputs as well as other classifiers. The following thirteen
classifiers were compared:
QC quantile-based classifier (Hennig and Viroli, 2016a);
MC median-based classifier (Hall et al., 2009);
EMC EQC with θ = 0.5 with ridge logistic regression;
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EQC/LOGISTIC EQC with logistic regression;
EQC/RIDGE EQC with ridge logistic regression;
EQC/LASSO EQC with LASSO logistic regression;
EQC/LSVM EQC with linear SVM;
NB naive Bayes classifier;
LDA linear discriminant analysis;
LASSO LASSO logistic regression (Friedman et al., 2010);
RIDGE ridge logistic regression (Friedman et al., 2010);
LSVM SVM with linear kernel (Cortes and Vapnik, 1995);
RSVM SVM with radial basis kernel (Cortes and Vapnik, 1995).
Tuning parameters were selected by minimizing the 5-fold cross validation errors. QC, MC
and EQC were fit using the R implementation (Lai and McLeod, 2018) while NB, LSVM and
RSVM used the algorithms in Meyer et al. (2018). The LDA from (Venables and Ripley, 2002)
was used. RIDGE and LASSOused the package glmnet (Friedman et al., 2010). EQC/LOGISTIC
used the base R function stats::glm.
Three location-shift input distributions, corresponding to heavy-tails, highly skewed and a
heterogeneous skewed, were examined as discussed by Hennig and Viroli (2016a):
T3 t distribution on 3 degrees of freedom;
LOGNORMAL log-normal distribution;
HETEROGENEOUS equal number ofW , exp(W ), log(|W |),W 2 and |W |0.5 in order, where
W ∼ N(0, 1).
All generated variables were statistically independent and the distributions were adjusted to have
mean zero and variance 1. The classification error rates were estimated using 100 simulations
with independent test samples of size 104.
For each of the three distributions a location-shift vector δ was used to produce the second
class where δ = (0.32, . . . , 0.32) for T3, δ = (0.06, . . . , 0.06) for LOGNORMAL and δ =
(0.14, . . . , 0.14) forHETEROGENEOUS. The additive shifts were chosen to make the test error
rate of the QC close to 10% for samples of size n = 100.
Simulation experiments to demonstrate the effectiveness of prediction algorithms with high-
dimensional data typically use a large number of non-informative features or noise variables. For
example, the models of Hastie et al. (2009, Equation 18.37) and Fan and Fan (2008, Section 5.1)
used 95% and 98% of the variables to represent informationless random noise. We considered
9
the influence of these irreverent variables by including Gaussian predictors independent of the
classes.
For each simulation scenario, the following settings were used,
1. Training sample size n: 100, 200;
2. Number of all variables p: 50, 100, 200;
3. Standard Gaussian noises with the percentage of noise variables within the p variables
set to 0%, 50%, 90%, which corresponds to 0, p/2 and 0.9 × p variables being non-
informative. The corresponding simulation parameter setting will be denoted asNOISE =
0%, 50%, 90%. For example, when NOISE = 90% there are respectively 5, 10 and 20
informative variables when p = 50, 100, 200.
In addition to the case where the input variables were statistical independent, the correlated
variables case was also investigated. Correlation was imposed by using the Gaussian copula with
the correlation matrix uniformly sampled from the space of positive-definite correlation matrices
(Joe, 2006) with equal correlations distributed as beta(0.5, 0.5). The implementation is available
in the R package clusterGeneration (Qiu and Joe., 2015).
4.2 Test error rates
The mean test error rates for each of the 100 simulations are tabulated in D.
The boxplots of the test error rates for the independent variables in the low dimensional,
n = 200, p = 50, and the high dimensional, n = 100, p = 200, scenarios are displayed in
Figure 2 and Figure 3 respectively. The scenario with extraneous noise present is shown in the
bottom two rows of Figure 2 and Figure 3 and here it is seen that in both the LOGNORMAL
and HETEROGENEOUS cases, the EQC methods outperform all the other methods.
Focusing on Figure 2, in the symmetric thick-tailed case, T3, MC is best but QC, EMC
and EQC/RIDGE closely approximate the MC performance as might be expected. While in the
skewed cases, LOGNORMAL and HETEROGENEOUS, the four regularized EQC methods
outperform all others. It is also interesting that EQC/LOGISITC has a lower error rate than QC
in theHETEROGENEOUS case as shown in the panels in the right-most column. This implies
that the addition of weights using the ensemble method can help improve performance when the
importance of variables varies. However, even in this case the regularized EQC methods are still
best and the relative performance of the regularized methods over QC improves as the proportion
of noise variables increases. Next in the LOGNORMAL case shown in the middle panels in
Figure 2, EQC/RIDGE has overall the best performance though when there is no extraneous
noise, QC is about the same. But as extraneous noise is added, all EQC methods improve relative
to QC where EQC/LOGISTIC’s performance is slightly worse than the EQC regularized logistic
methods.
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Figure 2: Low dimensional scenario test error rates, n = 200, p = 50.
In the high-dimensional case in Figure 3, the conclusions are broadly similar to the low-
dimensional case in Figure 2 but with two notable differences. First, QC is much worse than the
EQC/RIDGE in the LOGNORMAL scenario even when all variables are informative. Since
QC lacks regularization, it becomes a victim of the accumulated noise phenomenon (Fan and
Fan, 2008). Second, EQC/LASSO is much worse than EQC/RIDGE and EQC/LSVM with the
low (0%) and medium (50%) level of noises since the assumption of sparse predictors made by
LASSO (Hastie et al., 2009, Section 16.2.2; James et al., 2013, Section 6.2.2.3) does not hold.
Conversely when the noise level is 90%, EQC/LASSO becomes competitive to EQC/RIDGE
and EQC/LSVM in the scenarios of T3 and LOGNORMAL, and it becomes dominant in the
HETEROGENEOUS scenario.
11
T3 LOGNORMAL HETEROGENEOUS
NO
ISE
=
0%
NO
ISE
=
50%
NO
ISE
=
90%
QC M
C
EM
C
EQ
C/
RI
DG
E
EQ
C/
LA
SS
O
EQ
C/
LS
VM N
B
LD
A
R
ID
G
E
LA
SS
O
LS
VM
R
SV
M QC M
C
EM
C
EQ
C/
RI
DG
E
EQ
C/
LA
SS
O
EQ
C/
LS
VM N
B
LD
A
R
ID
G
E
LA
SS
O
LS
VM
R
SV
M QC M
C
EM
C
EQ
C/
RI
DG
E
EQ
C/
LA
SS
O
EQ
C/
LS
VM N
B
LD
A
R
ID
G
E
LA
SS
O
LS
VM
R
SV
M
0.0
0.1
0.2
0.3
0.4
0.5
0.0
0.1
0.2
0.3
0.4
0.5
0.0
0.1
0.2
0.3
0.4
0.5
Method
Cl
as
sif
ica
tio
n 
er
ro
r r
a
te
Figure 3: High dimensional scenario test error rates, n = 100, p = 200. EQC/LOGISTIC is not
available in the high dimensional scenario.
Figure 4 shows that the difference in classifier performance between the independent case
and the dependent case is negligible in the skewed scenarios LOGNORMAL and HETERO-
GENEOUS. In the T3 scenario, The performance of LDA is best and is greatly improved over
the case with independent variables. This improvement is not surprising since the correlations
induce heterogeneous weights on variables for the LDA (Hastie et al., 2009, Equation 4.9).
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Figure 4: Comparison of test error rates with independent and correlated input variables in the
low dimensional scenario, n = 200, p = 50.
4.3 Comparing EQC/RIDGE with QC for fixed θ
Figure 5 shows themean test rate of QC and EQC/RIDGE trained on a sample of size n = 100 and
evaluated over a grid for θ ∈ (0, 1), where 200 simulations for 104 test samples for each parameter
setting and grid point were used. The confidence limits are too narrow to show. Looking along
the first row of panels corresponding to the T3 case, the performance of EQC/RIDGE and QC
is about the same for all θ. Since θ = 0.5 corresponds to the Bayes optimal median centroid
(Hall et al., 2009), both QC and EQC/RIDGE provide optimal performance in the T3 case when
θ = 0.5. For the LOGNORMAL andHETEROGENOUS scenarios EQC/RIDGE outperforms
QC. This figure demonstrates that the estimation of a suitable θ is important in achieving a low
test error rate.
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Figure 5: Mean test error rates of the QC and the EQC/RIDGE against θ for fixed n = 100, the
three distributional scenarios, the number of variables p = 100, 200 and NOISE = 0%, 50%.
5 Reuters-21578 text categorization
5.1 Binary classification
As in Hall et al. (2009) we used a subset of the Reuters-21578 text categorization test collection
(Lewis, 1997; Sebastiani, 2002) to demonstrate the usefulness of EQC and its improved per-
formance over MC and QC. The improved performance may be expected since this data set is
high-dimensional, sparse and the variables are highly skewed.
The subset contains two topics, “acq” and “crude”, which can be found from the R package
tm (Feinerer and Hornik, 2017). The subset has 70 observations (documents), where n1 = 50
are of the topic “acq” and n2 = 20 are of the topic “crude”. The raw data set was preprocessed to
first remove digits, punctuation marks, extra white spaces, then convert to lower case, and remove
stop words and reduce to their stem. It ended up with a 70× 1517 document-term matrix, where
a row represents a document and a column represents a term, recording the frequency of a term.
A summary of the processed data set is shown in Table 1.
The performance of a classifier was assessed by the mean classification error rate estimated
14
by 5 repetitions of 10-fold cross-validations with each fold containing 5 documents of the topic
“acq” and 2 documents of the topic “crude”.
Since the performances of some classifiers such as the naive Bayes classifier and the LDA
could be much improved by using external feature selection strategies, three external strategies
for variable selection were investigated. The first strategy was to use a subset of the data by
removing low frequency terms that appear in only one document, denoted by removeLowFreq.
This produced a 70× 766 document-term matrix. The second and third strategies used Fisher’s
exact test to select L = 50 or L = 1000 terms with the smallest p-values within each fold of the
cross-validation.
Table 1: Summary of the Reuters-21578 subset.
#Classes #Samples #Samples(acq) #Samples(crude) #Features
2 (acq vs crude) 70 50 20 1517
Table 2 shows the estimated error rates and their estimated standard errors for each classifier.
The second column indicates the situation where no external feature selection was used. The
four EQC methods, including the EMC, performed the best even without any external feature
selections, followed by the QC and the MC. It was found that most of the quantile-difference
transformed variables were constants, which can be removed. This sparsity may explain the
improved performance of the EQC family.
Table 2: Mean classification error rates, and their standard errors in parentheses, from 5
repetitions of 10-fold cross-validations for the Reuters-21578 subset.
Method Classification Error RatesOverall RemoveLowFreq L = 50 L = 1000
QC 0.069(0.013) 0.06(0.012) 0.049(0.01) 0.063(0.012)
MC 0.06(0.012) 0.063(0.014) 0.054(0.012) 0.063(0.014)
EMC 0.034(0.01) – – –
EQC/RIDGE 0.034(0.01) – – –
EQC/LASSO 0.037(0.011) – – –
EQC/LSVM 0.034(0.01) – – –
NB 0.714(0) 0.714(0) 0.117(0.015) 0.134(0.015)
LDA 0.191(0.014) 0.18(0.019) 0.086(0.014) 0.183(0.014)
RIDGE 0.203(0.012) 0.186(0.012) 0.097(0.013) 0.203(0.012)
LASSO 0.051(0.013) 0.049(0.013) 0.066(0.014) 0.049(0.013)
LSVM 0.109(0.013) 0.1(0.013) 0.091(0.014) 0.1(0.013)
RSVM 0.217(0.012) 0.203(0.016) 0.097(0.014) 0.191(0.018)
5.2 Multiclass classification
To see how the EQC performs on the multiclass problem, a larger subset of Reuters-21578,
denoted by R8 (Cardoso-Cachopo, 2007) was tried. This data set contains a training set and a
test set that were obtained by applying the modApte train/test split on the raw data (Lewis, 1997).
15
This resulted in retaining 8 classes with the highest number of positive training examples. In
order to classify those 8 classes, the same preprocessing procedure as in Section 5.1 on the R8
data set was applied. The terms were preprocessed to first remove digits, punctuation marks, extra
white spaces, then convert to lower case, and remove stop words and reduce to their stem. Terms
that appeared in less than 0.5% of documents were also removed, resulting in a 5485 × 1367
document-term matrix for training and a 2189 × 1367 document-term matrix for testing. The
number of samples for each class is summarized in Table 3.
Classifiers in the binary case were used but with the ridge logistic regression and the LASSO
logistic regression extended to the multinomial regressions, and SVM extended to multi-class
SVM by the one-against-one method (Hastie et al., 2009). Table 4 shows the mean test error
and the sensitivities of different classes. The EQC still outperformed the other methods on the
larger subset while the EMC, the QC and the MC performed poorly this time. With a much larger
sample size, the LSVM and the ridge multinomial regression were competitive with EQC.
Table 3: Summary of the Reuters-21578 subset R8 with 1367 features.
Class #Samplestrain test
acq 1596 696
crude 253 121
earn 2840 1083
grain 41 10
interest 190 81
money-fx 206 87
ship 108 36
trade 251 75
Total 5485 2189
Table 4: Test error rate and sensitivities for each multiclass classifier on the Reuters-21578
subset R8.
Method Test Error Sensitivitiesacq crude earn grain interest money-fx ship trade
QC 0.144 0.963 0.745 0.857 0.333 0.763 0.663 0.481 0.757
MC 0.392 0.820 0.899 0.864 0.000 0.102 0.000 0.059 0.000
EMC 0.309 0.750 0.925 0.875 1.000 0.700 0.316 0.091 0.908
EQC 0.044 0.956 0.964 0.985 0.692 0.865 0.805 0.757 0.910
NB 0.994 0.000 0.000 0.000 0.005 1.000 1.000 0.000 1.000
LDA 0.109 0.896 0.883 0.906 1.000 0.732 0.709 0.759 0.906
RIDGE 0.060 0.934 0.944 0.956 0.833 0.946 0.839 0.923 0.850
LASSO 0.168 0.908 0.932 0.780 0.000 0.955 1.000 1.000 1.000
LSVM 0.083 0.960 0.847 0.938 0.667 0.855 0.778 0.641 0.747
RSVM 0.131 0.739 0.951 0.975 1.000 1.000 0.775 0.900 0.889
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6 Discussion and conclusion
The aim of the ensemble quantile classifier is to derive a regularized weighted quantile-based
classifier that can best retain the advantage of QC on skewed inputs and overcome the limitation of
the QC with high-dimensional data that includes noisy inputs. The improvement using EQC has
been demonstrated in simulation experiments as well as with an application to text categorization.
We implemented the EQC methods in Lai and McLeod (2018), where a vignette is available
for reproducing the simulations and the Reuters text categorization application in the paper.
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Appendix
A Relationship to asymmetric Laplace distribution
A random variable x is said to follow the asymmetric Laplace distribution, denoted as x ∼
AL(m,κ, λ), if its probability density function has the form,
f(x) =
λ
κ+ 1/κ
{
e
λ
k
(x−m), if x < m
e−λk(x−m), if x > m
, (13)
where m ∈ R, λ > 0 and κ > 0 respectively are the location, the scale and the skewness
parameters.
Let pi1 and pi2 be the prior probabilities of P1 and P2. If P1 and P2 consist of independent
asymmetric Laplace distribution with parameters (m1,κ,λ) and (m2,κ,λ), then the Bayes
decision boundary becomes {x : sAL(x) = 0 } with,
sAL(x) = log(pi2/pi1) +
p∑
j=1
λj(κj + κ
−1
j )Sal(xj,m1j,m2j, κj, λj), (14)
where form1 < m2,
Sal(x,m1,m2, κ, λ) =

− 1
κ2+1
(m2 −m1), if x < m1
x− κ2
κ2+1
m1 − 1κ2+1m2, ifm1 6 x < m2
κ2
κ2+1
(m2 −m1), if x > m2
.
Since m is also the [κ2/(1 + κ2)]-quantile of an asymmetric Laplace distribution, if we let
θj = κ
2
j/(1 + κ
2
j), Equation (14) will become the C
(
Qθ(x) | β0,β
)
of EQC in Equation (6)
with β0 = log(pi2/pi1) and βj = λj
√
[θj(1− θj)]−1 for j = 1, . . . , p. If xj’s are rescaled by its
standard deviation
√
1 + κ4/(λκ) first, then the β will become
βj =
√
2
θj(1− θj)
√
(θj − 1
2
)2 +
1
4
, for j = 1, . . . , p. (15)
Therefore, we can see that the decision boundary given by the EQC is the Bayes decision
boundary in this special case while QC cannot be if κ is not homogeneous.
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B Maximum likelihood estimation of multiclass EQC
In this section, we formulate the log-likelihood function of for the multiclass EQC in a matrix
form as well as its gradient vector and Hessian function. This is useful for further investigation
of theoretical properties and the ease of computation. At the end, we will show that the Hessian
matrix is semi-negative-definite so the log-likelihood function has a single, unique maximum.
Without loss of generality, we let β0,k = 0 for all k = 1, . . . , K − 1 and disregard them.
Define 1K = (1)1×K , 1n = (1)1×n, Y = (yk,i)K×n, where yk,i = 1 if yi = k and 0 otherwise.
We also define,
Qi =
−Q
(1,K)
θ (xi)
...
−Q(K,K)θ (xi)
, for i = 1, . . . , n,
Q =
Q1...
Qn
,
β = (β1, . . . , βp)
ᵀ
,
and
C =
(
C1(β), . . . , Cn(β)
)ᵀ
=
1K exp[Q1β]...
1K exp[Qnβ]

= B1 exp[Qβ],
where exp[·] is the entrywise exponential operation and B1 = diagn(1K , . . . ,1K) is a block
diagonal matrix consisting of n repetitions of 1K .
Then the log-likelihood function of EQC given θ can be expressed,
`(β) = vec[Y ]
ᵀ
Qβ − 1n log[C]
= vec[Y ]
ᵀ
Qβ − 1n log
[
B1 exp[Qβ]
]
, (16)
where log[·] is the entrywise natural logarithm operation and vec[·] is a matrix vectorization
operation which creates a column vector by appending all columns of the matrix.
The gradient vector can be expressed,
∇`(β) = vec[Y ]ᵀQ− 1n
[
AE2
]
, (17)
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where
A = B1U ,
U = QE1,
 stands for the entrywise multiplication or the Hadamard product and stands for the entrywise
division, E1 is an nK × p matrix with p repeated columns of exp[Qβ], which is,
E1 =
(
exp[Qβ] . . . exp[Qβ]
)︸ ︷︷ ︸
p repeated columns
,
and E2 is an n× p matrix with p repeated columns of C = B1 exp[Qβ], which is,
E2 =
(
C . . . C
)︸ ︷︷ ︸
p repeated columns
.
In particular, the j-th element of∇`(β) is, for j = 1, . . . , p,
∇j`(β) = vec[Y ]ᵀQej − 1n
[
Aj  C
]
,
where
Aj = Aej = B1
[
Qej  exp(Qβ)
]
,
ej is a unit column vector of length p where the j-th element is 1 and the other elements are 0’s.
The j-th row of the Hessian matrix can be expressed as, for j = 1, . . . , p,
∇(∇j`(β)) = FjA− [1n Cᵀ]B1Gj, (18)
where
Fj =
[
Aj  [C C]
]ᵀ
,
and
Gj = U E3,j,
and
E3,j =
(
Qej . . . Qej
)︸ ︷︷ ︸
p repeated columns
.
Then the Hessian matrix can be expressed,
∇2`(β) =
F1...
Fp
A−B2
G1...
Gp
 (19)
where B2 = diagp
(
[1n  Cᵀ]B1, . . . , [1n  Cᵀ]B1
)
is a block diagonal matrix consists of p
repetitions of [1n Cᵀ]B1.
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If we letW1 = diagnK
(
exp(Qβ)
)
,W2 = diagn(1n Cᵀ), and
W3 = diagnK(
1
C1(β)
, . . . ,
1
C1(β)︸ ︷︷ ︸
K
, . . . ,
1
Cn(β)
, . . . ,
1
Cn(β)︸ ︷︷ ︸
K
),
thenA can be expressed,
A = B1W1Q,
and Equation (17) and Equation (19) can also be expressed,
∇`(β) = vec[Y ]ᵀQ− 1nW2A,
and
∇2`(β) = AᵀW 22A−QᵀW3W1Q
= Q
ᵀ
W
ᵀ
1
[
B
ᵀ
1W
2
2B1 −W−11 W3
]
W1Q.
In particular,
[
Bᵀ1W
2
2B1 −W−11 W3
]
is a negative semi-definite diagonal matrix as its
eigenvalues are all non-positive. We can then conclude that the Hessian of `(β) is a negative
semi-definite matrix and so is its L2 regularized version.
C Proof of the consistency of estimating EQC
Without loss of generality, we set β0 = 0 and disregard it in the following discussions.
Proof of Theorem 1. For abbreviation, denote η = (θ,β). From the continuity implied by
Lemma 3 later on, we only need to show the following converges to zero,
|Ψ(η˜)−Ψ(ηˆn)| 6 |Ψ(η˜)−Ψn(η˜)|+ |Ψn(η˜)−Ψn(ηˆn)|+ |Ψn(ηˆn)−Ψ(ηˆn)|. (20)
By Lemma 4 later on, under Assumptions 1 and 2, ∀ > 0,
lim
n→∞
P{sup
η∈S
|Ψn(η)−Ψ(η)| > } = 0, (21)
where S ⊂ (0, 1)p × Rp.
So Equation (21) forces the first and the third term of the right hand side of Equation (20) to
converge to 0 in probability.
Consider the second term now. By definitions of η˜ and ηˆ,
Ψ(η˜) > Ψ(ηˆn), Ψn(η˜) 6 Ψn(ηˆn).
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So
|Ψn(η˜)−Ψn(ηˆn)| =Ψn(ηˆn)−Ψn(η˜)
=[Ψn(ηˆn)−Ψ(ηˆn)] + [Ψ(ηˆn)−Ψn(η˜)]
6[Ψn(ηˆn)−Ψ(ηˆn)] + [Ψ(η˜)−Ψn(η˜)].
Using Equation (21) again, then both |Ψn(ηˆn)− Ψ(ηˆn)| and |Ψ(η˜)− Ψn(η˜)| will converge
to zero in probability. This makes |Ψn(η˜)−Ψn(ηˆn)| converge to zero in probability. Therefore,
Equation (20) converges to zero in probability. That is,
lim
n→∞
P{|Ψ(η˜)−Ψ(ηˆn)| > } = 0.
Proof of Theorem 2. For abbreviation, denote η = (θ,β). We will investigate
|Ψ(η˜)−Ψn(ηˆn)| 6 |Ψ(η˜)−Ψ(ηˆn)|+ |Ψ(ηˆn)−Ψn(ηˆn)|. (22)
By Theorem 1, the first term of the right hand side above converges to zero in probability.
By Lemma 4, the second term of the right hand side above also converges to zero in probability.
Therefore, |Ψ(η˜)−Ψn(ηˆn)| converges to zero in probability and we complete the proof.
Lemma 3. Under the assumption that θ1 6 θ2 and q1 6 q2, or θ1 > θ2 and q1 > q2, the following
inequality holds,
|ρθ1(xj − q1(θ1))− ρθ2(xj − q2(θ2))| 6 |xj||θ2 − θ1|+ 4|q1 − q2|, j = 1, . . . , p,
which further implies the continuity of C(Qθ(x) | β) under Assumptions 1 and 2, and hence the
continuity of Ψ(θ,β).
Proof. The inequality follows directly from the Lemma 3 in the supplementarymaterial of Hennig
and Viroli (2016a).
It implies that the quantile-based transformation Qθ(x) is a continuous function of θ. Fur-
thermore, since empirical quantiles are strongly consistent, β is bounded and C(z | β) is required
to be differentiable with respect to z and β by Assumption 2, then C(Qθ(x) | β) is bounded
and a continuous function of θ and β. So the dominated convergence theorem still makes the
integrals of the differentiable transformation of C(Qθ(x) | β) continuous with respect to θ and
β.
Lemma 4. Under Assumptions 1 and 2, ∀ > 0,
lim
n→∞
P{sup
η∈S
|Ψn(η)−Ψ(η)| > } = 0,
where η = (θ,β) and S ⊂ (0, 1)p × Rp,
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Proof. Assuming that the conclusion does not hold, since η is bounded according to As-
sumption 2, then ∃ > 0, δ > 0, there is a convergent subsequence {η∗m}∞m=1 with limit
η∗ = limm→∞ η∗m such that form = 1, . . . ,
P{|Ψm(η∗m)−Ψ(η∗m)| > } > δ. (23)
Consider
|Ψm(η∗m)−Ψ(η∗m)| 6 |Ψm(η∗m)−Ψm(η∗)|+ |Ψm(η∗)−Ψ(η∗)|+ |Ψ(η∗)−Ψ(η∗m)|. (24)
Firstly, continuity of Ψ(η) implies that the third term of the right side of Equation (24) converges
to 0 asm→∞.
Consider the second term, we define a new Ψn with the true quantiles below, where the
empirical decision rule C(Qˆθ(x) | β) in Equation (12) is replaced by the population decision
rule C(Qθ(x) | β).
Ψ∗m(η) = −
1
m
m∑
i=1
{
(yi − 1)C
(
Qθ(xi) | β
)− log(1 + eC(Qθ(xi)|β))}.
Consider
|Ψm(η∗)−Ψ(η∗)| 6 |Ψm(η∗)−Ψ∗m(η∗)|+ |Ψ∗m(η∗)−Ψ(η∗)|.
Following the strong law of large numbers, |Ψ∗m(η∗)−Ψ(η∗)| a.s.→ 0 asm→∞.
Since empirical quantiles are strongly consistent and C(z | β) is required to be differentiable
with respect to z and β by Assumption 2, then |C(Qˆθ∗(x) | β∗) − C(Qθ∗(x) | β∗)| a.s.→ 0 as
m→∞, and hence |Ψm(η∗)−Ψ∗m(η∗)| a.s.→ 0 asm→∞.
Now consider the first term of the right hand side of Equation (24). Firstly, for j = 1, . . . , p,
|qˆk,j,m(θ∗j,m)−qˆk,j,m(θ∗j )| 6 |qˆk,j,m(θ∗j,m)−qk,j(θ∗j,m)|+|qk,j(θ∗j,m)−qˆk,j(θ∗j )|+|qk,j(θ∗j )−qˆk,j,m(θ∗j )|.
From Theorem 3 in Mason (1982) and Assumption 1, all terms on the right side of the above
inequality converge to zero almost surely, and hence |qˆk,j,m(θ∗j,m)− qˆk,j,m(θ∗j )| a.s.→ 0 as m → ∞
for j = 1, . . . , p. Thus ||Qˆθ∗m(x)− Qˆθ∗(x)||
a.s.→ 0 asm→∞, where || · || represents L2 norm.
Furthermore, since C(z | β) is required to be differentiable with respect to z and β by
Assumption 2, then |C(Qˆθ∗m(x) | β∗m)−C(Qˆθ∗(x) | β)| a.s.→ 0 asm→∞. Thus the first term of
the right hand side of Equation (24) converges to zero almost surely, |Ψm(η∗m) − Ψm(η∗)| a.s.→ 0
asm→∞.
To sum up, |Ψ∗m(ηni)−Ψ(η∗m)| a.s.→ 0, which is contradictory to Equation (23) and hence we
conclude that, under Assumptions 1 and 2, ∀ > 0,
lim
n→∞
P{sup
η∈S
|Ψn(η)−Ψ(η)| > } = 0,
where S ⊂ (0, 1)p × Rp.
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D Misclassification rates
In Section 4.2, we presented boxplots of the test misclassification error rates for each classifier.
Their averages and standard deviations are tabulated in tables 5 to 10, for the T3, LOGNORMAL
and HETEROGENEOUS distribution cases with independent or dependent variables.
Table 5: Simulation study: the mean test classification error rates, and their standard errors in
parentheses, of each method for the independent T3 scenario. All numbers are in percentages
and rounded to one digit. The third line indicates the percentage of irrelevant variables within p
variables.
n = 100
p = 50 p = 100 p = 200
0% 50% 90% 0% 50% 90% 0% 50% 90%
QC 27.1(0.3) 35.9(0.4) 47.2(0.2) 18.5(0.2) 30.4(0.3) 46(0.2) 10(0.1) 22.3(0.3) 43.9(0.3)
MC 25.5(0.1) 33.9(0.2) 46(0.2) 17.6(0.1) 28.5(0.2) 44.4(0.1) 9.1(0.1) 20.8(0.1) 42.2(0.1)
EMC 26.1(0.2) 35(0.2) 46.6(0.2) 18.2(0.2) 29.7(0.2) 45.2(0.2) 9.5(0.1) 21.9(0.2) 43(0.2)
EQC/LOGISTIC 32.1(0.4) 40.3(0.4) 47.9(0.2) 24.7(0.3) 35.4(0.3) 47.6(0.2) - - -
EQC/RIDGE 28.4(0.4) 37.9(0.5) 48(0.2) 19.4(0.3) 32(0.4) 47.1(0.2) 10.6(0.2) 23.9(0.4) 44.6(0.2)
EQC/LASSO 33.5(0.5) 40.2(0.4) 47.8(0.2) 28.6(0.3) 37.2(0.3) 47(0.2) 25.8(0.4) 32.7(0.4) 46(0.2)
EQC/LSVM 33.5(0.4) 40.5(0.4) 48.4(0.2) 24.5(0.3) 35.9(0.3) 47.6(0.2) 14.1(0.3) 26.8(0.3) 45.4(0.2)
NB 41.5(0.1) 43.8(0.2) 48.2(0.1) 39.8(0.1) 42.3(0.1) 47.6(0.1) 37.8(0.1) 40.5(0.1) 46.7(0.1)
LDA 35.8(0.2) 41.3(0.2) 48.2(0.2) 44.9(0.3) 47.1(0.2) 49.2(0.1) 31.4(0.3) 38.3(0.2) 47.4(0.1)
RIDGE 31(0.2) 38.4(0.2) 47.3(0.2) 25.3(0.1) 34.4(0.2) 46.3(0.1) 18.4(0.1) 28.9(0.2) 44.8(0.1)
LASSO 45.5(0.5) 47.7(0.4) 49(0.2) 44.3(0.6) 46.4(0.4) 49(0.2) 42.5(0.7) 45.5(0.5) 49.2(0.2)
LSVM 36.2(0.3) 41.9(0.2) 48.1(0.2) 29.8(0.2) 38.2(0.2) 47.3(0.1) 21.3(0.1) 32(0.2) 45.9(0.1)
RSVM 32.1(0.2) 39.2(0.2) 47.6(0.2) 26.3(0.2) 35.3(0.2) 46.6(0.1) 18.7(0.2) 29.6(0.2) 45.2(0.1)
n = 200
p = 50 p = 100 p = 200
0% 50% 90% 0% 50% 90% 0% 50% 90%
QC 23.5(0.1) 32.6(0.2) 45.9(0.2) 15.1(0.1) 25.8(0.2) 43.7(0.2) 7.4(0.1) 17.8(0.1) 41.1(0.2)
MC 22.8(0.1) 31.6(0.1) 44.5(0.1) 14.5(0.1) 25(0.1) 42.5(0.1) 6.8(0) 17.1(0.1) 39.5(0.1)
EMC 23.2(0.1) 32.3(0.1) 45(0.1) 14.8(0.1) 25.7(0.2) 43.3(0.1) 7.3(0.1) 18.1(0.1) 40.5(0.1)
EQC/LOGISTIC 26.8(0.3) 35.1(0.2) 46.9(0.2) 20.6(0.2) 31.9(0.3) 46(0.2) 13.3(0.1) 24.7(0.2) 43.9(0.2)
EQC/RIDGE 23.7(0.2) 33.1(0.2) 46.6(0.2) 15.5(0.2) 26.5(0.2) 44.9(0.2) 7.7(0.1) 18.7(0.2) 42.2(0.3)
EQC/LASSO 26.8(0.2) 34.9(0.3) 46.3(0.2) 22.3(0.2) 30.9(0.3) 45.2(0.2) 18.8(0.2) 26.3(0.2) 43.3(0.2)
EQC/LSVM 28.1(0.2) 35.8(0.3) 47.1(0.2) 22.1(0.2) 32.6(0.3) 46.5(0.2) 11.9(0.1) 24.1(0.2) 44.1(0.2)
NB 39.8(0.1) 42.8(0.2) 47.5(0.1) 37.9(0.1) 40.5(0.1) 46.7(0.1) 35.3(0.1) 38.7(0.1) 45.6(0.1)
LDA 30.6(0.1) 37.8(0.2) 46.9(0.1) 28.5(0.2) 36.3(0.2) 46.3(0.1) 43.8(0.3) 46.7(0.3) 49(0.1)
RIDGE 28.8(0.1) 36.3(0.2) 46.4(0.1) 22.7(0.1) 31.7(0.1) 44.9(0.1) 15.7(0.1) 26(0.1) 43(0.1)
LASSO 44.9(0.6) 46.8(0.4) 48.7(0.2) 41.1(0.9) 45.8(0.5) 48.3(0.3) 32.9(1) 44.1(0.5) 47.7(0.3)
LSVM 31.6(0.1) 38.3(0.2) 47(0.1) 28.1(0.2) 37.1(0.2) 46.6(0.1) 19.6(0.1) 30.5(0.1) 45(0.1)
RSVM 29.4(0.1) 37(0.2) 46.7(0.1) 22.8(0.1) 32.2(0.1) 45.2(0.1) 15.2(0.1) 26.7(0.1) 43.7(0.1)
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Table 6: Simulation study: the mean test classification error rates, and their standard errors in
parentheses, of each method for the dependent T3 scenario. All numbers are in percentages
and rounded to one digit. The third line indicates the percentage of irrelevant variables within p
variables.
n = 100
p = 50 p = 100 p = 200
0% 50% 90% 0% 50% 90% 0% 50% 90%
QC 28.9(0.3) 36.9(0.3) 46.9(0.2) 20.8(0.2) 30.9(0.3) 45.6(0.2) 11.8(0.2) 24(0.3) 43.7(0.2)
MC 27.3(0.2) 35.1(0.2) 45.8(0.1) 19.9(0.2) 29.4(0.2) 44.2(0.1) 11(0.1) 22.5(0.1) 42.3(0.1)
EMC 25.1(0.3) 34.6(0.3) 46(0.2) 18.2(0.2) 29.1(0.2) 44.6(0.1) 10.2(0.1) 22.6(0.2) 42.9(0.1)
EQC/LOGISTIC 28.3(0.4) 38.1(0.4) 47.4(0.2) 21.5(0.3) 32.4(0.3) 47.1(0.2) - - -
EQC/RIDGE 26.5(0.4) 36(0.4) 47.3(0.2) 19.4(0.3) 31(0.3) 46.5(0.2) 10.8(0.2) 24.2(0.3) 44.6(0.2)
EQC/LASSO 29.2(0.5) 37.5(0.5) 47.3(0.2) 26.2(0.3) 33.6(0.4) 46.9(0.2) 24.9(0.3) 32.3(0.4) 45.9(0.3)
EQC/LSVM 28.5(0.3) 37.6(0.4) 47.7(0.2) 20.8(0.3) 32.9(0.3) 46.9(0.2) 12(0.2) 25.4(0.3) 45.4(0.2)
NB 41.4(0.2) 43.9(0.2) 48(0.1) 39.6(0.1) 42.5(0.1) 47.6(0.1) 37.6(0.1) 40.4(0.1) 46.7(0.1)
LDA 21.7(0.5) 29.5(0.6) 44.1(0.5) 38.6(0.5) 42.4(0.4) 48.3(0.2) 31.8(0.3) 40.8(0.2) 47.9(0.1)
RIDGE 28.4(0.4) 38(0.3) 47.2(0.1) 23.3(0.3) 34.3(0.2) 46.2(0.1) 17(0.2) 29.1(0.2) 44.7(0.1)
LASSO 43.7(0.9) 46.4(0.7) 49.3(0.3) 43.6(0.7) 46.9(0.4) 49.4(0.2) 44.3(0.7) 46.1(0.5) 49.5(0.1)
LSVM 23.2(0.5) 32.6(0.5) 45.6(0.4) 21.5(0.3) 33.2(0.3) 46.2(0.2) 17.2(0.2) 29.3(0.2) 45.1(0.1)
RSVM 26.1(0.4) 36(0.4) 46.9(0.1) 22.4(0.3) 33.4(0.2) 46.2(0.1) 17(0.2) 29(0.2) 44.9(0.1)
n = 200
p = 50 p = 100 p = 200
0% 50% 90% 0% 50% 90% 0% 50% 90%
QC 24.6(0.2) 33.6(0.2) 45.9(0.2) 16.7(0.2) 26.8(0.2) 43.8(0.2) 8.4(0.1) 18.9(0.2) 41(0.2)
MC 23.9(0.2) 32.5(0.2) 44.6(0.1) 15.8(0.1) 25.9(0.1) 42.6(0.1) 7.8(0.1) 18.2(0.1) 39.7(0.1)
EMC 20.5(0.2) 30.2(0.3) 44(0.2) 13.4(0.1) 24.8(0.2) 42.9(0.2) 6.6(0.1) 17.4(0.2) 40.3(0.1)
EQC/LOGISTIC 23.6(0.5) 31.3(0.3) 45.5(0.3) 15.8(0.2) 27.9(0.3) 45(0.3) 9.8(0.2) 20.4(0.3) 43.2(0.2)
EQC/RIDGE 21.5(0.3) 31.1(0.3) 45.6(0.3) 14.2(0.2) 26(0.3) 44(0.2) 7.1(0.1) 18(0.2) 41.9(0.3)
EQC/LASSO 22.4(0.3) 31.1(0.3) 45.4(0.3) 18(0.2) 26.4(0.3) 43.3(0.3) 16(0.2) 22.5(0.2) 41.6(0.4)
EQC/LSVM 23.4(0.3) 32(0.3) 45.7(0.3) 16.7(0.2) 28.8(0.3) 44.9(0.2) 8.6(0.1) 20.4(0.2) 43.1(0.2)
NB 39.8(0.2) 42.4(0.2) 47.6(0.1) 37.3(0.1) 40.5(0.1) 46.9(0.1) 35.1(0.1) 38.4(0.1) 45.7(0.1)
LDA 16.1(0.4) 24(0.5) 42.1(0.5) 14.1(0.3) 22.9(0.4) 41(0.5) 39.4(0.4) 41.9(0.3) 47.9(0.2)
RIDGE 19.9(0.5) 31.8(0.5) 46.3(0.1) 15.5(0.3) 28.1(0.3) 45.1(0.1) 10.8(0.1) 23.1(0.2) 43.2(0.1)
LASSO 21.9(1.1) 30.8(1.2) 48.9(0.4) 22.5(1.1) 33(1.3) 48(0.5) 23.9(1) 39.1(1.1) 47.9(0.3)
LSVM 18(0.4) 24.9(0.4) 40.9(0.6) 15.5(0.2) 26.3(0.4) 43.1(0.3) 11.4(0.1) 23.6(0.2) 43.6(0.2)
RSVM 19.2(0.4) 29.3(0.4) 44.9(0.3) 15.3(0.3) 26.9(0.3) 44.6(0.2) 11(0.2) 22.8(0.2) 43.1(0.1)
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Table 7: Simulation study: the mean test classification error rates, and their standard errors in
parentheses, of each method for the independent LOGNORMAL scenario. All numbers are
in percentages and rounded to one digit. The third line indicates the percentage of irrelevant
variables within p variables.
n = 100
p = 50 p = 100 p = 200
0% 50% 90% 0% 50% 90% 0% 50% 90%
QC 23.3(0.5) 45.7(0.3) 49.5(0.1) 17.9(0.5) 44.6(0.2) 49.4(0.1) 12.5(0.3) 42.4(0.3) 49(0.1)
MC 43(0.2) 47.6(0.1) 49.5(0.1) 40(0.2) 46.7(0.1) 49.4(0.1) 35.8(0.2) 45.2(0.1) 49.2(0.1)
EMC 43.4(0.2) 46.3(0.2) 49(0.1) 40.1(0.2) 44.9(0.2) 49(0.1) 35.8(0.2) 42.4(0.1) 48.4(0.1)
EQC/LOGISTIC 25.5(0.7) 39.4(0.7) 48.6(0.2) 15.2(0.3) 28.2(0.6) 46.9(0.3) - - -
EQC/RIDGE 15.3(0.3) 28.2(0.4) 47(0.3) 8.1(0.2) 20.8(0.3) 45.8(0.3) 2.8(0.1) 12.3(0.3) 41.9(0.4)
EQC/LASSO 24(0.4) 33.4(0.6) 47.3(0.3) 20.8(0.4) 28.2(0.6) 45.7(0.4) 20.3(0.3) 24(0.4) 42.2(0.5)
EQC/LSVM 22.5(0.4) 34(0.5) 47.4(0.2) 12.1(0.3) 26.2(0.4) 46.7(0.3) 4.2(0.1) 15(0.3) 43.3(0.4)
NB 49.3(0.1) 49.4(0.1) 49.7(0.1) 49.4(0.1) 49.4(0) 49.7(0.1) 49.3(0.1) 49.3(0.1) 49.6(0.1)
LDA 47.8(0.1) 48.7(0.1) 49.7(0.1) 49.3(0.1) 49.6(0.1) 50(0.1) 47(0.2) 48.3(0.1) 49.6(0.1)
RIDGE 46.8(0.1) 48.2(0.1) 49.6(0.1) 45.6(0.1) 47.6(0.1) 49.5(0.1) 43.9(0.1) 46.6(0.1) 49.4(0.1)
LASSO 49.7(0.1) 49.7(0.1) 50(0) 49.5(0.1) 49.9(0.1) 49.9(0) 49.4(0.1) 49.8(0.1) 50(0)
LSVM 47.9(0.1) 48.8(0.1) 49.7(0.1) 47.2(0.1) 48.4(0.1) 49.6(0.1) 45.1(0.1) 47.2(0.1) 49.5(0.1)
RSVM 46.3(0.1) 48.2(0.1) 49.6(0.1) 45.8(0.1) 47.9(0.1) 49.6(0.1) 44.3(0.1) 46.9(0.1) 49.5(0.1)
n = 200
p = 50 p = 100 p = 200
0% 50% 90% 0% 50% 90% 0% 50% 90%
QC 13.9(0.1) 41.7(0.4) 49.3(0.1) 7.2(0.1) 41.3(0.3) 49.1(0.1) 2.7(0.1) 38.2(0.2) 48.7(0.1)
MC 41(0.1) 46.8(0.1) 49.5(0.1) 37.4(0.1) 45.5(0.1) 49.2(0.1) 32.5(0.1) 43.7(0.1) 48.9(0.1)
EMC 41(0.1) 45.1(0.1) 48.9(0.1) 37.9(0.2) 43.5(0.2) 48.5(0.1) 32.8(0.2) 40.6(0.1) 47.9(0.1)
EQC/LOGISTIC 20.2(0.9) 28.2(0.4) 44.9(0.3) 10.2(0.2) 24.8(0.6) 46.2(0.3) 5.9(0.1) 13.4(0.2) 41.1(0.4)
EQC/RIDGE 12.3(0.1) 23.3(0.2) 44.4(0.3) 5.8(0.1) 14.9(0.2) 41.6(0.3) 1.9(0) 7.8(0.1) 37(0.3)
EQC/LASSO 16.9(0.2) 24.6(0.2) 44.5(0.3) 12.8(0.2) 19(0.2) 42.1(0.4) 11.7(0.2) 14.7(0.2) 35.8(0.4)
EQC/LSVM 17.1(0.2) 27.5(0.3) 45.4(0.3) 9.3(0.2) 22.2(0.3) 44.4(0.3) 3.1(0.1) 11.1(0.2) 39.7(0.3)
NB 49.2(0.1) 49.4(0.1) 49.6(0.1) 49.1(0) 49.2(0.1) 49.7(0.1) 49.1(0) 49.3(0.1) 49.6(0)
LDA 46.4(0.1) 48(0.1) 49.5(0.1) 45.9(0.1) 48(0.1) 49.6(0.1) 49.1(0.1) 49.6(0.1) 49.9(0.1)
RIDGE 45.8(0.1) 47.8(0.1) 49.5(0.1) 44.3(0.1) 47.1(0.1) 49.5(0.1) 42.6(0.1) 45.9(0.1) 49.2(0.1)
LASSO 49.7(0.1) 49.8(0) 50(0) 49.7(0.1) 49.8(0.1) 50(0) 49.4(0.1) 49.8(0.1) 50(0)
LSVM 46.6(0.1) 48(0.1) 49.6(0.1) 46(0.1) 48.2(0.1) 49.6(0.1) 44.8(0.1) 47.2(0.1) 49.3(0.1)
RSVM 44.8(0.1) 47.5(0.1) 49.5(0.1) 43.8(0.1) 47(0.1) 49.4(0.1) 42.3(0.1) 46.1(0.1) 49.3(0.1)
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Table 8: Simulation study: the mean test classification error rates, and their standard errors
in parentheses, of each method for the dependent LOGNORMAL scenario. All numbers are
in percentages and rounded to one digit. The third line indicates the percentage of irrelevant
variables within p variables.
n = 100
p = 50 p = 100 p = 200
0% 50% 90% 0% 50% 90% 0% 50% 90%
QC 24.4(0.5) 46.1(0.3) 49.6(0.1) 18.9(0.5) 45(0.3) 49.4(0.1) 14(0.4) 42.4(0.3) 49.1(0.1)
MC 43.8(0.2) 47.7(0.1) 49.6(0.1) 41.6(0.2) 46.7(0.1) 49.5(0.1) 37.9(0.1) 45.6(0.1) 49.2(0.1)
EMC 42.7(0.2) 46.1(0.1) 49.3(0.1) 40.3(0.2) 44.7(0.1) 48.9(0.1) 36.8(0.1) 42.9(0.1) 48.3(0.1)
EQC/LOGISTIC 28.6(0.8) 41.6(0.6) 49(0.2) 17.6(0.4) 29.5(0.4) 47.6(0.2) - - -
EQC/RIDGE 17.6(0.2) 30.9(0.5) 47.3(0.2) 10.2(0.2) 22.3(0.3) 45.9(0.3) 4(0.1) 14.3(0.2) 42.7(0.4)
EQC/LASSO 25(0.4) 35.4(0.6) 47.8(0.3) 21.8(0.4) 29.6(0.5) 46.5(0.3) 21.1(0.3) 24.9(0.4) 42.9(0.5)
EQC/LSVM 24.7(0.4) 35.7(0.5) 48(0.2) 15.1(0.3) 28.2(0.4) 47(0.2) 5.9(0.1) 17.4(0.2) 44.3(0.3)
NB 49.3(0.1) 49.4(0.1) 49.7(0.1) 49.3(0.1) 49.5(0.1) 49.8(0.1) 49.3(0.1) 49.5(0.1) 49.7(0.1)
LDA 47.4(0.1) 48.6(0.1) 49.7(0.1) 49.3(0.1) 49.3(0.1) 50.1(0.1) 46.7(0.1) 48.4(0.1) 49.6(0.1)
RIDGE 46.9(0.1) 48.4(0.1) 49.6(0.1) 46(0.1) 47.9(0.1) 49.6(0.1) 44.7(0.1) 47.1(0.1) 49.4(0.1)
LASSO 49.7(0.1) 49.9(0) 50(0) 49.6(0.1) 49.8(0.1) 50(0) 49.5(0.1) 49.7(0.1) 50(0)
LSVM 47.3(0.2) 48.6(0.1) 49.8(0.1) 46.7(0.1) 48.4(0.1) 49.8(0.1) 45.2(0.1) 47.5(0.1) 49.5(0.1)
RSVM 45.7(0.2) 48.1(0.1) 49.6(0.1) 45.7(0.1) 47.9(0.1) 49.7(0.1) 44.5(0.1) 47.2(0.1) 49.4(0.1)
n = 200
p = 50 p = 100 p = 200
0% 50% 90% 0% 50% 90% 0% 50% 90%
QC 16.1(0.2) 41.9(0.4) 49.3(0.1) 9.5(0.2) 41.4(0.3) 49.1(0.1) 4.1(0.1) 38(0.2) 48.6(0.1)
MC 41.9(0.1) 47(0.1) 49.4(0) 39(0.1) 45.7(0.1) 49.2(0.1) 34.6(0.1) 43.9(0.1) 48.9(0.1)
EMC 39.9(0.2) 44.3(0.2) 48.7(0.1) 37.3(0.2) 43.1(0.1) 48.4(0.1) 33.2(0.1) 40.5(0.1) 47.8(0.1)
EQC/LOGISTIC 19.9(0.5) 30.2(0.3) 46(0.3) 12.9(0.2) 28.3(0.6) 46.8(0.3) 7.2(0.1) 16.8(0.2) 42.1(0.4)
EQC/RIDGE 14.8(0.1) 25.7(0.2) 45.5(0.3) 7.8(0.1) 17.6(0.2) 42.1(0.3) 3(0.1) 10.1(0.1) 37.5(0.3)
EQC/LASSO 18.7(0.2) 28(0.3) 45.5(0.3) 14.4(0.2) 21.6(0.2) 43(0.4) 12.8(0.2) 16.8(0.2) 38.9(0.5)
EQC/LSVM 19.4(0.2) 30.6(0.3) 45.8(0.3) 12.5(0.3) 25.5(0.3) 45.1(0.3) 4.5(0.1) 14.7(0.2) 41.7(0.4)
NB 49.2(0.1) 49.3(0.1) 49.7(0) 49.1(0.1) 49.3(0.1) 49.7(0.1) 49.1(0.1) 49.1(0.1) 49.5(0.1)
LDA 46(0.1) 47.9(0.1) 49.4(0.1) 45.7(0.1) 47.7(0.1) 49.6(0.1) 48.7(0.1) 49.5(0.1) 50(0.1)
RIDGE 46.2(0.1) 47.9(0.1) 49.6(0.1) 45.1(0.1) 47.2(0.1) 49.4(0.1) 43.2(0.1) 46.2(0.1) 49.1(0.1)
LASSO 49.8(0.1) 49.8(0.1) 50(0) 49.7(0.1) 49.8(0.1) 50(0) 49.6(0.1) 49.7(0.1) 49.9(0)
LSVM 46.1(0.1) 47.8(0.1) 49.4(0.1) 45.9(0.1) 47.8(0.1) 49.6(0.1) 44.6(0.1) 47(0.1) 49.3(0.1)
RSVM 42.8(0.2) 46.8(0.1) 49.4(0.1) 43.3(0.1) 46.8(0.1) 49.5(0.1) 41.5(0.1) 46(0.1) 49.1(0.1)
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Table 9: Simulation study: the mean test classification error rates, and their standard errors in
parentheses, of each method for the independent HETEROGENEOUS scenario. All numbers
are in percentages and rounded to one digit. The third line indicates the percentage of irrelevant
variables within p variables.
n = 100
p = 50 p = 100 p = 200
0% 50% 90% 0% 50% 90% 0% 50% 90%
QC 23.7(0.4) 38.8(0.4) 48.2(0.1) 18.3(0.3) 34.7(0.3) 47.8(0.1) 10.3(0.2) 29.1(0.3) 46.8(0.1)
MC 37.2(0.2) 43.4(0.2) 48.7(0.1) 31.7(0.2) 40.8(0.2) 48(0.1) 25.4(0.2) 37.1(0.1) 47.4(0.1)
EMC 34.9(0.3) 41.2(0.2) 48.1(0.1) 28.7(0.2) 37.9(0.2) 47.3(0.1) 20.9(0.2) 33(0.2) 46(0.1)
EQC/LOGISTIC 9.3(0.3) 22.4(0.7) 43.4(0.4) 6(0.2) 13.5(0.3) 38.7(0.4) - - -
EQC/RIDGE 5(0.1) 14(0.2) 40.7(0.3) 1.7(0) 7.2(0.1) 36.3(0.4) 0.3(0) 2.6(0.1) 29.2(0.2)
EQC/LASSO 6.6(0.2) 12.3(0.3) 31.6(0.5) 5.2(0.2) 7.5(0.2) 23.3(0.3) 4.8(0.1) 5.4(0.1) 15.8(0.3)
EQC/LSVM 6(0.2) 16.3(0.3) 42.4(0.4) 1.8(0.1) 9.3(0.2) 38.2(0.4) 0.3(0) 3.2(0.1) 32(0.3)
NB 45.1(0.1) 46.6(0.1) 49(0.1) 44.3(0.1) 45.7(0.1) 48.6(0.1) 43.6(0.1) 45(0.1) 48.3(0.1)
LDA 41.4(0.2) 45.1(0.2) 48.9(0.1) 46.7(0.3) 48.1(0.2) 49.6(0.1) 38.1(0.2) 43.5(0.2) 48.4(0.1)
RIDGE 38.2(0.2) 43.5(0.2) 48.6(0.1) 33.7(0.2) 40.7(0.2) 47.9(0.1) 28.5(0.2) 37.5(0.2) 47.1(0.1)
LASSO 48.6(0.3) 48.5(0.2) 49.8(0.1) 47.6(0.3) 48.4(0.2) 49.6(0.1) 46.9(0.4) 48.2(0.3) 49.5(0.1)
LSVM 41.6(0.2) 45.3(0.2) 49(0.1) 37.9(0.2) 43.2(0.2) 48.5(0.1) 31.8(0.2) 39.6(0.2) 47.6(0.1)
RSVM 38.8(0.2) 43.8(0.2) 48.7(0.1) 34.6(0.2) 41.4(0.2) 48(0.1) 29.1(0.2) 38.2(0.2) 47.3(0.1)
n = 200
p = 50 p = 100 p = 200
0% 50% 90% 0% 50% 90% 0% 50% 90%
QC 17.6(0.3) 33.1(0.4) 47.8(0.1) 11.8(0.2) 29(0.2) 47(0.2) 4.9(0.1) 21.9(0.1) 45.1(0.2)
MC 34.5(0.1) 41.4(0.2) 48(0.1) 28.5(0.1) 38(0.1) 47.5(0.1) 21.2(0.1) 33.1(0.1) 46.4(0.1)
EMC 32.2(0.1) 39.1(0.2) 47.2(0.1) 25.3(0.1) 34.7(0.2) 46.7(0.1) 17.6(0.1) 28.9(0.2) 44.9(0.1)
EQC/LOGISTIC 7.1(0.8) 19.6(1.1) 36(0.2) 2.9(0.1) 9.1(0.2) 34.8(0.4) 2.3(0.1) 5.6(0.1) 27.8(0.2)
EQC/RIDGE 3.2(0.1) 9.9(0.2) 36.6(0.2) 1.2(0) 4.9(0.1) 30.7(0.2) 0.2(0) 1.7(0) 23.3(0.2)
EQC/LASSO 3.7(0.1) 7.8(0.1) 29.7(0.3) 2.6(0.1) 4.2(0.1) 20.4(0.2) 1.8(0) 2.7(0.1) 13.5(0.2)
EQC/LSVM 3.5(0.1) 10.9(0.2) 36.8(0.2) 1.1(0) 6.4(0.2) 33.4(0.2) 0.2(0) 1.9(0) 27.1(0.2)
NB 43.7(0.1) 45.6(0.1) 48.6(0.1) 42.6(0.1) 44.2(0.1) 48.2(0.1) 41.3(0.1) 43.1(0.1) 47.5(0.1)
LDA 37.5(0.2) 42.7(0.2) 48.1(0.1) 35.8(0.2) 41.5(0.2) 48(0.1) 46.7(0.2) 47.9(0.2) 49.4(0.1)
RIDGE 35.8(0.1) 41.7(0.2) 47.9(0.1) 30.8(0.1) 38.2(0.1) 47.2(0.1) 24.7(0.1) 33.9(0.1) 46.1(0.1)
LASSO 48.5(0.2) 48.9(0.2) 49.6(0.1) 47.5(0.3) 48.4(0.2) 49.6(0.1) 45.5(0.5) 47.5(0.3) 49.2(0.1)
LSVM 38(0.2) 42.9(0.2) 48.2(0.1) 36.3(0.2) 42.1(0.2) 48.2(0.1) 29.4(0.2) 37.8(0.1) 47.2(0.1)
RSVM 36(0.1) 41.8(0.2) 48(0.1) 31.4(0.1) 38.8(0.1) 47.5(0.1) 25.1(0.2) 34.9(0.1) 46.5(0.1)
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Table 10: Simulation study: the mean test classification error rates, and their standard errors
in parentheses, of each method for the dependent HETEROGENEOUS scenario. All numbers
are in percentages and rounded to one digit. The third line indicates the percentage of irrelevant
variables within p variables.
n = 100
p = 50 p = 100 p = 200
0% 50% 90% 0% 50% 90% 0% 50% 90%
QC 23.9(0.4) 38.5(0.4) 48.2(0.1) 18.2(0.2) 34.5(0.2) 47.9(0.1) 10.5(0.2) 28.8(0.2) 47.1(0.2)
MC 37.7(0.2) 43.4(0.2) 48.6(0.1) 32.7(0.2) 41.1(0.2) 48.2(0.1) 26.3(0.2) 37.3(0.2) 47.3(0.1)
EMC 35.4(0.2) 41.4(0.2) 48(0.1) 29.1(0.2) 38.2(0.2) 47.4(0.1) 21.9(0.2) 33.1(0.2) 46.1(0.1)
EQC/LOGISTIC 8.5(0.3) 21.9(0.8) 44.3(0.5) 6.2(0.2) 12.6(0.3) 39.6(0.4) - - -
EQC/RIDGE 5.1(0.1) 13.5(0.2) 40.8(0.4) 1.8(0) 7(0.1) 36.2(0.3) 0.3(0) 2.7(0.1) 29.7(0.3)
EQC/LASSO 6.7(0.2) 11.8(0.3) 32.7(0.7) 5.4(0.1) 7.3(0.2) 22.6(0.4) 5(0.1) 5.7(0.1) 16(0.2)
EQC/LSVM 5.9(0.2) 15.8(0.5) 41.4(0.4) 1.9(0.1) 9.4(0.2) 38.5(0.4) 0.3(0) 3.3(0.1) 31.8(0.3)
NB 45.1(0.1) 46.5(0.1) 48.9(0.1) 44.4(0.1) 45.8(0.1) 48.7(0.1) 43.7(0.1) 45.1(0.1) 48.1(0.1)
LDA 42.4(0.3) 45.3(0.2) 49(0.1) 47.1(0.3) 48.4(0.2) 49.6(0.1) 38.7(0.3) 43.5(0.2) 48.4(0.1)
RIDGE 39.2(0.2) 43.6(0.2) 48.5(0.1) 35(0.2) 41.2(0.2) 48(0.1) 29.9(0.2) 38.1(0.2) 47.1(0.1)
LASSO 48.1(0.3) 49.2(0.2) 49.9(0.1) 48.3(0.3) 48.9(0.2) 49.8(0.1) 47.3(0.4) 48.4(0.3) 49.6(0.1)
LSVM 42.7(0.3) 45.5(0.2) 49.1(0.1) 39.3(0.2) 43.9(0.2) 48.7(0.1) 33.1(0.2) 40.7(0.2) 47.8(0.1)
RSVM 39.5(0.2) 43.9(0.2) 48.8(0.1) 35.8(0.2) 41.8(0.2) 48.3(0.1) 30.4(0.2) 38.9(0.2) 47.5(0.1)
n = 200
p = 50 p = 100 p = 200
0% 50% 90% 0% 50% 90% 0% 50% 90%
QC 17.8(0.3) 32.6(0.4) 47.4(0.2) 12.1(0.2) 28.8(0.2) 46.7(0.2) 5.3(0.1) 22.3(0.2) 45.1(0.2)
MC 34.9(0.2) 41.9(0.1) 48.2(0.1) 29.4(0.2) 38.4(0.1) 47.3(0.1) 22.2(0.1) 34(0.1) 46.5(0.1)
EMC 32.3(0.2) 39.5(0.2) 47.4(0.1) 26(0.1) 35.2(0.2) 46.3(0.1) 18.4(0.1) 30.1(0.2) 44.9(0.1)
EQC/LOGISTIC 6.8(0.6) 20.6(1.2) 35.5(0.2) 3(0.1) 9.3(0.5) 34.2(0.4) 2.4(0.1) 5.3(0.1) 27.9(0.4)
EQC/RIDGE 3.2(0.1) 10.1(0.2) 35.7(0.1) 1.2(0) 4.9(0.1) 30.3(0.2) 0.2(0) 1.6(0) 23.3(0.2)
EQC/LASSO 3.8(0.1) 8(0.2) 28.9(0.2) 2.7(0.1) 4.2(0.1) 20(0.2) 1.9(0.1) 2.6(0.1) 13.2(0.2)
EQC/LSVM 3.7(0.1) 11(0.3) 36.1(0.2) 1.2(0.1) 6.4(0.2) 33.2(0.3) 0.2(0) 1.8(0) 26.8(0.2)
NB 43.8(0.1) 45.6(0.1) 48.7(0.1) 42.7(0.1) 44.4(0.1) 48.2(0.1) 41.3(0.1) 43.3(0.1) 47.6(0.1)
LDA 38.2(0.2) 43.5(0.1) 48.4(0.1) 36.9(0.2) 42.2(0.2) 48.1(0.1) 46.7(0.2) 47.7(0.2) 49.4(0.1)
RIDGE 36.8(0.1) 42.3(0.1) 48.1(0.1) 32.4(0.1) 39.2(0.1) 47.1(0.1) 26.6(0.1) 35.2(0.1) 46.2(0.1)
LASSO 48.8(0.2) 49(0.2) 49.9(0.1) 47.9(0.3) 48.6(0.2) 49.3(0.1) 46.8(0.4) 48.1(0.2) 49.4(0.1)
LSVM 38.7(0.2) 43.6(0.2) 48.5(0.1) 37.2(0.2) 42.6(0.2) 48.2(0.1) 31.3(0.2) 39.3(0.1) 47.4(0.1)
RSVM 36.1(0.1) 42.3(0.1) 48.2(0.1) 32.4(0.2) 39.5(0.2) 47.5(0.1) 26.6(0.1) 35.9(0.1) 46.7(0.1)
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