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h i g h l i g h t s
• A new network growth model is presented, termed Contact Arrested Propagation (CAP).
• The model may be formulated on arbitrary networks or on lattices in any dimension.
• We investigate the scaling of model properties and discover universal features.
• Suggested applications of the model include fracture and fragmentation processes.
• The model could be used to generate three-dimensional fracture networks.
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a b s t r a c t
We propose here a network growth model which we term Contact Arrested Propagation
(CAP). One representation of the CAP model comprises a set of two-dimensional line
segments on a lattice, propagating independently at constant speed in both directions
until they collide. The generic form of the model extends to arbitrary networks, and, in
particular, to three-dimensional lattices, where it may be realised as a set of expanding
planes, halted upon intersection. The model is implemented as a simple and completely
background independent substitution system.
We restrict attention to one-, two- and three-dimensional background lattices and
investigate how CAP networks are influenced by lattice connectivity, spatial dimension,
system size and initial conditions. Certain scaling properties exhibit little sensitivity
to the particular lattice connectivity but change significantly with lattice dimension,
indicating universality. Suggested applications of the model include various fracturing and
fragmentation processes, and we expect that CAP may find many other uses, due to its
simplicity, generality and ease of implementation.
© 2014 The Authors. Published by Elsevier B.V. This is an open access article under the CC
BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
1. Introduction
Networks and the processes forming them are topics of interest in a wide range of disciplines. Branching, tree-like
networks are common in systems where effective transport of mass, energy or charge is required, including river networks,
leaf veins, blood vessels and lightning patterns. Rinaldo, Banavar andMaritan discuss scaling properties of such networks [1]
and how they may result from an imperfect search process to optimise network function [2]. Kramer and Marder [3],
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Fig. 1. Snapshots of fracture evolution driven by CO2 exsolution following fermentation in a confined layer of gelatine containing yeast and sugar. These
experiments are presented in Ref. [28].
Takayasu and Inaoka [4] and Leheny andNagel [5] have shown how river networksmay bemodelled using simple landscape
erosion models, and others have used even simpler models to model drainage network formation, including Leopold and
Langbein [6] andMeakin et al. [7], who represented the process by self-avoiding randomwalks on lattices. Other models for
drainage network formation include diffusion limited aggregationmodels, studied byMeakin [8] andMasek and Turcotte [9],
which produce fractal networks.
Fractal networks also arise in percolation systems, which are reviewed by Stauffer and Aharony [10] and by Sahimi [11].
Percolation models have received attention both from mathematicians and from scientists in more applied fields. For
example, percolationmodels have been used for estimating the permeability in petroleum reservoirs [12] or conductivity of
disordered materials [13], and invasion percolation models are used to model fluid–fluid displacement processes in porous
media [14].
A range of models for generating artificial fracture networks are used in the geosciences to model flow processes
in fractured porous media, with applications to, for example, hydrology, petroleum systems or the spread of chemical
or nuclear contaminants in geological formations. Adler and Thovert [15] discuss several such network models from a
theoretical perspective. Similarly, many authors have proposed simple models of fragmentation processes, including Steacy
and Sammis [16], Hernández and Herrmann [17] and Fortes and Andrade [18]. Korsnes et al. [19] devise a fragmentation
network model to study the dynamic process of breaking and healing of sea ice, and Iyer et al. [20] use a statistical network
approach to model reaction-assisted hierarchical fracturing of rock.
A vast literature has also been devoted to the study of random graphs with random connectivity, starting with Erdös and
Rényi [21]. Recently, much attention has been given to the study of so-called complex networks with non-trivial topology,
for example social, communication and biological networks. Albert and Barabási review common statistical properties
of complex networks and the mechanisms responsible for their formation [22]. They also introduced the preferential
attachment model for organisation of complex networks [23]. Watts and Strogatz propose a model that can tune networks
from regular to random by starting from a regular graph and rewriting connections randomly [24].
Wolfram [25] has pioneered a variety of network forming processes and models based on simple deterministic rules,
and has applied these ideas across scientific disciplines, from the context of biological growth to a fundamental theory of
physics. Networks formed by replacing nodes based on the local network structure has been explored further by Morrow
et al. [26], Southwell et al. [27] and others.
Themodel presented herewas inspired by the kind of fracture networks described byKobchenko et al. [28] and illustrated
in Fig. 1. Uniform production of CO2 by a fermentation process causes nucleation of bubbles, and the bubbles develop into
fractures, as a consequence of accumulating gas pressure. Fractures propagate until meeting other fractures or an external
boundary, allowing the gas to escape through open network pathways. As an idealisation, this process may be viewed as a
set of line segments propagating on a lattice according to some rule. The latter idea was refined and generalised into the
generic model defined in the next section, which we choose to term Contact Arrested Propagation (CAP).
The CAP model may be related to several of the network forming processes mentioned above. It is general, and may be
defined on arbitrary networks, including random graphs, complex networks or lattices (i.e. spatially embedded networks).
In the spirit of Wolfram, the model evolves according to a simple deterministic rule, and, when represented on a lattice,
it may be studied within the framework of percolation theory. Certain realisations of the CAP model bear resemblance to
existing fracture and fragmentation models, such as those referred to above, and this is therefore a field where our model
may find useful applications.
In this study, we focus our attention on certain representations of the CAP model on one-, two- and three-dimensional
lattices, but investigate them as abstract systems without regard to any particular application. This approach allows us
to identify whether aspects of the model’s behaviour are generic, or rather artefacts of the representation on a particular
background. We return to possible applications of the model in Section 4.2.
2. Model
Before presenting a formal definition of the CAP model, we illustrate it by providing a simple example of a particular
model representation. In this example, the elements of our system are the edges of a square lattice, and the edges may
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Fig. 2. Transition rules on a square lattice. Active edges (highlighted) may activate adjacent edges, depending on their local environment (i.e. the states of
neighbours). Configurations that lead to activation of neighbours are highlighted with grey background.
Fig. 3. Sequence of evolution steps for CAP system on a square lattice.
be either active or inactive. The system is initialised with a certain number of active edges, and at each iteration an active
edge may propagate by activating parallel adjacent edges. The condition for propagation in a particular direction is that
all edges adjacent on that side are inactive. This can be stated as a set of transition rules, as illustrated in Fig. 2. On this
particular lattice, an active element may have 64 distinct neighbour configurations, which reduce to 24 by accounting for
symmetries.
A typical evolution of a CAP network on a square lattice is shown in Fig. 3. It is clear that the chosen rules produce line
segments that propagate straight ahead until encountering other segments, illustrating that the CAP model may be set up
to produce behaviour resemblant of fracturing processes, such as those in Fig. 1. However, the specification of the evolution
rules in Fig. 2 is cumbersome and specific to the square lattice. Below we provide a more abstract formulation of the CAP
model, which allows its extension to arbitrary networks.
2.1. Formal definition of the CAP model
The basic entity of the CAP model is a collection of elements, E, where each element e ∈ E is assigned a state variable
se ∈ {0, 1} and is connected to a set of neighbourhoods Ne = {N1e ,N2e , . . .}. These neighbourhoods are ordered lists of
neighbouring elements, i.e. N ie = {ni,1e , ni,2e , . . .} ⊂ E. The ordering of the neighbourhood lists is discussed below.
Evolution of the system is governed by the following rule: if se = 1, the first element of neighbourhood N ie will be
activated (i.e. sni,1e → 1), provided that all the elements in N ie are in state 0. Once activated, elements will remain in state 1.
Eventually, the system will reach a final configuration where no further activation is possible.
In the present study we have chosen a synchronous update scheme, because using an asynchronous scheme would
require a justification for the particular choice of update sequence. The effects of synchronous and asynchronous update
methods have been discussed by several authors in the context of cellular automata, including Schönfisch and de Roos [29]
and Bandini, Bonomi and Vizzari [30].
2.2. Representations of the CAP model
The definition of an element and its neighbourhoods is a matter of choice and depends on the underlying network. Fig. 4
shows a few examples of model representations on various lattices. On one- and two-dimensional lattices we choose to
identify elements by lattice edges and group adjacent elements into neighbourhoods according to the vertices they share
(Fig. 4 (A)–(D)). In the two-dimensional systems (Fig. 4 (B)–(D)), for a given element e, the neighbourhoods are sorted in
ascending order, according to the dot product of unit vectors pointing, respectively, from the centre of e and the neighbourni,je
towards their common node. In this way, propagation is favoured along paths that extend straight ahead. This is generalised
to three dimensions by using planes as elements and grouping neighbours into neighbourhoods by shared edges (Fig. 4 (E)).
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Fig. 4. Examples of model representations on various background lattices, illustrating how a typical element is connected to neighbourhoods of adjacent
elements. (A) Linear lattice. (B) Square lattice. (C) Regular triangular lattice. (D) Unstructured triangular lattice. (E) Cubic lattice.
The neighbourhoods are sorted in ascending order according to the dot product of unit vectors lying inside each element
and pointing perpendicularly towards their common edge. Fig. 5 shows examples of networks produced by the CAP model
using the representations illustrated in Fig. 4.
As indicated in Fig. 2, the CAP model could be implemented as a generalised cellular automaton, where each element is
updated at every time step according to its state and the state of its neighbours. However, since any element changes its
state at most once during a simulation, the system may be implemented more efficiently as a substitution system. With
this approach, one starts from a list of initially active elements (‘‘seeds’’), and at every iteration each element in the list is
replaced by the adjacent elements that it activates. In Appendix A we describe a substitution algorithmwhich is completely
background-independent.
3. Results
In this section, CAP networks on linear, square, regular triangular, unstructured triangular and cubic lattices, as illustrated
in Figs. 4 and 5, are considered. All systemswere evolved froma random initial conditionwith a specified density,ρi, of initial
seeds. System size is measured as the number of elements on the respective lattices. Data was collected from 30 repeated
simulations for every set of parameters.
3.1. Density evolution
For the one-dimensional CAP system, growth will only terminate once all elements have been activated, and the final
density, ρf , will be 1, regardless of the initial density, ρi. For the two- and three-dimensional systems, ρf is governed by the
competition between the number of initial seeds that are growing and how far each seed is able to propagate. In general,
the propagation rule will prohibit some elements from being activated, and, unless ρi = 1, the final density will remain
below 1. If ρi is high (i.e. close to 1) very few seeds will be able to activate neighbours, and ρf will remain close to ρi. If the
density of seeds is very low (i.e. ρi close to 0), most seeds can propagate far in each direction before encountering other
active elements, and the density may increase manyfold.
244 A. Hafver et al. / Physica A 413 (2014) 240–255
A
B C
D E
Fig. 5. Examples of CAP networks generated on various background lattices. The colour transition from red to blue indicates the passage of time. In the one-
and two-dimensional examples, time evolution is also indicated by the height of the segments, such that peaks correspond to the initial seeds, which spread
out with time. (A) Linear lattice. (B) Square lattice. (C) Regular triangular lattice. (D) Unstructured triangular lattice. (E) Cubic lattice. (For interpretation of
the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 6 shows how the change in density,∆ρ = ρf−ρi andρf change as a function ofρi for the two- and three-dimensional
systems. The graphs show that maximal growth occurs at a particular value of ρi. Among the two-dimensional systems, this
optimal ρi is fairly similar and close to 0.1, but the value of the maximal growth varies significantly between the square
and the regular and unstructured triangular lattices. The reason for this is that elements on the square lattice have three
neighbours per neighbourhood, whereas the structured triangular lattice has five neighbours per neighbourhood and the
unstructured lattice was found to have 5.1 neighbours per neighbourhood on average. Growth is more easily restrained
when neighbourhoods are larger, because the number of potential intersections is higher.
For the three-dimensional system maximum growth occurs at a slightly lower value, ρi = 0.064, and the maximum
change in density is 0.5, higher than for any of the two-dimensional systems. The explanation for this is that seeds in the
two-dimensional systems only propagate in two directions, and, hence, only two intersections are required to halt their
propagation. In the three-dimensional system, on the other hand, the seeds spread as planar surfaces, andmany intersections
are necessary to halt the propagation. As can be seen from the inset in Fig. 6(D), the final density of the cubic system is
quite insensitive to the initial density over a large range of intermediate values. For all systems, the density curves seem to
converge with increasing system size.
Some of the effects above are captured by a mean-field approximation of the propagation process, based on a difference
equation formulation of the model (see Appendix B). The mean-field approximations for particular systems are shown as
dashed lines in Fig. 6. It is clear that the approximation is poor for low ρi, which is not surprising, since the mean-field
approximation relies on a homogeneous density field, and this assumption breaks down at low density (because active
elements are mostly surrounded by inactive elements). One would expect the latter effect to be particularly pronounced in
systems with few neighbours per neighbourhood. This is indeed observed in Fig. 6, where the fit at lower densities is better
for the triangular than for the square and cubic systems.
The dotted black lines in Fig. 6(A)–(C) show a first-order approximation, as derived in Appendix C. This approximation
assumes that any two seeds within distance t of a potential intersection point will cause an intersection after t iterations,
ignoring the possibility that one or both seeds are intersected earlier by other elements. This approximation works well at
low densities, where ignoring secondary interactions has the least effect, but also at high densities, where few seeds can
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Fig. 6. Density change, ∆ρ, as a function of initial density, ρi , for various system sizes, N . Dashed and dotted curves show mean-field and 1st-order
approximations, respectively. Insets show the final densityρf = ρi+∆ρ as a function ofρi . (A) Square lattice. (B) Regular triangular lattice. (C) Unstructured
triangular lattice. (D) Cubic lattice.
propagate at all, and hence secondary intersections may safely be neglected. The first-order approximation is not applicable
to three-dimensional systems, because propagation from a seed on a three-dimensional lattice is more difficult to stop, and
planes may grow around each other.
3.2. Global growth rate
As shown in Fig. 7, it is found that the total growth rate G(t) of a CAP system may be approximated by a function of the
form
G(t) ∝ ραTi e−t/βT (ρi). (1)
This is valid for intermediate values of ρi, when the initial density is sufficiently low, so that the final state is not dominated
by the random initial condition, and when the system size is sufficiently large, so that seeds predominantly stop growing
because of collisions with other active elements rather than with the system boundaries.
For the one- and two-dimensional systems it holds that αT = 1.0, and the growth is decreasing exponentially in time.
βT , which may be interpreted as the characteristic time scale of the growth process, is found to scale with ρi as βT ∝ ρ−τi ,
with τ ≈ 1.0 for the linear lattice, τ ≈ 0.5 for the square lattice, τ ≈ 0.5 for the triangular lattice and τ ≈ 0.5 for the
unstructured lattice. For the cubic system we find αT ≈ 1.9, which reflects the fact that the growth rate on such a lattice
may increase initially before it reaches a peak and starts decaying. The characteristic time again scales as a power of ρi, this
time with τ ≈ 0.3.
3.3. Growth of individual seeds
The change in density of a CAP system can be expressed as
∆ρ = ρi⟨S⟩, (2)
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Fig. 7. Data collapse of the total growth rate G as a function of time, for various initial densities, ρi . The vertical axis is logarithmic and the horizontal axis
is linear. (A) Linear lattice. (B) Square lattice. (C) Regular triangular lattice. (D) Unstructured triangular lattice. (E) Cubic lattice.
where ⟨S⟩ is the average number of elements that are activated by propagation from a given initial seed (an element may be
activated simultaneously bymore than one neighbour, so this is slightly modified at high ρi). We choose to refer to S as size.
In addition to ⟨S⟩, which may be deduced from Fig. 7, it is also possible to measure the distribution of S for various initial
densities and system sizes on the various lattices (Fig. 8). The distribution of S is well described by a gamma distribution,
for all lattices. That is,
γ (S, αS, βS) = 1
β
αS
S Γ (αS)
SαS−1e−(S/βS ), (3)
where αS is the shape parameter, βS is the scale parameter and αSβS = ⟨S⟩. Note that size, S, refers to a length for the one-
and two-dimensional systems and an area for the three-dimensional system.
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Fig. 8. Size distribution, S (number of elements activated from a seed), fitted to a gamma distribution γ (S, αS , βS) = SαS−1e−(S/βS )/βαSS Γ (αS). Insets show
data collapse by plotting ln

S1−αS P(S)βαSS Γ (αS)

vs. S/βS . (A) Linear lattice. (B) Square lattice. (C) Regular triangular lattice. (D) Unstructured triangular
lattice. (E) Cubic lattice.
For intermediate initial densities, we find that the scale parameter varies with ρi as βS ∝ ρ−σi , where σ = 1.0 for the
linear lattice, σ = 0.5 for the square lattice, σ = 0.5 for the triangular lattice, σ = 0.5 for the unstructured lattice and
σ = 0.7 for the cubic lattice.
The shape parameter varies much less with ρi. We find αS = 2.2ρ−0.0i for the linear lattice, αS = 2.4ρ−0.1i for the square
lattice, αS = 2.5ρ−0.1i for the triangular lattice, αS = 3.1ρ−0.0i for the unstructured lattice and αS = 1.9ρ−0.1i for the cubic
lattice. Note that since these exponents are very small, their estimation is associated with large errors.
Interestingly, the gamma distribution was previously found to describe the distribution of fracture lengths in a
fragmentation model by Fortes and Andrade [18], which in some sense represents the continuum limit of the CAP model
on two-dimensional lattices. Additionally, in Appendix C.1 we show analytically that the sizes in a one-dimensional CAP
system are gamma distributed, with shape parameter αS = 2 and scale parameter βS = 2ρ−1I .
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Fig. 9. Distribution of fragment sizes, SF , fitted to a gammadistribution, i.e. γ (SF , αF , βF ) = SαF−1F e−(SF /βF )/βαFF Γ (αF ). Insets showdata collapse by plotting
ln

S1−αFF P(SF )β
αF
F Γ (αF )

vs. SF/βF . (A) Square lattice. (B) Regular triangular lattice. (C) Unstructured triangular lattice. (D) Cubic lattice.
3.4. Fragment size distribution
In the linear system, all elements will be activated before the growth terminates. However, in the two- and three-
dimensional systems, some of the elements will generally remain inactive. The size of the fragments between active
elements is found to be gamma distributed according to
γ (SF , αF , βF ) = 1
β
αF
F Γ (αF )
SαF−1e−(SF /βF ), (4)
as shown in Fig. 9. Again, this is in accordance with the fragmentation model in Ref. [18], and interestingly the same
distribution is reported for Voronoi cell sizes of Poisson distributed points in two and three dimensions by Ferenc and
Néda [31].
For intermediate initial densities we find that the scale parameter varies with ρi as βF ∝ ρ−ηi , where η = 0.9 for the
square lattice, η = 0.9 for the triangular lattice, η = 0.9 for the unstructured lattice and η = 1.1 for the cubic lattice.
Just as we found for the size distribution in the previous section, the shape parameter of the fragment distribution varies
little with ρi. We find αF = 2.9ρ−0.1i for the square lattice, αF = 2.4ρ−0.0i for the triangular lattice, αF = 2.1ρ−0.1i for the
unstructured lattice and αF = 1.6ρ−0.0i for the cubic lattice. Note that since these exponents are very small their estimation
is associated with large errors.
3.5. Percolation
The CAP systems studied here are similar to bond-percolation systems, with the important distinction that the former
evolve from the initially random configuration according to a certain rule. The dynamic nature of the CAPmodel is a feature
shared with invasion percolation (IP) systems [14], and one could think of the CAP model as a special case of an IP system
with a particular invasion rule. Since propagation continues until contact, percolation is always achieved in CAP systems, so,
when defined in terms of ρi, the percolation threshold is 0. Yet, the way in which percolation is reached will depend on the
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Fig. 10. Time to percolation, TC , and size of the percolating cluster at the time of nucleation, SC , as a function of initial density, ρi , for various system sizes,
N . Note that percolation was measured in one direction, i.e. it was tested if two opposite sides of the system were connected by a path of active elements.
(A) Linear lattice. (B) square lattice. (C) Regular triangular lattice. (D) Unstructured triangular lattice. (E) Cubic lattice.
initial density and may be quantified. The time to percolation in the CAP model is somewhat analogous to the concept of a
breakthrough time in IP systems, i.e. the time it takes for an invading fluid to form a continuous path connecting an inlet to
an outlet. Here, however, we define percolation in analogy to conventional site or bond percolationmodels, as the existence
of a connected path between two opposing external boundaries in the system.
If the density of initial seeds, ρi, is equal to or higher than the percolation threshold of the underlying lattice, percolation
trivially occurs after 0 iterations and the percolating cluster will look like the percolating cluster in a normal percolation
system. If the initial density is lower than the percolating threshold of the underlying lattice, percolationwill only be reached
after a sufficient number of intersections. Fig. 10 shows the time (i.e. number of iterations) to percolation, TC , vs. ρi (full lines)
and the relative size of the percolating cluster at the time of percolation (normalised by the system size), SC , vs. ρi (dashed
lines).
At high initial densities, when percolation exists in the initial conditions, TC = 0 and Sc ≈ ρi for all systems. This is
because the initial network is highly connected, so that most active elements form part of the percolating cluster. Note that
for the linear system, the percolation cluster always includes every element of the system, i.e. SC = 1.
For the two- and three-dimensional systems we observe irregularities in the plots of SC . When ρi falls slightly below
the percolation threshold, a sharp transition can be seen: in this situation only a few more seeds need to be activated in
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Table 1
Summary of scaling exponents for scalingwithρi obtained for various lattices. For the one-dimensional system, analytic exponents are included in brackets.
Linear Square Triangular Unstructured Cubic
Characteristic time (τ ) 1.0 (1) 0.5 0.5 0.5 0.3
Characteristic size (σ ) 1.0 (1) 0.5 0.5 0.5 0.7
Characteristic fragment size (η) – 0.9 0.9 0.9 1.1
Time to percolation (µ) 1.0 (1) 0.5 0.6 0.6 0.4
Percolating cluster size (ν) – 0.5 0.5 0.5 0.3
order to achieve percolation. However, propagation is executed in parallel, and during the first iteration more seeds will
be activated than required to reach percolation. This explains the discontinuities in Sc coinciding with the density where
Tc → 0 in Fig. 10. Similar transitions occur as ρi is reduced further and the number of iterations to percolation increases.
For the two-dimensional systems the first two transitions are apparent in Fig. 10(B)–(D). For the three-dimensional system
the transitions are more pronounced, and we recognise three of them in Fig. 10(E). One could avoid the irregularities in the
SC curves for high ρi by updating elements sequentially instead of synchronously at each iteration. Percolation could then
be reached before all sites have been updated, thereby reducing the number of redundant activations. To do this, one could
either assign an order to the seeds (which may require some motivation), or, alternatively, the update sequence could be
chosen randomly at each iteration. Schönfisch and de Roos [29] note that correlations in the update sequence of cellular
automata typically lead to artefacts, suggesting that random update sequence may be preferred.
For intermediate values of ρi, TC is seen to follow a power law, according to TC ∝ ρ−µi . For the linear lattice µ = 0.9, for
the square lattice µ = 0.5, for the triangular lattice µ = 0.6, for the unstructured lattice µ = 0.6 and for the cubic lattice
µ = 0.4. Similarly, SC ∝ ρνi for intermediate values of ρi, with ν = 0.5 for the square lattice, ν = 0.5 for the triangular
lattice, ν = 0.5 for the unstructured lattice and ν = 0.3 for the cubic lattice.
For low ρi, finite size effects play a role, and both SC and TC deviate from the power law scaling. In the one-dimensional
case the time to percolation may be found analytically to scale as TC ≈ logN2 ρ−1i for low densities, and, although the pre-
factor is size-dependent, the exponent µ = −1 is found to survive in the infinite size limit (see Appendix C.1).
4. Discussion and conclusions
4.1. Universal features of the CAP model
In the previous section, we found that the CAP model evolves in a similar way on the various lattices considered. This
evolution is governed by a trade off between the number of initial seeds and to what extent these initial seeds are able
to propagate. A consequence of this is the existence of an optimal initial density ρi, for which the change in density is
maximised. Our mean-field (Appendix B) and first-order (Appendix C) approximations suggest that the exact form of the
density evolution curve depends on lattice connectivity, which we also observe.
The scaling exponents obtained for the various properties measured in the previous section are summarised in Table 1.
From this table we recognise certain patterns. The characteristic time and size, scale with similar exponents for all the two-
dimensional systems. This indicates that the particular lattice connectivity has little effect on the characteristic time and
size.
The fact that the characteristic time and size for two-dimensional systems scale with approximately the same exponents
is not surprising: the size has units of length for the two-dimensional system, and the scale parameter βS may be thought
of as a ‘mean free path’. Since propagation in the CAP model happens at constant speed, the characteristic time must scale
with the same exponent. For the three-dimensional system, the size, S, refers to an area, and βS could be considered as a
‘mean free area’, with units of square length. This suggests that the exponents for characteristic time and size should differ
by a factor of 2, as observed.
As pointed out in Sections 3.3–3.4, the observation that both the size and fragment size follow gamma distributions is a
feature shared with fragmentationmodels [18] and Voronoi cell size distributions of random packings [31]. We also derived
the gamma distribution analytically for the size distribution of the linear system (Appendix C.1). This suggests that the form
of the distributions is insensitive to the details of the model, and not a unique feature of CAP systems. We observe that the
fragment size distributions scale similarly with ρi across the various two-dimensional systems and with a slightly lower
exponent for the three-dimensional system.
Wenote that, in the large system limit, the time to percolation in theCAPmodel is a quantity that is independent of system
size. This differs from the breakthrough time typically measured in invasion percolation systems, which would depend
on the particular placement of inlets and outlets. The time to percolation scales with approximately the same exponent
as the characteristic time for all systems. This means that after rescaling to characteristic units the time to percolation is
independent of initial density. In invasion percolation models, evolution is typically stopped once breakthrough is achieved
and a flow path has been established. In this sense, invasion percolation systems are percolation systems that automatically
settle at the critical point of the system [14]. The CAP model could be regarded in the same way if evolution is stopped at
the time of percolation.
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For the two-dimensional systems, the size of the percolating cluster at the time of percolation scales with ρi as the
inverse of the characteristic size. For the three-dimensional system, however, the size of the percolating cluster scales with
approximately half the negative exponent of the characteristic size. This could reflect the topology of the three-dimensional
lattice, which makes it relatively easier to create a percolating path, because the percolating cluster is not confined to a
plane. With regard to the one-dimensional system we note that the time to percolation is size-dependent and scales as
logN (Appendix C.1). This is a consequence of the fact that every element must be activated in order for percolation to occur
in one dimension. When the system is larger, the probability of having large gaps in the initial condition is increased, and
in one dimension this implies that TC must increase. In higher dimensions, the connectivity of the lattice provides more
potential percolation paths, and the existence of large gaps locally in a large system should not affect percolation globally.
We note that τ and µ are close to 1/1, 1/2 and 1/3 for the one-, two- and three-dimensional systems, respectively.
Similarly, the exponents for σ are respectively close to 1/1, 1/2 and 2/3. The denominators correlate to the dimensionality
of the lattices, leading one to question whether the deviations are due to error in measurement or finite size effects. In any
regard, it is clear that the various scaling exponents primarily depend on dimensionality, whereas the scaling properties
are relatively insensitive to lattice connectivity among the two-dimensional systems. This is a sign of universality in the
CAP model, similarly to that found in percolation models [10], and it suggests that the CAP model may also be useful for
modelling continuous processes.
4.2. Applications of the CAP model
TheCAPmodel is both simple and general. Itworks on arbitrary networks, and it is not constrained to lattices, as presented
here. However, the lattice representations we have considered are particularly simple and already suggest many potential
applications of the model. As we have shown, the model may be set up to closely emulate certain kinds of fracturing
processes, where active elements are interpreted as fracture segments which propagate until meeting other fractures.
In the three-dimensional version, elements are not allowed to intersect, but planes may still grow around each other,
capturing an important feature of three-dimensional fracturing processes. Although this is a crude approximation, with all
fractures propagating at constant speed along predefined directions, the use of such amodel could bemanyfold. For example,
coalescence of propagating micro cracks is an important mechanism for failure in rock subject to compressional load [32],
and is, for instance, observed in borehole breakouts [33]. Analysing the generic properties of the CAP model in this context
may provide insight into how failure is reached. Additionally, the CAP model may be applicable to fragmentation processes,
and as noted earlier, we already found that the fragment size distributions obtained with the CAPmodel are consistent with
previous fragmentation models, such as [18]. Fracture formation due to pressure accumulation when kerogen is converted
to lighter hydrocarbons is believed to play an important role in the migration of oil and gas in source rock. In laboratory
experiments, where pieces of shale were heated to induce conversion of organic material, fractures were observed to
emanate from kerogen grains [34]. The CAP approach could be adopted as a model to simulate the propagation of such
fractures, if the driving (i.e kerogen conversion) is assumed to happen at the same rate in each grain.
Even if the CAP model is not considered to mimic any particular fracturing process, the model may be used to generate
artificial fracture networks and used as input to discrete fracture network models. Such artificial networks are used, for
example, in reservoir modelling and hydrogeology [15,35,36]. For the purpose of such applications, the fully evolved CAP
systems would provide an upper bound for the connectivity of a fracture set, and it might be more relevant to stop the
evolution before the network is fully developed. For example it could be more realistic, in some applications, to use CAP
networks that are at, or close to, the percolation threshold.
An alternative to considering active elements as forming a fracture network would be to consider the background
network as a pre-existing fracture system. The evolution of the CAP model could then be regarded as a kind of invasion
percolation process on this background. In fact, the prevention of invasion into perpendicular fractures (i.e. preferential
propagation along straight paths) could be motivated by consideration of capillary effects, as argued byWettstein et al. [37]
in an invasion percolation model formulated on discrete fracture networks. Our CAP model could possibly be adapted to
simulate fluid invasion processes of this type, as a simplified alternative to the latter model.
The scope of the CAP model may be extended further by coupling it to other models on the same lattice. For example,
when applied to fracture systems, such as the gelatine experiments in Ref. [28], the propagation of a fracture may depend
on the supply of fluids that drive the fracturing, and the fluid transport can be modelled using a finite element or finite
difference scheme on the underlying lattice.
The conditioning of element propagation on external fields also suggests a range of other applications. Transport of melt
water from glaciers is hypothesised to occur by channel formation, depending on local water supply, landscape form and
ice thickness [38]. Channel formationmay be thought of as a CAP process, in which the fracture propagation is driven by the
prevailing water and ice pressure. Further, coupling a water infiltration model with a crack formation model would allow
for an enhanced simulation of soil water flow, because drying-cracks, for instance, are known to significantly influence this
process [39,40]. The explicit coupling of these processes has received limited attention, largely because crack formation
is an inherently discrete process, whereas most infiltration models are continuous in nature (i.e. Richards equation) [41].
Similarly, the CAP model could be adjusted to simulate the growth of fungi, which evolve into a network of individual
hyphae. The elongation of the latter is largely driven by the internal substrate concentration, which could be accounted for
by extending the current CAP model [42].
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The above topics are only a few suggestions that the authors will explore with collaborators in future publications. Given
its simplicity, flexibility and scalability we believe that there may be many more applications of the CAP model, and we
encourage other researchers to explore how it may be used in their field of research.
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Appendix A. Implementation of the CAP model
The CAPmodel is conveniently and efficiently implemented as a substitution system. Starting from a list A ⊂ E of initially
active elements (‘‘seeds’’), one replaces every element e ∈ A at each iteration by the list of neighbouring elements that they
activate. When no more substitutions are possible, the evolution terminates, and we may say that the system has reached
steady state.
The substitution algorithm is completely background-independent and is effectively accomplished by repeatedly
applying the following single line of Mathematica code:
Union@Select[Flatten[nbs[[A]],1],Nor@@S[[#]]&][[All,1]]
Here S is the vector of element states, {s1, s2, . . .}, and nbs is the list of element neighbourhoods, {{N11 ,N21 , . . .},
{N12 ,N22 , . . .}, . . .}.
For simplicity, we may divide the above function into algorithmic steps:
1. The part Flatten[nbs[[A]],1] extracts all the neighbourhoods whose first element may possibly be activated in the
current iteration.
2. Those neighbourhoods whose first element will actually be activated are found using Select, with selection criterion
Nor@@S[[#]]&. The latter only yields true if none of the elements in the particular neighbourhood are already active.
3. Only the first element of each neighbourhood is activated, and these are extracted by [[All,1]].
4. Elements may be activated by more than one neighbour simultaneously. Union is applied to eliminate duplicates.
(This may be dropped, but it yields large computational speed-ups for certain systems, depending on the network
connectivity.)
Appendix B. Mean-field approximation
If an element is active in the final configuration of the system itmeans that it was either an initial seed, or it was activated
at one of the subsequent iterations. Let P te and SP
t
e = 1 −
t
t ′=0 P t
′
e be, respectively, the probability that an element e is
activated at iteration t or has survived (i.e. not been activated) until iteration t . The probability that element e is activated
at iteration t can then be expressed as
P te = SP t−1e
1− |Ne|
i=1
1− P t−1
ni,1e
|N ie|
j=2
SPni,je
 . (B.1)
Here, the multiplication by SP t−1e checks that the element has not already been activated before iteration t . The contents of
the outer brackets measure the probability that the element will be activated by at least one of its neighbours in the current
iteration. This equals the negation of ‘‘no neighbour will activate the element in the current iteration’’. The activation by
each neighbourhood may happen independently, accounting for the outermost product. A neighbour ni,1 can only activate
element e if it was itself activated in the previous iteration and if the remaining neighbours in neighbourhood i are inactive.
This is accounted for by the expression in the innermost brackets.
We may simplify Eq. (B.1) if we assume that the number of neighbourhoods per element, |Ne| = r , and the number
of neighbours per neighbourhood, |N ie| = q, are constant and equal for all elements. If we furthermore assume that every
element is equal, we can approximate the above formula with
P te = SP t−1e

1− 1− P t−1e (SP t−1e )qr . (B.2)
By assuming P0e = ρi, the final density of the system is then approximated by
ρf ≈ 1− SP∞e . (B.3)
In practice, the latter infinite sum may be cut off at a finite number of iterations, as P te decreases rapidly with t .
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Fig. C.11. Illustration of the first order scheme on a square lattice (q = 3). We consider how the rightward propagation of the black seed element, e1 ,
may be intersected if we ignore secondary intersections. With this assumption, e0 , can only activate e1 in the first iteration if none of the red elements are
seeds. If e1 was activated by e0 in the first iteration, e1 can activate e2 in the second iteration if none of the green elements were seeds. In the same way the
activation of e2 depends on the activation of e1 in the previous step and on the state of the blue elements at the beginning of the simulation. The activation
of e3 is further influenced by the orange elements etc. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)
Appendix C. First-order approximation
Wewish to approximate the density evolution of a two-dimensional CAP system. To this end, we note that at iteration t
an intersection may only happen at a particular point if there is more than one initial seed within distance t from that point.
As a first-order approximation, we will assume that any two seeds within distance t of a point will lead to intersection at
that point (i.e ignore secondary intersections).
Consider propagation in a particular direction froman initial seed on a two-dimensional lattice and suppose for simplicity
that every element has q neighbours per neighbourhood. The probability for propagation to proceed at least one step is
P(t ≥ 1) = (1− ρi)q. (C.1)
Whether propagation proceeds one more step is influenced by elements within distance two of the current endpoint, as
illustrated in Fig. C.11. In general we have
P(t ≥ 2) = P(t ≥ 1)(1− ρi)2q = (1− ρi)3q. (C.2)
As illustrated in Fig. C.11 the subsequent steps will be influenced by t(q − 1) + 2 additional elements, where t is the
number of the iteration. In general we therefore have
P(t ≥ t ′) = P(t ≥ t ′ − 1)(1− ρi)t ′(q−1)+2 = (1− ρi) q−12 t ′2+ q+32 t ′−1. (C.3)
The probability hat propagation stops after exactly t ′ iterations is therefore
P(t ′) = P(t ≥ t ′)− P(t ≥ t ′ + 1)
= (1− ρi) q−12 t ′2+ q+32 t ′−1 − (1− ρi) q−12 (t+1)′2+ q+32 (t ′+1)−1
= (1− (1− ρi)1+q+(q−1)t ′)(1− ρi) q−12 t ′2+ q+32 t ′−1. (C.4)
Since every seed in two dimensions can propagate in two directions, the change in density of the entire system may be
approximated as
∆ρ = 2ρi⟨t⟩ = 2ρi
∞
t=1
tP(t). (C.5)
A closed form of Eq. (C.5) has not been found. In practice, for finite ρi the sequence is well approximated numerically by
truncating the summation at imax ≫ ρ−1.
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C.1. One-dimensional CAP systems
A one dimensional CAP system may be thought of as a particular case of a two-dimensional model, with only one
neighbour per neighbourhood, i.e. q = 1. In this case, the first-order approximation derived above is exact, because
secondary interactions are impossible. Thus, for a one-dimensional system,
P(t) = (2− ρi)ρi(1− ρi)2t−1. (C.6)
Since every seed in the one-dimensional system can grow in two directions the distribution of sizes, S, may be found by
summing up all combinations of propagation to the left and to the right that in total yield a length S, i.e.
PS(S) =
S
t=0
P(S − t)P(t)
=
S
t=0
(2− ρi)ρi(1− ρi)2(S−t)−1(2− ρi)ρi(1− ρi)2t−1
= (2− ρi)2ρ2i S(1− ρi)2S−2. (C.7)
Note that (1 − ρi)2S = e2S log(1−ρ), and furthermore, for small ρi, log(1 − ρi) ≈ −ρi. Hence, for small ρi, Eq. (C.7) is a
gamma distribution of the form
PS(S) ∝ SαS−1e−S/βS , (C.8)
with shape parameter αS = 2 and scale parameter βS = 1/2ρi. Note that ⟨S⟩ = αSβS = ρ−1i , as it should be; for a one-
dimensional systemwithN elements and initial density ρi, the number of initial seeds isNρi. The systemwill only terminate
once every element is active, hence the number of elements activated per seed is N/Nρi = ρ−1i .
For one-dimensional systems, percolation is reached at the moment when the propagation of the last seed is arrested.
The time to percolation, TC can therefore be approximated from the relation
Nρi
∞
t=TC
P(t) = 1, (C.9)
i.e. only one fracture survives until Tc or later. After inserting Eq. (C.6), evaluating the sum and solving for TC , one obtains
TC = 12

1− log(Nρi)
log(1− ρi)

. (C.10)
To first order in ρi,
TC ≈ logN2 ρ
−1
i . (C.11)
On a log – log plot, the slope of log TC vs. log ρi is given by
µ = ∂(log TC )
∂(log ρi)
= 1
1− ρi

1
log(1− ρi)− log(Nρi) −
ρi
log(1− ρi)

=
N→∞
ρi
(ρi − 1) log(1− ρi)
=
ρi→0
−1. (C.12)
Eqs. (C.11) and (C.12) show that the time to percolation scaleswith the inverse of ρi in the low density limit. TC also increases
logarithmically with system size, N , but the inverse scaling in ρi persists in the large size limit.
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