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SIMPLE LYAPUNOV SPECTRUM FOR CERTAIN LINEAR
COCYCLES OVER PARTIALLY HYPERBOLIC MAPS
MAURICIO POLETTI AND MARCELO VIANA
Abstract. Criteria for the simplicity of the Lyapunov spectra of linear co-
cycles have been found by Furstenberg, Guivarc’h-Raugi, Gol’dsheid-Margulis
and, more recently, Bonatti-Viana and Avila-Viana. In all the cases, the au-
thors consider cocycles over hyperbolic systems, such as shift maps or Axiom
A diffeomorphisms.
In this paper we propose to extend such criteria to situations where the
base map is just partially hyperbolic. This raises several new issues concern-
ing, among others, the recurrence of the holonomy maps and the (lack of)
continuity of the Rokhlin disintegrations of u-states.
Our main results are stated for certain partially hyperbolic skew-products
whose iterates have bounded derivatives along center leaves. They allow us, in
particular, to exhibit non-trivial examples of stable simplicity in the partially
hyperbolic setting.
1. Introduction
The theory of linear cocycles is now a classical field of dynamical systems and
ergodic theory, grounded on the pioneer works of Furstenberg, Kesten [13, 11]
and Oseledets [19]. The derivatives of smooth dynamical systems are the first
examples that come to mind, but the notion of linear cocycle is a lot more broad, and
arises naturally in many other situations, e.g., in the spectral theory of Schro¨dinger
operators.
Among the outstanding issues is the problem of simplicity: when is it the case
that the dimension of all Oseledets subspaces is equal to 1? This was first studied by
Furstenberg [11], Guivarc’h-Raugi [15] and Gol’dsheid-Margulis [14], who obtained
explicit simplicity criteria for random i.i.d. products of matrices. Recently, Bonatti-
Viana [7] and Avila-Viana [2] extended the theory to include a much broader class of
(Ho¨lder continuous) cocycles over hyperbolic maps. There is also much progress in
the quasi-periodic case, that is, for linear cocycles over rotations: see Duarte-Klein
[10] and references therein.
Our purpose in this paper is to initiate the study of the simplicity problem in
the context of linear cocycles over partially hyperbolic maps, that combine features
from both the hyperbolic and the quasi-periodic cases.
The theory of partially hyperbolic diffeomorphisms and flows was initiated by
Brin-Pesin [8] and Hirsch-Pugh-Shub [16] and has been at the heart of much recent
progress in dynamical systems. While boasting many of the important properties
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of uniformly hyperbolic (Axiom A) systems, partially hyperbolic maps are a lot
more flexible and encompass several interesting new phenomena.
Linear cocycles over volume-preserving partially hyperbolic maps were studied
previously by Avila-Santamaria-Viana [1]. The issue of simplicity is much better
understood when the base map is non-uniformly hyperbolic, meaning that all the
center Lyapunov exponents are non-zero. Indeed, Viana [22] proved that simplicity
is generic, in a very strong sense, among 2-dimensional cocycles. Backes-Poletti-
Varandas [5] extended that conclusion to any dimension d ≥ 2, under additional
assumptions such as fiber-bunching.
For this reason, here we focus on the opposite case, namely, we take the partially
hyperbolic map to be mostly neutral along the center direction, meaning that its
iterates have bounded derivatives along the leaves of the center foliation. The
following simple example illustrates some of the systems we have in mind.
Let ω0, ω1 be real numbers and f0, f1 : S
1 → S1 be the corresponding rotations,
that is, fi(t) = t + ωi mod Z for every t ∈ S1. Take ω0 to be irrational. Let
A0 : S
1 → SL(3,R) and A1 : S1 → SL(3,R) be given by
A0(t) =

 2 0 00 1 0
0 0 2−1

 and A1(t) = R1(t)R2(t)R3(t)
where Ri(t) denotes the rotation of angle 2πt around the i-th axis. Each Ai defines
a linear cocycle Fi over the transformation fi. We want to consider the random
combination Fˆ of these two cocycles: at each step one applies either F1 or F2, at
random.
The results in this paper (see Theorem A and Example 2.4) ensure that the Lya-
punov spectrum of Fˆ is simple, and the same is true for any small perturbation in
the uniform topology. Concerning this last point, it should be noted that simplicity
of the Lyapunov spectrum is usually not an open property, cf. Wang, You [25].
Acknowledgements. We are grateful to Lucas Backes, Fernando Lenarduzzi, En-
rique Pujals and Jiagang Yang for numerous discussions, and to the anonymous
referee for a thoughtful review of the manuscript and many suggestions that helped
improve the text.
2. Definitions and statements
Here we state our main result. Beforehand, we must give the precise definitions
of the notions involved in the statement. In what follows, K denotes either the real
field R or the complex field C, indifferently.
2.1. Linear cocycles and Lyapunov exponents. The linear cocycle defined
by a measurable matrix-valued function Aˆ : Mˆ → GL(d,K) over an invertible
measurable map fˆ : Mˆ → Mˆ is the (invertible) map FˆA : Mˆ ×Kd → Mˆ ×Kd given
by
FˆA
(
pˆ, v
)
=
(
fˆ(pˆ), Aˆ(pˆ)v
)
.
Its iterates are given by FˆnA
(
pˆ, v
)
=
(
fˆn(pˆ), Aˆn(pˆ)v
)
where
Aˆn(pˆ) =


Aˆ(fˆn−1(pˆ)) . . . Aˆ(fˆ(pˆ))Aˆ(pˆ) if n > 0
id if n = 0
Aˆ(fˆn(pˆ))−1 . . . Aˆ(fˆ−1(pˆ))−1 if n < 0.
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Let µˆ be an fˆ -invariant probability measure on Mˆ such that log ‖Aˆ±1‖ are inte-
grable. By Oseledets [19], at µˆ-almost every point pˆ ∈ Mˆ there exist real numbers
λ1 (pˆ) > · · · > λk (pˆ) and a decomposition Kd = E1pˆ⊕· · ·⊕E
k
pˆ into vector subspaces
such that
Aˆ(pˆ)Eipˆ = E
i
fˆ(pˆ)
and λi(pˆ) = lim
|n|→∞
1
n
log ‖Aˆn(pˆ)v‖
for every non-zero v ∈ Eipˆ and 1 ≤ i ≤ k. The dimension of E
i
pˆ is called the
multiplicity of λi(pˆ).
In this work we assume that the invariant measure µˆ is ergodic. Then the
Lyapunov exponents and the dimensions of the subspaces Eipˆ are constant almost
everywhere. The Lyapunov spectrum of the cocycle is the set of all Lyapunov expo-
nents. The following notion is central to the whole paper: the Lyapunov spectrum
is simple if it contains exactly d distinct Lyapunov exponents or, equivalently, if
every Lyapunov exponent has multiplicity equal to 1.
2.2. Partially hyperbolic skew-products. Let σˆ : Σˆ → Σˆ be any two-sided
finite or countable shift. By this we mean that Σˆ is the set of two-sided sequences
(xn)n∈Z in some set X ⊂ N with #X > 1, and the map σˆ is given by
σˆ
(
(xn)n∈Z
)
= (xn+1)n∈Z .
Let distΣˆ : Σˆ× Σˆ→ R be the distance defined by
(1) distΣˆ(xˆ, yˆ) =
∞∑
k=−∞
2−|k|δ(xk, yk), with xˆ = (xk)k∈Z and yˆ = (yk)k∈Z,
where δ(x, y) = 1 if x = y and δ(x, y) = 0 otherwise. Then σˆ is a hyperbolic
homeomorphism (in the sense of [22]), as we are going to explain.
Given any xˆ ∈ Σˆ, we define the local stable and unstable sets of xˆ with respect
to σˆ by
W sloc (yˆ) = {xˆ : xk = yk for every k ≥ 0} and
Wuloc (yˆ) = {xˆ : xk = yk for every k ≤ 0}.
From now on we fix λ = 1/2 and τ = 1/2. Then,
(i) distΣˆ(σˆ
n(yˆ1), σˆ
n(yˆ2)) ≤ λn distΣˆ(yˆ1, yˆ2) for any yˆ ∈ Σˆ, yˆ1, yˆ2 ∈ W
s
loc(yˆ) and
n ≥ 0;
(ii) distΣˆ(σˆ
−n(yˆ1), ˆˆσ
−n(yˆ2)) ≤ λ
n distΣˆ(yˆ1, yˆ2) for any yˆ ∈ Σˆ, yˆ1, yˆ2 ∈ W
u
loc(yˆ)
and n ≥ 0;
(iii) if distΣˆ(xˆ, yˆ) ≤ τ , then W
s
loc(xˆ) and W
u
loc(yˆ) intersect in a unique point,
which is denoted by [x, y] and depends continuously on xˆ and yˆ.
By a partially hyperbolic skew-product over the shift map σˆ we mean a homeo-
morphism fˆ : Σˆ×K → Σˆ×K of the form
fˆ(xˆ, t) =
(
σˆ(xˆ), fˆxˆ(t)
)
where K is a compact Riemannian manifold and the maps fˆxˆ : K → K are diffeo-
morphisms satisfying
(2) λ‖Dfˆxˆ(t)‖ < 1 and λ‖Dfˆ
−1
xˆ (t)‖ < 1 for every (xˆ, t) ∈ Σˆ×K,
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where λ is a constant as in (i) - (ii). We also assume the following Ho¨lder condition:
there exist C > 0 and α > 0 such that the C1-distance between fˆxˆ and fˆyˆ is bounded
by C distΣˆ(xˆ, yˆ)
α for every xˆ, yˆ ∈ Σˆ.
We say that fˆ has mostly neutral center direction if the maps fˆnxˆ : K → K
defined for n ∈ Z and xˆ ∈ Σˆ by
fˆnxˆ =


fˆσˆn−1(xˆ) ◦ · · · ◦ fˆxˆ if n > 0
id if n = 0
fˆ−1
σˆn(x) ◦ · · · ◦ fˆ
−1
σˆ−1(xˆ) if n < 0.
have bounded derivatives, that is, if there exists C > 0 such that
‖Dfˆnxˆ ‖ ≤ C for every xˆ ∈ Σˆ and n ∈ Z.
Remark 2.1. Clearly, this implies that the {fˆnxˆ : j ∈ Z and xˆ ∈ Σˆ} is equicontinu-
ous. When the maps fˆyˆ are C
1+ǫ, equicontinuity alone suffices for all our purposes
(see Remark 3.2).
In the definition of partially hyperbolic skew-product, one may replace the shift
σˆ : Σˆ → Σˆ with a sub-shift σˆT : ΣˆT → ΣˆT associated to a transition matrix
T = (Ti,j)i,j∈X . By this we mean that Ti,j ∈ {0, 1} for every i, j ∈ X and σˆT is
the restriction of the shift map σˆ to the subset ΣˆT of sequences (xn)n∈Z such that
Txn,xn+1 = 1 for every n ∈ Z.
One way to reduce the sub-shift case to the full shift case is through inducing.
Namely, fix any 1-cylinder [0; i] = {(xn)n∈Z ∈ ΣˆT : x0 = i} with positive measure
and consider the first return map g : [i]→ [i] of σˆT to [i]. This is conjugate to a full
countable shift (with the return times as symbols) and it preserves the normalized
restriction to the cylinder of the σˆT -invariant measure. All the conditions that
follow are not affected by this procedure. Moreover, every linear cocycle F over
σˆT gives rise, also through inducing, to a linear cocycle over g whose Lyapunov
spectrum is just a rescaling of the Lyapunov spectrum of F . In particular, simplicity
may also be read out from the induced cocycle.
2.3. Stable and unstable linear holonomies. Property (2) is a condition of
domination (or normal hyperbolicity, in the spirit of [16]): it means that any ex-
pansion and contraction of fˆxˆ along the fibers {xˆ} × K are dominated by the
hyperbolicity of the base map σˆ. For our purposes, its main relevance is that it
ensures the existence of strong-stable and strong-unstable “foliations” for fˆ , as we
explain next.
Let the product Mˆ = Σˆ×K be endowed with the distance defined by
dist
Mˆ
((xˆ1, t1), (xˆ2, t2)) = distΣˆ(xˆ1, xˆ2) + distK(t1, t2),
where distΣˆ denotes the distance (1) on Σˆ and distK is the distance induced by the
Riemannian metric on K.
We consider the stable holonomies
hsxˆ,yˆ : K → K, h
s
xˆ,yˆ = lim
n→∞
(
fˆnyˆ
)−1
◦ fˆnxˆ ,
defined for every xˆ and yˆ with xˆ ∈ W sloc(yˆ), and unstable holonomies
huxˆ,yˆ : K → K, h
u
xˆ,yˆ = lim
n→∞
(
fˆ−nyˆ
)−1
◦ fˆ−nxˆ
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defined for every xˆ and yˆ with xˆ ∈ Wuloc(yˆ). That these families of maps exist
follows from the assumption (2), using arguments from [6]. See for instance [4],
which deals with a similar setting.
We define the local strong-stable set and the local strong-unstable set of each
(xˆ, t) ∈ Mˆ to be
W ssloc (xˆ, t) = {(yˆ, s) ∈ Mˆ : yˆ ∈W
s
loc(xˆ) and s = h
s
xˆ,yˆ(t)} and
Wuuloc (xˆ, t) = {(yˆ, s) ∈ Mˆ : yˆ ∈W
u
loc(xˆ) and s = h
u
xˆ,yˆ(t)},
respectively. It is easy to check that
(yˆ, s) ∈ W ssloc(xˆ, t) ⇒ lim
n→+∞
dist
Mˆ
(fˆn(yˆ, s), fˆn(xˆ, t)) = 0
and analogously on strong-unstable sets for time n→ −∞.
2.4. Measures with partial product structure. Recall that Mˆ = Σˆ × K.
Throughout, we take µˆ to be an fˆ -invariant measure with partial product struc-
ture, that is, a probability measure of the form µˆ = ρˆ µs × µu × µc where:
• ρˆ : Mˆ → (0,+∞) is a continuous function bounded away from zero and
infinity;
• µs is a probability measure supported on Σ− = XZ<0;
• µu is a probability measure supported on Σ+ = XZ≥0;
• µc is a probability measure on the manifold K.
For notational convenience, we formulate the boundedness condition as follows:
there exists κ > 0 such that
(3)
1
κ
≤
ρ˜(xs, xu)
ρ˜(xs, zu)
≤ κ and
1
κ
≤
ρ˜(xs, xu)
ρ˜(zs, xu)
≤ κ
for every xs, zs ∈ Σ− and xu, zu ∈ Σ−, where ρ˜ : Σˆ→ R is defined by
(4) ρ˜(xˆ) =
∫
ρˆ(xˆ, t)dµc(t).
Observe that when Σˆ is a finite shift space this is an immediate consequence of
compactness and the continuity of ρˆ.
Now define, for xˆ ∈ Σˆ,
(5) ˆ̺(xˆ, · ) =
ρˆ(xˆ, · )
ρ˜(xˆ)
and µˆcxˆ = ˆ̺(xˆ, ·)µ
c.
In other words, µˆcxˆ is the normalization of ρˆ(xˆ, ·)µ
c. Note that {µˆcxˆ : xˆ ∈ Σˆ} is a
(continuous) disintegration of µˆ along vertical fibers, that is, with respect to the
partition Pˆ = {{xˆ} ×K : xˆ ∈ Σˆ}.
The assumption that µˆ is invariant under fˆ , together with the fact that µˆcxˆ
depends continuously on xˆ, implies that
(6) (fˆxˆ)∗µˆ
c
xˆ = µˆ
c
σˆ(xˆ) for every xˆ ∈ Σˆ.
We will also see in Section 5 that this disintegration is holonomy invariant :
(7)
(hsxˆ,yˆ)∗µˆ
c
xˆ = µˆ
c
yˆ whenever yˆ ∈W
s(xˆ) and
(huxˆ,yˆ)∗µˆ
c
xˆ = µˆ
c
yˆ whenever yˆ ∈W
u(xˆ).
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Remark 2.2. In particular, if xˆ is a fixed point of the shift map then µˆcxˆ is invariant
under fˆxˆ. Clearly, it is equivalent to µ
c. Moreover, if yˆ is a homoclinic point of xˆ,
that is, a point in W s(xˆ) ∩Wu(xˆ), then (hsyˆ,xˆ ◦ h
u
xˆ,yˆ)∗µˆ
c
xˆ = (h
u
yˆ,xˆ ◦ h
s
xˆ,yˆ)∗µˆ
c
xˆ = µˆ
c
xˆ.
2.5. Linear cocycles with holonomies. Let Aˆ : Mˆ → GL(d,K) be a α-Ho¨lder
continuous map for some α > 0. By this we mean that there exists C > 0 such that
‖Aˆ(pˆ)− Aˆ(qˆ)‖ ≤ C dist
Mˆ
(pˆ, qˆ)α for any pˆ, qˆ ∈ Mˆ.
The linear cocycle defined by Aˆ over the transformation fˆ : Mˆ → Mˆ is the map
Fˆ : Mˆ ×Kd → Mˆ ×Kd defined by
Fˆ (pˆ, v) =
(
fˆ(pˆ), Aˆ(pˆ)v
)
.
In what follows we take the cocycle to admit stable and unstable linear holonomies.
Let us explain this.
By stable linear holonomies we mean a family of linear maps Hspˆ,qˆ : K
d → Kd,
defined for each pˆ, qˆ ∈ Mˆ with qˆ ∈ W ssloc(pˆ) and such that, for some constant L > 0,
(a) Hs
fˆj(pˆ),fˆj(qˆ)
= Aˆj(qˆ) ◦Hspˆ,qˆ ◦ Aˆ
j(pˆ)−1 for every j ≥ 1;
(b) Hspˆ,pˆ = id and H
s
pˆ,qˆ = H
s
zˆ,qˆ ◦H
s
pˆ,zˆ for any zˆ ∈W
ss
loc(pˆ);
(c) ‖Hspˆ,qˆ − id ‖ ≤ L distMˆ (pˆ, qˆ)
α;
(d) (pˆ, qˆ) 7→ Hspˆ,qˆ is uniformly continuous on {(pˆ, qˆ) : qˆ ∈W
ss
loc(pˆ)} ⊂ Mˆ × Mˆ .
Unstable linear holonomies Hupˆ,qˆ : K
d → Kd are defined analogously, for the pairs
(pˆ, qˆ) ∈ Mˆ × Mˆ with qˆ ∈Wuuloc (pˆ).
These notions were introduced in [6, 1], where they were called simply stable
and unstable holonomies. We add the adjective linear to avoid any confusion with
the holonomies hs and hu in the previous paragraph, that concern only the base
dynamics, whereas Hs and Hu pertain to the linear cocycle.
It was shown in [1] that stable and unstable linear holonomies do exist, in par-
ticular, when the cocycle is fiber-bunched. By the latter we mean that there exist
C > 0 and θ < 1 such that
‖Aˆn(pˆ)‖‖Aˆn(pˆ)−1‖λnα ≤ Cθn for every pˆ ∈ Mˆ and n ≥ 0,
where λ is a hyperbolicity constant for fˆ as in conditions (i)-(ii) above. Then stable
and unstable linear holonomies are given by
Hspˆ,qˆ = lim
n→∞
Aˆn(qˆ)−1 ◦ Aˆn(pˆ), and Hupˆ,qˆ = lim
n→∞
Aˆ−n(qˆ)−1 ◦ Aˆ−n(pˆ)
2.6. Pinching and twisting. Now we state our criterion for simplicity of the
Lyapunov spectrum. It is assumed that the cocycle admits stable and unstable
linear holonomies.
We call Fˆ pinching if there exists some fixed (or periodic) vertical leaf ℓ = {xˆ}×K
such that the restriction to ℓ of every exterior power ΛkFˆ has simple Lyapunov
spectrum, relative to the fˆxˆ-invariant measure µˆ
c
xˆ (recall Remark 2.2). In other
words, the Lyapunov exponents λ1, · · · , λd are such that, for each 1 ≤ k ≤ d − 1
and µˆcxˆ-almost every t ∈ K, the sums
λi1 (xˆ, t) + · · ·+ λik(xˆ, t), 1 ≤ i1 < · · · < ik ≤ d
are all distinct.
Next, take Fˆ to be pinching and let Kd = E1(t) ⊕ · · · ⊕ Ed(t) be the Oseledets
decomposition at each point (xˆ, t) ∈ ℓ. This is defined on a full µˆcxˆ-measure set.
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Choose (measurably) unit vectors ei(t) ∈ Ei(t). Let yˆ be a homoclinic point of xˆ.
Given t ∈ S1, denote t1 = huxˆ,yˆ(t) and t2 = h
s
yˆ,xˆ(t1). Then define B(t) to be the
matrix of the linear map
(8) Hu(yˆ,t1),(xˆ,t) ◦H
s
(xˆ,t2),(yˆ,t1)
: Kd → Kd
relative to the bases {e1(t2), . . . , ed(t2)} and {e1(t), . . . , ed(t)}, respectively. Ob-
serve that t2 also varies on a full µˆ
c
xˆ-measure set, since the composition of the
holonomies preserves µˆcxˆ (Remark 2.2).
We call the cocycle Fˆ twisting if, for some choice of the homoclinic point yˆ, all
the algebraic minors mI,J(t) of B(t) are non-zero for µˆcxˆ-almost every t ∈ K and
they decay sub-exponentially along the orbits of fˆxˆ, meaning that
(9) lim
n→∞
1
n
log |mI,J(fˆ
n
xˆ (t))| = 0 for µˆ
c
xˆ-almost every t ∈ K
and any proper subsets I and J of {1, . . . , d}.
Remark 2.3. It is well-known (see [18, Proposition 2.2] or [23, Corollary 3.11])
that the property (9) holds whenever the function log |mI,J | ◦ fˆxˆ − log |mI,J | is
µˆcxˆ-integrable. In Example 2.4 we show how to check the twisting condition in a
specific case, using this observation.
Finally, we say that the cocycle Fˆ is simple if it is both pinching and twisting
(in addition to admitting stable and unstable linear holonomies).
2.7. Main statement. Let Hα(Mˆ) denote the space of all α-Ho¨lder continuous
maps Aˆ : Mˆ → GL(d,K). The norm
‖Aˆ‖α = sup
pˆ∈Mˆ
‖Aˆ(pˆ)‖+ sup
pˆ6=qˆ
‖Aˆ(pˆ)− Aˆ(qˆ)‖
dist
Mˆ
(pˆ, qˆ)α
defines a topology in Hα(Mˆ) that we call α-Ho¨lder topology.
We say that A is a continuity point for the Lyapunov exponents if, for every
1 ≤ i ≤ d, the function λi : H
α(Mˆ)→ R is continuous in A.
Theorem A. Let fˆ : Mˆ → Mˆ be a partially hyperbolic skew-product with mostly
neutral center direction and µˆ be a fˆ -invariant measure with partial product struc-
ture. Suppose that Aˆ ∈ Hα(Mˆ) is such that the corresponding linear cocycle
Fˆ : Mˆ × Kd → Mˆ × Kd over fˆ is simple. Then Aˆ is a continuity point for the
Lyapunov exponents, and the Lyapunov spectrum of Fˆ is simple.
By continuity, the Lyapunov spectrum remains simple for every perturbation of
Fˆ , that is, for the linear cocycle over fˆ corresponding to every element of Hα(Mˆ)
sufficiently close to Aˆ.
Example 2.4. The example presented in the Introduction satisfies all the condi-
tions in Theorem A, and so the conclusion applies to it. In order to explain this,
let us formalize the example as follows.
Let σˆ : Σˆ→ Σˆ be the shift map on Σˆ = {0, 1}Z and let νˆ be the Bernoulli measure
(δ0/2 + δ1/2)
Z. Let fˆ : Σˆ × S1 → Σˆ × S1 be defined by fˆ(xˆ, t) = (σˆ(xˆ), fx0(t))
and µˆ be the product of νˆ by the Haar measure on S1. Finally, let Mˆ = Σˆ × S1
and Fˆ : Mˆ × R3 → Mˆ × R3 be given by Fˆ ((xˆ, t), v) = (fˆ(xˆ, t), Aˆ(xˆ, t)v) with
Aˆ(xˆ, t) = Ax0(t).
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It is clear that fˆ is a skew-product with mostly neutral central direction, and µˆ
has partial product structure. Moreover, µˆ is ergodic. Indeed, let ζ be any ergodic
component. Since µˆ projects down to νˆ, which is ergodic, ζ must project to νˆ.
The Lyapunov exponent of fˆ along the vertical S1 fibers is zero and so, by the
Invariance Principle of [3], there exists a disintegration {ζzˆ : zˆ ∈ Σˆ} of ζ along the
S1 fibers which is invariant under stable and unstable holonomies and is continuous.
Consider the fixed point xˆ = (. . . , 0, 0, 0, . . . ) of σˆ. Since f0 is uniquely ergodic,
because we took ω0 to be irrational, ζxˆ must coincide with the Haar measure on
S1. Then, by holonomy invariance, ζzˆ is uniquely determined at every point, which
proves that the ergodic component is unique.
Now consider the homoclinic point yˆ = (. . . , 0, 1, 0, . . . ) of xˆ, where the sole non-
zero entry is in position 0. The corresponding stable and unstable holonomies are
given by
hsxˆ,yˆ = lim
n→∞
(
f0 ◦ · · · f0 ◦ f1
)−1
◦
(
f0 ◦ · · · ◦ f0
)
= f−11 ◦ f0 and
huyˆ,xˆ = lim
n→∞
(
f−10 ◦ · · · f
−1
0
)−1
◦
(
f−10 ◦ · · · f
−1
0
)
= id .
Similarly, the stable and unstable linear holonomies are given by
Hs(xˆ,s),(yˆ,t) = A1(t)
−1 ◦A0 and H
u
(yˆ,t),(xˆ,t) = id
where s = hsyˆ,xˆ(t) = f
−1
0 (f1(t)) = t+ ω1 − ω0.
It is also clear that Fˆ is pinching: its restriction to ℓ = {xˆ} × S1 corresponds to
the constant cocycle
A0(t) =

 2 0 00 1 0
0 0 2−1

 ,
whose Lyapunov spectrum is obviously simple. We are left to check the twisting
condition.
Since A0 is constant, so is its Oseledets decomposition E
1(t) ⊕ E2(t) ⊕ E3(t),
with E1 = span{(1, 0, 0)}, E2 = span{(0, 1, 0)} and E3 = span{(0, 0, 1)}. This
shows that B(t) is just the matrix of
Hu(yˆ,t),(xˆ,t) ◦H
s
(xˆ,s),(yˆ,t) = A1(t)
−1 ◦A0 = R3(−t)R2(−t)R1(−t)A0,
relative to the canonical basis of R3. It is straightforward to check that all the
minors mI,J(t) of this matrix are analytic functions of t not identically zero. In
particular, all their zeros have finite order and, consequently, the functions log |mI,J |
are integrable. It follows that
lim
n→∞
1
n
log |mI,J(f
n
0 (t))| = 0 for Lebesgue almost every t ∈ S
1,
which shows that Fˆ is twisting.
In many contexts of linear cocycles over hyperbolic systems, simplicity turns
out to be a generic condition: it contains an open and dense subset of cocycles
(precise statements can be found in Viana [23]). This is related to the fact that
in the hyperbolic setting pinching and twisting are just transversality conditions,
and so they clearly hold on the complement of suitable submanifolds with positive
codimension.
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It would be interesting to find whether this extends to the present partially hy-
perbolic setting. In dimension d = 2, simplicity is equivalent to positivity of the
largest Lyapunov exponent and that has been shown to hold for an open and dense
subset of linear cocycles over partially hyperbolic skew-products with mostly neu-
tral center direction, by Poletti [20]. In general, by Theorem A, it would suffice
to prove density of our pinching and twisting conditions. Density of pinching cor-
responds, roughly, to density of simplicity for linear cocycles over quasi-periodic
transformations, a subject that does not seem to have been much investigated be-
yond the 2-dimensional case (but see [10]). On the other hand, the arguments in
Example 2.4 suggest that twisting is probably a rather mild requirement on the
cocycle.
2.8. Outline of the proof. For every 1 ≤ ℓ < d, we want to find complementary
Fˆ−invariant measurable sections
(10) ξ : Mˆ → Grass(l, d) and η : Mˆ → Grass(d− l, d)
such that the Lyapunov exponents of Fˆ along ξ are strictly larger than the Lyapunov
exponents along η.
The starting point is to reduce the problem to the case when the maps fˆxˆ and
the matrices Aˆ(xˆ, t) depend on xˆ only through its positive part xu. This we do
in Section 4, using the stable linear holonomies to conjugate the original dynamics
to others with these properties. Then fˆ : Mˆ → Mˆ projects to a transformation
f : M → M on M = Σ+ × K which is a skew-product over the one-sided shift
σ : Σ+ → Σ+ and, similarly, the linear cocycle Fˆ : Mˆ ×Kd → Mˆ ×Kd projects to
a linear cocycle F :M ×Kd →M ×Kd over the transformation fˆ .
We also denote by Fˆ and F the actions
Fˆ : Mˆ ×Grass(l, d)→ Mˆ ×Grass(l, d) and
F :M ×Grass(l, d)→M ×Grass(l, d)
induced by the two linear cocycles on the Grassmannian bundles. Still in Section 4,
using very classical arguments, we relate the invariant measures of fˆ and Fˆ with
those of f and F , respectively.
In Section 5 we study u-states, that is, Fˆ -invariant probability measures mˆ whose
Rokhlin disintegrations {mˆxˆ : xˆ ∈ Σˆ} are invariant under unstable holonomies,
as well as the corresponding F -invariant probability measures m. Here we meet
the first important new difficulty arising from the fact that fˆ is only partially
hyperbolic. Indeed, in the hyperbolic setting such measures m are known to admit
continuous disintegrations {mx : x ∈M} along the fibers {x}×Grass(l, d) and this
fact plays a key part in the arguments of Bonatti-Viana [7] and Avila-Viana [2].
In the partially hyperbolic setting, the situation is far more subtle: the disinte-
gration {mx : x ∈ Σ} along the sets {x} ×K × Grass(l, d) is still continuous, but
there is no reason why this should extend to the disintegration {mx,t : (x, t) ∈M}
along the sets {(x, t)} × Grass(l, d), which is what one really needs. The way we
make up for this is by proving a kind of L1-continuity: if (xi)i → x in Σ then
(mxi,t)i → mx,t in L
1(µc). See Proposition 5.8 for the precise statement.
This also leads to our formulating the arguments in terms of measurable sections
K → Grass(l, d) of the Grassmannian bundle, which is perhaps another significant
novelty in this paper. The properties of such sections are studied in Section 6.
The key result (Proposition 6.1) is that, under pinching and twisting, the graph of
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every invariant Grassmannian section has zero mx-measure, for every x ∈ M and
any u-state mˆ.
These results build up to Section 7, where we prove that every u-state mˆ has
an atomic disintegration. More precisely (Theorem 7.1), there exists a measurable
section ξ : Mˆ → Grass(l, d) such that, given any u-state mˆ on Mˆ ×Grass(l, d), we
have
(11) mˆxˆ,t = δξ(xˆ,t) for µˆ-almost every (xˆ, t) ∈ Mˆ .
Thus we construct the invariant section ξ : Mˆ → Grass(l, d) in (10).
To find the complementary invariant section η : Mˆ → Grass(d−l, d), in Section 8
we apply the same procedure to the adjoint cocycle Fˆ ∗, that is, the linear cocycle
defined over fˆ−1 : Mˆ → Mˆ by the function
(xˆ, t) 7→ Aˆ∗(x, t) = adjoint of Aˆ(fˆ−1(xˆ, t)).
We check (Proposition 8.4) that this cocycle Fˆ ∗ is pinching and twisting if and only
if Fˆ is. So, the previous arguments yield a Fˆ ∗-invariant section ξ∗ : Mˆ → Grass(l, d)
related to the u-states of Fˆ ∗. Then we just take η =
(
ξ∗
)⊥
.
Finally, in Section 9 we check that the eccentricity, or lack of conformality, of
the iterates Aˆn goes to infinity µˆ-almost everywhere (see Proposition 9.1) and we
use this fact to deduce that every Lyapunov exponent of Fˆ along ξ is strictly larger
than any of the Lyapunov exponents of Fˆ along η. At this stage the arguments are
again very classical. This concludes the proof of Theorem A.
In Appendix A we show that continuous maps are dense in the corresponding
L1 space, whenever the target space is geodesically convex. This is probably well
known, but we could not find explicit references.
3. Disintegration along center leaves
Let us start by fixing some terminology. We use idY to denote the identity
transformation in a set Y . Similarly, distY will always denote the distance in a
metric space Y .
Let Σˆ = Σ− × Σ+, where Σ− = XZ<0 and Σ+ = XZ≥0 . Thus we write every
xˆ ∈ Σˆ as (xs, xu) with xs ∈ Σ− and xu ∈ Σ+. For simplicity, we also write Σ = Σ+
and x = xu. Let P : Σˆ→ Σ be the canonical projection given by P (xˆ) = x and let
σ : Σ→ Σ be the one-sided shift. Given points xˆ ∈ Σˆ and qˆ ∈ Mˆ , denote
xn = P (σˆ
−n(xˆ)) and qn = (P × idK)(fˆ
−n(qˆ))
for each n ∈ N.
We also consider M = Σ × K and the projection µ = (P × idK)∗µˆ. In other
words,
(12) µ = ρ(x, t)µu × µc where ρ(x, t) =
∫
ρˆ(xs, x, t) dµs(xs).
Similarly to (5), for each x ∈M let
(13) ̺(x, ·) =
ρ(x, ·)∫
ρ(x, t) dµc(t)
and µcx = ̺(x, ·)µ
c.
Note that {µcx : x ∈ Σ} is a continuous disintegration of µ with respect to the
partition P = {{x} ×K : x ∈ Σ}.
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In this section we derive some useful properties of these disintegrations (5) and
(13). For this, we assume that the base dynamics is such that each fˆxˆ : K → K
along the center direction depends only on x = P (xˆ). This is no restriction in our
setting, as we will see in Section 4. Then there exists f : M → M of the form
f(x, t) = (σ(x), fx(t)) such that
(P × idK) ◦ fˆ = f ◦ (P × idK)
3.1. Holonomy invariance. We call the extremal center Lyapunov exponents of
fˆ the limits
λc+(xˆ, t) = lim
n
1
n
log
∥∥Dfˆnxˆ (t)∥∥ and λc−(xˆ, t) = lim
n
−
1
n
log
∥∥Dfˆnxˆ (t)−1∥∥.
for (xˆ, t) ∈ Σˆ×K. The Oseledets theorem [19] ensures that these numbers are well
defined at µˆ-almost every point. In our situation, since the maps fˆnxˆ have uniformly
bounded derivatives:
Lemma 3.1. λc+ = λc− = 0.
Remark 3.2. When the maps fˆnxˆ are C
1+ǫ, equicontinuity alone suffices to get the
conclusion of Lemma 3.1. This can be shown using Pesin theory, as follows.
Suppose that λc+ > 0. Then we have a Pesin unstable manifold defined µˆ-almost
everywhere. This implies that there exist xˆ ∈ Σˆ and t 6= s ∈ K such that
distK
(
fˆ−nxˆ (t), fˆ
−n
xˆ (s)
)
→ 0.
Then, given points t and s in the unstable manifold and given any δ > 0, there
exists n such that distK(fˆ
−n
xˆ (t), fˆ
−n
xˆ (s)) < δ. This implies that the family is not
equicontinuous. The proof for λc− is analogous.
Let π1 : Mˆ → Σˆ be the projection π1(xˆ, t) = xˆ, recall that we also assume
that fˆ : Mˆ → Mˆ admits s-holonomies and u-holonomies and µˆ has partial product
structure. That implies that (π1)∗µˆ has local product structure in the sense of [3].
Lemma 3.3. The map xˆ 7→ µˆcxˆ is continuous, and the disintegration {µˆ
c
xˆ : xˆ ∈ Σˆ}
is both u-invariant and s-invariant:
(a)
(
huxˆ,yˆ
)
∗
µˆcxˆ = µˆ
c
yˆ for every xˆ ∈ W
u(yˆ) and
(b)
(
hsxˆ,zˆ
)
∗
µˆcxˆ = µˆ
c
zˆ for every xˆ ∈ W
s(zˆ).
Proof. By Theorem D in [3], there exists a disintegration {µ˜cxˆ : xˆ ∈ Σˆ} which
is continuous, u-invariant and s-invariant. By essential uniqueness, µ˜cxˆ = µˆ
c
xˆ for
µˆ-almost every x. Since both disintegrations are continuous, it follows that they
coincide, and so {µˆcxˆ : xˆ ∈ Σˆ} is continuous, u-invariant and s-invariant, as claimed.

Corollary 3.4. µcx = µˆ
c
xˆ for every xˆ ∈ Σˆ, where x = P (xˆ).
Proof. The assumption that fˆxˆ only depends on x = P (xˆ) implies that h
s
xˆ,yˆ = idK
for every xˆ and yˆ in the same stable set. By the previous lemma, this implies that
µˆcxˆ = µˆ
c
yˆ whenever xˆ and yˆ are in the same stable set. Then,
µcx =
∫
µˆcyˆ dµˆ
s
x(yˆ) = µˆ
c
xˆ
for any xˆ with P (xˆ) = x. 
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We also have
Corollary 3.5. The disintegration {µcx : x ∈ Σ} is f -invariant, in the sense that(
fx
)
∗
µcx = µσ(x) for every x ∈ Σ.
Proof. We have that (fˆxˆ)∗µˆ
c
xˆ = µˆ
c
σˆ(xˆ) for µˆ-almost every xˆ, because µˆ is fˆ -invariant.
Since xˆ 7→ µˆcxˆ is continuous, the identity extends to every xˆ ∈ Σˆ. By Corollary 3.4
this implies that (fx)∗µ
c
x = µ
c
σ(x) for every x ∈ Σ. 
3.2. Jacobians. Denote νˆ = (π1)∗µˆ and ν = (π1)∗µ where π1 denotes both canon-
ical projections Mˆ → Σˆ and M → Σ. Recall the functions ˆ̺ and ̺ defined in (5)
and (13). Note that { ˆ̺(x)µˆc : xˆ ∈ Σˆ} is a disintegration of µˆ with respect to the
partition {π−11 (xˆ) : xˆ ∈ Σˆ} of Mˆ and {̺(x)µ
c : x ∈ Σ} is a disintegration of µ with
respect to the partition {π−11 (x) : x ∈ Σ} of Mˆ .
Given a measurable map g : N → N and a measure η on N we call Jacobian of g
with respect to η the essentially unique function Jηg : N → R such that η(g(C)) =∫
C
Jηg dη for every measurable set C ⊂ N where g is invertible. This is well defined
whenever N can be covered with countably many domains of invertibility of g. See
[24, Section 9.7] for a detailed discussion.
Remark 3.6. Let Jf jx : K → R be the Jacobian of f
j
x with respect to µ
c. Using
the observation that {̺(x)µc : x ∈ Σ} is a disintegration of the f -invariant measure
µ, one easily gets that
Jf jx(t) =
̺(f j(x, t))
̺(x, t)
.
In particular, these Jacobians are uniformly bounded from above and below. Analo-
gously, the fact that {µˆcxˆ : xˆ ∈ Σˆ} is invariant under stable and unstable holonomies
ensures that the Jacobians Jh∗xˆ,yˆ of those holonomies with respect to µ
c are uni-
formly bounded from above and below.
Lemma 3.7. Jµf
k(x, t) = Jνσ
k(x) for every (x, t) ∈M and k ≥ 1.
Proof. Fix some k-cylinder I = [0;x0, . . . , xk−1] and let J ⊂ I and C ⊂ K. Noting
that σk | I is injective,
µ
(
fk(J × C)
)
=
∫
y∈σk(J)
µcy(f
k
z(y)(C)) dν(y)
=
∫
z∈J
Jνσ
k(z)µcσk(z)(f
k
z (C)) dν(z),
where z(y) is the unique point in σ−k(y) ∩ I and we use the change of variables
z = z(y). Using Lemma 3.5, it follows that
µ
(
fk(J × C)
)
=
∫
J
Jνσ
k(z)µcz(C) dν(z) =
∫
J×C
(Jνσ
k ◦ π1) dµ,
which concludes the proof. 
Now we find the Jacobian of σk:
Lemma 3.8. Jνσ
k(x) = 1/νs
σk(x)(I), where I = [−k;x0, . . . , xk−1]. Consequently,
the Jacobians Jµf
k = Jνσ
k ◦ π1 are continuous and bounded from away zero and
infinity on every k-cylinder.
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Proof. Given x ∈ Σ and n ≥ 1, let Jn = [x0, . . . , xn] be the n-cylinder that contains
x. Then,
Jνσ
k(x) = lim
n→∞
ν(σk(Jn))
ν(Jn)
Since νˆ is invariant under σˆ,
ν(Jn) = νˆ(Σ
− × Jn) = νˆ(σˆ
k(Σ− × Jn)) =
∫
y∈σk(Jn)
νsy(I)dν(y).
It follows that
1
Jνσk(x)
= lim
n→∞
∫
y∈σk(Jn)
νsy(I)dν(y)
ν(σk(Jn))
= νsσk(x)(I).
This proves the first part of the conclusion. The second part is a consequence,
since the local product structure implies that x 7→ νs
σk(x)(I) is continuous for every
cylinder I. 
4. Convergence of conditional measures
For each 1 ≤ l < d, the linear cocycle Fˆ : Mˆ×Kd → Mˆ×Kd induces a projective
cocycle Fˆ : Mˆ ×Grass(l, d)→ Mˆ ×Grass(l, d) through
(14) Fˆ (qˆ, v) = (fˆ(qˆ), Aˆ(qˆ)v).
Let µ = (P × idK)∗ µˆ and, for any Borel probability measure mˆ on Mˆ ×Grass(l, d),
(15) m =
(
P × idK × idGrass(l,d)
)
∗
mˆ.
We will be especially interested in the case when mˆ is a Fˆ -invariant probability mea-
sure that projects down to µˆ under the canonical projection π : Mˆ×Grass(l, d)→ Mˆ
on the first coordinate.
4.1. Reduction to the one-sided case. Our first step is to show that, up to
conjugating the cocycle in a suitable way, we may suppose that:
(A) the base dynamics fˆxˆ along the center direction depends only on x;
(B) the matrix Aˆ(xˆ, t) depends only on (x, t).
Next, let us explain how such a conjugacy may be defined using the stable linear
holonomies.
Let xs ∈ Σ− be fixed. For any yˆ ∈ Σˆ, let φ(yˆ) = (xs, y) and then define
h(yˆ, t) =
(
yˆ, hsϕ(yˆ),yˆ(t)
)
.
Then f˜ = h−1 ◦ f ◦ h is given by
f˜(yˆ, t) =
(
σˆ(yˆ), f˜yˆ(t)
)
, with f˜yˆ(t) = h
s
σˆ(φ(yˆ)),φ(σˆ(yˆ))fφ(yˆ)(t).
Notice that f˜yˆ does depend only on y (because φ does).
Assume that (A) is satisfied. Define φˆ(yˆ, t) = (φ(yˆ), t) and then let
H(yˆ, t) = Hs
φˆ(yˆ,t),(yˆ,t)
Define A˜(yˆ, t) = H(fˆ(yˆ, t))−1 ◦A(yˆ, t) ◦H(yˆ, t). Then
A˜(yˆ, t) = Hs
fˆ(φˆ(yˆ,t)),φˆ(fˆ(yˆ,t))
◦ Aˆ(φˆ(yˆ, t)),
which only depends on (y, t). Clearly, this procedure does not affect the Lyapunov
exponents.
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Observe that this new cocycle is continuous but not necessarily Ho¨lder contin-
uous, since the definition involves the holonomies which are not assumed to be
Ho¨lder continuous. However, A˜ does clearly have well defined holonomies, which is
what we actually need for the following.
From now on, we assume that both (A) and (B) are satisfied. Then, there exist
f :M →M, f(x, t) = (σ(x), fx(t)) and A :M → GL(d,K)
such that
(P × idK) ◦ fˆ = f ◦ (P × idK) and Aˆ = A ◦ (P × idK).
Consequently, the map
F :M ×Grass(l, d)→M ×Grass(l, d), F (p, V ) = (f(p), A(p)V )
satisfies (
P × idK × idGrass(l,d)
)
◦ Fˆ = F ◦
(
P × idK × idGrass(l,d)
)
.
The following well known basic fact will be used to characterize the F -invariant
probability measures:
Proposition 4.1. Let (N,B, η) be a Lebesgue probability space and g : N → N be
a measurable map that preserves η. Let {ηy : y ∈ N} be the disintegration of η with
respect to the partition into pre-images P = {g−1(y) : y ∈ N}. Let
G : N × L→ N × L, G(x, v) = (g(x), Gx(v))
be a measurable skew-product over g and, given any probability measure m on N×L
that projects down to η, let {mx : x ∈ N} be its disintegration with respect to the
partition into vertical fibers {x} × L, x ∈ N . Then m is invariant under G if and
only if
mx =
∫
(Gz)∗mz dηx(z) for η-almost every x ∈ N .
As an immediate consequence, we get:
Corollary 4.2. In the conditions of Proposition 4.1, if g is invertible then m is
invariant under G if and only if mx = (Gg−1(x))∗mg−1(x) for η-almost every x ∈ N .
Proof. Each ηy must coincide with the Dirac mass at g
−1(y). 
4.2. Lifting of measures. The next proposition shows that every Fˆ -invariant
measure mˆ that projects down to mˆ may be recovered from the corresponding F -
invariant measure m, defined by (15). Recall that we write qn = (P × idK)(fˆ−n(qˆ))
for each qˆ ∈ Mˆ and n ≥ 0.
The following proposition is borrowed from [7, Section 3]:
Proposition 4.3. Take mˆ to be Fˆ -invariant. Then, for µˆ-almost every qˆ ∈ Mˆ ,
the sequence (An(qn)∗mqn)n converges to mˆqˆ in the weak
∗ topology.
Moreover, for any k ≥ 1 and any choice of points yn,k such that fk(yn,k) = qn
and {yn,k : n ≥ 0} is contained in some set of the form Ik × K, where Ik is a
k-cylinder in Σ,
(16) lim
n→∞
An(qn)∗mqn = lim
n→∞
An+k(yn,k)∗myn,k .
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Adapting the proof to the present setting is straightforward, so we only make a
couple of observations. Firstly, the proof uses the fact that the Jacobians Jµf
k(yn,k)
are bounded away from zero. In [7] that is automatic, by continuity and compact-
ness of the ambient space, whereas in the present setting it is ensured by the
assumption that yn,k ∈ Ik ×K for every n ≥ 0, through Lemma 3.8. Finally, note
that the identity (16) corresponds to the conclusion (b) in [7, Proposition 3.1].
5. Properties of u-states
A probability measure mˆ on Mˆ×Grass(l, d) is called a u-state of Fˆ if there exists
a disintegration {mˆqˆ : qˆ ∈ Mˆ} along the partition
{
{qˆ}×Grass(l, d) : qˆ ∈ Mˆ
}
which
is invariant under unstable linear holonomy: there exists M˜ ⊂ Mˆ with µˆ(M˜) = 1
such that
(17) mˆqˆ = H
u
pˆ,qˆ∗
mˆpˆ for every pˆ, qˆ ∈ M˜ with qˆ ∈ W
uu
loc (pˆ).
Let π : Mˆ ×Grass(l, d)→ Mˆ be the canonical projection.
Proposition 5.1. There is some Fˆ -invariant u-state mˆ that projects down to µˆ
under π.
This is analogous to [2, Proposition 4.2]. In very brief terms, the idea is to fix
some xˆ ∈ Σˆ and to construct a homeomorphism between the space of measures in
{xˆ} ×W sloc(xˆ) × K that project down to µ
s and the space of all u-states. Using
that the former is weak∗ compact, we get that the space of u-states measures is
also compact. Moreover, it is Fˆ∗-invariant. That ensures that any accumulation
point of n−1
∑n−1
j=0 Fˆ
j
∗ mˆ is also a u-state.
In the remainder of this section, mˆ denotes any Fˆ -invariant u-state that projects
down to µˆ under π, and {mˆqˆ : qˆ ∈ Mˆ} is taken to be a disintegration as in (17).
5.1. Bounded distortion. Let π1 : Mˆ → Σˆ be the canonical projection π1(xˆ, t) =
xˆ and denote νˆ = π1∗µˆ. Equivalently,
νˆ(E) =
∫
E×K
ρˆ(xs, x, t) dµs(xs) dµu(x) dµc(t)
for any measurable set E ⊂ Σˆ. For each x ∈ Σ, define νˆx to be the normalization
of
µs
∫
ρˆ(·, x, t) dµc(t).
Then {νˆx : x ∈ Σ} is a continuous disintegration of νˆ with respect to the partition
into local stable sets W sloc(xˆ).
The measure νˆ satisfies the properties of local product structure, boundedness
and continuity in [2, Section 1.2]. In what follows, we recall a few results about
this type of measures that we will use later. For each xu ∈ Σ+ and k ≥ 1 let the
backward average measure µuk,xu of the map σ be defined by
µuk,xu =
∑
σk(z)=xu
1
Jσk(z)
δz
where Jσk : Σ+ → R is the Jacobian of µu with respect to σk.
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Lemma 5.2 (Lemma 2.6 in [2]). For any cylinder Iu = [0; ι0, . . . , ιk−1] ⊂ Σ+ and
zu ∈ Iu,
σˆk∗ νˆzu = Jσ
k(zu)(νˆσk(zu) | I
s)
where {νˆzu : zu ∈ Σ+} is the disintegration of νˆ with respect to the partition
{Σ− × {zu} : zu ∈ Σ+}.
Lemma 5.3 (Lemma 2.7 in [2]). For every cylinder [J ] ⊂ Σ+ and xu ∈ Σ+,
κµu([J ]) ≥ lim sup
n
1
n
n−1∑
k=0
µuk,xu([J ])
≥ lim inf
n
1
n
n−1∑
k=0
µuk,xu([J ]) ≥
1
κ
µu([J ]),
where κ is the bound given in (3).
As a direct consequence, for every cylinder [J ] ⊂ Σ+ and xu ∈ Σ+,
(18) lim sup
k
µuk,xu([J ]) ≥
1
κ
µu([J ]).
5.2. L1-continuity of conditional probabilities. For every x ∈ Σ let
Fx : K ×Grass(l, d)→ K ×Grass(l, d), Fx(t, V ) = (fx(t), A(x, t)V )
and for every xˆ, yˆ ∈ Σˆ in the same unstable set let
Hxˆ,yˆ : K ×Grass(l, d)→ K ×Grass(l, d)
be defined by
Hxˆ,yˆ(t, V ) = (h
u
xˆ,yˆ(t), H
u
(xˆ,t)(yˆ,hu
xˆ,yˆ
(t))V ).
Observe that Fyˆ ◦Hxˆ,yˆ = Hσˆ(xˆ),σˆ(yˆ) ◦ Fxˆ. Now define {mˆxˆ : xˆ ∈ Σˆ} as
mˆxˆ =
∫
mˆxˆ,t dµˆ
c
xˆ(t).
Observe that for any ϕ : K ×Grass(l, d)→ R,
∫
ϕd
(
Hxˆ,yˆ∗mˆxˆ
)
=
∫
ϕ
(
huxˆ,yˆ(t), H
u
(xˆ,t)(yˆ,hu
xˆ,yˆ
(t))V
)
d mˆxˆ,t(V )d µˆ
c
xˆ(t)
=
∫
ϕ
(
huxˆ,yˆ(t), V
)
d
(
Hu(xˆ,t)(yˆ,hu
xˆ,yˆ
(t))
∗
mˆxˆ,t
)
(V )d µˆcxˆ(t)
=
∫
ϕ
(
huxˆ,yˆ(t), V
)
d mˆyˆ,hu
xˆ,yˆ
(t)(V )d µˆ
c
xˆ(t)
=
∫
ϕ
(
t, V
)
d mˆyˆ,t(V )d (h
u
xˆ,yˆ∗
µˆcxˆ)(t)
=
∫
ϕ
(
t, V
)
d mˆyˆ,t(V )d µˆ
c
yˆ(t),
because mˆ is a u-state and {µˆcxˆ : xˆ ∈ Σˆ} is h
u-invariant. It is also easy to see
that {mˆxˆ : xˆ ∈ Σˆ} is a disintegration of mˆ with respect to the partition {xˆ×K ×
Grass(l, d) : xˆ ∈ Σˆ}.
The main point with the next corollary is that the conclusion is for every x ∈ Σ.
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Corollary 5.4. For every u-state mˆ, there exists a disintegration {mˆxˆ : xˆ ∈ Σˆ} of
mˆ such that
mˆσˆn(xˆ) = F
n
x ∗mˆxˆ
for every n ≥ 1, every x ∈ Σ, and νˆx-almost every xˆ ∈W
s
loc(x).
Proof. Up to modifying a 0 measure subset we can assume that de disintegration
{mˆxˆ : xˆ ∈ Σˆ} has the property that Hxˆ,yˆ∗mˆxˆ = mˆyˆ for every xˆ ∈ W
u
loc(yˆ). Since
mˆ is Fˆ -invariant, the equality is true for all n ≥ 1 and νˆ-almost all zˆ ∈ Σˆ or,
equivalently, for νˆz-almost every zˆ ∈ W sloc(z) and ν-almost every z ∈ Σ. Consider
an arbitrary point x ∈ Σ. Since ν is positive on open sets, x may be approximated
by points z such that
mˆσˆn(zˆ) = F
n
z ∗mˆzˆ
for every n ≥ 1 and µˆz-almost every zˆ ∈W sloc(z). Since the conditional probabilities
of mˆ are invariant under unstable linear holonomies, it follows that
mˆσˆn(xˆ) = (Hσˆn(z),σˆn(x))∗F
n
z ∗mˆzˆ = F
n
x ∗(Hzˆ,xˆ)∗mˆzˆ = F
n
x ∗mˆxˆ
for µˆz-almost every zˆ ∈ W sloc(z), where xˆ is the unique point in W
s
loc(x) ∩W
u
loc(zˆ).
Since the measures µˆx and µˆz are equivalent, this is the same as saying that the
last equality holds for µˆx-almost every xˆ ∈ W sloc(x), as claimed. 
Recall that
µ = (P × idK)∗ µˆ and m =
(
P × idK × idGrass(l,d)
)
∗
mˆ.
Let {mx : x ∈ Σ} and {mx,t : (x, t) ∈M} be disintegrations ofm with respect to the
partitions {{x}×K×Grass(l, d), x ∈ Σ} and {{(x, t)}×Grass(l, d), (x, t) ∈ Σ×K},
respectively. Thus each mx is a probability measure on K × Grass(l, d) and each
mx,t is a probability measure on Grass(l, d).
It is easy to check that x 7→ mx may be chosen to be continuous with respect to
the weak∗ topology (see Corollary 5.9). The corresponding statement for x 7→ mx,t
is false, in general. However, the main goal in this section is to show that the family
{mx,t : (x, t) ∈M} does have some continuity property:
Proposition 5.5. Let (xn)n be a sequence in Σ converging to some x ∈ Σ. Then
there exists a sub-sequence (xnk)k such that
mxnk ,t → mx,t as k →∞
in the weak∗ topology, for µc-almost every t ∈ K.
We will deduce this from a somewhat stronger L1-continuity result, whose precise
statement will be given in Proposition 5.8. The key ingredient in the proofs is a
result about maps on geodesically convex metric spaces that we are going to state
in Lemma 5.6 and which will also be useful at latter stages of our arguments.
A metric space N is geodesically convex if there exists τ ≥ 1 such that for every
u, v ∈ N there exist a continuous path λ : [0, 1]→ N with λ(0) = u, λ(1) = v and
(19) distN (λ(t), λ(s)) ≤ τ distN (u, v) for every s, t ∈ [0, 1].
Geodesically convex metric spaces include convex subsets of a Banach space, path
connected compact metric spaces and complete connected Riemannian manifolds,
among other examples. The spaces of maps with values in a geodesically convex
metric space are analyzed in Appendix A.
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Lemma 5.6. Let L be a geodesically convex metric space and take (K,BK , µK) to
be a probability space such that K is a normal topological space, BK is the Borel
σ-algebra of K and µK is a regular measure.
Let Hj,t : L→ L and hj : K → K, with j ∈ N and t ∈ K, be such that(
Hj,t(x)
)
j
→ x and
(
hj(t)
)
j
→ t,
uniformly in t ∈ K and x ∈ L and, moreover, the Jacobian Jhj(t) of each hj with
respect to µK is uniformly bounded. Then
lim
j
∫
distL
(
ψ(t), Hj,t ◦ ψ ◦ hj(t)
)
dµK(t) = 0
for every bounded measurable map ψ : K → L.
Proof. Take j ∈ N to be sufficiently large that dL(Hj,t(x), x) < ǫ/4 for every t and
x. Then,∫
distL(ψ,Hj,t ◦ ψ ◦ hj) dµK ≤
∫ (
distL(ψ, ψ ◦ hj)
+ distL(ψ ◦ hj , Hj,t ◦ ψ ◦ hj)
)
dµK
≤
∫
distL(ψ, ψ ◦ hj) dµK +
ǫ
4
.
Let C > 1 be a uniform bound for Jhj(t). By Proposition A.1, given ǫ > 0 there
exists a continuous map ψ˜ : K → L such that∫
distL(ψ˜, ψ) dµK <
ǫ
4C
.
Then, by change of variables,∫
distL(ψ˜ ◦ hj , ψ ◦ hj) dµK ≤ C
∫
distL(ψ˜, ψ) dµK <
ǫ
4
.
Then ∫
distL(ψ, ψ ◦ hj) dµK
≤
∫ (
distL(ψ, ψ˜) + distL(ψ˜, ψ˜ ◦ hj) + distL(ψ˜ ◦ hj , ψ ◦ hj)
)
dµK
≤
∫
distL(ψ˜, ψ˜ ◦ hj) dµK +
ǫ
2
.
By the continuity of ψ˜, increasing j if necessary,
distL(ψ˜(t), ψ˜ ◦ hj(t)) <
ǫ
4
for every t ∈ K.
The conclusion follows from these inequalities. 
Lemma 5.7. Let (xn)n be a sequence in Σ converging to some x ∈ Σ and (jn)n be a
sequence of integer numbers such that zn = σ
−jn(xn) converges to some z ∈ Σ and
(f jnzn )n converges uniformly to some g : K → K. Then g is absolutely continuous
with respect to µc with bounded Jacobian. Moreover, the Jacobians of f jnzn with
respect to µc are uniformly bounded.
SIMPLE LYAPUNOV SPECTRUM 19
Proof. By Lemma 3.5 we have that (f jnzn )∗µ
c
zn
= µcxn . Taking n → ∞ we get
that g∗µ
c
z = µ
c
x, which implies that Jµcg = ̺(x, t)/̺(z, t) is uniformly bounded.
Since, Jµcf
jn
zn
converges uniformly to Jµcg, it follows that the sequence is uniformly
bounded. 
Proposition 5.8. Let ϕ : Grass(l, d) → R be a continuous function, (xn)n be
a sequence in Σ converging to some x ∈ Σ and (jn)n be a sequence of integer
numbers such that zn = σ
−jn(xn) converges and (f
jn
zn
)n converges uniformly to
some g : K → K. Then
∫
ϕdm
xn,f
jn
zn (t)
converges to
∫
ϕdmx,g(t) in L
1(µc).
Proof. Denote tn = f
jn
zn
(t). Fix xs ∈ Σ− and let
hun = h
u
(xs,xn),(xs,x)
◦ f jnzn and H
u
n,t = H
u
(xs,x,hun(t)),(x
s,xn,tn)
.
Let M be the space of probability measures on Grass(l, d) with the distance
d(ξ, η) = sup
{∣∣∣∣
∫
φdξ −
∫
φdη
∣∣∣∣ : sup |φ| ≤ 1
}
.
This generates the weak∗ topology, and so M is compact. By Remark 3.6 and
Lemma 5.7, the Jacobians of g−1 ◦ huj with respect to µ
c are uniformly bounded.
Applying Lemma 5.6 with L = M, Hj,t =
(
Huj,t
)
∗
, hj = g
−1 ◦ huj and ψ(t) =
mˆxs,x,g(t), we get that
lim
n→∞
∫
d
(
mˆxs,x,g(t),
(
Hun,t
)
∗
mˆxs,x,hun(t)
)
dµK(t) = 0.
Observe that
(
Hun,t
)
∗
mˆxs,x,hun(t) = mˆxs,xn,tn and so the previous relation implies
that the sequence t 7→
∫
ϕdmˆxs,xn,tn converges to t 7→
∫
ϕdmˆxs,x,g(t) in L
1(µc).
Next, by the definition of the disintegration,
mx,t =
∫
ρˆ(xs, x, t)mˆxs,x,t dµ
s(xs)
and so∫
|
∫
ϕ(v)dmxn,tn −
∫
ϕ(v)dmx,g(t)| dµ
c
≤
∫ ∫
|
∫
ϕρ(xs, xn, tn)dmˆxs,xn,tn
−
∫
ϕρ(xs, x, g(t))dmˆxs,x,g(t)| dµ
c dµs.
So, noting that the integrand goes to zero as n → ∞, for every xs ∈ Σ−, the
dominated convergence theorem ensures that
lim
n→∞
∫
|
∫
ϕ(v) dmxn,tn −
∫
ϕ(v) dmx,g(t)| dµ
c = 0,
as we wanted to prove. 
The case when jn = 0 for every n ∈ N suffices for proving Proposition 5.5 (the
full statement will be needed in Section 7). Indeed, it gives that if (xn)n → x and
ϕ : Grass(l, d) → R is continuous then t 7→
∫
ϕdmxn,t converges to t 7→
∫
ϕdmx,t
in L1(µc). So, there exists a sub-sequence (nk)k such that∫
ϕdmxnk ,t →
∫
ϕdmx,t for µ
c − almost every t.
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Moreover, since the space of continuous functions is separable, one can use a di-
agonal argument (see e.g. the proof of [24, Proposition 2.1.6]) to construct such a
sub-sequence independent of ϕ. In other words,
mxnk ,t → mx,t in the weak
∗-topology, for µc − almost every t.
This proves Proposition 5.5.
Corollary 5.9. The disintegration {mx : x ∈ Σ} is continuous.
Proof. Let ϕ : K×Grass(l, d)→ R be a continuous function. Given any (xn)n → x,
we have that
|
∫
ϕdmxn −
∫
ϕdmx|
= |
∫ ∫
ϕ(t, v) dmxn,t(v)ρ(xn, t) dµ
c(t)
−
∫ ∫
ϕ(t, v) dmx,t(v)ρ(x, t) dµ
c(t)|
≤
∫
|
∫
ϕ(t, v)ρ(xn, t) dmxn,t(v) −
∫
ϕ(t, v)ρ(x, t) dmx,t(v)| dµ
c(t).
By Proposition 5.5, up to restricting to a subsequence, we may suppose that
(mxn,t)n converges to mx,t in the weak
∗ sense, for µc-almost every t. Then∫
ϕ(t, v)ρ(xn, t) dmxn,t(v)→
∫
ϕ(t, v)ρ(x, t) dmx,t(v)
for µc-almost every t. To get the conclusion it suffices to use this observation in
the previous inequality, together with dominated convergence. 
Corollary 5.10. We have mx =
∫
(F ky )∗my dν
k
x(y) for every x ∈ Σ and k ≥ 1,
where νkx is defined as
νkx =
∑
y∈σ−k(x)
1
Jνσk(y)
δy.
Proof. The F -invariance ofm gives that mx =
∫
(F ky )∗my dν
k
x(y) for ν-almost every
x, the continuity of the disintegration implies that this extends to every x ∈ Σ. 
6. Dual graphs of Grassmannian sections
Fix 1 ≤ l < d. Let w1, . . . , wl be a basis of a given subspaceW ∈ Grass(l, d). The
exterior product w1 ∧ · · · ∧wl depends on the choice of the basis, but its projective
class does not. Thus we have a well defined map
(20) Grass(l, d) →֒ PΛl(Kd), W 7→ [w1 ∧ · · · ∧wl],
which can be checked to be an embedding: it is called the Plu¨cker embedding of
Grass(l, d). The image is the projectivization of the space of l-vectors
Λlv(K
d) = {w1 ∧ w2 ∧ · · · ∧ wl ∈ Λ
l(Kd) : wi ∈ K
d for 1 ≤ i ≤ l},
which we denote by PΛlv(K
d). This is a closed subset of PΛl(Kd), and it is invariant
under the action induced on PΛl(Kd) by any linear map B : Kd → Kd. See [2,
Section 2] for more information about l-vectors.
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The geometric hyperplane HV ⊂ Grass(l, d) associated to each V ∈ Grass(d−l, d)
is the set HV of all subspaces W ∈ Grass(l, d) which are not in general position
relative to V . In other words,
HV = {W ∈ Grass(l, d) :W ∩ V 6= {0}}.
This may also be formulated using the Plu¨cker embedding (20): if v is any (d− l)-
vector representing V , then HV consists of the subspaces W ∈ Grass(l, d) repre-
sented by l-vectors w such v ∧ w = 0.
Let sec(K,Grass(l, d)) denote the space of measurable maps V from some full µc-
measure subset of K to the Grassmannian manifold of all l-dimensional subspaces
of Kd. Define the dual graph of each V ∈ sec(K,Grass(d− l, d)) to be
graphHV = {(t, v) ∈ K ×Grass(l, d) : v ∈ HV(t)}.
Let mˆ be any u-state on Mˆ ×Grass(l, d), m be its projection to M ×Grass(l, d)
and {mx : x ∈ Σ} be the Rokhlin disintegration ofm along the fibersK×Grass(l, d)
(recall Section 5.2). The purpose of this section is to prove the following fact:
Proposition 6.1. We have mx(graphHV) = 0 every V ∈ sec(K,Grass(d − l, d)),
u-state mˆ and every x ∈ Σ.
The following terminology will be useful. For each xˆ ∈ Σˆ, consider the following
push-forward maps sec(K,Grass(l, d))→ sec(K,Grass(l, d)):
(a) V 7→ FxˆV given by
FxˆV (t) = Aˆ(xˆ, s)V (s) with s = (fˆxˆ)
−1(t);
(b) V 7→ Hsxˆ,yˆV given, for yˆ ∈W
s
loc(xˆ), by
Hsxˆ,yˆV (t) = H
s
(xˆ,s),(yˆ,t)V (s) with s = h
s
yˆ,xˆ(t);
(c) V 7→ Huxˆ,yˆV given, for yˆ ∈W
u
loc(xˆ), by
Huxˆ,yˆV (t) = H
u
(xˆ,s),(yˆ,t)V (s) with s = h
u
yˆ,xˆ(t).
These are well defined because the hs and hu holonomy maps are absolutely con-
tinuous with respect to µc, as a consequence of (7).
6.1. Graphs have measure zero. Starting the proof of Proposition 6.1, recall
that each mx is a probability measure on K ×Grass(l, d), and
mx =
∫
mx,t̺(x, t) dµ
c(t),
where each mx,t is a probability measure on {(x, t)} ×Grass(l, d). Recall also that
x 7→ mx is continuous, by Corollary 5.9.
Let x ∈ Σ be fixed for the time being, and consider the functions
G : K ×Grass(d− l, d)→ R, G (t, V ) = mx,t(HV ) and
g : K → R, g(t) = sup{mx,t(HZ) : Z ∈ Grass(d− l, d)}.
Lemma 6.2. G : K × Grass(d − l, d) → R and g(t) : K → R are measurable
functions.
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Proof. Let P1 ≺ P2 ≺ · · · be an increasing sequence of finite partitions of Grass(d−
l, d) such that P = ∨i∈NP i is the partition into points (that such a sequence exists
is clear, e.g., because the Grassmannian is compact). Write P i = {P i1, · · · , P
i
ni
}
and then define
Gn : K ×Grass(d− l, d)→ R, Gn(t, V ) =
nj∑
j=1
mx,t(HP
n
j )χPnj (V )
where χB : Grass(d− l, d)→ R denotes the characteristic function of a measurable
setB ⊂ Grass(d−l, d). By the Rokhlin disintegration theorem, each t 7→ mx,t(HPnj )
is a measurable function. It follows that Gn is measurable for every n. Moreover,
(Gn)n converges to G at every point. Thus, G is measurable. Analogously,
gn : K → R, gn(t, V ) = max{mx,t(HP
n
j ) : j = 1, . . . , n}
is measurable for every n, and (gn)n converges pointwise to g. Thus the map g is
measurable. 
For each fixed t ∈ K, the function V 7→ G(t, V ) is upper semicontinuous: if
(Vn)n converges to V then HVn is contained in a small neighborhood of HV , for
every large n, and then mx,t(HVn) can not be much larger than mx,t(HV ). Since
Grass(d− l, d) is compact, it follows that the set
Γ(t) = {V ∈ Grass(d− l, d) : G(t, V ) = g(t)}
is compact and non-empty (the supremum in the definition of g is attained) for
every t ∈ K.
Theorem 6.3 (Theorem III.30 in [9]). Let (X,B, µ) be a complete probability space
and Y be a separable complete metric space. Denote by B(Y ) the Borel σ−algebra
of Y . Let κ(Y ) be the space of compact subsets of Y , with the Hausdorff topology.
The following are equivalent:
(1) a map x→ Kx from X to κ(Y ) is measurable;
(2) its graph {(x, y) ∈ X × Y : y ∈ Kx} is in B⊗B(Y );
(3) {x ∈ X : Kx ∩ U 6= ∅} ∈ B for any open set U ⊂ Y .
Moreover, any of these conditions implies that there exists a measurable map σ :
X → Y such that σ(x) ∈ Kx for every x ∈ X.
Lemma 6.4. A given V ∈ sec(K,Grass(d− l, d)) realizes the supremum of{
mx(graphHV) : V ∈ sec(K,Grass(d− l, d))
}
if and only if V(t) ∈ Γ(t) for µc-almost every t ∈ K. Moreover, there exists some
Vx ∈ sec(K,Grass(d− l, d)) that does realize this supremum.
Proof. By Lemma 6.2, the set
{(t, V ) : V ∈ Γ(t)} = {(t, V ) : G(t, V ) = g(t)}
is a measurable subset of K × Grass(d − l, d). Compare the second condition in
Theorem 6.3. Thus, from the last claim in the theorem, there exists some measur-
able map Vx : K → Grass(d− l, d) such that Vx(t) ∈ Γ(t) for every t ∈ K. In other
words,
mx,t(HVx(t)) = G
(
t,Vx(t)
)
= g(t) = sup
Z
mx,t(HZ)
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for every t ∈ K. Given any V ∈ sec(K,Grass(d− l, d)) we have
(21)
mx(graphHV) =
∫
mx,t(HV(t))̺(x, t) dµ
c(t)
≤
∫
sup
Z
mx,t(HZ)̺(x, t) dµ
c(t)
=
∫
mx,t(HVx(t))̺(x, t) dµ
c(t) = mx(graphHVx).
Thus, Vx does realize the supremum. Moreover, (21) is an equality if and only if
G(x,V(t)) = g(t) for µc-almost every t ∈ K. 
So far, we kept x ∈ Σ fixed. The next proposition shows that the supremum in
Lemma 6.4 is actually independent of x. Denote
γ = sup{mx(graphHV) : V ∈ sec(K,Grass(d− l, d)), x ∈ Σ}.
Proposition 6.5. sup{mx(graphHV) : V ∈ sec(K,Grass(d − l, d))} = γ for every
x ∈ Σ.
Proof. Given any cylinder [J ] ⊂ Σ, choose a positive constant c < µ([J ])/κ, where
κ > 0 is the constant in (18). Consider any x˜ ∈ Σ and V˜ ∈ sec(K,Grass(d− l, d)).
For each k ≥ 1 and y ∈ σ−k(x˜), define Vky ∈ sec(K,Grass(d− l, d)) by
Fkyˆ V
k
y = V˜, that is, A
k(t, y)Vky (t) = V˜(f
k
y (t)) for each t ∈ K.
By Corollary 5.10, mx˜(graphHV˜) =
∫
my(graphHVky ) dµ
u
k,x˜(y) and so
mx˜(graphHV˜) ≤ µ
u
k,x˜([J ]) sup{mx(graphHV) : V ∈ sec(K,Grass(d− l, d)), x ∈ [J ]}
+ (1− µuk,x˜([J ]))γ.
By (18), there exist arbitrary large values of k such that µuk,x˜([J ]) ≥ c. Thus
mx˜(graphHV˜) ≤ c sup{mx(graphHV) : V ∈ sec(K,Grass(d− l, d)), x ∈ [J ]}}
+ (1 − c)γ.
Varying x˜ ∈ Σ and V˜ ∈ sec(K,Grass(d − l, d)), we can make the left-hand side
arbitrarily close to γ. It follows that
sup{mx(graphHV) : V ∈ sec(K,Grass(d− l, d)), x ∈ [J ]} ≥ γ.
The converse inequality is obvious. Thus, we have shown that the supremum over
any cylinder [J ] coincides with γ.
So, given any x ∈ Σ we may find a sequence (xn)n → x such that the sequence
(mxn(graphHVxn))n converges to γ, where (cf. Lemma 6.4) each Vxn realizes the
supremum at xn. Moreover, by Proposition 5.5, up to restricting to a subsequence
we may assume that (mxn,t)n → mx,t for every t in some full µ
c-measure setX ⊂ K.
Then
(22)
γ = lim
n
mxn(graphHVxn)
= lim
n
∫
mxn,t(HVxn(t))̺(xn, t) dµ
c(t)
≤
∫
lim sup
n
mxn,t(HVxn(t))̺(xn, t) dµ
c(t).
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For each fixed t ∈ X , consider a sub-sequence (xnk)k along which the lim sup is
realized. It is no restriction to suppose that (Vxnk (t))n converges to some V ∈
Grass(d− l, d) as k →∞. For any ǫ > 0, let Vǫ be the closed ǫ-neighborhood of V .
The fact that Vxnk (t) ⊂ Vǫ for every large k implies that
lim sup
k
mxnk ,t(HVxnk (t)) ≤ lim sup
k
mxnk ,t(HVǫ) ≤ mx,t(HVǫ)
(because Vǫ is closed). Thus, making ǫ→ 0 on the right-hand side,
lim sup
k
mxnk ,t(HVxnk (t)) ≤ mx,t(HV ) ≤ mx,t(HVx(t)).
Replacing this in (22), we find that γ ≤
∫
mx,t(HVx(t))̺(x, t) dµc(t) as claimed. 
Having proved Proposition 6.5, the proofs of the following two lemmas are anal-
ogous to those of Lemmas 5.2 and 5.3 in [7], and so we omit them.
Lemma 6.6. Given any x ∈ Σ and V ∈ sec(K,Grass(d − l, d)), we have that
mx(graphHV) = γ if and only if my(graphHF
−1
yˆ (V)) = γ for every y ∈ σ
−1(x).
As introduced in Section 3.2, let {νˆx : x ∈ Σ} be the disintegration of νˆ = (π1)∗µˆ
with respect to the partition into stable sets {Σ− × {x} : x ∈ Σ}. Observe that
every νˆx is equivalent to µ
s.
Lemma 6.7. For any x ∈ Σ and any V ∈ sec(K,Grass(d− l, d)) we have that
mˆxˆ(graphHW) ≤ γ for νˆx almost every xˆ ∈ W
s
loc(x).
Hence, mx (graphHW) = γ if and only if mˆxˆ(graphHW) = γ for νˆx-almost every
xˆ ∈ W sloc(x).
6.2. Sections over a periodic point. Let pˆ be a fixed (or periodic) point of σˆ
and zˆ be a homoclinic point associated to pˆ. More precisely, we fix zˆ and ı ≥ 1
such that zˆ ∈Wuloc(pˆ) and σˆ
ı(zˆ) ∈ W sloc(pˆ). Denote p = P (pˆ) and z = P (zˆ).
By the pinching hypothesis in Section 2.6, the Oseledets decomposition of F
restricted to K has the form E1(t) ⊕ · · · ⊕ Ed(t), at µc-almost every t ∈ K, with
dimEi(t) = 1 for every i. Fix a measurable family e1(t), . . . , ed(t) of bases of Kd
with ei(t) ∈ Ei(t) for every i. The matrices of the iterates Aj(p, t) relative to these
bases are diagonal:
Aj(p, t) =


a1,j(t) 0
... 0
0 a2,j(t)
... 0
· · · · · ·
. . . · · ·
0 0
... ad,j(t)


.
We are going to use the associated linear bases of Λ(d−l)(Kd) and Λl(Kd), defined
at µc-almost every t ∈ K by
(23) {eI(t) = ei1(t) ∧ · · · ∧ eid−l(t), for I = {i1 < · · · < id−l}}
and
(24) {eJ(t) = ej1(t) ∧ · · · ∧ ejl(t), for J = {j1 < · · · < jl}}
respectively.
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By Lemma 6.4 and Proposition 6.5, we may choose V0 ∈ sec(K,Grass(d− l, d))
such that mp
(
graphHV0
)
= γ. Define Vj = F−jp V
0 for j ≥ 1. By Proposition 6.6,
we also have mp
(
graphHVj
)
= γ for every j ≥ 1. Let V 0 : K → Λ(d−l)(Kd)
be a representative of V0 ∈ sec(K,Grass(d − l, d)), in the sense that V0(t) is the
projective class of V 0(t) for each t. Then denote V j = F−jp V
0 for each j ≥ 1.
Expressing V 0 in terms of the linear bases (23) of Λ(d−l)(Kd),
V 0(t) =
∑
I=i1,...,id−l
vI(t)e
I(t),
we find that
V j(t) =
∑
I=i1,...,id−l
vI(f
j
p (t))
aI,j(t)
eI(t),
with aI,j(t) = ai1,j(t) · · · aid−l,j(t). Note that limj(1/j) log |ai,j | = λi, and so
(25) lim
j
1
j
log |aI,j | = λi1 + · · ·+ λid−l .
Order the multi-indices
I = {i1 < · · · < id−l}
in such a way that the sums λi1 + · · ·+λid−l are in increasing order (by the pinching
condition these sums are all distinct).
Let I˜ = {i˜1, · · · , i˜d−l} be the first multi-index, in this ordering, for which vI˜ is
not essentially zero. In what follows we assume that fp is ergodic for µ
c. Then I˜
is the same for every t ∈ K in a full µc-measure set. The non-ergodic case can be
reduced to this one by ergodic decomposition.
Lemma 6.8. The section t 7→ E I˜(t) satisfies mp
(
graphHE I˜
)
= γ.
Proof. By the Birkhoff ergodic theorem,
lim
n
1
n
n−1∑
j=0
|vI˜
(
f jp(t)
)
| =
∫
|vI˜ |dµ
c
p,
for µcp-almost every t ∈ K. So, there exist some δ > 0 such that
lim
n
1
n
n−1∑
j=0
|vI˜
(
f jp (t)
)
| > δ > 0
for every t in some full µcp-measure set. For any t in that set we may consider a
sub-sequence (jk)k such that |vI˜(f
jk
p )| > δ > 0. Then
lim
k
1
‖V jk(t)‖
V jk(t) = eI˜(t),
and so
lim
k
Vjk(t) = E i˜1(t) + E i˜2(t) + · · ·+ E i˜d−l(t) = E I˜(t)
for µc-almost every t. We also have that mp,t
(
Vj(t)
)
= supV mp,t (V ), and then
Lemma 6.4 implies that mp,t(E
I˜(t)) = supV mp,t (V ) for µ
c-almost every t, as we
claimed. 
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This means that, from the start, we may take V 0(t) to coincide with one of the
invariant sections E I˜t given by the Oseledets decomposition, for µ
c
p-almost every
t ∈ K. Define V ′ = F−ız V
0. We have that mz (graphHV ′) = γ and, by Lemma 6.7,
mˆ(zu,z) (graphHV
′) = γ for µs-almost all (zu, z) ∈ W sloc(zˆ). For each (x
s, p) ∈
W sloc(pˆ), define V(xs,p) = H
u
(xs,z),(xs,p) (V
′), where (xs, z) is the unique point in
Wuloc((x
s, p)) ∩W sloc(zˆ). Since mˆ is a u-state, and h
u
zˆ,pˆ∗
µczˆ = µ
c
pˆ, this implies that
(26) mˆ(xs,p)(V(xs,p)) = γ for µ
s-almost every (xs, p) ∈W sloc(p).
Denote Vj(xs,p) = F
−j
(xs,p)Vσˆj((xs,p)) for each (x
s, p) and j ≥ 1. In particular, Vjpˆ =
F−jpˆ Vpˆ. We are going to prove that for a large set of js the V
j
pˆ have no intersection.
Proposition 6.9. There exists N ≥ 1 such that for every M ∈ N and δ > 0 there
exist m1 < m2 < · · · < mM and K˜ ⊂ K, with µ(K˜) > 1 − δ and V
mk1
pˆ (t) ∩ · · · ∩
V
mkN
pˆ (t) = ∅ for any choice of mk1 < mk2 < · · · < mkN and t ∈ K˜.
Proof. Let Vpˆ : K → Λ
(d−l)(Kd) be such that Vpˆ(t) is a unitary d − l vector that
represents Vpˆ(t) in Λ(d−l)(Kd). We can write it as
Vpˆ(t) =
∑
I
vI(t)e
I
pˆ(t).
Then
F−jpˆ Vpˆ(t) = A
j(pˆ, t)
−1
Vpˆ
(
f jp (t)
)
=
∑
I
vI
(
f jp (t)
)
aI,j(t)
eIpˆ(t)
Let N = dimΛl(Kd). Given any m1 < m2 < · · · < mN and t ∈ K such that
Vm1pˆ (t) ∩ · · · ∩ V
mN
pˆ (t) 6= ∅, there is some non-zero W (t) ∈ Λ
l(Kd) such that
(27) W (t) ∧ F−mkpˆ Vpˆ(t) = 0.
Write
W (t) =
∑
I
ωI(t)e
J
pˆ (t) where J = {1, 2, . . . , l} \ I.
Then (27) can be written as
∑
I
vI (f
mk(t))
aJ,mk(t)
ωI(t)̟I = 0,
for every 1 ≤ k ≤ N , where ̟I = ±1 is the sign of e
i1
pˆ (t) ∧ · · · ∧ e
id−l
pˆ (t) ∧ e
j1
pˆ (t) ∧
· · · ∧ e
jd−l
pˆ (t). This may be written as
(28) B(t)x = 0
where
(29) B(t) =


vI1 (f
m1(t))
aI1,m1(t)
. . .
vIN (f
m1 (t))
aIN ,m1 (t)
...
...
...
vI1 (f
mN (t))
aI1,mN (t)
. . .
vIN (f
mN (t))
aIN ,mN (t)


and x = (̟I1ωI1 , . . . , ̟INωIN )
T
.
So, in order to prove that the intersection is necessarily empty, it suffices to show
that (28) has no non-zero solutions, in other words, that detB(t) 6= 0. We are
going to use the following fact:
SIMPLE LYAPUNOV SPECTRUM 27
Lemma 6.10. Let bni : K → K, for 1 ≤ i ≤ d and n ∈ N, be measurable functions
and suppose there exist χ1 < χ2 < · · · < χd such that
(30) lim
n
1
n
log |bni (t)| = χi for µ
c-almost every t.
Then for every M ∈ N and δ > 0 there exist n1 < n2 < · · · < nM and K˜ ⊂ K with
µ(K˜) > 1 − δ, such that for any choice of a set {k1, · · · , kd} ⊂ {1, . . . ,M} with
k1 < · · · < kd, the matrix
B(t) ∈ Kd×d, Bi,j(t) = b
nkj
i (t),
has non-zero determinant for every t ∈ K˜
For the proof we need the following simple algebraic fact:
Lemma 6.11. Let C = (cji )1≤i,j≤d be a square matrix with c
1
i 6= 0 for every
i = 1, . . . , d. Then
detC =
d∏
i=1
c1i · detE
where E = (eji )2≤i,j≤d is defined by
(31) eji =
cji
c1i
−
cj1
c11
.
Proof. The assumption ensures that we may write
detC = c11 . . . c
1
d


1 1 . . . 1
c21
c1
1
c22
c1
2
. . .
c2d
c1
d
...
...
. . .
...
cd1
c1
1
cd2
c1
2
. . .
cdd
c1
d


.
Subtracting the first column from each one of the others, we end up with
detC = c11 . . . c
1
d


e22 . . . e
2
d
...
. . .
...
ed2 . . . e
d
d

 ,
as claimed. 
Proof of Lemma 6.10. Let us write b1,ni = b
n
i for i = 1, . . . , d and n ≥ 1. The
hypothesis (30) implies that there exist n1 ≥ 1 and K1 ⊂ K with µ(K1) > 1− δ/M
such that
(32) b1,ni (t) 6= 0 for n ≥ n1, t ∈ K1 and i = 1, . . . , d.
Let n1 be fixed and define (compare (31))
(33) b2,n,n1i (t) =
b1,ni (t)
b1,n1i (t)
−
b1,n1 (t)
b1,n11 (t)
for i = 2, . . . , d and n > n1.
From (30), and the observation that χi > χ1, we get that
(34) lim
n
1
n
log |b2,n,n1i (t)| = limn
1
n
log |b1,ni (t)| = χi.
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In particular, there exists n2 > n1 and K2 ⊂ K1 with µ(K2) > 1− 2δ/M such that
(35) b2,n,n1i (t) 6= 0 and b
1,n
i (t) 6= 0 for n ≥ n2, t ∈ K2 and i = 2, . . . , d
(the second condition follows immediately from (32) and the fact that n2 > n1, but
we mention it explicitly, for consistency with what follows).
Next, proceed by induction on l ≤M : Suppose that we have defined an increas-
ing sequence of numbers n1 < · · · < nl, a decreasing sequence of sets Kl ⊃ · · · ⊃ K1
with µ(Kl) > 1 − lδ/M , and for every 1 ≤ j ≤ max{l, d} a family of measurable
functions b
j,nkj ,...,nk1
i : Kl → K \ {0} with 1 ≤ k1 < · · · < kj ≤ l satisfying the
following relation:
(36) b
j,nkj ,...,nk1
i (t) =
b
j−1,nkj ,nkj−2 ,...,nk1
i (t)
b
j−1,nkj−1 ,...,nk1
i (t)
−
b
j−1,nkj ,nkj−2 ,...,nk1
j−1 (t)
b
j−1,nkj−1 ,...,nk1
j−1 (t)
,
for i = j, . . . , d and t ∈ Kl.
Suppose l < M . Fix, 1 < j ≤ max{l + 1, d} and 1 ≤ k1 < · · · < kj ≤ l, define
the functions b
j+1,n,nkj ,...,nk1
i : Kl → K inductively by
(37) b
j+1,n,nkj ,...,nk1
i (t) =
b
j,n,nkj−1 ,nkj−2 ,...,nk1
i (t)
b
j,nkj ,...,nk1
i (t)
−
b
j,n,nkj−1 ,nkj−2 ,...,nk1
j (t)
b
j,nkj ,...,nk1
j (t)
for i = j+1, . . . , d, t ∈ Kl and n ≥ nl. Then, arguing as in (34) and using induction
on j,
(38) lim
n
1
n
log |b
j+1,n,nkj ,...,nk1
i (t)| = χi.
Hence we can find nl+1 > nl and Kl+1 ⊂ Kl with
µ(Kl+1) > 1− (l + 1)δ/M
such that, for every 1 < j ≤ max{l+ 1, d} and 1 ≤ k1 < · · · < kj ≤ l,
b
j+1,nl+1,nkj ,...,nk1
i (t) 6= 0 for i = j + 1, . . . , d and t ∈ Kl+1.
Now fix {k1, · · · , kd} ⊂ {1, . . . ,M} with k1 < · · · < kd, and define for t ∈ KM
the matrix
B(t) ∈ Kd×d, Bi,j(t) = b
nkj
i (t).
Then, in view of the recursive relations (36)–(37), we may apply Lemma 6.11 d-
times to C = B(t) to conclude that
detB(t) =
d∏
i=1
b
1,nk1
i (t)
d∏
i=2
b
2,nk2 ,nk1
i (t) · · ·
d∏
i=d
b
d,nkd ,...,nk1
i (t).
This completes our argument.

Let us go back to proving Proposition 6.9. The twisting condition (Section 2.6),
implies that
lim
n
1
n
log |vI(f
n(t))| = 0 for µc-almost every t ∈ K
SIMPLE LYAPUNOV SPECTRUM 29
and I = {i1 < · · · < id−l}. Then, by (25),
lim
n
1
n
log
|vI(fn(t))|
|aI,n(t)|
= −(λi1 + · · ·+ λid−l) for µ
c-almost every t ∈ K.
The pinching condition ensures that these sums are all distinct. Then we may apply
Lemma 6.10 to the functions
bni (t) =
vIi (f
n(t))
aIi,n(t)
.
We get that there exist m1 < · · · < mM and K˜ ⊂ K with µ(K˜) > 1 − δ such that
for every {k1, · · · , kd} ⊂ {1, . . . ,M} with k1 < · · · < kd, the matrix B(t) defined in
(29) is invertible for every t ∈ KM . 
Proof of Proposition 6.1. Assume for the sake of contradiction that γ > 0. Then let
2δ < γ and take C > 0 large enough that C(γ − 2δ) > 1. Consider the sequence of
integers I = {n1, n2, . . . , nCN} given by Proposition 6.9. Then there exists K˜ ⊂ K
with µc(K) > 1− δ such that
(39) Vnk1 (t) ∩ · · · ∩ VnkN (t) = ∅
for every t ∈ K˜ and every {k1 < · · · < kN} ⊂ {1, . . . , CN}.
First, suppose that mˆpˆ(graphHV
j
pˆ) = γ. The property (39) means that the sets
Vnki (t) are N -wise disjoint for every t ∈ K˜. Then,
mˆpˆ
( ⋃
j∈I
graphHVjpˆ
)
≥ mˆpˆ
( ⋃
j∈I
graphHVjpˆ | K˜
)
≥
1
N
∑
I
mˆpˆ
(
graphHVjpˆ | K˜
)
≥ C(γ − δ) > 1.
This is a contradiction because the measure mˆpˆ is a probability.
Now we treat the general case. By (26), mˆ(xs,p)(graphHV
nj
(xs,p)) = γ for ev-
ery j and µs-almost every (xs, p) ∈ W sloc(p). In particular, we may a sequence(
(xsk, p)
)
k
→ pˆ with that property. Moreover, let Bk(t) be the matrix defined by
a system of equations as in (29), with coefficients depending on Vni(xs
k
,p) instead of
Vnipˆ . Keep in mind that, by definition,
V(xs
k
,p) = H
u
(xs
k
,z),(xs
k
,p)(V
′).
The sequence Hu(xs
k
,z),(xs
k
,p) converges uniformly to H
u
zˆ,pˆ when k → ∞. Let Vpˆ =
Huzˆ,pˆ(V
′). By Lemma 5.6 (together with the observation that L1 convergence implies
convergence almost everywhere over some subsequence), up to restricting to some
subsequence of values of k we have
lim
k
Vni(xs
k
,p)(t) = V
ni
pˆ (t) for µ
c-almost every t ∈ K.
This proves that Bk converges almost everywhere to B.
Recall that detB(t) 6= 0 for every t ∈ K˜, by Lemma 6.10. Then, there exist
L˜ ⊂ K˜ with µc(L˜) > 1 − 2δ and k0 ≥ 1 such that detBk(t) 6= 0 for every t ∈ L˜
and k ≥ k0. Then, applying the previous argument with (x
s, p) and Bk instead of
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pˆ and B, we get that
mˆ(xs
k
,p)
( ⋃
j∈I
graphHVj(xs
k
,p)
)
≥
1
N
∑
I
mˆ(xs
k
,p)
(
graphHVj(xs
k
,p) | L˜
)
≥ C(γ − 2δ) > 1
for every k ≥ k0. Thus, again we get a contradiction (because mˆ(xs
k
,p) is a proba-
bility). 
7. Convergence to Dirac measures
The goal of this section is to prove the following theorem:
Theorem 7.1. There exists a measurable map ξ : Mˆ → Grass(l, d) such that, given
any u-state mˆ on Mˆ ×Grass(l, d), we have
mˆxˆ,t = δξ(xˆ,t) for µˆ-almost every (xˆ, t) ∈ Mˆ .
In particular, there exists a unique u-state.
7.1. Quasi-projective maps. We begin by recalling the notion of quasi-projective
map, which was introduced by Furstenberg [12] and extended by Gol’dsheid, Mar-
gulis [14]. See also [2, Section 2.3] for a related discussion.
Let v 7→ [v] be the canonical projection fromKd minus the origin to the projective
space PKd. We call P# : PK
d → PKd a projective map if there is some P ∈ GL(d,K)
that induces P# through P#([v]) = [P (v)]. The space of projective maps has
a natural compactification, the space of quasi-projective maps, defined as follows.
The quasi-projective mapQ# induced in PK
d by a non-zero, possibly non-invertible,
linear map Q : Kd → Kd is given by
Q#([v]) = [Q(v)].
Observe that Q# is well defined and continuous on the complement of the kernel
kerQ# = {[v] : v ∈ kerQ}.
More generally, one calls P# : Grass(l, d)→ Grass(l, d) a projective map if there
is P ∈ GL(d,K) that induces P# through P#(ξ) = P (ξ). Furthermore, the quasi-
projective map Q# induced in Grass(l, d) by a non-zero, possibly non-invertible,
linear map Q : Kd → Kd is given by
Q#ξ = Q(ξ).
Observe that Q# is well defined and continuous on the complement of the kernel
kerQ# = {ξ ∈ Grass(l, d) : ξ ∩ kerQ 6= {0}}.
The space of quasi-projective maps inherits a topology from the space of non-
zero linear maps, through the natural projection Q 7→ Q#. Clearly, every quasi-
projective map Q# is induced by some linear map Q such that ‖Q‖ = 1. It
follows that the space of quasi-projective maps on any Grass(l, d) is compact for
this topology.
The following two lemmas are borrowed from Section 2.3 of [2]:
Lemma 7.2. The kernel kerQ# of any quasi-projective map is contained in some
hyperplane of Grass(l, d).
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Lemma 7.3. If (Pn)n is a sequence of projective maps converging to some quasi-
projective map Q of Grass(l, d), and (νn)n is a sequence of probability measures in
Grass(l, d) converging weakly to some probability ν with ν(kerQ) = 0, then (Pn)∗νn
converges weakly to Q∗ν.
7.2. Convergence. Recall that, given 1 ≤ l ≤ d− 1 and 1 ≤ i1 < · · · < il ≤ d, we
write
Ei1,...,il(t) = Ei1(t) ∧ · · · ∧Eil(t) ∈ Λl(Kd)
for every t ∈ K such that the Oseledets subspaces Eit are defined. By a slight abuse
of language, we also denote by Ei1,...,il(t) the associated vector subspace, that is,
Ei1 (t)⊕ · · · ⊕ Eil(t) ∈ Grass(l, d).
In this way, each Ei1,...,il becomes an element of sec(K,Grass(l, d)).
Let pˆ ∈ Σˆ be the fixed point of σˆ and zˆ ∈ Σˆ be a homoclinic point of pˆ with
zˆ ∈ Wuloc(pˆ). Fix ı ∈ N such that σˆ
ı(zˆ) ∈ W sloc(pˆ). For each k ≥ 0, denote
zˆk = σˆ
−k(zˆ) and zk = P (zˆk). Observe that fˆzˆk = fzk and, similarly, Aˆ(pˆ, t) =
A(p, t). We take advantage of this fact to simplify the notations a bit (removing
“hats) in the arguments that follow. Recall that, given yˆ ∈ Wuloc(xˆ), t ∈ K and
V ∈ sec(K,Grass(l, d)), we take Huxˆ,yˆV ∈ sec(K,Grass(l, d)) to be defined by
Huxˆ,yˆV (t) = H
u
(xˆ,s),(yˆ,t)V (s) with s = h
u
yˆ,xˆ(t).
Proposition 7.4. Let η = Hupˆ,zˆE
1,...,l ∈ sec(K,Grass(l, d)). For every sequence
(kj)j →∞ there exists a sub-sequence (k′i)i such that
lim
i→∞
Ak
′
i
(
zk′
i
, tk′
i
)
∗
mzk′
i
,tk′
i
= δη(t), where tk = (f
k
zk
)−1(t),
for µc-almost every t ∈ K.
Proof. To simplify our notations, let h = huzˆ,pˆ and hk = h
u
zˆk,pˆ
. Observe that
fkzk = h
u
pˆ,zˆ ◦ f
k
p ◦ hk and
Ak(zk, tk) = H
u
(pˆ,h(t)),(zˆ,t)A
k(p, hk(tk))H
u
(zˆk,tk),(pˆ,hk(tk))
.
So
(
Akzk,tk
)
∗
mzk,tk is equal to(
Hu(pˆ,h(t)),(zˆ,t)A
k(p, hk(tk))
)(
Hu(zˆk,tk),(pˆ,hk(tk))
)
∗
mzk,tk .
Note that Hu(zˆk,tk),(pˆ,hk(tk)) converges uniformly to the identity map id, because zˆk
converges to pˆ.
Let K0 ⊂ K be a full µ
c-measure such that the conclusion of the Oseledets
theorem holds at (pˆ, t) for every t ∈ K0. We claim that for any t ∈ K0 and every
sub-sequence of
Ak(p, hk(tk))
that converges, the limit is a quasi-projective transformation Q# that maps every
point outside kerQ# to E
1,...,l(hk(tk)) ∈ Grass(l, d). This can be seen as follows.
Given w ∈ Λl(Kd) and k ≥ 1, we may write
w =
⊕
1≤i1<···<il≤d
wi1,...,ilk E
i1,...,il
(
(fkp )
−1hzˆ,pˆ(t)
)
with coefficients w1k, . . . , w
N
k ∈ K. It follows from the sub-exponential decay of
angles of the Oseledets splitting that |wik| grows sub-exponentially in k for every
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i = 1, . . . , N . Recall that (fkp )
−1(h(t)) = hk(tk). Then, the action of A
k(p, hk(tk))
in the projectivization of the exterior power is given by
Ak(p, hk(tk))w =
N⊕
j=1
wjk
∥∥∥Ak(p, (fkp )−1(h(t))) | EIj(fkp )−1(h(t)
∥∥∥∥∥Ak(p, (fkp )−1(h(t))∥∥ E
Ij
h(t).
The quotient of the norms converges to zero for any j > 1. Thus, we have that
either Ak(p, hk(tk))w → E
I1
h(t) or A
k(p, hk(tk))w → 0. The latter case means that
w is in the kernel of the limit. Thus, any limit quasi-projective transformation does
map the complement of the kernel to EI1
h(t), as claimed.
As an immediate consequence we get that for any t ∈ K0 and every sub-sequence
of
Hu(pˆ,h(t)),(zˆ,t)A
k(p, hk(tk))
that converges, the limit is a quasi-projective transformation that maps every point
outside the kernel to Hu(pˆ,h(t)),(zˆ,t)E
I1
h(t).
By Remark 2.1, the family {fnzk : n, k ≥ 1} is equicontinuous. Using Arzela-
Ascoli, it follows that we can find a sub-sequence of (kj)j along which the family
(fkzk)
−1 converges to some g : K → K. Then, by Proposition 5.5, there exists a
further subsequence (k′i)i and a full µ
c-measure set K1 ⊂ K such that
mzk′
i
,tk′
i
→ mp,g(t)
for every t ∈ K1.
By Proposition 6.1 and Lemma 5.7, there exists a full µc-measure set K2 ⊂ K
such that mp,g(t) gives zero weight to every hyperplane of Grass(l, d) for every
t ∈ K2. Then, by Lemma 7.3 and the previous observations,
lim
k→∞
Ak(zk, tk)∗mzk,tk = δη(t)
along any sub-sequence such that Ak(zk, tk) converges. This yields the claim of the
proposition. 
Remark 7.5. The argument remains valid when one replaces the homoclinic point
zˆ by any other point in Wu(pˆ).
It follows from Proposition 4.3 that there is a full µs × µu-measure subset of
points xˆ ∈ Σˆ such that
(40) lim
n→∞
An(xn, t
xˆ
n)∗mxn,txˆn = mˆxˆ,t
for µc-almost every t ∈ K, xn = P
(
σˆ−n(xˆ)
)
and txˆn = (f
n
xn
)−1(t). Since the shift is
ergodic with respect to the projection of µˆ on Σˆ, one may also require that
lim
j→∞
σˆ−nj (xˆ) = zˆ.
for some sub-sequence (nj)j →∞.
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Fix any xˆ ∈ Σˆ such that both conditions hold. Let k ≥ 1 be fixed, for the time
being. Then (40) implies that
(41)
lim
j→∞
Anj (xnj , t
xˆ
nj
)∗mxnj ,txˆnj
= lim
j→∞
Anj+k(xnj+k, t
xˆ
nj+k)∗mxnj+k,t
xˆ
nj+k
= lim
j→∞
Anj (xnj , t
xˆ
nj
)∗A
k(xnj+k, t
xˆ
nj+k)∗mxnj+k,t
xˆ
nj+k
.
Note also that, by definition,
txˆnj = f
k
xnj+k
(txˆnj+k).
We use once more the fact that {fˆnxˆ : n ∈ Z and xˆ ∈ Σˆ} is equicontinuous
(Remark 3.2). Using Ascoli-Arzela, it follows that the exists a sequence (nj)j →∞
such that (f
nj
xnj
)−1j converges to some g : K → K. Up to further restricting to a
sub-sequence if necessary, Proposition 5.8 ensures that
mxnj+k,t
xˆ
nj+k
converges to mzk,g(t)zˆk for µ
c-almost every t,
where zk = P
(
σˆ−k(zˆ)
)
and g(t)zˆk = (f
k
zk
)−1(g(t)).
Fix any t ∈ K such that the previous claims are fulfilled. Let (n′i)i be any sub-
sequence of (nj)j such that A
n′i
(
xn′
i
, tx
n′
i
)
converges to some quasi-projective map
Q : Grass(l, d)→ Grass(l, d). Then (41) may be written as
Q∗A
k
(
zk, g(t)
zˆ
k
)
∗
mzk,g(t)zˆk
If η(g(t)) /∈ kerQ then, making k →∞, we may use Lemma 7.3 and Proposition 7.4
to conclude that mˆx,t = δQη(g(t)). This gives the conclusion of Theorem 7.1 under
this assumption.
Let us show that we can always reduce the proof to this case. Recall that ı ∈ Z
was chosen so that σˆı(zˆ) ∈ W sloc(pˆ). Define yˆ, wˆ ∈ Σˆ by
σˆnj+k(yˆ) ∈Wuloc(σˆ
ı(zˆ)) ∩W sloc(xnj+k) and σˆ
ı(wˆ) ∈ Wuloc(σˆ
ı(zˆ)) ∩W sloc(zk).
Note that yˆ depends on k and j and wˆ that depends on k. We denote y = P (yˆ)
and w = P (wˆ). Moreover, yn = P (σˆ
−n(yˆ)) and wn = P (σˆ
−n(wˆ)) for each n ≥ 0
Let m ∈ N be fixed, for the time being. We have that xi = yi with 0 ≤ i ≤ nj + k.
So,
σˆı+m
(
P (σˆ−nj−k−ı−m(yˆ))
)
= ynj+k = xnj+k.
Also σˆ−nj−k(y)→ σˆı(wˆ), and so σˆ−nj−k−ı−m(y)→ σˆ−m(wˆ) when j →∞. There-
fore, by Propositions 4.3
mˆxˆ,t = lim
j→∞
Anj+k
(
xnj+k, t
x
nj+k
)
∗
mxnj+k,txnj+k
= lim
j→∞
Amj
(
ymj , t
yˆ
mj
)
∗
m
ymj ,t
yˆ
mj
where mj = nj + k + ı+m. The last expression may be rewritten as
Anj
(
xnj , t
xˆ
nj
)
∗
Ak+ı
(
ynj+k+ı, t
yˆ
ynj+k+ı
)
∗
Am
(
ymj , t
yˆ
mj
)
∗
m
ymj ,t
yˆ
mj
.
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Making j →∞, (
fnj+k+ıynj+k+ı
)−1
→
(
fk+ıwˆ
)−1
◦ g
Ak+ı
(
ynj+k+ı, t
yˆ
ynj+k+ı
)
→ Ak+ı
(
w,
(
fk+ıw
)−1
g(t)
)
Am
(
ymj , t
yˆ
mj
)
→ Am
(
wm,
(
fk+ı+mwm
)−1
g(t)
)
and, restricting to a sub-sequence if necessary,
m
ymj ,t
yˆ
mj
→ m
wm,
(
f
k+ı+m
wm
)−1
g(t)
for µc-almost every t.
Lemma 7.6. Denote η˜(s) = Hu
(pˆ,h˜(s)),(wˆ,s)
EI1
h˜(s)
with h˜(s) = huwˆ,pˆ(s). Then there
exists a full µc-measure set K˜ ⊂ K and a sub-sequence (kj)j such that for every
t ∈ K˜ there exists a sub-sequence (n′i = n
′
i(t))i of (nj)j(t) such that
An
′
i
(
xn′
i
, txˆn′i
)
◦Ak+ı
(
yn′
i
+kj+ı, t
yˆ
yn′
i
+kj+ı
)
converges to some quasi-projective transformation Q˜. Moreover, η˜
(
(f
kj+ı
w )−1g(t)
)
is not in ker Q˜ if j is sufficiently large, depending on t.
Proof. As before denote h = huzˆ,pˆ and hk = h
u
zˆk,pˆ
. We begin by constructing
the sub-sequence (kj)j . Note that (f
k+ı
w )
−1 =
(
f ıw
)−1(
fkzk
)−1
and wˆ → zˆ when
k → ∞. First, take a sub-sequence of values of k such that
(
fkzk
)−1
converges
uniformly to some φ. Since hk converges to the identity map, (f
k
p )
−1h = hk(f
k
zk
)−1
also converges uniformly to φ. Note that φ is absolutely continuous with respect
to µc, by Lemma 5.7. Recall that
η˜
(
(fk+ıw )
−1g(t)
)
= Hu
(pˆ,h˜((fk+ıw )−1)),(wˆ,(f
k+ı
w )−1)
EI1
h˜((fk+ıw )−1)
with h˜(s) = huwˆ,pˆ(s). Up to restricting the sub-sequence of values of k, we may use
Lemma 5.6 to get that
(42)
η˜
(
(fk+ıw )
−1g(t)
)
→ η
((
f ız
)−1
φg(t)
)
and
E((fkp )
−1hg(t))→ E(φg(t))
)
for every t in some full µc-measure set K1. This defines the sub-sequence (kj)j in
the statement. In what follows, all the statements on k are meant restricted to this
sub-sequence.
The twisting condition implies that
(43) Huzˆ,pˆF
ı
zE
I1
t ∩
(
E
jl+1
t + · · ·+ E
jd
t
)
= {0}
for any jl+1, . . . , jd ∈ {1, . . . , d} and a full µc-measure set of values of t ∈ K. In
other words, Aı(η(h(t)) does not belong to any of the hyperplanes of Grass(l, d)
determined by the Oseledets decomposition at the point (pˆ, t). Since φ and g are
absolutely continuous, there exists a full µc-measure set K2 of values of t such that
(43) holds with t replaced by φ(g(t)).
Take K˜ = K1 ∩ K2. Fix any t ∈ K˜ such that in addition (pˆ, hg(t)) satisfies
the conclusion of the Oseledets theorem. Consider any sub-sequence (n′i)i of (nj)j
such that An
′
i(xn′
i
, txˆn′
i
) converges to some quasi-projective transformation Q when
i→∞. Then
An
′
i
(
xn′
i
, txˆn′i
)
◦Ak+ı
(
yn′
i
+k+ı, t
yˆ
yn′
i
+k+ı
)
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converges to Q˜ = Q ◦Ak+ı
(
w,
(
fk+ıw
)−1
g(t)
)
when i→∞. Moreover,
ker Q˜ = Ak+ı
(
w,
(
fk+ıw
)−1
g(t)
)−1
kerQ
= Aı
(
w,
(
fk+ıw
)−1
g(t)
)−1
Ak
(
zk,
(
fkzk
)−1
g(t)
)−1
kerQ.
Next, observe that
(44) Ak
(
zk,
(
fkzk
)−1
g(t)
)−1
= Θk A
−k(p, hg(t))Θ
where h = hupˆ,zˆ and
Θ = Hu(zˆ,g(t)),(pˆ,hg(t)) and Θk = H
u
(pˆ,(fkp )
−1hg(t)),(zˆk,(fkzk
)−1(g(t)).
By Lemma 7.2, the kernel of Q is contained in some hyperplane Hv of Grass(l, d).
Hence, Θ(kerQ) is contained in the hyperplane Θ(Hv), of course. Since we take
t ∈ K to be such that the Oseledets theorem holds at (pˆ, t), the backward iterates
A−k(p, hg(t))Θ(Hv) are exponentially asymptotic to some hyperplane section HE
that is defined by a (d − l)-dimensional sum E of Oseledets subspaces. This re-
mains true for ΘkA
−k(p, hg(t))Θ(Hv) because Θk converges exponentially fast to
the identity map, since zˆk converges to pˆ exponentially fast. In other words, using
(44),
distGrass(l,d)
(
Ak
(
zk,
(
fkzk
)−1
g(t)
)−1
Hv,HE((fkp )
−1hg(t))
)
→ 0
exponentially fast as k →∞. Then, by (42), we have that Ak
(
zk,
(
fkzk
)−1
g(t)
)−1
Hv
converges to E(φg(t)). So,
ker Q˜ ⊂ Aı
(
z, (f ız)
−1φg(t)
)−1
HE(φg(t)).
Keep in mind that zˆ ∈ Wuloc(pˆ) and ı ∈ N is such that σˆ
ı(zˆ) ∈ W sloc(pˆ). Recall
also (from Section 4.1) that in the present setting all the local stable holonomies
hs and Hs are trivial. Define
V i(t) = Hu(zˆ,t1),(pˆ,t)H
s
(pˆ,t2),(zˆ,t1)
Ei(t2)
= Hu(zˆ,t1),(pˆ,t)Aˆ
−ı(σı(zˆ), s)Hs(pˆ,s),(σˆı(zˆ),s)Aˆ
ı(pˆ, t2)E
i(t2)
= Hu(zˆ,t1),(pˆ,t)Aˆ
−ı(σı(zˆ), s)Ei(s)
with t1 = h
u
pˆ,zˆ(t), t2 = h
s
zˆ,pˆ(t1) and s = fˆ
ı
pˆ(t2) = fˆ
ı
zˆ(t1). Then, by the twisting
condition, ⊕j∈JV
j cannot intersect any sum of the form ⊕i∈IE
i with #I+#J = d.
In particular, the distance between
Hu(zˆ,t1),(pˆ,t)Aˆ
−ı(σˆı(zˆ), s)E(s) and EI1(s)
is positive. Equivalently, the distance between
Aˆ−ı(σˆı(zˆ), s)E(s) and η(t1) = H
u
(pˆ,t),(zˆ,t1)
EI1(s)
is positive. Then η
((
f ız
)−1
φg(t)
)
does not intersect
Aˆ−ı(σˆı(zˆ),
(
φg(t)
)
)E
(
φg(t)
)
= Aı
(
z, (f ız)
−1φg(t)
)−1
E(φg(t)),
which implies that η
((
f ız
)−1
φg(t)
)
/∈ ker Q˜. 
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Having established Lemma 7.6, we can now use the same argument as previously,
to conclude that mˆxˆ,t = δQ˜η at µ
c-almost every point also in this case. To do this,
observe that for every m and k fixed there exist a sub-sequence (m′i)i of (mj)j such
that
(45) m
ym′
i
,t
yˆ
m′
i
→ m
wm,
(
f
k+ı+m
wm
)−1
g(t)
for µc-almost every t.
Using a diagonal argument, we may choose (m′i)i to be independent of k andm. Fix,
once and for all, a full µc-measure subset K ′ such that (45) and the conclusions of
Lemma 7.6 and Proposition 7.4 (more precisely, Remark 7.5) hold for every t ∈ K ′.
For each fixed t ∈ K ′, fixing k sufficiently large and making m′i go to infinity
(along the sub-sequence given by Lemma 7.6), we find that
mˆxˆ,t = Q˜∗
(
Am(wm, (f
k+ı
wm
)−1g(t)
)
∗
m
wm,(f
k+ı
wm )
−1g(t)
Then, making m→∞ and using Lemma 7.3 and Proposition 7.4,
mˆxˆ,t = δξ(xˆ,t),
where ξ(xˆ, t) = Q˜η˜((fk+ıw )
−1g(t).
Thus we proved that mˆxˆ,t is a Dirac measure for νˆ-almost every xˆ ∈ Σˆ and µˆcxˆ-
almost every t ∈ K. Note also that the set M˜ ⊂ Mˆ of points (xˆ, t) ∈ Mˆ such that
mˆ(xˆ,t) is a Dirac measure is measurable, since the map (xˆ, t) 7→ mˆ(xˆ,t) is measurable
and the set of Dirac measures is closed in the weak∗ topology is closed, then M˜
is measurable. Thus we have shown that M˜ has total µˆ-measure, which completes
the proof of Theorem 7.1.
8. Orthogonal complement
8.1. Eccentricity. Let L : Kd → Kd be a linear isomorphism and 1 ≤ l ≤ d. The
l-dimensional eccentricity of L is defined by
E(l, L) = sup
{m(L | ξ)
‖L | ξ⊥‖
: ξ ∈ Grass(l, d)
}
, m(L | ξ) =
∥∥(L | ξ)−1∥∥−1.
We call any l-subspace ξ ∈ Grass(l, d) that realizes the supremum as most ex-
panded l-subspace. These always exist, since the Grassmannian is compact and the
expression depends continuously on ξ.
These notions may be expressed in terms of the polar decomposition of L =
K ′DK with respect to any orthonormal basis: denoting by a1, . . . , ad the eigen-
values of the diagonal operator D, in non-increasing order, then E(l, L) = al/al+1.
The supremum is realized by any subspace ξ whose image under K is a sum of
l-eigenspaces of D such that the product of the eigenvalues is a1 · · · al. It follows
that E(l, L) ≥ 1, and the most expanded l-subspace is unique if and only if the
eccentricity is strictly larger than 1.
Proposition 8.1. For every 0 < c < 1, there exists a set Mˆc ⊂ Mˆ with µˆ(Mˆc) > c
such that E
(
l, An(fˆ−n(xˆ, t))
)
→∞, and the image of the most expanded subspace by
An(fˆ−n(xˆ, t)) converges to ξ(xˆ, t), restricted to the iterates such that fˆ−n(xˆ, t) ∈ Mˆc
For the proof, let us recall the following fact, whose proof can be found in [2]:
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Proposition 8.2. Let N be a weak∗ compact family of probabilities on Grass(l, d)
such that all ν ∈ N give zero weight to every hyperplane. Let Ln : Kd → Kd be
linear isomorphisms such that (Ln)νn converges to a Dirac measure δξ as n→∞,
for some sequence νn in N . Then the eccentricity E(l, Ln) goes to infinity and the
image Ln(ζn) of the most expanding l-subspace of Ln converges to ξ.
Proof of Proposition 8.1. Given 0 < c < 1 take Mc ⊂ M to be a compact set,
with µ(Mc) > c and such that the restriction of the map (x, t) 7→ m(x,t) to Mc is
continuous. This implies that
N = {m(x,t); (x, t) ∈Mc}
is a weak∗ compact subset of the space of probability measures of Grass(l, d), and
every measure in N gives zero weight to every hyperplane. Moreover,
An(fˆ−n(xˆ, t))∗mP×id(fˆ−n(xˆ,t)) = δξ(xˆ,t).
Take Mˆc = (P × id)−1(Mc). Then the claim follows from Proposition 8.2, with
Ln = A
n(fˆ−n(xˆ, t)). 
8.2. Adjoint cocycle. Fix any continuous Hermitian form 〈· , · 〉(xˆ,t) in Mˆ × K
d.
Let Fˆ ∗ : Mˆ ×Kd → Mˆ ×Kd be the adjoint cocycle, defined over fˆ−1 : Mˆ → Mˆ by
Fˆ ∗((xˆ, t), v) = (fˆ−1(xˆ, t), Aˆ∗(xˆ, t)v)
where Aˆ∗(xˆ, t) is the adjoint Aˆ(fˆ
−1(xˆ, t))∗ of the matrix Aˆ(fˆ−1(xˆ, t)) with respect
to the Hermitian form. In other words, Aˆ∗(xˆ, t) is characterized by〈
u, Aˆ∗(xˆ, t)v
〉
fˆ−1(xˆ,t)
=
〈
Aˆ(fˆ−1(xˆ, t)u), v
〉
(xˆ,t)
for any u, v ∈ Kd
and (xˆ, t) ∈ Mˆ . We have that
W ss
fˆ−1
(xˆ, t) =Wuu
fˆ
(xˆ, t) and Wuu
fˆ−1
(xˆ, t) =W ss
fˆ
(xˆ, t).
It is also easy to see that
Hu,Aˆ∗(xˆ,t),(yˆ,s) = (H
s,Aˆ
(yˆ,s),(xˆ,t))
∗ and Hs,Aˆ∗(xˆ,t),(zˆ,r) = (H
u,Aˆ
((zˆ,r)),(xˆ,t))
∗,
respectively, for any (xˆ, t), (yˆ, s) in the same fˆ−1-unstable set and any (xˆ, t), (zˆ, r)
in the same fˆ−1-stable set.
The following fact is well known (see [21, Proposition 2.7] for a similar result):
Proposition 8.3. The cocycles Fˆ and Fˆ ∗ have the same Lyapunov exponents.
Moreover, if Ej, j = 1, . . . , k are the Oseledets spaces of Fˆ then the Oseledets
spaces of Fˆ ∗ are, respectively,
Ej∗ =
[
E1 ⊕ · · · ⊕ Ej−1 ⊕ Ej+1 ⊕ · · · ⊕ Ek
]⊥
, j = 1, . . . , k.
Proposition 8.4. Aˆ is simple, if and only if, Aˆ∗ is simple.
Proof. Applying Proposition 8.3 to the restriction of Fˆ to the periodic leaf {pˆ}×K
we get that the cocycle Aˆ∗ is pinching, if and only if, Aˆ is pinching. Moreover, the
Oseledets decomposition E1∗⊕· · ·⊕E
k
∗ of Aˆ∗ is given by the orthogonal complements
of the Oseledets subspaces of A:
Ej∗ =
[
E1 ⊕ · · · ⊕ Ej−1 ⊕ Ej+1 ⊕ · · · ⊕ Ek
]⊥
.
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We are going to use this for proving the twisting property, as follows.
Let φpˆ,zˆ = H
u,Aˆ
zˆ,pˆ ◦ H
s,Aˆ
pˆ,zˆ and φ
∗
pˆ,zˆ = H
u,Aˆ∗
zˆ,pˆ ◦ H
s,Aˆ∗
pˆ,zˆ . Denote
h : K → K, h(t) = huzˆ,pˆ ◦ h
s
pˆ,zˆ and
Ht = H
u
(zˆ,hu
pˆ,zˆ
(t)),(pˆ,t) ◦H
s
(pˆ,h−1(t)),(zˆ,hu
pˆ,zˆ
(t)),
Then, for any V ∈ sec(K,Grass(l, d)),
φpˆ,zˆV (t) = Ht
(
V (h−1(t)
)
and φ∗pˆ,zˆV (t) = Hh(t)
∗ (V (h(t)) .
First, we treat the case l = 1. Define measurably for (almost) every t ∈ K a
linear base of unit vectors ej(t) ∈ Ej(t), j = 1, . . . , d. The twisting condition means
that if
(φpˆ,zˆe
k)(t) =
d∑
j=1
ak,j(t)e
j(t),
then
lim
n→∞
1
n
log|ak,j(f
n
pˆ (t))| = 0.
We need to deduce the corresponding fact for the adjoint. For this, write
(φ∗pˆ,zˆe
k
∗)(t) =
d∑
j=1
βk,j(t)e
j
∗(t).
Hence
βk,j(t)
〈
ej∗(t), e
j(t)
〉
=
〈
φ∗pˆ,zˆe
k
∗(t), e
j(t)
〉
=
〈
ek∗(h(t)), φpˆ,zˆe
j(h(t))
〉
= aj,k(h(t))
〈
ek∗(h(t)), e
k(h(t))
〉
,
by definition
〈
ei∗(t), e
i(t)
〉
= cos(αi(x)) for every 1 ≤ i ≤ d, where
αi(t) = ∡
(
ei∗(t), e
i(t)
)
=
π
2
− ∡
(
ei(t), E1t ⊕ · · · ⊕ Eˆ
i
t ⊕ · · · ⊕ E
k
t
)
,
so, by the Oseledets theorem,
lim
n→∞
1
n
log|
〈
ei∗(f
n
pˆ (t)), e
i(fnpˆ (t))
〉
| = 0 µˆcpˆ-almost everywhere.
Then
lim
n→∞
1
n
log|βk,j(f
n
pˆ (t))| = lim
n→∞
1
n
log|aj,k(f
n
pˆ (h(t)))|
also as h : K → K preserves µˆcpˆ this is true for µˆ
c
pˆ-almost everywhere.
For l > 1 the proof is just the same, using the inner product induced on Λl(Kd)
by 〈·, ·〉, that is,
〈v1 ∧ · · · ∧ vl, w1 ∧ · · · ∧ wl〉Λl(Kd) = det (〈vi, wj〉) .
Thus, we have shown that A is twisting if and only if A∗ is twisting. 
Applying Proposition 8.1 to the adjoint cocycle we get:
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Corollary 8.5. There exists a section ξ∗ : Mˆ → Grass (l, d) which is invariant
under the cocycle F
Aˆ∗
and the unstable linear holonomies of Aˆ∗.
Moreover, given any c > 0 there exists Mˆc ⊂ Mˆ with µˆ(Mˆc) > c such that,
restricted to the sub-sequence of iterates k such that fˆk(p) in Mˆc, the eccentricity
E
(
l, Aˆk∗(fˆ
k(p))
)
= E
(
l, Ak(p)
)
goes to infinity and the image Aˆk∗
(
fˆk(p)
)
ζak (fˆ
k(p))
of the most expanded l-subspace tends to ξ∗(p) as k →∞.
The next lemma relates the invariant sections of the two cocycles, F and F
Aˆ∗
:
Lemma 8.6. For µˆ-almost every xˆ, t ⊂ Mˆ , the subspace ξ(xˆ, t) is transverse to the
orthogonal complement of ξ∗(xˆ, t).
Proof. Recall that the stable linear holonomies of Aˆ are trivial. Thus, the same
is true for the unstable linear holonomies of Aˆ∗. So, the fact that ξ
∗ is invariant
under unstable linear holonomies means that it is constant on local stable sets of fˆ .
Then the same is true about his orthogonal complement η(xˆ, t) = ξ∗(xˆ, t)⊥, which
means that it only depends on η(xˆ, t) = η(x, t), where x = P (xˆ). Recall that the
graph of η(x, ·) over K has zero mx-measure, by Proposition 6.1:
mx(graphH ηx) =
∫ ∫
δξxˆ,t(η(x, t))dµ
c(t)dµsx(xˆ)
= µc × µs ({xˆ, t : ξ(xˆ, t) ∈ η(x, t)}) = 0
for ν-almost every x ∈ Σ. Hence µˆ ({xˆ, t : ξ(xˆ, t) ∈ η(x, t)}) = 0, which proves the
lemma. 
9. Proof of Theorem A
Denote by η(xˆ, t) ∈ Grass(d− l, d) the orthogonal complement of ξ∗(xˆ, t) at each
(xˆ, t) ∈ Mˆ . Recall that ξ∗ was defined in Corollary 8.5 and is invariant under Aˆ∗:
Aˆ∗(xˆ, t)ξ
∗(xˆ, t) = ξ∗(fˆ−1(xˆ, t)) for µˆ-almost every (xˆ, t).
Consequently, η is invariant under A.
According to Lemma 8.6, we have that Kd = ξ(xˆ, t)⊕ η(xˆ, t) at µˆ-almost every
point. To prove Theorem A we are going to show that the Lyapunov exponents of
A along ξ are strictly greater than those along η. For that, let
ξ(xˆ, t) = ξ1(xˆ, t)⊕ · · · ⊕ ξu(xˆ, t) and η(xˆ, t) = ηs(xˆ, t)⊕ · · · ⊕ η1(xˆ, t)
be the Oseledets decomposition of A restricted to the two invariant sub-bundles,
where ξu corresponds to the smallest Lyapunov exponent among ξi and ηs the
largest among all ηj .
Denote du = dim ξ
u and ds = dim η
s, and then let λu and λs be the Lyapunov
exponents associated to these two sub-bundles, respectively. Define
∆n(xˆ, t) =
det (An(xˆ, t), ξu(xˆ, t))
1
du
det (An(xˆ, t),W (xˆ, t))
1
du+ds
,
where W (xˆ, t) = ξu(xˆ, t)⊕ ηs(xˆ, t). By the Oseledets theorem
lim
n→∞
1
n
log∆n(xˆ, t) =
ds
du + ds
(λu − λs) .
The proof of the following proposition is identical to the proof of Proposition 7.3
in [2]:
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Proposition 9.1. For every 0 < c < 1 there exist a set Mˆc ⊂ Mˆ with µˆ(Mˆc) > c
such that for µˆ-almost every (xˆ, t) ∈ Mˆ
lim
n→∞
∆n(xˆ, t) =∞
restricted to the sub-sequence of values n for which fˆn(xˆ, t) ∈ Mˆc.
So now fix some 0 < c < 1 and Mˆc given by Proposition 9.1. Let g : Mˆc → Mˆc
be the first return map:
g (xˆ, t) = fˆ r(xˆ,t) (xˆ, t) .
Then we can define the induced cocycle G : Mˆc ×Kd → Mˆc ×Kd
G ((xˆ, t) , v) = (g (xˆ, t) , D(xˆ, t)v) ,
where D(xˆ, t) = Aˆr(xˆ,t) (xˆ, t). It is well known (see [23, Proposition 4.18]) that the
Lyapunov exponents of G with respect to 1
µˆ(Mˆc)
µˆ are the products of the exponents
of FˆA by the average return time 1/µˆ(Mˆc). Thus, to show that λu > λs it suffices
to prove the corresponding fact for G.
Define
∆˜k((xˆ, t)) =
det
(
Dk(xˆ, t), ξu(xˆ, t)
) 1
du
det (Dk(xˆ, t),W (xˆ, t))
1
du+ds
.
Then ∆˜k(xˆ, t) is a sub-sequence of ∆n(xˆ, t) such that fˆn(xˆ, t) ∈ Mˆc. So, using
Proposition 9.1 we conclude that
lim
n→∞
k−1∑
j=0
log ∆˜
(
gj(xˆ, t)
)
= lim
n→∞
log ∆˜k (p) =∞
for µˆ-almost every (xˆ, t) ∈ Mˆc.
We need the following classical fact (see [17, Corollary 6.10]):
Lemma 9.2. Let T : X → X be a measurable transformation preserving a prob-
ability measure ν in X, and ϕ : X → R be a ν integrable function such that
limn→∞
∑n−1
j=0
(
ϕ ◦ T j
)
= +∞ at ν almost every point. Then
∫
ϕdν > 0.
Applying the lemma to T = g and ϕ = log ∆˜ we find that
lim
k→∞
1
k
log ∆˜k(xˆ, t) = lim
k→∞
1
k
k−1∑
j=0
log ∆˜
(
gj(xˆ, t)
)
=
∫
log ∆˜
dµˆ
µˆ(Mˆc)
> 0
at µˆ-almost every point. On the other hand the relation between Lyapunov expo-
nents gives that
lim
k→∞
1
k
log ∆˜k(xˆ, t) =
ds
du + ds
(λu − λs)
1
µˆ(Mˆc)
.
this means that λu > λfs, so there is a gap between the first l Lyapunov exponents
and the remaining d − l ones. Since this applies for every 1 ≤ l ≤ d, we conclude
that the Lyapunov spectrum is simple.
What is left to prove is that a simple cocycle is also a continuity point for the
Lyapunov exponents.
Proposition 9.3. If A is simple, then, for every 1 ≤ i ≤ d, the functions λi :
Hα(Mˆ)→ R are continuous in A.
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Proof. Take Φk : Mˆ × PKd → R
Φk(xˆ, v) =
log
∥∥∥Aˆk(xˆ)v
∥∥∥
‖v‖
,
then for every k ∈ N, there exists an F
Aˆk
-invariant u-state mˆuk such that λ1(Aˆk) =∫
Φkdmˆ
u
k . Passing to a subsequence if necessary we can suppose that mˆ
u
k converges
in the week∗ topology to some F
Aˆ
-invariant u-state mˆuA. By Theorem 7.1 mˆ
u
Aˆ
=∫
δE1
xˆ
dµˆ(xˆ), this implies that
λ1(Aˆk)→
∫
Φ(xˆ, v)dmˆu
Aˆ
= λ1(Aˆ).
Now, using the same argument for every i-dimensional Grassmannian we get
that λ1 + · · ·+ λi is also continuous, concluding the proof. 
The simplicity plus the continuity implies that there exists a neighbourhood of
A with simple Lyapunov spectrum. This completes the proof of Theorem A.
Appendix A. Continuous maps are dense in L1(M,N)
Let M be a normal topological space and N be a geodesically convex separable
metric space (Section 5.2). Denote by F the set of measurable maps f : M → N .
Given any regular σ-finite Borel measure µ on M , fix any point 0ˆ ∈ N and define
L1µ(M,N) = {f ∈ F :
∫
distN
(
f(x), 0ˆ
)
dµ(x) < ∞}. When µ is a finite measure,
the choice of 0ˆ ∈ N is irrelevant: different choices yield the same space L1µ(M,N).
The function distL1µ(M,N) : L
1
µ(M,N)× L
1
µ(M,N)→ R defined by
distL1µ(M,N)(f, g) =
∫
dN
(
f(x), g(x)
)
dµ(x)
is a distance in L1µ(M,N). The special case N = R of the next proposition is well
known, but here we need the following more general statement:
Proposition A.1. The subset of continuous maps f : M → N is dense in the
space L1µ(M,N).
We call s : M → N a simple map if there exist points v1, . . . , vk ∈ N pairwise
disjoint measurable sets A1, . . . , Ak ⊂M with finite µ-measure such that
s(x) =
{
vi if x ∈ Ai
0ˆ if x /∈ ∪ki=1Ai
Proposition A.1 is an immediate consequence of Lemmas A.2 and A.3 below.
Lemma A.2. The set S of simple functions is dense in L1µ(M,N).
Proof. Consider any f ∈ L1µ(M,N). Given ǫ > 0, fix a set K0 ⊂ M with finite
µ-measure and such that∫
M\K0
distN (f(x), 0ˆ) dµ(x) ≤
ǫ
4
.
Let {v1, . . . , vi, . . . } be a countable dense subset of N . The family{
B
(
vi,
ǫ
µ(K0)
)
: i ∈ N}
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covers N and, consequently,
Bi = B
(
vi,
ǫ
2µ(K0)
)
\
⋃
j<i
B
(
vi,
ǫ
2µ(K0)
)
, i ∈ N
is a partition of N . Then Ai = K0 ∩ f−1(Bi), i ∈ N is a partition of K0 into
measurable sets. Fix k ∈ N large enough that∫
K0\
⋃
k
i=1
Ai
distN (f(x), 0ˆ) dµ(x) ≤
ǫ
4
.
Now define s :M → N by
s(x) =
{
vi if x ∈ Ai for i = 1, . . . , k
0ˆ if x /∈ ∪ki=1Ai.
Then∫
M\∪k
i=1
Ai
distN (f(x), s(x)) dµ(x) =
∫
M\∪k
i=1
Ai
distN (f(x), 0ˆ) dµ(x) ≤
ǫ
2
and ∫
∪ki=1Ai
distN (f(x), s(x)) dµ(x) ≤ µ
(
∪ki=1 Ai)
ǫ
µ(K0)
≤
ǫ
2
.
Thus distL1µ(M,N)(f, s) < ǫ, which proves the lemma. 
Lemma A.3. For every s ∈ S and ǫ > 0 there exists a continuous map f :M → N
such that distL1µ(M,N)(f, s) ≤ ǫ.
Proof. Let Ai and vi, i = 1, . . . , k be as in the definition of the simple map s and
τ ≥ 1 be as in (19). Denote L = max{d(vi, 0ˆ) : i = 1, . . . , k}. For each i = 1, . . . , k,
consider a compact set Ki ⊂ Ai such that µ(Ai \ Ki) < ǫ/(4kτL). Since the Ki
are pairwise disjoint, and M is assumed to be normal, there exist pairwise disjoint
open sets Bi ⊃ Ki, i = 1, . . . , k with µ(Bi \Ki) < ǫ/(4kτL). In particular, we also
have µ(Ai \Bi) < ǫ/(4kτL).
By the Urysohn lemma, there are continuous functions ψi :M → R, i = 1, . . . , k
such that
(46) ψi(x) =
{
1 if x ∈ Ki
0 if x /∈ Bi.
Now we use the assumption that N is geodesically convex. For each i = 1, . . . , k,
fix λi : [0, 1]→ N with λi(1) = vi and λi(0) = 0ˆ. Then define f :M → N by
f(x) =
{
λi(ψi(x)) if x ∈ Bi with i = 1, . . . , k
0ˆ if x /∈
⋃k
i=1 Bi.
It is clear that f is continuous, because the Bi are open and pairwise disjoint.
Moreover, f(x) = s(x) if
either x ∈
k⋃
i=1
Ki or x ∈M \
( k⋃
i=1
Ai ∪
k⋃
i=1
Bi
)
.
All the other values of x fall into some of the following cases:
(1) x ∈ Ai ∩
(
Bj \Kj
)
for some i and j: then
dN (f(x), s(x)) ≤ dN (λj(ψj(x)), 0ˆ) + dN (0ˆ, vi)
≤ τdN (vj , 0ˆ) + dN (0ˆ, vi) ≤ 2τL.
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(2) x ∈ Ai \ ∪kj=1Bj for some i: then dN (f(x), s(x)) = d(0ˆ, vi) ≤ L.
(3) x ∈ Bj \ ∪ki=1Ai for some j: then
dN (f(x), s(x)) = dN (λj(ψj(x)), 0ˆ) ≤ τdN (vj , 0ˆ) ≤ τL.
In either case, x belongs to the set
k⋃
i=1
(Ai \Bi) ∪
k⋃
j=1
(Bj \Kj)
which, by construction, has µ-measure bounded by ǫ/(2τL). So,
distL1µ(M,N)(f, s) ≤
ǫ
2τL
max
{
dN (f(x), s(x)) : x ∈M
}
≤ ǫ,
as claimed. 
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