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SUMMARY 
The purpose of this study is to investigate the effect of thermal 
stresses on stability of parametric excitation of thin plates. The 
governing equations are derived using the principle of virtual work 
with reference to a general orthogonal curvilinear coordinate system. 
An assumed modes method is used to obtain the equations of motion in 
terms of generalized coordinates. The method developed is applied to 
study the dynamic stability of a simply supported rectangular plate 
and a clamped circular plate. In both cases the influence of thermal 
stresses on the principal region of instability is examined. Solution 






It is well known that in many situations the static equilibrium 
configuration of a structural component becomes unstable. The most 
celebrated example of this phenomenon is the Euler Column. It has also 
been observed that if the parameter causing the loss of static stability 
is changed from a constant to an oscillating load, then for certain 
values of the amplitude and frequency of the load, a resonance type 
response develops. This phenomenon is called "dynamic instability" or 
"parametric resonance." 
To illustrate a problem of dynamic stability, consider a simply-
supported rectangular plate (Figure 1), loaded in its plane, along the 
longitudinal direction, by a uniform force per unit length N"(t). If W 
is time-independent, a problem in 
static stability is obtained. A 
possible choice of a time-dependent 
load is N5 + N° cos 0t, where N6 and 
N are amplitudes, 0 is frequency 
parameter, and t is the variable 
time. If the plate is perfectly 
flat, it may be expected to experi-
>' »< 
N(t) 
Figure 1. Simply Supported 
Rectangular Plate with 
Time-Dependent Load 
ence only in-plane motion. However, a small disturbance in the di rec-
t ion normal to the plane of the p la te can produce one of the following 
2 
responses: (1) transverse vibration with non-increasing amplitude, 
or (2) transverse vibration with amplitude rapidly increasing to 
large values. For any arbitrarily small disturbance, the motion of the 
plate is said to be stable in the first case, and unstable in the 
second. Whether the motion is stable or unstable is found to depend 
on the values of IT, N , and 0. Whether or not the motion in the 
second case becomes unbounded, depends on "damping" and development 
of the nonlinear effect of middle surface stretching. 
Thermal Effects 
In many engineering applications, structural components are 
subjected to temperature changes and gradients. Examples of such 
applications are found in propulsion systems which are inherently 
prone to high temperature effects resulting from combustion processes. 
In nuclear and aeronautical fields extremely high operating tempera-
tures and gradients can occur due to the fission process and aero-
dynamic heating, respectively. 
The problems which arise fall into three categories. The first 
category is associated with changes in material properties; e.g., 
elastic modulus and yield strength. The second category involves 
thermal stress. These are stresses caused by differential thermal 
expansions of a solid body. The last category is mainly concerned 
with creep. The study described here deals with the second category; 




The first mathematical analysis of a dynamic stability problem 
was carried out by N. M. Beliaev [1] in 1924. In the article the 
problem of dynamic stability of a column hinged on both ends was 
examined, and boundaries of the principal region of instability were 
determined. 
R. Einaudi [2] was first to treat, in 1936, the problem of thin 
elastic plates loaded by periodic in-plane loads. Other pioneers in 
the investigation of dynamic stability of plates were V. N. Chelomei 
[3] and V. A. Bodner [4]. Chelomei used an energy method to solve the 
problem of a hinged plate that was not perfectly flat. Bodner solved 
a series of problems involving the dynamic stability of plates. He 
obtained solutions for both circular and rectangular plates. V. V. 
Bolotin has developed solutions to both linear and nonlinear problems 
of dynamic stability of plates. These appear in his book [5], The 
Dynamic Stability of Elastic Systems. 
One of the common features of most of these works is that the 
equivalent static stability problem is a positive definite eigenvalue 
problem. Recently, R. L. Carlson [6] has reported results for an 
experimental investigation in which the equivalent static stability 
problem is neither positive nor positive definite. The paper contains 
photographs of test records showing the growth of amplitude when 
dynamic instability occurs. 
A description of Russian accomplishments in the field of dynamic 
stability through the year 1951 is given by E. A. Beilin and G. U. 
Dzhanelidze [7] . A summary of the work that has been done on the 
dynamic stability of columns, arches, rings, plates, and shells 
through the year 1965 is presented by R. M. Evan-Iwanowski [8]. 
Thermal Effects 
The formulation of elasticity problems including the effect of 
temperature variation was studied by Duhamel [9] as early as 1835. 
Since then, a large amount of work has been done on the subject of 
thermal stress and excellent books on the subject [10 through 12] 
have been published. 
Apart from altering the stress distribution caused by external 
loads, thermal stresses may reduce effective stiffness which, in turn, 
can result in an alternation of buckling and vibration behavior. Such 
effects of thermal stresses have been the subject of numerous studies 
[13, 14]. 
If the time-gradients of temperature are large, dynamic effects 
can be observed. Thermally induced vibration of beams resulting from 
a suddenly applied heat input was studied by B. A. Boley [15]. The 
dynamic response of plates was also investigated by B. A. Boley and 
A. D. Barber [16]. C. L. Sun and S. Y. Lu [17] have studied the non-
linear, dynamic behavior of heated conical and cylindrical shells. 
They also investigated the stability of the resulting nonlinear 
vibration. 
Objective 
The effect of thermal stresses on the static and vibration 
behavior of plates has received the attention of several researchers. 
However, the effect of thermal stresses on the dynamic stability of 
parametric excitation has remained open to research. This study aims 
at formulating this problem. The governing equations will be derived 
by application of the principle of virtual work with reference to a 
general orthogonal curvilinear coordinate system. 
An assumed modes approach will be used to obtain the equations 
of motion in terms of generalized coordinates. Stability of the re-
sponse will be discussed and a method for determining the boundaries 
of the regions of instability will be described. The method developed 
will be applied to study the dynamic stability of a simply supported 
rectangular plate and a clamped circular plate. In both cases the 
influence of thermal stresses on the principal regions of instability 
will be examined. 
As limiting cases of the equations for parametric excitation, 
the governing equations for various other phenomena may be obtained; 
e.g., free vibration and thermal buckling. For the clamped circular 
plate problem considered here, the related thermal buckling problem 





In this chapter the equations governing the transverse motion 
of a thin plate will be derived. These equations will be specialized 
to forms suitable for the study of dynamic stability of problems to be 
considered. To begin, the terminology pertaining to plate theory will 
be defined. 
A plate is a body bounded by two surfaces, the faces, of small 
curvature. The distance between these surfaces is called the thickness 
and it is small in comparison with the dimensions of the surface. A 
third bounding surface constitutes the edge of the plate, and it is 
cylindrical. A surface equidistant from the two faces of the plate 
is called the middle surface. In what follows only initially flat 
plates of uniform thickness and of homogeneous linear elastic material 
will be considered. 
A right-handed orthogonal curvilinear coordinate system will 
be used. Let the position vector of a point in the undeformed plate 
be given by (see Figure 2) 
rCa^c^.z) = xCa^a^i + yCa^a^j + zk , 
where z is a coordinate normal to the middle surface of the plate. 
The parameters OL and a~ determine the position of a point in the 
a = constant 
a = constant 
Figure 2. Coordinate System 
x-y plane which coincides with middle surface. By keeping one of the 
parameters constant and varying the other, a family of orthogonal 
curves in the x-y plane is obtained. Vectors tangent to the curves 
along which ou equals a constant and a equals a constant are 
-* 9r , -> 3r 
h = Z ^ and g2 = 9 ^ ' 
respectively. The magnitudes of these vectors are denoted by 
G1 = |g x| and G2 = I8 2 ' * 
Strain Displacement Relation 
Consider a point in the plate and denote its position vectors 
-*- -v 
before and after deformation by r(a, ,a2,z) and r*(a,,ou,z). These 
->-
are related to a displacement vector, u, by 
-»• •+ •+ 
r* - r = u . (1) 
Similarly, let the position vectors of a point (a. ,a?,0) of the middle 
surface before and after deformation be r~ and r *, respectively, 
which are related to a displacement vector u n by 
V - *o " "o • (2) 
Let the components of u and uQ be defined as follows: 
-*• ^ 1 & 7 -*• 
U = Ul 57 + u 2 G~2
 + u 3 k W 
- * • - * • 
gl g2 
u = u ^ + v ~ + wk (4) 
0 Gx G2 
Employing the Kirchhoff hypothesis that the linear filaments of the 
plate initially perpendicular to the middle surface remain straight 
and perpendicular to the deformed middle surface and suffer no exten-
-•- ->• 
sions, u and u„ are found to be related as follows: 
u = uQ + z(n - ic) , (5) 
where n is a unit normal to the deformed middle surface. Thus, the 
displacements, and consequently the strains at any point in the plate, 
can be expressed in terms of the displacements of the middle surface. 
Strain displacement relations, including nonlinear terms of second de-
gree in the derivatives of displacements, can be found in many texts 
(see for example [18]). If Equation (5) is substituted into these re-
lations, and it is assumed that all derivatives of tangential displace-
ments u, v, and the squares of derivatives of transverse displacement, 
w, are of the same order of magnitude and small compared to unity,* 
2 
then, neglecting terms containing z , the following strain displacement 
relations are obtained: 
*For a physical interpretation of these assumptions see V. V. 
Novozhilov [18] , p. 181. 
10 
where 
ell eil " ZK11 
e22 " £22 ' ZK22 
e12 =: £12 " zl<12 
633 = e31 = e23 = ° 
£ n = u,i + ^ G i , 2 + T ( w , i ) 2 
C6) 
£22 = V,2 + ^ G2,1 + I ( W , 2 ) 2 (7) 
2£12 = \ l + U , 2 " ^ G 2 , l -^7 G1,2 + \l\ 2 
Kll = W,ll + G^G1,2 W,2 
K22 = W , 2 2 + 4G2^ V (8) 
2K12 = W,21 + W,12 " ̂  G2,l W,2 " ̂  Gl,2 W,l 
In the above the following notation has been used: 
t },1 ~ G2 9oy
 C ); ^ ̂ ,2 ~ G2 3a2
 ( ); 
11 
( },11 ~ G^ 9^" C },1 ; ( },12 ~ G ^ ^ " C \ l 
and so on. 
The strain components e.. 1 and e 2 2 are a measure of the change 
in length of the differential line segments G1 da., and G^do^, respec-
tively. The strain component e 1 2 is a measure of the change in the 
angle between the differential line segments G,da and G^dou. Similar 
physical interpretations can be given to the three other strain com-
ponents e„„, e „, and e .. In view of the assumptions made regarding 
the magnitude of the derivatives of the middle surface displacements, 
components of u can be written in terms of components of u n, using 
Equation (5) as follows: 
u. = u - zw , 
J- » • * • 
u2 = v - zw 2 (9) 
u 3 = w 
Stress-Stra in Equations 
In general, problems in sol id mechanics, including thermal 
e f fec t s , are found to be governed by a se t of coupled equations describ-
ing heat conduction in the sol id and mechanical equilibrium of the 
sol id . If the time-gradient of temperature in the sol id i s la rge , these 
equations also contain appropriate i n e r t i a terms. Such a general 
theory, to say the l e a s t , i s not mathematically simple. However, 
useful r e su l t s can be obtained by introducing simplifying assumptions. 
12 
If the time-gradient of temperature i s small, the corresponding i n e r t i a 
terms can be neglected and if, in addition to t h i s , the coupling terms 
are also ignored, the resul t ing theory is called "Uncoupled Quasi-
S ta t i c Theory." The following formulation is developed according to 
th i s theory. Thus two d i s t i nc t problems are to be solved. The f i r s t 
problem i s to obtain the temperature d is t r ibut ion in the sol id . I t 
will not be considered here.* The second problem i s to obtain the 
s t ress d is t r ibu t ion in the so l id . Here, the temperature d i s t r ibu t ion 
appears through the s t r e s s - s t r a i n equation. 
For thin p la tes i t may be assumed that o „ = 0. This assumption 
confl ic ts with the Kirchhoff hypothesis used e a r l i e r (see K. Washizu 
[20], p . 178). However, i t i s a well-establ ished assumption in thin 
pla te theory, and i t wil l be used here. In view of t h i s assumption 
the following s t r e s s - s t r a i n equations for thin p la te are obtained: 
T E Ee 
a n = T ( e , , + ve0 0) -
12 1 + v 12 ' 
T where e i s thermal 5train given by 
11 , . 2. ^ 1 1 v"22' 1 - v ' (1 -V ) 
T 
Q22 = ^ 2 (e22 + vell> " rH > (103 
E 
e. 
T e = aTCo^.a^z) , (11) 
*Numerous excellent books [19] on t h i s subject are avai lable . 
where T(a , a 2 , z ) i s temperature d is t r ibut ion in the p l a t e . I t i s 
measured from a reference s t a t e of uniform temperature. The reference 
s ta te i s also specified to have zero s t ress and zero s t r a i n . Here, a 
i s the coefficient of l inear thermal expansion of the p la te material . 
Equations of Motion 
Consider a plate subjected to boundary t rac t ions F̂  ( t ) , F 2 ( t ) , 
and F_( t ) . Let the region and periphery of the middle surface of the 
p la te be denoted by S and C, respectively (see Figure 3) . The d i rec-
tion cosines of the outward normal v on C are denoted by £, and £2 * 
i . e . , &, = cos(a..,v) and l~ = cos(a 2 ,v ) . A coordinate, s , i s taken 
along the boundary C such that v, s, and z form a right-handed system. 
Figure 3. Plate with Boundary Tractions 
At a given time, a body in motion can be considered to be in a 
s t a t e of equilibrium i f the i n e r t i a forces are taken into account 
(d'Alembert's Pr inc ip le ) . Thus, the pr inciple of v i r tua l 
14 
work* can be used to obtain the equations of motion. In the develop-
ment which follows, in-plane i n e r t i a forces and rotary i n e r t i a effects 
are neglected. Applying the v i r tua l work pr inciple to the thin p la te 
problem, the following equation must be sa t i s f i ed at a l l times: 
f f 9 S 
Vz tail6ell + a225 e22 + 2 a i 2 6 e l 2 + P T T 6u3^dzdS ^12] 
- JJZ (Fjfii^ + F26u2 + F36u3)dzds = 0 , 
where p is mass density of the p la te mater ia l , and the 6e. . ' s and 
6u . ' s are v i r tua l s t ra ins and displacements, respect ively . Now, the 
following operations may be carried out: 
(1) Strains and displacements are subst i tu ted in Equation 
[12) from Equations (6) through (9). 
(2) Integration i s carried out with respect to z, 
(3) The divergence theorem i s applied to the surface 
in t eg ra l . 
After performing the above operat ions, Equation (12) becomes 
- / S { [ ^
 ( W . l + ( ^ (G1N12^,2 + ^ N 1 2 G 1 , 2 " 5 J N 2 2 G 2 . l ] 6 u 
+ [ ^ CG2N12>.1 + ^ <GlN22>f2 " ^
N 1 1 G 1 , 2 + ^ N 1 2 G 2 , l ] 6 v 
(13) 
*For a statement of principle of virtual work see K. Washizu 
[20], p. 15. 
15 
^ <W,1 + ^ (W,2 + 4 CG2N11W,1 + G 2 N 1 2 V , 1 
J i l 
3 w ~ ' 
+ /c f i N n 
+ G7 (G1N12W,1 + G1N22W .23 ,2 - P h 3 t 2 , 
V l 2 - N P 6 u + ^ 1 N 1 2 + *2N22 ' N 2 ) 6 V 
Sw>dS 
"i 
^ l ( N l l W , l + N12W ,2 + V + W.l + N22W ,2 + <¥ 
+ 4 (M ,„ - M , J - Q]6W • (M„ - M l J -
 fiwlds = 0 , 
3s vs vs' v \>J d\) 
where the fol lowing d e f i n i t i o n s for s t r e s s r e s u l t a n t s and moments have 
been in t roduced :* 
N l l = / ( J11 d z ' N12 = *°Yl d Z * N22 = "/'a22 d z ' ( 1 4 ^ 
M ,, = AJ , zdz , M = /a 2 zdz , M 2 2 = fo22 zdz , (15] 
Nx = •/"F1 dz , N 2 = /F2dz , Q = /Fz dz 
Mx = /F2zdz , M2 = •
/'F2zd: 
« * 1 = ^ " ^ " l l ' . l " M 22 G 2.1 ] + ^ [ ( G 1 M 1 2 \ 2 + M12G1,2J
 ! 
^2 " 57 " W . 2 * MHC1.2J
 + ^ [ ( G 2 M 1 2 ) , 1 + M 1 2 G 2 , 1 ] '' 
(16) 
*A11 in t egra l s are taken over the thickness of the p l a t e . 
Mv = A1
2M11 + 2 V 2 M 1 2 + l 2 \ 2 , Mv = Ift + l2U2 , 
(17) 
Mvs * (M22 " W l + M 1 2 ^ 1 2 " £ 2 2 ) m d "vs ' Vl - h\ • 
Sign convention for the stress resultants and moments are shown in 
Figure 4. Expressions for the stress resultants and moments in terms 
of strains are given in Appendix A. 
Two states of equilibrium of the plate will be considered. 
First the "initial state" in which the plate is subjected only to in-
plane stresses (F„ = 0) and thermal stresses resulting from a nonuni-
form temperature distribution. It is also assumed that the external 
tractions on C and the temperature distribution in S are symmetric 
with respect to z. The second state is a "perturbed state" of equi-
librium in which the initially flat plate can assume a bent configu-
ration. 
Initial State of Equilibrium 
In the initial state, linearized strain displacement relations 
are assumed to be valid. Thus, all nonlinear terms in Equation (7) 
are neglected. All quantities in the initial state are identified 
with a zero superscript. The use of linearized strain displacement 
relations and the symmetry of the boundary tractions and temperature 
distribution yields, 
u3° = w° = 0 . (18) 
In view of Equation (18), Equation (13) becomes 
17 
Right-hand Rule 
Figure 4 . Sign Convention 
18 
/ s f e ( G2N l l \ l + ^ ^ 1 2 ^ , 2 + ^ N 1 2 ° G 1 , 2 - 4 N 2 2 ° G 2 , 1 6u° (19) 
1 rr XT °^ 1 rr xi <\ 1 M 0^ * XT ° r 
^ ^ 1 2 } , 1 + G 7 ( G 1 N 2 2 } , 2 " G ^ l l G 1 , 2 + G J N 1 2 G2, l_ 
6vuVdS 
+ /C [^1
N11° + Vl2° " N > U ° + ^1N12° + £2N22° " ^ W ds = 0 
For Equation (19) to be valid for arbitrary virtual displacements 6u 
and 6v , the following conditions must be satisfied: 
0 
In S, 
1 rr xi °-» 1 rr xt °> 1 M °n 1 M ° r n 
Gj (G2N11 \ l + G^ ( G1N12 >,2 + G7 N 12 G l , 2 ' G j N22 G 2 , l
 = ° ' 
and (20) 
^ tG2N12\l + 07^0,2 
1
 XT ° r X M °r 
G7N11 G l ,2 + G^ N 12 G 2 , l 
= 0 . 
On C, 
either ^ N ^ + A2N12° " Ni° = ° or 5u° = 0 , 
and ^ N 1 2 ° + * 2 N 2 2 ° - N2° = 0 o r 6v° - 0 . 
(21) 
Perturbed State of Equilibrium 
In this section a state perturbed from the initial state will 
be considered. The perturbation of the initial state variables will 
be assumed to be small and they will be identified with a superscript 
"*". It is further assumed that the external tractions F, and F2 , 
j * 
and the temperature distribution do not change (e = 0). Neglecting 
higher order terms and noting that Equations (20) and (21) are valid, 
Equation (13), where virtual displacements are measured from the 
initial state yields 
k ([^ (G2Nll\l + ̂  ( G 1 N 1 2 \ 2
 + 57N12*G1,2 - 4N22*G2, l ] 
+ [ ^ ( G 2 N l 2 \ l
 + (If ^1N22*),2 " ^N11*G1,2 + 4 N 1 2 * G 2 , l ] 6 v ' 
+ [̂  W.l + 57 (W,2 + N11°(".U
 + ^ G l , 2» ,2> 
«u* <22> 
+ N22° t»,22 + ^ ^ . l " . ^ + 2 N 12° ( W , 12 " ^ G 2 > 1
W , 2 ^ 
" Ph J]6Jd S 
+ / c j * l
N l i * + *2
N12* : ) '5 u* + ( ) l l N 12* + A2N22* ) < 5 v* 
+ [VNH°\1 + N12°W,2 + V + *20*12°W.J + N22°w,2 + V + £ Mvs]6w 
- % ^ S 




 + ^ (Ginn\2
 + ^ N 1 2 *
G i , 2 " 4N22*G2, i = ° ' 
(23) 
h2 C
G2N12*5,1 + ^ ^ 2 2 ^ , 2 " ^ N n * G : , 2 + ^ N 1 2 * G 2 , 1 " ° • 
and on C 
e i the r *4Nii + ^?N12 = ° o r <5u = 0 , 
and £iNi2* + £2N22* " ° o r 6v* * ° * 
[24) 
Solving the differential equation given by Equation (23) sub-
jected to the boundary conditions given by Equation (24), it is found 
* 
that N.. vanish identically. By use of this result and the relations 
IJ
 J J 
between Q, and Q2 and w (see Appendix A), Equation (22) may be writ ten 
as, 
/ s [ D V
2 V 2 w - N u
0 ( w > n + ^ - G 1 > 2 w ^ ) (25) 
" N22° CW,22 + 4 " G 2 . l V " 2N12° (W ,12 " ^ G 2 , l w , 2 > 
s 2 ^ , 3 w 
+ ph — = • 
3 t -
5w dS 
/C | l (
N l i ° W , l + N12°W,2 + V + VN12°\l + N22°W,2 + V ^ . 6w 
- M — 6wS- ds = 0 , 
21 
where 
y2 - J L [JL r GJL JLA _iL r ^L J_i 
" GXG2 [3°^ Gx B a ^
 + 3a2
 l G2 B a ^ 
(26) 
The expression in brackets under the surface integral sign in 
Equation (25), if set to zero, is the out-of-plane equation of motion. 
The expression in brackets under the line integral sign in Equation 
(25), if set to zero, produces two boundary conditions for bending of 
thin plates subjected to in-plane stresses. These conditions are not 
separated into separate equations, but are left in the form of Equation 
(25) because of the method of solution to be used in the next section. 
Parametric Excitation 
In this section the transverse motion of the plate in the per-
turbed state will be considered and a method of studying this motion 
will be presented. In the next chapter stability of this motion will 
be considered. Let the initial state of stress in the plate be given 
by 
N°. (ara2,t) = Y N ^ (a^^) + 0*7. ( a ^ ) (27) 
+ BiKt)N^ (ax,a2) , i = 1,2; j = 1,2 . 
S D 
The symbols 3, Y> an<* £ are nondimensional factors. N.., N.. are 
the spatial distributions of the stress resultants due to the appli-
—OS —OD 
cation of boundary forces N, , N. ijj(t) (i = 1,2). The spatial distri' 
T 
bution of the thermal stress resultants are represented by N... Here 
ty{t) i s a per iodic function of time. 
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It may be noted that the N.. appear as coefficients in the 
differential equation governing the transverse motion. These co-
efficients may be called parameters. Since the motion arises out of 
the time dependence of these parameters, the phenomenon is often 
called parametric excitation. 
Method of Solution 
One solution approach to this problem is to consider the partial 
differential equation governing the transverse motion as an initial-
boundary value problem. However, the problem is complicated by the 
spatial and time dependence of N... So, instead of proceeding in this 
manner, an alternative approach, namely, the method of assumed modes 
will be used. 
Let w be represented by a series as* 
w(Va2,t) = f̂ Ct) V
( V V ' (28> 
where m = 1,2,..., n = 1,2,..., and (j> are assumed modes. The f (t) 
mn ran 
are unknown funct ions of t ime . Then a v a r i a t i o n of w may be w r i t t e n as 
Substi tut ing for w yields 
6 w = *L- 6 f n 
8 £pq P q 
6w = <}> 6f . (29) 
pq pq J 
*In the r e s t of t h i s chapter summation convention will be used. 
According to th i s convention, a subscript which i s repeated in an ex-
pression implies summation over the range of that subscript . 
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Substitution of Equations (27) through (29) into Equation (25) gives 
a set of equations governing the transverse motion. These equations 
are 
,2 
a ~ r f + [b - yC - 3iKt)d - Ce ]f = 0 , (30) 
pqmn , 2 mn L pqmn ' pqmn Hri- J pqmn * pqmnJ mn 
where 
a = J c ph cj) (J) dS , (31) 
pqmn «*S K rmn y pq 
b = J c D(V
2V2<f) )(j> dS (32) 
pqmn S v Y nur Y pq v J 
M ) <J> vs 'mn pq •'cC^Qi+ V*2
 + sr 
- (Vmn^*pq]
dS • 
and p , q, m, n = 1 ,2 , . . . . c m . dnnm, and e ^ ^ are obtained by r ' ^ ' pqmn pqmn pqmn  
S D T 0 
subs t i tu t ing N. . , N. . , and N. ., respect ively , for N. . (i = 1,2; 
j = 1,2) in the following expression: 
0 /.[• S [ ? l l ^ m n , l l + G7G l ,2*mn,2^ C33) 
+ N22°C( | )mn,22 + ^ G2,l*mn,lD 
+ 2N19°(4 1 9 - ~ G 9 A 9)1<J> dS 12 VTmn,12 G9 2 , l
T m n , 2 ' J Tpq 
J-MLCN-- 0^ - + N 1 0 % J * C [ _ 1 V 11 Y mn,l 12 Y mn,2 ' 
+ £ 0 (N°<f> , + Noo
04) _)|(j) ds . 2V 12 r m n , l 22 Y m n , 2 y J r p q 
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Retaining N terms in the s e r i e s for w, Equation (30) can be w r i t t e n 
in mat r ix form* as 
A2 
A -2--. f ( t ) + [_B - YC - 3^(t) D_ - C E j f ( t ) = 0 . (34) 
d t ~ 
The matrices A_ through E are square matrices of order N, and they are 
composed of the elements a through e , respectively. The r pqmn a pqmn r J 
matrices f(t) and 0 are column matrices composed of the elements 
f ft) and zeros, respectively. 
*A symbol underlined with a "__" is a square matrix and, with 
a "~" is a column matrix. 
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CHAPTER HI 
DETERMINATION OF REGIONS OF INSTABILITY 
Introduction 
In Chapter II the equations of motion in terms of the generalized 
coordinates f (t) were obtained. No attempt will be made to solve 
mn r 
these equations in this chapter. The stability of solutions will, how-
ever, be discussed. Further, a method for determination of the regions 
of parameter space in which the solutions are stable or unstable will 
be presented. 
Various portions of the material presented in this chapter may 
be found in various sources in the literature. However, for the sake 
of continuity and completeness of presentation, the elements required 
for the present investigation are given here in some detail. 
Form of Solutions 
The equations of motion given by Equation (34) can be written 
as 
A2 
-2- f(t) + *(t) f(t) = 0 , (35) 
dt ~ ~ 
where ĵ (t) has the same period, as ̂ (t) of Equation (34). Let this 
period be x. Introducing the new variables 
x.(t) * fj(t) , j = 1,2,...N 
XjCt) = — fj.N(t) , j = N+1,N+2,...,2N 
yields a set of 2N equations of first order from Equation (35). These 
equations are 
^ x +-£(t)x = 0 , (36) 
where x consists of the elements x. (i = 1,2,...,2N) and £(t) is a 




The symbols 0_ and I_ represent a null matrix and an identity matrix, 
respectively. It is noted here that £(t) is periodic with period T. 
Thus, 
5(t + T) = 5(t) . (37) 
Suppose )C(t) is a fundamental matrix solution* of Equation (36); 
i.e., it is a square matrix of 2N order with each of its columns being 
a linearly independent solution vector of Equation (36). Hence the 
matrix X_(t) is nonsingular for any value of t within the time interval 
for which Equation (36) is valid. By definition of X^(t), the following 
equation holds: 
*For a discussion on fundamental matrix solution (also called 
fundamental system) see Ref. [21]. 
i X (t) + H(t) X(t) = 0_ . (38) 
Let X_(t) sat isfy the i n i t i a l condition given by 
X(0) = I . (39) 
In view of Equation (37) substitution of (t + T) for t in Equation 
(38) yields 
A. x(t + T) + £(t) X(t + T) = 0_ . 
Thus X_(t + T) is also a matrix solution of Equation (36) with the 
initial condition )((T) . This can be represented (the representation 
satisfies the differential equation and the initial condition) as 
X(t + x) = X(t) X(x) . (40) 
Suppose X_(T) has d i s t i nc t eigenvalues p. (i = 1,2, ,2N), then a 
s imi la r i ty transformation matrix y_ can be found* such that 
y^XOOy = V , (41) 
where V_ is a diagonal matrix with diagonal elements p. . A new matrix 
solution can then be defined as 
Y(t) = X(t)v_ . 
*For a proof of t h i s assert ion see Ref. [22]. 
Substituting (t + T) for t in this equation, yields using Equation (40) 
Y(t + T ) = X(t) X(T)y = X(t)^ L
_ 1X(T)^ , 
which becomes by virtue of Equation (41) 
Y(t + x) = Y(t)£ . 
Thus for the ith column Y1 of Y 
YX(t + T) = Pi Y
X(t) . (42) 
This can be written as* 
Y^t) = exp^Anp^^Ct) (43) 
where x ( t ) i s a column mat r ix of p e r i o d i c func t ions of time with 
pe r iod T . The e igenvalues (p . ) may be complex, so i t s n a t u r a l 
logar i thm can be expressed as 
Inq. = Jin|p. | + i arg p. , 0 < arg p. < 2TT . (44) 
S u b s t i t u t i n g Equation (44) , Equation (43) becomes 
YX(t) = e x p ( ^ i l n | p i | ) x
1 ( t ) e x p ( ^ arg p..) . (45) 
*Note that exp(£np.) = Pi and by definition x"*" (t + T) = x (t) , 
therefore, substitution of (t + T) for t in Equation (43) leads~to 
Equation (42). 
29 
Stab i l i t y of Motion 
S tab i l i ty Condition 
A motion governed by Equation (35) and subjected to arbi t rary 
i n i t i a l conditions can be described by a l inear combination of the 
column vectors X of X. Therefore i f any of the X increase without 
bound with time, the system governed by Equation (35) i s unstable. 
However, X ' s can be expressed as a l inear combination of Y ' s (by 
def in i t ion) . Hence, i f any of the Y ' s increases without bound with 
time, at l eas t one of the X ' s will be unbounded rendering the system 
unstable. 
Whether Y i s bounded or unbounded depends on the absolute value 
of p. and the following observations can be made from Equation (45): 
| p . | > 1 ; i . e . , &n|p.| > 0 => unbounded solut ion. 
| p . | < l ; i . e . , £ n | p . | < 0 => bounded solut ion. 
| p . | = 1 ; i . e . , &n|p.| = 0 => periodic solut ion. 
Regions of I n s t a b i l i t y 
In the preceding i t was found that the s t a b i l i t y of the system 
depends on the absolute values of the eigenvalues p . , which in turn 
depend on the system parameters ($, y> C» and 0 ) . I t i s evident that 
the parameter space may be divided into regions of s t a b i l i t y and in-
s t a b i l i t y . In the discussion which follows i t i s shown tha t for the 
problems under consideration, the boundaries of these regions are 
defined by periodic solut ions , (Y ) , with period T and 2T . This 
approach circumvents the often impossible task of determining the 
eigenvalues p., as functions of the system parameters. 
For the problems under consideration it can be shown that both 
of the following statements are true: 
(1) If p. is an eigenvalue, its conjugate is also an eigen-
value (see L. Meirovitch [23], p. 269). 
(2) If p. is an eigenvalue, then 1/p. is also an eigenvalue 
(see Ref. [24]). 
The second assertion indicates that if p. = +1, then an eigenvalue of 
multiplicity two occurs. In this case one solution vector Y of the 
form given by Equation (45), and a second one Y^ of the form 
Yj(t) = texp(^n|Pi|)x
J(t)exp(i^arg Pj0 , (46) 
can be found (see Ref. [25]). In what follows, it will be assumed 
that at most one eigenvalue of multiplicity two is present. Therefore, 
the conjugate of an eigenvalue is also its reciprocal. If this were 
not true, then associated with any one eigenvalue there would be three 
more. Namely, its conjugate, its reciprocal, and the conjugate of its 
reciprocal. All of these would become equal if the eigenvalue became 
+1 or -1. This permits an eigenvalue of multiplicity four which 
contradicts the assumption on the multiplicities of eigenvalues. 
Consider a pair of solutions Y and Y** associated with the eigenvalue 
p. and its reciprocal p. = 1/p.. Then the following cases arise: 
(1) p. is real and is not equal to +1: here, either |p.| 
or |p.| is greater than one and the system is unstable. 
(2) p. is real and is equal to +1 or -1: here, p. = p ^ and 
Y1 is periodic with period T or 2T and Y*1 as given by 
Equation (46) renders the system unstable. 
(3) p. is complex and p. is the conjugate of p.: here, 
|p.| = |p.| = 1 and the system is stable. 
Consider the variation of a pair of eigenvalues p. and p. in 
the complex plane (Figure 5). p. is the reciprocal and also the 
conjugate of p.. If the system parameters are varied, p. and p. may 
move along two paths depicted by heavy lines in Figure (5a). Since 
p. and p. are reciprocal of each other, they must both be either real 
or complex. Also p. and p., being eigenvalues of a nonsingular matrix, 
cannot be equal to zero. Consider a point in parameter space where p. 
is equal to +1. At this point, a periodic solution of period T exists. 
If the system parameters are now continuously changed, the two eigen-
values may change along two paths. Along one both the eigenvalues are 
real and along the other they are complex. 
Along the first path, shown by a heavy line in Figure (5b), 
|p.| > 1 as it moves to the right, and the system is unstable. As 
the system parameters are changed, p. at first decreases. However, 
p. cannot become zero. Therefore, somewhere between zero and one p. 
3 J 
starts to increase and eventually becomes unity. The system again 
permits a periodic solution of period T. Thus two solutions with 
period x bound a region of instability. 
On the second path, shown by a heavy line in Figure (5c), 
|p.| = |p.| = 1, and the system is stable. As the system parameters 
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Figure 5. Variation of Eigenvalues in Complex Plane 
the system has a solution of period 2T. Therefore two solutions of 
period T and 2T form the boundaries of the stable region. 
The above observations can also be made by starting from a point 
where p. = -1. Therefore it follows that two solutions of the same 
1 
period (T or 2T) bound an unstable region and two solutions of differ-
ent periods bound a stable region. However, on the boundaries 
(p. = p. = +1) multiple eigenvalues occur. Consequently, the system 
has an unbounded solution and is unstable. 
Determination of the Boundaries 
Criteria for the existence of solutions with period T and 2T 
of Equation (34) will be developed here. These criteria may be used 
to obtain the boundaries of the regions of stability and instability. 
In the problems to be investigated ip(t) is given by cos6t. Substi-
tuting for ̂ (t), Equation (34) can be rewritten as 
2 
£.-=-*• f(t) + \1_ - y<5 - C£ - BB. cos9t]f(t) = 0 (48) 
dt *" 
where, 
L = i"1^ > 1 = i _ 1 £ 
E = iT 1^ , K_ = if X £ . 
Solutions of Equation (48) with period x and 2T can be repre-
sented by Fourier series of the form 
f(t) = I £0 + I ( l s i n * + E cos H|£) (49) 
z ~u H=2,4,6 ' L ' z 
34 
and 
£(t) = I 50 • I % sin 2§1 + r cos DfE-D (50) 
In Equations (49) and (50) £0, £ , and <J> are column vectors consisting 
of Fourier coefficients. Substituting, in turn, Equations (49) and (50) 
into Equation (48), and requiring in each case that not all the co-
efficient vectors vanish simultaneously yields the following existence 
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For solutions with period T, 
^-YG-c£-G2£ - | B £ • 
- ! » I_-yG-CiE-402F 3 R • 
£ 13 R I -YG-CE-902F • 
(52) 
= 0 , 
and 
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All the determinants appearing in Equations (51) through (53) 
are infinite determinants and they are convergent.* It may be noted 
that the elements of these determinants are square matrices of order 
N (see Equation (34)). 
Using Equations (51) through (53) the boundaries can be deter-
mined. Evaluation of infinite determinants can be approximated by 
considering the associated principal minor determinants of increasing 
order. The desired accuracy in determination of the boundaries can 
thus be achieved. 
Principal Instability Regions 
Some insight into the locations of the regions of instability in 
the parameter space can be gained by considering some limiting cases. 
Let Y* C be zero and 3 be very small (3"*0) , then Equations (51) through 
(53) reduce to the form 
2̂ 2 
I_-ILi-F| - 0 n = 1,2,3... (54) 
*For details see Ref. [5], p. 218. 
2 
If 1/co. (i = 1,2,...,N) are the eigenvalues of the matrix F_, then 
roots of Equation (54) are given by 
2d). 
6* = — , (55) 
n 
i = 1,2, ...,N ; n «= 1,2,3,... 
It is possible to visualize that as the parameters assume nonzero 
values, a region of instability develops corresponding to each 0*. 
The regions of instability emanating from the 0*'s for which n = 1 
(0* = 2o3.) are called the "principal regions" of instability. Some 
study of Equation (48) reveals that u>. are the natural frequencies 
of the plate associated with assumed modes in Equation (28). 
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CHAPTER IV 
EQUATIONS OF MOTION FOR A CIRCULAR AND 
A RECTANGULAR PLATE 
Introduction 
In this chapter the results developed in Chapter II are applied 
to rectangular and circular plate problems. For each case the appropri-
ate equations will be established for problems involving thermal stresses 
and parametric excitation. Dynamic stability analysis will be carried 
out in Chapter V. 
In the presentation which follows, attention is directed to the 
procedures used to compute the coefficients of Equation (30) which 
governs the transverse motion of the plates. For convenient reference 
Equation (30) of Chapter II is given below: 
, 2 
a -2—. f ( t ) + [b - YC - 3 K t ) d (30) 
pqmn , 2 mnv J L pqmn ' pqmn H y v J pqmn v J 
- Ce ] f ( t ) = 0. 
pqmnJ mn^ J 
Circular Plate 
Definition of the Problem 
A polar coordinate system for problems involving a circular 
region is appropriate, and it will be employed throughout this section. 
In polar coordinates a, and ou will be denoted by r and 6 respectively, 
and G, and G~ are given by 
Gx = 1 , G2 = r . (56) 
Consider a circular plate (see Figure 6), of radius b, clamped on its 
boundary and subjected to boundary forces given by 
N ° = - N S - N D cosGt 
1 r r 
and (57) 
N2° = 0 , 
where N and N are the amplitudes of the static and dynamic com-
ponents of the boundary force, respectively. Further, let the plate 
contain a concentric hot spot of radius, a, and uniform temperature T. 
The faces of the plate are insulated and the boundary is maintained at 
zero temperature. Using results from theory of heat conduction (Ref. 
[19]), the temperature distribution in the plate, for a _< r _< b, is 
found to be governed by the differential equation 
r ^ + f=0, (58) 
dr 
with boundary cond i t ions 
T(a) = T and T(b) = 0 . (59) 
Solving the differential equation (58) subjected to the boundary 
conditions given by Equation (59), and noting that the hot spot is 
maintained at temperature T, the temperature distribution in the 
plate is found to be, 
riOt Spot 
Figure 6. Circular Plate with Boundary Forces and 
a Hot Spot 
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T = T , 0 <_ r <_ a , 
(60) 
T = T In ( - ) A n (-) , a < r < b . 
r a — ~~• 
I n i t i a l S t a t e of Equi l ibr ium 
The s t r e s s r e s u l t a n t s in the i n i t i a l s t a t e s a t i s f y Equation (20) 
which in p o l a r coord ina te take the fol lowing forms: 
1 9 t XT ° ^ 1 9 XT ° 1 XT ° n 
F 3 7 < > N r r } + r 96 N r9 " r N96 = ° " 
(61) 
1 9 t XT °^ 1 3 .. 0 1 XT 0 n 
r 87 (rNr6 ] + r 86 Nee + F Nr0 = ° ' 
The direction cosines of the outward normal to the plate boundary are 
l l = 1 and £2 = 0 . (62) 
In view of Equation (62), the boundary conditions given by Equation 
(21) become 
0 
N r r • V r=b x 
and (63) 
0 
Nr6 = N2° , 
r=b 
where N1 and N_ a re given by Equation (57) . 
The s t r e s s r e s u l t a n t s fo r the i n i t i a l s t a t e can be found by 
so lv ing Equation (61) in conjunct ion with Equation (Al) of Appendix A 
and the l i n e a r i z e d form of s t r a i n displacement r e l a t i o n s given by 
Equation ( 7 ) . The r e q u i r e d boundary cond i t ions are given by Equation 
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(63). The stress resultants, thus found, can be written in the form 
of Equation (27) as 
0 S T D 
N = y N + C N + 3cos0t N rr rr rr rr 
Nee° = Y NeeS + c N ee T + 3 c o s 0 t Nee° (64) 
where 
N r e ° = Y N r e
S
 + ? N r e
T • ScosGt N r 6
D 
XT \T ' 
v - r h 2 ft = r h 2 r - E c t T K b < Y - — b , 3 — b , C gr - (65) 
XT D XT D XT S XT S 





"Nn » ° l r l a 
-N 
0 4b 2 £n(b/a) 
[1 - ~ + 2 t o ( | ) ] , a<r<b 
(67) 
N ee T = < 
-N , 0 < r < a 
r r 2 ^ 2 
2b Jin (b /a) r 
(^5- - 1) , a<r<b 
(68) 






T = —5—2 [ i . + 2£n & - 1] . (70) 
u 4b z £n(b /a ) b^ a 
E. W. Parkes [26] solved the thermal s t r e s s problem for a c i r c u l a r 
p l a t e with a c o n c e n t r i c hot spo t . Some r e s u l t s from h i s a r t i c l e have 
been used to ob ta in Equations (66) through (69) . 
Equations of Paramet r ic E x c i t a t i o n 
In Chapter I I t he equat ion governing pa ramet r i c e x c i t a t i o n was 
reduced to Equation (30) . In t h i s s e c t i o n the c o e f f i c i e n t s of Equation 
(30) are found for the c i r c u l a r p l a t e problem. To t h i s end, i t i s 
necessary to s t a t e t he form of <b ' s t o be used in the d e f l e c t i o n 
J Tmn 
funct ion of Equation (28) . Let the 4> ' s be the e i gen funct ions of 
free t r a n s v e r s e v i b r a t i o n of a clamped c i r c u l a r p l a t e of r ad ius b . 
Therefore <j> i s given by (see Ref. [ 2 7 ] ) , 
<j> ( r , 6 ) = [J (A £) - T I (X £)]cosme , (71) 
rmnv J L m ^ m n b mn m mn b v ' 
m = 0 , 1 , 2 , . . . ; n = 1 , 2 , 3 , . . . , 
where J and I a re o rd ina ry and modified Bessel funct ions of f i r s t m m 
kind of o rde r m, r e s p e c t i v e l y , and X i s the n th roo t of the charac-
r J mn 
t e r i s t i c equat ion 
J ! (A ) + T I .(X ) = 0 . (72) 
m+1v irar mn m+1 nur ^ J 
The symbol T r e p r e s e n t s the r a t i o 
J (X ) 
T m n mn = TJX J ' 
nr imr 
The X ' s are r e l a t e d to the n a t u r a l f requencies (a) ) of free mn mn 
t r a n s v e r s e v i b r a t i o n by the equat ion 
A 4 = i c u 2 p h b 4 (73) 
mn D mn 
I t i s important t o no te t h a t the e igenfunc t ions s a t i s f y the fol lowing 
o r t h o g o n a l i t y r e l a t i o n s (see Ref. [ 27 ] ) : 
/ b r 2lT ph (|) ( r , 6 ) 6 n ( r , 0 ) r d 0 d r = 0 , m^p or n ^ q , (74) 
J Q J 0 "" 
f b f 2TF D(J) (r ,0)vVcj> ( r , 0 ) r d 0 d r = 0 , m^p or n^q , (75) 
J o J 0 p q 
2 
where V i s given by Equation (26) which i n p o l a r coord ina tes i s 
2 
r?2 1 3 /• 0 % 1 0 rn/is 
v = 7 3 7 ( r 3F5 ' " T ^ • ( 7 6 ) 
r 30 
I t should a l so be noted t h a t the e igenfunc t ions s a t i s f y the fol lowing 
boundary cond i t ions on the boundary of the p l a t e : 
arW- 8 ' 
c}> ( r , 0 ) Tmnv ' J 





Having def ined the funct ions <j> , i t i s now p o s s i b l e t o d e t e r -
mine the c o e f f i c i e n t s a _„ through e „ of Equation (30 ) . In view 
pqmn to pqmn n v J 
of Equation (77) , i t i s c l e a r t h a t l i n e i n t e g r a l s i n Equat ions (31) 
and (32) and in Expression (33) van i sh . They then take the 
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following form in p o l a r c o o r d i n a t e s : 
pqmn /
b - 2TT 
Jn Phcf)m n(r ,0)( | ,p q(r ,e)rd0dr , 
0 *0 
(78) 
b „27T turc" 2 2 
b = / / D0 (r,0)VV(J> ( r , 0 ) r d 0 d r , 
pqmn Jn J~




a. 0 ' 0 N ° -^5- $ ( r , 0 ) + N " ( - •£- + -V -^)(J) ( r , 0 ) r r r. 2 vmnv ' J 00 v r 9r 2 „A2'Ymnv 3r 
0 ,\ 9 . _L _^ 
r 2 30' 
(80) 
+ 2Nr0° £ ^ - ^ & W r ' e > 
r 
(J) ( r , 0 ) r d 0 d r 
pq v 
S u b s t i t u t i o n of the s t a t i c , dynamic and thermal s t r e s s r e s u l t a n t 
d i s t r i b u t i o n s from Equat ions (65) through (69) i n t o Expression (80) 
y i e l d s r e s u l t s for c , d , and e , r e s p e c t i v e l y . Since J pqmn* pqmn' pqmn r J 
N Q i s zero (see Equations (66) , (69) , and ( 6 4 ) ) , the express ion 
(80) can be r e w r i t t e n as 
b -27T 
/ . / . 
0 0 
2 2 
N ° -iL- <f> ( r , 0 ) + N a o ° ( i - J - + - A r - ^ r ) * ( r , 0 ) 
r r ^ 2 rmn^ J 00 v r 8r 2 ~Q2'
Tmnv ' J 
oT r do 
c() ( r , 0 ) r d 0 d r 
pq ^ ' ' 
(81) 
S u b s t i t u t i o n of <j> and (J) from Equation (71) i n t o Equation 
(78) and use of Equation (74) y i e l d s , a f t e r ca r ry ing out necessa ry 
i n t e g r a t i o n * for m = p and n = q, 
jO , in / p or n / q I ^ 
a„„„_ =< (82) 
] 2(A • 
m imv 
pqmn . 2 2 
[eirphb J (X ) , m = p and n = q , 
where the symbol e has the fol lowing v a l u e s : 
~2 , m = 0 , 
E = < (83) 
IJL , m t 0 . 
To eva lua te b M i t i s f i r s t observed t h a t <J> . be ing an pqmn Tmn b
eigenfunct ion of the corresponding free t r a n s v e r s e v i b r a t i o n problem, 
s a t i s f i e s the d i f f e r e n t i a l equat ion 
V




Use of t h i s r e s u l t in Equation (79) l eads to 
4 
DA - b r 27T 
b = *"" [ j <j> (r,0)<j> ( r , 6 ) r d 9 d r . (85) 
pqmn fe4 JQ JQ ^mn*- ' V l 
Again us ing the procedure used to determine a , Equation (85) may-
be w r i t t e n 
0 , m / p or n / q 
bpqnm=i V 2 m 
eir 7T— J (A ) , m = p and n = q . 
, 2 m v iror ' v H 
*For a technique of e v a l u a t i n g the r e s u l t i n g i n t e g r a l see 
W. P. Reid [ 2 8 ] . 
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Evaluation of c and d involves integration of Expression 
pqmn pqmn 
(81) after substituting the indicated stress resultant distributions. 
It is seen from Equation (66) that the static and dynamic stress re-
sultant distributions are identical,* therefore, it can be concluded 
that 
d = c 
pqmn pqmn 
(87) 
S S 0 0 
S u b s t i t u t i n g N and NAA for N and NftQ from Equation (66) 6 r r 00 r r 00 n 
i n Expression (81) leads to 
• - MI. 
b r2TT 
c = - -^1 I <J> (r,0)V"(J) ( r , 0 ) r d 0 d r 
pqmn K 0 0 VQ m n 
(88) 
S u b s t i t u t i o n of <f> and <j> from Equation (71) i n t o Equation (88) 
y i e l d s , a f t e r ca r ry ing out necessary i n t e g r a t i o n s , 




0 P Z [X J (X ) J .(A ) 
h 2 , , 4 ,4 .
 L mn nr mq' m+1^ iiur 
mn mq 
X J ( X ) J , (X ) ] , m = p and n i- q mq m irar m+1 ma mq 
= - ^ T2 X_ [X I 2 , (X ) + 2ml (X ) I A\ ) ] , 
u 2 mn mn
L mn m+lv mn7 nr iiur m+lv mn J 
b 
(89) 
m = p and n = q . 
*As noted e a r l i e r , i n -p l ane i n e r t i a e f f e c t s are neg l ec t ed in 
the development used h e r e . 
Some i n t e g r a t i o n formulae are needed t o a r r i v e a t Equation (89) . 
These are given in Appendix C. 
The c o e f f i c i e n t s e „ are determined by s u b s t i t u t i n g the thermal pqmn J 
s t r e s s r e s u l t a n t d i s t r i b u t i o n from Equations (67) and (68) i n t o Equation 
(81) . After some r e a r r a n g i n g , the r e s u l t i s 
. i L _ e = l b T T r (r,9)V2(f> ( r , 0 ) r d 0 d r (90) 
D pqmn D 0 J Q J Q
 Ypq J mn 
b „ 2TT 
&n(b/< - B T i r / / ' ^[1- (f)
2 * 2£n ^ ] V 2 V ( r , 9 ) 
a * 0 
• 2 [ ( f ) 2 - 1 ] ( I A + J - i ^ ( r , e ) } * ( r , e ) r d 6 d r . 
r 90 
The i n t e g r a t i o n s involved i n Equation (90) can be c a r r i e d out a n a l y t i -
c a l l y for the v a r i a b l e 0. I t can be found t h a t 
e , ™ = 0 , m t p . (91) 
pqmn r 
Analytical integration with respect to the variable r can be done only 
for the first integral in Equation (90) . The second integral is to be 
evaluated numerically. The result of the first integral is given in 
Appendix C. 
Rectangular Plate 
Definition of the Problem 
A rectangular plate with a cartesian coordinate system is shown 




Figure 7. Rectangular Plate with 
Boundary Forces 
Figure 8. Tent-Like Temperature Distribution 
and y respectively, and G and G? are given by 
G2 = G2 = 1 . (92] 
Let the plate be simply supported on its boundary and, subjected to 
boundary forces 
r- — S — D + (N + N coset) , on x = +a 
X X 
v=< (93) 
0 , on y = +b 
and 
N 2°= 0 , 
— S — D 
where N and N are the amplitudes of the static and dynamic com-
X X 
ponents of the boundary force, respect ively. Further, l e t the p la te be 
subjected to a t en t - l i ke temperature d is t r ibut ion (see Figure 8) with 
maximum temperature T. 
I n i t i a l State of Equilibrium 
The s t r e s s resu l tan ts in the i n i t i a l s t a t e sa t i s fy Equation 
(20). In car tesian coordinates these equations take the following 
forms: 
fN 0 + f N ° =0 ax xx dy xy 
ax xy dy yy 
(94) 
The direct ion cosines of the outward normal to the p la te boundary are 
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x = +a : H = +1 , 1 = 0 . 
y = +b : ^ = 0 , l2 = +1. 
(95) 
In view of Equation (95), the boundary conditions given by Equation 
(21) become 
on x = +a; 
- i i ° • * i ° -
N12 = +N2 ' 
(96) 
on y = +b; 
XT 0 XT 0 
N12 = *N1 • 
M 0 M" 0 
N = +N 1N22 - 2 * 
(97) 
where N- and N2 are given by Equation (93). The stress resultants 
in the plate for this state may be found by solving Equation (94), in 
conjunction with Equation (Al) of Appendix A, and the linearized form 
of strain displacement relations given by Equation (7). The required 
boundary conditions are given by Equations (96) and (97). The stress 
resultants will be found in two parts and superposed to obtain the 
required result. In the first part, the stress resultants are deter-
mined, as outlined above, for the plate at uniform temperature 
subjected to boundary forces given by Equation (93). The second part 
consists of finding the thermal stress resultants for the plate 
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subjected to the tent-like temperature distribution, with zero boundary 
forces. This thermal stress problem has been solved by R. R. Heldenfels 
and W. M. Roberts [29], using Kantorovich's method, and their results 
will be used here. This is an approximate method in which a boundary 
value problem involving a partial differential equation is converted 
to a boundary value problem involving an ordinary differential equation.1 
The stress resultants obtained by proceeding as above can be 
written in the form of Equation (27) , as 
N° = yNS + CNT + 3cos0t ND 
XX ' XX XX XX 
N° = yNS + £NT + 3cos6t ND (99) 
yy YY yy yy 
n ^ T n 
Nu = vN + ^N1 + gcoset N 
xy ' xy xy xy 
where 
N S N D - 2 
Y = -£ -b
2 , e = - ^ - b 2 , c = If>™>_ (100] 
ND - NS - » 
xx xx , 2 
b 
N
D = NS = NS = ND = 0 
yy yy xy xy 
(101) 
N"xx = ^ 2 <2 I - «C1 * \ sinh ^ £ sin R2 \ (102) 
+ EL cosh R, — cos Rn —) 2 l a 2 a.J 
*For details see Ref. [30]. 
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NT = -JL- (i - 3 Z- + 2 2L.) (D. sinh R. - sin R„ - (103) 
yy 12b2 b2 b 3 ^ 1 l a 2 a 
x x 
+ D~ cosh R, — cos R„ —) 
2 l a 2 â  
NTxy * 7 T (b " i <D3 Sinh Rl I C0S R2 I ( 1 ° 4 5 
J 2b b 
+ D, cosh Rn — sin R0 —) 4 l a 2 aJ 
The symbols B1, B2 , R] , R?, and D. through D. represent constants 
which are defined in Appendix D. The equations (102) through (103) are 
val id for the region 0 <_ y j< b. The corresponding s t ress resul tant 
d is t r ibut ions in the res t of the p la te are ident ica l to those in th i s 
region. 
Equations of Parametric Excitation 
In order to determine the coefficients of the governing equation 
(Equation (30)) of parametric exc i ta t ion , i t i s necessary to define 
the functions <j> to be used in Equation (28). Let the cj> 's be the 
symmetric eigenfunctions of free transverse vibrat ion of the simply 
supported rectangular p l a t e . Therefore <j> is given by (Ref. [27]) 
W*.rf " cos 7T - ^ • ^ 
m = 1 , 3 , 5 , . . . ; n = 1 , 3 , 5 , . . . 
These eigenfunctions sa t i s fy the following orthogonality r e l a t i ons : 
J J ph *mT1Cx,y)(t)nn(x,y)dxdy = 0, m / p o m / q , (106) 
-b -a p q 
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/ / D (f)mn(x,y)V
2V24) (x,y)dxdy = 0, m / p or n / q , (107) 
-b -a ^ 
2 
where V is given by Equation (26) , which in cartesian coordinate is 
2 2 
V2 = -iy + JL. . (108) 
9xZ 9yZ 
It should also be noted that the eigen functions satisfy the following 
boundary conditions on the boundary of the plate: 
Tmnv y' 
CM,) k v'mn 
= 0 , 
c 
(109) 
= 0 , 
c 
where C is the boundary of the middle surface of the plate. M is 
defined by Equation (17) and is expressible in terms of w(x,y) (see 
Appendix A) and, consequently, in terms of (J> !s (see Equation (28)). 
The term in the resulting expression for M corresponding to cj) is 
*• v^mn' 
In view of Equation (109) i t i s clear that l ine in tegra l s in 
Equations (31) and (32) and in Expression (33) vanish. These then 
take the following form in cartesian coordinates: 
apq,mi = / b / Ph<f>mnCx,yHpq(x,y)dxdy . (HO) 
V = / r ° •p qC*,y)V
2v\nCx,y)dxdy , (111) 
and 
b r a n „2 „2 
J f [N° j> $ (X,y) + N° Ax- <$> (x,y) (112) 
-', J L xx ^ 2 Ymn^ , / 7 yy ~ 2 Ymnv ' / ' 
-b - a 8x " 9y 
,0 32 + 2 N x-^— 0 (x,y)](j> (x,y)dxdy . xy 8x3y mn^ , / / J Y p q ^ *JJ J 
The coefficients a through e are determined in the same 
pqmn b pqmn 
way as used previously for the circular plate in this chapter. The 
results follow: 
For m i p or n t q, 
a = b = c = 0 . (113) 
pqmn pqmn pqmn 
For m = p and n = q, 
a = phab , 
pqmn K ' 
b = phabco 2 , (114) 
pqmn K mn ' ** J 
c =
 m •"" _D_ 
pqmn 4 ab ' 
d = c . (115) 
pqmn pqmn 
In c o n t r a s t to the c i r c u l a r p l a t e problem, in t h i s case the 
i n t e g r a t i o n s involved in the eva lua t i on of e can be c a r r i e d out 
pqmn 
analytically and the resulting expression is given in Appendix D. 
The coefficients e had earlier been evaluated in Ref. [141. They pqmn L J ' 
were reevaluated by the author and some expressions in Ref. [14] were 
found to contain typographical errors. 
CHAPTER V 
PRESENTATION AND DISCUSSION OF RESULTS 
Introduction 
In the preceding chapter the equations of motion for a circular 
and a rectangular plate were obtained. These equations may be re-
written in the form of Equation (48). Using Equations (51) through 
(53), the boundaries of the regions of instability may be determined 
in each case. In the last section of Chapter III it was observed 
that each of these regions can be associated with a value of excitation 
frequency, namely, G* given by Equation (55). Thus, there are an 
infinite number of such regions. 
Theoretically the motion of the plate becomes unbounded when 
the system parameters (3, Y* C, and @) take values within a region of 
instability or on its boundaries. In reality, however, the presence 
of "damping"* and the development of the nonlinear effect of middle 
surface stretching due to bending attenuates the motion. Thus, though 
motion with large amplitude can develop, it is bounded. The resulting 
motions for all the regions of instability are not equally severe. In 
fact, experimental investigation (see Ref. [6]) of some plate problems 
show that the motion in the principal region of instability is by far 
the most severe. In the subsequent sections the results for the first 
*In contrast to ordinary vibration, a linear analysis of para-
metric excitation with linear viscous damping shows that unbounded 
motion is possible. For details see Ref. [5]. 
principal region (i.e., the one corresponding to the lowest natural 
frequency for each of the plate problems) are presented. The thermal 
effect on these regions is discussed. In addition the thermal and 
thermal-static combination buckling problems are considered. 
This study is primarily concerned with the effect of thermal 
stresses on the principal regions. The effect of static mean stress 
has been already considered in other investigations (see Chapter I). 
Thus, in what follows the parameter characterizing static mean stress, 
namely y, will be set equal to zero. Consequently, Equation (48) 
becomes 
,2 
F - ~ - f ( t ) + [I - cE - 38 c o s 0 t ] f ( t ) = 0 , 
~ dt: ~ ~ 
(116) 
where, as was p r e v i o u s l y def ined , 
F = B-1A , E = B_1E and 8 = B"1D (117) 
For this case the Equation (51) for the boundaries become 





2F - | 8 
- | B I-C£-~02F 
= 0 (118) 
In order to present the results in a general form, two new 
parameters associated with 3 and C are defined as 
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3 = -L_ and c = -5_ , (119) 
cr ^cr 
where 3 is the critical value of 3 associated with static buckling 
cr 
of the plate subjected to the stress distribution characterized by 3. 
The symbol £ represents the critical value of the temperature param-
eter for the thermal buckling of the plate. 3 values for both the 
r cr 
problems considered here are readily available in the literature [31]. 
The values of C have to be determined. cr 
The ranges of parameters 3 and £ are to be selected in such a 
way that simultaneous application of thermal stresses and the stresses 
due to oscillating load do not give rise to buckling. In the linearized 
theory used, buckling represents a limiting response. Such buckling is 
hereafter referred to as combination buckling. It is most likely to 




Formulae for the elements of the matrices A, Ê , D_, and E_ are 
given in Chapter IV for both the circular and rectangular plate prob-
lems. In both cases the coefficients depend on the ratio a/b which 
for the circular plate is the ratio of hot spot radius to plate 
radius. For the rectangular plate it is the ratio of length to 
breadth of the plate. For a given value of a/b the matrix elements 
can be calculated using the formulae given, and the corresponding 
matrices can then be formed. The matrices appearing in Equation (116) 
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are obtained by using Equation (117). 
Thermal Buckling 
The governing equation for the thermal buckling problem is 
obtained by setting 3 equal to zero and requiring that f be time-
independent. Equation (116) then becomes 
[I_ - C£]f = 0 . (120) 
For the existence of nontrivial solutions of Equation (120) the follow-
ing must be satisfied: 
|[I_- C£]| = 0 . (121) 
I t i s evident tha t the c r i t i c a l temperature parameters are 
eigenvalues of the eigenvalue problem described by Equation (120). 
The smallest eigenvalue, (£ ) , was found by a matrix i t e r a t i on tech-
nique [32]. I te ra t ion was continued un t i l convergence to seven s ign i f i -
cant d ig i t s was achieved. 
Combination Buckling 
The governing equation for the combination buckling problem i s 
obtained from Equation (116) by requiring f be time-independent and by 
se t t ing cosGt equal to uni ty . The equation thus obtained i s 
[I_ - $B _ £jE]f = o . (122) 
Equation (122) may be rewrit ten as 
[I"1 t l " #D " CIJ£ = 0 . (123) 
Requiring that the solutions of Equation (123) be nont r iv ia l leads to 
the following buckling c r i t e r ion : 
| [E."1 [I_ - m - CU | = 0 . (124) 
By taking different values of 3, and using a matrix i t e r a t ion technique, 
the lowest value of <; sat isfying Equation (124) was found. I te ra t ion 
was continued un t i l convergence to seven s ignif icant d ig i t s was 
achieved. 
Principal Region of Instability 
Boundaries of the principal regions of instability are obtained 
from Equation (118). Usually the values of the parameters 3 and £ are 
fixed. Then, solving for the frequency parameter, 0, for which the 
determinant in Equation (118) becomes zero yields a point on the 
boundary of a region of instability. These values of the excitation 
frequency are called the boundary frequencies. Taking both signs 
(positive and negative) in Equation (118) gives the frequency values 
for the two boundaries of each region. 
Since the determinant in Equation (118) is an infinite determi-
nant, the calculations can best be performed by systematically con-
sidering the first, second, and higher order principal minor determi-
nants. This is equivalent to retaining the first three, four, and 
more terms in the Fourier expansion of Equation (50) for periodic 
solutions of period 2T. The difference between two successive approxi-
mations serves as a practical estimate of the accuracy of the calcu-
lation. The order of principal minor used will be called the order 
of approximation. 
The accuracy of the boundaries also depends on the spatial 
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approximating functions used and the number of terms retained in the 
series expansion of w in Equation (28). These functions model the 
mass and stiffness properties of the plate. The approximating functions 
used in this study are the eigen functions of free transverse vibration. 
Therefore, they accurately represent the mass properties of the corres-
ponding modes. A set of these functions which yield satisfactory con-
vergence for the combination buckling problem can also be expected to 
model the stiffness properties satisfactorily. This basis is used here 
to select the set of functions for the calculation of the boundary 
frequencies. 
The boundary frequencies were determined from the approximating 
finite determinants by a scanning technique. For given values of £ 
2 
and 3 the approximating determinants were evaluated by changing 0 
2 
in steps. The value of 0 for which the determinant became zero or 
2 
two successive values of 0 for which the determinant changed sign were 
noted. 
Presentation of Results 
Circular Plate 
Thermal Buckling. The thermal stress distributions in the 
plate which are given by Equations (67) through (69) are axisymmetric 
with a compressive radial stress. Axisymmetric buckling of the plate 
is considered here. Therefore, the use of axisymmetric eigenfunctions 
(m = 0 in Equation (71)) is approximate. 
£ was determined for nine values (0.1 through 0.9) of hot 
spot radius, and the results are shown in Figure 9. Use of the first 
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0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
a/b 
Figure 9. Critical Temperature Parameter vs. Hot 
Spot Radius 
Table 1 gives the values of C obtained by retaining various terms in 
the deflection function for hot spot radius 0.1b. 
Table 1. Values of C for a = 0.1b Using 6 (r,8) 







Combination Buckling. In this case again axisymmetric eigen-
functions were used. The calculations were carried out for one value 
of hot spot radius a = 0.1b. The results for the first principal 
region for this case are presented in the next section. For nine 
values of 3 (0.1 through 0.9) the lowest value of X that would cause 
buckling was determined. These values of "§" and £ are plotted in 
Figure 10. 
Use of the first four eigenfunctions resulted in satisfactory 
convergence. Table 2 gives the values of z, for 15" = 0.5 obtained by 
retaining various terms in the deflection function. 
Table 2. Values of £ for 3 = 0.5 Using (j> (r,9) 

















Hot spot radius = 0.1b 
0 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
Figure 10. Combination Buckling of Circular Plate 
Principal Region of Instability. Results presented here are 
for a hot spot radius a equal to 0.1b. The boundary frequencies for 
2 
the first principal region were found. A step size of (0/(JOQ1) = 0.005, 
where u) is the smallest natural frequency of transverse vibration, 
was used. A range of six values (0, 0.1, 0.2, 0.3, 0.4, 0.5) for both 
of the parameters C and 3 was considered. 
The first four axisymmetric eigenfunctions were used in the 
deflection function. Thus, the matrices appearing in the determinant 
of Equation (118) were of fourth order. First and second order approxi-
mations of the infinite determinant were used to obtain the boundary 
frequencies. Boundary frequencies for these two approximations were 
almost identical for small values of 3 and £. For higher values small 
differences were found. The boundary frequencies obtained from first 
and second order approximations for upper and lower boundaries are 
presented in Tables 3 and 4, respectively, for three values of 3 and £. 
The two entries in each position represent the second and first order 
approximations, respectively. 
The boundaries of the first principal region are plotted in 
Figure 11 as plots of excitation frequency ratio (0/u)nl) vs. F and in 
Figure 12 as plots of ©/wQ, VS. "C. The plotted points represent the 
computed values from the second order approximation. 
Rectangular Plate 
Thermal Buckling. The thermal buckling problem for the rectangu-
lar plate was investigated in Ref. [14]. However, a critical tempera-
ture parameter (£ ) was not tabulated for various aspect ratios of the 
plate. In the study presented here the boundaries of the first principal 
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Table 3. Circular Plate--Upper Boundary Frequency (0/u)m) 
3 £ 0.3 0.4 0.5 
0.3 3.660, 3.660 3 .335, 3.330 2 .995 , 2.990 
0.4 3.865, 3.860 3.540, 3.530 3.200, 3.190 
0.5 4 .065 , 4.060 3 .745, 3.730 3.410, 3.390 
Table 4. Circular Plate—Lower Boundary Frequency (0/wnl) 
6 _ C 0 .3 0.4 0.5 
0 .3 2.470, 2.460 2 .125 , 2.110 1.770, 1.750 
0.4 2 .280 , 2.250 1.940, 1.900 1.585, 1.540 
0.5 2 .100, 2.050 1.760, 1.690 1.415, 1.330 
region for a p la te of aspect r a t i o unity were determined. C for 
aspect r a t io unity was also computed. 
Sat isfactory convergence was achieved by re ta ining four terms 
in the ser ies of w. Table 5 shows the convergence of the c r i t i c a l 
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Figure 11. Fi rs t Principal Region of Ins t ab i l i t y of the Circular Plate . Excitati 
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Figure 12. First Principal Region of Instability of the Circular Plate. 
Excitation Frequency vs. Temperature Parameter 
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Table 5. Values of £ for a/b = 1 
Terms r e t a i n e d ^cr 1 
* 1 1 ' *31 
* 1 1 ' +13* *31 





Combination Buckling. The calculations were carried out for an 
aspect ratio unity. For nine values of 3* (0.1 through 0.9) the lowest 
value of C that would cause buckling was determined. These values of 
3 and C are plotted in Figure 13. Use of four terms in the series of w 
resulted in satisfactory convergence. The convergence of the values of 
C for a typical case (3 = 0.5) obtained by including various terms in 
the deflection function is shown in Table 6. 
Table 6. Values of £ for 3 = 0.5 
Terms r e t a i n e d X 
* 1 1 ' *31 
0.56229 
* 1 1 ' * 1 3 ' • s i 
0.53762 
* 1 1 ' * 1 3 ' * 3 1 ' *33 0.53762 
Principal Region of Instability. The boundary frequencies for 
the first principal region were found for a plate aspect ratio of unity. 
2 











F - 1 
Figure 13. Combination Buckling of Rectangular Plate 
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frequency of transverse vibration, was used. A range of six values 
(0, 0.1, 0.2, 0.3, 0.4, 0.5) for each of the parameters C and 3 was 
considered. 
The four eigenfunctions used in the combination buckling problem 
were again used. Thus, the matrices appearing in the determinant of 
Equation (118) were of fourth order. The boundary frequencies were 
determined from both the first and second order approximations of the 
infinite determinant. The results for these two approximations were 
almost identical for small values of 3 and C. For higher values small 
differences were found. The boundary frequencies obtained from first 
and second order approximations for upper and lower boundaries are pre-
sented in Tables 7 and 8, respectively, for three values of 3 and t,. 
The two entries in each position represent the second and first order 
approximations, respectively. 
The boundaries of the first principal region are plotted in 
Figure 14 as plots of the excitation frequency ratio, 0/w,, vs. 3> 
and in Figure 15 as plots of O/o).. . vs. T,. The plotted points represent 
the computed values from the second order approximation. 
Discussion of Results 
Thermal Buckling 
The thermal buckling problem was considered primarily to provide 
a basis for expressing the temperature parameter (£) as a ratio. For 
the circular plate problem the critical temperature parameter was 
determined for various hot spot diameters. The results plotted in 
Figure 9 reveal that as the hot spot radius increases from a = 0.1b 
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Table 7. Rectangular P la te - -Upper Boundary Frequency (0/co,,) 
6 _ C 0 .3 0.4 0.5 
0.3 3.540, 3.530 3.165, 3.150 2 .775 , 2.760 
0.4 3 .745, 3.730 3.370, 3.350 2 .985, 2.960 
0.5 3 .955, 3.930 3 .585, 3.550 3.200, 3.160 
Table 8. Rectangular Plate—Lower Boundary Frequency (0/to ..) 
3 _ £ _ 0.3 0.4 0.5 
0.3 2 .350 , 2.330 1.975, 1.950 1.590, 1.560 
0.4 2 .165 , 2.130 1.795, 1.750 1.420, 1.360 
0.5 1.995, 1.930 1.630, 1.550 1.265, 1.160 
to a = 0.9b the c r i t i c a l tempera ture a t f i r s t decreases and then i n -
c r e a s e s . I t i s c l e a r t h a t for the hot spot r ad ius zero or equal t o 
the r ad ius of the p l a t e , the thermal s t r e s s e s van i sh , and the p l a t e 
does not b u c k l e . 
Combination Buckling 
This problem was cons idered for two purposes both of which a re 
r e l a t e d to the dynamic s t a b i l i t y a n a l y s i s . The f i r s t was to provide 
a gu ide l i ne for choosing a s e t of funct ions which could adequate ly 
r e p r e s e n t the p l a t e s t i f f n e s s p r o p e r t i e s i n the d e f l e c t i o n func t ion . 
The second was to determine the l i m i t i n g va lues of F and X below 
which p l a t e buck l ing would not occur . Computations for both the 
c = o.i 
J L 
0 .1 .4 .5 
r = 0.2 
J L 
Figure 14. First Principal Region of Instability of the Rectangular Plate. 
Excitation Frequency vs. Oscillating Load 
^j 
K) 
Figure 15. First Principal Region of Instability of the Rectangular Plate. 
Excitation Frequency vs. Temperature Parameter 
-j 
C/J 
circular and the rectangular plate problems indicated that a set of 
four functions in the representation of w is adequate. 
Dynamic Stability 
The first principal region for both the circular and rectangular 
plates was found for wide ranges of the parameters 3 and £. The 
scanning procedure used to determine boundary frequencies is convenient 
because it permits improvement of the accuracy of results for each 
order of approximation. To obtain the results presented here, a step 
size was used that produced results well within the accuracy of the 
plots. 
From the plots in Figures 11 and 14 it can be seen that the 
principal region increases in width as 3 increases. Also, from these 
plots it is found that as Z, increases, these regions cover larger 
areas. This can be more effectively illustrated by plotting the area 
of the regions vs. £. Such a plot is presented in Figure 16. It is 
found that as C increases, while 3 covers the same range of values 
(0 to 0.5), the area of the principal region steadily increases. The 
increase being about 30 percent as C changes from 0.1 to 0.5. Note 
that the trend is about the same for both the rectangular and circular 
plates. 
The plots in Figures 12 and 15 show that as t, increases for 
fixed 3, the principal region commences at lower excitation frequencies 
and curves downward. This behavior is apparently a result of a de-
crease in effective bending stiffness of the plate as the thermal 
stresses increase. 
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Figure 16. Area of Principal Region vs. Temperature Parameter 
degenerate into a line. In fact, as 3+0, Equation (118) for bounding 
frequencies becomes (note the absence of "+" sign) 
2 2 
ll - c£ - ILipfJ = o , n = 1,3,5,... , 
which yields discrete frequencies instead of ranges of frequencies 
for which the motion becomes unstable. 
The computations of boundary frequencies were carried out for 
one value of the ratio (a/b) for each of the problems. However, by 
examining the results presented here some observations may be made 
about the role of this ratio. In the two unrelated problems it is 
seen that the principal region, both qualitatively (Figures 11, 12, 
14, and 15) and quantitatively (Figure 16), depends on the parameters 
3 and Tj". Thus, for different (a/b) ratios, results similar to those 
presented here may be expected. It is to be noted, however, a change 
of (a/b) ratio will change the critical values 3 and C _. appearing 
in Equation (119) which defines 3 and ~C. 
For parametric excitation problems where a static mean stress 
is present (y 4 0) in addition to the thermal stresses, the effect of 
thermal stresses may be similar; i.e., the thermal stresses will cause 
the principal region obtained in the absence of thermal stresses to 
expand and commence at lower excitation frequencies. 
The values of the boundary frequencies determined using the 
method presented here may not be expected to be realistic for the 
combinations of F and X which are close to the combination buckling 
curve (Figures 10 and 13). For such combinations, the effects of 
imperfections and middle surface stretching due to bending should be 
considered. If the system is imperfection insensitive [33], as would 
be expected for these plate problems, stable configurations can be 
achieved for loads in excess of the critical values. These configu-
rations are not, however, flat so that the character of the problem 
differs from those initially posed here. 
CHAPTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
FOR FUTURE RESEARCH 
Conclusions 
Parametric excitation of plates subjected to thermal stresses 
was studied. The governing equations of motion were derived using the 
principle of virtual work with reference to a general orthogonal 
curvilinear coordinate system. An assumed modes approach was used to 
obtain the equations of motion in terms of generalized coordinates. 
The development is general and may be used for plates of various shapes 
with any edge conditions. 
The response of the plates to parametric excitation is found to 
be unstable for some regions of parameters. The boundary frequencies 
of these regions were shown to be the zeros of infinite determinants. 
From the results for the first principal region of the two problems 
considered it was seen that for small amplitude of the oscillating 
load and small magnitude of thermal stresses, a first order approxi-
mation yields satisfactory results. For higher values of these param-
eters higher order approximations are required. 
Thermal effects on the principal region of instability has been 
investigated for a rectangular and a circular plate. It was found 
that the regions of instability cover larger areas and commences at 
lower excitation frequencies as temperature is increased. Thus the 
presence of thermal stresses reduces the safe operating range of 
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excitation frequency. 
Various values of the amplitude of oscillating load were con-
sidered for both the problems. The results show that the principal 
region widens with increase of the amplitude. As the amplitude tend 
to zero the region degenerates into a line. 
The critical temperature parameter for the circular plate was 
determined for various values of hot spot radius. It was seen that 
the critical temperature is smallest for medium size hot spots 
(a/b ~ 0.5). For very small (a/b -* 0) and for large (a/b -• 1) hot 
spots the critical temperature is very large and thermal buckling is 
unlikely to occur without the temperature being large enough to alter 
material properties of the plate. 
Recommendations for Future Research 
Thermal effects on the dynamic stability of parametrically 
excited plates has been studied here. For the two plate problems con-
sidered the boundaries of the first principal region have been deter-
mined. It has been noted earlier that other regions of instability 
exist. All the analytical results needed to determine these regions 
have been presented. By carrying out the necessary computations, 
some of the additional regions may be determined. 
To determine the amplitude of the response of the plate within 
the region of instability, the nonlinear effect of middle surface 
stretching and the presence of "damping" should be taken into account. 
To solve such a problem analytically will be difficult, and an 
experimental investigation may be more appropriate. 
Presence of thermal stresses may alter the torsional and 
flexural rigidities of beams and arches. This would in turn affect 
the response of these structures to parametric excitation. These 
problems should be studied. One simple problem in this line is a 
simply supported beam subjected to thermal stresses and in-plane 
parametric excitation. 
In the stability analysis (see Chapter III) of parametric 
excitation response presented here, it was assumed that the eigenvalues 
p. had multiplicity not greater than two. It is, however, possible 
that a higher degree of multiplicity may occur. In such cases a phe-
nomenon called combination resonance is observed. The practical im-
portance and significance of this phenomenon needs to be clarified. 
To this end it is necessary to find out how large the regions of in-
stability are and what frequency ranges they cover. In addition the 
amplitude of the response in a combination resonance should be deter-
mined. This is a mathematically complicated problem and one would be 
well advised to adopt a combined analytical and experimental approach. 
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APPENDIX A 
STRESS RESULTANTS AND MOMENTS 
IN TERMS OF STRAINS 
S t r e s s r e s u l t a n t s and moments are r e l a t e d to s t r e s s e s by Equa-
t i o n s (14) and (15) , r e s p e c t i v e l y . S u b s t i t u t i n g Equation (6) i n t o 
Equation (10) , and the r e s u l t i n Equations (14) and (15) , y i e l d s the 
fol lowing express ions for s t r e s s r e s u l t a n t s and moments i n terms of 
s t r a i n components: 
T 
N N n = K ( e n + v e 0 0 ) -11 v 11 "22^ 1-v 
T 
N22 = K C £22 + ^ll) " ho C A 1 ) 
N12 = (1 - v)Ke 1 2 
T 
M l l " D ( K 11 + VK22> " T^ 
M22 - D(K22 + VKU ) - i L . (A2) 
M12 - (1 - V)DK12 
where 
NT = E J e T dz , MT = E J e T dz , 
z z 
and e is the thermal s t ra in given by Equation (11). The symbols K 
and D represent the extensional s t i ffness 
if - E h 
1 - v 
and the bending stiffness 
D = E"3 
12(1 - V^) 
of the plate. It may be observed here that if the temperature distri-
T 
bution in the plate is symmetric with respect to z, then M = 0 . 
Stress resultants and moments can be related to displacements by 
substituting Equations (7) and (8) into Equations (Al) and (A2), 
respectively. Expressions for vertical shear resultants Q. and Q2 in 
terms of strain components can be obtained by substituting Equation 
(A2) into Equation (16). 
83 
APPENDIX B 
EXISTENCE OF PERIODIC SOLUTIONS 
2TT For solutions with period 2T(T = -=-), substituting Equation (50) 
into Equation (48) gives 
oo 2 2 
r v n o ,, . not r n©t. rD1̂  
- L l 4— C*n sin -=- + E cos -y-) (Bl) 
n=i,2 ' z ~n * 
+ (I_ - yG - d - 38 cosGt) i ?ft + J (<j> sin ^ 
z ~u n*i,2 ~ ' 
• l . c o s ^ J . O . 
Using some trigonometric identities Equation (Bl) becomes 
~ I Z " V " (<L s m - Y " + 5n cos -L - ) 
n= i ,2 * ~n ^ n ^ 
( I - YG - CE) I (4 s in B f i + E cos ^ ) 
~ n=i,2 ~n ^ ~n * 
3 « v A r • (n-2)0t • (n+2)et. 
" J B Z i ( sm -L1V— + s l n " ^ 9 — ) 
z ~ n=i ,2 ~n z z 
c- /• (n-2)0t (n+2)0t. 
+ £ (cos ' + cos ^ ' *—) 
~rj 2 2 
+ ( I - Y£ - C£ - 38 cos 2|t) I gQ = 0 . 
(B2) 
Equating the coefficients of sin — j - and cos -—— in Equation (B2), 
to zero, yields two infinite systems of homogeneous simultaneous equa-
tions with unknowns <j) and £ , respectively. If these equations are 
arranged such that equations involving odd values of n appear first 
and then, those involving even values of n (note zero is an even 
number) and it is required, in each case, that not all the unknowns 
are zero, the following criterion is obtained: 
for <j> , 
D . . • D = 0 , (B3) 
odd' ' even' 
f°r !n> 
D AA\ * P = 0 , (B4) 
odd' ' even' ' v J 
where ID ,,1 and ID ,,1 are the determinants obtained by taking minus 1 odd' ' odd' 
and plus sign, respectively for the "+" sign in the top corner element 
of the determinant on the left hand side of Equation (51). The deter-
minants ID I and ID I are defined by the left hand side of 
1 even' ' even' J 
Equations (53) and (52), respectively. 
of period T(T = -^-) are 
Proceeding s imi la r ly , the c r i t e r i a for existence of solutions 
JiJ 
e 
D = 0 , (B5) 
even' ^ J 
and 
D 1 = 0 . (B6) 
even'2 
In view of Equations (B5) and (B6) , it is seen that when solutions of 
period 2T exists, 
D = D \ £ 0 . 
even• ' even'~ 
Consideration of Equations (B3) and (B4) then leads to the condition 
for existence of solutions of period 2T; i.e., 
D ,. = 0 , 
odd' ' 
and 





f J ( k r ) J ( £ r ) r d r = — ^ [kJ ( i l r )J . (kr) - U ( k r ) J ^ ( £ r ) ] (CI) 
J„ nr nr , 2 .2 L nr J ra+1^ ' m m+1 
J I ( k r ) I ( £ r ) r d r = - — _ . [kl (£r) I . (kr) - ill (kr) I . ( £ r ) ] (C2) J irr ' mv ' , 2 -2 mv ' m+1 m m+lv JJ 
f r 
I I ( k r ) J ( £ r ) r d r = / ~ [kJ (£ r ) I . (kr) + ill ( k r ) J ^ ( i l r ) ] (C3) 
J^ nr ' nr ' , 2 .2 L m^ ^ m+1^ ^ nr J m+lv y J 
0 k +JI 
t r ? ^ ? 
/ J z ( k r ) r d r = V [J (kr) - J , (kr) J , (kr) ] (C4) 
JQ m
 v ' 2 l m ^ J m-1^ y m+lv ' J 
f I 2 ( k r ) r d r = ~ t 1 2 ( k r ) - I n ( k r ) I A l ( k r ) ] (C5) 
^ 0 m ^ 2
 L m m-1 m+1 
In Equations (CI) through (C5) k and il are constants. 
b /.27T 
n 
= 0 , m t p 




= - CTT A
m(\ f1. [A J (X ) J AX ) 
,4 4 L mn nr mq m+1 mn 
mn" mq 
- A J (A ) J . (A ) ] , m = p , n £ q 
mq nr mny m+1 mq'J r ^ 
= - c i r r 2 A [A I , 2 (A ) 
ran mnL ran m+1 v irav 
+ 2ml (A ) I .(A ) ] , m = p , n = q 
nr mn7 m+lv mn-7-1' r * M 
The various symbols appearing in this formula are defined in the 
Circular Plate section of Chapter IV. 
APPENDIX D 
ELEMENTS OF THE MATRIX E FOR 
RECTANGULAR PLATE 
DTT2 
e = ^ r { P t ^ (Bi D + B . E + F ) + n B ( D , G + D. H J ] 
pqmn ab r L n q v 1 mp 2 mp mp n q v 3 mp 4 mp ' 
+ q [ n C (D, I + D 0 J ) + m B ( D , G + D. H ) ] } 
HL nq M mp 2 mp qn 3 pm 4 pnr J 
The cons t an t s B , B and D1 through D, are given by 
k s inh R cosR2 - k . cosh R- s i n R2 
B, = 
1 k s i n R cos R? + k^ s inh R cosh R1 
k cosh R.. s in R2 + k2 s inh R. cos R2 
2 " k1 s in R cos R2 + k2 s inh R cosh R 
D l " B l C k l 2 " k 2 ^ " 2 B 2 k l k 2 
D2 = B 2 ( k l
2 - k 2 ) • 2 B l k l k 2 
D3 " B l k 2 + B 2 k l 
D4 " B l k l " B2k2 
where 
R! - k i b 
R. = k -
k2 b 
, 4 / 105 / . / 21 
. _ 4 / 105 / / 21 
k2 " / I T / X " / 65 
The other coefficients are 
A 
nq .n-q .2 
i f |Hza| i s odd 
C^*)2 
i f |-y-M i s even or zero 
a/b 
nq C ^ T T ) 3 
i f | n i ! | i s o d d 
a/b 
(S^irJ 
if 1^1 i i s even or zero 
C = ( ih 2 1 i f |2l2.| i s odd 
- - e 
a^2 1 . r in-qi . 
i f -r-H i s even b ( 2 ^ IT) 
ra.2 r 1 1 . _ 
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^ + 1 
D _ = (-1) z [(C1 + C0 + C^ + C J s i n h ^ cos R2 
mp 1 2 3 4-
- (C_ + C,. + C_ + C0)cosh R, s in R0] 
b o / o 1 A 
m-i 
E = (-1) z [(C. + C + C_ + C J c o s h R. s i n R 
mp 1 2 3 4-
+ (C_ + Ĉ  + C_ + C J s i n h Rn cos R_] 
b O / o 1 Z 
mp 
0 i f m ^ p 
, y i f m = p 
m-i 
G = (-1) [(C, - O, + C7 - C J s i n h R. cos R0 
mp L 1 2 3 4 1 2 
(C5 - C6 + Cy - Cg)cosh R s i n R2] 
m-i 
H = (-1) c [(C. - C, + C- - C J c o s h R. s i n R. mp 1 2 3 4 1 2 
+ (C - C6 + CL - C J s i n h R cos R ] 
m-
I = (-1) [(C, + C0 - C_ - C J s i n h Rn cos R„ 
mp 1 2 3 4y 1 2 
- (C5 + C6 - C - Cg)cosh R s i n R ] 
n^+1 
J = (-1) [(C. + CL - C_ - C J cosh R, s i n R„ 
mp 1 2 3 4 1 ^ 
+ (C + C6 - C? - C g )s inh ^ cos R ] 
where 
C - 1 R 2 + ^ 
2 ,_ m+p .2 
1 + ^R2 + 2 *} 
C = 4-
R - !H±£TT 
1 K2 2 
4 n 2 fn m+p . 2 
R l + ( R 2 " 2 *> 
C, = 
1 R 2 + E ? ^ 
3 4 „ 2 V ^ * 2 ? ^ 2 
c, = 
R - 5iz£. 7T 
1 2 2 
4 4 R 2 ,_ m-p . 2 
1 + <R2 " 2 ^ 
R, 
r = _ 
C 5 4 R 2 
2 , n m+p s2 
1 + ( R 2 + 2 ^ 
c. = 4-6 4 ^ 2 H,Z. (R, - ! f . ) ! 
C ' = ^ 
2 ,_ m-p . 2 
1 + <R2 + 2 *> 
c = 
R. 
4 «42 • (R2 - *?*r 
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