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Abstract—In this paper, we present a control framework
for a general class of control-affine nonlinear systems under
spatiotemporal and input constraints. First, we present a new
result on fixed-time stability, i.e., convergence within a fixed time
independently of the initial conditions, in terms of a Lyapunov
function. We show robustness of the proposed conditions in
terms of fixed-time stability guarantees in the presence of a
class of additive disturbances. Then, we consider the problem
of designing control inputs for a general class of nonlinear,
control-affine systems to achieve forward invariance of a safe
set, as well as convergence to a goal set within a prescribed (i.e.,
user-defined) time. We show that the aforementioned problem
based on spatiotemporal specifications can be translated into a
temporal logic formula. Then, we present a quadratic program
(QP) based formulation to compute the control input efficiently.
We show that the proposed QP is feasible, and discuss the cases
when the solution of the QP solves the considered problem of
control design. In contrast to prior work, we do not make any
additional assumptions on existence of a Lyapunov or a Barrier
function for the feasibility of the QP. We present two case studies
to corroborate our proposed methods. In the first example, the
adaptive cruise control problem is considered, where a following
vehicle needs to obtain a desired goal speed while maintaining
a safe distance from the lead vehicle. For the second example,
we consider the problem of robot motion planning for a two-
agent system, where the objective of the robots is to visit a given
sequence of sets in a prescribed time sequence while remaining
in a given safe set and maintaining safe distance from each other.
I. INTRODUCTION
Driving the state of a dynamical system to a given desired
point or a desired set is a problem of major practical im-
portance, particularly in the fields of robot motion planning
and safety-critical control. In many real-world applications,
various types of constraints are present due to the structural
and operational requirements of the considered system. Con-
trol design for such systems is not a trivial task, as these
constraints expose limitations on several aspects of the control
synthesis. For example, spatial constraints, i.e., constraints
requiring the system trajectories to be in some safe set at all
times, are common in safety-critical applications. Furthermore,
temporal constraints, i.e., constraints pertaining to convergence
within a prescribed time, appear in time-critical applications
where completion of a task is required within a given time
interval. Spatiotemporal specifications impose spatial as well
as temporal or time constraints on the system trajectories.
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A. Background
Various approaches have been developed in the past to
accomplish the task of achieving convergence while satisfying
safety and/or control input constraints. Model predictive con-
trol (MPC)-based methods [1], [2], rapidly-exploring random
tree (RRT) based methods [3]–[5], and combinations of them
[3] have been studied extensively in the literature. In addition,
Lyapunov-based methods, such as vector fields [6], [7] and
control Lyapunov functions (CLF) [8]–[10] are also popular,
in part because these methods are inherently amenable to
Lyapunov-based analysis.
There are many studies on forward invariance of safe sets
where the objective is to design a control law such that the
closed-loop system trajectories do not leave the given safe set.
The authors in [11] use a Lyapunov-like barrier function based
approach to guarantee asymptotic tracking, as well as ensuring
that the system output always remains inside a given set. More
recently, in [12], [13], conditions using zeroing control barrier
functions (CBF) are presented to ensure forward invariance
of a desired set. The authors in [14] propose a sum-of-
squares formulation to find a barrier certificate, that guarantees
forward invariance of a given set. In order to guarantee forward
invariance of a safe set and convergence to a desired set
or a point, a combination of CLFs and CBFs can be used
for control design [12], [13], [15]. Input constraints, such
as actuator saturation, is another class of constraints that is
inevitable in practice. Since a limited control input can affect
the region of convergence, addressing spatiotemporal and input
constraints simultaneously is a challenging control problem.
B. Related work
In recent years, online optimization, particularly, quadratic
program (QP) based approaches have gained popularity for
control synthesis; see [8], [9], [12], [16]. These methods are
suitable for real-time implementation as QPs can be solved
very efficiently. The authors in [17] use exponential Barrier
function based approach to guarantee safety in the QP formu-
lation (see also [18]). In [19], safety barrier certificates are
presented to ensure scalable collision-free behavior in multi-
robot systems. The control input is computed using QP with
the objective of minimizing the deviation for a given nominal
controller while guaranteeing safety. A similar approach is
used in [20], where the dynamics of the neighboring agents are
assumed to be unknown. The authors in [12] combine the con-
trol performance objectives and safety objectives, represented
using CLF and CBF, respectively, via a single QP. Authors
in [21] use CBF to encode signal-temporal logic (STL) based
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2specifications and formulate a QP to compute the control input.
The aforementioned work addresses the design of control laws
so that the reachability objectives, such as reaching a desired
location or a desired goal set, are achieved as time goes to
infinity, i.e., asymptotically.
C. Finite- and fixed-time stability
In the seminal work [22], the authors introduce necessary
and sufficient conditions in terms of a Lyapunov function for
continuous-time, autonomous systems to exhibit finite-time
stability (FTS). Fixed-time stability (FxTS) [23] is a stronger
notion than FTS, where the time of convergence does not
depend upon the initial conditions. In [24], the authors propose
necessary and sufficient conditions in terms of a Lyapunov
function for FxTS. Prescribed-time stability, or user-defined
time stability or strongly predefined-time stability [25]–[27],
imposes that the convergence time can be chosen arbitrarily.
The authors in [25], [28] study a time transformation approach
to stretch the finite-time domain of interest [0, T ) to an infinite-
time domain [0,∞). With a proper choice of the transforma-
tion, the asymptotic convergence in the new stretched time
domain inherently implies the finite-time convergence at the
prescribed time T in the original time domain (see also [29]–
[32] for more details). In the aforementioned work, [25]–[32],
while convergence in a user-defined time is guaranteed, safety
and control input constraints are not considered.
The authors of [8] formulate a QP to ensure finite-time
convergence to a set with input constraints. Although they
consider input bounds, the approach does not guarantee feasi-
bility of the QP. Furthermore, the time of convergence in their
formulation, though finite, depends upon the initial condition,
and cannot be chosen arbitrarily by the user.
D. Our contribution
In this paper, we study the problem of reaching a given goal
set Sg in a prescribed time T , while remaining in a given safe
set Ss at all times, for a general class of control-affine systems
with input constraints. The two main contributions of the paper
are listed below.
(i) We present a new result on FxTS, where we allow a
positive term to appear in the time derivative of the
Lyapunov function. The proposed fixed-time convergence
time bound provides a more general bound, in the sense
that it reduces to the results in [36] for a special case.
We then demonstrate how the presented conditions can
be used to guarantee robustness with respect to Lipschitz
continuous disturbances;
(ii) We define a new notion of prescribed-time CLF, and
use it to solve the problem of reaching a given goal set
within a given prescribed time T . We formulate a novel
QP to find a control input to solve the aforementioned
problem, guaranteeing safety and prescribed-time con-
vergence. More importantly, we show that our problem
formulation is always feasible.
Furthermore, in contrast to the results in [8], [33], where
under the traditional notion of FTS, as defined in [22], the
convergence time depends upon the initial conditions, the
closed-loop system trajectories resulting from our controller
reach the given set in a prescribed time that can be chosen
arbitrarily and independently of the initial conditions. The
authors in [12] show feasibility of the proposed QP for-
mulation in the absence of control input constraints under
certain conditions on the existence of a particular class of
CBF. In comparison to [8]–[10], [12], [17]–[21], [35], we
show the feasibility of the proposed QP without any additional
assumptions on the existence of a CLF or a CBF. In [34],
prescribed-time convergence with control input bounds is
considered under strong assumptions of existence of a control
Lyapunov function satisfying various regulatory conditions. In
this work, we do not make any assumptions on existence of
a Lyapunov function in order to guarantee convergence. In
[35], the authors use a QP based formulation to compute
control input for prescribed-time convergence with control
input and safety constraints, but no guarantees are given for
feasibility of the proposed method. In this paper, we overcome
this limitation by guaranteeing feasibility of the proposed QP
and studying various conditions under which the closed-loop
trajectories fulfill the given spatiotemporal specifications.
The rest of the paper is organized as follows. Section II
presents the notation used in the paper, some mathematical
preliminaries and the main problem formulation. In Section III,
we formulate the main problem and give some preliminaries
on safety and convergence. In Section IV, we first present the
new FxTS theorem. Then, we detail the controller design and
present the main results of the paper. In Section V, we present
two case studies to illustrate efficacy of our proposed method
and we conclude the paper with our thoughts for future work
in Section VI.
II. MATHEMATICAL PRELIMINARIES
In the rest of the paper, R denotes the set of real numbers
and R+ denotes the set of non-negative real numbers. We use
‖ · ‖p to denote the p−norm, and ‖ · ‖ is used to denote the
Euclidean norm. In addition, we write ∂S for the boundary of
the closed set S, int(S) for its interior, and |x|S = infy∈S ‖x−
y‖ for the distance of the point x /∈ S from the set S. The
Lie derivative of a function V : Rn → R along a vector field
f : Rn → Rn at a point x ∈ Rn is denoted as LfV (x) ,
∂V
∂x f(x).
Next, we introduce the notion of prescribed-time stability.
Consider the nonlinear system
x˙(t) = f(x(t)), x(0) = x0, (1)
where x ∈ Rn and f : Rn → Rn is continuous with f(0) = 0.
The origin is said to be an FTS equilibrium of (1) if it is
Lyapunov stable and finite-time convergent, i.e., for all x(0) ∈
N \ {0}, where N is some open neighborhood of the origin,
limt→T x(t) = 0, where T = T (x(0)) < ∞ depends upon
the initial condition x(0) [22]. The authors in [23] presented
the following result for fixed-time stability, where the time of
convergence does not depend upon the initial condition.
3Theorem 1 ( [23]). Suppose there exists a positive definite
function V for system (1) such that
V˙ (x) ≤ −aV (x)p − bV (x)q, (2)
with a, b > 0, 0 < p < 1 and q > 1. Then, the origin of (1)
is FxTS with continuous settling time function
T ≤ 1
a(1− p) +
1
b(q − 1) . (3)
The following notion of prescribed-time stability (PTS) (also
called as user-defined time and predefined-time stability by
various authors) allows the time of convergence T to be chosen
a priori by the user.
Definition 1 ( [25]–[27]). The origin of (1) is called as
prescribed-time stable (PTS) if it is Lyapunov stable, and the
trajectories of (1) reach the origin within time T <∞, where
T > 0 is a user defined constant.
We need the following lemma to prove one of the main results
of the paper.
Lemma 1. Let V0, c1, c2, c3 > 0, a1 = 1+ 1µ and a2 = 1− 1µ ,
where µ > 1. Define
I ,
∫ 0
V0
dV
−c1V a1 − c2V a2 + c3V . (4)
Then, the following holds:
(i) If c3 < 2
√
c1c2, we have
I ≤ µ
c1k1
(pi
2
− tan−1 k2
)
, (5)
where k1 =
√
4c1c2−c23
4c21
and k2 = −
√
c3√
4c1c2−c23
;
(ii) If c3 ≥ 2√c1c2 and c3V0 ≤ c1V a10 + c2V a20 , we have
I ≤ µ
c1(b− a) log
( |b|
|a|
)
, (6)
where a < b are the roots of γ(z) , c1z2−c3z+c2 = 0.
The proof is provided in Appendix A.
A. Problem formulation
In this section, we present the main problem considered in
this paper. Specifically, let the dynamical control system be
given by
x˙(t) = f(x) + g(x)u(t), x(t0) = x0, (7)
where x ∈ Rn is the state vector, f : Rn → Rn and g : Rn →
Rn×m are system vector fields, and u ∈ Rm is the control
input vector. In addition, define a safe set Ss = {x | hs(x) ≤
0}, and consider a goal set to be reached in a prescribed time T
defined as Sg = {x | hg(x) ≤ 0}, where hs, hg : Rn → R are
user-defined functions. The problem statement is as follows:
Problem 1. Design a control input u(t) ∈ U = {v ∈
Rm | Auv ≤ bu}, so that the closed-loop trajectories of (7)
reach the set Sg = {x | hg(x) ≤ 0} in a prescribed time
T with x(t) ∈ Ss = {x | hs(x) ≤ 0} for all t ≥ 0, where
hs(x) and hg(x) are continuously differentiable functions, and
Au ∈ Rl×m, bu ∈ Rl.
Input constraints of the form u ∈ U = {u | Auu ≤ bu} are
very commonly considered in the literature [12]. It is essential
to assume that the control constraint set U ⊂ Rm is non-empty.
Problem 1 can be readily translated into a temporal logic
formula for the form of specifications that are encountered, for
instance, in mission planning problems. The signal temporal
logic (STL) specifications, given by formula φ include the
following semantics:
• (x, t) |= φ ⇐⇒ h(x(t)) ≤ 0;
• (x, t) |= ¬φ ⇐⇒ h(x(t)) > 0;
• (x, t) |= φ1 ∧ φ2 ⇐⇒ (x, t) |= φ1 ∧ (x, t) |= φ2;
• (x, t) |= G[a,b]φ ⇐⇒ h(x(t)) ≤ 0,∀t ∈ [a, b];
• (x, t) |= F[a,b]φ ⇐⇒ ∃t ∈ [a, b] such that h(x(t)) ≤ 0,
where φ = true if h(x) ≤ 0 and φ = false if h(x) > 0. The
temporal functions G[a,b]φ and F[a,b]φ stand for satisfaction of
the formula φ always in the interval [a, b], i.e., for all t ∈ [a, b]
and eventually in the interval [a, b], i.e., for some t ∈ [a, b],
respectively (see [21] for more details). So, Problem 1 can be
written in the STL semantics as follows.
Problem 2. Design control input u ∈ U so that the closed-
loop trajectories satisfy
(x, t) |=G[0,T ]φs ∧ F[0,T ]φg, (8)
where φs (respectively, φg) = true if hs(x) (respectively,
hg(x)) ≤ 0, and false otherwise.
Note that the requirements involving more complex STL
formula, for examples, requirements of the form
(x, t) |=G[t0,tN ]φs ∧G[t0,t1]φ0 ∧ F[t0,t1]φ1 ∧G[t1,t2]φ1
∧ F[t1,t2]φ2 ∧ · · · ∧G[tN−1,tN ]φN−1 ∧ F[tN−1,tN ]φN ,
(9)
can also be considered in the proposed framework. Here
[t0, t1), [t1, t2), · · · , [tN−1, tN ) are intervals such that ti+1 −
ti ≥ T¯ for some 0 < T¯ < ∞, for all 0 ≤ i ≤ N − 1, and
φi is true if hi(x) ≤ 0. The requirements (9) translate to the
problem of designing control input u such that the closed-loop
trajectories satisfy
x(t) ∈ Ss, ∀ t ≥ t0, (10a)
x(t) ∈ Si, ∀ t ∈ [ti, ti+1), (10b)
where Si = {x | hi(x) ≤ 0}, i.e., the closed-loop trajectories
should stay in the set Ss at all times, and visit the sets Si in
the given time sequence. The requirements of the form (9) can
be satisfied by solving Problem 1 sequentially with safe set
defined as S¯s = Ss
⋂
Si and goal set as S¯g = Ss
⋂
Si+1
for the time interval [ti, ti+1), and requiring the time of
convergence to satisfy T ≤ T¯ . It is evident that we need
Si
⋂
Si+1 6= ∅ for the problem to be well-posed.
Remark 1. If the STL-based specifications satisfy certain
assumptions, then these specifications can be addressed in the
framework of Problem 1. For illustration, consider Example
2 from [21]. The STL specification φ = φ1 ∧ φ2, where
φ1 = F[5,15](‖x − [10 0]T ‖ ≤ 5) and φ2 = G[5,15](‖x −
4[10 5]T ‖ ≤ 10), means that the closed loop trajectories should
reach the set S1 = {x | ‖x − [10 5]T ‖ ≤ 10} on or before
t = 5 sec, remain in the set S1 for t ∈ [5, 15] and reach the
set S2 = {x | ‖x − [10 0]T ‖ ≤ 5} on or before t = 15.
Since S1
⋂
S2 6= ∅, we can use the problem set of Problem
1 to address these specifications. In Section V, we present an
example on how to address problems that do not satisfy this
setup, i.e., if the functions h(x) or hi(x) are non-smooth or
Si
⋂
Si+1 = ∅, e.g., the case study in [38].
III. SAFETY AND PT CONVERGENCE
A. Forward-invariance of safe set
Since the system trajectories are required to stay in the set Ss
at all times, the set Ss can be thought of as a safe set, or its
compliment set Rn \Ss, an unsafe set. We present a necessary
and sufficient condition for guaranteeing safety of the system
trajectories with respect to the unsafe set Sus , Rn \ Ss, i.e.,
x(t) /∈ Sus for all t ≥ 0.
Lemma 2. Closed-loop trajectories of (7) are safe with
respect to the set Sus , Rn \ Ss if and only if the following
condition holds
min
u∈U
{Lfhs + Lghsu} ≤ 0, ∀x ∈ ∂Ss, (11)
where ∂Ss , {x | hs(x) = 0} is the boundary of the safe set
Sus.
The above result is popularly known as Nagumo’s Theorem
(see [37, Theorem 3.1]). For sake of completeness, we provide
the proof of this Lemma.
Proof: Sufficiency is immediate. For necessity, assume
that the (11) does not hold for some x¯ ∈ ∂Ss, i.e.
minu∈U{Lfhs + Lghsu} > 0 at x = x¯. Hence, there exists
x such that hs(x) = 0 and minu∈U h˙s(x¯) > 0, which implies
that hs cannot decrease along the system trajectories at x = x¯,
which implies that hs(x¯(T+)) > 0, where t = T denotes
the time when the trajectories reach x¯. This implies that the
system trajectories leave the set Ss, or reach the unsafe set
Sus. Hence, condition (11) is both necessary and sufficient
for maintaining safety with respect to the set Sus.
Hence, we make the following assumption so that Problem 1
is feasible and well-posed:
Assumption 1. The following condition holds
min
u∈U
{Lfhs + Lghsu} ≤ 0, ∀x ∈ ∂Ss. (12)
Furthermore, Sg
⋂
Ss 6= ∅.
Below we give some examples where (12) in Assumption 1
holds.
Example 1. Consider a robot modelled under single-
integrator dynamics
x˙ = u, (13)
where x, u ∈ Rn. It can be easily shown that (13) satisfies
(12) for any set Sus if U is of the form U = [−u1, u1] ×
[−u2, u2]× · · ·× [−un, un] for some u1, u2, · · · , un > 0, or
U = {u | um ≤ ‖u‖ ≤ uM}, for some 0 ≤ um < uM .
This is true since f = 0 and g = I in (13), and hence
Lfhs+Lghsu =
∂hs
∂x u. Due the structure of U , one can choose
u(x) = −c 1‖ ∂hs∂x ‖
∂hs
∂x , with c ≤ min{ui} or um < c < uM , so
that (12) holds, for any x such that ∂hs∂x 6= 0. When ∂hs∂x = 0,
(12) is satisfied for any u ∈ U .
Example 2. Consider the fully-actuated nonlinear system
x˙ = f(x) + g(x)u, (14)
where x, u ∈ Rn, f : Rn → Rn g : Rn → Rn×n with
rank(g(x)) = n for all x ∈ ∂Sus. Assume that there are no
control input constraints, i.e., U = Rn. For any x ∈ ∂Ss,
since g(x) is full-rank, choose u(x) = −g(x)−1(f(x) + ∂hs∂x ),
so that Lfhs + Lghsu = −
∥∥∂hs
∂x
∥∥2 ≤ 0. Hence, under the
aforementioned conditions, (14) satisfies (12).
In this work, we use the conditions of zeroing CBF (ZCBF)
to ensure safety or forward invariance of the safe set Ss. The
ZCBF is defined by the authors in [12] as following.
Definition 2. A continuously differentiable function B : Rn →
R is called as ZCBF for (7) for set Ss if B(x) < 0 for x ∈
intSs, B(x) = 0 for x ∈ ∂Ss, and there exists a continuous,
increasing function α : R+ → R+, with α(0) = 0, such that
inf
u∈U
{LfB(x) + LgB(x)u} ≤ α(−B(x)), (15)
for all x ∈ Ss.
It is easy to see, using Lemma 2, that if hs is a ZCBF for (7),
then it also satisfies (11). One special case of (15) is
inf
u∈U
{LfB(x) + LgB(x)u} ≤ −ρB(x), (16)
for some ρ ∈ R. In [12, Remark 6], the authors mention that
B is is a ZCBF if (16) holds with ρ > 0. We note that this
restriction is not needed for guaranteeing safety. If hs satisfies
(16) for any ρ ∈ R, then it also satisfies (11).
B. Prescribed-Time Convergence
First, we define a new class of CLF with prescribed-time
convergence guarantees:
Definition 3. PT CLF-S: A continuously differentiable func-
tion V : Rn → R is called PT CLF-S for (7) with parameters
a1, a2, b1, b2, if it is positive definite with respect to the set S,
i.e., V (x) > 0 for all x /∈ S, V (x) = 0 for all x ∈ ∂S, and
the following holds:
inf
u∈U
{LfV + LgV u} ≤ −a1V b1 − a2V b2 , (17)
for all x /∈ S, where a1, a2 > 0, b1 > 1 and 0 < b2 < 1.
satisfy
1
a1(b1 − 1) +
1
a2(1− b2) ≤ T, (18)
where T > 0 is the prescribed time.
Definition 3 defines a CLF that guarantees convergence of
the solutions to the origin within prescribed time T . The
traditional notions of CLF [8] and exponential CLF [18]
are special cases of Definition 3, with a1 = a2 = 0, and
5a2 = 0, b1 = 1, respectively. Now, we present sufficient
conditions for existence of a control input u that renders the
closed-loop trajectories reach the set Sg in the prescribed time
T using this definition.
Theorem 2. If there exist constants α1, α2 > 0, γ1 > 1 and
0 < γ2 < 1, satisfying
1
α1(γ1 − 1) +
1
α2(1− γ2) ≤ T, (19)
such that hg is PT CLF-Sg with parameters α1, α2, γ1, γ2 for
all x /∈ Sg , then there exists u(t) ∈ U , such that the closed-
loop trajectories of (7) reach the set Sg within prescribed time
T for all initial conditions x(0) /∈ Sg .
Proof: Choose the candidate Lyapunov function V (x) =
hg(x) for x /∈ Sg . From the definition of set Sg , we know
that x /∈ Sg implies hg(x) > 0, which implies that V (x) is
positive definite with respect to the set Sg . Now, since hg is
PT CLF-S, there exists u such that (17) holds for all x /∈ Sg ,
and hence, we have
V˙ = h˙ ≤ −α1hγ1 − α2hγ2 .
Thus, using Theorem 1, we obtain that for all t ≥ T0,
V (x(t)) = hg(x(t)) = 0 where
T0 ≤ 1
α1(γ1 − 1) +
1
α2(1− γ2)
(19)
≤ T.
This implies that the closed-loop trajectories reach the set Sg
within prescribed time T .
Note that Theorem 2 only deals with reaching the set Sg
before time t = T . In many applications, it is desirable to stay
in the goal set once the closed-loop trajectories reach there.
To this end, we next present a result that guarantees that the
closed-loop trajectories reach the set Sg within prescribed time
T and stay there for all future times.
Corollary 1. If there exist constants α1, α2 > 0, γ1 > 1 and
0 < γ2 < 1 satisfying (19), such that the following holds
inf
u∈U
{Lfhg(x) + Lghg(x)u} ≤ − α1 max{0, hg(x)}γ1
− α2 max{0, hg(x)}γ2 , (20)
for all x, then the closed-loop trajectories of (7) reach the set
Sg within prescribed time T < ∞ for all initial conditions
x(0) ∈ Rn, and stay there for all future times.
Proof: Note that once the trajectories of (7) reach the
set Sg , we have hg(x) = 0. From (20), we obtain that for
hg(x) = 0, h˙g(x) ≤ 0. Hence, the set Sg is forward-invariant
under the control input u satisfying (20). So, the closed-loop
trajectories stay in the set Sg once they reach the set Sg .
As pointed out in [8], QPs can be solved very efficiently and
can be used for real-time implementation. We present a QP-
based formulation to compute the control input that satisfies
the conditions of Corollary 1.
Theorem 3. Let the solution to the following QP
min
v,α1,α2
1
2
‖v‖2 (21a)
s.t. Lfhg(x) + Lghg(x)v ≤ −α1 max{0, hg(x)}γ1 (21b)
− α2 max{0, hg(x)}γ2 (21c)
2
T
≤α1(γ1 − 1), (21d)
2
T
≤α2(1− γ2), (21e)
Auv ≤ bu, (21f)
be denoted as (v¯, α¯1, α¯2), where γ1 > 1 and 0 < γ2 < 1. If
the control input is defined as u = v¯ and α1 = α¯1, α2 = α¯2,
then (19) and (20) hold.
Proof: First, note that the optimization variables in (21)
are α1, α2 and v. The objective of the optimization problem
(21) is quadratic in v and the constraints are linear in the
optimization variables. Hence, (21) is a QP. Now, the first
constraint of (21) is equivalent to (20). Constraints (21d)-(21e)
ensure that α1, α2 are positive and the time constraint (19) is
satisfied since:
1
α1(γ1 − 1) +
1
α2(1− γ2)
(21d)−(21e)
≤ T.
The last constraint in (21) implies that u ∈ U . Hence, the
solution to (21) satisfies (19) and (20).
Remark 2. In contrast to [8], [9], QP (21) has two ad-
vantages. First, in the aforementioned work, the time of
convergence T depends upon the initial conditions x(0), and
grows larger as the distance of x(0) increases from the set
Sg; while in the above formulation (21), it is independent of
x(0). Second, the previous works only concern about reaching
the set Sg , while the formulation (21) additionally renders the
set Sg forward-invariant.
IV. MAIN RESULTS
In this section, we present the main results of the paper. We
first present a new FxTS result in Theorem 4, which allows a
positive term to appear in the time derivative of the Lyapunov
candidate. Then, we design a QP, show its feasibility and prove
that the solution of the proposed QP solves Problem 1. We
use Lemma 2 and Assumption 1 to guarantee feasibility of
the proposed QP.
A. New FxTS result
Previously, conditions of the form (2) are considered by
various authors (see for example [23], [36]), where the time
derivative of the Lyapunov candidate is bounded by two
negative terms. We relax this condition by allowing a positive
term to appear in the upper bound of the time derivative, as
shown in the result below.
Theorem 4. Let V : Rn → R be a continuously differentiable,
positive definite function, satisfying
V˙ ≤ −c1V a1 − c2V a2 + c3V, (22)
6with c1, c2, c3 > 0, a1 = 1 + 1µ , a2 = 1− 1µ for some µ > 1,
along the trajectories of (1). Then, there exists D ⊂ Rn such
that for all x(0) ∈ D, the trajectories of (1) reach the origin
in a fixed time T . Furthermore, if c3 < 2
√
c1c2, and V is
radially unbounded, then D = Rn.
Proof: First we show that there exists D ⊂ Rn containing
the origin, such that for all x ∈ D \ {0}, V˙ < 0. Consider the
right-hand side of (22). For V˙ < 0, it is needed that
c3V < c1V
a1 + c2V
a2 ⇐⇒ c3 < c1V a1−1 + c2V a2−1
⇐⇒ c3 < c1V 1µ + c2V − 1µ
⇐⇒ c3 < min
V≥0
c1V
1
µ + c2V
− 1µ .
It can be readily shown that c1V
1
µ + c2V
− 1µ has a unique
minimizer. Substitute k = V
1
µ to obtain c1V
1
µ + c2V
− 1µ =
c1k+
c2
k . The function p : R+ → R, defined as p(k) = c1k+ c2k
is a strictly convex function, since d
2p
dk2 =
2c2
k3 > 0 for all
k > 0. Hence, the function p has a unique minimizer. The
derivative of p reads dpdk = c1 − c2k2 , which has a unique root
at k =
√
c2
c1
. Thus the minimum is attained for V =
(
c2
c1
)µ
2
.
Define V ∗ =
(
c2
c1
)µ
2
, so that δ = c1(V ∗)
1
µ + c2(V
∗)−
1
µ =
2
√
c1c2. Thus, for c3 < δ, we have that the right-hand side
of (22) is negative for all V > 0, and hence, V˙ < 0 for all
x ∈ Rn \ {0}.
Fig. 1. Qualitative variation of h(V ) = c1V
1
µ + c2V
− 1
µ with V , for
µ > 1. The function h(V ) achieves its minimum at V = V ∗, marked by
orange dashed line. For the case when c3 > 2
√
c1c2, V¯ is marked by red
dashed line.
Now, for the case when c3 ≥ 2√c1c2, we have that there
exist V1 < V ∗ < V2 such that c3 = c1V
1
µ + c2V
− 1µ for
both V = V1 and V = V2 (see Figure 1). We choose the one
which is smaller than V ∗, so that for all V < V¯ , V1, we have
c3V < c1V
a1 +c2V
a2 . Thus, define D = {x | V (x) < V¯ }, so
that for all x ∈ D, V˙ < 0, and hence, D is forward invariant.
Finally, we show fixed-time convergence of the trajectories
to the origin. Let x(0) ∈ D, so that V˙ ≤ 0 for all t ≥ 0,
where D = {x | V (x) < V¯ }, if c3 ≥ 2√c1c2, and D = Rn,
otherwise. Integrating both sides of (22), we obtain∫ 0
V0
dV
−c1V a1 − c2V a2 + c3V ≥
∫ T
0
dt = T, (23)
where V0 = V (x(0)). Denote the left-hand side of above
inequation as I , so that we have T ≤ I . We consider the
cases when c3 < 2
√
c1c2 and c3 ≥ 2√c1c2 separately.
First, let c3 < 2
√
c1c2. Using Lemma 1, we have
T ≤ I
(5)
≤ µ
c1k1
(pi
2
− tan−1 k2
)
, (24)
where k1 =
√
4c1c2−c23
4c21
and k2 = −
√
c3√
4c1c2−c23
. Hence, if
c3 < 2
√
c1c2, we have that V˙ < 0 for all x(0) 6= 0, and
V (x(t)) = 0 for all t ≥ T , where T ≤ µc1k1
(
pi
2 − tan−1 k2
)
.
Since V is radially unbounded, the origin is globally FxTS.
Now, for c3 ≥ 2√c1c2, with x(0) ∈ D, we have that c3V0 <
c1V
a1
0 + c2V
a2
0 . Thus, using Lemma 1, we have
T ≤ I
(6)
≤ µ
c1(b− a) log
( |b|
|a|
)
, (25)
where a, b are the roots of γ(z) , c1z2 − c3z + c2 = 0. The
above bound on T is also independent of the initial condition
x(0). Thus, for all x(0) ∈ D \ {0}, the origin is FxTS.
Remark 3. For c3 = 0, we have that k1 =
√
c2
c1
and k2 = 0
in (24), and hence, we obtain
T ≤ µpi
2
√
c1c2
, (26)
which is the same upper bound on time of convergence as
given in [36, Lemma 2]. Also, it can be readily observed that
µpi
2
√
c1c2
< 2µ√c1c2 ≤
µ
c1
+ µc2 , where the last inequality follows
since c1 + c2 ≥ 2√c1c2 for c1, c2 > 0. Hence, (26) gives a
tighter upper-bound on the time of convergence as compared
to (3). Thus, the inequality in (19) can be replaced by
µpi
2
√
α1α2
≤ T, (27)
for the case when γ1 = 1+ 1µ and γ2 = 1− 1µ for some µ > 1.
Equivalently, in QP (21), the constraints (21d) and (21e) can
be replaced as
µpi
2T
≤ αi, (28)
for i = 1, 2, so that (27) holds. Note that (28) gives a larger
feasible domain [µpi2T ,∞) for αi as compared to (21d)-(21e),
which renders the feasible domain to be [ 2µT ,∞).
In comparison to Theorem 1, Theorem 4 allows a positive
term c3V in the upper bound of the time derivative of the Lya-
punov function. This property captures the robustness against
Lipschitz continuous, or vanishing, additive disturbance in the
system dynamics, as shown in the following result.
Corollary 2. Consider the system
x˙ = f(x) + ψ(x), (29)
where f, ψ : Rn → Rn, f(0) = 0 and there exists L > 0 such
that for all x ∈ Rn, ‖ψ(x)‖ ≤ L‖x‖. Assume that the origin
for the nominal system x˙ = f(x) is fixed-time stable, and that
there exists a Lyapunov function V satisfying conditions of
Theorem 1. Additionally, assume that there exists k1, k2 > 0
such that V (x) ≥ k1‖x‖2 and
∥∥∂V
∂x
∥∥ ≤ k2‖x‖ for all x ∈ Rn.
Then, the origin of the perturbed system (29) is also FxTS.
7Proof: The time derivative of V along the system trajec-
tories of (29) reads
V˙ =
∂V
∂x
f(x) +
∂V
∂x
ψ(x) ≤− aV p − bV q + k2L‖x‖2
≤− aV p − bV q + k2L
k1
V.
Hence, using Theorem 4, we obtain the origin of (29) is FxTS.
So, the new result can be used to guarantee FxTS of the
origin in the presence of a class of vanishing disturbances.
B. QP based formulation
We are now ready to present a QP based method to find
a control input that solves Problem 1. Consider the following
optimization problem:
min
v,α1,α2,δ1,δ2
1
2
‖v‖2+pδ21 (30a)
s.t. Auv ≤bu, (30b)
Lfhg(x) + Lghg(x)v ≤δ1hg(x)− α1 max{0, hg(x)}γ1
− α2 max{0, hg(x)}γ2 (30c)
Lfhs(x) + Lghs(x)v ≤− δ2hs(x), (30d)
µpi
2T
≤α1, (30e)
µpi
2T
≤α2, (30f)
where p > 0 is some positive constant, γ1 = 1 + 1µ and
γ2 = 1− 1µ with µ > 1. Note that the optimization variables are
(ν, α1, α2, δ2, δ2), and that the objective function is quadratic
in these variables, while the constraints are linear. Hence, the
optimization problem (30) is a QP. Constraint (30b) guarantees
that the control input satisfies the control input constraints.
Per Theorem 4, the constraint (30c) guarantees convergence
and per Lemma 2, the constraint (30d) ensures safety. Finally,
we use (28) to formulate the constraints (30e) and (30f) for
parameters α1, α2 to ensure convergence within the prescribed
time T . Parameters δ1, δ2 allow the upper bounds of the time
derivatives of hs and hg , respectively, to have a positive term
when hs < 0 and hg > 0. This ensures the feasibility of the
QP (30) for all x, as demonstrated below.
Lemma 3. There exists (v, α1, α2, δ1, δ2) satisfying (30b)-
(30f) for all x /∈ Sg , i.e., the QP (30) is feasible for all x /∈ Sg .
Proof: Since x /∈ Sg , we have that hg(x) > 0. We
consider the following two cases separately: hs(x) = 0 and
hs(x) < 0.
First, we consider the case when hs(x) < 0, i.e., x ∈
int(Ss). Now, since U is non-empty, there exists v = v¯
such that (30b) is satisfied. Choose δ¯2 =
Lfhs(x)+Lghs(x)v¯
−hs(x) ,
so that (30d) is satisfied with equality. Next, fix α¯1 =
α¯2 =
µpi
2T , so that (30e) and (30f) are satisfied. Fi-
nally, for x /∈ Sg , we have hg(x) > 0. Define δ¯1 =
Lfhg(x)+Lghg(x)v¯+α¯1hg(x)
γ1+α¯2hg(x)
γ2
hg(x)
, so that (30c) holds
with equality. Thus, for the case when hs(x) < 0, there exists
(v, α1, α2, δ1, δ2) = (v¯, α¯1, α¯2, δ¯1, δ¯2) such that (30b)-(30f)
holds.
Next, consider the case when hs(x) = 0, i.e., x ∈ ∂Ss.
Per Assumption 1, we have that there exists v = v˜ ∈ U
such that (30d) holds. Since hs(x) = 0, any value of δ2 is
feasible, and hence, one can choose δ2 = 0. Hence, the choice
of (v, α1, α2, δ1, δ2) = (v˜, α¯1, α¯2, δ¯1, 0) satisfies (30b)-(30f).
Thus, QP (30) is always feasible.
Note that feasibility of QP (30) does not guarantee existence
of u(·) that solves Problem 1 for all x(0) ∈ Ss. Next, we show
that under some conditions, solution of (30) solves Problem
1.
Theorem 5. If the solution of (30), given as
(v(·), α1(·), α2(·), δ1(·), δ2(·)), satisfies
δ1(x) ≤ 0, ∀ x ∈ Ss, (31)
then, u(·) = v(·) solves Problem 1 for all x(0) ∈ Ss.
Proof: With δ1(·) ≤ 0, we obtain that along the closed-
loop trajectories,
Lfhg(x(t)) + Lghg(x(t))u ≤− α1 max{0, hg(x(t))}γ1
− α2 max{0, hg(x(t))}γ2 ,
≤− α¯1 max{0, hg(x(t))}γ1
− α¯2 max{0, hg(x(t))}γ2 ,
for all t ≥ 0, where α¯1 = minα1(·) and α¯2 = minα2(·).
Hence, per Theorem 4, we have that the closed-loop trajecto-
ries of (7) with u = v reach the set Sg within some fixed time
TF ≤ µpi
2(α¯1α¯2)
1
2
, and stay in the set Sg for all future times.
Since α1, α2 satisfy (30e) and (30f), respectively, we have that
α¯1 = minα1(·) ≥ µpi2T and α¯2 = minα2(·) ≥ µpi2T . Hence, we
have that TF ≤ µpi
2(α¯1α¯2)
1
2
≤ T , which implies that the closed-
loop trajectories reach the set Sg within the prescribed time
T .
Next, we show that x(t) ∈ Ss for all t ≥ 0. From (30d), we
obtain that h˙s(x) = Lfhs(x(t)) + Lghs(x(t))u ≤ 0, for all
x ∈ ∂Ss. Hence, we have that hs(x(t)) ≤ 0, or, equivalently,
x(t) ∈ Ss for all t ≥ 0, which completes the proof.
Remark 4. In comparison to [12], we do not impose condi-
tions such as ∂hs∂x 6= 0 or Lghs 6= 0 in order to guarantee
feasibility of the QP. Furthermore, in contrast to the prior
work, where the feasibility is guaranteed only with the safety
constraint (30d) and convergence constraint similar to (30c),
our formulation is guaranteed to have a feasible solution
even with the control input constraints (30b). Furthermore,
in contrast to exponential convergence of the resulting closed-
loop trajectories in [12] or finite-time convergence guarantees
without any control input bound in [9], our proposed formu-
lation guarantees prescribed-time convergence in the presence
of control input constraints.
It is easy to see that per Theorems 2 and 5, if hg(x) is a PT
CLF-Sg , then there exists u ∈ U such that the closed-loop
trajectories of (7) reach the set Sg within fixed time T . On
the basis of this, the following result can be presented.
Corollary 3. If hg is an PT CLF-Sg for (7) with parameters
a1, a2, b1, b2 such that b1 = 1 + 1µ , b2 = 1− 1µ , and µpi2T ≤ ai
8holds for i ∈ {1, 2}, then the solution (v, α1, α2, δ1, δ2) of
(30) exists, and u = v solves Problem 1.
Proof: Since hg is PT CLF-Sg , we have that there exists
v ∈ U such that (30c) is satisfied with δ1 = 0. Using
the same analysis as in the proof of Lemma 3, one can
construct δ2, α1, α2 so that (30d)-(30f) are satisfied. Hence,
using Theorem 5, we have that u = v solves Problem 1.
Next, we list out some cases when the solution of QP (30)
might not solve Problem 1 with the specified time constraint,
and from all initial condition, but it still renders the closed-
loop trajectories safe, and converge to the set Sg within some
fixed time.
Theorem 6. If the solution of (30), given as
(v(·), α1(·), α2(·), δ1(·), δ2(·)), satisfies
δ1(x) < 2
√
α1(x)α2(x), ∀ x ∈ Ss, (32)
then, with u(·) = v(·), the closed-loop trajectories reach the
set Sg within a fixed time TF for all x(0) ∈ Ss, while satisfying
safety requirement, i.e., x(t) ∈ Ss for all t ≥ 0. If (32) does
not hold, then, the result holds for all x(0) ∈ D for some
D ⊂ Ss.
Proof: Following the proof of Theorem 5, we have that
the closed-loop trajectories satisfy x(t) ∈ Ss for all t ≥ 0.
When (32) holds, using Theorem 4, we have that there exists
TF ≤ sup
x
µ
α1(x)k1(x)
(
pi
2 − tan−1 k2(x)
)
, where k1(x) =√
4α1(x)α2(x)−δ1(x)2
4α1(x)2
and k2(x) = −
√
δ1(x)√
4α1(x)α2(x)−δ1(x)2
,
such that x(t) ∈ Sg for all t ≥ TF . Note that since α1, α2
satisfy (30e)-(30f), respectively, αi > 0. Also, per (32), we
have that k1(x) > 0 and hence, TF < ∞. For the case when
(32) does not hold, using Theorem 4, we have that there exists
D ⊂ Ss and a fixed time T¯F ≤ µc1(b−a)
(
log |b||a|
)
, where a < b
are the roots of the function γ(z) = α1z2 − δ1z + α2, such
that for all x(0) ∈ D, the closed-loop trajectories reach the
set Sg within t = T¯F . Again, it is easy to show that T¯F <∞
for all α1, α2 > 0. Hence, the closed-loop trajectories reach
the set Sg within fixed-time, while maintaining safety at all
times.
In brief, the solution of the QP (30) always exists, and
renders the safe set Ss forward-invariant, i.e., guarantees
safety. Furthermore, the controller is guaranteed to lead fixed-
time convergence of the closed-loop trajectories to the goal set
Sg . In the case when δ1 ≤ 0, the convergence is guaranteed
for all x(0) ∈ Ss, and within the prescribed time T . If δ1
satisfies (32), then also, fixed-time convergence is guaranteed
for all x(0) ∈ Ss, but the time of convergence may exceed the
prescribed time T . Finally, if (32) does not hold, the fixed-time
convergence is guaranteed for all x(0) ∈ D ⊂ Ss, while the
time of convergence may exceed the prescribed time T .
V. NUMERICAL CASE STUDIES
We present two case studies to illustrate the efficacy of
our proposed method. In the first example, we follow [12,
Section V.A] to formulate the adaptive cruise control problem,
where the objective is to achieve a desired speed while
maintaining a safe distance from the lead vehicle (i.e., the
vehicle in the front). We use QP (30) to find the controller
that solves the problem, and compare our results with those in
[12]. In the second example, we consider multi-agent motion
planning problem under spatiotemporal specifications, where
the objective for the agents are to visit some regions in a given
time sequence, while remaining in a safe set at all times, and
maintaining safe distance from each other.
A. Adaptive Cruise Control Problem
In this example, we consider an adaptive cruise control
(ACC) problem with a following and a lead vehicle, where the
objective is for the following vehicle to achieve a desired fixed
speed (soft constraint). In addition, the following vehicle need
to maintain a safe distance from the lead vehicle (hard con-
straint). Hence, when the distance of the vehicles decreases,
the following vehicle reduces the speed in order to maintain
safety. Considering that the two vehicles are modeled as point
masses and travelling in a straight line, the system dynamics
can be written as [12]
x˙ = f(x) + gu, (33)
with
f(x) =
−Fr(x)/MaL
x2 − x1
 , g =
1/M0
0
 , (34)
where u ∈ (−umax, umax) is the control input, x =
[x1, x2, x3]
T = [vf , vl, D]
T ∈ R3 is the system state with
vf being the velocity of the following vehicle, vl being the
velocity of the lead vehicle, and D being the distance between
the two vehicles. In (34), M is the mass of the following
vehicle, Fr(x) = f0 + f1vf + f2v2f is the drag force, and
aL ∈ (−alg, alg) is the acceleration of the lead vehicle, with
al being the fraction of the gravitational acceleration g.
We now define the goal and the safe sets respectively as
hg(x) = (vf − vd)2, (35)
hs(x) = τdvf −D, (36)
where vd is a desired fixed velocity and τd is the desired
time headway. We set the maximum available control effort
to umax = 0.25Mg with g = 9.81 m/s2 and M = 1650 Kg,
the desired velocity to vd = 22 m/s, the initial velocity of the
lead vehicle to vl(0) = 10 m/s, initial distance to D(0) = 150
m, f0 = 0.1 N, f1 = 5 Ns/m, f2 = 0.25 Ns2/m2, and
al = 0.3. We implement the QP in (30) with T = 10 sec,
and µ = 5 resulting in γ1 = 1.2, γ2 = 0.8. Figures 2 and 3
illustrate the tracking performance of the resulting controller,
where the solid lines represent the velocity of the following
vehicle for different initial velocity of the following vehicle
vf (0) ∈ [17, 27] m/s. One can see from these figures that
the desired speed is achieved when the trajectories are away
from the boundaries of the safe set. As expected, close to the
boundaries of the safe set hs(x), the speed of the following
vehicle is reduced to maintain safety.
As stated before, there is no guarantee for the existence
of the solution of the proposed QP in [12] when there is a
9Fig. 2. Tracking Performance and the safe set hs(x) for various initial
follower velocities vf (0) ∈ [17, 27] m/s with T = 10 sec.
Fig. 3. Control input for Figure 2.
control input constraint. For the specific problem of adaptive
cruise control as in this example, the authors introduced two
control barrier functions, namely optimal and conservative
CBFs, based on the simplified system dynamics with no drag
effect Fr(x) to ensure feasibility of the solution. However,
due to conservatism, the newly constructed safe sets hoF (x)
and hcF (x) for the optimal and conservative CBFs are violated
initially for large initial velocity of the following vehicle, while
the actual safe set hs(x) = τdvf − D is not violated and
the problem can be still feasible. Figures 4 and 5 compare
the tracking performance of the proposed approach and the
results with optimal and conservative CBFs with vf (0) = 18
m/s. Since we are solving the QP directly and without the
aforementioned conservatism, one can see from Figure 4 that
our proposed control approach tracks the desired goal speed of
22 m/s for a longer duration before departure from this speed
Fig. 4. Tracking performance comparison of the proposed approach and the
results in [12].
Fig. 5. Control inputs for Figure 4.
for maintaining safety. Finally, Figure 6 compares the control
effort between the the proposed approach and the results in
[12], where the proposed approach is using more available
control authority. This is due to the fact that the desired
goal speed is tracked for a longer duration in the proposed
approach, and hence more control action is used to keep the
system trajectories in the safe set as the trade-off.
We now examine the robustness of the proposed approach
against external disturbances. To this end, we consider the
system dynamics as
x˙ = f(x) + gu+ φ(x), (37)
where f(x) and g are given in (34). In addition, we consider
the Lipschitz continuous disturbance
φ(x) =
dδ
M
|vf − vd|, (38)
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Fig. 6. Energy comparison of the proposed approach and the results in [12].
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Fig. 7. Tracking Performance and the safe set hs(x) for dδ ∈ [0, 100] (blue
to red).
where dδ > 0 is a constant. In this scenario, we modify the
proposed QP (30) such that when the safe set hs(x) gets close
to zero (hs(x) > −20), the parameter δ2 is enforced to be
zero. Figures 7 and 8 present the tracking performance of the
resulting controller in the presence of the external disturbance
φ(x). The safety is still achieved for all time and the following
vehicle tracks the goal speed of 22 m/s when the safe distance
from the lead vehicle is possible.
B. Multi-agent Spatiotemporal specification based motion
planning
In the second scenario, we present a multi-agent motion
planning example under spatiotemporal constraints. We con-
sider a two-agent scenario, where the robot dynamics are
modeled as
x˙i = ui,
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Fig. 8. Control input for Figure 7.
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Fig. 9. Problem setting for simulation example B.
where xi, ui ∈ R2 for i = 1, 2. The closed-loop trajectories for
the respective agents, starting from x1(0) ∈ C1 and x2(0) ∈
C3, are required to satisfy the following STL specifications
(x1, t) |=G[0,T4]φs ∧ F[0,T1]φ2 ∧ F[T1,T2]φ3 ∧ F[T2,T3]φ4
∧ F[T3,T4]φ1,
(x2, t) |=G[0,T4]φs ∧ F[0,T1]φ2 ∧ F[T1,T2]φ1 ∧ F[T2,T3]φ4
∧ F[T3,T4]φ3
which is explained in details below (see Figure 9):
• x1(t), x2(t) ∈ Ss = {x | ‖x‖1 ≤ 2, ‖x‖2 ≥ 1.5} for all
t ≥ 0, i.e., the closed-loop trajectories of the two agents
should stay inside the solid-blue square and outside the
red-dotted circle, and maintain a minimum separation dm
at all times;
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• On or before a given T1 satisfying 0 < T1 <∞, agent 1
and 2 should reach the square C2;
• On or before a given T2 satisfying T1 < T2 <∞, agent
1 should reach the square C3 and agent 2 should reach
the square C1;
• On or before a given T3 satisfying T2 < T3 <∞, agent
1 and 2 should reach the square C4;
• On or before a given T4 satisfying T3 < T4 <∞, agent
1 should reach the square C1 and agent 2 should reach
the square C3;
This problem is an extended version of the case study con-
sidered in [35], [38]. Note that the sets Ci are not overlapping
with each other, and the corresponding functions hi(x) are not
continuously differentiable. Now, in order to be able to use
QP-based formulation (30), we need to satisfy Assumption 1,
i.e., find the sets S¯i such that S¯i
⋂
S¯i+1 6= ∅. In order to solve
this problem, we construct auxiliary sets S¯i, i ∈ {1, 2, · · · , 8}
as shown in Figure 10. The set S¯ = {x | ‖x‖2 ≤ 1.5} and
sets S¯i are defined as follows:
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Fig. 10. Construction of sets S¯, S¯1, · · · , S¯8 for simulation example 2.
• S¯1 = {x | ‖(x− [−1.5 1.5]T )‖ ≤ 0.5};
• S¯2 = {x | ‖(x− [0 1.5]T )‖P1 ≤ 1};
• S¯3 = {x | ‖(x− [1.5 1.5]T )‖ ≤ 0.5};
• S¯4 = {x | ‖(x− [1.5 0]T )‖P2 ≤ 1};
• S¯5 = {x | ‖(x− [1.5 − 1.5]T )‖ ≤ 0.5};
• S¯6 = {x | ‖(x− [0 − 1.5]T )‖P1 ≤ 1};
• S¯7 = {x | ‖(x− [−1.5 − 1.5]T )‖ ≤ 0.5};
• S¯8 = {x | ‖(x− [−1.5 0]T )‖P2 ≤ 1};
where ‖z‖P1 =
√
z21
1.22 +
z22
0.52 and ‖z‖P2 =
√
z21
0.52 +
z22
1.22 .
Now, in order to visit square C2, agent 1 can go to set S¯2 \ S¯
within some time 0 < t0 < T1 and then to S¯3 before t =
T1. Hence, for agent 1, for time interval [0, t0], the safe set
is defined by function hs = max{hs1, hs2, hs3, hs4}, where
hs1 = ‖x‖1 − 2, hs2 = 1.5− ‖x‖, hs3 = dm − ‖x− x2‖ and
hs4 = ‖x − [−1.5 1.5]T ‖ − 0.5, and the goal set is defined
by function hg = ‖x − [0 1.5]T ‖P1 − 1. For time interval
[t0, T1], the functions hs4 and hg change, while other things
remain same. With these new sets, the problem can be re-
formulated for agent 1 to design a control input u1(t) such
that for x1(0) ∈ S¯1,
• For a given t0 satisfying 0 < t0 < T1, x1(t0) ∈ S¯2 \ S¯
and x2(t0) ∈ S¯4 \ S¯;
• For a given t1 satisfying t0 < t1 ≤ T1, x1(t1) ∈ S¯3 and
x2(t1) ∈ S¯3;
• For a given t2 satisfying T1 < t2 < T2, x1(t2) ∈ S¯4 \ S¯
and x2(t2) ∈ S¯2 \ S¯;
• For a given t3 satisfying t2 < t3 ≤ T2, x1(t3) ∈ S¯5 and
x2(t3) ∈ S¯1;
• For a given t4 satisfying T2 < t4 < T3, x1(t4) ∈ S¯6 \ S¯
and x2(t4) ∈ S¯8 \ S¯;
• For a given t5 satisfying t4 < t5 ≤ T3, x1(t5) ∈ S¯7 and
x2(t5) ∈ S¯7;
• For a given t6 satisfying T3 < t6 < T4, x1(t6) ∈ S¯8 \ S¯
and x2(t6) ∈ S¯6 \ S¯;
• For a given t7 satisfying t6 < t7 ≤ T4, x1(t7) ∈ S¯1 and
x2(t7) ∈ S¯5,
• For all t ≥ 0, x1(t), x2(t) ∈ Ss and ‖x1(t) − x2(t)‖ ≥
dm.
One can readily write the requirements for agent 2 in the
similar manner. These requirements can be written in the form
of STL formulae for the two agents as given in (39).
We can now use the formulation (30) to compute the control
input by solving (30) sequentially, i.e., for agent 1, for t ∈
[0, t0), Sg = S¯2, then for t ∈ [t0, T1), Sg = S¯3, and so on.
We use |ui| ≤ 10 as the input constraints for i = 1, 2. In
order to translate the input constraint in the form of (30b),
we define Au =

1 0
−1 0
0 1
0 −1
 and bu = [7 7 7 7]T , so
that u1x, u1y, u2x, u2y ∈ [−7, 7]. The time constraints are
chosen as Ti = 2 for i ∈ {1, 2, 3, 4} and tj = 1 for j ∈
{t0, t1, · · · , t7}. We choose µ = 5, so that γ1 = 1.2 and
γ2 = 0.8. The safety distance is chosen as dm = 0.1.
0 1 2 3 4 5 6 7 8
0
5
0 1 2 3 4 5 6 7 8
0
5
0 1 2 3 4 5 6 7 8
0
5
Fig. 11. Norm of the control inputs ‖u1(t)‖, ‖u2(t)‖ and inter-agent distance
‖x1(t)− x2(t)‖ between the agents.
Figure 11 shows the control inputs for the two robots,
and their inter-agent distance with time. The control input
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constraint ‖ui(t)‖ ≤ 10 is satisfied for both i = 1, 2 at
all times. Red-dotted line shows the minimum required inter-
agent distance dm = 0.1 for safety. It is clear that the control
input and safety constraints are satisfied at all times.
Fig. 12. Closed-loop trajectories of the two robots: snapshot at t = 1, 2, 3
and 4 sec.
Fig. 13. Closed-loop trajectories of the two robots: snapshot at t = 5, 6, 7
and 8 sec.
Figures 12 and 13 shows the closed-loop trajectories of the
two robots. The safe region Ss
⋂
(
8⋃
i=1
S¯i) is highlighted in grey
color. Purple and green lines plot the paths taken by agent 1
and 2, respectively. The agents visit all the required sets, while
maintaining safe distance from each other when they meet in
the sets S¯3 and S¯7. The figure shows snapshots at the instants
when the agents reach the next goal set in the sequence, i.e.,
first snapshot at t = 1 is taken when agent 1 reaches the
set S¯2, i.e., x1(t) ∈ S¯2 and agent 2 reaches the set S¯4, i.e.,
x2(t) ∈ S¯4. Snapshots at various time instants illustrate that
the closed-loop trajectories satisfy the temporal constraints as
well.
VI. CONCLUSIONS
In this paper, we presented a new condition for FxTS of
the origin in terms of Lyapunov function. We illustrated the
application of this new condition in establishing robustness
against Lipschitz continuous disturbances. Then, we used
this result to solve the problem of satisfying spatiotemporal
specifications requiring the system trajectories to remain in
a safe set at all times, and reach a goal set within a pre-
scribed time (user-defined time) in presence of control input
constraints. We proposed a novel QP formulation, discussed its
feasibility under the mild assumption of existence of control
input that renders the safe set forward-invariant, and discussed
various cases under which the solution of the QP solves
the considered problem. Two case studies are presented to
illustrate applicability of the proposed method to a variety of
problems.
In future, we would like to study applicability of the pro-
posed method to large scale systems, in terms of computational
power required to solve complex problems. In this work,
we considered continuous-time system dynamics, without any
switching in the dynamics or the system states. It would be
interesting to see how the proposed method extends to a
class of switched or hybrid systems, and how to formulate
an efficiently solvable optimization problem based method for
such class of systems under spatiotemporal specifications.
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APPENDIX A
PROOF OF LEMMA 1
Proof: We have
I =
∫ 0
V0
dV
−c1V a1 − c2V a2 + c3V
=
∫ 0
V0
dV
V (−c1V a1−1 − c2V a2−1 + c3)
=
∫ 0
V0
dV
V (−c1V 1µ − c2V
−1
µ + c3)
.
Substitute m = V
1
µ , so that dm = 1µV
1
µ−1dV , which implies
that 1µ
dV
V =
dm
V
1
µ
= dmm . Using this, we obtain that
I = µ
∫ 0
V
1
µ
0
dm
m(−c1m− c2 1m + c3)
= µ
∫ 0
V
1
µ
0
dm
(−c1m2 − c2 + c3m) .
Now, we consider the two cases, namely, c3 < 2
√
c1c2 and
c3 ≥ 2√c1c2 separately.
First, consider the case when c3 < 2
√
c1c2. In this case, it is
easy to show that the roots of γ(m) = (−c1m2−c2+c3m) = 0
are complex. So, we can re-write I as
I = µ
∫ 0
V
1
µ
0
dm
−c1
(
(m− c32c1 )2 +
4c1c2−c23
4c21
)
Evaluating the individual integrals, we obtain
I =
µ
−c1k1 (tan
−1 k2 − tan−1 k3),
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where k1 =
√
4c1c2−c23
4c21
, k2 = −
√
c3√
4c1c2−c23
and k3 =
2c1V
1
µ
0 −
√
c3√
4c1c2−c23
. Hence, we have that
I =
µ
c1k1
(tan−1 k3 − tan−1 k2) ≤ µ
c1k1
(
pi
2
− tan−1 k2),
since tan−1(·) ≤ pi2 .
Next, we consider the case when c3 ≥ 2√c1c2. In this case,
the roots of γ(m) = 0 are real. Let a ≤ b be the such that
c1m
2 − c3m + c2 = c1(m + a)(m + b). This substitution
allows us to factorize the denominator to evaluate the integral
I . Note that since ab = c2 > 0 and a + b = −c3, we have
a ≤ b < 0. Since c3V0 < c1V a10 + c2V a20 , we have that
1
−c1V a1−c2V a2+c3V < 0 for all V ≤ V0, i.e., the denominator
c3V0 < c1V
a1 + c2V
a2 does not vanish for V ∈ (0, V0). With
this, we obtain that
I = µ
∫ 0
V
1
µ
0
dm
(−c1m2 − c2 + c3m)
= − µ
c1
∫ 0
V
1
µ
0
dm
(m+ a)(m+ b)
= − µ
c1(b− a)
(∫ 0
V
1
µ
0
dm
m+ a
−
∫ 0
V
1
µ
0
dm
m+ b
)
.
Evaluating the integrals, we obtain
I =
−µ
c1(b− a)
log
 |a|
|V
1
µ
0 + a|
− log
 |b|
|V
1
µ
0 + b|

=
µ
c1(b− a)
log( |b||a|
)
+ log
 |V 1µ0 + a|
|V
1
µ
0 + b|

≤ µ
c1(b− a) log
( |b|
|a|
)
,
since log
(
|V
1
µ
0 +a|
|V
1
µ
0 +b|
)
≤ 0 for a ≤ b. This completes the proof.
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