Abstract : This study demonstrates that various unknown parameters used in nonlinear models of McKibben pneumatic artificial muscles (PAMs) can characterize the features of McKibben PAM products. By focusing on a parameter space in the PAM model, this study employs a support vector machine to determine which unknown parameters characterize each PAM product. For validation, we analyze five different PAM products to observe whether the resulting minimal combination of parameters will help to identify the product. The observations of our analysis provide prior PAM knowledge that can be used to develop efficient parameter estimation and capture aging degradation, which are important for robust estimation and control in PAM systems.
Introduction
The McKibben pneumatic artificial muscle (PAM) consists of an internal rubber tube surrounded by a cylindrical braided mesh made of inextensible threads. The PAM is light and flexible, and has high strength-to-weight ratio, owing to its mechanical structure. Both ends of the two-layered tube are sealed by caps to retain its cylindrical form, and one cap has a connector to supply compressed air. By injecting compressed air into the rubber tube, the PAM contracts in the direction of the long axis and expands in the radial direction. This is the manner in which the PAM generates a contraction force. In contrast, when a PAM releases compressed air, it returns to its original shape owing to the elasticity of the rubber tube. PAMs are more reliable than hydraulic devices because they do not expose human users to incidences such as oil leaks [1] . Because of their unique and human-friendly structure, PAMs can be used as actuators in rehabilitation/training exoskeleton systems [2] - [4] and industrial robotic systems [5] - [8] .
However, PAMs have nonlinearities such as hysteresis phenomena caused by the friction between the rubber tube and mesh [9] . Furthermore, when considering the mass flow rate that determines the inflow and outflow of air to and from the PAM, changes in the rate can be described by nonlinear functions involving if-then rules. This structure makes it difficult to model a PAM [10] . Therefore, a wide variety of methods have been developed to alleviate these difficulties. These methods include nonlinear modeling [10] - [13] , modeling the hysteresis [14] , modeling contraction length characteristics using a sigmoid function [15] and using Maxwell-slip modeling [9] , neural network [16] , and piece wise affine modeling [17] . In [18] , the authors proposed the most elaborate hybrid nonlinear model of PAM systems actuated by a proportional-directional control valve. The hybrid PAM model considers a fundamental physical phenomenon and the hysteresis explicitly. The literature shows that the hybrid PAM model has multiple unknown model parameters to be estimated and can simulate the transient and steady-state behaviors of five PAM products illustrated in Fig. 1 by changing only the model parameter values.
Technologies that facilitate estimation and control in PAM systems can benefit from the increased accuracy and elaborateness in PAM models. For example, an accurate PAM model is experimentally reported to help estimate a contraction ratio in real time with a nonlinear Kalman filter [19] . Moreover, increasing the precision of information that denotes parameter locations in the parameter spaces of PAM models is expected to increase the efficiency (in terms of computation time) of a parameter estimation algorithm proposed in [20] . This is because the search range of the model parameters is limited without loss of generality. Therefore, it is meaningful to extract the characteristic PAM model's parameters in order to help capture features of PAM systems and make their models elaborate and accurate. Similarly, some studies have focused on extracting parameters for modeling an induction motor with a gearbox [21] , for determining minimum uncertain parameters in modeling an intrinsic field effect transistor [22] and monitoring the condition of electronic circuits [23] . In this manner, feature-extraction results in improved efficiency in calculating and modeling. To the best of the authors' knowledge, however, there are no studies focused on parameter extraction for a PAM model. Therefore, this study aims to clarify the characteristic model parameters that express the features of PAM products. Figure 1 shows the five PAM products considered in this study. For all the products, the characteristic model parameters are extracted by means of making a discriminator in the parameter space and evaluating its generalization performance that quantifies a discriminator's accuracy. A support vector machine (SVM) is a fundamental and powerful tool to classify prepared training data by putting a nonlinear discriminative surface in the parameter space. It also enables to evaluate the generalization performance in discrimination as well. The resulting best-performing combination of model parameters becomes the extracted parameters. Fo this reason, in this study, the authors employed the SVM technique for the parameter extraction. First, the authors prepared approximately 10,000 parameter values for training and test data by collecting the estimated parameter values using an existing parameter estimation method [20] . Next, they employed a two-class nonlinear SVM technique with a radial basis function (RBF) kernel to construct a discriminator for each of the PAM products. Discriminator inputs contain a combination of model parameters, and the output contains the PAM product type. The parameters of the RBF kernel in the SVM must be tuned; thus, this study made use of both a grid search method and a cross-validation method. This tuning makes it possible to improve the classification accuracy. Moreover, the authors obtained the classification boundaries for each of the products because the tuned parameters are identified with a classification boundary. After obtaining them, the test data was used to evaluate the generalization performance of the discriminators for each product. As a result, this study determined the minimal combination of parameters that yields the highest generalization performance. Such parameter combinations can be defined as the characteristic model parameters of interest.
The remaining parts of this paper are structured as follows: Section 2 presents the hybrid non-linear PAM model with the proportional-directional control valve. Section 3 provides the details of the extraction method, and Section 4 presents the results of the extraction. Finally, Section 5 concludes this paper.
Hybrid Nonlinear Model of McKibben PAM System
This study considers a PAM system that is actuated by a proportional-directional control valve and incorporates a vertically suspended weight (load) M. This section introduces the PAM model proposed in [18] , and it is described in a switched system with 12 nonlinear subsystems f σ : 3 × → 3 ,
where the state variable x ∈ 3 and output variable y ∈ (measured by sensors) are defined as x := [ ˙ P] T and y := P, respectively, u ∈ U ⊂ is a control input (voltage) to the control valve, σ ∈ Σ := {1, 2, . . . , 12} is a subsystem's index,
, and Ψ σ : 3 × → is a function derived from a conditional statement in the form of an if-then rule. When inputting a constant command signal to the valve,ū ∈ U, there exists a unique index σ ∈ Σ such that
T ,ū) = 0 is satisfied, where¯ andP are the contraction ratio and the inner-pressure of the PAM in steady state, respectively. The PAM's model has nine parameters: K, θ, C q1 , C q2 , and c c , which present the steady-state characteristics of the Table 1 Variables and parameters of PAM systems. PAM, and A 0 , k 1 , k 2 , and c v , which present the transient-state characteristics of the PAM. In this study, the five parameters related to the steady-state response are of interest for estimation, because the four parameters related to the transient response are obtained relatively quickly. Table 1 lists all of the parameters involved in the PAM model; please refer to [18] for details regarding the derivation of the PAM model.
Extraction of Characteristic Model Parameters
This section explains how to extract model parameters using a two-class SVM technique that is fundamental and easyto-use for classification. The technique eliminates calculation complexity in determining the classification boundary, unlike a multiclass SVM. The procedure is as follows: 1) Prepare training and test data using a practical PAM system. 2) Set an RBF kernel function as a discriminator for each of the PAM products. 3) Tune SVM parameters and a classification boundary using the training data. 4) Verify generalization performance using the test data. 5) Select the best-performing combination of model parameters, which is of interest in this study. The following sections provides the details of the process.
Collection of Training and Test Data
Composing the classification boundary via the SVM technique requires a set of estimated values indicating the associated model parameters. For the parameter estimation problem, the estimated parameter values are collected using a trial-anderror method [24] and a particle-swarm-optimization-based algorithm [20] . In the problem, steady-state (and transient) responses measured with a practical PAM system are used as a reference for comparison with the corresponding responses calculated by the PAM model with an appropriate parameter value.
Defining a norm of an error between the experimentally measured responses and the numerically calculated responses, the error is an objective function of the parameter estimation problem. Here, the error function, denoted as d, turns a scalar value of an area error between two data sets on a pressure-andcontraction-ratio plain, and is expressed as,
where S r i and S t i are, respectively, the area of the i-th trapezoid and the i-th triangle, and N r and N t are, respectively, the number of trapezoids and triangles but they are unknown in advance. Here, D sim denotes a set of simulation data and includes dilatation process data D dila sim and contraction process data D cont sim , where the dilatation and the contraction are separated to catch a hysteresis loop appearing in steady state. That is, 
where N proposed in [25] , and in this paper, Fig. 2 illustrates the procedure, below. In calculation, D sim is plotted as and D exp is plotted as . The procedure is divided into two cases: calculation over the middle range and over the side range of the steady-state responses. In case of the middle range corresponding to Fig. 2 (a)-(c) , D sim and D exp are projected onto the other segment, then, trapezoids and triangles are composed over the middle range as shown in Fig. 2 (c) . The error over the middle range is calculated using the areas of triangles and trapezoids.
In case of the low range Fig. 2 (d) -(f) the edge point belonging to inside among D exp and D sim is projected onto the other data segment. Then, triangles are composed as shown in Fig. 2 (f) . The error over the low range is calculated using the areas of triangles. Using all the trapezoids and triangles, the value of d is obtained.
In this study, we modify the particle-swarm-optimizationbased algorithm to collect parameter values yielding the error function values that are less than a designated level; the level was commonly set to 4,000 from our experiences. The obtained model parameters are training data. By setting the mass weight M to values ranging from 1 kg to 9 kg, the authors collected 1, 800 points of training data and 180 points of test data for each of the practical PAM products. Because this study analyzed five types of PAM products, the total numbers of training data and test data points used for the SVM classification were, respectively, 9, 000 and 900. It should be noted that test data was prepared in this study in order to avoid overfitting. Figures 3-7 show distribution diagrams of the estimated model parameters for each of the PAM products. In the figures, a horizontal axis represents the weight M, and a vertical axis represents values of each model parameter. In Figs. 3-7 , it can be seen that some of the model parameters, such as θ and C q 1 , show certain tendencies in the distribution of their values. However, it is difficult to determine which parameters are characteristic at this stage; thus, the SVM classification technique helps determine them.
Construction of Discriminators
Discriminators are constructed using two-class SVM [26] . The SVM classifies the training data into two classes by maximizing a margin. The training data are defined as follows:
where z k is the k-th component of the input data, t k is the label denoting the class of z k , n is the dimension of the input vector z k , and p is the total number of training data points. Because z k corresponds to a combination of the five model parameters, n takes a value from one to five. The label corresponding to the PAM product is denoted as t k , and p is the number of training data points, i.e., p = 9, 000. A decision function of z ∈ n used by a classifier, which is defined with the RBF kernel function, is given as follows:
where i ∈ P := {1, 2, 3, 4, 5} corresponds to the class ID shown in Table 2 . Because the SVM is used to perform the two-class classification, we must separate the five PAM products into two classes, as shown in Table 2 . In the table, Class 2 denotes the four other PAM products that do not include the product chosen in Class 1. A dispersion is denoted as σ, b is a bias, and α k is a Lagrange multiplier. If z k is a support vector, α k > 0; otherwise, α k = 0. After tuning, the decision function of z is a hyperplane that provides the classification boundary for the corresponding product in the parameter space, i.e.,
The two parameters, σ in the decision function (3) and C, must be tuned. When σ becomes smaller, the classification boundary becomes more complex. An upper bound of α k is denoted C that affects the classification error rate (i.e., a deviation from an active equality constraint); when C decreases, the SVM permits the classification error [27] . As a tuning method of the two parameters, a grid search method and 10-fold crossvalidation are popular and are employed in this study. These methods are described below. First, create lattice points on σ-C space in 10 logarithmic increments. Second, take the values on the lattice points as the values for the two parameters. Third, evaluate the classification accuracy by 10-fold cross-validation. Ten-fold cross-validation is the way of evaluation for the discriminator using the training data. The training data is divided into 10, one of which is for validation data and the remaining are used to construct the discriminator that uses the two parameters. Then, classification accuracy is calculated using the validation data. Construction and evaluation of the discriminator are repeated 10 times so that all the divided training data is used for the validation data once. Also, the classification accuracy for the two parameters is calculated by the average of the average value of the accuracy for 10 times and calculated for all lattice points. Finally, perform the above procedure on the grid point with the highest classification accuracy for the crossvalidation to search good values of the two parameters. After the search is complete, select the resulting values that achieve the best classification accuracy for the cross-validation as the SVM's parameters. Table 3 shows a list of the best classification accuracy. 
Evaluation of Generalization Performance
This study uses the test data to evaluate the generalization performance of the discriminator related to the resulting decision function. The generalization performance is a ratio of the number of correct answers over the total number of test data points. The test data are inputted into the discriminator with the SVM's parameters tuned, and it returns "correct" or "not." From all combinations of the five model parameters, the combination with the best score in terms of generalization performance is chosen and considered to contain the characteristic model parameters for the PAM model (3). Table 4 lists the generalization performance for all combinations of the five model parameters (K, θ, C q1 , C q2 , and c c ), where Class ID was shown in Table 2. Comparing Table 3 with  Table 4 , some parameter combinations achieve 100 % correctness in the cross-validation shown in Table 3 , however, the accuracy is decreased in the generalization performance shown in Table 4 . That is because the discriminator is overfitted to the training data in tuning process. From Table 4 , we can see that the parameter combination of {θ, C q1 , C q2 } scores the highest performance and achieves 100 % correctness for all products. Therefore, this study concludes that the parameter combination of {θ, C q1 , C q2 } represents the characteristic model parameters for the nonlinear hybrid PAM model, and that this knowledge allows the structural and behavioral features of a particular PAM to be identified using only the model parameter values. Figure 8 illustrates the obtained decision functions in the model parameter space to confirm the parameter location in the {θ, C q1 , C q2 }-space. Each figure shows the obtained decision function corresponding to each PAM product in the same parameter space. In the figures, red points represent the data belonging to Class 1, blue points represent the data belonging to Class 2 for each Class ID, and black hyperplane H i represents the decision function. In addition, in Fig. 8 (c) and (d) , some points can be seen protruding from the hyperplane; we note that this type of plot arises from the illustration matter in Matlab.
Result of Parameter Extraction

Conclusion
This study applied a two-class SVM classification technique to feature characteristic model parameters related to the elaborate nonlinear hybrid PAM model. For the classification, the authors collected approximately 10,000 estimated model parameters to build the training and test data sets by using a practical system and five PAM products. The discriminator for each PAM product was constructed using an RBF kernel with SVM parameters tuned via a grid search and 10-hold cross-validation for the training data. To evaluate the discriminator, the test data were used to score the generalization performance for all combinations of five model parameters. Therefore, on the basis of the parameter extraction results, this study concludes that the parameter combination of {θ, C q1 , C q2 } represents the characteristic model parameters for the nonlinear hybrid PAM model; this knowledge allows structural and behavioral features of a particular PAM to be identified in the model parameter space. Future work will focus on reducing the order of the elaborate nonlinear hybrid PAM model, based on obtained knowledge. Upcoming work will also focus on a method to use extracted model parameters to predict characteristic changes, which may occur when the PAM product ages and degrades over time.
