This paper presents a new nonstationary iterative method for solving non linear algebraic equations that does not require the use of any derivative. The study uses only the Newton's divided differences of first and second orders instead of the derivatives of (1).
Introduction
In order to solve the nonlinear algebraic equations of the form.
where f(x) is a known function. Let α be a simple real root of the Equation (1) and let x 0 an initial approximation to α. An iterative method [1] for solving the Equation (1) , in form of sequence of approximations by using the formula:
The most popular iterative process, is the Newton's one-point process
We know that Newton's method is quadratically convergent, this method requires two operations at each iteration, evaluation of f(x n ) and   n f x  . Tamara Kogan, Luba Sapir and Amir Sapir [1] illustrate that the secant method is classical 2-point iterative process which does not require use of any derivative, and they defined this method as follows 
Is a divided difference of order K. Kogan [2] extended the secant method as follows:
.
where n x , 1 n x  , 2 n x  are three successive approximations to the simple root α of (1), Many iterative processes of third-order have been studied, Tamara Kogan, Luba Sapir and Amir Sapir in [1] suggest the following iterative method for approximation of a simple root α of (1):
As a nonstationary iterative process, (i.e. the function F depends on the number of iteration):
In our study, we suggest a new iterative method for
Copyright © 2012 SciRes. AM approximation of a simple root α of (1) by using only the Newton's divided differences of first and second orders instead of the derivatives of the first and second order.
The Principle of the Nonstationary Halley's Iteration Method by Using Divided Differences Formula
We suggest the following iterative method for approximation of a simple root α of (1):
It is clear that (8) is a nonstationary iterative process, 1) Cubic error comes from the Hally's iterative processes (of third-order).
2) Error comes from the approximation of divided differences.
The following example (given by [1] also), illustrates the suggested method
The Convergence of the Method
Let be the error at the iteration, then 
and
Expending F(x) about  and using (9) and (10) we
where,
For i x x  , and using (13) we obtain,
This yields that and this proves the required. which has 5 a  as a simple root, the following Table 1 illustrates the computation by formula (8) started by x 0 = 3 and x 1 = 2. The correct value of the root α to 9 decimal places is 2.236067978. Table 2 illustrates the computation by formula (6), given in [1] started by the same values x 0 = 3 and x 1 = 2.
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Discussion
Example 1 shows a comparison of convergence for the 
