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In a total least squares (TLS) problem, we estimate an optimal set
of model parameters X, so that (A − A)X = B − B, where A
is the model matrix, B is the observed data, and A and B are
corresponding corrections. When B is a single vector, Rao (1997)
and Paige and Strakoš (2002) suggested formulating standard least
squares problems, for which A = 0, and data least squares prob-
lems, for which B = 0, as weighted and scaled TLS problems. In
this work we deﬁne an implicitly-weighted TLS formulation (ITLS)
that reparameterizes these formulations tomake computation eas-
ier.We derive asymptotic properties of the estimates as the number
of rows in the problem approaches inﬁnity, handling the rank-
deﬁcient case as well. We discuss the role of the ratio between the
variances of errors inA and B in choosing an appropriate parameter
in ITLS. We also propose methods for computing the family of so-
lutions efﬁciently and for choosing the appropriate solution if the
ratio of variances is unknown. We provide experimental results on
the usefulness of the ITLS family of solutions.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
In formulating a linear model AX ≈ B, there can be errors in the data B, errors in the model matrix
A, or errors in bothB andA. This has led to the formulation of three distinct problems: givenA ∈ Rm×n
and B ∈ Rm×d, where usuallym > n, ﬁnd X and small correction matrices A, and B satisfying
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(A − A)X = B − B, (1.1)
where
• A = 0 for the least squares (LS) problem.
• B = 0 for the data least squares (DLS) problem.
• Both A and B are allowed to be nonzero for the total least squares (TLS) problem.
In least squares formulations, the values of X, A, and B are found by minimizing
‖[A,B]‖F , (1.2)
where ‖.‖F denotes the Frobenius norm, the square root of the sum of the squares of the entries.
Minimizing (1.2) makes sense, for example, if the errors in A and B are zero-mean, mutually
uncorrelated, and drawn from the same distribution. If, on the other hand, the standard deviation
of the errors in A is γ times the standard deviation of the errors in B, then we should weight the terms
in (1.2) as
‖[A, γB]‖F .
For a single right-hand (d = 1), Rao [9] formulated a weighted TLS, and Paige and Strakoš [7]
formulated a scaled TLS problem, which uses a scale factor γ to relate A and B. The solution to their
scaled problem is the TLS solution when γ = 1, approaches the solution to the LS problem as γ → 0,
and approaches the solution to the DLS problem as γ → ∞. The underlying statistical assumption
behind thesemethods is that the true errormatrices forA andB are column-wise uncorrelated, and the
columns of A have variance not necessarily identical to that of the columns of B. In order to correctly
obtain an estimate for X, the covariancematricesmust be known except for the single scaling constant
γ that relates the two variances. However, neither [9] nor [7] discusses how to determine the scaling
factor.
The main results of our work are as follows. We deﬁne in Section 2 an implicitly-weighted TLS
formulation (ITLS) that reparameterizes these formulations to make computation easier. In particular,
we use a scaling constant that ranges between 0 and 1 rather than the less convenient 0 and ∞. We
propose in Section 3 an efﬁcient method for computing the family of solutions. We prove asymptotic
properties of the solution (as m → ∞) in Section 4, holding even for rank-deﬁcient problems. With
this guidance, we propose algorithms for parameter choice in Section 5. We provide experimental
results on the usefulness of ITLS in Section 6.
A simple notational convention will be helpful: a matrix EC always denotes the true error in the
matrix C, and a matrix C always denotes our correction matrix for C. We denote by X˜ the true
parameters for our model, by X an estimated set of parameters, and by X̂ a TLS estimate. Also, Ip
denotes an identity matrix of dimension p.
2. Implicitly weighted total least squares
In this section, we deﬁne the ITLS problem and show its relation to previous problem formula-
tions. Perhaps most importantly, we discuss the error assumption that makes the ITLS formulation
reasonable.
2.1. ITLS and other estimation methods
Our underlying data model for ITLS is the following:
(A − (1 − α)EAw )X˜ = (B − αEBw ), (2.1)
where matrices A ∈ Rm×n and B ∈ Rm×d are given, α is a given weighting parameter satisfying α ∈
[0, 1], and EAw and EBw are the scaled errors in A and B. We want to estimate the matrix X˜, the true
values of the model’s parameters.
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Table 1
Relations between ITLS and STLS.
Estimation method ITLS STLS
Data least squares α = 0 γ → ∞
Total least squares α = 0.5 γ = 1
Least squares α = 1 γ → 0
Given that model, we deﬁne the ITLS problem as follows:
min
X,Aw,Bw
‖[Aw,Bw]‖F (2.2)
subject to
(A − (1 − α)Aw)X = (B − αBw). (2.3)
The matrices Aw and Bw are corrections corresponding to EAw and EBw . The following lemma
explains how the ITLS formulation uniﬁes DLS, LS, and TLS.
Lemma 2.1. The ITLS deﬁned by (2.2) and (2.3) is equivalent to DLS when α = 0, LS when α = 1, and TLS
when α = 1/2.
Proof. If α = 0, then the matrix Bw does not contribute to (2.3), so its optimal value is Bw = 0,
and ITLS reduces to the data least squares problem DLS. Similarly, if α = 1, then the optimal value
of Aw is 0 and ITLS reduces to the least squares problem LS. If α = 1/2, then we see by deﬁning
A = Aw/2 andB = Bw/2 that the problem is equivalent to TLS, and the value of our objective
function (2.2) is two times the norm of the correction term [A,B] in (1.2). 
In the case of a single right-hand side (d = 1), Paige and Strakoš [7] devised a scaled TLS (STLS)
formulation. We can easily extend their formulation to the case of multiple right-hand-side data: For
a given γ ∈ (0,∞),
min
X,As,Bs
‖[As,Bs]‖F s.t. (A − As)Xγ = (Bγ − Bs) (2.4)
Paige and Strakoš proved that STLS becomes LS as γ → 0, DLS as γ → ∞, and TLS when γ = 1.
The equivalence between ITLS and STLS for these three cases is summarized in Table 1. The following
lemma establishes equivalence for other values of γ ∈ (0,∞).
Lemma 2.2 (Relation between α and γ ). ITLS in (2.2) and STLS in (2.4) are equivalent to each other when
the parameters α and γ satisfy
γ = 1 − α
α
∈ (0,∞). (2.5)
Proof. Dividing the constraint equation in (2.4) by γ , we obtain
(A − As)X =
(
B − Bs
γ
)
.
By deﬁning Aw and Bw by
As = (1 − α)Aw and Bs = (1 − α)Bw, (2.6)
we can rewrite the equation above as
(A − (1 − α)Aw) X =
(
B − (1 − α)Bw
γ
)
.
By using (2.5) in the equation above, we obtain the constraint equation (2.3).Moreover, by substituting
(2.6) in the minimization in (2.4), we obtain
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min
X,Aw,Bw
||[(1 − α)Aw, (1 − α)Bw]||F ,
which is equivalent to (2.2) since (1 − α) is a ﬁxed constant. 
Even though ITLS and STLS are mathematically equivalent, notice that the parameter α in (2.3)
ranges over [0, 1] while γ in (2.4) ranges over (0,∞). A main theme in this paper is the optimal
choice of parameter value. Many robust algorithms (e.g., golden section search) can be applied only
to optimization problems on bounded domains, so changing the parameterization from γ to α gives a
key computational advantage. For this reason, the ITLS formulation is preferable to STLS.
2.2. ITLS and the error assumption
Nowwedevelopanerrorassumptionconsistentwith the ITLS formulationandexplain thestatistical
meaning of the weight α. This will clarify when and how ITLS can be used.
Suppose we have a model KZ ≈ Y, with errors in both the model matrix K and the observations Y.
As before, we want to estimate the variables Z and the correction matrices K and Y satisfying
(K − K)Z = (Y − Y). (2.7)
We want to formulate this as an errors-in-variable (EIV) problem [11, Section 8.4]. Such a formulation,
from the statistical literature, is closely related to TLS butmakes some extra assumptions on the errors.
In particular, the rows of the error matrices should be independent, uncorrelated, and identically
distributed with ﬁnite variance. Under these assumptions, if the noise-free problem has a solution,
then the solution to the ITLS problem converges to the true solution with probability 1 asm → ∞, as
we will show in Section 4.
The independence of the error rows can be imposed by pre-multiplying (2.7) by an appropriate
matrix D ∈ Rm×m. We assume that this pre-multiplication has already been done, so that currently
D = Im.
To make the columns of the error uncorrelated with constant variance, we need an estimate of the
covariancematrix for the errors [EK , EY ].We consider the case inwhich the errors inK are uncorrelated
with the errors in Y, so the covariance matrix is block diagonal:
Cov[EK , EY ] =
[
σ 2A ĈK 0
0 σ 2B ĈY
]
. (2.8)
We assume that we have good estimates of the nonsingular matrices ĈK ∈ Rn×n and ĈY ∈ Rd×d but
that one or both of the scalars σ 2A and σ
2
B may be unknown. (Often, ĈK and ĈY are estimated as identity
matrices.)
Let ĈK = LKLTK and ĈY = LYLTY , where LK and LY are Cholesky factors. Deﬁne
A = KL−TK ,
B = YL−TY ,
EA = EKL−TK ,
EB = EYL−TY ,
X = LTKZL−TY .
Under these deﬁnitions, it is easy to verify that the constraint (2.7) is equivalent to the constraint
(1.1) studied above. By the construction of EA and EB, the covariance matrix for the transformed errors
becomes
Cov[EA, EB] =
[
σ 2A In 0
0 σ 2B Id
]
.
To satisfy the assumptions in [4] for EIV convergence, we need only scale so that the variances are
identical. To do this, we deﬁne
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σE = σA + σB,
α = σB/σE.
Then 0 < α < 1 (as long as both σ 2A and σ
2
B are positive), and 1 − α = σA/σE. Now let
Aα = αA,
Bα = (1 − α)B.
Then the corresponding (true) errors EAα = αEA and EBα = (1 − α)EB are uncorrelated and have
identical variances σ 2A σ
2
B /σ
2
E . Finally, we obtain a linear model containing uncorrelated errors with
identical variances:
(Aα − EAα )Xα = (Bα − EBα ), (2.9)
where
EAα =
σB
σE
EA, EBα =
σA
σE
EB, and Xα =
(
σA
σB
)
X. (2.10)
The matrices A and B can be determined from the observed data matrices (K, Y) and the Cholesky
factors (LK , LY ), but Aα and Bα contain the parameters σ
2
A and σ
2
B .
Using the linear model (2.9), we can formulate a TLS problem, which includes the ratio σ 2A /σ
2
B :
min
Xα ,Aα ,Bα
‖Aα ,Bα‖F s.t. (Aα − Aα)Xα = (Bα − Bα). (2.11)
We have thus proven the following lemma.
Lemma 2.3 (ITLS and equivalent TLS). If σ 2A > 0 and σ
2
B > 0, then the TLS problem (2.11) is equivalent
to ITLS (2.2) and (2.3) when α ∈ (0, 1) satisﬁes
σA
σB
= 1 − α
α
. (2.12)
Paige and Strakoš [7] also made use of σ 2A /σ
2
B in deﬁning γ for their STLS formulation.
We see that if we know the ratio of σ 2A to σ
2
B , then we can estimate the desired solution by solving
the ITLS problem with α = σB/σE . If σ 2A = σ 2B , then α = 1/2 and we have the standard TLS problem.
For small values of the ratio, α ≈ 1 andwe solve a problem close to LS. For large values, α ≈ 0 andwe
solve a problem close to DLS.
If the ratio σ 2A /σ
2
B is not known, then it is not clear what value of α should be used. We propose an
answer to this dilemma in Section 5, using a method that varies α. In order to make this practical, we
need an efﬁcient algorithm for solving ITLS for multiple values of α. We develop such an algorithm in
the next section.
3. Computing ITLS solutions
In this section, we show that after an initial decomposition of the m × (n + d) matrix [Aα , Bα],
we can compute the solution to the ITLS problem for any other value of α by working with a smaller
upper-triangular matrix of dimension (n + d) × (n + d) whenm > n + d.
3.1. Reduction of the problem
Following well-known results for the standard TLS problem, as described in [11, Chapter 2 and 3],
we begin with some notation. Deﬁne the SVD of
[Aα , Bα] = [αA, (1 − α)B] ∈ Rm×(n+d)
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by
[Aα , Bα] = UVT = [U1 U2]
t q
[
1 0
0 2
]
t
q
t q
⎡⎣VT1
VT2
⎤⎦ t
q
n + d
, (3.1)
where U = [u1, . . . , un+d] ∈ Rm×(n+d) and V = [v1, . . . , vn+d] ∈ R(n+d)×(n+d) have orthonormal
columns,  = diag(σ1, . . . , σn+d), σ1  σ2  · · · σn+d  0, t is an integer in [0, n + d], and t + q =
n + d.
Let Âα and B̂α denote the corrected matrices
Âα = Aα − Aα and B̂α = Bα − Bα , (3.2)
for some correction matrices Aα and Bα . Deﬁne X̂α to be the TLS solution (if it exists) associated
with the corrected matrices Âα and B̂α , satisfying
ÂαX̂α = B̂α or [Âα , B̂α]
[
X̂α−Id
]
= 0. (3.3)
By the Eckart–Young–Mirsky Theorem, the solution to the problem
min
rank([Âα ,̂Bα])=t
‖[Aα ,Bα]‖2F (3.4)
is
[Âα , B̂α] = U11VT1 , (3.5)
and the value of the minimization function is
n+d∑
i=t+1
σ 2i .
The corresponding correction matrix [Aα ,Bα] is
[Aα ,Bα] = U22VT2. (3.6)
Because of this, the solution X̂α of (3.3) must satisfy
Range
([
X̂α−Id
])
⊆ Null (VT1) = Range(V2), (3.7)
by orthogonality of the right singular matrix V. In order to determine an appropriate partition size t,
we need to consider (i) the existence of X̂α and (ii) the noise level. We partition V2 as
V2 =
[
V12
V22
]
n
d
q
. (3.8)
Further, let tˆ denote our choice of t and qˆ denote the corresponding q, so that tˆ + qˆ = n + d.
First, for a given t, such a X̂α may not exist unless the block matrix V22 of the last d rows in the
corresponding matrix V2, has column rank d. Therefore we want
tˆ  t0 where t0 = max{t : rank(V22) = d}. (3.9)
Second, we would like the magnitude of the correction term to be less than a given noise tolerance :
‖Aα ,Bα‖2F =
n+d∑
i=t+1
σ 2i < . (3.10)
Let r be theminimal value of t satisfying the inequality above, which is called the numerical rank. Then
we choose
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tˆ = min(t0, r). (3.11)
Note that, if such tˆ is less than n, there exist inﬁnitely many solutions X̂α satisfying (3.3) or (3.7). In
this case, we can single out a minimal norm solution among these candidates.
Let V˜2 ∈ R(n+d)×q denote a matrix containing an orthonormal basis for Range(V2), and partition
V˜2 as
V˜2 =
[
V˜12
V˜22
]
n
d
q
.
For a chosen partition size tˆ and qˆ, we can compute a minimal norm solution X̂α and the correction
term [Aα ,Bα] as
X̂α = −V˜12V˜†22 (3.12)
[Aα ,Bα] = [Aα , Bα]V˜2V˜T2. (3.13)
Thus, we can compute the minimal norm TLS solution X̂α and the corresponding correction matrix[Aα ,Bα] solely from V˜2, amatrixwhose columnspace is thepartial right singular subspace,without
necessarily computing the right singular matrix V2.
3.2. Economical computation of V˜2
We now consider how the basis matrix V˜2 can be computed. Clearly we could use the standard
Golub–Kahan algorithm [5] to compute the SVD of [Aα , Bα], obtaining the basis V˜2 = V2, but there
are more economical alternatives when multiple values of α are of interest. For example, the rank-
revealing ULV algorithm [10] can accurately compute this basis without producing the SVD, and it was
used in [3] to solve the TLS problem. Other alternatives include the partial SVD method (PSVD) [11,
Section 4.3] and the implicitly-restarted Arnoldi algorithm [6].
If m > n + d, it is desirable to apply one of these algorithms to a smaller matrix. For example, we
could ﬁrst compute the (n + d) × (n + d) upper-triangular factor Rα from the QR decomposition of[Aα , Bα]. According to [2], using QR before SVD reduces the computational cost whenm > 53 (n + d).
While searching for an appropriate value of α for ITLS, we need to compute the SVD of [Aα , Bα] for
different values of α. For a new parameter value α′, the new upper-triangular factor is
R′α = Rα
⎡⎣(α′α ) In 0
0
(
1−α′
1−α
)
Id
⎤⎦ . (3.14)
The cost of this scaling is only O((n + d)2), rather than the O(m(n + d)2) cost needed to compute the
QR decomposition of [Aα′ , Bα′ ]. Thus, we will compute the right singular subspace of Rα instead of[Aα , Bα] for different weights α.
In Section 5 we propose a method for choosing an optimal value of α, and this requires computing
V˜2 for many candidate values of α. In such an algorithm, it is especially important to economize by
using (3.14) in conjunction with an algorithm such as the PSVD.
4. Asymptotic behavior
In this section we keep α ﬁxed but let m, the number of observations, vary, so our notation will
change to reﬂect this.We study the behavior of the ITLS problemasm → ∞. Our development follows
that of Gleser1 [4] except that we also treat the rank-deﬁcient case.
1 Gleser’s XT , UT , and BT correspond to our [A, B], [A˜, B˜], and X˜ respectively, and we set his α to zero.
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Let [A˜m, B˜m] denote the true but unknownmatrix, and suppose it has rank r  n. (Since the columns
of B˜m are in the range of A˜m, the rank cannot be greater than n.) Let X˜ denote the unique true solution
if r = n, or the unique minimum norm true solution otherwise, so that
A˜m X˜ = B˜m. (4.1)
Then the observed data satisfy
[Am, Bm] = [A˜m, B˜m] + [EA,m, EB,m] = A˜m[In, X˜] + [EA,m, EB,m].
Now the matrix A˜m[In, X˜] also has rank r, so [Am, Bm] should have (n + d − r) small singular values,
resulting from the perturbations [EA,m, EB,m]. We need some insight into the behavior of these singular
values.
We impose two assumptions.
Assumption 1. Each row of [EA,m, EB,m] is independent and identically distributed, with zero means
and covariance matrix σ 2 In+d.
Assumption 2. The matrices (1/m) A˜
T
mA˜m converge to a ﬁnite limit :
lim
m→∞
1
m
A˜
T
mA˜m = . (4.2)
We deﬁne
Wm = [Am, Bm]T [Am, Bm], (4.3)
W˜m = [A˜m, B˜m]T [A˜m, B˜m] =
[
In
X˜
T
]
A˜
T
mA˜m[In, X˜], (4.4)
and study the convergence of these matrices.
Lemma 4.1. Under Assumptions 1 and 2, both (1/m)W˜m and (1/m)Wm converge to limits:2
lim
m→∞
1
m
W˜m=
[
In
X˜
T
]
[In, X˜] ≡ ˜, (4.5)
plim
m→∞
1
m
Wm=σ 2 In+d + ˜ ≡ . (4.6)
Proof. The ﬁrst result follows from using (4.2) in (4.5). For the second, see [4, Lemma 3.1]. 
Next, we need an eigendecomposition of and its relation to that of (In + X˜X˜T ).
Lemma 4.2. Denote the eigenvalues of (In + X˜X˜T ) by λ1  λ2  · · · λn  0, and let the columns of 
be the corresponding eigenvectors. Then we have an eigendecomposition of as
[V1 ,V2 ] = [V1 ,V2 ]
[
σ 2 In + Dλ 0
0 σ 2 Id
]
,
where Dλ = diag(λ1, . . . , λn) and the columns of V = [V1 ,V2 ], with
V1 =
[
In
X˜
T
]
, V2 =
[−X˜
Id
]
(Id + X˜T X˜)− 12 , (4.7)
are mutually orthogonal and have norm 1.
2 We denote “convergence with probability one” using the notation “plim”.
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Proof (See [4, p. 35]). The symmetric positive semi-deﬁnite matrix (In + X˜X˜T ) 12 (In + X˜X˜T ) 12 has
eigenvalues that are real and non-negative and has an eigenvector matrix, denoted by (In + X˜X˜T ) 12,
that is orthonormal:
T (In + X˜X˜T ) = In. (4.8)
The matrix (In + X˜X˜T ) is similar to this matrix and has eigenvectors .
The eigendecomposition of  and the orthonormality of its eigenbasis are veriﬁed by direct
computation. 
Using this eigendecomposition, we can understand the convergence of the singular values σi from
(3.1).
Lemma 4.3. Let σ1,m  σ2,m  · · · σn+d,m  0 denote the singular values of [Am, Bm]. Under Assump-
tions 1 and 2,
plim
m→∞
1
m
σ 2i,m =
{
σ 2 + λi, i = 1, . . . , n,
σ 2 , i = n + 1, . . . , n + d.
Proof. This is a direct consequence of the deﬁnition of Wm in (4.3), the convergence of (1/m)Wm to
 (Lemma 4.1), and Lemma 4.2. 
Gleser [4,AssumptionC]assumes that is positivedeﬁnite, butweareable toomit that assumption.
We denote the rank of the symmetric positive semi-deﬁnite matrix  by r  n. Then λi = 0 for i =
r + 1, . . . , n, so by Lemma 4.3,
plim
m→∞
1
m
σ 2i,m = σ 2 for i = r + 1, . . . , n + d. (4.9)
This gives us a way to estimate σ 2 , as shown in the following lemma.
Lemma 4.4. Let
σ̂ 2,m =
1
n + d − r
n+d∑
i=r+1
σ 2i,m. (4.10)
Under Assumptions 1 and 2,
plim
m→∞
1
m
σ̂ 2,m = σ 2 .
Proof. This is a direct result of Lemma 4.3 and the fact that λi = 0 for i = r + 1, . . . , n. 
In order to use σ̂ 2,m in an algorithm, we need to know that we can reliably estimate the rank r as
m → ∞.
Lemma 4.5. Under Assumptions 1 and 2,
lim
m→∞ Pr
{
1
m
(σ 2r,m − σ 2r+1,m) <
λr
2
}
= 0.
Proof. The result follows since (1/m)(σ 2r,m − σ 2r+1,m) converges with probability one to λr > 0. 
With this result and (4.10), we see that, with appropriate choice of  in (3.10), our rank
estimation algorithm in (3.11) gives the correct result (with probability one) as m → ∞, and from
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this we can establish convergence of the solution estimates, just as Gleser did in the full-rank case
[4, Lemma 3.3].
Lemma 4.6. Under Assumptions 1 and 2,
plim
m→∞ X̂m = X˜
where X˜ is the minimal norm true solution satisfying (4.1) and  in (3.10) satisﬁes
m(n + d − r)σ 2   m
(
(n + d − r + 1)σ 2 +
λr
2
)
. (4.11)
Proof. With this choice of , by Lemma 4.5, our estimated rank converges to the true rank r with
probability one. Since (1/m)Wm convergeswith probability one to, and since there is, by Lemma4.2,
a gap in the spectrumof, the invariant subspace corresponding to the smallestn + d − r eigenvalues
of (1/m)Wm converges with probability one to the span of the last n + d − r columns of V. Since our
estimate X̂m is independent of the choice of basis for this invariant subspace, it alsomust convergewith
probability one to X˜, which, by (4.7) and the formula (3.12), is the desiredminimumnorm solution. 
We have now laid the groundwork for algorithms for choosing ITLS parameters. From Lemma 4.1,
we know that the sequence of W matrices converges with probability one to , and from (4.7) we
know that V2 is full rank. Therefore, our parameter t0 in (3.9) converges with probability one to n, so
tˆ in (3.11) converges to r. From now on, we assume, based on Lemma 4.4 and Lemma 4.5, that we have
enough observations so that in (3.11) we have tˆ = r, when  in (3.10) satisﬁes (4.11).
5. Choice of parameters
In this section, we propose two heuristic methods to determine the ITLS parameters based on the
asymptotic convergence properties established in the previous section. We consider two cases: (1)
either σ 2A or σ
2
B is known, or (2) neither is known, in which case we require n + d − r > 1.
5.1. Prior information on σ 2A or σ
2
B
If theweight parameterα perfectly adjusts the varianceofEA andEB, thenEAα andEBα have identical
variances, so that
α2σ 2A = (1 − α)2σ 2B = σ 2 . (5.1)
By Lemma 4.4, σ̂ 2 = σ̂ 2,m/m is a consistent estimate for σ 2 . Therefore, if we know σ 2A , for example,
then it is reasonable to ﬁnd the α that minimizes a relative gap between α2σ 2A and σ̂
2
 :
min
α
∣∣∣∣∣log σ̂
2

α2σ 2A
∣∣∣∣∣ . (5.2)
Similarly, if we know σ 2B , we could choose the value of α that solves the problem
min
α
∣∣∣∣∣log σ̂
2

(1 − α)2σ 2B
∣∣∣∣∣ . (5.3)
Fig. 1 illustrates how the estimated error variance σ̂ 2 changeswithα. The red and blue dashed lines
represent the change of α2σ 2A and (1 − α)2σ 2B , and their intersection gives the true α and the true
σ 2 , by (5.1). We can see that the estimate σ̂
2
 approaches the true error variance σ
2
 as α approaches
the true value, illustrating the usefulness of a choice of α based on the minimization problem (5.2) or
(5.3).
In order to compute σ̂ 2 , the rank r of  is required. If the rank is given to us, we can immediately
apply the optimization methods above. If not, we also need to estimate the rank. We examine how σ̂ 2
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Fig. 1. The estimated error variance σ̂ 2 as a function of α, for αtrue = 0.25, 0.5, and 0.75. The true value of (α, σ 2 ) is the
intersection of the α2σ 2A curve (red dashed) and the (1 − α)2σ 2B curve (blue dashed), marked with a star. The behavior of the
small singular values as a function of α is traced by the grayish curves. The test problem is speciﬁed in Section 6, withm = 200,
n = 8, r = 6, d = 10, σE = 0.01. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the
web version of this article.)
and the resulting objective function values are inﬂuenced by the estimate rˆ of the rank. First, when rˆ is
overestimated, we expect that the minimum value of (5.2) is still close to 0. This is because σ̂ 2 is still a
consistent estimatorofα2σ 2A whenα iswell estimated, as shown in (4.9). Second, if rˆ is underestimated,
the resulting σ̂ 2 is overwhelmed by incorrectly adding large σ
2
i for i < r. From these observations, we
can determine rˆ by solving (5.2), decreasing rˆ from n to 1. We recognize the correct rank by looking
for a jump and then a plateau in the optimal objective function value. A similar argument holds for
(5.3). In contrast to (5.2), though, the denominator will force the minimizer α to be lower than its true
value, so looking for a jump in the optimal α as rˆ is changed is an alternative way to recognize an
underestimated rank. We will exhibit these phenomena with sample problems in Section 6.
5.2. No prior information on σ 2A or σ
2
B
If we do not have any prior information about error variances σ 2A or σ
2
B , we cannot use (5.2) or (5.3).
Instead, we use the convergence property (4.9) to evaluate a given α. Since all (n + d − r) smallest
singular values converge to a single constant value as the number of observations increases, we choose
α to minimize their dispersion. Note that this convergence property holds only when Assumption 1
applies to our problem, which will be satisﬁed by the correct value of α. As an example, the grayish
curves in Fig. 1 show how the smallest singular values change as α varies. We can see that the singular
values get closer to each other near αtrue.
We measure the dispersion using the coefﬁcient of variation cv, deﬁned as
cv(y) = std(y)
mean(y)
,
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where mean(y) and std(y) denote the mean and standard deviation of the data vector y. Thus, we
choose α as the solution to
min
α
cv
([
σ 2r+1(α), . . . , σ 2n+d(α)
])
. (5.4)
There are other dispersionmeasures, such as standarddeviation or variance.However, as the estimated
α decreases to 0, the smallest singular values approach zero regardless of the trueα, so thesedispersion
measures can be misleading. The coefﬁcient of variation is dimensionless and therefore not subject to
this limitation.
As in the optimization methods of Section 5.1, estimating cv in (5.4) requires knowledge of the
rank r. If the rank is not available, we can apply a similar rank-estimation strategy. For the true α,
when rˆ is an overestimate, cv remains acceptably small by (4.9). On the other hand, when rˆ is an
underestimate, cv grows signiﬁcantly. Therefore, if we repeatedly solve (5.4) decreasing rˆ from n, we
can ﬁnd an appropriate rˆ by recognizing a jump in the corresponding value of cv. In contrast to the
rank and α estimation method of Section 5.1, this method requires n + d − r > 1, since we need at
least two singular values to compute the coefﬁcient of variation. Thus, we cannot use this method for
a full-rank, single right-hand side TLS problem (d = 1 and r = n).
6. Experiments
We now present the results of some simple experiments exploring whether ITLS can be useful in
data ﬁtting problems. Since the “correct” choice of α depends on the error distributions for EA and EB,
our questions are these:
• How sensitive is the solution X to the ITLS problem as α varies?
• Can the “correct” value of α be determined computationally?
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Fig. 2. Relative errors in X as a function of α for αtrue = 0.001, 0.5, and 0.999 with different noise levels σE: 0.01 (blue solid),
0.005 (red dashed), and 0.001 (black dash-dotted). The star on each curve marks αtrue . (For interpretation of the references to
color in this ﬁgure legend, the reader is referred to the web version of this article.)
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For given weight parameter α, rank r, and noise level σE , we generate a sample problem in the
following way:
1. Generate A˜ and X using Matlab’s randn().
2. Modify A˜ to have rank r.
3. Generate B˜ as B˜ = A˜X.
4. Compute a minimal norm solution X˜ of A˜X˜ = B˜.
5. Generate noise EA ∼ N(0, σ 2E (1 − α)2In) and EB ∼ N(0, σ 2E α2Id).3
6. Add the noise to A˜ and B˜ to form A = A˜ + EA and B = B˜ + EB.
Now, given A and B, our goal is to estimate the hidden parameters (α, r, σE) as well as the true TLS
solution X˜. Note that the noise level σE is related to the noise variance of σ
2
 in Assumption 1 by
σ = α(1 − α)σE.
In our ﬁrst experiment, we set m = 200, n = 8, d = 4, r = 6, and varied the noise level σE as 0.01,
0.005, and 0.001.We obtained similar results for other choices of the problem, including non-random
matrices.
First, we examine the sensitivity of the TLS solution to the choice of α. Fig. 2 plots the relative error
in X as a function of α, for three different true values αtrue = 0.001, 0.5, and 0.999 (which aremarked
by a star on the curve) with varying noise level. We can see that the sensitivity increases as the noise
level increases, so the more noise, the more important it is to determine α correctly.
Next, we evaluate the performance of our methods for determining α. We apply the methods
described in Section 5 to ﬁnd a minimizer α for (5.2), (5.3), and (5.4), using Matlab’s fminbnd [1],
performing function evaluations using the partial SVD. The results are shown in Figs. 3(a)–5(b).
Fig. 3(a) shows the results of estimating α when σA is known, using the minimizer of (5.2) for
different values of rˆ with σE = 0.01. The estimated α approaches αtrue as rˆ decreases to the true rank
r = 6. Once the rank is underestimated, the estimated α diverges from the true α. Fig. 3(b) shows the
optimal function values for (5.2). The values remain close to 0while rˆ  r, but vary greatly when rˆ < r.
This phenomenon becomes more pronounced as the noise level σE decreases. Thus, this could be one
clue to choosing an appropriate rank r when the noise level is low.
Fig. 4(a) shows the corresponding results for (5.3)whenσB is known. Theα estimation is evenmore
stable than in the previous case when rˆ is overestimated. Interestingly, when rˆ is underestimated, so
is α (red dotted line). Fig. 4(b) represents the ratio of the estimated α(rˆ) to the estimated α(rˆ + 1).
The ratio stays close to 1 while rˆ  r, but is much smaller when rˆ < r. Even when the noise level is
relatively high (σE = 0.01), this decrease is distinguishable, but it is larger as the noise level decreases.
Therefore, this ratio of the minimizers α could be an alternative criterion to determine the rank r.
Fig. 5(a) shows the estimatedα based on (5.4), usedwhen neitherσA norσB is known. Similar to the
previous cases, the estimated α approaches the true α as rˆ approaches the true rank r from above, but
the estimationofα failswhen rˆ < r. Fig. 5(b) shows theminimized coefﬁcient of variation, for different
noise levels. While the minimized dispersion remains close to zero when rˆ  r, the dispersion jumps
to a large value (greater than 0.5) when rˆ < r. The jump becomes more prominent as the noise level
decreases. Hence, this is another criterion to determine the rank r. Extensive experiments revealed
that rank-determination using cv is more reliable than the other methods. Since it requires no prior
information aboutσA andσB, we recommend using this rank-determining strategy to conﬁrm the rank
determined by other methods, whenever n + d − r > 1.
Next we examine the effect of sample size (n + d − r) in the (5.4) method. We may suspect that
the dispersionmeasure may not be reliable if n + d − r is too small, so we setm = 200, n = 8, r = 7,
and vary d from1 to 5. Fig. 6 shows the estimatedα for different values of d. As d increases, the estimate
tends to improve, but it is generally good (for moderately large values of α) even for small n + d − r.
Finally, we test how the number of observations m affects the estimation of α. Since all of our
methods are based on an asymptotic property of the smallest singular values,we expect that increasing
3 Even though we generate normally-distributed errors EA and EB for the experiments, our methods are not restricted to a
particular distribution as long as the errors are uncorrelated with identical variances.
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Fig. 3. ResultswhenσA is known:m = 200, n = 8, d = 4, r = 6. (a) Estimatedα vs.αtrue using (5.2),with noise levelσE = 0.01.
(b) Function value from (5.2).
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Fig. 7. Known rank: α-ratio for n = 8, r = 6, and d = 4, σE = 0.01, varying the number of observationsm.
m should improve the quality of the estimate of α. Fig. 7 shows the relative error in the α estimates as
m varies between 25 and 400. The estimation does improve with larger m for all proposed methods,
and estimation by (5.3) (with a known σ 2B ) shows the most reliable performance even with smallm.
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7. Discussion and conclusions
We have deﬁned an implicitly-weighted TLS formulation (ITLS) that includes LS, TLS, and DLS as
special cases as a parameter varies between 0 and 1. We have discussed the role of the ratio between
the variances of errors inA and B in choosing an appropriate parameter in ITLS.We derived asymptotic
properties of the estimate as the number of observations m → ∞, even when the model is rank
deﬁcient. We also proposed methods for computing the family of solutions efﬁciently. We developed
algorithms for choosing the appropriate solution when only σ 2A or σ
2
B is known, or neither is known,
in which case we require n + d − r > 1. We provided experimental results on the usefulness of the
ITLS (or, equivalently the STLS) family of solutions, and on our algorithms for estimating α and r.
It would be easy to add a regularization term to the ITLS problem, in order to handle discrete
ill-posed problems.
This work leaves two important open questions. First, the concept of a core problem [7], so useful
for a single right-hand side, does not completely explain the character of TLS problems when d > 1
[8], andmorework is needed. This is related to the choice of tˆ. Second, our parameter choice algorithm
requires an estimate of either σA or σB when n + d − r = 1, a single right-hand-side problem with
full rank, so more work on that case is needed.
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