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Resumen
El proceso de reconstruccio´n digital de objetos 3-D es un a´rea que ha reci-
bido amplio intere´s de parte de la comunidad cient´ıfica en computacio´n gra´fica
durante los u´ltimos an˜os, se debe principalmente a la actualidad del tema y a su
potencial de aplicaciones en campos como la ingenier´ıa, la medicina, la herencia
cultural, la industria de la animacio´n y videojuegos entre otras aplicaciones. Este
proceso se compone de varias etapas como son: adquisicio´n, registro, integracio´n
y ajuste de superficies, esta u´ltima tiene por objeto proporcionar una represen-
tacio´n matema´tica de la superficie del objeto 3-D reconstruido. Algunas de las
representaciones ma´s usuales empleadas en objetos de forma libre son los parches
NURBS, las superficies impl´ıcitas y la Subdivisio´n de Superficies.
La Subdivisio´n de Superficies es una te´cnica usada en la industria de la ani-
macio´n, que permite representar superficies suaves mediante un proceso de refi-
namiento iterativo, el principal atractivo lo constituyen su simplicidad, eficiencia
de representacio´n y capacidad multiresolucio´n. Esta tesis se enfoca en desarrollar
una metodolog´ıa que permite ajustar a la malla poligonal de objetos de forma
libre una superficie interpolante de subdivisio´n de Catmull-Clark. La metodolog´ıa
presenta dos etapas: en la primera se lleva a cabo el ca´lculo iterativo de nuevos
ve´rtices de arista y de cara, en la segunda se calcula para cada ve´rtice original
de la malla el respectivo ve´rtice de control. El conjunto de estos ve´rtices definen
una malla de control cuya superficie l´ımite interpola los ve´rtices dados.
La metodolog´ıa muestra ser eficiente dado que se basa en operaciones locales
definidas sobre la vecindad de cada ve´rtice analizado, se muestra que el error
entre la posicio´n de los ve´rtices y la superficie interpolada se reduce a medida que
se incrementa el nu´mero de ciclos en el ca´lculo iterativo de los puntos.
Palabras clave: Ajuste de superficies, subdivisio´n de superficies, reconstruc-
cio´n digital de objetos 3-D, nubes de puntos.
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Abstract
The process of digital shape reconstruction of 3-D objects is an area that has
received widespread interest from the computer graphics community during the
last years, mainly due to its potential applications in fields such as engineering,
medicine, cultural heritage, the animation industry, video games and other ap-
plications. This process comprises several steps such as: acquisition, registration,
integration and surface fitting. The aim of this last is to provide a mathematical
representation for the surface of the object 3-D reconstructed. Some of the most
common representations are NURBS patches, implicit surfaces and subdivision
surfaces.
Subdivision surfaces is a technique used in the animation industry, which
can represent smooth surfaces through an iterative process of refinement, the
main charm is its simplicity, efficiency and capacity for multiresolution repre-
sentation. This thesis focuses on develop a methodology to fit to the polygon
mesh of freeform objects an interpolating Catmull-Clark subdivision surface. The
methodology has two stages: the first is done iteratively calculating new edge
and face vertices, the second is calculate for each vertex of the original mesh
one control vertex. All these vertices define a control mesh whose limit surface
interpolates the given mesh.
The methodology shown to be efficient because it is based on local opera-
tions, defined it on the neighboring of each vertex analyzed, shows that the error
between the position of the vertices and the interpolated surface is reduced with
the increase of the number of cycles.
Keywords: Surface fitting, Subdivision Surfaces, Digital shape reconstruc-
tion of 3-D Objects, Point Clouds.
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Cap´ıtulo 1
Introduccio´n
1.1. Introduccio´n
En la reconstruccio´n de superficies se han identificado de forma general cuatro eta-
pas: adquisicio´n, registro, integracio´n y ajuste, la Figura 1.1 hace referencia al proceso
de reconstruccio´n que va desde la digitalizacio´n del objeto real hasta la obtencio´n del
modelo digital 3-D mediante el ajuste de superficies.
OBJETO REAL
CAPTURA DE NUBES DE PUNTOS
INDEPENDIENTES
CORRECCION DE 
ANOMALIAS 
TOPOLÓGICAS
ADAPTACIÓN  DE UNA 
SUPERFICIE
FORMACIÓN RED DE PARCHES
MODELO 3-D
1. ETAPA DE ADQUISICIÓN 2. ETAPA DE REGISTRO
4. ETAPA DE AJUSTE3. ETAPA DE INTEGRACIÓN
ACOPLAMIENTO DE LAS 
NUBES DE PUNTOS
Figura 1.1: Proceso de reconstruccio´n de superficies.
El ajuste de superficies es la u´ltima etapa en el proceso de reconstruccio´n de objetos
3-D, su propo´sito es brindar una representacio´n matema´tica de la superficie reconstrui-
da, tal que pueda ser procesada en aplicaciones CAD, CAE, CAM, Vı´deo Juegos, entre
otras.
El problema de ajustar superficies a un conjunto de datos adquirido mediante un
dispositivo de adquisicio´n, ha sido tema de investigacio´n en las u´ltimas de´cadas. El
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intere´s en e´ste, es motivado por la diversidad creciente de aplicaciones en las cuales
es deseable contar con modelos 3-D que representen fielmente los detalles del modelo
original. Como resultado del proceso han sido propuestas mu´ltiples te´cnicas y me´todos
basados en modelos matema´ticos como las superficies B-Spline, las NURBS, las Super-
ficies Impl´ıcitas y Subdivisio´n de Superficies.
La subdivisio´n de superficies es una te´cnica que ha ganado popularidad en la u´ltima
de´cada, debido a su aplicacio´n en animaciones; su caracter´ıstica principal es la produc-
cio´n de superficies suaves que convergen a B-Splines tras un proceso de refinamiento
iterativo a partir de una malla burda. Las te´cnicas de subdivisio´n mas comunmente
usadas son: Subdivisio´n de Catmull-Clark, Subdivisio´n de Loop y Subdivisio´n de Doo-
Sabin.
Los me´todos empleados en el ajuste de superficies se pueden clasificar en dos tipos:
me´todos de ajuste por interpolacio´n y me´todos de ajuste por aproximacio´n. En el pri-
mer caso los me´todos desarrollados buscan que las superficies ajustadas pasen por los
puntos de datos del objeto, en tanto que el segundo tipo de me´todos buscan que las
superficies ajustadas pasen cerca a los puntos de datos de forma suave y sin ondulacio-
nes.
Esta tesis esta´ enfocada en proponer una metodolog´ıa para ajustar superficies inter-
polantes de subdivisio´n de Catmull-Clark a partir mallas triangulares que representen
la superficie de un objeto 3-D.
1.2. Motivacio´n
Generar superficies suaves de topologia arbitraria es un reto en modelado geome´tri-
co, gra´ficos por computador y visualizacio´n cient´ıfica [Qin et al., 1998].
Dos principales tecnolog´ıas disponibles para disen˜ar y representar superficies de
forma libre: B-splines racionales no uniformes (NURBS) y superficies de subdivisio´n.
Ambas representaciones se construyen en B-splines uniformes, sino que se extienden
este fundamento en formas incompatibles, y por lo tanto diferentes industrias han es-
tablecido una preferencia por una representacio´n sobre el otro. NURBS son el esta´ndar
dominante para el disen˜o asistido por ordenador, mientras que la subdivisio´n de superfi-
cies son muy populares para aplicaciones de animacio´n y entretenimiento. Sin embargo,
hay beneficios de la subdivisio´n de superficies (topolog´ıa arbitraria) que podr´ıan ser
u´tiles en disen˜o asistido por ordenador, y caracter´ısticas de NURBS (grado arbitra-
rio y parametrizaciones no uniformes) que har´ıan buenas adiciones a la subdivisio´n de
superficies actuales. [?]
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El uso de parches NURBS ha permitido representar objetos de forma libre, usado
tanto en herramientas de disen˜o gra´fico como en CAD-CAM.
Dos deficiencias fundamentales han sido identificadas en las NURBS [DeRose et al., 1998]:
1. Recortar es costoso y propenso a errores nume´ricos.
2. Es dif´ıcil mantener la suavidad en las costuras entre parches NURBS cuando el
modelo es animado, tal es el caso de Woody, el personaje principal de Toy Story,
el cual, requirio´ de considerable esfuerzo manual para ocultar las costuras en la
cara.
Las te´cnicas de subdivisio´n son en la actualidad el esta´ndar en la animacio´n por
computador, una de´cada atra´s DeRose [DeRose et al., 1998] describio´ el uso de la sub-
divisio´n de superficies en esta industria as´ı como los retos a superar.
El ajuste de superficies de objetos de forma libre es una tarea compleja que ha sido
abordada mediante diferentes te´cnicas y me´todos que se basan en modelos matema´ticos
como las superficies B-Spline, las NURBS, las Superficies Impl´ıcitas y la Subdivisio´n
de Superficies.
Es comu´n encontrar que un objeto 3-D es ajustado por mu´ltiples parches lo que
regularmente genera indeseable continuidad G1 en los ve´rtices y l´ımites de los mismos.
Cada parche es representado bien sea por una superficie B-Spline o NURBS de base
cuadrilateral obtenida mediante me´todos robustos. El uso de este tipo de superficies
se debe a que son un esta´ndar de representacio´n usado en diversas aplicaciones a di-
ferencia de las superficies impl´ıcitas y las superficies de subdivisio´n. Por el contrario
estas u´ltimas permiten representar un objeto mediante una u´nica superficie que en su
l´ımite es B-Spline y que en la actualidad son un esta´ndar dentro de la industria de la
animacio´n.
Generar una superficie de subdivisio´n por interpolacio´n que represente matema´ti-
camente un objeto 3-D es una tarea desafiante.
1.3. Planteamiento del Problema
El uso de modelos 3-D es comu´n en aplicaciones CAD, CAE, CAM, animacio´n y
video juegos, existen otras a´reas como la medicina donde comienzan a ser populares.
En muchas de estas aplicaciones se requiere que el modelo represente fielmente en sus
detalles finos al objeto real para lo cual se han desarrollado me´todos robustos como los
presentados en [Branch, 2007], [Va´rady et al., 1997] y [Varady and Facello, 2005] que
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permiten construir un modelo 3-D a partir de datos adquiridos del objeto real median-
te un proceso denominado reconstruccio´n de la forma y que tambie´n se conoce como
ingenier´ıa inversa [Wang, 2010].
Esta tesis se enmarca en el contexto de la etapa del ajuste de superficies, la cual es
definida por [Hradek, 2003] como:
Sea S una superficie bidimensional perteneciente a un objeto O, incluida
en el espacio tridimensional Euclidiano R3, y el conjunto de puntos pi ∈
P ⊂ R3, i = 1, . . . , n un conjunto de muestras discretas de la superficie
S. El ajuste consiste entonces en encontrar una superficie S ′ que aproxime
S usando los datos del conjunto P , siendo la superficie reconstruida S ′
topolo´gicamente equivalente a la superficie S del objeto original O.
Esta tesis aborda el problema de ajustar una superficie de Catmull-Clark S ′ al con-
junto de puntos P bajo algunas consideraciones de S y P . Acerca de P se considera
que se encuentra contenido en una malla triangular como punto de partida. Con el fin
de evaluar la precisio´n del me´todo propuesto se asumira´ que el conjunto P se encuentra
libre de ruido. La superficie S puede tener un tipo topolo´gico arbitrario, incluyendo
fronteras, y puede contener caracter´ısticas arbitrarias de forma como pliegues y esqui-
nas presentes en la superficie. Es cierto que un procedimiento de reconstruccio´n no
puede garantizar que S se recupere exactamente, ya que so´lo se da informacio´n de S
a trave´s de una cantidad finita de puntos P . La superficie reconstruida S ′ debe te-
ner el mismo tipo topolo´gico que S, y ser en todas partes cercana a S. En esta tesis,
evaluaremos el me´todo de ajuste propuesto considerando casos donde la superficie S
sea conocida y pueda compararse visual y cuantitativamente con la obtenida por ajuste.
1.4. Trabajos Previos
El ajuste de superficies es una a´rea activa de investigacio´n, cuyo propo´sito es desarro-
llar un me´todo general que robusto y computacionalmente eficiente. Una clasificacio´n
para su ana´lisis surge al agruparlos de acuerdo al tipo de operadores que emplean:
locales o globales.
1.4.1. Me´todos Basados en Operaciones Globales
Los operadores globales se caracterizan por operar teniendo en cuenta la totalidad
de la informacio´n de la superficie, en ocasiones infringen un alto costo computacional
y un alto tiempo de procesamiento.
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Un me´todo pionero en la interpolacio´n de puntos usando superficies de Catmull-
Clark fue el presentado en [Halstead et al., 1993] caracterizado por ser robusto y gene-
ral. Requiere de la solucio´n de un sistema global de ecuaciones que le permitan encon-
trar la malla de control que aproxime los datos, siempre y cuando esta sea cuadrilateral.
Resolver un sistema de ecuaciones para mallas densas puede consumir mucho tiem-
po de ca´lculo por lo cual se ha optado por me´todos de optimizacio´n menos costosos.
Ajustar iterativamente una superficie de subdivisio´n con base en la posicio´n l´ımite es
una estrategia adoptada en [Suzuki et al., 1999] el cual garantiza que el me´todo pro-
puesto se ajusta por aproximacio´n a la forma del objeto ma´s no en sus detalles finos. En
procura de reducir el tiempo de co´mputo y mejorar la representaciones de los detalles se
propone en [Ma and Zhao, 2000] ajustar una red de superficies de Catmull-Clark em-
pleando un ajuste por mı´nimos cuadrados garantizando continuidad G2 en todas partes
excepto en los ve´rtices donde confluye un nu´mero de parches distinto a cuatro, donde
la continuidad es G1. Cada parche es independiente y no se puede conformar una u´nica
malla de control.
Los wavelets se han asociado al concepto de subdivisio´n, en el sentido de la propie-
dad de multi-resolucio´n, cabe recordar que la subdivisio´n parte de una malla burda la
cual se refina mediante un proceso iterativo tal como lo pueden realizar los wavelets,
este tipo de asociacio´n es reflejada en trabajos como el de [Sadeghi and Samavati, 2009]
que propone un marco de trabajo multi-resolucio´n para reversar subdivisiones basado
en minimizacio´n de la energ´ıa, de tal forma que en [Sadeghi and Samavati, 2011] mues-
tra su aplicacio´n a las subdivisiones de Catmull-Clark y Loop. En te´rminos generales
aproxima la superficie y pueden perderse los detalles finos.
1.4.2. Me´todos Basados en Operaciones Locales
Los operadores locales se caracterizan por tener en cuenta una vecindad alrededor
del punto objetivo para operar, son de bajo costo computacional, simples de implemen-
tar y poco tiempo de procesamiento.
Dada una malla cuadrilateral que ha sido producto de subdivisio´n de Catmull-Clark
es posible reversar el proceso para obtener mallas cada vez ma´s burdas en cada iteracio´n,
esta es la premisa planteada en [Lanquetin and Neveu, 2006] que le permite desarrollar
la solucio´n para reversar el proceso de subdivisio´n. Extendiendo este concepto se pro-
pone en [Boumzaid et al., 2009] un esquema ma´s general que permite reversar no solo
subdivisiones de Catmull-Clark sino tambie´n el esquema Quad-Averaging de Warren y
Weimer [Warren and Weimer, 2002].
Una de las caracter´ısticas de la Subdivisio´n de Catmull-Clark es la contraccio´n de
la superficie, lo cual implica la reduccio´n de a´rea total de la superficie a medida que
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se refina la malla de control en el proceso de subdivisio´n. En el me´todo de ajuste pro-
puesto en [Nguyen-Tan et al., 2009], este feno´meno es tenido en cuenta mediante la
extensio´n de las fronteras de la superficie dada y un proceso de regularizacio´n, poste-
riormente es obtenida la malla de control aplicando la subdivisio´n inversa definida en
[Lanquetin and Neveu, 2006].
La interpolacio´n de mallas en busca de generar superficies suaves es un aspecto de
importancia en el disen˜o geome´trico asistido por computador (CAGD), para ello se han
empleado mu´ltiples te´cnicas. Un me´todo simple basado en superficies de Catmull-Clark
es propuesto en [Deng and Yang, 2010] empleando reglas de subdivisio´n modificadas
calculadas mediante: Me´todo de Retroceso y Me´todo de las Normales. Cada me´todo es
dependiente de dos para´metros que tienen una alta influencia en la calidad de la su-
perficie final, los cuales no poseen un criterio para su seleccio´n. En gran parte esta idea
surge de un estudio previo presentado en [Deng and Yang, 2009] en el cual se interpola
una malla de topolog´ıa arbitraria usando superficies de Doo-Sabin. Un enfoque desde
los esquemas aproximantes es dado en [Lin et al., 2008] el cual obtiene a partir de estos
nuevos esquemas interpolantes tanto para subdivisio´n de Catmull-Clark como para los
esquemas de subdivisio´n
√
2 y
√
3.
Los me´todos de interpolacio´n previos a [Chen et al., 2008], se caracterizan por cal-
cular nuevos puntos antes de obtener la malla de control, haciendo la malla ma´s densa.
Por el contrario [Chen et al., 2008], aprovecha la cercan´ıa de la malla de control a la
superficie a interpolar para presentar un me´todo iterativo en el cual los puntos de la
malla original son desplazados de forma tal que al ser subdividida la malla por Catmull-
Clark coincidan con sus posiciones originales.
1.5. Discusio´n
Se puede evidenciar en los trabajos previos que la tarea de ajuste de superficies
por subdivisio´n es una tarea no trivial, cuyas principales limitantes se encuentran en
que la malla de partida debe ser cuadrilateral y haber sido obtenida por un proceso de
subdivisio´n de Catmull-Clark. La tabla 1.1 presenta una s´ıntesis de las caracter´ısticas
y limitantes de los me´todos presentados en la seccio´n previa.
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Referencia Caracter´ısticas Limitaciones
[Nguyen-Tan et al., 2009] ◦ Uso de operadores locales.
◦ Tiene en cuenta la contraccio´n de la
superficie.
◦ Opera solo sobre superficies abiertas.
◦ Requiere de Mallas Cuadrilaterales.
◦ Faltan consideraciones sobre ve´rtices
extraordinarios.
[Sadeghi and Samavati, 2009] ◦ Aplicacio´n de esquema global
multi-resolucio´n con minimizacio´n de
energ´ıa.
◦ El para´metro ω de la ecuacio´n de
energ´ıa carece de un medio adecuado
de seleccio´n.
[Lanquetin and Neveu, 2006] ◦ Dada una malla cuadrilateral permi-
te obtener iterativamente mallas mas
burdas.
◦ Solo es aplicable si la malla cuadrila-
teral fue obtenida por subdivisio´n.
◦ Se aplica a mallas cuadrilaterales.
◦ Los ejemplos desarrollados solo se
aplican a superficies cerradas.
[Boumzaid et al., 2009] ◦ Dada una malla cuadrilateral permi-
te obtener iterativamente mallas mas
burdas.
◦ Permite reversar subdivisiones de
Catmull-Clark y Quad-Averaging.
◦ Solo es aplicable si la malla cuadrila-
teral fue obtenida por subdivisio´n.
◦ Se aplica a mallas cuadrilaterales.
◦ Los ejemplos desarrollados solo se
aplican a superficies cerradas.
Tabla 1.1: Comparativo entre referencias.
La principal caracter´ıstica de los B-Splines es su capacidad de control local, es decir
que cualquier alteracio´n de la curva solo la perturba localmente. El aprovechamiento de
e´sta propiedad se ve de forma notoria en los trabajos mas recientes. La gran limitante
de los me´todos ma´s exitosos en la obtencio´n de la malla de control es que solo operan
sobre superficies con mallas cuadrilaterales obtenidas previamente por subdivisio´n, lo
cual descarta de entrada la obtencio´n de mallas de control para superficies con mallas
poligonales arbitrarias y mallas obtenidas por sensado de objetos
1.6. Objetivos
1.6.1. Objetivo General
Proponer una metodolog´ıa para ajustar superficies interpolantes de Subdivisio´n de
Catmull-Clark a mallas poligonales de topolog´ıa arbitraria.
1.6.2. Objetivos Espec´ıficos
1. Proponer un me´todo para la interpolacio´n de los puntos de una curva arbitraria
tal que en su l´ımite sea una curva Spline Cu´bica, como paso previo a su extensio´n
al ajuste de superficies.
2. Formular un me´todo para la interpolacio´n de la superficie representada por una
malla poligonal de topolog´ıa arbitraria, que en su l´ımite sea una superficie Spline
cu´bica, como paso previo a la obtencio´n de la malla de control.
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3. Disen˜ar una metodolog´ıa para la obtencio´n de la malla de control que ajuste en
forma suave objetos de forma libre empleando subdivisio´n de Catmull-Clark, a
partir de una malla poligonal de topolog´ıa arbitraria.
4. Validar la metodolog´ıa propuesta para el ajuste de objetos de forma libre em-
pleando Subdivisio´n de Catmull-Clark, con objetos de referencia reportados en
la literatura, usando como para´metro de evaluacio´n la precisio´n medida con la
funcio´n de error de distancias cuadra´ticas.
1.7. Contribuciones
El aporte general de esta tesis es una metodolog´ıa para el ajuste de superficies de
Catmull-Clark a mallas poligonales de topolog´ıa arbitraria, usando un me´todo local
de interpolacio´n de superficies como paso intermedio para la obtencio´n de la malla de
control. Las contribuciones especificas son:
1. Un me´todo local para la interpolacio´n de una curva arbitraria que en su l´ımite
converge a una curva Spline cu´bica. Este me´todo sirve de base para la generali-
zacio´n a superficies.
2. Un me´todo local para la interpolacio´n de mallas poligonales de topolog´ıa arbi-
traria que en su l´ımite genera una superficie Spline Bi-cu´bica. Una superficie de
Catmull-Clark es Spline Bi-cu´bica y corresponde al l´ımite de subdivisio´n de una
malla de control mediante subdivisio´n de Catmull-Clark. El me´todo desarrollado
permite interpolar la malla de manera local formando una superficie Spline Bi-
cu´bica suave.
3. Un me´todo que permite obtener la malla de control de una superficie Spline Bi-
Cu´bica a partir de los puntos conocidos de e´sta.
4. Una metodolog´ıa que permite obtener la malla de control para una malla trian-
gular de topolog´ıa arbitraria.
1.8. Organizacio´n
Esta tesis esta organizada de la siguiente manera: En el Capitulo 2, se presentan los
conceptos de ajuste de Curvas y superficies. En el Capitulo 3, se desarrolla el me´todo
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propuesto para interpolar una curva arbitraria. En el Capitulo 4, se desarrolla el me´todo
para interpolar una malla poligonal de topolog´ıa arbitraria. En el Capitulo 5, se desa-
rrolla la metodolog´ıa para obtener la superficie interpolante, evalua´ndola con objetos
de referencia obtenidos de diferentes repositorios pu´blicos. Por u´ltimo, en el Cap´ıtulo
6, se presentan las conclusiones y trabajo futuro.
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Cap´ıtulo 2
Curvas y Superficies: Fundamentos.
Introduccio´n
Las curvas son el elemento fundamental para conformar superficies, es por esto
que la comunidad cient´ıfica se ha dedicado a desarrollar te´cnicas de interpolacio´n y
aproximacio´n de curvas a conjuntos de datos. Generalmente estos constan so´lo de sus
coordenadas, pero tambie´n es posible establecer diferentes condiciones como las deriva-
das en los extremos, derivadas en puntos, y continuidad de los trozos polinomiales en
sus puntos de unio´n.
El problema de encontrar una curva polinomial a trozos que realice interpolacio´n o
aproximacio´n de los puntos dados y posiblemente algunas condiciones es una tarea no
trivial. [Xiong et al., 2011] describe de una manera este problema de manera formal:
”Dado un pol´ıgono P = (p1, p2, . . . , pn) y una curva parame´trica C(t) =∑n
i=1Bi(t)p
′
i donde Bi(t) y p
′
i son funciones base y puntos de control res-
pectivamente, se necesita encontrar {p′i} y {t1 < t2 < . . . < tn} tal que
C(ti) = pi, i = 1, 2, . . . , n.”
El intere´s de esta tesis en las curvas se centra en la interpolacio´n de datos en busca
de garantizar continuidad C2.
Alrededor de la interpolacio´n los me´todos se han dividido tradicionalmente en dos:
Me´todos Globales y Me´todos Locales.
Los me´todos globales conforman sistemas lineales de Ecuaciones segu´n restricciones
de posicio´n, derivadas, continuidad, corresponden a los primeros me´todos desarrollados,
algunos como el me´todo esta´ndar de interpolacio´n de puntos, me´todo de interpolacio´n
de puntos con especificacio´n de derivadas en los extremos o me´todo de interpolacio´n de
puntos-derivadas se describen con detalle en [Piegl and Tiller, 1997].
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Los me´todos locales conforman algoritmos iterativos que buscan establecer los valo-
res de las variables mediante un proceso sucesivo de refinamiento generalmente se basan
en algoritmos de tipo geome´trico. En la actualidad el mas ampliamente usado se fun-
damenta en la propiedad de aproximacio´n progresiva-iterativa (PIA) en el cual se basan
trabajos como [Gofuku et al., 2009], [Chen et al., 2010], [Lin, 2010], [Lin and Zhang, 2011],
[Mansourifar and Bastanfard, 2011], [Xiong et al., 2011]
2.1. Curvas Spline
Son curvas que se construyen mediante la union de trozos de curvas polinomiales
de grado n y en cuyos puntos de empalse se presenta a lo sumo continuidad Cn−1. La
Figura 2.1 es mostrada una curva compuesta por trozos de seis curvas polinomiales
cu´bicas.
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Figura 2.1: Curva compuesta por seis porciones de curvas polinomiales.
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En general se busca representar la curva de la forma:
C(u) =
n∑
i=0
fi(u)Pi (2.1)
En [Piegl and Tiller, 1997] se muestra que la continuidad que se puede alcanzar en
los puntos de union es a lo sumo p− 1, siendo p el grado de la curva polinomial usada,
en el caso de la Figura 2.1 se tiene continuidad C2.
2.1.1. Curva B-Spline
Este tipo de curvas son en realidad conjuntos de trozos de curvas polinomiales de
grado dos o tres tal que se garantice continuidad C1 o C2 respectivamente, estas son
descritas con detalle en [Piegl and Tiller, 1997], do´nde se muestra que existen diversas
maneras de definir un B-Spline entre ellas:
Diferencias divididas de funciones de potencia truncadas.
Blossoming.
Formula de Recurrencia.
Esta u´ltima es bastante usada debido a su eficiencia de almacenamiento y de ca´lculo.
De acuerdo a la formula de recurrencia un B-Spline se define como:
Sea U = {u0, . . . , um} una secuencia no decreciente de nu´meros reales, por ejemplo
ui ≤ ui+1, i = 0, . . . ,m− 1. Los ui se denominan Knots, y U es el vector de Knots. La
i − e´sima funcio´n base B-Spline de grado p (orden p + 1), se denota por Ni,p(u), y es
definida como:
Ni,0(u) =
{
1 si ui ≤ u < ui+1
0 En cualquier otro caso
Ni,p(u) =
u− ui
ui+p − uiNi,p−1(u) +
ui+p+1 − u
ui+p+1 − ui+1Ni+1,p−1(u) (2.2)
La Figura 2.2, muestra las siete funciones base para el vector de Knots U =
[00001234444] y curvas polinomiales cu´bicas p = 3
Una curva B-Spline es definida como una combinacio´n lineal de los puntos de control
y las funciones base B-Spline Ni,p(u), tal como se indica en la Ecuacio´n
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Figura 2.2: Funciones Base para el vector de Knots U.
C(u) =
n∑
u=0
PiNi,p(u), u ∈ [up, um−p] (2.3)
La k− e´sima derivada de Ni,p(u) se denota por N (k)i,p (u), la cual se calcula mediante
la siguiente formula recursiva:
N
(k)
i,p (u) = p
(
N
(k−1)
i,p−1
ui+p − ui −
N
(k−1)
i+1,p−1
ui+p+1 − ui+1
)
(2.4)
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Figura 2.3: Primera Derivada de Funciones Base para el vector de Knots U.
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2.1.2. Curva Spline Cu´bica Uniforme
Es una curva parame´trica de grado tres definida por cuatro puntos de control ex-
presada por la Ecuacio´n 2.5 y su derivada por la Ecuacio´n 2.6:
Qi(t) =
(
1
6
)
[ t3 t2 t 1 ]

−1 3 −3 1
3 −6 3 0
−3 0 3 0
1 4 1 0


Pi−1
Pi
Pi+1
Pi+2
 para t ∈ [0, 1] (2.5)
Q˙i(t) =
(
1
6
)
[ 3t2 2t 1 0 ]

−1 3 −3 1
3 −6 3 0
−3 0 3 0
1 4 1 0


Pi−1
Pi
Pi+1
Pi+2
 para t ∈ [0, 1] (2.6)
La deduccio´n de esta ecuacio´n se puede ver en cualquier texto de curvas y superfi-
cies, particularmente en [Salomon, 2006].
2.1.3. Me´todos globales para interpolacio´n de curvas
Me´todo de Interpolacio´n Esta´ndar de Puntos
Este me´todo descrito en [Piegl and Tiller, 1997] permite interpolar una curva no
racional B-Spline a trozos de grado p dado un conjunto de datos Qk, 0 ≤ k ≤ n. A
cada Qk le es asignado un valor u¯k. Debe ser seleccionado un adecuado vector de Knots
U = {u0, . . . , u1}. Dadas estas condiciones es posible plantear un sistema de Ecuaciones
lineales (n+ 1)x(n+ 1).
Qk = C(u¯k) =
n∑
i=0
Ni,p(u¯k)Pi (2.7)
Los puntos de control Pi son las n+ 1 variables.
Elegir los u¯k y el vector U es una tarea no trivial que se ha configurado en un pro-
blema de investigacio´n. Esta eleccio´n afecta la forma y parametrizacio´n de la curva.
Generalmente se asume que el para´metro u varia en el rango [0, 1].
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(c) Curva B-Spline Interpolan-
do los datos Qk.
Figura 2.4: Interpolacio´n Esta´ndar de Puntos
Hay varios me´todos para elegir u¯k entre ellos:
Me´todo Igualmente Espaciado Es un me´todo simple y fa´cil de implementar, pero
puede presentar bucles indeseables cuando los datos no son igualmente espaciados res-
pecto al para´metro, por lo cual no es recomendado.
u¯0 = 0 u¯n = 1
u¯k =
k
n
k = 1, . . . , n− 1 (2.8)
Me´todo Basado en Longitud Cordal Sea d la longitud cordal total del pol´ıgono
formado por los puntos Qi
d =
n∑
k=1
|Qk −Qk−1| (2.9)
donde:
u¯0 = 0 u¯n = 1
u¯k = u¯k−1 +
|Qk −Qk−1|
d
k = 1, . . . , n− 1 (2.10)
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Este es el me´todo ma´s usado y es generalmente adecuado en la mayor´ıa de los ca-
sos, ya que proporciona una buena parametrizacio´n de la curva en el sentido en que se
aproxima a la parametrizacio´n uniforme.
Me´todo Centr´ıpeto Aunque el me´todo de parametrizacio´n basado en longitud cor-
dal es el ma´s usado, presenta un mal comportamiento cuando el pol´ıgono de datos posee
cambios abruptos en la geometr´ıa.
d =
n∑
k=1
√
|Qk −Qk−1| (2.11)
Donde:
u¯0 = 0 u¯n = 1
u¯k = u¯k−1 +
√|Qk −Qk−1|
d
k = 1, . . . , n− 1 (2.12)
Este me´todo da mejores resultados que el me´todo de longitud cordal cuando se pre-
sentan giros abruptos en la curva.
Distribucio´n de los Knots Luego de ser calculada una parametrizacio´n para los
datos dados, se debe proceder a construir el conjunto de Knots con base en esta, tal
que permita emplear funciones base para la representacio´n de la totalidad de la curva.
En este caso existen dos posibilidades de distribucio´n de los Knots:
Igualmente Espaciados Plantea una distribucio´n uniforme de los Knots, esto es
reflejado en su ca´lculo a partir de la Ecuaciones 2.10 y 2.12
.
u0 = . . . = up = 0 um−p = . . . = um = 1
uj+p =
j
n− p+ 1 j = 1, . . . , n− p (2.13)
Si se usa este me´todo con las Ecuaciones 2.10 o´ 2.12, se puede formar un sistema
singular de Ecuaciones 2.7.
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Te´cnica de Promediado Esta te´cnica es la ma´s usada y reflejan la distribucio´n de
los u¯k, la forma de calcularlos por e´ste me´todo es mostrada en las Ecuaciones 2.14.
u0 = . . . = up = 0 um−p = . . . = um = 1
uj+p =
1
p
j+p−1∑
i=j
u¯i j = 1, . . . , n− p (2.14)
Interpolacio´n Global de la Curva con Derivadas Espec´ıficas en los
Extremos
Sean los puntos Qk, k = 0, . . . , n y sean D0 y Dn los vectores de la primera
derivada en el extremo inicial y final respectivamente. Se quiere interpolar estos datos
con una curva de grado p:
Cu =
n+2∑
i=0
Ni,p(u)Pi (2.15)
Calcular u¯k, k = 0, . . . , n usando las Ecuaciones 2.10 o 2.12.
Configurando m = n+ p+ 3 y obteniendo los m+ 1 Knots mediante:
u0 = . . . = up = 0 um−p = . . . = um = 1
uj+p+1 =
1
p
j+p−1∑
i=j
u¯i j = 0, . . . , n− p+ 1 (2.16)
La Ecuacio´n 2.16 es similar a la 2.14 excepto que se han adicionado dos Knots
adicionales. Esto permite formular
Qk = C(u¯k) =
n+2∑
i=0
Ni,p(u¯k)Pi (2.17)
En [Piegl and Tiller, 1997] se muestra que las derivadas en los extremos esta´n rela-
cionadas con los puntos de control mediante:
−P0 + P1 = up+1
p
D0 (2.18)
−Pn+1 + Pn+2 = 1− um−p−1
p
Dn (2.19)
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Interpolacio´n Global con Primera Derivada Especificada
Suponiendo que la primera derivada Dk es especificada en cada punto Qk, k =
0, . . . , n. Hay 2(n+ 1) datos e igual numero de puntos de control desconocidos.
Las n+ 1 Ecuaciones expresando los Qk son:
Qk = C(u¯k) =
2n+1∑
i=0
Ni,p(u¯k)Pi (2.20)
y las n+ 1 Ecuaciones expresando los Dk son:
Dk = C
′(u¯k) =
2n+1∑
i=0
N ′i,p(u¯k)Pi (2.21)
El nu´mero de Knots es:
2(n+ 1) + p+ 1 (2.22)
los cuales deben reflejar la distribucio´n de los u¯k. Para p = 2 y p = 3 una eleccio´n
adecuada esta dada respectivamente por:
U =
{
0, 0, 0,
u¯1
2
, u¯1,
u¯1 + u¯2
2
, u¯2, . . . , u¯n−1,
u¯n−1 + 1
2
, 1, 1, 1
}
(2.23)
y
U =
{
0, 0, 0, 0,
u¯1
2
,
2u¯1 + u¯2
3
,
u¯1 + 2u¯2
3
, . . . ,
u¯n−2 + 2u¯n−1
3
,
u¯n−1 + 1
2
, 1, 1, 1, 1
}
(2.24)
Las Ecuaciones 2.20 y 2.21 son mezcladas de forma intercalada para conformar un
sistema lineal de banda de 2(n+ 1)× 2(n+ 1).
2.1.4. Me´todos Locales para interpolacio´n de curvas
Como se menciono´ anteriormente, estos me´todos se basan en una vecindad para
obtener la curva interpolante de manera local. Una definicio´n de me´todo local es pre-
sentada por [Piegl and Tiller, 1997]:
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Dados los puntos {Qk} , k = 0, . . . , n, un me´todo local que los interpole, es
aquel que construye n segmentos de curva racional o polinomial Ci(u), i =
0, . . . , n − 1, tal que Qi y Qi+1 son los extremos de la curva interpolante
Ci(u)
Generalmente el grado del polinomio de cada curva es dos o tres.
Interpolacio´n Local de Curvas Cu´bicas
Con los {Qk} calcular los vectores diferencia qk segu´n las Ecuaciones 2.25 a 2.27.
qk = Qk −Qk−1 k = 1, . . . , n− 1 (2.25)
q0 = 2q1 − q2 q−1 = 2q0 − q1 (2.26)
qn+1 = 2qn − qn−1 qn+2 = 2qn+1 − qn (2.27)
calcular αk.
αk =
|qk−1 × qk|
|qk−1 × qk|+ |qk+1 × qk+2| k = 0, . . . , n− 1 (2.28)
calcular Vk y Tk segu´n las Ecuaciones 2.29 y 2.30 respectivamente.
Vk = (1− αk)qk + αkqk+1 (2.29)
Tk =
Vk
|Vk| (2.30)
Pk,1 = Qk +
1
3
αTk Pk,2 = Qk+1 +
1
3
αTk+1 (2.31)
Siendo α la solucio´n positiva de la ecuacio´n 2.32.
a = 16− |Tk + Tk+1|2
b = 12(Qk+1 −Qk) · (Tk + Tk+1)
c = −36|Qk+1 −Qk|
aα2 + bα + c = 0 (2.32)
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Figura 2.5: Curva cu´bica de Interpolacio´n Local.
Ahora asumiendo u¯0 = 0 se calculan los puntos de ruptura.
u¯k+1 = u¯k + 3|Pk,1 −Pk,0| (2.33)
As´ı para una curva B-Spline cu´bica con continuidad C1 que interpole localmente los
Qk los puntos de control esta´n definidos por:
Q0,P0,1,P0,2,P1,1,P1,2, . . . ,Pn−2,2,Pn−1,1,Pn−1,2,Qn (2.34)
El vector de Knots esta dado por:
U =
{
0, 0, 0, 0,
u¯1
u¯n
,
u¯1
u¯n
,
u¯2
u¯n
,
u¯2
u¯n
, . . . ,
u¯n−1
u¯n
,
u¯n−1
u¯n
, 1, 1, 1, 1
}
(2.35)
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2.2. Subdivisio´n de Curvas y Superficies
El concepto de subdivisio´n surge inicialmente para curvas con el algoritmo de recorte
de esquinas de Chaikin [Chaikin, 1974] y posteriormente fue´ extendido a superficies en
el trabajo de Catmull y Clark [Catmull and Clark, 1978].
2.2.1. Algoritmo de Chaikin para la subdivisio´n de Curvas
El concepto fundamental de la subdivisio´n de superficies subyace en la subdivisio´n
de curvas, donde se muestra que dado un pol´ıgono de control, el refinamiento iterativo
converge a una curva que es un spline. Esto permite ver que existe una relacio´n entre
splines y subdivisio´n. En el primer caso como se mostro´ en las secciones previas, se
emplea una parametrizacio´n y funciones base en la construccio´n de la curva, en tanto
que mediante subdivisio´n se puede construir la misma curva pero empleando ca´lculos
simples de forma local empleando una pequen˜a vecindad de puntos.
El primero en trabajar el concepto de subdivisio´n en curva fue´ Chaikin, quien desa-
rrollo´ un algoritmo para el recorte de esquinas, la Figura 2.6 muestra una curva cerrada
la cual ha sido refinada mediante este algoritmo. Cada uno de los nuevos ve´rtices de
control de la curva es calculado como una combinacio´n af´ın de los ve´rtices del anterior
paso de refinamiento. En el l´ımite, la malla refinada converge a una curva suave la cual
es conocida como una curva B-spline cuadra´tica uniforme.
Figura 2.6: Subdivisio´n mediante el algoritmo de recorte de esquinas de Chaikin: (a)
Malla de control inicial; (b)-(d) malla de control despue´s de uno, dos y tres subdivisio-
nes, respectivamente. [Ma, 2005]
La subdivisio´n de Chaikin tiene dos componentes esenciales en todos los esquemas de
subdivisio´n: las reglas topolo´gicas y las reglas geome´tricas.
Las reglas topolo´gicas de la subdivisio´n de Chaikin son mostradas en la Figura
2.7 , las cuales, generalmente son llamadas recorte de esquina. Para cada ve´rtice
anterior νi , se generan dos nuevos ve´rtices ν
′
2i y ν
′
2i+1 , la unio´n de estos dos
ve´rtices nuevos y la eliminacio´n del anterior ve´rtice νi generan un nuevo borde
ν ′2iν ′2i+1. De esta forma lo longitud de todos los bordes anteriores se reducen.
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Figura 2.7: Reglas topolo´gicas de la subdivisio´n de Chaikin
Las reglas geome´tricas para el algoritmo de Chaikin esta´n definidas por las Ecua-
ciones 2.36 y 2.37 donde los nuevos ve´rtices creados son calculados como una
combinacio´n lineal de los antiguos ve´rtices. La Figura 2.8 ilustra el proceso que
se plantea mediante las Ecuaciones 2.36 y 2.37
ν ′2i =
1
4
νi−1 +
3
4
νi (2.36)
ν ′2i+1 =
3
4
νi +
1
4
νi+1 (2.37)
Figura 2.8: Ma´scara usada para la subdivisio´n de Chaikin
2.2.2. Subdivisio´n de un Spline cu´bico.
En la Seccio´n 2.1.1 se mostro´ que un Spline Cu´bico es una curva construida por
trozos de curvas polino´micas de grado tres, donde cada trozo es representado por cuatro
puntos de control tal como lo expresa la Ecuacio´n 2.38
C(t) =
(
1
6
)
[ t3 t2 t 1 ]

−1 3 −3 1
3 −6 3 0
−3 0 3 0
1 4 1 0


Pi−1
Pi
Pi+1
Pi+2
 para t ∈ [0, 1] (2.38)
La cual se puede representar de forma simplificada como:
C(t) =
1
6
∗ T ∗M ∗ P 0 (2.39)
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Do´nde el superindice de P representa el nivel de subdivisio´n.
Una curva representada por la Ecuacio´n 2.39 puede ser subdividida en dos partes,
tal como ilustra la Figura 2.9.
Figura 2.9: Subdivisio´n de la curva C(t)
Los puntos de control correspondientes al primer tramo tras subdividir una vez la
curva original, se pueden calcular a partir de los cuatro puntos Qi ubicados sobre este
de forma uniforme, es decir con valores de para´metro
{
0
6
, 1
6
, 2
6
, 3
6
}
.
Q1
Q2
Q3
Q4
 = 16

0 0 0 1
(1
6
)3 (1
6
)2 (1
6
) 1
(2
6
)3 (2
6
)2 (2
6
) 1
(3
6
)3 (3
6
)2 (3
6
) 1
M

P 00
P 01
P 02
P 03
 (2.40)
Esto es ilustrado en la Figura 2.10
Figura 2.10: Puntos Qi sobre el primer tramo.
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Los nuevos puntos de control correspondientes a esta curva tras la primera subdivi-
sio´n, permiten calcular los mismos puntos Qi mediante los para´metros
{
0, 1
3
, 2
3
, 1
}
, esto
se muestra en la Ecuacio´n 2.41:
Q1
Q2
Q3
Q4
 = 16

0 0 0 1
(1
3
)3 (1
3
)2 (1
3
) 1
(2
3
)3 (2
3
)2 (2
3
) 1
(1)3 (1)2 (1) 1
M

P 10
P 11
P 12
P 13
 (2.41)
Igualando estas dos Ecuaciones y despejando los puntos de control tras la primera
subdivisio´n se obtiene que los nuevos puntos de control son una combinacio´n af´ın de
los puntos de control originales:
P10 =
1
2
(
P00 + P
0
1
)
(2.42)
P11 =
1
8
(
P01 + 6P
0
2 + P
0
3
)
(2.43)
P12 =
1
2
(
P01 + P
0
2
)
(2.44)
P13 =
1
8
(
P02 + 6P
0
3 + P
0
4
)
(2.45)
Gra´ficamente este resultado se puede mostrar en la Figura 2.11:
Figura 2.11: Pol´ıgono de control P 1i para el primer tramo.
Este proceso de subdivisio´n puede ser repetido de forma iterativa, generando nuevas
particiones de la curva. Se ha demostrado que este converge a la curva C(t).
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2.2.3. Subdivisio´n de Catmull-Clark
Se denomina con este nombre al tipo de subdivisio´n de superficies que emplea el
me´todo descrito en [Catmull and Clark, 1978] para generar recursivamente superficies
suaves a partir de una malla burda. La Figura 2.13a presenta una superficie inicial
caracterizada por ser tosca dado el bajo nu´mero de caras usado en su representacio´n
que tras ser subdividida tres veces muestra una superficie ma´s suave en la Figura 2.13b.
(a) Malla Inicial. (b) Malla Subdividida tres veces.
Figura 2.12: Superficie obtenida por subdivisio´n de Catmull-Clark.
(a) Malla Inicial. (b) Primera Subdivisio´n. (c) Segunda Subdivisio´n.
(d) Tercera Subdivisio´n.
Figura 2.13: Superficie obtenida por subdivisio´n de Catmull-Clark.
La esencia del me´todo de subdivisio´n de superficies de Catmull-Clark recae en la
te´cnica de subdivisio´n sobre Splines cu´bicos presentado en la Seccio´n anterior, la cual
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Figura 2.14: Parche Spline bi-cu´bico.
fue´ motivada por la te´cnica de recorte de esquinas sobre curvas poligonales descrito por
Chaikin en [Chaikin, 1974].
Un parche Spline bi-cu´bico se puede expresar en forma matricial por:
S(u, v) = UMGM tV t (2.46)
donde
U =
[
u3 u2 u 1
]
M =
1
6

−1 3 −3 1
3 −6 3 0
−3 0 3 0
1 4 1 0

G =

P11 P12 P13 P14
P21 P22 P23 P24
P31 P32 P33 P34
P41 P42 P43 P44

V =
[
v3 v2 v 1
]
Tal que G contiene los puntos de control de la malla rectangular inicial y 0 ≤ u, v ≤ 1
son para´metros.
Siguiendo la estrategia de subdivisio´n de Splines cu´bicos presentado en la seccio´n
anterior, sea el sub-parche S(u1, v1) donde u1 = u/2 y v1 = v/2 entonces la Ecuacio´n
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2.46 se puede reescribir como:
S(u, v) = USMGM tStV t (2.47)
Donde:
S =

1
8
0 0 0
0 1
4
0 0
0 0 1
2
0
0 0 0 1

Este sub-parche debe ser un B-Spline bi-cu´bico con malla de control propia G1 por
lo cual se debe cumplir que:
S(u, v) = UMG1M
tV t (2.48)
Igualando las Ecuaciones 2.47 y 2.48 se obtiene:
MG1M
t = SMGM tSt
Como M es invertible puede calcularse la malla de control del sub-parche:
G1 = H1GH
t
1
H1 =
1
8

4 4 0 0
1 6 1 0
0 4 4 0
0 1 6 1

Tras este proceso se obtiene un sub-parche como el mostrado en la Figura 2.15.
Un ana´lisis de la matriz del sub-parche permite evidenciar la relacio´n que tiene cada
uno con los puntos de control Pi, la cual es mostrada en las Ecuaciones 2.49, 2.50 y
2.51
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Figura 2.15: Sub-Parche Spline.
Q11 =
P11 + P12 + P21 + P22
4
(2.49)
Q12 =
C+D
2
+ P12+P22
2
2
(2.50)
Q11 = C =
P11 + P12 + P21 + P22
4
Q13 = D =
P12 + P13 + P22 + P23
4
Q22 =
Q
4
+
R
2
+
P22
4
(2.51)
Q =
Q11 +Q13 +Q31 +Q33
4
R =
1
4
[
P22 + P12
2
+
P22 + P21
2
+
P22 + P32
2
+
P22 + P23
2
]
2.2.4. Ventajas de la Subdivisio´n de Superficies
La subdivisio´n de superficies es uno de varios me´todos para obtener superficies sua-
ves(Splines, Superficies Impl´ıcitas y Superficies Variacionales), algunas de las ventajas
de usar subdivisio´n se presentan en [Zorin, 2000], las cuales se listan a continuacio´n:
29
1. Eficiencia: El costo computacional es un aspecto importante en un me´todo de
modelado. La Subdivisio´n es fa´cil de implementar y es computacionalmente efi-
ciente. U´nicamente un pequen˜o nu´mero de puntos de un vecindario son usados
en el ca´lculo de nuevos puntos. Esto es similar al me´todo de insercio´n de puntos
en el modelado de Splines. En realidad muchos de los me´todos de Subdivisio´n
son simplemente generalizacio´n de la insercio´n de nodos. En cambio, el me´todo
de superficies impl´ıcitas es mucho ma´s costoso, ya que, un me´todo como el de los
cubos marchantes se requiere para generar una aproximacio´n poligonal necesaria
para el renderizado. Las superficies variacionales pueden ser peor debido a que un
problema de optimizacio´n debe ser resuelto cada vez que la superficie cambie.
2. Topolog´ıa Arbitraria: Es deseable reconstruir superficies de topolog´ıa arbitra-
ria. Esta es una de las grandes fortalezas de los me´todos de modelado impl´ıcito,
ya que, se adaptan a topolog´ıas cambiantes. Las aproximaciones basadas en Spli-
nes, poseen grandes dificultades con las mallas de control de topolog´ıas arbitrarias.
3. Caracter´ısticas de las Superficies: Con frecuencia se desea controlar el taman˜o
y la forma de caracter´ısticas tales como crestas, hendiduras o bordes agudos. Las
superficies variacionales poseen la mayor flexibilidad y control exacto para estas
caracter´ısticas. Las superficies impl´ıcitas, por el contrario, son dif´ıciles de contro-
lar ya que todo el modelado es desarrollado indirectamente y se pueden presentar
interacciones indeseables entre diferentes partes de la superficie. Las superficies
Spline permiten un control muy preciso pero son computacionalmente muy costo-
sas para incluir este tipo de caracter´ısticas, particularmente si se quiere hacer en
posiciones arbitrarias. La Subdivisio´n ofrece un control ma´s flexible al que ofrecen
los Splines. Adema´s de permitir seleccionar los puntos de control, permite tambie´n
modificar los coeficientes de Subdivisio´n, para obtener efectos como acrecentar la
agudeza de las crestas o controlar el comportamiento de las curvas de frontera.
4. Complejidad de la Geometr´ıa: Para aplicaciones interactivas, la eficiencia es
de mucha importancia. Debido a que la Subdivisio´n esta basada en un proceso de
refinamiento iterativo, lo cual, es su principal fortaleza, ya que, le permite incor-
porar ideas tales como el nivel de detalle en el renderizado y la compresio´n para
Internet.
5. Escalabilidad: Debido a su estructura recursiva, la Subdivisio´n acomoda natu-
ralmente el nivel de detalle en el renderizado y realiza aproximaciones adaptativas
con errores l´ımite. El resultado son algoritmos que pueden obtener lo mejor con
recursos de hardware limitados.
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6. Uniformidad de Representacio´n: Muchos de los me´todos de modelamiento
emplean mallas poligonales o parches spline. La Subdivisio´n reu´ne todo el es-
pectro entre estos dos extremos. Las superficies se pueden comportar como si
estuvieran hechas de parches o pueden ser tratadas como si consistiesen de mu-
chos pequen˜os pol´ıgonos.
7. Estabilidad Nume´rica: Las mallas producidas por la Subdivisio´n poseen mu-
chas de las propiedades deseables en el me´todo de los elementos finitos. Como
un resultado de la representacio´n por Subdivisio´n, es la facilidad para llevar a
cabo tareas de simulacio´n nume´rica las cuales son de importancia en ingenier´ıa y
animacio´n por computador.
8. Simplicidad del Co´digo: Los esquemas de Subdivisio´n son simples de imple-
mentar y son ejecutados muy eficientemente. Aunque su fundamento matema´tico
a veces puede llegar a ser complejo, esto es de poca importancia a la hora de
llevarlo a la implementacio´n.
2.3. Limitaciones del ajuste de Superficies
mediante superficies de subdivisio´n
En el proceso de reconstruccio´n es comu´n obtener una representacio´n inicial cons-
tituida por mallas triangulares densas, el objetivo mediante el ajuste de superficies
de subdivisio´n es la de obtener a partir de esta malla una nueva denominada malla
de control tal que su superficie limite sea equivalente topolo´gicamente a la malla origi-
nal. Alrededor de este aspecto se han presentado trabajos como los de [Ma et al., 2002],
[Lanquetin and Neveu, 2006], [Ivekovic and Trucco, 2007], [Keller et al., 2005],
[Youwei et al., 2007], [Cheng et al., 2008b], [Cheng et al., 2008a], [Ling et al., 2008],
[Loop and Schaefer, 2008].
Uno de los primeros trabajos es presentado por Suzuki [Suzuki et al., 1999], el obje-
tivo de esta investigacio´n es la aplicacio´n de la subdivisio´n de superficie para montaje de
superficie cuando los problemas de generacio´n de superficies a partir de puntos de datos
o modelos polie´drica. La idea ba´sica es usar la posicio´n l´ımite de la subdivisio´n (SLP)
para adaptar la malla de control a partir de la malla de la superficie de la subdivisio´n
de los puntos de datos. Este me´todo es un proceso que implica tiempo y optimizacio´n
global. Sin embargo, no captura las caracter´ısticas locales de los puntos de datos. En
consecuencia, el me´todo propuesto no es adecuado para generar una superficie que, pre-
cisamente interpola los puntos de datos, pero sera´ u´til para generar ra´pidamente una
superficie que refleja la forma general constituido por los puntos de datos.
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El proceso de subdivisio´n se inicia a partir de una malla burda para obtener me-
diante refinamientos sucesivos una malla suave en su limite, el proceso de inverso es una
tarea no trivial, en la cual Lanquetin [Lanquetin and Neveu, 2006] presenta un me´todo
local para obtener la malla de control de una superficie, tiene con restriccio´n que esta
debe estar representada por una malla que debe ser cuadrilateral y consecuencia de un
proceso de subdivisio´n de Catmull-Clark.
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Cap´ıtulo 3
Me´todo Local para la Interpolacio´n
de Curvas Mediante Splines Cu´bicos
Introduccio´n
Interpolar puntos mediante una curva Spline es una tarea compleja, alrededor de
la cual, se han desarrollado diversos me´todos, tanto globales como locales. Un aspecto
fundamental en los me´todos globales es la parametrizacio´n de la curva, en la que el
para´metro es calculado bien sea de manera uniforme, cordal o centripeta entre otras.
Es bien sabido que interpolar puntos que no provienen de una parametrizacio´n unifor-
me puede producir artefactos en la curva interpolante, tales como crestas o rizos, que
generalmente son formas no deseables. La mayor´ıa de los trabajos enfocados en me´to-
dos globales se concentran en determinar una parametrizacio´n apropiada que resuelva
este problema. Conocida esta parametrizacio´n, se ensambla una matriz global con las
restricciones de cada ve´rtice y se resuelve un u´nico sistema que involucre la totalidad
de los puntos dados.
Los me´todos locales de interpolacio´n se basan en el concepto de subdivisio´n pa-
ra crear curvas suaves. La Subdivisio´n de curvas es un paradigma en los gra´ficos por
computador, empleado en la construccio´n de curvas y superficies suaves a partir de un
conjunto finito de puntos de control. El problema de interpolar un conjunto de puntos
{Qi} es no trivial debido a que un infinito nu´mero de curvas pueden pasar a trave´s de
ellos. Por el contrario, las soluciones locales toman una pequen˜a cantidad de ve´rtices
en la vecindad del punto de ana´lisis para calcular nuevos ve´rtices empleando ca´lculos
simples.
Esta tesis presenta dos me´todos para interpolar localmente un conjunto de puntos
mediante una curva spline.
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3.1. Trabajos Previos
En el proceso de interpolacio´n de puntos empleando subdivisio´n es comu´n emplear
esquemas locales tales como de cuatro puntos o seis puntos. Los primeros trabajos como
el de Dubuc [Serge and Dubuc, 1986] y Deslauriers Dubuc [Deslauriers and Dubuc, 1989]
proponen esquemas interpolatorios de cuatro puntos, los cuales insertan un nuevo punto
al ajustar un polinomio cu´bico a los puntos de la vecindad de ve´rtices uniformemente
espaciados. La idea bajo este esquema es que si los puntos de control caen en un poli-
nomio de grado 2n + 1, entonces el siguiente nivel de puntos de control debe tambie´n
caer en el mismo polinomio. Para valores de w = 1
16
, este esquema de cuatro puntos es
exacto para polinomios cu´bicos. Las ecuaciones 3.1 y 3.2 describen el nuevo punto de
control como una funcio´n de los puntos de control previos.
P k+12i = P
k
i (3.1)
P k+12i+1 = −
1
16
P ki−1 +
9
16
P ki +
9
16
P ki+1 −
1
16
P ki+2 (3.2)
Una generalizacio´n del trabajo de Dubuc lo presenta Nira Dyn [Dyn et al., 1987], en
el cual emplea un esquema de cuatro puntos con un para´metro de tensio´n w, el l´ımite
de la curva presenta continuidad C1 cuando 0 < w < 1
8
. Hechler [Hechler et al., 2009]
mostro´ que el para´metro de tensio´n w genera curvas l´ımite con continuidad C1 si y
unicamente si 0 < w < w∗, donde w∗ ≈ 0,19273. Una mejora en este esquema es
presentado por Nira Dyn en [Dyn et al., 2005], donde un esquema con para´metro de
tensio´n w produce una curva limite con continuidad C2, la cual esta cerca de interpolar
los puntos dados.
La principal caracter´ıstica de los trabajos previos es el uso de un para´metro de
tensio´n constante w. Marinov [Marinov et al., 2005] presenta un nuevo esquema el cual
incorpora un para´metro de tensio´n variable que se adapta localmente de acuerdo a la
geometr´ıa del pol´ıgono de control en la vecindad. Beccari [Beccari et al., 2007b] propo-
ne un esquema de subdivisio´n el cual provee continuidad C1 con un simple para´metro
de tensio´n el cual puede ser arbitrariamente incrementado o apropiadamente elegido.
En la misma direccio´n Floater [Floater, 2011a] deriva un algoritmo para expresar la
diferencia dividida de n− th orden del esquema en el nivel j+ 1 como una combinacio´n
af´ın de la diferencia dividida de n − th orden en el nivel j. Este algoritmo podr´ıa ser
una herramienta u´til para analizar la suavidad del esquema, especialmente cuando los
puntos de la grilla son irregularmente espaciados.
En el trabajo de Dubuc [Serge and Dubuc, 1986], se asumen valores uniformes de
parametro, Nira Dyn [Dyn et al., 2009] reemplaza aquellos valores por parametrizacion
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cordal y centripeta, la parametrizacio´n es actualizada en cada nivel de refinamiento.
En relacio´n a este trabajo Floater [Floater, 2011b] derivo´ una propiedad aproximante
de para esquemas de subdivisio´n de curvas interpolantes de cuatro puntos, basado en
el ajuste local de un polinomio cu´bico.
Un paso de subdivisio´n puede ser considerado una secuencia de etapas simples y
altamente locales. Dodgson [Augsdo¨rfer et al., 2010] propone crear una familia de es-
quemas mediante la manipulacio´n de las etapas de un paso de subdivisio´n.
Aplicaciones en a´reas como elementos finitos o construccio´n de funciones son des-
critas en Cai [Cai and Zhijie, 1998] y Floater [Floater, 2009].
Existen trabajos en subdivisio´n de cuatro puntos para esquemas binarios y ternarios.
Esto es mostrado en Siddiqui [Siddiqi and Rehan, 2011] y [Siddiqi and Rehan, 2010].
Otros trabajos relacionados son [Hassan et al., 2002] , [Hed, 2010], [Beccari et al., 2007a],
[Ko et al., 2007].
3.2. Me´todos Locales de Interpolacio´n de Curvas
Basados en Subdivisio´n
3.2.1. Subdivisio´n de curvas
La subdivisio´n es una poderosa herramienta para gra´ficos por computador en cur-
vas y superficies, actualmente usado en animaciones. Un definicio´n simple es dada en
[Augsdo¨rfer et al., 2010]:
Definicio´n 1. Dada una secuencia de ve´rtices, la subdivisio´n es un proceso por el cual
en cada paso de refinamiento nuevos ve´rtices son insertados como una combinacio´n
lineal de los ve´rtices del paso anterior. Repetir el proceso conlleva eventualmente a una
curva suave en su limite.
Una subdivisio´n puede ser interpolante o aproximante, dependiendo de la forma en
la cual la curva l´ımite atraviesa los puntos de control. El esp´ıritu de la subdivisio´n fue
presentado por Chaikin en [Chaikin, 1974].
3.2.2. Recorte de Esquinas de Chaikin
Es un esquema de subdivisio´n aproximante, el cual corta todas las esquinas de
un pol´ıgono de control en cada iteracio´n. Este proceso converge a una curva l´ımite
con continuidad C1. La Figura 3.1 muestra en (a) el pol´ıgono de control original, en la
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primera iteracio´n dos esquinas son cortadas, tal como es mostrado en (b), en la segunda
iteracio´n cuatro esquinas son cortadas (c).
(a) (b)
Figura 3.1: Recorte de esquina de Chaikin
El proceso requiere de reglas topolo´gicas y geome´tricas. Las reglas geome´tricas ex-
presan como conectar cada ve´rtice en el nuevo pol´ıgono de control despue´s de cada
iteracio´n. Las reglas geome´tricas calculan la posicio´n de cada nuevo ve´rtice.
Para subdivisio´n de Chaikin las reglas topolo´gicas crean dos nuevos ve´rtices Qi y
Ri, a ambos lados de la vieja esquina Pi. Esto es mostrado en 3.2.
Figura 3.2: Reglas topolo´gicas para algoritmo de Recorte de Esquina de Chaikin.
Las reglas geome´tricas expresan la posicio´n de los nuevos ve´rtices Qi y Ri como una
combinacio´n lineal de los viejos ve´rtices. Ambos son expresados por las ecuaciones 3.3
y 3.4.
Qk+1i =
3
4
P ki +
1
4
P ki+1 (3.3)
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Rk+1i =
1
4
P ki +
3
4
P ki+1 (3.4)
3.2.3. Subdivisio´n interpolante mediante un esquema de
cuatro puntos
Este es un esquema interpolante presentado por Nira Dyn en [Dyn et al., 1987] el
cual inserta un nuevo ve´rtice P k+12i+1 en cada paso de subdivisio´n, dado un para´metro de
tensio´n w sin borrar los viejos ve´rtices.
Las reglas topolo´gicas son simples, para cada arista en el poligono de control un
nuevo ve´rtices es insertado, preservando los viejos, tal como es presentado en la Figura
3.3.
Figura 3.3: Reglas topolo´gicas para la Subdivisio´n de Cuatro-Puntos.
Las reglas geome´tricas son expresadas por las ecuaciones 3.30 y 3.31.
Qk+12i = Q
k
i − 1 ≤ i ≤ 2kn+ 1 (3.5)
Qk+12i+1 = (
1
2
+ w)(Qki +Q
k
i+1) + w(Q
k
i−1 +Q
k
i+2) − 1 ≤ i ≤ 2kn (3.6)
Este esquema produce en el limite curvas con continuidad C1.
3.2.4. Nueva Subdivisio´n de Cuatro Puntos
En busca de producir un esquema interpolante de cuatro puntos que posea continui-
dad C2, Nira Dyn presenta en [Dyn et al., 2005] varios esquemas los cuales estan cerca
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de ser interpolantes. Uno de ellos es el nuevo esquema de cuatro puntos.
Este esquema esta basado en la interpolacio´n de datos mediante un polinomio cubico
evaluado en t1 =
1
4
y t2 =
3
4
.
Q(t) =
2∑
j=−1
Lj(t)Qj Lj(t) =
2∏
k=−1,k 6=j
(t− k)
(j − k) (3.7)
Las reglas topolo´gicas expresan que para cada nueva arista, dos nuevos ve´rtices son
creados, siendo eliminados los viejos para el siguiente paso de subdivisio´n. Estos es
mostrado en la Figura3.4.
Figura 3.4: Reglas Topolo´gicas.
Las reglas geome´tricas son expresadas por:
Qk+12i (
1
4
) = − 7
128
Qk−1 +
105
128
Qk0 +
35
128
Qk1 −
5
128
Qk2 (3.8)
Qk+12i+1(
3
4
) = − 5
128
Qk−1 +
35
128
Qk0 +
105
128
Qk1 −
7
128
Qk2 (3.9)
3.2.5. Subdivisio´n ajustada de cuatro puntos
Nira Dyn [Dyn et al., 2005] considero´ el nuevo esquema de cuatro puntos como
una perturbacio´n del esquema de chaikin que al introducir el para´metro de tensio´n w
produce un esquema extendido. Para w ≈ 0,013723 este nuevo esquema es llamado
Subdivisio´n Ajusta de Cuatro Puntos, el cual es C2 continuo. Las reglas topolo´gicas
son las mismas del nuevo esquema de cuatro puntos, representadas en la Figura 3.5.
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Figura 3.5: Reglas Topolo´gicas para la subdivisio´n ajustada de cuatro puntos.
Las reglas geome´tricas son expresadas por las siguientes ecuaciones:
Qk+12i = −7wQki−1 + (
3
4
+ 9w)Qki + (
1
4
+ 3w)Qki+1 − 5wQki+2 (3.10)
Qk+12i = −5wQki−1 + (
1
4
+ 3w)Qki + (
3
4
+ 9w)Qki+1 − 7wQki+2 (3.11)
3.2.6. Subdivisio´n interpolante de cuatro puntos
geometricamente controlado
Marinov [Marinov et al., 2005] propone varios esquemas de subdivisio´n de cuatro
puntos basados en el esquema cla´sico de cuatro puntos con para´metro de tensio´n va-
riable dado por wki , el cual es ajustado de acuerdo a la geometr´ıa del pol´ıgono de control.
Las reglas geome´tricas esta´n dadas por:
Qk+12i = Q
k
i (3.12)
Qk+12i+1 = (Q
k
i +Q
k
i+1)(w
k
i −
1
2
)− wki (Qki−1 +Qki+2) (3.13)
Donde:
wki = f(g(i, k)) (3.14)
Experimentalmente Marinov encuentra que el esquema de cuatro puntos produce
curvas visualmente agradables cuando las aristas incluidas en la regla de insercio´n son
equidistantes. Las funciones propuestas son:
39
g(i, k) =
3|eki |
|eki−1|+ |eki |+ |eki+1|
(3.15)
f(x) =
{
Wx 0 ≤ x ≤ 1
W (3−x)
2
0 < x ≤ 3 (3.16)
Otra variante es:
g(i, k) =
3|eki |
|eki−1|+ |eki |+ |eki+1|
(3.17)
f(x) =
{
Wx 0 ≤ x ≤ 1
W 1 < x ≤ 3 (3.18)
Las reglas topolo´gicas se representan en la Figura 3.6.
Figura 3.6: Reglas topolo´gicas para el esquema de subdivisio´n geome´tricamente contro-
lado.
3.3. Me´todos para la subdivisio´n interpolante
En esta tesis se desarrollaro´n dos me´todos interpolantes de curvas, el primero es
un me´todo de subdivisio´n que toma de base el concepto de curva Spline cu´bica, la
geometria de la vecindad y el concepto de derivada discreta. El segundo me´todo obedece
a un proceso iterativo en el cual, tambie´n se toma de base el concepto de curva Spline
cu´bica y la geometr´ıa de la vecindad.
3.3.1. Me´todo de subdivisio´n interpolante basado en la
primera derivada discreta
Un Spline es una funcio´n polinomial suficientemente suave, que es definida por
porciones, mediante polinomios de algu´n grado. En esta te´sis, el enfoque se centra en
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los Splines cu´bicos, debido a que la Subdivisio´n de Catmull-Clark es fundamentada en
este tipo de curvas, como se vera´ mas adelante. Un ejemplo de curva Spline es mostrado
en la Figura 3.7.
Figura 3.7: Conjunto de puntos Qi sobre la curva C(u).
En la Figura anterior aparecen tanto el pol´ıgono de control como la curva Spline
que este genera. El pol´ıgono de control es definido por la unio´n, mediante l´ıneas rectas
de cada {Pi} en orden consecutivo. La curva Spline mostrada esta constituida por un
conjunto de tres porciones {C1(u),C2(u),C3(u)}. La curva C1(u) es definida por los
puntos de control {P1,P2,P3,P4}, la curva C2(u) es definida por los puntos de control
{P2,P3,P4,P5} y la curva C3(u) es definida por los puntos de control {P3,P4,P5,P6}.
Cada curva Ci(u) es un polinomio de grado tres, lo que implica que es C
3 continua,
excepto en la unio´n entre curvas, donde la continuidad es C2.
Una curva spline cu´bica Ci(u) es una curva parame´trica de grado tres, obtenida a
partir del conjunto de puntos de control {Pi,Pi+1,Pi+2,Pi+3}, mediante la variacio´n del
para´metro u donde 0 ≤ u ≤ 1, empleando la Ecuacio´n 3.19. [Salomon, 2006] describe
en destalle el proceso para obtener e´sta expresio´n. La Figura 3.8 muestra un par de
curvas Spline cu´bicas dados sus cuatro puntos de control.
Ci(u) =
(
1
6
)
[u3 u2 u 1]
−1 3 −3 13 −6 3 0−3 0 3 0
1 4 1 0

 PiPi+1Pi+2
Pi+3
 u ∈ [0, 1] (3.19)
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(a) (b)
Figura 3.8: Curvas spline cu´bicas C(u) con 0 ≤ u ≤ 1
Es claro que una curva Spline cu´bica es aproximante, en relacio´n a los puntos de
control que la definen. Para obtener una definicio´n interpolante fue´ necesario manipular
la Ecuacio´n 3.19 para expresarla en te´rminos de un conjunto de cuatro puntos {Qi}
donde cada Qi ∈ C(u). Una posible seleccio´n de estos puntos es mostrada en la Figura
3.9. Do´nde Q1 = C(0), Q2 = C(u2), Q3 = C(u3) y Q4 = C(1).
Figura 3.9: Conjunto de puntos Qi sobre la curva C(u).
Empleando la Ecuacio´n 3.19 es fa´cil mostrar que estos puntos se pueden expresar
como:
Q1Q2Q3
Q4
 = (1
6
) 0 0 0 1u32 u22 u2 1
u33 u
2
3 u3 1
1 1 1 1

−1 3 −3 13 −6 3 0−3 0 3 0
1 4 1 0

P1P2P3
P4
 (3.20)
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De la ecuacio´n 3.20 se calculan los Pi, siempre y cuando 0 < u2 < u3 < 1, tal que la
matriz de para´metros tenga inversa, esto posibilita expresar en una versio´n interpolante
la Ecuacio´n 3.19 de forma simple, como se presenta a continuacio´n:
C(u) = [u3 u2 u 1]N
Q1Q2Q3
Q4
 (3.21)
Donde N es:
− 1
u2 u3
1
u2 (u2−u3) (u2−1) −
1
u3 (u2−u3) (u3−1)
1
(u2−1) (u3−1)
u2+u3+1
u2 u3
− u3+1
u2 (u2−u3) (u2−1)
u2+1
u3 (u2−u3) (u3−1) −
u2+u3
(u2−1) (u3−1)
− 1
u2
− 1
u3
− 1 u3
u2 (u2−u3) (u2−1) −
u2
u3 (u2−u3) (u3−1)
u2 u3
(u2−1) (u3−1)
1 0 0 0

Es claro que existen infinitas combinaciones va´lidas de {u2, u3}, cada una produce
un Spline cu´bico que interpola los puntos Qi dados.
La Ecuacio´n 3.21 aqu´ı desarrollada es robusta y general. Si es evaluada particular-
mente en u2 =
1
3
, u3 =
2
3
y u = 1
2
se llega a la misma expresio´n presentada por Dubuc
en [Serge and Dubuc, 1986] y [Deslauriers and Dubuc, 1989].
Qk+12i = −
1
16
Qki−1 +
9
16
Qki +
9
16
Qki+1 −
1
16
Qki+2 (3.22)
El aspecto clave que determinara´ los para´metros {u2, u3} de la curva Spline cu´bica
interpolante sera´ la forma que se quiere dar a esta. En esta tesis se tomara´ el criterio
de reducir la posible formacio´n de bucles y rizos empleando la me´trica de tortuosidad,
entendida como una funcio´n de la curvatura, en busca de obtener mayor suavidad.
Dada una curva cualquiera C y un punto arbitrario al interior de esta Qi = C(ui),
la derivada por izquierda y derecha es la misma. Este concepto es aproximado por la
derivada discreta tanto en Q2 como en Q3 empleando el pol´ıgono de puntos Q. Las
siguientes ecuaciones dan cuenta de tal aproximacio´n.
‖∆Q‖
∆u
∣∣∣∣−
Q2
≈ ‖∆Q‖
∆u
∣∣∣∣+
Q2
‖Q12‖
u2 − 0 =
‖Q23‖
u3 − u2 (3.23)
‖∆Q‖
∆u
∣∣∣∣−
Q3
≈ ‖∆Q‖
∆u
∣∣∣∣+
Q3
‖Q23‖
u3 − u2 =
‖Q34‖
1− u3 (3.24)
Resolviendo simulta´neamente las ecuaciones 3.23 y 3.24 se obtiene:
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u2 =
‖Q12‖
‖Q12‖+ ‖Q23‖+ ‖Q34‖ (3.25)
u3 =
‖Q12‖+ ‖Q23‖
‖Q12‖+ ‖Q23‖+ ‖Q34‖ (3.26)
Las expresiones obtenidas en las Ecuaciones 3.25 y 3.26 muestran que los valores
de los para´metros son funcio´n de la geometr´ıa bajo el criterio propuesto. Conocidos
{u2, u3} se evalu´a la expresio´n interpolante de C(u) para um = u2+u32 esto proporciona
un nuevo punto ubicado sobre la curva entre Q2 y Q3 tal como sucede en la subdivisio´n
de cuatro puntos.
Generalizando el resultado previo, las reglas geome´tricas para el nuevo me´todo de
subdivisio´n esta´n dadas por:
u2 =
‖Qi−1,i‖
‖Qi−1,i‖+ ‖Qi,i+1‖+ ‖Qi+1,i+2‖ (3.27)
u3 =
‖Qi−1,i‖+ ‖Qi,i+1‖
‖Qi−1,i‖+ ‖Qi,i+1‖+ ‖Qi+1,i+2‖ (3.28)
um =
u2 + u3
2
(3.29)
Qk+12i = Q
k
i (3.30)
Qk+12i+1 = C(um) = [u
3
m u
2
m um 1]N
Qi−1QiQi+1
Qi+2
 (3.31)
Las reglas geome´tricas para el nuevo me´todo de subdivisio´n son mostradas en la
Figura 3.10:
Figura 3.10: Reglas topolo´gicas para este nuevo esquema.
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El nuevo esquema de subdivisio´n es aplicable tanto a curvas abiertas como cerradas.
Para el primer caso se tomo´ el ejemplo de una curva poligonal, constituida por seis
puntos, cuyas coordenadas se presentan en la Tabla 3.1.
Punto X Y Z
Q01 1.05 4.42 0
Q02 2.92 7.45 0
Q03 3.50 7.61 0
Q04 4.08 7.45 0
Q05 5.92 4.98 0
Q06 8.48 5.21 0
Tabla 3.1: Coordenadas de los puntos del pol´ıgono de control.
Estos puntos y su respectivo pol´ıgono son mostrados en la Figura 3.11a. La primera,
segunda y quinta subdivisio´n de este pol´ıgono son mostradas en las Figuras 3.11b, 3.11c
y 3.11d respectivamente, las curvas all´ı trazadas son obtenidas mediante el me´todo
interpolante desarrollado en esta tesis, la u´ltima curva es visualmente muy suave.
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Punto X Y Z
Q01 3 8 0
Q02 5 7 0
Q03 7 8 0
Q04 9 5 0
Q05 5 3 0
Q06 1 5 0
Q07 3 8 0
Tabla 3.2: Coordenadas de los puntos del pol´ıgono de control.
(a) Pol´ıgono de control (b) Primera subdivisio´n
(c) Segunda subdivisio´n (d) Quinta subdivisio´n
Figura 3.11: Subdivisio´n sobre una curva abierta empleando el me´todo interpolante
Para el caso de curva cerrada se tomo´ el ejemplo de una curva poligonal, constituida
por siete puntos, cuyas coordenadas se presentan en la Tabla 3.2.
Estos puntos y su respectivo pol´ıgono son mostrados en la Figura 3.12a. La primera,
segunda y quinta subdivisio´n de este pol´ıgono son mostradas en las Figuras 3.12b, 3.12c
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y 3.12d respectivamente, las curvas all´ı trazadas son obtenidas mediante el me´todo
interpolante desarrollado en esta tesis, la u´ltima curva es visualmente muy suave.
(a) Pol´ıgono de control (b) Primera subdivisio´n
(c) Segunda subdivisio´n (d) Quinta subdivisio´n
Figura 3.12: Subdivisio´n sobre una curva cerrada empleando el me´todo interpolante
Obtencio´n de los puntos de control
Siguiendo el objetivo planteado en este Me´todo Iterativo Interpolante, de construir
una curva C2, se puede aprovechar para obtener los correspondientes puntos de control.
La Figura 3.13 muestra el esquema empleado para tal fin.
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Figura 3.13: Esquema de cinco puntos para la obtencio´n de los puntos de control.
Dados Qi−1, Ri−1, Qi, Ri y Qi+1 se tiene que pueden ser expresados por:
Qi−1 =
Pi−2
6
+
2 Pi−1
3
+
Pi
6
(3.32)
Ri−1 =
Pi−2
48
+
23 Pi−1
48
+
23 Pi
48
+
Pi+1
48
(3.33)
Qi =
Pi−1
6
+
2 Pi
3
+
Pi+1
6
(3.34)
Ri =
Pi−1
48
+
23 Pi
48
+
23 Pi+1
48
+
Pi+2
48
(3.35)
Qi+1 =
Pi
6
+
2 Pi+1
3
+
Pi+2
6
(3.36)
Resolviendo simulta´neamente se obtiene:
Pi−2 =
47 Qi−1
6
− 44 Ri−1
3
+
34 Qi
3
− 4 Ri + Qi+1
2
(3.37)
Pi−1 = −Qi−1
2
+ 4 Ri−1 − 11 Qi
3
+
4 Ri
3
− Qi+1
6
(3.38)
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Pi =
Qi−1
6
− 4 Ri−1
3
+
10 Qi
3
− 4 Ri
3
+
Qi+1
6
(3.39)
Pi+1 = −Qi−1
6
+
4 Ri−1
3
− 11 Qi
3
+ 4 Ri − Qi+1
2
(3.40)
Pi+2 =
Qi−1
2
− 4 Ri−1 + 34 Qi
3
− 44 Ri
3
+
47 Qi+1
6
(3.41)
3.3.2. Me´todo Iterativo
Cada punto sobre la curva C(u) obedece a un valor del para´metro t, particularmente
los puntos Qi, Ri y Qi+1 mostrados en la Figura 3.14 se expresan como Qi = Ci(0),
Ri = Ci(
1
2
) y Qi+1 = Ci(1) respectivamente.
Figura 3.14: Spline Cu´bico con seis puntos de control.
Al evaluar la Ecuacio´n 3.19 en los valores de para´metro {0, 1
2
, 1}, los puntos Qi, Ri
y Qi+1 quedan expresados en funcio´n de los puntos de control tal como muestran las
Ecuaciones 3.42 a 3.44.
Qi =
Pi−1
6
+
2 Pi
3
+
Pi+1
6
(3.42)
Ri =
Pi−1
48
+
23 Pi
48
+
23 Pi+1
48
+
Pi+2
48
(3.43)
Qi+1 =
Pi
6
+
2 Pi+1
3
+
Pi+2
6
(3.44)
Este resultado puede se extendido a un pol´ıgono de control con seis puntos como el
mostrado en la Figura 3.15, el cual produce tres curvas Ci. Los puntos {Qi−1 , Ri−1,
Qi, Qi+1, Ri+1 y Qi+2} pueden ser de esta forma expresados como una funcio´n de sus
puntos de control por las Ecuaciones 3.45 a 3.50.
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Figura 3.15: Spline Cu´bico con cuatro puntos de control.
Qi−1 =
Pi−2
6
+
2Pi−1
3
+
Pi
6
(3.45)
Ri−1 =
Pi−2
48
+
23Pi−1
48
+
23Pi
48
+
Pi+1
48
(3.46)
Qi =
Pi−1
6
+
2Pi
3
+
Pi+1
6
(3.47)
Qi+1 =
Pi
6
+
2Pi+1
3
+
Pi+2
6
(3.48)
Ri+1 =
Pi
48
+
23Pi+1
48
+
23Pi+2
48
+
Pi+3
48
(3.49)
Qi+2 =
Pi+1
6
+
2Pi+2
3
+
Pi+3
6
(3.50)
Al resolver simulta´neamente este conjunto de ecuaciones los puntos de control {Pi}
se expresan como funciones de Qi−1, Ri−1, Qi, Qi+1, Ri+1, Qi+2 tal como se muestra
en las Ecuaciones 3.51 a 3.56:
Pi−2 =
185Qi−1
24
− 41Ri−1
3
+
203Qi
24
− 19Qi+1
8
+Ri+1 − Qi+2
8
(3.51)
Pi−1 = −11Qi−1
24
+
11Ri−1
3
− 65Qi
24
+
19Qi+1
24
− Ri+1
3
+
Qi+2
24
(3.52)
Pi =
Qi−1
8
−Ri−1 + 19Qi
8
− 19Qi+1
24
+
Ri+1
3
− Qi+2
24
(3.53)
Pi+1 = −Qi−1
24
+
Ri−1
3
− 19Qi
24
+
19Qi+1
8
−Ri+1 + Qi+2
8
(3.54)
Pi+2 =
Qi−1
24
− Ri−1
3
+
19Qi
24
− 65Qi+1
24
+
11Ri+1
3
− 11Qi+2
24
(3.55)
Pi+3 = −Qi−1
8
+Ri−1 − 19Qi
8
+
203Qi+1
24
− 41Ri+1
3
+
185Qi+2
24
(3.56)
La Ecuacio´n 3.43 permitio´ expresar el punto Ri como una funcio´n de los puntos de
control mediante la expresio´n:
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Ri =
Pi−1
48
+
23 Pi
48
+
23 Pi+1
48
+
Pi+2
48
Reemplazando por los respectivos valores de P obtenidos en las Ecuaciones 3.51 a
3.56 y simplificando se llega a la siguiente expresio´n:
Ri =
Qi−1
32
− Ri−1
4
+
23 Qi
32
+
23 Qi+1
32
− Ri+1
4
+
Qi+2
32
(3.57)
Esto permite calcular de forma local la posicio´n del punto Ri, tal que un Spline
cu´bico pueda ser trazado por los puntos dados en funcio´n de su vecindad. La relacio´n
existente entre la vecindad y el punto calculado se puede ver gra´ficamente mediante la
ma´scara presentada en la Figura 3.16.
Figura 3.16: Ma´scara para el ca´lculo del punto Ri.
A la hora de construir una curva, so´lo los puntos Qi son conocidos, los puntos Ri
deben ser obtenidos o calculados de alguna forma. Se propone como valor inicial el
puntos medio de cada dupla {Qi, Qi+1}. A continuacio´n se actualiza cada valor de Ri
mediante la evaluacio´n de la Ecuacio´n 3.57. Este u´ltimo paso es realizado hasta que la
diferencia entre los valores de Ri de un paso y el paso anterior son inferiores a un valor
de error definido. Este procedimiento se puede presentar de forma ma´s simple mediante
el Algoritmo 1.
El me´todo iterativo es aplicable a curvas abiertas y cerradas. A continuacio´n se
presentan dos ejemplos del proceso seguido para cada caso.
Casos de Aplicacio´n
A continuacio´n se presentan dos ejemplos del proceso seguido para cada caso.
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Algoritmo 1 Algoritmo para el me´todo iterativo local.
Entrada: {Qi}, 
1: Calcular valores iniciales para Ri
2: Inicio
3: mientras Error >  hacer
4: para Cada Ri hacer
5: Calcular NuevoRi
6: fin para
7: Calcular Error
8: Ri ← NuevoRi
9: fin mientras
10: Fin
Las coordenadas de los puntos para este primer ejemplo son presentadas en la Tabla
3.3.
Punto X Y Z
Q01 0.5117 2.5 0
Q02 1.7690 2.5 0
Q03 2.9678 2.5 0
Q04 4.5760 2.5585 0
Q05 5.4240 4.3713 0
Q06 6.4474 3.8450 0
Q07 7.2953 6.4474 0
Tabla 3.3: Coordenadas de los puntos a interpolar
Figura 3.17: Puntos a interpolar.
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Figura 3.18: Insercio´n de puntos Ri iniciales.
Figura 3.19: Primera actualizacio´n de los puntos Ri.
Figura 3.20: Tercera actualizacio´n de los puntos Ri.
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Figura 3.21: Curva interpolante.
Figura 3.22: Spline Cu´bico.
Figura 3.23: Poligono de control.
Las coordenadas de los puntos para este segundo ejemplo son presentadas en la
Tabla 3.4.
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Punto X Y Z
Q01 1.3304 8.49420 0
Q02 8.4357 8.52340 0
Q03 8.4357 0.45322 0
Q04 2.7047 0.45322 0
Q05 2.5585 5.48250 0
Q06 6.3304 5.39470 0
Q07 6.1842 1.79820 0
Tabla 3.4: Coordenadas de los puntos
Figura 3.24: Puntos a interpolar.
Figura 3.25: Insercio´n de puntos Ri iniciales.
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Figura 3.26: Primera actualizacio´n de los puntos Ri.
Figura 3.27: Tercera actualizacio´n de los puntos Ri.
Figura 3.28: Curva interpolante.
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Figura 3.29: Pol´ıgono de control.
Para el caso de curvas cerradas tambie´n se presentan dos ejemplos. Las coordenadas
de los puntos a interpolar se muestran en la Tabla 3.5.
Puntos X Y Z
Q01 4.5763 1.5348 0
Q02 2.6930 1.9492 0
Q03 1.1299 2.8908 0
Q04 1.3183 4.5480 0
Q05 3.3898 5.3955 0
Q06 4.4068 6.4313 0
Q07 4.7269 7.8249 0
Q08 6.4407 7.9567 0
Q09 7.1375 6.2053 0
Q010 9.0772 4.4350 0
Q011 9.3032 2.8154 0
Q012 7.3070 1.6290 0
Q013 4.5763 1.5348 0
Tabla 3.5: Coordenadas de los puntos a interpolar
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Figura 3.30: Puntos a interpolar.
Figura 3.31: Insercio´n de puntos Ri iniciales.
Figura 3.32: Primera actualizacio´n de puntos Ri.
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Figura 3.33: Tercera actualizacio´n de puntos Ri.
Figura 3.34: Curva interpolante.
Figura 3.35: Poligono de control.
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Puntos X Y Z
Q01 4.4821 4.7175 0
Q01 5.3672 4.7552 0
Q01 6.4407 5.0188 0
Q01 7.7213 7.0339 0
Q01 8.8324 7.0151 0
Q01 8.8701 4.8870 0
Q01 7.3446 3.2486 0
Q01 4.6516 2.8531 0
Q01 2.3729 3.3427 0
Q01 1.0734 5.3202 0
Q01 1.4313 6.9586 0
Q01 2.5989 7.0339 0
Q01 3.1450 5.8851 0
Q01 4.4821 4.7175 0
Tabla 3.6: Coordenadas de los puntos a interpolar
Figura 3.36: Puntos a interpolar.
Figura 3.37: Insercio´n de puntos Ri.
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Figura 3.38: Primera actualizacio´n de puntos Ri.
Figura 3.39: Tercera actualizacio´n de puntos Ri.
Figura 3.40: Curva interpolante.
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Figura 3.41: Pol´ıgono de control.
3.4. Resultados
3.4.1. Comparativo entre Me´todos Interpolantes
En esta seccio´n se comparan los resultados de interpolacio´n obtenidos con el esque-
ma de subdivisio´n de cuatro puntos, el nuevo esquema de subdivisio´n de cuatro puntos,
el esquema ajustado de cuatro puntos y el esquema de subdivisio´n de Marinov.
La formacio´n de artefactos como rizos y crestas, en las curvas resultantes producto
de estos me´todos, es posible cuando los puntos a interpolar no provienen de una distri-
bucio´n uniforme, lo que generalmente ocurre cuando los datos son tomados mediante
un proceso de adquisicio´n o son elegidos arbitrariamente por un usuario. Esto se ilus-
trara´ con dos ejemplos.
La Figura 3.42 muestra los puntos de control para el primer ejemplo. Las Figuras
3.43, 3.44, 3.45, 3.46 muestran en Magenta las curvas obtenidas con el esquema de
subdivisio´n de cuatro puntos, el nuevo esquema de subdivisio´n de cuatro puntos, el
esquema ajustado de cuatro puntos y el esquema de subdivisio´n de Marinov respecti-
vamente. En la Figura 3.47, se muestra en verde la curva obtenida con el nuevo esquema.
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Figura 3.42: Poligono de Control.
Figura 3.43: Subdivision de cuatro puntos.
Figura 3.44: Nueva subdivision de cuatro puntos.
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Figura 3.45: Subdivision de cuatro puntos ajustada.
Figura 3.46: Subdivision de Marinov.
Figura 3.47: Nuevo Esquema de subdivision.
La Figura 3.48 muestra los puntos de control para el segundo ejemplo. Las Figu-
ras 3.49, 3.51, 3.53, 3.55 muestran en Magenta las curvas obtenidas con el esquema de
subdivisio´n de cuatro puntos, el nuevo esquema de subdivisio´n de cuatro puntos, el es-
quema ajustado de cuatro puntos y el esque de subdivisio´n de Marinov respectivamente.
En la Figura 3.57 se muestra en verde la curva obtenida mediante el nuevo me´todo de
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subdivision. Dos detalles son examinados en cada curva: El detalle A y el detalle B. Las
Figuras 3.50, 3.52, 3.54, 3.56 and 3.58 muestran ambos detalles para cada esquema de
subdivision.
Figura 3.48: Poligono de control.
Figura 3.49: Subdivision de cuatro puntos.
(a) Detalle A. (b) Detalle B.
Figura 3.50: Detalles in 3.49.
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Figura 3.51: Nueva subdivision de cuatro puntos.
(a) Detalle A. (b) Detalle B.
Figura 3.52: Detalles in 3.51.
Figura 3.53: Subdivision ajustada de cuatro puntos.
(a) Detalle A. (b) Detalle B.
Figura 3.54: Detalles en 3.53.
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Figura 3.55: Subdivisio´n de Marinov.
(a) Detalle A. (b) Detalle B.
Figura 3.56: Detalles in 3.55.
Figura 3.57: Nueva subdivision.
(a) Detalle A. (b) Detalle B.
Figura 3.58: Detaille in 3.57.
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Aunque visualmente las Figuras, muestran que el nuevo me´todo presenta curvas
ma´s suaves , se requiere de una me´trica que realmente permita realizar un proceso de
evaluacio´n. En la literatura se ha encontrado que el criterio de tortuosidad es el ma´s
apropiado para ello.
3.4.2. Tortuosidad
La tortuosidad es aquella propiedad que tiene una curva de ser tortuosa, es decir, de
tener vueltas y rodeos. Las principales aplicaciones de esta propiedad se han encontrado
en los medios porosos y oftalmolog´ıa. En el intento de medir esta propiedad, se han
desarrollado varias me´tricas, aqu´ı se presentan las ma´s importantes.
3.4.3. Me´tricas de Tortuosidad
Distancia me´trica
Es la ma´s simple de calcular, se aplica principalmente a curvas 2-D. Establece la
relacio´n entre longitud del pol´ıgono de datos y la distancia entre los puntos inicial y
final del mismo. En esencia pretende establecer que tanto se acerca la curva a una linea
recta. La Figura 3.59 muestra en 3.59a una curva arbitraria sobre la que se toman N
puntos, los cuales, conforman una curva poligonal mostrada en 3.59b
(a) (b)
Figura 3.59: Definicio´n de un pol´ıgono de datos sobre una curva.
DM =
L
C
(3.58)
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Conteo de puntos de inflexio´n
Es una variacio´n de la distancia me´trica, en la cual el nu´mero de puntos de inflexio´n
N es un factor adicional relacionado con lo tortuoso de la curva. La me´trica para este
me´todo esta´ dada por la Ecuacio´n 3.59.
ICM = (N + 1) ∗DM (3.59)
Suma de a´ngulos me´tricos.
Una ma´s reciente me´trica es la Suma de a´ngulos me´tricos (SOAM). Se basa en el
ca´lculo de la variacio´n angular total, obtenida de tras el ca´lculo de la norma euclidea de
las variaciones angulares tangencial y torsional. El esquema empleado para este ca´lculo
se muestra en la Figura .
Figura 3.60: Esquema para medicio´n de la tortuosidad.
Las ecuaciones escritas a continuacio´n definen una aproximacio´n a vectores tangen-
tes, empleando el pol´ıgono de datos.
Vk = Qk −Qk−1 (3.60)
Vk+1 = Qk+1 −Qk (3.61)
Vk+2 = Qk+2 −Qk+1 (3.62)
(3.63)
De forma discreta, es posible establecer relaciones para aproximar los a´ngulos tan-
gencial y torsional, esto es expresado en las ecuaciones planteadas a continuacio´n.
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ρk = arc cos
(
Vk
|Vk| •
Vk+1
|Vk+1|
)
(3.64)
τk = arc cos
(
Vk ×Vk+1
|Vk ×Vk+1| •
Vk+1 ×Vk+2
|Vk+1 ×Vk+2|
)
(3.65)
(3.66)
La me´trica para el SOAM es establecida por:
θk =
√
ρ2k + τ
2
k (3.67)
SOAM =
n−3∑
k=1
θk
n−1∑
k=1
‖Qk −Qk−1‖
(3.68)
Ana´lisis de la Curvatura
Las ma´s recientes me´tricas se basan en la curvatura, ya que ha mostrado ser ma´s
robusta en el ca´lculo de la propiedad de tortuosidad. En esta tesis se presenta una forma
discreta considerando la existencia de un ∆t uniforme entre los puntos del pol´ıgono de
datos, lo cual coincide con el concepto de subdivisio´n. La Ecuacio´n 3.69 presenta la
versio´n continua de la definicio´n de Curvatura.
χ(t) =
‖r′(t)× r′′(t)‖
‖r′(t)‖3 (3.69)
Para el caso discreto de curvatura, la Figura 3.61 muestra un esquema de la vecin-
dad del punto a evaluar.
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Figura 3.61: Curva poligonal de cinco puntos
Las Ecuaciones 3.70, 3.71 y 3.72 presentan una aproximacio´n a la primera derivada
en los puntos Qi, Qi−1 y Qi+1 respectivamente.
Q′i =
Qi −Qi−1
∆t
+
Qi+1 −Qi
∆t
2
=
Qi+1 −Qi−1
2∆t
(3.70)
Q′i =
Qi −Qi−2
2∆t
(3.71)
Q′i =
Qi+2 −Qi
2∆t
(3.72)
Empleando estos resultados y el mismo concepto es posible calcular el valor de Q′′i ,
lo cual se expresa en la Ecuacio´n 3.73. El resultado final se muestra en la Ecuacio´n 3.74.
Q′′i =
Q′i −Q′i−1
∆t
+
Q′i+1 −Q′i
∆t
2
=
Q′i+1 −Q′i−1
2∆t
(3.73)
Q′′i =
Qi+2 −Qi
∆t
− Qi −Qi−2
∆t
2
=
Qi−2 − 2Qi + Qi+2
4∆t
(3.74)
Levando estos resultados a la Ecuacio´n 3.69 y simplificando se llega a la expresio´n
presentada en la Ecuacio´n 3.76.
χ (t) =
‖ (Qi+1−Qi−1)
2∆t
× (Qi−2−2Qi+Qi+2)
4∆t
‖
‖Qi+1−Qi−1
2∆t
‖3
(3.75)
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χ (t) =
‖ (Qi+1 −Qi−1)× (Qi−2 − 2Qi +Qi+2) ‖
‖Qi+1 −Qi−1‖3
(3.76)
Un conjunto de 3000 curvas fue generado aleatoriamente, cada una con nueve puntos
de control. Las curvas fueron interpoladas una a una con cada me´todo de interpola-
cio´n: Subdivision de Cuatro puntos, Nueva Subdivision de cuatro puntos, Subdivision
ajustada de cuatro puntos, Subdivision de Marinov y el esquema de subdivision inter-
polante. En todos los casos se realizaron siete pasos de subdivisio´n. La curvatura fue
evaluada en todos los puntos de cada curva, tomando como me´trica de tortuosidad su
valor ma´ximo. Los resultados se presentan en la Figuras 3.62, 3.63, 3.64, 3.65 y 3.66
respectivamente.
Figura 3.62: Histograma para la ma´xima curvatura del esquema de cuatro puntos.
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Figura 3.63: Histograma para la ma´xima curvatura del nuevo esquema de cuatro puntos.
Figura 3.64: Histograma para la ma´xima curvatura para el esquema ajustado de cuatro
puntos.
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Figura 3.65: Histograma para la ma´xima curvatura del esquema de Marinov.
Figura 3.66: Histograma para la ma´xima curvatura de esquema propuesto.
Un comparativo entre los anteriores histogramas muestra que el nuevo esquema
presenta los menores valores de curvatura. El ana´lisis ANOVA mostrado en la Tabla
3.7 muestra que existe una diferencia significativa entre los promedios de la ma´xima
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curvatura, obtenidos por cada me´todo de subdivisio´n. Ya que el valor P de la prueba
F es menor de 0.05, es posible concluir que el nuevo esquema tiene menor tendencia a
formar artefactos.
Me´todo de Subdivisio´n Promedio
Four Point 188.8089
New Four Point 185.7012
Tight Four point 260.0197
Marinov 550.8620
Nuevo 160.4647
Fuente Suma de cuadrados Df Cuadrado promedio Relacion F Valor-P
Entre grupos 3.81838E11 4 9.54595E10 391.25 0.0000
Intra-Grupos 3.65852E12 14995 2.43983E8
Total 4.04036E12 14999
Tabla 3.7: Analisis ANOVA de la curvatura ma´xima para cada me´todo de interpolacio´n
empleado.
3.4.4. Ana´lisis de suavidad
Si bien el me´todo iterativo es por definicio´n C2 continuo, se desconoce esta para el
me´todo de subdivisio´n interpolante. Se ha encontrado en la literatura que en el caso
de subdivisio´n, la forma de evaluar la continuidad es mediante la regularidad de Ho¨lder.
Definicio´n 2 (Regularidad de Ho¨lder). Una funcio´n continua diferenciable ` veces
f : Ω ⊂ R→ R tiene regularidad de Ho¨lder RH = `+ α, si existe C <∞ tal que:∣∣∣∣∂`f(x1)∂x` − ∂`f(x2)∂x`
∣∣∣∣ ≤ C |x1 − x2|α , ∀x1, x2 ∈ Ω.
Definicio´n 3 (Regularidad de Ho¨lder para la subdivision). Un esquema de subdivisio´n
interpolante tiene regularidad de Ho¨lder RH = `+α`, si existe C <∞ y h > 0 tal que:
l´ım
k→∞
`!2k`
∣∣∣∆`f (k)i+1 −∆`f (k)i ∣∣∣ ≤ C (2−kh)α`
Donde
(
∆fk
)
i
= fki+1 − fki y ∆` es definido recursivamente como ∆∆`f = ∆`+1f .
Definiendo ρ
(k)
` = `!2
k` ma´xi
∣∣∣∆`f (k)i+1 −∆`f (k)i ∣∣∣ y bajo la suposicion que ρ(k)` ≈ C (2−kh)α` ,
puede ser definido el factor de contraccion λ` y calcular un estimado de α`:
λ` =
ρ
(k+1)
`
ρ
(k)
`
≈ C
(
2−(k+1)h
)α`
C (2−kh)α`
= 2−α`
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Me´todo de Subdivision α0 α1 α2 α3
Four-point w = 1/16 1 1 0.28 -0.7132
New four-point 1 1 1 0.7477
Tigth four-point 1 1 1 1 0.4183
Marinov W = 1/16 1 1 0.5417 -0.2948
New subdivision 1 1 0 -1
Tabla 3.8: Resultados para la regularidad de Ho¨lder para subdivisio´n.
y de aqui
α` := − log2
(
ρ
(k+1)
`
ρ
(k)
`
)
La cual provee un buen estimativo de la regularidad de Ho¨lder ` + α`. Calcular α`
tiene sentido unicamente si α` ≈ 1 para j = 0, 1, . . . , `− 1
Una evaluacio´n de α` para los esquemas de subdivisio´n de cuatro puntos, Marinov y
el nuevo esquema muestra que tienen continuidad C1. Para los esquemas de subdivisio´n
ajustada y nueva subdivisio´n de cuatro puntos se obtiene continuidad C2. Detalles de
estos resultados son mostrados en la Tabla 3.8.
Aunque los esquemas de subdivision ajustado y nuevo de cuatro puntos tienen conti-
nuidad C2 no interpolan los puntos originales {Qi}, u´nicamente los esquemas de cuatro
puntos, Marinos y nuevo subdivisio´n interpolan a estos exactamente.
3.5. CONCLUSIONES
Se presentaron dos me´todos para la interpolacio´n de un conjunto datos, los cuales
pueden pertenecer a una curva arbitraria abierta o cerrada. La originalidad de estos
radica en su menor tendencia a formar artefactos, tales como rizos y crestas. Una eva-
luacio´n de la suavidad mostro´ que el me´todo de Subdivisio´n Interpolante es C1 continuo
y el me´todo Iterativo es C2 continuo.
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Aunque ambos me´todos interpolan los datos dados, solo el me´todo Iterativo permi-
te obtener un pol´ıgono de control continuo, razo´n por la cual se usara´ como me´todo a
extender en el caso de interpolacio´n de superficies, tal que sea posible obtener su malla
de control.
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Cap´ıtulo 4
Me´todo Iterativo Interpolante de
Mallas Poligonales Arbitrarias
Introduccio´n
Ajustar puntos mediante una superficie de subdivisio´n es una tarea compleja alre-
dedor de la cual se han desarrollado algunos me´todos que buscando emular el proceso
de subdivisio´n emplean operadores locales.
La te´cnica de subdivisio´n de Catmull-Clark produce superficies l´ımite con continui-
dad C2 en toda la superficie excepto posiblemente en los ve´rtices extraordinarios, se ha
demostrado que dicha superficie es spline cu´bica. Tomando como referencia tal tipo de
superficie se encuentra que su origen esta basado en las curvas, por lo cual se opto´ por
este enfoque en el desarrollo del me´todo de subdivisio´n interpolante.
En esta tesis se presenta un nuevo me´todo para interpolar los puntos de una malla
poligonal arbitraria empleando la esencia del me´todo desarrollado para la interpolacio´n
de curvas.
4.1. Trabajos Previos
El ajuste de superficies es una a´rea activa de investigacio´n, cuyo propo´sito es desa-
rrollar un me´todo general que robusto y computacionalmente eficiente. Una posible
clasificacio´n para su ana´lisis surge al agruparlos de acuerdo al tipo de operadores que
emplean: locales o globales.
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4.1.1. Me´todos Basados en Operaciones Globales
Los operadores globales se caracterizan por operar teniendo en cuenta la totalidad
de la informacio´n de la superficie, en ocasiones infringen un alto costo computacional
y un alto tiempo de procesamiento.
Un me´todo pionero en la interpolacio´n de puntos usando superficies de Catmull-
Clark fue el presentado en [Halstead et al., 1993] caracterizado por ser robusto y gene-
ral. Requiere de la solucio´n de un sistema global de ecuaciones que le permitan encon-
trar la malla de control que aproxime los datos, siempre y cuando esta sea cuadrilateral.
Resolver un sistema de ecuaciones para mallas densas puede consumir mucho tiem-
po de ca´lculo por lo cual se ha optado por me´todos de optimizacio´n menos costosos.
Ajustar iterativamente una superficie de subdivisio´n con base en la posicio´n l´ımite es
una estrategia adoptada en [Suzuki et al., 1999] el cual garantiza que el me´todo pro-
puesto se ajusta por aproximacio´n a la forma del objeto mas no en sus detalles finos. En
procura de reducir el tiempo de computo y mejorar la representaciones de los detalles se
propone en [Ma and Zhao, 2000] ajustar una red de superficies de Catmull-Clark em-
pleando un ajuste por mı´nimos cuadrados garantizando continuidad G2 en todas partes
excepto en los ve´rtices donde confluye un numero de parches distinto a cuatro, donde
la continuidad es G1. Cada parche es independiente y no se puede conformar una u´nica
malla de control.
Los wavelets se han asociado al concepto de subdivisio´n, en el sentido de la propie-
dad de multi-resolucio´n, cabe recordar que la subdivisio´n parte de una malla burda la
cual se refina mediante un proceso iterativo tal como lo pueden realizar los wavelets,
este tipo de asociacio´n es reflejada en trabajos como el de [Sadeghi and Samavati, 2009]
que propone un marco de trabajo multi-resolucio´n para reversar subdivisiones basado
en minimizacio´n de la energ´ıa, de tal forma que en [Sadeghi and Samavati, 2011] mues-
tra su aplicacio´n a las subdivisiones de Catmull-Clark y Loop. En te´rminos generales
aproxima la superficie y pueden perderse los detalles finos.
4.1.2. Me´todos Basados en Operaciones Locales
Los operadores locales se caracterizan por tener en cuenta una vecindad alrededor
del punto objetivo para operar, son de bajo costo computacional, simples de implemen-
tar y poco tiempo de procesamiento.
Dada una malla cuadrilateral que ha sido producto de subdivisio´n de Catmull-Clark
es posible reversar el proceso para obtener mallas cada vez ma´s burdas en cada iteracio´n,
esta es la premisa planteada en [Lanquetin and Neveu, 2006] que le permite desarrollar
las fo´rmulas para reversar el proceso de subdivisio´n. Extendiendo este concepto se pro-
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pone en [Boumzaid et al., 2009] un esquema ma´s general que permite reversar no solo
subdivisiones de Catmull-Clark sino tambie´n el esquema Quad-Averaging de Warren y
Weimer [Warren and Weimer, 2002].
Una de las caracter´ısticas de la Subdivisio´n de Catmull-Clark es la contraccio´n de
la superficie, lo cual implica la reduccio´n de a´rea total de la superficie a medida que
se refina la malla de control en el proceso de subdivisio´n. En el me´todo de ajuste pro-
puesto en [Nguyen-Tan et al., 2009] este feno´meno es tenido en cuenta, mediante la
extensio´n de las fronteras de la superficie dada y un proceso de regularizacio´n, poste-
riormente es obtenida la malla de control aplicando la subdivisio´n inversa definida en
[Lanquetin and Neveu, 2006].
La interpolacio´n de mallas en busca de generar superficies suaves es un aspecto de
importancia en el disen˜o geome´trico asistido por computador (CAGD), para ello se han
empleado mu´ltiples te´cnicas. Un me´todo simple basado en superficies de Catmull-Clark
es propuesto en [Deng and Yang, 2010] empleando reglas de subdivisio´n modificadas
calculadas mediante: Me´todo de Retroceso y Me´todo de las normales. Cada me´todo es
dependiente de dos para´metros que tienen una alta influencia en la calidad de la su-
perficie final, los cuales no poseen un criterio para su seleccio´n. En gran parte esta idea
surge de un estudio previo presentado en [Deng and Yang, 2009] en el cual se interpola
una malla de topolog´ıa arbitraria usando superficies de Doo-Sabin. Un enfoque desde
los esquemas aproximantes es dado en [Lin et al., 2008] el cual obtiene a partir de estos
nuevos esquemas interpolantes tanto para subdivisio´n de Catmull-Clark como para los
esquemas de subdivisio´n
√
2 y
√
3.
Los me´todos de interpolacio´n previos a [Chen et al., 2008] se caracterizan por cal-
cular nuevos puntos antes de obtener la malla de control, haciendo la malla ma´s densa.
Por el contrario [Chen et al., 2008] aprovecha la cercan´ıa de la malla de control a la su-
perficie a interpolar para presentar un me´todo iterativo en el cual los puntos de la malla
original son desplazados de forma tal que al ser subdividida la malla por Catmull-Clark
coincidan con sus posiciones originales.
4.2. Parche Bicu´bico Interpolante
El parche de superficie B-Spline bicu´bica uniforme esta´ definida por 16 puntos de
control. Una malla de (m + 1) × (n + 1) puntos de control puede ser usada para cal-
cular un parche de (m − 2) × (n − 2). Cada parche tiene cuatro puntos de esquina,
pero debido a que los parches esta´n conectados, el nu´mero total de puntos de unio´n
es (m − 1) × (n − 1). A continuacio´n se describe el proceso para resolver el problema
opuesto, dada una malla de (m−1)× (n−1) de puntos Q1,1 a Qm−1,n−1, como calcular
la superficie B-Spline Bicu´bica que pase a trave´s de ella.
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Figura 4.1: Superficie B-Spline interpolante.
Dados los puntos Qi,j, considerados como los puntos de unio´n de la superficie des-
conocida y la ecuacio´n 4.1 se puede mostrar como esta´n relacionados con los puntos
desconocidos P0,0 a Pm,n mediante la Ecuacio´n 4.2
K0,0 =
1
6
[
1
6
(P0,0 + 4P1,0 + P2,0) +
4
6
(P0,1 + 4P1,1 + P2,1) +
1
6
(P0,2 + 4P1,2 + P2,2)
]
(4.1)
Qij =
1
6
[
1
6
(Pi−1,j−1 + 4Pi,j−1 +Pi+1,j−1) +
4
6
(Pi−1,j + 4Pi,j +Pi+1,j) +
1
6
(Pi−1,j+1 + 4Pi,j+1 +Pi+1,j+1)
]
(4.2)
La Ecuacio´n 4.2 puede ser escrita (m− 1)× (n− 1) veces, una vez por cada punto
Qij, sin embargo el nu´mero de ecuaciones necesaria es (m+ 1)× (n+ 1). La relacio´n
(m+ 1)× (n+ 1) = (m− 1)× (n− 1) + 2m+ 2n
permite identificar cuantas ecuaciones ma´s son necesarias. Las ecuaciones extra son
obtenidas al especificar los vectores mostrados en la Figura 4.1. Hay m−1 vectores yen-
do desde los puntos de control Pi,0 de la frontera a los puntos Qi,1. Hay m− 1 vectores
yendo desde los puntos de control Pi,n+1 de la frontera a los puntos Qi,n. Adema´s hay
2(n− 1) vectores que van desde las fonteras izquierda y derecha hacia los datos Qi,j y
Qm−1,j. Finalmente hay cuatro vectores yendo desde los puntos de control en las esqui-
nas hacia los puntos Q de las cuatro esquinas. Una vez todos los 2(n−1)+2(m−1)+4
vectores han sido especificados, se cuenta con un sistema de (m+ 1)× (n+ 1) de ecua-
ciones lineales el cual se resuelve para encontrar los puntos de control de la superficie
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que interpolen el conjuntos de datos {Q}.
4.3. Reversio´n de la Subdivisio´n de Catmull-Clark
En el Capitulo 2 se presento´ la te´cnica de Subdivisio´n de Catmull-Clark, la cual,
es aproximante en relacio´n a los puntos originales que conforman la malla burda. Es
claro que el proceso de tomar una malla y encontrar su malla de control es una tarea
no trivial. Lanquetin fue´ uno de los primeros investigadores que abordo´ este problema
en [Lanquetin and Neveu, 2006], do´nde presenta una definicio´n simple para el proceso
que denomino´ subdivisio´n inversa:
La subdivisio´n inversa consiste en construir una malla burda de un modelo
a partir de una malla ma´s fina del mismo modelo.
Gra´ficamente, estos dos conceptos son presentados en la Figura 4.2
Figura 4.2: Conceptos de subdivisio´n y reversio´n de subdivisio´n de una superficie.
αvk+1 + β
n−1∑
j=0
ek+1j + γ
n−1∑
j=0
fk+1j = v
k (4.3)
(
(n− 2)α
n
+
nβ
4
)
vk +
(
α
n2
+
β
4
) n−1∑
j=0
ekj +
(
α
n2
+
β
2
+ γ
) n−1∑
j=0
fk+1j = v
k (4.4)
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Figura 4.3: Ma´scara para reversio´n de subdivisio´n.
(n− 2)α
n
= 1 (4.5)
α
n2
+
β
4
= 0 (4.6)
α
n2
+
β
2
+ γ = 0 (4.7)
Para un ve´rtice ordinario con valencia n 6= 3
vk =
n
n− 3v
k+1 − 4
n(n− 3)
n−1∑
j=0
ek+1j +
1
n(n− 3)
n−1∑
j=0
fk+1j (4.8)
Para un ve´rtice ordinario con valencia n = 3
caso 1
vk = 4ek+1j − ekj − fk+1j − fk+1j−1 (4.9)
caso 2
vk = 4ek+1j − fk+1(j−1)[n] − 5fk+1j − fk+1(j+1)[n] − fk+1(j+1)[n] + 4ek+1(j+1)[n] +
∑
fki ∈Fj
fki (4.10)
Lanquetin aclara, que el proceso aqui mostrado produce resultados solo si la malla
dada fue´ obtenida mediante un proceso de subdivisio´n, lo que deja de lado la posibilidad
de obtener la malla de control de un objeto cuya superficie haya sido obtenida mediante
un proceso de adquisicio´n.
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4.4. Me´todo Propuesto
El me´todo Iterativo desarrollado en el cap´ıtulo anterior surge del esquema mostrado
en la Figura 4.4, en el cual, se considera una curva Spline compuesta por tres trozos.
La curva es obtenida a partir del pol´ıgono de control constituido por los puntos Pi.
Figura 4.4: Spline Cu´bico con seis puntos de Control.
Se demostro´ que el puntos Ri puede ser expresado en te´rminos de su vecindad
mediante la Ecuacio´n 4.11.
Ri =
Qi−1
32
− Ri−1
4
+
23 Qi
32
+
23 Qi+1
32
− Ri+1
4
+
Qi+2
32
(4.11)
Este concepto puede ser extendido a las superficies mediante el producto tensorial,
cuyo esquema se muestra en la Figura 4.5.
Figura 4.5: Esquema del producto tensorial.
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Insertando ve´rtices en las caras de las esquinas, se pueden calcular los dema´s ve´rtices
de cara para las restantes, tal como muestran las Figuras 4.6a y 4.6b
(a) Insercio´n de ve´rtices de cara en las esquinas. (b) Ca´lculo de ve´rtices caras adyacentes.
Figura 4.6: Producto tensorial de curvas de referencia
Conocidos estos puntos se procede a calcular el ve´rtice de cara en la cara central,
tal como se muestra en la Figura 4.7
Figura 4.7: Esquema del producto tensorial.
De acuerdo a lo anterior, se establece que el ve´rtice de cara en la cara central es
funcio´n solo de los puntos contenidos en las caras de las esquinas, tal como se muestra
en la Figura 4.8.
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Figura 4.8: Esquema del producto tensorial.
Para facilitar los ca´lculos se tomara´ la Figura 4.9 como modelo.
Figura 4.9: Modelo para el ca´lculo del ve´rtice de cara central.
A partir de e´ste modelo se plantea por cada Qi,j su respectiva expresio´n en te´rminos
de los ve´rtices de control, tal como se expresa en las Ecuaciones 4.12 a 4.47.
Q1,1 =
P1,1
36
+
P1,2
9
+
P1,3
36
+
P2,1
9
+
4P2,2
9
+
P2,3
9
+
P3,1
36
+
P3,2
9
+
P3,3
36
(4.12)
Q1,2 =
P1,1
288
+
23P1,2
288
+
23P1,3
288
+
P1,4
288
+
P2,1
72
+
23P2,2
72
+
23P2,3
72
+
P2,4
72
+
P3,1
288
+
23P3,2
288
+
23P3,3
288
+
P3,4
288
(4.13)
Q1,3 =
P1,2
36
+
P1,3
9
+
P1,4
36
+
P2,2
9
+
4P2,3
9
+
P2,4
9
+
P3,2
36
+
P3,3
9
+
P3,4
36
(4.14)
Q2,1 =
P1,1
288
+
P1,2
72
+
P1,3
288
+
23P2,1
288
+
23P2,2
72
+
23P2,3
288
+
23P3,1
288
+
23P3,2
72
+
23P3,3
288
+
P4,1
288
+
P4,2
72
+
P4,3
288
(4.15)
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Q2,2 =
P1,1
2304
+
23P1,2
2304
+
23P1,3
2304
+
P1,4
2304
+
23P2,1
2304
+
529P2,2
2304
+
529P2,3
2304
+
23P2,4
2304
+
23P3,1
2304
+
529P3,2
2304
+
529P3,3
2304
+
23P3,4
2304
+
P4,1
2304
+
23P4,2
2304
+
23P4,3
2304
+
P4,4
2304
(4.16)
Q2,3 =
P1,2
288
+
P1,3
72
+
P1,4
288
+
23P2,2
288
+
23P2,3
72
+
23P2,4
288
+
23P3,2
288
+
23P3,3
72
+
23P3,4
288
+
P4,2
288
+
P4,3
72
+
P4,4
288
(4.17)
Q3,1 =
P2,1
36
+
P2,2
9
+
P2,3
36
+
P3,1
9
+
4P3,2
9
+
P3,3
9
+
P4,1
36
+
P4,2
9
+
P4,3
36
(4.18)
Q3,2 =
P2,1
288
+
23P2,2
288
+
23P2,3
288
+
P2,4
288
+
P3,1
72
+
23P3,2
72
+
23P3,3
72
+
P3,4
72
+
P4,1
288
+
23P4,2
288
+
23P4,3
288
+
P4,4
288
(4.19)
Q3,3 =
P2,2
36
+
P2,3
9
+
P2,4
36
+
P3,2
9
+
4P3,3
9
+
P3,4
9
+
P4,2
36
+
P4,3
9
+
P4,4
36
(4.20)
Q1,4 =
P1,3
36
+
P1,4
9
+
P1,5
36
+
P2,3
9
+
4P2,4
9
+
P2,5
9
+
P3,3
36
+
P3,4
9
+
P3,5
36
(4.21)
Q1,5 =
P1,3
288
+
23P1,4
288
+
23P1,5
288
+
P1,6
288
+
P2,3
72
+
23P2,4
72
+
23P2,5
72
+
P2,6
72
+
P3,3
288
+
23P3,4
288
+
23P3,5
288
+
P3,6
288
(4.22)
Q1,6 =
P1,4
36
+
P1,5
9
+
P1,6
36
+
P2,4
9
+
4P2,5
9
+
P2,6
9
+
P3,4
36
+
P3,5
9
+
P3,6
36
(4.23)
Q2,4 =
P1,3
288
+
P1,4
72
+
P1,5
288
+
23P2,3
288
+
23P2,4
72
+
23P2,5
288
+
23P3,3
288
+
23P3,4
72
+
23P3,5
288
+
P4,3
288
+
P4,4
72
+
P4,5
288
(4.24)
Q2,5 =
P1,3
2304
+
23P1,4
2304
+
23P1,5
2304
+
P1,6
2304
+
23P2,3
2304
+
529P2,4
2304
+
529P2,5
2304
+
23P2,6
2304
+
23P3,3
2304
+
529P3,4
2304
+
529P3,5
2304
+
23P3,6
2304
+
P4,3
2304
+
23P4,4
2304
+
23P4,5
2304
+
P4,6
2304
(4.25)
Q2,6 =
P1,4
288
+
P1,5
72
+
P1,6
288
+
23P2,4
288
+
23P2,5
72
+
23P2,6
288
+
23P3,4
288
+
23P3,5
72
+
23P3,6
288
+
P4,4
288
+
P4,5
72
+
P4,6
288
(4.26)
Q3,4 =
P2,3
36
+
P2,4
9
+
P2,5
36
+
P3,3
9
+
4P3,4
9
+
P3,5
9
+
P4,3
36
+
P4,4
9
+
P4,5
36
(4.27)
Q3,5 =
P2,3
288
+
23P2,4
288
+
23P2,5
288
+
P2,6
288
+
P3,3
72
+
23P3,4
72
+
23P3,5
72
+
P3,6
72
+
P4,3
288
+
23P4,4
288
+
23P4,5
288
+
P4,6
288
(4.28)
Q3,6 =
P2,4
36
+
P2,5
9
+
P2,6
36
+
P3,4
9
+
4P3,5
9
+
P3,6
9
+
P4,4
36
+
P4,5
9
+
P4,6
36
(4.29)
Q3,1 =
P3,1
36
+
P3,2
9
+
P3,3
36
+
P4,1
9
+
4P4,2
9
+
P4,3
9
+
P5,1
36
+
P5,2
9
+
P5,3
36
(4.30)
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Q3,2 =
P3,1
288
+
23P3,2
288
+
23P3,3
288
+
P3,4
288
+
P4,1
72
+
23P4,2
72
+
23P4,3
72
+
P4,4
72
+
P5,1
288
+
23P5,2
288
+
23P5,3
288
+
P5,4
288
(4.31)
Q3,3 =
P3,2
36
+
P3,3
9
+
P3,4
36
+
P4,2
9
+
4P4,3
9
+
P4,4
9
+
P5,2
36
+
P5,3
9
+
P5,4
36
(4.32)
Q4,1 =
P3,1
288
+
P3,2
72
+
P3,3
288
+
23P4,1
288
+
23P4,2
72
+
23P4,3
288
+
23P5,1
288
+
23P5,2
72
+
23P5,3
288
+
P6,1
288
+
P6,2
72
+
P6,3
288
(4.33)
Q4,2 =
P3,1
2304
+
23P3,2
2304
+
23P3,3
2304
+
P3,4
2304
+
23P4,1
2304
+
529P4,2
2304
+
529P4,3
2304
+
23P4,4
2304
+
23P5,1
2304
+
529P5,2
2304
+
529P5,3
2304
+
23P5,4
2304
+
P6,1
2304
+
23P6,2
2304
+
23P6,3
2304
+
P6,4
2304
(4.34)
Q4,3 =
P3,2
288
+
P3,3
72
+
P3,4
288
+
23P4,2
288
+
23P4,3
72
+
23P4,4
288
+
23P5,2
288
+
23P5,3
72
+
23P5,4
288
+
P6,2
288
+
P6,3
72
+
P6,4
288
(4.35)
Q5,1 =
P4,1
36
+
P4,2
9
+
P4,3
36
+
P5,1
9
+
4P5,2
9
+
P5,3
9
+
P6,1
36
+
P6,2
9
+
P6,3
36
(4.36)
Q5,2 =
P4,1
288
+
23P4,2
288
+
23P4,3
288
+
P4,4
288
+
P5,1
72
+
23P5,2
72
+
23P5,3
72
+
P5,4
72
+
P6,1
288
+
23P6,2
288
+
23P6,3
288
+
P6,4
288
(4.37)
Q5,3 =
P4,2
36
+
P4,3
9
+
P4,4
36
+
P5,2
9
+
4P5,3
9
+
P5,4
9
+
P6,2
36
+
P6,3
9
+
P6,4
36
(4.38)
Q3,4 =
P3,3
36
+
P3,4
9
+
P3,5
36
+
P4,3
9
+
4P4,4
9
+
P4,5
9
+
P5,3
36
+
P5,4
9
+
P5,5
36
(4.39)
Q3,5 =
P3,3
288
+
23P3,4
288
+
23P3,5
288
+
P3,6
288
+
P4,3
72
+
23P4,4
72
+
23P4,5
72
+
P4,6
72
+
P5,3
288
+
23P5,4
288
+
23P5,5
288
+
P5,6
288
(4.40)
Q3,6 =
P3,4
36
+
P3,5
9
+
P3,6
36
+
P4,4
9
+
4P4,5
9
+
P4,6
9
+
P5,4
36
+
P5,5
9
+
P5,6
36
(4.41)
Q4,4 =
P3,3
288
+
P3,4
72
+
P3,5
288
+
23P4,3
288
+
23P4,4
72
+
23P4,5
288
+
23P5,3
288
+
23P5,4
72
+
23P5,5
288
+
P6,3
288
+
P6,4
72
+
P6,5
288
(4.42)
Q4,5 =
P3,3
2304
+
23P3,4
2304
+
23P3,5
2304
+
P3,6
2304
+
23P4,3
2304
+
529P4,4
2304
+
529P4,5
2304
+
23P4,6
2304
+
23P5,3
2304
+
529P5,4
2304
+
529P5,5
2304
+
23P5,6
2304
+
P6,3
2304
+
23P6,4
2304
+
23P6,5
2304
+
P6,6
2304
(4.43)
Q4,6 =
P3,4
288
+
P3,5
72
+
P3,6
288
+
23P4,4
288
+
23P4,5
72
+
23P4,6
288
+
23P5,4
288
+
23P5,5
72
+
23P5,6
288
+
P6,4
288
+
P6,5
72
+
P6,6
288
(4.44)
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Q5,4 =
P4,3
36
+
P4,4
9
+
P4,5
36
+
P5,3
9
+
4P5,4
9
+
P5,5
9
+
P6,3
36
+
P6,4
9
+
P6,5
36
(4.45)
Q5,5 =
P4,3
288
+
23P4,4
288
+
23P4,5
288
+
P4,6
288
+
P5,3
72
+
23P5,4
72
+
23P5,5
72
+
P5,6
72
+
P6,3
288
+
23P6,4
288
+
23P6,5
288
+
P6,6
288
(4.46)
Q5,6 =
P4,4
36
+
P4,5
9
+
P4,6
36
+
P5,4
9
+
4P5,5
9
+
P5,6
9
+
P6,4
36
+
P6,5
9
+
P6,6
36
(4.47)
De estas ecuaciones se calculan los 36 puntos de control que interpolan de manera
un´ıvoca los 16 puntos Qi,j dados. La malla de control permite calcular mediante la
ecuacio´n parame´trica de Splines Bi-cu´bicos, cualquier punto sobre la superficie inter-
polada como una funcio´n de de los para´metros u, v. El punto central de la malla que
posee valores de (u = 1
2
, v = 1
2
) puede entonces ser calculado como una funcio´n de su
vecindad, el cual es expresado en la Ecuacio´n 4.48.
S(
1
2
,
1
2
) =
Q1,1
1024
− Q1,2
128
+
23Q1,3
1024
+
23Q1,4
1024
− Q1,5
128
+
Q1,6
1024
− Q2,1
128
+
Q2,2
16
− 23Q2,3
128
− 23Q2,4
128
+
Q2,5
16
− Q2,6
128
+
23Q3,1
512
− 23Q3,2
64
+
529Q3,3
512
+
529Q3,4
512
− 23Q3,5
64
+
23Q3,6
512
− Q4,1
128
+
Q4,2
16
− 23Q4,3
128
− 23Q4,4
128
+
Q4,5
16
− Q4,6
128
+
Q5,1
1024
− Q5,2
128
+
23Q5,3
1024
+
23Q5,4
1024
− Q5,5
128
+
Q5,6
1024
(4.48)
Esta Ecuacio´n se puede representar gra´ficamente mediante una ma´scara como la
mostrada en la Figura 4.10, la cual, permite visualizar la relacio´n del punto calculado
con su vecindad.
Figura 4.10: Esquema del producto tensorial.
E´sta ma´scara muestra que los pesos en una malla rectangular sin ve´rtices extraor-
dinarios, presenta una distribucio´n sime´trica respecto del punto calculado, siendo de
mayor peso los ve´rtices mas cercanos en la malla.
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4.5. Resultados
En esta seccio´n se presentan los resultados de aplicar el me´todo interpolante iterativo
sobre las superficies de los objetos cubo, dodecaedro y venus. Los dos primeros poseen
mallas cuadrilaterales construidos de forma sinte´tica y el u´ltimo una malla triangular
obtenida mediante adquisicio´n y cuyo archivo se obtuvo de los repositorios pu´blicos en
internet. Para cada caso se presenta la malla original, los ve´rtices de arista, los ve´rtices
de cara, la malla interpolante que surge tras la subdivisio´n de las caras y finalmente la
medicio´n del ma´ximo desplazamiento de los ve´rtices insertados por cada iteracio´n, lo
cual se ha asumido como la medida de error en cada iteracio´n.
(a) Malla original. (b) Ve´rtices de arista despues de siete iteraciones.
(c) Ve´rtices de cara despues de siete iteraciones. (d) Malla interpolante.
Figura 4.11: Metodo iterativo aplicado a un cubo
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Figura 4.12: Ma´ximo error en funcio´n del nu´mero de iteraciones para el objeto cubo .
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(a) Malla original. (b) Ve´rtices de arista despues de siete iteraciones.
(c) Ve´rtices de cara despues de siete iteraciones. (d) Malla interpolante.
Figura 4.13: Metodo iterativo aplicado a un dodecaedro
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Figura 4.14: Ma´ximo error en funcio´n del nu´mero de iteraciones para el objeto dode-
caedro .
(a) Malla original. (b) Ve´rtices de cara despues de siete iteraciones.
Figura 4.15: Metodo iterativo aplicado al objeto venus.
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Figura 4.16: Ma´ximo error en funcio´n del nu´mero de iteraciones para el objeto venus.
4.6. Conclusiones
Se ha propuesto un me´todo iterativo que genera una nueva malla que interpola la
malla original. Para la creacio´n de la nueva malla se insertan ve´rtices de arista y ve´rtices
de cara por cada arista y por cada cara de la malla original respectivamente, que al ser
conectados forman nuevas caras subdividiendo de manera interpolante la malla original.
La posicio´n de cada ve´rtice de arista y cada ve´rtice de cara es ajustada en cada
iteracio´n empleando la ma´scara obtenida al extender el me´todo iterativo interpolante
de curvas mediante el producto tensorial. El desplazamiento de los ve´rtices de arista y
de cara por cada iteracio´n es tomado como medida de error. Los resultados de este en
cada objeto evaluado muestran que este error disminuye ra´pidamente con el nu´mero de
iteraciones, independientemente del tipo de malla poligonal.
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Cap´ıtulo 5
Metodolog´ıa para la Interpolacio´n
de Superficies Poligonales
Arbitrarias
Introduccio´n
La subdivisio´n de Catmull-Clark toma una malla de control definida por el usario y
mediante un proceso de refinamiento construye una superficie cada vez mas suave. La
superficie final es aproximante en referencia a los puntos de control. Desarrollar una me-
todolog´ıa que realice la interpolacio´n de un conjunto de puntos mediante una superficie
de subdivisio´n es una tarea no trivial, alrededor de la cual la mayor´ıa de los me´todos
proponen funciones de minimizacio´n de error en te´rminos de la energ´ıa, evidencia de ello
son los casos presentados por Deng en [Deng and Yang, 2009], [Deng and Yang, 2010] y
[Deng and Wang, 2010]. El uso de wavelets es otro enfoque empleado por Sadeghi en la
bu´squeda de la solucio´n a este problema, trabajos como [Sadeghi and Samavati, 2009]
y [Sadeghi and Samavati, 2011] muestran la evolucio´n de este.
En esta tesis se ha optado por un enfoque netamente geome´trico, el cual inicio´ con
el desarrollo del Me´todo Iterativo Interpolante para curvas presentado en el Cap´ıtulo
3, el cual permite construir una curva que pase por un conjunto arbitrario de puntos de
una curva abierta o cerrada, posteriormente, en el Cap´ıtulo 4 se presenta la extensio´n
de dicho me´todo a superficies, se desarrollo´ el Me´todo Iterativo Interpolante para Su-
perficies empleando el concepto de producto tensorial, el cual es aplicado de forma local
mediante una ma´scara dando coomo resultado una malla cuadrilateral que interpola los
puntos dados. En este Capitulo, se describe en primera instancia un esquema para la
obtencio´n de los puntos de control de la malla original a partir de la malla interpolante
construida con el Me´todo Iterativo Interpolante para Superficies, cuya superficie l´ımite
interpolara´ el conjunto de puntos originales de objetos cuya superficie sea poligonal y
que represente objetos de forma libre. En segunda instancia se presenta la metodolog´ıa
propuesta en esta tesis y finalmente se evalu´an varios objetos obtenidos de repositorios
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pu´blicos.
5.1. Esquema para la obtencio´n de la malla de
control
Aunque el esquema desarrollado en el Cap´ıtulo 4 puede ser iterado para sucesivos
refinamientos de la malla hasta obtener una superficie suave, realmente basta con en-
contrar un primer conjunto de ve´rtices de arista y de cara, tal que permita configurar
una vecindad alrededor de un punto dado y de esta forma poder calcular su respectivo
punto de control. Esta estrategia es mostrada gra´ficamente en la Figura 5.1.
Figura 5.1: .
Q1,1 =
P1,1
36
+
P1,2
9
+
P1,3
36
+
P2,1
9
+
4P2,2
9
+
P2,3
9
+
P3,1
36
+
P3,2
9
+
P3,3
36
(5.1)
Q1,2 =
P1,1
288
+
23P1,2
288
+
23P1,3
288
+
P1,4
288
+
P2,1
72
+
23P2,2
72
+
23P2,3
72
+
P2,4
72
+
P3,1
288
+
23P3,2
288
+
23P3,3
288
+
P3,4
288
(5.2)
Q1,3 =
P1,2
36
+
P1,3
9
+
P1,4
36
+
P2,2
9
+
4P2,3
9
+
P2,4
9
+
P3,2
36
+
P3,3
9
+
P3,4
36
(5.3)
Q1,4 =
P1,2
288
+
23P1,3
288
+
23P1,4
288
+
P1,5
288
+
P2,2
72
+
23P2,3
72
+
23P2,4
72
+
P2,5
72
+
P3,2
288
+
23P3,3
288
+
23P3,4
288
+
P3,5
288
(5.4)
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Q1,5 =
P1,3
36
+
P1,4
9
+
P1,5
36
+
P2,3
9
+
4P2,4
9
+
P2,5
9
+
P3,3
36
+
P3,4
9
+
P3,5
36
(5.5)
Q2,1 =
P1,1
288
+
P1,2
72
+
P1,3
288
+
23P2,1
288
+
23P2,2
72
+
23P2,3
288
+
23P3,1
288
+
23P3,2
72
+
23P3,3
288
+
P4,1
288
+
P4,2
72
+
P4,3
288
(5.6)
Q2,2 =
P1,1
2304
+
23P1,2
2304
+
23P1,3
2304
+
P1,4
2304
+
23P2,1
2304
+
529P2,2
2304
+
529P2,3
2304
+
23P2,4
2304
+
23P3,1
2304
+
529P3,2
2304
+
529P3,3
2304
+
23P3,4
2304
+
P4,1
2304
+
23P4,2
2304
+
23P4,3
2304
+
P4,4
2304
(5.7)
Q2,3 =
P1,2
288
+
P1,3
72
+
P1,4
288
+
23P2,2
288
+
23P2,3
72
+
23P2,4
288
+
23P3,2
288
+
23P3,3
72
+
23P3,4
288
+
P4,2
288
+
P4,3
72
+
P4,4
288
(5.8)
Q2,4 =
P1,2
2304
+
23P1,3
2304
+
23P1,4
2304
+
P1,5
2304
+
23P2,2
2304
+
529P2,3
2304
+
529P2,4
2304
+
23P2,5
2304
+
23P3,2
2304
+
529P3,3
2304
+
529P3,4
2304
+
23P3,5
2304
+
P4,2
2304
+
23P4,3
2304
+
23P4,4
2304
+
P4,5
2304
(5.9)
Q2,5 =
P1,3
288
+
P1,4
72
+
P1,5
288
+
23P2,3
288
+
23P2,4
72
+
23P2,5
288
+
23P3,3
288
+
23P3,4
72
+
23P3,5
288
+
P4,3
288
+
P4,4
72
+
P4,5
288
(5.10)
Q3,1 =
P2,1
36
+
P2,2
9
+
P2,3
36
+
P3,1
9
+
4P3,2
9
+
P3,3
9
+
P4,1
36
+
P4,2
9
+
P4,3
36
(5.11)
Q3,2 =
P2,1
288
+
23P2,2
288
+
23P2,3
288
+
P2,4
288
+
P3,1
72
+
23P3,2
72
+
23P3,3
72
+
P3,4
72
+
P4,1
288
+
23P4,2
288
+
23P4,3
288
+
P4,4
288
(5.12)
Q3,3 =
P2,2
36
+
P2,3
9
+
P2,4
36
+
P3,2
9
+
4P3,3
9
+
P3,4
9
+
P4,2
36
+
P4,3
9
+
P4,4
36
(5.13)
Q3,4 =
P2,2
288
+
23P2,3
288
+
23P2,4
288
+
P2,5
288
+
P3,2
72
+
23P3,3
72
+
23P3,4
72
+
P3,5
72
+
P4,2
288
+
23P4,3
288
+
23P4,4
288
+
P4,5
288
(5.14)
Q3,5 =
P2,3
36
+
P2,4
9
+
P2,5
36
+
P3,3
9
+
4P3,4
9
+
P3,5
9
+
P4,3
36
+
P4,4
9
+
P4,5
36
(5.15)
Q4,1 =
P2,1
288
+
P2,2
72
+
P2,3
288
+
23P3,1
288
+
23P3,2
72
+
23P3,3
288
+
23P4,1
288
+
23P4,2
72
+
23P4,3
288
+
P5,1
288
+
P5,2
72
+
P5,3
288
(5.16)
Q4,2 =
P2,1
2304
+
23P2,2
2304
+
23P2,3
2304
+
P2,4
2304
+
23P3,1
2304
+
529P3,2
2304
+
529P3,3
2304
+
23P3,4
2304
+
23P4,1
2304
+
529P4,2
2304
+
529P4,3
2304
+
23P4,4
2304
+
P5,1
2304
+
23P5,2
2304
+
23P5,3
2304
+
P5,4
2304
(5.17)
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Q4,3 =
P2,2
288
+
P2,3
72
+
P2,4
288
+
23P3,2
288
+
23P3,3
72
+
23P3,4
288
+
23P4,2
288
+
23P4,3
72
+
23P4,4
288
+
P5,2
288
+
P5,3
72
+
P5,4
288
(5.18)
Q4,4 =
P2,2
2304
+
23P2,3
2304
+
23P2,4
2304
+
P2,5
2304
+
23P3,2
2304
+
529P3,3
2304
+
529P3,4
2304
+
23P3,5
2304
+
23P4,2
2304
+
529P4,3
2304
+
529P4,4
2304
+
23P4,5
2304
+
P5,2
2304
+
23P5,3
2304
+
23P5,4
2304
+
P5,5
2304
(5.19)
Q4,5 =
P2,3
288
+
P2,4
72
+
P2,5
288
+
23P3,3
288
+
23P3,4
72
+
23P3,5
288
+
23P4,3
288
+
23P4,4
72
+
23P4,5
288
+
P5,3
288
+
P5,4
72
+
P5,5
288
(5.20)
Q5,1 =
P3,1
36
+
P3,2
9
+
P3,3
36
+
P4,1
9
+
4P4,2
9
+
P4,3
9
+
P5,1
36
+
P5,2
9
+
P5,3
36
(5.21)
Q5,2 =
P3,1
288
+
23P3,2
288
+
23P3,3
288
+
P3,4
288
+
P4,1
72
+
23P4,2
72
+
23P4,3
72
+
P4,4
72
+
P5,1
288
+
23P5,2
288
+
23P5,3
288
+
P5,4
288
(5.22)
Q5,3 =
P3,2
36
+
P3,3
9
+
P3,4
36
+
P4,2
9
+
4P4,3
9
+
P4,4
9
+
P5,2
36
+
P5,3
9
+
P5,4
36
(5.23)
Q5,4 =
P3,2
288
+
23P3,3
288
+
23P3,4
288
+
P3,5
288
+
P4,2
72
+
23P4,3
72
+
23P4,4
72
+
P4,5
72
+
P5,2
288
+
23P5,3
288
+
23P5,4
288
+
P5,5
288
(5.24)
Q5,5 =
P3,3
36
+
P3,4
9
+
P3,5
36
+
P4,3
9
+
4P4,4
9
+
P4,5
9
+
P5,3
36
+
P5,4
9
+
P5,5
36
(5.25)
Estas Ecuaciones permiten formar un sistema lineal con 25 inco´gnitas el cual tiene
solucio´n, permitiendo expresar los puntos de control Pi,j en te´rminos de los puntos Qi,j,
es de intere´s el punto de control P3,3, el cual, se presenta en la Ecuacio´n 5.26.
P3,3 =
Q1,1
36
− 2Q1,2
9
+
5Q1,3
9
− 2Q1,4
9
+
Q1,5
36
− 2Q2,1
9
+
16Q2,2
9
− 40Q2,3
9
+
16Q2,4
9
− 2Q2,5
9
+
5Q3,1
9
− 40Q3,2
9
+
100Q3,3
9
− 40Q3,4
9
+
5Q3,5
9
− 2Q4,1
9
+
16Q4,2
9
− 40Q4,3
9
+
16Q4,4
9
− 2Q4,5
9
+
Q5,1
36
− 2Q5,2
9
+
5Q5,3
9
− 2Q5,4
9
+
Q5,5
36
(5.26)
Esta Ecuacio´n se puede representar gra´ficamente mediante una ma´scara como la
mostrada en la Figura 5.2, la cual, permite visualizar la relacio´n del punto calculado
con su vecindad.
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Figura 5.2: Ma´scara para el ca´lculo del punto de control P3,3.
5.2. Metodolog´ıa
El proceso desarrollado en esta tesis muestra un me´todo iterativo interpolante pa-
ra curvas, que mediante la insercio´n de un punto por cada linea, permite calcular el
pol´ıgono de control empleando expresiones locales simples. Este concepto fue extendido
a superficies, donde se requirio´ de la insercio´n de vertices de arista y vertices de cara,
emulando la insercio´n de puntos en las curvas, formando as´ı una malla cuadrilateral
interpolante sobre la malla original. A partir de esta se emplea la expresio´n encontrada
en la seccio´n anterior para obtener los puntos de la malla de control.
Al obtener la malla de control es posible generar una superficie suave que en cada
iteracio´n se acerque mas a la malla original, mediante una superficie suave que por
definicio´n es C2 excepto posiblemente en los ve´rtices extaordinarios.
Esta secuencia permite estructurar la metodologia para ajustar por interpolacio´n
objetos mediante superficies de subdivisio´n de Catmull-Clark, el Algoritmo 2 presenta
el diagrama de flujo a seguir para obtener objetos representados mediante una superficie
de subdivisio´n.
5.3. Experimentos y Resultados.
En esta seccion se muestran los resultados obtenidos de la aplicacio´n de la meto-
dolog´ıa de ajuste interpolante de superficies aplicada en la etapa de ajuste del proceso
de reconstruccio´n tridimensional de objetos de forma libre, propuesta en esta tesis. El
proceso de ajuste interpolante inicia con la insercio´n de ve´rtices de ar´ısta y ve´rtices de
cara, uno por cada arista y por cada cara de la malla dada, lo cual permite obtener
una nueva malla en la cual cada una de las caras es cuadrilateral. Sobre esta malla
se lleva a cabo el proceso descrito en el metodo de ajuste interpolante de superficies,
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Algoritmo 2 Metodolog´ıa para el ajuste interpolante de superficies.
Entrada: Malla Poligonal, , Nivel de Subdivisio´n
1: Inicio
2: Insertar Ve´rtice de Cara Inicial
3: Insertar Vertice de Arista Inicial
4: mientras Error<  hacer
5: para Cada Arista hacer
6: Actualizar Posicio´n del Ve´rtice de Arista
7: fin para
8: para Cada Cara hacer
9: Actualizar Posicio´n del Ve´rtice de Cara
10: fin para
11: fin mientras
12: Calcular puntos de control
13: Obtener la malla de control
14: Subdividir la Malla de control(Nivel de Subdivisio´n)
15: Fin
adaptando de manera iterativa las posiciones de cada punto insertado, finalmente se
obtiene por cada ve´rtice original su respectivo ve´rtice de control obteniendose final-
mente la malla de control. Las pruebas son realizadas empleando un computador Acer
Aspire 4741-6925 con procesador Intel Core i5-430M de 2.26 GHz, con cache 3 MB L3.
Terjeta gra´fica Intel HD Graphics y 3 GB DDR3 de memoria, corriendo bajo el sistema
operativo Windows 7 Proffesional. Las implementaciones de los me´todos fueron reali-
zadas en Matlab, ademas de implementaciones en Matlab y el software Meshlab para
visualizaciones. Los datos utilizados son obtenidos mediante repositorios de internet y
datos sinte´ticos elaborados en formato PLY.
Una s´ıntesis de los resultados obtenidos sobre objetos de referencia ubicados en
repositorios pu´blicos es presentado en las Figuras 5.3 a 5.10.
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(a) Malla original. (b) Malla de control.
(c) Primer nivel de subdivisio´n. (d) Segundo nivel de subdivisio´n.
Figura 5.3: Proceso de Ajuste en Malla poligonal
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Figura 5.4: Medicio´n del error entre la superficie original y la segunda subdivisio´n de
la malla de control.
(a) Malla original. (b) Malla de control.
(c) Primer nivel de subdivisio´n. (d) Segundo nivel de subdivisio´n.
Figura 5.5: Proceso de Ajuste en Malla poligonal
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Figura 5.6: Medicio´n del error entre la superficie original y la segunda subdivisio´n de
la malla de control.
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(a) Malla original. (b) Malla de control.
(c) Primer nivel de subdivisio´n. (d) Segundo nivel de subdivisio´n.
Figura 5.7: Proceso de Ajuste en Malla poligonal
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Figura 5.8: Medicio´n del error entre la superficie original y la segunda subdivisio´n de
la malla de control.
(a) Malla original. (b) Malla de control.
(c) Primer nivel de subdivisio´n. (d) Segundo nivel de subdivisio´n.
Figura 5.9: Proceso de Ajuste en Malla poligonal
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Figura 5.10: Medicio´n del error entre la superficie original y la segunda subdivisio´n de
la malla de control.
5.4. Conclusiones
En esta seccio´n se propuso una metodolog´ıa para ajustar por interpolacio´n superfi-
cies de subdivisio´n de Catmull-Clark a mallas poligonales arbitrarias, cuyo fundamento
es el Metodo Iterativo Interpolante para Curvas desarrollado en el Capitulo 2. Esta
metodolog´ıa es robusta ya que se puede aplicar sobre mallas poligonales arbitrarias.
Las gra´ficas de error empleando la me´trica de distancia de Haussdorf, muestran que
en general la superficie interpolante se adapta bien a la malla original tras dos niveles
de subdivisio´n, por definicio´n de la subdivisio´n de Catmull-Clark esta superficie es C2
en todas partes, excepto posiblemente en los ve´rtices extraordinarios.
Visualmente se percibe que los detalles finos de los diferentes objetos evaluados se
conservan, y que la calidad en te´rminos de la suavidad de la superficie aumenta.
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Cap´ıtulo 6
Conclusiones y Trabajo Futuro
La metodolog´ıa propuesta en esta tesis para ajustar superficies de subdivisio´n de
Catmull-Clark a mallas pologonales de topolog´ıa arbitraria, posee un amplio dominio
de aplicacio´n, permitiendo ajustar superficies independientemente de la complejidad
topolo´gica de los objetos originales. El desarrollo del me´todo de interpolacio´n de super-
ficies a partir de la formulacio´n de un metodo de interpolacio´n C2 de curvas mediante
Splines representa la robustez en la eficacia de las solucion propuesta para la etapa de
ajuste en el proceso de recosnstruccio´n 3-D que se desarrolla en esta tesis.
Se ha propuesto una metodolog´ıa con un enfoque totalmente diferente a los me´todos
tradicionales para realizar el ajuste interpolante a partir de mallas poligonales arbitra-
rias que representan la superficie de objetos 3-D. En conjunto, los me´todos muestran
una nueva forma de enfrentar la problema´tica del ajuste en el proceso de reconstruccio´n.
El conjunto de me´todos del proceso de interpolacio´n, lo constituyen, los procedi-
mientos de interpolacio´n de curvas, interpolacio´n de superficie y reversio´n del proceso
de subdivisio´n. La metodolog´ıa inicia con una imagen 3-D representada mediante una
malla poligonal de un objeto digitalizado. Sobre esta se lleva a cabo un primer paso
de subdivisio´n empleando los esquemas que se desarrollaron para calcular los ve´rtices
de cara y los ve´rtices de arista, lo cual genera una nueva malla que esta compuesta en
su totalidad por caras cuadrilaterales. Sobre esta nueva malla se emplea el me´todo de
interpolacio´n de curvas C2 en primera instancia calculando pares de puntos sobre cada
arista, y en segunda instancia calculando una cuaterna de puntos por cada cara. Tras
el proceso iterativo cada cara consta de 16 puntos los cuales son usados para obtener
por reversion los puntos de control de la malla.
La caracter´ıstica iterativa del me´todo de insercio´n de puntos sobre la malla tanto
en el primer paso de subdivisio´n como en de ajuste de la superficie a continuidad C2
minimiza el error a la hora de calcular los puntos de la malla de control y permite ob-
tener superficies mas suaves. La caracter´ıstica local de los me´todos permiten un ajuste
eficiente debido a que evita calcular interpolantes que representen globalmente la su-
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perficie, lo que reduce el costo computacional.
6.1. Limitaciones
La metodologia propuesta mostro´ ser mas robusta frente a otros me´todos de tipo
local, al producir una malla de control que proporciona continuidad C2 en la malla
l´ımite excepto posiblemente en los ve´rtices extraordinarios, sin embargo la malla de
control obtenida posee mas ve´rtices que la malla original ya que en la etapa inicial se
lleva a cabo un paso de subdivisio´n.
6.2. Trabajo Futuro
Debido a que en la etapa inicial del proceso de ajuste interpolante de superficies se
lleva a cabo un primer paso de subdivisio´n, la malla de control posee mayor numero de
vertices que la malla original. Se ha mostrado que en curvas es posible caracterizar los
puntos de tal forma que se pueda reducir el numero de puntos de control, con lo cual
queda abierto el camino para buscar la reduccio´n de puntos en la malla de control de
una superficie obtenida mediante la metodolog´ıa propuesta.
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