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In this paper, we consider a model of nonlinear viscoelastic shallow shell that is referred
to as the full Marguerre–von Kármán under the presence of long-time memory. We show
that the energy functional associated with the system decays exponentially to zero as time
goes to inﬁnity.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let Ω be a bounded domain of R2 with a suﬃciently smooth boundary Γ = Γ0 ∪ Γ1. We shall assume that Γ0 ∩ Γ1 = ∅
and Γ0 = ∅, θ ∈ C3(Ω¯,R) such that ∂αθ = 0 along Γ (α = 1,2). The vector ν = (ν1, ν2) is the unit exterior normal and
τ = (−ν2, ν1) represents the tangential direction to Γ . Here, the variables w and u = (u1,u2) represent, respectively, the
vertical and in-plane displacement of a shallow shell occupying the domain Ω . The governing equations are given by
(cf. [3,6])
u′′(t) −DivN(t) = 0 in Ω × (0,∞), (1.1)
w ′′(t) − γ	w ′′(t) + 	2w(t) + 	2
∞∫
0
h′(s)wt(s)ds − div[N(t)∇(θ + w(t))]= 0 in Ω × (0,∞), (1.2)
where the stress resultants N(t) are given by
N(t) := C[ε(u(t))+ f (∇(θ + w(t)))− f (∇θ)]+
∞∫
0
g′(s)C[ε(ut(s))+ f (∇(θ + wt(s)))− f (∇θ)]ds.
We introduce notations wt(s) = w(t − s), ′ = ∂t . g(t) and h(t) are relaxation functions. In (1.1)–(1.2), Div denotes the vector-
valued divergence of a matrix and div stands for scalar divergence of a vector ﬁeld, C is a linear operator deﬁned on M
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C(σ ) = E
d(1− μ2)
[
(μ trσ)I+ (1− μ)σ ]
for any σ ∈ M , where I is the identity matrix and trσ denotes the trace of σ . Moreover, d > 0 is the density of the shell,
E > 0 denotes the Young modulus and μ (0 < μ < 12 ) is the Poisson’s ratio. On the other hand, ε(u) = 12 (∇u + ∇uT ) and
the nonlinear function f :R2 → M is deﬁned as f (s) = 12 s ⊗ s, for all s ∈R2. The positive constant γ is the proportional to
the thickness of the shallow shell. Clearly, N(t) is symmetric.
With (1.1) and (1.2), we associate the boundary conditions on the portion of the boundary Γ0,
u = 0, w = ∂νw = 0 on Γ0 × (0,∞), (1.3)
and the boundary conditions on the remaining portion of the boundary Γ1,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
N(t)ν = 0 on Γ1 × (0,∞),
B1w(t) +B1
∞∫
0
h′(s)wt(s)ds = 0 on Γ1 × (0,∞),
B2w(t) − γ ∂νw ′′(t) +B2
∞∫
0
h′(s)wt(s)ds − N(t)ν · ∇(θ + w(t))= 0 on Γ1 × (0,∞),
(1.4)
where
B1w = 	w + (1− μ)B1w, B2w = ∂ν	w + (1− μ)∂τ B2w
and the boundary operators B1 and B2 are deﬁned by
B1w = 2ν1ν2wxy − ν21wyy − ν22wxx,
B2w =
(
ν21 − ν22
)
wxy + ν1ν2(wyy − wxx).
With (1.1) and (1.2), we also associate the initial conditions
{
u(0+) = u0, u′(0+) = u1, w(0+) = w0, w ′(0+) = w1 in Ω,
u(s) = ϑ(s), w(s) = χ(s), −∞ < s < 0, (1.5)
where
(
ϑ(s),ϑ ′(s)
) ∈ L∞c (−∞,0; H2 × H1), (χ(s),χ ′(s)) ∈ L∞c (−∞,0; H3 × H2),
the symbol L∞c denotes the subspace of L∞ such that there exists a constant T such that the functions vanish as s < −T .
We shall assume that the relaxation functions g(t) and h(t) satisfy
g,h ∈ C3[0,∞), g(t),h(t) > 0, g′(t),h′(t) < 0, g′′(t),h′′(t) 0. (1.6)
Hypotheses (1.6) assure that the viscoelastic energy (deﬁned below) is nonincreasing. g∞ (resp. h∞) := g(∞) (resp. h(∞))
and g′∞ (resp. h′∞) := g′(∞) (resp. h′(∞)) both exist, g∞ (resp. h∞)  0 and g′∞ (resp. h′∞) := g′(∞) (resp. h′(∞)) = 0.
We shall suppose that (cf. [6])
g(∞) > 0, h(∞) > 0; g(0) = h(0) = 1. (1.7)
Assumption (1.7) means that the material behaves like a viscoelastic solid at t = +∞.
Remark 1.1. There are many functions satisfying (1.6) and (1.7).
First the “energy” of the system must be properly deﬁned. The total energy can be expected to consist of two parts. One
part involves the current kinetic and strain energies, and the other will involve the past history of strains. To obtain the
appropriate expression, we ﬁrst rewrite system (1.1), (1.2) and (1.4) in the form
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[
g∞C
(
σ(t)
)+
∞∫
0
g′(s)
[C(σ t(s))− C(σ(t))]ds
]
= 0 in Ω × (0,∞), (1.8)
w ′′(t) − γ	w ′′(t) + h∞	2w(t) + 	2
∞∫
0
h′(s)
[
wt(s) − w(t)]ds
− div
{[
g∞C
(
σ(t)
)+
∞∫
0
g′(s)
[C(σ t(s))− C(σ(t))]ds
]
∇(θ + w(t))
}
= 0 in Ω × (0,∞), (1.9)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
[
g∞C
(
σ(t)
)+
∞∫
0
g′(s)
[C(σ t(s))− C(σ(t))]ds
]
ν = 0 on Γ1 × (0,∞),
h∞B1w(t) +B1
∞∫
0
h′(s)
[
wt(s) − w(t)]ds = 0 on Γ1 × (0,∞),
h∞B2w(t) − γ ∂νw ′′(t) +B2
∞∫
0
h′(s)
[
wt(s) − w(t)]ds = 0 on Γ1 × (0,∞),
(1.10)
where
σ(t) := ε(u(t))+ f (∇(θ + w(t)))− f (∇θ). (1.11)
We adopt the following notations (u, v) := (u, v)L2(Ω) , 〈u, v〉 := (u, v)L2(Γ1) , ‖u‖s,Ω := ‖u‖Hs(Ω) . We denote by |A(t)|2 :=∑
i, j a
2
i j(t),
d
dtA(t) := A′(t) = (a′i j(t)), A(t) · B(t) :=
∑
i, j ai j(t)bij(t), (A(t),B(t)) :=
∑
i, j(aij(t),bij(t)), for any pair of tensors
A(t) = (aij(t)) and B(t) = (bij(t)).
Few words about the literature pertinent to this problem. Systems described by von Kármán type of equations have
been an object of studies for many years. However, the majority of results deal with the static or semistatic models (see
[1,3] and reference therein), where the mathematical analysis is very different. In the dynamic case, the model which has
attracted the most of attention is the so-called modiﬁed von Kármán model with clamped boundary conditions. Problems
related to boundary stabilization of von Kármán equations have attracted considerable attention in recent years. Indeed,
starting with [6] and followed by papers [4,5] uniform decay properties for the energy of the modiﬁed von Kármán system
with boundary dissipation were established. We recall that in the case of the modiﬁed von Kármán system, the in-plane
displacements are not accounted for and the system can be decoupled via the Airy stress function (thus it is reduced to a
scalar equation).
Needless to say that the full von Kármán system is much more complicated (due to the strong coupling between hy-
perbolic equations). In fact, the very ﬁrst analysis of full von Kármán model is presented in [7], where energy decay for
the one-dimensional full von Kármán model was ﬁrst derived. The two-dimensional version of this model has been sub-
sequently treated in [8], where the uniform decay rates were proved for a combination of static/dynamic models with a
nonlinear boundary dissipation of a linear growth at the inﬁnity and of a polynomial growth at the origin. The dynamic von
Kármán system accounting for in-plane accelerations was treated fully in [2,4,9,11,16].
Formal analysis and convergence about linear viscoelastic membrane shells, ﬂexural shell and Koiter shell have been
studied in [12–15]. The decay rates of viscoelastic modiﬁed von Kármán equations were proved in [17].
The paper is organized as follows. In Section 2, we list the main result of our work. We present some material needed
to prove the main result and state a global existence theorem which can be proved following exactly the arguments of [10]
in Section 3. Section 4 contains the statement and the proof of our result.
2. Main result
In this section, c and ci denote some positive constants. The main goal of this paper is to show that the solution decays
exponentially to zero as the time goes to inﬁnity. Our main result are formulated below:
Theorem 2.1. Let (u,w) be the global solution of the system (1.1)–(1.5) with the conditions
g′(t) cg′′′(t), −c1g′(t) g′′(t)−c2g′(t); h′(t) ch′′′(t), −c3h′(t) h′′(t)−c4h′(t),
ch′(t) g′(t). (2.1)
We deﬁne the total energy of the system as
E(t) = Ek(t) + Ep(t), (2.2)
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Ek(t) = 12
{∥∥u′(t)∥∥20,Ω + ∥∥w ′(t)∥∥20,Ω + γ ∥∥∇w ′(t)∥∥20,Ω},
Ep(t) = 1
2
{
g∞
(C(σ(t)), σ (t))−
∞∫
0
g′(s)
(C(σ t(s))− C(σ(t)), σ t(s) − σ(t))ds
}
+ 1
2
{
h∞a(w,w) −
∞∫
0
h′(s)a
(
wt(s) − w(t))ds
}
,
and the functional a(w, v) is the following
a(w; v) =
∫
Ω
{
wxxvxx + wyyv yy + μ(wxxv yy + wyyvxx) + 2(1− μ)wxyvxy
}
dΩ. (2.3)
Then the energy functional decays exponentially to zero as the time goes to inﬁnity.
For simplicity, we denote a(w;w) by a(w).
3. Preliminaries
Our result is based on the following existence theorem.
Theorem 3.1.We assume that g(t) and h(t) satisfy conditions (1.6)–(1.7). For any initial data
(
u0,u1
) ∈ [H2(Ω)]2 × [H1(Ω)]2; (w0,w1) ∈ H3(Ω) × H2(Ω),
subject to the compatibility conditions satisﬁed on the boundary Γ ,
u0 = ∇w0 = ∇w1 = 0, w1 = w0 = 0 on Γ0,
N(0)ν = 0 on Γ1,
B1
(
w0 +
∞∫
0
h′(s)w(−s)ds
)
= 0 on Γ1.
Then for any T > 0, there exists a unique global solution to (1.1)–(1.5) satisfying
(u,u′,u′′) ∈ L∞(0, T ; [H2(Ω)]2 × [H1(Ω)]2 × [L2(Ω)]2);
(w,w ′,w ′′) ∈ L∞(0, T ; H3(Ω) × H2(Ω) × H1(Ω)).
Proof. We can use the method proposed by Lasiecka [10] to show the existence and uniqueness as well as the regularity of
the global solution. 
To prove our main result, we will give some important preliminaries in this section. In the following, ci denote positive
constants, δ denotes a positive constant small enough, Cδ denotes a positive constant depending on δ.
Lemma 3.1. Assume w ∈ W (Ω) = {w ∈ H2(Ω),w = ∂νw = 0 on Γ0}, functional a(w) and tensor σ(t) are deﬁned in (2.3)
and (1.11), respectively. Then
c1
∥∥∇2w∥∥20,Ω  a(w) c2∥∥∇2w∥∥20,Ω , (3.1)
‖∇w‖2L4(Ω)  c3a(w), (3.2)
c4
∣∣σ(t)∣∣2  C(σ(t)) · σ(t) c5∣∣σ(t)∣∣2, (3.3)[C(σ(t))]′ · σ(t) = C(σ(t)) · [σ(t)]′. (3.4)
Proof. Inequality (3.1) follows from the deﬁnition of a(w). By H1(Ω) ↪→ Lq(Ω), q  2, we know ‖∇w(t)‖2
L4(Ω)

c‖w(t)‖2 . Combining with ‖w(t)‖2 ∼ a(w) we obtain (3.2). Let2,Ω 2,Ω
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(
σ11 σ12
σ21 σ22
)
.
Hence
C(σ ) = α
(
σ11 + μσ22 (1− μ)σ12
(1− μ)σ21 σ22 + μσ11
)
and
C(σ ) · σ = α[σ 211 + σ 222 + 2μσ11σ22 + (1− μ)(σ 212 + σ 221)].
Combining with 0 < μ < 12 and noticing α = Ed(1−μ2) > 0, we get (3.3),
[C(σ(t))]′ · σ(t) = α(σ ′11 + μσ ′22 (1− μ)σ ′12
(1− μ)σ ′21 σ ′22 + μσ ′11
)
·
(
σ11 σ12
σ21 σ22
)
= C(σ(t)) · [σ(t)]′.
The proof is completed. 
Lemma 3.2. Let w and v be the functions in H4(Ω) ∩ W . Then, we have∫
Ω
	2wv dΩ = a(w, v) +
∫
Γ1
{
(B2w)v − (B1w)∂ν v
}
dΓ.
Proof. The deﬁnition of a(w, v) gives∫
Ω
	w	v dΩ = a(w, v) +
∫
Ω
{
(1− μ)(wxxv yy + wyyvxx) − 2(1− μ)wxy vxy
}
dΩ.
Using Green’s formula we see∫
Ω
(
	2w
)
v dΩ =
∫
Γ1
(∂ν	w)v dΓ −
∫
Γ1
	w∂ν v dΓ + a(w, v)
+
∫
Ω
{
(1− μ)(wxxv yy + wyyvxx) − 2(1− μ)wxy vxy
}
dΩ. (3.5)
We have∫
Ω
{
(wxxv yy + wyyvxx) − 2wxy vxy
}
dΩ =
∫
Γ1
(wxxv yν2 + wyyvxν1)dΓ −
∫
Ω
(wxxy v y + wxyy vx)dΩ
−
∫
Γ1
(wxy v yν1 + wxyvxν2)dΓ +
∫
Ω
(wxyy v y + wxyy vx)dΩ. (3.6)
Using
∂ν v = vxν1 + v yν2, ∂τ v = −vxν2 + v yν1,
we get
vx = ∂ν vν1 − ∂τ vν1, v y = ∂ν vν2 + ∂τ vν1. (3.7)
Inserting (3.6) and (3.7) into (3.5) and noticing∫
Γ1
f ∂τ v dΓ = −
∫
Γ1
∂τ f v dΓ,
we obtain the conclusion. 
Lemma 3.3. Under the above notations and assumptions (1.6) and (1.7), we have that
d
dt
E(t) = −1
2
∞∫
0
h′′(s)a
(
wt(s) − w(t))ds − 1
2
∞∫
0
g′′(s)
(C(σ t(s))− C(σ(t)), σ t(s) − σ(t))ds 0.
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(
u′′(t),u′(t)
)+ g∞(C(σ ), ε(u′))+
∞∫
0
g′(s)
([C(σ t(s))− C(σ )], ε(u′))ds = 0. (3.8)
Multiplying (1.9) by w ′ and integrating the result over Ω and using the Green’s formula yields
(
w ′′(t),w ′(t)
)+ γ (∇w ′′(t),∇w ′(t))+ h∞a(w(t);w ′(t))+
∫
Γ1
[
w ′(t)
(
h∞B2w(t) − γ ∂νw ′′(t)
)− h∞∂νw ′(t)B1w(t)]dΓ
+
∞∫
0
h′(s)
(
	2wt(s) − 	2w(t),w ′(t))ds + g∞(C(σ(t)),∇(θ + w(t))⊗ ∇w ′(t))
+
∞∫
0
g′(s)
([C(σ t(s))− C(σ(t))],∇(θ + w(t))⊗ ∇w ′(t))ds = 0. (3.9)
Clearly,(
	2wt(s) − 	2w(t),w ′(t))= (	2wt(s) − 	2w(t),w ′(t) − w ′ t(s))+ (	2w ′ t(s) − 	2w(t),w ′ t(s)). (3.10)
By applying Lemma 3.2, the ﬁrst term on the right-hand side of (3.10) equals
−1
2
∂ta
(
wt(s) − w(t))− ∫
Γ1
[(
w ′ t(s) − w ′(t))B2(wt(s) − w(t))− ∂ν(w ′ t(s) − w ′(t))B1(wt(s) − w(t))]dΓ. (3.11)
In the same way, the second term on the right-hand side of (3.10) equals
−1
2
∂sa
(
wt(s) − w(t))+ ∫
Γ1
[
w ′ t(s)B2
(
wt(s) − w(t))− ∂ν(w ′ t(s))B1(wt(s) − w(t))]dΓ. (3.12)
Therefore, from (3.10)–(3.12), we have
(
	2wt(s) − 	2w(t),w ′(t))= −1
2
∂ta
(
wt(s) − w(t))− 1
2
∂sa
(
wt(s) − w(t))
+
∫
Γ1
[
w ′(t)B2
(
wt(s) − w(t))− ∂νw ′(t)B1(wt(s) − w(t))]dΓ. (3.13)
Consequently, we conclude that
∞∫
0
h′(s)
(
	2wt(s) − 	2w(t),w ′(t))ds
= −1
2
∂t
∞∫
0
h′(s)a
(
wt(s) − w(t))ds + 1
2
∞∫
0
h′′(s)a
(
wt(s) − w(t))ds
+
∞∫
0
h′(s)
∫
Γ1
[
w ′(t)B2
(
wt(s) − w(t))− ∂νw ′(t)B1(wt(s) − w(t))]dΓ ds. (3.14)
Summing (3.8) and (3.9), using (3.14) and the boundary conditions (1.10) together with the symmetric of σ(t) yields
1
2
d
dt
[∥∥u′(t)∥∥2 + ∥∥w ′(t)∥∥2 + γ ∥∥∇w ′(t)∥∥2 + g∞(C(σ(t)), σ (t))+ h∞a(w(t))−
∞∫
0
h′(s)a
(
wt(s) − w(t))ds
]
+
∞∫
0
g′(s)
([C(σ t(s))− C(σ(t))], σ ′(t))ds + 1
2
∞∫
0
h′′(s)a
(
wt(s) − w(t))ds = 0. (3.15)
Notice that(C(σ t(s))− C(σ(t)), σ ′(t))= (C(σ t(s))− C(σ(t)), σ ′(t) − σ ′ t(s))+ (C(σ t(s))− C(σ(t)), σ ′ t(s)). (3.16)
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∞∫
0
g′(s)
([C(σ t(s))− C(σ(t))], σ ′(t))ds = −1
2
d
dt
∞∫
0
g′(s)
(C(σ t(s))− C(σ(t)), σ t(s) − σ(t))ds
+ 1
2
∞∫
0
g′′(s)
(C(σ t(s))− C(σ(t)), σ t(s) − σ(t))ds. (3.17)
We insert (3.17) into (3.15) to conclude the proof. 
Lemma 3.4. Under the above notations, we have∫
Ω
∣∣ε(u)∣∣2  c ∫
Ω
C(σ ) · σ dΩ + cE(0)a(w).
Proof. Applying the deﬁnition of a(w) in Lemma 3.1, we conclude that∫
Ω
C(σ ) · σ dΩ  c
∫
Ω
|σ |2 dΩ = c
∫
Ω
∣∣ε(u) + f (∇(θ + w))− f (∇θ)∣∣2 dΩ
 c
2
∫
Ω
∣∣ε(u)∣∣2 dΩ + (c − 2)∫
Ω
∣∣ f (∇(θ + w))− f (∇θ)∣∣2 dΩ,
which gives that∫
Ω
∣∣ε(u)∣∣2 dΩ  c ∫
Ω
C(σ ) · σ dΩ + c
∫
Ω
∣∣ f (∇(θ + w))− f (∇θ)∣∣2 dΩ. (3.18)
Using Lemma 3.3 and the deﬁnition of E(t), we obtain
a(w) cE(0). (3.19)
Combining with Lemma 3.1 and using Hölder inequality, we get∫
Ω
∣∣ f (∇(θ + w))− f (∇θ)∣∣2 dΩ = 1
4
∫
Ω
∣∣∇(θ + w(t))⊗ ∇(θ + w(t))− ∇θ ⊗ ∇θ ∣∣2 dΩ  cE(0)a(w,w). (3.20)
Inserting (3.20) into (3.18) yields the assertion. 
Lemma 3.5. Under the above notations, we assert that
∞∫
0
∣∣g′(s)∣∣ ∫
Ω
∣∣ f (∇(θ + wt(s)))− f (∇(θ + w(t)))∣∣2 dsdΩ  c
∞∫
0
∣∣g′(s)∣∣a(wt(s) − w(t))ds.
Proof. Applying Hölder inequality and Lemma 3.1 and noticing H2(Ω) ↪→ C(Ω¯), we obtain
∫
Ω
∣∣ f (∇(θ + wt(s)))− f (∇(θ + w(t)))∣∣2 dΩ  c(∫
Ω
∣∣∇wt(s) − ∇w(t)∣∣4 dΩ)
1
2
 ca
(
wt(s) − w(t)).
The proof is completed. 
Lemma 3.6. Deﬁne the functional
J1(t) =
(
u′(t),
[
g′(0)u(t) +
∞∫
0
g′′(s)ut(s)ds
])
+ γ
〈
∂νw
′(t),h′(0)w(t) +
∞∫
0
h′′(s)wt(s)ds
〉
+
(
w ′(t) − γ	w ′(t),h′(0)w(t) +
∞∫
h′′(s)wt(s)ds
)
+ 1
2
a
( ∞∫
h′(s)wt(s)ds
)
,0 0
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d
dt
J1(t)
g′(0)
2
∥∥u′(t)∥∥20,Ω + h′(0)2
(∥∥w ′(t)∥∥20,Ω + γ ∥∥∇w ′(t)∥∥20,Ω)+ δ(C(σ(t)), σ (t))
+ Cδ
{ ∞∫
0
∣∣g′(s)∣∣(C(σ t(s))− C(σ (t)),σ t(s) − σ (t))ds +
∞∫
0
∣∣g′(s)∣∣a(wt(s) − w(t))ds
}
+ Cδ
∞∫
0
∣∣h′(s)∣∣a(wt(s) − w(t))ds.
Proof. First, multiplying (1.1) by (
∫∞
0 g
′(s)ut(s)ds)′ = g′(0)u(t)+ ∫∞0 g′′(s)ut(s)ds and integrating the result over Ω , we get
(
u′′(t),
[
g′(0)u(t) +
∞∫
0
g′′(s)ut(s)ds
])
−
(
DivN,
[
g′(0)u(t) +
∞∫
0
g′′(s)ut(s)ds
])
= 0. (3.21)
We see from (3.21) and (3.15) that
d
dt
(
u′(t),
[
g′(0)u(t) +
∞∫
0
g′′(s)ut(s)ds
])
= g′(0)∥∥u′(t)∥∥20,Ω +
(
u′(t),
[
g′′(0)u +
∞∫
0
g′′′(s)ut(s)ds
])
−
(
C(σ(t)), ε
[ ∞∫
0
g′′(s)
[
ut(s) − u(t)]ds
])
+
( ∞∫
0
g′(s)C(σ t(s)), ε
[ ∞∫
0
g′′(s)
[
ut(s)ds − u(t)]ds
])
. (3.22)
In the following, we estimate the terms on the right-hand side of (3.22). Using Hölder inequality and Lemma 3.5 and
noticing (2.1), we conclude that
(
C(σ(t)), ε
[ ∞∫
0
g′′(s)
[
ut(s) − u(t)]ds
])

∥∥C(σ(t))∥∥0,Ω
∥∥∥∥∥
∞∫
0
g′′(s)
[
ε
(
ut(s)
)− ε(u)(t)]ds
∥∥∥∥∥
0,Ω
 Cδ
{ ∞∫
0
∣∣g′(s)∣∣(C(σ t(s))− C(σ (t)),σ t(s) − σ (t))ds +
∞∫
0
∣∣g′(s)∣∣a(wt(s) − w(t))ds
}
+ δ(C(σ(t)), σ (t)). (3.23)
In the same way, we obtain
( ∞∫
0
g′(s)C(σ t(s)), ε
[ ∞∫
0
g′′(s)
[
ut(s)ds − u(t)]ds
])
 Cδ
{ ∞∫
0
∣∣g′(s)∣∣(C(σ t(s))− C(σ (t)),σ t(s) − σ (t))ds +
∞∫
0
∣∣g′(s)∣∣a(wt(s) − w(t))ds
}
+ δ(C(σ(t)), σ (t)). (3.24)
Recalling (2.1), we obtain
(
u′(t),
[
g′′(0)u +
∞∫
g′′′(s)ut(s)ds
])
0
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(
u′(t),
∞∫
0
g′′′(s)
[
ut(s) − u(t)]ds
)
 Cδ
{ ∞∫
0
∣∣g′(s)∣∣(C(σ t(s))− C(σ (t)),σ t(s) − σ (t))ds +
∞∫
0
∣∣g′(s)∣∣a(wt(s) − w(t))ds
}
+ δ(C(σ(t)), σ (t)). (3.25)
Fixing δ small enough, we infer from (3.22)–(3.25) that
d
dt
(
u′(t),
[
g′(0)u(t) +
∞∫
0
g′′(s)ut(s)ds
])
 c
{ ∞∫
0
∣∣g′(s)∣∣(C(σ t(s))− C(σ (t)),σ t(s) − σ (t))ds +
∞∫
0
∣∣g′(s)∣∣a(wt(s) − w(t))ds
}
+ g
′(s)
2
∥∥u′(t)∥∥20,Ω . (3.26)
Second, multiplying (1.2) with (
∫∞
0 h
′(s)wt(s)ds)′ = h′(0)w(t) + ∫∞0 h′′(s)wt(s)ds and integrating the result over Ω , we
have (
w ′′(t) − γ	w ′′(t) + 	2w − h ∗ 	2w − div[N∇(θ + w)],h′(0)w(t) +
∞∫
0
h′′(s)wt(s)ds
)
= 0, (3.27)
which gives
d
dt
(
w ′(t) − γ	w ′(t),h′(0)w(t) +
∞∫
0
h′′(s)wt(s)ds
)
= −
(
	2w,h′(0)w(t) +
∞∫
0
h′′(s)wt(s)ds
)
−
( ∞∫
0
h′(s)	2wt(s)ds,h′(0)w(t) +
∞∫
0
h′′(s)wt(s)ds
)
+
〈
Nν · ∇(θ + w),h′(0)w(t) +
∞∫
0
h′′(s)wt(s)ds
〉
+ h′(0)(∥∥w ′(t)∥∥20,Ω + γ ∥∥∇w ′(t)∥∥20,Ω)
−
(
N∇(θ + w(t)),h′(0)∇w(t) +
∞∫
0
h′′(s)∇wt(s)ds
)
+
(
w ′(t),h′′(0)w +
∞∫
0
h′′′wt(s)ds
)
+ γ
(
∇w ′(t),h′′(0)∇w(t) +
∞∫
0
h′′′∇wt(s)ds
)
− γ
〈
∂νw
′(t),h′(0)w ′(t) + h′(0)w(t) +
∞∫
0
h′′′wt(s)ds
〉
. (3.28)
Clearly
γ
〈
∂νw
′(t),h′(0)w ′(t) + h′(0)w(t) +
∞∫
0
h′′′wt(s)ds
〉
= γ d
dt
〈
∂νw
′(t),h′(0)w(t) +
∞∫
0
h′′wt(s)ds
〉
− γ
〈
∂νw
′′(t),h′(0)w(t) +
∞∫
0
h′′wt(s)ds
〉
. (3.29)
Substitution (3.29) into (3.28) yields
d
dt
(
w ′(t) − γ	w ′(t),h′(0)w(t) +
∞∫
0
h′′(s)wt(s)ds
)
+ γ d
dt
〈
∂νw
′(t),h′(0)w(t) +
∞∫
0
h′′wt(s)ds
〉
= −
(
	2w +
∞∫
0
h′(s)	2wt(s)ds,h′(0)w(t) +
∞∫
0
h′′(s)wt(s)ds
)
−
(
N∇(θ + w(t)),h′(0)∇w(t) +
∞∫
h′′(s)∇wt(s)ds
)
0
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〈
∂νw
′′(t),h′(0)w(t) +
∞∫
0
h′′wt(s)ds
〉
+
(
w ′(t),h′′(0)w +
∞∫
0
h′′′wt(s)ds
)
+ γ
(
∇w ′(t),h′′(0)∇w(t) +
∞∫
0
h′′′∇wt(s)ds
)
. (3.30)
Applying Lemma 3.2 and noticing (1.5), we obtain
−
(
	2w +
∞∫
0
h′(s)	2wt(s)ds,h′(0)w(t) +
∞∫
0
h′′(s)wt(s)ds
)
+ γ
〈
∂νw
′′(t),h′(0)w(t) +
∞∫
0
h′′wt(s)ds
〉
= −1
2
d
dt
a
( ∞∫
0
h′(s)wt(s)ds;
∞∫
0
h′(s)wt(s)ds
)
− a
(
w;
∞∫
0
h′′(s)
[
wt(s) − w(t)]ds
)
. (3.31)
Combining (3.30) with (3.31), we have
d
dt
(
w ′(t) − γ	w ′(t),h′(0)w(t) +
∞∫
0
h′′(s)wt(s)ds
)
+ γ d
dt
〈
∂νw
′(t),h′(0)w(t) +
∞∫
0
h′′wt(s)ds
〉
+ 1
2
d
dt
a
( ∞∫
0
h′(s)wt(s)ds;
∞∫
0
h′(s)wt(s)ds
)
=
(
w ′(t),
∞∫
0
h′′′
[
wt(s) − w(t)]ds
)
+ γ
(
∇w ′(t),
∞∫
0
h′′′∇[wt(s) − w(t)]ds
)
−
(
C(σ(t))∇(θ + w(t)),
∞∫
0
h′′(s)
[∇wt(s) − ∇w(t)]ds
)
−
( ∞∫
0
g′(s)C(σ t(s))ds∇(θ + w(t)),
∞∫
0
h′′(s)
[∇wt(s) − ∇w(t)]ds
)
+ h′(0)(∥∥w ′(t)∥∥20,Ω + γ ∥∥∇w ′(t)∥∥20,Ω)− a
(
w;
∞∫
0
h′′(s)
[
wt(s) − w(t)]ds
)
. (3.32)
Now, we estimate some terms on the right-hand side of (3.32). The deﬁnition of a(w) and Lemma 3.1 imply
a
(
w;
∞∫
0
h′′(s)
[
wt(s) − w(t)]ds
)
 δa(w,w) + Cδ
∞∫
0
∣∣h′(s)∣∣a(wt(s) − w(t))ds, (3.33)
and
(
C(σ(t))∇(θ + w(t)),
∞∫
0
h′′(s)
[∇wt(s) − ∇w(t)]ds
)
 δ
(C(σ(t)), σ (t))+ Cδ
∞∫
0
∣∣h′(s)∣∣a(wt(s) − w(t))ds, (3.34)
and
( ∞∫
0
g′(s)C(σ t(s))ds,
∞∫
0
h′′(s)
[∇wt(s) − ∇w(t)]ds
)
 δ
(C(σ(t)), σ (t))+ Cδ
∞∫ ∣∣g′(s)∣∣(C(σ t(s))− C(σ(t)), σ t(s) − σ(t))ds + Cδ
∞∫ ∣∣h′(s)∣∣a(wt(s) − w(t))ds, (3.35)0 0
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(
w ′(t),
∞∫
0
h′′′
[
wt(s) − w(t)]ds
)
+ γ
(
∇w ′(t),
∞∫
0
h′′′∇[wt(s) − w(t)]ds
)
 γ δ
∥∥∇w ′(t)∥∥20,Ω + δ∥∥w ′(t)∥∥20,Ω + Cδ
∞∫
0
∣∣h′(s)∣∣a(wt(s) − w(t))ds. (3.36)
Fixing δ small enough, combining (3.32)–(3.36), we conclude that
d
dt
(
w ′(t) − γ	w ′(t),h′(0)w(t) +
∞∫
0
h′′(s)wt(s)ds
)
+ γ d
dt
〈
∂νw
′(t),h′(0)w(t) +
∞∫
0
h′′wt(s)ds
〉
+ 1
2
d
dt
a
( ∞∫
0
h′(s)wt(s)ds;
∞∫
0
h′(s)wt(s)ds
)
 h
′(0)
2
(∥∥w ′(t)∥∥20,Ω + γ ∥∥∇w ′(t)∥∥20,Ω)+ δ(C(σ(t)), σ (t))+ Cδ
∞∫
0
∣∣h′(s)∣∣a(wt(s) − w(t))ds
+ Cδ
∞∫
0
∣∣g′(s)∣∣(C(σ t(s))− C(σ(t)), σ t(s) − σ(t))ds. (3.37)
From (3.26) and (3.37), we obtain the conclusion. 
Lemma 3.7. Deﬁne the functional
J2(t) =
∫
Ω
u(t) · u′(t)dΩ + 1
2
∫
Ω
(
w(t)w ′(t) + γ∇w ′(t) · ∇w(t))dΩ,
then
d
dt
J2(t)
∥∥u′(t)∥∥20,Ω + 12
(∥∥w ′(t)∥∥20,Ω + γ ∥∥∇w ′(t)∥∥20,Ω)− 12
(
1− δ +
∞∫
0
h′(s)ds
)
a(w,w)
−
(
1− δ +
∞∫
0
g′(s)ds
)(C(σ(t)), σ (t))+ Cδ
∞∫
0
∣∣g′(s)∣∣(C(σ t(s))− C(σ(t)), σ t(s) − σ(t))ds
+ Cδ
∞∫
0
∣∣h′(s)∣∣a(wt(s) − w(t))ds.
Proof. First, multiplying (1.1) with u and integrating the result over Ω , we have
(
u′′(t),u
)− (divN,u) = 0. (3.38)
Combining with (1.5) gives
d
dt
(
u(t),u′(t)
)= ∥∥u′(t)∥∥20,Ω − (C(σ(t)), ε(u(t)))−
( ∞∫
0
g′(s)C(σ t(s))ds, ε(u(t))
)
. (3.39)
Second, multiplying (1.2) with w and integrating the result over Ω , we obtain
(
w ′′(t) − γ	w ′′(t) + 	2w +
∞∫
h′(s)	2wt(s)ds − div[N∇(θ + w)],w
)
= 0. (3.40)0
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1
2
d
dt
∫
Ω
(
w(t)w ′(t) + γ∇w(t) · ∇w ′(t))
= 1
2
(∥∥w ′(t)∥∥20,Ω + γ ∥∥∇w ′(t)∥∥20,Ω)− 12
(
1+
∞∫
0
h′(s)ds
)
a(w,w) + 1
2
a
(
w,
∞∫
0
h′(s)
(
wt(s) − w(t))ds
)
− 1
2
(C(σ(t)),∇(θ + w(t))⊗ ∇w(t))− 1
2
( ∞∫
0
g′(s)C(σ t(s)),∇(θ + w) ⊗ ∇w
)
. (3.41)
From (3.39) and (3.41) we obtain
d
dt
J2(t) =
∥∥u′(t)∥∥20,Ω + 12
(∥∥w ′(t)∥∥20,Ω + γ ∥∥∇w ′(t)∥∥20,Ω)− 12
(
1+
∞∫
0
h′(s)ds
)
a(w,w)
+ 1
2
a
(
w(t),
∞∫
0
h′(s)
(
wt(s) − w(t))ds
)
− (C(σ(t)), σ (t))−
( ∞∫
0
g′(s)C(σ t(s))ds, σ (t)
)
+ 1
2
(C(σ(t)),∇w(t) ⊗ ∇θ)+ 1
2
( ∞∫
0
g′(s)C(σ t(s))ds,∇w(t) ⊗ ∇θ
)
. (3.42)
In what follows, we estimate the terms on the right-hand side of (3.42),
∣∣∣∣∣12a
(
w(t),
∞∫
0
h′(s)
(
wt(s) − w(t))ds
)∣∣∣∣∣ δa(w(t);w(t))+ Cδ
∞∫
0
∣∣h′(s)∣∣a(wt(s) − w(t))ds, (3.43)
and ∣∣∣∣∣
( ∞∫
0
g′(s)C(σ t(s))ds, σ (t)
)∣∣∣∣∣=
∣∣∣∣∣
( ∞∫
0
g′(s)
[C(σ t(s))− C(σ(t))]ds +
∞∫
0
g′(s)dsC(σ(t)), σ (t)
)∣∣∣∣∣
 δ
(C(σ(t)), σ (t))+ Cδ
∞∫
0
∣∣g′(s)∣∣(C(σ t(s))− C(σ(t)), σ t(s) − σ(t))ds
−
∞∫
0
g′(s)ds
(C(σ(t)), σ (t)), (3.44)
and
1
2
( ∞∫
0
g′(s)C(σ t(s))ds,∇w(t) ⊗ ∇θ
)
= 1
2
( ∞∫
0
g′(s)
[C(σ t(s))− C(σ(t))]ds +
∞∫
0
g′(s)dsC(σ(t)),∇w(t) ⊗ ∇θ
)
= 1
2
∞∫
0
g′(s)ds
(C(σ(t)),∇w(t) ⊗ ∇θ)+ 1
2
( ∞∫
0
g′(s)
[C(σ t(s))− C(σ(t))]ds,∇w(t) ⊗ ∇θ
)
 δ
(C(σ(t)), σ (t))+ c
∞∫
0
∣∣g′(s)∣∣(C(σ t(s))− C(σ(t)), σ t(s) − σ(t))ds. (3.45)
Using (3.42)–(3.45), we get the conclusion. 
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Step 1. From Lemmas 3.6 and 3.7 and δ small enough, we obtain that there exist positive constants R and p such that
d
dt
{
J1(t) + R J2(t)
}
−p
∫
Ω
(∣∣ut ∣∣2 + ∣∣wt ∣∣2 + γ ∣∣∇wt ∣∣2)dΩ − ph∞a(w,w) − pg∞(C(σ(t)), σ (t))
+ c
∞∫
0
∣∣g′(s)∣∣(C(σ t(s))− C(σ(t)), σ t(s) − σ(t))ds + c
∞∫
0
[∣∣h′(s)∣∣+ ∣∣g′(s)∣∣]a(wt(s) − w(t))ds.
(4.1)
Step 2. Fixing a large enough positive constant Q , deﬁning the functional Ψ (t) = Q E(t)+ J1(t)+ R J2(t), we prove Ψ (t) and
Q E(t) are equivalent, that is, M1E(t) Ψ (t) M2E(t) with M1,M2 > 0. Indeed, using the deﬁnition of J1(t) and Green’s
formula, we infer
J1(t) =
(
u′(t),
∞∫
0
g′′(s)
[
ut(s) − u(t)]ds
)
+
(
w ′(t),
∞∫
0
h′′(s)
[
wt(s) − w(t)]ds
)
+
(
γ∇w ′(t),
∞∫
0
h′′(s)
[∇wt(s) − ∇w(t)]ds
)
+ 1
2
a
( ∞∫
0
h′(s)wt(s)ds
)
. (4.2)
Similar to the proof of (3.25), we have
(
u′(t),
∞∫
0
g′′(s)
[
ut(s) − u(t)]ds
)
 δ
∥∥u′(t)∥∥20,Ω + Cδ
( ∞∫
0
∣∣g′(s)∣∣a(wt(s) − w(t))ds
)
+ Cδ
( ∞∫
0
∣∣g′(s)∣∣(C(σ t(s))− C(σ (t)),σ t(s) − σ (t))ds
)
. (4.3)
Applying Korn’s inequality and Lemma 3.1, we conclude that
(
w ′(t),
∞∫
0
h′′(s)
[
wt(s) − w(t)]ds
)
+
(
γ∇w ′(t),
∞∫
0
h′′(s)
[∇wt(s) − ∇w(t)]ds
)
 δ
∥∥w ′(t)∥∥20,Ω + γ δ∥∥∇w ′(t)∥∥20,Ω + Cδ
∞∫
0
∣∣h′(s)∣∣a(wt(s) − w(t))ds. (4.4)
Notice that
1
2
a
( ∞∫
0
h′(s)wt(s)ds
)

∥∥∥∥∥∇2
(
h(0)w(t) +
∞∫
0
h′(s)
[
wt(s) − w(t)]ds
)∥∥∥∥∥
2
0,Ω
 ca(w,w) + c
∞∫
0
∣∣h′(s)∣∣a(wt(s) − w(t))ds. (4.5)
Relations (4.2)–(4.5) imply that
∣∣ J1(t)∣∣ cE(t). (4.6)
Using Lemmas 3.5 and 3.1, we have
∣∣R J2(t)∣∣=
∣∣∣∣R
∫
Ω
u(t) · u′(t)dΩ + R
2
∫
Ω
(
w(t)w ′(t) + γ∇w ′(t) · ∇w(t))dΩ∣∣∣∣ cE(t). (4.7)
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d
dt
Ψ (t)−p
∫
Ω
(|u′|2 dΩ + |w ′|2 + γ ∣∣∇wt ∣∣2)dΩ − ph∞a(w,w) − pg∞
∫
Ω
C(σ ) · σ dΩ
− q
∞∫
0
∣∣g′(s)∣∣(C(σ t(s))− C(σ(t)), σ t(s) − σ(t))ds − q
∞∫
0
∣∣h′(s)∣∣a(wt(s) − w(t))ds (4.8)
with positive constants p and q, which imply that there exists a positive constant c such that
d
dt
Ψ (t)−cΨ (t). (4.9)
Applying the Gronwall’s inequality, we get
Ψ (t) Ψ (0)e−qt . (4.10)
The proof is completed.
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