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Abstract
A new approach to vacuum decay in quantum field theory, based on a simple varia-
tional formulation in field space using a tunneling potential, is ideally suited to study the
effects of gravity on such decays. The method allows to prove in new and simple ways
many results, among others, that gravitational corrections tend to make Minkowski or
Anti de Sitter false vacua more stable semiclassically or that higher barriers increase
vacuum lifetime. The approach also offers a very clean picture of gravitational quench-
ing of vacuum decay and its parametric dependence on the features of a potential and
allows to study the BPS domain-walls between vacua in critical cases. Special attention
is devoted to supersymmetric potentials and to the discussion of near-critical vacuum
decays, for which it is shown how the new method can be usefully applied beyond the
thin-wall approximation.
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1 Introduction
The effect of gravity on the decay of a false vacuum in quantum field theory was first addressed
in the pioneering work of Coleman and De Luccia [1], already 40 years ago. Although most
of the key results were obtained in that work, many refinements and developments have been
added since then. The aim of this paper is to show how an alternative formulation of vacuum
decay offers a new and simple way to study the gravitational impact on those decays. This
method provides a very direct route to the derivation of such effects, as we illustrate by
obtaining some old as well as some new results.
The new approach to the calculation of tunneling actions was introduced in [2, 3] as an
alternative to the usual Euclidean bounce approach [1]. The method formulates the calcula-
tion of the tunneling action describing the decay of a false vacuum at φ+ as an elementary
variational problem in the following terms: find the “tunneling potential” Vt(φ) that interpo-
lates between φ+ and the basin of the true vacuum and minimizes an action functional, an
integral in field space of the appropriate action density, that takes the simple form1:
S[Vt] =
6pi2
κ2
∫ φ0
φ+
dφ
(D + V ′t )
2
V 2t D
, (1.1)
where primes denote field derivatives, and
D2 ≡ V ′t 2 + 6κ(V − Vt)Vt , (1.2)
with κ = 1/m2P (mP is the reduced Planck mass) and φ0 is in the basin of the true vacuum φ−
(by convention we take φ− > φ+). The action thus obtained reproduces the Euclidean bounce
result and the method has various advantages that have been discussed elsewhere [2, 3, 5].
Among other nice properties, it permits a fast and precise numerical determination of the
action; it can be modified in order to study decays by thermal fluctuations; it can be applied
to obtain potentials that permit a fully analytical solution to the tunneling problem; it is very
efficient to study vacuum decay in multi-field potentials as one is searching for a minimum of
the action (rather than a saddle-point, as in the Euclidean approach), etc.
The Euler-Lagrange equation derived from the stationarity of the action (1.1) under vari-
ations of Vt gives the following “equation of motion” (EoM) for Vt:
6(V − Vt) [V ′′t + κ (3V − 2Vt)] + V ′t (4V ′t − 3V ′) = 0 , (1.3)
or, in terms of D,
D′ =
(3V ′ − 4V ′t )
6(V − Vt) D . (1.4)
In the case of the false vacuum being a Minkowski or anti-de Sitter (AdS) vacuum, the cases
of interest for this paper, Vt is monotonic with V
′
t ≤ 0 and boundary conditions
Vt(φ+) = V (φ+) , Vt(φ0) = V (φ0) , (1.5)
1For simplicity, we consider throughout a zero value for the nonminimal coupling ξ of the Higgs to the
Ricci scalar. For the general formalism with nonzero ξ, see [4].
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with φ0 [equal to the central value of the bounce, φB(0), in the Euclidean approach] being an
unknown to be found when minimizing (1.1) and satisfying φ+ > φ0 ≥ φ−. The EoM for Vt
also fixes
V ′t (φ+) = V
′(φ+) = 0 , V ′t (φ0) =
3
4
V ′(φ0) . (1.6)
In this paper we are mainly concerned on the stabilizing effects of gravity on the decays
of Minkowski or AdS false vacua.2 The starting point of our analysis is the tunneling action
S[Vt] in (1.1). Using it, Section 2 proves, in a perturbative expansion in powers of κ, that
gravity tends to make such vacua more stable, increasing the value of the tunneling action.
While this proof is carried out at O(κ), Section 3 extends it to all orders in κ. This general
proof is based in comparing the action density of (1.1) with its κ = 0 limit. Using similar
comparisons, other general results can be obtained. A simple illustration of the method shows
that larger barriers lead to higher tunneling actions, as one would naively expect.
Section 4 addresses gravitational quenching of vacuum decay [1]: how gravitational effects
can stabilize completely (at least semi-classically) a false vacuum. The tunneling approach
gives a very simple description of this effect, which happens when D2 > 0 cannot be achieved.
This simple condition allows to identify the generic features necessary to quench the decay of a
given vacuum. It also shows in a straightforward way how to check whether a false vacuum is
subcritical (finite tunneling action) or supercritical (infinite tunneling action). The boundary
between these types of vacua/potential correspond to critical cases3 for which D ≡ 0. Decay
between critical vacua is not possible but static domain walls separating the vacua can be
formed. The criticality condition also leads immediately to the generic form of potentials
with critical false vacua.
One particular class of potentials that lead generically to critical false vacua are super-
symmetric ones, which are analyzed in Section 5. There the tunneling potential approach is
generalized to multiple complex scalar fields and a simple generic form for Vt is derived, as
well as the expression for the trajectory in field space of the corresponding domain walls. The
stability of supersymmetric vacua hols also when the true vacuum is not supersymmetric. All
this is illustrated by several concrete examples. Then, Section 6 shows how to obtain the
domain wall profiles when using the tunneling potential method.
When a false vacuum is subcritical but close to being critical, the decay is very suppressed
and this near-critical decay can be treated as a small perturbation of the critical one. This
is discussed with some examples in Section 7. Typically one expects such decays to be well
described by the thin-wall approximation but this is not always the case. Section 8 shows
how in such cases one can still devise some approximation based on the smallness of D.
Finally, Section 9 provides a summary and an outlook for future applications, while Ap-
pendix A contains details of the method for the multi-field case with non-canonical fields, both
for real or complex fields (the latter being need for the analysis of supergravity potentials).
2In contrast, dS vacua are always rendered unstable by gravitational corrections.
3For Minkowski false vacua, this boundary corresponds to the so-called great divide [6].
2
2 Stabilization Effect of Gravity to O(κ)
To start analyzing the effect of gravity on the decay of Minkowski or AdS false vacua let
us first consider cases for which gravitational corrections give only a small effect. In those
cases we can expand the tunneling potential, the Euler-Lagrange equation for Vt and the
tunneling action to first order in a perturbative expansion in κ. This is always an expansion
in a dimensionless combination κM2, where M is some typical mass scale characterizing the
potential. Small gravitational effects are expected when κM2  1. Let us write
Vt = Vt0 + κVt1 +O(κ2) , (2.1)
where Vt0 is the tunneling potential with no gravity. The general expansion of the tunneling
action density s(φ) can be recast simply as
s(φ) = s0(φ)
(
1 + 3κ
V 2t0
V ′t02
)
+O(κ2) , (2.2)
up to a total-derivative term, to be discussed below. The zero-th order term in this expansion
is the tunneling action density without gravity [2]
s0(φ) = −54pi2 (V − Vt0)
2
V ′3t0
. (2.3)
As V ′t0 ≤ 0 [2], this action density is positive definite. The zeroth-order Euler-Lagrange
equation for Vt0 derived from the corresponding action integral is [2]
(4V ′t0 − 3V ′)V ′t0 = 6(Vt0 − V )V ′′t0 . (2.4)
The second term in (2.2) gives the O(κ) effects of gravity and is also positive, making
the action density larger. Before concluding that gravity increases the tunneling action, one
should also consider how gravity modifies the integration interval by changing the end-point
φ0. However, an O(κ) change in φ0 modifies the action integral only at higher order as
s(φ0) = 0. So we indeed can conclude that gravity tends to make metastable vacua more
stable. Although this is only a perturbative proof at O(κ), the stabilizing effect of gravity
(for Minkowski or AdS vacua) is more general as is proven in the next section.
We omitted from (2.2) a term that, after using the Euler-Lagrange equation for Vt, is a
total derivative
δs(φ) = 162pi2κ
d
dφ
{
(V − Vt0)2
V ′4t0
[
Vt1 +
(V − Vt0)V 2t0
V ′2t0
]}
, (2.5)
and contributes a boundary term to the integrated tunneling action. However this boundary
term gives a zero contribution to the action integral: at φ0 one has Vt0(φ0) = V (φ0) with non-
zero V ′t0(φ0) so that the boundary term vanishes at φ0. At φ+ = 0 (without loss of generality
3
we can take φ+ = 0) one needs to know how the functions V, Vt0 and Vt1 approach zero. In
order that the integral of the action density (2.3) does not diverge at φ = 0 we should have
lim
φ→0
φ(V − Vt0)2
V ′3t0
= 0 . (2.6)
To prove that the term inside the curly brackets in (2.5) goes to zero for φ→ 0, it is convenient
to rewrite it as[
φ(V − Vt0)2
V ′3t0
](
Vt0
φV ′t0
)
Vt1
Vt0
+
[
φ(V − Vt0)2
V ′3t0
]3/2(
Vt0
φV ′t0
)3/2
V
1/2
t0 , (2.7)
and to note that the terms in square brackets tend to zero by (2.6); those in parentheses go
to a constant; Vt0 → 0; and Vt1/Vt0 should tend to zero or a constant as Vt1 cannot go to zero
more slowly than Vt0. (If it did, gravitational effects would not be small at small φ and the
perturbative expansion would not be applicable there.)
An interesting property of the expansion result (2.2) is that the O(κ) term depends only
on zero-th order quantities.4 This is ultimately due to the fact that we expand the action
around its minimum so that a first order shift in Vt changes the action value only at second
order.
3 Stabilization Effect of Gravity to All Orders in κ
The stabilization effect of gravity is general and holds also when gravitational corrections are
not small [7]. The tunneling potential approach can be used to give a straightforward proof
of this fact. Consider a given path Vt(φ) out of the metastable vacuum φ+ of a given potential
V (φ). The tunneling action densities with and without gravity satisfy
s(Vt) ≡ 6pi
2
κ2
(D + V ′t )
2
DV 2t
≥ s0(Vt) ≡ 54pi2 (V − Vt)
2
−V ′3t
. (3.1)
This inequality can be proven by rewriting it in terms of the variable x ≡ D/(−V ′t ) as
4 ≥ x(x+ 1)2, and noting that 0 ≤ x ≤ 1 (as Vt, V ′t ≤ 0 and D should be real for Vt to be an
allowed decay path in the presence of gravity). To complete the proof, call Vtκ and Vt0 the
tunneling potentials that minimize the actions with and without gravity, respectively. Then
we have
S[Vtκ] ≡
∫ φ0
φ+
s(Vtκ)dφ ≥
∫ φ0
φ+
s0(Vtκ)dφ ≡ S0[Vtκ] ≥ S0[Vt0] , (3.2)
where the first inequality follows from (3.1) and the second from the fact that the tunneling
functional S0[Vt] is minimized by Vt0.
4This fact extends to higher order corrections, which depend only on lower order terms and has been used
with advantage in [4] to study the tunneling action for decay of the Standard Model vacuum.
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Figure 1: Tunneling actions for a given potential with (κ 6= 0) and without gravity (κ = 0)
along a particular path (3.3) in Vt space parametrized by α. For this example, the analytic
potential obtained from Vt0(φ) = φ
2(2φ− 3φ−) in [2] has been used, setting κφ2− = 1.
To illustrate the previous proof, Fig. 1 shows for a given potential the tunneling actions
(with and without gravity, as indicated) along a particular path in Vt space, parametrized by
α, with
Vt(α, φ) ≡ (1− α)Vt0(φ) + αVtκ(φ) , (3.3)
so that the path goes through the Vt configurations that minimize both κ = 0 and κ 6= 0
actions. The corresponding action minima, at α = 0, 1 are marked by black dots. As the
curve for κ 6= 0 is higher than the κ = 0 at every point, the same inequality applies to the
minima.
A different kind of proof of the same fact can be given in the following way. Taking κ as a
variable, show that dS[Vt]/dκ ≥ 0, so that the tunneling action is a monotonically increasing
function of κ. This is also straightforward. One has
dS[Vt]
dκ
=
δS
δVt
dVt
dκ
+ s(φ0)
dφ0
dκ
+
∫ φ0
φ+
∂s(φ)
∂κ
dφ . (3.4)
The first two terms vanish by using the equation of motion for Vt and the boundary conditions
and the remaining piece gives
dS[Vt]
dκ
=
3pi2
κ3
∫ φ0
φ+
(−V ′t )
V 2t
(
(−V ′t )
D
− 1
)3(
1 + 3
D
(−V ′t )
)
dφ ≥ 0 , (3.5)
with the inequality following from V ′t ≤ 0 and 0 ≤ D/(−V ′t ) ≤ 1. The inequality holds order
by order in the perturbative expansion, as shown explicitly at O(κ) by Eq. (2.2).
The line of argument in the first proof above can be used in a similar way to prove other
inequalities, for instance, that higher barriers increase the tunneling action. If V1,2(φ) are two
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Figure 2: Left Plot: Two potentials with the same minima and V2 ≥ V1. Right Plot: gra-
dient contribution to the tunneling action, Ki(r) ≡ 2pi2r3(dφB,i/dr)2/2, where φB,i(r) is the
Euclidean bounce for potential Vi on the left. The action is Si =
1
2
∫∞
0
Ki(r)dr.
potentials with the same minima at φ+ (metastable vacuum) and φ− (deeper vacuum) and
satisfying V2(φ) ≥ V1(φ), then
s2(Vt) ≡ 6pi
2
κ2
(D2 + V
′
t )
2
D2V 2t
≥ s1(Vt) ≡ 6pi
2
κ2
(D1 + V
′
t )
2
D1V 2t
, (3.6)
where D2i = V
′2
t + 6κ(Vi − Vt)Vt and we have D2 ≤ D1 (as Vt ≤ 0 and V2 ≥ V1). Using the
variables xi ≡ Di/(−V ′t ), that satisfy 0 ≤ xi ≤ 1, and x2 ≤ x1, the inequality (3.6) takes the
form x2 + 1/x2 ≥ x1 + 1/x1. This is satisfied for x2 ≤ x1 as f(x) = x+ 1/x is monotonically
decreasing in (0, 1). To complete the proof, call Vtκ,i the tunneling potentials corresponding
to the potentials Vi (i.e. giving the minimum of the respective actions). They are defined
in different intervals (φ+, φ0,i), with φ0,i ≤ φ− being the exit points of the tunneling. The
tunneling potential Vtκ,2 intersects the lower potential V1 at some other field value φ0,21 ≤ φ0,2.
Then we have
S2[Vtκ2] ≡
∫ φ0,2
φ+
s2(Vtκ2)dφ ≥
∫ φ0,21
φ+
s2(Vtκ2)dφ
≥
∫ φ0,21
φ+
s1(Vtκ2)dφ ≥
∫ φ0,1
φ+
s1(Vtκ1)dφ ≡ S1[Vtκ,1] . (3.7)
The first inequality follows from φ0,2 ≥ φ0,21 and the positivity of the action density; the second
from (3.6) and the third from the fact that Vtκ1 minimizes the action for V1. Notice that the
argument does not require the inequality to hold for the action densities, sκ2(Vtκ2) ≥ sκ1(Vtκ1),
which can be violated (both in the tunneling potential and the Euclidean approaches).
As an illustration of this, Figure 2 shows two potentials with minima located at the same
field values but with V2 ≥ V1 (left plot). For each potential, using the Euclidean bounce
approach and Derrick’s theorem [8], one can calculate the corresponding tunneling action
from the positive definite gradient contribution to the action as Si =
1
2
∫∞
0
Ki(r)dr. Here
Ki(r) ≡ 2pi2r3(dφB,i/dr)2/2, where φB,i(r) is the Euclidean bounce for potential Vi. The
right plot of Fig. 2 shows the Ki(r) profiles, which do not satisfy K2(r) ≥ K1(r).
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4 Gravitational Quenching
As known from the seminal paper of Coleman and De Luccia [1] gravitational effects can
completely stabilize metastable vacua leading to an infinite tunneling action that forbids
vacuum decay (gravitational quenching). With the tunneling potential formulation we can
easily estimate when gravity quenches vacuum decay. To have an allowed vacuum decay one
needs to satisfy the condition
D2 = V ′t
2 + 6κ(V − Vt)Vt > 0 , (4.1)
and gravitational quenching of the decay happens when this condition cannot be satisfied no
matter how Vt is chosen [3]. To see the impact of such strong gravitational effects we can
consider making κ larger (in the understanding that what is made larger is the dimensionless
combination κM2, where M is some characteristic mass scale of the potential). For Minkowski
or AdS vacua the second term in (4.1) is negative and it is clear that for large enough κ it
will be impossible to satisfy the condition (4.1) for any Vt and the potential will be stabilized.
This explains in a straightforward way previous results like those in [9,10] that went beyond
the thin-wall original analysis of Coleman and De Luccia [1].
We can estimate roughly when gravitational quenching would happen as follows. The
order of magnitude of the tunneling potential roughly satisfies −Vt ∼ (V+ + V−)/2, where
V± ≡ V (φ±) ; then −V ′t ∼ ∆V/∆φ, where ∆V ≡ V+− V− gives the energy difference between
the two vacua and ∆φ ∼ φ− − φ+ is the field displacement in the tunneling process; finally,
V − Vt ∼ ∆VT = VT − V+, where ∆VT measures the height of the barrier that separates the
vacua. Using these estimates on the quenching condition D2 < 0 we get
∆V√
3(∆V − 2V+)∆VT
<∼
∆φ
mP
, (4.2)
as the rough condition to have gravitational quenching of vacuum decay. This formula encap-
sulates the expected parametric behaviour needed for quenched potentials: large enough ∆φ,
high potential barriers (that make ∆VT large), very shallow true minima (giving small ∆V )
or very deep AdS false minima (making −V+ large). Such behaviour was already discussed
numerically or semi-analytically in [9] (see also [10]) but the tunneling potential approach
allows for a very direct and simple understanding of this quenching effect.
We can go beyond the order of magnitude estimate (4.2) for gravitational quenching and
analyze in quantitative detail how it comes about. We can interpret the condition D2 > 0 to
have vacuum decay as meaning the following: with gravity, for AdS or Minkowski vacua, Vt
has to satisfy a condition stronger than mere monotonicity:
V ′t ≤ −
√
6κ(V − Vt)(−Vt) , (4.3)
to have D real. Notice that this gives back the monotonicity condition [2] in the absence of
gravity (κ→ 0).
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Figure 3: Potential with a Minkowski false vacuum at φ+ = 0 for different strengths of
gravitational effects as measured by κM2. Upper left plot: subcritical case, with κM2 = 0.02;
Upper right plot: critical case with κM2 = 0.1; Lower plot: supercritical case with κM2 =
0.15. In all cases, dashed lines are integral curves of D = 0 with V ′t ≤ 0 and the orange
dashed line is the critical tunneling potential satisfying (4.4) and Vtc(φ+) = 0. In the first
two cases the tunneling potential for vacuum decay is given by the green line.
For a given potential V and a given metastable minimum at φ+ we can obtain what we
will call the critical tunneling potential, Vtc, as the solution to D = 0 with
V ′tc = −
√
6κ(V − Vtc)(−Vtc) , (4.4)
with boundary condition Vtc(φ+) = V (φ+) ≡ V+. It is important to note that, in order to
integrate (4.4) and obtain the critical Vtc, it is sufficient to have the boundary condition at
φ+ (unlike what happens with the tunneling potential for vacuum decay, which requires to
satisfy the proper boundary conditions both at φ+ and φ0). Other solutions of (4.4) with
different boundary values for Vtc(φ+) generate a family of non-intersecting integral curves for
D = 0 that cover the area below Min{V+, V }.
We illustrate this in Fig. 3, which shows, for a given potential shape with different values
of κM2, such family of integral curves by dashed lines, with Vtc singled out as indicated.
According to (4.3), the tunneling potential Vt describing the decay of φ+ can only intersect
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these integral lines from above and must lie below Vtc. For comparison, the κ = 0 case is
trivial: the integral lines are simply horizontal lines and Vtc is the horizontal line φ = φ+. Let
us consider three different cases, depending on the strength of gravitational effects.
Subcritical case. Fig. 3, upper left plot, shows the typical case with weak gravitational
effects: the critical Vtc deviates somewhat from being horizontal but reaches V far from φ−
and leaves ample space for Vt to lie below it, intersect the D = 0 integral lines from above
and reach V at some φ0. In such (subcritical) cases, gravity makes the φ+ vacuum slightly
more stable but does not forbid its decay.
Critical case. Fig. 3, upper right plot, corresponds to the critical case for which Vt ≡ Vtc.
Notice that D = 0 solves the EoM for the tunneling potential (1.4) so, the critical case shown
in the figure corresponds to Vtc satisfying the right boundary condition (1.6) at φ0 = φ−. For
this critical case, the tunneling action is infinite, and gravity forbids the decay of φ+ into φ−.
This critical case for Minkowski vacua corresponds to the so-called “great divide” case of [6]
(approached in that paper from the de Sitter side, with V+ → 0+, see also [11]).
The fact that both vacua are connected by Vtc plays the same role as having degenerate
minima in the absence of gravity: no decay is allowed, although one can have a static do-
main wall separating the two vacua (even though they have different scalar potential vacuum
energies). Such static domain wall is the infinite radius limit of a Coleman-De Luccia (CdL)
bubble and its tension can be computed in closed form as
σ ≡
∫ φ−
φ+
√
2(V − Vt)dφ = −
∫ φ−
φ+
V ′t√−3κVt
dφ = 2
√
−Vt(φ)
3κ
∣∣∣∣∣
φ−
φ+
= 2
√
−V (φ)
3κ
∣∣∣∣∣
φ−
φ+
, (4.5)
where the second step follows from D = 0 (with V ′t ≤ 0).
If we solve the condition D ≡ 0 for V we obtain the result that any potential made critical
by gravity (regarding vacuum decay) must take the generic form
Vc(φ) = Vt − V
′
t
2
6κVt
, (4.6)
for some monotonic function Vt(φ). This reproduces in a straightforward way the old results
of [12, 13]. There is a large class of theories that have such critical vacua: supersymmetric
ones. That particularly important case is discussed in more detail in Section 5.
Supercritical case. Finally, the lower plot of Fig. 3 shows a case of strong gravitational
effects curving down the Vtc line so much that it does not intersect V (for φ > φ+). As Vt must
lie below Vtc, this forbids the existence of a viable Vt with real D: vacuum decay is forbidden
by gravity. It seems tempting to conclude from this that the opposite decay, from φ− towards
φ+ should then be possible, but this is not the case: Vt should decrease monotonically out of
an AdS (or Minkowski) decaying vacuum [3] and that is impossible for V+ > V−.
In summary, the recipe to find out if a given Minkowski or AdS vacuum is allowed to decay
is to solve (4.4) with Vtc(φ+) = V+ and check whether it does intersect V or not. The critical
case Vt = Vtc corresponds to the limiting case of an intersection precisely at the minimum φ−.
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5 Stability of Supersymmetric Vacua
The gravitational stabilization of supersymmetric vacua [14,15] is of particular interest. Ulti-
mately, the reason why supersymmetric vacua do not decay into each other can be related [16]
to general theorems of the positivity of energy [17] (which forbid the existence of the zero-
energy bubbles mediating vacuum decay). Here we analyze this particular case using the
same tunneling potential method of previous sections.
The scalar potential in N = 1 supergravity reads
V (Φi) = eκK
[
DiW DjWg
ij − 3κ|W |2
]
, (5.1)
where K is the Ka¨hler potential (a real function of the complex fields Φi), W is the superpo-
tential (a holomorphic function of the Φi’s), gij is the inverse of the (positive definite) Ka¨hler
metric gij ≡ ∂2K/∂Φi∗∂Φj, DiW ≡ ∂W/∂Φi+κW∂K/∂Φi and an overline indicates complex
conjugation. Supersymmetric vacua satisfy DiW = 0,∀i and can be either Minkowski or AdS,
depending on the value of |W |. In particular, V = 0 is a natural value for a supersymmetric
vacuum.
Consider a potential of the form (5.1) with two supersymmetric minima: a false one at
Φi+, where V+ = −3κeκK+ |W+|2 and a deeper one at Φi−, where V− = −3κeκK−|W−|2, with
V− < V+ (the subindices ± indicate that the function is evaluated at Φ
i = Φi±). We want
to address the possible decay out of Φ+ towards Φ−. The potential (5.1) is a multifield one
but the tunneling potential approach can be easily extended to such cases [5]. To find the
tunneling action for a multifield potential V one has to find the trajectory in field space out
of the metastable vacuum and the tunneling potential along such trajectory so as to minimize
the single-field action (1.1). In that action, field derivatives are taken with respect to a field
φ that canonically parametrizes the trajectory Φi(φ) between the vacua with
gij dΦ
i∗dΦj =
1
2
dφ2 . (5.2)
That is, φ is the arc length along that trajectory and we take Φi(φ+ = 0) = Φ
i
+. Notice that
this single-field reduction works even if the kinetic term in the multifield case is not canonical,
that is, gij(Φ
k) 6= δij. More details about the multifield case, including the particular case of
complex fields as needed in supersymmetry can be found in Appendix A.
It is straightforward to check that the tunneling potential is simply5
Vt = −3κ|W |2eκK , (5.3)
taken along a field direction that satisfies6
dΦi
dφ
=
gijWDjW√
2|W ||DW | , (5.4)
5In terms of the gravitino mass, we would write Vt = −m2pm23/2(Φi,Φi∗).
6For the field trajectories of interest to us (limiting cases of CdL bubbles) W or DW do not vanish at
intermediate points between two vacua and (5.4) is well defined. An example of alternative trajectory with
W = 0 at some intermediate point is discussed later on in this section. The simplest such case is a double-well
potential with two AdS degenerate minima [15].
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Figure 4: For the potential (5.7) withm = 2, κ = 0.2 (in arbitrary mass units) and λ = 3+0.6i,
the left plot gives contours of fixed V , with the minima marked by blue dots and the saddle
point by a red dot. The streamlines correspond to (5.4) and the dashed blue line to the
particular path Φ(φ) joining the two minima. The right plot is the 3D version of the same
and shows V , Vt (covered by its gradient vector field) and the path Φ(φ) projected on Vt.
where |DW |2 ≡ DiWgijDjW . With these choices one indeed has D = 0. Note that
dΦi
dφ
∝ gij ∂Vt
∂Φj∗
, (5.5)
so that the tunneling path follows the gradient of Vt. For the particular trajectory Φ
i(φ) with
end points corresponding to the two SUSY minima, with Vt± = V±, one has D = 0, so that
the decay is forbidden, as in the critical non-supersymmetric cases discussed in the previous
section.
Let us illustrate the previous discussion with a simple example. Take the superpotential
W =
1
2
mΦ2 − 1
3
λΦ3 , (5.6)
with m real and positive and λ complex, and canonical Ka¨hler potential K = |Φ|2. The
potential is
V = eκ|Φ|
2
[
|Φ|2
∣∣∣∣m− λΦ + κ|Φ|2(12m− λ3 Φ
)∣∣∣∣2 − 3κ ∣∣∣∣12mΦ2 − λ3 Φ3
∣∣∣∣2
]
. (5.7)
Writing Φ = (ϕ+ iχ)/
√
2, V is a function of the two real fields ϕ and χ. This potential (5.7)
has a false supersymmetric vacuum at ϕ = χ = 0 with V+ = 0 and generically has at least
another deeper supersymmetric vacuum at ϕ, χ 6= 0, with ϕ being the real root of the cubic
polynomial m−|λ|2x+m|λ|2κx2/4−|λ|4κx3/6, with x ≡ ϕ/(√2Reλ) and χ/ϕ = −Imλ/Reλ.
Figure 4 shows one particular example of potential (5.7) for the indicated choice of param-
eters. The left plot gives contour lines of V (ϕ, χ), with two minima marked by blue dots (the
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one at the origin and a deeper one) and a saddle point (on the top of the barrier that separates
both vacua) in red. The streamlines shown correspond to the vector field (dϕ/dφ, dχ/dφ) as
calculated from (5.4). The particular streamline joining the two minima is shown by the
dashed blue line. The right 3D-plot of Fig. 4 shows the potential and its minima and also
Vt, which is tangent to V at the minima. The vector field corresponds to (dϕ/dφ, dχ/dφ)
projected onto Vt and is clearly aligned with the gradient of Vt. We also show the path along
Vt that joins the minima.
As was discussed in the previous section, minima joined by a path along which D = 0 can
support a static domain wall separating them. In the supersymmetric case, the wall tension
for such BPS domain walls [18] separating supersymmetric vacua can be obtained, plugging
Vt of (5.3) in (4.5), as
σ = 2eκK/2|W |∣∣−
+
, (5.8)
saturating the so-called Bogomol’nyi bound.
From the previous discussion and example, one should not conclude that every false su-
persymmetric vacuum is critical. One of the conditions Vt should satisfy is monotonicity, with
dVt/dφ ≤ 0. However, it is not guaranteed that the supersymmetric expression for Vt given
in (5.3) is monotonically decreasing along (5.4) for all W and K (notice that D ≡ 0 fixes V ′t
only up to an overall sign). Let us examine now a potential (a modification of the KKLT
potential, taken from [19]) that features a false supersymmetric vacuum that is supercritical.
Consider the superpotential (we set κ = 1 in this example for simplicity)
W = W0 + Ae
−aρ +Be−bρ , (5.9)
where ρ = e2ϕ/
√
3 + iα is a volume modulus field, and the Ka¨hler potential K = −3 log(ρ+ ρ¯).
The potential is
V =
1
(ρ+ ρ¯)3
{
1
3
(ρ+ ρ¯)2
∣∣∣∣aAe−aρ + bBe−bρ + 3ρ+ ρ¯ (W0 + Ae−aρ +Be−bρ)
∣∣∣∣2
− 3 ∣∣W0 + Ae−aρ +Be−bρ∣∣2} . (5.10)
With the choice of parameters A = 1.05, B = −2, W0 = −0.125, a = pi/100 and b = pi/50
as in [19], the potential V (ϕ, a) has two AdS supersymmetric minima with ϕ+ = 3.22 and
ϕ− = 3.97 (both with α = 0) with V− < V+ < 0 (and asymptotes to Minkowski for ϕ→∞).
Figure 5 shows this potential for the indicated choice of parameters. The left plot gives
contour lines of V (ϕ, α) with the two AdS minima marked by blue dots (with the false one
on the left) and the intermediate saddle point in red. The streamlines shown correspond
to the vector field (dϕ/dφ, dα/dφ) as dictated by (5.4) and follow the gradient of Vt. Lines
leaving the false vacuum do not reach the true vacuum on the right: the saddle point of V
corresponds to a maximum of Vt and this prevents the flow from false to true vacuum. The
right 3D-plot of Fig. 5 shows the potential and its minima and also Vt, which is tangent to
V at the minima but has a maximum in between. That maximum corresponds to a point
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Figure 5: For the potential (5.10) with A = 1.05, B = −2, W0 = −0.125, a = pi/100 and
b = pi/50, the left plot gives contours of fixed V , with the minima marked by blue dots and
the saddle point by a red dot. The streamlines correspond to (5.4). The right plot is the 3D
version of the same and shows V and Vt. (In both plots, V and Vt are rescaled by 10
8.)
with W = 0. Figure 6 shows V and Vt along the line joining the minima, with α = 0. The
figure also shows explicitly that the AdS false vacuum on the left is indeed supercritical: the
dashed lines give the monotonically decreasing D = 0 curves, with the one corresponding
to the critical Vtc highlighted. Notice also that the (monotonically decreasing) branch of Vt
on the right of the maximum follows one of the (dashed) D = 0 lines, as it should. The
(monotonically increasing) branch on the left of the maximum gives also D = 0 but has the
wrong sign, V ′t ≥ 0. The complete Vt from minimum to minimum corresponds in fact to a
different7 type of domain-wall [15, 19] not directly related to a limiting case of CdL bounce
and is beyond the scope of this paper. (The piece of Vt that runs from the deeper minimum
to φ → ∞ corresponds instead to a BPS domain wall between the AdS minimum and the
Minkowski vacuum at infinity.)
The stability of supersymmetric false vacua extends to the case in which the deeper min-
imum is not supersymmetric. In such vacuum DiW 6= 0 for some i and therefore V− > Vt−:
in the terminology of the previous section this is a supercritical case and gravity quenches
completely the decay. Let us illustrate this possibility with another concrete example. Take
the superpotential
W = mΦ1Φ2 − λ
Λ
(Φ1Φ2)
2 , (5.11)
with m, λ and Λ real and positive, and a canonical Ka¨hler potential K = |Φ1|2 + |Φ2|2. The
7The domain wall tension in this case can also be derived as in (4.5) paying attention to the sign ζ of V ′t .
One gets σ = −2ζ √−V (φ)/(3κ)∣∣∣−
+
= 2(eκK−/2|W−|+ eκK+/2|W+|), larger than the Bogomol’nyi bound.
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Figure 6: Potential of Fig. 5 for fixed α = 0 and corresponding Vt, both rescaled by a factor
108. For the false vacuum the dashed lines give monotonically decreasing lines with D = 0,
with Vtc singled out. The Vt joining the minima corresponds to a supercritical domain wall.
potential is
V = eκ(|Φ1|
2+|Φ2|2)
{
|Φ2|2
∣∣∣∣m− 2λΛ Φ1Φ2 + κ|Φ1|2
(
m− λ
Λ
Φ1Φ2
)∣∣∣∣2 (5.12)
+ |Φ1|2
∣∣∣∣m− 2λΛ Φ1Φ2 + κ|Φ2|2
(
m− λ
Λ
Φ1Φ2
)∣∣∣∣2 − 3κ|Φ1Φ2|2 ∣∣∣∣m− λΛΦ1Φ2
∣∣∣∣2
}
.
Restricting the analysis to the real parts of the complex fields φi =
√
2ReΦi, the potential
V (φ1, φ2) has a false supersymmetric vacuum at φ1 = φ2 = 0 with V+ = 0 and can feature two
deeper supersymmetric vacua with nonzero φ1 and φ2, that transform into each other under
φ1 ↔ φ2, have V− < 0 and are degenerate.
Figure 7 shows this potential for the indicated choice of parameters. The left plot gives
contour lines of V (φ1, φ2), with the three minima marked by blue dots (the one at the origin
and the two degenerate ones) and two saddle points in red. The streamlines shown correspond
to the vector field (dφ1/dφ, dφ2/dφ) as dictated by (5.4). A particular streamline is shown
by the dashed blue line. Its straight part connects the minimum at the origin to the (lower)
saddle point, while the curved part joins that saddle point and the broken minima. The right
3D-plot of Fig. 7 shows the potential and its minima and also Vt, which is tangent to V at
the minimum and the lower saddle point but lies below the broken minima.
To end this section, let us comment on the interpretation of the equations (5.4) as renor-
malization flow equations between extremals of the potential. This interpretation, discussed
in this context in [19], is inspired on the AdS/CFT duality between domain walls and renor-
malization group flows [20]. The flow equations of [19] use as parameter to describe the flow
either the radial coordinate of the domain wall or the warp factor of the metric. The tunneling
potential approach followed in this paper leads in a direct way to flow equations naturally
parametrized by the arc-length of the flow trajectory in field space (5.4) . Associated to this
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Figure 7: For the potential (5.12) with m = 0.2, κ = 0.4, Λ = 10 (in arbitrary mass units)
and λ = 1, the left plot gives contours of fixed V , with the minima marked by blue dots and
the saddle points by red dots. The streamlines correspond to (5.4) and the dashed blue line
to the particular streamline Φ(φ) joining the extremals. The right plot is the 3D version of
the same and shows V , Vt and the path Φ(φ).
flow one can define a c-function that changes monotonically along the flow. Originally, this
function is given by the derivative of the logarithm of the warp factor, but [19] introduced
an alternative c-function, given by eκK |W |2. We see that this corresponds precisely (up to
a proportionality constant) to the monotonic tunneling potential Vt for the supersymmetric
case.
6 Domain Wall Profiles
If one is interested in studying the field profile in real space of a static domain wall between
two minima in a critical case, this can be simply obtained from Vt and the procedure can be
applied to supersymmetric or non-supersymmetric potentials alike. Consider for simplicity a
single real field case ϕ(r), with the two minima at ϕ+ (false vacuum) and ϕ− (deeper vacuum).
Generically one has (allowing for ϕ+ having a non-canonical kinetic term)
1
2
dφ2 = g(ϕ)dϕ2 , (6.1)
where φ is the canonical field. Writing the metric as ds2 = ρ2(r)(−dt2 + dx2 + dy2) + dr2, the
equations satisfied by the field φ(r) and the metric function ρ(r) are simply the large ρ limit
of those for the Coleman-De Luccia bounce
φ¨+
3ρ˙
ρ
φ˙ = V ′ , (6.2)
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ρ˙2 =
κ
3
ρ2
(
1
2
φ˙2 − V
)
, (6.3)
where dots stand for derivatives with respect to r and primes with respect to φ. Instead of
fixing r = 0 at the deepest minimum (like it is done for the CdL bounce) we can fix it at will,
e.g. near the wall. We also choose r to grow out of the false vacuum so that φ˙ > 0. From the
basic relation between tunneling potential and Euclidean methods, Vt = V − φ˙2/2 [2], we get
then
φ˙ =
√
2(V − Vt) , ρ˙
ρ
= −
√
−κVt
3
. (6.4)
It can be checked that, substituting φ˙ and ρ˙/ρ above on Eq. (6.2) and using the chain rule to
get φ¨ = V ′ − V ′t , one gets precisely the relation D = 0.
Once Vt is known, we can integrate (6.4), using dφ/dϕ =
√
2g(ϕ), to get
r(ϕ) =
∫ r
−∞
dr =
∫ ϕ
ϕ+
√
g(ϕ¯)
V (ϕ¯)− Vt(ϕ¯) dϕ¯ , (6.5)
ρ(ϕ) = exp
[
−
∫ ϕ
ϕ+
√
−κg(ϕ¯)Vt(ϕ¯)
3[V (ϕ¯)− Vt(ϕ¯)] dϕ¯
]
, (6.6)
where we have fixed r(φ+) = −∞ and ρ(ϕ+) = 1. These expressions can be inverted numeri-
cally to get ϕ(r) and then ρ(r).
The profile for the Ricci curvature scalar
R = −6
(
ρ˙2
ρ2
+
ρ¨
ρ
)
, (6.7)
can be obtained as well, simply using (6.4) and its derivative to get
R(ϕ) = 6κ
[
V (ϕ)− 1
3
Vt(ϕ)
]
. (6.8)
Let us carry on the above procedure for a particular example. In order to be as clear as
possible we use a simple analytical case, choosing
Vt(φ) = − sin4 φ . (6.9)
Using Eq. (4.6) we obtain the critical potential
V (φ) =
1
3
(
8− 11 sin2 φ) sin2 φ . (6.10)
In V and Vt above all mass scales have been set to 1 (including κ = 1). Figure 8, left plot,
shows Vt and V above. The potential has a Minkowski vacuum at the origin and an AdS
vacuum at φ = pi/2. With such simple potentials it is possible to obtain analytically the
profiles for the domain wall between the two vacua of V . Integrating (6.5), with the origin of
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Figure 8: Left plot: critical V and Vt as given in (6.10) and (6.9). A static domain wall can
exist between the vacua of V . Right plot: different profiles [field (φ), metric function (ρ) and
curvature scalar (R)] associated to the static domain wall.
the r coordinate fixed to be at the center of the wall, with φ(0) = pi/4, and solving for φ, one
gets the domain wall field profile
φ(r) = arctan
(
e4r/
√
3
)
. (6.11)
Integrating (6.6) with the boundary condition ρ(−∞) = 1 and using (6.11) gives the metric
function profile
ρ(r) =
(
1 + e8r/
√
3
)−1/8
. (6.12)
Finally, the Ricci curvature scalar can be obtained directly from (6.7) and (6.11) as
R(r) =
(
1 + tanh
4r√
3
)(
3− 5 tanh 4r√
3
)
. (6.13)
Figure 8, right plot, shows these domain wall profiles φ(r), ρ(r) and R(r) (rescaled by 1/10).
The field φ interpolates between the Minkowksi vacuum, with φ(−∞) = 0, and the AdS
vacuum at φ(∞) = pi/2; the metric function ρ(r) decreases away from the Minkowski vacuum;
and the scalar curvature starts at zero at the Minkowski vacuum, peaks at the wall and then
drops to a negative value R = 4κV− at the AdS vacuum.
7 Near-Critical Vacuum Decay
The tunneling potential approach is quite useful to analyze near-critical vacuum decays,
allowing in particular to easily get controllable analytical examples. In this section we resort
to the thin-wall approximation to study such decays, while in the next we go beyond it.
In the thin-wall limit (see [3, 9, 21–23]) the wall tension of the CdL bubble is
σ '
∫ φ−
φ+
√
2(V − Vt) dφ '
√
2
3κ
√
C − 6κV
∣∣∣−
+
, (7.1)
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where C is a constant, with D2 ' C(V − Vt) [3]. In fact, this latter approximate equality is
the thin-wall condition in the tunneling potential approach. In terms of σ,
C = 6κV+ +
1
8σ2
(4∆V − 3κσ2)2 , (7.2)
where ∆V ≡ V+ − V−. The thin-wall tunneling action reads
Stw =
12pi2
κ2V
(
1−
√
1− 6κV/C
)∣∣∣+
−
. (7.3)
In the critical case, with D → 0, one has C → 0 with σ above reproducing (4.5) and Stw →∞.
Therefore, a subcritical case close to being critical is expected to correspond to small C and
can be analyzed in a small C expansion. In that limit, (7.3) gives
Stw =
12pi2
κ2
√
6κ
C
(
1√−V+ −
1√−V−
)
. (7.4)
Let us then consider a critical potential Vc(φ) modified by a small perturbation  δV (φ)
with  1 that renders the potential Vc +  δV subcritical. This shift will induce changes in
the tunneling potential and the wall tension of the CdL bubble . In an expansion in :
Vt = Vtc +  δVt + 
2δ2Vt +O(3) , σ = σc +  δσ + 2δ2σ +O(3) , (7.5)
where the subindex c refers to the critical values. The expansion of C gives
C = 6
[
κδV+ +
2
l+σc
(
δ∆V± − 3
l−
δσ
)]
 (7.6)
+
18
σ2c
{[
1
3
δ∆V± −
(
1
l+
+
1
l−
)
δσ
]2
− 1
l+l−
[
δσ2 − 16
(
1
l+
− 1
l−
)3
δ2σ
κ3σ2c
]}
2 +O(3) ,
where l± ≡
√
3/(−κV±) are the curvature lengths at the two minima.
For the expansion of the thin-wall action, let us consider separately the cases of Minkowski
or AdS vacua. When the critical potential being perturbed has a false Minkowski vacuum, the
expansion (7.6) simplifies significantly, as 1/l+ = 0. Let us consider some examples. Take the
simple critical potential of (6.10) and modify it by a small perturbation to make it subcritical
V (φ) = Vc(φ) +  δV =
1
3
(
8− 11 sin2 φ) sin2 φ−  sin2(2φ) . (7.7)
With  small and positive, the perturbation has the effect of lowering the height of the barrier
without changing the two minima at 0 and pi/2. It is straightforward to solve for the induced
change in Vt by solving its EoM at first order in  to get
8
Vt = Vtc +  δVt = − sin4 φ− 3
11
 sin2(2φ) +O(2) . (7.8)
8For  < 0 the height of the potential barrier increases and the Minkowski vacuum is made supercritical.
This is reflected in a Vt that is not monotonically decreasing, with Vt ' −(12/11)φ2 at small φ, and therefore
does not describe vacuum decay.
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This leads to
σ =
2√
3
[
1− 6
11
+O(2)
]
, C = −6κV− δσ
2
σ2c
=
2162
121
+O(3) , (7.9)
and finally to the thin-wall action
Stw =
121pi2
62
+O(1/) . (7.10)
The numerical factor in this result obviously depends on the function that enters in δV , which
affects δσ. The same behavior is expected if δV is not zero at φ− so that the AdS minimum
is downlifted.
One case of particular interest is a critical Minkowski vacuum uplifted by a small shift to
a dS one, as discussed in [19]. This is the case if one chooses, for instance,
 δV =  cos2 φ , (7.11)
in the previous example. This perturbation of V shifts V+ from 0 to  leaving V− = V (pi/2)
unchanged. One can calculate analytically the shift δVt induced by (7.11) to first order in ,
but this is not necessary. This case is particularly simple as the shift in V+ modifies C already
at first order in  [the change in C due to the shift in σ is O(2) and therefore subleading] in
a simple way
C = 6κδV+ +O(2) = 6κ+O(2) , (7.12)
where we identify δV+ =  beyond the particular example in (7.11). Then it is straightforward
to get
Stw =
12pi2
κ2
+O(1/√) , (7.13)
in agreement with the result found in [19]9. In this case the result just depends on the shift of
V+ and is independent of the shape of  δV . The same result holds, therefore, if the uplift is
uniform, with δV = . All that matters is that the change in V+ induces a first order change
in C. On the other hand, for  < 0 (Minkowski vacuum downlifted to an AdS one) one
gets a supercritical vacuum instead. For supersymmetric potentials, this simple case leads to
S ∼ m2P/m23/2 [25].
For AdS to AdS decay, perturbations of order  around a critical case generically give
C ∼ O(), see (7.6), and the thin-wall tunneling action Stw ∼ O(1/
√
) depends on the shape
of δV via δσ. We do not provide here any concrete example but the next section illustrates,
using a potential with AdS vacua, how a near critical case is not necessarily well described
by the thin-wall approximation.
9Notice that this action is smaller than the Hawking-Moss action [24] by a factor 2.
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8 Near-Critical Decays Beyond Thin-Wall
Although one would expect that the usual thin-wall approximation discussed in the previous
section should apply to near-critical vacuum decays, we show that this is not necessarily the
case using a particular example. For this we use the analytical potential presented in section 5
of [3]. By a judicious choice of parameters we can obtain a particular potential that involves
only trigonometric functions (instead of the Appell hypergeometric function F1 of the general
potential in [3]). Using the notation of [3] we choose κM2 = 2 (and measure all dimensional
quantities in terms of M = 1). We then have
Vt(φ) = V+ − µ4 sin2 φ , (8.1)
and we take V+ < 0. The critical potential corresponding to this Vt is
Vc(φ) = Vt(φ)− µ
8 sin2(2φ)
12Vt(φ)
. (8.2)
Besides this critical potential, there is a subcritical potential V (φ) for which the Vt above
describes CdL decay. In other words, such that Vt solves the corresponding EoM (1.3). This
subcritical potential has the simple form
V (φ) = Vc(φ)− α(1 + α)µ
12 cos2 φ
3V 2t (φ)
[
(1 + α sec2 φ)−1 + A tan2α φ
] , (8.3)
where α = V+/µ
4 − 1 < 0 and A is a constant that can be written in terms of φ0, the exit
point for the tunneling decay out of the false vacuum at φ+ = 0. The relation is
A = − cot2α φ0
[
1
1 + α sec2 φ0
+
α(1 + α)µ4
Vt(φ0) sin
2 φ0
]
. (8.4)
For φ0 → pi/2 one has A→∞ and V → Vc (critical limit). For other values of φ0 the potential
departs from the critical potential but the tunneling potential solution describing now vacuum
decay with finite action is still given by (8.1), as mentioned above. This makes possible to
examine analytically the behaviour of near-critical decays between the AdS minima of this
potential.
As a concrete example take V+ = −1, µ = 2 and φ0 − pi/2 = −(µ4/2)/(µ4−V+) = −8/17.
This value of φ0 is chosen so that V − Vc ∼ O() and D2 ∼ O(). The tunneling action (1.1)
can be obtained explicitly in an expansion in small  as
S() = − 3pi
3/2
8
√
17
√

[
pi3/2
cos(pi/32)
+
4
1731/32
Γ
(
− 1
32
)
Γ
(
17
32
)
2F1
(
−31
32
, 1;
15
32
;
1
17
)]
− 48
17
pi2 +O(15/34) . (8.5)
A thin-wall approximation in this case is not very precise. One gets σ = σc − O(16/17) and
Ctw = O(16/17), leading to Stw ∼ O(1/8/17), which is not parametrically correct. Figure 9,
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Figure 9: Left plot: Tunneling action S() for the potential (8.4) with V+ = −1, µ = 2, κ = 2,
M = 1 and φ0 = pi/2 − 8/17 (solid line) compared with the analytic approximation of (8.5)
(dashed line) and with the thin-wall approximation with σ computed numerically (dot-dashed
line). Right plot: Euclidean bounce profile for decay of the AdS false vacuum of the previous
potential, with  = 0.01.
left plot, shows the tunneling action S() (solid line) compared with the analytic approxima-
tion of (8.5) (dashed line) and with the thin-wall approximation with σ computed numerically
(dot-dashed line). The bounce field profile for  = 0.01 is shown in the right plot of the same
figure, showing that the profile indeed does not correspond to a thin-wall case. One can also
check that the thin-wall condition D2 ' C(V − Vt) is not satisfied.
This example illustrates that, even in those near-critical cases for which the thin-wall
approximation is not precise enough, alternative approximations based on the smallness of D
can be found.
9 Summary and Outlook
The alternative method to calculate semi-classical tunneling actions based on a variational
principle formulated directly in field space [2,3] is particularly well suited to study the impact
of gravitational corrections on vacuum decay. This paper has demonstrated this in particular
for the stabilizing effect of gravity for false Minkowski or AdS vacua, taking as starting point
the action integral of Eq. (1.1). This compact expression encapsulates a plethora of different
phenomena that follow quite simply and directly from it, reproducing old semi-classical results
and leading to new ones, as the different sections above show.
Using that action it is straightforward to prove that gravity makes (Minkowski or AdS)
false vacua more stable or that higher barriers lead to longer-lived vacua. The need to have
a real D in the action density of Eq. (1.1) plays a central role regarding the phenomenon of
gravitational quenching of vacuum decay. Examining D allows one to directly formulate the
rough order of magnitude conditions a vacuum/potential should satisfy to have quenching,
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see Eq. (4.2). It also allows to determine quantitatively if a vacuum/potential is quenched or
not by solving a simple first-order differential equation, see (4.4). Different vacua/potentials
are classified as supercritical (subcritical) if vacuum decay is (not) quenched. At the frontier
between both types one encounters critical cases, corresponding to D ≡ 0, for which vacuum
decay is quenched with the CdL tunneling bubble degenerating into a BPS domain wall with
tension saturating the Bogomol’nyi bound. The profile of such domain walls can also be
studied starting with the tunneling potential method, see section 6. The general form of such
critical potentials follows directly from the condition D ≡ 0 leading to Eq. (4.6).
One case of particular interest among the critical potentials is that of supersymmetric ones,
treated in Section 5. It is straightforward to find the general form of the tunneling potential
for supergravity potentials, Eq. (5.3), and from it to deduce the stability of supersymmetric
vacua. Based on that, one can proceed to examine the impact of supersymmetry breaking
on such stability in different scenarios. More generally, one can examine near-critical vacuum
decays, that is, subcritical cases that have small D. While the thin-wall approximation is
accurate in many such cases, this is not always the case. In such instances, one can still
derive approximations built as perturbative expansions with small D, see Section 8.
In this paper we have not dealt with the impact of gravity on the stability of AdS maxima.
This is an interesting topic that can also be analyzed with the tunneling potential approach,
but it deserves a separate study all by itself and will be treated elsewhere [26].
In closing, it is worth keeping in mind that Coleman-de Luccia vacuum decays are not the
whole story, especially when dealing with vacua obtained from string theory compactifications,
context in which other decay mechanisms become available. There is in particular a recent
conjecture that non-supersymmetric vacua are not stable in quantum gravity [27]. Originally
this was based on the weak gravity conjecture [28] applied to vacua supported by fluxes but its
validity might be more pervasive [29] (with non-supersymmetric vacua decaying into a bubble
of nothing [30] as generic decay mode). Even if this turns out to be true, it is still useful to
be able to map whether a given non-supersymmetric vacuum is subcritical (and admits the
usual Coleman-de Luccia decay with finite action) or is supercritical (and unstable only via
such alternative decays). On the other hand, it might also be possible to formulate bubble
of nothing decays avoiding the use of Euclidean techniques, as was done for the CdL decays
with the alternative formulation used in this paper.
A Multifield Noncanonical Case
Consider a theory with scalar Lagrangian
L = 1
2
gij(φk)∂
µφi∂µφ
j − V (φk) , (A.1)
where φi are real fields. Assuming the potential features some false vacuum, the generic
equations for the Euclidean bounce φi(r) describing vacuum decay (without gravity) read
φ¨i +
3
r
φ˙i + Γijkφ˙
jφ˙k = gikV,k , (A.2)
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where gij is the inverse of the matrix gij, x,k ≡ dx/dφk, and
Γijk ≡
1
2
gil (gkl,j + gjl,k − gjk,l) . (A.3)
These equations for the bounce can be recast into a “longitudinal” equation (that takes the
form of a single-field bounce equation) and a “transverse” (vectorial) equation, generalizing
the canonical multi-field case discussed in [5]. One introduces the single field φ which is the
arc length along the bounce trajectory in field space and satisfies
dφ2 = gijdφ
idφj . (A.4)
In terms of φ, the bounce equations (A.2) split as
φ¨+
3
r
φ˙ = V ′ , (A.5)
φ˙2Dφφ
i′ = ∇i⊥V . (A.6)
Here primes denote ∂/∂φ and Dφ is the covariant derivative along the bounce trajectory. For
the vector φi′ this is
Dφφ
i′ = φi′′ + Γijkφ
j′φk′ . (A.7)
Finally,
∇i⊥V ≡ gikV,k − V ′φi′ = V,k
(
gik − φi′φk′) , (A.8)
is the projection of ~∇V orthogonal to the bounce trajectory (so that gik φi′∇k⊥V = 0). Adding
gravity is straightforward and one arrives at the same formulas as in the single-field case for
φ and the metric function ρ(r), while the transverse equation is unchanged.
In the formalism of tunneling potentials, the link with the Euclidean formulation is now
Vt = V − 1
2
gijφ˙
iφ˙j = V − 1
2
φ˙2 . (A.9)
The longitudinal equation reads
(4V ′t − 3V ′)V ′t = 6(Vt − V ) [V ′′t + κ(3V − 2Vt)] , (A.10)
as in the single-field case, while the transverse equation is
2(V − Vt)Dφφi′ = ∇i⊥V . (A.11)
The tunneling action S[Vt] is still given by (1.1) with the integral taken along the path
parametrized by φ.
For supersymmetric potentials, as those discussed in Section 5, it is most natural to deal
with complex fields Φi. The equations for the Euclidean bounce in that case read
Φ¨i +
3
r
Φ˙i + ΓijkΦ˙
jΦ˙k = gikV,k , (A.12)
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where gij is the inverse of the Ka¨hler metric gij ≡ ∂2K/∂Φi∗∂Φj, x,k ≡ dx/dΦk∗, and now
Γijk ≡ gilgkl,j . (A.13)
Introducing the arc-length real field φ with
1
2
dφ2 = gijdΦ
i∗dΦj , (A.14)
projecting (A.12) along the bounce trajectory (multiplying by gmiΦ
m∗′) and summing with
its complex conjugate, one gets back the single-field equation (A.5). The transverse equation
is now
2(V − Vt)DφΦi′ = ∇i⊥V , (A.15)
with
DφΦ
i′ ≡ Φi′′ + ΓijkΦj′Φk′ ,
∇i⊥V ≡ gikV,k − V ′Φi′ = V,k
(
gik − Φi′Φk∗′
)
− V,kΦk′Φi′ . (A.16)
For the (forbidden) tunneling between supersymmetric vacua, as discussed in Section 5,
one has
V = eκK
[|DW |2 − 3κ|W |2] ,
Vt = −3κ|W |2eκK , (A.17)
and the tunneling trajectory (or, more precisely, the domain wall profile) satisfies
Φi′ ≡ dΦ
i
dφ
=
gijWDjW√
2|W ||DW | . (A.18)
These Vt and Φ
i′ satisfy the longitudinal and transverse equations discussed above. The
longitudinal one, for transitions between SUSY vacua, reduces to D = 0 (see Section 5) and
this is easy to check. The transverse equation can also be checked using the following results
∇i⊥V = eκK
{
gij
[
κK,j|DW |2 +
(|DW |2)
,j
]
− Φi′
[
κK ′|DW |2 + (|DW |2)′]} , (A.19)
and
dΦi′
dΦk
= −ΓilkΦl′ + κδik
|W |√
2|DW | + Φ
i′W,k
2W
− Φi′ (|DW |
2),k
2|DW |2 , (A.20)
dΦi′
dΦk∗
=
W√
2|W ||DW |
(
gijDjW
)
,k
− Φi′ W
∗
k
2W ∗
− Φi′ (|DW |
2),k
2|DW |2 , (A.21)
from which (using W ′/W = W ∗′/W ∗)
Φi′′ = −ΓijkΦj′Φk′ + Φi′
[
κ|W |√
2|DW | −
(|DW |2)′
2|DW |2
]
+
1
2|DW |2
(
gijDjW
)
,k
gklDlW (A.22)
It is then straightforward, if tedious, to verify that (A.15) holds.
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