We show that any expression of the relational division operator in the relational algebra with union, difference, projection, selection, and equijoins, must produce intermediate results of quadratic size. To prove this result, we show a dichotomy theorem about intermediate sizes of relational algebra expressions (they are either all linear, or at least one is quadratic); we link linear relational algebra expressions to expressions using only semijoins instead of joins; and we link these semijoin algebra expressions to the guarded fragment of first-order logic.
INTRODUCTION
Relational division, first identified by Codd [7] , is the prototypical example of a "set join". Set joins relate database elements on the basis of sets of values, rather than single values as in a standard natural join. Thus, the division R(A, B) ÷ S(C) returns all A's for which the set of B's related to A by R contains the set S. There is also a variant of division, where the set of B's must equal the set S. More generally, one has the set-containment join of R(A, B) and S(C, D), which returns (a, c) | {b | R(a, b)} ⊇ {d | S(c, d)}¯, and again the analogous set-equality join. In principle, any other predicate on sets could as well be used in the place of ⊇ or = [19, 20] . Note that a set join with predicate "intersection nonempty" boils down to an ordinary equijoin! It has long been observed that division is not well handled by classical query processing [13, 14] . Indeed, while set joins are expressible in the relational algebra using combinations of equijoins and difference operators, the resulting expressions tend to be complex and inefficient. In this paper, we will confirm this phenomenon mathematically. Specifically, working in the relational algebra with union, difference, projections, selections, and equijoins (cartesian product being a special case), we prove that any expression for the division operator must produce intermediate results of quadratic Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. size. (The result holds both for containment-and equalitydivision, and then of course also for the more general set joins.)
Our work thus provides a formal justification of work done by various authors on implementing set joins directly as special-purpose operators, or on implementing them by compiling to the more powerful version of the relation algebra that includes grouping, sorting, and aggregation operators [15, 17, 18] . For instance, division (and set-equality join) can be implemented efficiently in time O(n log n) using sorting or counting tricks.
1 Note, however, that for setcontainment join, no algorithm that is better than quadratic is known.
We will actually prove a number of more general results about relational algebra expressions which we believe are interesting on their own, and from which the result about division follows. Specifically, we will show that any expression that never produces intermediate results of quadratic size, will produce only intermediate results of linear size. Moreover, we will characterize the class of queries expressible by these "linear" expressions as the class of queries expressible by the semijoin algebra: this is the variant of the relational algebra where we replace the join operator by the semijoin operator [5, 6] . Consequently, if a query is not expressible in the semijoin algebra, then its complexity in the relational algebra is at least quadratic. Furthermore, we characterize the class of semijoin algebra queries in turn as the queries expressible in the "guarded" fragment of first-order logic [3, 11, 12, 8] . An equivalence relation on structures, called guarded bisimilarity, is known to guarantee indistinguishability in the guarded fragment, and it is this tool that we will use to prove our complexity result.
One obvious problem that we leave open is to allow not just equijoins but theta-joins. Indeed, while we do allow selection comparisons involving not just equalities, but also order, we do not know yet how to cover join conditions involving order. As a matter of fact, our present characterization of linear relational algebra expressions by semijoin expression fails in the presence of order (or even nonequalities) in join conditions. Moreover, practical query processing uses a more powerful relational algebra including grouping, sorting, and aggregation operators. Proving complexity lower bounds in such a rich setting seems very challenging to us.
SEMIJOIN ALGEBRA AND GUARDED FRAGMENT
From the outset, we assume an infinite, totally ordered universe U of basic data values. Throughout the paper, we fix an arbitrary database schema S. A database schema is a finite set of relation names, where each relation name R has an associated arity, denoted by arity(R). A database D over S is an assignment of a finite relation D(R) ⊆ U n to each R ∈ S, where n is the arity of R.
To avoid misunderstanding, we define the relational algebra, as we will use it, formally. Definition 1 (relational algebra, RA). The syntax and semantics of the relational algebra are inductively defined as follows:
1. Each relation name R ∈ S is a relational algebra expression. Its arity comes from S.
If E1, E2
∈ RA have arity n, then also E1 ∪E2 (union), E1 − E2 (difference) belong to RA and are of arity n.
3. If E ∈ RA has arity n and i1, . . . , i k ∈ {1, . . . , n}, then πi 1 ,...,i k (E) (projection) belongs to RA and is of arity k.
4. If E ∈ RA has arity n and i, j ∈ {1, . . . , n}, then σi=j(E) and σi<j(E) (selection) belong to RA and are of arity n.
∈ RA have arities n and m, respectively, and θ is a conjunction of equalities of the form V k s=1 xi s = yj s , then E1 1 θ E2 (join) belongs to RA and is of arity n + m.
The semantics of the union and difference operators are the obvious set operators. The semantics of the projection, the selection and the join operator are as follows: (for relations r, r1 and r2)
Definition 2 (semijoin algebra, SA). The semijoin algebra is the variant of RA obtained by replacing the join operator E1 1 θ E2 by the semijoin operator E1 θ E2. The semantics of the semijoin operator is as follows: (for relations r1 and r2) r1 θ r2 := {ā ∈ r1 | ∃b ∈ r2 : ai s = bj s for s = 1, . . . , k} Example 3. Suppose S is Ullman's well-known example schema {Likes(drinker,beer), Serves(bar,beer), Visits(drinker,bar)}.
Let us call a bar lousy if it only serves beers nobody likes. The query that asks for the drinkers that visit a lousy bar can be expressed in SA as follows:
Note that SA expressions can only output "stored" tuples, defined as follows:
Definition 4 (stored tuple). A tuple is stored in database D if it belongs to some projection πi 1 ,...,ip (D(R)) of one of the relations of D.
Next, we recall the definition of the guarded fragment of first-order logic. When ϕ stands for a formula, we follow the standard convention to write ϕ(x1, . . . , x k ) to denote that every free variable of ϕ is among x1, . . . , x k .
Definition 5 (guarded fragment, GF).
1. Atomic formulas of the form x = y and x < y are in GF.
2. Relation atoms of the form R(x1, . . . , x k ), with R ∈ S of arity k, are in GF.
3. If ϕ and ψ are formulas of GF, then so are ¬ϕ, ϕ ∨ ψ, ϕ ∧ ψ, ϕ → ψ and ϕ ↔ ψ.
If ϕ(x,ȳ)
is a formula of GF, and α(x,ȳ) is a relation atom such that all free variables of ϕ do actually occur in α, then ∃ȳ(α(x,ȳ) ∧ ϕ(x,ȳ)) is a formula of GF.
The semantics of GF is that of first-order logic (or the relational calculus as we call it in database theory), interpreted over the active domain of the database [1] .
Example 6. The query from Example 3 can be expressed by the following GF formula ϕ(x):
∃y`Visits(x, y) ∧ ¬∃z (Serves(y, z) ∧ ∃w Likes(w, z))T he following strong correspondence between SA and GF is proved in the Appendix: Theorem 7. For every SA expression E of arity k, there exists a GF formula ϕE(x1, . . . , x k ) such that for every database A,
Conversely, for every GF formula ϕ(x1, . . . , x k ), there exists an SA expression Eϕ such that for every database A,
This correspondence between SA and GF is very useful because it allows us to apply the notion of "guarded bisimulation", originally developed in the context of GF, to SA. We recall the definition next.
Definition 8 (guarded set). A set is guarded in database
A if it is of the form {a1, . . . , an}, where (a1, . . . , an) ∈ A(R) for some R ∈ S.
Definition 9 (guarded bisimulation, guarded bisimilarity). A guarded bisimulation between two databases A and B is a non-empty set I of finite partial isomorphisms from A to B, such that the following back and forth conditions are satisfied:
2 Forth. For every f : X → Y in I and for every guarded set X , there exists a partial isomorphism g : X → Y in I such that f and g agree on X ∩ X .
Back. For every f : X → Y in I and for every guarded set Y , there exists a partial isomorphism g :
Now let A be a database andā a stored tuple in A, and let B,b be another such pair. We say that A,ā and B,b are guarded bisimilar -denoted by A,ā ∼g B,b-if there exists a guarded bisimulation I between them that containsā →b.
The following is a basic fact about GF [3] :
Proposition 10. The guarded fragment is invariant under guarded bisimulation. Formally, if A,ā ∼g B,b, then for any GF formula ϕ(x) we have:
By Theorem 7 we obtain:
Corollary 11. If A,ā ∼g B,b, then for any SA expression E we have:ā ∈ E(A) ⇔b ∈ E(B).
A DICHOTOMY THEOREM
Before we can state the theorem we need precise definitions of what we mean by "linear" and "quadratic" expressions.
Beware that "linear" is an upper-bound notion, while "quadratic" is a lower-bound notion.
Definition 12. The size of a relation is defined as its cardinality. The size of a database D, denoted by |D|, is the sum of the sizes of its relations.
Using the familiar O and Ω notation, we now define:
3 Definition 13. For any RA expression E, define the function
Then E is called 2 For X, Y ⊆ U, a mapping f : X → Y is a partial isomorphism from A to B if it is bijective, and for each R ∈ S, of arity n, and all x1, . . . , xn ∈ X, we have (x1, . . . , xn) ∈ A(R) ⇔ (f (x1), . . . , f (xn)) ∈ B(R), and moreover, for all x, y ∈ X, we have x < y ⇔ f (x) < f (y). 3 For a function f : N → N, recall that f = O(n) if for some c > 0 and some n0, f (n) cn for all n n0; and f = Ω(n 2 ) if for some c > 0, f (n) cn 2 infinitely often [2] .
• linear if for each subexpression E of E, c(E ) = O(n);
• quadratic if for some subexpression E of E, c(E ) = Ω(n 2 ).
We will prove:
Theorem 14. Every RA expression is either linear or quadratic.
In other words, intermediate complexities such as O(n log n) are not achievable in RA. Anyone who has played long enough with RA expressions will intuitively know that, but we have never seen a proof. Moreover, we also have the following variant:
Theorem 15. Every RA expression that is not quadratic, is equivalently expressible in SA.
Note that the semijoin operator can be expressed in RA in a linear way; for example,
From the above theorems we therefore obtain:
Corollary 16. A query is expressible by a linear RA expression if and only if it is expressible by an SA expression.
We will prove Theorem 14 and 15 simultaneously. Our crucial lemma is Lemma 21. In order to state it, we need two definitions.
Definition 17. Let E be an RA expression of the form E1 1 θ E2. We view θ ≡ V k s=1 xi s = yj s as the set of pairs {(is, js) | s = 1, . . . , k}. For = 1, 2, the sets constrained (E) and their complements unc (E) are now defined as follows:
Example 18. For the expression E = R 1x 3 =y 1 S, where R and S are ternary, we get:
Definition 19. Let D be a database and let E be an RA expression of the form E1 1 θ E2. For anyā ∈ E1(D), we denote the set of elements occurring inā by set(ā). We now define the set of free values ofā as follows:
Example 20. Take again expression E from Example 18. Suppose that relation R contains the tuples r1 = (1, = (3, 3, 3) . Then:
We can now state the following crucial lemma:
Lemma 21. Let E = E1 1 θ E2, where E1 and E2 are SAexpressions. Assume there exists a database D and a tuple
. Then there exists a sequence (Dn) n 1 of databases such that for some constant c > 0 and for all n:
1. |Dn| cn, and
The proof uses the invariance of SA under guarded bisimilarity (Corollary 11), and is given in the Appendix.
Using Lemma 21, we can now prove Theorems 14 and 15. By structural induction, we will prove that any RA expression that is not quadratic, is linear and equivalently expressible in SA.
The base case is clear: R is not quadratic, is linear, and is in SA. For the case of selection, consider an expression of the form σE that is not quadratic (the actual selection condition does not matter here). Then E is not quadratic either, and by induction, E is linear and equivalently expressible in SA as E . We conclude that σE is linear and equivalently expressible in SA as σE . The cases of projection, union and difference are handled similarly.
The only nonstraightforward case is E = E1 1 θ E2. Assume E is not quadratic. Then the conditions of Lemma 21 cannot be satisfied, because otherwise E would be quadratic. 
We can now express Z1 and Z2 in SA, as follows:
Here, ϕ ≡ĵ
andp = 1, . . . , arity(E1), g (1), . . . , g(arity(E2)) where The use of the minimum function is arbitrary here; any function that chooses an element out of a set will do.
The SA expression for Z1 is entirely analogous. Since SA expressions are always linear, it also follows that E is linear, as desired. This concludes our proof.
DIVISION, SET JOIN, AND FRIENDS
By Corollary 16, to prove that a query can only be expressed in the relational algebra by quadratic expressions, it suffices to show that it is not expressible in SA. And to show nonexpressibility in SA, we have Corollary 11 as a tool.
We are thus fully armed now to return to the division operator and set joins from the beginning of this paper, and show:
Proposition 22. Division is expressible in RA only by quadratic expressions. Furthermore, every RA expression that is empty if and only if the set join is empty, must be quadratic.
Note that it would not be very interesting to claim that the set join itself can only be expressed by quadratic expressions, because the output size of the set join is already quadratic.
To prove Proposition 22, we need to show that R ÷ S is not expressible in SA. Thereto, consider the databases A and B shown in Figure 1 . (Here, we take the natural numbers as our universe U.) Then R÷S equals {1, 2} in A, but is empty in B (regardless of whether we use the set containment, or the set equality variant of division). Nevertheless, A, 1 ∼g B, 1, so any SA expression that returns 1 on A will also return 1 on B and therefore cannot express R ÷ S. To see that A, 1 ∼g B, 1, we invite the reader to verify that the following set I is a guarded bisimulation:
To handle the set-join version of Proposition 22, just insert a column into relation S (this will be the first column of the new relation), with always the same value 4. Then the above I is still a guarded bisimulation.
Other queries
Clearly, the applicability of the techniques we have developed in this paper is not restricted to division and set joins! For example, over the beer-drinkers database schema from Example 3, consider the following query Q:
List all drinkers that visit a bar that serves a beer they like.
Any RA expression of this query must be quadratic.
To see this, we show again that Q is not expressible in SA. Thereto, consider the databases A and B shown in Figure 2. (Here, we take the lexicographically ordered strings as our universe U.) In A, Alex visits the Pareto bar, which serves Westmalle, which he likes. But in B no drinker visits a bar that serves a beer he likes. Nevertheless, (A, alex) ∼g (B, alex), so any SA expression that returns alex on A will also return alex on B and therefore cannot express Q. To see that (A, alex) ∼g (B, alex), we invite the reader to verify that the following set I is a guarded bisimulation:
.
DISCUSSION
The attentive reader will note that the beer-drinkers query Q from the previous section is a typical example of a "cyclic" join query, and such joins are already long known not to be computable by semijoins only [5, 6, 4] . But note that the semijoin programs that were considered in the theory of join dependencies can use only semijoins, while SA expressions can also use σ, π, ∪ and −. In this connection, it has already been observed that non-recursive stratified datalog (NRSD) programs, in which every rule must be an acyclic join query, correspond to GF [9, 10] . By the well-known correspondence between acyclic join queries and semijoin programs, these acyclic NRSD programs also correspond to SA. Hence, the correspondence we have shown in Section 2 between SA and GF could also have been derived by combining these previous results. Nevertheless, the equivalence proof we give is direct and elementary.
As already mentioned in the Introduction, an obvious problem left open by us is to allow theta-joins with join conditions involving order or even other predicates. Of course, the conjecture is that division still requires quadratic expressions, even when theta-joins are allowed. Note, however, that Theorem 15 and Corollary 16 no longer literally hold in this context. For example, the RA expression over unary relations R and S:
is linear but not equivalently expressible in SA. With order conditions in semijoins, SA also becomes strictly more powerful than GF.
We point out that in previous work, we have already generalized the notion of guarded bisimilarity to SA with ordersemijoins [16] , but how to apply this to generalize the results of the present paper remains open.
[10] G. Gottlob, E. Grädel, and H. Veith. 
APPENDIX A. SEMIJOIN ALGEBRA AND GUARDED FRAGMENT
From SA to GF Lemma 23. For every SA expression E of arity k, for every database A and for every tupleā = (a1, . . . , a k ) in E(A), there exists R in S, a tuplet in A(R), and a function f : {1, . . . , k} → {1, . . . , arity(R)} such that ai = t f (i) for i = 1, . . . , k.
Proof. By structural induction on expression E.
We now prove that for every SA expression E of arity k, there exists a GF formula ϕE(x1, . . . , x k ) such that for every database A,
The proof is by structural induction on E.
• if E is R, then ϕE(x1, . . . , x k ) := R(x1, . . . , x k ).
• if E is E1 ∪ E2, then ϕE(x1, . . . , x k ) := ϕE 1 (x1, . . . , x k ) ∨ ϕE 2 (x1, . . . , x k ).
• if E is E1 − E2, then ϕE(x1, . . . , x k ) := ϕE 1 (x1, . . . , x k ) ∧ ¬ϕE 2 (x1, . . . , x k ).
• if E is σi=j(E1), then ϕE(x1, . . . , x k ) := ϕE 1 (x1, . . . , x k ) ∧ xi = xj.
• if E is σi<j(E1), then ϕE(x1, . . . , x k ) := ϕE 1 (x1, . . . , x k ) ∧ xi < xj.
• if E is πi 1 ,...,i k (E1) with E1 of arity n, then, by induction, we have a formula ϕE 1 (z1, . . . , zn). By Lemma 23, ϕE 1 (z) is equivalent to the formula obtained by replacing in ψ :=
by zi, i = 1, . . . , n. In this formula, Q is {1, . . . , arity(R)} − f ({1, . . . , n}). Formula ϕE should now only select components i1, . . . , i k out of this formula. To this end, we modify ψ by using Q = {1, . . . , arity(R)} − f ({i1, . . . , i k }) instead of Q, and replacing t f (i l ) by x l , for l = 1, . . . , k. Thus ϕE(x1, . . . , x k ) is obtained.
• if E is E1 θ E2 with θ = V s l=1 xi l = yj l and E2 of arity n, then, by induction, we have formulas ϕE 1 (x1, . . . , x k ) and ϕE 2 (z1, . . . , zn). Using Lemma 23, ϕE(x1, . . . , x k ) is obtained by replacing in formula χ := ϕE 1 (x1, . . . , x k ) ∧ _ R∈S _ f :{1,...,n}→{1,...,arity(R)} ∃(tj)j∈Q`R(t) ∧ ϕE 2 (t f (1) , . . . , t f (n) )é ach t f (j l ) by xi l , l = 1, . . . , s. In this formula, Q is {1, . . . , arity(R)} − f ({j1, . . . , js}). Note that condition θ is enforced by repetition of variables xi l .
From GF to SA
Definition 24. Let A be a database over database schema S. The set of stored tuples in A is defined by the SA expression
..,i k R | 1 i1, . . . , i k arity(R)}.
We now prove that for every GF formula ϕ(x1, . . . , x k ), there exists an SA expression E such that for every database A, {ā stored tuple in A : A |= ϕ(ā)} = E(A).
By structural induction on ϕ, we construct the desired semijoin expression Eϕ.
• if ϕ(x1, . . . , x k ) is R(xi 1 , . . . , xi l ) then Eϕ := G k θ R, where θ is (xi 1 = y1) ∧ (xi 2 = y2) ∧ . . . ∧ (xi l = y l ); • if ϕ(x1, . . . , x k ) is (xi = xj) then Eϕ := σi=j(G k );
• if ϕ(x1, . . . , x k ) is (xi < xj) then Eϕ := σi<j(G k );
• if ϕ(x1, . . . , x k ) is ψ(x1, . . . , x k ) ∨ ξ(x1, . . . , x k ) then Eϕ := E ψ ∪ E ξ ; • if ϕ(x1, . . . , x k ) is ¬ψ(x1, . . . , x k ) then Eϕ := G k − E ψ ; • suppose ϕ(x1, . . . , x k ) is ∃z(α(x,z) ∧ ψ(x,z)). Let xi 1 , . . . , xi r be the different occurrences of variables among x1, . . . , x k in α. Now, Eϕ := G k θ 1 (Eα θ 2 E ψ ) where condition θ1 is (xi 1 = y f (1) )∧(xi 2 = y f (2) )∧. . .∧(xi r = y f (r) ) with f (j) the position of xi j in α. Condition θ2 equates thex-andz-variables in ψ to their occurrences in α.
B. PROOF OF LEMMA 21
Definition 25. Let A be a database over database schema S. The tuple space TA of database A is defined as S {A(R) | R ∈ S}.
From the definition of guarded set, it is clear that for each tupleā ∈ TA, set(ā) is guarded and conversely, for each guarded set X there is a tupleā ∈ TA with set(ā) = X.
