The analysis of high dimensional survival data is challenging, primarily due to the problem of overfitting which occurs when spurious relationships are inferred from data that subsequently fail to exist in test data. Here we propose a novel method of extracting a low dimensional representation of survival data by combining the popular Gaussian Process Latent Variable Model (GPLVM) with a Weibull Proportional Hazards Model (WPHM). The model offers a flexible non-linear probabilistic method of detecting and extracting any intrinsic lower dimensional structure from high dimensional data. In addition we can simultaneously combine information from multiple data sources. We present results from several simulation studies that illustrate a reduction in overfitting and an increase in predictive performance, as well as successful detection of intrinsic dimensionality.
Introduction
High dimensional data are increasingly common in biomedical research. Current experimental techniques can acquire tens of thousands of gene expression measurements or hundreds of thousands of SNP (single nucleotide polymorphism) data. Automated image analysis software can generate hundred or thousands of parameters from biomedical images obtained using various imaging platforms.
The analysis of high dimensional data is a challenging problem and this is also true when survival outcomes are available. One of the main difficulties is overfitting which occurs when a model fits training data very well but fails to generalise to test data. This happens when a model fits to noise and struggles to detect genuine structure in the data. The greater the dimension of the data compared to the number of samples the more difficult it becomes to extract meaningful relationships between the covariates and the outcomes. Applying traditional methods such as a Cox proportional hazards model [1] is problematic as the regression coefficients are not uniquely determined when the number of covariates (d) exceeds the number of samples (N ) [2] .
Strategies for tackling high dimensional data can be divided into two broad classes. Supervised methods take into account the survival outcomes. For example, feature selection aims to select a subset of the covariates that are relevant either by doing a univariate analysis on each covariate and selecting the most significant [2] or performing L 1 or L 2 -penalised regression with a Cox model [3, 4, 5] . Random forests [6] and elastic nets [7] have also been proposed for feature selection with survival data. These approaches are suitable when the goal is to establish associations between covariates and survival outcomes.
An alternative unsupervised approach is dimensionality reduction methods which attempt to represent the information in a high dimensional dataset in a lower dimensional space. The idea is that there will in general be some redundancy between high dimensional covariates and that by eliminating this redundancy we can achieve a more parsimonious representation of the data. This approach is appropriate when the goal is to make predictions for new individuals since overfitting will be diminished by reducing the dimension. One drawback is that the impact a particular covariate has on the survival outcomes may not be easy to interpret. For an excellent overview of survival analysis with high dimensional data see [2] .
One approach to dimensionality reduction are latent variable models which attempt to represent the information contained in a high dimensional dataset in terms of a smaller number of latent variables. In this paper we extend the popular Gaussian process latent variable model [8] (GPLVM) to incorporate survival outcomes. The GPLVM is a flexible probabilistic non-linear dimensionality reduction method. The model assumes that the high dimensional covariates can be written as a function of the latent variables and assumes a Gaussian process (GP) prior over that function. By choosing different kernel functions in the GP prior various types of non-linear mappings can be specified between the low and high dimensional spaces. The latent variables are unknown and must be inferred from the data.
The simplest case consists of a linear mapping from the latent variables to the observed covariates (corresponding to a linear GP kernel). It was shown in [8] that the Maximum A Posteriori (MAP) solution for the latent variables is equivalent to performing Principal Component Analysis (PCA) and retaining the first q principal components (where q is the number of latent variables). We can intuitively regard the GPLVM as a non-linear probabilistic generalisation of PCA.
A drawback with the original GPLVM is it's computational complexity. Sparse GP regression methods were subsequently applied to the GPLVM [9] . Recent advances in variational sparse Gaussian Process (GP) regression [10] have also been successfully applied to the GPLVM [11] . A variational lower bound on the marginal likelihood is constructed which can then be optimised with respect to the variational parameters and model hyperparameters. A detailed overview can be found in [12] . It is also possible to infer what the intrinsic dimensionality of the latent variable space is using this method (that is, how many latent variables are required to explain the observed data).
Another use of the GPLVM has been to combine multiple sources of data by simultaneously expressing several datasets in terms of the same latent variables. The idea is that overlapping structure can be easily captured by shared latent variables. This has been developed in the shared-GPLVM [13, 14] . That work was further extended to allow each dataset to have a separate set of latent variables that would account for information unique to each source [15, 16] .
There have also been extensions of the model to include 'output' information. In the discriminative-GPLVM [17, 18] class labels are incorporated and a low dimensional embedding is extracted that attempts to minimise within-class variance and maximise between-class variance. The supervised-GPLVM [19] includes observed data and continuous output variables.
The main advance in this paper is to incorporate (possibly censored) survival outcomes into the GPLVM by combing the GPLVM with a Weibull proportional hazards model (WPHM). The latent variables now attempt to simultaneously capture structure contained in both the high dimensional covariates and the survival outcomes. By combining both sources of information we hope to infer a low dimensional representation that captures not just the low dimensional structure of the covariates but also the relationship between covariates and outcomes. By connecting the covariates to survival outcomes via the low dimensional latent variable space we are limiting the degrees of freedom the model has and therefore reduce the risk of overfitting.
Recently the GPLVM has been applied to facial expression recognition [18] . Images of a subject's face were taken from two different angles and these images were regarded as two different datasets. Both datasets are expressed in terms of the same latent variables since both images are of the same facial expression, just from different angles. This provides a useful analogy for the model proposed here. We can think of the latent variable space as representing the underlying biological processes we're interested in. Each observed dataset provides a different 'view' onto those processes. In addition, if the survival outcomes are driven by those underlying processes then they provide yet another 'view' and thus it is desirable to represent all of the observed data in terms of a shared lower dimensional structure.
We overcome some technical issues to construct a Laplace approximation of the marginal likelihood. The Laplace approximation is straightforward to apply to complicated likelihoods involving WPHM terms and is used for the purposes of hyperparameter optimisation and model selection. We compare the model likelihood corresponding to different choices of q in order to determine what the optimal dimensional of the latent variable space is. In our model we also allow for multiple datasets via a set of shared latent variables as in [13, 15] . We conduct several numerical simulations to study the effects of overfitting due to high dimensionality and examine the performance of the combined GPLVM-WPHM to detect and extract low dimensional structure.
The rest of this paper is structured as follows. In Section 2 we define define the GPLVM and the WPHM separately before defining the combined GPLVM-WPHM. We provide details of the Laplace approximations, inference of parameters and hyperparameters, and making predictions for new individuals. In Section 3 we present results from simulation studies and finish with some brief discussion in Section 4.
Model definition 2.1 The Gaussian process latent variable model (GPLVM)
We consider S observed datasets Y 1 , . . . , Y S each with N rows which corresponding to individuals, and d 1 , . . . , d S columns respectively which correspond to the covariates. It is assumed that the rows in each dataset correspond to the same individuals. We assume that each individual i can be represented by a low dimensional vector of latent variables x i ∈ R q where q < min s (d s ). In the GPLVM [8] the data likelihood is given by
where {Y s } denotes the set of all observed datasets, X ∈ R N ×q is the matrix of latent variables, {β s } and θ are hyperparameters which are defined below. The kernel matrix is [ (1) is thus a product of d s Gaussian processes for each dataset which map the latent variables to each covariate in Y s . A Gaussian process prior [20] can be regarded as a prior over functions and is completely specified by it's mean function, m(x i ) = mean(x i ) (zero in this case), and the kernel function k(x i , x j ) = cov(x i , x j ). The kernel functions considered in this paper are
In all three kernels the hyperparameter σ controls the variance of the 'outputs' (which in our case are the high dimensional covariates). The hyperparameter l describes a characteristic length scale over which the values of the outputs vary.
Weibull proportional hazards model (WPHM)
For each individual i, in addition to the covariates y 1 i , . . . , y S i we observe an event time t i = min(t i , C i ) wheret i is the underlying time until the primary event and C i is the time until right censoring (which is assumed to be independent of the primary risk). An indicator variable ∆ i = 1 means the primary event occurred first, whereas ∆ i = 0 indicates that individual was right censored. In the WPHM the hazard rate for individual i is
where the base hazard rate is λ 0 (t) = (ν/ρ)(t/ρ) ν−1 . The scale parameter ρ, shape parameter ν and regression coefficients b ∈ R q need to be inferred from the data. Note that in anticipation of combining the WPHM with the GPLVM the hazard rate is a function of the latent variables x i and not the observed data y i . Denoting the survival data as D = {(t 1 , ∆ 1 ), . . . , (t N , δ N )} and the integrated base hazard rate as Λ 0 (t) = (tρ) ν , the data likelihood is
The combined GPLVM-WPHM
We are now interested in a model where the high dimensional covariates and the survival outcomes are both related to the same latent variables. Using Bayes' theorem we can write the posterior density over the unknown parameters:
where
We now make a key assumption of conditional independence between the observed covariates and the survival data given the latent variables:
The first term is given by the the GPLVM likelihood (1) and the second is given by the WPHM likelihood (3). We define the log likelihood by
We choose Gamma prior distributions for the scale and shape parameters:
For the regression parameters we chose b ∼ N (0, σ
) and σ 0 = 2 to be satisfactory in practice (where we expect the event times are measured in years and are O (10)).
Inference of parameters and hyperparamters
The latent variables, X * are determined by numerically solving X * = min X L(X, b, ρ, ν) while holding b, ρ and ν fixed. This is followed by solving (b
where X is fixed to it's previously optimal value. This procedure is then repeated by alternately optimsing with respect to one set of parameters while the others are fixed at their previously optimal values until a stable solution is converged upon. Further details of the implantation are given in Section 2.7. The posterior over hyperparameters is
where the marginal likelihood p({Y s }, D|{β 2 s }, θ) is defined by (6) . The marginal likelihood involves an integral which is generally intractable both analytically and numerically. We construct a Laplace approximation by expanding the log likelihood (8) to second order about the minimum (X * , b * , ρ * , ν * ) which allows us to evaluate the integral. For compactness we write w = (X, b, ρ, ν):
The hessian matrix H contains all of the second order partial derivatives
where for brevity we letb = (b, ρ, ν). The block matrices are defined by
Second order partial derivatives are given in the Appendices. The hyperparameter log likelihood is defined as −N −1 log p({β 2 s }, θ|{Y s }) which in this case gives
Optimal hyperparameters are determined by numerically minimising (14) . Note that each evaluation of L hyp requires computing (X * , b * , ρ * , ν * ). This is computationally expensive although the search can be initialised to the optimal value from the previous step.
Elimination of symmetries due to invariance under unitary transformations
A problem arises during the Laplace approximation due to fact that in the N q-dimensional posterior search space of latent variables there exist directions in which the second order partial derivatives are zero. These directions point along lines where the log likelihood is constant. This occurs due to the invariance of the log likelihood to rotation or reflection of the latent variables. To see this let U be a unitary matrix (corresponding to a rotation or reflection), such that U T U = UU T = I and letx = Ux. Theñ
All of the kernels considered in this paper depend on the covariates solely through expressions of the form (15, 16) and consequently are invariant under unitary transformations. Since the log likelihood depends on the latent variables via the kernel function it too is invariant under unitary transformations.
There are two undesirable consequences of this property. Firstly, the second order partial derivatives of (8) may evaluate to zero and hence H will not be positive definite. Secondly, it means that there is not a unique latent variable representation of a dataset but rather an infinite number corresponding to different rotations and reflections.
A computationally straightforward solution to this problem is to 'pin down' the latent variable representation such that the symmetries are eliminated. Assuming that we are working in the standard basis {e 1 , . . . , e q } we demand that x 1 is 'pinned' to the e 1 -axis which can always be achieved through an appropriate unitary transformation. We then require the second individual to be confined to the e 1 -e 2 plane. This continues for the first q − 1 individuals. In practice we simply populate the (q − 1)(q − 2)/2 elements in the upper right hand triangle of X with zeros and optimise with respect to the remaining latent variables.
To eliminate reflectional symmetries we require x 11 > 0,x 22 > 0, . . . ,x> 0. Reflectional symmetries do not lead to a problem with zero second order partial derivatives since it is not a continuous symmetry but to obtain a unique solution it may be desirable to impose the above non-negativity conditions.
It is important to note that the above solution may fail to guarantee a unique solution if, for example, |x 1 | ≈ 0, since 'pinning' a zero vector to the e 1 -axis will not constrain the remaining latent variables. Furthermore, if x 22 ≈ 0 then reflectional symmetry may not be broken. Although the solution may no longer be unique the problem of zero eigenvalues will still be avoided.
Making predictions for new individuals
When we observe a new individual with covariates y * we wish to firstly infer it's optimal position in the latent variable space, x * , and from there make a prediction of survival outcomes using the WPHM part of the model. For compactness we assume S = 1 here.
To find the optimal location in the latent variable space we use the GP predictive distribution to define p(y * |x * ) and optimise this function with respect to x ⋆ . Using the standard GP predictive distribution we can write p(y
In practice we take the negative log likelihood of p(y * |x * ) and minimise it with respect to x * . This is accomplished with gradient based optimisation. Partial derivatives are given in the Appendices.
Once we have determined x * we use the WPHM part of the model to make survival predictions. We can generate a prediction of the event time, t * , corresponding to x * by numerically computing the mean of the corresponding event time density:
Note that the optimal valuesb are used. We can similarly compute the variance t 2 − t 2 as a measure of the uncertainty associated with our prediction.
Implementation
Gradient based optimisation functions were used in a Matlab implementation. Partial derivatives are given in the Appendices. Initial values were set as b = 0, ρ = 3 and ν = 10. The initial values of X are randomly generated from a Gaussian density with zero mean and covariance matrix equal to the identity matrix. In the case of the linear kernel function (2) it was shown in [8] that the GPLVM log likelihood has a single global minimum which corresponds to performing principal component analysis and retaining the top q principal components. Experience suggests that in the GPLVM-WPHM the log likelihood still has a single minimum although this has not been proved. In the case of a non-linear kernel then there will exist multiple local minima. Several attempts are made to locate the global minimum, each time starting from a different initial search point. 3 Simulation studies
Generation of synthetic data
To examine the behaviour of the model under different conditions we wish to generate simulated data. We do this by first generating latent variables X and from these generating Y and survival data. The high dimensional data can be generated according to equation (1) . Firstly the kernel matrix K is computed (for certain values of the hyperparameters θ and noise level β) and then for each dimension of Y we draw a random vector from a Gaussian process prior (which for fixed N is simply a multivariate Gaussian density). This can be done for an arbitrary dimension d and can be repeated to generate multiple datasets (with possibly different kernel functions).
To generate survival outcomes we pick values for β, ρ, ν manually. Event times are generated using the inverse of the cumulative distribution which is C i (t) = 1 − exp(−Λ 0 (t)e b·xi ). Random numbers z ∈ [0, 1] are generated from a uniform density and an event time corresponding to x i is given by the inverse cumulative distribution:
Finally independent censoring is simulated by randomly selection a subset of the individuals and generating a random number from a uniform distribution defined on the interval [0, τ i ) which is then recorded as the time of censoring.
Retrieval accuracy
It will be helpful to compare the retrieved X * with the 'true' values X. For this purpose we choose the specific latent variables plotted in Figure 1 (a) , which allow quantitative measures of similarity to be defined.
The samples that belong to either of the two circles, for instance, should be equidistant from the origin. Ifr is the mean distance from the origin then we can define the radial error as
where C is the set of points belonging to the circle and |C| is the number of samples belonging to that set. The error for both circles are averaged. Similarly, the angles between each pair of samples belonging to each circle should be equal. In the case of larger circle the angular separation should beθ = 2π/20. If we let ∆θ i denote the angle between x i and the neighbouring point then we can define the mean angular error as
For both of the lines we can attempt a linear fit by writing q 2 = αq 1 . The value of α which minimises the sum of squared errors i (
. We can then define the total sum of squares SS tot = (x i2 −x i2 ) 2 and the sum of squared residuals SS err = (x i2 − αx i1 ) 2 and finally define
Note that 1 − E linear is called the coefficient of determination and is typically denoted by R 2 and takes a value between 0 and 1 where 1 corresponds to a perfect linear fit. These misalignment error measures have two desirable properties. Firstly, all three errors are zero for the 'true' latent variables. Secondly, the error measures are invariant under rescaling of X.
Retrieval accuracy of combined model compared to GPLVM
We want to see if including survival data improves the ability of the model to accurately extract the correct low dimensional structure. To compare the combined GPLVM-WPHM to the GPLVM (which ignores the survival data) we generated fifty datasets from the two dimensional pattern in Figure 1 (a) . A linear kernel was used with β = 0.01 and d = 10. Survival times were generated as described above. In total, 17 of the patients were randomly censored.
For each of the fifty datasets the GPLVM-WPHM was used to generate an optimal latent variable solution X * with q = 2 and the misalignment errors were computed. The GPLVM was also used to generate a q = 2 representation of the high dimensional data and misalignment errors were also computed for these solutions. Averaged over the fifty datasets a decrease was observed in the misalignment errors as shown in Table 1 . We conclude that the inclusion of survival outcomes provides useful information that aids recovery of the true latent structure.
Integration of multiple sources
Above we saw that including survival outcomes increases the accuracy of the retrieved latent variables. Now we investigate whether including multiple datasets simultaneously leads to similar improvement. We generated one dataset with d 1 = 10 and β Table 1 : The average percentage change in error when the GPLVM-WPHM is used instead of the GPLVM. A decrease in the misalignment error is observed due to the additional information provided by the survival data. The benefit becomes more apparent as the observed data become nosier.
and β 2 2 = 1.0 (a linear kernel was used). We compute the misalignment errors after analysing each dataset separately with the GPLVM-WPHM and compare this to the errors obtained after including both datasets in the model. The results are shown in Table 2 and show that it is beneficial to include both data sources together. These results were averaged over 50 repetitions. 
0.0046 0.0052 0.0146 Table 2 : Misalignment errors are decreased when both datasets are combined simultaneously. In both cases a linear kernel was used. The results are averaged over 50 randomly generated datasets.
Prediction accuracy using the latent variables
In this section want to try and see the effect of overfitting due to high dimensionality. We generate datasets Y of different dimensions with N = 200 individuals from a randomly generated matrix X with q = 2. Each dataset is split into a training and test set of equal size. In the high dimensional space we train a WPHM model on the training individuals and then use the trained model to predict the event time for those individuals in the test set. We then compute the mean square error (MSE) between the predicted and reported event times. We then run the GPLVM-WPHM on the same training data and use the trained model to firstly infer x * from y * for each individual in the test set and subsequently predict an event time. Again the MSE is computed and we can compare the MSE in the latent space to that obtained in the observed data space. In Table 3 we can see that the MSE increases as the dimension of the observed data increases.
.2% +14.7% +26.6% +43.4% Table 3 : Percentage change in the mean squared error between predicted event times and the reported event times in the high dimensional space compared the low dimensional space. β = 0.01 β = 0.1 β = 0.5 β = 1.0 +1.2% +2.7% +38.0% +5.67 Table 4 : Percentage change in the mean squared error between predicted event times and the actual event times when computed in the high dimensional space compared to the low dimensional one.
Note that these data were generated with a linear kernel so the increase in MSE is not due to non-linearities induced during the generation of the synthetic data. Also the noise level is relatively low (β 2 = 0.01) so the observed data are only slightly corrupted with noise. We conclude that the increase in MSE is due to high dimension alone (rather than noise or non-linearities).
We also examined the effect that the noise level has (for fixed d). We can see from Table 4 that the MSE in general increases with the noise level. The unusually large value for β = 0.5 is likely due to an 'outlier', that is one particularly bad prediction in the high dimensional space. 
Non-linear dimensionality reduction
In this section we investigate the effects that a non-linear mapping can induce. We used the square exponential kernel to project latent variables with q = 1 into a d = 2 observed data space. Although the the observed data would not be considered 'high' dimensional they neverthless lie on a nonlinear one dimensional manifold. In Figure 2 we compare survival curves in both spaces (obtained after training a GPLVM-WPHM and a WPHM respectively). Individuals were split into equally sized 'high' and 'low' risk groups on the basis of b · x i . A complete loss of structure is observed in the two dimensional space due to the non-linearities whereas after we extract the one dimensional non-linear manifold we see a clear separation of the two groups. This illustrates that the GPLVM-WPHM is useful not only for cases where d > N but also cases where non-linear structures can be extracted that may potentially reveal additional patterns of survival.
Dimensionality detection
Finally, we illustrate the ability of the GPLVM-WPHM to correctly detect any intrinsic low dimensional structure. This is done by training models with different values of q and comparing the marginal likelihood. Shown in Figure 3 (a) is an example of the model correctly determining that q * = 2. Additionally we can compare this to an alternative kernel and we see that the linear kernel (correctly) offers the best description of these data.
In 3 (b) we repeat the same experiment using the GPLVM and we see similar results. In fact the GPLVM has a slightly sharper minimum at q = 2. One possible explanation for this is that the GPLVM-WPHM is overfitting slightly by using the third latent variable to explain some of the survival outcomes (the three regression coefficients were all non-zero). were generated using a linear kernel along with survival times. Both models correctly detect that q * = 2. However the model likelihood ratio between q = 2 and q = 3 using the GPLVM is 1.94 (that is, two latent variables is almost twice as probable as three), compared to a ratio of 1.23 using the WPH-LVM.
Discussion and conclusion
The proposed GPLVM-WPHM offers a novel method of reducing the dimension of survival data. Simulation studies illustrate that including survival data is worthwhile and leads to more accurate retrieval of low dimensional structure. Our results also show that reducing the dimension can lead to a significant improvement in predictive accuracy as the effects of overfitting are diminished.
In addition our model can be used to extract non-linear low dimensional structure that has the potential to provide new insight into survival outcomes. Future work could involve combining the GPLVM with more sophisticated survival analysis models. See [21, 22, 23] for examples of models that allow for flexible non-linear covariate effects in the hazard rate. Another research direction would be to apply some of the sparse GP regression techniques in order to reduce the computational burden.
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A GPLVM partial derivatives
In Section 2.4 we require the first and second order partial derivatives of the log likelihood of (8) for the purposes of gradient based optimisation and the construction of the Laplace approximation. Here we give partial derivatives for the GPLVM part of the log likelihood. The following identities are used [24] :
Define, for the purposes of this Section,
The following is true for any type of kernel function
where from (20, 21)
In what follows we drop the index s for clarity and derive the partial derivatives for the linear, squared exponential and polynomial kernels.
The linear kernel
The linear kernel is defined by (with σ = 1)
First order partial derivatives are
The second order partial derivatives are
and
The squared exponential kernel
The squared exponential kernel function is defined as
Evaluation of (24) takes O(N 2 ) operations to compute. However, for i, j and r distinct
This allows us to compute (24) with O(N ) operations since from (24) we can write
Second order partial derivatives are obtained by differentiating (32) again to obtain
On the first line there will be two terms. Beginning with the first term and using (21) and (30, 31) and we can write
which can be simplified to
From (22) and (30, 31) we can write the second term as
Finally, the term on the second line of (33) is
and 0 otherwise.
The polynomial kernel
The polynomial kernel is defined by
The partial derivatives of K with respect to X are
Insertion into (24) yields
Second order partial derivatives
As in the case of the squared exponential kernel the first line contains two terms. They are
which can be simplified to (with α = 2)
The second term is (with α = 2)
Terms from the second line of (42) are (with α = 2)
when i = p and r = p and zero otherwise.
Implementational details
The sums over k in (35, 36) and (44, 45) and the sums over i in (33, 42) can be eliminated by performing vectorised operations over appropriately defined matrices in matlab. Matrices such as XX T and K −1 SK −1 can be computed outside any loops. Since the Hessian matrix is symmetric it is necessary only to compute N q(N q − 1)/2 partial derivatives.
B Weibull proportional hazards model (WPHM)
In Section 2.4 we require partial derivatives of the log likelihood for the WPHM model. Define
Partial derivatives are
where we have used
Since we require ρ > 0 we write it in the form
whereρ ∈ R and ρ LB ≥ 0 is a lower bound on ρ that can be set manually. This formulation allows the use of unconstrained optimisation functions to be used. However the partial derivatives now become
We also require ν > 0 and the same formulation is used. (log τ i − log ρ)
Second order partial derivatives
Finally we require
Since we have written the parameters ρ and ν in the form (54) the second order partial derivatives are in practice given by 
Prior terms
When we assume the the prior distributions (9) and b ∼ N (0, σ −2 0 I) from Section 2.3 we will need to include some additional terms in the first and second order partial derivatives. These are
Then
Using (47) ∂L ∂x rµ ∂b η = 1 N Λ 0 (τ r )x rη b µ e b·xr + δ µη Λ 0 (τ r )e b·xr − δ 1,∆r .
Using (48) 
D The GPLVM predictive distribution
In Section 2.6 we require the partial derivatives of p(y * |x * ) in order to minimise the negative log likelihood using gradient based numerical methods. Firstly, we have 
For the linear kernel
where x µ ∈ R N ×1 is the µth column of X. For the squared exponential kernel these are
where k i = [k(x * , X)] i . For the polynomial kernel these are
