In solutions of hydrated SO 2 it is well-known that both the bisulfite ion HOSO 2 -and the sulfonate ion HSO 3 -are present whereas the sulfonate form prevails in some salts. Here we show by ab initio and transition state theory considerations how the mechanism of sulfonate formation works. In aqueous solution, dissolved SO 2 first forms a bisulfite ion which is in a next step converted into the sulfonate ion. Direct formation of the sulfonate ion is kinetically hindered due to a very high reaction barrier for this process. Tautomerization of the bisulfite ion into the sulfonate ion is catalyzed by water molecules. Insight into this process is vital in understanding the formation of sulfonate salts upon crystallization from aqueous solution.
Introduction
Solutions of SO 2 are weakly acidic and primarily form two series of salts, namely, bisulfites (HSO 3 -) and sulfites (SO 3 2-). Since acid-base reactions of aqueous SO 2 solutions are important in several processes such as corrosion processes, formation of sulfur-containing aerosols or acid rain formation, [1] [2] [3] and also in salt formation upon crystallization, it is quite important to understand the SO 2 /H 2 O system in detail. While the structure of the sulfite ion is well defined, there are two important tautomeric structures discussed with the constitution HSO 3 -. In one structure, the proton is attached to an oxygen atom yielding the bisulfite ion [SO 2 (OH) -], whereas in the second structure it is attached to the sulfur atom forming the sulfonate ion (HSO 3 -, see Scheme 1). 4 NMR spectroscopic studies by Horner and Connick 4 determined the ratio between 3 and 4 in solution and revealed that the energy difference between both ions is small. These results were confirmed by ab initio studies of bisulfite and sulfonate in solution or in the solid state, 5, 6 whereas Smith et al. 7 found that in water clusters the bisulfite ion is more stable than the sulfonate ion. The parent acids, sulfurous acid and sulfonic acid (see Scheme 1), have not yet been characterized in free form. [8] [9] [10] [11] [12] Sülzle et al. 13 synthesized sulfurous acid by dissociative ionization experiments. However, the molecule was very shortlived and only characterized in situ mass-spectroscopically, but it was never isolated.
Theoretical investigations aid experimental studies in getting better insight into complex systems. 14 The SO 2 -H 2 O/H 2 SO 3 system and the corresponding deprotonated ions have been studied by several research groups. An ab initio study of Li and McKee 15 at a highly correlated level of theory revealed that at 298 K the standard state free energy ∆G°for the reaction SO 2 + H 2 O f SO(OH) 2 is 14.6 kcal mol -1 , which is in reasonable agreement with our findings in a recent study 16 also at a highly correlated level of theory. Bishenden and Donaldson 17 found a positive ∆G°in aqueous solution as well. In 1983, Strömberg et al. 5 studied the HSO 3 -/SO 2 OH -system theoretically by Hartree-Fock, MCSCF, and force field methods. They investigated solid bisulfite salts, incorporating electrostatic effects for the crystal field and found that the energy difference between SO 2 OH -and HSO 3 -is small, so both ions could be present. Experimental studies showed the prevalence of the HSO 3 -ion over SO 2 OH -in certain salts as for instance in RbHSO 3 and CsHSO 3 where the latter form was not found. 18, 19 Other salts as for instance NaHSO 3 form pyrosulfites (Na 2 S 2 O 5 ‚ H 2 O) or mixtures between sulfonate and pyrosulfites as for instance in the potassium salt. However, in this study we concentrate on the formation of the sulfonates, whereas pyrosulfites will be the subject of a future study.
While the bisulfite ion and the sulfonate ion are both known to exist in solution, 4 the well-known autocatalytic effect of H 2 -SO 3 decomposition prevents existence of the acid molecule in an aqueous environment. Li and McKee 15 characterized the autocatalytic effect well showing that the decomposition of one H 2 SO 3 molecule results in a water molecule that acts catalytically for further destruction. This catalytic effect has been quantified in terms of reaction barriers 15 and in more recent studies in terms of reaction rate constants by using variational transition state theory. 16, 20, 21 This catalytic effect not only accelerates the rate of decomposition but also explains why attempts to isolate sulfurous acid from aqueous SO 2 solutions failed. Sulfonic acid has been studied theoretically and was characterized to be even less stable, 14 so this molecule will be even more unlikely to exist in free form or in aqueous solution. Castleman and co-workers have studied protonated sulfur dioxide-water clusters experimentally and characterized them mass-spectroscopically. 22, 23 Clusters of constitution H 3 SO 3 + indicated that SO(OH) 2 does not form in aqueous environment. Other studies investigated SO 2 and water mixtures showing the structure and stability of this complex. 24, 25 In solution both the bisulfite salts and the sulfonate forms exist. Yet, in solids the prevalence of the sulfonate form has been shown in several salts.
How the bisulfite and sulfonate form in solution has not yet been studied mechanistically. In this study, we demonstrate that the equilibration process between these two ions is a two-step mechanism. Starting from an SO 2 solution, the first step involves bisulfite formation whereas direct formation of the sulfonate is unlikely. The second step involves conversion of bisulfite into sulfonate, a process catalyzed by water molecules.
Methods

Stationary Points.
Stationary points were calculated with hybrid density functional theory (DFT) B3LYP 26 with the 6-31+G(d) basis set and with Møller-Plesset perturbation Theory (MP2) and the 6-31G(d) basis set using the Gaussian98 program package. 27 Vibrational analysis confirmed the nature of these stationary points as minima or first-order saddle points. For optimization of the saddle points we employed the threestructure quadratic synchronous transit guided approach. 28 Since not only classical DFT but also hybrid DFT methods as B3LYP tend to underestimate reaction barriers, [29] [30] [31] [32] we employed the Gaussian-3 approach to calculate energies at a higher, more accurate level of theory. In detail, we used the classical Gaussian-3 theory, 33 the Gaussian-3 theory using reduced Møller-Plesset order approach, G3(MP2), 34 and for some selected systems the recently developed modified Gaussian-3 approach of Baboul et al. 35 called G3//B3LYP as high level methods. 33, 34 The G3//B3LYP (or G3B3) basis set extrapolation method uses B3LYP/6-31G(d) geometries for the single-point energy calculations at the higher levels of theory instead of MP2/ 6-31G(d) geometries as used in G3 and G3(MP2). Also vibrational frequencies and thus zero-point energy corrections are determined with B3LYP/6-31G(d) instead of HF/6-31G(d) as in G3. In both cases, the determined harmonic frequencies are scaled afterward correcting for anharmonic effects. These basis set extrapolation methods are all accurate within 1.7 kcal mol -1 average absolute deviation compared to an experimental test set taken from the G2/97 set. This range of deviation has to be considered when discussing the results.
Solvent Effects.
To describe solvent effects of the surrounding water environment we used a continuum approach to include these effects. In detail, we used the polarized continuum model (PCM) developed by Tomasi and co-worker (see refs 36-38 and references therein) with the default values as implemented in Gaussian98. The calculations were carried out at the B3LYP/6-31+G(d) level of theory. First, we reoptimized several of the gas-phase geometries using the PCM model obtaining optimized PCM energies. Then we performed single-point PCM energy calculations on the gas-phase structures and compared these results with the optimized PCM energies. We found that the difference is small in terms of energies and also very small in terms of geometries; thus, we used the singlepoint PCM energy calculations on the gas-phase structures because of the huge computational cost to reoptimize all structures and recalculate all reaction paths (see also results below). Finally, we employed the PCM corrections on our high level G3 calculations to obtain accurate barriers and reaction energies in solution.
2.3. Reaction Path. The reaction path was createdsby starting from the transition statesas the steepest descent path in mass-scaled coordinates (scaling mass 1 amu). For creating this so-called minimum energy path (MEP) the Page-McIver local quadratic approximation algorithm 39 at a step size of 0.050 bohr (0.026 Å) was used in combination with B3LYP/6-31+G-(d). Distances on the potential energy surface from the transition state are denoted s, where s is positive on the product side and negative on the educt side. Every third point along the potential energy surface second derivatives and partition functions were calculated. The path was determined on both sides of the transition state until stable minimum structures were reached, i.e., when the gradient had almost vanished. B3LYP in general describes geometries and energy hypersurfaces well but underestimates the height of reaction barriers (as mentioned previously). Therefore, we interpolated the B3LYP/6-31+G(d) hypersurface to the energy values of the stationary points determined at the higher level G3 including solvent effect corrections. The interpolation procedure which is based on a logarithmic procedure is called variational transition state theory with interpolated corrections, and the shorthand notation is G3/// B3LYP/6-31+G(d). 40 2.4. Reaction Rates and Quantum Mechanical Tunneling. Reaction rates were obtained using transition state theory (TST) 41 as implemented in Polyrate9.0 42 using Gaussrate9.0 43 as interface for Gaussian98. Theoretical details and equations can be found elsewhere; 41, [44] [45] [46] [47] [48] [49] [50] here, we just briefly summarize the concepts. A variational approach for TST with a canonical ensemble was used to obtain a rate constant k CVT (CVT ) canonical variational TST) minimized with respect to barrier crossings. When all bound degrees of freedom are described quantum-mechanically, motion along the reaction coordinate cannot be treated quantum-mechanically. Quantum mechanical effects along the reaction coordinate are treated in good approximation by semiclassical methods to evaluate transmission probabilities. Inclusion of the quantum mechanical effects on the reaction rate constant is carried out by multiplying the rate constant k CVT by a ground-state transmission coefficient κ. The transmission coefficient κ is evaluated by different methods, which consider that the system tunnels along shorter paths in the course of the reaction that are more demanding in terms of energy. The methods we consider are the small curvature tunneling (SCT) approach by means of the centrifugal dominant small curvature semiclassical adiabatic ground-state tunneling method [51] [52] [53] and the large curvature tunneling (LCT) approach by the large curvature ground-state approximation version 4 (LCG4). 54 The approximation that best describes tunneling is determined according to the microcanonical optimized multidimensional tunneling (µOMT) method.
Results and Discussion
Verification of the Methods. 3.1.1. Gas-Phase Results.
The whole section 3.1 "Verification of the Methods" is intended as a justification for using the proposed methods. Results which are discussed in the following sections are presented, yet the underlying mechanisms together with the corresponding results will be described in the next sections. For the understanding of the paper, however, it is not vital to read section 3.1.
We used the tautomerization reactions of the bisulfite into the sulfonate ion as benchmark calculations to evaluate the most appropriate method to determine reaction barriers and reaction energies. These results are summarized in Tables 1 and 2 . The corresponding mechanisms will be presented in the following sections. Barriers and reaction energies deviate by no more than 2 kcal mol -1 (if not stated otherwise, the terms energies and barriers refer to electronic energy differences) at all used levels of theory within one type of reaction except for the reaction SO 2 OH -H HSO 3 -where we observed an energy range of 4 kcal mol -1 . Since G3B3 and G3 energies are in good agreement, both B3LYP and MP2 geometries seem to be appropriate for determining the potential energy surface with these methods. However, calculation of all systems including the potential energy surfaces along the minimum energy paths is computationally demanding. To save computer time, we have chosen to consider the paths at the B3LYP/6-31+G(d) level of theory. For reaction barriers and energies we used the G3 results since these calculations were feasible for all systems and the results are within an acceptable error range.
SCRF Calculations.
Next, we calculated the effects of the solvent on the energetics using a continuum model. We wanted to find out whether it is possible to use gas-phase geometries for the continuum calculations or whether it is necessary to use fully optimized geometries to evaluate the solvent effect. For this purpose we determined the structures of the reactants, transition states, and products for one representative reaction of each kind. This involved (1) the hydration of SO 2 yielding sulfonic acid, (2) the hydration of SO 2 yielding sulfurous acid, (3) the tautomerization of SO(OH) 2 into sulfonic acid, and (4) the tautomerization of SO 2 OH -into the sulfonate ion. In each case, we investigated only the reactions without additional water molecules and determined the error when evaluating the solvent effect on the fully optimized geometry and the gas-phase geometry. These results are summarized in Table 3 .
What can be seen from Table 3 is that the maximum error is below 0.8 kcal mol -1 and that the maximum variation in bond length was determined to be around 0.02 Å. These small differences in the test calculations encouraged us to use the single-point energies for larger systems. Thus, for evaluating the energies in a simulated aqueous environment we calculated the energy difference between "solvated" and "unsolvated" species at the PCM B3LYP/6-31+G(d) level of theory and applied this "solvation correction" on the G3 energies. These results are summarized in Tables 4 and 5. 3.2. Hydration Mechanisms of SO 2 . Starting from solvated SO 2 , there seem to be two possible pathways for SO 2 hydration. In the first pathway, SO 2 is formally hydrated via a threemembered transition state (TS) forming sulfonic acid (termed 1 in Figure 1 ). The deprotonation step will be after or during the hydration step. In gas-phase, the reaction barrier for this process is 68.2 kcal mol -1 (energies used for discussion are the values determined at the G3 level of theory if not stated otherwise). When modeling the explicit interaction with water molecules (the remaining bulk being simulated as a polarizable continuum) where only one water molecule participates actively 3 -(see Figure  2) whereas the lower part of the table shows the reaction SO(OH) 2 h HSO 2 OH (see Figure 3 ; in both cases the presence of water molecules has a catalyzing effect.)
barrier reaction E barrier reaction E barrier reaction E 2 . Both mechanisms are catalyzed by assisting water molecules as one can see from the mechanisms with n ) 2 and n ) 3.) 
in the mechanism, we did not observe a significant change in the geometry (see Supporting Information) and also the barrier remained almost constant. In the second pathway SO 2 is formally hydrated forming sulfurous acid (termed 2) via a fourmembered transition state ring, again involving a deprotonation step during or after hydration. The reaction barrier for this pathway in gas-phase is 37.0 kcal mol -1 , whereas in a continuum with again only one active water molecule the barrier is even higher. Three-or four-membered transition states suffer from high ring strain which is one reason reactions 1 and 2 are energetically unfavorable. However, including a second water molecule in the reactive ring increases the TS ring sizes from 3 to 5 and from 4 to 6, respectively. Such an expansion of the ring size usually releases much strain and thus one observes a reduction in the barrier height. In our case, a decrease to 46.8 kcal mol -1 (1) and 22.4 kcal mol -1 (2), respectively, was found. In a continuum model simulated aqueous environment the barrier of mechanism 1 catalyzed by one water molecule decreases by more than 8 kcal mol -1 compared to gas-phase. A third active water molecule has an additional decreasing effect on the barriers lowering them to 36.4 and 20.1 kcal mol -1 and to 26.1 and 19.2 kcal mol -1 in solution. However, from these calculations is becomes clear that mechanism 2 is predominant both in gas-phase and in PCM simulated aqueous solution. Yet, from experiment we know that in solution both the sulfonate and the bisulfite ion exist in parallel and in some salts the sulfonate form predominates. Hence, there has to be an isomerization step that transforms the bisulfite ion into the sulfonate ion.
Tautomerization of HSO 3
-/SO 2 OH -. In Figure 2 we have highlighted the most likely pathways for the isomerization mechanisms of bisulfite into sulfonate; similarily sulfurous acid might be transformed into sulfonic acid (see Figure 3 even though the presence of one of the acid molecules in solution is unlikely). In solution the ionic form predominates and will thus be the main subject of the rest of our discussion.
The tautomerization process SO 2 OH -h HSO 3 -proceeds via a three-membered transition structure ring with a reaction barrier of 76.0 kcal mol -1 in solution. Including one and two water molecules in the reactive center, the barrier decreases to ca. 22 kcal mol -1 in both cases. This enormous catalytic influence of additional water molecules lowers the time for equilibration quite remarkably since we determined a rate of 1.6 × 10 -2 s -1 (the reaction rates of hydration and tautomerization are summarized in Figure 4 and a more detailed list of reaction rates and transmission coefficients summarizing quantum mechanical tunneling is summarized in Supporting Information). Yet, assuming that equilibration requires around 10 half-lives, which is a period of 8.5 min, this rate seems very reasonable. At room-temperature our calculations suggest that the effect of tunneling enhances the rate of conversion by around 30% due to tunneling effects. From a thermodynamic point of view, the HSO 3 -ion is more stable than the SO 2 OH -ion by several kcal mol -1 both in gas-phase and in simulated solution, which is in good agreement with the computational findings of Brown and Barber, 6 Otto and Steudel, 14 and the experimental findings of Horner and Connick. 4 It remains unclear why Brown and Barber obtained lower reaction barriers.
As a conclusion, we find that starting from hydrated SO 2 the conversion into HSO 3 -does not take place directly. In fact, the reaction barrier is too high and thus the rate constant is too slow for the hydration to the sulfonate, thus this step cannot take place. The mechanism of HSO 3 -formation will most likely be a two-step process. First, SO 2 is hydrated forming the bisulfite ion SO 2 OH -. In the second step, SO 2 OH -tautomerizes yielding the sulfonate ion HSO 3 -. Both steps are catalyzed by active water molecules. Additionally, the hydration and the tautomerization step are almost equally fast. Quantum mechanical tunneling plays an important role even in aqueous environment. Still one has to keep in mind the potential errors in the calculations. DFT calculations bear an error potential of several kcal mol -1 , therefore the energy differences might be smaller or larger than presented. However, previous studies showed the excellent performance of quantum mechanical studies on sulfur oxides and therefore we are confident in the presented mechanisms and results. Knowing the mechanism of HSO 3
-formation is most important for understanding the equilibration process of HSO 3 -/SO 2 OH -in aqueous solution and for understanding how salts of constitution MeHSO 3 form upon crystalization from solution. 
