A law of large numbers and a central limit theorem are derived for linear statistics of random symmetric matrices whose on-or-above diagonal entries are independent, but neither necessarily identically distributed, nor necessarily all of the same variance. The derivation is based on systematic combinatorial enumeration, study of generating functions, and concentration inequalities of the Poincaré type. Special cases treated, with an explicit evaluation of limiting variances, are generalized Wigner and Wishart matrices.
Introduction
The interest in the limiting properties of the empirical distribution of eigenvalues of large symmetric random matrices can be traced back to [Wis28] and to the pathbreaking article of Wigner [Wig55] . We refer to [Ba99] , [De00] , [PH00] , [Me91] and [PL03] for partial overview and some of the recent spectacular progress in this field.
In this paper we study both convergence of the empirical distribution and central limit theorems for linear statistics of the empirical distribution of a class of random matrices. To give right away the flavor of our results, consider for each positive integer N the N -by-N symmetric random matrix X(N ) with on-or-above-diagonal entries X(N ) ij = N −1/2 f (i/N, j/N ) 1/2 ξ ij , where the ξ ij are zero mean unit variance i.i.d. random variables satisfying the Poincaré inequality with constant c (see §11.4 for the definition), and f (·, ·) is a nonnegative function symmetric and continuous on [0, 1] 2 such that 1 0 f (x, y)dy ≡ 1. Define the semicircle distribution σ S of zero mean and unit variance to be the measure on R of compact support with density dσS dx := 1 2π √ 4 − x 2 1 {|x|≤2} . Let λ 1 (N ) ≤ · · · ≤ λ N (N ) be the eigenvalues of X(N ). Under these assumptions, a corollary of our general results (see Theorem 3.5 below) states that the empirical distribution L(N ) := N −1 N i=1 δ λi(N ) converges weakly, in probability, to σ S , and further, for any continuously differentiable function f on R of polynomial growth, with f L 2 (σS ) > 0, the sequence of random variables
converges in distribution to a nondegenerate zero mean Gaussian random variable with variance given by an explicit formula. Similar explicit results hold for a class of generalized Wishart matrices, see Theorem 12.8. For polynomial test functions f , such results hold in much greater generality, see Theorem 3.3.
Our approach has two main components. The first, of some interest on its own, is a combinatorial enumeration scheme for the different types of terms that contribute Date: June 15, 2004. O.Z. was partially supported by NSF grant number DMS-0302230. 1 to the expectation of products of traces of powers of the matrices under study. This scheme takes the bulk of the paper to develop. The other component, which allows us to move from polynomial test functions to continuously differentiable ones, is based on concentration inequalities of the Poincaré type. The latter component is developed in §11, building on earlier results of concentration for random matrices that can be found in [CB04] and [GZ00] .
CLT results related to Theorems 3.3 and 3.5 below have already been stated in the literature. An especially strong inspiration to our study is the work of Jonsson [Jo82] , who gives CLT statements for traces of polynomial functions of Gaussian Wishart matrices, based on the method of moments introduced by Wigner in [Wig55] . The method of moments was revisited in the far-reaching work of Sinai and Soshnikov [SS98] , where, as an easy by-product of their results, they state a CLT for traces of analytic functions of Wigner-type matrices. Pastur and co-authors, on the one hand, and Bai and co-authors, on the other, have championed an approach based on the evaluation of resolvents. The latter approach has the advantage of allowing one to relax hypotheses on matrix entries; in particular one does not need to have all moments finite. CLT statements based on these techniques and expressions for the resulting variance, for functions of the form f (x) = a i /(z i − x) where z i ∈ C \ R, and matrices of Wigner type, can be found in [KKP96] , with somewhat sketchy proofs. Earlier statements can be found in [Gi90] . A complete treatment for f analytic in a domain including the support of the limit of the empirical distribution of eigenvalues is given in [BY03] for matrices of Wigner type, and in [BS04] for matrices of Wishart type under a certain restriction on fourth moments. Much more is known for restricted classes of matrices: Johansson [Joh98] , using an approach based on the explicit joint density of the eigenvalues available in the independent case only in the Gaussian Wigner situation, characterizes completely those functions f for which a CLT holds. Cabanal-Duvillard [CD01] introduces a stochastic calculus approach and proves a CLT for traces of polynomials of Gaussian Wigner and Wishart matrices, as well as for traces of non-commutative polynomials of pairs of independent Gaussian Wigner matrices. Recent extensions and reinterpretation of his work, using the notion of second order freeness, can be found in [MS04] . Still in the Gaussian case, Guionnet [Gu02] , using a stochastic calculus approach, gives a CLT (with a somewhat implicit variance computation) for a class of functions f in the case of band matrices. Earlier, laws of large numbers for band matrices were derived, see e.g. [MPK92] and the references therein. In comparison with the references mentioned above, our work can be seen as relaxing the structural assumptions on the variance of the entries of the matrix X(N ), as well as the Gaussian assumption, while still requiring rather strong moment bounds on the individual entries (if one is interested only in polynomial test functions) or Poincaré type conditions on the entries (if one wants a wider class of test functions).
The structure of the article is as follows. In §2, we introduce the matrix model considered throughout the paper and set basic notations. Our main results for polynomial test functions f are stated in §3. §4 develops the language we use in the combinatorial enumeration mentioned above. §5 is devoted to some preliminary limit calculations which are then immediately applied in §6 to prove our main result concerning limiting spectral measures, Theorem 3.2. §7 is devoted to the derivation of some a priori estimates, following [FK81] , useful in the study of the support of the empirical distribution L(N ). §8 is the heart of our enumeration scheme, and the results are immediately applied in §9 to yield the proof of our main CLT statement, Theorem 3.3. §10 is devoted to the proof of Theorem 3.4, which is a technical result describing how to approximate E tr X(N ) n at CLT scale; this part of the paper may be skipped without much loss of comprehension of the remainder of the paper. §11 is devoted to concentration of measure results based on the Poincaré inequality. Finally, in §12 we specialize our main results to generalized Wigner and Wishart matrices, and derive explicit representations for the resulting variances.
The model
We define in this section the class of random matrices we are going to deal with. Matrices of this class are symmetric, with on-or-above-diagonal entries independent, with all entries possessing moments of all orders, and with off-diagonal entries of mean zero; further and crucially, subject to the constraints of symmetry and vanishing of off-diagonal means, the moments of entries of such matrices are allowed to depend upon position. Now as it turns out, only certain statistical properties of the patterns of first, second and fourth moments of entries figure in our limit formulas. Accordingly, our description of the class is contrived so as to emphasize those statistical properties and to suppress unneeded detail concerning the exact dependence of moments of entries on position. The notion crucial for gaining "statistical control" is that of color. The reader interested only in Wigner matrices should take as space of colors a space consisting of a single color.
2.1. The band matrix model.
2.1.1. Colors. We fix a Polish space, elements of which we call colors. We declare the Borel sets of color space to be measurable. We fix a probability measure θ on color space. We fix a bounded measurable real-valued function D on color space. For each positive integer k we fix a bounded measurable nonnegative function d (k) on color space and a symmetric bounded measurable nonnegative function s (k) on the product of two copies of color space. We make the following assumptions:
• d (k) is constant for k = 2.
• s (k) is constant for k ∈ {2, 4}.
• s (k) has discontinuity set of measure zero with respect to θ ⊗ θ.
• D, d (k) and the diagonal restriction of s (k) have discontinuity sets of measure zero with respect to θ.
For any bounded function f on color space, or on a product of copies of color space, we write |f | ∞ for its supremum norm.
2.1.2. Letters. We fix a countably infinite set, elements of which we call letters. We fix a function κ 0 from letter space to color space, and we say that κ 0 (α) is the color of the letter α. Given any nonempty finite set N of letters of cardinality N put
which is the color distribution of letters belonging to N . We reserve the script letter N for use in this context and invariably denote the cardinality of N by the roman letter N . Analogously, given a sequence N 1 , N 2 , N 3 , . . . of finite nonempty sets of letters, N 1 , N 2 , N 3 , . . . denotes the corresponding sequence of cardinalities.
2.1.3. The family {ξ e } of random variables. We fix a family {ξ e } of independent real-valued mean zero random variables indexed by unordered pairs e of letters. We assume that for all letters α, β and nonnegative integers k we have
and moreover we assume that equality holds above whenever one of the following conditions holds:
• k = 2.
• α = β and k = 4. In other words, the rule is to enforce equality whenever the not-necessarily-constant functions d (2) , s (2) or s (4) are involved, but otherwise merely to impose a bound.
2.1.4. Random matrices. Given any nonempty finite set N of letters, let X(N ) be the N × N real symmetric random matrix with entries
denote the eigenvalues of X(N ) by λ 1 (N ) ≤ · · · ≤ λ N (N ), and let
be the empirical distribution of the spectrum of X(N ). Put
where here and often below we employ the abbreviated notation
for integrals.
Generating functions.
2.2.1. Let σ be any probability measure on color space. Let
be the unique sequence of real-valued bounded measurable functions on color space characterized by the generating function identity
is the corresponding generating function. We emphasize that we view the power series here formally, i. e., as devices for managing sequences, not as analytic functions. We write (3) as a shorthand for the recursion obtained by formally expanding both sides of (3) in powers of t, and then equating coefficients of like powers of t. When σ = θ, we omit it from the notation.
For each positive integer r we define a function
on the product of r copies of color space. We define
We view Θ(x, y) as a formal power series in x and y with real coefficients; in keeping with this point of view, the integrals on the right side of (4) are to be evaluated by first expanding the integrands in powers of x and y and then integrating term by term (and hence, all integrals, being expectations of bounded measurable functions, are well defined).
Put
(5)
We view Ψ(x, y) as a formal power series in x and y with real coefficients. As above, the integrals are to be evaluated by first expanding integrands in powers of x and y and then integrating term by term.
2.2.4. In order to gain convenient access to the information coded in the formal power series Θ(x, y) and Ψ(x, y) we introduce the following (abuse of) notation. We write
of real numbers such that the sum on the right has only finitely many nonzero terms. Similarly we write
of real numbers such that the sum on the right has only finitely many nonzero terms.
The following fact, proved in §6, explains the role of the sequence Φ n,σ :
Lemma 2.3. If σ = θ or σ = θ N for some finite nonempty set of letters N , then there exists a unique probability measure µ σ on the real line such that (6) µ σ , x n = σ, Φ n+1,σ (n = 0, 1, 2, . . . ),
). In what follows, we write µ = µ θ and µ N = µ θN .
Assumptions and main theorem
Throughout, we let ⇒ denote the weak convergence of probability measures. All of our results will be obtained under the following basic Assumption 3.1. All the assumptions and notations in §2 hold. Further, there exists a sequence [N k ] ∞ k=1 of finite nonempty sets of letters such that N k → ∞ and θ N k ⇒ θ.
Our main results are:
Theorem 3.3. Let Assumption 3.1 hold. Fix a real-valued polynomial function f (·) on the real line. Then the sequence of random variables
converges in distribution to a zero mean Gaussian random variable Z f of variance
. Theorem 3.4. In the setting of the preceding theorem, we also have
We state the formulas (8) and (9) in separate theorems because their proofs are separated in the main body of the paper. In fact, we have structured the paper so that the reader interested only in (8) and its applications can largely ignore the extra (and somewhat heavy) apparatus needed to prove (9). The results above can be made more transparent, and their range extended, for certain special cases. Of particular interest is the following:
Theorem 3.5. Let Assumption 3.1 hold, and further assume that
Then: (i) µ is the semicircle law σ S of zero mean and unit variance. (ii) The random variables Z f,k converge in distribution toward a mean zero Gaussian random variable Z f with variance given by (68) . (iii) If the random variables ξ {α,β} all satisfy a Poincaré inequality with common constant c (see §11 for definitions), then statement (ii) extends to continuously differentiable functions f with polynomial growth, and moreover f L 2 (µ) > 0 ⇒ EZ 2 f > 0. We refer to the situation in Theorem 3.5 above as the generalized Wigner matrix model, because when s (2) ≡ 1 one recovers Wigner matrices. The expression E f in (9) can also be computed in this case, see (69) below.
Similar considerations apply to the generalized Wishart matrix model, see §12.4 for details.
Basic spelling, grammar and counting
We introduce in this section the basic language employed throughout the paper for discussing enumeration problems. From letters we build words, from words we build sentences, and then we distinguish certain classes of words and sentences in terms of properties of naturally associated graphs. The classes of words and sentences singled out here for special attention are eventually going to be used to enumerate the terms in sums giving the (mixed and/or centered) moments of traces of powers of our random matrices. In particular, the Wigner words enumerate the only terms whose contributions to the law of large numbers for linear statistics do not vanish in the limit, whereas the CLT word-pairs take care of the only terms whose contributions to the CLT variance do not vanish in the limit. Further, the CLT sentences (which can be built up systematically from the CLT word-pairs) enumerate the nonnegligible terms in sums giving mixed centered moments of traces of powers of our random matrices. Critical weak Wigner words, and marked Wigner words, are needed in the evaluation of the mean shift of linear statistics.
Words and sentences.
A word is a finite sequence of letters at least one letter long. (Words are never empty!) We denote the length of a word w by (w). We say that a word w is closed if the first and last letters of w are the same. (Every one-letter word is automatically closed.) We view letters as one-letter words. A sentence is a finite sequence of words at least one word long. (Sentences are never empty, nor do they contain empty words!) We view words as one-word sentences. The support supp a of a sentence a is the set of letters appearing in a, and the combinatorial weight wt a is the cardinality of supp a. We say that sentences a and b are disjoint if supp a ∩ supp b = ∅. We say that sentences a and b are equivalent and write a ∼ b if there exists a one-to-one letter-valued function ψ defined on supp a such that the result of applying ψ letter by letter to a is b. In other words, a ∼ b whenever a codes to b under a simple substitution cipher.
We warn the reader that we distinguish between a sentence a and the word w obtained by concatenating all words in a; the "punctuation" carries information important for our purposes and therefore must not be ignored. For example, taking the set {1, 2, 3} temporarily as our alphabet, the word 123123, the two-word sentence [123, 123] and the three-word sentence [1, 231, 23] are distinct objects according to our point of view. 4.2. Graphs. We fix terminology concerning graphs in a slightly restrictive but convenient way as follows. A graph G = (V, E) is an ordered pair consisting of a finite nonempty set V of letters and a set E (possibly empty), where each element of E is an unordered pair of elements of V , i. e., a subset of V of cardinality 1 or 2. Elements of V are called vertices of G, elements of E are called edges of G, and edges of cardinality 1 are said to be degenerate. We say that a word w = α 1 · · · α n of n letters is a walk on G provided that α i ∈ V for i = 1, . . . , n, and {α i , α i+1 } ∈ E for i = 1, . . . , n − 1, in which case we say that each of the vertices α i and edges {α i , α i+1 } of G is visited by w. A geodesic in G is a walk visiting no vertex more than once. We say that G is connected if any two vertices are joined by a walk. If G is connected then #E ≥ #V − 1. We call G a tree if G is connected and G has no nontrivial loops (in particular, G has no degenerate edges). Every two vertices of a tree are joined by a unique geodesic. For G to be a tree it is necessary and sufficient that G be connected and #E ≤ #V − 1. 
consisting of n words (following a pattern we use often in the sequel, w i denotes the i th word of the sentence, and α ij denotes the j th letter of the i th word) we define
to be the graph with
We view each word w i of the sentence a in the natural way as a walk on G a . We emphasize that E a = ∅ if a consists of one-letter words. Note also the difference between the graph associated to the sentence a and the graph associated to the single word consisting of the concatenation of the words of a; in general the former has fewer edges than the latter.
Weak Wigner words.
A word w is called a weak Wigner word under the following two conditions:
• w is closed.
• w visits every edge of G w at least twice.
Suppose now that w is a weak Wigner word. If wt w = ( (w) + 1)/2, then we drop the modifier "weak" and call w a Wigner word. (Every single letter word is automatically a Wigner word.) If wt w = ( (w) − 1)/2, then we call w a critical weak Wigner word. For example, spelling with the alphabet {1, 2, 3}, we have that w = 121 is a Wigner word and that w = 12121 is a critical weak Wigner word. 4.3.3. Weak CLT sentences. Let a = [w i ] n i=1 be a sentence consisting of n words. We say that a is a weak CLT sentence under the following three conditions:
• All the words w i are closed.
• Jointly the words/walks w i visit each edge of G a at least two times.
• For each i ∈ {1, . . . , n} there exists j ∈ {1, . . . , n} \ {i} such that the graphs G wi and G wj (both of which are subgraphs of G a ) have an edge in common.
Suppose now that a is a weak CLT sentence. If wt a = n i=1
(wi)−1 2 , then we drop the modifier "weak" and call a a CLT sentence. If n = 2 and a is a CLT sentence, then we call a a CLT word-pair. For example, again spelling with the alphabet {1, 2, 3}, we have that a = [1231, 1321] is a CLT word-pair.
Marked Wigner words.
A marked Wigner word is a three-word sentence [w, α, β] where w is a Wigner word, and α and β are distinct letters appearing in w. 4.3.5. Cyclic permutations. Given a word w = [α i ] n i=1 of length n and a permutation σ of {1, . . . , n}, we define w σ to be the word [α σ(i) ] n i=1 . If σ is a power of the cycle (123 · · · n), then we call σ a cyclic permutation, and we say that w σ is a cyclic permutation of w. 
These are ideas coming up in some proofs of Wigner's semicircle law by the method of moments.
The existence of the walk w makes it clear that G is connected. We have
on the left because G is connected, and on the right by the hypothesis that w is a weak Wigner word. The result follows. (ii) Clear. (iii)(⇐) Trivial. (iii)(⇒) By (i) and (ii) already proved, the parts of the tree G explored by the walk w between successive visits to the vertex α have to be disjoint. (iv) Suppose rather that the inequality in question holds. Then (w) is even and #V = (w) 2 , hence by (10) we have #E = (w) 2 − 1 = #V − 1, and hence G is a tree. We now arrive at a contradiction: by the parity principle w cannot be both closed and a walk that takes an odd number of steps.
As a consequence of Proposition 4.5, one can visualize equivalence classes of Wigner words as rooted planar trees, with the Wigner word determining an exploration path on the tree that visits each vertex at least once and goes over each edge exactly twice, c.f. Figure 1 . We do not make explicit use of this correspondence but it does drive much of our intuition. 4.6. Cross-sections. We say that a set of sentences A is a cross-section of a set of sentences S if A ⊂ S and for each sentence s ∈ S there exists exactly one sentence in A equivalent to s. All the cross-sections of S arise by a process of selecting exactly one element from each ∼-equivalence class in S.
Enumeration of Wigner words by Wigner words.
Fix a letter α. For each positive integer i choose a cross-section W i of the set of Wigner words so as to achieve the following conditions:
• For all i, the letter α appears in no word belonging to W i . • For all distinct i and j, every word belonging to W i is disjoint from every word belonging to W j . (This is always possible to achieve because the set of letters is countably infinite.) Let ϕ be any real-valued function of words such that ϕ(w) depends only on the equivalence class of w and vanishes for (w) 0, in which case the support of ϕ consists of only finitely many equivalence classes of words. By Proposition 4.5(iii) we have an enumeration formula
where w ranges over any cross-section of the set of Wigner words. Formula (11) leads to many useful recursions. For example, it implies that the number of equivalence classes of Wigner words of length 2n + 1 is the n th Catalan number 1 n+1 ( 2n n ). The latter fact is anyhow clear from the rooted planar tree interpretation of equivalence classes of Wigner words. 
The following hold:
(1) G is connected.
(2) Either #V − 1 = #E or #V = #E.
(3) If #V − 1 = #E, then: (a) G is a tree. (a) G is not a tree.
(b) w visits each edge of G exactly twice.
We state these facts for the sake of convenient reference. We omit the easy proofs.
Proposition 4.9. Let a = [w i ] n i=1 be a weak CLT sentence consisting of n words.
. (ii) Suppose now that equality holds, i. e., that a is a CLT sentence. Then the words w i of the sentence a are perfectly matched in the sense that for all i there exists unique j distinct from i such that w i and w j have a letter in common. In particular, n is even.
This assertion (without proof) was made in [Jo82] .
Proof. Lemma 4.10 below is the essential point of the proof.
Lemma 4.10. Let a = [w i ] n i=1 be a weak CLT sentence consisting of n words. Put G = G a . Let k be the number of connected components of G.
, where x denotes the greatest integer less than or equal to x.
Proof. Inequality (i) is trivial: by hypothesis every word w i of the sentence a is "mated" with at least one other word w j (j = i) of the sentence in the sense that the connected subgraphs G wi and G wj share an edge and a fortiori share a vertex.
Harder work is required to prove inequality (ii).
We visualize A as a left-justified table of n rows. Let G = (V , E ) be any spanning forest in G. Since every connected component of G is a tree, we have wt a = k + #E and so in order to prove (ii), we just have to bound #E . Now let X = {X ij } (i,j)∈I be a table of the same "shape" as A, but with all entries equal either to 0 or 1. We call X an edge-bounding table under the following conditions:
• For each e ∈ E and index i ∈ {1, . . . , n}, if e appears in the i th row of A then there exists (i, j) ∈ I such that A ij = e and X ij = 1. For any edge-bounding table X the corresponding quantity 1 2 (i,j)∈I X ij bounds #E , whence the terminology. At least one edge-bounding table exists, namely the table with a 1 in position (i, j) for each (i, j) ∈ I such that A ij ∈ E and 0's elsewhere. Now let X be an edge-bounding table such that for some index i 0 all the entries of X in the i th 0 row are equal to 1. Then the closed word w i0 is a walk in G , and hence by the parity principle every entry in the i th 0 row of A appears there an even number of times and a fortiori at least twice. Now choose (i 0 , j 0 ) ∈ I such that A i0 j0 ∈ E appears in more than one row of A. Let Y be the table obtained by replacing the entry 1 of X in position (i 0 , j 0 ) by the entry 0. Then it is not difficult to check that Y is again an edge-bounding table. Proceeding in this way we can find an edge-bounding table with 0 appearing at least once in every row, and hence we have #E ≤ #I−n 2 , which is exactly what we need to prove (ii). 4.11. Enumeration of CLT sentences by CLT word-pairs. Fix an even positive integer n and for i = 1, . . . , n/2 choose a cross-section P i of the set of CLT word-pairs so as to achieve the following condition:
• For all distinct i and j, every word-pair belonging to P i is disjoint from every word-pair belonging to P j . We declare a permutation σ of {1, . . . , n} to be a perfect matching if it satisfies the following conditions:
• σ(2i − 1) < σ(2i) for i = 1, . . . , n/2. • σ(2i − 1) < σ(2i + 1) for i = 1, . . . , n/2 − 1. Now let ϕ be any real-valued function of n-word-long sentences a = [w i ] n i=1 such that ϕ(a) depends only on the equivalence class of a and vanishes for n i=1 (w i ) 0, in which case the support of ϕ consists of only finitely many equivalence classes of sentences. By Proposition 4.9 we have an enumeration formula
where a ranges over any cross-section of the set of n-word-long CLT sentences. 
For each e ∈ E let ν(e, w) (resp., ν(e, x)) denote the number of visits to e by the word/walk w (resp., x). The following hold:
( We state these facts for the sake of convenient reference. We omit the easy proofs.
Limit calculations
We work out limits of and estimates for moments needed as "raw material" for the proofs of Theorems 3.2 and 3.3. Assumption 3.1 remains in force throughout these calculations.
Random variables indexed by sentences. Fix a sentence
consisting of n words. We attach several random variables to a, as follows.
From the independence of the family {ξ e } and assumption (2) concerning the absolute moments of these random variables, we deduce that
where (14) ν(e) = total number of visits made to e by all the words/walks w i .
(While ν(e) depends on the sentence a, to avoid unnecessary clutter we omit this dependence from the notation). Further and crucially, since all the random variables of the family {ξ e } are of mean zero, if w is a closed word, then Eξ(w) = 0 unless w is a weak Wigner word.
Expanding the product on the right in evident fashion we find that
Clearly E|ξ(a)| is bounded by a constant depending only on n i=1 (w i ). Further and crucially, if all the words w i are closed, then we have Eξ(a) = 0 unless a is a weak CLT sentence. 5.1.3. Auxiliary color-valued random variables. We fix a letter-indexed i.i.d. family {κ(α)} of color-valued random variables with common distribution θ. These random variables are going to be used only for bookkeeping purposes. They need not be defined on the same probability space as the random variables ξ e . where ν(e) is as in (14).
Put
where for I = {1, . . . , n} we denote by a/I the sentence obtained by striking the i th word of a for all i ∈ I, and for I = {1, . . . , n} we agree to put M (a/I) = 1. Note the analogy with expansion (15). Note also that M (a), M(a) are random variables.
ranges over families of nonnegative integers subject to the constraints that
It is convenient to set H p (a) = 0 for every n-tuple p of integers such that p i < 0 for some i. We write
in order to abbreviate notation. 5.1.7. Note that M H p (a) (resp., M H p (a)) remains unchanged if for some permutation σ of {1, . . . , n} we replace a by the sentence [w σ(i) ] n i=1 and p by the n-tuple
. Note further that if the sentence a can be presented as the concatenation of pairwise disjoint sentences b 1 , . . . , b k where b i is n i words long, and correspondingly we present the n-tuple p as the concatenation of tuples q 1 , . . . , q k where q i is
and moreover the factors on the right are independent.
be a sentence consisting of n words. For each edge e of the graph G a , let ν(e) be the total number of visits to e by the words/walks w i . We say that a is weakly admissible if for all edges e of G a the following hold:
We say that a is admissible if for every nonempty subset {i 1 < · · · < i } ⊂ {1, . . . , n} the subsentence [w iν ] ν=1 is weakly admissible. For words weak admissibility and admissibility are the same thing. By Proposition 4.5 every Wigner word is admissible. By Proposition 4.8 every critical weak Wigner word is admissible. By Propositions 4.9 and 4.12 every CLT sentence is admissible.
be a weakly admissible sentence consisting of n words. Let p = [p i ] n i=1 be an n-tuple of nonnegative integers. Let γ 1 , . . . , γ r be distinct letters such that supp a ⊂ {γ 1 , . . . , γ r }. Then there exists a function f on the product of r copies of color space with the following properties:
• f is bounded and measurable.
• f has discontinuity set of measure zero with respect to θ ⊗r .
to which a codes by the rule γ i → δ i for i = 1, . . . , r satisfies the equation
ranges over families of nonnegative integers subject to the constraints (wi) j=1 π ij = p i for i = 1, . . . , n. Proof. For simplicity we discuss only the case p = 0 and leave the remaining details to the reader. Put G = (V, E) = G a = (V a , E a ) and as above, for all e ∈ E, let ν(e) be the total number of visits to e made by the words/walks w i . Put
Clearly f has the first three of the desired properties. If ν(e) = 1 for some e ∈ E, then the fourth property holds trivially (both sides of the desired equation vanish identically). Otherwise, if ν(e) > 1 for all e ∈ E, then f has the fourth property because, under the hypothesis of weak admissibility, we are operating in the regime in which we enforce equality in the moment bound (2).
5.4.
Limiting behavior of L(N ), x n . Fix a nonempty finite set N of letters and a positive integer n.
5.4.1. We have an expansion
where:
ranges over a cross-section of the set of closed words of length n + 1;
ranges over words such that x ∼ w and supp x ⊂ N ; and • x/J denotes the word obtained by striking the j th letter of x for each j ∈ J.
Note that x/J arises from x by selective suppression of repeated letters. Note also that Eξ(x/J) = 0 unless x/J is a weak Wigner word. By considering how we may insert repetitions of letters into a given weak Wigner word, and after some further algebraic manipulation, we obtain an expansion
• w ranges over a cross-section of the set of weak Wigner words of length ≤ n + 1;
ranges over words such that x ∼ w and supp x ⊂ N ;
ranges over (w)-tuples of nonnegative integers summing to n + 1 − (w); and • S(N , w) is the result of carrying out the inner summations on x and π.
Note that for n fixed, as N → ∞ and θ N ⇒ θ, only the part of the sum indexed by Wigner words w contributes nonnegligibly. 5.4.2. In this paragraph fix attention on a Wigner word w such that (w) ≤ n + 1. We want to understand the subsum S(N , w) appearing in formula (16) as a function of N . Let γ 1 , . . . , γ r be an enumeration of supp w. Since Wigner words are admissible, Proposition 5.3 provides us with a function f defined on the product of r copies of color space with the following properties:
k=1 be as in Assumption 3.1. We clearly have
We remark that it is here we make use of the hypothesis that color space is Polish: we need it to guarantee weak convergence θ ⊗r N k ⇒ θ ⊗r .
5.4.3.
We may now conclude that
where the sum on the right is extended over a cross-section of the set of Wigner words. Note that only finitely many terms on the right are nonvanishing because
Lemma 5.5. With C as in (7), L(N k ) converges weakly to a limit µ supported in the interval [−C, C], and moreover L(N k ), x n → µ, x n for all integers n > 0.
Proof. It is enough to prove that the right side of (17) is O(C n ). There are p+n−1 n−1 n-tuples of nonnegative integers summing to p. Consequently we have
for all Wigner words w and nonnegative integers p. There are 1 +1 ( 2 ) equivalence classes of Wigner words of length 2 + 1 and clearly there are no Wigner words of even length. Consequently there are O(2 n ) equivalence classes of Wigner words of length ≤ n + 1. The desired O(C n ) bound for the right side of (17) follows. 5.6. Limiting behavior of E n i=1 (tr X(N ) νi − E tr X(N ) νi ). Again fix a finite non-empty set N of letters and a positive integer n. Also fix positive integers ν 1 , . . . , ν n and put ν = [ν i ] n i=1 .
5.6.1. We have an expansion
ranges over a cross-section of the set of sentences n words long with i th word of length ν i + 1 for i = 1, . . . , n;
ranges over n-tuples of sets of positive integers such that K i is a subset of {j ∈ {1, . . . , ν i }|α ij = α i,j+1 } for i = 1, . . . , n;
ranges over sentences b ∼ a such that supp b ⊂ N ; and • x i /K i denotes the word obtained by striking the k th letter of x i for all k ∈ K i .
After some further algebraic manipulation, we obtain an expansion
ranges over a cross-section of the set of weak CLT sentences n words long with i th word of length ≤ ν i + 1 for i = 1, . . . , n;
ranges over families of nonnegative integers subject to the constraints
Note that for fixed ν, as N → ∞ and θ N ⇒ θ, only the part of the sum indexed by CLT sentences a contributes nonnegligibly.
k=1 be as in Assumption 3.1. Since CLT words are admissible, an analysis similar to that undertaken in §5.4.2 leads to the conclusion that
where a = [w i ] n i=1 ranges over a cross-section of the set of CLT sentences n words long. Since the analysis is straightforward, somewhat long, and very tedious, we omit it. Note that only finitely many nonzero terms appear in the sum on the right.
Lemma 5.7. There exists a family [Y n ] ∞ n=1 of mean zero random variables defined on a common probability space with Gaussian joint distribution such that for all positive integers n and positive integers ν 1 , . . . , ν n the right side of limit formula
in the upper left corner is positive semidefinite since it is the limit of such matrices. Consequently there exists a family [Y n ] ∞ n=1 of mean zero random variables on a common probability space with Gaussian joint distribution such that EY i Y j = A(i, j) for all i and j. By the enumeration formula (12) and the relations discussed in §5.1.7, we have
if n is odd.
But the expression on the right side is the Wick formula for the expectation E n i=1 Y νi , cf. [Ja97, Theorem 1.28].
6. Proofs of Lemma 2.3 and Theorem 3.2 Lemma 6.1. Fix K > max(1, C 2 ) with C as in (7). Then we have
for every real-valued measurable function g on the real line with polynomial growth at infinity.
Proof. Let n be any nonnegative integer. We have
by Cauchy-Schwartz followed by Chebyshev, and hence
Because K > 1, the quantity on the left side of (20) is an increasing function of n, and moreover that quantity bounds lim sup k→∞ L(N k ), |g|1 |x|>K for all n 0 (because g is of polynomial growth). But by Lemma 5.5, because K > C 2 , the quantity on the right side of (20) tends to 0 as n → ∞. The result follows.
6.2. The functions Φ (w,p) (c). To each Wigner word w and nonnegative integer p we associate a real-valued bounded measurable function Φ (w,p) (c) on color space by the following recursive procedure. As in Proposition 4.5, in the unique way possible, write w = αw 1 · · · αw r α where α is the first letter of w and the w i are pairwise disjoint Wigner words in which α does not appear, and then put
where π = [π i ] 2r i=0 ranges over (2r + 1)-tuples of nonnegative integers summing to p. By convention, if w is the single letter word α, then r = 0 and therefore Φ (α,p) = D(c) p , which gives a way to initialize the recursions (21). Note that for fixed p and c the quantity Φ (w,p) (c) depends only on the equivalence class of w. Intuitively, Φ (w,p) (c) determines the dominant contribution to the expectation of tr X(N ) (w)+p by those terms that use entries from D p times, such that when these are discarded, the resulting word determined by the indices is equivalent to w, and such that the color of the initial letter is c. For example, in the special case that D(·) = 0, one must have p = 0, hence all π i vanish, and the contribution, for a given w, can be visualized by writing on each edge (v 1 , v 2 ) of the rooted planar tree the value (s (2) ) 1/2 (κ(v 1 ), κ(v 2 )), collecting the product of such values along the exploration path determined by the word w, and averaging over the choices of colors except for the choice of the color of the root, which is fixed at c. Lemma 6.3. We have the following identity of formal power series in t with coefficients in the space of real-valued bounded measurable functions on color space:
Here w ranges over a cross-section of the set of Wigner words.
Proof. Via the enumeration formula (11) it follows from definition (21) that the power series on the right side of (22) satisfies (3), whence the result.
Lemma 6.4. Let w be a Wigner word. Let α be the first letter of w. Let p be a nonnegative integer. Then we have
Proof. As in definition (21), write w = αw 1 · · · αw r α where the w i are pairwise disjoint Wigner words in which α does not occur and let α i denote the first letter of w i . By definition of M (·) and H p (·) we have
where π = [π i ] 2r i=0 ranges over (2r + 1)-tuples of nonnegative integers summing to p. Now take conditional expectations on both sides of (24). By induction on (w), and the relations of independence built into the definitions of M (·) and H · (·), we get (23) after a routine calculation. 6.5. Ends of the proofs.
6.5.1. Proof of Lemma 2.3. Uniqueness of a probability measure with moments (6) and support (7) (which is compact) is clear. Only existence requires proof. After enlarging the originally given model in evident fashion we may assume without loss of generality that for every letter there exist infinitely many letters of the same color. And then we may assume without loss of generality that σ = θ because in Assumption 3.1 we may substitute θ N for θ without falsifying it. Now fix any sequence [N k ] ∞ k=1 as in Assumption 3.1. Let µ be the weak limit of L(N k ) provided by Lemma 5.5. By the cited lemma, µ satisfies the support bound (7). Moreover, by the cited lemma combined with limit formula (17), the measure µ has moments
where w ranges over a cross-section of the set of Wigner words. By Lemmas 6.3 and 6.4 we can evaluate the right side of (25). We find finally that moment formula (6) does indeed hold for µ. Fix K as in Lemma 6.1. By the Weierstrass approximation theorem write
where Q is a polynomial function. We have
and therefore have
We have P 1 → 0 by Lemma 6.1. We have P 2 → 0 by Lemma 5.5. We have P 3 → 0 by limit formula (19). Therefore (26) does indeed hold.
We finally turn to proving the convergence µ N k ⇒ µ. The proof of Lemma 2.3 shows that the analogue 
The Füredi-Komlós circle of ideas
In this section, we describe a (rough) technique that allows us to bound traces of polynomials of our random matrices when the degree of the polynomial is allowed to grow with the dimension of the matrix. The approach we take is inspired by the work of Füredi and Komlós [FK81] . We mention in passing that for Wigner matrices all of whose entries have even distributions, much more detailed information is available in [SS98] . 7.1. FK sentences. Let a = [w i ] n i=1 be a sentence of n words. We say that a is an FK sentence under the following conditions:
• G a is a tree.
• Jointly the words/walks w i visit no edge of G a more than twice.
• For i = 1, . . . , n − 1, the first letter of w i+1 belongs to i j=1 supp w j . We say that a is an FK word if n = 1. Any word admitting interpretation as a walk on a forest visiting no edge of the forest more than twice is automatically an FK word. The constituent words of an FK sentence are FK words. If an FK sentence is at least two words long, then the result of dropping the last word is again an FK sentence. If the last word of an FK sentence is at least two letters long, the result of dropping the last letter of the last word is again an FK sentence. 7.2. The graph G 1 a associated to a sentence. Given an n-word-long sentence a = [w i ] n i=1 , we define G 1 a = (V 1 a , E 1 a ) to be the subgraph of G a = (V a , E a ) with V 1 a = V a and E 1 a equal to the set of edges e ∈ E a such that the words/walks w i jointly visit e exactly once. In this situation, denoting by α i the first letter of w i , we declare the word α 1 · · · α r to be the acronym of the FK word w.
Proof. The only possible decomposition w = w 1 · · · w r of the desired type is the one with breaks at the edges of G 1 w . Since the transition from w i−1 to w i is along an edge of the tree G w never again visited by w, the words w i must be pairwise disjoint. Since every edge of G w visited by w i is visited exactly twice by w, and the w i are pairwise disjoint, in fact w i visits every edge of G w either twice or never, hence by the parity principle w i is closed, and hence w i is a Wigner word.
Lemma 7.4. There are at most 2 n−1 equivalence classes of FK words of length n.
Proof. From the recursion (11) (see also §12.2.3 below) it is easy to deduce that the sum of terms t (w) extended over a cross-section of the set of Wigner words is
Via the preceding lemma, it follows that the sum of terms t (w) extended over a cross-section of the set of FK words is
whence the claimed bound.
be a word of length n. We wish to define a parsing of w into an FK sentence by going sequentially over the letters in w and declaring a new word each time not doing so would prevent the sentence formed up to that point from being an FK sentence. More precisely, we define a sentence w which we call the FK syllabification of w by the following inductive procedure. If n = 1, put w = w. Assume now that n > 1 and write x = [α i ] n−1 i=1 , β = α n and e = {α n−1 , α n }. If β ∈ supp x or e ∈ E 1 x , let w be the result of lengthening the last word of x by adjoining β at the end of that word; otherwise, let w be the result of lengthening the sentence x by adjoining the one-letter word β at the end of that sentence. Note that G w = G x if and only if α n ∈ {α 1 , . . . , α n−1 }. For example, temporarily spelling with the alphabet {1, 2, 3}, the FK syllabification of w = 1231 is the sentence w = [123, 1] consisting of two words; the FK syllabification process has to "insert a comma" between 3 and 1 because 1231 is not an FK word, whereas 1, 12 and 123 are. It is easy to verify by induction on n that G w is a spanning tree in G w , that w is an FK sentence, and that w is the concatenation of the constituent words of w . We have w = w if and only if w is an FK word. Clearly the FK syllabification process preserves equivalence, i. e., w ∼ x ⇒ w ∼ x .
Lemma 7.6. Let a = [w i ] n i=1 be a sentence of n ≥ 2 words. Put b = [w i ] n−1 i=1 and c = w n . Assume that b is an FK sentence, that c is an FK word, and that the first letter of c belongs to supp b. Let γ 1 · · · γ r be the acronym of c spelled out in full. (Note that by hypothesis γ 1 ∈ supp b.) Let be the largest index such that γ ∈ supp b and write d = γ 1 · · · γ . The following conditions are both necessary and sufficient for a to be an FK sentence:
Consequently there exist at most (wt b) 2 equivalence classes of FK sentences Figure 3 for an example of two such equivalence classes and their pictorial description. Proof. Sufficiency is easy to check. We omit the details. We turn to the proof of necessity. To begin with, since G a is a tree, d is the unique geodesic in G c ⊂ G a joining γ 1 to γ , and hence is also the unique geodesic in G b ⊂ G a joining γ 1 to γ . Now d only visits edges of G b already visited by the constituent words of b. 
of unordered pairs of letters. Among the entries of A we find 2#E a − #E 1 a of them that are edges of G a , while the rest correspond to the m − 1 "commas" in the sentence a; and moreover, since G a is a tree, we have #E a = wt a − 1. The result follows. This is a crude but easy-to-apply version of the estimate one obtains by exploiting the idea of "coding" introduced by Füredi and Komlós in [FK81] .
Proof. Let w be a weak Wigner word. Let w be the FK syllabification of w. Let m be the number of words in the sentence w . Since the syllabification process never "inserts a comma" on the second passage on an edge, one has that E 1 w = ∅ and so we must have m = (w) − 2 wt w + 2 by the preceding lemma. Therefore #Γ(k, n+1, n−2k+3) bounds the quantity we wish to estimate, whence the desired result by Lemma 7.7, after a short further calculation which we omit. 7.10. Companion estimate. To exploit the preceding proposition we need also to bound E|ξ(w)| for all weak Wigner words w such that (w) = n + 1 and k = wt w. Fix such a word w now. We claim that
Consider the graph G w = (V w , E w ) and let be the number of edges of E w visited exactly twice by w. We have by (13) and the Hölder inequality that E|ξ(w)| ≤ C(n − 2 )C(2) .
We have #E w ≥ #V w − 1 = k − 1 since G is connected, n ≥ 3 · (#E w − ) + 2 by counting, and hence n − 2 ≤ 3(n + 2 − 2k).
The desired estimate now follows since C(q) is a nondecreasing function of q bounded below by 1.
Bracelets, polarizations and enumeration
We have already seen in Section 5 that limiting variances are determined by the enumeration of CLT word-pairs. In the current section, we study the structure of such word-pairs and their associated graphs. These turn out to be classified by certain "bracelets with pendant trees". 8.1. Graph-theoretical definitions.
8.1.1. Bracelets. We say that a graph G = (V, E) is a bracelet if there exists an enumeration α 1 , . . . , α r of V such that
and so on. We call r the circuit length of the bracelet G.
8.1.2. Unicyclic graphs. We say that a graph G = (V, E) is unicyclic if G is connected and #V = #E. In other words, a unicyclic graph is a connected graph with one too many edges to be a tree. Any bracelet of circuit length = 2 is unicyclic. However, a bracelet of circuit length 2 is a tree. (1) F is a forest with exactly r connected components.
(2) If G has a degenerate edge, then r = 1.
(3) If G has no degenerate edge, then r ≥ 3. (4) Z meets each connected component of F in exactly one vertex.
(5) Z is a bracelet of circuit length r.
(6) For all e ∈ E the following conditions are equivalent:
(a) G \ e is connected.
We call Z the bracelet of G. We call r the circuit length of G, and each of the components of F we call a pendant tree.
Proof. The proposition is well-known in principle. We just explain how to prove statement 5 and omit the remaining details. Pick an edge e = {α, β} of G so that G \ {e} is a spanning tree. Then e is an edge of Z, and it is not difficult to verify that the edges of Z distinct from e are the edges of the tree G \ {e} visited by the unique geodesic in G \ {e} joining α to β. So it is clear that Z is a bracelet. 8.3.1. By Proposition 4.12, either G is unicyclic or G is a tree. If G is unicyclic, we define the bracelet, circuit length, and pendant trees of [w, x] to be the same as those defined for G by Proposition 8.2. Suppose now that G is a tree. Then there exists by Proposition 4.12 a unique edge of G visited exactly twice by w and twice by x; this edge and attached vertices we declare to be the bracelet of [w, x], and we declare the circuit length of [w, x] to be the circuit length of its bracelet, namely 2. Erasing the edge of the bracelet from E leaves a forest of two components; as before, we call the components pendant trees of [w, x]. Note that the circuit length of [w, x] depends only on the equivalence class of the word-pair [w, x]. 8.3.2. Let Z and r be the bracelet and circuit length of [w, x], respectively. Note that G is unicyclic or a tree according to r = 2 or r = 2. Then [w σ α σ(1) ,x τ β τ (1) ] is again a CLT word-pair with associated graph, bracelet and circuit length the same as for [w, x] . We declare the ordered pair (σ, τ ) to be a polarization of [w, x] if the last edge of G visited by the walkw σ α σ(1) equals the last edge of G visited by the walkx τ β τ (1) . Note that the set of polarizations of a CLT word-pair depends only on its equivalence class. The notions of bracelet and polarization are linked by the following result. Proof. If G is a tree, part (i) of the lemma holds by definition of Z, while part (ii) is a consequence of Proposition 4.12(3). So assume for the rest of the proof that G is unicyclic. By Proposition 4.12(4)(b) each edge of G is visited a total of exactly two times by w and x, and so part (ii) of the proposition follows immediately from part (i). We have only to prove part (i). (⇒) The graph G \ e obtained by deleting e is by hypothesis a tree. If one of the words/walks w or x fails to visit e, say the former, then by the parity principle w must visit every edge of G an even number of times. But then, due to Proposition 4.12(4)(b), it is impossible for w to visit any edge of G visited by x, which is a contradiction. (⇐) By hypothesis and Proposition 4.12(4)(b) the walk w visits e exactly once, hence some cyclic permutation ofw is a walk on G \ e the set of endpoints of which equals e, hence G \ e is connected, and hence e is an edge of Z.
Lemma 8.5. Let G be a forest. Let w and x be words both admitting interpretation as walks on G. Assume that jointly w and x visit every edge of G either exactly twice or never. (Necessarily then, both w and x are FK words.) Assume further that w and x have at least one letter in common. Then exactly one of the following conditions holds:
(1) w and x have acronyms which are either equal or mirror images, but have no letters in common apart from those shared by their acronyms.
(2) w and x are Wigner words with exactly one letter in common, but this common letter does not appear as the first letter of both words.
Proof. Since any subgraph of a forest is again a forest, we may assume without loss of generality that
. Since w and x have at least one letter in common, in fact G is a tree. Let w * and x * be the acronyms of w and x, respectively. Note that w * (resp., x * ) is the unique geodesic in G with the same initial and terminal vertices as w (resp., x). By the parity principle and the hypotheses we have {e ∈ E|w visits e exactly once} = {e ∈ E|w * visits e} = E w ∩ E x = {e ∈ E|x * visits e} = {e ∈ E|x visits e exactly once}, hence w * and x * are words of the same length, say , and we have
If > 1, then the words w * and x * must either be equal or mirror images of each other. If = 1, then w and x are Wigner words since each visits every edge of G either exactly twice or never, but note that we need not in this case have equality of w * and x * . Finally, since G, G w and G x are trees, we have
which finishes the proof.
Proposition 8.6. Fix closed words w and x each of length ≥ 2. Put k = (w) and = (x). Let σ (resp., τ ) be a cyclic permutation of {1, . . . , k} (resp., {1, . . . , }). The following statements are equivalent:
(1) [w, x] is a CLT word-pair of which (σ, τ ) is a polarization.
(2)w σ andx τ are FK words with acronyms either equal or mirror images, and with no letters in common apart from those shared by their acronyms.
We remark that under the equivalent conditions above, the common length of the acronyms ofw σ andx τ equals the circuit length of [w, x].
Proof. The implication 2⇒1 is easy to check. We omit the details. We turn directly to the proof of the implication 1⇒2. Write w = [α i ] k+1 i=1 and x = [β j ] +1 j=1 . Let e be the last edge of G = G [w,x] visited by the walksw σ α σ(1) andx τ β τ (1) . Note that e by Lemma 8.4 is automatically an edge of the bracelet of [w, x]. Unless r = 2, let G be the graph obtained by deleting e from G, but if r = 2 put G = G. Then in all cases G is a tree, and the wordsw σ andx τ are walks on G satisfying the hypotheses of Lemma 8.5. Werew σ andx τ to be Wigner words with exactly one letter in common not appearing as the first letter of both words, the graph G would have two degenerate edges, which by Proposition 4.12 is impossible. 8.7. Enumeration of CLT word-pairs by Wigner words. We are now ready to state an enumeration formula for CLT word-pairs similar to the enumeration formulas (11) and (12), albeit rather more complicated.
be a sequence of distinct letters. For each positive integer i choose cross sections U i and V i of the set of Wigner words. Make these choices so as to achieve the following conditions:
• For all i, every word belonging to U i ∪ V i begins with γ i , but no word belonging to U i has a letter other than γ i in common with any word belonging to V i . • For all distinct i and j, every word belonging to U i ∪ V i is disjoint from every word belonging to U j ∪ V j .
Let ϕ be a real-valued function defined for all sentences. Assume that ϕ(a) depends only on the equivalence class of a and vanishes when the sum of the lengths of the constituent words of a is sufficiently large, in which case the support of ϕ consists of only finitely many equivalence classes of sentences. 8.7.2. Enumeration of CLT word-pairs. We have
• a ranges over any cross-section of the set of CLT word-pairs;
• σ ranges over cyclic permutations of {1, . . . , (u)}; and • τ ranges over cyclic permutations of {1, . . . , (v)}.
One verifies that there is neither under-nor over-counting by applying Proposition 7.3 (which gives the structure of FK words) and Proposition 8.6 (which gives the structure of CLT word-pairs) in a straightforward way. We omit further details. 9. Proof of Theorem 3.3 9.1. Further generating functions. Fix a sentence
consisting of n words.
be an n-tuple of independent (algebraic) variables and put
where p = [p i ] n i=1 ranges over n-tuples of (nonnegative) integers. We view H(a, t) as a formal power series in t 1 , . . . , t n with random variable coefficients, not as an analytic function of t. In other words, H(a, t) is just a device for manipulating the infinite array [H p (a)] of random variables. We write j=1 , we find that
,
j=1 ranges over (w)-tuples of nonnegative integers. From (32), it follows that
.
Taking the sum over all cyclic permutations σ of {1, . . . , (w)}, and arguing similarly, we find that
9.1.3. Returning now to the general situation, from (32) we get the identity
From (33) and (34) we get the differentiation formula
where in the sum σ i ranges over cyclic permutations of {1, . . . , (a i )}. We emphasize that these identities are to be interpreted formally, i. e., all the expressions are to be expanded as power series in t 1 , . . . , t n in evident fashion and then coefficients of like monomials in the t i are to be equated. 9.1.4. For each Wigner word w we define
As with the generating functions introduced above, this, too, is to be viewed as formal power series in t. By Lemma 6.4 we have
where to make sense of formula, both sides are expanded in powers of t, the integrals on the left are computed term by term, and then coefficients of like powers of t are to be set equal a.s. By Lemma 6.3 we have
where w ranges over a cross-section of the set of Wigner words. Note that in the sum on the right, for every fixed degree n, there are only finitely many terms in which the coefficient of t n is nonvanishing.
Lemma 9.2. We have an identity
is the Gaussian family defined in Lemma 5.7.
be the enumerative apparatus introduced in §8.7. In anticipation of applying enumeration formula (31) we temporarily "freeze" data specifying a single term on the right side of that formula:
• Let r be a positive integer.
j=1 be equal either to v 1 · · · v r or to v r · · · v 1 . • Let σ be a cyclic permutation of {1, . . . , (u)}.
• Let τ be a cyclic permutation of {1, . . . , (v)}.
By direct appeal to the definitions we have (39)
To understand this formula, notice that the right side is a product of factors associated to pendant trees times a factor arising from the bracelet. Put
We then have the following identities:
Here all the conditional expectations are to be calculated by expanding formally in powers of x and y and then integrating term by term; in the same spirit the equal signs are to be interpreted as a.s. equality term by term between formal power series. The preceding holds at the second equality by the differentiation formula (35), and at the third equality by (36). Now take expectations (again, integrating term by term), and then apply identity (37) and enumeration formula (31) to find that (41) 9.3. End of the proof of Theorem 3.3. By limit formula (19), Lemma 5.7 and Lemma 9.2, we have for every nonnegative integer n that
So the method of moments gives the result.
Proof of Theorem 3.4
Because of the strong similarity between the proofs of Theorem 3.3 and Theorem 3.4, and because of the especially tedious nature of latter proof (the necessary enumerations are rather involved), we proceed quite rapidly, omitting many details. But we strive to provide all the important "landmarks" so that the reader won't get lost.
10.1. Further random variables indexed by sentences. We enlarge the supply of random variables introduced in §5.1, as follows. 
• w ranges over a cross-section of the set of Wigner words;
• [u, α, β] ranges over a cross-section of the set of marked Wigner words; and
• v ranges over a cross-section of the set of critical weak Wigner words.
Note that only finitely many nonzero terms appear in the sums. Since proof of (42) is quite similar to that of (17), if rather more complicated, we omit the details.
10.3. Enumeration of marked Wigner words by Wigner words. We use the enumerative apparatus introduced in §8.7.1. We have (43)
• [w, α, β] ranges over any cross-section of the set of marked Wigner words;
i=1 and • σ ranges over cyclic permutations of {1, . . . , (u)}.
An argument employing Proposition 4.5 (which gives the structure of Wigner words), Proposition 7.3 (which gives the structure of FK words) and Lemma 8.5 shows that there is neither under-nor over-counting here. We omit the details. 10.4.1. According to Proposition 4.8, either G is unicyclic or G is a tree. If G is unicyclic, then we define the bracelet and circuit length of w to be the same as defined for G in Proposition 8.2. If G is a tree, then there exists a unique edge e of G visited exactly 4 times by w; this edge and attached vertices we declare to be the bracelet of w, and we declare the circuit length of w to be that of its bracelet, namely 2. 10.4.2. Let Z and r be the bracelet and circuit length of w, respectively. Note that r = 2 or r = 2 according to whether G is unicyclic or a tree. Note that in all cases the graph obtained from G by deleting the edges of Z is a forest with exactly r connected components each of which meets the bracelet in exactly one vertex; again we have a picture of "bracelet with pendant trees". Note that in all cases w makes a total of 2r visits to edges of Z. Moreover the walk w visits each edge of the bracelet exactly twice, unless r = 2, in which case w visits the unique edge of the bracelet exactly 4 times. 10.4.3. As in 8.3.3, letw be the result of dropping the last letter of w and let σ be a cyclic permutation of {1, . . . , (w)}. Thenw σ α σ(1) is a critical weak Wigner word with graph, bracelet and circuit length the same as for w. We say that σ is a polarization of w if the last edge of G visited by the walkw σ α σ(1) is an edge of Z. Clearly:
• There exist exactly 2r polarizations of w.
Note that the set of polarizations of w depends only on the equivalence class of w.
10.4.4. Suppose now that we are given a polarization σ of w. We define the canonical decompositionw σ = p 1 p 2 · · · p 2r−1 p 2r associated to σ to be the unique decomposition with breaks at visits of the walǩ w σ to edges of the bracelet. From the bracelet-and-pendant-trees picture it is not difficult to deduce that each p i is a Wigner word and that no two of the p i have letters in common with the exception that first letters may coincide. Let s = α 1 · · · α 2r be the sequence of first letters of the p i . We call s the signature associated to the critical weak Wigner word w and its polarization σ. Necessarily sα 1 is a walk on the bracelet of w visiting every edge of the bracelet exactly twice unless r = 2, in which case sα 1 visits the unique edge of the bracelet exactly 4 times. Up to equivalence of words there are very few possibilities for s. In fact, the following possibilities are mutually exclusive and exhaustive:
• r ≥ 3 and s ∼ 123 · · · r123 · · · r.
• r = 1 and s ∼ 11.
• r = 2 and s ∼ 1212.
• r ≥ 3 and s τ ∼ 123 · · · r1r · · · 2 for some cyclic permutation τ of {1, . . . , 2r}.
In the first case we say that the signature is unidirectional, whereas in the remaining cases we say that the signature is backtracking. Notice that if s is unidirectional (resp., backtracking) for some polarization σ, then s is unidirectional (resp., backtracking) for all polarizations σ. Thus it makes sense to say that w itself is either unidirectional or backtracking.
10.4.5. If w is backtracking, then for some polarization σ the associated signature is of the form 11 if r = 1, 1212 if r = 2, or 123 · · · r1r · · · 2 if r ≥ 3, in which case we say that σ is a strong polarization of w. It is not difficult to verify that:
• If w is backtracking, there exist exactly 2 strong polarizations of w unless r = 2, in which case every polarization is strong (and so there exist exactly 4 polarizations). Note that the set of strong polarizations of w depends only on the equivalence class of w.
Enumeration of critical weak Wigner words by Wigner words.
We again use the enumerative apparatus introduced in §8.7.1. We have
• w ranges over any cross-section of the set of critical weak Wigner words;
; and • τ ranges over cyclic permutations of {1, . . . , (v)}. The enumeration formula may be derived from the preceding discussion of the bracelet of a critical weak Wigner word in a straightforward way. We omit further details.
10.6. End of the proof. The left sides of (9) and (42) coincide by formula (27) coming up in the proof of Theorem 3.2. So we can rewrite (42) as an identity of formal power series
• [w, α, β] ranges over a cross-section of the set of marked Wigner words; and • u ranges over a cross-section of the set of critical weak Wigner words.
To finish the proof of the theorem we have just to make the right side of (45) explicit. This can be done by exploiting the enumeration formulas (43) and (44). We omit the remaining details of the proof because the calculations are very similar to those undertaken to prove Lemma 9.2, if rather more complicated. We just remark that many of the terms in the sum on [w, α, β] are canceled by terms in the sum on u.
The proof of Theorem 3.4 is complete.
Concentration
Our goal in this section is to derive sufficient conditions that allow one to prove a CLT for test functions more general than polynomials. Toward this end, we define a notion of concentration for the matrices X(N k ), and under a concentration hypothesis and a condition on the limiting covariance for polynomial test functions, prove a CLT for continuously differentiable test functions (Theorem 11.3). We then establish the concentration property for matrices whose entries satisfy the Poincaré inequality (Theorem 11.6). The main result of this section is Theorem 11.8. 11.1. The concentration property. Our limit theorems involve statements concerning concentration for certain functionals of random matrices. For a function g on R, set
We say that the sequence of matrices {X(N k )} ∞ k=1 satisfies the concentration property if the following three properties hold:
• L(N k ) converges weakly, in probability, to a probability measure µ with compact support S . • There exists a constant c such that for any Lipschitz function g, it holds that (46) Var tr g(X(N k )) ≤ c g 2 Lip . • There exists a compact set S such that for any function f supported on S c of polynomial growth, it holds that
Note that necessarily, S ⊂ S in the above definition.
CLT's for differentiable test functions.
Let f : R → R be a continuously differentiable function. Our goal is to prove a central limit theorem for the variable Z N k := tr f (X(N k )) − E tr f (X(N k )). Recall that under the assumptions set forth in Theorem 3.3, for any family of polynomials {q n (x)} ∞ n=1 , the sequence of random variables (48) W n (N k ) := trq n (X(N k )) − E trq n (X(N k )) converges in distribution to a zero mean Gaussian sequence {W n } ∞ n=1 , of covariance K W (that is, E(W n W m ) = K W (n, m)). We begin with stating general conditions that allow one to extend a CLT statement from polynomial test functions to differentiable functions. Verifying the hypotheses of this proposition will be our goal in this section and next.
Proposition 11.3. Suppose that the sequence X(N k ), as defined in Theorem 3.3, satisfies the concentration property. Assume further the existence of a measure ν of bounded density with respect to the Lebesgue measure, with supp(ν) ⊂ S, and a complete orthonormal sequence of polynomials q n (x) in L 2 (ν), such that with q n (x) := x 0 q n (y)dy and variables W n (N k ) as in (48), it holds that K W is diagonal. Then, for any function of polynomial growth f on R that is continuously differentiable on S and satisfies
the sequence of random variables Z f (N k ) := tr f (X(N k )) − E tr f (X(N k )) converges in distribution to a zero mean Gaussian random variable with nondegenerate variance
Proof. Without loss of generality we assume that f (0) = 0 and that f L 2 (ν) = 1. Set S = max{|x| : x ∈ S}. Fix > 0, and find an m 0 = m 0 ( ) large enough, and a sequence of coefficients {a
(this is always possible by the Stone-Weierstrass theorem). Next, note that (51) and f (0) = 0 imply that for m ≥ m 0 ( ), n ] 2 K W (n, n). On the other hand, writing f (x) = ∞ n=1 β n q n (x) in L 2 (ν), one has
Since 1 = f 2 L 2 (ν) = ∞ n=1 β 2 n , it follows that there is an n 0 = n 0 (f ), with K W (n 0 , n 0 ) > 0, and a δ > 0 such that for all small enough and all m ≥ m 0 ( ), [a (m) n0 ] 2 ≥ δ.
By (46), sup m,k EZ 2 N k ,m,1 < ∞. Hence, the family Z N k ,m,1 is tight, with Z N k ,m0,1 converging in distribution, as k → ∞, to a zero mean Gaussian variable A m0 , of variance σ 2 m0 ≥ δ. It follows (by an application of monotone convergence) that the sequence A m0 itself is tight. Let A denote a limit point (in distribution) of this sequence (necessarily, A is zero mean Gaussian, with Var A = σ 2 f ≥ δ). Then, with d BL denoting the bounded-Lipschitz distance on probability measures (which is compatible with weak convergence, see [Du89, Theorem 11.3 
and with µ X denoting the law of a random variable X, it holds that
Hence,
Taking → 0 (and m 0 → ∞) yields the conclusion that d BL (µ ZN k , µ A ) → 0 as k → ∞. All assertions have been proved.
11.4. Poincaré inequalities for matrices. We say that a probability distribution µ on R satisfies a Poincaré inequality if there exists a constant c µ such that for any f : R → R smooth, it holds that
For such distributions, one has
Theorem 2] (or [Bo99] for optimal constants). It is well known (see, e.g., [Le01, Pg. 49]) that if µ i , i = 1, . . . , K satisfy Poincaré inequalities with constants c µi , then for any smooth function g : R K → R, and with and thus property (46) above holds true. See [CB04] for a systematic use of this fact, and [GZ00] for other concentration inequalities for random matrices.
11.5. Concentration for matrices. We can now state:
Proposition 11.6. Assume Assumption 3.1 and suppose that the random variables ξ {α,β} satisfy the Poincaré inequality with the same constant c. Then the sequence X(N k ) has the concentration property.
Before proving Proposition 11.6, we state an auxiliary estimate, that may be of interest in its own right. Under somewhat stronger assumptions, a stronger assertion can be deduced from [SS98] .
Lemma 11.7. Under the assumptions of Proposition 11.6, there exist constants C < ∞, > 0, such that with r(N ) = [N ], and all k large,
Proof. By an obvious rescaling, we may and will assume that
Note first that it is enough to consider the case of D = 0, since setting (X(N k )) αβ = N −1/2 k ξ {α,β} and assuming that the claim holds forX(N k ) and some constant C, one has that
for all k large enough. So we assume in the rest of this proof that D = 0. But then, by (16), for any integer n,
with FK(2n, q) denoting the collection of weak Wigner words of length 2n + 1 and weight q, and N FK is as in (29). Note that max b∈FK(2n,q)
where the first inequality is due to (30) and the second to (54). Thus, for some n 0 and all n ≥ n 0 ,
as long as (6n) 12 /N k ≤ 1/2. This completes the proof.
Proof of Proposition 11.6 In view of Theorem 3.2 and the discussion in §11.4, it only remains to check (47). This is based on Lemma 11.7. Fix C as in the statement of the lemma. Define the compact set S = [−C − 1, C + 1], and suppose that |f (x)| ≤ c 1 |x| c2 and f is supported on S c . Then, for k large, using that (|x|/(C + 1/2)) r(N k ) ≥ |x| 2c2 for |x| ≥ C + 1,
Combining Propositions 11.3 and 11.6, we have the Theorem 11.8. Assume Assumption 3.1, and suppose that the random variables ξ {α,β} satisfy the Poincaré inequality with a common constant c. With µ as in Theorem 3.2, assume that |dµ/dx| ∞ < ∞. Assume further the existence of a complete orthonormal sequence of polynomials q n (x) in L 2 (µ), such that withq n (x) := x 0 q n (y)dy and variables W n (N k ) as in (48), it holds that K W is diagonal.
Then, for any function f of polynomial growth on R that is continuously differentiable on S and satisfies (59) f ∈ span L 2 (ν) {q n (·) : K W (n, n) = 0} , the sequence of random variables Z N k = tr f (X(N k )) − E tr f (X(N k )) converges in distribution to a Gaussian random variable with non-degenerate variance σ 2 f given by (50).
Diagonalization by Chebyshev polynomials
We discuss two specializations of the band matrix model in which we can make µ, Φ(c, t), Θ(x, y), Ψ(x, y), Var Z f and EZ f much more explicit. These explicit computations are possible because in the setup discussed here, generalized Chebyshev polynomials diagonalize the covariance matrix of the variables {Z f }.
Our computation involves the inversion of formal power series. Fix a sequence of real numbers {a i } and define the formal power series
(for our needs in the sequel, one may take in the following lemma p(t) = Φ(t) where Φ(t) is the generating function for the Catalan numbers defined in (63) below.) For each positive integer n, define the n th p-Chebyshev polynomial T n (x) as the unique monic polynomial in x of degree n with real coefficients such that T n (1/t) is the principal part of the Laurent series p(t) −n . Finally, define the matrix P with rows and columns indexed by the positive integers such that P ij is the coefficient of t j in p i , that is
where for any sequence [a i ] ∞ i=−∞ of constants such that a i = 0 for i 0 we set
Lemma 12.1. Fix p(t) as in (60) with its associated p-Chebyshev polynomials and matrix P as in (61). Identifying polynomials without constant term in the obvious way with column vectors having entries indexed by the positive integers, the n th column of P −1 equals 1 n x d dx T n (x). Proof. Let r = r(t) be the formal power series inverse of p(t), i. e., the unique power series without constant term such that p(r(t)) = r(p(t)) = t.
By the Lagrange inversion formula, c.f. [St99, §5.4],
But, by definition, the last expression is exactly the coefficient of t i in j −1 td(T j (t))/dt.
Chebyshev polynomials.
12.2.1. Definition. For each nonnegative integer n we define the n th Chebyshev polynomial T n (x) of the first kind to be the unique polynomial in x such that T n (z + 1/z) = z n + 1/z n (equivalently: T n (2 cos θ) = 2 cos nθ) and we define the n th Chebyshev polynomial U n (x) of the second kind by the rule U n (x) = 1 n T n (x).
We have orthogonality relations
as can be verified directly by the trigonometric substitution x = 2 cos θ. Crucially, the weight figuring in these orthogonality relations is the semicircle law of mean 0 and variance 1. We have analogous orthogonality relations for Chebyshev polynomials of the first kind (with a different weight), but these we omit because we have no use for them.
12.2.2.
Warning. Our definitions are not quite the standard ones. One usually defines T n (cos θ) = cos nθ and U n (x) = 1 n+1 T n+1 (x). We have rescaled and reindexed in order to obviate many annoying factors of 2 and shifts of 1. It is also worth pointing out that in our set up the polynomial xU n (x) is monic of degree n, and moreover even or odd according as n is even or odd. 12.2.3. Reinterpretation of the Chebyshev polynomials. Consider the odd power series
having the n th Catalan number as the coefficient of t 2n+1 . Clearly Φ(t) satisfies the functional equation
and hence more generally the functional equation
for all positive integers n. In other words, for each positive integer n, the n th Chebyshev polynomial T n (x) (with its constant term dropped) may be reinterpreted as the n th Φ-Chebyshev polynomial in the sense of Lemma 12.1.
Diagonalization formulas. Let
be any sequence of real constants, and take as above p(t) = Φ(t). Then, using the obvious identification between polynomials and column vectors, one may think of Φ i (x) as e T i P where P is the matrix from (61) and e i is the (infinite) column vector whose j-th entry is δ ij . On the other hand, by the remark following (64), and Lemma 12.1, we have that xU m (x) can be identified with P −1 e m . Hence,
and, similarly, This specialization of the band matrix model we call the generalized Wigner matrix model. In the case that s (2) ≡ 1 this is more or less the standard Wigner matrix model, whence the terminology.
12.3.2. Calculation of Φ(c, t) and µ. In the case at hand Φ(c, t) must be independent of c, and hence by functional equation (3) we have Φ(c, t) = Φ(t) where the latter is as defined in §12.2.3. From Φ(t) we can read the moments of µ. We conclude that µ is the semicircle law σ S of mean 0 and variance 1. Assume that D ≡ 0. Assume that d (k) ≡ 0 for all k > 0. This specialization of the band matrix model we call the generalized square-root Wishart matrix model. 12.4.2. Generalized Wishart matrices. As we are about to see, the machinery we developed is well suited to deal with square-root generalized Wishart matrices. In applications, however, one is often interested in a slight variant. By re-arranging coordinates, X(N ) can be written in the form
where the matrix Y (N ) has dimension N h × N v with N h + N v = N and N h ≤ N v . In this situation, we call the matrices W (N ) = Y (N )Y (N ) T generalized Wishart matrices, and we will be interested in the empirical distribution of their eigenvalues {λ i (W (N ))} N h i=1 (all non-negative): N ) ) .
In the case that s (2) is constant on (A × B) ∪ (B × A), the spectrum of W (N ) is the same as that of standard Wishart matrices, whence the terminology. Note that for any function g(t) on R + with g(0) = 0, settingḡ(x) = g(x 2 ), one has (70) N N h L(N ),ḡ = L W (N ), g .
Hence, once CLT type results are derived for X(N ), it is a simple exercise in bookkeeping to transfer those to statements about W (N ).
12.4.3. Calculation of Φ(c, t). Under our additional assumptions in §12.4.1, we can write
where Φ A (t) and Φ B (t) are color-independent. Functional equation (3) in the case at hand specializes to the functional equation
which in turn can be rewritten as the pair of functional equations
After a straightforward calculation with formal power series we find that
where Φ(t) is as in §12.2.3. 12.4.4. Calculation of µ. From (71) we know the moments of the measure µ and moreover we can compare these moments to those of the semicircle distribution. We find that
Notice that if θ(A) = θ(B) and hence γ = 2, the measure µ has some mass concentrated at the origin. Notice also that if γ = 2, then µ is the semicircle distribution. See e.g. [PM67] for this result in the case of Wishart matrices.
12.4.5. Calculation of Θ(x, y) and Ψ(x, y). With λ r and r as defined in (67), we have 12.4.6. Square-root transformations. Note that (73) implies that the semi-circle distribution σ S is the image of the limiting measure µ for square-root generalized Wishart matrices under a square-root and shift transformation. To compute Var Z f and E f for the square-root generalized Wishart matrices, therefore, we need first to perform an appropriate change of variables. This is contained in the next lemma.
Lemma 12.5. Let f (t) be a polynomial. Let γ be a constant. Let A(t) be an even power series. Let B(x, y) be a power series even in each of its variables. Put
We have (2λ 2r + 2r )a 2 r ,
where real coefficients a r vanishing for r 0 are defined by writing
in the unique way possible.
12.6. Proof of Theorem 3.5. In view of Theorem 3.3, §12.3, and Theorem 11.8, all that remains to be done is to take in the latter Theorem q n (y) = U n (y). 12.7. Generalized Wishart matrices. We return to the generalized Wishart matrices W (N ) introduced in §12.4.2, with Assumption 3.1 holding throughout. We have a natural decomposition N k = N h k + N v k , and, assuming w.l.o.g. α ≥ 1, we have that N h k /N k → k→∞ 1/(1 + α 2 ). With X(N k ) denoting the associated square-root generalized Wishart matrices of §12.4.1, we have that L(N ) ⇒ µ where µ = 1 − 4/γ 2 δ 0 + (1 − 1 − 4/γ 2 )µ 0 is given in (73). In particular, in view of (70), we have L W (N k ) → k→∞ µ 1 , where µ 1 , g = g(y 2 )µ 0 (dy) .
Further, for any differentiable function g on R + with g(0) = 0, define the coefficients a r as in (79), and define the sequence of random variables Z g,W,k := tr f (W (N k )) − E tr f (W (N k )) Theorem 12.8. Let W (N k ) be a sequence of generalized Wishart matrices satisfying the above conditions. For any polynomial function g on R + , the sequence of random variables Z g,W,k converges in distribution to a zero mean Gaussian random variable Z f of variance given by (77). If further the entries ξ α,β all satisfy the Poincaré inequality with common constant c, then the above extends to continuously differentiable functions g of polynomial growth.
Proof. For polynomial g's, this is a direct consequence of (70), Theorem 3.3, and the computation in §12.5.1. For differentiable functions g, use Theorem 11.8 again (for the matrices X(N k )) with the choice q n (y) = U n (y − γ).
An evaluation of the shift in mean, analogue of E f , can also be provided. To avoid repetitions, we do not state it here.
Concluding remark
We have chosen to concentrate in this paper on the evaluation of CLT's for symmetric matrices. Similar techniques work also with Hermitian matrices, the main difference being that with ξ α,β = ξ 1 α,β + iξ 2 α,β = ξ * β,α , when α = β, and ξ 1 α,β and ξ 2 α,β independent, identically distributed, zero mean real-valued random variables, it holds that E[ξ α,β ] 2 = 0, and hence in the combinatorial evaluation of the contribution of various terms in expansions similar to (16), the contribution of words in which an edge is traversed twice in the same direction vanishes (in particular, when computing variances for linear statistics of polynomial type, some of the bracelet contributions vanish). None of the modifications needed to handle the Hermitian case are difficult. However, there are sufficiently many such modifications needed so that to give a careful accounting of them would add a nontrivial number of pages to an already long paper. So we think it best to omit further discussion.
