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ABSTRACT
This thesis studies MMSE estimation on the basis of quantized noisy obser-
vations. It presents nonasymptotic bounds on MMSE regret due to quan-
tization for two settings: (1) estimation of a scalar random variable given
a quantized vector of n conditionally independent observations, and (2) es-
timation of a p-dimensional random vector given a quantized vector of n
observations (not necessarily independent) when the full MMSE estimator
has a sub-Gaussian concentration property.
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CHAPTER 1
AN INTRODUCTION TO ESTIMATION
FROM QUANTIZED OBSERVATIONS
Modern applications of estimation often utilize high-dimensional observation
data sets collected from remote locations, in order to achieve improved per-
formance in terms of minimum mean-squared error (MMSE). However, the
communication capacity of the underlying data transmission link is gener-
ally insufficient to handle such gigantic data sets. This necessitates a pre-
processing of observation data to reduce its volume, preferably in a way that
preserves most information relevant to the estimation task.
One strategy for reducing the communication burden is to compress the
observations using vector quantization (VQ). The idea of quantization for
estimation and control can be traced back to the work of Curry [1], who
considered in detail the jointly Gaussian case, derived a modification of the
Kalman filter for use with quantized inputs, and developed approximation-
based schemes for nonlinear systems. Because VQ inevitably introduces loss,
it is of interest to characterize the resulting MMSE regret, i.e., the difference
between the optimal performance achievable with quantized observations and
the optimal performance that can be attained without quantization. The
problem of designing an optimal vector quantizer to minimize the MMSE
regret is equivalent to a noisy source coding problem with the quadratic
fidelity criterion, where the compressor acts on the vector of observations and
the decompressor generates an estimate of the target random vector. This
equivalence was systematically studied by Wolf and Ziv [2], who showed that
there is no loss of optimality if we first compute the full MMSE estimate and
then compress it using an optimal quantizer. Ephraim and Gray [3] later
extended this result to a more general class of weighted quadratic distortion
functions and gave conditions for convergence of the Lloyd-type iterative
algorithm for quantizer design.
The main message of the above works is that the problem of quantizer
design for minimum MMSE regret is a functional compression problem: the
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compressed representation ofX should retain as much information as possible
about the conditional mean η(X) , E[Y |X] of the target Y given X, also
known as the regression function. However, there is an interesting tension
between the information-theoretic and the statistical aspects of the problem:
if the MMSE without quantization is sufficiently small, then the dominant
contribution to the quantized MMSE should come from the quantization
error; in the opposite regime of high-rate quantization, the quantized MMSE
should not differ much from its unquantized counterpart.
In order to investigate the nature of MMSE regret, we first introduce the
relevant notions and preliminary results in this chapter. In particular, sec-
tion 1.1 covers elementary quantization theory and the optimality of nearest
neighbor quantizers in terms of mean squared error. Section 1.2 introduces
the definition of MMSE regret and basic results that shed light on its char-
acteristics. In section 1.3, we briefly state the formulation and summarize
our main contributions, which will be detailed in the following chapters.
1.1 Quantization theory preliminaries
The presentation of the quantization theory in this section is loosely based
on the excellent survey of Gray and Neuhoff [4]. We refer the readers to [4]
for further details.
A k-ary quantizer on the Euclidean space Rn is a Borel measureable map-
ping q : Rn → [k], where [k] is a shorthand notation for the set {1, 2, . . . , k}.
Any such quantizer q is characterized by its cells or bins, i.e. the Borel sets
Cj = q
−1({j}) = {v ∈ Rn : q(v) = j}, j ∈ [k].
The family of all k-ary quantizers on Rn will be denoted by Qnk .
A k-ary reconstruction function on Rn is a mapping f : [k] → Rn. Any
such f is characterized by its reconstruction points cj = f(j) ∈ Rn, j ∈ [k].
The set of all k-ary reconstruction functions on Rn will be denoted by Rnk .
Any finite set of points C = {c1, c2, . . . , ck} ⊂ Rn defines a quantizer qC ∈
Qnk and a reconstruction function fC ∈ Rnk by
qC(v) = arg min
j∈[k]
‖v − cj‖, ∀u ∈ Rn (1.1)
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(when equipped with an arbitrary tie-breaking rule) and
fC(j) = cj, ∀j ∈ [k], (1.2)
where ‖·‖ denotes the `2, or Euclidean, norm (‖·‖ will always denote `2 norm
unless specified otherwise). The composite mapping qC , fC ◦ qC : Rn → Rn
is called a k-point nearest-neighbor quantizer with codebook C. The partition
{Cj}kj=1 that is constructed by such qC is called a Voronoi partition.
A well-known result is that, for any random vector V with finite second
moment, i.e. E‖V ‖2 < +∞,
inf
f∈Rdk
inf
q∈Qdk
E‖V − f(q(V ))‖2 = inf
C⊂Rd: |C|=k
E‖V − qC(V )‖2, (1.3)
and the infimum is actually a minimum. In other words, it is sufficient to
consider only a family of nearest-neighbor quantizers when our goal is to
minimize the mean squared error (MSE) incurred by the quantization and
reconstruction of a random vector.
1.2 MMSE estimation from quantized observations
Suppose two random vectors X ∈ Rn and Y ∈ Rp are jointly distributed
according to a given probability law PXY . We want to estimate the unknown
parameter Y based on the available observation X using Borel measureable
estimator f belonging to the class
F , {f |f : Rn → Rp,E‖f(X)‖2 < +∞}. (1.4)
Then, the minimum mean squared error (MMSE) of this estimation task is
defined as
mmse(PXY ) , inf
f∈F
E‖Y − f(X)‖2. (1.5)
Whenever the parameter also has finite second moment, then it is known
that the infimum is achieved by the ‘regression function’ η(x) , E[Y |X =
x] which is an orthogonal projection of Y onto the subspace L2(PX). We
refer the readers to the excellent textbooks of Hajek [5] and Luenberger
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[6] for detailed explanations on the subject. For simplicity, η(X) would
also be denoted as η in this thesis, especially in the context where we focus
on the aspects of η(X) as a p-dimensional random vector, rather than the
characteristics of η(·) as a function of X.
In this thesis, we consider the problem of MMSE estimation of Y under
the circumstances where only q(X), a quantized version of X, is accessible.
Thus, for each k ∈ Z+, we are interested in the MMSE functional
mmsek(PXY ) , inf
f∈Rpk
inf
q∈Qnk
E‖Y − f(q(X))‖2. (1.6)
This problem can be cast as one-shot fixed-rate lossy source coding of Y
with squared-error distortion when the encoder only has access to X (see,
e.g., [2,3]). We recall some known results that explicitly involve the regression
function η(X).
The first one, due to Wolf and Ziv [2], is a useful decomposition of mmsek(PXY ):
Proposition 1. For every k ∈ Z+,
mmsek(PXY ) = mmse(PXY ) + regk(PXY ), (1.7)
where
regk(PXY ) = inf
q∈Qnk
E‖E[Y |X]− E[Y |q(X)]‖2
is the MMSE regret due to quantization.
Remark 1. A special case of this result for jointly Gaussian random vectors
X and Y was obtained by Curry [1, Sec.2.4].
The second result, which was proved by Ephraim and Gray [3] for a more
general class of weighted quadratic distortion functions, shows that there is
no loss of optimality if we restrict our attention to schemes of the following
type: given X, we first compute the regression function η(X), quantize it
using a k-ary quantizer, and then estimate Y by its conditional mean given
the cell index of X.
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Proposition 2.
regk(PXY ) = inf
f∈Rpk
inf
q∈Qpk
E ‖η(X)− f(q(η(X)))‖2 (1.8a)
= inf
C⊂Rp: |C|=k
E ‖η(X)− qC(η(X))‖2 . (1.8b)
Remark 2. Notice that the optimal k-ary quantizer qC ∈ Qpk of (1.8b) is a
nearest neighbor quantizer in Rp. However, if we construct a corresponding
quantizer in Rn (possibly randomized), it is not a nearest neighbor quantizer
in general. For example, consider a case where X is uniformly distributed
on [−1, 1] and Y ∼ N (|X|, 1). Then, η is uniformly distributed on [0, 1] and
the optimal 2-point quantizer for η becomes a nearest neighbor quantizer
with quantization points (1
4
, 3
4
). However, the corresponding quantizer of X
would be dividing the domain of X into (−1
2
, 1
2
) and [−1,−1
2
] ∪ [1
2
, 1], which
is definitely not achieved by a nearest-neighbor quantizer.
1.3 Main contributions
In this thesis, we study both the statistical and the functional-compression
aspects of MMSE estimation with quantized observations, in the approach
that appeared in our previous work [7]. In particular, we obtain sharp upper
bounds on the MMSE regret in two scenarios, discussed in Chapter 2 and
Chapter 3, respectively:
• MMSE estimation of a scalar random variable Y , where the vector X =
(X1, . . . , Xn) of conditionally i.i.d. observations is passed through a k-
ary vector quantizer. In this setting, under mild regularity conditions
on the conditional distribution PX1|Y , we obtain nonasymptotic bounds
on the MMSE regret. These bounds exhibit two distinct behaviors
depending on whether the number of observations n is larger than the
square of the codebook size k2. In the asymptotic regime of n, k →∞,
we recover an existing result of Samarov and Has’minskii [8], who were
the first to address this problem.
• MMSE estimation of a p-dimensional random vector Y when the n-
dimensional vector of observations X (not necessarily independent) is
passed through a k-ary VQ. In this setting, we derive an upper bound
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on the MMSE regret under the assumption that the `2 norm of the
regression function exhibits sub-Gaussian concentration around its ex-
pected value E‖η(X)‖. Unlike some of the existing literature on high-
resolution quantization for functional compression (e.g., [9]), we do not
require smoothness of η(X). In addition, another bound based on ef-
ficient partitioning is presented, which guarantees the asymptotics of
k−2/p under the further Sobolev-type assumptions on the distribution
of η(X).
Notation.
We use the following asymptotic order notation: for two sequences {am}
and {bm}, we write am  bm if am = O(bm), and am  bm if am  bm and
bm  am.
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CHAPTER 2
CONDITIONALLY I.I.D. SCALAR
OBSERVATIONS OF A SCALAR
PARAMETER
In this chapter, we consider the situation where the coordinatesX1, X2, . . . , Xn
of X are independent and identically distributed (i.i.d.) conditionally on a
single copy Y . To keep things simple, we consider the case when Y is a scalar
random variable (i.e. p = 1), and its marginal distribution PY has a proba-
bility density function fY supported on a compact interval Y = [−A,A] for
some fixed A ∈ (0,+∞). Notice that the setup is distinct from the assump-
tions that are traditionally adopted in source coding literature, where n i.i.d.
copies of X would have been coded for the reconstruction of n copies of Y .
2.1 Prior work
In the asymptotic regime where k → +∞ and n→ +∞, this type of setting
was investigated by Samarov and Has’minskii [8], who proved the following
result.
Proposition 3. Under mild regularity assumptions, the following asymptotic
equality holds.
mmsek(PXY ) =
‖fY ‖1/3
12k2
+
1
n
∫
Y
fY (y)
I(y)
dy + o
(
1
k2
+
1
n
)
,
where I(y) is the Fisher information in the conditional distribution PX1|Y [10]
(see the next section for definitions) and ‖fY ‖1/3 ,
(∫ A
−A f
1/3
Y (y)dy
)3
.
Two important observations can be made from Proposition 3, depending
on the behavior of the value n/k2 as both n and k approach infinity.
• If n/k2 → ∞, then the dominant contribution to mmsek(PXY ) comes
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from the minimum expected distortion
inf
C⊂Y; |C|=k
E |Y − qC(Y )|2  1
k2
(∫
Y
fY (y)
1/3dy
)3
incurred on Y by any k-point quantizer [11, 12]. In other words, since
the number of observations is large enough, mmse(PXY ) becomes neg-
ligible compared to the regk(PXY ), while regk(PXY ), which is equal
to the minimum quantization error of η(X), approaches the minimum
quantization error of Y itself.
• If n/k2 → 0, the dominant contribution to mmsek(PXY ) comes from
mmse(PXY )  1
n
∫
Y
fY (y)
I(y)
dy.
In other words, the number of quantization points is large enough com-
pared to the number of observations, so that the relative magnitude of
regk(PXY ) becomes negligible.
The proofs in [8] rely on the deep result commonly referred to as the
Bernstein–von Mises theorem, which says that the posterior distribution
of the normalized error between the regression function and true parame-
ter
√
nI(Y )(η(X) − Y ) is asymptotically standard normal (see, e.g., [13,
Sec. 10.2]).
In the following sections, we establish a finite n, finite k version of the
results of Samarov–Has’minskii using a recent nonasymptotic generalization
of the Bernstein–von Mises theorem due to Spokoiny [14]. Also, we introduce
a number of regularity assumptions required to use the results of Spokoiny.
2.2 Assumptions
Roughly, the assumptions required by our result can be split into three cate-
gories: standard assumptions, identifiability conditions, and the exponential
moment conditions.
The first three are standard assumptions in Bayesian inference, regarding
the existence of the Fisher information. From now on, we will write ∂ to
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denote first derivative with respect to y, and ∂2 to denote a second derivative
with respect to y.
(C.1) There exists a σ-finite measure µ on R which dominates the conditional
distributions PX1|Y=y for all y ∈ Y .
(C.2) The log-density `(x, y) , log dPX1|Y=y
dµ
(x) is twice differentiable in y for
all x.
(C.3) The Fisher information [15]
I(y) ,
[−∂2uE [`(X1, u)|Y = y]]
∣∣∣∣∣∣
u=y
exists and is positive for all y ∈ Y .
The remaining assumptions (see [16, Sec. 5.1]) are slightly stronger than
the classical ones. These assumptions guarantee the locally quadratic be-
havior of log-likelihood functions. Each of the conditions has a local and a
global version. To help characterize the concept of locality, we define the
local neighborhood of y with radius r as
Nr(y) ,
{
y′ ∈ Y :
√
I(y)|y′ − y| ≤ r
}
.
The following two assumptions, called identifiability conditions, guaran-
tee that the scale of the expected value of the log-likelihood ratio between
two distinct parameters is comparable to the squared distance between the
parameters, weighted by the Fisher information.
(I.1) There exist r0 > 0 and δ
∗ > 0, such that
sup
y∈Y
sup
y′∈Nr(y)
∣∣∣∣2D(PX1|Y=y‖PX1|Y=y′)I(y)(y − y′)2 − 1
∣∣∣∣ ≤ δ∗r, ∀r ≤ r0.
(I.2) There exists b > 0 such that
inf
y∈Y
inf
y′∈∂Nr(y)
D(PX1|Y=y‖PX1|Y=y′)
I(y)(y − y′)2 ≥ b, ∀r > 0,
where ∂Nr(y) =
{
y′ ∈ Y : √I(y)|y′ − y| = r} is the boundary ofNr(y).
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The next three assumptions, called exponential moment conditions, pertain
to the random variables derived from the log-likelihood ratio:
ζy(X1, y
′) , `(X1, y′)− E[`(X1, y′)|Y = y], y, y′ ∈ Y
[note that ζy(Z1, y) ≡ `(X1, y)]. Let
ξy(X1, y
′) , ∂
∂w
ζy(X1, w)
∣∣∣∣
w=y′
.
Now, the conditions are as follows:
(E.1) There exist g1 > 0 and v0 > 0, such that
sup
y∈Y
logE
 exp(λξy(X1, y)√
I(y)
)∣∣∣∣∣∣Y = y
 ≤ v20λ2
2
, ∀|λ| ≤ g1.
(E.2) There exists ω∗ > 0, such that
sup
y∈Y
sup
y′∈Nr(y)
logE
 exp(λ[ξy(X1, y′)− ξy(X1, y)]
ω∗r
√
I(y)
)∣∣∣∣∣∣Y = y
 ≤ v20λ2
2
,
∀r ≤ r0, |λ| ≤ g1.
(E.3) For every r > 0 there exists g1(r) > 0, such that
sup
y∈Y
sup
y′∈Nr(y)
logE
 exp(λξy(X1, y′)√
I(y)
)∣∣∣∣∣∣Y = y
 ≤ v20λ2
2
, ∀|λ| ≤ g1(r).
Although the above conditions are seemingly complicated, they are simple
in their implications. For example, the case of additive Gaussian noise, i.e.
PX1|Y=y = N (y, σ2) for all y ∈ Y , meets all of the conditions above. In fact,
in the case where we have a more complex model of the likelihood function,
a rather simple set of conditions implies all the assumptions above.
Proposition 4. Suppose that, for each y ∈ Y, PX1|Y=y = N (f(y), σ2), where
the function f : Y → R satisfies the following conditions:
1. It is twice differentiable.
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2. There exist positive constants M,m, such that m ≤ |f ′(y)| ≤M for all
y ∈ Y.
3. For every y ∈ Y, |f ′′(y)| < m
2A
.
Then PX1|Y=y satisfies Assumptions (C.1)–(C.3), (I.1)–(I.2), and (E.1)–
(E.3).
Proof. See Appendix A.
Notice that all affine functions f meet these conditions. However, it is
important to note that the last condition is not trivial. For example, consider
a family of quadratic functions ft(y) = (y−t)2. While the first two conditions
are satisfied for all t, the last condition is false when |t| > A. In other words,
the last condition requires f to be ‘sufficiently close to linear’ on [−A,A].
2.3 Main result
We are now ready to state and prove the main result of this section. Since
both Y and η(X) are supported on the bounded interval [−A,A], there is
no loss of generality in restricting our attention only to nearest-neighbor
quantizers qC with codebooks C = {y1, . . . , yk} ⊂ [−A,A]. Moreover, we can
assume that C is ordered in such a way that −A ≡ y0 ≤ y1 < y2 < . . . <
yk ≤ yk+1 ≡ A. Given such an ordered C, we define
∆C , max
0≤j≤k
(yj+1 − yj).
Theorem 1. Suppose that Assumptions (C.1)–(C.3), (I.1)–(I.2), and (E.1)–
(E.3) hold. Suppose also that log fY is Lipschitz on [−A,A]. Then there
exists a constant L > 0 that depends only on the constants in the above
assumptions, such that, for any k-point nearest-neighbor quantizer qC with
C ⊂ Y, we have
∣∣E |η − qC(η)|2 − E |Y − qC(Y )|2∣∣
≤ L∆2Cmin
1, 1∆C√n
E[ 1√
I(Y )
]
+
√
mmse(PXY )
. (2.1)
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In the additive Gaussian noise case, the bound (2.1) becomes
∣∣E |η − qC(η)|2 − E |Y − qC(Y )|2∣∣ ≤ L∆2Cmin
1, σ∆C√n
,
where σ2 is the noise variance.
Proof. The idea of the proof of our nonasymptotic result is actually rather
simple, unlike that of Samarov and Has’minskii [8], which requires a number
of delicate asymptotic approximations and several fairly tedious integrations.
For any collection C = {y1, . . . , yk} of k reconstruction points, define the
function eC : Y → R+ by
eC(y) , min
j∈[k]
(y − yj)2.
Then a simple calculation shows that
|eC(y)− eC(y′)| ≤ min
{
2∆2C, 2∆C|y − y′|
}
, (2.2)
for all y, y′ ∈ Y . The expected reconstruction error of the nearest-neighbor
quantizer qC can be written as
E |η − qC(η)|2 = E[eC(η)].
Using the law of iterated expectation, Jensen’s inequality, and the smooth-
ness estimate (2.2), we obtain
|E[eC(η)]− E[eC(Y )]| ≤ E |E[eC(η)− eC(Y )|Y ]|
≤ 2∆2CEmin
{
1,
1
∆C
E
[
|η(X)− Y |
∣∣∣Y ]} . (2.3)
We now invoke Spokoiny’s nonasymptotic Bernstein–von Mises theorem
[14]. Let Zn , η(X)− (Y +Gn(X, Y )), where
Gn(X, Y ) ,
1
nI(Y )
n∑
i=1
∂`(Xi, Y ),
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and for any L > 0 consider the event
ALn(Y ) ,
{√
nI(Y )|Zn| ≤ L
(
log n
n
)1/4}
,
Then there exists a choice L = L0 that depends only on the constants in the
regularity conditions, such that
P
[
An(Y )
∣∣∣Y ] ≥ 1− C
n
, (2.4)
where An(Y ) ≡ AL0n (Y ), and C > 0 is an absolute constant [14, Sec. 2.4.3].
Therefore,
E
[
|η(X)− Y |
∣∣∣Y ] (a)≤ E[|Zn|∣∣∣Y ]+ E[|Gn(X, Y )|∣∣∣Y ]
= E
[
1{An(Y )}|Zn|
∣∣∣Y ]+ E[1{Acn(Y )}|Zn|∣∣∣Y ]+ E[|Gn(X, Y )|∣∣∣Y ]
(b)
≤ L0√
nI(Y )
+
√
C
n
E
[
|Zn|2
∣∣∣Y ]+ E[|Gn(X, Y )|∣∣∣Y ]
(c)
≤ L0√
nI(Y )
+
√
2C
n
E[|Y − η(X)|2
∣∣∣Y ]
+
√
2C
n
E
[∣∣∣Gn(X, Y )|2∣∣∣Y ]+ E[|Gn(X, Y )|∣∣∣Y ],
(2.5)
where (a) follows from the triangle inequality, (b) from (2.4) and Cauchy–
Schwarz, and (c) again from the triangle inequality. Now, since E[∂`(X1, Y )|Y ] =
0 and Var[∂`(X1, Y )|Y ] = I(Y ) [15], we have
E
[
|Gn(X, Y )|2
∣∣∣Y ] = Var[Gn(X, Y )|Y ] = 1
nI(Y )
and
E
[
|Gn(X, Y )|
∣∣∣Y ] ≤ 1√
nI(Y )
.
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Substituting these estimates into (2.5) gives
E
[
|η(X)− Y |
∣∣∣Y ] ≤ L0 + 1√
nI(Y )
+
√
2C
n
√
I(Y )
+
√√√√2C E[|Y − η(X)|2∣∣∣Y ]
n
.
Plugging this bound into (2.3), using Jensen’s inequality, and simplifying, we
get (2.1).
Corollary 1. Under the same assumptions as in theorem 1,∣∣∣∣regk(PXY )− infC⊂Y; |C|≤kE|Y − qC(Y )|2
∣∣∣∣
 min
{
1
k2
,
1
k
√
n
(
E
[
1√
I(Y )
]
+
√
mmse(PXY )
)}
. (2.6)
Remark 3. Using the information inequality [10]
mmse(PXY ) ≥ 1
n
E
[
1
I(Y )
]
and Jensen’s inequality, the bound (2.6) can be weakened to
∣∣∣∣regk(PXY )− infC⊂Y; |C|≤kE|Y − qC(Y )|2
∣∣∣∣  min
{
1
k2
,
√
mmse(PXY )
k
}
.
Proof. Let C∗ = {y∗1, . . . , y∗k} be the reconstruction points of an optimal k-
point quantizer for Y arranged in increasing order. From the work of Panter
and Dite [11], we know that these points should be chosen in such a way that∫ y∗j+1
y∗j
fY (y)
1/3dy =
cj
k
∫
Y
fY (y)
1/3dy,
for all j = 0, 1, . . . , k−1, where cj = 1/2 for j = 0 and 1 otherwise. Therefore,
∆C∗  1/k. Using this and the definition of the MMSE regret in (2.1), we
get (2.6).
Observe that the value of the right-hand side of (2.6) is determined by
whether the number of observations n is larger or smaller than k2. This agrees
with the asymptotic results of Samarov and Has’minskii [8]. In addition, we
can observe the following relationship between the MMSE regret and the
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minimum quantization error of Y .
• When n grows faster than k2, we see that the relative ratio of the
regk(PXY ) and infC⊂Y; |C|≤k E|Y − qC(Y )|2 converges to 1 as k → +∞.
• When n grows slower than k2, we see that while inf E|Y − qC(Y )|2
has the asymptotic of k−2, the best guarantee that we have for the
difference between the MMSE regret and inf E|Y − qC(Y )|2 is also of
the order k−2. In particular, for a fixed value of n and growing k, the
ratio of regk(PXY ) and inf E|Y − qC(Y )|2 might not be equal to 1.
Also, notice that (2.6) can be utilized as both upper and lower bound
on the value of regk(PXY ) by limiting the deviation of regk(PXY ) from the
minimum quantization error of Y .
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CHAPTER 3
SINGLE N -DIMENSIONAL OBSERVATION
FOR A P -DIMENSIONAL PARAMETER
3.1 Formulation and the regularity assumptions
We now consider a general setting of n-dimensional vectorX and p-dimensional
vector Y , without any conditional independence assumption on the coordi-
nates of X given Y . Instead, we focus on the scaling behavior of the MMSE
regret regk(PXY ) with respect to the number of quantization points k, while
the dimensionalities n and p stay fixed.
Proposition 2 shows that the MMSE regret is precisely the minimum ex-
pected distortion attainable by the k-ary quantization of X, in the prob-
lem of functional compression of the regression function η(X). Regarding
η as a p-dimensional random vector, the adaptation of the classic result of
Zador [17, 18] implies that whenever E‖η‖2+δ < +∞ for some δ > 0, we will
have the following asymptotic result: regk(PXY )  k−2/p. Hence, it is natural
to expect the nonasymptotic upper bound on the MMSE regret to have the
scaling of k−2/p or slightly worse.
As did the results of Zador [17, 18], the results we present in this chapter
require a sufficient degree of concentration on the `2 norm of the target
random vector, ‖η‖. In specific, we require one of the following regularity
assumptions to be true:
Assumption 1. The random variable ‖η‖ has a finite fourth moment: E‖η‖4 ,
M < +∞.
Assumption 2. The random variable ‖η‖ is v-sub-Gaussian: there exists a
positive constant v > 0, such that
logE
[
eλ(‖η‖−E‖η‖)
] ≤ vλ2
2
, ∀λ ∈ R.
One sufficient condition for Assumption 1 to hold is for ‖Y ‖ to have a finite
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fourth moment. This can be verified using Jensen’s inequality as E‖η‖4 =
E‖E[Y |X]‖4 ≤ E‖Y ‖4 < +∞.
Also, notice that Assumption 1 is implied by Assumption 2. Indeed, the
sub-Gaussianity assumption implies finite m-th moment for all m < +∞
by controlling the tail distribution. In particular, Fubini’s theorem implies
that for a nonnegative random variable Z, E[Zm] =
∫
mzm−1P[Z ≥ z]dz,
where the sub-Gaussianity assumption guarantees the tail distribution of Z
to decay with the speed equal to or faster than a Gaussian distribution.
As for Assumption 2, there are several methods to check it. First, consider
the case where each of the indices of X is conditionally independent given
Y . Then, we can proceed using either McDiarmid’s inequality or Talagrand’s
inequality [19]. The former implies that whenever ∀xi, x′i,∀i ∈ {1, . . . , n}
‖η(x1, . . . , xi−1, xi, xi+1, . . . , xn)‖ − ‖η(x1, . . . , xi−1, x′i, xi+1, . . . , xn)‖ ≤ ci
i.e. ‖η(·)‖ is Lipschitz with respect to the weighted Hamming distance
with weight c = {c1, . . . , cn}, then ‖η(·)‖ is sub-Gaussian with constant
v = 1
4
[
∑n
i=1 c
2
i ]. The latter states that whenever
‖η(x)‖ − ‖η(x′)‖ ≤
n∑
i=1
ci(x)1xi 6=x′i ,∀x, x′ ∈ Rp,
i.e., ‖η(·)‖ is one-sided Lipschitz with respect to the weighted Hamming met-
ric, then ‖η(·)‖ is sub-Gaussian with constant v = supx c2i (x). In this sense,
sub-Gaussian constant does depend on the dimensionality of X. Using the
triangle inequality of the Euclidean norm ‖ · ‖, we can extend these suffi-
cient conditions to the Lipschitz conditions on η(·) rather than ‖η(·)‖. Even
when the indices of X are not independent, we can use the same principles
whenever we can “whiten” X. For example, X is a Gaussian random vector
with a nonsingular covariance matrix, and if there exists some finite constant
L > 0, such that
‖η(x)− η(x′)‖ ≤ L‖x− x′‖, ∀x, x′ ∈ Rn,
i.e. η(X) is L-Lipschitz with respect to the Euclidean norm, then we have
the sub-Gaussianity [19].
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3.2 Upper bound via entropy numbers
In this section, we consider the upper bound by the entropy number based
on the concentration assumptions on η(X) ∈ Rp. Roughly, the method is as
follows: We first take a ‘big’ p-dimensional closed `2 ball of radius r, centered
around the origin. Then, we take k ‘small balls’ with equal radius  to cover
the ball, and use the centers of the balls as quantization points for a k-nearest
neighbor quantizer for η. If the random vector η is inside the ‘big ball,’ it will
fall inside one of the ‘small balls’ and the quantization error will be less than
. Also, we can bound the probability of η to be outside the ‘big ball’ to be
small using the regularity assumptions introduced in the preceding section.
Finally, we optimize over the radius of the big ball r.
For a rigorous treatment of the logic regarding the ball covering number,
we first give some notations. We let Bpr(c) denote the p-dimensional closed
`2 ball of radius r, centered at the point c ∈ Rp. Also, let k,p be defined as
the kth entropy number of Bp1(0), i.e.
k,p , min

{
 ∈ R+ : ∃{qi}ki=1 ⊂ Rp such that Bp1(0) ⊆
k⋃
i=1
Bp (qi)
}
.
Now, we are in position to prove the following main result.
Theorem 2. Suppose Assumption 1 holds with E‖η‖4 = M . Then,
regk+1(PXY ) ≤ 8
√
Mk,p. (3.1)
If Assumption 2 also holds with sub-Gaussianity constant v, then
regk+1(PXY ) ≤ 4 inf
r>E‖η‖
{
r22k,p + 4
√
Me−(r−E‖η‖)
2/4v
}
. (3.2)
Proof. First, notice that 1st and 2nd moments of ‖η‖ are also finite when
we have Assumption 1. Indeed, since the function ϕ(x) = x2 is convex, we
can use Jensen’s inequality to proceed as (E‖η‖2)2 ≤ E‖η‖4 < +∞. The
finiteness of E‖η‖ follows likewise.
Now, fix a positive real constant r > 0, which is the radius of the ‘big ball.’
Then, for any  ≥ rk,p, it is possible to cover Bpr(0) with k radius- balls.
Since smaller  is always better, simply let  = rk,p. Now, let {yi}ki=1 be the
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centers of these k balls. We construct a quantizer q(r) ∈ Qnk+1 as follows:
q(r)(x) =

arg min
j∈[k]
‖η(x)− yj‖2, if ‖η(x)‖ ≤ r
k + 1, otherwise.
For this quantizer, we have
regk+1(PXY ) ≤ E‖η − E[η|q(r)(X)]‖2 = T1 + T2, (3.3)
where
T1 , E
[
1{‖η‖ ≤ r}‖η − E[η|q(r)(X)]‖2]
T2 , E
[
1{‖η‖ > r}‖η − E[η|q(r)(X)]‖2] .
For the first term, we have
T1 ≤ 42k,pr2P [‖η‖ ≤ r] ≤ 42k,pr2, (3.4)
where the first inequality is true since η and E[η|q(r)(X)] are inside the same
radius-(rk,p) ball in the covering for all X such that q
(r)(X) ∈ [k]. For the
second term,
T2 ≤
√
P [‖η‖ > r]E‖η − E[η|q(r)(X)‖4
≤
√
P[‖η‖ > r]
√
E(‖η‖+ ‖E[η|q(r)(X)]‖)4
≤
√
P[‖η‖ > r]
√
8E‖η‖4 + 8E‖E[η|q(r)]‖4
≤
√
P[‖η‖ > r]
√
16E‖η‖4, (3.5)
where the first line is by Cauchy–Schwarz inequality, and the remaining steps
follow from monotonicity and convexity.
By the Markov’s inequality,
P[‖η‖ > r] = P[‖η‖4 > r4] ≤ r−4E‖η‖4 = Mr−4.
Hence we can proceed from (3.5) as
T2 ≤ 4Mr−2. (3.6)
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Therefore, from (3.3), (3.4), and (3.6),
regk+1(PXY ) ≤ 42k,pr2 + 4Mr−2 (3.7)
for any r > 0. If we optimize over r, we get (3.1).
Now suppose Assumption 2 also holds. Let r = E‖η‖ + t for some t > 0.
Since ‖η‖ is sub-Gaussian, the Chernoff bounding trick gives
P[‖η‖ > r] = P[‖η‖ − E‖η‖ > t]
≤ e−t2/2v
= e−(r−E‖η‖)
2/2v.
(see, e.g., [19, Chap. 3]). Hence, we have the bound
T2 ≤ 4
√
Me−(r−E‖η‖)
2/4v. (3.8)
Thus, for all r > E‖η‖, we have
regk+1(PXY ) ≤ 42k,pr2 + 4
√
Me−(r−E‖η‖)
2/4v. (3.9)
If we optimize over r, we get (3.2).
While the result stated in theorem 2 only indirectly reveals the relationship
between the MMSE regret and the number of quantization points k, a weaker
but more direct analysis can be done by utilizing the results on entropy
numbers. For that purpose, the following result of Verger-Gaugry [20] will
be used. The lemma is a refined version of the classic result of Rogers [21]
on the ball covering number vT,p, which is defined as the minimum number
of closed `2 balls of radius 1 which can cover a closed `2 ball of radius T in
Rp.
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Lemma 1. Whenever 2 ≤ p, we have
p < vT,p ≤

eϑpT
p if T ∈ [p,+∞)
pϑpT
p if T ∈ [ p
log p
, p)
C1,p [log(T ) + ϕp]T
p−1 if T ∈ (2, p
log p
)
C2,p [log(T ) + ϕp]T
p−1 if T ∈ (1, 2],
where the constants are as follows:
ϑp = p log p+ p log(log p)
C1,p =
74(log 7)/7
√
pip
√
p(p− 1)
2
√
2(1− 2
log p
)(1− 2√
pip
)(log p)2
C2,p =
√
2pi
√
p(p− 1)
(1− 2
log p
)(1− 2√
pip
)
ϕp = log p+ log(log p) +
log p
2(p− 1) +
1
p− 1 log
(
pi
√
2p√
pip− 2
)
.
Proof. This is a combined result of [20, Thm1.1, Thm1.2].
Using lemma 1, we can show the following corollary.
Corollary 2. Suppose 2 ≥ p and Assumption 1 holds. Then,
regk+1(PXY ) ≤

8D1,p
√
Mk−
1
p if k
1
p ∈ [pD1,p,+∞)
8D2,p
√
Mk−
1
p if k
1
p ∈
[
p
log p
D2,p, pD1,p
)
8D3,p
√
Mk−
1
p−1 if k
1
p ∈
[
2(p−1)/pD
p−1
p
3,p ,
p
log p
D2,p
)
8D4,p
√
Mk−
1
p−1 if k
1
p ∈
[
D
p−1
p
4,p , 2
(p−1)/pD
p−1
p
3,p
) (3.10)
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where
D1,p = (eϑp)
1/p
D2,p = (pϑp)
1/p
D3,p =
[
C1,p
(
log
(
p
log p
)
+ ϕp
)]1/(p−1)
D4,p = [C2,p(log 2 + ϕp)]
1/(p−1).
If Assumption 2 also holds, then
regk+1(PXY )
≤

4 infr>E‖η‖
{
D21,pr
2k−
2
p +
√
Me−(r−E‖η‖)
2/4v
}
4 infr>E‖η‖
{
D22,pr
2k−
2
p +
√
Me−(r−E‖η‖)
2/4v
}
4 infr>E‖η‖
{
D23,pr
2k−
2
p−1 +
√
Me−(r−E‖η‖)
2/4v
}
4 infr>E‖η‖
{
D24,pr
2k−
2
p−1 +
√
Me−(r−E‖η‖)
2/4v
}
,
(3.11)
respectively, for the cases same as in (3.10).
Proof. Using the Lemma 1, we can bound k,p. In particular, we have
k,p ≤

D1,pk
− 1
p if k
1
p ∈ [pD1,p,+∞)
D2,pk
− 1
p if k
1
p ∈
[
p
log p
D2,p, pD1,p
)
D3,pk
− 1
p−1 if k
1
p ∈
[
2(p−1)/pD
p−1
p
3,p ,
p
log p
D2,p
)
D4,pk
− 1
p−1 if k
1
p ∈
[
D
p−1
p
4,p , 2
(p−1)/pD
p−1
p
3,p
)
.
Combining the above results with (3.7), (3.9), and optimizing over the
choice of r, we have the theorem.
Notice that Lemma 1 is an indirect characterization of k,p, and can be
used to reveal the relationship of k,p and k
1/p directly. Figure 3.1 is the plot
for k,p where p = 20. We can observe three kinks at the point of the change
of curve, expressed as 20D1,20,
20
log p
D2,20, 2
19/20D
19/20
3,p in Lemma 1.
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Figure 3.1: Plot for k,20
Remark 4. In the above results, p can be replaced by a suitable intrinsic
dimension of the support of η(X) (e.g., the rate-distortion dimension [22]).
For example, if η(·) is linear, i.e. E[Y |X] = AX for some deterministic matrix
A ∈ Rp×n, then we can replace p by rank(A). Moreover, using a suboptimal
value of r, we can weaken the bound in (3.11) to
regk+1(PXY ) ≤ C ·
log k
k2/p
,
where the constant C depends on p, on the first and fourth moment of ‖η‖,
and on the sub-Gaussian constant v. Apart from the logarithmic factor, this
scaling of the MMSE regret agrees with the high-resolution approximation
for VQ [4,17,18] and with the Shannon lower bound [22,23].
Remark 5. In the case where the random variable ‖η‖ has a finite m-th
moment for m > 4, we can improve on (3.10) using the same proof technique.
Indeed, Markov’s inequality implies P[‖η‖ > r] ≤ E‖η‖m
rm
and the optimization
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over r leads to the bound regk+1(PXY ) ≤ C · k−
1
p
2m
4+m where C is:
C = 4
m
4+m (eϑp)
2
p
m
4+m (E‖η‖4E‖η‖m) 24+m (m 44+m + 4m −m4+m ).
If we take m→∞, then the exponent of k goes to −2
p
, which agrees with the
asymptotic result.
3.3 Upper bound for η with a smooth density
While the big ball / small ball method used in the preceding section provides
an upper bound that is optimal up to a logarithmic factor, there is still
some possibility of improvement. In particular, the method oversimplifies
the information about the probability distribution of η to decide the radius
of the big ball, and neglects any information related to the relative ‘density’ of
the distribution inside the big ball. In that sense, the previous quantization
scheme is comparable to the uniform quantization.
Performance of the uniform quantization is known to be close to the op-
timal quantization error under certain conditions; for example, in the case
of scalar variable-length high rate quantization, performance of the uniform
quantizer exceeds the minimum achievable quantization error by a factor of
1.42 dB [4, 24]. In the case of multidimensional fixed-length nonasymptotic
scheme, however, little is known about how much a nonuniform quantizer
can improve over the uniform quantizer.
One of the studies in this direction is the work of Meir and Maiorov [25],
who considered the quantization of random vectors with smooth and bounded
pdf. In particular, they considered the quantization of a random vector
whose probability density lies in the Sobolev space W 1α(Ω) where Ω is a
p-dimensional cube with axis-parallel sides. Under the assumptions, their
results imply that (1) the minimum quantization error scales like k−2/p, and
(2) the efficient partitioning improves over the uniform quantization with a
constant factor.
In this section, we extend the approach of Meir and Maiorov to the quan-
tization of the unbounded regression function η(X), under the same set of
assumptions as in the previous section. We begin by introducing the defini-
tions and basic results regarding the study of Sobolev space.
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Definition 1 (Sobolev Space). Let Ω be a compact set in Rp, and let Lq(Ω)
be the space of all functions f : Ω → R such that ‖f‖Lq(Ω) , (
∫
Ω
|f |qdy)1/q
is finite. Then, for any positive integer α, we define the Sobolev semi-norm
(of order 1) as
‖f‖L1α(Ω) ,
[∫
Ω
(
p∑
i=1
∣∣∣∣ ∂f∂yi
∣∣∣∣
)α
dy
]1/α
.
Then, the Sobolev space (of order 1) is defined as
W 1α(Ω) , {f : ‖f‖Lα(Ω) + ‖f‖L1α(Ω) < +∞}.
Remark 6. Note that the Sobolev norm ‖f‖W 1α(Ω) can be defined on the
basis of the Sobolev semi-norm as follows.
‖f‖αW 1α(Ω) = ‖f‖αLα(Ω) + ‖f‖αL1α(Ω).
This is not a unique norm on the Sobolev space. We refer the reader to the
book by Adams [26] for more details.
While the notion of Sobolev space is most often used in the study of partial
differential equations (PDE), the following lemma of Meir and Maiorov [25,
lemma II.1] casts light on the possibility of application of the Sobolev space
theory to the problems of quantization.
Lemma 2. Let the density function h(y) belong to the Sobolev space W 1α(Ω),
α > p, where Ω is a bounded cubic region. Then,
sup
y∈Ω
|h(y)− yˆ| ≤ cα|Ω|
1
p
− 1
α‖h‖L1α(Ω), (3.12)
where hˆ = 1|Ω|
∫
Ω
h(y)dy and
cα ≤
(
2
log 2
)(
1
1− p
α
)
.
Roughly speaking, lemma 2 implies the following: When we have a certain
smoothness assumption on a function defined on the cell, represented as a
bound on the size of directional derivatives of the function, then we can
bound the maximum deviation of the function inside the cell, from the mean
of the function inside the cell.
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Then, we can consider the following two-stage quantization scheme. First,
we take a cube Ω with an appropriate size. Next, we uniformly divide the
cube into m˜ = mp equal-sized sub-cubes, where m˜ is sufficiently smaller
than k. Now, divide the sub-cubes into ki, i ∈ [m˜] even smaller Voronoi
regions, where ki is proportional to the probability of η to fall inside the ith
sub-cube and
∑
i∈[m˜] ki = k. The excess distortion outside Ω is handled via
concentration inequalities, as in the preceding section.
The result based on this efficient partitioning of space is the following.
Theorem 3. Let Ω be a closed cube in Rp with equal side lengths 2r centered
at the origin, i.e. Ω = [−r, r]p. Let h(·) be the probability distribution of η
and let h˜ be the conditional probability distribution of η which is supported
on Ω, i.e. h˜(y) = h(y|η ∈ Ω). Suppose h˜ ∈ W 1α(Ω).
Let m = b(k
2
)1/pc. Suppose Assumption 1 is true. Then, for all  ∈ (0, 1),
we have
regk(PXY ) ≤ C¯1‖h˜‖ pp+2k
− 2
p
+ C¯2‖h˜‖
1
p
L1α(Ω)
r4k
− 2
p
− 1
p2
+ 4Mr−2, (3.13)
where ‖h˜‖ p
p+2
,
(∫
Ω
(h˜(y))
p
p+2dy
) p+2
p
.
When Assumption 2 is also true, we have
regk(PXY ) ≤ C¯1‖h‖ pp+2k
− 2
p
+ C¯2‖h‖
1
p
L1α(Ω2r)
r4k
− 2
p
− 1
p2
+ 4
√
Me−(r−E‖η‖)
2/4v, (3.14)
where
C¯1 = (1− )−2/p(3/2)2(1 + 1/p log p)2γ
2
p
p V
− 2
p
p (1 + 1/m)
2
C¯2 = 72
−2/p23/pcα(1 + 1/p log p)2γ
2
p
p V
− 2
p
p (1 + 1/m)
2
with cα ≤
(
2
log 2
)(
1
1−p/α
)
.
Proof. Let Br be a p-dimensional `2 ball with radius r centered around the
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origin. Then, we know that Br ⊂ Ω.
Now, we construct a (k+1)-point quantizer q(·) that maps η inside Ω with
a (k)-point sub-quantizer designed as in [25, Sec. IV], and maps η outside Ω
to a (k+ 1)th point. Then, we can decompose the MMSE regret regk+1(PXY )
into a sum of T1 and T2 as in equation (3.3), where
T1 , E
[
1{η ∈ Ω}‖η − E[η|q(r)(X)]‖2]
T2 , E
[
1{η /∈ Ω}‖η − E[η|q(r)(X)]‖2] .
We can bound T2 from above as in (3.5) and proceed as follows:
T2 ≤
√
P[η /∈ Ω]
√
16E‖η‖4
≤
√
P[η /∈ Br]
√
16E‖η‖4. (3.15)
Then, we can bound T2 from above with (3.6) under the assumption 1 and
with (3.8) under the assumption 2.
Now, T1 is equal to the Dp,k(2, 2, h˜) as defined in [25]. Then, from [25, Thm
IV.1], we have for any  ∈ (0, 1),
T1 ≤ C¯1‖h˜‖ p
p+2
k−
2
p + C¯2‖h˜‖
1
p
L1α(Ω)
r4k
− 2
p
− 1
p2 . (3.16)
Summing up, we have the bound.
Remark 7. Notice that while Theorem 3 guarantees the asymptotics of
k−2/p, it is severely limited by the ambiguity imposed by the Sobolev norm.
For instance, it is almost impossible to optimize the upper bounds with
respect to r since we do not know whether h˜ corresponding to that r is
necessarily a member of the Sobolev space.
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CHAPTER 4
CONCLUSIONS AND FUTURE WORK
In this thesis, we presented three main nonasymptotic results regarding the
behavior of MMSE regret:
• For an estimation task of bounded scalar parameter from the condition-
ally i.i.d. scalar observations, we proved an asymptotic result which (1)
acts as an upper and lower bound on the MMSE regret and (2) recovers
the asymptotic bound of Samarov and Has’minskii [8].
• For a general estimation task of estimating p-dimensional random vec-
tor from the n-dimensional random vector, we proved a quantization
bound based on entropy number which guaranteed the asymptotics of
k−1/p under the finite fourth moment condition, and k−2/p log k under
the sub-Gaussian concentration assumption. The result did not require
the uniform boundedness condition on the distribution of η(X).
• Under the further assumption that the pdf of η(X) is inside a Sobolev
class, we proved an efficient quantization upper bound on MMSE regret
which has an asymptotic of k−2/p.
One of the intriguing approaches that could be used to refine the results
would be to adopt the recent arguments of Kostina and Verdu´ [27] on the lossy
source coding in the finite blocklength regime. While the results presented
in the thesis could be interpreted as a finite-resolution version of the high-
resolution quantization theory started from Zador [18], the results of Kostina
and Verdu´ are best understood as a finite blocklength version of the infinite
blocklength theories of Shannon. While the former concentrates on exploiting
the regularity assumptions on the probability density, the latter focuses on
information-theoretic aspects.
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APPENDIX A
PROOF OF PROPOSITION 4
Letting µ = 1√
2piσ2
Leb, where Leb is the Lebesgue measure, we have
dPX1|Y=y
dµ
(x) = exp
(
−(x− f(y))
2
2σ2
)
, ∀y ∈ Y
which verifies (C.1). Also, since f is twice differentiable, we have
`(x, y) = −(y − f(y))
2
2σ2
∂`(x, y) =
1
σ2
(x− f(y))f ′(y)
∂2`(x, y) =
1
σ2
[
(x− f(y))f ′′(y)− |f ′(y)|2] ,
which verifies (C.2). By virtue of our assumptions on f , the Fisher informa-
tion I(y) exists for every y ∈ Y , and is equal to
I(y) =
|f ′(y)|2
σ2
.
Since |f ′| ≥ m > 0 on Y , I(y) > 0 for all y, which verifies (C.3).
Next, we show that conditions (I.1)–(I.2) are met. To that end, we will
investigate the behavior of the relative entropies
D(PX1|Y=y‖PX1|Y=y′) =
1
2σ2
(f(y)− f(y′))2
in the local neighborhood
Nr(y) = {y′ ∈ Y : |f ′(y)| · |y′ − y| ≤ σr} .
Since f is twice differentiable, Taylor’s theorem guarantees the existence of
some y˜ between y and y′, such that f(y′) = f(y)+f ′(y)(y′−y)+ 1
2
f ′′(y˜)(y′−
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y)2. Therefore, for any y′ ∈ Nr(y) we have∣∣∣∣2D(PX|Y=y||PX|Y=y′)I(y)(y − y′)2 − 1
∣∣∣∣ = ∣∣∣∣f ′′(y˜)(y′ − y)f ′(y) + f ′′(y˜)(y′ − y)24|f ′(y)|2
∣∣∣∣
≤ σ|f
′′(y˜)|
|f ′(y)|2 r +
σ2|f ′′(y˜)|2
4|f ′(y)|4 r
2
<
σ
2mA
r +
σ2
16m2A2
r2.
Thus, if we select an arbitrary r0 > 0 and let δ
∗ = σ
2mA
+ σ
2
16m2A2
r0, then (I.1)
will hold for all r ≤ r0. Using a similar argument, to show (I.2) it suffices to
show that
inf
y,y′∈[−A,A]
y 6=y′
∣∣∣∣ f(y′)− f(y)f ′(y)(y − y′)
∣∣∣∣ > 0.
From Taylor’s theorem, we see that this will be true whenever
sup
y,y′∈[−A,A]
y 6=y′
f ′′(y˜)(y′ − y)
2f ′(y)
< 1,
which holds by virtue of our assumptions on f .
Finally, we show that (E.1)–(E.3) hold. The random variables ζy and ξy
can be expressed as follows:
ζy(X1, y
′) = −(X1 − f(y
′))2
2σ2
+
((f(y)− f(y′))2
2σ2
+
1
2
,
ξy(X, y
′) =
1
σ2
f ′(y′)(X1 − f(y)).
Then, using the fact that PX1|Y=y = N (f(y), σ2), we have
logE
exp(λξy(X1, y′)√
I(y)
)∣∣∣∣∣∣Y = y
 = logE
exp( λf ′(y′)
σ|f ′(y)|
(
X1 − f(y)
)) ∣∣∣∣∣∣Y = y

=
λ2|f ′(y′)|2
2|f ′(y)|2 .
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By the same token, for any r, ω∗ > 0, y ∈ Y , and y′ ∈ Nr(y),
logE
exp(λ[ξy(X1, y′)− ξy(X1, y)]
ω∗r
√
I(y)
)∣∣∣∣∣∣Y = y

=
λ2 |f ′(y′)− f ′(y)|2
2(ω∗r)2|f ′(y)|2
≤ λ
2
2(ω∗r)2
(
supy˜∈Y |f ′′(y˜)| · |y − y′|
|f ′(y)|
)2
<
λ2σ2
2(2mAω∗)2
,
where the first inequality is by the mean value theorem, while the second one
follows from our assumptions on f . Thus, we see that (E.1)–(E.3) hold for
all λ ∈ R and all r > 0 with v0 = Mm and ω∗ = σ2MA .
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