Abstract-Sea surface salinity can be measured by passive microwave remote sensing at L-band. In May 1999, the European Space Agency (ESA) selected the Soil Moisture and Ocean Salinity (SMOS) Earth Explorer Opportunity Mission to provide global coverage of soil moisture and ocean salinity. To determine the effect of wind on the sea surface emissivity, ESA sponsored the Wind and Salinity Experiment (WISE 2000). This paper describes the field campaign, the measurements acquired with emphasis in the radiometric measurements at L-band, their comparison with numerical models, and the implications for the remote sensing of sea salinity.
observation. The scanning configuration of SMOS presents new challenges:
1) 2-D imaging of the scene, with varying incidence angles and pixel resolution as the pixel travels through the alias-free field of view; 2) polarization mixing between vertical and horizontal polarizations due to the relative orientation between the antenna reference frame and the pixel's local reference frame; 3 ) not yet well-understood azimuthal dependence of the first two Stokes parameters ( and ) with wind direction; 4) unknown signature of the third and fourth (U and V)
Stokes parameters and their azimuth/elevation dependence with wind speed (WS); 5) effect of sea foam at L-band. The WISE 2000 campaign was sponsored by ESA to collect experimental data under the widest possible range of wind conditions to better understand the polarimetric emission at L-band of the sea surface and its dependence with wind and salinity [points 1), 3), and 4)]. Point 2) is a known geometrical problem, and point 3) is being addressed specifically by the ESA-sponsored L-Band Ocean Salinity Airborne Campaign (LOSAC).
The WISE 2000 campaign took place at the Casablanca oil rig, located at 40 43.02 N 1 21 .50 E, 40 km away from the Ebro River mouth at the coast of Tarragona (Spain). The sea conditions are representative of the Mediterranean shelf/ slope region with periodic influence of the Ebro River fresh water plume. Systematic measurements were acquired from November 16 to December 18, 2000, and continued during • stereo-camera to determine surface topography and rms slopes of the sea surface [CETP, Fig Fig. 1(a) ]. The relative orientation of each instrument is shown in Fig. 2 . Additionally, temperature and salinity were recorded from the platform at 5 m below the sea level, and ocean color, wind vector, and SST satellite imagery were acquired. 1 Video camera field of view 25 2 32 selected to match as close as possible the L-band antenna half-power beam-width (20 ) . During the video processing, a mask was applied to each photogram to select a circular field of view of 20 . 
II. ANALYSIS OF IN SITU DATA

A. Sea Surface Temperature and Salinity
Sea surface temperature and salinity in the area of the Casablanca oil rig were monitored by means of in situ sensors deployed in moored buoys. Since neither buoy 1 nor buoy 4 worked for the whole duration of the campaign, their measurements for the common period were compared for the common period, and a complete series of data was reconstructed.
The surface temperature temporal evolution (Fig. 3) is typical of the autumn season. During the first two weeks of WISE 2000, the temperature decreased by more than 1.5 C; then the surface cooling continued regularly for the rest of the measurement period, with another strong drop around December 20, and even some short periods of small increase around December 10. In total, SST ranged from 17.5 C to 14 C. Fig. 4 shows the evolution of the sea surface salinity (SSS). During the whole experiment period, it remained near 38 psu, a value typical of the Mediterranean open sea waters that, unlike temperature, does not display a clear seasonal salinity signal. This means that the WISE area was usually out of the direct influence of the Ebro River discharge. The salinity time series shows the occurrence of some low SSS events that typically had a duration of 5-6 days. These events, especially the one around December 12 (strongest SSS drop), are associated with similar SST decreases, a possible indication of the river plume reaching the Casablanca area, as continental waters are not only fresher, but also colder than ambient water. This interpretation has been confirmed by the sequence of satellite Advanced Very High Resolution Radiometer (AVHRR) IR images that display the evolution of the cold-water tongue from the river mouth to this offshore location. The standard situation presents an along-slope current from the northeast that keeps the river plume close to shore and continental waters flowing to the southwest, away from the platform. Occasionally, current reversals, strong southerly winds, or a significant increase of the river discharge allow these lower salinity waters to reach the experiment area. The two main events detected during WISE resulted in recorded SSS values 2 psu (December 12) and almost 1 psu (December 25) lower than the regular 37.9-38 psu observed all around the experiment.
An important issue related to salinity remote sensing is the possible presence of a vertical salinity gradient. A microwave radiometer will only measure the very surface values ( 1 cm), which is not the case of in situ sampling, where sensors have to be completely immersed in sea water. Validation of SMOS salinity determinations will strongly rely on in situ measurements made from standard moored or drifting buoys, or even hydrographic casts or underway measurements from research or opportunity vessels. In all these cases, temperature, and especially conductivity, sensors are not operated close to the surface to avoid interference from air bubbles and even to protect them from possible sources of dirt. A present standard value for near-surface salinity measurement is 5 m below sea level. In some cases, especially after strong rainfall, salinity at this depth can be significantly different from SSS, and then, errors can be introduced by comparing both values.
The difference between salinity close to the surface ( 20 cm, buoy 1) and at 5 m was monitored during WISE 2000 by deploying a second instrument from the platform at this depth. Most of the time, the difference between both time series is below 0.1 psu, a value that can be considered a threshold for SSS satellite remote sensing resolution. It is only noticeable during the reported low-salinity events, especially that of December 10-15 when the difference reached up to 2.0 psu. (This observation is another confirmation that this event was due to an intrusion of the river plume, a near-surface phenomenon, since at 20 cm the salinity drop from ambient water was almost 2.1 psu, while at 5 m it was only 0.5 psu maximum.) This poses an additional problem to the satellite SSS validation that has to be analyzed in the framework of the general calibration/validation strategy and considering the decorrelation scales at open oceans.
B. Analysis of Wind Speed Data
Wind speed data from three different sources was acquired:
• meteorological station at 69-m height on the Casablanca oil rig every 15 min; • buoy 2 provided a measurement at 2.6-m height every 2 min; • satellite-borne scatterometer (QUIKSCAT). The first step is to map the in situ measurements to 10-m height (meteorological standard), assuming neutral stability. In order to check this hypothesis, the ratio of the wind speed measured by the two instruments was plotted versus the air temperature minus the water temperature. No tendency is visible in Fig. 6 , even though the water is on average 1 warmer than the air, indicating an atmosphere that is generally slightly unstable.
The platform meteorological station was the only instrument that measured for the whole period. The measurements of the three instruments mapped to 10-m height are plotted versus time in Fig. 7 . The wind speed averaged during the whole period is 6.8 m/s. Wind speeds higher than 15 m/s were observed on November 17, 24, and 26, on December 15, 28, 29, 30, and 31, and on January 5, 6, and 8. Unfortunately, the strongest winds were observed during the period around December 25-January 1, during which the manned experiments were not operated. The measurements made by the different instruments were mapped to 10-m height during the period of common measurements and were averaged during one hour. The regression line of the measurements of the meteorological station on the platform ( axis) against the measurements made simultaneously by buoy 2 in the range 3-15 m/s (most commonly observed wind speed range and optimal range for instruments) and in the whole data range is with an explained variance of 92%; in the whole range, it is with an explained variance of 96%. The mean difference between the instruments is m s with a standard deviation of 1.83 m/s. In the most commonly observed range, the instruments differ by about 10%, the standard deviation of the difference being rather high. The measurements are nevertheless usable for checking emissivity models. This discrepancy might be due to several factors: different instruments, different height (the mapping to 10 m is not perfect; from 69 m it is a large correction, and atmospheric stability correction did not improve the result), and the platform is likely to disturb the air flow less at the top than at low altitude. However, it must be noticed that if the 69-m height is assumed to be relatively free from the platform disturbance, it is not in the surface layer from which the 10-m wind speed ( ) can be computed from "universal parametrizations." Therefore, a special algorithm was devised to take into account this effect. Inside the boundary layer the Smith et al. [4] drag coefficient is used. For the measurements made at 69-m height, it was assumed that the boundary layer thickness was ten times the value of and that the wind speed was independent of height in the mixed layer. First, was computed from , assuming that the measurement was made in the boundary layer. If 10 was smaller than 69 m, it was assumed that the boundary layer thickness was 10 , and the process was repeated until it converged.
Measurements of the QUIKSCAT scatterometer (nudge algorithm) were colocated with the platform using a radius of 0.27 latitude and 0.37 longitude: 196 measurements were found for the duration of the campaign. Since the scatterometer cannot approach closer than 50 km from the coast, no measurement was coincident with the platform: all of them were east and south. These data were averaged for each satellite pass, and the resulting average was compared with one-hour average of the in situ measurements. The scatter plot of QUIKSCAT data versus the meteorological station measurements at 10-m height that is fit in the range 3-15 m/s is with an explained variance of 74%; the mean difference between the instruments is 0.44 m/s with a standard deviation of 2.8 m/s. Even though the points are rather scattered, probably due to the imperfect colocation, they compare rather well.
C. Analysis of IR Radiometric Data
A CE312 IR radiometer (Table I) was installed in the L-band radiometer pedestal to derive SST estimates for comparison with the thermodynamic temperature and satellite-derived SST estimates.
The radiance reaching the sensor when looking at sea surface at an elevation angle is composed of three contributions: 1) the sea surface direct emission, which is attenuated by the transmittance of the atmosphere between the sea and the instrument, ; 2) the reflection of the down-welling sky radiance ( ) on the sea, also attenuated by the atmosphere; and 3) the upwelling atmospheric radiance emitted along the viewing di- 
where SST is the Planck radiance for a skin temperature SST value; is the emissivity of the roughened seawater; is the surface wind speed; and is an effective angle of incidence of the reflected radiance that is close to the viewing angle [5] , [6] .
In the derivation of SST estimates, the following approximations have been assumed. 1) Sea surface emissivity is derived from [7] .
2) Down-welling atmospheric radiance is corrected by performing sky measurements at zenith angles equal to the sea surface incidence angles. 3) Up-welling radiance and atmospheric transmittance are corrected using MODTRAN radiative transfer software. It is found that for water vapor content, up to 5 g/cm and large incidence angles (65 ), biases of up to 1 K may occur in the retrieved SST when the radiometer is located at 32 m over the sea surface. 4) Viewing geometry: Only incidence angles of 25 and 35 have been used in the derivation of SST because of the smaller errors associated with sea surface emissivity uncertainty, reflected down-welling atmospheric radiance, and pointing errors [8] . Actual SST and its total error have been calculated from the CE312 radiometric measurements and the meteorological parameters collected from November 15 to December 23, 2000, and from January 8 to 13, 2001 . SST error are generally below 0.2 K. These results have been compared with the sea temperatures registered by the oceanographic buoys and the AVHRR for four different dates (Fig. 8) . The agreement of the sea temperatures in general is excellent. The differences between buoyderived SST and CE312 SST range between 0.05-0.3 K, which are consistent with previous observations and are believed to be due to the skin effect.
Except in very high wind conditions, for the four coincident AVHRR images, 2 the average difference between the CE312-derived SST and the AVHRR observations is 0.05 K, which is negligible in relation with the uncertainty of 0.1-0.2 K of the CE312 temperatures. Therefore AVHRR-derived SST can be used as an input parameter in SSS retrieval algorithms.
D. Analysis of Sea State
The failure of buoy 3 after the first deployment attempt resulted in a lack of wave rider data. Only significant wave heights and periods, at a sampling rate of 2 min, were recorded by buoy 2 sensors. In addition to that, the reported problem on a connector in buoy 2 resulted in these wave data being only available from December 13, 2000 wave height (computed as the average of the highest third of the waves) ranged from 0.1-4 m, with an average of near 1 m. Wave periods ranged from 1.6-7.5 s, with an average of 3.2 s.
As it can be seen in Fig. 9 , most of the time wave height is highly correlated to wind stress, which means that waves are mainly due to local wind. Hence, wind speed values can be used as a parameter for the determination of surface roughness in the sea surface emissivity numerical models. However, sometimes during the campaign, considerable wave heights were recorded without simultaneous high wind (records around 3000, 4300, and 6100 in Fig. 9 ), an indication that the wave field at the Casablanca site was at that moment not originated by local winds, but arrived there from external areas (swell). This is an important issue to be solved for SMOS salinity retrieval, if wind speed information has to be used in the computation.
E. Analysis of Video and Stereo-Camera Data
Two digital stereo cameras looking at the sea surface from the Casablanca oil rig were dedicated to sea surface elevation estimation and sea foam coverage. The stereo cameras pointed to the north from a 25.8-m height and a slant angle 15.1 from the horizontal plane. Each camera has a view angle of 37.86 28.96 , and 832 624 pixels.
Approximately 3000 pairs of pictures were acquired. It was found that in the north sides the surface topography was quite complex due to the presence of swell and the reflections on the platform structure (Fig. 2) , which affects the following.
• Surface Topography: It was observed that the spectrum in the range between a few meters to 10 m was very complex, showing the influence of reflected waves, while between 2-6 m it became more and more isotropic.
• Total Foam Coverage: In the north side, CETP-derived sea foam percent coverage ( ) is (2) where is the wind speed in meters per second referred to 10 m. This estimate, which is rather low, corresponds to the observations made de visu that the wave breaking was smaller in the north side of the platform than in the west side. This can be explained by the wave reflection that prevents the incoming waves from becoming very unstable and break. Sea foam coverage was also determined from the 19.577 video frames from the camera mounted on the radiometer antenna, which scanned from 110 west to 40 east. The UPC-derived sea foam coverage is (3) Note that the exponent of in (3) is almost exactly the same as the one found in (2) . The value of the constant is also in agreement with the results in [9] , but is about an order of magnitude higher than the value found in (2) which, as discussed previously, may be due to the stabilization of the wave due to the interaction between the incoming wave and the reflected one on the north side of the platform.
III. ANALYSIS OF L-BAND RADIOMETRIC DATA
The UPC L-band Automatic Radiometer (LAURA) is a fully polarimetric radiometer (Table I) . It has two Dicke radiometers to measure the horizontal and vertical brightness temperatures ( and ). The third 3 (U) and fourth (V) Stokes parameters are measured by means of a complex correlator. The radiometer was mounted on a terrace specially designed and built for this experiment. The terrace was located in the northwest corner at 32 m above sea level to have clear view of the zenith, and the widest possible angular excursion pointing in the upwind direction [ Figs. 1(a) and 2] .
The measurements were restricted in elevation from 25 incidence angle (limited by the radiometers' terrace and the Casablanca oil rig itself) to 65 (limited by the secondary lobe pointing to the horizon). In azimuth, the scan was limited to something more than 120 , from 110 west (limited by the radiometers' terrace at low incidence angles and by the safety ship at high incidence angles) to about 20 east (limited by the radiometers' terrace at low incidence angles).
The calibration procedure (from output voltages to brightness temperatures and from correlator counts to U and V) is a two-point calibration (sky: cold load; microwave absorber: hot load) for the Dicke radiometers and a correlated/uncorrelated noise injection for the correlation radiometer. The calibration procedure is described in detail in [10] and includes corrections for the following:
• atmospheric, cosmic, and galactic noise contributions scattered on the sea surface computed and subtracted from antenna temperatures; • finite beamwidth effects; • tilt oscillations ( 0.2 rms) due to high winds.
A. Incidence Angle and Azimuth Signatures
Three types of measurements were acquired: scans in incidence angle ( to 65 ), scans in azimuth angle (five different angular positions in a 140 span), and fixed orientation to have coincident footprints with the stereo camera. Each angular position was measured during 5 min, a period in which the sea state can be considered stationary. Then, measurements (1-s integration time) at each angular position were filtered from radio-frequency interference (RFI) and averaged. averaged during the measurement interval. The trends are almost always the expected ones with two exceptions: an increase at higher incidence angles (65 , and sometimes 55 ) at horizontal polarization, and a decrease at low incidence angle (25 ) at vertical polarization. The increase at horizontal polarization was clearly identified as RFI coming from the coast of Tarragona and was minimized/avoided by taking most of the measurements to the west. The decrease at vertical polarization is not well understood, but it may probably be due to the metallic structure of the Casablanca platform. Fig. 11 shows typical measurements of azimuth scans at horizontal (left) and vertical (right) polarizations for three different wind speeds and incidence angles: Fig. 11(a) and (b) , , WS 2.7 m/s; Fig. 11 (c) and (d), , WS 2.8 m/s; and Fig. 11(e) and (f) , , WS 10.9 m/s. Azimuth are referred to the upwind direction. It should be noted that in most scans, there are missing points due to RFI, especially those pointing to the geographic north. Even though there are very few data points covering about one third of a full 360 scan, a small 0.1-0.2 K modulation is detected. This conclusion is not definitive and is being addressed specifically by the LOSAC campaign. 4 In the past years, improved methods have been developed to model the polarimetric emission of the sea surface [11] - [13] and retrieved wind speed vector. However, these models have been developed or tuned at higher frequencies, typically 19 and 37 GHz. Therefore, the solid lines have been computed using a simple, fast, and accurate extended Kirchhoff model under the stationary phase approximation [14] that describes well the incidence angle dependence at L-band, and also the 19 and 37 GHz Jet Propulsion Laboratory measurements. The sea foam effects at L-band are hard to model. According to recent results [15] , only sea foam thicker than 2 cm may produce an increase of the L-band brightness temperatures, but experimental verification is required. Therefore, instead of foam coverage models [9] linked to sea foam emissivities [16] (yet to be determined experimentally at L-band), the simple Wilheit's approximation [17] has been used. Since during WISE 2000, most of the time was smaller than 10 m/s and the atmosphere was just slightly unstable, sea foam must have a very small or even negligible effect on the brightness temperatures, as already found in [18] and [19] .
No available measurements coincident with the stereo camera are available, since it was pointing to the north, the direction from where the strongest RFI was coming.
B. Sensitivity to Wind Speed
Since the effect of wind on the brightness temperatures may mask the signature due to salinity, the determination of the sensitivity of the brightness temperatures to wind speed has been the main goal of the WISE 2000 campaign. In addition, these measurements are completely necessary to find out the best parametrization of the numerical models.
Numerical models predict a quasi-linear dependence of the brightness temperature with respect to wind speed. Only at wind speeds higher than 10 m/s approximately, foam effects may introduce a nonlinearity, indeed not yet quantified by measurements. Therefore, since during WISE 2000 most of the data were acquired under low to moderate wind conditions, a linear regression of brightness temperature data with respect to was performed. In order to determine it, all the data files have been read, and the data points have been sorted by polarization and incidence angle. First, data points with an anomalous high value or those exceeding 4 from the linear regression were suspected to be wrong or corrupted by RFI and were filtered out. Fig. 12 shows the L-band brightness temperature at horizontal (left) and vertical (right) polarizations at different incidence angles: Fig. 12(a) and (f) , Fig. 12(b) and (g) , Fig. 12(c) and (h) , Fig. 12(d) and (i) , and Fig. 12(e) and (j) plotted with respect to . Table II lists the number of available data points for each plot. As it can be appreciated, the number is much smaller at horizontal polarization because of RFI, and decreases dramatically at higher incidence angles. This induces larger uncertainties (percentile 50 dotted lines in Fig. 12 ) and in the estimation of the slope. As it will be discussed in Section IV, the results plotted in Fig. 13 are in agreement with [20] and [18] measurements, with reduced error bars. The following was found.
• Extrapolated sensitivity at nadir is estimated to be 0.22 K/m/s . • Sensitivity to WS increases at horizontal polarization, while decreases at vertical polarization.
• Around , the brightness temperature at vertical polarization is insensitive to WS. The fact that, at low incidence angles, the sensitivity of to WS is larger than that of -although within the error bars-is anomalous, since this behavior is not predicted by models, nor is present in Hollinger's [20] measurements. The point now is to try find out in WISE 2001 data if this phenomenon may be due to the presence of swell and/or by wave reflections on the platform structure (Section II-E, Fig. 2 ).
IV. INTERCOMPARISON WITH NUMERICAL MODELS
The experimental results are compared with the Yueh twoscale model that has been recently found to compare well with brightness temperature measurements made at higher frequencies [11] . In its original form, it uses the wave spectrum in [22] multiplied by a factor of two. Since this factor was adjusted to fit measurements made at higher frequencies, comparisons were also performed using the Durden and Veseky spectrum and the more recent Elfouhaily spectrum [23] . This two-scale model has been implemented at LODYC (E. Dinnat, personnal communication) and has been run with the conditions (incidence angle, SSS, SST, WS, and direction) observed in situ during the radiometer measurements. Then, the simulated brightness temperatures were linearly fitted as a function of WS. This process has been performed for the three wave spectra: 1) Durden and Vesecky, 2) Elfouhaily, and 3) Durden and Vesecky multiplied by two (Fig. 14) .
Results obtained with the Durden and Vesecky multiplied by two spectra (Fig. 14) appear to be close (most of the time inside the measurement's error bars) to the ones obtained from the in situ measurements (Fig. 13) . However, further studies are required to better model possible disturbances of the wind/wave field due to the platform and due to limited fetch as well as foam effects that have been neglected.
Finally, Fig. 15 compares the WISE 2000-derived brightness temperature sensitivities (circles) to wind speed versus incidence angle at vertical and horizontal polarizations and comparison with Hollinger's measurements (diamonds) and Yueh-LODYC two-scale model (Durden-Vesecky spectrum multiplied by two, solid line).
As it can be appreciated, WISE 2000-derived sensitivities are in agreement with previously reported measurements within error bars. Even though the modeling results do not include foam, swell, or other effects, the comparison with the simulation results shows that the Durden and Vesecky spectrum multiplied by two provides closer results to the ones obtained from the in situ measurements than the results obtained with Durden and Vesecky or Elfouhaily spectra. Foam effects can be probably negligible below wind speeds smaller than 10 m/s. However, from the data, it is not easy to separate them, since most data points were acquired for wind speeds smaller than 10 m/s.
V. CONCLUSION
The Wind and Salinity Experiment 2000 has provided new data to better understand the effects of the wind in the emissivity of the sea at L-band. The experimental results confirm the existing experimental data with smaller associated error bars and should help improve the accuracy of the retrieval of SSS from airborne [24] , [25] and spaceborne [26] radiometers.
The experimental results show a nadir sensitivity of 0.22 K/(m/s), increasing with incidence angle at horizontal polarization, and decreasing with incidence angle at vertical polarization, with a zero-crossing between 55 and 60 . The magnitude of the azimuthal variation of the first two Stokes parameters is on the order of 0.1-0.2 K approximately, although these results have to be confirmed by specific campaigns.
Numerical simulations performed with different spectra models indicate that the two-scale model using the Durden and Vesecky spectrum multiplied by two can be an appropriate description for the sea state. The analysis of the sea state reveals that most often the wind stress and the sea state are correlated, and the wind intensity and direction can be used to describe its state. However, in some situations, the correlation is quite low, meaning that the wave field originated somewhere else. In this case, further studies are required to characterize and model the swell.
The stereo-camera and video imagery results have corroborated the sea foam coverage dependence with wind speed for moderate water temperatures, although a large variability exists for the same wind conditions. An interesting point found was the lower foam coverage in the north side of the platform because of the stabilization of the incoming waves interfering with the reflected ones.
The retrieval of SSS from remote sensors requires the estimation of the WS and the SST. Even though the WS measurements from the buoy anemometer, the meteo station, and QUICKSCAT are in agreement ( 1.8 m/s, WS WS 0.9 m/s, 2.8 m/s, WS WS 0.4 m/s), better absolute accuracy is required to use it as input parameter; otherwise the SSS-induced error becomes unacceptable ( WS 0.22 K/m/s , SSS 0.5 K/psu at SST C). The IR SST estimates have proven to be accurate enough for the SSS retrieval process, exhibiting a small bias ( 0.2 K) that increases at high incidence wind speeds, probably because of a lack of accurate modeling of the sea foam emissivity at the IR. Finally, the difference between 5 m and 20 cm salinity has been found to be smaller than 0.1 psu for most of the time, showing that SMOS calibration/validation measurements may be performed in most cases using standard 5 m salinity measurements.
Further research will be focused to 1) get more data points and better WS measurements so as to reduce the sensitivity to WS uncertainty, 2) study the sea state stability by looking at a series of brightness temperatures, and 3) determine the L-band emissivity of sea foam at different incidence angles to incorporate it in the numerical emission models.
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