Abstract. The main result of the note is a combinatorial identity that expresses the partition's quantity of natural n with q distinct parts by means of the partitions of n, for which the differences between parts are not less than either λ = 2, or λ = 3. Such partitions are called λ-partitions. For them is introduced a notion of index -a non negative integer that depends on λ. One corollary of the identity is the formula d(n) = P ∞ α=0 p λ (n, α)2 α , where d(n) is the partition's quantity of n with distinct parts and p λ (n, α) is the λ-partition's quantity of n, index of which equals to α. For λ = 3 the identity turns to be equivalent to the famous Sylvester formula and gives a new combinatorial interpretation for it. Two bijective proofs of the main result are provided: one for λ = 3 and another one for λ = 2 and λ = 3 simultaneously.
Preface
We will establish one combinatorial identity on partitions of natural numbers with distinct parts. Originally it appeared in the cohomological calculations for some Lie algebras (see [3] ).
The identity includes a parameter λ = 2, 3 and is formulated by means of the marked λ-partitions, which are defined in §2. It relates the partitions of natural n with distinct parts with the appropriately marked λ-partitions of n. This correspondence leads to two different expressions for the quantity of partitions of n with q distinct parts.
Our proofs of the main result establish bijections between the involved sets of partitions. In §3 we define such a bijection for λ = 3 and in §4 for λ = 2 and λ = 3 simultaneously. For λ = 3 the bijections of §3 and §4 are different.
In §2 we show that for λ = 3 our result is equivalent to the Sylvester formula see [1] ,(9. 
and gives a natural combinatorial interpretation for it. (For λ = 2 the author could not find a similar analytical form.)
Main result and its corollaries
In this note a partition is the synonym of a finite increasing sequence of natural numbers I = (i 1 , . . . , i q ), which are called the parts of I. The number I = i 1 + · · · + i q is called the degree of I. For partitions I 1 , . . . , I m with non intersecting sets of parts, I 1 ⊔ · · · ⊔ I m denotes a partition with the set of parts
Denote by |M | the cardinality of set M . The number l(I) = |I| = q is called the length of I. Denote by D(n) the set of partitions of degree n and by D q (n) its subset of partitions with q parts. Set d q (n) = |D q (n)| and d(n) = |D(n)|. Definition 2.1. A λ-partition is a pair (λ, I) where λ is a natural number, and I = (i 1 , . . . , i q ) is a partition such that i r+1 − i r λ for r ∈ {1, 2, . . . , q − 1}. The λ-partition π λ,q (a) = a, a + λ, . . . , a + λ(q − 1) , where a 1, is called a dense partition.
We will write λ-partitions not as the pairs but as partitions by emphasizing that namely λ-partitions are considered.
Definition 2.2.
A standard form of a λ-partition I is a sequence of dense λ-partitions (I 1 , . . . , I m ) such that min(I r ) − max(I r−1 ) > λ for r ∈ {2, . . . , m} and
In what follows we assume that either λ = 2, or λ = 3. Define
Definition 2.3. Let (I 1 , . . . , I m ) be the standard form of a λ-partition I. The minimal part of the λ-partition I r is called a leading part of I, if ind λ (I r ) = 1. The set of leading parts is denoted by M λ (I). The number ind λ (I) = |M λ (I)| is called the index of λ-partition I.
For example, π 3,q (1) and π 3,q (2) exhaust all 3-partitions of index 0 and length q. The degrees of them are the Euler's pentagonal numbers (3q 2 ∓ q)/2. But 2-partitions of index 0 exist for any degree = 3. It is easy to see that the quantity of them of degree n and length q is the number p 2,q (n, 0) that is defined by expansion
The quantity of λ-partitions of degree n and of index α we denote by p λ (n, α) and the quantity of them of length q by p λ,q (n, α). Our main result is equivalent to the identity
Let us present three of its corollaries. For t = 1 we obtain
For λ = 3 this formula provides, in particular, a fast way to compute d(n). For λ = 3 and t = −1 formula (3) turns into the Euler's Pentagonal Theorem. For λ = 2 and t = −1 from (3) and (2) it follows
Let us show how one can present identity (3) in a combinatorial form. When it is clear that we consider the marked partitions we will drop the adjective "marked". Often for λ-partition [I; J] instead of explicitly pointing out the set of marked parts we will underline them in I. Denote by N λ (n) the set of marked λ-partitions of degree n and by N λ,q (n) its subset of λ-partitions with q parts.
Let a λ,q,h (n) be the quantity of λ-partitions
Really, for λ-partition I with index α the quantity of marked λ-partitions [I; J] with l(J) = h, equals to α h . Therefore we can rewrite formula (3) as
A comparison of the coefficients under t m x n in both parts of this identity shows that (3) is equivalent to the equality p m (n) = q+h=m a λ,q,h (n) that is, to the following claim:
We will prove this in §3 for λ = 3 and in §4 for λ = 2 and λ = 3 simultaneously. Proposition 2.6. For λ = 3 identity (3) is equivalent to identity (1).
Proof. Previous arguments show that it is sufficient to establish the equivalency of (4) and (1) . The function A 3,q (x, t) is a generating one for the quantity of 3-partitions [I; J] with l(I) = q.
The property of partition (i 1 , . . . , i q ) to be a 3-partition is equivalent to the following property of its conjugate: it is a partition with i 1 1 parts equal q, i 2 −i 1 3 parts equal q−1, . . . , i q −i q−1 3 parts equal 1. Therefore we get
Really, if i 1 3 or i a − i a−1 > 3 for some a, (2 a q), then the corresponding part of the partition (i 1 or i a ) may be either marked (coefficient t), or not (coefficient 1). By substituting this expression in (4) we obtain formula (1).
Remark 2.7. From the results of article [3] it follows a curious formula that is related with formula (3) for λ = 3. Namely, for I = (i 1 , . . . , i m ) let
3. Proof of Theorem 2.5 for λ = 3
Let us consider the Ferrers diagram of 3-partition (see [1] ). Assume its main diagonal consists from r vertices. Enumerate them from down to up. Let x i be the quantity of vertices located in the row at the right side from the i-th vertex of diagonal including also the i-th diagonal vertex and let y i be the quantity of vertices located in the column below it. Then I may uniquely be written as I = (x 1 , . . . , x r |y 1 , . . . , y r ), where 1 x 1 < · · · < x r , 0 y 1 < · · · < y r Obviously (x 1 , . . . , x r |y 1 , . . . , y r ) corresponds to a partition iff (1) 
The parts of S(I) are the quantities of vertices joined by solid lines. We mark the part if its lowest vertex on the diagram is located below the diagonal and if in addition there are no vertices in the row at the right side from it. Thus S(2, 3, 5, 6, 8, 9) = (2, 6, 11, 14).
Proof of Theorem 2.5
In this section we will construct a bijective map T λ : D m (n) → N λ,m (n) for λ = 2 and λ = 3 simultaneously. Unlike the map S defined in §3 for λ = 3, T λ acts identically on λ-partitions.
In what follows I denotes λ-partition (i 1 , . . . , i q ) of degree n. Let i a1 < · · · < i ap be the set of all parts of I such that i a k +1 − i a k < λ. Define A(I) = (a 1 , . . . , a p ) and µ λ (I) = p.
We will construct action of T λ by induction on µ λ (I). If µ λ (I) = 0, then T λ (I) = I. It is convenient first to define action of T λ on λ-partitions with a 1 = 1 (we call them special) and then extend it to all λ-partitions.
Lemma 4.1. Let A(I) = (1).
There is a unique r ∈ {2, . . . , q} such that
Proof. The claim is equivalent to inequalities
is a λ-partition, the sequence i s − (s − 2)λ does not decrease with growing s 2. This implies the existence and uniqueness of r.
Let us introduce some notations. For λ-partitions
We will define the action of T λ on the special partitions by induction. Assume that T λ is defined on special partitions I ′ with µ λ (I ′ ) < p. Consider partition I with A(I) = (a 1 = 1, a 2 = a, a 3 , . . . , a p ). Since I (a) is special and µ λ (I (a) ) = p − 1, the λ-partition L(a) = T λ (I (a) ) is defined.
Lemma 4.2. The formula
Proof. For µ λ (I) = 1 the claim follows from Lemma 4.1, since then the inequality α T λ (I) > i 1 is clear. Suppose that the claim is proved for the partitions I ′ with µ λ (I
From this inequality the claim follows since α T λ (I) > i 1 by the formula of Lemma 4.1. By the inductive assumption and Lemma 4.1 there is s 2 such that
. . , i ′ a+s−3 ) and r < a + s − 3 inequality (5) is clear. Let r = a + s − 3. Since i ′ a+s−3 = i 1 + i 2 + (a + s − 4)λ, inequality (5) is equivalent to inequality i a +i a+1 −i 1 −i 2 > (a−2)λ. For a 3 it follows from the obvious ones i a −i 2 (a−2)λ, (a 1 , . . . , a p 
This statement completes our construction of T λ . Note that T λ is injective, because its definition in Lemma 4.2 is uniquely defined by the action of map T λ on the special partitions I with µ λ (I) = 1 that is also uniquely defined (Lemma 4.1).
The next example shows how algorithm T 2 works "in practice": To prove that T λ is surjective we will construct an inverse map T Proof. For q = 1 the claim is clear. Let q > 1 and λ = 2. Since L is a 2-partition, i q > 1 + 2(q − 1) and i q ≡ 1 mod 2. Therefore u 2,q−1
From the easily verified formula
Proof. Let r be a minimal number such that i q−r−1 < u λ,r (i q ), where by definition i 0 = 0. From Lemma 4.4 it follows that such r exists. Really, if i q = 2 + 3(q − 1), then u λ,q−1 (i q ) > i 0 . Otherwise i q = 2 + 3(q − 1). But then i 1 = 1 and thus u λ,q−2 (i q ) = 2 > i 1 .
Since r is minimal, i q−r u λ,r−1 (i q ) = v λ,r (i q ). That proves the existence of r. Let us prove the uniqueness. Assume that r 1 > r and v λ,r1 (i q ) i q−r1 . Then
Since i q−r−1 − i q−r1 (r 1 − r + 1)λ, from these inequalities we obtain a contradictory one:
Thus the uniqueness of r is proved.
Since u λ,r (i q ) + v λ,r (i q ) = i q − rλ > i q−1 − rλ, from Lemma 4.1 it follows • S : D(n) → D(n) is a nontrivial automorphism of D(n). One can define another nontrivial automorphism of D(n), based on two bijective maps of D(n) onto the set of partitions of n with odd parts (Euler's Theorem). These maps are classical. They were discovered by Glaisher and Sylvester (see e.g., [2] ). Let B n be the corresponding automorphism of D(n). Unlike A n it does not save the length of partitions. Automorphisms A n and B n generate subgroup {A n , B n } in the permutation group of D(n). Maybe this group is an interesting object. Let ν(A n ) and ν(B n ) be the orders of the cyclic subgroups, generated by A n and B n correspondingly, and let ν(A n , B n ) be the order of group {A n , B n }. For n = 1, 2 obviously d(n) = ν(A n ) = ν(B n ) = ν(A n , B n ) = 1. A calculation gives the following table: The inequality ν(
