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Abstract. Fractional Fokker-Planck equations have been used to model several
physical situations that present anomalous diffusion. In this paper, a class of time-
and space-fractional Fokker-Planck equations (TSFFPE), which involve the Riemann-
Liouville time fractional derivative of order 1 − α (α ∈ (0, 1)) and the Riesz space
fractional derivative of order µ ∈ (1, 2), are considered. The solution of TSFFPE
is important for describing the competition between subdiffusion and Le´vy flights.
However, effective numerical methods for solving TSFFPE are still in their infancy.
We present three computionally efficient numerical methods to deal with the Riesz
space fractional derivative, and approximate the Riemann-Liouville time fractional
derivative using the Gru¨nwald method. The TSFFPE is then transformed into a system
of ordinary differential equations (ODE), which is solved by the fractional implicit
trapezoidal method (FITM). Finally, numerical results are given to demonstrate the
effectiveness of these methods. These techniques can also be applied to solve other
types of fractional partial differential equations.
AMS classification scheme numbers: 26A33, 65P99, 33F05, 65L12, 40C05
Keywords : fractional Fokker-Planck equation, fractional implicit trapezoidal method,
Riesz fractional derivative, Riemann-Liouville fractional derivative, L2-approximation,
shifted Gru¨nwald method, matrix transform method.
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1. Introduction
Brownian motion in the presence of an external force field F (x) = −V ′(x) is usually
described in terms of the Fokker-Planck equation (FPE) [17]:
∂W (x, t)
∂t
=
[
∂
∂x
V ′(x)
mη1
+K1
∂2
∂x2
]
W (x, t), (1)
which defines the probability density function (pdf) W (x, t) to find the test particle at
a certain position x at a given time t; m denotes the mass of the particle, K1 is the
diffusion constant associated with the transport process, and the friction coefficient η1
is a measure for the interaction of the particle with its environment.
In many studies of diffusion processes where the diffusion takes place in a highly
non-homogeneous medium, the traditional second-order FPE may not be adequate
[1, 2]. The non-homogeneities of the medium may alter the laws of Markov diffusion
in a fundamental way. In particular, the corresponding probability density of the
concentration field may have a heavier tail than the Gaussian density, and its correlation
function may decay to zero at a much slower rate than the usual exponential rate of
Markov diffusion, resulting in long-range dependence. This phenomenon is known as
anomalous diffusion [3, 14].
The fractional Fokker-Planck equations have been recently treated by a number of
authors and are found to be a useful approach for the description of transport dynamics
in complex systems that are governed by anomalous diffusion and non-exponential
relaxation patterns [14]. Fractional derivatives play a key role in modelling particle
transport in anomalous diffusion. For the description of anomalous transport in the
presence of an external field, Metzler and Klafter [14] introduced a time fractional
extension of the FPE, namely the time-fractional Fokker-Planck equations (TFFPE).
Benson et al [1, 2] proposed a space-fractional Fokker-Planck equation (SFFPE) to
simulate Le´vy motion. Different assumptions on this probability density function lead
to a variety of time- and space-fractional Fokker-Planck equations (TSFFPE) [14].
In this paper, we consider the following TSFFPE:
∂W (x, t)
∂t
= 0D
1−α
t
{[
∂
∂x
V ′(x)
mηα
+Kµα
∂µ
∂|x|µ
]
W (x, t) + f(x, t)
}
, (2)
subject to the boundary and initial conditions
W (a, t) = W (b, t) = 0, 0 ≤ t ≤ T, (3)
W (x, 0) =W0(x), a ≤ x ≤ b, (4)
whereKµα denotes the anomalous diffusion coefficient;m denotes the mass of the particle;
ηα is the generalised friction constant; and d(x) = V
′(x)/mηα is known as the drift
coefficient. 0D
1−α
t ϕ denotes the Riemann-Liouville time fractional derivative (R-L-TFD)
of order 1− α (0 < α < 1) defined by [16]
0D
1−α
t ϕ =
1
Γ(α)
∂
∂t
∫ t
0
ϕ(x, η)
(t− η)1−α
dη. (5)
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The Riesz space fractional derivative (RSFD) of order µ (1 < µ < 2) is defined by [6]
∂µW (x, t)
∂|x|µ
= −cµ(aD
µ
x +x D
µ
b )W (x, t), (6)
where cµ = 1/2 cos(piµ/2), aD
µ
x and xD
µ
b are the left and right Riemann-Liouville space
fractional derivatives of order µ given by
aD
µ
xW (x, t) =
1
Γ(2− µ)
∂2
∂x2
∫ x
a
W (ξ, t)dξ
(x− ξ)µ−1
,
xD
µ
bW (x, t) =
1
Γ(2− µ)
∂2
∂x2
∫ b
x
W (ξ, t)dξ
(ξ − x)µ−1
.
The FFPE has been investigated by some authors. So and Liu [18] studied
the subdiffusive fractional Fokker-Planck equation of bistable systems. Metzler and
Klafter [15] derived the explicit solution of the dispersive analogue of the Ornstein-
Uhlenbeck process. Lenzi et al [8] derived a new exact class of solutions for the nonlinear
fractional Fokker-Planck-like equation. Chen et al [4] proposed three different implicit
approximations for the TFFPE and proved these approximations are unconditionally
stable and convergent. Benson et al [1, 2] derived the analytic solutions of the SFFPE
in some special cases. Liu et al [10] considered a SFFPE with instantaneous source,
and transformed the SFFPE into a system of ordinary differential equations (Method of
Lines) that was then solved using backward differentiation formulas. Zhuang et al [20]
presented an implicit numerical method for the TSFFPE and discussed its stability and
convergence.
Recently, Marseguerra and Zoia [12] and Fulger et al [5] presented an alternate
numerical solution strategy based on the Monte Carlo simulations. In this method,
they simulated the fractional kinetics equations via continuous-time random walks
with different assumptions on the distributions of jumps in space and distributions
of waiting times. However, one notes from Fulger et al [5] that this strategy is rather
computationally expensive requiring CPU time 437 seconds (for 107 runs with waiting
time 0.01 and number of jumps 74 per run for t ∈ [0, 2]) to compute the solution of the
time-space fractional diffusion equation.
Therefore, numerical methods for TSFFPE are quite limited, and published papers
on the numerical solution of the TSFFPE are sparse. This motivates us to consider
effective numerical methods for the TSFFPE. One of the highlights of our proposed
numerical methods is its computational efficiency. The stability and convergence
analyses of these methods will be reported in future work by the authors.
The remainder of this paper is structured as follows. In Section 2, three numerical
methods are proposed to deal with the Riesz space fractional derivative (RSFD): the L2-
approximation method, the shifted Gru¨nwald method, and the matrix transform method
(MTM). In Section 3, the Riemann-Liouville time fractional derivative (R-L-TFD) is
approximated by the Gru¨nwald method. In Section 4, the TSFFPE is transformed into
a system of ordinary differential equations (ODE), which is then solved by a fractional
implicit trapezoidal method (FITM). Finally, some numerical examples are given.
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2. Numerical approximation methods of the RSFD
Assume that the spatial domain is [a, b]. The mesh is M equal intervals {[xl−1, xl]}
M
l=1
of h = (b − a)/M and xl = a + lh for 0 ≤ l ≤ M . Let Wl denote the numerical
approximation of W (xl, t).
2.1. L2-approximation method for the RSFD
Using the link between the Riemann-Liouville and Gru¨nwaldLetnikov definitions, the
following L2-approximation of the RSFD can be obtained [10]:
∂µWl
∂|x|µ
≈ −
h−µ
2 cos(piµ
2
)Γ(3− µ)
{
(1− µ)(2− µ)
lµ
W0
+
(2− µ)
lµ−1
(W1 −W0) +
l−1∑
i=0
bi(Wl−i+1 − 2Wl−i +Wl−i−1)
+
(1− µ)(2− µ)
(M − l)µ
WM +
(2− µ)
(M − l)(µ−1)
(WM −WM−1)
+
M−l−1∑
i=0
bi(Wl+i−1 − 2Wl+i +Wl+i+1)
}
, (7)
where bi = (i+ 1)
2−µ − i2−µ, i = 0, · · · ,M.
2.2. Shifted Gru¨nwald approximation method for the RSFD
The shifted Gru¨nwald formula for discretizing the two-sided fractional derivative was
proposed by Meerschaert and Tadjeran [13], and it was shown that the standard (i.e.,
unshifted) Gru¨nwald formula to discretize the fractional diffusion equation results in
an unstable finite difference scheme regardless of whether the resulting finite difference
method is an explicit or an implicit scheme. Hence, in this section, we discretize the
RSFD using the following shifted Gru¨nwald approximation:
∂µWl
∂|x|µ
≈ −
h−µ
2 cos(piµ
2
)
[ l+1∑
i=0
wµiWl−i+1 +
M−l+1∑
i=0
wµiWl+i−1
]
(8)
where the coefficients are defined by
wµ0 = 1, w
µ
i = (−1)
iµ(µ− 1)...(µ− i+ 1)
i!
, i = 1, 2, ...,M.
2.3. Matrix transform method for the RSFD
We notice that the Riesz fractional derivative is equivalent to the fractional power of
the Laplace operator under homogeneous Dirichlet boundary conditions [19]. Hence,
the RSFD can be approximated and written in the following matrix form [7]:
∂µW¯
∂|x|µ
= −(−∆)
µ
2 W¯ ≈ −
1
hµ
A
µ
2 W¯, (9)
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where W¯ ∈ R(M−1)×1 and A ∈ R(M−1)×(M−1) are given respectively by
W¯ =


W1
...
WM−1

 ,A =


2 −1
−1 2 −1
. . . . . . −1
−1 2

 .
The matrix A is symmetric positive definite (SPD), and therefore there exits a
nonsingular matrix P ∈ R(M−1)×(M−1) such that
A = PΛPT,
where Λ = diag(λ1, λ2, · · · , λM−1), λi(i = 1, 2, · · · ,M − 1) being the eigenvalues of A.
Thus, we obtain
∂µW¯
∂|x|µ
≈ −
1
hµ
PΛ
µ
2PTW¯. (10)
3. Numerical approximation method of the R-L-TFD
Suppose that the functionW (x, t) is n−1 times continuously differentiable in the interval
[0, T ] and that W (n)(x, t) is integrable in [0, T ]. Then for every α (0 ≤ n − 1 < α ≤
n, n ∈ N), the Riemann-Liouville fractional derivative exists and coincides with the
Gru¨nwald-Letnikov derivative. This allows the use of the Riemann-Liouville definition
during problem formulation, and then the Gru¨nwald-Letnikov definition for obtaining
a numerical solution [10]. The fractional Gru¨nwald-Letnikov derivative definition with
order 1− α is given by [16]
0D
1−α
t W (x, tk) = lim
τ→0
τα−1
k∑
j=0
(−1)j
(
1− α
j
)
W (x, tk − jτ)
=τα−1
k∑
j=0
w1−αj W (x, tk − jτ) +O(τ
p), (11)
where τ = T
N
, tj = jτ , w
1−α
0 = 1, w
1−α
j = (−1)
j (1−α)(−α)...(2−α−j)
j!
, for j = 1, 2, ..., N.
This formula is not unique because there are many different valid choices for w1−αj
that lead to approximations of different order p [9, 11]. The definition (11) provides
order p = 1.
4. Fractional Implicit Trapezoidal Method for the TSFFPE
The L2-approximation method, the shifted Gru¨nwald method, and the matrix transform
method (MTM) are used to approximate the RSFD, the Gru¨nwald method is used to
approximate the R-L-TFD, and the backward difference scheme if d(x) < 0 (the forward
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difference scheme if d(x) > 0) is used to approximate the first order spatial derivative,
the TSFFPE can be cast into the following ordinary differential equation (ODE):
dW (xl, t)
dt
= 0D
1−α
t ϕ (W (xl, t)) . (12)
In this section, a fractional implicit trapezoidal method (FITM) is used to integrate
(12). Let W kl denote the numerical approximation of W (xl, tk). The FITM can be
written in the following form:
W k+1l =W
k
l +
τα
2
{ k∑
j=0
w1−αj ϕ(W
k−j
l )
+
k+1∑
j=1
w1−αj ϕ(W
k−j+1
l ) + ϕ(W
k+1
l )
}
. (13)
Hence, we can rewrite (13) in the matrix form:
TW¯k+1 = R¯, (14)
where T ∈ R(M−1)×(M−1), R¯ ∈ R(M−1)×1, and W¯k+1 ∈ R(M−1)×1 for k = 0, · · · , N − 1 .
4.1. FITM with L2-approximation
When the FITM with L2-approximation is used to solve the TSFFPE, the term ϕ(W k−jl )
can be written in the following form:
ϕ(W k−jl ) =
dlW
k−j
l − dl−1W
k−j
l−1
h
−
Kµαh
−µ
2 cos(piµ
2
)Γ(3− µ){
(1− µ)(2− µ)
lµ
W k−j0 +
(2− µ)
lµ−1
(W k−j1 −W
k−j
0 )
+
l−1∑
i=0
bi(W
k−j
l−i+1 − 2W
k−j
l−i +W
k−j
l−i−1)
+
(1− µ)(2− µ)
(M − l)µ
W k−jM +
(2− µ)
(M − l)µ−1
(W k−jM −W
k−j
M−1)
+
M−l−1∑
i=0
bi(W
k−j
l+i−1 − 2W
k−j
l+i +W
k−j
l+i+1)
}
+ fk−jl , (15)
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and the term ϕ(W k+1l ) can be expressed as
ϕ(W k+1l ) =
dlW
k+1
l − dl−1W
k+1
l−1
h
−
Kµαh
−µ
2 cos(piµ
2
)Γ(3− µ){
(1− µ)(2− µ)
lµ
W k+10 +
(2− µ)
lµ−1
(W k+11 −W
k+1
0 )
+
l−1∑
i=0
bi(W
k+1
l−i+1 − 2W
k+1
l−i +W
k+1
l−i−1)
+
(1− µ)(2− µ)
(M − l)µ
W k+1M +
(2− µ)
(M − l)µ−1
(W k+1M −W
k+1
M−1)
+
M−l−1∑
i=0
bi(W
k+1
l+i−1 − 2W
k+1
l+i +W
k+1
l+i+1)
}
+ fk+1l
= ψ(W k+1l ) + f
k+1
l . (16)
Hence, the coefficient matrix T and vector R¯ can be obtained from the left side
and the right side of the following equation respectively:
W k+1l −
τα
2
ψ(W k+1l ) =W
k
l +
τα
2
{ k∑
j=0
w1−αj ϕ(W
k−j
l )
+
k+1∑
j=1
w1−αj ϕ(W
k−j+1
l ) + f
k+1
l
}
, (17)
for l = 1, · · · ,M − 1.
4.2. FITM with Shifted Gru¨nwald method
When the FITM with Shifted Gru¨nwald method is used to solve the TSFFPE, the term
ϕ(W k−jl ) can be written in the following form:
ϕ(W k−jl ) =
dlW
k−j
l − dl−1W
k−j
l−1
h
−
Kµαh
−µ
2 cos(piµ
2
)[ l+1∑
i=0
wµiW
k−j
l−i+1 +
M−l+1∑
i=0
wµiW
k−j
l+i−1
]
+ fk−jl , (18)
and the term ϕ(W k+1l ) can be expressed as:
ϕ(W k+1l ) =
dlW
k+1
l − dl−1W
k+1
l−1
h
−
Kµαh
−µ
2 cos(piµ
2
)[ l+1∑
i=0
wµiW
k+1
l−i+1 +
M−l+1∑
i=0
wµiW
k+1
l+i−1
]
+ fk+1l , (19)
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where wµ0 = 1, w
µ
i = (−1)
i µ(µ−1)...(µ−i+1)
i!
, for i = 1, 2, ...,M.
Hence, the coefficient matrix T = (tli)(M−1)×(M−1) and vector R¯ = (rl)(M−1) are
defined by
tli =


Rµαwl−i+1, 1 ≤ i < l − 1,
Rµα(w0 + w2) +
ταdl−1
2h
, i = l − 1,
1 + 2Rµαw1 −
ταdl
2h
, i = l
Rµα(w0 + w2), i = l + 1,
Rµαwi−l+1, l + 1 < i ≤M − 1,
(20)
rl = W
k
l +
τα
2
{ k∑
j=0
w1−αj ϕ(W
k−j
l )
+
k+1∑
j=1
w1−αj ϕ(W
k−j+1
l ) + f
k+1
l
}
, (21)
where Rµα =
Kµατ
αh−µ
4 cos(piµ
2
)
.
4.3. FITM with matrix transform method
The FITM with matrix transform method for solving the TSFFPE can be written in
the following form:
W¯k+1 = W¯k +
τα
2
{ k∑
j=0
w1−αj (ΦW¯
k−j + Fk−j)
+
k+1∑
j=1
w1−αj (ΦW¯
k+1−j + Fk+1−j) +ΦW¯k+1 + Fk+1
}
. (22)
The matrix Φ ∈ R(M−1)×(M−1) can be written as
Φ = −ηµ(PΛ
µ/2PT ) +
1
h
D, (23)
where ηµ =
Kµα
hµ
, D ∈ R(M−1)×(M−1), Fk−j ∈ R(M−1)×1
D =


d1
−d1 d2
−d2 d3
. . . . . .
−dM−2 dM−1


,Fk−j =


fk−j1
...
fk−jM−1

 .
Hence, the coefficient matrix T and vector R¯ are defined by
T = I−
τα
2
Φ, (24)
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R¯ = W¯k +
τα
2
{ k∑
j=0
w1−αj (ΦW¯
k−j + Fk−j)
+
k+1∑
j=1
w1−αj (ΦW¯
k+1−j + Fk+1−j) + Fk+1
}
. (25)
5. Numerical examples
To demonstrate the effectiveness of these numerical methods for the solving time-space
fractional Fokker-Planck equation, we consider the following two examples.
Example 1 Consider the following TSFFPE:
∂W (x, t)
∂t
= 0D
1−α
t
{[
−υ
∂
∂x
+Kµα
∂µ
∂|x|µ
]
W (x, t) + f(x, t)
}
, (26)
W (a, t) = W (b, t) = 0, 0 ≤ t ≤ T, (27)
W (x, 0) = Kµα(x− a)
2(b− x)2, a ≤ x ≤ b, (28)
where
f(x, t) = (1 + α)υΓ(1 + α)t(x− a)2(b− x)2
+
Kµα(K
µ
α + υt
1+α)
2 cos(piµ
2
)
[g(x− a) + g(b− x)]
+ 2υ(Kµα + υt
1+α)(x− a)(b− x)(a+ b− 2x),
g(x) =
4!
Γ(5− µ
x4−µ − 2(b− a)
3!
Γ(4− µ)
x3−µ
+ (b− a)2
2
Γ(3− µ)
x2−µ.
The exact solution is
W (x, t) = (Kµα + υt
1+α)(x− a)2(b− x)2, (29)
which can be verified by direct fractional differentiation of the given solution, and
substituting into the fractional differential equation. The initial condition is clearly
satisfied. In this example, we take a = 0, b = 1, Kµα = 25, υ = 1, τ = 0.01, h = 1/64.
Figures 1-3 show the comparison of the exact and numerical solutions of the FITM with
the L2-approximation method, the shifted Gru¨nwald method, and the matrix transform
method (MTM) when α = 0.8, µ = 1.9 and α = 0.6, µ = 1.8 at t = 1; and when α = 0.9,
µ = 1.9 at t = 1, 3, 5, respectively. It can be seen that the numerical solutions are in
excellent agreement with the exact solution. It is also worthwhile mentioning that, in
comparison to the Monte Carlo simulations reported in [5], our numerical simulations
are computationally efficient, requiring only a few seconds to complete execution and
output the results (see Table 1).
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)at
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=
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Figure 1. Comparison of numerical and analytic solutions at t = 1 for the TSFFPE
(26)-(28) with α = 0.8, µ = 1.9.
Example 2 Consider the following TSFFPE:
∂W (x, t)
∂t
= 0D
1−α
t
[
−υ
∂
∂x
+Kµα
∂µ
∂|x|µ
]
W (x, t), (30)
W (a, t) = W (b, t) = 0, 0 ≤ t ≤ T, (31)
W (x, 0) = c0δ(x), a ≤ x ≤ b, (32)
In this example, we take a = −10, b = 10, Kµα = 1, υ = 1, τ = 0.01, h = 0.2. The
evolution results of the FITM with shifted Gru¨nwald method when α = 1.0, µ = 2.0;
α = 0.9, µ = 1.9; α = 0.8, µ = 1.8; α = 0.6, µ = 1.8 and α = 0.4, µ = 1.5 at
t = 1.25, 2.5, 3.75, 5.0 are listed in Figures 4-8, respectively. Figures 4-8 show that
the system exhibits anomalous diffusion behaviours. The noteworthy features are the
appearance of cusps and a heavy tail of the probability density function W that decays
when 0 < α < 1 and 1 < µ < 2.
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TSFFPE (26)-(28) with α = 0.9, µ = 1.9.
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µ = 1.8 at t = 1.25, 2.5, 3.75, 5.0.
−10 −5 0 5 10
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
x
W
(x,
t) f
or 
α
=
0.
6,
 µ
=
1.
8
t=1.25
t=2.5
t=3.75
t=5.0
Figure 7. The numerical solutions of W (x, t) for the TSFFPE (30)-(32) with α = 0.6,
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Table 1. Total CPU time T in seconds of the three numerical schemes given in Section
4 to approximate the solution of the TSFFPE (26)-(28) at t = 1 with α = 0.6, µ = 1.8.
τ h T(L2) T(Shifted Gru¨nwald) T(MTM)
1/20 1/16 0.08 0.08 0.06
1/50 1/32 0.86 0.78 0.77
1/100 1/64 7.03 6.31 6.30
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Figure 8. The numerical solutions of W (x, t) for the TSFFPE (30)-(32) with α = 0.4,
µ = 1.5 at t = 1.25, 2.5, 3.75, 5.0.
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