Abstract-Cosmic rays with kinetic energy larger than 10 20 eV have been detected by two experiments, AGASA and HIRES. The nature and origin of these particles are not known. Acceleration mechanisms that can produce particles at these energies could be due to yet unknown sources of energy. The extreme energy cosmic rays (EECR) are rare reaching earth at a rate of few per square kilometer per year. The rarity of these events implies that large detector arrays are required making construction cost one of the main issues. We are exploring the possibility to detect EECR using bi-static radar technique. For a proof of principle we use broadcast TV stations as source of RF. After our first round of data taking, a more reliable DAQ was built addressing problems found such as loss of data and inaccurate time stamping. The new DAQ design uses a real time operating system and multithreaded software. To solve the time stamping problem, a GPS bit stream and the precision 1 PPS are now included in the data stream.
I. INTRODUCTION
C OSMIC rays of very high energy have been detected by two experiments: AGASA [1] and HIRES [2] . These events correspond to the highest energy that a single particle have ever been accelerated to and known to us. Their energies are seven orders of magnitude larger than what will be possible to accelerate on earth by 2007 when the large hadron collider (LHC [3] ) is scheduled to come on line. They are rare and happen at at a rate of few per square kilometer per year, or less. To detect them larger detectors are required. The Auger observatory [4] , now under construction, will have an detection area of 3000 km 2 and will be the largest detector using fluorescence and water Cerenkov detection techniques.
To build detectors that can cover larger areas new technology need to be developed. Our approach is based on the application of a technique already being used for meteor detection via radio wave scattering [5] known as radio meteor scattering, or RMS. The meteor trail is formed by a plasma that scatters radio waves from distant sources, sometimes thousands of km away. EECR also produce large free electrons densities [6] . Simulations show that 10 14 electrons per cubic meter for a 10 18 eV EECR can be achieved and, therefore, radio wave scattering can be expected. This project, called MARIACHI (Mixed Apparatus for Radio Investigation of Atmospheric Cosmic-rays of High Ionization), started in the spring of 2003, and results relative damazio@bnl.gov, takai@bnl.gov Both from the Brookhaven National Laboratory. Physics Department. Bldg 510A. Upton -NY -11955 USA to meteor detection have already been published [6] , [15] . The data acquisition system used was built around the ICOM PCR 1000 computer controlled radio, a professional grade sound card and a personal computer. Initial results presented in the cited reference showed that a large number of meteors can be detected, mostly believed to be less than 10 microgram or less in mass [7] . Since the first round of measurements were made improvements to our data acquisition system were made and we describe them in this paper. These improvements address issues concerning data integrity and precise time stamping which are crucial for the physics the experiment proposes.
In order to prove the viability of our system to be used for cosmic ray detection, we also need a shower detector array. Using nearly the same data acquisition technology we designed a elegant shower detection data acquisition system, that could be installed in high schools in the vicinity of our radio detection stations. The performance of these system will also be discussed in this paper.
II. EXPERIMENTAL SETUP DESCRIPTION
Radio meteor scatter technique is based on the fact that radio waves from distant stations and below the horizon are reflected momentarily when an ionization trail is produced in the upper atmosphere. Meteors vaporizes at altitudes above 70 km and can reflect radio waves from stations as far as 2000 km. An important consideration for our experiment is that EECR ionization happens at substantially lower altitudes requiring sources of radio that are just below the horizon. In previous runs, we have tuned our receivers to analog TV stations located at 55.24 MHz and 67.26 MHz. Analog stations suppress their carrier and results in a much weaker signal for the experiment. We have chosen for this second run of the experiment to tune into a number of digital TV stations since these stations sit in much quieter frequency regions and their carriers not suppressed. A few stations can be found on the east cost of the United States. The two closest stations to us and are still below the horizon are at Elmira (DTV channel 2 -54.309 MHz) and Binghamton (DTV channel 4 -66.309 MHz).
A schematic for the radio reception station can be seen in Figure 1 . The antenna used is a Log-Periodic Dipole Array (LPDA) antenna [8] . This antenna covers a broad range of frequencies, from 50 to 450 MHz, providing great flexibility for the tests performed. It was pointed towards the North-West direction to the DTV stations above described. The receivers used are ICOM's PCR 1000 [9] which are computer controlled through its serial port, covers a wide frequency range and capable of performing different demodulation modes (AM, FM, CW, LSB and USB). For the results described in this paper we chose to use the upper side band (USB) demodulation for having a smaller reception bandwidth. The output of the PCR is a baseband signal of 3 kHz that can be recorded by a sound card.
We are using a professional grade Delta 1010LT sound card from Midiman [10] . This is an eight channel analog input sound card capable of sampling simultaneously all channels at 96 kSamples/s (100 kSamples/s if using an external clock) with 16 bits of resolution. We use the 96 kSample/s, an enormous oversampling to our 3 KHz bandwidth signal, since we are mostly interested to measure the start time of each event with great accuracy. This is necessary to be able to compare the results obtained by this detector with other detection techniques.
Data is recorded by a personal computer with real time Linux operating system. The software is written in C++ to perform data acquisition while displaying the spectrogram for one selected channel. The spectrogram is generated using FFT routines from the FFTW library [11] and displayed using proprietary software that uses the QT library [12] . The computer has a serial ATA (SATA) removable hard-disk unit for data storage to allow for quick disk swap with minimum interruption in data collection.
In order to time stamp the signals and also, to verify the acquisition performance, a Global Positioning System (GPS) receiver is used. We use the Deluo GPS receiver [13] that outputs two important signals: one pulse-per-second (1PPS) signal and a bitstream with the NMEA [14] code that contains all of the GPS variables -position, time with miliseconds accuracy, number of GPS satellites detected, validity of the solution, etc. Usually the NMEA bit stream is connected to the computer serial port but we prefer to feed into one of the sound card analog input to have an absolute time encoding of the data. The signal acquired by the radio receiving station is processed in the same way as described previously [15] . The FFT of the signals is extracted and the running average shape of each fft is subtracted to enhance peak detection within each spectrum. The power is calculated in a small frequency range around the region where the DTV station carriers would be if the transmitters were not below the horizon. Finally, the power is normalized with respect to the noise level and a simple two level threshold algorithm is applied to select and study events.
During this run, four scintillation pads were also installed. The photomultiplier cells attached to such pads were connected to a NIM crate where they were discriminated and a four-fold coincidence formed. The pads were located on the corners of a 3x4 m 2 rectangle. This geometry and coincidence requirement guarantees that only showers with energy larger than 10 17 eV triggers one event. The coincidence unit output was also fed to the sound card and its signal recorded. This provided an offline trigger, helping in the search of EECR echo.
In order to reduce the cost of particle detecting units to be spread around the radio receiving station, we prepared another system based on the same data acquisition technology. This system is shown in Figure 2 .
The photomultipliers attached to the pads are directly connected to the sound card. Phototube signals are fast with a typical 10-20 ns risetime. The sound card input amplifier has a cutoff frequency of 40 kHz for a sampling rate of 96 KHz which results in large losses. However, what remains is still large enough to be digitized, compared with the threshold set for all channels and recorded. The GPS signals are acquired in the same way as the radio receiver signal to provide the time stamping of the samples. A software similar to the one used in the radio system provides online coincidences, just recording the signal of the photomultipliers around the points where coincidences could be found between a user-adjustable number of channels. An experimental system is running now at BNL for prototyping purposes.
III. DATA ACQUISITION IMPROVEMENTS

A. Data Acquisition
A series of improvements were made to the data acquisition system in order to address issues of data integrity that are very important for the detection of short lived cosmic ray signals. The experience acquired in the past was on the detection of signal from meteors that are long lived and tolerates the loss of few samples in the recording process. Losses of few samples were tracked down to glitches either in software or operating system. Scanning the data acquired during the initial runs we found instances where samples were clearly missing, as exemplified in Figure 3 in which half a period of the signal seems to be lost. However, cosmic ray signals can be as short as 5 samples or less and hence losses cannot be tolerated. The solution that we chose to implement were three fold: (1) introduce a good monitoring system to make sure no samples are missing, (2) chose the optimal data buffer size to record events to disk and (3) use a real time kernel for the data acquisition computer.
For the monitoring of samples we decided to digitize the 1PPS signal from the GPS clock to count the number of samples between consecutive pulses. This number should correspond to the number of samples acquired in one second. Applying such measure to the setup design of the first run showed that the data losses produce smaller number of counts between PPS than expected.
To address the second modification made, a series of tests were made to chose the appropriate data buffer size. The time required to write to disk is in general modeled as having two parts: a constant overhead (also known as access time) and a part which is proportional to the amount of data to be recorded [16] . We measured how well this operation is performed for two different IDE disks for different buffer sizes. The results are displayed in Figure 4 .
This figure shows the time required by the operating system to perform the full recording as function of the number of bytes written. The buffers are flushed to the disk so that no effect of OS buffering could interfere in the measurement. The straight line in the figure shows the time required by the sound card to produce a given number of bytes when digitizing 8 channels at 96 kSamples/s. Both disks have an access time of less than 1 ms as can be seen in the figure for zero bytes transfer. They exhibit different behaviors for data write times as function of the number of bytes transfered. For the two disks the seamlessly data transfer would happen when the write time equals the data generation time. This happens at 3 kbyte for the first disk and at 6 kbyte for the second disk. Therefore, a minimal limit can be set for a given sampling rate and number of channels to be digitized. We have also adopted the faster disk for our data acquisition system. By adopting large buffer size of 16 kbyte no data loss because of write cycles were observed.
The last improvement made to the DAQ is the adoption of a real time operating system kernel. The acquisition code has been designed to be multithreaded. The thread responsible for capture of the sound card data is basically built with operating system calls with the read function in the sound card device driver being the most important. The driver activates the hardware to perform the requested operation and puts the thread that requested the operation in a sleep mode waiting for an OS semaphore. When a hardware interruption is issued by the sound card the operating system should wake up the thread immediately and proceed to the next task inside the thread context. Unfortunately, Linux is not a "real-time POSIX" operating system and therefore the latency for interrupt requests can be as large as the (Linux defalut) time scheduling slice of 10 ms. In order to be able to service an interrupt request in a short amount of time and also in a predictable manner three important modifications had to be made. First a real time operating system was adopted. We used the GPL version of the real time OS RTLinux [17]. The second modification was to attribute different priorities to the different threads. The capture thread is assigned as a FIFO scheduled with the maximum priority. The other threads are assigned to the normal scheduling priority level. Finally, the highest priority thread was also redesigned to only contain the OS read system calls. This is done because any OS call has a possible thread rescheduling entry point so only the necessary call should be there. After implementing all of the improvements above we observed that we were able to keep the data miss rate below 1 part in 10 5 , and hence our DAQ is very deterministic. This is shown in Figure 5 .
B. Time stamping
To improve on time stamping capabilities of individual samples, we have decided to record the GPS NMEA data stream as mentioned above. In order to do that one needs to record the 1PPS signal of the GPS and the information from the bitstream. The bitstream is sent at 9600 baud and with a 5 V amplitude, as per RS-232 standard. This signal is attenuated and sent to another input of the sound card to be recorded and the bit stream decoded off-line. The acquired signal is displayed in Figure 6 where the bits are shown. As can be seen, the input impedance of the sound card moves the positive and negative levels of the bit sequence.
An offline code was written to extract the NMEA strings from the bitstream. A small portion of a code decoded from a acquired file can be seen below : The string above describes the time of the acquisition (06:58:44 plus 279 msecs at the 1PPS mark), this data stream was considered valid (A), the latitude is 40', 52.1259" North, the Longitude was 72' 52.6915" West. The date was August 11 th , 2004. The time precision in this string sequence is of the order of 1 msec. This precision is not enough if we want to make coincidences with shower detectors. However, we note that the 1 ms mark has a smooth variation (of the order of 1 ms) every 150 seconds. After acquiring three points of sequential variation of the milli-second NMEA mark, one can perform a Distribution of differences between a reference time system and the GPS+sound card system. The maximum error, 20 µs, is smaller than two sampling intervals and the RMS is of the order of 5 µs.
second degree interpolation in the results for the internal points in this interval and achieve a higher precision time stamping.
To test this idea we compared the time registered by a HP 53132A Frequency and Counter unit using a CNS GPS for clock reference that has a nominal 50ns accuracy for time stamping. A common time signal was fed into both systems. Figure 7 displays the difference between the recovered time from the DAQ and the reference system. As can it can be seen the differences are smaller than 20µs or two orders of magnitude smaller than the NMEA string precision. However we note that the DeLuo GPS have periods in the day that the full information cannot be recovered. This can be detected by the quality of interpolation which deteriorates during these periods.
We also assembled the above described experiment to record data from the scintillation counters performing online coincidences (see Figure 2 ). Differences were made in the code in order to be able to record the samples only around the coincidence points between the different acquisition channels. We could use the same software modules than those used for the radio application. When normally we would record 11 MBytes of data for each acquisition channel, we only record about 40 KBytes for all the four channels. Also, the number of samples between consecutive 1PPS signals and the GPS bitstream were recorded. The results of both experiments are in the following section.
IV. RESULTS
Two radio stations were setup 19 km apart at Suffolk County Community College (SCCC) and BNL to acquire data during the Perseids meteor shower. The Perseids shower is an annual event that happens in August. Data from the Perseids can be compared to data collected by other techniques and gives us confidence that our station is performing as designed. The data collected also allow us to correlate signals from two stations and estimate the number of false signals that are generated in each installation.
The station at BNL recorded the GPS 1PPS signal (only the number of samples between two consecutive time marks), the GPS bitstream, the output of the radio receiver tuned to the DTV channel 2 (54.309MHz), the output of a second receiver tuned to the DTV channel 4 (66.309MHz) in USB with 3 KHz of bandwidth, and the 4 fold coincidence signal from the shower detector. This station is equipped with four 250 GBytes disks which were swapped at every 81 hours. The SCCC station recorded the same information except for the shower detector information. This station is equipped with smaller 200 Gbytes disks that are swapped every 85 hours. Due to the large amount of data, only the first disks from both stations could be analyzed so far corresponding to approximately 80 hours of recording.
First, two data bases with the GPS time stamping data were created (basically, the translation of the bitstreams recorded into the NMEA strings), one for each site. Also, the position where each one of the strings started was recorded. Most of the times, the string begins a few tenths of a second after the 1PPS signal, making it possible to synchronize the PPS with its corresponding NMEA description. Two scripts were also prepared to make inquiries to the data base, in order to enable to exchange file name and position in the file into date and precise hour and vice-versa for both stations. This was used to perform correlation between both stations.
We started to perform our meteor analysis in the same way as it was done for the initial runs, by measuring the amplitude in the signal spectrum and performing event selection. In the recorded files where a larger number of events were found individual events were studied in more detail. Figure 8 shows the signals acquired by the two stations (BNL and SCCC at DTV channel 2). As it can be clearly seen, the same event was seen by both sites nearly at the same time. This result is very important since it is clear that they originate from the same event and not local building noise. Furthermore the same event was also seeing by the PCRs tuned into 66.309 MHz, so it was caused by a particular event related to the DTV channel 2 transmitter. We also have a more detailed view of the same event with an expanded time scale. Figure 9 show the signal which starts around 135 ms and lasts for few milliseconds. As it can be seen the signal received at SCCC even saturated the sound card. Corrections to gain need to be applied for future runs.
The power of the spectra for the same events limited to 500 to 1500Hz in frequency are shown in Figure 10 . The power spectrum such as this is used for offline selection of events in our analysis algorithm.
The duration of this signal, approximately 10 ms, suggest that this event originated from an underdense meteor trail. It is known that meteor burn in the upper atmosphere between 70 to 110 km [18] , whilst cosmic ray should produce the peak of their ionization within a few kilometers (around 12 km) from Earth's surface as our simulations indicate [6] . This suggest that with four stations we should be able to pinpoint the signal source altitude for event discrimination. A search for candidate cosmic ray events was made by using the four-fold coincidence signal that was recorded in the data stream. We have found one event which is in coincidence between both experiments and not very far from the shower detector coincidence signal. This event is shown in Figure 11 . The shower coincidence signal was registered at 500 ms and the signal in both stations are at around 775 msec. This is a fast signal with 1 ms duration. The delay between the coincidence signal and radio could be due to the processing time in the radio receiver which needs to be measured.
This run started a few hours before the Perseids meteor shower. The Perseids in 2004 was predicted to peak around 21:00 hours UTC on August 11 th [19] . Since the region of the sky seen by our experiment is limited, it would be expected for us to see part of the shower and, then, we should be prevented by the Earth rotation to see the whole development. Figure 12 presents the meteor count during the Perseids meteor shower. The number of events per hour observed at the SCCC station as function of day is shown. The two large peaks, one at 11.3 days and other at 11.8 days stands out. The second peak corresponds to the predicted shower activity. The first peak also known as "pre-shower" has been seen by other measurements. The shower detector system was running for 14 days to check for possible software problems and the analysis on its results has just started. The three scintillation pads with photomultipliers used had an area of 0.25 m 2 and were stacked on top of the other. A mean number of 48.33 events per minute was measured in this configuration. New geometrical positioning will be tried in order to vary the energy threshold for the detection of EECRs. Figure 13 displays one of the selected events. A negative threshold of -350 ADC counts was imposed and all three acquired signals should activate this threshold. As can be seen, one of the channels seems to have much more noise than the other two. This may be caused by a light leak in the scintillator pad. The next step is to cross correlate this events with the variation of the barometric pressure. Cosmic ray counting rate vary as a function of the barometric pressure [6] , so the verification of this for our experimental setup is being pursued.
V. CONCLUSION
We presented two data acquisition systems that could be used for cosmic rays and meteor detection. Major improvements to the data acquisition was implemented to guarantee data integrity for the search of very narrow signals. A real time operating system was selected to make the DAQ deterministic. Measurements of the recording to disk were performed and it was revealed the importance of using large data buffer to avoid data loss. The GPS bitstream and the precision 1PPS were also included in the data stream. The improvement in the time stamping to a level of 20 µs level was achieved. Two radio detection sites were built and data collected during the Perseids meteor shower.
Many signals in time coincidence were observed. Because these events are seen in two sites and two different radio frequencies, they are not likely to be building noise or glitches in the DTV transmitters. Events with durations of the order of tens of milliseconds or less could be found.
The event count for the Perseids meteor shower fits the expected pattern peaking in August 11 th at 20:00 UTC. Events relatively close to the detection of particle showers have been detected but their confirmation as cosmic rays shower requires further investigation. A four receiving station experiment is being planned as a way to locate the source of the signal. This is vital to differentiate meteor and cosmic ray events.
The MARIACHI project is participating in the Quarknet [20] . We are planning to contribute to a GRID like experiment in which different detectors, built with different technologies would write the event detected by them to a common event database. This would allow a large number of users to access the data base and perform different types of analysis.
We have also shown that the same technology can be used to handle phototube signals. This system is being tested in the hopes that it could be implemented in a wider number of sites and could be used to introduce students to the world of scientific investigation.
Two web sites bring additional and most up-to-date information about the MARIACHI project [21], [22] .
