In this paper, we study Lie Rinehart bialgebras over a commutative algebra, the algebraic generalization of Lie algebroids. More precisely, we analyze the structure of action Lie Rinehart bialgebras over the polynomial ring K[t] induced by actions of Lie algebras on K[t].
Introduction
The language of Lie Rinehart algebras is derived from that of Lie algebroids, which were first introduced by Pradines [29] to provide a precise description of the infinitesimal form of Lie groupoids. The reader interested in Lie algebroids and groupoids is referred to Mackenzie's new book [24] (see also [4] [Chapters 8 and 12] [22] [I and III]) for background information. The concept of Lie Rinehart algebras was introduced in [30] as an abstract algebraic treatment of the category of Lie algebroids [10, 23] and were investigated further in many texts [3, 12, 13, 14] . Many different names have been used in the literature to designate this concept among which, Lie pseudoalgebras [10] , Lie d-rings [27] , Palais pairs [9] , differential Lie algebras [18] , or modules with differential [28] . Some other closely related variants are Elie Cartan spaces [1, 2] , Lie modules [26] , Lie Cartan pairs [17] -this list is not exhaustive. Lie Rinehart algebras may be seen as an algebraic generalization of the notion of Lie algebroid in which the space of sections of the vector bundle is replaced by a module over a ring, vector fields by derivations of the ring and so on. Any attempt to extend Lie algebroid theory to singular spaces leads to Lie Rinehart algebras.
In this paper, we fix a number field K, which is either R or C. We always assume that A is a commutative, associative algebra over K with a unit. A Lie Rinehart algebra over A is an A-module that admits a K-Lie bracket and an action on A (called anchor), which are compatible in a certain sense (see Definition 2.1).
The notion of Lie Rinehart bialgebras is derived from the notion of Lie bialgebras, introduced by Drinfel'd in [7] , and the notion of Lie bialgebroids introduced by Mackenzie and Xu in [25] as the infinitesimal objects associated to a Poisson groupoid. Lie algebroids are generalized tangent bundles, while Lie bialgebroids can be considered as generalizations of both Poisson structures and Lie bialgebras. Roughly speaking, a Lie bialgebroid is a Lie algebroid A whose dual A * is also equipped with a Lie algebroid structure, which is compatible in a certain sense with that of A. This compatibility condition can be expressed equivalently in terms of the pair (A, d * ), where d * : Γ(∧ • A) → Γ(∧ •+1 A) is the differential operator inducing the Lie algebroid structure on A * . Analogously, a Lie Rinehart bialgebra (E, σ) is a Lie Rinehart algebra E over the algebra A endowed with a graded operator σ : ∧ concept, namely generalized Lie bialgebras, was defined in [32] , where the two Lie algebras are not dual in the usual sense.
In [7] , Drinfel'd classified Lie bialgebras successfully. The classification of Lie Rinehart bialgebras is, in our humble opinion, more challenging. However, if we restrict our attention to the special class of action Lie Rinehart algebras, we can get lots of information about their algebraic structure and Lie Rinehart bialgebra structures over them. Action Lie Rinehart algebras are inspired by action Lie algebroids, also known as transformation Lie algebroids. Let us briefly review the notion of action Lie algebroid. The basic ingredient is a Lie algebra morphism ρ : g → X(M ), where M is a smooth manifold. Now, let A denote the trivial vector bundle M × g → M . The morphism ρ can be regarded as a bundle map from A to M called the anchor map. And one can endow A with the so called action (or transformation) Lie algebroid structure by defining the Lie bracket The purpose of this paper is twofold. First, we investigate the structure of actions of a Lie algebra on the ring of polynomials K[t] and we describe the special features of an action Rinehart algebra over K [t] . Second, we classify all possible Lie Rinehart bialgebras (g ⊗ K[t], d * ) in which g ⊗ K[t] is an action Lie Rinehart algebra over K [t] . It turns out that our classification is very similar to the results of [21] and [5] , i.e. the operator d * (which determines the dual Lie Rinehart algebra structure) is the sum [Λ, ·] + Ω of a bivector Λ and some cocycle Ω. As in [5] , we call the data (Λ, Ω) a compatible pair. In the particular case that g is semisimple, the Lie Rinehart bialgebra structure is related to the so-called ε-dynamical r-matrices. In fact, it is a special case of the dynamical r-matrices coupled with Poisson manifolds introduced in [21] .
The paper is organized as follows. Section 2 reviews Lie Rinehart algebras and introduces both Lie Rinehart bialgebras and action Lie Rinehart algebras. Most importantly, we recall some fundamental properties of the Schouten bracket and Gerstenhaber algebras. We show that under some mild conditions, a Lie Rinehart bialgebra yields a strong differential Gerstenhaber algebra (Proposition 2.11).
Section 3 builds on the foundations laid forth in the appendix (Section 6), namely the classification of actions of a finite dimensional Lie algebra on K 
L) with L denoting the kernel of θ :
. We prove that there exists a one-to-one correspondence between non trivial action Lie Rinehart bialgebras and equivalence classes of compatible pairs for the equivalence relation
Section 5 details the special properties enjoyed by the data (Λ, Ω) in the particular case that g is a semi-simple Lie algebra. Notice that, in this case, any non trivial action of g merely comes from sl(2, K), which must be an ideal of g. The conclusion is that the corresponding Lie Rinehart bialgebras
is a fixed operator and ε is a constant number in K (see Definition 5.4 and Theorem 5.5). In this case, the data (
is an ε-dynamical r-matrix with ε = −1 (see Proposition 5.11).
In the appendix (Section 6), we give sketches of proofs of some basic, but non trivial, facts which we use frequently in this paper.
Lie Rinehart (Bi-)Algebras
Let A be a unitary, commutative, associative algebra over K = R, or C. A derivation of A is a K-liner map δ: A → A, satisfying the Leibnitz rule δ(ab) = δ(a)b + aδ(b), ∀a, b ∈ A. The A-module Der(A) of all derivations of A is closed under the bracket, or commutator [δ, λ] δ • λ − λ • δ and Der(A) is a K-Lie algebra.
For example, for the ring of polynomials K[t], one is easy to prove that each δ ∈ DerK[t] has the form δ = f d dt , where f is uniquely determined by f = δ(t). Under this expression, we have
Here f ′ = d dt f stands for the operation of differentiation. So we adopt the standard Lie bracket in
Definition 2.1. Let E be an A-module and a K-Lie algebra with the bracket
If there is a Lie algebra morphism θ: E → Der(A) (called the anchor of E) such that
be two Lie Rinehart algebras over A. We call an A-module map Φ : E → F a morphism of Lie Rinehart algebras, if it satisfies the following conditions:
for all x, y ∈ E.
Here we remark that the above concept of morphisms of Lie Rinehart algebras is only narrow down to those objects over the same algebra. In fact, there are two different categories of Lie Rinehart algebras, in the sense of two different kinds of morphisms between Lie Rinehart algebras, namely morphism and comorphisms, both allowing the algebra to be changed. The reader is referred to the texts [23, 11, 6] for more detailed information on these topics.
• Action Lie Rinehart Algebras Let (g, [ · , · ]) be a K-Lie algebra. The A-module g⊗ K A will simply be written as g⊗ A. A canonical element X ⊗a, where X ∈ g, a ∈ A, shall be written as aX. It is easily seen that (g⊗A⊕Der(A), [ · , · ], ̺) is a Lie Rinehart algebra over A with the following structure
We consider a nontrivial action of g on the algebra A, namely a Lie algebra morphism θ : g → Der(A). One can extend this action to be a mapping θ : g ⊗ A → Der(A) by the obvious rule
Then the graph of θ, G(θ) = {x + θ(x) | x ∈ g ⊗ A} is a sub Lie Rinehart algebra of g ⊗ A ⊕ Der(A). Thus we have an induced bracket define on g ⊗ A:
It is then easily verified (g ⊗ A, [ · , · ], θ) is a Lie Rinehart algebra over A. We will call this triple the action Lie Rinehart algebra (or simply the action algebra) generated by g via the action θ. The reader is recommended to compare with the so-called "action Lie algebroids", or "transformation algebroids" [22, 28, 4] to understand the background information.
Let us introduce a special kind of action Lie Rinehart algebras. But first, we need the notion of a derivation of an A-Lie algebra. 
It is straightforward to verify the following proposition. 
We will call the Lie Rinehart algebra defined in this proposition the extended Lie Rinehart algebra of L via a derivation (D, δ), and it will be denoted by A ⋉ (D,δ) L. It is said to be nontrivial, if δ is not zero.
Any extended Lie Rinehart algebra A ⋉ (D,δ) L is an action Lie Rinehart algebra. In fact, we may take g = d ⊕ L, where d denotes the K-vector space generated by d. We treat g as a K-Lie algebra in the sense that
Then the map θ : g → Der(A), (rd, l) → rδ is clearly an action and the corresponding action Lie Rinehart algebra
It is readily seen that "∼" is an equivalence relationship. The following proposition claims that this relationship classifies all nontrivial extended Lie Rinehart algebras.
Proof. If relations in (3) holds, then
Let us assume that Φ(1, 0) = (a 0 , l 0 ). It remains some standard verifications that Φ is an isomorphism, a 0 is invertible and relations in (3) are valid.
• The Schouten bracket and Gerstenhaber algebras
It is shown in [18] that for a given Lie Rinehart algebra (E, [ , ], θ), there corresponds a Schouten algebra ∧
• A E, which is in fact, a Gerstenhaber algebra 1 [19] (see also Theorem 5 in [9] ). In fact, for the graded exterior algebra ∧
) becomes a Gerstenhaber algebra in the following canonical manner: a. It coincides with the original Lie bracket on E.
c. It is a derivation in the graded sense, i.e.,
Here by |x| we mean: x ∈ ∧ |x| A E. For such a Gerstenhaber algebra ∧
• A E, the bracket [ , ] is called the Schouten bracket and it is antisymmetric, in the sense of a graded algebra:
The Jacobi identity takes the following shape, in the sense of an associative, graded exterior algebra 2 .
[
This shows that
Conversely, the axioms of a Gerstenhaber algebra
Let (E, [ , ], θ) be a Lie Rinehart algebra over A and F an A-module. By saying a representation of E on F , we mean an A-mapping: E × F → F , x × s → x.s, satisfying the following axioms:
We equivalently say that F is a representation space of E, or F is a differential E-module. For example, let L = Kerθ, which is clearly an A-module, as well as an ideal. We define the adjoint representation of E on L: (or on ∧ k A L in the sense of the Schouten bracket, for some k ≥ 2.)
1 A Gerstenhaber algebra consists of a triple (A = P i∈Z A i , ∧, [ , ]) such that (A, ∧) is a graded commutative associative algebra over K, and (A = P i∈Z A (i) , [ , ] ) is a graded Lie algebra, where A (i) = A i+1 , and [a, · ] is a derivation with respect to ∧ of degree (i − 1), for each a ∈ A i .
2 An other form of (5) is
• Lie Rinehart bialgebras A differential Gerstenhaber algebra is a Gerstenhaber algebra equipped with a derivative operator σ, called the differential, which is of degree 1 and square zero. It is called a strong differential Gerstenhaber algebra if σ is also a derivation of the graded Lie bracket [34] . In this article, we will introduce a similar concept, namely the Lie Rinehart bialgebras.
A graded operator (of degree 1) on ∧
• A E is a K-linear operator σ:
Let σ be a graded operator, then it induces two structures on E * A = Hom A (E, A), the σ-anchor θ σ and
The following proposition is a fundamental criterion [18] .
Proposition 2.7. Equipped with the two structures given by the graded operator σ, E *
A is a Lie Rinehart algebra over A if and only if σ 2 = 0.
Thus for a strong differential Gerstenhaber algebra (∧
is naturally a Lie Rinehart bialgebra. We now point out that the converse is also true under certain conditions (Proposition 2.11). We omit the proofs of the following three propositions since they are straightforward verifications. Proposition 2.9. Let (E, σ) be a Lie Rinehart bialgebra over A.
1) If
2) If E is nondegenerate and faithful, i.e., for a ∈ A,
Proposition 2.10. Let (E, σ) be a Lie Rinehart bialgebra. Define a bracket 
) is a strong differential Gerstenhaber algebra with the differential σ.
We are going to discover further properties of Lie Rinehart bialgebras with some additional conditions. Here we mention a special kind of Lie Rinehart bialgebra which generalized the method that a Poisson tensor π on a manifold gives a π-bracket for the 1-forms. This method is also referred as the dualization of a Lie Rinehart algebra (see Kosmann and Magri's definition in [18] ).
If Λ is a bivector of E, i.e., Λ ∈ ∧
is a Lie Rinehart bialgebra. For objects of this type, we call them coboundary (or exact) ones [20] . Especially, when [Λ, Λ] = 0, we call Λ a Poisson bivector and (E, [Λ, · ]) a triangular Lie Rinehart bialgebra. As we will see in Theorem 5.1 that there are lots of such objects.
Let E be a Lie Rinehart algebra and Λ a bivector. We will use the symbol Λ ♯ to denote the contraction mapping E *
A , is called the Λ-bracket on E * A . Equivalent expressions are given as follows.
for any two φ, ψ ∈ E * A . We omit the proof of these relations. By (12), one is able to get the following proposition.
Proposition 2.12. Let E be a Lie Rinehart algebra and Λ be a bivector of E. If [[Λ, Λ], · ] = 0, then for the Lie Rinehart bialgebra (E, [Λ, · ]), the corresponding Lie Rinehart algebra E * A given by Proposition 2.7, has the anchor mapping
θ * = θ • Λ ♯ and bracket [ , ] * = [ , ] Λ .
Classification of Action Lie Rinehart Algebras over K[t]
The algebra we study in this section is always assumed to be the ring of polynomials A = K[t] and g is assumed to be a finite dimensional Lie algebra over K. As one may find a thorough study of nontrivial actions of g on K[t] in the appendix (Section 6), we are able to have a full classification of the corresponding action Lie Rinehart algebras
Let us first recall that any Lie algebra g admits a unique maximal solvable ideal of g, denoted by J(g), and called the radical, or Jacobson root. The famous Levi decomposition of a Lie algebra is stated bellow.
Theorem 3.1. [Levi, see [33] ] For any Lie algebra g, there exists a semisimple Lie subalgebra m (known as the Levi subalgebra of g, which is not necessarily unique) such that as vector spaces g = J(g) ⊕ m. This relation is called a Levi decomposition of g and will be denoted by g = J(g) ⋊ m (the semidirect sum).
We quote the main conclusion in the appendix. An action of g on K[t] is equivalently a morphism of Lie algebras g → K[t]. The actions of an arbitrary Lie algebra g on K[t] are classified into altogether three types, according to the dimension of their images. 
• Type 2: dimIm(θ) = 2. In this case, θ| m = 0, and there exist a nonnegative integer m = 1, a constant b ∈ K, and two linearly independent λ, µ ∈ g * , such that
• Type 3: dimIm(θ) = 3. In this case, one is able to decompose m = s ⊕ m 0 , where s ∼ = sl(2, K), m 0 is a semisimple Lie subalgebra such that Ker(θ) = J(g) ⋊ m 0 . Moreover, one is able to find a standard base X 0 , X 1 , X 2 ∈ s, such that θ(X 0 ) = 1, θ(X 1 ) = t, θ(X 2 ) = t 2 . 2) g admits an action of Type 2 if and only if there exist x 0 , y 0 ∈ g and an ideal S ⊂ g such that
In this case, by setting λ| S⊕ y0 = 0, and λ(x 0 ) = 1.
µ| S⊕ x0 = 0, and µ(y 0 ) = 1, then Equation (14) defines an action.
3) g admits an action of Type 3 if and only if g is not solvable and the Levi subalgebra of g admits sl(2, K) as an ideal.
As an immediate consequence of Theorem 3.2, we are able to answer the following question: "How to classify finite dimensional subalgebras in the Lie algebra of polynomials?"
. Then dimK can only be 1, 2 or 3. If dimK = 1, it is generated by some nonzero h(t). If dimK = 2, it must be generated by (t + b) m and (t + b) (m = 1). If dimK = 3, it must be generated by t 2 , t and 1.
Recall Proposition 2.5 which gives a classification of nontrivial extended Lie Rinehart algebras using the data (D, δ). The following theorem claims that any nontrivial action Lie Rinehart algebra g⊗K[t] can be realized as an extended one, and thus we obtain a classification of such action Lie Rinehart algebras.
Theorem 3.5. Let g be a Lie algebra. For any nontrivial action θ : g → K[t], the corresponding action Lie Rinehart algebras g ⊗ K[t] is isomorphic to an extended Lie Rinehart algebra
is a derivation of L, and the polynomial g is specified as follows: 1) if θ is of Type 1, defined by (13) , then g = h;
2) if θ is of Type 2, defined by (14) , then g = (t + b);
3) if θ is of Type 3, then g = 1.
Proof. 1) By 1) of Theorem 3.3, one may find some x 0 ∈ g such that λ(x 0 ) = 1. Hence g = Kerλ ⊕ x 0 and we take
and the conclusion follows.
2) By 2) of Theorem 3.3, we take
3) By Theorem 3.2, we conclude that the Levi sub algebra m = s ⊕ m 0 , where s ∼ = sl(2, K). We find the standard base X 0 , X 1 , X 2 of s declared in 3) of Theorem 3.2. So θ must be trivial on J(g) ⋊ m 0 and
) by:
We also consider K 
2) the corresponding action Lie Rinehart algebras
Proof. By Theorem 3.3, we know that if any one of these two types of actions exist, then [g, g] g. We now directly construct γ. If θ is of Type 1, then we can find an X ∈ g − [g, g] such that λ(X) = 1. In this case, we set γ(1) = 1 h X. If θ is of Type 2, then one can also find an X ∈ g − [g, g] such that µ(X) = 1. In this case, we set
whence the first statement. The second statement is a direct consequence of the first one.
We finally notice the interesting fact that by Theorem 3.3, for any nontrivial action θ of a semisimple g on K[t], the effective part of this action merely comes from sl(2, K) and θ must be of Type 3. As a standard base of sl(2, K) ⊂ gl(2, K), three vectors
are related by [E 1 , Let g be a semisimple Lie algebra and suppose that g admits a simple ideal which is isomorphic to sl(2, K), so that g ∼ = sl(2, K)⊕m 0 , for some semisimple ideal m 0 . Then any nontrivial action Lie Rinehart
, where sl(2, K) has the standard action and m 0 has the trivial action on K[t].
Proof. Let θ 1 and θ 2 be two nontrivial actions. From Proposition 6.5 in the appendix, we can find an automorphism of sl(2, K), say Π, such that θ 1 = θ 2 • Π. We write E 1 , E 2 to indicate the two Lie Rinehart algebras. Now we define an isomorphism Π from E 1 to E 2 , which maps f X to f Π(X) (f ∈ K[t], X ∈ sl(2, K)). The second statement is a direct consequence of the first one.
Action Lie Rinehart Bialgebras over K[t]
It seems that for a non-semisimple Lie algebra g, the structure of an action Lie Rinehart bi-algebra (g ⊗ K[t], d * ) is quite complicated, unlike that of a semisimple g that we shall discuss in the next section. However, we can still say something about the operator d * .
In [5] , we proved that for a transitive Lie algebroid (A, 
Such a 1-cocycle Ω can be extended as a derivation of the graded module Ω:
Then it is easy to obtain the following formula: 
It is easy to see that if (Λ, Ω) is compatible, then so is the pair (Λ + ν, Ω − [ν, · ]), for any ν ∈ L 2 . Thus, two compatible pairs (Λ, Ω) and ( 
We first prove the following lemma.
Lemma 4.4. With the same assumptions, there exists some
Proof. According to Proposition 3.6, we can find an element γ(1)
By Proposition 2.10, there is an antisymmetric pairing
Hence it must be zero, i.e., [d * f, g] = 0. So we have
whence the result.
Proof of Theorem 4.3. First we suppose that a Lie Rinehart bialgebra (g ⊗ K[t], d * ) is given. Then with Λ given as in the above lemma, we define
Equation (18) implies that Ω satisfies
and hence is indeed a
Moreover, since both d * and [Λ, · ] A are derivations, so is Ω. In other words, it is a 1-cocycle. We claim that (Λ, Ω) is a compatible pair. In fact, we have the identity
Note that this equation already implies that
Therefore the compatibility of the pair is equivalent to d 2 * = 0. We show that if two compatible pairs (Λ, Ω) and (Λ ′ , Ω ′ ) correspond to the same Lie Rinehart bialgebra (g ⊗ K[t], d * ), then they are equivalent. In fact, from the assumption, we have
.
is defined by formula (17) . 
L, L being the kernel of θ : (19) .
Semisimple Action Lie Rinehart Bialgebras over K[t]
We will finally in this paper study the special properties of an action Lie Rinehart algebra g ⊗ K[t] and bialgebra (g ⊗ K[t], d * ), where g is semisimple.
Theorem 5.1. Let g be a semisimple Lie algebra. For the trivial action Lie Rinehart algebra g ⊗ A (i.e., θ = 0), the Lie Rinehart bialgebra structures (g ⊗ A, d * ) are one-to-one in correspondence with
We need the famous Whitehead's lemma [16] .
Theorem 5.2. Let g be a semisimple Lie algebra over K and V a finite dimensional g-module such that g acts nontrivially on V , then H 1 (g, V ) and H 0 (g, V ) are both trivial.
Proof of Theorem 5.1. Since g ⊗ A is a freely generated A-module, one is easy to see that (g ⊗ A, d * ) becomes a Lie Rinehart bialgebra if and only if all the following three conditions hold. In what follows, we will study a nontrivial action Lie Rinehart algebra g⊗K[t], where g is a semisimple Lie algebra possessing a nontrivial action θ on K[t] of Type 3. We classify all Lie Rinehart bialgebras for such a kind of Lie Rinehart algebras by use of ε-dynamical r-matrices defined below.
By Theorem 3.8 (or 6.7), we conclude that in this case, g must be of the form: g = sl(2, K) ⊕ l where l = Kerθ is an arbitrary semisimple Lie algebra. By means of the Killing form (·, ·) of g, one can identify g * with g and define the Cartan 3-form Ω by
which is a Casimir element Ω ∈ ∧ 3 g (i.e., [Ω, X] = 0, ∀X ∈ g). In particular, we denote the Cartan 3-form of sl(2, K) by Ω sl2 . Under the base E 0 , E 1 , E 2 of sl(2, K) given in (15) , the values of the Killing forms are determined by
Therefore, we have
It is easily seen that the operator D is totally decided by Dt since Df = f ′ Dt, ∀f ∈ K[t] and DX = 0, ∀X ∈ g.
Lemma 5.3. For the operator D and the Cartan 3-form Ω sl2 defined above, we have
Proof. For θ being standard in Example 3.7, we have
Thus using the relations in (23), one has
and
The latter one is exactly 
where ω is an arbitrary Casimir element in ∧ 3 l.
Moreover, Λ, a solution to this equation is called an ε-dynamical r-matrix.
We remark that this notion is a special one of the notion of dynamical r-matrices coupled with Poisson manifolds introduced in [21] , which is a natural generalization of the classical dynamical r-matrices of Felder [8] .
The main theorem in this section is as follows:
Theorem 5.5. For any Lie Rinehart algebra g⊗K[t], where g is a semisimple Lie algebra with a nontrivial action on K[t], there is a one-to-one correspondence between Lie Rinehart bialgebras
We split the proof into several lemmas.
there exists a unique
, for each X ∈ g, where the operators D i : g → ∧ 2 g are all K-linear and m ∈ N is the highest degree appeared in the image of D. Claim 1. D m (E 1 ) = 0. In fact, observing the relation
and comparing the highest term on both sides, one is easy to draw this conclusion.
Claim 2. D m (E 0 ) = 0, which comes from the relation
Claim 3. D m (X) = 0, ∀X ∈ l. This is by [X, E 2 ] = 0. Claim 4. m = 1. In fact, if m = 1, we suppose that D 1 (E 2 ) = aE 1 ∧ E 2 + bE 1 ∧ E 0 + cE 2 ∧ E 0 , for some a, b, c ∈ K. Then comparing the two sides of the relation below Claim 1 , one is able to get [E 1 , D 1 (E 2 )] = 0, which implies a = b = 0. By comparing the relation below Claim 2., one gets [E 0 , D 1 (E 2 )] = 0, which implies c = 0. Thus D 1 (E 2 ) = 0, contradicts with our assumptions that m = 1 is the highest degree appeared in the image of D. Now, we know that D m (E 2 ) = 0. If m ≥ 2, we define a new operator
It obviously satisfies a 1-cocycle condition similar to (29) . Assume that
g are all K-linear and n is the highest degree appeared in Im(D (1) ), then clearly n ≤ m. But it is easily seen that
m (l) = 0 and hence n < m.
In this way, the induction goes forward and it amounts to prove that D (l) to be a coboundary, for sufficiently large l ∈ N. It suffices to assume that Im(D (l) ) ∈ ∧ 2 g, in which case the Whitehead's Lemma is valid and this proves that D is a coboundary.
Next we show that Λ is unique, i.e., If
Thus, m must be zero, τ ∈ ∧ 2 g. The conclusion τ = 0 comes from the fact that H 0 (g, ∧ 2 g) = 0, since g is semisimple (c.f. Theorem 5.2).
Remark 5.7. It is known that (see Theorem 5.2), for a semisimple Lie algebra g which acts nontrivially on a finite dimensional space V , there holds H i (g, V ) = 0, for i = 1, 2. This lemma suggests that for
By Lemma 5.6, we know that for any 1-degree derivation d * for the Gerstenhaber algebra
The next lemma gives some further information on d * as follows.
Lemma 5.8. With notations above, then, for the following defined operator:
there exists a constant ε such that d = εD.
Proof. Recall the three conditions listed in the proof of Theorem 5.1. In particular, d * = [Λ, ·] + d, which naturally subjects to (20) , is a derivation for Lie brackets if and only if d * satisfies the other two conditions (21) and (22) 
Hence we get
Solving these equations, one is able to assume that α = at, β = b, γ = ct 2 , where a, b, c are some constants. On the other hand, we have
These two relations restrain that a : b : c = −2 : 1 : 1. This proves that there exists ε ∈ K such that
Then by formula (26), dt = εDt. 
Now, due to Equation (31) and Lemma 5.9, we have
Moreover, by Equation (30), (25), we obtain k = − 
Moreover, under these two structures, g ⊗ K[t] is an action Lie Rinehart algebra if and only if Λ ∈ ∧ 2 g.
Proof.
It is some straightforward calculations to verify formulas (32) and (33) . In particular, for X, Y ∈ g, by relation (12), we have
Thus, [X, Y ] * ∈ g, holds for all X, Y if and only if [g, Λ] ∈ ∧ 2 g, which simply suggests Λ ∈ ∧ 2 g. Only when this happens, g ⊗ K[t] endowed with the dual bracket and anchors, becomes an action Lie Rinehart algebra.
and τ is unique up to an element of
2). The operator defined by
L is a 1-cocycle with respect to the adjoint representation.
3). One can take such
which is also an ε-dynamical r-matrix for ε = −1.
Proof. We first prove 3). Let θ be the standard action. Check that
satisfies Dt = [τ, t] (c.f. Equation (26)), and it is a (−1)-dynamical r-matrix, by conclusion of the following Example 5.13. This shows the existence of τ in 1). If τ is another one,
For the operator Ω defined in 2), it already satisfies condition (6). Then
This shows Ω is indeed a K[t]-linear mapping. Now, we can determine the compatible pair declared by Theorem 4.3. In fact, the above proposition
) is a compatible pair. If one take Λ = τ , ε = −1, then item 3) of the above proposition claims that d * = −Ω, is both a 1-cocycle and satisfies d 2 * = 0. In this case, the dual Lie Rinehart algebra g
has a trivial anchor θ * = 0, but the bracket is not the trivial: [ , ] * is not closed in g * ∼ = g. It is seen that the case that g = sl(2, K) is the most important special case of our general constructions. In fact, we can say more in this situation. Let E = sl(2, K) ⊗ K[t] be the Lie Rinehart algebra coming from the standard action θ :
By some straightforward calculations, one gets
Thus, we see that
where function f ε is defined by
Consequently, we have
be the Lie Rinehart algebra with the standard action. Then
is an dynamical r-matrix if and only if f ε (u, v, w) = − 1 32 ε 2 , i.e.,
Example 5.13. Assume that u = 0, v = v 0 , w(t) = w 0 t where v 0 , w 0 are all constants, then Equation (34) becomes ε 2 + 2w 0 ε − 8v 0 (w 0 + 2v 0 ) = 0. The two solutions are ε = 4v 0 and ε = −2w 0 − 4v 0 .
Example 5.14.
is also a solution to Equation (34), where a 0 is a constant. 
Conversely, any quadruple (u, v, w, ε) ∈ K 4 satisfying (35) corresponds to a Lie Rinehart bialgebra (E, d * ) by relation (36) and E * A is also an action Lie Rinehart algebra.
We then consider g = g 1 ⊕ g 2 where g 1 ∼ = g 2 ∼ = sl(2, K), and the g 1 acts nontrivially, while g 2 = Ker(θ) trivially, on K[t]. Let (15) be the standard base of g 1 , and (Ē 1 ,Ē 2 ,Ē 0 ) be the standard base of g 2 . Again we assume that θ : (E 1 , E 2 , E 0 ) → (t, t 2 , 1).
Hence, Λ is a solution to the ε-DYBE if and only if f ε (a, b, c) = − 1 32 ε 2 , v 2 + uw is a constant and
We give two examples satisfying all the above conditions.
As f is a polynomial and g nonzero, the above relation holds only if two possible cases occur. One is when f ′ 0 = 0. The other is when f ′ 0 is a nonzero constant and
But the latter will lead to that g and h being proportional and against our assumption. Hence only the first case holds and f 0 must be a constant. So we obtain
Case 1. h ′ g − g ′ h = c is a nonzero constant. In this case, we claim f is of the form a(t + b) 2 . To prove this, we assume degg = m, degh = n and m > n. Let the highest term in g be t m , and for h to be dt n , where d = 0. Then the highest term in h ′ g − g ′ h should be d(n − m)t m+n−1 . By assumption, m + n − 1 = 0, which forces m = 1, n = 0 and by (37
In this case, F should divide g 2 completely. Hence all roots of F (in C) should be that of g's. Let λ ∈ C be a root of F , and assume that as a root of g, λ has multiplicity k. In other words, one may write g = (t − λ) k g 0 , where g 0 ∈ K[t], g 0 (λ) = 0. Thus
h(λ) = 0, since h and g are relatively prime. So the above relation shows that as a root of F , λ has multiplicity k − 1. We claim that g must be of the form a(t + b) m , a = 0, m 1. To prove this, assume that degg = m 1, degh = n and g possesses some different roots λ 1 , · · · , λ p , with respectively multiplicity k 1 , · · · , k p . Here all k 1 up to k n are not zero and their sum is m. Then, the preceding fact says that F possesses λ 1 , · · · , λ p as its roots with multiplicity k 1 −1, · · · , k p −1 respectively. On the other hand, degF = m + n − 1. Therefore (k 1 − 1) + · · · + (k p − 1) = m + n − 1, i.e., p = 1 − n, which forces p = 1, n = 0.
By the above analysis, we conclude that g = (t + b) m , and h is a constant. So the conclusion of (37)
m+1 , which completes the proof. 
then h must be of the form
for some a = 0, b ∈ K, m = 1 a nonzero integer. And g must be of the form
Since h and g are all polynomials, by Proposition 6.2, we know that h(t) = a(t + b) m (m = 1), as stated in this lemma. In turn, the above integration yields
where d is some constant.
For the basic theory of Lie algebras used in what follows, for instance, nilpotent, solvable and semisimple Lie algebras, see [16, 31, 15] . For a Lie algebra g, we write g
(1) = [g, g] to denote the ideal that consists of all linear combinations of elements [x, y], x, y ∈ g, and call g
(1) the derived algebra. In turn, we have the so-called derived series
At the same time, we have the descending central series, which is also a sequence of ideals
• The case when g is semisimple. We are going to study a semisimple Lie algebra g with a nontrivial action on K[t]. It turns out that the effective part of this action comes from sl(2, K) (see Theorem 6.7).
At the beginning, we need precise information about such actions of sl(2, K), to be given below. • Type 3-1:
where a = 0 and b ∈ K are two constants;
whereā = 0 and d ∈ K are two constants;
where b = d and a = 0 are three constants.
Proof. We adopt the notations: θ(E 1 ) = e 1 , θ(E 2 ) = e 2 , θ(E 0 ) = e 0 . Accordingly, these functions subject to the following relations
[e 1 , e 0 ] = e 1 e 
It follows from a direct verification that e 2 1 = e 2 e 0 .
In order that e 1 (t) is a polynomial, e 2 (t) must be the form a(t + b) m , where a = 0 and b are two constants, and m is either zero or an integer no less than 2 (Lemma 6.3). So we get
for some constant c. For the same reasons, e 0 should be of the form d(t + e) n , for some constants d = 0, e and an integer n = 0 or n ≥ 2. By these facts, we have e 1 (t) = 1 1 − n (t + e) + r(t + e) n = 1 1 − n (t + e)(1 + r(1 − n)(t + e) n−1 ), where r ∈ K.
Case 1). If m = 0, then e 1 (t) = −t + (c − b). By the identity (41), there must be n = 2, ad = 1, r = 0 and e = b − c. This is just what Type 3-2 says.
Case 2).
If n = 0, we will get Type 3-1 similarly.
Case 3)
. If m and n are both ≥ 2, then combining the two expressions of e 1 , and (41), we get
Obviously c, r are not zero and b = e. We claim m can not be greater than 2. In fact, the right of Equation (44) 
which is exactly Type 3-3. Actually, each type of the morphisms can be converted to the others via automorphisms of sl(2, K). This method comes from the fact that if θ is a morphism, then so is θ • Φ, for each Φ ∈ Aut(sl(2, K)).
Proposition 6.5. For any two nontrivial morphisms
Proof. By Theorem 6.4, we know that for each possible nontrivial morphism θ, its image is contained in
. θ is in fact an isomorphism of Lie algebras. Therefore, there exists a nondegenerate A ∈ GL(3, K), such that
So one can find a linear mapping Π = A −1 : sl(2, K) → sl(2, K) such that θ s = θ • Π. Clearly, Π ∈ Aut(sl(2, K)).
Corollary 6.6. For any nontrivial morphism
Now we focus on the problem of finding all possible morphisms from a semisimple, finite dimensional K-Lie algebra g to K[t]. First, we consider su(2), another 3-dimensional, semisimple R-Lie algebra which is spanned by the following three vectors
The Lie bracket of su(2) are determined by
Assume that a morphism θ : Proof. One may write g = g 0 ⊕ Ker(θ), where g 0 is an ideal of g, which is also semisimple. And θ is an injective morphism, from g 0 to K[t]. Our job amounts to prove that dimg 0 = 3, for four reasons: 1) there are no semisimple Lie algebras whose dimension is less than 3; 2) any 3-dimensional semisimple Lie algebra should be either sl(2, K) or su(2)(when K = R); 3) morphisms from su(2) to R[t] must be trivial; 4) if g is a semisimple Lie algebra, with dimg > 3, then any injective morphism θ from g to K[t] must be trivial.
We adopt a negative approach to prove the last claim. Suppose that θ is nontrivial and injective. Since dimg is greater than 3, we can find the Cartan subalgebra H with dimH ≥ 2. This is according to the classification of R and C-semisimple Lie algebras, the reader who wishes to pursue the topic of the structures of semisimple Lie algebras is referred to the texts [15, 16] for further reading. Let U and V be two linearly independent vectors in H. Their images under θ must be two nonzero polynomials.
On the other hand, H is an abelian subalgebra, thus
Therefore, θ(U ) and θ(V ) must be proportional (by Lemma 6.1). This obviously contradicts with the condition that θ is an injection. So we conclude that g 0 must be sl(2, K). In summary, if a semisimple g has a nontrivial action on K[t], then the effective part of this representation merely comes from sl(2, K), which must be an ideal of g.
•The case when g is nilpotent or solvable. Recall that g is called solvable if g (n) = 0 for some n and it is called nilpotent if g n = 0 for some n. 
Proof. It suffices to prove that the image of θ is spanned by an h ∈ K[t]. Assume that g n = 0 while g n−1 = 0. Since θ is not trivial, we are able to find g n−k (k ≥ 1), such that θ| g n−k is not trivial, and θ| g n−k+1 is trivial. Suppose that Y ∈ g n−k and θ(Y ) = h = 0. Then for each X ∈ g, [X, Y ] ∈ g n−k+1 and thus
This forces θ(X) to be proportional to h (by Lemma 6.1). By the arbitrariness of X, the image of θ is spanned by h.
Theorem 6.9. Let g be a solvable Lie algebra and θ : g → K[t] a nontrivial morphism of Lie algebras. Then, θ must be one of the following two types.
• Type 1: dimIm(θ) = 1. In this case, ∃ h ∈ K[t], λ ∈ g * (both nonzero), such that
• Type 2: dimIm(θ) = 2. In this case, there exist a nonnegative integer m = 1, a constant b ∈ K, and two linearly independent λ, µ ∈ g * , such that
Proof. We first claim that the image of θ should be either 1-dimensional or 2-dimensional. To see this fact, suppose that dimIm(θ) is greater than 1 and we prove that it must be 2. In this case, Lemma 6.1 ensures that θ| g (1) is not trivial. It is well known that g is solvable if and only if g (1) is nilpotent 5 . So we know that the derived algebra g
(1) is nilpotent and by Theorem 6.8, we find some nonzero h ∈ K[t] and λ ∈ (g (1) ) * , and θ| g (1) is determined by θ(X) = λ(X)h, ∀X ∈ g (1) .
Example 6.11. Let g = gl(n, K) with n ≥ 3. Then any action θ of g on K[t] is determined by a function f ∈ K[t], such that θ(X) = T r(X)f, ∀X ∈ gl(n, K).
In fact, we have a direct decomposition gl(n, K) ∼ = sl(n, K) ⊕ KI, since X = (X − 1 n T r(X)I) + 1 n T r(X)I. While sl(n, K) is a simple algebra not isomorphic to sl(2, K), Theorem 3.2 claims that θ must belongs to Type 1. Example 6.12. Let θ be an action of g=gl(2, K) on K[t]. Then there have only two cases of θ. The first is determined by an f ∈ K[t], such that θ(X) = T r(X)f . The second is actually a morphism from sl(2, K) to K[t], such that θ(X) = θ(X − 1 2 T r(X)I), ∀X ∈ gl(2, K).
•The Construction of Type 1 and 2. So far, we have concluded that there may have three possible cases of actions for an arbitrary finite dimensional Lie algebra. Among them, Type 1 seems very simple. But we should remember that this case happens only when g is not semisimple, i.e., J(g) = {0}. Provided that g (1) = g, it is not able to find such a nontrivial morphism for g.) Type 3 is already fully explained by Theorem 6.4. So we are interested in finding how to construct Type 2 and in doing so, one will not worry about the existence of Type 2.
The main theorem 3.2 tells us that if θ : g → K[t] belongs to Type 2, one is able to find m = 1, b ∈ K, and two linearly independent λ, µ ∈ g * , such that θ(X) = λ(X)(t + b) m + µ(X)(t + b), ∀X ∈ g.
In order that θ is a morphism, we require some compatible conditions stated in the following lemma. The proof is merely some calculations and omitted. 
By this lemma, we immediately give a proof of 2) of Theorem 3.3. In fact, if two linearly independent elements µ, λ ∈ g * make (48) an action, then we can define S = Kerµ ∩ Kerλ and choose x 0 , y 0 ∈ g − S, such that λ(x 0 ) = µ(y 0 ) = 1, λ(y 0 ) = µ(x 0 ) = 0. It is easy to see that S is an ideal and the three conditions 2.1) ∼ 2.3) hold.
For a nonzero µ ∈ g * , one can find w ∈ g, such that µ(w) = 1. Then we have a decomposition g = Ker(µ)⊕Kw. We introduce a subspace of g, denoted by C Conversely, if λ, µ ∈ g * satisfies these three conditions, θ given by formula (48) is a morphism of Lie algebras.
Proof. Item 1) is exactly relation (49). We prove item 2) is equivalent to relation (50). In fact, if X, Y ∈ Ker(µ), then (50) becomes λ([X, Y ]) = 0. And if X ∈ Ker(µ), Y = w, (50) becomes λ([X, w] + (m − 1)X) = 0. Since we have g = Ker(µ) ⊕ Kw, the two expressions are identical.
It is easy to see that under the condition g (1) ⊂ Ker(µ), C m µ is also contained in Ker(µ). But they cannot be identical. Otherwise item 2) yields Ker(µ) = Ker(λ), and hence µ and λ should be proportional. The converse of this theorem is also proved by these analysis.
Corollary 6.15. If a Lie algebra g is identical to g
(1) and there is a nontrivial morphism θ : g → K[t]. Then dimIm(θ) = 3 and one has a semidirect sum g ∼ = Ker(θ) ⋊ sl(2, K).
Proof. According to Theorem 3.2 and the above theorem, Type 1 and 2 happens under the prerequisite g g. So θ must be of Type 3, and we have g ∼ = J(g) ⋊ (Ker(θ| m ) ⊕ sl(2, K)) = Ker(θ) ⋊ sl(2, K).
Theorem 6.14 tells us a way to construct θ which is of Type 2. First, find a subspace g 0 of codimension 1, which contains g (1) . Second, fix an arbitrary w ∈ g − g 0 and construct µ ∈ g * by setting µ| g0 = 0 (i.e., Ker(µ) = g 0 ), µ(w) = 1.
Third, let C Expressed by formula (48), one gets θ. However, it may well happen that λ, µ are linearly dependent, provided that C m µ = g 0 . In this case, θ degenerates to Type 1. Example 6.16. Let g be the set of upper triangular matrices spanned by e 11 , e 12 and e 22 . Then g
(1) = Ke 12 . To find two independent λ, µ ∈ g * , we assume that two elements X = ae 11 + be 22 , Y = ce 11 + de 22 are subject to the conditions 
