ABSTRACT Images and videos (consisting of successive images) are highly autocorrelated due to the inherent spatial correlations. However, when the data are encrypted for privacy protection, the spatial correlations would be eliminated. Thus, it is difficult for an untrusted third party in the cloud to embed annotation information or auxiliary information in the encrypted media. In this paper, we proposed a novel method to maintain the spatial correlation in the encrypted domain to some extent by using a homomorphic cryptosystem in order to achieve high-quality data hiding. The textured and smooth blocks of the image can be identified in the encrypted domain. With a compressive sensing technology, the LSB layers of smooth blocks can be well-handled to make room for accommodating additional data. In the data hiding process, data hider embeds the additional data into LSBs of the smooth area to preserve high fidelity of the stego-image. On the receiver side, the embedded data can be extracted without any distortion from the encrypted image only by data-embedding key, and also, we can reap the directly decrypted image with a high visual quality only with the encryption key. In the case of the user possesses both the encryption key and the data-embedding key, the additional data can be extracted accurately, and the image recovery with overwhelming probability can be achieved. The vast experimental results manifest that the proposed method not merely has excellent security performance but also maintains the fidelity of the host image while providing considerable embedding capacity, which is superior to other state-of-the-art schemes.
I. INTRODUCTION
The rapid development of computer network technology and multimedia information processing technology has brought unprecedented change for our daily life [1] , [2] . However, alone with the convenience and efficiency of data transmission, more secret or protected information can be arbitrarily acquired, illegally copied, maliciously tempered, The associate editor coordinating the review of this manuscript and approving it for publication was Zhaoqing Pan. etc. by vicious crowd. Thus, the security issues of user resource, especially the privacy protection of digital images and videos which are easy to be obtained and transferred, have become particularly prominent and highly concerned. In order to find a better way to solve these problems, or at least minimize the security risk, a mass of research works have been carried out.
Video consists of continuous images, but it has more temporal properties than still image. However, both of the two kinds of media have the same characteristic of high spatial correlations, which also means high autocorrelation. In order to protect the privacy of such media or data, encryption is widely used. For the highly autocorrelated data such as images and videos [3] , the first consideration of encryption is to break the inherent spatial correlations of the multimedia. For example, image encryption always achieved by scrambling and diffusing the correlation between pixels of image in a random way to form the disordered information that is difficult for people to understand [4] . Image encryption can be classified into spatial-domain-based and frequencydomain-based encryptions depending on the domain to be encrypted. The encryption algorithms in spatial domain are conducted in allusion to the pixels of images, in which we can change the position of the pixels of permutation transformation like Arnold transformation, magic square transformation and so on, and also alter the value of pixels by some diffusion algorithms [5] , [6] . The encryption algorithm based on frequency domain is directly performed on the coefficients of some transformations, such as Discrete Wavelet Transform (DWT), Discrete Fourier Transform (DFT) and Discrete Cosine Transform (DCT) and so on [7] . An encryption algorithm in mixed domain bonding spatial domain and frequency domain has also been proposed in [8] . There are also many cryptanalysis works aiming to improve the security of image encryption schemes [9] - [12] .
Another technology used for protecting the security of the highly autocorrelated data is data hiding, which can be performed by using the spatial correlations existed in both images and videos, and has got much more attention from research community recently [13] . Take images as example, human sense organs are insensitive to the tiny modifications of host images caused by data hiding, which aims to achieve copyright protection, annotation content, and authentication and so on. According to data hiding key, we can embed secret information into digital image by utilizing the redundancy of digital image. Data hiding not only guarantee the integrity and availability of carrier image, but also ensure the invisibility of the confidential information. Data hiding in plaintext images is common. However, due to limited computational resources and storage space of content owner, they desire store information in the cloud for managing and controlling conveniently. The unreliable cloud environment forces us to concern the security issues of image content. Image should be encrypted firstly by content owner before transmitted to cloud. When the third-party of cloud-service providers needs to embed copyright information, specific label or data retrieval information into the carrier, he confront with a cipher image. That is to say, information hider must embed additional data into encrypted image directly without knowing any information about the original image. This is known as data hiding in encrypted image. So far, more and more related researches have been accomplished [14] - [19] . Encryption is necessary. However, it makes data hiding much more difficult to implement, because there is little spatial correlation can be utilized in the encrypted domain using traditional encryption schemes. Therefore, homomorphic cryptosystem which enables signal processing in the encrypted domain as well as the plaintext domain provides a solution of data hiding in the encrypted highly autocorrelated data with some preserved spatial correlations.
Apart from the application of cloud, the combination of image encryption and data hiding can also be used in some unstable network conditions where both privacy protection and authentication should be ensured. For example, Wireless Sensor Networks (WSN) have the characteristics of random distribution of massive notes, fast changing topology structure, constrained nodes energy, volume, and computing power, which make the WSN vulnerable to various forms of attacks [20] . In the resource-constrained circumstance, compressive sensing (CS) as a new theory of signal acquisition which was first proposed by Donoho [21] has attracted considerable attention. It was claimed that the sparsity of a signal could be exploited to recover the original signal only from far fewer samples than the required by Shannon-Nyquist sampling theorem. The highly autocorrelated data is a typical sparse signal. We can extract the important information of sensor signal and reduce the dimension of sparse signal by using measurement matrix of CS. In the terminal, the original sensor signal can be reconstructed accurately depending on the reconstruction algorithm of CS. Meanwhile, the performance and service lifetime of WSN can be improved significantly and extended immensely [22] , [23] . CS can also be considered as a kind of cryptosystem when the measurement matrix is regarded as a secret key [24] . Since compressive sensing theory indicate that sampling, compression and encryption can be conducted simultaneously to decrease the sampling rate, it is widely applied in different circumstances [25] - [32] .
In addition, the appearance of compressive sensing offer a novel means to address the problem of information hiding in cipher image. At present, most researches about compressive sensing combining with information hiding are mainly divided into two categories: the first is applying CS to the preprocessing stage of additional data, that is, the additional data is processed through CS firstly and then embedded into the cover image. In this way, the capacity of additional data is reduced and the security of additional data is enhanced at the same time [33] . Another category is to apply CS in the information embedding phase, that is, CS is utilized to process cover image and generate measurement values, then additional data is hided into the measurement values to obtain the image containing additional data. A scheme of image information hiding based on block compressive sensing was proposed in [34] , compared with most of encryption method, such as standard stream cipher or pseudorandom permutation, Li et al. make sampling and compression be performed simultaneously by utilizing compressive sensing technology to decrease storage capacity and transmission cost of data. However, a large number of pixels in adjacent blocks are idle as only interval blocks exploited to embed additional data, which greatly reduced the embedding capacity of additional data. Reference [35] conducted two-dimensional VOLUME 7, 2019 DWT transformation on image to generate low-frequency components and high-frequency components, then compressive sensing was performed on high-frequency components and the watermark information was embedded into compressive sensing measurements. The above classification method for high-frequency and low-frequency components is further improved in [36] . The embedding capacity is increased, but the quality of image restoration is not satisfied.
Given the contradictory of embedding capacity and restoration quality of original media, the proposed scheme made a good balance of them. The practicability of the proposed method in the data hiding-based multimedia management by the untrusted third-party in the complex modern network environment is superior to that of other schemes in terms of embedding rate and PSNR of decrypted image. We choose image as typical example of highly autocorrelated data to show the superiority of our scheme. This work has the following contributions:
1) The encryption method used in our scheme has the property of additive homomorphism. Data hider can directly process data in encrypted domain in a certain way, and the result after processing is exactly the same as the result of operating in the plaintext image.
2) The encrypted image is categorized into texture blocks and smooth blocks. Only the smooth blocks which have larger spatial redundancy are used for data embedding.
Thus, visual quality of the directly decrypted image or the stego-image is fidelity preserved. 3) Compressive sensing is applied in the encrypted image to make room for embedding additional information, and the original signals can be constructed with an overwhelming probability. 4) Because the number of texture blocks and smooth blocks is determined by specified threshold, the embedding rate and the quality of recovered image are controllable. Thus, we can obtain the needed result by adjusting the parameters. 5) Image recovery and data extraction are separable.
This could meet the requirements of users in specific applications. The remaining part of this paper is arranged as follows. Some basic theories used in our scheme are presented in section II. In section III, our scheme is described elaborately in four aspects: image encryption, data embedding, data extraction and image recovery. Experimental results and performance analysis are given in section IV. Our scheme is concluded in section V.
II. PRELIMINARY WORKS A. CASCADE CHAOTIC SYSTEM (CCS)
Since chaos has good cryptography properties, it has been widely used to design various cryptographic schemes [37] , [38] . A general chaotic framework called the cascade chaotic system (CCS) was first put forward in [39] , which can generate numerous new 1-D chaotic maps by leveraging a combination of two common 1-D chaotic maps. The mathematical expression of CCS is defined in the following, where A (x) and B (x) are two seed maps:
The seed maps of CCS can be any existing 1-D chaotic map. For example, take two common 1-D maps, e.g., the Logistic and the Tent map, as seed maps. Mathematical representation is written as
and
where parameters a ∈ [3.57, 4] and b ∈ (1, 2]. They can be cascaded into a Logistic-Tent map or Tent-Logistic map, which the Tent-Logistic map is formulated as
It can be verified that CCS has more unpredictability and better chaotic performance than a single seed map [39] .
B. HOMOMORPHIC CRYPTOSYSTEM
Homomorphic cryptography allows us manipulate and calculate directly on cipher image without knowing anything about the original image. Then, authorized users can decrypt directly after obtaining the processed cipher image, and the directly-decrypted image is equal to the operating result that directly performed on the plaintext image. Thus, Homomorphic cryptography realizes data management on the basis of protecting the privacy, this is the reason why homomorphic cryptography has a broad application prospect. The most common definition of homomorphic encryption is as follows:
where M (resp., C) represents the plaintext set (resp., ciphertext), and ← means ''can be directly received from'', that is, an encryption scheme will be said to be homomorphic if any given encryption function E satisfies (5).
Here, we present an instance that satisfying the homomorphism property, i.e. additive homomorphism [40] . For a grayscale image I size of m × n, each pixel is represented as
, then, a key stream R is generated through a chaotic system for pixel-by-pixel encryption. The mathematical expressions are
where R i,j and C i,j are encryption key and encrypted result respectively corresponding to I i,j . The decryption process are
69810 VOLUME 7, 2019 FIGURE 1. Framework of the proposed system.
Assume that I 1,1 and I 1,2 are two different pixels of image I. R 1,1 and R 1,2 represent corresponding random numbers of R. Then
where I is a arithmetic addition and C is the modular addition. Thus, the property of additive homomorphism is proved.
C. COMPRESSIVE SENSING
Compressive sensing (CS) randomly samples and encodes signals by adequately utilizing the fact that natural signals are either sparse or compressible, and then the processed signal can be reconstructed from a small number of linear measurements far fewer than the required by Shannon-Nyquist sampling theorem [41] . Given an N-dimensional signal x ∈ R N , which can be expressed sparsely by:
where the signal x could be sparsely expressed through a transform matrix ψ= [ψ 1 , ψ 2 , ... , ψ n ] composed by each column vector ψ 1 ∈ R N , i = 1, 2, ... , N . We can acquire M non-adaptive linear samples y by a Gaussian random measurement matrix sized M × N with M N .This process can be formalized as:
After compressive sensing measurement, not only image compression and sampling can be realized simultaneously, but also data transmission is more convenient. Then, the following convex problem can be solved. The natural signal x will be reconstructed with overwhelming probability.
whereθ represents the solution of (13) andx is the recovered signal.
III. PROPOSED SCHEME
There are four components in our proposed scheme: image encryption, data embedding, data extraction and image recovery. Figure 1 sketches the proposed system. The image owner divides original image into non-overlapping blocks, which are encrypted according to the encryption key and then sent to the data hider. The data hider can embed additional data in the cipher image. After receiver acquires the marked, encrypted image, he can perform separable operations according to encryption key and data-hiding key. Detailed procedures of each phase in our scheme are presented below.
A. IMAGE ENCRYPTION
The content owner first divides the image A with size of M × N into a series of non-overlapping blocks
Given the security performance of the encryption scheme, the block size should not be chosen too large. So the total number of blocks is equal to M × N /4. Four pixels in one block 
and 1 ≤ j ≤ N /2) are generated through a chaotic system CCS described in Section II.A. Mathematically, the specific encryption method is formulated in the following:
where A i,j (x, y) indicates the encrypted result of A i,j (x, y), The cipher image A will be obtained until all blocks are encrypted by Eq. (15) . It can be verified that the correlation D i,j between pixels in one block is preserved after encryption by Eqs. (16) (17) (18) .
Here, a straightforward example is presented to express the homomorphic property of our encryption scheme. Suppose the values of four pixels in one block are A 1,1 (0, 0) = 159, A 1,1 (0, 1) = 160, A 1,1 (1, 0) = 157, A 1,1 (1, 1) = 160 respectively, and K 1,1 = 250, then the encrypted results and corresponding differences between pixels are listed in the following: (22) and,
However, in order to further strengthen the security of image content, the cipher imageA is scrambled among all theM ×N /4 preliminary encrypted blocksA i,j (1 ≤ i ≤ M /2 and 1 ≤ j ≤ N /2) to acquire the final encrypted image E, as shown in Figure 2 . The permutation key K p is generated by cascade chaotic system (CCS). Because only the positions of blocks are shuffled in this procedure, the correlation of pixels within one block still exists. Affirmatively, the original image can be perfectly recovered through inverse blocks permutation and corresponding operation of Eq. (26) according to the encryption key.
B. DATA EMBEDDING IN ENCRYPTED IMAGE
Since the two encryption steps (modular addition and blocks permutation) used by the content owner do not change the correlation between pixels within one block, data hider can achieve data embedding by using the correlation information obtained in encrypted image based on the homomorphic property. Firstly, data hider divides the encrypted image E into a series of blocks with size of 2 × 2 and classifies the divided blocks into two sets 1 and 2 according to standard deviation of each block, which is stated in detail in Section III.B.1. Then, µ LSB layers of all pixels in set 2 are compressed by CS to vacate room for accommodating additional information, and all pixels in 1 and remaining bit layers in 2 keep unchanged. Additional data is embedded into the vacated room. Finally, the marked cipher image A w could be generated. The procedure is presented in Figure 3 .
1) BLOCK CLASSIFICATION
The encrypted image E is divided into a series of non-overlapping blocks
with size of 2 × 2 in raster-scanning order. Each pixel in the encrypted block E i,j is represented as E i,j (x, y) (x, y) ∈ {(0,0), (0,1), (1,0), (1,1)}. Then, the standard deviation of each encrypted block is calculated by data hider by the following two equations:
whereĒ i,j and γ i,j are the mean value and standard deviation of four pixels in each block sized 2 × 2, respectively. According to (15) , (27) and (28), if the mean value of original block isĀ i,j and standard deviation is γ i,j,A , the mean value and standard deviation of encrypted block arē
By Eq. (29) and Eq. (30), we can found that the result processed on encrypted block is entirely same as that processed on original block. For example, the values of four pixels in one block are A 1,1 (0, 0) = 159, A 1,1 (0, 1) = 160, 
And the mean value and standard deviation of encrypted block arē
The standard deviation γ i,j as a criterion is utilized to judge the distribution of each block. The larger the standard deviation is, the more complex distribution of corresponding blocks will be. Meanwhile, with the aid of setting threshold T , data hider divides all encrypted blocks into texture set 1 and smooth set 2 , as shown in (35) .
Similarly, the result of classifying blocks in cipher image is the same as that in original image due to the homomorphism of encryption. In the proposed scheme, only the blocks belonging into 2 are used to embed additional data. The classified results with T = 5, T = 10, T = 15 and T = 20, respectively, are given in Figure 4 . It can be found that the higher the threshold, the fewer texture blocks and the more smooth blocks. That is, the data hider can adjust the embedding rate of additional data into cipher image through modulating an appropriate threshold T . If more information is required to hide, a greater threshold T should be set to achieve this purpose; on the contrary, smaller value of threshold T will lead to lower embedding capacity of additional data and better visual quality of directly-decrypted image.
2) LSB COMPRESSION AND DATA HIDING
After block classification, µ LSB layers of all blocks in smooth set 2 are selected to make room for embedding additional data. Assume that the number of blocks in 2 is ξ (≤ M ×N /4), according to data-hiding key, the pixels of all blocks in set 2 are randomly divided into a series of groups. Mark the pixel number in each group as ρ, thus, the total number of groups is equal to 4ξ/ρ. And if ρ is a multiple of four, the four pixels belonging to one block will be placed in the same group by data hider.
Then, denote all pixels in each group x n as 8 binary bits: e i,j (x, y, 0), e i,j (x, y, 1), . . . , e i,j (x, y, 7). The specific expression is as Eq. (36) and Eq. (37) . 
Then µ LSB layers of all pixels in each group x n (n = 1, 2, ..., 4ξ/ρ) are collected and represented as w n t = {w (n, 1), w (n, 2), ..., w (n, τ )}, where τ = µ · ρ. CS technique is used to process each vector w n t according to Eq. (38) .
where ψ τ ×τ is a orthogonal transformation matrix sized τ ×τ , and s τ ×1 is the sparse transformation coefficient corresponding to w n t . Since we embed additional data only intoµ LSB layers of set 2 , which has weakly sparse characteristic in both plaintext domain and cipher text domain, the effect that CS is conducted before or after encryption is not obvious. Then, each group with τ bits is compressed to bits by projecting w n t onto , as shown in Eq. (39) .
If A α×τ = α×τ ψ τ ×τ , Eq. (39) will be represented as follows:
Then, we can obtain
Measurements y n a of each group w n t will be obtained after CS processing, and minus in y n a will be set to 0. α = β × τ , and the parameter β is the sampling rate. In this way, there are (τ − α) bits in each group vacated to embed additional data by data hider, Then, w (n, 1), w (n, 2), . . . , w (n, α) are substituted by y (n, 1), y (n, 2), . . . , y (n, α), the remaining (τ − α) space of w n t , i.e., w (n, α + 1), w (n, α + 2), . . . , w (n, τ ) are filled by additional data. And then newlyobtained bits are arranged back to the original µ LSB layers of ρ pixels in each pixel group x n . It can be found that a total of 4ξ (τ − α)/ρ bits are used to embed data when all pixels groups x n (n = 1, 2, ..., 4ξ/ρ) are carried out using the above procedure. By this means, an encrypted image appending additional information A w would be generated. Assume that the total number of blocks in all groups is B c , and the size of each block is m × n, the embedding rate of additional data is given by Eq. (42) .
In the proposed scheme, all parameters µ, T , ρ, β utilized by data hider are encrypted and transmitted to the receiver as auxiliary information together with the encrypted image containing additional data. In addition, since only µ LSB layers of encrypted pixels belonging to the blocks in 2 are compressed to accommodate additional data, and remaining portions of the image are unchanged during the data embedding, the receiver could harvest a satisfactory visual quality of directly-decrypted image.
C. DATA EXTRACTION AND IMAGE RECOVERY
In this section, three cases could be handled by the receiver: (1) only with encryption key, the decryption is performed directly to acquire an approximation image with plain image; (2) only with data hiding key, the additional secret information can be extracted correctly from the encrypted image; (3) with both encryption key and data hiding key, not only additional data can be extracted precisely, but an reconstructed image which is extremely similar to the original image can be obtained. The flowchart is shown in Figure 5 .
1) ONLY WITH ENCRYPTION KEY
The encrypted image containing additional data A w of size M × N is divided into a serious of non-overlapping blocks with size of 2×2 by receiver in the same way with the content owner and the data hider. According to the threshold T , the receiver can classify the all blocks into texture set 1 and smooth set 2 , since the value of pixels belonging to 1 and (8 − µ) MSBs of pixels belonging to 2 in A w is the same as that in E. Firstly, the reverse blocks permutation is performed to restore each encrypted block to the original position to generate imageẼ. Assume that four pixels belonging to one blockẼ i,j are expressed asẼ i,j (0, 0),
, then we can generate a decrypted stego-imageÃ after further decryption using Eq. (43) .
whereÃ i,j (x, y) is the value of pixels of directly-decrypted image. Since all pixels in 1 and (8 − µ) MSBs of pixels in 2 could be recovered accurately, the obtained image quality would be satisfactory.
2) ONLY WITH DATA-HIDING KEY
Similarly, the receiver divides image A w into blocks with size of 2 × 2 and classifies the blocks into texture set 1 and smooth set 2 according to the threshold T . µ LSB layers of all pixels in ξ blocks belonging to set 2 are collected and divided into 4ξ/ρ groups, each group is represented by w n t = {w (n, 1), w (n, 2), ..., w (n, τ )}. (τ − α) additional data could be extracted according to the data-hiding key when all groups are processed. Since the data hiding key cannot used to decrypt the image, any information about the original image cannot be obtained, which guarantee the privacy-protected signal processing.
3) WITH BOTH ENCRYPTION KEY AND DATA-HIDING KEY
If the receiver has both encrypted key and data hiding key, he can not only decrypt image A w directly or extract additional information from A w , but also achieve further recovery for the directly decrypted image. Namely, he can gain a more proximate image with original image by using VOLUME 7, 2019 CS reconstruction technology for µ LSB layers in 2 after extracting the additional data.
As described in Section III.C.1 and Section III.C.2, (τ − α) additional data could be extracted with data hiding key firstly, in which bits are applied to reconstruct original τ bits through solving the following convex optimization problem of Eqs. (44) and (45) . 
wheres represents the solution of convex optimization problem andw is the recovered signal. One can put the reconstructed τ bits back to the corresponding position of pixels to generate imageÃ w . Then, the reverse block permutation is performed to restore each encrypted blocks ofÃ w to its original position to generate imageÊ . Four pixels belonging to one blockÊ i,j are expressed asÊ i,j (0, 0),
, then, we can generate the decrypted imageÂ which is extremely similar to the original image A by Eq. (46) .
whereÂ i,j (x, y) is the value of pixels of decrypted imageÂ.
IV. EXPERIMENTAL RESULTS AND PERFORMANCE ANALYSIS
Our experiments is operated in a computer with Windows 10 operating system, 3.20 GHz Inter i5-3470 CPU and 4.00 GB memory. The experimental evaluation mainly includes the performances of three fields, i.e. cipher image, directly-decrypted image and reconstructed image. Some standard test images are used, as shown in Figure 6 . Figure 7 introduces an example of the image encryption of Lena sized 512 × 512. Figure 7 (a) represent original image Lena. Figure 7 (b) is the preliminary encrypted result with modular addition and Figure 7 (c) show the final encrypted result through permutation among blocks. Clearly, the encrypted image is disordered and confused, and no useful information can be obtained by the attacker. In addition, the decrypted image Figure 7(d) shows that the fidelity of host image is preserved.
A. PERFORMANCE ANALYSIS WITH CIPHER IMAGE

1) KEY SENSITIVITY ANALYSIS
In order to test the sensitivity of our encryption system, we change the value of parameters a from 3.7 to 3.7 + 10 −15 , b from 1.5 to 1.5 + 10 −15 , and original key z (0) from 0.85 to 0.85 + 10 −15 , meanwhile, other parameters keep unchanged. By above condition, we carry out experimental tests by encrypting several standard test images with different sizes (128× 128), (256× 256), (512× 512). NPCR (the number of pixels change rate) and UACI (unified average changing intensity) are defined as
where D (i, j) is the comparative result of two corresponding pixel values in two images. Assume that P 1 (i, j) and P 2 (i, j) are the pixel values of two gray images, we call D (i, j) = 0 
In general, the ideal value of NPCR is closer to 100% and UACI is more than 30%. From Table 1 , it can be found that just a tiny change of the secret key could result in enormous difference between the two encrypted images. In order to intuitively show the key sensitivity of our scheme, we encrypt the Lena image by using two different keys and parameters mentioned above to obtain cipher images C 1 and C 2 respectively, as shown in Figure 8 two cipher images is 99.61%. Thus, the key sensitivity in our encrypted scheme is pretty satisfactory.
2) INFORMATION ENTROPY ANALYSIS
Information entropy, an essential measurement of randomness, refers to the uncertainty of random variables. We can calculate information entropy H (s) of a source s by the following equation:
where p (s i ) means the probability of pixel s i , and K denotes the amount of all pixels in one image. For a gray-scale image with the value of pixels in [0,255], the theoretical entropy value closer to 8 manifests the greater uncertainty and the less information. Table 2 lists the experimental results of several encrypted images. It can be found that the entropy values of all encrypted image are close to 8; and the average entropy value our encrypted scheme reaches 7.9989 which is greater than Ref. [42] - [46] . Therefore, the proposed encrypted scheme has more excellent performance in terms of resisting entropy attacks than Ref. [42] - [46] .
3) HISTOGRAM ANALYSIS
Image histogram reflects the frequency distribution of pixel values in one gray-scale image. Figure 9 shows the histograms of nature images with Lena, Man, Baboon and Lake. Subfigure (a-d) are the original images and (e-h) are histograms corresponding to the original images. However, the correlation between the pixels of image is weakened after encryption, and corresponding histograms of the encrypted images are adequately uniformed, which shows the scheme resisting statistical analysis. Figure 10 exhibits histograms of the corresponding encrypted image. Subfigures (a-d) are the encrypted images corresponding to subfigure (a-d) of Figure 9 , and subfigures (e-h) are the histograms corresponding to the encrypted images. It can be observed that the histograms of the four encrypted image are almost uniform and are absolutely different with the original images. Thus, our encryption scheme can resist statistical attack.
B. PERFORMANCE ANALYSIS WITH DIRECTLY-DECRYPTED IMAGE 1) MAIN METRICS FOR PERFORMANCE EVALUATION a: PSNR (PEAK SIGNAL-TO-NOISE RATIO)
PSNR is used to evaluate the distortion between the original image and the processed image. In general, higher PSNR value means smaller distortion and better quality of the reconstructed image, which can be calculated through Eqs. (50) and (51).
where A(x, y) and A (x, y) are the pixels at the coordinate (x, y) of the original image A and the modified image A , respectively. And M and N denote the dimensions of row and column.
b: SSIM (STRUCTURAL SIMILARITY)
SSIM is a comprehensive image quality evaluation index used to measure the structural similarity between the original image and the recovered image from three aspects, i.e. brightness, contrast and structure. The value is within the interval of [0, 1], and lager SSIM value manifests stronger structural similarity between the two images. For the given image A and A , we can calculate structural similarity through Eqs. (52) -(55). 
. (56) 2) PERFORMANCE ANALYSIS Figures 11 and 12 give the experimental results of the proposed scheme by using test images Lena and Pepper with size 512 × 512, where the corresponding parameters are T = 11, β = 0.03, µ = 2. Figure 11 (a-d) represent the original Lena image, the encrypted Lena image, the encrypted Lena image containing additional information with embedding rate r of 0.2171 bpp (bit per pixel), and the directly decrypted Lena image with PSNR of 41.1700 dB and SSIM of 0.9612. Figure 12 shows the similar results with Figure 11 . It can be found that the security of image content is guaranteed through our encryption method, and the visual quality of directly-decrypted image is satisfactory as the values of PSNR are not lower than 40 dB and the values of SSIM are close to 1 under the condition of certain embedding rate; thus, the distortions caused by embedding additional data is invisible to the naked eyes and the fidelity of host image is preserved. 
C. PERFORMANCE ANALYSIS WITH RECONSTRUCTED IMAGE
Figures 13-16 demonstrate corresponding experimental results by using test images Airplane, Lake, Camera and Milkdrop, respectively. There are four subfigures in each figure, i.e. (a), (b), (c) and (d), which are the original test image, the fully encrypted image containing additional data, directly-decrypted image, and the final recovered image, respectively. The block size is 2 × 2, the threshold T = 11, and the sampling rate β = 0.02. We provide the experimental data of PSNR and SSIM for both the directly-decrypted image and the recovered image. For instance, Figure 13 the conclusion that the image qualities of directly-decrypted image and reconstructed image are quite high. Figure 17 shows the comparison results of our scheme with other six existing works of data hiding in encrypted image [47] - [52] for test images Lena, Man, Airplane and Baboon, respectively. Embedding rate is represented by abscissa, and the ordinate is the PSNR values of directly-decrypted image. We can observe from Figure 17 that our scheme can acquire better visual quality of directly-decrypted image than [47] - [52] , since we embed additional data only in LSB layers of set 2 , in which not only the remaining spatial correlation is suitable for data embedding, but also the distortion caused by data embedding is not obvious. Table 3 -5 show some experimental data under different parameter values. In Table 3 , LSB layers µ = 1, threshold T = 10, T = 20, T = 30, sampling rate β = 0.01, β = 0.1, β = 0.2, β = 0.3; in Table 4 , LSB layers µ = 2, threshold T = 10, T = 20, T = 30, sampling rate β = 0.01, β = 0.1, β = 0.2, β = 0.3; in Table 5 of embedding rate r, PSNR of directly-decrypted images and PSNR of reconstructed images. It can be observed that smaller threshold value of T or LSB layers µ results in lower embedding rate and higher PSNRs of directly-decrypted image and reconstructed image, and greater sampling rate also leads to the same results. In addition, the change of PSNRs is not obvious because of the poor sparsity of LSB layers. Note that different images have different embedding rate even under the same conditions, because their spatial correlations are different.
D. PERFORMANCE COMPARISON
V. CONCLUSION
In this paper, we present a novel scheme of fidelity preserved data hiding in encrypted highly autocorrelated data including images and videos based on homomorphism and compressive sensing technology. Take image as a typical example, the scheme is composed of four components, i.e., image encryption, data embedding, data extraction and image recovery. In the stage of image encryption, the original image is divided into a serious of non-overlapping blocks, and a homomorphism encryption method (modular addition) combined with a block-based permutation is utilized by the content owner to obtain the encrypted image. After upload the encrypted image, the data hider first divides the image into blocks similarly and identifies the smooth blocks and textured blocks in the encrypted domain; then, compress the LSB layers of the smooth blocks through CS for vacating room to accommodate additional information. When the encrypted image containing the embedded data is received by the receiver, there are three cases can be performed, which are only decrypt image with encryption key, only extract additional data with data embedding key, and extract additional data and recover original image with both of the keys. It has been proved that our scheme has satisfactory visual quality of both directly-decrypted image and reconstructed image, which means the fidelity is preserved. In addition, both the embedding rates and the PSNR values of host images are superior to other compared state-of-the-art schemes. However, we still expect that there will be more appropriate sparsity bases and sampling techniques well matching with the variable signals to improve the reconstructed image quality further. VOLUME 7, 2019 
