The shaking of a camera can easily cause blurs in an image. Thus, deblurring is a problem that is worth solving and has always been an active research interest. The color information in an image is an important feature and contains clues for image deblurring that have not been widely exploited. In this paper, we present an efficient and stable blurring kernel estimation method by solving an energy function constructed by a weighted color approximation regularization term. The term is derived from a two-color model, and we use a defined weight to alleviate the color change through the blurring process. Then we select salient edges in an effective way to apply the proposed method on the patches centered at these edges. Experiments on synthetic and real-world images show the efficiency and stability of our proposed method.
Introduction
Motion blur is a commonly seen and undesirable artifact that is caused by camera shaking during exposure and this problem has become increasingly important with the increasing use of hand-held cameras, particularly smart phones.
The process of obtaining a blurred image is usually modeled with a convolution operation:
where B, I, k , and n denote the blur image, latent image, blur kernel, and noise, respectively, and ⊗ is the convolution operator. According to whether the blur kernel k is known, research can be classified as blind or nonblind deconvolution. In most real-world cases, we have no knowledge of the exact blurring kernel. Therefore, in our study, we focus on blind deconvolution algorithms.
The objective of blind deconvolution is to recover I and k simultaneously only based on the available blurred image B . This problem is highly ill-posed because many pairs of I and k can be the solution of the equation with the same B . A special case is when I itself is a blurred image and k is a delta blur kernel, which is obviously not a desirable situation. Therefore, additional assumptions and constraints are required to obtain a desirable deblurred result. In this paper, we only take images with uniform blur into consideration, which means the motion blur is global and thus is equal in all parts of the image.
A maximum a posterior (MAP) framework is most frequently used to solve blind deconvolution problems by incorporating various regularizations based on different assumptions and constraints on blur kernels, latent images, or both.
Kernel k is often assumed to be sparse [1] [2] [3] and continuous [3, 4] . For I , prior knowledge about natural images has been widely exploited to construct different regularizations. Most previous methods [1, [4] [5] [6] [7] [8] explicitly or implicitly utilize different parametric probability models to promote the sparsity of image gradients and simultaneously recover the kernel k and the latent image I . However, as shown by Levin et al. [6] , a deblurring method based on the sparsity of image gradients prefers blurry images to sharper ones, especially within the MAP framework. They also proved that MAP estimation of the kernel alone showed a better performance than recovering the blur kernel and the latent image simultaneously.
As a result, in order to better steer the recovery, a family of state-of-the-art algorithms focuses on the selection of salient edges [2, 9, 10] and explicit sharp edge pursuit [11] [12] [13] . Some algorithms [1, 4] implicitly remove insignificant structures and preserve useful ones in the iterations by adjusting the weight to better estimate the true blur kernel. These methods show good performance for kernel estimation but have the limitation of relying on gradients, which take only a few adjacent pixels into consideration.
Recently, image patches have been used for image deblurring [3, 14, 15] , which can utilize more pixels in the neighborhood of the interest area and can better adapt to different local features. Sun et al. [14] established an image patch prior subset tailored toward image edge and corner primitives with external clear images. Then they used that patch prior subset to recover image patches at salient edges and finally achieve state-of-the-art results. Zoran et al. [15] proposed an effective generic MAP framework for whole image restoration that uses a patch-based prior; this method outperforms other generic prior methods by using only a simple Gaussian mixture prior learned from natural images. Dictionary learning and sparse representation technique-based deblurring algorithms, such as those in [16] [17] [18] , can be treated as another type of patch prior usage that shows good antinoise performance.
These patch-based approaches result in significant performance improvements but require a complicated process of learning prior information from large external image datasets. In this paper, we propose a new color patch-based deblurring method by exploiting local color statistics based only on the blurry image itself that does not require a preprocess of learning prior information from external image datasets.
The color information of an image contains important cues for bridging the blurred image and the sharper one, but most of the existing algorithms deal with a color image through a simple conjunction of RGB channels, which may neglect the connection between each channel and produce false colors and artifacts.
Chakrabarti et al. [19] constructed an RGB conjunction regularization in a color space to acquire accurate colors. Mairal [20] adopted a sparse representation method for color image restoration by changing the metric of choosing atoms for a learned dictionary, which accurately restores the color of an image.
In this paper, we utilize a color-line model to construct a regularization and thereby make better use of color information. This method shows good deblurring performance. A color-line model has been used in a group of algorithms of demosaicing [21] , segmentation, compression [22] , image matting [23] , denoising, and deblurring [24] . Joshi et al. [24] proposed a nonblind deblurring method by finding two color centers for every patch to form a central line, minimizing the sum of the perpendicular distances of pixels and approximating the distribution of the blending ratio of the two primary colors to build a prior for image construction. Lai et al. [25] proposed a normalized color-line prior for image deblurring based on image patches. However, with their method, the computational cost is high and the calculation is complex because the process of calculating the color centers of each patch requires nonlinear optimization.
Different from their approaches, we simplify the color centers' calculation and use distance shrinks of the two color centers in each patch by simply introducing a weight into the prior. We extract blurred patches centered at the finely selected edges and recover intermediate sharper patches to obtain an accurate blur kernel from these patch pairs.
To summarize, the main contributions of our work are threefold. First, we propose a novel weighted color approximation regularization term by analyzing the effect of the blurring process on the distribution of color pixels, which can make better use of the color information. Second, we propose an effective method to select useful edges to apply our proposed regularization item. Third, we formulate the deblurring problem into a minimization task and we efficiently solve our proposed formulation by using an alternating minimization algorithm. The experimental results show that our algorithm produces an accurate and stable kernel estimation.
The two-color prior
The two-color model [24] stems from local color statistics and claims that all colors in a local image patch can be represented as a linear combination of two representative colors:
where Q 1 and Q 2 are the two representative colors and α is the linear blending ratio.
We attempt to use this two-color model at patches around the edges, and we can reasonably assume that for small patches around the edges two representative colors exist within a local neighborhood. This can be intuitively understood because edges are the dividing lines of two different colors; thus, there should be two representative colors in a small patch around the edges.
To better use the two-color model for deblurring, we further study the influence of blur on the pixels' colors in image patches. We plot the two color centers acquired by K-means clustering, as shown in Figure 1 , and observe that the distance of the two color centers shrinks due to the blur.
Figures 1a and 1b show a typical example of a blurry and a clear image patch centered at the same edge location. We can observe that the blurry process scatters the pixels' colors from two clusters around the ends of the color line to an elongated cluster. In other words, in a sharp image patch, the sum of the distance between pixels and their corresponding color center tends to be smaller than that in a blurry one. We would like to use this property as a constraint for deblurring.
Considering the distance shrink of the two color centers caused by a blurring process, for a blurry patch, we construct
where
−Q2∥ 2 and Q 1 and Q 2 are the two representative colors acquired by the K-means clustering algorithm. r ik =1 if I i belongs to the k th cluster, and r ik =0 otherwise. The numerator represents the sum of the distances between the pixels and their corresponding color center, and the denominator represents the distance between the two color centers. For blurry patches, the numerator is large and the denominator is small; thus, ϕ(B) is large. Therefore, we incorporate ϕ(B) into our cost function as a constraint and force the function to have a small value and acquire a better estimated I i . The experimental results show good performance with the incorporation of ϕ(B) . 
Our model
Our method is a MAP-based framework and builds in a coarse-to-fine pyramid framework. For each scale, we iteratively solve I and k based on the color patches at the edges to force the patches at the edges to be sharper and thus instruct the kernel estimation. At the coarsest level, we initialize k by a small 3 × 3 Gaussian. The flow of our proposed kernel estimation process is shown in Figure 2 . Then we use a state-of-the-art nonblind deconvolution algorithm to recover the latent image. 
Select the edge mask M
The main aim of this step is to obtain a good location to apply our color-line prior model. First, we adopt an adaptive model to select useful texture edges. For an image I with the pixel intensity value I(j), the texture part is given by minimizing
where image I is decomposed into the texture component I t and the structure component I s = I − I t . I t includes more details of the texture. This main idea of a structure-texture decomposition method stems from [26] , but it has the problem of causing a staircasing effect in a smooth area. Therefore, we adopt the adaptive weight of θω(j), where
where N (j) is a 5 × 5 window centered at pixel j . A small r(j) implies that the local region is flat, whereas a large value implies strong image edges. In this way, we can adjust θω(j) to be large in smooth areas and small near the edges; thus, we can better select the texture of the edges that we need.
Second, we adopt a filter bank consisting of derivatives of elongated Gaussians in eight orientations and keep the top 2% of pixels with the largest filter responses. Then we morphologically process this mask and remove small isolated components to obtain the final edge mask M , where we will apply our color-line prior.
I step
The main aim of our I step is to recover clear intermediate image patchesÎ at the selected edge mask M . Thus, we can better instruct the accurate estimation of the kernel k . We initialize k by a small 3 × 3 Gaussian at the coarsest level.
We construct a cost function adopting our proposed two-color prior and estimateÎ by minimizing
where D * is the matrix form of the partial derivative operator in different directions. We use the zeroth-, first-, and second-order derivatives for D * . λ * is the corresponding weight scalar of different D * , and we set it the same as in [1] . D h and D v are the first-order differentiation operators along the horizontal and vertical directions. B j is the binary patch extraction operator that extracts the patch at the location j of the latent image. In our experiments, we set the size of patches to be 5 × 5 . | M | counts the number of nonzero elements in M . γ, µ are the corresponding weights of each item.
As we proposed in Section 2, ϕ(B jÎ ) is defined as
The minimizing process can be divided into two steps:
Step 1: Calculation of color centers Q 1 , Q 2 , and r jk for each patch
We simply use a K-means clustering algorithm because there are only 25 pixels to be calculated for each patch, and our assumption only requires two clusters; thus, K-means clustering is sufficient to calculate the accurate two color centers. Additionally, K-means clustering is very fast in our application for numerous image patches.
r jk can be updated by
To exclude the influence of noise or more than two color patches, we adopt an outlier rejection process. We use the mean and variance of the clusters, and pixels that lie outside a single standard deviation of their closest cluster mean are rejected. K-means is then repeated to obtain cleaner cluster means. An example of K-means clustering is shown in Figure 1 .
Step 2: Update intermediate imageÎ
In this step, we fix r jk and the color centers Q 1 , Q 2 for each patch. Then our proposed prior ϕ(B jÎ ) , as shown in Eq. 7, can be simplified as
Thus, given the current kernel k , our cost function 6 can be simplified as
We can updateÎ by minimizing Eq. 11 with regard toÎ . Eq. 11 is quadratic inÎ , and we can find the solution of it by setting its derivative to zero. To accelerate the computation, we transfer it to the frequency domain and perform some related FFT calculations in advance to reduce the number of FFTs as in [12] , thus increasing the computation efficiency.
After rearrangement, the solution of Eq. 11 is equivalent to finding the solution to the following linear system:
and
F represents the Fourier transform, and F is its complex conjugate. ⊙ is the element-wise multiplication operator. δ * represents partial derivatives corresponding to D * .
Since Eq. 12 is a linear system with regard toÎ , we can use a biconjugate gradient descend method to efficiently solve it. We adopt the bicg function in MATLAB for the calculation. Finally, we can obtain the clear intermediate image patchesÎ at the selected edge mask M .
k step
In this step, we optimize the blur kernel k with the estimated intermediateÎ by minimizing the following energy function:
where λ * is the same as in Section 3.2 and δ * represents partial derivatives corresponding to D * . It is a quadratic equation in k , and its calculation can be sped up by FFT operation in the same way as in Section 3.2.
In this energy function, kernel k is required to be sparse and continuous by the second item. We only use edge information that has been deblurred by the former process for kernel estimation.
Experiments on a synthetic color dataset
We examined our method with a synthetic color dataset and some real-world color blurred images. Our synthetic dataset is constructed by convolving the eight blurring kernels in [6] with the four color pictures used in [27] , which contain challenging features such as rich textures and small details, low illumination, and natural scenes. The test images and the blurring kernels are shown in Figure 3 . For the synthetic dataset, the ground truth of the clear images and the blurring kernel is known, so it allows us to quantitatively compare the deblurring ability with publicly available, state-of-the-art deblurring algorithms, including those proposed by Cho et al. [12] , Bahat et al. [28] , Krishnan et al. [4] , Xu et al. [2] , and Pan et al. [3] . To be fair, we set the parameters of these algorithms according to the corresponding papers to ensure the best performance. We compare the accuracy of the estimated kernels and the final recovered images based on the ground truth images.
Analysis of kernel estimation
We quantitatively examine the accuracy of the estimated kernels by SSDE (sum of squared differences error) by comparing with the ground truth kernels to confirm the effectiveness of our proposed method. A smaller SSDE value indicates a better estimation accuracy. The average SSDE values of our proposed method and other three methods are shown in Table 1 .
From Table 1 , we know that our proposed method has the lowest average SSDE value compared with the other three methods, indicating a higher performance in estimating kernels.
In Figure 4 , we give an example of the estimated kernels of image2 to visually compare the estimated kernels of different methods. As shown in Figures 4a-4f our proposed method obtains more accurate kernels with less noise and clearer structures than other methods.
The process through a multiscale framework
Our proposed method is conducted in a multiscale framework. In this way, details can be finely selected through the coarse-to-fine process, and convergence can be achieved more quickly. Figure 5 shows an example of the estimated kernel through this multiscale process. In this example, we construct a 4-scale framework and adopt 7 iterations between solving I and k , thus getting a 4 × 7 kernel sequence. We can observe that the estimated kernel becomes finer through the iterations and scales. This result proves that the three iterations we set in section 4.3 are sufficient for accuracy because the estimated kernel changes only slightly after three iterations.
The influence of iterations on the accuracy of the estimated kernel
In order to accelerate the computations, we need to set small iterations between I and k and obtain accurate kernels. Figure 6 shows how the SSDE value of the estimated kernel changes with iterations. We can see that the SSDE value has a tendency of decreasing sharply with the first few iterations. This finding can be explained by the regularization properties of the conjugate gradient algorithm analyzed in [29] .
Therefore, in our practical use, we choose three iterations in each scale to efficiently acquire a good estimated result.
Analysis of the recovered image
In this part, we quantitatively compare the final recovered images with those recovered by other state-of-the-art methods. First, we calculate the average PSNR and SSIM index for images blurred by the eight kernels; a higher index value indicates a better performance. Table 2 and Table 3 give the details of the average PSNR and average SSIM indices, respectively.
From Table 2 and Table 3 , we can see that our proposed method has an obviously higher performance and that its deblurring ability is stable, with an overall high evaluation and no poor case. The other methods have obviously low performances for Kernel4, Kernel6, Kernel7, and Kernel8, with particularly low values. These results show the advantage of our method of using image patches. In this way, the details in local areas are considered, so the recovery results will not be strongly affected by bad blur occasions. We also calculate the error metric, which is the same as in [5] and is defined as,
where I E and I T are the restored image with the estimated kernel and the ground truth kernel, respectively, and I g is the ground truth image. In Figure 8 , we plot the cumulative histograms of the deconvolution error ratios of the four methods. The x-axis represents the value nodes of e , and the y-axis represents the success rate, namely the percentage of images that have a value lower than e . In this work, we empirically set the images with error ratio lower than 3 as successful cases. Table 4 shows the error ratio comparison results. As seen in Table 4 , our proposed method has the highest success rate, the best worst-case performance, and the best average performance, which shows not only the efficiency of our proposed method but also its good stability.
Experiments on real-world color blurred images
In this part, we conduct experiments on some real-world color blurred images presented in other deblurring works. Figure 9 shows the blurred images. Figure 10 and Figure 11 show two recovered examples: one contains small details, and the other is an image taken from a natural scene. From the images, we can clearly see the characteristics of the results obtained by our proposed method. From Figure 10 and Figure 11 , we can see that our proposed method is better in preserving texture. As shown in Figures 10a-10f , our proposed method generates more skin-markings of the fish with less noise, thus obtaining a cleaner image. Similarly, as shown in Figures 11a-11f , our method preserves more fine edges of the leaves. The estimated blurring kernel is clear and contains little noise. It is worth mentioning that as we adopt the color information in our deblurring process, the recovered images are brighter than the images recovered by other methods. This effect can be clearly observed in Figure 7 and Figure 10 , which indicates a better deblurring ability that can reduce the dimming effect of the blurs. This effect was researched in [30] . 
Conclusion
In this work, we propose a novel kernel estimation method that uses color information of image patches at the edges. We adopt a weighted color approximation regularization for each image patch to construct the energy function for kernel estimation, and we select salient edges in the proposed way to apply the energy function.
The experimental results show that our proposed method is efficient and more stable than other compared methods and that we ultimately obtain state-of-the-art deblurred results.
