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Abstract
Let X be a pseudomanifold. In this text, we use a simplicial blow-up to define a cochain
complex whose cohomology with coefficients in a field, is isomorphic to the intersection
cohomology of X, introduced by M. Goresky and R. MacPherson.
We do it simplicially in the setting of a filtered version of face sets, also called simplicial
sets without degeneracies, in the sense of C.P. Rourke and B.J. Sanderson. We define
perverse local systems over filtered face sets and intersection cohomology with coefficients
in a perverse local system. In particular, as announced above when X is a pseudomanifold,
we get a perverse local system of cochains quasi-isomorphic to the intersection cochains of
Goresky and MacPherson, over a field. We show also that these two complexes of cochains
are quasi-isomorphic to a filtered version of Sullivan’s differential forms over the field Q. In
a second step, we use these forms to extend Sullivan’s presentation of rational homotopy
type to intersection cohomology.
For that, we construct a functor from the category of filtered face sets to a cate-
gory of perverse commutative differential graded Q-algebras (CDGA’s) due to Hovey. We
establish also the existence and unicity of a positively graded, minimal model of some per-
verse CDGA’s, including the perverse forms over a filtered face set and their intersection
cohomology. Finally, we prove the topological invariance of the minimal model of a PL-
pseudomanifold whose regular part is connected, and this theory creates new topological
invariants. This point of view brings a definition of formality in the intersection setting
and examples are given. In particular, we show that any nodal hypersurface in CP(4), is
intersection-formal.
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Introduction
Intersection homology and cohomology of pseudomanifolds have been introduced by
M. Goresky and R. MacPherson in [25] and [26]. The main feature of these theories
concerns the transversality of a simplex relatively to a stratum, the notion of general
position being replaced by a less restrictive one depending on a parameter called perversity.
To simplify the presentation, we consider first, instead of a pseudomanifold, a filtered
space defined as a topological space, X, together with a filtration by closed subspaces,
X0 ⊆ X1 ⊆ · · · ⊆ Xn = X. We replace also the original definition of Goresky and
MacPherson perversity (henceforth GM-perversity) by the less restrictive notion of a map,
p : N→ Z, such that p(0) = 0, called loose perversity.
In [25], a singular simplex, σ : ∆ → X, is called p-admissible if σ−1(Xn−j\Xn−j−1) is
included in the (dim ∆−j+p(j))-skeleton of ∆. A p-admissible chain is a linear combination
of p-admissible simplices. Finally, the boundary of a p-admissible chain being not necessary
p-admissible, one must introduce the notion of chain of p-intersection as a p-admissible
chain, c, whose boundary, ∂c, is also p-admissible. Let Kp∗ (X,R) be the chain complex
which consists of the chains of p-intersection, with coefficients in a commutative ring, R.
By definition, its homology is the p-intersection homology of Goresky and MacPherson,
denoted Hp∗ (X;R).
Motivated by a simplicial framework, we replace the previous condition on the skeleton
by properties on some faces of the simplex ∆. More explicitely, we consider singular
simplices, σ : ∆ = ∆j0 ∗ · · ·∗∆jn → X, whose domain is decomposed as a join product such
that σ−1(Xk) = ∆j0 ∗ · · · ∗∆jk , for any filtered space X = (Xi)0≤i≤n. To any such simplex,
called filtered simplex, and to any number i ∈ {1, . . . , n}, we associate the perverse degree
‖σ‖i = dim(∆j0 ∗ · · · ∗∆jn−i), with the convention dim ∅ = −∞.
On a filtered simplex, the definition of p-admissibility is equivalent to the inequality
‖σ‖i ≤ dim ∆ − i + p(i), for all i ∈ {1, . . . , n} and p-admissible filtered chains are linear
combinations of p-admissible filtered simplices. We denote by Cp∗ (X) the complex of p-
admissible filtered chains, c, whose boundary ∂c is p-admissible also. With a more difficult
than expected proof, we establish the existence of a Mayer-Vietoris exact sequence for the
homology of Cp∗ (X), for any filtered space X and loose perversity p. Then, relying on
King’s paper ([32]), we prove that the canonical inclusion, Cp∗ (X) → Kp∗ (X), induces an
isomorphism in homology, if X is a pseudomanifold and p a GM-perversity.
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Simplicial Blow-up and Intersection-Cohomology
At this point, we hold a complex, ready for a simplicial paradigm, and which covers the
original situation of [25]. We develop it in the context of face sets, also called simplicial
sets without degeneracies, see [41].
Let ∆
[n]
F be the category whose objects are the filtered euclidean simplices, ∆ = ∆
j0 ∗
· · · ∗ ∆jn , and maps are joins of face operators, i.e., f = ∗ni=0∂i, with ∂i a face operator.
Filtered face sets are defined as functors, K, from ∆
[n]
F to the category of sets. (For instance,
the previous filtered simplices of a filtered topological space constitute a filtered face set.)
By mimicking the topological situation described above, we associate, to K and to a loose
perversity p, a chain complex CGM,p∗ (K;R), with coefficients in a commutative ring R.
When K is the filtered face set associated to a filtered space, X, there is an isomorphism
between Cp∗ (X) and C
GM,p
∗ (K). Thus, the topological setting appears as a particular case.
An obvious candidate for a cohomology theory is the linear dual,
C∗GM,p(K;R) = hom(C
GM,p
∗ (K;R), R),
whose homology is called the GM-cohomology of K, with coefficients in R, and denoted
H∗GM,p(K;R).
We define another cochain complex on K, based on a simplicial version of a blow-up,
already present in [7] for differential forms on singular manifolds and for some particular
simplicial complexes in [9]. To any filtered simplex, ∆ = ∆j0 ∗ · · · ∗ ∆jn , we associate a
prism, ∆˜ = c∆j0 × · · · × c∆jn−1 × ∆jn , where c∆ji is the simplicial cone on ∆ji . The
prism ∆˜ is called the blow-up of ∆. If C∗(∆i;R) is the simplicial cochain algebra over a
commutative ring, R, we set
C˜∗(∆;R) = C∗(c∆j0 ;R)⊗ · · · ⊗ C∗(c∆jn−1 ;R)⊗ C∗(∆jn ;R).
A TW-cochain on K is a family of cochains cσ ∈ C˜∗(∆;R), for each simplex σ : ∆ → K,
such that the association σ 7→ cσ is compatible with any face operator of ∆[n]F . We denote by
C˜∗(K;R) the cochain complex of TW-cochains on K. (We do not want to go into technical
points in this introduction but the reader should be aware that this definition makes sense
only if ∆jn 6= ∅. Thus, the compatibility condition in the definition of C˜∗(K;R) concerns
only the face operators which satisfy this condition.)
For any TW-cochain, c ∈ C˜∗(K;R), and any i ∈ {1, . . . , n}, we define a perverse degree,
‖c‖i, which is a sort of degree along the fiber of the projection
c∆j0 × · · · × (∆jn−i × {1})× · · · × c∆jn−1 ×∆jn → c∆j0 × · · · ×∆jn−i .
(Observe that the blow-up of ∆ transforms the face ∆j0 ∗ · · · ∗∆jn−i in the domain of this
projection.) For any loose perversity q, the cochain c ∈ C˜∗(K;R) is said q-admissible if
‖c‖i ≤ q(i) for all i ∈ {1, . . . , n}.
The complex C˜∗q (K;R), generated by the q-admissible TW-cochains, c, whose bound-
ary dc is q-admissible also, is called the Thom-Whitney complex of K, with coefficients
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in R. Its homology is the Thom-Whitney cohomology of K, with coefficients in R, de-
noted H∗TW,q(K;R). When R is a field, these two complexes are connected by a quasi-
isomorphism,
C˜∗q (K;R)
'−→ C∗GM,p(K;R),
if p and q are GM-perversities verifying q ≥ 0 and p(j) + q(j) = j − 2.
This opens a treatment of intersection cohomology with coefficients in Z2 from TW-
cochains and brings a new approach for the study of Steenrod operations in intersection
cohomology, as quoted by MacPherson in [24, Question 4.3]. We come back to this aspect
in [10].
Rational Homotopy and Intersection-Formality
The second part of this work is motivated by a presentation of the intersection co-
homology, similar to Sullivan’s presentation of the rational homotopy type, including the
notion of minimal model, with its topological invariance for PL-pseudomanifolds whose
regular part is connected. This rational intersection theory answers a question raised by
Goresky ([24, Introduction]) in view of a treatment of formality.
The classical rational theory of D. Sullivan begins with a functor from simplicial sets
to the category of commutative differential graded algebras (henceforth CDGA’s), denoted
by APL, such that the cohomology of APL(K) is isomorphic to the cohomology algebra of
the simplicial set, K, with rational coefficients.
For having such a functor in the case of intersection cohomology, we consider again
a construction on the blow-up of a simplex, similar to the construction of TW-cochains.
Here, we replace C∗(∆i;R) by the cochain algebra of rational polynomial forms on ∆i,
APL(∆
i). We set A˜PL(∆) = APL(c∆
j0) ⊗ · · · ⊗ APL(c∆jn−1) ⊗ APL(∆jn). A (global)
form on a filtered face set, K, is a family of ωσ ∈ A˜PL(∆), for each σ : ∆ → K, with
compatibility conditions to face operators. We denote by A˜PL(K) the CDGA of global
forms on K.
For any global form ω ∈ A˜PL(K), we define also a perverse degree, ‖ω‖, in a similar
manner than for TW-cochains. For any loose perversity q, a form ω is said q-admissible if
‖ω‖i ≤ q(i) for all i ∈ {1, . . . , n}. The complex A˜PL,q(K) is generated by the q-admissible
forms, ω, whose boundary dω is q-admissible also. We establish first a “De Rham theorem,”
by proving that the integration map induces a quasi-isomorphism,∫
: A˜PL,q(K)→ C∗GM,p(K;Q),
if p and q are GM-perversities, verifying q ≥ 0 and p(j) + q(j) = j − 2. From the previous
comparison between GM-cohomology and TW-cohomology, we obtain isomorphisms,
H∗GM,p(K;Q) ∼= H∗TW,q(K;Q) ∼= H∗(A˜PL,q(K)).
If K is the filtered face set associated to a pseudomanifold, X, these algebras are also
isomorphic to the algebra of cohomology defined by G. Friedman and J. McClure in [20].
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In [31], M. Hovey defines the algebraic category, CDGAF, of perverse CDGA’s as the
monoids in the category of functors from the lattice of GM-perversities to a category of
cochain complexes endowed with a perverse degree. Our previous construction of the blow-
up of Sullivan’s forms gives the expected functor, A : ∆
[n]
F −Sets→ CDGAF, K 7→ A(K)•,
with A(K)q = A˜PL,q(K).
The second main ingredient of Sullivan’s theory is the notion of minimal model. Here,
we define Sullivan minimal perverse models and prove their existence (with some connec-
tivity conditions, as in the classical case) and unicity, up to isomorphism. Some of our
results are established in the general case of loose perversities but the construction of the
perverse minimal model relies strongly on the structure of the lattice of GM-perversities.
This was first observed by Stienne ([47]) who determined the properties of the predecessors
of a GM-perversity and a part of the construction of our perverse minimal model is inspired
from his work. If X is a PL-pseudomanifold whose regular part is connected, we establish
the topological invariance of its Sullivan minimal perverse model.
Finally, this rational setting gives a notion of formality and we say that a connected
filtered face set, K, is intersection-formal if there is an isomorphism between the Sulli-
van minimal perverse models of A(K)• and H•(A(K)). The analogue of triple Massey
products is also introduced and their relationship with intersection-formality is detailed.
We continue with a series of examples as the cone on a manifold which furnishes a formal
pseudomanifold which is not intersection-formal. We present also (non cofibrant) models
of pseudomanifolds with isolated singularities. As an illustration of this construction, we
prove that Thom spaces of vector bundles on a formal space, projective cones of a smooth
projective variety, the Calabi Yau quintic, and more generally, any nodal hypersurface in
CP(4), are intersection-formal.
Outline of the paper
We supply the necessary definitions and properties of intersection homology along the
text but, for a more complete background, the reader can consult the original papers or
one of the books that have appeared in the last years as, for instance, [4], [33], [27], [2],
[1], [19] or the historical development presented in [34].
The topological setting is concentrated in the Appendix, with a recall of the intersection
homology complex Kp∗ (X), and the presentation of a new complex, C
p
∗ (X), for any filtered
space, X, and any loose perversity, p. Several properties of Cp∗ (X) are established:
• Proposition A.14: The homology theory associated to Cp∗ (X) owns a Mayer-
Vietoris exact sequence, for any loose perversity p.
• Theorem F, page 96: For any loose perversity p, a stratified map (see Defini-
tion A.18) f : X → Y , induces a chain map f∗ : Cp∗ (X)→ Cp∗ (Y ).
• Theorem G, page 101: A CS set (see Definition A.26) is a stratified space.
• Proposition A.29: In the case of a pseudomanifold (see Definition A.27), the com-
plex Cp∗ (X) gives the same intersection homology than the Goresky and MacPher-
son original one.
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Theorem F is a key point in the proof of the topological invariance of the minimal model,
stated in Section 2.4.
The description of a simplicial setting for the study of intersection cohomology is done
in Chapter 1. Various cohomologies are defined on a filtered face set, K, from the
blow-up of universal sytems on euclidean simplices, as, for instance, the cochains and the
forms, C˜∗(K;R) and A˜PL,q(K), introduced above. Theorem A (Page 14) gives a sufficient
condition for having an isomorphism between two such theories and Theorem B (Page 28)
proves the existence of an isomorphism between GM and TW cohomologies, with coefficient
in a field, for appropriate GM-perversities.
In Section 1.5, we determine particular cases and examples. In the case p ≡ ∞, the
intersection cohomology is the cohomology of the regular part, K [0], which consists of
simplices ∆j0 ∗ · · · ∗∆jn such that ∆ji = ∅ if i ≤ n−1. Also, the 0-intersection cohomology
is the cohomology of the face set associated to K, when K is a normal filtered face set (see
Definition 1.55). As it is done in [25] for pseudomanifolds, we prove that any filtered face
set, K, admits a unique normalization, N(K), which has the same intersection cohomology
than K, see Proposition 1.60. Examples of cone and suspension of a face set are also
detailed. In Section 1.6, we supply a cylinder object, define the product of a filtered face
set with a face set and a notion of homotopy between filtered face maps.
In Chapter 2, we develop our rational homotopy project. (The reader can consult [48],
[37], [13], [14], [29] or [49] for a presentation of algebraic models for the rational homotopy
type.) The ring of coefficients is the rational field Q in all this chapter.
Section 2.1 is mainly a brief recall of Hovey’s work ([31]), augmented with the definition
and unicity of the perverse minimal model. In Section 2.2, we focus on the properties of
particular perverse CDGA’s, called balanced and based on an explicit description of the
predecessors of a GM-perversity. The main examples of balanced perverse CDGA’s are the
blow-ups, F˜ (K), and their cohomology, H•(K;F ), for any filtered face set, K, and any
universal system of CDGA’s, F . In Theorem C (Page 56) of Section 2.3, we prove that any
balanced, cohomologically connected, perverse CDGA admits a Sullivan minimal perverse
model.
In Section 2.4, we consider a first series of geometric properties of the perverse minimal
model of a filtered face set, K, which, by definition, is the Sullivan minimal perverse model
of A(K)•. If K is connected and normal, the CDGA of elements of perverse degree 0 in
the minimal model of A(K)• is the minimal model of the face set associated to K. We
prove also that the two perverse algebras of cohomology, built from the PL-forms on one
side and from the Thom-Whitney cochains on the other side, are isomorphic. Moreover,
if X is a PL-pseudomanifold whose regular part is connected, we establish the topological
invariance of its minimal model, see Theorem D, page 62. This uses the existence of an
intrinsic filtration, due to Sullivan, and detailed in [32], see also [19].
Chapter 3 is a presentation of intersection-formality with examples, and the ring of
coefficients is the rational field Q in all this chapter. Section 3.1 contains the definition of
intersection-formality, its link with some Massey products and the examples of cone and
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suspension of a connected face set. In Section 3.2, we present an ad hoc perverse model for
pseudomanifolds with isolated singularities. This model is applied to the study of Thom
spaces in Section 3.3, where an explicit perverse model of Thom spaces is provided. We
use it to establish the intersection-formality of the singular quadrics, see Proposition 3.13,
page 75.
Section 3.4 is concerned with the intersection-formality of the nodal hypersurfaces in
CP (4), see Theorem E, page 76. Let V be a nodal hypersurface, V reg its regular component,
V a small resolution of V and W a second resolution obtained from V by a succession of
blow-ups of CP (1)’s. As the regular part, V reg, is a complement of a divisor in W , we may
use a model of J. Morgan ([35]) for having a model of V reg. The next step in the proof of
Theorem E is the construction of a model of V using the results of Section 3.2. Finally, an
explicit computation shows the intersection-formality of V .
In all this text, for a graded perverse object, a, we denote by |a| its degree and by ‖a‖ its
perverse degree. A chain map is called a quasi-isomorphism (or a weak equivalence) if it
induces an isomorphism in homology.
We would like to thank Greg Friedman for reading a previous version of this work and
making valuable suggestions which have contributed to improve the writing.
CHAPTER 1
Simplicial blow-up
1.1. Filtered face sets
Singular homology and cohomology of a topological space, X, can be ob-
tained simplicially, thanks to the simplicial set of continuous simplices.
In the case of a filtered space, there is a notion of filtered simplices (Def-
inition A.3) whose set, denoted by ISingF∗ (X), generates a chain com-
plex (Definition A.10) giving the intersection homology of a pseudoman-
ifold (Proposition A.29). In this section, we abstract the properties of
ISingF∗ (X) in the concept of filtered face set, giving a simplicial setting
to intersection homology and cohomology. We present also the simpli-
cial notions of link and expanded link which are crucial in the proofs of
Sections 1.2, 1.3 and 1.4.
Let us recall the basics on face sets, introduced by Rourke and Sanderson ([41]). For
any integer n, we set [n] = {0, 1, . . . , n}. Denote by ∆ the category whose morphisms are
the injective order-preserving maps f : [n] → [m]. A morphism of ∆ is a composition of
face operators δi : [n]→ [n+ 1] defined by
δi(j) =
{
j if j < i,
j + 1 if j ≥ i,
which satisfy δjδi = δiδj−1, if i < j.
Definition 1.1. A face set is a contravariant functor, K, from ∆ to the category of
sets, [n] 7→ Kn. An element σ ∈ Kn is called a simplex of dimension n, that we denote
|σ| = n. The n-skeleton of K is K(n) = ∪p≤nKp. The images by K of face operators are
maps ∂i : Kn+1 → Kn such that ∂i∂j = ∂j−1∂i, if i < j.
If K and K ′ are face sets, a face map, f : K → K ′, is a natural transformation between
the two functors K and K ′. We denote by ∆ − Sets the category of face maps between
face sets.
We emphasize that morphisms between face sets are called face maps and that we keep
the expression “face operators” for the maps ∂i or δi. For basic properties of face sets and
their relation with the more classical simplicial setting, we refer to the foundational paper
[41], observing that the homotopy theory of face sets is the same as the homotopy theory
of simplicial sets.
1
2 1. SIMPLICIAL BLOW-UP
Example 1.2. The face set ∆n is defined as follows: ∆np is the set of injective order-
preserving maps from [p] to [n]. It has only one simplex of dimension n, denoted by [∆n].
If K is a face set, there is a bijection between the set of elements σ ∈ Kn and the set of
face maps, σ : ∆n → K, defined by σ(f) = K(f)(σ). In the sequel, we do not make any
distinction between σ : ∆n → K and σ ∈ Kn.
Recall from [41], that the realization of a face set, K, is the CW-complex, ‖K‖, defined
by
‖K‖ =
∞⋃
n=0
(Kn ×∆n)/(∂ix, t) ∼ (x, δit),
where
• ∆n is the standard n-simplex of Rn+1, whose vertices v0, . . . , vn verify vi =
(t0, . . . , tn), tj = 0 if i 6= j and ti = 1,
• the map δi : ∆n−1 → ∆n is the linear application defined by δi(vj) = vδi(j).
For instance, the realization of the face set ∆ described in Example 1.2 is the standard
simplex ∆n and, in the sequel, we identify [n], ∆n and ∆n. The CW-complex ‖K‖ has
one n-cell for each σ ∈ Kn, of characteristic map σ˜ : ∆n → ‖K‖ defined by σ˜(t0, . . . , tn) =
[σ, (t0, . . . , tn)], where [−] denotes the equivalence classes in the realization ‖K‖.
We adapt now these objects to the context of intersection theory. First, we fix an
integer n which corresponds to the formal dimension of filtered spaces; that means, we fix
the number of elements in the filtration to n, see Remark 1.7 for the topological meaning
of this process.
Let ∆
[n]
F be the category whose
• objects are the join ∆ = ∆j0 ∗∆j1 ∗· · ·∗∆jn , where ∆ji is the simplex of dimension
ji, possibly empty, with the conventions ∆
−1 = ∅ and ∅ ∗X = X,
• maps are the σ : ∆ = ∆j0 ∗∆j1 ∗ · · · ∗∆jn → ∆′ = ∆k0 ∗∆k1 ∗ · · · ∗∆kn , of the
shape σ = ∗ni=0σi, with σi : ∆ji → ∆ki an injective order-preserving map for each i
or the map ∅ → ∆ki .
For all 0 ≤ i ≤ n, any face operator, δ` : ∆ji → ∆ji+1 ∈∆, gives rise to a face operator
in ∆
[n]
F , obtained from the join with the identity map, and still denoted δ` : ∆
j0 ∗ · · · ∗∆ji ∗
· · · ∗∆jn → ∆j0 ∗ · · · ∗∆ji+1 ∗ · · · ∗∆jn .
The category ∆
[n],+
F is the full subcategory of ∆
[n]
F whose objects are the ∆
j0 ∗ ∆j1 ∗
· · · ∗∆jn with ∆jn 6= ∅, i.e., jn ≥ 0.
Definition 1.3. A filtered face set is a contravariant functor, K, from the category ∆
[n]
F
to the category of sets, i.e., (j0, . . . , jn) 7→ Kj0,...,jn . Any face operator, δ` : ∆ji → ∆ji+1,
induces a face operator, defined by ∂` : Kj0,...,ji+1,...,jn → Kj0,...,ji,...,jn , ∂`(σ) = σ ◦ δ`.
The restriction of a filtered face set, K, to ∆
[n],+
F is denoted K+. Morphisms between
filtered face sets are natural transformations; we call them filtered face maps.
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Face sets are filtered face sets whose simplices, σ : ∆j0 ∗ · · · ∗∆jn → K, are such that
ji = −1 for all i < n.
Definition 1.4. The perverse degree of a simplex, σ : ∆j0 ∗∆j1 ∗ · · · ∗∆jn → K, of a
filtered face set, K, is the (n+ 1)-uple,
‖σ‖ = (‖σ‖0, . . . , ‖σ‖n),
where ‖σ‖` = dim(∆j0 ∗ · · · ∗∆jn−`) if ∆j0 ∗ · · · ∗∆jn−` 6= ∅ and ‖σ‖` = −∞ otherwise.
Observe that any filtered face map preserves the perverse degree. The next example is
the main motivation for the introduction of filtered face sets.
Example 1.5. In Section A.1, for any filtered space, X0 ⊂ X1 ⊂ · · · ⊂ Xn = X,
we define a filtered singular simplex as a continuous map, σ : ∆m → X, such that each
σ−1Xi is a face of ∆m or is the empty set. Such a map induces a decomposition ∆m =
∆j0 ∗ · · · ∗ ∆jn → X, with σ−1Xi = ∆j0 ∗ ∆j1 ∗ · · · ∗ ∆ji . (Example A.6 provides an
illustration of this situation.) All together, these filtered singular simplices define a filtered
face set, ISingF∗ (X), by
ISingF∗ (X)j0,...,jn = {σ : ∆j0 ∗ · · · ∗∆jn → X, σ continuous and filtered}.
Moreover, any stratum preserving stratified map, X → Y , induces a filtered face map,
ISingF∗ (X)→ ISingF∗ (Y ), see Theorem F and Corollary A.25.
Example 1.6. The second barycentric decomposition of a triangulated pseudomanifold
gives rise also to a filtered face set, see [9, Proposition 1.1.4].
Remark 1.7. Imposing a common formal dimension, n, to filtered face sets, is not
a restriction for the study of intersection homology. Observe, from Definition A.7, that
the admissibility of a simplex of a filtered space, X, depends only on the codimension in
X. Therefore, as noticed by G. Friedman in [16], one can add a fixed integer to each
index of the filtration of a space without modifying its intersection homology. A practical
consequence is that we can always suppose that the spaces we are considering have the
same formal dimension without loosing generality.
The restriction to the subcategory ∆
[n],+
F is due to the fact that we do not consider
simplices entirely included in the singular part, see Remark 1.53. One may observe also
(see Definition 1.33) that the blow-ups are not defined if ∆jn = ∅.
In [48, Theorem 7.1], D. Sullivan gives a short proof of de Rham’s theorem for PL-
forms, based on the fact that the CDGA of forms on the relative skeleton (X(p), X(p−1))
“breaks into a product over p cells”. For the filtered face sets, we need the analogue of
the previous relative skeleton, satisfying a breaking decomposition, as PL-forms do in the
case of a simplicial set. Proposition 1.19 reaches this objective and we introduce first
the necessary tools, as the filtered notions of skeleta and links. They coincide with usual
notions when n = 0. At the end of this section, we detail Example 1.20 which illustrates
these definitions and may help to their understanding.
4 1. SIMPLICIAL BLOW-UP
For face sets, a skeleton is characterized by an integer, the dimension of simplices. Here,
for the filtered face sets, we need two integers. One is still the dimension of simplices and
the other one, called the depth, refers to the decomposition of the domain.
Definition 1.8. The depth of the simplex σ : ∆j0 ∗ · · · ∗∆jn → K is the integer v(σ) ∈
{0, . . . , n} defined by
v(σ) = n−min {a | ∆ja 6= ∅},
i.e., v(σ) = n− k if, and only if, jk ≥ 0 and ji = −1 if i < k. The depth v(K) of a filtered
face set, K, is the maximum of the depth of its simplices.
Definition 1.9. Let r ≥ 0 and k ≥ 0. The filtered skeleta of a filtered face set, K, are
the filtered face sets, K [r],k, defined by
K [r],k = {σ ∈ K | v(σ) < r or (v(σ) = r and jn−v(σ) ≤ k)},
i.e., σ : ∆j0 ∗ · · · ∗∆jn → K [r],k if, and only if, jn−r ≤ k and ji = −1 if i < n − r. We set
K [r] = ∪k≥0K [r],k and, by convention, K [r],−1 = K [r−1], if r > 0, and K [0],−1 = ∅. The
regular part of K is the face set K [0].
Definition 1.10. A filtered face set, K, is connected if its regular part, K [0], is a
connected face set.
Recall that K [0] is said connected if, for any couple (v, v′) of vertices, there exists a
finite chain of 1-simplices, (σ0, . . . , σk), such that ∂1σi = ∂0σi+1, for all 0 ≤ i < k, ∂0σ0 = v
and ∂1σk = v
′.
With Definition A.9, we observe that the filtered face set, ISingF∗ (X), associated to a
connected filtered space, X, is connected.
Let K be a filtered face set. For any σ : ∆ = ∆j0 ∗ · · · ∗∆jn → K [r]\K [r−1], we denote
by
• R1(σ) the restriction of σ to ∆jn−r ,
• R2(σ) the restriction of σ to ∆jn−r+1 ∗ · · · ∗∆jn .
Observe that R2 can be written as a composite of face operators and that the domain of
R2(σ) can be empty. We denote by J(K, [r], k) the set of R1(σ), when σ ∈ K [r],k\K [r],k−1.
If σ ∈ K [r],k\K [r],k−1, then R1(σ) ∈ K [r],k\K [r],k−1 and R1(R1(σ)) = R1(σ). Therefore,
we may write,
J(K, [r], k) = {σ ∈ K [r],k\K [r],k−1 | R1(σ) = σ}.
We set ξ C σ if ξ is a face (of any codimension) of a simplex σ.
Definition 1.11. Let K be a filtered face set and τ ∈ J(K, [r], k).
(a) The star of τ in K is the filtered face subset, K(τ), of K defined by
K(τ) = {ξ ∈ K | ∃σ ∈ K with R1(σ) = τ and ξ C σ}.
(b) The link of τ in K is the filtered face subset, L(K, τ), of K defined by
L(K, τ) = {ξ ∈ K | ∃σ ∈ K with R1(σ) = τ and ξ C R2(σ)}.
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The filtered face set K(τ) is never empty and the link L(K, τ) can be empty. We
observe also that
(1) K [r],k = K [r],k−1 ∪τ∈J(K,[r],k) K(τ).
Let τ ∈ J(K, [r], k), r ≥ 0 and k ≥ 1. As K(τ) is a filtered face set, the filtered face
set K(τ)(∂iτ) is already defined for any face operator ∂i : ∆
k → ∆k−1, i.e.,
K(τ)(∂iτ) = {ξ ∈ K(τ) | ∃σ ∈ K(τ) with R1(σ) = ∂iτ and ξ C σ}.
The fact that ξ ∈ K(τ) can be detailed as: ξ ∈ K with the existence of γ ∈ K such
that R1(γ) = τ and ξ C γ. If, moreover, ξ ∈ K(τ)(∂iτ), there exists also σ ∈ K(τ) with
R1(σ) = ∂iτ and ξ C σ, from which we deduce ξ C ∂iγ. Thus, we can write,
K(τ)(∂iτ) = {ξ ∈ K | ∃γ ∈ K with R1(γ) = τ and ξ C ∂iγ},
since R1(γ) = τ implies R1(∂iγ) = ∂iτ .
Definition 1.12. Let K be a filtered face set, r ≥ 0, k ≥ 1 and τ ∈ J(K, [r], k). We
define a filtered face set K(τ, ∂τ) by
K(τ, ∂τ) = ∪ki=0K(τ)(∂iτ).
Observe that K(τ) = K(τ)[r],k and K(τ, ∂τ) = K(τ, ∂τ)[r],k−1. The next result is the
determination of the intersection of the two filtered face sets in the right-hand side of
equation (1).
Proposition 1.13. If K is a filtered face set, r ≥ 1, k ≥ 0 and τ ∈ J(K [r],k), we have
K [r],k−1 ∩K(τ) =
{
K(τ, ∂τ), if k ≥ 1,
L(K, τ), if k = 0.
In the sequel, we abuse the notation by using L(K, τ) = K(τ, ∂τ) when k = |τ | = 0.
Proof. Suppose first k ≥ 1. An element ξ ∈ K [r],k−1 ∩K(τ) is a face of a σ ∈ K(τ)
with R1(σ) = τ and we have two possibilities:
• v(ξ) = r and jn−r ≤ k − 1. In this case, R1(ξ) is a proper face of τ . Let τ ′ = ∂iτ
such that R1(ξ) ⊂ ∂iτ and set σ′ = ∂iσ. Then we have R1(σ′) = τ ′, σ′ ∈ K(τ)
and ξ is a face of σ′. This implies ξ ∈ K(τ, ∂τ).
• or v(ξ) ≤ r − 1. In this case, ξ is a face of R2(σ). Set τ ′ = ∂iτ and σ′ = ∂iσ for a
face operator ∂i. Then, we have σ
′ ∈ K(τ), R1(σ′) = τ ′ and R2(σ) is a face of σ′.
Thus ξ is also a face of σ′ and we conclude ξ ∈ K(τ, ∂τ).
The reverse inclusion comes directly from K(τ, ∂τ) = K(τ, ∂τ)[r],k−1. The case k = 0
is proved in a similar way, by using L(K, τ) = L(K, τ)[r−1]. 
This result can also be stated as follows.
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Corollary 1.14. Let K be a filtered face set, r ≥ 1, k ≥ 0. Then we have a push-out,
unionsqτ∈J(K[r],k)K(τ, ∂τ) //

unionsqτ∈J(K[r],k)K(τ)

K [r],k−1 // K [r],k.
The expanded link, defined below, allows “the break” of (K [r],k,K [r],k−1) in Proposi-
tion 1.19.
Definition 1.15. Let K be a filtered face set, r ≥ 1, k ≥ 0 and τ ∈ J(K, [r], k). The
expanded link of τ in K is the filtered face set Lexp(K, τ) defined by
Lexp(K, τ) = {(R2σ, σ) | σ ∈ K,R1(σ) = τ and σ 6= τ} ,
with face operators,
∂i(R2(σ), σ) = (∂iR2(σ), ∂i+1+kσ) = (R2(∂i+1+kσ), ∂i+1+kσ),
for all i ∈ {0, . . . ,dim(R2(σ), σ) = dimR2(σ)}, and perverse degrees,
‖(R2(σ), σ)‖` = ‖R2(σ)‖`,
for all ` ∈ {0, . . . , n}.
First, we note that the previous definition of ∂i implies that the expanded link is
stable with face operators and thus is a well defined filtered face set. By definition, a
simplex (α, σ) ∈ Lexp(K, τ) if, and only if, R1(σ) = τ and R2(σ) = α. The difference
between the link and the expanded link lies in the fact that two distinct simplices, σ and
σ′, of K(τ), verifying R2(σ) = R2(σ′), give the same element in L(K, τ) and two distinct
elements in Lexp(K, τ). In the expanded link, we keep track of σ and σ′ as parameters.
Also, the condition σ 6= τ means R2(σ) 6= ∅, for any (α, σ) ∈ Lexp(K, τ). Example 1.20
illustrates the difference between the two links. Observe also that, by definition, we have
Lexp(K, τ) = Lexp(K, τ)[r−1].
Definition 1.16. A morphism of pairs of filtered face sets, f : (K1, L1) → (K2, L2),
is a filtered face map, f : K1 → K2, such that f(L1) ⊂ L2. A relative isomorphism,
f : (K1, L1)→ (K2, L2), is a morphism of pairs of filtered face sets, such that the restriction
of f to the complementary subsets is a bijection respecting the perverse degree, f : K1\L1 ∼=
K2\L2.
Example 1.17. From Proposition 1.13, we deduce that the map
(unionsqτ∈J(K,[r],k)K(τ),unionsqτ∈J(K,[r],k)K(τ, ∂τ))→ (K [r],k,K [r],k−1)
is a relative isomorphism.
Example 1.18. Let K be a filtered face set of depth v(K) ≤ r− 1 with r ∈ {1, . . . , n}.
Let k ∈ N. We denote by ∆k∗K the filtered face set, of depth r, generated by the simplices,
∆k ∗∆jn−r+1 ∗ · · · ∗∆jn id∗σ //∆k ∗K,
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with σ ∈ K. Set jn−r = k. The simplices of this filtered face set ∆k ∗K are of three types:
∂I∆
k, (∂I∆
k)∗σ with I $ {0, . . . , k}, and those of K. The perverse degree of the simplices
of K is keeping unchanged. For the other ones, we set:
• ‖∂I∆k‖r′ =
{ −∞ if r < r′,
k − |I| if r ≥ r′,
• ‖∂I∆k ∗ σ‖r′ =

−∞ if r < r′,
k − |I| if r′ = r,
or (r > r′ and ‖σ‖r′ = −∞),
k − |I|+ ‖σ‖r′ + 1 if r > r′ and ‖σ‖r′ 6= −∞.
If L is a subcomplex of ∆k, we define similarly a filtered face set L ∗K, called the join
of L and K, as, for instance, ∂∆k ∗K. There exists certainly a notion of join of two filtered
face sets (see [21]) but we do not need it.
Proposition 1.19. Let K be a filtered face set, r ≥ 1, k ≥ 0 and τ ∈ J(K, [r], k).
There exists a relative isomorphism,
f : (∆k ∗ Lexp(K, τ), ∂∆k ∗ Lexp(K, τ))→ (K(τ),K(τ, ∂τ)),
preserving the perverse degree.
Proof. Let (α, σ) ∈ Lexp(K, τ) and I $ {0, . . . , k}. The application f is defined by
f(∂I∆
k) = ∂Iτ, f(α, σ) = α and f(∂I∆
k ∗ (α, σ)) = ∂Iσ.
By construction, we have f(∂∆k ∗ Lexp(K, τ)) = K(τ, ∂τ). Decompose ∂I∆k ∗ (α, σ) in
∆j0 ∗ · · · ∗∆jn . If r < r′, then the product ∆j0 ∗ · · · ∗∆jn−r′ is empty and we have ‖∂I∆k ∗
(α, σ)‖r′ = −∞. As τ ∈ J(K, [r], k) and R1(σ) = τ , we know that ‖∂I∆k∗(α, σ)‖r′ = k−|I|,
if r′ = r or (r > r′ and ‖α‖r′ = −∞). Finally, in perverse degree r′, r′ < r and ‖α‖r′ 6= −∞,
we have to take in account α = R2(σ), and we get ‖∂I∆k ∗(α, σ)‖r = k−|I|+‖α‖r′+1, the
element +1 coming from the fact that a join β1 ∗β2 has for dimension dimβ1 + dimβ2 + 1.
From these observations, the definition of f and Example 1.18, we may check first that f
keeps the perverse degree.
‖f(∂I∆k ∗ (α, σ))‖r′ = ‖∂Iσ‖r′ = −∞ = ‖∂I∆k ∗ (α, σ)‖r′ , if r < r′,
‖f(∂I∆k ∗ (α, σ))‖r′ = ‖∂Iσ‖r′ = k − |I| = ‖∂I∆k ∗ (α, σ)‖r′ ,
if r′ = r or (r > r′ and ‖α‖r′ = −∞),
‖f(∂I∆k ∗ (α, σ))‖r′ = ‖∂Iσ‖r′ = k − |I|+ ‖α‖r′ + 1 = ‖∂I∆k ∗ (α, σ)‖r′ ,
if r > r′ and ‖α‖r′ 6= −∞.
A similar computation is done for the other cases. We leave also to the reader the verifi-
cations of the compatibility with face operators.
We study now the restriction to the complementary subsets. Let γ ∈ K(τ)\K(τ, ∂τ).
By definition, we have R1(γ) = τ . If R2(γ) = ∅, then γ = τ = f(∆k). If R2(γ) 6= ∅,
then γ = f(∆k ∗ (R2(γ), γ)). This gives the surjectivity and the injectivity is obvious from
inspection of the definition of f . 
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Example 1.20. We determine K [r],k and the links for the face set, K, defined by the
following picture
•
•
•
•
•
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and K(−1,0) = {a, b′′}, K(−1,1) = {β′},
K(0,−1) = {b, b′}, K(0,0) = {α, α′, α′′, α′′′, β}, K(0,1) = {F ′′},
K(1,−1) = {τ}, K(1,0) = {F, F ′}.
Denoting by 〈−〉 the face set generated by −, we have:
K [0],0 = K(−1,0) = 〈a, b′′〉, K [0],1 = K [0],0 ∪K(−1,1) = 〈β′〉,
K [1],0 = K [0],1 ∪K(0,−1) ∪K(0,0) ∪K(0,1) = 〈α, α′′, α′′′, F ′′〉,
K [1],1 = K [1],0 ∪K(1,−1) ∪K(1,0) = K,
K(τ) = 〈F, F ′〉, K(τ, ∂τ) = 〈α, α′, α′′, α′′′〉, K(b) = 〈α, α′′〉,
J(K, [0], 0) = {a, b′′}, J(K, [0], 1) = {β′}, J(K, [1], 0) = {b, b′}, J(K, [1], 1) = {τ}, L(K, τ) =
〈a〉, Lexp(K, τ) = 〈(a, F ), (a, F ′)〉.
1.2. Perverse local systems on filtered face sets
We define perverse local systems of coefficients, M, over a filtered face
set K and the intersection cohomology of K with coefficients in M, for
a loose perversity q. The blow-up F˜ of certain local systems over face
sets, F , are examples of this situation. We detail the particular case of
universal systems, as cochains and Sullivan forms (over Q). The main
result (Theorem A) gives sufficient conditions on the local systems, F and
G, for having an isomorphism between the intersection cohomologies of
a filtered face set, K, with coefficients in the blow-ups F˜ and G˜.
In this section, all cochain complexes are over a commutative ring R.
The particular case R = Q is explicitly quoted if necessary.
We introduce the notion of perversity which is the fundamental tool of intersection
theory. We follow the convention of [32].
Definition 1.21. A loose perversity is a map q : N→ Z, i 7→ q(i), such that q(0) = 0.
A loose perversity is positive if q(i) ≥ 0, for any i ∈ N.
A perversity is a loose perversity such that q(i) ≤ q(i + 1) ≤ q(i) + 1, for all i ≥ 1.
A Goresky-MacPherson perversity (or GM-perversity) is a perversity such that q(1) =
q(2) = 0.
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If q1 and q2 are two loose perversities, we set q1 ≤ q2 if we have q1(i) ≤ q2(i), for all
i ∈ N. The lattice of GM-perversities, denoted Pn, admits a maximal element, t, called the
top perversity and defined by t(i) = i− 2, if i ≥ 2.
To these perversities, we add an element, ∞, which is the constant map on ∞. We
call it the infinite perversity despite the fact that it is not a perversity in the sense of the
previous definition.
Homology and cohomology theories on a face set, K, can be expressed with local
systems, see [29] for instance in the simplicial case. We adapt these local systems to the
filtered situation as follows.
Definition 1.22. A strict perverse cochain complex is a cochain complex, (C, d), in
which each element, ω, has a perverse degree,
‖ω‖ = (‖ω‖1, . . . , ‖ω‖n),
with ‖ω‖i ∈ N∪ {−∞,∞}, such that ‖ω+ ω′‖i ≤ max(‖ω‖i, ‖ω′‖i), for any i ∈ {1, . . . , n}.
If q is a loose perversity, a cochain ω ∈ C is q-admissible if ‖ω‖i ≤ q(i), for any
i ∈ {1, . . . , n}. A cochain ω ∈ C is of intersection for q (or of q-intersection) if ω and dω
are q-admissible. We denote by
Cq = {ω ∈ C | ‖ω‖i ≤ q(i) and ‖dω‖i ≤ q(i) for any i ∈ {1, . . . , n}},
the complex of q-intersection cochains and by Hq(C) its homology.
A morphism of strict perverse cochain complexes, f : (C, d) → (C ′, d), is a morphism
of cochain complexes which decreases the perverse degree, i.e., ‖f(ω)‖ ≤ ‖ω‖, for any ω.
A strict perverse differential graded algebra (henceforth strict perverse DGA) is a strict
perverse cochain complex and a DGA such that ‖ω · ω′‖i ≤ ‖ω‖i + ‖ω′‖i, for any i ∈
{1, . . . , n}. A morphism of strict perverse cochain complexes, compatible with the products,
is called a morphism of strict perverse DGA’s.
Definition 1.23. A strict perverse local system of cochains over a filtered face set,
K, is a family of strict perverse cochain complexes, Mσ, indexed by the simplices σ of
K+, and a family of cochain maps, ∂˜i : Mσ → M∂iσ, decreasing the perverse degree (i.e.,
‖∂˜iω‖j ≤ ‖ω‖j , for any j ∈ {1, . . . , n}) and such that ∂˜i∂˜j = ∂˜j−1∂˜i, if i < j and ∂i∂j
corresponds to δjδi ∈∆[n],+F .
The space of global sections of M over K is the strict perverse cochain complex M(K)
defined as follows: an element ω ∈ Mj(K) is a function which assigns to each simplex
σ ∈ K+ an element ωσ ∈ Mjσ such that ω∂iσ = ∂˜i(ωσ) for all σ and all face operators
δi ∈ ∆[n],+F . The perverse degree of ω ∈ M(K) is the supremum (possibly infinite) of the
perverse degrees of the ωσ, for all σ ∈ K+, i.e., ‖ω‖ = (supσ ‖ωσ‖1, . . . , supσ ‖ωσ‖n). The
laws and differential on M(K) are defined by (λω + µω′)σ = λωσ + µω′σ, (dω)σ = dωσ.
If M is a local system of strict perverse DGA’s, the space of global sections is a strict
perverse DGA, with the law (ω · ω′)σ = ωσ · ω′σ.
Definition 1.24. Let q be a loose perversity and M be a strict perverse local system
of cochains over a filtered face set K. We denote by Mq(K) the complex of global sections
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which are of intersection for q and by H∗q (K;M) its homology, called the intersection
cohomology of K with coefficients in M, for the loose perversity q.
In the case of a filtered face set of formal dimension 0 (i.e., n = 0) the strict perverse
local systems are the usual local systems of [29].
Let M be a strict perverse local system on a filtered face set K. Observe that any
filtered face map, f : L→ K, induces a strict perverse local system, f∗M, on L, defined by
(f∗M)σ = Mf◦σ.
Therefore, a strict perverse local system, M, on K induces a strict perverse local system
on any filtered face subset of K; we still denote by M these induced systems.
Definition 1.25. A universal system (of cochains) is a contravariant functor F from
the category ∆ to the category of cochain complexes, free as R-modules. If F takes its
values in the category of DGA’s, free as R-modules, we say that F is a universal system of
DGA’s.
A universal system of cochains defines a local system of cochains on any face set, K, by
setting Fσ = F (∆
|σ|) and ∂˜i = F (δi) : Fσ → F∂iσ. The cochain complex of global sections
is denoted F (K). If f : L → K is a filtered face map, then f∗F = F and we obtain a
morphism of cochain complexes, F (f) : F (K)→ F (L).
The PL-forms of Sullivan and the cochains are examples of universal systems of DGA’s.
We recall their construction.
Example 1.26 (Cochain algebra). Let R be a commutative ring. We define a universal
system of DGA’s from the simplicial cochain complex, by setting Cr([n]) = Cr(∆n;R). If
K is a face set, the associated DGA of global sections, C∗(K;R), is defined by:
• Cj(K;R), is the free R-module of all set maps f : Kj → R,
• the differential δ is given by
(δf)(σ) =
j+1∑
i=0
(−1)if(∂iσ), f ∈ Cj(K;R), σ ∈ Kj+1,
• the product of f ∈ Cj(K;R) and g ∈ Ck(K;R) is defined by
(f · g)(σ) = f(∂Fj σ) g(∂Bk σ), σ ∈ Kj+k,
where ∂Fj : Kj+k → Kj and ∂Bk : Kj+k → Kk are given by ∂Fj σ = (∂j+1 ◦ · · · ◦
∂j+k)σ and ∂
B
k σ = (∂0 ◦ · · · ◦ ∂0)σ.
Example 1.27 (Sullivan’s polynomial forms). Let R = Q. We define a universal system
of CDGA’s by setting
APL([n]) = ∧(t0, . . . , tn, dt0, . . . , dtn)/(t0 + · · ·+ tn = 1, dt0 + · · ·+ dtn = 0),
with |ti| = 0 and |dti| = 1. Geometrically, the elements of APL([n]) are the polyno-
mial differential forms, with rational coefficients, on the simplex ∆n. The face operator,
δi : [n] → [n + 1], induces APL(δi) : APL([n + 1]) → APL([n]), defined by: APL(δi)(tk) is
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equal to tk if k < i, 0 if k = i and tk−1 if k > i. The associated CDGA of global sections
on a face set, K, is denoted APL(K).
We mention the existence of local systems which are not universal. For instance, if
f : E → K is a Kan fibration between face sets, for any σ : ∆ → K, we denote by Eσ the
pullback of f along σ. The association σ 7→ APL(Eσ) is a local system over K which is
the key tool in [29] and [23]. These more general local systems are not considered here.
We introduce now the fundamental notion of blow-up of a universal system, based on
the blow-up of a simplex which first appears in [7], see also [44].
Definition 1.28. The blow-up of a filtered simplex, ∆ = ∆j0 ∗ · · · ∗∆jn , with jn ≥ 0,
is the map,
µ : ∆˜ = c∆j0 × · · · × c∆jn−1 ×∆jn → ∆ = ∆j0 ∗ · · · ∗∆jn ,
defined by
µ([y0, s0], . . . , [yn−1, sn−1], yn) = s0y0 + (1− s0)s1y1 + · · ·
+(1− s0) · · · (1− sn−2)sn−1yn−1
+(1− s0) · · · (1− sn−2)(1− sn−1)yn,
where c∆k = ∆k × [0, 1]/∆k × {0} is the cone on ∆k, [yi, si] ∈ c∆ji and yn ∈ ∆jn .
The prism ∆˜ is sometimes also called the blow-up of ∆ = ∆j0 ∗ · · · ∗ ∆jn . The map
µ induces a diffeomorphism between the interior of the blow-up ∆˜ and the interior of the
simplex ∆. In the previous representation of the elements of ∆˜, the face ∆ji × {1} of the
simplex c∆ji corresponds to si = 1.
Remark 1.29. The blow-up map, µ, can also be defined as follows. We express a point
of c∆ji by (xi, ti), with xi = (xi,0, . . . , xi,ji) ∈ Rji+1, ti ∈ R, ti +
∑ji
k=0 xi,k = 1, and set
µ((x0, t0), . . . , (xn−1, tn−1), xn) = x0 + t0x1 + t0t1x2 + · · ·+ t0 · · · tn−1xn.
In this context, the face ∆ji × {1} of the simplex c∆ji corresponds to the set of elements
satisfying the equation ti = 0 and the cone point corresponds to (0, 1). In the case ∆
ji = ∅
with i < n, we have c∆ji = {(0, 1)}.
Example 1.30. We draw two explicit examples of the blow-up of a simplex.
∆j0
∆ = ∆j0 ∗∆j1 has for blow-up ∆˜ = c∆j0 ×∆j1
∆j1
(
∆j0 × {1})×∆j1
∆j1
c∆j0
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∆j0
∆j1
∆ = ∆j0 ∗∆j1 ∗∆j2 has for blow-up ∆˜ = c∆j0 × c∆j1 ×∆j2
∆j2
(
∆j0 × {1})× c∆j1 ×∆j2
c∆j0 × (∆j1 × {1})×∆j2
∆j2
c∆j0
c∆j1
The faces containing ∆ji × {1} as a factor, which play a fundamental role in the next
definition, have been shadowed in the previous drawings.
As already observed in [7] in the case of differential forms, any universal system of
cochains, F , gives rise to a strict perverse local system of cochains, F˜ , on any filtered face
set, K, defined as follows. For any simplex, σ : ∆j0 ∗ · · · ∗∆jn → K+, we set
F˜σ = F (c∆
j0)⊗ · · · ⊗ F (c∆jn−1)⊗ F (∆jn).
With a method similar to a construction of Brylinski ([8]), any ωσ ∈ F˜σ can be provided
with an extra degree, called the perverse degree, that we describe now. Let ` ∈ {1, . . . , n}
such that ∆jn−` 6= ∅, the restriction of ωσ,
ωσ,n−` ∈ F (c∆j0)⊗ · · · ⊗ F (∆jn−` × {1})⊗ · · · ⊗ F (c∆jn−1)⊗ F (∆jn),
can be written ωσ,n−` =
∑
k ω
′
σ,n−`(k)⊗ ω′′σ,n−`(k), with
• ω′σ,n−`(k) ∈ F (c∆j0)⊗ · · · ⊗ F (c∆jn−`−1)⊗ F (∆jn−` × {1}) and
• ω′′σ,n−`(k) ∈ F (c∆jn−`+1)⊗ · · · ⊗ F (∆jn).
Definition 1.31. If ωσ,n−` 6= 0, the `-perverse degree, ‖ωσ‖`, of ωσ is equal to
‖ωσ‖` = sup
k
{|ω′′σ,n−`(k)| such that ω′σ,n−`(k) 6= 0} ,
where |ω′′σ,n−`(k)| is the degree of ω′′σ,n−`(k), as an element of the graded module
F (c∆jn−`+1)⊗ · · · ⊗ F (∆jn). If ωσ,n−` = 0 or ∆jn−` = ∅, we set ‖ωσ‖` = −∞.
Observe now that any face operator, δi : ∆
j0 ∗ · · · ∗ ∆jn → ∆k0 ∗ · · · ∗ ∆kn ∈ ∆[n],+F ,
induces a chain map
δ∗i : F (c∆
k0)⊗ · · · ⊗ F (c∆kn−1)⊗ F (∆kn)→ F (c∆j0)⊗ · · · ⊗ F (c∆jn−1)⊗ F (∆jn),
which decreases the perverse degree. These chain maps are the operators, ∂˜i : Fσ → F∂iσ,
required in Definition 1.23 and we have proved that F˜ is a strict perverse local system of
cochains over K.
Observe that we have two notions of perverse degree, one for the simplices of a filtered
face set (Definition 1.4) and the previous one for global sections associated to a universal
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system. As they qualify different objects, they are different in essence but we will specify
the one in use when there is some possible ambiguity. They are also linked in some sense,
as we show now in the following remark.
Remark 1.32. Let σ : ∆j0 ∗ · · · ∗ ∆jn → K+. In the case of differential forms, the
`-perverse degree of ωσ is the degree along the fibers of ωσ,n−` relatively to the projection
(see [28, Page 122])
c∆j0 × · · · × (∆jn−` × {1})× · · · × c∆jn−1 ×∆jn → c∆j0 × · · · × (∆jn−` × {1}) .
Because of the dimension of the fiber, the perverse degree, ‖ωσ‖, of the form ωσ and the
perverse degree, ‖σ‖, of the simplex σ satisfy the inequality,
‖ωσ‖ ≤ (dimσ)− 1− ‖σ‖.
Definition 1.33. Let F be a universal system and K be a filtered face set. The strict
perverse local system, F˜ , described above, is called the blow-up of F over K.
Example 1.34. The algebra of Sullivan’s polynomial forms and the cochain algebra
of Examples 1.27 and 1.26 give the main examples of blow-ups used in this work, denoted
respectively by A˜PL and C˜
∗. The cochain complexes of q-intersection are denoted by
A˜PL,q and C˜
∗
q . The differential forms corresponding to q = 0 are the forms introduced by
A. Verona in [50].
Definition 1.35. Let R be a commutative ring and K be a filtered face set. The
complex C˜∗(K) over R is called the Thom-Whitney complex with coefficients in R. If
q is a loose perversity, the homology of C˜∗q (K) is denoted H
∗
TW,q(K;R), and called the
Thom-Whitney cohomology (henceforth TW-cohomology) of K with coefficients in R.
We compare it with the Goresky-MacPherson cohomology in Section 1.4.
Proposition 1.36. Let F be a universal system. Any filtered face map, f : L → K,
induces a cochain map, f∗ : F˜ (K)→ F˜ (L), defined by (f∗ω)σ = ωf(σ). Moreover, the map
f∗ decreases the perverse degree and induces a cochain map f∗ : F˜q(K) → F˜q(L), for any
loose perversity q. In the case of a universal system of DGA’s, the map f∗ : F˜ (K)→ F˜ (L)
is a morphism of strict perverse DGA’s.
Proof. Let ω ∈ F˜ (K) and σ ∈ L. Any map f which is compatible with face operators
satisfies
(f∗ω)∂iσ = ωf(∂iσ) = ω∂if(σ) = ∂˜iωf(σ) = ∂˜i(f
∗(ωσ)).
Thus f∗ω is an element of F˜ (L). The compatibility with the perverse degree (or the laws
of algebras) is direct. 
The next result is the key point in the existence of quasi-isomorphisms. It is based on
the following definitions introduced in [29].
Definition 1.37. A universal system, F , is extendable if the restriction map, F (∆n)→
F (∂∆n), is surjective, for any n ≥ 1.
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Definition 1.38. A universal system, F , is of differential coefficients if, for any
n and any i, the face operator δi : ∆
n−1 → ∆n induces an isomorphism H(F (∆n)) ∼=
H(F (∆n−1)).
Theorem A. Let R be a commutative ring and q be a loose perversity. Let (F,G)
be a pair of extendable universal systems of differential coefficients, with a natural trans-
formation, ψ : F → G, given by ψ∆i : F (∆i) → G(∆i). Then, there exists a morphism
Ψ: F˜q(K) → G˜q(K), defined as follows: if ω ∈ F˜ (K), σ : ∆j0 ∗ · · · ∗ ∆jn → K+ and
ωσ = ω0 ⊗ · · · ⊗ ωn ∈ F (c∆j0)⊗ · · · ⊗ F (c∆jn−1)⊗ F (∆jn), we set (Ψ(ω))σ = ψc∆j0 (ω0)⊗
· · ·⊗ψ∆jn (ωn). If ψ is also a natural transformation of DGA’s, then Ψ induces a morphism,
F˜ (K)→ G˜(K), of strict perverse DGA’s.
Moreover, if ψ∆0 induces an isomorphism, H
0(ψ∆0) : H
0(F (∆0)) ∼= H0(G(∆0)) ∼= R,
then the map, induced by Ψ in homology, is an isomorphism,
Ψ∗ : H∗q (K; F˜ )
∼=−→ H∗q (K; G˜).
If R = Q, S. Halperin proves ([29, Chapters 13 and 14]) that the two local systems of
Example 1.26 and Example 1.27 are extendable universal systems of differential coefficients.
Furthermore, the classical integration map,
∫
: APL(∆
n) → C∗(∆n), defines a morphism
between the blow-ups of Sullivan’s forms and the Thom-Whitney cochains,∫
: A˜PL(K)→ C˜∗(K).
In the case of face sets, Sullivan proves that this integration is a quasi-isomorphism, see
[48, Theorem 7.1]. This theorem of Sullivan and Theorem A imply the next result.
Corollary 1.39. Let R = Q, K be a filtered face set and q be a loose perversity. The
integration map
∫
: A˜PL,q(K)→ C˜∗q (K) induces an isomorphism in homology.
The compatibility with products, of the map induced by
∫
in cohomology, is detailed
in Proposition 2.33.
1.3. Proof of Theorem A
This section is devoted to the proof of Theorem A. For that, we introduce
the notion of filtered theory of cochains that will be used also for the
comparison between Goresky-MacPherson and Thom-Whitney cochains
in Section 1.4. All cochain complexes are over a commutative ring R.
Definition 1.40. A functor C∗ from the category of filtered face sets to the category
of cochain complexes, is a filtered theory of cochains if the following properties are satisfied.
(a) Extension axiom. For any filtered face set, K, any r ≥ 0 and any k ≥ 0, the
restriction map, C∗(K [r],k) → C∗(K [r],k−1), is surjective. The kernel is denoted by
C∗(K [r],k,K [r],k−1).
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(b) Relative isomorphism axiom. Each relative isomorphism (see Definition 1.16), of
the shape f : (K [r],k,K [r],k−1)→ (L[r],k, L[r],k−1), induces an isomorphism
C∗(K [r],k,K [r],k−1) ∼= C∗(L[r],k, L[r],k−1).
(c) Wedge axiom. Let (Ki)i be a family of filtered face sets such that the complementary
subsets, K
[r],k
i \K [r],k−1i , are disjoint. Then, there is an isomorphism
C∗(∪iK [r],ki ,∪iK [r],k−1i )) ∼=
∏
i
C∗(K [r],ki ,K
[r],k−1
i ).
(d) Filtered Dimension axiom. For any filtered face set, K, and any r, we have
Hm(C∗(K [r],K [r],k)) = 0 if m < k.
Recall the filtered face set ∆k ∗K defined in Example 1.18.
Definition 1.41. Let R be a commutative ring and Ψ: C∗ → D∗ be a natural trans-
formation between two filtered theories of cochains, such that Ψ(K) : C∗(K)→ D∗(K) is a
quasi-isomorphism for a filtered face set K, of depth v(K) < n. The natural transformation
Ψ is cone-compatible for K if the map
Ψ(∆k ∗K) : C∗(∆k ∗K)→ D∗(∆k ∗K)
is a quasi-isomorphism, for any k ≥ 0.
Proposition 1.42. Let R be a commutative ring. Let Ψ: C∗ → D∗ be a natu-
ral transformation between two filtered theories of cochains, cone-compatible for any fil-
tered face set of depth strictly less than n, and inducing an isomorphism in homology,
H∗(Ψ): C∗({ϑ}) → D∗({ϑ}), for any singleton {ϑ}, of any depth ≤ n. Then the cochain
map Ψ(K) : C∗(K)→ D∗(K) is a quasi-isomorphism for any filtered face set K = K [n].
Proof. Suppose the result is true for any filtered face set L such that L = L[r],k−1. If
r = 0, k = 1, the hypothesis of induction is satisfied by hypothesis and the wedge axiom.
The extension axiom gives a morphism of exact sequences
0 // C∗(K [r],k,K [r],k−1) //
f1

C∗(K [r],k) //
f2

C∗(K [r],k−1) //
f3

0
0 // D∗(K [r],k,K [r],k−1) // D∗(K [r],k) // D∗(K [r],k−1) // 0,
where the morphisms fi are induced by Ψ, i = 1, 2, 3. The map f3 is a quasi-isomorphism
by induction. To prove that f2 is one also, we are reduced to study the map f1 induced be-
tween the kernels. Recall that J(K, [r], k) is the set of τ = R1(σ), when σ ∈ K [r],k\K [r],k−1.
From Example 1.17, the wedge and the relative isomorphism axioms, we get
(2) C∗(K [r],k,K [r],k−1) =
∏
τ∈J(K,[r],k)
C∗(K(τ),K(τ, ∂τ))
and a similar result for D∗.
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• Suppose first k 6= 0. From Proposition 1.19 and the relative isomorphism axiom,
there exist isomorphisms,
C∗(K(τ),K(τ, ∂τ)) ∼= C∗(∆k ∗ Lexp(K, τ), ∂∆k ∗ Lexp(K, τ))
and
D∗(K(τ),K(τ, ∂τ)) ∼= D∗(∆k ∗ Lexp(K, τ), ∂∆k ∗ Lexp(K, τ)).
As we have already observed, we have
Lexp(K, τ) = (Lexp(K, τ))[r−1] and ∂∆k ∗ Lexp(K, τ) = (∂∆k ∗ Lexp(K, τ))[r],k−1.
Therefore, from the induction hypothesis and the cone compatibility condition, we ob-
tain quasi-isomorphisms, induced by Ψ, C∗(∆k ∗ Lexp(K, τ)) → D∗(∆k ∗ Lexp(K, τ)) and
C∗(∂∆k ∗Lexp(K, τ))→ D∗(∂∆k ∗Lexp(K, τ)), which bring out a quasi-isomorphism, also
induced by Ψ,
C∗(∆k ∗ Lexp(K, τ), ∂∆k ∗ Lexp(K, τ))→ D∗(∆k ∗ Lexp(K, τ), ∂∆k ∗ Lexp(K, τ)).
• If k = 0, we have K(τ, ∂τ) = L(K, τ) and K [r],−1 = K [r−1]. If Lexp(K, τ) 6= ∅, the
argument above is still valid. If Lexp(K, τ) = ∅, then K(τ) = τ = {ϑ} and we apply the
hypothesis on the singletons.
Finally, we have proved that f1 is a quasi-isomorphism and the result is established in
the case K [r] = K [r],k for some k.
The axiom of filtered dimension implies the nullity of the relative cohomologies,
Hm(C(K [r],K [r],k)) and Hm(D(K [r],K [r],k)), in any degree m for k great enough. There-
fore, we get the isomorphism Hm(C(K [r])) ∼= Hm(D(K [r])), for any m. As K = K [n], the
proof is done. 
Proposition 1.42 admits a variation on the connectivity of the involved filtered face
sets (used in Proposition 1.57) whose proof follows from an inspection of the previous
arguments.
Proposition 1.43. Let R be a commutative ring. Let Ψ: C∗ → D∗ be a natural
transformation between two filtered theories of cochains, cone-compatible for any con-
nected filtered face set of depth strictly less than n, and inducing an isomorphism in ho-
mology, H∗(Ψ): C∗({ϑ}) → D∗({ϑ}), for any singleton {ϑ}, of any depth ≤ n. Then
Ψ(K) : C∗(K) → D∗(K) is a quasi-isomorphism for any filtered face set K = K [n] whose
expanded links, Lexp(K, τ), are connected.
We determine a class of universal local systems generating filtered theory of cochains
by blow-ups.
Proposition 1.44. Let R be a commutative ring. Let F be an extendable universal
system of differential coefficients, such that H0(F ({ϑ})) = R, and q be a loose perversity.
Then, the cochain complex F˜q is a filtered theory of cochains.
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Proof. We follow the properties of Definition 1.40.
• Extension axiom. Let K be a filtered face set and τ ∈ J(K, [r], k). We first prove
that F˜q(K(τ))→ F˜q(K(τ, ∂τ)) is surjective.
— Begin with k > 0. Let σ ∈ K(τ)\K(τ, ∂τ) and ω ∈ F˜ (K(τ, ∂τ)). If σ : ∆k∗∆jn−r+1 ∗
· · · ∗∆jn → K+, we denote by ω∂′σ the restriction of ω to ∂′σ = ∂∆k ∗∆jn−r+1 ∗ · · · ∗∆jn .
This restriction can be decomposed as ω∂′σ =
∑
m ω
′
m ⊗ ω′′m with ω′m ∈ F (c∂∆k) and
ω′′m ∈ F (c∆jn−r+1) ⊗ · · · ⊗ F (∆jn). By hypothesis and [29, Proposition 12.21], the map
F (c∆k)→ F (c∂∆k) admits a section, ρ, and we may define µ(ω)σ =
∑
m ρ(ω
′
m)⊗ ω′′m. By
construction, the correspondence σ 7→ µ(ω)σ is compatible with face operators and we get
a global section µ(ω) ∈ F˜ (K(τ)).
As in the expression of σ : ∆k ∗∆jn−r+1 ∗ · · · ∗∆jn → K+, the euclidean simplices, ∆ji ,
are empty for i < n − r, we have ‖µ(ω)σ‖` = −∞ if r < `. If ` = r, by definition of
the perverse degree of a global section, we consider the restriction, β =
∑
m β
′
m ⊗ ω′′m of
µ(ω)σ to F (∆
k × {1}) ⊗ F (c∆jn−r+1) ⊗ · · · ⊗ F (∆jn). The r-perverse degree of µ(ω)σ is
the maximum of the (cohomological) degrees of the ω′′m’s, with β′m 6= 0. As k > 0, we have
∂∆k 6= ∅ and ‖µ(ω)σ‖r ≤ ‖ω∂′σ‖r. A similar argument works for ` < r and we have proved
‖µ(ω)σ‖ ≤ ‖ω∂′σ‖. As ω is of q-intersection, we have
(3) ‖µ(ω)‖r ≤ q(r) and ‖µ(dω)‖r ≤ q(r).
This proves the q-admissibility of µ(ω) and gives also
‖dµ(ω)σ‖r ≤(1) max(‖dµ(ω)σ − µ(dω)σ‖r, ‖µ(dω)σ‖r)
≤(2) max(‖
∑
m
(dρ(ω′m)− ρ(dω′m))⊗ ω′′m‖r, q(r))
≤(3) max(q(r), q(r)) = q(r),
where
• ≤(1) comes from the compatibility condition of the perverse degree with sums, see
Definition 1.22,
• ≤(2) is the replacement of µ(ω)σ by its value,
• ≤(3) is a computation similar at the previous one used in the proof of the displayed
formula (3).
Therefore, we get an induced surjective map, F˜q(K(τ))→ F˜q(K(τ, ∂τ)).
— We consider now the case k = 0. Here, in perverse degree r, we have ‖ω∂′σ‖r = −∞.
Therefore, for having the inequality ‖µ(ω)σ‖ ≤ ‖ω∂′σ‖, we need a section, µ(ω)σ, with a
vanishing restriction to F ({ϑ} × {1}) ⊗ F (c∆jn−r+1) ⊗ · · · ⊗ F (∆jn). We proceed now to
the construction of this section.
As H0(F ({ϑ}) = R, there are two cocycles in F 0({ϑ}) which correspond to 0 ∈ R and
1 ∈ R, respectively. We denote them by 0 and 1. The surjectivity of F (∆1) = F (c{ϑ})→
F (∂∆1) = F (({ϑ} × {1}) unionsq ({ϑ} × {0})) implies the existence of α ∈ F 0(c{ϑ}) such that
α|{ϑ}×{1} = 0 and α|{ϑ}×{0} = 1.
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Let σ : {ϑ} ∗∆jn−r+1 ∗ · · · ∗∆jn → K+ be a simplex of K({ϑ}). We identify the product
c∆jn−r+1×· · ·×∆jn to the subset ({ϑ} × {0})×c∆jn−r+1×· · ·×∆jn of c{ϑ}×c∆jn−r+1×· · ·×
∆jn and denote by σ′ the restriction of σ to c∆jn−r+1 × · · · ×∆jn . Let ω ∈ F˜ (L(K, {ϑ})).
We set µ(ω)σ = α⊗ωσ′ . This construction is compatible with the face operators and define
an element µ(ω) ∈ F˜ (K({ϑ})) whose restriction to F˜ (L(K, {ϑ})) coincides with ω. As the
restriction of α and dα to {ϑ} × {1} are equal to 0, we have, for any ω′ ∈ F˜ (L(K, {ϑ})),
‖dα⊗ ω′‖` ≤ ‖α⊗ ω′‖` =
{ −∞ if ` ≥ r,
‖ω′‖` if ` < r.
By applying these inequalities alternatively to ω′ = ωσ′ and ω′ = dωσ′ , we obtain
‖µ(ω)σ‖ = ‖α⊗ ωσ′‖ ≤ ‖ωσ′‖,
‖dµ(ω)σ‖ ≤ max (‖dα⊗ ωσ′‖, ‖α⊗ dωσ′‖)
≤ max (‖ωσ′‖, ‖dωσ′‖) .
The surjectivity of F˜q(K({ϑ}))→ F˜q(L(K, {ϑ})) follows.
— We prove now the surjectivity of F˜q(K
[r],k) → F˜q(K [r],k−1), by detailing only the
case k > 0, the case k = 0 being similar. Observe, from Corollary 1.14, that K [r],k can be
obtained as a push-out, built on disjoint unions,
(4) unionsqτ∈J(K,[r],k)K(τ, ∂τ) //

unionsqτ∈J(K,[r],k)K(τ)

K [r],k−1 // K [r],k.
By definition, the blow-up F˜q is compatible with colimits and we get a pullback
F˜q
(unionsqτ∈J(K,[r],k)K(τ, ∂τ)) F˜q (unionsqτ∈J(K,[r],k)K(τ))oo
F˜q
(
K [r],k−1
)
OO
F˜q
(
K [r],k
)
.oo
OO
By definition also, we have F˜q
(unionsqτ∈J(K,[r],k)K(τ, ∂τ)) = ∏τ∈J(K,[r],k) F˜q(K(τ, ∂τ) and
F˜q
(unionsqτ∈J(K,[r],k)K(τ)) = ∏τ∈J(K,[r],k) F˜q(K(τ)). The surjectivity of the map F˜q(K(τ)) →
F˜q(K(τ, ∂τ)) implies the surjectivity of F˜q(K
[r],k)→ F˜q(K [r],k−1).
Moreover, observe that, if L and L′ are filtered face sets, connected by a push-out of
filtered face maps,
(5) unionsqτ∈IK(τ, ∂τ) //

unionsqτ∈IK(τ)

L′ // L,
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as in (4), the previous argument implies the surjectivity of F˜q(L)→ F˜q(L′).
• Relative isomorphism axiom.
A relative isomorphism f : (K [r],k,K [r],k−1)→ (L[r],k, L[r],k−1) induces a morphism of com-
plexes
f∗ : F˜q(L[r],k, L[r],k−1)→ F˜q(K [r],k,K [r],k−1).
If η ∈ F˜q(K [r],k,K [r],k−1) and σ ∈ L[r],k, we set
ωσ =
{
ηf−1(σ) if σ ∈ L[r],k\L[r],k−1,
0 if σ ∈ L[r],k−1.
As f−1(σ) exists and is uniquely defined, the element ω is well defined. We have to check
the compatibility with face operators. Let ∂j be a face operator and σ ∈ L[r],k.
• if ∂jσ ∈ L[r],k\L[r],k−1, then we have
ω∂jσ = ηf−1(∂jσ) = η∂jf−1(σ) = ∂˜jηf−1(σ) = ∂˜jωσ.
(We used ∂jf
−1(σ) = f−1(∂jσ) which can be verified by composing with f .)
• if ∂jσ ∈ L[r],k−1, then we have ∂˜jωσ = ∂˜jηf−1(σ) = η∂jf−1(σ) = 0, because
∂jf
−1(σ) ∈ K [r],k−1. (If ∂jf−1(σ) ∈ K [r],k\K [r],k−1 then we should have ∂jσ ∈
L[r],k\L[r],k−1.) By construction, we have also ω∂jσ = 0.
• Wedge axiom. The restriction maps give a morphism of complexes
F˜q(∪iK [r],ki ,∪iK [r],k−1i )→
∏
i
F˜q(K
[r],k
i ,K
[r],k−1
i ).
This morphism admits an inverse: for any family (ωi)i ∈
∏
i F˜q(K
[r],k
i ,K
[r],k−1
i ), we define
a global section ω ∈ F˜q(∪iK [r],ki ,∪iK [r],k−1i ) by
ωσ =
{
(ωi)σ if σ ∈ K [r],ki \K [r],k−1i ,
0 otherwise.
The index i such that σ ∈ K [r],ki \K [r],k−1i being unique, the element ωσ is well defined. We
have to check its compatibility with face operators. Let σ ∈ K [r],ki .
• If ∂jσ ∈ K [r],ki \K [r],k−1i , we have ω∂jσ = (ωi)∂jσ = ∂˜j(ωi)σ = ∂˜jωσ.
• If ∂jσ ∈ K [r],k−1i , we have ω∂jσ = 0 and ∂˜jωσ = ∂˜j(ωi)σ = (ωi)∂jσ = 0, because
ωi ∈ F˜q(K [r],ki ,K [r],k−1i ).
• Filtered dimension axiom. We have to prove the nullity of the relative cohomology
with coefficients in F˜q, i.e., H
m
q (K
[r],K [r],k; F˜ ) = 0 for m < k. We establish it in three
steps.
(i) If τ ∈ J(K, [r], k) and m < k, we prove
Hmq (K(τ),K(τ, ∂τ); F˜ ) = 0.
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We denote by Λm,k the subcomplex of ∆k generated by the simplices containing the vertex
v0 and of dimension less than, or equal, to m and by Λ
m,τ the restriction of τ to Λm,k.
(Observe that Λk,k = ∆k and Λk,τ = τ .) Let fi : ∆
m → Λm,k, i ∈ Im, the m-dimensional
simplices of Λm,k. We set τi = Λ
m,τ ◦ fi and define K(Λm,τ ) = ∪i∈IK(τ)(τi), where (see
Definition 1.11)
K(τ)(τi) = {ξ ∈ K(τ) | ∃σ ∈ K(τ) with ξ C σ and R1(σ) = τi}.
We first prove that
(6) H∗q (K(τ),K(Λ
m,τ ); F˜ ) = 0, for any m, 0 ≤ m ≤ k.
If τ ∈ J(K, [r], 0), then Λ0,τ = τ and we have H∗q (K(τ),K(Λ0,τ ); F˜ ) = 0 as required. We
use a first induction on the dimension |τ | of τ , by supposing that (6) is true for any τ ′ of
dimension strictly less than |τ |.
Secondly, we do a decreasing induction assuming H∗q (K(τ),K(Λ
j,τ ); F˜ ) = 0 for some
j, j ≤ k. As Λk,τ = τ , we have H∗q (K(τ),K(Λk,τ ); F˜ ) = 0 and the inductive property is
fulfilled for j = k. The proof of (6) is reduced to
(7) H∗q (K(τ),K(Λ
j−1,τ ); F˜ ) = 0.
Using the (already established) wedge axiom, we have an isomorphism
F˜q(K(Λ
j,τ ),K(Λj−1,τ )) ∼=
∏
i∈Ij
F˜q(K(τi),K(Λ
j−1,τi)).
The first induction hypothesis (on the dimension of τ) gives
H∗q (K(τi),K(Λ
j−1,τi); F˜ ) = 0,
from which we deduce
(8) H∗q (K(Λ
j,τ ),K(Λj−1,τ ); F˜ ) = 0.
By combining the short exact sequence of pairs with the snake lemma, the extension axiom
generates a short exact sequence
0 //F˜q(K(τ),K(Λ
j,τ )) //F˜q(K(τ),K(Λ
j−1,τ )) //F˜q(K(Λj,τ ,K(Λj−1,τ )) //0.
This sequence and the equality (8) imply
H∗q (K(τ),K(Λ
j−1,τ ); F˜ ) ∼= H∗q (K(τ),K(Λj,τ ); F˜ ),
which is trivial with the second (decreasing) induction. Finally, we have proved the equality
(6).
Consider now ι : ∆k−1 → ∆k, the face opposite to v0 and set τ ′ = τ ◦ ι. With the
extension axiom, we have an exact sequence,
0 // F˜q(K(τ),K(τ, ∂τ)) // F˜q(K(τ),K(Λ
k−1,τ )) // F˜q(K(τ ′),K(τ ′, ∂τ ′)) // 0.
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The equality (6) implies the existence of an isomorphism of degree +1 between the relative
cohomologies involving τ and τ ′. Starting from τ ′ = {ϑ} and F˜p(K(τ ′),K(τ ′, ∂τ ′)) =
F˜p(K({ϑ}),L(K, {ϑ})), whose cohomology is zero in negative degree, we deduce
Hmq (K(τ),K(τ, ∂τ); F˜ ) = 0, if m < |τ | = k,
and the result follows.
(ii) As the map (∪τ∈J(K,[r],k)K(τ),∪τ∈J(K,[r],k)K(τ, ∂τ))→ (K [r],k,K [r],k−1) is a relative
isomorphism, the previous step, the wedge and the relative isomorphism axioms imply
Hmq (K
[r],k,K [r],k−1; F˜ )) =
∏
τ∈J(K,[r],k)
Hmq (K(τ),K(τ, ∂τ), F˜ ) = 0,
for any m, m < k.
(iii) Finally, we prove Hmq (K
[r],K [r],k; F˜ ) = 0, if m < k.
Let ω ∈ F˜q(K [r],K [r],k), of degreem, with dω = 0. The restriction ω|K[r],k+1 is a coboundary
(with step (ii)) and there exists ψ0 ∈ F˜q(K [r],k+1,K [r],k) such that ω|K[r],k+1 = dψ0. By
iterating the extension axiom, the global section ψ0 can be extended in a global section
defined on K [r] that we still denote ψ0, i.e., we have ψ0 ∈ F˜q(K [r],K [r],k) and ω − dψ0 ∈
F˜q(K
[r],K [r],k+1).
Suppose that, for any i, 0 ≤ i ≤ j, we have built global sections ψi ∈ F˜q(K [r],K [r],k+i)
such that ω − d(∑ji=0 ψi) ∈ F˜q(K [r],K [r],k+j+1). The restriction of ω − d(∑ji=0 ψi) to
K [r],k+j+2 being a coboundary (by step (ii)), there exists ψj+1 ∈ F˜q(K [r],k+j+2,K [r],k+j+1)
such that dψj+1 = (ω − d(
∑j
i=0 ψi))|K[r],k+j+2 . We extend ψj+1 in a global section defined
on K [r], still denoted ψj+1. This section verifies
ψj+1 ∈ F˜q(K [r],K [r],k+j+1) and ω −
j+1∑
i=0
dψi ∈ F˜q(K [r],K [r],k+j+2).
We set ψ =
∑∞
i=0 ψi. When we apply ψ to a simplex σ ∈ K [r]+ , the sum ψσ is finite and we
have ψ ∈ F˜q(K [r],K [r],k) with ω = dψ. 
Definition 1.45. For any positive integer s and any cochain complex, C∗, over the
commutative ring R, the s-truncation of C∗ is the cochain complex, τ≤sC∗, defined by
(τ≤sC)r =
 C
r if r < s,
ZCs if r = s,
0 if r > s,
where ZCs denotes the R-module of cocycles of C in degree s.
Proposition 1.46. Let R be a commutative ring and ` be an integer such that 1 ≤
` ≤ n. Let F be an extendable universal system of differential coefficients and q be a loose
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perversity. Let K be a filtered face set of depth v(K) ≤ `− 1 and ∆k ∗K be a join of depth
` with k ≥ 0. Then we have
H iq(∆
k ∗K; F˜ ) = H i(F ({ϑ})⊗ τ≤q(`)F˜q(K)).
Proof. An element of F (c∆k) is determined by its value on the maximal simplex
[c∆k]. As the universal system, F , and ∆k are given, F (c∆k)[c∆k] is already determined
and an element η ∈ F (c∆k) ⊗ F˜ (K) is given by the values ηα ∈ F˜ (K) for α ∈ K+. Also,
for the same reason, any element of F˜ (∆k ∗K) is determined by the values ωα ∈ F˜ (K) for
α ∈ K+. This remark implies the existence of an isomorphism,
F˜ (∆k ∗K) ∼= F (c∆k)⊗ F˜ (K).
Consider now the short exact sequence
0 //F (c∆k,∆k × {1}) //F (c∆k) //F (∆k × {1}) //0.
As F is a universal system of differential coefficients and F (−) is free as R-module, this
sequence splits and we have an isomorphism of cochain complexes,
F (c∆k) ∼= F (c∆k,∆k × {1})⊕ F (∆k × {1}).
Let α : ∆jn−`+1 ∗ · · · ∗ ∆jn → K+, η ∈ F (c∆k) ⊗ F˜ (K) and q be a loose perversity. We
decompose
η∆k∗α =
∑
i
(η′i,α + η
′′
i,α)⊗ η′′′i,α ∈ (F (c∆k,∆k × {1})⊕ F (∆k × {1}))⊗ F˜ (K).
By definition, the perverse degree of η∆k∗α is determined as follows:
• if ` < `′, then ‖η∆k∗α‖`′ = −∞,
• if `′ = `, then, the `-perverse degree of η′i,α ⊗ η′′′i,α is equal to −∞. Therefore,
– if η′′
i,α|∆k×{1} ⊗ η′′′i,α = 0 for all i, we have ‖η∆k∗α‖` = −∞,
– if not, we have
‖η∆k∗α‖` = max
i
{|η′′′i,α| such that η′′i,α|∆k×{1} 6= 0},
• if ` > `′, then,
– if η′′i,α = 0 for all i, we have ‖η∆k∗α‖`′ = −∞,
– if not, we have
‖η∆k∗α‖`′ = maxi
{‖η′′′i,α‖`′ such that η′′i,α 6= 0} ,
and the perverse degree of η coincide with the perverse degree of its component
in F˜ (K).
As a consequence, if we consider the `′-perverse degree for `′ < `, the fact of being of
q-intersection involves only the q-intersection condition of the component in F˜ (K). For
the `-perverse degree, the situation is different: there is no restriction for the component
which involves F (c∆k,∆k × {1}) and there is a restriction on the (cohomological) degree
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in F˜ (K) for the component having F (∆k × {1}) as first factor. In summary, we have a
decomposition of F˜q(∆
k ∗K) as
(F (c∆k,∆k × {1})⊗ F˜q(K))⊕ (F (∆k × {1})⊗ τ≤q(`)F˜q(K)).
As F is a system of differential coefficients, there is a quasi-isomorphism between
F (∆k × {1}) and F ({ϑ}) and we get the quasi-isomorphisms:
F˜q(∆
k ∗K) ' F (∆k × {1})⊗ τ≤q(`)F˜q(K)
' F ({ϑ})⊗ τ≤q(`)F˜q(K).

Corollary 1.47. If we add H∗(F ({ϑ})) = R to the hypotheses of Proposition 1.46,
we obtain:
H iq(∆
k ∗K; F˜ ) =
{
H iq(K; F˜ ) if i ≤ q(`),
0 if i > q(`).
Proof. By Definition 1.25, the module F ({ϑ}) is R-free. Thus, there is a Ku¨nneth
spectral sequence, converging to H∗(F ({ϑ})⊗ τ≤q(`)F˜q(K)), and whose second page is
Ei,j2 = ⊕u+v=jTori(Hu(F ({ϑ})), Hv(τ≤q(`)F˜q(K))).
As H∗(F ({ϑ}) = R, all the terms Tori(−,−) are zero if i > 0, and this spectral sequence
collapses in
E0,j2 = H
j(τ≤q(`)F˜q(K)) ∼= E0,j∞ ∼= Hj(F ({ϑ})⊗ τ≤q(`)F˜q(K)) = Hjq (∆k ∗K; F˜ ),
where the last equality comes from Proposition 1.46. By definition of the truncation, we
have
Hj(τ≤q(`)F˜q(K)) =
{
Hjq (K; F˜ ) if j ≤ q(`),
0 if j > q(`).

Proof of Theorem A. Let σ : ∆j0 ∗ · · · ∗∆jn → K+. We define
ψσ : F˜σ = F (c∆
j0)⊗ · · · ⊗ F (∆jn)→ G˜σ = G(c∆j0)⊗ · · · ⊗G(∆jn)
by ψσ = ψc∆j0⊗· · ·⊗ψ∆jn . By construction, the map ψσ decreases the perverse degree and
induces a cochain map Ψ(K) : F˜q(K)→ G˜q(K). Also, in the case of a natural transforma-
tion between universal systems of DGA’s, the induced map F˜ (K) → G˜(K) is compatible
with the laws of algebras, as follows directly from their construction in Definition 1.23.
The hypothesis of Proposition 1.42 are satisfied: the blow-ups F˜q and G˜q are filtered
theories of cochains thanks to Proposition 1.44. Moreover, the natural transformation
F˜q(−)→ G˜q(−) is cone-compatible for any filtered face set, thanks to Corollary 1.47. 
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1.4. Cochains on filtered face sets
We compare the Thom-Whitney complex (cf. Definition 1.35) to a cochain
complex which is the linear dual of the analogous for filtered face sets of
the classical Goresky and MacPherson intersection chain complex. The
main result (Theorem B) is the existence of a quasi-isomorphism between
these two complexes, over any field of coefficients, for complementary
perversities.
Let K be a filtered face set and R be a commutative ring. The chain complex
CGM∗ (K;R) is defined as follows,
• as module, CGM∗ (K;R) is the free R-module generated by the simplices σ ∈ K,
• any simplex σ : ∆j0 ∗ · · · ∗ ∆jn → K has a perverse degree defined by ‖σ‖` =
dim(∆j0 ∗ · · · ∗∆jn−`), if ∆j0 ∗ · · · ∗∆jn−` 6= ∅ and ‖σ‖` = −∞ otherwise,
• the differential of a simplex σ : ∆k = ∆j0 ∗ · · · ∗ ∆jn → K is given as usual by
∂σ =
∑k
i=0(−1)iσ ◦ δi, with δi ∈∆[n]F .
Let p be a loose perversity. A simplex σ : ∆ = ∆j0 ∗ · · · ∗∆jn → K is p-admissible if
dim(∆j0 ∗ · · · ∗∆jn−`) = ‖σ‖` ≤ dim ∆− `+ p(`),
for any `, such that ` ∈ {1, . . . , n}. (See Remark A.8 for the case ` = 0.) A chain c is
p-admissible if c can be written as a linear combination of p-admissible simplices. A chain
c is of p-intersection if c and ∂c are p-admissible. We denote by CGM,p∗ (K;R) the complex
of p-intersection chains. The GM-cochain complexes are the duals of these complexes, i.e.,
C∗GM(K;R) = hom(C
GM∗ (K;R), R) and C∗GM,p(K;R) = hom(C
GM,p
∗ (K;R), R).
We denote byHGM,p∗ (K;R) the homology of the complex C
GM,p
∗ (K;R), byH∗GM,p(K;R)
the homology of the complex C∗GM,p(K;R) and called them, respectively, Goresky and
MacPherson homology and cohomology of K.
If X is a filtered space and L = ISingF∗ (X), as in Example 1.5, we have C
∗
GM,p(L;R) =
hom(Cp∗ (X;R), R), where C
p
∗ (X;R) is introduced in Definition A.10.
Proposition 1.48. Let R be a commutative ring and p be a loose perversity. The
GM-cochain complex C∗GM,p(−;R) is a filtered theory of cochains.
Proof. As all the chain and cochain complexes of this proof are over R, we do not
mention explicitly the coefficients. We establish the properties of Definition 1.40 for a
filtered face set, K.
• Extension axiom. We denote by R the map induced by the canonical inclusion,
R : hom(CGM,p∗ (K
[r],k), R)→ hom(CGM,p∗ (K [r],k−1), R).
A chain c ∈ C∗(K [r],k) can be decomposed as c = c1 + c2, with c1 ∈ C∗(K [r],k−1) and c2 ∈
C∗(K [r],k\K [r],k−1). If c is of p-intersection, then c1, c2 are p-admissible and the boundary,
∂c, can be written as a linear combination of p-admissible simplices. We decompose ∂c2 in
∂c2 = ∂
′c2 + ∂′′c2, with ∂′c2 ∈ C∗(K [r],k−1) and ∂′′c2 ∈ C∗(K [r],k\K [r],k−1). The elements
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of the linear combination ∂′′c2 cannot be canceled with elements coming from ∂′c2 or ∂c1,
therefore ∂′′c2 is p-admissible.
Let ∂i be any face operator and σ be a p-admissible simplex. If we have strict inequal-
ities, ‖∂iσ‖` < ‖σ‖`, for any `, then, directly from the definition, we observe that ∂iσ is
p-admissible. As these strict inequalities occur when ∂i is a face operator acting on the
first factor ∆jn−r of ∆jn−r ∗ · · · ∗∆jn , we get the p-admissibility of ∂′c2. We have proved
that c2 is of p-intersection; therefore c1 = c− c2 is of p-intersection also.
This property allows the construction of a section, s, to R, as follows:
Let Φ ∈ hom(CGM,p∗ (K [r],k−1), R), we define s(Φ) ∈ hom(CGM,p∗ (K [r],k), R) by s(Φ)(c1 +
c2) = Φ(c1).
• Relative isomorphism axiom. Let
f : (K [r],k,K [r],k−1)→ (L[r],k, L[r],k−1)
be a relative isomorphism preserving the perverse degree. The relative isomorphism axiom
is equivalent to the fact that f induces an isomorphism between the quotients,
f∗ :
CGM,p∗ (K [r],k)
CGM,p∗ (K [r],k−1)
∼=−→ C
GM,p
∗ (L[r],k)
CGM,p∗ (L[r],k−1)
.
Let c ∈ C∗(K [r],k). As in the previous item, we have a unique decomposition of c as
c = c1+c2, with c1 ∈ C∗(K [r],k−1) and c2 a linear combination of simplices ofK [r],k\K [r],k−1.
Moreover, if c ∈ CGM,p∗ (K [r],k) then c1 ∈ CGM,p∗ (K [r],k−1) and c2 is a linear combination of
simplices of K [r],k\K [r],k−1 that is of p-intersection. A similar decomposition exists for the
elements of CGM,p∗ (L[r],k).
We denote by [c] the class of c ∈ CGM,p∗ (K [r],k) in the quotient above. As f is a
bijection between K [r],k\K [r],k−1 and L[r],k\L[r],k−1, we have f∗([c]) = f∗([c2]), which is a
linear combination of simplices in L[r],k\L[r],k−1, that is of p-intersection, by the hypothesis
on the conservation of the perverse degree. This implies that f∗ is an isomorphism.
• Wedge axiom. The dual of a direct sum being a product, we have to prove that
the canonical injections induce an isomorphism,
ψ :
⊕
i
CGM,p∗
(
K
[r],k
i
)
CGM,p∗
(
K
[r],k−1
i
) ∼=−→ CGM,p∗
(
∪iK [r],ki
)
CGM,p∗
(
∪iK [r],k−1i
) .
Let ([ci])i be an element of the left-hand term. The map ψ is defined by ψ(([ci])i) =
∑
i[ci],
where [−] denotes the equivalence classes of the quotients.
As we already did, we decompose a chain c ∈ CGM,p∗
(
∪iK [r],ki
)
in c = c′ + c′′, with
c′ ∈ CGM,p∗
(
∪iK [r],k−1i
)
and c′′ ∈ CGM,p∗
(
∪iK [r],ki \ ∪i K [r],k−1i
)
. As the intersection of the
sets, K
[r],k
i \K [r],k−1i , is empty, the element c′′ can be written c′′ =
∑
i c
′′
i , in a unique way,
with c′′i ∈ CGM,p∗
(
K
[r],k
i \K [r],k−1i
)
. An inverse to ψ is defined by ψ−1([c]) = ([c′′i ])i.
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• Filtered dimension axiom. Let c ∈ CGM,p∗ (K [r]) of homological degree |c| such
that |c| < k. Denote by [c] the class of c in the quotient
CGM,p∗ (K [r])
CGM,p∗ (K [r],k)
.
For degree reason, we have [c] = 0 and the filtered dimension axiom is proved. 
The next result generalizes Proposition A.14 (v), which corresponds to the case k = 0
and K = ISingF∗ (X).
Proposition 1.49. Let R be a commutative ring and ` be an integer such that 1 ≤ ` ≤
n. Let K be a filtered face set of depth v(K) ≤ `− 1 and ∆k ∗K be a join of depth ` with
k ≥ 0. For any perversity p and any k ∈ N, we have
HGM,pi (∆
k ∗K;R) =
 H
GM,p
i (K;R) if i ≤ `− 2− p(`),
R if i > `− 2− p(`) and i = 0,
0 if i > `− 2− p(`) and i 6= 0.
Proof. As the elements of degree zero are playing an important role, we suppose that
each chain complex C∗(−) is augmented. We denote by ε the various augmentations and
by C∗(−) = C∗(−) ⊕ R the associated augmented complexes, with the component R in
degree -1. We define a linear map,
ψ : C∗(∆k)⊗ C∗(K)→ C∗+1(∆k ∗K),
by ψ(γ⊗σ) = γ ∗σ, for any γ ∈ C∗(∆k) and any σ ∈ C∗(K), with the convention γ ∗1 = γ,
1 ∗ σ = σ and 1 ∗ 1 = 1. We check easily that this map, of degree +1, is compatible with
the differentials. Moreover, ψ is injective on the basis of simplices, thus injective. The
surjectivity comes from the definition of ∆k ∗K in Example 1.18.
Recall, from Example 1.18, the determination of the perverse degrees of the simplices
of ∆k ∗K. Let `′ ≥ 1, σ : ∆N = ∆jn−`+1 ∗ · · · ∗∆jn → K and γ : ∆k′ → ∆k. The perverse
degree of σ is the same, as simplex of K or as simplex of ∆k ∗K. For γ ∈ ∆k ⊂ ∆k ∗K,
we have
‖γ‖`′ =
{ −∞ if ` < `′,
k′ if `′ ≤ `.
The perverse degree of γ ∗ σ ∈ ∆k ∗K is determined by
‖γ ∗ σ‖`′ =
 −∞ if ` < `
′,
k′ if `′ = ` or (` > `′ and ‖σ‖`′ = −∞),
k′ + ‖σ‖`′ + 1 if ` > `′ and ‖σ‖`′ 6= −∞.
From these determinations, we deduce the p-admissibility conditions of the various types
of simplices of ∆k ∗K.
• The simplex σ is p-admissible as simplex of K if, and only if, it is admissible as
simplex of ∆k ∗K.
• The p-admissibility condition of γ : ∆k′ → ∆k as simplex of ∆k ∗K is, by definition,
(9) ‖γ‖`′ ≤ k′ − `′ + p(`′), for any `′ ≥ 1.
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— If ` < `′, this condition is always satisfied.
— If `′ ≤ `, this condition is satisfied if, and only if, 0 ≤ −`′ + p(`′). As p is a
perversity, all these conditions are equivalent to ` ≤ p(`).
• The p-admissibility condition of γ ∗ σ ∈ ∆k ∗K is, by definition,
(10) ‖γ ∗ σ‖`′ ≤ k′ +N + 1− `′ + p(`′), for any `′ ≥ 1.
— If ` < `′, this condition is always satisfied.
— If `′ < ` and ‖σ‖`′ 6= −∞, this condition is satisfied if, and only if, ‖σ‖`′ ≤
N − `′ + p(`′). This last inequality is exactly the p-admissibility of σ at `′.
— If `′ = ` or (` > `′ and ‖σ‖`′ = −∞), the condition (10) is equivalent toN ≥ `′−1−
p(`′). As p is a perversity, all these inequalities are equivalent to N ≥ `−1−p(`).
We determine now HGM,p∗ (∆k ∗K;R) by considering two cases.
First case: p(`) ≥ `. The previous determination of perverse degrees implies the
bijectivity of
ψ : C∗(∆k)⊗ CGM,p∗ (K)→ CGM,p∗+1 (∆k ∗K),
from which we deduce H
GM,p
∗ (∆k ∗K;R) = 0.
Second case: p(`) ≤ ` − 1. By comparing to the previous case, we observe that the
chains of p-intersection are sums of chains of the shape ν1 ∗ ν2 with ν2 ∈ CGM,p∗ (K), such
that |ν2| > `− 1− p(`) or, with |ν2| = `− 1− p(`) and ∂ν2 = 0. By setting,
τp` C∗(K) =

0 if ∗ < `− 1− p(`),
ZC
GM,p
∗ (K) if ∗ = `− 1− p(`),
C
GM,p
∗ (K) if ∗ > `− 1− p(`),
the previous calculations of perverse degree give an isomorphism
(11) ψ : D∗ =
(
C∗(∆k)⊗ τp` C∗(K)
)
⊕
(
R⊗ CGM,p∗ (K)
)
→ CGM,p∗+1 (∆k ∗K).
For computing the homology of D∗, we decompose it in the next short exact sequence,
0 // R⊗ CGM,p∗ (K) // D∗ // C∗(∆k)⊗ τp` C∗(K) // 0.
In the first term, on the left, the factor R is concentrated in degree -1 and the exact
sequence can be rewritten as
0 // C
GM,p
∗+1 (K) // D∗ // C∗(∆k)⊗ τp` C∗(K) // 0.
The associated long exact sequence with its connecting map, δ, appears as
. . .→ Hi+1(CGM,p(K))→ Hi(D)→ Hi(τp` C(K))
δ−→ Hi(CGM,p(K))→ Hi−1(D)→ . . .
The connecting map, δ, is induced by the canonical inclusion τp` C(K)) ↪→ C
GM,p
(K).
By definition of τp` C(K) this inclusion induces an injection in homology. Thus, with the
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isomorphism (11), we have
H
GM,p
i (∆
k ∗K;R) = Coker
(
Hiτ
p
` C∗(K)→ H
GM,p
i (K;R)
)
=
{
H
GM,p
i (K;R) if i ≤ `− 2− p(`),
0 if i > `− 2− p(`).
This argument determines the reduced cohomology of ∆k ∗K. The non-reduced one has
an extra term R in degree i = 0. In the case i ≤ ` − 2 − p(`), this component appears in
HGM,pi (K;R) but for 0 ≥ `−1−p(`), we have to add HGM,p0 (∆k ∗K;R) = R, as stated. 
We may note that the isomorphism H
GM,p
i (∆
k ∗ K;R) ∼= HGM,pi (K;R), obtained for
low degrees in Proposition 1.49, is induced by the inclusion K ↪→ ∆k ∗K.
In the particular case of the cone on a smooth manifold, the next result already appears
in [42].
Corollary 1.50. Let R be a principal ideal domain. Let K be a filtered face set of
depth v(K) ≤ `− 1, with ` ∈ {1, . . . , n}, and ∆k ∗K be a join of depth ` with k ≥ 0. For
any perversity p and any k ∈ N, we have
H iGM,p(∆
k ∗K;R) =

H iGM,p(K;R) if i ≤ `− 2− p(`),
R if i ≥ `− 1− p(`) and i = 0,
Ext(HGM,pi−1 (K;R), R) if i = `− 1− p(`) and i 6= 0,
0 if i ≥ `− p(`) and i 6= 0.
Proof. As R is a principal ideal domain, the complex CGM,p∗ (K;R) is free as R-module
and we may use the universal coefficients formula. The announced results for i = `−1−p(`)
and i ≥ `− p(`) are direct consequences of this formula and Proposition 1.49. For the last
case, i ≤ ` − 2 − p(`), we consider the morphism of short exact sequences induced by the
filtered face set map K → ∆k ∗K:
0 // Ext(HGM,pi−1 (∆
k ∗K), R) //

HiGM,p(∆
k ∗K) //

hom(HGM,pi (∆
k ∗K), R)

// 0
0 // Ext(HGM,pi−1 (K), R) // H
i
GM,p(K)
// hom(HGM,pi (K), R)
// 0
As the left-hand side and right-hand side arrows are isomorphisms, the middle one is an
isomorphism also. 
Theorem B. Let R be a field. Let K be a filtered face set, p and q be two per-
versities such that q ≥ 0 and p(i) + q(i) = i − 2 for any i ∈ {1, . . . , n}. Then, the
GM-cochain complex, C∗GM,p(K), and the Thom-Whitney complex, C˜
∗
q (K), are related by
a quasi-isomorphism, i.e., H∗GM,p(K;R) ∼= H∗TW,q(K;R).
Proof. First, we define χ : C˜∗(K) → hom(CGM∗ (K), R). If σ : ∆ = ∆j0 ∗ · · · ∗∆jn →
K+, recall that C˜
∗(K)σ = C∗(c∆j0) ⊗ · · · ⊗ C∗(∆jn). If Φ ∈ C˜∗(K), we may write Φσ
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as Φσ =
∑
i Φ0,σ,i ⊗ · · · ⊗ Φn,σ,i ∈ C∗(c∆j0) ⊗ · · · ⊗ C∗(∆jn). The cochains Φk,σ,i can be
evaluated on the maximal simplex in each factor and we set
χ(Φ)(σ) =
∑
i
Φ0,σ,i([c∆
j0 ]) · . . . · Φn,σ,i([∆jn ]).
Denote by Φi = Φ0,σ,i ⊗ · · · ⊗ Φn,σ,i. The compositions of χ with the differentials verify
χ(dΦi)(σ) =
n∑
k=0
±Φ0,σ,i([c∆j0 ]) · . . . · dΦk,σ,i([c∆jk ]) · . . . · Φin,σ([∆jn ]),
dχ(Φi)(σ) = χ(Φi)(∂σ)
=
n∑
k=0
±Φ0,σ,i([c∆j0 ]) · . . . · Φk,σ,i(c∂[∆jk ]) · . . . · Φn,σ,i([∆jn ]).
From the definition of the differential of a cochain, we have dΦk,σ,i([c∆
jk ]) = Φk,σ,i(∂[c∆
jk ]).
The sign convention of the boundary operator of a cone is given by ∂[c∆ji ] = c∂[∆ji ] +
(−1)ji+1[∆ji × {1}]. Therefore, to get the equality dχ(Φ) = χ(dΦ), we have to prove the
nullity of the products
Πik = Φ0,σ,i([c∆
j0 ]) · . . . · Φk,σ,i([∆jk × {1}]) · . . . · Φn,σ,i([∆jn ]),
for any k ∈ {0, . . . , n− 1}. Suppose ∆jk 6= ∅ and the restriction of Φk,σ,i to ∆jk × {1} not
equal to 0. For having Πik 6= 0, the perverse degrees of Φi must verify
‖Φi‖n−k = dim(c∆jk+1 × · · · × c∆jn−1 ×∆jn),
which is equivalent to
(12) ‖Φi‖n−k + ‖σ‖n−k = dim ∆− 1.
If Φi ∈ C˜∗q (K) and σ ∈ CGM∗,p (K), their perverse degrees verify
‖Φi‖n−k ≤ q(n− k) and ‖σ‖n−k ≤ dim ∆− (n− k) + p(n− k)
which imply
‖Φi‖n−k + ‖σ‖n−k ≤ dim ∆− (n− k) + p(n− k) + q(n− k)
≤ dim ∆− 2.
Thus the condition (12) cannot be satisfied and the products Πik are equal to 0 for any
k ∈ {0, . . . , n− 1}. We have proved the compatibility of the map
χ : C˜∗q (K)→ hom(CGM,p∗ (K), R)
with the differentials. The conclusion is a recollection of previous results.
• From Proposition 1.44 and the fact that C∗ is an extendable universal system of
coefficients ([29, Chapter 14]), C˜∗q is a filtered theory of cochains.
• Proposition 1.48 says that C∗GM,p is a filtered theory of cochains too.
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• As we are working over a field and with a perversity, p, the conclusion of Corol-
lary 1.50 simplifies in
H iGM,p(∆
k ∗K;R) =
{
H iGM,p(K;R) if i ≤ `− 2− p(`),
0 if i ≥ `− 1− p(`).
(Observe that, with the hypotheses on p and q, we cannot have 0 = `− 1− p(`).)
This computation coincides with Corollary 1.47.
• As noted before, the equality in low degrees between the cohomology of K and
the cohomology of ∆k ∗K is induced by the inclusion K ↪→ ∆k ∗K. Therefore, a
quasi-isomorphism, C˜∗(K)→ hom(CGM∗ (K), R), induced by a natural map, gives
also a quasi-isomorphism C˜∗(∆k ∗K)→ hom(CGM∗ (∆k ∗K), R).
• Finally, Proposition 1.42 implies that the map χ is a quasi-isomorphism.

Remark 1.51. The hypothesis R is a field is used for having an isomorphism between
H∗GM,p(∆
k ∗K;R) and H∗TW,q(∆k ∗K;R), by killing the Ext-term. We may observe also
that this Ext-term may also be avoided in a particular case on a principal ideal domain.
More precisely, let t
′
be the perversity defined by t
′
(i) = i − 2, for any i ∈ {1, . . . , n}.
This perversity coincides with the top perversity t (Definition 1.21) for any i ∈ {2, . . . , n}
and the difference between t and t
′
does not matter if we work with filtered spaces without
strata of codimension 1, as it is the case for pseudomanifolds. Directly from the previ-
ous proof, for any filtered face set, K, and any principal ideal domain, R, we have an
isomorphism
H∗
TW,0
(K;R) ∼= H∗
GM,t
′(K;R),
since, in Corollary 1.50, the Ext-term appears in homological degree 0 and we have
Ext(HGM,t
′
0 (K;R), R) = 0.
The first part of the next corollary is a direct consequence of Theorem B and Corol-
lary 1.39. The second part follows from Proposition A.29 and [32].
Corollary 1.52. Let R = Q. Let K be a filtered face set, p and q be perversities such
that q ≥ 0 and p(i) + q(i) = i − 2 for any i ∈ {1, . . . , n}. Then the complexes A˜PL,q(K),
C˜∗q (K) and C
∗
GM,p(K) are related by quasi-isomorphisms.
In the particular case that p and q are GM-perversities and K is the filtered face set
associated to a pseudomanifold, X, the homology of these complexes coincides with the
original Goresky-MacPherson intersection cohomology of X.
Remark 1.53. The simplices in K\K+ (i.e., jn = −1) are not considered in C˜∗q (K), by
definition, and they do not appear in C∗GM,p(K) if q(1) ≥ 0, or equivalently if p(1) ≤ −1.
Indeed, any p-admissible simplex σ : ∆ = ∆j0 ∗ · · · ∗∆jn → K verifies
‖σ‖1 = dim(∆j0 ∗ · · · ∗∆jn−1) ≤ dim ∆− 1 + p(1) ≤ dim ∆− 2.
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If ∆j0 ∗ · · · ∗∆jn−1 6= ∅, we get 2 ≤ dim ∆ − dim(∆j0 ∗ · · · ∗∆jn−1) = jn + 1 and jn ≥ 1.
This implies also that all the p-admissible 0-simplices and 1-simplices belong to the regular
part of K.
1.5. Particular cases: q = 0, q =∞, cone and suspension
We characterize the Thom-Whitney intersection cohomology in the cases
q = ∞ and q = 0. For q = 0, we need to introduce the normalization
of a filtered face set, as Goresky and MacPherson do (see [25]) in the
framework of pseudomanifolds. Here, the connectivity of the link is not
sufficient, we need to use the expanded link.
Recall from Definition 1.9 that the face set K [0] is the regular part of the filtered face
set, K.
Proposition 1.54. Let R be a commutative ring. For any filtered face set, K, the
restriction map, C˜∗∞(K)→ C∗(K [0]), induces an isomorphism,
H∗TW,∞(K;R) ∼= H∗(K [0];R),
where the last term is the ordinary cohomology of the face set K [0].
Proof. If ω ∈ C˜∗∞(K), we have an element ωσ ∈ C∗(c∆j0)⊗· · ·⊗C∗(c∆jn−1)⊗C∗(∆jn),
for each σ : ∆j0 ∗ · · · ∗ ∆jn → K+. The simplices σ of K [0] correspond to the particular
case ji = −1 for all i ≤ n− 1. A global section, still denoted ω ∈ C∗(K [0]), is thus defined
by restriction from K+ to K
[0].
We check easily that K 7→ C˜∗∞(K) and K 7→ C∗(K [0]) are filtered theory of cochains,
see Proposition 1.44. Let K be a filtered face set of depth v(K) = `−1, ` ∈ {1, . . . , n}, and
such that C˜∗∞(K)→ C∗(K [0]) is a quasi-isomorphism. Let ∆k ∗K be the join of depth `.
Using Proposition 1.42, we are reduced to prove that C˜∗∞(∆
k ∗K)→ C∗((∆k ∗K)[0]) is a
quasi-isomorphism. On the right-hand side, we have (∆k ∗K)[0] = K [0]. On the left-hand
side, with Corollary 1.47, we know that
H∗TW,∞(∆
k ∗K;R) ∼= H∗TW,∞(K;R).
This isomorphism being induced by the canonical inclusion K ↪→ ∆k ∗K, the hypotheses
of Proposition 1.42 are fulfilled and the statement is proved. 
For the study of the 0-cohomology, we introduce a concept similar to the normalization
of Goresky and MacPherson in [25, Page 151]. We denote by σ C φ the relation “σ is a
face of φ”.
Definition 1.55. A filtered face set, K, is called normal if the two following conditions
are satisfied.
(a) Any simplex σ ∈ K\K+ is a face of a simplex φ of K+, i.e., σ C φ.
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(b) Moreover, the simplex φ ∈ K+ is unique in the following sense.
Let σ ∈ K\K+. For any pair (φ, φ′) of simplices of K+ such that σ C φ and σ C φ′,
there exists a family φ1, . . . , φm of simplices of K+ such that σ C φi for i ∈ {1, . . . , m}
and φ C φ1 B · · · C φm B φ′.
Recall the expanded link, Lexp(K, τ), introduced in Definition 1.15.
Proposition 1.56. Let K be a normal filtered face set. For any r > 0, k ≥ 0 and
τ ∈ J(K, [r], k), the expanded link, Lexp(K, τ), is a connected, non empty and normal
filtered face set.
Proof. As r > 0, we have τ ∈ K\K+ and there exists σ ∈ K+ such that τ C σ. We
may suppose R1(σ) = τ . As σ 6= τ , we have (R2(σ), σ) ∈ Lexp(K, τ) and Lexp(K, τ) 6= ∅.
We prove now the connectivity of Lexp(K, τ) by connecting any element (R2(σ
′), σ′) ∈
Lexp(K, τ) to (R2(σ), σ). We consider two cases.
• If σ′ ∈ K+, as R1(σ′) = R1(σ) = τ , we may apply the uniqueness axiom of normal
filtered face set. There exists a family φ1, . . . , φm of simplices of K+ such that
τ C φi for i ∈ {1, . . . , m} and σ C φ1 B · · · C φm B σ′. We may suppose
R1(φi) = τ and, as φi 6= τ , we have (R2(φi), φi) ∈ Lexp(K, τ)+ for i ∈ {1, . . . , m}.
This implies the next relations in Lexp(K, τ),
(R2(σ), σ) C (R2(φ1), φ1) B · · · C (R2(φm), φm) B (R2(σ′), σ′).
• If σ′ /∈ K+, there exists φ ∈ K+ such that σ′ C φ. As R1(σ′) = τ , we may
suppose R1(φ) = τ and we get (R2(σ
′), σ′) C (R2(φ), φ). By applying the first
case to (R2(φ), φ) ∈ Lexp(K, τ)+, we can relate (R2(σ′), σ′) to (R2(σ), σ).
We are reduced to the proof of the normality of Lexp(K, τ).
Let (R2(σ), σ) ∈ Lexp(K, τ)\Lexp(K, τ)+. Then σ ∈ K\K+ and there exists φ ∈
K+ with σ C φ. We may suppose R1(φ) = τ and we get (R2(σ), σ) C (R2(φ), φ) with
(R2(φ), φ) ∈ Lexp(K, τ)+. This gives the first property of a normal filtered face set. For
the second one, consider (R2(σ), σ) ∈ Lexp(K, τ)\Lexp(K, τ)+, (R2(φ), φ) ∈ Lexp(K, τ)+
and (R2(φ
′), φ′) ∈ Lexp(K, τ)+ such that
(R2(φ), φ) B (R2(σ), σ) C (R2(φ′), φ′).
We deduce φ and φ′ in K+, σ ∈ K\K+, R1(φ) = R1(φ′) = R1(σ) = τ and φ B σ C φ′.
From the uniqueness condition in a normal filtered face set, we get the existence of a
family φ1, . . . , φm of simplices of K+ such that σ C φi for i ∈ {1, . . . , m} and φ C φ1 B
· · · C φm B φ′. We may suppose R1(φi) = τ which gives (R2(σ), σ) C (R2(φi), φi) and
(R2(φi), φi) ∈ Lexp(K, τ)+ for all i ∈ {1, . . . , m}, and
(R2(φ), φ) C (R2(φ1), φ1) B · · · C (R2(φm), φm) B (R2(φ′), φ′).

Proposition 1.57. Let R be a principal ideal domain and t
′
be the perversity defined
by t
′
(i) = i− 2, i 6= 0. For any normal filtered face set, K, we have isomorphisms,
H∗
TW,0
(K;R) ∼= H∗
GM,t
′(K;R) ∼= H∗(K;R),
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where the last term is the ordinary cohomology of the face set underlying K.
Proof. The first isomorphism comes directly from Theorem B and Remark 1.51.
For the second one, we use the canonical inclusion, CGM,t
′
∗ (K) → C∗(K), to define,
by duality, a cochain map, C∗(K) → C∗
GM,t
′(K). Using the classical theory of ordinary
cochains on a face set, we know that the association K 7→ C∗(K) is a filtered theory of
cochains. (The proof of Proposition 1.48, in which all perverse degrees are taking out,
gives an explicit confirmation of this fact.) Therefore, C∗(K) → C∗
GM,t
′(K) is a cochain
map between two filtered theories of cochains. As K is normal, its expanded links are
connected (cf. Proposition 1.56) and an application of Proposition 1.43 gives the second
isomorphism. 
Remark 1.58. The cochain map, C∗(−)→ C∗
GM,t
′(−), is not cone-compatible in gen-
eral. Indeed, if L is a filtered face set, non connected as face set, such that C∗(L) →
C∗
GM,t
′(L) is a quasi-isomorphism, we have H0(∆k ∗L;R) = R, because ∆k ∗L is connected
as face set, and H0
GM,t
′(∆k ∗L;R) ∼= H0
GM,t
′(L;R) ∼= H0(L;R) 6= R. Thus, we must restrict
to connected expanded links on this point. That justifies the use of Proposition 1.43 in the
proof of Proposition 1.57. (Example 1.61 comes back on this point.)
We prove now that we can associate to any filtered face set a unique normal filtered
face set, with the same intersection cohomology.
Definition 1.59. The normalization of a filtered face set, K, is a map of filtered face
sets,
N : N(K)→ K,
such that N(K) is normal and the restriction map, N : N(K)+ → K+, is an isomorphism.
Proposition 1.60. Any filtered face set, K, admits a unique normalization defined by
N(K) = K+ ∪ {〈σ, φ〉 | σ ∈ K\K+, φ ∈ K+ and σ C φ},
where
• 〈−,−〉 denotes the equivalence class for the equivalence relation generated by
(σ, φ) ∼ (σ, φ′) ⇐⇒ φ C φ′,
• the perverse degree of elements of K+ is kept and ‖〈σ, φ〉‖i = ‖σ‖i.
Moreover, if F is an extendable universal system of differential coefficients, over a com-
mutative ring R, of blow-up F˜ , the map N induces
• an isomorphism H∗q (N(K); F˜ ) ∼= H∗q (K; F˜ ), for any loose perversity q or q =∞,
• an isomorphism HGM,p∗ (N(K);R) ∼= HGM,p∗ (K;R), for the Goresky-MacPherson
homology if p is a loose perversity such that p(1) < 0.
Proof. Let σ : ∆j0 ∗ · · · ∗∆jk → K be a simplex with k < n and φ ∈ K+ with σ C φ.
The simplex 〈σ, φ〉 of N(K) is considered also as 〈σ, φ〉 : ∆j0 ∗· · ·∗∆jk → N(K). A simplex
of this type cannot be in N(K)+ and we have N(K)+ = K+. We specify now the definition
of a face operator, ∂i, by considering three cases:
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• if α ∈ K+ is a simplex whose ∂i-face in K belongs to K+, we keep the same face
operator than in K,
• if α ∈ K+ is a simplex whose ∂i-face in K belongs to K\K+, we set ∂iα = 〈∂iα, α〉,
(in this case, ∂i is the last face operator of α),
• we set ∂i〈σ, φ〉 = 〈∂iσ, φ〉 otherwise.
Let α : ∆ = ∆j0 ∗ · · · ∗ ∆jn → K with j = dim ∆. For the commutation rule of face
operators, we can reduce the verification to the next two cases:
• if jn = 0 and i < j, we have
∂i∂jα = ∂i〈∂jα, α〉 = 〈∂i∂jα, α〉 = 〈∂j−1∂iα, α〉 = 〈∂j−1∂iα, ∂iα〉 = ∂j−1∂iα,
• if jn = 1 and i = j − 1, we have
∂i∂jα = 〈∂i∂jα, ∂jα〉 = 〈∂i∂jα, α〉 = 〈∂j−1∂iα, α〉 = 〈∂j−1∂iα, ∂iα〉 = ∂j−1∂iα.
We continue with the verification of the properties of a normal filtered face set. Let
〈σ, φ〉 ∈ N(K)\N(K)+ with φ : ∆j0 ∗ · · · ∗ ∆jn → K+. Let J be the smallest subset of
indices such that ∂Jφ /∈ K+ and choose I such that ∂I∂Jφ = σ. By definition of face
operators, we have
∂I∂Jφ = ∂I〈∂Jφ, φ〉 = 〈∂I∂Jφ, φ〉 = 〈σ, φ〉
and 〈σ, φ〉 C φ, which means that 〈σ, φ〉 is a face of an element of N(K)+. We study now the
uniqueness property of the definition of normal filtered face set. Let 〈σ, φ〉 ∈ N(K)\N(K)+
and β, β′ in N(K)+ such that 〈σ, φ〉 C β and 〈σ, φ〉 C β′. Let J be the smallest subset
such that ∂Jβ /∈ K+ and I such that 〈σ, φ〉 = ∂I∂Jβ. By definition of the face operator,
we have
〈σ, φ〉 = ∂I∂Jβ = ∂I〈∂Jβ, β〉 = 〈∂I∂Jβ, β〉,
which implies σ = ∂I∂Jβ (in K!) and 〈σ, φ〉 = 〈σ, β〉. Similarly, we prove 〈σ, β′〉 = 〈σ, φ〉
and deduce
〈σ, φ〉 = 〈σ, β〉 = 〈σ, β′〉.
By definition of the equivalence relation, there exists a family of elements of K+ = N(K)+,
(β1, . . . , βp, . . . , βm), with
(13) β C β1 B · · · C βp B φ C βp+1 B · · · C βm B β′ and σ C βi,
for all i ∈ {1, . . . ,m}. We are reduced to prove that 〈σ, φ〉 C βi, for all i ∈ {1, . . . ,m}.
Observe that the relations (13) imply 〈σ, φ〉 = 〈σ, βi〉, for all i ∈ {1, . . . ,m}. Let J be the
smallest set of indices such that ∂Jβi /∈ K+ and I such that ∂I∂Jβi = σ. By definition of
the face operators, we get
∂I∂Jβi = ∂I〈∂Jβi, βi〉 = 〈∂I∂Jβi, βi〉 = 〈σ, βi〉,
which implies 〈σ, βi〉 C βi. We have obtained 〈σ, φ〉 = 〈σ, βi〉 C βi.
A map of filtered face sets, N : N(K) → K, is defined by N(α) = α, if α ∈ K+ and
N(〈σ, φ〉) = σ. The verification of the compatibility with face operators is direct from the
definitions and the restriction of N is the identity map from N(K)+ to K+.
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Suppose now that N : N(K) → K and N′ : N ′(K) → K are two normalizations of K.
We construct a map of filtered face sets, N : N(K)→ N ′(K), such that N′ ◦N = N, by:
N(α) = N′−1(N(α)), if α ∈ N(K)+,
N(α) = ∂I(N
′−1(N(φ))), if α = ∂Iφ ∈ N(K)\N(K)+ and φ ∈ N(K)+.
We first have to prove that N is well defined in the case α /∈ N(K)+. Let φ′ ∈ N(K)+ such
that α = ∂I′φ
′. We may suppose that α C φ C φ′ and set φ = ∂Jφ′. We have α = ∂I∂Jφ′
and
∂I(N
′−1(N(φ)) = ∂I(N′−1(N(∂Jφ′)) = ∂I∂J(N′−1(N(φ′))),
which proves that N is well defined.
We establish now the bijectivity of the map N. A map N′ : N ′(K)→ N(K) is defined
in a similar manner and, on N(K)+, they are obviously inverse. If α = ∂Iφ, we have
N′(N(α)) = N′(∂I(N′−1(N(φ)))) = ∂I(N−1(N′(N′−1(N(φ))))) = ∂Iφ = α.
The map N preserves the perverse degree. That is obvious on N(K)+. Let α ∈
N(K)\N(K)+. Then there exists φ ∈ N(K)+ and we may suppose α = ∂mφ, with
m = |φ|. This implies
‖N(α)‖` = ‖∂mN′−1(N(φ))‖` = ‖N′−1(N(φ))‖` − 1 = ‖φ‖` − 1 = ‖α‖`.
For proving the compatibility of N with face operators, we consider three cases.
• It is direct if α and ∂iα are in N(K)+.
• Let α ∈ N(K)+ with ∂iα /∈ N(K)+. Then, we have
∂iN(α) = ∂i(N
′−1(N(α))) = N(∂iα).
• Let α /∈ N(K)+. There exists φ ∈ N(K)+ with α = ∂Iφ and we have
∂iN(α) = ∂i∂I(N
′−1(N(φ))) = N(∂iα).
The equality N′◦N = N is obvious on N(K)+. If α = ∂Iφ, α /∈ N(K)+ and φ ∈ N(K)+,
we have
N′(N(α)) = N′(∂I(N′−1(N(φ)))) = ∂IN(φ) = N(∂Iφ) = N(α).
We have established the existence and unicity of the normalization. We show now the
existence of isomorphisms in cohomology and homology.
The restriction map of N to N(K)+ being an isomorphism, N(K)+ ∼= K+, the map N
induces an isomorphism for the cohomology with coefficients in F˜q, for any loose perversity q
or q =∞.
Let σ : ∆ = ∆j0 ∗ · · · ∗∆jn → N(K) be a p-admissible simplex for a loose perversity p
such that p(1) < 0. From ‖σ‖1 = dim(∆j0 ∗ · · · ∗∆jn−1) and
‖σ‖1 ≤ dim ∆− 1 + p(1) ≤ dim ∆− 2,
we deduce jn ≥ 1 and σ ∈ K+ ∼= N(K)+. A similar argument works for ∂σ and we get an
isomorphism of chain complexes, CGM,p∗ (N(K)) ∼= CGM,p∗ (K). 
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Example 1.61. This example shows that the connectivity of L(K, τ) is not sufficient
for having a quasi-isomorphism between C(K) and C˜0(K). Consider a face set, K, which
looks like a pinch ribbon. It is formed of two triangles, ∆2(1) and ∆
2
(2), with a common
vertex and the opposite edge in common also. We can represent it as
a b
c
d e
with [ad] = [be]. We decompose the two triangles as {c}∗[ad] and {c}∗[be] creating a filtered
face set still denoted K. The blow-up of these triangles are ∆˜2(1) = c∆
0 ×∆1 = ∆1(1) ×∆1
and ∆˜2(2) = c∆
0×∆1 = ∆1(2)×∆1, with ∆1(1) 6= ∆1(2) and the second factor in common. The
cochains on these blow-ups (compatible with the restriction to the common faces) have the
behavior of cochains on a rectangle. Thus, there is no cohomology of degree 1 in perverse
degree 0, i.e., H1
TW,0
(K;Z) = 0. The cohomology of the face set K has a generator in
degree 1 and, in this case, we have H1
TW,0
(K;Z) 6= H1(K;Z). It is easy to check that the
link of {c} is connected but its expanded link is not connected.
The normalization N(K) of K is formed of K+ and of two 0-simplices c1 = 〈{c},∆2(1)〉
and c2 = 〈{c},∆2(2)〉. The determination of the other boundaries shows that in N(K) the
two triangles still have a common edge but the two cone points are now different. Thus
N(K) can be represented as
a = b
c1 c2
c = d
with N(K)+ ∼= K+ ∼= N(K)\{c1, c2} ∼= K\{c}.
Example 1.62. Here, we work over Q. The cone on the face set S is the filtered
face set cS = {ϑ} ∗ ∅ ∗ · · · ∗ ∅ ∗ S ∈ ∆[n]F . The simplices of cS are of three kinds,
{ϑ}∗σ : ∆0∗∅∗· · ·∗∅∗∆jn → cS, {ϑ} : ∆0∗∅∗· · ·∗∅ → {ϑ} ⊂ cS or σ : ∅∗· · ·∗∅∗∆jn → S ⊂
cS, with σ ∈ S. Observe that the {ϑ}∗σ and σ are the only elements of cS+. The blow-up
of Sullivan’s forms on these simplices is defined by A˜PL(cS){ϑ}∗σ = APL(c∆0)⊗APL(∆jn)
and A˜PL(cS)σ = Q⊗ APL(∆jn). As the compatibility to face operators involves only the
face operators on {ϑ} ∗ ∅ ∗ · · · ∗ ∅ ∗ S, we are reduced to the compatibility on the factors
APL(∆
jn) and we get
A˜PL(cS) = APL(∆
1)⊗APL(S) = ∧(t, dt)⊗APL(S).
Recall from Remark 1.29 that in this system of coordinates, the face {ϑ} × {1} of c∆0
corresponds to t = 0. Thus the perverse degrees are determined by ‖t⊗ ω‖ = ‖dt⊗ ω‖ =
−∞, ‖1⊗ ω‖ = |ω|, if ω ∈ APL(S) with ω 6= 0.
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As there is only one singular stratum, a loose perversity, q, is given by a non-negative
number, q(n). We want to determine the forms of q-intersection. First, if this form has a
component in t or dt, there is no restriction on the second factor and all the elements of
∧+(t, dt) ⊗ APL(S) are q-admissible. (Here, ∧+(t, dt) is the sum of elements of the shape
tα, tβdt, with α ≥ 1 and β ≥ 0.) On the other hand, the element 1⊗ ω is q-admissible if,
and only if, |ω| ≤ q(n). From that, we deduce that the set of forms of q-intersection is(
APL(∆
1)⊗APL(S)
)
q
=
(∧+(t, dt)⊗APL(S))⊕A<q(n)PL (S)⊕ ZAq(n)PL (S).
The CDGA ∧+(t, dt) being contractible, there is a quasi-isomorphism,(
A˜PL(cS)
)
q
' A<q(n)PL (S)⊕ ZAq(n)PL (S) = τ≤q(n)APL(S),
where the truncation τ≤q(n) is introduced in Definition 1.45. This last cochain complex
involves only the CDGA APL(S) and inherits a structure of CDGA. We may define a
structure of strict perverse algebra on APL(S) (see Definition 1.22) by setting ‖ω‖ =
max(|ω|, |dω|), if ω 6= 0. For this structure, we observe that APL(S)q = A<q(n)PL (S) ⊕
ZA
q(n)
PL (S) = τ≤q(n)APL(S). In conclusion, the blow-up of Sullivan’s forms on a cone, cS,
is related by a quasi-isomorphism to a strict perverse CDGA, defined on the PL-forms,
APL(S).
We end this example with an explicit computation. In the case of the filtered face
set associated to cCP (2), only three values of q(n) suffice for the description of all the
possible intersection cohomologies; they are q(n) = 0, 2 and 4. If we denote by ` the
perversity such that `(n) = `, we have
H i
0
(cCP (2);Q) = Q, if i = 0 and 0 otherwise,
H i
2
(cCP (2);Q) = Q, if i = 0, 2 and 0 otherwise,
H i
4
(cCP (2);Q) = Q, if i = 0, 2, 4 and 0 otherwise.
If we choose n = 1, we did a computation of perverse cohomologies with filtrations that
do not correspond to any geometrical notion of dimension but, as expected, the results
coincide with the classical determination of the perverse cohomology of a cone. If we want
to obtain these cohomologies from C∗GM(K;Q) with the same filtration, we need to choose
perversities p, related to the previous q’s by p + q = −1, which corresponds to the loose
perversities, p(1) = −1, p(1) = −3 and p(1) = −5. Evidently, if we choose a geometric
filtration of length n = 5, we recover usual GM-perversities, p.
Example 1.63. We work over Q. The suspension of the face set S is the filtered face
set ΣS = {ϑ1, ϑ2} ∗ ∅ ∗ · · · ∗ ∅ ∗ S ∈∆[n]F . By definition, the blow-up of Sullivan’s forms is
A˜PL(ΣS) =
(
APL(∆
1)⊕APL(∆1)
)
t1=t2=0
⊗APL(S),
where
(
APL(∆
1)⊕APL(∆1)
)
t1=t2=0
is the subspace of the direct sum generated by poly-
nomials, P (t1, dt1)+Q(t2, dt2), such that P (0, 0) = Q(0, 0). These polynomials coincide on
one side of the intervals; thus, the situation corresponds to two intervals attached together
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by one vertex and this can be assimilated to one interval, I. We may therefore replace the
previous complex by C = APL(∆
1) ⊗ APL(S) = ∧(t, dt) ⊗ APL(S). In this replacement,
the boundary of the first component, is given by the values t = 0 and t = 1. Thus any
polynomial f in t such that f(0) = f(1) = 0 has a restriction to theses faces equal to zero.
This observation allows the determination of the perverse degrees as,
• if f ∈ ∧t, then ‖f ⊗ ω‖ = −∞ if (f(0) = f(1) = 0 or ω = 0) and ‖f ⊗ ω‖ = |ω|
otherwise,
• if α = fdt with f ∈ ∧t, then ‖α⊗ ω‖ = −∞.
In conclusion, the blow-up of Sullivan’s forms on the suspension, ΣS, is related by a quasi-
isomorphism to a strict perverse CDGA, defined on ∧(t, dt)⊗APL(S).
We introduce now a second cochain complex, Eq, related to Cq by a quasi-isomorphism.
Let q be a loose perversity, given by a non-negative number, q(n). We define a cochain
complex by
(τ˜≥q(n)APL(S))i =
 0 if i < q(n),(ZcAPL(S))i if i = q(n),
APL(S)
i if i > q(n),
where ZcAPL(S) denotes a supplementary subspace of the vector space of cocycles. This
complex has the same cohomology than the truncation denoted by τ≥q(n)+1APL(S) in [4,
Page 52], i.e., H i(τ˜≥q(n)APL(S)) = H i(APL(S)), if i ≥ q(n) + 1 and 0 otherwise. We note
that our truncation, τ˜ , depends on the choice of a supplementary subspace and therefore
is not canonical, but it has the advantage of being a subspace of APL(S) and allows the
construction of a morphism,
ϕ : Eq = τ≤q(n)APL(S)⊕ s(τ˜≥q(n)APL(S))→ Cq,
defined by ϕ(η) = 1⊗ η if |η| ≤ q(n) and ϕ(sη) = dt⊗ η, if η ∈ τ˜≥q(n)APL(S). We have to
prove that ϕ is a quasi-isomorphism. It is easy to see that C
<q(n)
q = (∧(t, dt)⊗APL(S))<q(n)
and ZC
q(n)
q = Z(∧(t, dt) ⊗ APL(S))q(n), which imply that Hj(ϕ) is an isomorphism for
j ≤ q(n).
In degree q(n) + 1, if ω =
∑
i≥0 t
iαi +
∑
i≥0 t
i dt βi ∈ ∧(t, dt) ⊗ APL(S) is such that
dω = 0, we know that
ω − α0 = d
∑
i≥0
ti+1
i+ 1
βi
 .
If ω is an element of Cq, we have α0 = 0 and we observe that the forms
ti+1
i+1 βi are elements of
C
q(n)
q . Thus any cocycle of degree q(n)+1 is a coboundary and we obtain H
q(n)+1(C∗q ) = 0.
In degrees strictly greater than q(n)+1, from the previous determination of the perverse
degree, there is no restriction for the polynomials in t, f(t), in the expressions f(t)dtβi ∈
C
>q(n)
q but the polynomials f(t) in the expressions f(t)αi ∈ C>q(n)q have to verify f(0) =
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f(1) = 0. In short, an element ω ∈ C>q(n)q is of the shape
ω =
∑
i≥0
(ti+2 − ti+1)αi +
∑
i≥0
tidtβi.
We construct a morphism ψ : C
>q(n)
q → s(A>q(n)PL (S)) and a homotopy K by
ψ(ω) = s
∑
i≥0
βi
i+ 1
and K(ω) =
∑
i≥0
ti+1
i+ 1
βi − t
∑
i≥0
βi
i+ 1
 .
We check ψ◦d = d◦ψ, K ◦d+d◦K = id−ϕ◦ψ, which imply that Hj(ϕ) is an isomorphism
for j > q(n).
In the case of ΣCP (2), only three values of q(n) are sufficient for the description of all
the possible intersection cohomologies. If we denote by ` the perversity such that `(n) = `,
we have
H i
0
(ΣCP (2);Q) = Q if i = 0, 3, 5 and 0 otherwise,
H i
2
(ΣCP (2);Q) = Q if i = 0, 2, 5 and 0 otherwise,
H i
4
(ΣCP (2);Q) = Q if i = 0, 2, 4 and 0 otherwise.
1.6. Homotopy of filtered face sets
In this section, we define the product of a filtered face set with a face set
and use it for a definition of homotopy between filtered face maps. Kan
fibrations are also defined in the category of filtered face sets and linked
to their analogue in the category of face sets, see Proposition 1.68.
Let ∆N = ∆j0 ∗ · · · ∗ ∆jn be a filtered simplex and ∆k be a simplex. We describe a
filtered face set (∆j0 ∗ · · · ∗∆jn)⊗∆k by its vertices, as follows. Denote by z0 < · · · < zk
the vertices of ∆k and by a0` < · · · < aj`` the vertices of ∆j` , for any ` ∈ {0, . . . , n}. We
extend the order between the vertices of the ∆jk ’s to an order on the vertices of ∆N by
setting as` ≤ as
′
`′ if ` < `
′ or (` = `′ and s ≤ s′). The vertices of (∆j0 ∗ · · · ∗∆jn)⊗∆k are
the couples (as` , zi) of vertices of ∆
N and ∆k.
Consider a sequence of distinct vertices,
(
(asi`i , zwi)
)
0≤i≤ν
, with `i ∈ {0, . . . , n}, si ∈
{0, . . . , j`i} and wi ∈ {0, . . . , k}. Such a sequence spans a simplex of (∆j0 ∗ · · · ∗∆jn)⊗∆k
if, and only if, we have asi`i ≤ a
si+1
`i+1
and zwi ≤ zwi+1 , for all i ∈ {0, . . . , ν − 1}. For instance,
the maximal simplices are sequences of distinct (k+N+1) couples. The filtration degree is
given by the index `, i.e., if ∇ is a simplex of (∆j0 ∗ · · · ∗∆jn)⊗∆k, the number 1 +‖∇‖` is
equal to the cardinal of the set of vertices whose first component belongs to ∆j0 ∗· · ·∗∆jn−` .
This product is still of formal dimension n, as filtered face set, and this construction is
compatible with face operators, see [41, Section 3]. This justifies the next definition.
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Definition 1.64. Let K ∈ ∆[n]F −Sets be a filtered face set and T be a face set. The
product of K and T is the filtered face set defined by
K ⊗ T = colim
∆j0∗···∗∆jn→K
(
colim
∆k→T
(∆j0 ∗ · · · ∗∆jn)⊗∆k
)
.
This product is clearly associative, i.e.,
K ⊗ (T ⊗ S) = (K ⊗ T )⊗ S,
extends naturally in a bifunctor,
⊗ : ∆[n]F −Sets×∆−Sets→∆[n]F −Sets,
and commutes with colimits by definition.
We define now some structures on the sets of morphisms. We keep the previous no-
tation: K, L are filtered face sets and T is a face set. We define a filtered face set, KT ,
by
(KT )j0,...,jn = hom∆[n]
F
−Sets((∆
j0 ⊗ · · · ⊗∆jn)⊗ T ,K),
and a face set, hom∆(K,L), by
hom∆(K,L)k = hom∆[n]
F
−Sets(K ⊗∆
k, L).
The following formulae of adjunctions derive directly from the definitions and the usual
preservation of colimits by a hom-functor .
Proposition 1.65. If K, L are two filtered face sets and T is a face set, we have
natural bijections,
hom
∆
[n]
F
−Sets(K ⊗ T , L) ∼= hom∆[n]
F
−Sets(K,L
T )
∼= hom∆−Sets(T ,hom∆(K,L)).
The two canonical maps, ι0, ι1 : ∆
0 → ∆1, give a notion of homotopy in the category
∆
[n]
F −Sets.
Definition 1.66. Let f, g : K → L be two filtered face maps. They are homotopic
if there exists a filtered face map, F : K ⊗ ∆1 → L, such that F ◦ (id ⊗ ι0) = f and
F ◦ (id⊗ ι1) = g. We denote this relation by f ' g.
In particular, the two injections, id ⊗ ιi : K → K ⊗ ∆1, for i = 0, 1, are homotopic.
As in the case of face sets, for getting an equivalence relation, we have to impose some
restrictions. Let m ≥ 1. We denote by ∆m,k the face subset of ∂∆m obtained by removing
the k-th (m− 1)-face.
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Definition 1.67. A filtered face map, f : K → K ′, is a Kan fibration if, for each
filtered face set, L, and each commutative diagram of filtered face maps,
L⊗∆m,k ϕ //

K
f

L⊗∆m ψ //
g
::
K ′,
there exists a filtered face map, g : L ⊗∆m → K, extending ϕ and lifting ψ. In the case
K ′ = K ′+ = ∅ ∗ · · · ∗ ∅ ∗∆0, the filtered face set K is called a Kan filtered face set.
This definition is connected to the notion of Kan fibration between face sets, see [41,
Section 5].
Proposition 1.68. A filtered face map, f : K → K ′, is a Kan fibration if, and only
if, the corresponding filtered face map, fˆ : hom∆(L,K)→ hom∆(L,K ′), is a Kan fibration
for any filtered face set, L.
Proof. With Proposition 1.65, the existence of a filtered face map g, making commu-
tative the following diagram,
L⊗∆m,k ϕ //

K
f

L⊗∆m ψ //
g
::
K ′,
is equivalent to the existence of a filtered face map, gˆ, making commutative the following
diagram,
∆m,k
ϕˆ //

hom∆(L,K)
fˆ

∆m
ψˆ //
gˆ
88
hom∆(L,K ′),
where ϕˆ, ψˆ correspond to ϕ, ψ in the adjunction correspondence, respectively. This last
property is the definition of a Kan fibration in ∆−Sets, see [41, Section 5]. 
Corollary 1.69. Let K be a Kan filtered face set and (T , S) be a pair of face sets.
Then the map KT → KS is a Kan fibration in ∆[n]F −Sets.
Proof. Let L be a filtered face set. With Proposition 1.68, we have to show the
existence of a dotted arrow making commutative the following diagram in ∆−Sets,
∆m,k //

hom∆(L,KT )

∆m //
88
hom∆(L,KS).
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This problem of existence can also be rewritten as the following lifting problem in ∆−Sets,
∆m ⊗ S ∪∆m,k⊗S ∆m,k ⊗ T //

hom∆(L,K).
∆m ⊗ T
44
As K → ∅ ∗ · · · ∗ ∅ ∗ ∆0 is a Kan fibration, by Proposition 1.68, the induced map
hom∆(L,K) → hom∆(L, ∅ ∗ · · · ∗ ∅ ∗ ∆0) = ∆0 is a Kan fibration (i.e., hom∆(L,K) is
a Kan face set) and this last dotted arrow exists. 
Two maps, f, g : K → L in ∆[n]F −Sets, can be viewed as elements of hom∆(K,L)0.
From Definition 1.66, they are homotopic in ∆
[n]
F −Sets if, and only if, there exists F ∈
hom∆(K,L)1 such that ∂0F = f and ∂1F = g, where ∂0, ∂1 are face operators of the
face set hom∆(K,L). This observation implies the next result, by definition of homotopy
groups of Kan face sets, see [41, Section 6].
Corollary 1.70. If K is a Kan filtered face set, the relation of homotopy between
filtered face maps, of codomain K, is an equivalence relation and the set of equivalence
classes verifies
[L,K]
∆
[n]
F
−Sets = pi0 hom
∆(L,K).
Proof. We have only to check that hom∆(L,K) is a Kan face set and this is already
done at the end of the proof of Corollary 1.69. 
We study now the behavior of the product of a filtered face set and a face set with
intersection cohomology.
Proposition 1.71. Let K be a filtered face set, f : X → Y be a face map between face
sets and p be a loose perversity. Then, the map id⊗ f : K ⊗X → K ⊗ Y induces a chain
map
(id⊗ f)∗ : CGM,p∗ (K ⊗X)→ CGM,p∗ (K ⊗ Y ).
Moreover, if f is homotopic to g, then we have HGM,p∗ (id ⊗ f) = HGM,p∗ (id ⊗ g). In
particular, if f is a homotopy equivalence, the chain map (id⊗f)∗ is a quasi-isomorphism.
Proof. The map id⊗f induces a chain map C∗(K⊗X)→ C∗(K⊗Y ) and we have only
to determine its behavior with the perverse degree. As it is a local computation, we suppose
f : ∆k → ∆k′ and consider the map id⊗ f : (∆j0 ∗ · · · ∗∆jn)⊗∆k → (∆j0 ∗ · · · ∗∆jn)⊗∆k′ .
Let σ : ∇ → (∆j0 ∗ · · · ∗∆jn)⊗∆k be a simplex of the product defined at the beginning
of this section; it has a perverse degree induced by the perverse degree of a product. Thus,
∇ has a decomposition such that ‖σ‖` = dim
(∇k0 ∗ · · · ∗ ∇kn−`). Recall also that ∇ can
be described by its vertices and these last ones are couples of a vertex of ∆j0 ∗ · · · ∗∆jn and
a vertex of ∆k. In this context, the integer 1 + ‖σ‖` is the cardinal of the set of vertices
whose first component belongs to ∆j0 ∗ · · · ∗∆jn−` . The image ((id⊗f)◦σ)(∇) is a simplex
whose vertices are the images of the vertices of ∇ by id⊗ f . Thus the number of vertices
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whose first components are in ∆j0 ∗ · · · ∗∆jn−` cannot increase and we get an induced map
CGM,p∗ ((∆j0 ∗ · · · ∗∆jn)⊗∆k)→ CGM,p∗ ((∆j0 ∗ · · · ∗∆jn)⊗∆k′).
For the second part of the statement, it is sufficient to prove that the two injections
ι0, ι1 : K → K ⊗∆1 induce the same map in homology. The argument used in the proof
of Lemma A.15 can be, word for word, adapted to this situation. 

CHAPTER 2
Rational algebraic models
In this chapter, we consider algebraic structures defined on the field of the rational
numbers and any vector space is supposed to be a rational vector space.
2.1. Perverse differential graded algebras
We collect here some results of Hovey [31] concerning the closed model
structure on the category of perverse CDGA’s and specify the notion of
homotopy. A definition of minimal model and its unicity up to isomor-
phisms are provided.
The notion of strict perverse CDGA, introduced in Section 1.2, is extended in the
one of perverse CDGA defined by M. Hovey, see [31]. We enlarge the lattice Pn of GM-
perversities used in [31] by considering the lattice Pˆn = Pn ∪{∞}. If p and q are elements
of Pˆn, we define p ⊕ q as the smallest element, r, of Pˆn such that p + q ≤ r, see [25]. (In
particular, if p(i) + q(i) > i− 2 for some i > 2, then p⊕ q =∞.) We may construct p⊕ q
by induction (see [18]), starting from (p⊕ q)(n) = p(n) + q(n). The inductive step is given
by:
if p(k) + q(k) < (p⊕ q)(k + 1), one sets (p⊕ q)(k) = (p⊕ q)(k + 1)− 1,
if p(k) + q(k) = (p⊕ q)(k + 1), one sets (p⊕ q)(k) = (p⊕ q)(k + 1).
This law is commutative, associative and has the null perversity as neutral element.
Definition 2.1. A perverse vector space is a functor from Pˆn to the category of vector
spaces. If this functor takes value in the category of graded vector spaces, we use the
expression perverse graded vector space. Perverse linear maps are natural transformations
between perverse vector spaces.
If M• is a perverse vector space, we denote by ϕ
q
p : Mp →Mq the morphism associated
to (p ≤ q). As in [31, Section 2],we define a tensor product of perverse vector spaces by:
(14) (M• ⊗N•)r = colim
p+q≤r
Mp ⊗Nq.
For any perversity p ∈ Pˆn, there is an evaluation functor, evp, which associates to a
perverse vector space, M•, the vector space Mp. This functor admits a left adjoint, Vp,
that generates free objects.
Definition 2.2. Let V be a Q-vector space and p ∈ Pˆn. The p-free perverse vector
space generated by V is defined by,
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• Vp(V )r = V if r ≥ p and 0 otherwise;
• the map ϕr2r1 is the identity map V → V if p ≤ r1 ≤ r2, and the canonical injection
0→ V or the identity map 0→ 0 otherwise.
The projective perverse vector spaces are direct factors of ⊕pVp(V (p))•, where the
V (p)’s are vector spaces. More precisely, ([31, Proposition 2.1]), a perverse vector space,
M•, is projective if the map colimp<qMp →Mq is a split monomorphism for all q.
Definition 2.3. A perverse algebra is a monoid in the category of perverse vector
spaces. In the case of a commutative monoid, we have a perverse commutative graded
algebra (henceforth perverse CGA). We denote by Q• the commutative perverse algebra
defined by ϕqp = id: Qp = Q→ Qq = Q, for any p ≤ q.
A perverse chain complex is a functor from Pˆn in the category of chain complexes. A
perverse chain map is a perverse linear map compatible with the differentials. We denote
by Ch(Pˆn) the associated category.
The projective objects of Ch(Pˆn) are the perverse chain complexes, A•, formed of
perverse projective vector spaces and such that each perverse chain map into an acyclic
complex, A• → B•, is chain homotopic to zero, ([31, Section 3]).
Theorem 2.4 (cf. [11], [31]). The category Ch(Pˆn) is a closed model category for the
following classes of objects.
• The weak equivalences are the perverse chain maps f• : M• → N• such that
H∗(fp) : H∗(Mp)→ H∗(Np) is an isomorphism for any perversity p ∈ Pˆn.
• The fibrations are the surjections.
• The cofibrations are the injective maps with a projective cokernel.
This structure is monoidal and each object of Ch(Pˆn) is fibrant.
Definition 2.5. A perverse differential graded algebra (henceforth perverse DGA) is
a monoid in the category Ch(Pˆn). In the case of a commutative monoid, we have a
perverse commutative differential graded algebra (henceforth perverse CDGA). We denote
by CDGAF the category of perverse CDGA’s.
Theorem 2.6 (cf. [31]). The category CDGAF is a closed model category for the
following classes of objects.
• The weak equivalences are the morphisms which are weak equivalences in Ch(Pˆn).
• The fibrations are the surjections.
• The cofibrations are defined by the lifting property relatively to trivial fibrations.
To any strict perverse cochain complex, A, we associate a perverse cochain complex,
A•, defined by
(15) Ap = {ω | ‖ω‖i ≤ p(i) and ‖dω‖i ≤ p(i) for all i}.
Moreover, if A is a strict perverse DGA, then A• is a perverse DGA and H(A•) is a perverse
algebra.
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For instance, if K is a filtered face set and F is a universal system, the blow-up, F˜ (K),
generates a perverse cochain complex F˜ (K)•. In particular, the blow-up of Sullivan’s forms
gives a perverse CDGA, A(K)•, defined by A(K)q = A˜PL,q(K).
In the perverse cohomology of the suspension of CP (2) (see Example 1.63) an element
of H3
0
(ΣCP(2)) disappears in H3
2
(ΣCP(2)) and we have no inclusion of H3
0
(ΣCP(2)) into
H3
2
(ΣCP(2)). If the perverse cochain complex is coming from a strict perverse cochain
complex, any morphism ϕqp : Ap → Aq is injective. Therefore, the cohomology of a strict
perverse CDGA is a perverse algebra which, in general, is not coming from a structure of
strict perverse algebra. For the study of formality, it is important that the involved cochain
complexes and their cohomology are objects of the same category. Thus, the introduction
of the perverse CDGA’s defined by M. Hovey ([31]) is essential in this context.
We introduce now free objects in the category of perverse CGA’s. The perverse tensor
algebra on a perverse graded vector space, M•, is defined by T (M•) = ⊕k≥0M⊗k• , where
the tensor products (M⊗k• )• are defined in (14). The perverse commutative tensor alge-
bra is defined as ∧M• = ⊕k≥0M⊗k• /Σk, where the action of the symmetric group Σk is
characterized by the next action of the transposition (i, i+ 1),
x0 ⊗ · · · ⊗ xk 7→ (−1)|xi| |xi+1|x0 ⊗ · · · ⊗ xi−1 ⊗ xi+1 ⊗ xi ⊗ xi+2 ⊗ · · · ⊗ xn.
If there is no ambiguity, the element x⊗ x′ of ∧M• is also denoted xx′.
Definition 2.7. A perverse CGA, B•, is called free if there exists a family of graded
vector spaces, (V[p])p∈Pˆn , such that B• = ∧
(
⊕p∈PˆnVp(V[p])•
)
.
From the definition, we deduce the existence of a canonical injection Q• → B•, for
any free perverse CGA, B•. Observe also that a free perverse CGA, B•, comes from
a strict perverse CGA: the elements v ∈ V i[p] have a degree denoted by |v| = i, and a
perverse degree denoted by ‖v‖ = p. This perverse degree is extended to the free CGA by
‖v1v2‖ = ‖v1‖+ ‖v2‖. We use this structure to simplify the notation in
B = ∧(⊕p∈PˆnV[p]),
with Bp the vector space generated by the products, v1 . . . vk, with vi ∈ V[pi] and p1 + · · ·+
pk ≤ p, i.e.,
(16) Bp = 〈v1 . . . vk | vi ∈ V[pi] and p1 + · · ·+ pk ≤ p〉.
For a perverse CGA, B•, we denote by Bkp the set of elements of degree k and perverse
degree p. We describe some particular cases of free perverse CGA’s.
• If V[p] = Qx, with x of odd degree, and V[r] = 0 for all [r] 6= [p], then Bq = Qx if
q ≥ p and Bq = Q otherwise.
• If V[p] = Qx, with x of even degree k, and V[r] = 0 for all [r] 6= [p], then Bikq = Qxi
if q ≥ ip and Bq = Q otherwise.
As ∧(V ⊕W ) = ∧V ⊗ ∧W , the general situation can be expressed as tensor products of
these two cases.
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We introduce now the concept of Sullivan minimal model of perverse CDGA’s. Recall
that, if V is a graded vector space, (∧V )+ is the ideal of ∧V formed of the elements of
strictly positive degree and ∧≥2V the ideal formed of decomposable elements in ∧V .
Definition 2.8. A Sullivan minimal perverse CDGA is a strict perverse CDGA, (B, d),
free as perverse CGA, i.e., B = ∧(⊕p∈PˆnV[p]), and such that, for any p ∈ Pˆn and any
m ≥ 1, we have Vp = ⊕k≥1V kp , and V mp can be written as, V mp = ∪∞i=0V[p](i)m, with
V[p](i)
m = V[p](i− 1)m ⊕ V[p][i]m and
(17) dV m[p] [i] ⊂
(
(∧ ⊕r<p V[r])⊗ (∧V <m[p] )⊗ (∧V m[p] (i− 1))
)
p
.
Observe that the condition (17) implies that (∧V[0], d) is a classical minimal CDGA, and
that the canonical inclusion, (∧(⊕p∈PnV[p]), d) → (∧(⊕p∈PˆnV[p]), d), is a relative minimal
CDGA, see [29, (6.5)].
Definition 2.9. If ρ• : B• → A• is a quasi-isomorphism of perverse CDGA’s, we say
that B• is a perverse model of A•. If B• is a Sullivan minimal perverse CDGA, we call it
a Sullivan minimal model of A•, or a minimal model of A•.
Proposition 2.10. Sullivan minimal perverse CDGA’s are cofibrant in CDGAF.
Proof. This is a classical argument. If k ≥ 1 and p ∈ Pn, we denote by Q(k, p) the
free perverse cochain complex generated by z, |z| = k, ‖z‖ = p, dz = 0. If k ≥ 2, we
define Q(k−1, k, p) as the free perverse cochain complex generated by x and y, |x| = k−1,
‖x‖ = p, |y| = k, ‖y‖ = p and dx = y. The natural perverse cochain maps, Q → Q(k, p)
and Q(k, p)→ Q(k − 1, k, p), z 7→ y, are cofibrations in Ch(Pˆn), see [31, Section 3]. Thus
the perverse CDGA’s maps, Q→ ∧Q(k, p) and ∧Q(k, p)→ ∧Q(k−1, k, p), are cofibrations
in CDGAF.
As Sullivan minimal perverse CDGA’s can be obtained as successive push-outs built
from the previous cofibrations, we get the result, see [5, Proposition 7.5] for a similar
treatment. 
As in the classical case ([48, Theorem 5.1]), minimal models are unique up to isomor-
phisms.
Proposition 2.11. Any quasi-isomorphism between Sullivan minimal perverse CDGA’s
is an isomorphism.
Proof. Let ϕ : B = (∧⊕pV[p], d)→ C = (∧⊕pW[p], d) be a quasi-isomorphism between
two Sullivan minimal perverse CDGA’s. We adapt to the perverse setting a proof made by
Antonio Go´mez-Tato in [22], by building a perverse CDGA’s map, ψ : C → B, such that
ϕ ◦ ψ = id.
First, we observe that the restriction ϕ : (∧V[0], d) → (∧W[0], d) is a weak equivalence
between (classical) minimal models therefore it is an isomorphism and the map ψ is defined
on ∧W[0].
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Let p be a perversity. By definition, (see (17)) there exists a filtration of W k[p] as
W k[p](i) = W
k
[p](i− 1)⊕W k[p][i] such that
(18) dW k[p][i] ⊂ (∧ ⊕r<pW[r])⊗ (∧W<k[p] )⊗ (∧W k[p](i− 1)).
Set M = (∧⊕r<pW[r])⊗(∧W<k[p] )⊗(∧W k[p](i−1)). We suppose that ψ, such that ϕ◦ψ = id, is
defined on M . By induction, the construction of ψ on C is therefore reduced to its extension
to W k[p][i]. With the 5-lemma, we get a quasi-isomorphism
ϕ : (B/ψ(M))p → (C/M)p .
Let (wi) be a basis of W
k
[p][i]. Any wi is a cocycle in (C/M)p that cannot be a coboundary.
We deduce the existence of vi ∈ Bp, mi ∈Mp, m′i ∈Mp such that
ϕ(vi) = wi +mi and dvi = ψ(m
′
i).
We set ψ(wi) = vi − ψ(mi) and we check:
dwi = dϕ(vi)− dmi = ϕ(ψ(m′i))− dmi = m′i − dmi,
ψ(dwi) = ψ(m
′
i)− ψ(dmi) = dvi − dψ(mi) = dψ(wi),
ϕ(ψ(wi)) = ϕ(vi)− ϕ(ψ(mi)) = ϕ(vi)−mi = wi.
From the equality ϕ ◦ ψ = id, we deduce that ψ is a quasi-isomorphism as well and the
same construction applied to ψ brings a morphism ϕ′ such that ψ ◦ ϕ′ = id. Therefore ψ
is an isomorphism and ϕ = ψ−1 is one also. 
Definition 2.12. A path object of an element B• of CDGAF is given by
(B ⊗ ∧(t, dt))•
pi0 //
pi1
// B•
where |t| = 0, |dt| = 1, (B ⊗ ∧(t, dt))p = Bp ⊗ ∧(t, dt) and the maps pii are defined
by the identity on B• and the evaluations pii(t) = i, for i = 0, 1. Let A• be cofibrant.
Two morphisms, f0, f1 : A• → B• of CDGAF, are homotopic if there exists a diagram in
CDGAF,
A•
f0 //
f1
//
F ))
B•
(B ⊗ ∧(t, dt))•
pi0
OO
pi1
OO
such that pi0 ◦ F = f0 and pi1 ◦ F = f1.
Remark 2.13. The sequence B•
ι−→ (B⊗∧(t, dt))• (pi0,pi1)−−−−→ B•⊕B• is a decomposition of
the diagonal B• → B•⊕B• in a weak-equivalence followed by a fibration. This corresponds
to the classical definition of a path object in a closed model category.
As CDGAF is a closed model category, the following properties are standard, see [36].
Proposition 2.14. Let A′• and A• be cofibrant objects of CDGAF.
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(1) If
A′•
g //A•
f0 //
f1
//B•
h //B′•
is a diagram of morphisms of CDGAF, the next properties are satisfied.
(a) If f0 is homotopic to f1, then h ◦ f0 ◦ g is homotopic to h ◦ f1 ◦ g.
(b) Homotopy is an equivalence relation on the set of morphisms from A• to B•.
We denote this relation by '.
(2) Any weak equivalence, h : B• → B′• in CDGAF, induces an isomorphism between
the homotopy classes,
h] : [A•, B•]→ [A•, B′•].
(3) Any weak equivalence, g : A′• → A• in CDGAF, induces an isomorphism between
the homotopy classes,
g] : [A•, B•]→ [A′•, B•].
The notion of homotopy can be extended to any pair of morphisms, not necessarily
with a cofibrant domain. With Proposition 2.14 (3), the next definition does not depend
on the choice of a cofibrant model of B•.
Definition 2.15. Let f0, f1 : B• → B′• be two morphisms in CDGAF and ϕ : A• → B•
be a cofibrant model. The morphisms f0 and f1 are homotopic if f0 ◦ ϕ ' f1 ◦ ϕ.
2.2. Balanced perverse cochain complex
In this section, we define and study a notion of balanced perverse CDGA’s,
which are the basis of the construction of a minimal model in the next
section. (If K is a connected filtered face set and F is a universal system
of CDGA’s, we prove in Section 2.4 that the blow-up, F˜ (K)•, and its
cohomology, H(F˜ (K)•), are balanced perverse CDGA’s.)
We begin with a description of the predecessors of a given GM-perversity p.
Definition 2.16. Let p ∈ Pn be a GM-perversity. A peak of p is an integer j ∈
{3, . . . , n−1} such that p(j+1) = p(j) > p(j−1). The integer n is a peak if p(n) > p(n−1).
We order the peaks (n1, . . . , ns) of p by 3 ≤ n1 < n2 < . . . < ns ≤ n. For each peak ni of p,
we define a perversity pi by {
pi(k) = p(k), if k 6= ni,
pi(ni) = p(ni)− 1.
We check easily the following properties.
(i) The previous perversities (p1, . . . , ps) are in P
n.
(ii) The perversities (p1, . . . , ps) are the predecessors of p. We order them by the corre-
sponding peaks.
(iii) We have p(ni) ≥ i and pi(ni) ≥ i− 1.
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(iv) If (p1, . . . , ps) are the ordered predecessors of p, we denote by pi,` the GM-perversity
inf(pi, p`). The GM-perversities
(p1,2, p1,3, . . . , p1,s)
are ordered predecessors of p1 and the corresponding ordered peaks are (n2, . . . , ns).
We define now the main objects of this section.
Definition 2.17. A perverse cochain complex, A•, defined by the morphisms,
ϕpq : Aq → Ap, for any q ≤ p, is called balanced if it satisfies the next properties, for
any GM-perversity, p, and any sequence of ordered predecessors of p, (pν1 , . . . , pνj ).
(a) Recall pνi,ν` = inf(pνi , pν`). For any j ≥ 1 and any k ≤ p(nνj )− j + 1, the sequence,
⊕1≤i<`≤jAkpνi,ν`
ϕ //⊕ji=1Akpνi
ψ //Akp,
is exact, where
• the morphism ϕ is defined on βi,` ∈ Apνi,ν` by ϕ(βi,`) = (αm)1≤m≤j , with αi =
ϕ
pνi
pνi,ν`
(βi,`), α` = −ϕ
pν`
pνi,ν`
(βi,`) and αm = 0 otherwise,
• and the morphism ψ by ψ(α1, . . . , αj) = ϕppν1 (α1) + · · ·+ ϕ
p
pνj
(αj).
(b) The map ϕppνj
: A0pνj
→ A0p is surjective if p(nνj ) ≥ 2.
(c) For any GM-perversity q, with q ≤ p, the induced morphisms,
H1(ϕpq) : H
1(Aq)→ H1(Ap) and H1(ϕ∞q ) : H1(Aq)→ H1(A∞),
are injective.
A balanced perverse CDGA is a perverse CDGA which is balanced as perverse cochain
complex.
Remark 2.18. In the case of a sequence of predecessors of length j = 1, Property (a)
of Definition 2.17 can also be stated as follows:
for any predecessor pi of p, the map ϕ
p
pi
: Akpi → Akp is an injection, for any k ≤ p(ni).
Definition 2.19. Let A• be a perverse cochain complex and (pνi)1≤i≤j be an ordered
sequence of predecessors of a GM-perversity, p. The dotted sum, uji=1Apνi , is the cochain
complex, quotient of ⊕ji=1Akpνi by the image of ϕ, i.e.,
uji=1Apνi = ⊕
j
i=1Apνi
/ϕ(⊕1≤i<`≤jApνi,ν` ).
We denote by 〈α1, . . . , αj〉 ∈ uji=1Apνi the class of (α1, . . . , αj) ∈ ⊕
j
i=1Apνi
and by
⊕ji=1Apνi Ψ //u
j
i=1Apνi ψ
//Ap the decomposition of ψ.
The dotted sum, u, can also be defined inductively, on the number of predecessors, as
shows the second property of the next statement.
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Proposition 2.20. Let A• be a perverse cochain complex and (pνi)1≤i≤j be an ordered
sequence of predecessors of a GM-perversity, p. The following properties are satisfied.
(i) Property (a) of Definition 2.17 is equivalent to the injectivity, in degrees k ≤ p(nνj )−
j + 1, of the map, ψ : uji=1Akpνi → A
k
p.
(ii) Let (ψ1, ϕ) : uj`=2Apν1,ν` → Apν1 ⊕ (u
j
`=2Apν`
), where ψ1 is the map ψ associated to
p1 and ϕ is induced by ϕ. (See the proof for an explicit description of these maps.)
There is an isomorphism,
u1≤i≤jApνi
∼= (Apν1 ⊕ (u
j
`=2Apν`
))/(ψ1, ϕ)(uj`=2Apν1,ν` ).
In the sequel, we identify these two expressions.
Proof. The first property is obvious. As for the second one, let (α1, . . . , αj) ∈
⊕ji=1Apνi and (βi,`)1≤i<`≤j ∈ ⊕1≤i<`≤jApν1,ν` . Using the notation of Definition 2.17, we
define:
• f((βi,`)1≤i<`≤j) = 〈β1,2, . . . , β1,`〉 ∈ uj`=2Apν1,ν` ,
• f ′(α1, . . . , αj) = (α1, 〈α2, . . . , αj〉) ∈ Apν1 ⊕ (u
j
`=2Apν`
),
• ψ1(〈β1,2, . . . , β1,j〉) = ϕ
pν1
pν1,ν2
(β1,2) + · · ·+ ϕpν1pν1,νj (β1,j) ∈ Apν1 ,
• ϕ(〈β1,2, . . . , β1,j〉) = 〈ϕ(β1,2), . . . , ϕ(β1,j)〉 ∈ uj`=2Apν` .
The equality f ′ ◦ ϕ = (ψ1, ϕ) ◦ f follows from the definitions of these maps. In the next
commutative diagram, the maps Ψ and Ψ are defined as cokernels of ϕ and (ψ1, ϕ), respec-
tively.
⊕1≤i<`≤jApνi,ν`
ϕ //
f

⊕ji=1Apνi
Ψ //
f ′

uji=1Apνi
f ′′

uj`=2Apν1,ν`
(ψ1,ϕ) // Apν1
⊕ (uj`=2Apν` )
Ψ // C
As Ψ and f ′ are surjective, the map f ′′ is surjective also. Let x ∈ uji=1Apνi such that
f ′′(x) = 0. Then there exists x ∈ ⊕ji=1Apνi such that Ψ(x) = x. By exactitude of the
bottom line, there is z ∈ uj`=2Apν1,ν` such that (ψ1⊕ϕ)(z) = f
′(x) and u ∈ ⊕1≤i<`≤jApνi,ν`
such that f(u) = z. The element x − ϕ(u) is in the kernel of f ′, which is the image by ϕ
of ⊕2≤i<`≤jApνi,ν` , by definition of u. This implies, the existence of v ∈ ⊕2≤i<`≤jApνi,ν`
such that x − ϕ(u) = ϕ(v). Finally, x = Ψ(x) = Ψ(ϕ(u + v)) = 0 and the map f ′′ is
injective. 
The next statement is a major point in the construction of a minimal model of balanced
perverse CDGA’s.
Corollary 2.21. Let (pνi)1≤i≤j be an ordered sequence of predecessors of a GM-
perversity, p. For any balanced perverse cochain complex, A•, the following properties
are satisfied.
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(i) The sequence
0 // uj`=2Akpν1,ν`
(ψ1,ϕ)// Akpν1
⊕ (uj`=2Apν` )
k Ψ // uji=1Akpνi
// 0,
is exact, for any k ≤ p(nνj )− j + 2.
(ii) The homomorphism H1(ψ) : H1(Apν1
u · · ·uApνj )→ H
1(Ap) is injective.
Proof. (i) With property (ii) of Proposition 2.20, the proof is reduced to the fact that
the map (ψ1, ϕ) is injective in the specified degrees, for j ≥ 2. From the first property
of Proposition 2.20, we know that the map ψν1 : u
j
`=2Apν1,ν`
→ Apν1 is injective in degree
k ≤ pν1(nνj )− (j − 1) + 1 = p(nνj )− j + 2, and the result is established.
(ii) This property is true for j = 1 by (a) of Definition 2.17, see Remark 2.18. Let j ≥ 2
and consider a cocycle, 〈α1, . . . , αj〉 ∈ Apν1u · · ·uApνj , of degree 1 such that there exists
f ∈ A0p with df = ϕppν1 (α1)+ · · ·+ϕ
p
pνj
(αj). By (b) of Definition 2.17, there exists g ∈ A0pνj
such that f = ϕppνj
(g) and 〈α1, . . . , αj − dg〉 is in the kernel of ψ : A1pν1u · · ·uA
1
pνj
→ A1p.
As p(nνj ) − j + 1 ≥ 1, we obtain 〈α1, . . . , αj − dg〉 = 0 (cf. Proposition 2.20(i)) and
〈α1, . . . , αj〉 = d〈0, . . . , 0, g〉. 
If, for any p, the cochain complex Ap is a subcomplex of A∞, the ordinary sum of
vector subspaces is defined and can be different from the dotted sum. (We consider the
case of A(K)• in Remark 2.29.) But these two sums, + and u, coincide for free perverse
CGA’s.
Proposition 2.22. Let B = ∧⊕pV[p] be a free perverse CGA. The following properties
are satisfied.
(i) For any perversities, p, q1, . . . , qj, we have
Bq1 ∩Bq2 = Binf(q1,q2),
Bp ∩ (Bq1 + · · ·+Bqj ) = (Bp ∩Bq1) + · · ·+ (Bp ∩Bqj ).
(ii) For any ordered sequence, (pνi)1≤i≤j, of predecessors of a GM-perversity, p, one has
Bpν1
u · · ·uBpνj = Bpν1 + · · ·+Bpνj .
Proof. (i) Define B[p] = {v1 . . . vk | vi ∈ Vqi and q1 + · · · + qk = p}. From Defi-
nition 2.7, the equality (16) can also be written as Bp = ⊕r≤pB[r]. The inclusion (Bp ∩
Bq1)+ · · ·+(Bp∩Bqj ) ⊂ Bp∩(Bq1 + · · ·+Bqj ) being obvious, let ω ∈ Bp∩(Bq1 + · · ·+Bqj ).
Denote by
Ji = {r | r ≤ qi} and J = {r | r ≤ p}.
We write ω as a linear combination of elements of B[r], r ∈ ∪ji=1Ji,
ω =
j∑
i=1
∑
r∈Ji
vi,[r], with vi,[r] ∈ B[r].
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Decompose now each Ji in two disjoint subsets
Ji,1 = Ji ∩ J = {r | r ≤ qi and r ≤ p}, Ji,2 = Ji\Ji,1 = {r | r ≤ qi and r 6≤ p}.
Observe that
j∑
i=1
∑
r∈Ji,2
vi,[r] = ω −
j∑
i=1
∑
r∈Ji,1
vi,[r] ∈ Bp.
Any element of Bp can be written as a sum of elements of B[r] with r ∈ J. The intersections
J ∩ Ji,2, B[r] ∩B[r′] being the empty set if r 6= r′, we get
∑j
i=1
∑
r∈Ji,2 vi,[r] = 0 and
ω =
j∑
i=1
∑
r∈Ji,1
vi,[r] ∈ (Bp ∩Bq1) + · · ·+ (Bp ∩Bqj ).
(ii) Let j = 2. By definition of u and Property (i), we have Bpν1 +Bpν2 = Bpν1uBpν2 .
From (i), we deduce that +i≥2Bpν1,νi = Bpν1 ∩
(
+i≥2Bpνi
)
is the kernel of
Bpν1
⊕
(
+i≥2Bpνi
)
→ +i≥1Bpνi . Thus, by induction, we have a commutative diagram,
0 // +i≥2Bpν1,νi
// Bpν1
⊕
(
+i≥2Bpνi
)
// +i≥1Bpνi
// 0
0 // ui≥2Bpν1,νi
//
∼=
OO
Bpν1
⊕
(
ui≥2Bpνi
)
//
∼=
OO
ui≥1Bpνi
//
∼=
OO
0,
in which the two vertical isomorphisms induce a dotted isomorphism between +i≥1Bpνi
and ui≥1Bpνi . 
We exhibit now examples of balanced perverse cochain complexes.
Proposition 2.23. Let F be a universal system of coefficients and K be a filtered face
set. Then, the perverse cochain complex of global sections, F˜ (K)•, and its cohomology,
H(F˜ (K)•), are balanced.
The proof uses interesting properties of the perverse cochain complex of global sections,
that we state independently.
Lemma 2.24. Let F be a universal system of coefficients, K be a filtered face set, p
be a GM-perversity and q be a predecessor of p. We denote by m the associated peak, i.e.,
p(i) = q(i) if i 6= m and p(m) = q(m) + 1. Then the following properties are satisfied.
(i) For any k ≤ p(m)− 2, we have F˜ (K)kp = F˜ (K)kq .
(ii) The morphism fk : Hk(F˜ (K)q) → Hk(F˜ (K)p), induced by the inclusion, F˜ (K)q ⊂
F˜ (K)p, is surjective if k ≤ p(m)− 1 and injective if k ≤ p(m).
Proof. (i) Let ω ∈ F˜ (K)kp. We consider two cases:
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• if ` 6= m, then max(‖ω‖`, ‖dω‖`) ≤ p(`) = q(`),
• if ` = m, then max(‖ω‖m, ‖dω‖m) ≤ k + 1 ≤ p(m)− 1 = q(m).
Therefore ω ∈ F˜ (K)kq . The reverse inclusion is obvious.
(ii) (a) Let ω ∈ F˜ (K)kp, dω = 0. We consider two cases:
• if ` 6= m, then ‖ω‖` ≤ p(`) = q(`),
• if ` = m, then ‖ω‖m ≤ k ≤ p(m)− 1 = q(m).
This implies ω ∈ F˜ (K)q and the surjectivity of fk.
(b) Let ω ∈ F˜ (K)kq and α ∈ F˜ (K)k−1p with dα = ω. We consider two cases:
• if ` 6= m, then max(‖α‖`, ‖ω‖`) ≤ q(`),
• if ` = m, then max(‖α‖m, ‖ω‖m) ≤ max(k − 1, q(m)) = q(m).
This implies α ∈ F˜ (K)q and the injectivity of fk.
(Observe that the key point of this proof is the inequality ‖ω‖ ≤ |ω|.) 
Proof of Proposition 2.23. (i) First, we verify the properties of Definition 2.17 for
the perverse cochain complex F˜ (K)•.
We begin with Property (a). It is trivially verified for j = 1. Suppose j ≥ 2. Let
k ≤ p(nνj ) − j + 1 and (ωi)1≤i≤j ∈ ⊕ji=1F˜ (K)pνi such that ω1 + · · · + ωj = 0. If j = 2,
we obtain ω1 = −ω2 ∈ F˜ (K)kpν1,ν2 and (ω1, ω2) = ϕ(ω1), as expected. If j ≥ 3, from (i) of
Lemma 2.24, we have ωi ∈ F˜ (K)pνi,νj , for any i 6= j. As ωj = −ω1 − · · · − ωj−1, we can
write (ω1, . . . , ωj) = ϕ((ωi,`)), where (ωi,`) ∈ ⊕1≤i<`≤jF˜ (K)kpνi,ν` is defined by ωi,` = 0 if
` 6= j and ωi,j = ωi, (cf. Definition 2.17 for the construction of ϕ).
For proving (b), let ω ∈ F˜ (K)0p and pνj be a predecessor of p with p(nνj ) ≥ 2. If ` 6= nνj ,
then max(‖ω‖`, ‖dω‖`) ≤ p(`) = pνj (`) and max(‖ω‖nνj , ‖dω‖nνj ) ≤ 1 ≤ p(nνj ) − 1 =
pνj (nνj ). We get ω ∈ F˜ (K)0pνj .
As for (c), let ω ∈ F˜ (K)1q such that ω = df with f ∈ F˜ (K)0p and q ≤ p. For any j, we
have, max(‖f‖j , ‖df‖j) ≤ max(0, q(j)) ≤ q(j), which implies f ∈ F˜ (K)0q and the injectivity
of H1(F˜ (K)q)→ H1(F˜ (K)p). The same argument works if p =∞.
(ii) We study now the perverse cohomology H(F˜ (K)•). Property (c) comes from the
first case and Property (b) is obvious from the previous result on F˜ (K)0. Thus, we are
reduced to Property (a), which is a consequence of Lemma 2.24-(ii) for j = 1. Let j ≥ 2.
From Proposition 2.20, we have to prove that the morphism,
fk : Hk(F˜ (K)pν1
)u · · ·uHk(F˜ (K)pνj )→ H
k(F˜ (K)p),
which sends 〈[ω1], . . . , [ωj ]〉 on f1([ω1])+ · · ·+fj([ωj ]), is injective for any k ≤ p(nνj )−j+1.
Let
Υ = 〈[ω1], . . . , [ωj ]〉 ∈ Hk(F˜ (K)pν1 )u · · ·uH
k(F˜ (K)pνj
),
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such that fk(Υ) = 0. The map fi,j : H
k(F˜ (K)pνi,νj
) → Hk(F˜ (K)pνi ) being surjective for
any i ∈ {1, . . . , j − 1} (see (ii) of Lemma 2.24), we have
Υ = 〈f1,j [ω′1], . . . , fj−1,j [ω′j−1], [ωj ]〉 = 〈0, . . . , 0, [ω′j ]〉).
This implies 0 = fk(Υ) = fj([ω
′
j ]) and Υ = 0 because fj is injective (see (ii) of Lemma 2.24).

Example 2.25. Let K be a filtered face set. The statement of Lemma 2.24 contains
the fact that H1(A(K)t) = 0 implies H
1(A(K)p) = 0, for any GM-perversity p. This
example shows that the reverse way is not true.
We choose n = 3 and the filtered face set, K, associated to the cone on the torus, c(S1×
S1), stratified by the cone point. As a cone is a contractible space, from Proposition 1.57,
we have H0(A(K)0) = H
0(K;Q) = Q and H1(A(K)0) = H1(K;Q) = 0. The filtered face
set K has one singular stratum and a perversity consists of the integer p(3). There are
only two possibilities, p(3) = 0 or 1, the value 1 corresponding to t. From Example 1.62,
we have,
H it(K;Q) =
{
H i(S1 × S1;Q) if i ≤ 1,
0 if i > 1.
Thus we have got H1(A(K)0) = 0 and H
1(A(K)t) = Q⊕Q.
2.3. Minimal models of balanced perverse CDGA’s
In this section, we construct a Sullivan minimal model, in the sense
of Definition 2.9, of any cohomologically connected, balanced perverse
CDGA’s. Geometrical applications are given in the next section.
As in the classical case, we need some connectivity hypothesis for the construction of
a model.
Definition 2.26. A perverse CDGA, A•, is cohomologically connected if H0(A•) = Q•.
Theorem C (Construction of a minimal model). Let A• be a cohomologically con-
nected, balanced perverse CDGA. Then, there exists a Sullivan minimal model of A•,
ρ• : B• = (∧ ⊕p V[p], d)• → A•,
i.e., ρp(Bp) ⊂ Ap, the restriction ρp : Bp → Ap is a quasi-isomorphism for any p ∈ Pˆn and
the elements of V[p] have a strictly positive degree. This model is unique up to isomorphism.
The construction is done by induction on the degree and on the perverse degree. We
first establish some properties of an inductive step, described in the next statement.
Lemma 2.27. Let p be a GM-perversity of ordered set of predecessors, (p1, . . . , ps). Let
A• be a cohomologically connected, balanced perverse CDGA and
ρ• : B• = (∧ ⊕r<p V[r], d)→ A•,
be a morphism of perverse CDGA’s, such that the restriction ρr : Br → Ar is a quasi-
isomorphism and V 0[r] = 0, for any r < p. Then, the following properties are satisfied.
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(i) B1p = B
1
p1
+ · · ·+B1ps.
(ii) Let (rν1 , . . . , rνj ) be any ordered set of j predecessors of a GM-perversity r, with
r ≤ p. We denote by nνi the peak associated to rνi. Then, the map ρ˜ : Brν1 + · · · +
Brνj → Arν1u · · ·uArνj , generated by ρ, is such that Hk(ρ˜) is an isomorphism for
k ≤ r(nνj )− j+ 1. As a direct consequence, the map H1(ρ˜) : H1(Brν1 + · · ·+Brνj )→
H1(Arν1u · · ·uArνj ) is an isomorphism for any j.
(iii) The map H1(ρp) : H
1(Bp)→ H1(Ap) is injective.
Proof. (i) The inclusion B1p1 + · · · + B1ps ⊂ B1p being obvious, we consider ω ∈ B1p .
This element can be written as a sum ω =
∑
i λi ωi, with λi of degree 0 and ωi ∈ ⊕r<pV 1[r].
As V 0[r] = 0 and V
1
[p] = 0, we have λi ∈ Q and ωi ∈ Bpi for a certain predecessor, pi, of p.
Regrouping these elements, we write ω as a sum of elements of (Bpi)1≤i≤s and the property
(i) is proved.
(ii) Observe that this property is true if j = 1, by hypothesis. Suppose now that
(ii) is satisfied for any ordered sequence of (j − 1) predecessors of any GM-perversity less
than or equal to p. We consider now an ordered family of j predecessors, (rν1 , . . . , rνj ),
of a GM-perversity r, with r ≤ p. With Corollary 2.21, applied to the bottom line, and
Proposition 2.22, applied to the upper line, we have a morphism of short exact sequences,
whose vertical maps are induced by ρ:
0 // B∗rν1,ν2 + · · ·+B
∗
rν1,νj

// B∗rν1 ⊕ (B
∗
rν2
+ · · ·+B∗rνj )

// B∗rν1 + · · ·+B
∗
rνj

// 0
0 // A∗rν1,ν2u · · ·uA
∗
rν1,νj
// A∗rν1 ⊕ (A
∗
rν2
u · · ·uA∗rνj )
// A∗rν1u · · ·uA
∗
rνj
// 0
for ∗ ≤ r(nνj ) − j + 2. This morphism induces a morphism between long exact sequences
and the induction hypothesis, associated to the five lemma, gives the result.
(iii) For getting the injectivity of H1(ρp) : H
1(Bp)→ H1(Ap), we decompose it in two
maps,
H1(Bp) = H
1(Bp1 + · · ·+Bps)
H1(ρ˜) // H1(Ap1u · · ·uAps)
H1(ψ) // H1(Ap),
where the left-hand equality comes from (i). The injectivity of H1(ρ˜) comes from Property
(ii) and the injectivity of H1(ψ) has been proved in Corollary 2.21. 
Proof of Theorem C. The unicity up to isomorphism is a direct consequence of
Proposition 2.11 and (2) of Proposition 2.14. The construction of this model begins with
a classical minimal model (∧V[0], d) of the CDGA A0.
Let p ∈ Pˆn be a fixed perversity and suppose we have a morphism of perverse CDGA’s,
ρ• : B• = (∧ ⊕r<p V[r], d)• → A•,
satisfying the next properties for any GM-perversity r, with r < p,
(i) V ≤0[r] = 0,
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(ii) ρ(Br) ⊂ Ar and the restriction ρr : Br → Ar is a quasi-isomorphism.
For having a model for the perversity p, we have to construct
ρ• : B• = (∧ ⊕r≤p V[r], d)• → A•,
verifying (i) and (ii) for r ≤ p. Suppose that we have extended ρ• in a morphism of perverse
CDGA’s, still denoted ρ•,
ρ• : B′• = (B ⊗ ∧V <m[p] , d)• = (∧(⊕r<pV[r] ⊕ V <m[p] ), d)• → A•,
such that
(iii) V ≤0[p] = 0,
(iv) ρ(V <m[p] ) ⊂ Ap and the restriction ρp : B′p → Ap verifies,
a) H i(ρp) is an isomorphism for any i ≤ m− 1,
b) H i(ρp) is injective if i = m.
If r < p, as Br = B
′
r, the map ρr : B
′
r → Ar is a quasi-isomorphism. Moreover, when
this construction is performed for any m, by denoting V[p] = ⊕mV m[p] , we get a morphism,
ρ• : (∧ ⊕r≤p V[r], d)• → A•, satisfying (i) and (ii) for any r ≤ p. Thus, we are reduced to
properties (iii) and (iv).
In degree m = 0, as V ≤0[r] = 0 for any r ≤ p, we have (∧ ⊕r≤p V[r])0• = Q• and the map
ρ• : Q• → A• is the canonical inclusion. The perverse CDGA, A•, being cohomologically
connected by hypothesis, H0(ρ•)r is an isomorphism, for any r ≤ p.
Observe that Lemma 2.27 implies properties (iii) and (iv) for m = 1. We show now
that the morphism ρ•, defined on B′•, can be extended in a morphism of perverse CDGA’s,
ρ• : (B′ ⊗ ∧V m[p] , d)• → A•, so that properties (iii) and (iv) are satisfied for m+ 1. We set
Y m[p] [0] = CokerH
m(ρp) : H
m(B′p)→ Hm(Ap),
Zm[p][0] = KerH
m+1(ρp) : H
m+1(B′p)→ Hm+1(Ap),
V m[p] [0] = Y
m
p [0]⊕ Zmp [0].
We extend the differential d and the morphism ρ• by:
• if y ∈ Y m[p] [0], then dy = 0 and ρ(y) ∈ Amp is a cocycle representing the class
corresponding to y ∈ CokerHm(ρp),
• if z ∈ Zm[p][0], then dz ∈ B′p is a cocycle representing the class corresponding to
z ∈ KerHm+1(ρp). The element ρ(z) ∈ Amp is defined by the equality ρ◦d = d◦ρ.
By construction, we have
d(V m[p] [0]) ⊂ B′p = (B ⊗ ∧V <m[p] )p and ρ(V m[p] [0]) ⊂ Ap.
Let j be a fixed integer. Suppose we have defined, for all i ∈ {0, . . . , j}, V m[p] [i], ρ and d on
B′ ⊗ ∧⊕i≤j V mp [i] so that, for all k ≤ j,{
d(V m[p] [k]) ∈ (B′ ⊗ ∧⊕i≤k−1 V m[p] [i])p,
ρ ◦ d = d ◦ ρ and ρ(V m[p] [k]) ⊂ Ap.
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We set
(19) V m[p] [j + 1] = KerH
m+1(ρp) : H
m+1(B′ ⊗ ∧(⊕i≤jV m[p] [i]))p → Hm+1(Ap).
If z ∈ V m[p] [j + 1], then dz ∈ (B′ ⊗ ∧(⊕i≤jV m[p] [i]))m+1p is a cocycle corresponding to z in
KerHm+1(ρp). The element ρ(z) ∈ Amp is defined by the equality ρ ◦ d = d ◦ ρ. Finally, we
set
V m[p] = ⊕i≥0V m[p] [i].
We verify now properties (iii), (iv) for ρ• : (B′ ⊗∧V m[p] , d)• → A•. Property (iii) is satisfied
by construction and we are reduced to Property (iv).
• If i ≤ m− 1, then (B′ ⊗ ∧V m[p] )ip = B′ip and H i(ρp) is an isomorphism.
• The morphism Hm(ρp) is surjective by construction of Y mp [0].
• The morphism Hm(ρp) is injective. To prove that, we consider ω ∈ (B′⊗∧V m[p] )mp
such that dω = 0 and ρ(ω) is a boundary in Amp . There exists j ≥ −1 with
ω ∈ B′ ⊗ ∧⊕i≤j+1 V m[p] [i]. We set Bˆ = B′ ⊗ ∧⊕i≤j V m[p] [i] and decompose ω in
ω = ω1 + ω2 ∈ (B′0 ⊗ V m[p] [j + 1])⊕ Bˆm.
As, by induction, B′0 = Q, we have ω1 ∈ V m[p] [j + 1]. The equality dω = 0 implies
dω1 ∈ d(Bˆm). By construction of V m[p] [j + 1], see (19), this implies ω1 = 0 and
ω ∈ B′ ⊗ ∧ ⊕i≤j V m[p] [i]. We iterate this process and we obtain ω ∈ B′ ⊗ ∧V m[p] [0].
As ρ([ω]) = 0, we have ω ∈ B′ ⊗ ∧Zm[p][0] that we decompose, as above, in ω =
ω1 + ω2 ∈ Zm[p][0] ⊕ Bˆm. The equality dω = 0 implies dω1 ∈ d(Bˆm) and, by
construction of Zm[p][0], we get ω1 = 0 and ω ∈ B′p. Now hypothesis (iv) b) implies
the nullity in Bˆ of the cohomology class associated to ω.
• The morphism Hm+1(ρp) is injective. Let ω ∈ (B′ ⊗ ∧V m[p] )m+1p such that dω = 0
and ρ(ω) is a boundary in Am+1p . There exists an integer j ≥ −1 with ω ∈
(B′ ⊗∧⊕i≤j+1 V m[p] [i])m+1p and, by construction of V m[p] [j + 2], there exists also an
element v ∈ V m[p] [j+2] such that ω−d(1⊗v) is a boundary in B′⊗∧⊕i≤j+1V m[p] [i].
Thus ω is a boundary in B′ ⊗ ∧V m[p] .
Set V m[p] (i) = ⊕j≤iV m[p] [i]. By construction, the differential, d, verifies, for all i ≥ 0,
dV m[p] [i] ⊂
(
(∧ ⊕r<p V[r])⊗ (∧V <m[p] )⊗ (∧V m[p] (i− 1))
)
p
.
This is Property (17) and we have constructed a Sullivan minimal model in the sense of
Definition 2.8. 
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Example 2.28. Consider a lattice of perversities containing
p1
p2
??
p3
OO
p4
__
p5
OO ??
p6
??__
p7
OO__
p8
??OO__
Suppose that A• is a perverse CDGA such that Ap8 = Q e with |e| = 2 and H+(Api) = 0
if i < 8. Then the minimal model will contain elements,
• of degree 1, x of perversity p5, y of perversity p6 and z of perversity p7 such that
dx = dy = dz = e,
• of degree 0, f of perversity p2, g of perversity p3, h of perversity p4 such that
df = x− y, dg = x− z, dh = y − z,
• of degree -1, α of perversity p1 such that dα = f − g + h.
This example illustrates that we cannot have a model with generators of positive degree for
an arbitrary perverse CDGA. As H1(Ap6uAp7) → H1(Ap4) is not injective, this perverse
CDGA is not balanced, see Corollary 2.21(ii). Moreover, it cannot be the perverse CDGA of
forms on a filtered face set, as shows Proposition 2.30.
Remark 2.29. In general, the operations + and u, applied to the perverse CDGA of
forms on a filtered face set, K, are different. More precisely, we have A(K)p1 +A(K)p2 =
A(K)p1uA(K)p2 but for a sum of three terms or more these operations do not coincide.
For instance, in the case of three terms, they correspond to the next short exact sequences,
0 //Ap1 ∩ (Ap2 +Ap3) //Ap1 ⊕ (Ap2 +Ap3) //Ap1 +Ap2 +Ap3 //0
and
0 //(Ap1 ∩Ap2) + (Ap1 ∩Ap3) //Ap1 ⊕ (Ap2 +Ap3) //Ap1uAp2uAp3 //0,
where we have denoted A(K) by A. But the equality Ap1 ∩ (Ap2 + Ap3) = (Ap1 ∩ Ap2) +
(Ap1 ∩Ap3) is true only in degree less than, or equal to, p3(n3)− 1. This can be proved by
arguments similar to those in the proof of Lemma 2.24; we do not need this result in the
sequel.
2.4. Minimal models of filtered spaces
The construction of a Sullivan minimal model can be done in the cases of
the algebra of perverse forms on a connected filtered face set, K, and of its
cohomology. Moreover, in the case K is coming from a pseudomanifold,
we prove that the model we have built is a topological invariant.
2.4. MINIMAL MODELS OF FILTERED SPACES 61
Recall, from Definition 1.10, that a filtered face set, K, is connected if the face set K [0]
is connected. For a GM-perversity p, it is easy to see (cf. Remark 1.53) that the only
p-admissible 0-simplices and 1-simplices are elements of K [0], thus, if K is connected, the
perverse CDGA, A(K)• = A˜PL,•(K), is cohomologically connected. The next result is a
direct consequence of Proposition 2.23.
Proposition 2.30. The perverse CDGA of forms on a filtered face set, K and their
cohomology are balanced. Therefore, if K is connected, the perverse CDGA’s, A(K)•, and
H(A(K)•) with the trivial differential, admit Sullivan minimal models.
The next definition arises naturally from Proposition 2.30.
Definition 2.31. If K is a connected filtered face set, the Sullivan minimal model of
A(K)• is called the minimal model of K.
In perverse degree q = 0, the Sullivan minimal model of a normal filtered face set, K,
is the minimal model of the associated face set.
Proposition 2.32. Let K be a connected normal filtered face set, of minimal model
(∧ ⊕p∈Pˆn V[p], d)•. Then (∧V[0], d) is a minimal model of the face set associated to K.
Proof. For that, we need a version of Proposition 1.57 taking in account the struc-
ture of algebras. Let ∆ = ∆j0 ∗ · · · ∗ ∆jn be a filtered simplex and µ : ∆˜ = c∆j0 ×
· · · × c∆jn−1 × ∆jn → ∆ its blow-up. We work with the coordinates introduced in Re-
mark 1.29, where µ sends the element ((a00, . . . , a
0
j0
, t0), (a
1
0, . . . , a
1
j1
, t1), . . . , (a
n
0 , . . . , a
n
jn
))
on (a00, . . . , a
0
j0
, t0a
1
0, . . . , t0a
1
j1
, t0t1a
2
0, . . . , t0t1a
2
j2
, . . . , t0 . . . tn−1an0 , . . . , t0 . . . tn−1anjn).
Denote by (ui)0≤i≤j0+···+jn+n the barycentric coordinates of ∆ and by (vki )0≤i≤jk the
barycentric coordinates of ∆jk . The map µ induces a map µ∗ : APL(∆) → A˜PL(∆) =
APL(c∆
j0)⊗ · · · ⊗APL(∆jn), defined by µ∗(ui) =
v0i ⊗ 1⊗ · · · ⊗ 1 if 0 ≤ i ≤ j0
t0 ⊗ v1i−j0−1 ⊗ 1⊗ · · · ⊗ 1 if j0 + 1 ≤ i ≤ j0 + j1 + 1
t0 ⊗ t1 ⊗ v2i−j0−j1−2 ⊗ 1⊗ · · · ⊗ 1 if j0 + j1 + 2 ≤ i ≤ j0 + j1 + j2 + 2
· · · · · ·
t0 ⊗ t1 ⊗ · · · ⊗ tn−1 ⊗ vni−j0−...−jn−1−n if j0 + · · ·+ jn−1 + n ≤ i ≤ j0 + j1 + · · ·+ jn + n.
The faces in ∆˜ having a factor ∆jn−` ×{1}, for ` ∈ {1, . . . , n}, are characterized by t` = 0.
Thus, the forms µ∗(ui) are of perverse degree 0 and we have µ∗(ui) ∈ A˜PL,0(∆). This local
construction generates a morphism of CDGA’s, APL(K) → A˜PL,0(K), which satisfies the
hypothesis of Theorem A for any connected normal filtered face set, K. Thus, in the next
diagram,
APL(K)
µ∗ // A˜PL,0(K)
(∧V[0], d),
ρ0
OO
ψ
ee
62 2. RATIONAL ALGEBRAIC MODELS
the morphism µ∗ is a quasi-isomorphism (Theorem A). Let ρ0 be the minimal model of
A˜PL,0(K). As (∧V[0], d) is a cofibrant CDGA, there exists (see Proposition 2.14-(2)) a
morphism of CDGA’s, ψ, making the diagram commutative up to homotopy, and ψ is a
quasi-isomorphism. 
We may also compare the structure of products induced, in cohomology, on the blow-
ups of Sullivan’s forms and on the Thom-Whitney cochains, on one side, together with the
product defined by G. Friedman and J. McClure ([20]) in the topological case.
Proposition 2.33. Let K be a filtered face set. Then, the integration map,
∫
: A˜PL(K)→
C˜∗(K), induces an isomorphism of perverse algebras,
H∗• (K; A˜PL) ∼= H∗• (K; C˜).
If X is an n-dimensional pseudomanifold and K = ISingF∗ (X), the cup-product of the
previous perverse cohomology algebras coincides with the cup-product defined in [20].
Proof. We use an argument due to C. Watkiss (unpublished) in the classical case of
Sullivan’s theory. The two inclusions of universal systems of DGA’s,
APL(∆
n) //(APL ⊗ C∗)(∆n) C∗(∆n),oo
satisfy the hypotheses of Theorem A and induce an isomorphism of perverse CDGA’s,
H∗• (K; A˜PL) ∼= H∗• (K; ˜APL ⊗ C) ∼= H∗• (K; C˜).
This establishes the first assertion. The last part of the statement is proved in [10, End of
Section 4]. 
To any filtered space X (Definition A.1) whose regular part is connected, we associate a
filtered face set, L = ISingF∗ (X), such that A(L)• is a cohomologically connected, balanced
perverse CDGA, see Proposition 2.23. Thus, by Theorem C, a perverse minimal model of
A(L)• exists. We call it the perverse minimal model of X. In the case X is normal, the
0-part of this model is the minimal model of X, as shows Proposition 2.32.
The next result is the topological invariance of the minimal model of ISingF∗ (X).
Theorem D. Let X be a PL-pseudomanifold whose regular part is connected. Then,
the minimal model of X does not depend on the stratification of X, in GM-perversity
degrees strictly less than ∞.
As the ∞-intersection cohomology of a filtered face set, K, is the ordinary cohomology
of its regular part (Proposition 1.54), we cannot expect any topological invariance for the
perversity ∞. The simple example of a sphere S2 with strata of codimension 0 shows
that the regular part can have different homotopy types. Nevertheless, the knowledge of
a model of the regular part of a PL-pseudomanifold reveals crucial for some computation,
see Theorem E.
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Proof of Theorem D. In [32, Page 150], King associates to any CS set, X, a CS
set, X∗, which is an intrinsic coarsest stratification of X. In particular, the identity map
induces a stratified map, X → X∗, in the sense of Definition A.18. In [19, Chapter 2],
G. Friedman proves that the CS set, X∗, associated to a PL-pseudomanifold is also a
PL-pseudomanifold. We begin by proving that the regular part of X∗ is connected.
Let R = X\Xn−1 and R∗ = X∗\X∗n−1 be the regular parts of X and X∗, respectively.
By construction, we have R ⊂ R∗. If R∗ is the union of two disjoint open sets, R∗ = U1unionsqU2,
then we have R = (R ∩ U1) unionsq (R ∩ U2). As R is connected, by hypothesis, and open, we
must have U1 ∩R = ∅ or U2 ∩R = ∅. The open set R being dense in X, we obtain U1 = ∅
or U2 = ∅, which implies the connectivity of R∗.
We denote by L and L∗ the filtered face sets associated to X and X∗, respectively, and
consider the following diagram whose elements are detailed below,
A˜PL,q(L
∗)
ϕ1 //
fL∗

A˜PL,q(L)
fL

C˜∗q (L
∗)
gL∗

C˜∗q (L)
gL

C∗GM,p(L
∗) = hom(Cp∗ (X∗),Q)
ϕ2 // C∗GM,p(L) = hom(C
p
∗ (X),Q)
hom(Kp∗ (X∗),Q)
ϕ3 //
hL∗
OO
hom(Kp∗ (X),Q)
hL
OO
The perversities p and q are elements of Pn such that p(k)+q(k) = k−2, if k ≥ 2. The
bottom square commutes by construction and the vertical maps are quasi-isomorphisms,
as this is proved in
• Corollary 1.52 for fL, fL∗ , gL∗ and gL,
• and, as X∗ is a PL-pseudomanifold, we can use Proposition A.29 for hL∗ and hL.
The proof that ϕ3 is a quasi-isomorphism being done in [32, Theorem 9], the proof of
Theorem D is reduced to the construction of ϕ1 making the diagram commutative.
From Theorem F (see also Corollary A.25), we know that the stratified map, X → X∗,
induces an amalgamation of the singular simplices, generated by elementary amalgamations
of the type ∆p∗∆q 7→ ∅∗∆p+q+1. To prove that these amalgamations induce a morphism of
perverse CDGA’s, ϕ1 : A˜PL,•(L∗)→ A˜PL,•(L), making commutative the previous diagram,
it is sufficient to show it locally. This is done in Lemma 2.34. 
Lemma 2.34. Let i ∈ {0, . . . , n − 1}. We denote by Φi the identity map on a simplex
∆, corresponding to the elementary amalgamation
∆j0 ∗ · · · ∗∆jn 7→ ∆k0 ∗ · · · ∗∆kn ,
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with
ka = ja, if a < i or a > i+ 1,
ki = −1, and ki+1 = ji + ji+1+1.
Let µ : ∆˜1 = c∆
j0×· · ·×∆jn → ∆ and µ′ : ∆˜2 = c∆k0×· · ·×∆kn → ∆ be the two blow-ups.
Then, for all i ∈ {0, . . . , n − 1}, the map Φi lifts in a map Φ˜i between the two blow-ups,
compatible with the face operators of ∆ and such that µ′ ◦ Φ˜i = µ. The induced cochain
map, Φ˜∗i , is such that, the following diagram commutes,
APL(c∆
j0)⊗ · · · ⊗APL(∆jn)
∫
// Q
APL(c∆
k0)⊗ · · · ⊗APL(∆kn)
∫
44
Φ˜∗i
OO
where
∫
ω =
∫
∆˚(µ
−1)∗ω if ω ∈ APL(c∆j0)⊗ · · · ⊗APL(∆jn) and a similar formula for the
second integral map. Moreover, the map Φ˜∗i verifies
Φ˜∗i (A˜PL,q(∆
k0 ∗ · · · ∗∆kn)) ⊂ A˜PL,q(∆j0 ∗ · · · ∗∆jn),
for all positive perversity q.
Proof. Recall, from Remark 1.29, that the two blow-ups can be described by
µ((x0, t0), . . . , (xn−1, tn−1), xn) = x0 + t0x1 + t0t1x2 + · · ·+ t0 . . . tn−1xn
with xi = (xi,0, . . . , xi,ji) ∈ Rji+1, ti ∈ R, ti+
∑ji
k=0 xi,k = 1, for all i, and a similar formula
for µ′. (With this setting, in the particular case ∆ja = ∅, we have c∆ja = {(0, 1)}.) For
the study of Φi, we have two cases, depending if i+ 1 = n or not.
1) We begin with i+1 6= n. We construct a map Φ˜i : c∆j0×· · ·×∆jn → c∆k0×· · ·×∆kn
by Φ˜i = id× fi × id, where
fi : c∆
ji × c∆ji+1 → c∅ × c(∆ji ∗∆ji+1)
is defined by
fi((xi, ti), (xi+1, ti+1)) = ((0, 1), ((xi, tixi+1), titi+1)).
We check easily from the definition that the map Φ˜i verifies µ
′ ◦ Φ˜i = µ and is compatible
with face operators. Thus it induces a CDGA’s map Φ˜∗i : APL(c∆
k0)⊗ · · · ⊗APL(∆kn)→
APL(c∆
j0)⊗ · · · ⊗APL(∆jn).
Let ω = ω0 ⊗ · · · ⊗ ωn ∈ APL(c∆k0) ⊗ · · · ⊗ APL(∆kn). In the next equalities, we use
the fact that µ and µ′ are diffeomorphisms on the interior of the integration domains,∫
∆˜2
ω =
∫
∆˚
(µ′−1)∗ω =
∫
∆˚
(
(µ−1)∗ ◦ Φ˜∗i
)
(ω)
=
∫
∆˜1
Φ˜∗i (ω).
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This proves the equality
∫ ◦ Φ˜∗i = ∫ . We show now the compatibility with perversities, i.e.,
‖ω‖` ≤ q(`)⇒ ‖Φ˜∗iω‖` ≤ q(`),
for all ` ∈ {1, . . . , n}. If ∆jn−` = ∅, the previous implication follows from ‖Φ˜∗iω‖` = −∞.
We suppose now that ∆jn−` 6= ∅.
— Consider first n − ` = 0, with i 6= 0. (The case i = 0, ` = n is done below.) The
commutativity of the next diagram,(
∆j0 × {1})× · · · × c∆ji × c∆ji+1 × · · · ×∆jn
Φ˜i

pr // ∆j0 × {1}
(
∆j0 × {1})× · · · × c∅ × c(∆ji ∗∆ji+1)× · · · ×∆jn ,pr
33
implies
‖Φ˜∗i (ω)‖` ≤ ‖ω‖`,
since the projections pr are used for the determination of ‖−‖`, see Remark 1.32. A similar
argument works for all the perverse degrees, except in the cases n− ` = i and n− ` = i+1.
— We continue with n−` = i+1. In this case, the restriction of the map Φ˜i = id×fi×id,
c∆j0 · · · × c∆ji × (∆ji+1 × {1})× · · · ×∆jn
Φ˜i=id×fi×id

c∆j0 · · · × c∅ × ((∆ji ∗∆ji+1)× {1})× · · · ×∆jn ,
is defined by fi : c∆
ji×(∆ji+1×{1})→ c∅×((∆ji ∗∆ji+1)× {1}), which sends the element
((x, t), (y, 0)) on ((0, 1), ((x, ty), 0)). (Observe that the face ∆ji × {1} of c∆ji , used in the
definition of perverse degree, corresponds to t = 0, see Remark 1.29.) We denote by pr1
the projection of the domain of Φ˜i on c∆
j0 × · · · × c∆ji × (∆ji+1 × {1}), which is used
for the determination of ‖Φ˜∗i (ω)‖`, and by pr2 the projection of the codomain of Φ˜i on
c∆j0 × · · · × c∅ × ((∆ji ∗∆ji+1)× {1}), which is used for the determination of ‖ω‖`. The
equality pr2 ◦ Φ˜i = (id× fi) ◦ pr1 implies
‖Φ˜∗i (ω)‖` ≤ ‖ω‖`.
— The last perversity we have to study corresponds to n − ` = i. The restriction of
Φ˜i to S˜i = c∆
j0 × · · · × (∆ji × {1}) × c∆ji+1 × · · · ×∆jn is defined by fi((x, 0), (y, s)) =
((0, 1), ((x, 0), 0)). Thus we have
Φ˜i(S˜i) = c∆
j0 × · · · × c∅ × (∆ji × {1})× c∆ji+2 × · · · ×∆jn
⊂ c∆j0 × · · · × c∅ × (∆ji ∗∆ji+1 × {1})× c∆ji+2 × · · · ×∆jn .
We denote by pr1 the projection of S˜i on c∆
j0 × · · · × c∆ji−1 × (∆ji × {1}) and by pr2 the
projection of c∆j0 × · · · × c∅ × (∆ji ∗ ∆ji+1 × {1}) × c∆ji+2 × · · · × ∆jn on c∆j0 × · · · ×
c∅ × (∆ji ∗∆ji+1 × {1}). The projection pr1 is used for the determination of ‖Φ˜∗iω‖` and
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the projection pr2 for the determination of ‖ω‖`−1. The equality (id× hi) ◦ pr1 = pr2 ◦ Φ˜i,
where hi : ∆
ji ×{1} → c∅× ((∆ji ∗∆ji+1)× {1}) is defined by hi(x, 0) = ((0, 1), ((x, 0), 0),
implies
‖Φ˜∗i (ω)‖` ≤ ‖ω‖`−1 ≤ q(`− 1) ≤ q(`).
2) We study now the case i+ 1 = n. The map Φ˜n−1 = id× fn−1, with fn−1 : c∆jn−1 ×
∆jn → c∅ × (∆jn−1 ∗∆jn), is defined by fn−1((x, t), y) = ((0, 1), (x, ty)). The proof goes
like in the previous case, except for ` = 1. The restriction of Φ˜n−1 to S˜n−1 = c∆j0 × · · · ×(
∆jn−1 × {1})×∆jn is defined by fn−1((x, 0), y) = ((0, 1), (x, 0)) and we have Φ˜n−1(S˜n−1) ⊂
c∆j0×· · ·×c∅×(∆jn−1∗∆jn). In the next diagram, the map hn−1 is defined by hn−1(x, 0) =
((0, 1), (x, 0)),
c∆j0 × · · · × (∆jn−1 × {1})×∆jn pr //
Φ˜n−1=id×fn−1

c∆j0 × · · · × (∆jn−1 × {1})
id×hn−1ss
c∆j0 × · · · × c∅ × (∆jn−1 ∗∆jn) .
The commutativity of this diagram implies, for ` = 1,
‖Φ˜∗n−1(ω)‖` = ‖pr∗ ◦ (id× hn−1)∗ω‖` ≤ 0,
since the projection pr is used for the determination of ‖ − ‖`. 
Remark 2.35. (In this remark, we keep the notations of the proof of Theorem D.) In
this proof, the hypothesis “X PL-pseudomanifold” is used only for proving that the maps
hL and hL∗ are quasi-isomorphisms. We believe that the map ϕ2 is a quasi-isomorphism
under the weaker hypothesis that X is a recursive CS set in the sense of G. Friedman, [19].
This should need a direct proof, similar to the proof made by G. Friedman in [19]. We do
not go further in this direction.
CHAPTER 3
Formality and examples
In this chapter, we consider algebraic structures defined on the field of the rational
numbers and any vector space is supposed to be a rational vector space.
3.1. Intersection-formality
A notion of formality is defined and examples are given. This opens
a framework for a study of the formality of singular projective algebraic
varieties, as asked by M. Goresky in the introduction of [24]. We use also
Example 1.62 and Example 1.63 to construct models, not necessarily
cofibrant, for the cone and suspension of a face set. They provide an
explicit example of a non intersection-formal PL-pseudomanifold which
is formal, as space.
When K is a filtered face set, a notion of perverse formality comes naturally from the
fact that the perverse CDGA of forms, A(K)•, and its perverse cohomology algebra are
belonging to the same category.
Definition 3.1. A connected filtered face set, K, is intersection-formal if there is an
isomorphism between the minimal models of A(K)• and H(A(K)•), for • <∞.
An equivalent formulation is the existence of a sequence of quasi-isomorphisms in
CDGAF, between A(K)• and its cohomology.
Definition 3.2. A PL-pseudomanifold, X, whose regular part is connected, is intersec-
tion-formal if its associated filtered face set, ISingF∗ (X), is intersection-formal.
Theorem D implies immediately the next result.
Proposition 3.3. The intersection-formality of a PL-pseudomanifold, whose regular
part is connected, is independent of the stratification.
In the literature, Massey products are sometimes introduced for the detection of non
formal spaces. We emphasize that the existence of non trivial Massey products guaranties
the non-formality of a space but the reverse is harder to express. Mention, for instance from
[12, Page 262], that the vanishing of each Massey product is not sufficient for getting the
formality; for that, this vanishing has to be done in an uniform way. Before the introduction
of examples, we adjust the definition of Massey products and their basic properties (see
[14, Definition 2.89 and Proposition 2.90]) to the perverse frame.
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Definition 3.4. Let (A, d)• be a perverse CDGA, x ∈ Ap1 , y ∈ Ap2 , z ∈ Ap3 be
cocycles, of associated cohomology classes, [x], [y], [z], and such that there exist α ∈ Ap1⊕p2 ,
β ∈ Ap2⊕p3 with dα = xy and dβ = yz. The element αz−(−1)|x|xβ is a cocycle. The triple
Massey product is the set 〈[x], [y], [z]〉 ⊂ Hp1⊕p2⊕p3(A, d) formed by all the cohomology
classes [αz − (−1)|x|xβ], constructed using all the possible choices of the elements α and
β. This Massey product is said trivial if 0 ∈ 〈[x], [y], [z]〉.
If we quotient H•(A, d) by the ideal generated by [x] and [z], the set 〈[x], [y], [z]〉 projects
to a single element. Also, this element is zero if, and only if, 〈[x], [y], [z]〉 is trivial.
Proposition 3.5. Let K be a connected filtered face set, of minimal model,
ρ• : (∧ ⊕p∈Pˆn V[p], d)• → A(K)•. If there exists a non trivial triple Massey product in
(∧ ⊕p∈Pn V[p], d), then K is not intersection-formal.
Proof. Suppose that (∧⊕p≤tV[p], d) is also a perverse minimal model of (⊕p≤tHp(A(K))),
i.e., there is a quasi-isomorphism ϕ• : (∧ ⊕p≤t V[p], d)• → (⊕p≤tHp(A(K)))•. Let x ∈
(∧ ⊕p≤t V[p])p1 , y ∈ (∧ ⊕p≤t V[p])p2 , z ∈ (∧ ⊕p≤t V[p])p3 be cocycles such that there exist
α ∈ (∧ ⊕p≤t V[p])p1⊕p2 , β ∈ (∧ ⊕p≤t V[p])p2⊕p3 with dα = xy and dβ = yz. The cocycle
αz − (−1)|x|xβ is sent by ϕ to an element of the ideal generated by ϕ(x) and ϕ(z). The
morphism ϕ being a quasi-isomorphism of algebras, the element [αz − (−1)|x|xβ] is in the
ideal generated by [x] and [z]. Thus, the Massey product 〈[x], [y], [z]〉 is trivial. 
We give now some easy constructions of models, beginning with the cone of a face set,
see Example 1.62.
Proposition 3.6. Let S be a connected face set of Sullivan minimal model (∧V, d).
Then a perverse model of the cone, cS ∈∆[n]F −Sets, is (∧V, d)•, where the perverse degree
of ω ∈ ∧V is defined by ‖ω‖ = max(|ω|, |dω|).
In the case of the cone, cS ∈ ∆[n]F −Sets, a perversity is determined by the value q(n)
and, with the described perverse degree, we have (∧V, d)q = τ≤q(n)(∧V, d), see Defini-
tion 1.45.
Proof. From Example 1.62, we know that the perverse CDGA, A˜PL,•(cS), is quasi-
isomorphic to APL(S)•, with APL(S)q = {ω ∈ APL(S) | ‖ω‖ = max(|ω|, |dω|) ≤ q(n)}.
Let ϕ : (∧V, d) → APL(S) be the minimal model of the CDGA, APL(S). As above, we
define a perverse CDGA, (∧V, d)•, by (∧V, d)q = {ω ∈ ∧V | ‖ω‖ = max(|ω|, |dω|) ≤ q(n)}.
As ϕ keeps the degree, i.e., |ϕ(ω)| = |ω| if ϕ(ω) 6= 0, we have an induced mor-
phism of perverse CDGA’s, ϕ• : (∧V, d)• → APL(cS)•, which induces a quasi-isomorphism,
ϕq : (∧V, d)q → APL(cS)q, for any GM-perversity, q, determined by q(n). 
Observe that (∧V, d)0 = Q is a model of the contractible face set, cS, as expected.
As the perverse model of a PL-pseudomanifold “contains” the model of the underlying
space in perverse degree 0, we see that any intersection-formal PL-pseudomanifold is formal
as space. The next result shows that these two notions, formal and intersection-formal, are
distinct.
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Proposition 3.7. There exist PL-pseudomanifolds that are formal as spaces but not
intersection-formal.
The next example is an illustration of this statement.
Example 3.8. Denote by ψ : S2 × S2 → S4 the map obtained by collapsing the two
2-dimensional spheres. We denote by E the pullback of the Hopf fibration S3 → S7 → S4
along ψ. The minimal model of the PL-pseudomanifold E is (see [14, Example 2.91])
(∧(x, α, y, β, a), d), with |x| = |y| = 2, |α| = |β| = |a| = 3, dα = x2, dβ = y2, da = xy. Set
u = αy − xa and v = xβ − ay.
The non-zero groups of rational cohomology are H0(E;Q) = Q, H2(E;Q) = Q[x] ⊕
Q[y], H5(E;Q) = Q[u]⊕Q[v], H6(E;Q) = Q[uy]. We observe that {[u]} = 〈[x], [x], [y]〉 and
{[v]} = 〈[x], [y], [y]〉. As xv− uy = d(αβ), we have also [uy] = [xv]. The cone, cE, being of
dimension 8, a perversity is determined by one integer and we denote by ` the perversity
such that `(8) = `, the top GM-perversity being 6. From Proposition 3.6, we compute the
perverse minimal model of cE and find ρ• : (∧ ⊕p≤t V[p], d)• → (∧(x, α, y, β, a), d)•, with
• V[2] = Qxˆ⊕Qyˆ, dxˆ = dyˆ = 0, ρ(xˆ) = x, ρ(yˆ) = y.
• V[4] = Qαˆ⊕Qβˆ ⊕Qaˆ, dαˆ = xˆ2, dβˆ = yˆ2, daˆ = xˆyˆ, ρ(αˆ) = α, ρ(βˆ) = β, ρ(aˆ) = a.
• V[5] = Quˆ⊕Qvˆ, duˆ = dvˆ = 0, ρ(uˆ) = u, ρ(vˆ) = v.
• V[6] = Qξ1 ⊕Qξ2, dξ1 = αˆyˆ − xˆaˆ− uˆ, dξ2 = xˆβˆ − aˆyˆ − vˆ
From this determination, we note the existence of two non trivial triple Massey products,
uˆ ∈ 〈[xˆ], [xˆ], [yˆ]〉 and vˆ ∈ 〈[xˆ], [yˆ], [yˆ]〉. Proposition 3.5 implies the non intersection-formality
of cE despite the formality of cE as space.
We continue with perverse models of the suspension of a face set.
Proposition 3.9. Let S be a connected face set of Sullivan minimal model (∧V, d).
Then, the perverse minimal model of the suspension, ΣS ∈ ∆[n]F −Sets, is the perverse
minimal model of the perverse CDGA, (∧(t, dt)⊗ (∧V, d))•, with
(∧(t, dt)⊗(∧V, d))q = dt⊗∧t⊗∧V ⊕{f(t)⊗w ∈ ∧t⊗∧V | f(0) = f(1) = 0 or |ω| ≤ q(n)},
for any GM-perversity, q.
Proof. We proceed as in the proof of Proposition 3.6, by using the results obtained
in Example 1.63, replacing the CDGA, APL(S), by the minimal model, (∧V, d), of S. 
We note that (∧(t, dt) ⊗ (∧V, d))• contains elements of degree 0 and is not a model
as in Definition 2.8. On the other side, an explicit description of the perverse minimal
model of ΣS is awkward because it is built by starting with the minimal model of the face
set ΣS. This last one has the (suspended) dual of a free Lie algebra as vector spaces of
indecomposables. For instance, if S corresponds to the space CP (2), we have Σ(CP (2)) =
S3 ∨ S5 whose minimal model is (∧s]L(x, y), d), with |x| = 2, |y| = 4 and the differential
d is the suspension of the transposition of the bracket of the free Lie algebra, L(x, y).
Below, we built the minimal perverse model, ϕ• : B• → A˜PL,•(ΣCP (2)), in low degrees,
such that H i•(ϕ) is an isomorphism for i ≤ 6. (This gives the minimal perverse model in the
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range of the cohomology.) Taking in account the dimension of the space, the perversities
are determined by the value of q(5), the top perversity being given by t(5) = 3. As
previously, we denote by ` the perversity such that `(5) = `. Observe also that, as CP (2)
is a formal space, we may replace the model of CP (2) by its cohomology algebra, (H, 0).
In this case, there is no ambiguity in the definition of τ˜≥`H (see Example 1.63) and we
are reduced to the determination of the perverse minimal model of E` = H
≤` ⊕ s(H>`),
with a trivial differential and H = (∧u)/u3, |u| = 2. The product on E• comes from the
product induced by the product of H on the quotient H≤` and the formulae, sη1 · sη2 = 0,
η1 · sη2 = (−1)|η1|s(η1 · η2).
• If ` = 0 or 1, we have E` = Q ⊕ sH and B≤6` = (∧(α3, α5), d)≤6, with dα3 =
dα5 = 0, |αi| = i and ‖αi‖ = 0. The map ϕ sends α3 to su and α5 to s(u2).
• If ` = 2 or 3, we have E` = Q ⊕ Qu ⊕ s(Qu2) and, in the model, we have to kill
the class associated to α3 and to add a new cocycle which reaches u. Thus, we
introduce β2, β
′
2, with dβ2 = 0, dβ
′
2 = α3. Doing that, we have also introduced a
cocycle, α3β
′
2, which has to be killed. Also, we observe that the product α3β2 has
to be identified to α5. Finally, we set
B≤6
`
= (∧(α3, α5, β2, β′2, β4, β′4), d)≤6,
with |β2| = |β′2| = 2, |β4| = |β′4| = 4, dβ2 = 0, dβ′2 = α3, dβ4 = α3β2 − α5 and
dβ′4 = α3β′2. The map ϕ sends β2 to u and β′2, β4, β′4 to 0. All the βi and β′i are of
perverse degree 2. (Observe that we do not have to consider β22 and β
′
2β2 which
are not of this perversity.)
3.2. A model for isolated singularities
We extend the two situations, of the cone and of the suspension, to the
case of PL-pseudomanifolds with isolated singularities. They are also
considered in [10, Proposition 5.1] where the structure of their Steenrod
squares is determined.
Let M be a PL-pseudomanifold, obtained from a manifold with boundary, (W,∂W ),
by attaching cones on the connected components of the boundary, i.e., M is the push out
unionsqu∈I∂uW ι //

W

unionsqu∈Ic(∂uW ) // M,
where the ∂uW ’s are the connected components of ∂W , and c(∂uW ) is the cone on a
component. We filter the pseudomanifold, M , by the cone points of c(∂uW ). As the
singularities are points, a perversity q is determined by one number, q(n), with n = dimM .
Proposition 3.10. Let q be a GM-perversity and M be an n-dimensional PL-pseudo-
manifold, as above. Let ϕ : (A1, d1)→ (A2, d2) = ⊕u∈I(A2(u), d2) be a surjective model of
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the inclusion ι : unionsqu∈I ∂uW →W . Then a (non cofibrant) perverse model of M is given by:
M(M)q = (A1, d1)⊕A2
(⊕u∈Iτ≤q(n)(A2(u), d2)) ,
where the truncation τ≤q(n) is defined in Definition 1.45.
Proof of Proposition 3.10. We start with a pushout of spaces
unionsqu∈I∂uW ι //

W

unionsqu∈Ic(∂uW ) // M.
We may suppose that M , W , ∂uW and c(∂uW ) are triangulated in such a way that any
simplex is filtered, for the filtration by the cone point.
Let X be one of the spaces above, of associated simplicial complex Xτand of associated
filtered face set, Xτ . G. Friedman proves, in particular, that if the triangulation is full
(which is the case in our situation) then the cochains C∗GM,p(X) and C
∗
GM,p(X
τ ) are quasi-
isomorphic for any GM-perversity p (see [19, Chapter 3 and Chapter 5]). Thus, the
isomorphism
C∗GM,p(M
τ ) ∼= C∗(W τ )⊕(⊕u∈IC∗(∂uW τ ))
(⊕u∈IC∗GM,p(c(∂uW )τ ))
gives a quasi-isomorphism
C∗GM,p(M) ' C∗(W )⊕(⊕u∈IC∗(∂uW ))
(⊕u∈IC∗GM,p(c(∂uW ))) .
Moreover, we know, from Corollary 1.52, that A˜PL,q(X) and C
∗
GM,p(X;Q) are quasi-
isomorphic if p+ q = t. This implies that the canonical CDGA map,
A˜PL,q(M)→ APL(W )⊕(⊕u∈IAPL(∂uW ))
(
⊕u∈IA˜PL,q(c∂uW )
)
,
is a quasi-isomorphism. The CDGA of forms on the cone is quasi-isomorphic to a trunca-
tion, i.e., there is a quasi-isomorphism A˜PL,q(c∂uW ) ' τ≤q(n)APL(∂uW ) which induces a
quasi-isomorphism
A˜PL,q(M) ' APL(W )⊕(⊕u∈IAPL(∂uW ))
(⊕u∈Iτ≤q(n)APL(∂uW )) .
With the surjective model ϕ : (A1, d1)→ ⊕u∈I(A2(u), d2) of the statement, we get a mor-
phism of short exact sequences,
0 // Kerϕ //

(A1, d1)⊕(⊕u∈IA2(u))
(⊕u∈Iτ≤q(n)(A2, d2)) //

⊕u∈Iτ≤q(n)(A2(u), d2) //

0
0 // KerAPL(ι) // APL(W )⊕(⊕u∈IAPL(∂uW ))
(⊕u∈Iτ≤q(n)APL(∂uW )) // ⊕u∈Iτ≤q(n)APL(∂uW ) // 0.
The result follows with an application of the five lemma to the associated long exact
sequences. 
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In Proposition 3.10, the elements of M(M)q are couples, (ω, ϕ(ω)) such that ω ∈ A1
and  ϕ(ω) = 0 if |ω| > q(n),ϕ(ω) is a cocycle if |ω| = q(n),
no condition if |ω| < q(n).
This implies immediately:
Hkq (M ;Q) =

Hk(W ;Q) if k ≤ q(n),
Ker
(
Hk(W ;Q)→ Hk(∂W ;Q)) if k = q(n) + 1,
Hk(W,∂W ;Q) if k > q(n) + 1.
In the case of simply connected spaces, the model arising in Proposition 3.10 can be
simplified as follows.
Corollary 3.11. Let q be a GM-perversity and M be an n-dimensional PL-pseudo-
manifold, as above, and such that W and the ∂uW ’s are simply connected. Let ϕ : (A1, d1)→
(A2, d2) = ⊕u∈I(A2(u), d2) be a model of the inclusion ι : unionsqu∈I ∂uW → W , such that
A01 = A2(u)
0 = Q, A11 = A2(u)1 = 0 and ϕ surjective in strictly positive degrees. Then a
(non cofibrant) perverse model of M is given by:
M(M)q = (A1, d1)⊕A2
(⊕u∈Iτ≤q(n)(A2(u), d2)) ,
where the truncation τ≤q(n) is defined in Definition 1.45.
Proof. Proof of Proposition 3.10 is still valid with the following modifications.
• The arguments with long exact sequences are starting in degree 1 instead of de-
gree 0.
• The result is still true in degree 0 because(
(A1, d1)⊕(⊕u∈IA2(u))
(⊕u∈Iτ≤q(n)(A2(u), d2)))0 = Q.

3.3. Thom spaces
The construction done in the previous section is applied to the case of the
Thom space associated to a vector bundle and specialized to projective
cones. We deduce that all singular quadrics are intersection-formal.
Let Rm → E → B be a vector bundle. We denote by DE → B the associated
disk-bundle and by SE → B the associated sphere-bundle. The Thom space, Th(E),
is the quotient of the disk-bundle by the sphere-bundle. We filter Th(E) by the point of
compactification and a perversity is determined by the number q(n) where n = dim Th(E).
The next result suffices for the study of projective cones.
Proposition 3.12. Let f : E → B be a vector bundle of rank 2r, with B a formal
manifold. The associated Thom space, Th(E), filtered by the compactification point, is an
intersection-formal space.
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Proof. We work over the field Q. Let q be a GM-perversity and M(B) be any model
of the space B. Denote by c = c(E) ∈ M2r(B) a representative of the Euler class. A
surjective model of SE → DE is given by
ϕ : (M(B)⊗ ∧(x, y), D)→ (M(B)⊗ ∧x, d),
with |x| = 2r−1, |y| = 2r, Dx = c−y, Dy = 0, dx = c, ϕ is the identity map on M(B)⊗∧x
and ϕ(y) = 0. Proposition 3.10 gives as perverse model of the Thom space,
M(Th(E))q = (M(B)⊗ ∧(x, y), D)⊕M(B)⊗∧x τ≤q(n)(M(B)⊗ ∧x, d).
The manifold B being formal, we may choose M(B) = (H∗(B), 0) and obtain,
M(Th(E))q = (H
∗(B)⊗ ∧(x, y), D)⊕H∗(B)⊗∧x τ≤q(n)(H∗(B)⊗ ∧x, d).
This pullback can be described by:
M(Th(E))kq =
 (H(B)⊗ ∧(x, y))
k if k < q(n),
{ω ∈ (H(B)⊗ ∧(x, y))k | D(ω)|y=0 = 0} if k = q(n),
I〈y〉 if k > q(n),
where I〈y〉 = H(B)⊗∧x⊗y is the differential ideal generated by y. If p ≤ q, the morphisms
ϕqp : M(Th(E))p → M(Th(E))q are the canonical inclusions. From this presentation, we
recover (see [33, Page 77]) the intersection cohomology vector space of the Thom space,
(20) Hkq (Th(E)) =

Hk(B) if k ≤ q(n),
Im (− ∪ c : Hk−2r(B)→ Hk(B)) if k = q(n) + 1,
Hk−2r(B) if k > q(n) + 1.
If p ≤ q, the morphisms, ψqp : Hkp (Th(E)) → Hkq (Th(E)) are the canonical inclusions,
except for p(n) + 1 < k ≤ q(n) where ψqp(γ) = γ ∪ c. Let q1, q2 be two GM-perversities
and a1 ∈ H∗q1(Th(E)), a2 ∈ H∗q2(Th(E)). We specify the product a1 · a2 ∈ H∗q1⊕q2(Th(E))
as follows.
• If |a1| ≤ q1(n) + 1 and |a2| < q2(n) + 1, we have a1 · a2 = a1 ∪ a2.
• If |a1| = q1(n) + 1 and |a2| = q2(n) + 1, then a1 = a′1 ∪ c and a2 = a′2 ∪ c and we
have a1 · a2 = a′1 ∪ a′2 ∪ c.
• If |a1| ≤ q1(n) + 1 and |a2| > q2(n) + 1, with |a1| + |a2| ≤ (q1 ⊕ q2)(n) + 1, we
have a1 · a2 = a1 ∪ a2 ∪ c.
• If |a1| ≤ q1(n) + 1 and |a2| > q2(n) + 1, with |a1| + |a2| > (q1 ⊕ q2)(n) + 1, we
have a1 · a2 = a1 ∪ a2.
• If |a1| ≥ q1(n) + 1 and |a2| ≥ q2(n) + 1, we have a1 · a2 = a1 ∪ a2 ∪ c.
We construct now an explicit CDGA’s map, Φq : M(Th(E))q → (Hkq (Th(E)), 0). An
element ω ∈ H∗(B) ⊗ ∧(x, y) is a sum of terms, a ⊗ yi and b ⊗ xyi, with i ≥ 0 and
a, b ∈ H∗(B). We define Φq(ω) ∈ Hkq (Th(E)) as follows.
• If |ω| ≤ q(n) + 1, we set Φq(a⊗ yi) = a ∪ ci and Φq(b⊗ xyi) = 0.
• If |ω| > q(n) + 1, we have i ≥ 1 and set Φq(a⊗ yi) = a∪ ci−1 and Φq(b⊗xyi) = 0.
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By definition, the map Φq takes value in H
k
q (Th(E)). We prove that Φq ◦ ϕqp = ψqp ◦ Φp, if
p ≤ q. This is clear except for p(n) + 1 < k ≤ q(n), where we have,
(ψqp ◦ Φp)(a⊗ yi) = ψqp(a ∪ ci−1) = a ∪ ci = Φq(a⊗ yi) = (Φq ◦ ϕqp)(a⊗ yi).
We check now the compatibility of Φq with differentials, which reduces, in this case, to
Φq(Dω) = 0. The differential of ω is determined by
D(a⊗ yi) = 0 and D(b⊗ xyi) = (−1)|b|(b ∪ c⊗ yi − b⊗ yi+1).
Thus, we are only concerned with the terms ω = b⊗ xyi.
• If |ω| < q(n), then there is no restriction on ω and we have,
Φq(D(b⊗ xyi)) = (−1)|b|(b ∪ c ∪ ci − b ∪ ci+1) = 0.
• If |ω| = q(n), then D(ω)|y=0 = 0 implies b ∪ c = 0 if i = 0 and we have,
Φq(D(b⊗ x)) = −(−1)|b|Φq(b⊗ y) = −(−1)|b|b ∪ c = 0,
Φq(D(b⊗ xyi)) = (−1)|b|(b ∪ c ∪ ci − b ∪ ci+1) = 0, if i > 0.
• If |ω| > q(n), then b = 0 if i = 0, and we have,
Φq(D(b⊗ xyi)) = (−1)|b|(b ∪ c ∪ ci−1 − b ∪ ci) = 0.
Let q1 and q2 be two GM-perversities. For the compatibility with products, it is sufficient
to establish Φq1⊕q2((a1 ⊗ yi)(a2 ⊗ yj)) = Φq1(a1 ⊗ yi) · Φq2(a2 ⊗ yj), i.e.,
Φq1⊕q2(a1 ∪ a2 ⊗ yi+j) = Φq1(a1 ⊗ yi) · Φq2(a2 ⊗ yj).
We specify the different cases and set ω1 = a1 ⊗ yi, ω2 = a2 ⊗ yj .
• Suppose |ω1| ≤ q1(n) + 1 and |ω2| < q2(n) + 1. Then, we have,
Φq1(ω1) · Φq2(ω2) = (a1 ∪ ci) · (a2 ∪ cj) = a1 ∪ a2 ∪ ci+j = Φq1⊕q2(ω1ω2).
• Suppose |ω1| = q1(n) + 1 and |ω2| = q2(n) + 1. Then, we have,
Φq1(ω1) · Φq2(ω2) = (a1 ∪ ci) · (a2 ∪ cj) = a1 ∪ a2 ∪ ci+j−1 = Φq1⊕q2(ω1ω2).
• Suppose |ω1| ≤ q1(n) + 1 and |ω2| > q2(n) + 1, with |ω1|+ |ω2| ≤ (q1⊕ q2)(n) + 1.
Then we have,
Φq1(ω1) · Φq2(ω2) = (a1 ∪ ci) · (a2 ∪ cj−1) = (a1 ∪ ci) ∪ (a2 ∪ cj−1) ∪ c
= a1 ∪ a2 ∪ ci+j = Φq1⊕q2(ω1ω2).
• Suppose |ω1| ≤ q1(n) + 1 and |ω2| > q2(n) + 1, with |ω1|+ |ω2| > (q1⊕ q2)(n) + 1.
Then, we have,
Φq1(ω1) · Φq2(ω2) = (a1 ∪ ci) · (a2 ∪ cj−1) = (a1 ∪ ci) ∪ (a2 ∪ cj−1)
= a1 ∪ a2 ∪ ci+j−1 = Φq1⊕q2(ω1ω2).
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• Suppose |ω1| > q1(n) + 1 and |ω2| > q2(n) + 1. Then, we have,
Φq1(ω1) · Φq2(ω2) = (a1 ∪ ci−1) · (a2 ∪ cj−1) = (a1 ∪ ci−1) ∪ (a2 ∪ cj−1) ∪ c
= a1 ∪ a2 ∪ ci+j−1 = Φq1⊕q2(ω1ω2).

Recall the notion of projective cone of a smooth projective variety. Let S be a smooth
algebraic subvariety of CPn, we embedd it in ι : S → CPn+1 through the canonical map,
CPn → CPn+1, sending [x0 : . . . : xn] to [x0 : . . . : xn : 0]. By definition, the projective
cone of S is the union of all the lines that intersect S and contain the point [0 : . . . : 0 : 1].
It can also be expressed as the Thom space of the restriction of the tautological line bundle
over CPn+1,
E //

E(γ1)

S 
 ι // CPn+1.
The characteristic class of this vector bundle is c1(E) = ι
∗(c1) ∈ H2(S), with c1 the Ka¨hler
class of CPn+1. From [12] and Proposition 3.12, we deduce directly the next result.
Proposition 3.13. The projective cones of a smooth projective variety are intersection-
formal. Thus, any singular quadric is intersection-formal.
We use the model of Proposition 3.12 for the complete determination of the intersection
cohomology algebra of the Segre embedding.
Example 3.14. The Segre embedding (see [6]) is defined by CP(1)×CP(1)→ CP(3),
([x0 : x1], [y0 : y1]) 7→ [x0y0 : x0y1 : x1y0 : x1y1]. Let u and v be the fundamental classes of
the CP(1)’s. The corresponding line bundle, C→ E → CP(1)×CP(1), has for Chern class
c = c1(E) = u+ v. The regular component is CP(1)×CP(1) and the link is the associated
sphere-bundle.
We denote by ` the perversity such that `(6) = `. For the description of the intersection
cohomology of the Thom space, Th(E), we have only to consider the GM-perversities, 0,
2, 4. A perverse model of the associated Thom space is given by
(A, δ)` = (H ∧ (x, y), D)⊕H⊗∧x τ≤`(H ⊗ ∧x, d),
where H is the quotient H = ∧(u, v)/(u2, v2), |x| = 1, |y| = |u| = |v| = 2, dx = u + v,
Dx = u + v − y, Dy = 0. From, this model, we deduce the perverse cohomology algebra,
whose elements are specified below,
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Hk
`
(Th(E);Q) ` = 0 or 1 ` = 2 ` = 3 or 4
k = 0 Q Q Q
k = 1 0 0 0
k = 2 Q[y] Q[u]⊕Q[v] Q[u]⊕Q[v]
k = 3 0 0 0
k = 4 Q[α]⊕Q[β] Q[α]⊕Q[β] Q[uv]
k = 5 0 0 0
k = 6 Q[γ] Q[γ] Q[γ]
We specify now the maps ψqp : H
k
p (Th(E);Q)→ Hkq (Th(E);Q), with p ≤ q.
• ψ2
0
is determined by [y] 7→ [u] + [v] in degree 2 and the identity otherwise.
• ψ4
2
is determined by [α] 7→ [uv], [β] 7→ [uv] in degree 4 and the identity otherwise.
The structure of perverse algebra is given by the following equalities.
• The classes [α] and [β] correspond to the cocycles yu and yv, respectively. The
differential D(xy) = uy + vy − y2 implies [y]2 = [α] + [β]. Using similar argu-
ments, we obtain the cohomology algebra of H∗
0
(Th(E);Q) = H∗(Th(E);Q), with
2[y] [α] = 2[y] [β] = [y]3 = [γ].
• As [α] and [β] are represented by yu and yv, respectively, the product H∗
0
⊗H∗
2
→
H∗
2
is completed by [y] [u] = [α], [y] [v] = [β], [u] [α] = [v] [β] = 0, [u] [β] = [v] [α] =
[γ].
• Finally, the product H∗
2
⊗H∗
2
→ H∗
4
reduces to [u] [v] = [uv].
The other products are zero for reason of dimension or belong to the cohomology algebra
of the regular component, H∗∞(Th(E);Q) = H.
3.4. Nodal Hypersurfaces in CP(4)
We continue the study of intersection-formality with nodal hypersurfaces
in CP(4) and prove their intersection-formality.
A nodal hypersurface in CP(4) is a hypersurface whose singulatities are ordinary double
points, the nodes. For instance, the Calabi-Yau quintic, X0, is defined by the polynomial
P (z) = z50 + z
5
1 + z
5
2 + z
5
3 + z
5
4 − 5z0z1z2z3z4.
Theorem E. Any nodal hypersurface in CP(4) is intersection-formal.
Come back to the general case and let V be a nodal hypersurface in CP(4), with
N isolated singularities. We denote by V reg the regular component and by V a small
resolution of V . Our strategy of proof is the construction of a model of V in the spirit of
Corollary 3.11. First, we determine a (classical) Sullivan model of the regular component,
V reg, from a geometrical local analysis. The link around each singular point is a product
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CP(1)(i) × S3(i) that can be obtained as follows.
Let D2 → ED(i) pi−→ CP(1)(i) × CP(1)(i) be the normal bundle associated to the Segre
embedding CP(1)(i) × CP(1)(i) ↪→ CP(3). We set ED = unionsqNi=1ED(i) and denote by ∂ED =
unionsqNi=1CP(1)(i) × S3(i)
piS−→ unionsqNi=1CP(1)(i) × CP(1)(i) the associated circle-bundles.
We consider also a second resolution, W , obtained from the minimal resolution, V ,
with a blow-up, Bl, of the CP(1)(i)’s, i.e., we have a commutative diagram, where f and g
are embeddings,
(21) unionsqNi=1CP(1)(i) × CP(1)(i)
g

// unionsqNi=1CP(1)(i)
f

// unionsqNi=1∗

W
Bl // V // V
The regular part, V reg, is the complement of the divisor D = unionsqNi=1CP(1)(i)×CP(1)(i) in the
non-singular manifold, W , and we know from J. Morgan (see [35]) how to build a rational
(non-free) Sullivan model of it. The two resolutions can also be described as pushout’s,
(22) W = V reg ∪unionsqNi=1CP(1)(i)×S3(i) ED
in contrast with
(23) V = V reg ∪unionsqNi=1CP(1)(i)×S3(i) (unionsq
N
i=1CP(1)(i) ×D4(i)).
In terms of normal bundle, the construction ofW is done from a replacement of the fibration
piS : ∂ED → unionsqNi=1CP(1)(i) × CP(1)(i) by its composition with the canonical projection
pr1 : CP(1)(i) × CP(1)(i) → CP(1)(i). This gives a trivial sphere-bundle, of basis CP(1)(i)
and fiber F(i) = S
3
(i), as shows the next diagram, restricted to one component,
F //

∂ED //
piS

S7

b c
CP(1) //

CP(1)× CP(1) f //
pr1

CP(3)
a
∗ // CP(1).
The square a and the rectangle a ∪ b being pullbacks, the square b is a pullback. As
c is a pullback also, the rectangle b ∪ c is a pullback. This implies that the left-hand
vertical map is the Hopf fibration, S1 → F = S3 → CP(1). The next cube provides a map,
78 3. FORMALITY AND EXAMPLES
W → V , compatible with the decomposition in pushouts of (22) and (23),
(24) W

EDoo

V reg
==
∂EDoo
ψ

44
V unionsqNi=1CP(1)(i) ×D4(i)oo
V reg
??
unionsqNi=1∂(CP(1)(i) ×D4(i))
55
oo
We use the front face for a construction of rational models, starting from H∗(CP(1)(i))⊗
H∗(S3(i)) as model of ∂(CP(1)(i)×D4(i)) and ⊕Ni=1(H∗(CP(1)(i)×CP(1)(i))⊗∧θi), d) as model
of ∂ED, with dθi = ai + bi, where ai and bi are generators of H
2(CP(1)(i)×CP(1)(i)). The
model of ∂ED arrives as a model of the total spaces of the fibrations, S
1 → ∂ED(i) →
CP(1)(i) ×CP(1)(i), whose Euler class is ai + bi, see the definition of the Segre embedding
in Example 3.14. In summary, we have a commutative square of CDGA’s,
(25) N′
ρ′ // // ⊕Ni=1(H∗(CP(1)(i))⊗H∗(CP(1)(i))⊗ ∧θi, d)
N
∼
OO
ρ // (⊕Ni=1H∗(CP(1)(i))⊗H∗(S3i ), 0),
Mψ∼
OO
where
• the top horizontal map is a surjective model of the inclusion ∂ED → V reg,
• the right-hand vertical map is a model of ψ,
• the CDGA, N, is the fibered product of these two maps.
By construction, the two vertical maps are quasi-isomorphisms. For the determination of
the model Mψ of ψ, we start from the commutative diagram
unionsqNi=1∂(CP(1)(i) ×D4(i))

∂ED
ψoo
piS

unionsqNi=1CP(1)(i) unionsqNi=1CP(1)(i) × CP(1)(i).
pr1oo
We denote by (1i, αi) a basis of H
∗(CP(1)(i)) and (1i, αi) a basis of H∗(S3(i)). The left-hand
vertical map being a trivial bundle, we have Mψ(αi) = ai. For degree reasons, the image
of αi ∈ H3(S3(i)) can be written as Mψ(αi) = λiaiθi + µibiθi, with λi, µi ∈ Q. This image
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being a cocycle, we have
λiai(ai + bi) + µibi(ai + bi) = (λi + µi)aibi = 0,
which implies λi = −µi. As we are working over the field Q, we may suppose µi = 1 and
Mψ(αi) = (bi − ai)θi.
In diagram (25), we filter N′ and N as follows,
F0N′ = {x ∈ N′ | ρ′(x) ∈ ⊕Ni=1H∗(CP(1)(i))⊗H∗(CP(1)(i))} ⊆ F−1N′ = N′,
F0N = {x ∈ N | ρ(x) ∈ ⊕Ni=1H∗(CP(1)(i))} ⊆ F−1N = N.
These filtrations are of length 1 and, thanks to the commutativity of (25), the map
N → N′ is compatible with the filtrations and induces a morphism of spectral sequences,
Φr,sj : E
r,s
j N→ Er,sj N′, j = 0, 1.
The CDGA (Er,s1 N
′, d1) is determined by Morgan in [35, Theorem 2.3]: E
0,q
1 N
′ =
Hq(W ) and E−1,q1 N
′ = ⊕Ni=1s−1Hq(CP(1)(i) × CP(1)(i)), with the convention (srA)k =
Ar+k for any r ∈ Z. The differential d1 comes from the Gysin sequence of the sphere-
bundle associated to the normal bundle. Moreover, with [35, Theorem 10.1], we know also
that the CDGA (E∗,∗1 N
′, d1) is a rational model, M′V reg , of the complement V reg, i.e.,
M′
V reg
= (H∗(W )⊕⊕Ni=1s−1(H∗(CP(1)(i) × CP(1)(i)), d),
with a law of algebra defined by,
• α · β = α ∪ β, if α, β ∈ H∗(W ),
• s−1α · s−1β = 0, if s−1α, s−1β ∈ ⊕Ni=1s−1(H∗(CP(1)× CP(1))(i),
• α · s−1β = s−1(g∗(α) ∪ β), if α ∈ H∗(W ) and s−1β ∈ ⊕Ni=1s−1(H∗(CP(1) ×
CP(1))(i), with the previous embedding, g : unionsqNi=1 CP(1)(i) × CP(1)(i) →W , (21).
Concerning N, the CDGA (E0,∗0 N, d0) appears as the next (homotopy) pullback,
(26) N // // (⊕Ni=1H∗(CP(1)(i))⊗H∗(S3(i)), 0)
(E0,∗0 N, d0)
OO
// (⊕Ni=1H∗(CP(1)(i)), 0).
OO
This square is a model of the (homotopy) pushout
(27) V reg

unionsqNi=1CP(1)(i) × S3(i)oo

V unionsqNi=1CP(1)(i) ×D4(i).
foo
Therefore (E0,∗0 N, d0) is a model of V and E
0,∗
1 N = H(E
0,∗
0 N, d0) = H
∗(V ). We specify
now the term E−1,∗1 N. The short exact sequence, (E
0,q
0 N, d0) ↪→ (Nq, d0) (E−1,q+10 N, d0),
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implies Hq(E−1,∗0 N, d0) ∼= Hq+1(V, V reg). Using excision and the Thom isomorphism, we
get,
Hq+1(V, V reg) ∼= Hq+1(unionsqNi=1CP(1)(i) ×D4(i),unionsqNi=1CP(1)(i) × S3(i))
∼= ⊕Ni=1Hq−3(CP(1)(i)).
In conclusion, as CDGA, we have
(E1N, d1) = (H
∗(V )⊕⊕Ni=1s−3H∗(CP(1)(i)), d1),
with a product given by
• α · β = α ∪ β, if α, β ∈ H∗(V ),
• s−3α · s−3β = 0, if s−3α, s−3β ∈ ⊕Ni=1s−3H∗(CP(1)(i)),
• α · s−3β = s−3(f∗(α) ∪ β), if α ∈ H∗(V ), s−3β ∈ ⊕Ni=1s−3H∗(CP(1)(i)),
and a differential d1 which is the Gysin differential. This differential can be seen as the
transfer map of the embedding f : unionsqNi=1 CP(1)(i) → V and d1(s−3αi) is the fundamental
class of H∗(V ), through the isomorphisms,
H2(CP(1)(i))
∼=−→ H0(CP(1)(i))
∼=−→
f∗
H0(V )
∼=−→ H6(V ).
The map of CDGA’s, Φ: (E1N, d1) → (E1N′, d1), is defined by H∗(Bl) : H∗(V ) →
H∗(W ) and Φ(s−31i) = s−1(bi − ai), Φ(s−3αi) = s−1θi(bi − ai). As this map is a quasi-
isomorphism, we choose (E1N, d1) as CDGA model of V reg. With the description of H
∗(V )
in [40, Theorem 3.2], we have proved the next statement. (We notice also that the coho-
mology of V coincides with the intersection cohomology for the middle perversity of V , see
[26].)
Lemma 3.15. A model, MV reg = ⊕6k=0MkV reg , of the complement, V reg = V \ unionsq
N
i=1
CP(1)(i), is described in the next array, the differential being specified below.
H∗(V ) ⊕Ni=1s−3H∗(CP(1)(i))
k = 0 Q 0
k = 1 0 0
k = 2 Q[ω,E] 0
k = 3 Q[A,A′] Q[s−31i | 1 ≤ i ≤ N ]
k = 4 Q[ω2,E′] 0
k = 5 0 Q[s−3αi | 1 ≤ i ≤ N ]
k = 6 Q[ω3] 0
Most of the law of algebra of H∗(V ) can be deduced from Poincare´ duality and the Hard
Lefschetz theorem ([3]). (For instance, we choose Poincare´ dual bases, A = (a1, . . . , av)
and A′ = (a′1, . . . , a′v).) A part stays in the shadow, as the product of two elements of E,
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but this information plays no role for the proof of the intersection-formality. The structure
of H∗(V )-module on the generators s−31i, s−3αi, has been described before the statement.
As for the differential, we already know that d(s−3αi) = ω3 for any i = 1, . . . , N .
We specify now the differential d3 : Q[s−31i | 1 ≤ i ≤ N ] → Q[ω2,E′]. With Im d3 =
Q[E′], we choose a basis of Q[E′], extracted from (d3(s−31i))1≤i≤N , and suppose that is
(d3(s−31j))1≤j≤p. We set e′j = d
3(s−31j), for j = 1, . . . , p. As basis of Ker d3, we may
choose a family (s−31′k = s
−31k +
∑p
j=1 νkj s
−31j)p+1≤k≤N , νkj ∈ Q. In summary, we have
(28) d3(s−31i) =
{
e′i if 1 ≤ i ≤ p,
−∑j≤p νij e′j if p+ 1 ≤ i ≤ N.
We denote by E = (e1, . . . , ep) the orthogonal basis of E
′, for the Poincare´ duality. The
equalities (28) are connected to f∗(ej) =
∑N
i=1 λji αi, λji ∈ Q, as follows. By definition of
the algebra structure, we have ej · (s−31i) = s−3(f∗(ej) ∪ 1i) = λji s−3αi. Applying the
differential on each side of this equality, we get
λji ω
3 =
{
ej · e′i if 1 ≤ i ≤ p,
−ej ·
∑
j≤p νij e
′
j if p+ 1 ≤ i ≤ N.
This implies
f∗(ej) = αj −
N∑
k=p+1
νkj αk.
(In the case of the Calabi-Yau quintic, we have N = 125, p = 24 and v = 1.)
The injection of the link in the regular space, L = unionsqNi=1∂(CP(1)(i) × D4(i)) → V reg, is
the bottom map of (24) and its model, given by (25), is described in the next lemma.
Lemma 3.16. A model of the inclusion of the link, L, in V reg,
µ : (MV reg , df )→ (ML, 0) = ⊕Ni=1(H∗(CP(1)(i))⊕ s−3H∗(CP(1)(i)), 0)
with
• µ = id on s−31i and s−3αi,
• µ(ej) = f∗(ej), j = 1, . . . , p,
• µ(1) = +Ni=11i and µ = 0 on the other elements.
Concerning the product on ML, the elements 1i’s are neutral elements and we have (s
−31i)·
αi = s
−3αi. In summary, ML is the cohomology algebra of unionsqNi=1CP(1)(i) × S3(i).
Proof of Theorem E. We transform µ in a surjective map, in strictly positive de-
grees, by
µ′ = (M′
V reg
, df ) = (MV reg ⊗ ∧(xp+1, . . . , xN , yp+1, . . . , yN ), df )→ (ML, 0),
with |xk| = 2, |yk| = 3, dfxk = yk, µ′(xk) = αk, µ′(yk) = 0. Now, Corollary 3.11 gives an
intersection model of V , (
MV
)
q
= M′
V reg
⊕ML τ≤q(n)ML,
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together with the canonical inclusions, ϕqp : (MV )p → (MV )q, if p ≤ q. Denote by ` the
GM-perversity such that `(6) = `. In the next array, we collect the various models and
their cohomology.
k 0 1 2 3 4 5 6(
MV
)k
0
Q 0 Q[ω] Q[A,A′,B] (M′
V reg
)4 (Kerµ′)5 (M′
V reg
)6
Hk
0
(V ) Q 0 Q[ω] Q[A,A′,B] Q[ω2,E′] 0 Q[ω3](
MV
)k
2
Q 0 (M′
V reg
)2 Q[A,A′,B] (M′
V reg
)4 (Kerµ′)5 (M′
V reg
)6
Hk
2
(V ) Q 0 Q[ω,E] Q[A,A′] Q[ω2,E′] 0 Q[ω3](
MV
)k
4
Q 0 (M′
V reg
)2 (M′
V reg
)3 (M′
V reg
)4 (Kerµ′)5 (M′
V reg
)6
Hk
4
(V ) Q 0 Q[ω,E] Q[A,A′,B′] Q[ω2] 0 Q[ω3]
with B = (yp+1, . . . , yN ), B
′ = (s−31′p+1, . . . , s−31′N ). Let p ≤ q. The morphisms
ψqp : Hp(V )→ Hq(V ) are defined by
• ψ1
0
= id and ψ2
1
is the identity except on B where it takes the value 0,
• ψ3
2
is the identity except on E′ where it takes the value 0, and ψ3
4
= id.
We construct now a perverse CDGA’s map, χ•, such that the following diagram com-
mutes.
(29) (MV )0
ϕ2
0
//
χ0

(MV )2
ϕ4
2
//
χ2

(MV )4
χ4

H0(V )
ψ2
0 // H2(V )
ψ4
2 // H4(V )
In each degree, we choose a supplementary subspace, Zc, of the subspace of cocycles, Z,
and vector space bases BZc , BZ, for each of them, with ν ∈ {1, . . . , v}, j ∈ {1, . . . , p},
k, k′, k′′ ∈ {p+ 1, . . . , N}.
• Degree 2: BZ = (ω,E), BZc = (xk).
• Degree 3: BZ = (A,A′, yk, s−31′k), BZc = (s−31j).
• Degree 4: BZ = (ω2,E′), BZc = (ωxk, ejxk, xkxk′) with k ≤ k′.
• Degree 6: BZ = (ω3, ωyk, aνyk, a′νyk, s−31′kyk′ , yk′′yk′′′ , e′jxk − s−31jyk), with k′′ <
k′′′ and BZc = (ω2xk, ejxkxk′ , ωxkxk′ , xkxk′xk′′ , s−31jyk), with k ≤ k′ ≤ k′′.
The description of the elements of degree 5 is not necessary because all of them are sent
to 0 by χ•. For any element, a, in one of these bases, we set χ•(a) = [a], if a ∈ BZ, and
χ•(a) = 0, if a ∈ BZc . (In this definition, we mean that χq(a) is defined if the element a is
of perverse degree q.) The compatibility of χ• with the differentials and the commutativity
of (29) are direct. We need only to verify,
(30) χ•(a)χ•(b) = χ•(ab).
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This is immediate if a, b ∈ BZ. Consider now a ∈ BZc . If the product ab ∈ BZc , the equality
(30) is satisfied. An inspection of the previous list of bases shows that the only case where
ab /∈ BZc is e′jxk. We have χ•(xk) = 0, by definition, and
χ•(e′jxk) = χ•(e
′
jxk − s−31jyk) + χ•(s−31jyk) = χ•(e′jxk − s−31jyk).
For the determination of the cohomology class associated to e′jxk−s−31jyk, we first observe
that this element is in the kernel of µ′ and thus has perverse degree 0. The triviality of
this class comes from df (s
−31jxk) = e′jxk − s−31jyk and s−31jxk ∈ Kerµ′. 

APPENDIX A
Topological setting
A.1. Filtered spaces
A filtered space is a topological space together with a filtration by closed
subsets. This simple notion is sufficient to define an intersection homol-
ogy associated to a loose perversity, with classical properties, as the exis-
tence of a Mayer-Vietoris sequence and some particular case of Ku¨nneth
formula.
Definition A.1. A filtered space is a topological space, X, together with a filtration
by closed subspaces,
X0 ⊆ X1 ⊆ . . . ⊆ Xn = X,
such that Xn\Xn−1 is not empty. The formal dimension of X is n, denoted by d(X) = n.
The subspace Xi is called the i-skeleton of X but the index i and the formal dimension,
d(X), are not necessarily related to a notion of geometrical dimension.
The connected components, S, of Xi\Xi−1 are called strata of X and we set d(S) = i.
The strata in Xn\Xn−1 are called the regular strata of X. We denote by SX the family of
non-empty strata of X. The subspace Xn−1 is the singular set and is also denoted by Σ.
By convention, we set Xj = ∅ if j < 0 and Xj = X if j > n. The filtration of a non-
empty topological space X by Xn−1 = ∅ and Xn = X is called trivial of formal dimension
n. If (X, (Xi)0≤i≤n) and (Y, (Yi)0≤i≤m) are filtered spaces, we define a canonical filtration
on the product X × Y by
(X × Y )i =
⋃
k+j=i
Xk × Yj , for i ∈ {0, . . . , n+m}.
Definition A.2. Let (X, (Xi)0≤i≤n) be a filtered space, the open cone on X is the
quotient c˚X = X × [0, 1[/X × {0}. We denote by ϑ the cone point. The conic filtration,
(˚cX)0≤i≤n+1, on the open cone is defined by (˚cX)i = c˚Xi−1, with the convention c˚ ∅ = {ϑ}.
Observe that c˚X\{ϑ} is the product X×]0, 1[, where ]0, 1[ owns the trivial filtration of
formal dimension 1.
This conic filtration generates a canonical filtration on the suspension ΣX. The join
X ∗Y of two filtered spaces is also canonically filtered by observing that X ∗Y is the union
of three open sets, X × Y×]0, 1[, X × c˚Y , c˚X × Y , and the filtrations on the respective
intersections coincide.
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Definition A.3. Let (X, (Xi)0≤i≤n) be a filtered space and let ∆ be an euclidean
simplex. A filtered simplex is a continous map, σ : ∆→ X, such that one of the following
equivalent properties is satisfied.
(a) For all i ∈ {0, . . . , n}, σ−1Xi is a face, [0, 1, . . . ,mi], of ∆ or σ−1Xi = ∅.
(b) There exists a decomposition ∆ = ∆j0 ∗∆j1 ∗ · · · ∗∆jn such that
σ−1Xi = ∆j0 ∗∆j1 ∗ · · · ∗∆ji ,
for all i ∈ {0, . . . , n}. We call it the σ-decomposition of ∆.
Let R be a commutative ring. We denote by C∗(X) the usual singular chain complex of X,
with coefficients in R, and by CF∗ (X) the subcomplex generated by the filtered simplices.
The simplices ∆ji , which arise in Definition A.3, can be empty. (An empty set appears
automatically if the filtration of X is stationary for an index i.) We use the convention
∅ ∗ Y = Y , for any space Y .
Definition A.4. Let X be a filtered space. The solid σ-decomposition of a filtered
simplex, σ : ∆ → X, is obtained by keeping only the non-empty elements, ∆ji , of the
σ-decomposition, written in the same order, i.e., ∆ = ∆1 ∗ · · · ∗∆p.
Definition A.5. Let (X, (Xi)0≤i≤n) be a filtered space and let σ : ∆→ X be a filtered
simplex. The perverse degree of σ is the (n+ 1)-uple,
‖σ‖ = (‖σ‖0, . . . , ‖σ‖n),
where ‖σ‖` is the dimension of the smallest skeleton containing σ−1Xn−`, with the con-
vention ‖σ‖` = −∞ if σ−1Xn−` = ∅.
If σ : ∆ = ∆j0 ∗· · ·∗∆jn → X is such that ∆j0 ∗· · ·∗∆jn−` 6= ∅, then ‖σ‖` = dimσ−1Xn−` =
dim(∆j0 ∗ · · · ∗∆jn−`).
Example A.6. The next picture corresponds to a filtered space of dimension 2 with
a curve as subspace X1 and a singleton as subspace X0. We have represented several
situations of filtered simplices together with their decomposition and their perverse degree.
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Definition A.7. ([25], [7]) Let (X, (Xi)0≤i≤n) be a filtered space and let p be a loose
perversity. A p-admissible simplex is a filtered simplex, σ : ∆→ X, such that
‖σ‖` ≤ dim ∆− `+ p(`),
for all ` ∈ {0, . . . , n}. A chain c is p-admissible if there exist p-admissible simplices, σj , so
that c =
∑
j λjσj , λj ∈ R.
Remark A.8. A p-admissible simplex, σ : ∆→ K, verifies
dim ∆ = ‖σ‖0 ≤ dim ∆− 0 + p(0).
We impose p(0) = 0 in the definition of loose perversity and this restriction makes vacuous
the condition on ‖σ‖0. (On the other side, we may observe also that, with a negative value
for p(0), we should not have any p-admissible simplex.)
Let p be a GM-perversity and (X, (Xi)0≤i≤n) be a filtered space. We check easily
(see Remark 1.53) that a filtered 0-simplex, σ : ∆0 → X, is p-admissible if, and only if,
σ(∆0) ⊂ X\Xn−1. This leads naturally to the next definition.
Definition A.9. A filtered space, (X, (Xi)0≤i≤n), is connected, if the regular part is
it.
As usual in this theory, the submodule generated by the admissible p-chains is not a
subcomplex of the singular chains and we need to set the following definition.
Definition A.10. Let (X, (Xi)0≤i≤n) be a filtered space and let p be a loose perversity.
A chain c is an intersection chain for p if c and its boundary ∂c are p-admissible chains.
We denote by Cp∗ (X) the complex of intersection chains, with coefficients in a commutative
ring, R. The associated homology and cohomology are denoted by Hp∗ (X) and H∗p (X) and
called intersection homology and cohomology for p.
First, we characterize the p-admissible simplices which are of p-intersection.
Definition A.11. Let X be a filtered space, p be a loose perversity and σ : ∆ =
∆j0 ∗ · · · ∗∆jn → X be a p-admissible simplex. We denote by `(σ) ∈ {0, . . . , n} the integer
such that
• ‖σ‖`(σ) = dim ∆− `(σ) + p(`(σ)), and
• ‖σ‖m < dim ∆−m+ p(m), for all m > `(σ).
As ‖σ‖0 = dim ∆−0+p(0), the integer `(σ) exists. When dim(∆j0 ∗· · ·∗∆jn−`(σ)) 6= dim ∆,
the restriction, τσ : ∆
j0 ∗ · · · ∗∆jn−`(σ) → X, is called the bad face of σ.
Example A.12. Example A.6 provides an illustration of the previous definition. We
choose the perversity 0; a similar argument works for any loose perversity. Here the
dimension is equal to 2. For the simplex ∅ ∗∆1 ∗∆0, a computation gives:
dim ∆−m+ 0(m) =
 2 if m = 0,1 if m = 1,
0 if m = 2,
and ‖σ‖m =
 2 if m = 0,1 if m = 1,−∞ if m = 2.
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Thus, by definition, its bad face is ∅ ∗∆1 ∗ ∅. To be complete, mention that ∅ ∗∆0 ∗∆1,
∆0 ∗ ∅ ∗∆1 and ∅ ∗ ∅ ∗∆2 have no bad face. Also, the bad face of ∆0 ∗∆0 ∗∆0 is ∆0 ∗ ∅ ∗ ∅.
Proposition A.13. Let X be a filtered space, p be a loose perversity and σ : ∆ → X
be a p-admissible simplex.
(a) The simplex σ is of p-intersection if, and only if, it does not contain bad faces.
(b) A codimension 1 face of σ is not p-admissible if, and only if, it contains the bad face
of σ.
(c) Let σ′ : ∆ → X be a p-admissible simplex of X, having a not p-admissible face σ′′ (of
codimension 1) in common with σ. Then σ′′ contains the bad face of σ, i.e., σ and σ′
have the same bad face.
Proof. Recall that, by definition, σ : ∆ = ∆j0 ∗ · · · ∗ ∆jn → X is p-admissible if we
have
dim ∆j0 ∗ · · · ∗∆jn−m = ‖σ‖m ≤ dim ∆−m+ p(m),
for all m ∈ {1, . . . , n}. Let Fi be a face of codimension 1 of ∆ji , with ∆ji 6= ∅. The
restriction σi : ∆
j0 ∗ · · · ∗∆ji−1 ∗Fi ∗∆ji+1 ∗ · · · ∗∆jn → X of σ is p-admissible if, and only
if,
‖σi‖m ≤ dim ∆− 1−m+ p(m),
for all m ∈ {1, . . . , n}. This perverse degree verifies
‖σi‖m =
{ ‖σ‖m − 1 if m ≤ n− i,
‖σ‖m if m > n− i.
As ‖σ‖m ≤ dim ∆− 1−m+ p(m) if m > `(σ), the simplex σi is p-admissible if, and only
if,
(31) ‖σ‖m < dim ∆−m+ p(m),
for any m and i such that n− i < m ≤ `(σ) and ∆ji 6= ∅.
(a) Inequality (31) cannot be verified for m = `(σ), because of the next contradiction,
(32) dim ∆− `(σ) + p(`(σ)) = ‖σ‖`(σ) < dim ∆− `(σ) + p(`(σ)).
Recall that τσ denotes the bad face of σ, relatively to p, and that σi is a face of codimension 1
of σ. The previous observation implies:
σ is of p-intersection ⇔ σi is p-admissible for any i ∈ {0, . . . , n}
such that ∆ji 6= ∅
⇔ ∆ji = ∅ if n− `(σ) < i
⇔ dimσ = dim τσ.
But, by definition of the bad face, the equality dimσ = dim τσ is a contradiction.
(b) Thanks to the conditions (31) and (32), we know that the restriction σi is p-
admissible if, and only if, i ≤ n− `(σ) and ∆ji 6= ∅. In other words, σi is not p-admissible
if, and only if, the bad face τσ of σ is a face of σi. (Observe that dim τσ 6= dimσ as required
in the definition of a bad face.)
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(c) Let σ′ : ∆ = ∆k0∗· · ·∗∆kn → X and σ′′ : ∆j0∗· · ·∗∆ji−1∗Fi∗∆ji+1∗· · ·∗∆jn → X be
the not p-admissible face of σ′, in common with σ. As proved in (b), we have i > n− `(σ).
For ∗ ≤ n − `(σ), if the integers k∗ and j∗ are not equal, they differ only for one index,
m ∈ {0, . . . , n − `(σ)}, for which we have km = jm + 1. By definition, the p-admissibility
of σ′ implies ‖σ′‖`(σ) ≤ dim ∆− `(σ) + p(`(σ)) and we have:
dim ∆− `(σ) + p(`(σ)) ≥ ‖σ′‖`(σ) = dim(∆k0 ∗ · · · ∗∆kn−`(σ))
= dim(∆j0 ∗ · · · ∗∆jn−`(σ)) + 1 = ‖σ‖`(σ) + 1
= dim ∆− `(σ) + p(`(σ)) + 1.
Thus, the integers k∗ and j∗ are equal for ∗ ≤ n − `(σ) and the bad face of σ is a face of
σ′′. 
In this context of filtered spaces, we prove the existence of a Mayer-Vietoris sequence
and recall the intersection homology of a cone.
Proposition A.14. Let X be a filtered space of formal dimension d(X) = n and let p
be a loose perversity. Then the following properties are satisfied, for intersection homology
with coefficients in a commutative ring, R.
(i) If U = {U, V } is an open cover of X, there exists a long exact sequence
. . .→ Hp∗ (U ∩ V )→ Hp∗ (U)⊕Hp∗ (V )→ Hp∗ (X)→ Hp∗−1(U ∩ V )→ . . .
where U ∩ V , U , V are endowed with the induced filtration.
(ii) The canonical projection pr: R×X → X induces an isomorphism
Hp∗ (pr) : H
p
∗ (R×X)→ Hp∗ (X),
whose inverse is induced by the inclusion j0 : X → R×X, x 7→ (0, x).
(iii) If U0 ⊂ U1 ⊂ · · · are open sets of X so that X = ∪iUi, then the natural map
lim→H
p
∗ (Ui)→ Hp∗ (X) is an isomorphism.
(iv) If M is a topological manifold, then the following sequence is split exact for each i,
0 // (H∗(M)⊗Hp∗ (X))i // Hpi (M ×X) // (H∗(M) ∗Hp∗ (X))i−1 // 0.
(v) Suppose X is compact and p is a perversity. If the cone c˚X is endowed with the conic
filtration, we have
Hpk (˚cX) =

Hpk(X) if k ≤ n− p(n+ 1)− 1,
0 if k ≥ n− p(n+ 1) and k 6= 0,
R if k ≥ n− p(n+ 1) and k = 0.
Proof. (i) This is a consequence of Lemma A.16, as in the classical case.
(ii) The map f : R×X × [0, 1]→ R×X, (u, x, t) 7→ (ut, x) induces a chain map Cp∗ (R×
X× [0, 1])→ Cp∗ (R×X) and thus a homomorphism Hp∗ (R×X× [0, 1])→ Hp∗ (R×X).
With the notation and the result of Lemma A.15, as f ◦ ι0 = j0 ◦ pr and f ◦ ι1 = id,
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we deduce Hp∗ (j0) ◦Hp∗ (pr) = id. This equality and pr ◦ j0 = idX imply that Hp∗ (j0)
and Hp∗ (pr) are inverse of each other.
(iii) This is obvious.
(iv) A careful reading of the proof of [32, Theorem 4] shows that this particular Ku¨nneth
formula exists if properties (i), (ii) and (iii) are satisfied.
(v) Let X be a compact filtered space and c˚X be the associated open cone, endowed with
the conic filtration. The next computation is already done in previous works.
Let σ : ∆k → c˚X be a p-admissible filtered simplex. We consider two cases.
• Let k = dim ∆ ≤ n− p(n+ 1). As
‖σ‖n+1 ≤ k − (n+ 1) + p(n+ 1) < 0,
we have σ−1(˚cX)0 = ∅ and the simplex σ does not meet the cone point, ϑ, of c˚X. This
implies Cp≤n−p(n+1)(˚cX) = C
p
≤n−p(n+1)(X×]0, 1[) and property (ii) implies
Hpk (˚cX) = H
p
k(X×]0, 1[) = Hpk(X),
for all k ≤ n− p(n+ 1)− 1.
• Let k = dim ∆ ≥ n − p(n + 1). In this case, we show that the classical homotopy
operator, used to prove the contractibility of the singular chain complex of a cone, is
compatible with the intersection setting. If s ∈ [0, 1] and 〈x, t〉 ∈ c˚X, we set s · 〈x, t〉 =
〈x, st〉. If σ : ∆→ c˚X is a simplex, we define cσ : {ϑ} ∗∆→ c˚X by
cσ(sa+ (1− s)ϑ) = s · σ(a).
As X is compact, this map is continuous and we extend it in a linear map cσ : C∗(˚cX)→
C∗(˚cX). Let i ∈ {1, . . . , n+ 1} and σ : ∆→ c˚X be a p-admissible simplex. We have
(cσ)−1((˚cX)n+1−i)) = {sa+ (1− s)ϑ | s · σ(a) ∈ (˚cX)n+1−i = c˚Xn−i}
= {ϑ} ∗ σ−1(˚cXn−i),
which is a face of ∆. If σ−1(˚cXn−i) 6= ∅, we have
dim(cσ)−1((˚cX)n+1−i) = 1 + dimσ−1(˚cXn−i) ≤ 1 + dim ∆− i+ p(i)
= dim({ϑ} ∗∆)− i+ p(i).
Therefore, the simplex cσ is p-admissible.
If σ−1(˚cXn−i) = ∅, then dim(cσ)−1((˚cX)n+1−i) = 0 and, by hypothesis, we have
0 ≤ k − n+ p(n+ 1) = k + 1− (n+ 1) + p(n+ 1)
≤ k + 1− i+ p(i),
because p is a perversity. The last expression is equal to dim({ϑ} ∗∆) − i + p(i) and the
simplex cσ is p-admissible.
Now we compute Hpk (˚cX) by distinguishing two cases.
— k 6= 0. The result is clear for k < 0 and we may suppose k > 0. For any
η ∈ Cpk (˚cX), we have ∂cη + c∂η = η, which implies Hpk (˚cX) = 0.
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— k = 0. For any η ∈ Cp0 (˚cX), we have the formula ∂cη = η−ϑ. This implies that all
the generators of Cp0 (˚cX) are identified in homology and, therefore, H
p
0 (˚cX) = R,
because Xn\Xn−1 6= ∅.

Lemma A.15. Let p be a loose perversity. For any filtered space, X, the canonical
injections, ι0, ι1 : X → X × I, defined by ιk(x) = (x, k) for k = 0, 1, induce the same
homomorphism in intersection homology, Hp∗ (ι0) = H
p
∗ (ι1) : H
p
∗ (X)→ Hp∗ (X × [0, 1]).
Proof. In the non-stratified setting, the proof (see [15, The´ore`me 5.33] for instance)
uses a chain homotopy between C∗(ι0) and C∗(ι1), defined as follows. If ∆m = 〈e0, . . . , em〉,
we denote by aj = (ej , 0) and bj = (ej , 1) the points of ∆
m × I corresponding to vertices.
A singular (m+ 1)-chain of ∆m × I is defined by
P =
m∑
j=0
(−1)j〈a0, . . . , aj , bj , . . . , bm〉.
This chain generates a homotopy h : C∗(X)→ C∗+1(X× I) defined by h(σ) = (σ× id)∗(P )
and which satisfies the expected equality (dh+ hd)(σ) = C∗(ι1)(σ)− C∗(ι0)(σ).
Let σ be a p-admissible simplex ofX, we are reduced to prove that h(σ) is a p-admissible
simplex of X × [0, 1]. Let j ∈ {0, . . . ,m}. We denote by τj : ∆m+1 = 〈v0, . . . , vm+1〉 →
∆m×I the (m+1)-simplex defined by (v0, . . . , vj , vj+1, . . . , vm+1) 7→ (a0, . . . , aj , bj , . . . , bm).
Let F be any face of the simplicial decomposition
∆m × I = ∪mj=0τj(∆m+1).
As τ−1j (F ) is identified to F ∩ τj(∆m+1), we have dim τ−1j (F ) ≤ dimF , for any 0 ≤ j ≤ m.
From this inequality, we deduce
dim τ−1j (σ × id)−1(Xn−i × I) ≤ dim τ−1j (σ−1(Xn−i)× I)
≤ dim(σ−1(Xn−i)× I)
≤ m− i+ p(i) + 1.
By definition of the `-perverse degree of h(σ), we obtain,
‖h(σ)‖` ≤ max
j
‖(σ × id) ◦ τj‖`
≤ m+ 1− `+ p(`) = dim ∆m+1 − `+ p(`),
and h(σ) is p-admissible. 
Lemma A.16. Let U = (U, V ) be an open cover of the filtered space, X, and let p
be a loose perversity. We define a homomorphism, ϕ : Cp∗ (U) ⊕ Cp∗ (V ) → Cp∗ (X), by
ϕ(ξ1, ξ2) = ξ1 + ξ2. Then the following properties are satisfied.
(i) For any ξ ∈ Cp∗ (X), there exists an integer k ≥ 0, such that the iterated barycentric
subdivision of ξ verifies (sd)kξ ∈ Imϕ.
(ii) The injection Imϕ ↪→ Cp∗ (X) induces an isomorphism in homology.
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Proof. We adapt the classical proof to the intersection setting (see also [17] and [43]).
For that, we refer to the presentation of [46, Section 4 of Chapter 4] or [30, Section 2.1]. The
key is the construction of chain maps, sd : Cp∗ (X) → Cp∗ (X) and T : Cp∗ (X) → Cp∗+1(X),
such that ∂T + T∂ = id− sd. We proceed in several steps.
• First, we define sd in the intersection setting. Denote by ∆per(∆) the subcomplex
generated by the linear simplices, ξ, of ∆ such that
dim ξ−1(F ) ≤ dimF,
for any face F of ∆. (Recall from [46, Page 176] that a simplex σ : ∆q → ∆ris said
linear if σ(
∑
tiei) =
∑
tiσ(ei) for ti ∈ [0, 1] and
∑
ti = 1. A linear simplex is therefore
entirely determined by its values on the vertices.) Observe that if σ : ∆ → X is filtered
and ζ ∈ ∆per(∆), then
– σ∗(ζ)−1(Xi) = ζ−1σ−1(Xi) is a face of ∆ because σ is filtered and ζ linear,
– ‖σ∗(ζ)‖i = dim ζ−1σ−1(Xn−i) ≤ dimσ−1(Xn−i) = ‖σ‖i.
Therefore, if σ is p-admissible and ζ ∈ ∆perdim ∆(∆) then we have
‖σ∗(ζ)‖i ≤ ‖σ‖i ≤ dim ∆− i+ p(i),
and σ∗(ζ) is p-admissible. We define sd on a linear simplex, ξ : ∆` → ∆, by
sd(ξ) =
{
ξ if ` = 0,
b(ξ) · sd(∂ξ) if ` > 0,
where b(ξ) is the barycenter of ξ(∆`) and the definition of b(ξ) · sd(∂ξ) is recalled below.
If σ : ∆→ X is a singular simplex, we set sd(σ) = σ∗(sd([∆])), as in [46] or [30].
We want to prove that the image by sd of a chain of p-intersection is of p-intersection.
As sd commutes with the differential, it is sufficient to prove that the image by sd of a
p-admissible simplex is p-admissible. Therefore, we are reduced to the verification of the
inclusion,
sd(∆per(∆)) ⊂ ∆per(∆).
(Observe that [∆] ∈ ∆perdim ∆(∆).) The inclusion sd(∆per` (∆)) ⊂ ∆per` (∆) is clear for ` = 0.
Let ξ ∈ ∆per` (∆). By induction, we know that sd(∂(ξ)) =
∑
i niτi, with τi ∈ ∆per`−1(∆).
Therefore, we have b(ξ)·sd(∂(ξ)) = ∑i ni b(ξ)·τi, where b(ξ)·τi is defined on ∆` = ∆l−1∗{ϑ}
by
(b(ξ) · τi)(tϑ+ (1− t)a) = tb(ξ) + (1− t)τi(a).
We have to prove that b(ξ) · τi ∈ ∆per(∆). If F is a face of ∆, we claim that dim(b(ξ) ·
τi)
−1(F ) ≤ dimF . We consider two cases:
– b(ξ) /∈ F . Then (b(ξ) ·τi)−1(F ) = τ−1i (F ) and we already know that dim τ−1i (F ) ≤
dimF .
– b(ξ) ∈ F . In this case, ∆` = ξ−1(F ) = (b(ξ) · τi)−1(F ) which gives dim(b(ξ) ·
τi)
−1(F ) = dim ξ−1(F ) ≤ dimF .
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• We extend now the definition of T to the intersection setting. Denote by ∆per+1(∆)
the subspace generated by the linear simplices, ξ, of ∆ such that
dim ξ−1(F ) ≤ 1 + dimF,
for any face F of ∆. If σ : ∆→ X is filtered and ζ ∈ ∆per+1(∆), then
– σ∗(ζ)−1(Xi) = ζ−1σ−1(Xi) is a face of ∆ because σ is filtered and ζ linear,
– ‖σ∗(ζ)‖i = dim ζ−1σ−1(Xn−i) ≤ dimσ−1(Xn−i) + 1 = ‖σ‖i + 1.
Therefore, if σ is p-admissible and ζ ∈ ∆per+1dim ∆+1(∆), then we have
‖σ∗(ζ)‖i ≤ ‖σ‖i + 1 ≤ dim ∆ + 1− i+ p(i),
and σ∗(ζ) is p-admissible. We define T on a linear simplex, ξ : ∆` → ∆, by
T (ξ) =
{
0 if ` = −1,
b(ξ) · (ξ − T (∂(ξ))) if ` ≥ 0,
where b(ξ) is the barycenter of ξ(∆`). If σ ∈ Cp` (X), we set T (σ) = σ∗(T ([∆`])). As in the
case of sd, since T∂ + ∂T = id − sd, for proving that the image by T of a p-intersection
simplex is of p-intersection, it is sufficient to prove that
T (∆per(∆)) ⊂ ∆per+1(∆).
The inclusion T (∆per` (∆)) ⊂ ∆per+1`+1 (∆) is obvious if ` = −1. Let ξ ∈ ∆per` (∆). By
induction, we know that ξ − T (∂(ξ)) = ∑i niτi, with τi ∈ ∆per+1` (∆). Therefore, we have
b(ξ) · (ξ − T (∂(ξ))) = ∑i ni b(ξ) · τi and we have to prove that b(ξ) · τi ∈ ∆per+1`+1 (∆). If F
is a face of ∆`, we claim that dim(b(ξ) · τi)−1(F ) ≤ dimF + 1. We consider two cases:
– b(ξ) /∈ F . Then (b(ξ) ·τi)−1(F ) = τ−1i (F ) and we already know that dim τ−1i (F ) ≤
dimF + 1.
– b(ξ) ∈ F . In this case, ∆` = ξ−1(F ) and ∆`+1 = (b(ξ) · τi)−1(F ) which gives
dim(b(ξ) · τi)−1(F ) = dim ξ−1(F ) + 1 ≤ dimF + 1.
• Proof of (i). Let ξ = ∑j∈J njσj be a chain of p-intersection, written as a sum of
filtered simplices. Recall from Definition A.11, the integer `(σ), associated to a simplex σ.
We extend this definition to the chain ξ by `(ξ) = max{`(σj) | j ∈ J such that nj 6= 0}
and `(0) = −∞.
We have to show the existence of an integer k such that the iterated barycentric sub-
division of ξ verifies
(33) sdkξ ∈ Cp∗ (U) + Cp∗ (V ).
From the classical theory, we can find r ≥ 0, with sdrξ ∈ C∗(U) + C∗(V ). Thus, we can
suppose
(34) ξ ∈ Cp∗ (X) ∩ (C∗(U) + C∗(V )).
On the set of chains of p-intersection, we define an equivalence relation by
ξ ∼ ζ if there exists k ≥ 0, such that sdkξ − sdkζ ∈ C∗p(U) + C∗p(V ).
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This equivalence relation is clearly compatible with sums, i.e., ξ ∼ ζ and ξ′ ∼ ζ ′ imply
ξ+ ξ′ ∼ ζ+ ζ ′. The interest of this relation relies in the fact that Property (i) is equivalent
to ξ ∼ 0. We prove it by induction on `(ξ). This is obviously true if `(ξ) = 0. We suppose
it is true for any chain of p-intersection, ζ, such that `(ζ) < m and we consider a chain
of p-intersection, ξ, with `(ξ) = m. We decompose ξ in ξ = ξ0 + · · · + ξm, with the next
characterization of the components ξi.
• The chain ξ0 is formed of simplices which are of p-intersection, i.e., ξ0 is composed
of simplices σ such that `(σ) = 0.
• The chain ξi, for i > 0, is composed of simplices σ having a bad face and such
that `(σ) = i.
By induction and the compatibility of the equivalence relation with sums, we may suppose
ξ = ξm. Denote by (τi)i∈I the bad faces that appear for the simplices of ξ. We decompose
ξ in ξ =
∑
i∈I ξ(i), where the simplices of ξ(i) have τi as bad face. Let σ be a simplex
of ξ(i). As the sum ξ is of p-intersection, there exists at least a simplex σ′ which has τi
as face. From (c) of Proposition A.13, we know that σ and σ′ have the same bad face.
Therefore σ′ is a simplex of ξ(i) and ξ(i) is of p-intersection. With the compatibility of the
equivalence relation with sums, we may suppose that each simplex of ξ has the same bad
face, τ : ∆j0 ∗ · · · ∗∆jn−m → X.
Grants to (34), we may suppose also Im τ ⊂ U . There exists a subdivision such that
(35) sdkξ =
∑
Imβa∩Im τ=∅
naβa +
∑
Imβb∩Im τ 6=∅
nbβb ∈ Cp∗ (X),
with Imβb ⊂ U , for all b. Each element β of these sums is obtained from a simplex,
σ : ∆ = ∆j0 ∗ · · · ∗∆jn → X, of ξ, verifying `(σ) = m and dim ∆j0 ∗ · · · ∗∆jn−m 6= dim ∆,
and from an element F of the iterated barycentric subdivision of ∆, of the same dimension
than ∆, i.e.,
β : F ∩ (∆j0 ∗ · · · ∗∆jn)→ X.
Observe:
‖β‖n = dim(F ∩∆j0) ≤ dim ∆j0 < dim ∆− n+ p(n),
. . .
‖β‖m+1 = dim(F ∩ (∆j0 ∗ · · · ∗∆jn−m−1)) ≤ dim(∆j0 ∗ · · · ∗∆jn−m−1)
< dim ∆− (m+ 1) + p(m+ 1) = dimF − (m+ 1) + p(m+ 1),
‖β‖m = dim(F ∩ (∆j0 ∗ · · · ∗∆jn−m)) = dim(∆j0 ∗ · · · ∗∆jn−m)
≤ dim ∆−m+ p(m) = dimF −m+ p(m),
where the strict inequalities appear for ‖β‖i with i > m = `(σ). From the previous
inequalities, we deduce `(β) ≤ m. Thus, we have proved that
sdkξ = (sdkξ)0 + · · ·+ (sdkξ)m−1 + (sdkξ)m.
From the induction and the compatibility of the equivalence relation with sums, it is
sufficient to prove that (sdkξ)m ∼ 0. For that, we observe that we have `(β) = m if, and
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only if, dim(F ∩ (∆j0 ∗ · · · ∗∆jn−m)) = dim(∆j0 ∗ · · · ∗∆jn−m), which implies F ∩ (∆j0 ∗
· · · ∗∆jn−m) 6= ∅. In particular, if `(β) = m, we have Imβ ∩ Im τ 6= ∅ and thus Imβ ⊂ U .
As dim(F ∩ (∆j0 ∗ · · · ∗∆jn−m)) = dim(∆j0 ∗ · · · ∗∆jn−m) 6= dim ∆ = dimF , we have
proved that the chain of p-intersection, (sdkξ)m, verifies
(sdkξ)m =
∑
Imβb∩Im τ 6=∅, `(βb)=m
nbβb ∈ Cp∗ (U)
and this gives the inductive step.
• Proof of (ii). We prove that the inclusion ι : Imϕ ↪→ Cp∗ (X) induces an isomorphism
in homology. Let [ξ] ∈ Hp∗ (X). With the already established properties of sd and T , we
have [ξ] = [sdiξ], for all i ≥ 0.
– For the surjectivity, let [ξ] ∈ Hp∗ (X). Thanks to the property (i), there exists
k ≥ 0 with sdkξ ∈ Imϕ. We get
[ξ] = ι∗[sdkξ] ∈ Im ι∗.
– Concerning the injectivity, let [α] ∈ Hp∗ (Imϕ) and ξ ∈ Cp∗+1(X) such that α = ∂ξ.
With the property (i), there exists k ≥ 0 with sdkξ ∈ Imϕ. This implies
[α] = [sdkα] = [sdk(∂ξ)] = [∂(sdkξ)]
and [α] = 0 in Hp∗ (Imϕ).

A.2. Stratified spaces
Filtered spaces are sufficient for a definition of intersection homology,
but this generality does not bring a good behavior for maps. For having
induced morphisms between intersection homology groups, we introduce
stratified spaces and maps, the key point (Theorem F) being the fact
that stratified maps decrease the perverse degree of Definition A.5. We
define also a notion of s-homotopy between stratified maps and prove
that two s-homotopic stratified maps induce the same homomorphism in
intersection homology.
Definition A.17. A stratified space is a filtered space such that any pair of strata, S
and S′ with S ∩ S′ 6= ∅, verifies S ⊂ S′.
For instance, the CS sets of King [32] are stratified spaces, see Theorem G and Def-
inition A.26. Also, the previous constructions of cone, suspension, product and join of
stratified spaces are stratified.
Definition A.18. A stratified map, f : (X, (Xj)0≤j≤n) → (Y, (Yj)0≤j≤m), is a contin-
uous map between stratified spaces, such that, for any stratum S ∈ SX , there exists a
stratum Sf ∈ SY with f(S) ⊂ Sf and m− d(Sf ) ≤ n− d(S). A stratified map is stratum
preserving if n = m and f−1Yn−` = Xn−`, for any ` ≥ 0.
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The previous conditions on stratum preserving map correspond to definitions of Fried-
man [16] and Quinn, [39], [38]. Observe that a continuous map is stratified if, and only
if, for any stratum S′ ∈ SY , f−1(S′) is the empty set or there exists a family of strata,
{Si | i ∈ I} ⊂ SX , such that
f−1(S′) =
⋃
i∈I
Si, with m− d(S′) ≤ n− d(Si).
In the particular case of two stratified spaces on the same space, (X, (Xi)1≤i≤n) and
(X, (X ′i)1≤i≤n), the identity map, id : (X, (Xi)1≤i≤n) → (X, (X ′i)1≤i≤n), is stratified if,
and only if, the strata coming from the filtration (X ′i)1≤i≤n are union of strata associated
to the filtration (Xi)1≤i≤n.
Theorem F. A stratified map, f : X → Y , induces a chain map f∗ : CF∗ (X)→ CF∗ (Y ),
defined by σ 7→ f ◦ σ. Moreover, for all ` ≥ 0, we have
‖f∗(σ)‖` ≤ ‖σ‖`.
The next result is a direct consequence of Definitions A.7, A.10 and Theorem F.
Corollary A.19. A stratified map, f : X → Y , induces a morphism between the
complexes of intersection chains, f∗ : C
p
∗ (X)→ Cp∗ (Y ), for any loose perversity p.
In the next definition, [0, 1] is trivially filtered of formal dimension 1 and X × [0, 1]
endows the product filtration.
Definition A.20. Two stratified maps, f0, f1 : X → Y , are s-homotopic if there exists
a stratified map, f : X × [0, 1]→ Y , such that f(x, 0) = f0(x) and f(x, 1) = f1(x).
Proposition A.21. If f0, f1 : X → Y are two s-homotopic stratified maps, they in-
duced the same homomorphism in intersection homology,
Hp∗ (f0) = H
p
∗ (f1) : H
p
∗ (X)→ Hp∗ (Y ),
for any loose perversity p.
Proof. Let f : X × I → Y be an s-homotopy from f0 to f1 and ιk : X → X × I,
x 7→ (x, k), be the canonical inclusions for k = 0, 1. The proof follows directly from
Corollary A.19 and Lemma A.15. 
Before proving Theorem F, we need results on the behavior of strata.
Proposition A.22. If (X, (Xi)0≤i≤n) is a stratified space, the following properties are
satisfied.
(i) The relation S  S′, defined on the set of strata by S ⊂ S′, is an order relation.
(ii) The formal dimension map, d : SX → N, is strictly increasing.
(iii) The closure of a stratum is a union of lower strata, i.e., S = ∪S′SS′.
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Proof. (i) Let S and S′ be strata such that S ⊂ S′ and S′ ⊂ S. Suppose d(S) ≤
d(S′). Since each stratum, S, is closed in Xd(S)\Xd(S)−1 and Xd(S) is closed in X,
the stratum S is closed in X\Xd(S)−1, which implies
S = S ∩ (X\Xd(S)−1).
Then, the inclusion S′ ⊂ S implies S′\Xd(S)−1 ⊂ S. The inclusion S′ ∩ Xd(S)−1 ⊂
S′ ∩Xd(S′)−1 and the equality S′ ∩Xd(S′)−1 = ∅, by definition of d(S′), imply S′ ⊂ S
and the equality S′ = S. This establishes the antisymetry property; the reflexivity
and transitivity are obvious.
(ii) Suppose S  S′. As Xd(S′) is closed, we have S ⊂ S′ ⊂ Xd(S′) which implies d(S) ≤
d(S′). Since S ⊂ X\Xd(S)−1, we have
S = S ∩ (X\Xd(S)−1) ⊂ S′ ∩ (X\Xd(S)−1).
If d(S) = d(S′), we know that S′ is closed in X\Xd(S)−1, which implies
S′ = S′ ∩ (X\Xd(S)−1).
We get S ⊂ S′ and S = S′.
(iii) The inclusion ∪S′SS′ ⊂ S is obvious. Consider x ∈ S. Since the strata form a
partition, there exists a unique stratum S′ such that x ∈ S′. From S ∩ S′ 6= ∅ and
from Definition A.17, we deduce S′ ⊂ S. We get x ∈ S′ and S′  S, which proves the
remaining part of the equality.

As strata give a partition, the stratum Sf of Definition A.18 is uniquely determined
by f and S.
Proposition A.23. If f : X → Y is a stratified map, the induced map, Sf :(SX ,)→
(SY ,), defined by Sf (S) = Sf , is increasing.
Proof. Let S1  S2 in SX . Since f is continuous and S1 ⊂ S2, we have f(S1) ⊂ f(S2).
This implies Sf1 ∩ Sf2 6= ∅, which gives Sf (S1)  Sf (S2). 
Lemma A.24. Let (X, (Xi)0≤i≤n) be a stratified space and let σ : ∆ → X be a filtered
simplex. Then the following properties are satisfied.
(i) There is a stratum S ∈ SX such that σ(∆˚) ⊂ S.
(ii) The family of strata that have a non-empty intersection with the image of σ is totally
ordered. If S1 ≺ S2 ≺ · · · ≺ Sp is this family, then we have
(36) σ−1Xi =
 ∅ if i < d(S1),σ−1(S1 unionsq · · · unionsq Sk) if d(Sk) ≤ i < d(Sk+1), 1 ≤ k < p,
σ−1(S1 unionsq · · · unionsq Sp) if i ≥ d(Sp).
Proof. (i) Let k be the integer such that σ(∆) ⊂ Xk and σ(∆) 6⊂ Xk−1. Thus there
exists t ∈ ∆ with σ(t) /∈ Xk−1 and we consider the stratum, S, characterized by σ(t) ∈
S ⊂ Xk\Xk−1. By hypothesis, the pullback ∆′ = σ−1(Xk−1) is a face (perhaps empty) of
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∆. We have ∆′ 6= ∆ because t /∈ ∆′. From σ(∆\∆′) ⊂ Xk\Xk−1 and σ(t) ∈ σ(∆\∆′) ∩ S,
we deduce σ(∆\∆′) ⊂ S and
σ(∆˚) ⊂ σ(∆\∆′) ⊂ S.
(ii) Let i ∈ {0, . . . , n}. From the definition of filtered simplex, we know that
σ−1Xi\σ−1Xi−1 is connected. Moreover, this complement can be decomposed in a dis-
joint union of closed subsets of σ−1Xi\σ−1Xi−1,
σ−1Xi\σ−1Xi−1 =
⊔
d(S)=i
σ−1S.
Suppose σ−1Xi\σ−1Xi−1 6= ∅. As it is connected, it is the pullback of one stratum Si of
Xi\Xi−1. Therefore, there exists a family of integers, 0 ≤ d1 < d2 < · · · < dp ≤ n, such
that
σ−1Xi\σ−1Xi−1 =
{ ∅ if i /∈ {d1, . . . , dp},
σ−1(Si) if i = dk for some k ∈ {1, . . . , p}.
Setting Sdk = Sk, this gives the equalities (36).
Let k ∈ {2, . . . , p}, we are reduced to prove Sk−1 ≺ Sk. Recall the equality σ−1Xdk =
σ−1(S1unionsq· · ·unionsqSk). We have proved the equalities σ−1Xdk\σ−1Xdk−2 = σ−1(Sk−1unionsqSk) and
σ−1Sk =
⋃
SSk
σ−1S, see (iii) of Proposition A.22. In particular, σ−1(Sk∩(Xdk−1\Xdk−2)) =
σ−1Sk−1 or ∅ and we have
σ−1Xdk\σ−1Xdk−2 = σ−1(Sk−1 unionsq (Sk ∩ (Xdk\Xdk−1)))
= σ−1(Sk−1 ∪ (Sk ∩ (Xdk\Xdk−2)))
= σ−1(Sk−1) ∪ σ−1(Sk ∩ (Xdk\Xdk−2)).
The subset σ−1Sk−1(resp. σ−1(Sk ∩ (Xdk\Xdk−2)) is closed in σ−1Xdk−1\σ−1Xdk−2
(resp. σ−1Xdk\σ−1Xdk−2), which is closed in the connected space σ−1Xdk\σ−1Xdk−2 .
From the formula above and the connectivity of σ−1Xdk\σ−1Xdk−2 , we deduce that
σ−1(Sk−1) ∩ σ−1(Sk ∩ (Xdk\Xdk−2)) 6= ∅ which implies Sk−1 ∩ Sk 6= ∅ and Sk−1  Sk, by
definition. Finally, as d(Sk−1) = dk−1 6= dk = d(Sk), we have Sk−1 ≺ Sk. 
Proof of Theorem F. Let f : (X, (Xi)0≤i≤n) → (Y, (Yi)0≤i≤m) be a stratified map
and σ : ∆→ X be a filtered simplex.
If (f ◦ σ)−1(Ym−`) = ∅ then ‖f ◦ σ‖` = −∞.
If σ−1Xn−` = ∅, then from (f ◦ σ)−1(Ym−`) ⊂ σ−1Xn−` = ∅, we deduce ‖f ◦ σ‖` =
‖σ‖` = −∞.
We may thus suppose (f ◦ σ)−1(Ym−`) 6= ∅ and σ−1Xn−` 6= ∅, which imply 0 ≤ ` ≤ m.
We have to prove that (f ◦ σ)−1(Ym−`) is a face of ∆ and that
dim(f ◦ σ)−1(Ym−`) ≤ dimσ−1(Xn−`).
Recall that the family of strata meeting the image of σ can be ordered as
S1 ≺ S2 ≺ · · · ≺ Sp,
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which implies, with Proposition A.23,
Sf1  Sf2  · · ·  Sfp .
Let T be a stratum of Y such that T ∩ (f ◦ σ)(∆) 6= ∅., i.e., f−1(T ) ∩ σ(∆) 6= ∅. As the
map f is stratified, there exists k ∈ {1, . . . , p}, such that T = Sfk and
m− d(T ) ≤ n− d(Sk).
We denote by 0 ≤ k0 < · · · < kq = p the integers such that
T1 = S
f
1 = · · · = Sfk1 , with S
f
k1
6= Sfk1+1,
T2 = S
f
k1+1
= · · · = Sfk2 , with S
f
k2
6= Sfk2+1,
. . .
Tq = S
f
kq−1+1 = · · · = S
f
kq
= Sfp .
From that, we deduce:
(1) {T ∈ SY | T ∩ (f ◦ σ)(∆) 6= ∅} = {T1 ≺ T2 ≺ · · · ≺ Tq},
(2) m− d(Tj) ≤ n− d(Skj ),
(3) f−1(Tj) =
kj⋃
k=kj−1+1
Sk, for any j ∈ {1, . . . , q}.
From (ii) of Proposition A.22, we deduce:
0 ≤ d(T1) < d(T2) < · · · < d(Tq) ≤ m.
With the convention d(Tq+1) = m and d(T0) = 0, we denote by a ∈ {0, . . . , q} the integer
such that
d(Ta) ≤ m− ` < d(Ta+1).
As (f ◦ σ)−1Ym−` 6= ∅, the integer a is different of 0 and we have obtained
(f ◦ σ)−1(Ym−`) =
m−`⋃
j=0
σ−1f−1(Yj\Yj−1) =
a⋃
i=0
σ−1f−1(Ti)
=
ka⋃
k=1
σ−1(Sk) = σ−1(Xd(Ska )),
which is a face of the simplex ∆. The simplex f ◦ σ is thus filtered. From Property (2)
above, we deduce
d(Ska) ≤ n−m+ d(Ta) ≤ n−m+ (m− `) ≤ n− `,
which implies σ−1(Xd(Ska )) ⊂ σ−1(Xn−`) and the expected inequality between the dimen-
sions,
dim(f ◦ σ)−1(Ym−`) = dimσ−1(Xd(Ska )) ≤ dimσ−1(Xn−`).

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Corollary A.25. Let f : X → Y be a stratified map and σ : ∆ → X be a filtered
simplex of solid σ-decomposition ∆ = ∆1 ∗ · · · ∗∆p. Then, the solid (f ◦ σ)-decomposition
is of the shape ∆ = ∆′1 ∗ · · · ∗ ∆′q, where the ∆′k’s are obtained by amalgamations of the
type ∆i ∗∆j 7→ ∅ ∗∆i+j+1. In the case of a stratum preserving stratified map, the σ- and
f ◦ σ-decompositions of ∆ are identical, as well as their solid decompositions.
Proof. In the previous proof, with the same notation, we have shown that the solid
(f ◦ σ)-decomposition, ∆ = ∆′1 ∗∆′2 ∗ · · · ∗∆′q, verifies ∆′a = ∆ka−1+1 ∗ · · · ∗∆ka , for any
a ∈ {1, . . . , q} and
(f ◦ σ)−1(T1 unionsq · · · unionsq Ta) = ∆′1 ∗ · · · ∗∆′a, for any a ∈ {1, . . . , q}.
This establishes the first part of the statement.
In the case of a stratum preserving stratified map, with property (ii) of Proposi-
tion A.22, the relation S1 ≺ S2 ≺ · · · ≺ Sp and the stratum preserving condition imply
Sf1 ≺ Sf2 ≺ · · · ≺ Sfp . Therefore the equation (3) above reduces to f−1(Tj) = Skj and we
have (f ◦ σ)−1(Tj) = σ−1(Skj ), as announced. 
A.3. CS Sets and pseudomanifolds
Independence of the stratification is one important feature of the theory
of Goresky and MacPherson. Proved in [26] for pseudomanifolds by using
sheaves, this result is also established for CS sets, by King, with a singu-
lar point of view. Here, we prove the existence of a quasi-isomorphism
between King’s intersection complex and the complex Cp∗ (X) introduced
in Section A.1, when X is a pseudomanifold. From [32, Theorem 9], we
deduce the independence of the stratification for our intersection homol-
ogy.
Definition A.26. A CS set of dimension n is a filtered space,
∅ ⊂ X0 ⊆ X1 ⊆ · · · ⊆ Xn−2 ⊆ Xn−1 $ Xn = X,
such that, for all i, Xi\Xi−1 is an i-dimensional metrizable topological manifold or the
empty set. Moreover, for each point x ∈ Xi\Xi−1, i 6= n, there exist
(a) an open neighborhood, V , of x in X, endowed with the induced filtration,
(b) an open neighborhood, U , of x in Xi\Xi−1,
(c) a compact, filtered space, L, of formal dimension n− i− 1, whose cone, c˚L is endowed
with the conic filtration,
(d) a homeomorphism, ϕ : U × c˚L→ V , such that
(i) ϕ(u, ϑ) = u, for any u ∈ U , with ϑ the cone point,
(ii) ϕ(U × c˚Lj) = V ∩Xi+j+1, for any j ∈ {0, . . . , n− i− 1}.
The couple (V, ϕ) is called a conic chart of x and the filtered space, L, the link of x.
Observe that property (d) (i) implies V ∩ Xi−1 = ∅ and both properties (d) (i) and
(ii) imply V ∩Xi = ϕ(U × {ϑ}) = U . As Xi\Xi−1 is locally connected, we may choose U
connected. Observe also, from Definition A.1, that the link L is not empty.
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The CS sets were introduced by Siebenmann ([45]), without a restriction of finite formal
dimension on the filtration. They include metrizable topological manifolds, differentiable
stratified sets X in the sense of Thom,...
Pseudomanifolds are particular cases of CS sets which allow proofs by induction on the
dimension.
Definition A.27. An n-dimensional topological pseudomanifold (or pseudomanifold
in short) is a CS set of dimension n, in which Xn−2 = Xn−1 and all the links, L, are
(n− i− 1)-dimensional topological pseudomanifolds.
Observe that this definition makes sense with an induction on the dimension, starting
from pseudomanifolds of dimension 0 which are discrete topological spaces, by definition.
Also, one can prove that, in a pseudomanifold, X, the subspace Xn\Xn−2 is dense.
Theorem G. A CS set is a stratified space.
Proof. Let S and S′ be strata such that S ∩ S′ 6= ∅, we have to prove S ⊂ S′. Set
i = d(S) and j = d(S′). The space Xi\Xi−1 being locally connected, we may cover S by
connected open sets U of S satisfying the local condition of Definition A.26, for some chart
(V, ϕ). Denote by U this cover of S and let U ∈ U. We first prove the
Claim: if U ∩ S′ 6= ∅, then U ⊂ S′.
Suppose U ∩ S′ 6= ∅ and recall U = V ∩ S = ϕ(U × {ϑ}) and V ∩ Xi−1 = ∅. The
property U ∩ S′ 6= ∅ implies V ∩ S′ 6= ∅. As V is open, we deduce V ∩ S′ 6= ∅ and j ≥ i,
because V ∩Xi−1 = ∅.
• If i = j, we have
∅ 6= S′ ∩ V ⊂ Xi ∩ V = U = S ∩ V,
which implies S ∩ S′ 6= ∅ and S = S′. This gives U ⊂ S = S′ ⊂ S′.
• If i < j, we have
∅ 6= S′ ∩ V ⊂ (Xj\Xj−1) ∩ V = ϕ(U × (Lj−i−1\Lj−i−2)×]0, 1[)
= ϕ(
⊔
T
U × T×]0, 1[),
where T runs over the connected components of Lj−i−1\Lj−i−2. We may write
(Xj\Xj−1) ∩ V =
⊔
S′′
⊔
C′′
C ′′,
where S′′ runs over the strata of Xj\Xj−1 and C ′′ over the connected components of S′′∩V .
By local connectivity of Xj\Xj−1, the C ′′ are open in (Xj\Xj−1) ∩ V . As S′ ∩ V 6= ∅,
there exists a non empty connected component, C ′, of S′ ∩ V and a non empty connected
component, T , of Lj−i−1\Lj−i−2 with
C ′ = ϕ(U × T×]0, 1[).
Observe that U × {ϑ} is included in the closure of U × T×]0, 1[ in U × c˚L. This implies
that U is included in the closure of C ′ in V and gives U ⊂ S′.
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As the claim is proved, we know that, for any U ∈ U, we have U ⊂ S′ or U ∩ S′ = ∅.
The condition S∩S′ 6= ∅ and the connectivity of S imply U ⊂ S′, and therefore S ⊂ S′. 
In [32], King defines a subcomplex of the singular chain complex of a filtered space as
follows.
Definition A.28. Let (X, (Xi)0≤i≤n) be a filtered space and let p be a loose perversity.
A singular simplex, σ : ∆→ X, is King p-admissible if σ−1(Xn−j\Xn−j−1) is contained in
the (dim ∆−j+p(j))-skeleton of ∆, for all j ∈ {0, 1, . . . , n}. A chain c is King p-admissible
if there exist p-admissible simplices, σj , so that c =
∑
j λjσj , λj ∈ R.
Let Kp∗ (X) be the chain complex which consists of the singular chains c, such that c
and its boundary ∂c are King p-admissibles.
Proposition A.29. Let X be a pseudomanifold and let p be a perversity. Then the
canonical inclusion Cp∗ (X)→ Kp∗ (X) induces an isomorphism in homology.
Proof. Let σ : ∆ → X be a p-admissible simplex. As the set σ−1Xn−i is a face of ∆
of dimension less than, or equal to, (dim ∆− i+p(i)), its subset σ−1(Xn−i\Xn−i−1) is also
included in this skeleton. This shows that any σ in Cp∗ (X) belongs also to K
p
∗ (X) and we
have a canonical inclusion Cp∗ (X) ⊂ Kp∗ (X) We have now only to check the five conditions
of [32, Theorem 10]. They are direct consequences of Proposition A.14. 
Theorem 9 of [32] implies immediately:
Corollary A.30. Let X be a pseudomanifold and let p be a perversity. Then the
homology of Cp∗ (X) is independent of the stratification of X.
This result is not true if p is not a perversity, as shows an example of King, [32, Page
155]. Also, we mention that, in [19], G. Friedman establishes this result in the more general
setting of recursive CS sets.
Remark A.31. If σ : ∆→ X is a simplex of a filtered space X of formal dimension n,
we consider the two following conditions,
(a) σ−1Xn−j is included in the (dim ∆− j + p(j))-skeleton of ∆, for all j,
(b) σ−1(Xn−j\Xn−j−1) is included in the (dim ∆− j + p(j))-skeleton of ∆, for all j.
In the proof of Proposition A.29, we used that condition (a) implies condition (b). As
already quoted by King ([32]), in the case of a perversity p, condition (b) implies also con-
dition (a). For proving that, we observe that σ−1Xn−j is a union of σ−1(Xn−j−k\Xn−j−k−1)
and that
dim ∆− (j + k) + p(j + k) ≤ dim ∆− (j + k) + p(j) + k
≤ dim ∆− j + p(j),
for any k, k ≥ 0.
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