A new approach for the problem of nonlinear stochastic control is presented. A typical procedure for stochastic control takes a two step approach by separating estimation and control -estimate the system state using noise corrupted measurements, and control the system based on the estimated state. However, for nonlinear stochastic control systems and adaptive control systems with uncertain parameters, control and estimation are often not separable, since control inputs can affect not only the system state, but also the quality of state estimation. Dynamic programming and search-based methods are general solution techniques for solving this type control problem, however, those solution techniques are often infeasible for real-time applications due to the huge computational requirements even for small problems. In this paper, a new suboptimal control algorithm is presented, which can be implemented as an online feedback controller for a stochastic control problem of moderate dimension. For an application example, automated docking of a nonholonomic vehicle using a bearing-only sensor is considered. The results from a series of numerical simulations are shown.
I. Introduction
M ost dynamic systems operate in the presence of uncertainties such as environmental disturbance and measurement noise. Typical control strategies are based on the certainty equivalence (CE) assumptions that the choice of control actions does not affect nor is it affected by the estimation uncertainty. This leads to a two-step approach -estimate the state of the dynamic system from noise corrupted measurements using a standard state estimator such as the Kalman filter, and calculate control inputs assuming that those estimated states are true, using a conventional control technique which is valid for deterministic systems. This approach often works quite well, and is in fact optimal in the sense of minimum mean square error (MMSE) if the system is observable and the LQG assumptions apply. That is, the system is linear, the cost criterion is quadratic, and the noise is Gaussian. However, the assumptions may not hold for a control system that involves nonlinearities, or for an adaptive control system that contains uncertain system parameters in its dynamics.
To achieve better performance for these types of control systems, so-called dual effects need to be considered. This concept was discussed by Feldbaum.
1 He pointed out that the control input has two purposes that may conflict with each other. One is to achieve the control goal of system stabilization, and the other is to help learning about any unknown parameters and/or the state of the system. 2 When these conflicting control goals are closely coupled and not separable, the quality of estimation affects the quality of control, and vice versa. Dynamic programming and search-based approaches are the general solution techniques for solving this type of control problem. However, in many cases, those solution techniques are practically of little use, since the computational burden even for a small problem is commonly prohibitive. 3, 4 In this study, a new stochastic control algorithm is suggested that incorporates a cost incurred by the system uncertainty into the performance index and applies a linear quadratic control technique, which provides a linear feedback control law with the quadratic performance index considering the dual features -this will be abbreviated hence as LQD. It can be implemented as a real-time controller even for a stochastic control problem of moderate dimension through a systematic design procedure.
The performance of this new approach is demonstrated by considering the docking control of a nonholonomic vehicle using a bearing only sensor. The problem has two competing control objectives -the vehicle needs to keep its line-of-sight (LOS) angle close to zero, and at the same time, must swerve from the LOS direction to improve observability of the target location. For this type of problem, CE controllers perform poorly. (e.g. when the vehicle is initially aligned to the LOS line to the target) A series of simulations are performed to check the validity of the suggested approach.
II. Problem Statement : Optimal Stochastic Control
The general problem considered in this paper is a nonlinear stochastic system described by following equations of states, and measurementsẋ
where x ∈ R n is the state vector, u ∈ R m is the control input vector, and z ∈ R o is the measurement vector. w ∈ R n , v ∈ R o are the process noise, and the measurement noise vector, respectively. Both of them are random sequences with known probability distributions.
For stochastic optimization, the performance index to be minimized is defined as
where L is a loss function, and the expectation is taken with respect to all underlying random variables. For convenience of mathematical description and numerical implementation, the discrete-time version of Eq. (3) is generally preferred. It has the form
The solution to this problem is of the form u * k for k = 0, 1, · · · , N−1, where u * k is a control input sequence that minimizes Eq. (4). In principle, this problem can be solved as a dynamic programming problem. That is, let V k be the minimum cost-to-go from k. Then the principle of optimality gives the backward recursive equation called the Bellman equation.
with the boundary condition given by
Note that the expectation is conditioned on I k in Eq. (5) which represents currently available information including the set of measurements and control inputs up to k. The optimal control u * k can be obtained by solving this dynamic programming problem formulated as Eqs. (5) and (6) . However, numerical difficulties due to the curse of dimensionality make this problem practically unsolvable even for simple cases. and a first-order system with two possible gain values was treated by Bernhardsson.
6 Numerical solutions for some very simple adaptive dual control problems have also been calculated.
7 However, they are exceptional cases, and problems of a reasonable size are practically unsolvable either analytically or numerically.
Various suboptimal techniques that posses some dual features have also been developed for adaptive and/or stochastic control applications. For more specific physical applications, missile interception using angle-only measurements has attracted some attention, and several dual-control guidance laws have been suggested. 8, 9 Those techniques provide approximate solutions by adding perturbation signals, constraining the variance of the estimates, modifying the cost function, approximating a value function with a finite parameter sets, etc.
a There are two relative common and intuitive approaches among them. The first is to add a probing input, u a to improve the observability of the system state. That is
where u 0 is the solution to a deterministic or cautious control problem and u a is an input that is designed separately based on a set of heuristics. The advantage of this approach is that it is simple. The disadvantage is that there is no systematic way of designing the u a , and the overall performance depends heavily on the heuristics chosen. The second method is to form a cost function that is the weighted sum of a standard cost J 0 (e.g. linear quadratic control) and a term that penalizes the system uncertainty, J a . That is
Often a scalar function of the error covariance is used for J a . The advantage of this approach is that it lends itself well to numerical search techniques. However, solutions are typically limited since the search space grows exponentially with respect to look-ahead time. Also, there is no systematic means of choosing the weighting parameter, λ, and the resulting cost function might have little relevance to the true cost defined in Eq. (3).
IV. Suboptimal Stochastic Control
Proposed here is a suboptimal technique that offers an efficient and systematic method to generate an augmented cost function and to calculate probing inputs while minimizing a quadratic form of the cost defined in Eq. (3). The approach yields a feedback control solution of the form
wherex is the estimated state calculated using a standard extended Kalman filter (EKF), and y is a new state vector associated with the system uncertainties. The term K y y provides the inputs required to reduce the uncertainty, while the term K xx drives the system to its desired state. Details of this approach are presented below. Section A develops the performance index. Section B defines an augmented state vector, ξ which includes the system state and and uncertainty state, and rewrites the performance index in terms of this new state vector. Sections C and D describe how the system state and the uncertainty state are propagated. Section E summarizes the resulting control logic.
A. Performance Index
To define the quadratic cost function that will be used for optimization, consider the random variable x to be represented as a cloud of particles x i , i = 1, 2, · · · , N which are distributed in state space as in Figure 1 . Given this the cost can be calculated as the sum of sequences of the distances between the desired states and each particles. The cost reflects both the distance between those particles and the desired state, and how severely scattered they are. The quality of control at a particular time can be expressed using the following quadratic expression.
a The overview of various suboptimal techniques are available in Ref. 10 and 11. where x d is a desired state. Q c and R c are weighting matrices. The average operator E[ · ] works on samples only, not on time. Equation (10) can be rewritten as follows. 
with E[x] =x, and
The expression above is in a familiar quadratic form, and it allows that existing mathematical tools to be used with minor modification. The error covariance P e is a positive semi-definite matrix, thus there exists a matrix S that satisfies P e = S S T . However, matrix square-roots are not unique in general.
b To secure uniqueness, S is kept as a lower triangular matrix whose diagonal elements are positive. By introducing a simplifying assumption that Q c is a diagonal matrix, c a more compact expression can be obtained. The last term in Eq. (11) is now expressed as
where Q e (i, i) = q ii and S(i, j) = s ij . Equation (11) can now be rewritten as
This is the quadratic function of the estimated state deviation (x − x d ), the control input u, and the new variable s associated with the square-root of the error covariance matrix. Finally, by integrating Eq. (13) along time, we get the performance index to be minimized for stochastic optimization.
As a limiting case, when perfect estimation is achieved under no uncertainty (x → x, s ij → 0 ), Eq. (14) reduces to the quite familiar quadratic performance index for the deterministic system.
B. State Augmentation
The integrand of the performance index in Eq. (14) involves the sum of two groups of terms. The first is the quadratic function of the state deviation and the control input consumption, which is quite familiar from linear quadratic control. The second involves the matrix elements of the square-root of the error covariance matrix, S. By representing the elements in a vector form, a simpler expression for the performance index can be obtained, which is advantageous for subsequent mathematical operations. The matrix S has been set to be in a lower triangular form as
b When S is a square-root matrix of P , then so is ST . Only if T is an arbitrary orthonormal matrix. c This is not a required assumption. Q c only needs to be real symmetric positive semi-definite.
Let us define y as the single column vector that contains all the nonzero elements in S, and call this new vector an uncertainty state vector, since it contains the information on the internal status of the system uncertainty.
where y ∈ R n(n+1)/2 . The quadratic performance index in Eq. (14) can be expressed as shown below. For descriptive convenience, the desired state x d is set to zero hereafter without loss of generality.
where
and
. If Q c is not a diagonal matrix, neither is W c . However, it still can be represented as a quadratic expression shown in Eq. (18). 
where ξ ∈ R n(n+3)/2 . The dimension n(n + 3)/2 corresponds to the minimum number of states for representing the stochastic system under the Gaussian distribution assumption. The system has n state variables, and the error covariance matrix which is symmetric has n(n + 1)/2 independent variables. Equation (18) can be rewritten as follows.
C. Extended Kalman Filter
The control law defined in Eq. (9) requires the propagation of statesx and y. To calculatex, the EKF is used here (alternative derivations are possible) because nonlinearities are assumed to be present in the state or/and measurement equation. The random sequences w in Eq. (1) and v in Eq. (2) are assumed to follow zero mean Gaussian distributions given by w ∼ N (0, Q e ) and v ∼ N (0, R e ). The differential equations for updating state estimatex and error covariance matrix P e arė
Note : Since uncertainties are associated with the square-root of the error covariance matrix, the use of the square-root Kalman filter algorithm for the state estimation is appropriate. It is algebraically equivalent to the standard Kalman filter. Details are given in the next section.
D. Propagation of the Uncertainty States
To propagate y, note that the first-order time derivative of the augmented state state vector iṡ
ij =Ṡ(i, j) As seen above, g is simply an enumeration of the first-order time derivatives of the square-root error covariance matrix. With the definition P = SS T , Eq. (23) becomeṡ
The matrix differential equation that is satisfied by the particular solution is given bẏ
However, careful treatment is required when propagating S along time, sinceṠ may not be lower triangular even though S is. An efficient method for computingṠ in a lower triangular form has been suggested by Morf et al., 12 which guarantees the uniqueness of S.Ṡ in a lower triangular can be expressed in the following form.Ṡ
and the operator [ · ] +/2 is defined by
for an arbitrary matrix U . Because the uncertainty states are obtained from the square-root of the error covariance matrix, it is more effective and convenient to use the square-root filter formulation than the standard Kalman filter formulation. This substitution brings a couple of advantages. First, the increase in computational load is minimal, because few redundant filter-related calculations are required. Second, the square-root filter is known to have better properties in accuracy and stability than the standard Kalman filter.
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E. Suboptimal Controller
Finally, the optimization problem can be summarized as :
Find the optimal control input history u * (t) for 0 ≤ t < t f that satisfies
Due to the approximation involved in the covariance propagation step and the complexity of its state-space representation, it is a difficult task to calculate the optimal solution to the problem. Several techniques are available to obtain suboptimal solutions for the nonlinear optimal control problem. In this study, statefeedback control using an infinite horizon steady-state gain is used. Suppose that the original differential Riccati equation has a limiting solution P c which satisfies the algebraic Reccati equation (ARE) shown below.
To derive matrices A and B analytically may be complicated and cumbersome, and it would generally be convenient to calculate a numerical Jacobian instead. By solving Eq. (31), the steady state Kalman control gain matrix is obtained, which is given by
The gain matrix K is calculated at every time step, and this provides a time-varying controller. The suboptimal control law is state feedback
and y ss is obtained from the steady-state solution of Eq. (23). The equation above is composed of two distinctive feedback terms. The first feedback term is mainly for achieving the control goal of stabilization. This is the typical feedback control law for the deterministic system as it is. The second term provides an additional feedback input driven by the uncertainty state. This additional input decreases uncertainties of the control system in a direct manner, and improves the control performance indirectly. Consequently, by taking the dual features into consideration at the same time, the overall performance of the stochastic control system is expected to be improved.
V. Application Example : Docking Using a Bearing-Only Sensor
For the system configuration, a nonholonomic vehicle with a bearing-only sensor is considered. The control goal is to drive a vehicle to a given target with a sufficient certainty and accuracy of the vehicle's relative position to the target.
A. State-Space Representation
The state-space representation of a nonholonomic vehicle with a bearing only sensor in polar coordinates e is represented aṡ where ρ and γ are the relative range and bearing, respectively. ψ is the yaw angle, and V is the longitudinal velocity of the vehicle in the body-fixed coordinate frame. u 1 is a yaw rate control input, and u 2 is a linear acceleration control input which is set to zero here for simplifying the problem. The vehicle is assumed to have a curvature constraint, and this limits the magnitude of the yaw rate command input as |u 1 | ≤ V /R min , where R min is the minimum turning radius of the vehicle.
B. Simulation Results : CE controller vs. LQD controller
The performance of the CE controller is compared with that of the LQD controller through numerical simulations. Those two controllers are designed through basically the same procedure except for their performance indices to be minimized. For the LQD controller, Eq. (21) with the given Q c and its corresponding W c is considered. Whereas, for the CE controller, the same performance index with the degenerate case with the same Q c and W c = 0 is considered, which can also be interpreted as the case that the estimation is perfect. For the simulations, the vehicle is assumed to start approaching a given distance away from the target, and the onboard bearing-only sensor is initially aligned to the target feature. A coarse initial position estimate and the corresponding error covariance are given to the state estimator. The simulation settings
, Q e = diag{1e − 6, 1e − 6, 0, 0}, and R e = diag{0.0012, 0.0012}. e For the nonlinear estimation problems associated with range and/or bearing measurements, it is known that the estimation in the polar coordinate system is better in accuracy and stability than that in the Cartesian coordinate system. The bearing angle γ can be estimated fairly accurately, because it is directly measured. However, little improvement is observed for the range estimate until the vehicle gets very close to the target. The sudden drop of the range estimate error occurs about a meter before the collision. This does not allow sufficient time nor space to take any subsequent actions for preventing collision, and may cause operational difficulties especially for this type of nonholonomic vehicle which has limited maneuverability. The results for the LQD controller are shown in Figures 5 and 6 . The vehicle now takes a curved path to achieve better observability. Comparing the simulation results by the LQD controller in Figure 6 with the results by the CE controller in Figure 4 , it is clear that the LQD controller performance is superior in reducing relative position uncertainties. 
C. Performance Analysis
Two controllers using search-based optimization techniques have also been compared to the LQD controller. For the comparison, their performances are evaluated through a series of deterministic and stochastic simulations.
Deterministic Analysis
To evaluate controller performance deterministically, the controller is run under zero process and zero measurement noises with perfect initial state estimate. However, the initial error covariance is set to be a non-zero value to make the dual properties apparent. In addition to the LQD controller, two different types of search-based controllers are considered for comparative performance evaluation.
The first controller for the comparison adopts a look-ahead search.
where p is the look-ahead parameter. The simplest form of this kind is obtained by setting p = 1, which is called one-step-look-ahead search. As p increases, the problem soon becomes intractable. In this study, for each finite look-ahead time interval, constant control inputs are assumed to be maintained. For a specific optimization technique, the gradient descent method with a variable step-size is used. The second controller for the comparison exploits exhaustive search.
The exhaustive search requires huge computational power, thus cannot be used as a real-time controller. But, a control trajectory which is closer to the optimum is expected to be found through this naive approach.
To keep computation time manageable, the search is performed for the first few seconds during which the choice of control input is relatively critical. For the remaining time, proportional navigation (PN) guidance, which is widely used as a terminal controller, is applied. The same simulation conditions in Section B are applied. In Table 1 , p represents the look-ahead step parameter. t sec and n sec are the parameters for the exhaustive search, which mean the duration of each time section, the number of time sections, respectively.
According to the results in 1, the performance of the LQD controller is found to be quite satisfactory considering the runtime cost in comparison with the results obtained through other search-based methods. As shown in Figure 7 , the vehicle moves away from the centerline to reduce the position uncertainties due to the lack of range information. Note that the trajectory by the LQD controller is very similar to that by the time-consuming exhaustive search, especially for the first few seconds on which the search effort is concentrated. This provides some evidence that the LQD solution might be effective even in the early stage.
Stochastic Analysis
To evaluate the performance under uncertainties, Monte-Carlo simulations are performed for the cases with the LQD controller and the look-ahead search controller. The exhaustive search is not considered for the stochastic analysis due to its prohibitive computational requirement. Two sets of simulations are performed for different initial position uncertainties, and each simulation case is run for a total of 100 different random seeds. The results are shown in Table 2 and 3. The statistics are obtained after removing a small number of outliers which are caused by filter divergence. This numerical instability is believed to be the limitation of EKF rather than the LQD algorithm, since those In addition to the computational advantage in runtime cost as shown in Table 1 , the stochastic simulation results in Table 2 and 3 prove that LQD works satisfactorily in minimizing the defined performance index as well, compared to the search method with various look-ahead parameters.
f There may exist some other search-based techniques such as brute-force or A * search which may outperform LQD in minimizing the performance index. However, the proposed LQD technique is a very effective design tool for dual control considering computational efficiency and real-time capability.
VI. Summary and Conclusions
In this study, a new stochastic control algorithm has been introduced, which can take the dual features into consideration. The augmented state vector and the quadratic performance index considering system uncertainties have been defined, which yield a familiar optimal control formulation. Finally, a state feedback control law has been presented as an approximate solution of the nonlinear stochastic dual control problem.
The effectiveness of the suggested approach is demostrated through a series of simulations. Satisfactory performance has been observed from the simulation results comparing to other search-based suboptimal approaches. The real-time capability of the new technique has also been verified. The proposed algorithm can be implemented as an online controller on practical dual control applications of moderate dimensions, which has generally not been possible for conventional search-based techniques. Another crucial advantage of the suggested technique lies in its systematic approach which is free from heuristics or ad-hoc methods.
