It is shown how infinite sequences of densities with defined properties can be used to evaluate the expected performance of mathematical aggregation rules for elicited densities. The performance of these rules is measured through the expected variance, calibration, and expected Brier score of the aggregate. A general result for the calibration of the arithmetic average of densities from well-calibrated independent experts is given. Arithmetic and geometric aggregation rules are compared in several demonstrations using sequences of uniform, normal, and exponential densities. Sequences are developed that exhibit dependence among experts and lack of calibration. The impact of correlation, number of experts, and degree of calibration on the performance of the aggregation is demonstrated with normal densities.
Introduction
Judgments from experts are often employed in the quantification of risk and decision models. This is the case when data are insufficient or conflicting so that an unambiguous quantification of values such as parameters is not possible. The experts may be asked to provide their judgments as probabilities or probability distributions thereby capturing the uncertainty about the values in question. The formal acquisition of such probabilistic judgments has become known as "probability elicitation" and has generated a substantial body of literature (Cooke 1991 , Keeney & von Winterfeldt 1991 , Hora 2007 .
When multiple experts are asked to address identical questions, it may be desirable to summarize their results with a single probability or distribution. Such aggregated results may be preferred because they are believed to be more accurate, more representative, or easier to deal with than the individual components. Techniques for aggregation and the properties of aggregated results have generated much interest but, to date, there is no single technique that has been generally accepted as superior. Major review articles have been provided by Genst and Zidek (1986) and Clemen and Winkler (2007) . Behavioral aggregation methods involve judgments about the judgments and/or negotiation among the participants. Mathematical methods employ a formal, unequivocal, but perhaps arbitrary, rule for combining judgments. Some rules treat all participants symmetrically while others treat participants differentially depending on their apparent expertise or perhaps skill in forming probability judgments (Winkler 1971 , Cooke 1991 .
Mathematical rules are frequently compared by examining properties that they possess. One such property has been variously termed as the "strong setwise function property" (McConway 1981) , "strong label neutrality" (Wagner 1982) , and "context-free assumption" (Bordley and Wolff 1981) and is similar to an "independence from irrelevant alternatives" property. Another desirable property is that the aggregation be "externally Bayesian." This property requires that the order of aggregation and Bayesian revision can be reversed without affecting the result. Genest (1984) shows that no rule can meet both the strong setwise property and the externally Bayesian property except for a rule that simply accepts the judgment of one participant and ignores all others. Genest notes that this is not a satisfactory result. See also Dalkey (1972) . Other properties suggested as important include marginalization (McConway 1981) and independence preservation (Laddaga, 1977) .
While properties of aggregation rules provide important insights, they do not directly inform us about the performance of the rules. The performance of the rules can be assessed by comparing the aggregated probabilities or probability functions to realizations of values or events to determine the authenticity of probabilities (calibration) and the amount of information conveyed by the aggregate. A methodology for making such comparisons for density functions is proposed in the following section.
Methodology Let x i , for i = 1,…,n be a sequence of real numbers and let F ij (x) i = 1,…,n, j = 1,…,m be sequences of strictly continuous distribution functions with associated densities f ij (x) . Each x i is the realization of an uncertain quantity and F ij (x) plays the role of the uncertainty distribution for this quantity provided the j th of m experts. One can construct m sequences of distributions functions that have certain predefined properties. An aggregation rule can then be applied to the m distribution functions and the performance of the resulting sequence of aggregates measured. Measures of calibration and information and the expected score of a strictly proper rule are such performance measures.
We denote a generic measure performance that depends on a distribution function and a realization by G (F,x) . Let H i (x i ) be an aggregation of the distribution functions F ij (x) j = 1,…,k such that each H i (x i ) i = 1,…,n is a distribution function. The performance of the aggregation on the sequences F ij (x) i = 1,…,n, j = 1,…,m as measured through G is then taken as the limit ] ), ( [ lim
. In some interesting and important cases, this limit exists and can be found analytically facilitating the comparison of various aggregation rules on a performance basis.
The Performance Measures
Three measures of the performance of aggregated densities -spread, calibration, and scores -are discussed in this section. Densities that are concentrated carry more information than those that are spread widely. The term sharpness is often applied to the concentration of a density (Matheson and Winkler, 1976) . The most commonly used measures of the spread, or lack of concentration, of a density are the variance and the standard deviation which are inversely related to sharpness. In comparing the performance of various aggregations, the variance will be used. The inverse of the variance is called the precision (Raiffa and Schlaifer, 2000) and will be used in some derivations.
A calibration measure for sequences of densities is provided in Hora (2004) . Let x i , for i = 1,…,n be a sequence of real numbers and let F i (x) be sequence of strictly continuous distribution functions as before. The set {x i , F i (x), i = 1,…,n} is well-
The requirement of continuity is included to avoid complications that arise when a mass of probability is situated at one or more values of a variable. The condition (1) implies that all intervals of probability p will contain the true value with a limiting relative frequency of p.
The calibration of a sequence such as {x i , F i (x), i = 1,…,n} can be displayed as a graph (Hora, 2004) . This graph consists of a plot of the F i (x) against the cumulative relative frequency of the F i (x) among the n distribution functions in the sequence. We will refer to such a graph as a "calibration trace" or simply a "trace". Figure 1 displays three traces. The well-calibrated sequence produces a graph that is a forty-five degree diagonal line. The trace that is above the forty-five degree line at the left, crosses it at .5, and is below the forty-five degree line thereafter, indicates distribution functions that are too concentrated and have too many small and large cumulative probabilities and too few probabilities near .5. This trace corresponds to a condition commonly referred to as "overconfidence" (Kahneman, Slovic, Tversky, 1982) . Conversely, the trace that is below the forty-five degree line in the left half and above that line in the right half is produced by distributions that are, on average too diffuse.
Place Figure 1 about here.
________________________________________________________________________
A numeric measure of the degree of miscalibration is the L α -norm of the difference between the ideal calibration curve and the curve produced by the sequence of distribution functions. This normed difference is given by
With α = 1, the norm is simply the sum of areas above and below the CDF bounded by the ECDF. As α grows without bound, the norm becomes equivalent to the Kolmogorov maximum deviation statistic [Conover 1999 ]. Another choice is α = 2 which results in a norm that is equivalent to the Cramer-von Mises statistic for goodness of fit [Anderson & Darling 1952 ]. We will use α = 2 believing that the same general conclusions would follow from other choices.
Scoring rules have been used as summary measures of the quality of probability densities. The best known of these rules is the Brier score (Brier, 1950) defined for densities (Matheson and Winkler, 1976) as
where f(y) is a density providing information about an uncertain quantity and x is the realization of that uncertain quantity. The Brier score is positively sensed in that higher scores are preferred and strictly proper in that it rewards experts for expressing their true beliefs [Winkler 1969 ]. The quality of a sequence of distribution functions can be measured by the average score provided that the scales of measurement across all i = 1,… uncertain quantities are commensurable. While the measure of calibration can be applied to sequences where densities are on different scales, it only makes sense to use the variance or expected score as a measure of performance when the realizations in a sequence are on commensurable scales.
Constructing Sequences of Distribution Functions
A construction that generates a sequence of well-calibrated distribution functions will be given first. It is clear from Figure 1 that the calibration trace of a well-calibrated sequence of distribution function is the same as that of a uniformly distributed sequence of values on [0,1]. Let u i for i = 1,…, be uniformly distributed values on [0,1]. Then, setting each
generates a well-calibrated sequence. For example, suppose that 
This condition ensures that the vectors are uniformly distributed across the mdimensional unit hypercube. Alternatively, one may choose to think about the vectors u i as being composed of independent uniform random variables. Setting
one can solve for θ ij in terms of the inverse function and thus create m sequences that are individualy well-calibrated.
One can also create sequences of well-calibrated distribution functions from a family of distributions that have a scale parameter. Letting
The assumption of independent sequences which emulates independent experts can be relaxed by applying a copula to the u i thereby inducing dependence [Clemen & Reilly, 1999] . The sequences can also be modified so that calibration is less than perfect. For example, consider a sequence of distribution functions with both a shift and
A well-calibrated sequence may be generated by setting ).
If, instead, one creates the sequence using
will be tighter than it should be emulating an overconfident expert. By vary both the ij σ and ij τ , one can craft the sequences that represent experts with different degrees of "expressed" expertise, as measured through ij σ , and differing amounts of information as measured through ij τ .
Aggregation Rules
We now turn our attention to arithmetic and geometric aggregation rules recognizing that other rules have been proposed [Winkler 1981 , Cooke 1991 . These two rules are sufficient to demonstrate the methodology. The arithmetic aggregation rule given by
always produces a distribution function and has the strong setwise and marginalization properties (McConway, 1981) . When all α j = 1/m, arithmetic aggregation becomes simple averaging and may be the most widely applied form of aggregation. We note that the arithmetic aggregation of distribution functions and arithmetic aggregation of densities yield equivalent results.
Geometric aggregation applies only to densities and is defined as
and k is a constant chosen to normalize the product in (5) to a density function. When it exists, k is given by
The requirement of normalization is a consequence of geometric aggregation failing to have the strong setwise property. Geometric aggregation is externally Bayesian and preserves independence, however. Geometric aggregation will fail if f ij (x)= 0 for at least one j at each value of x.
A General Result for Arithmetic Aggregation
With well-calibrated, independent experts, it is possible to generalize the calibration of the arithmetically aggregated distributions when equal weighting is used.
As each sequence is well-calibrated, each ) ( i ij X F = u ij in the sequence of distributions i = 1… behaves like a uniform [0,1] random variable, the aggregated density behaves as the distribution of the average of m independent uniform [0,1] random variables. For small m, say m < 6, the distribution function of the average can be found by convolution.
A normal approximation can be used for larger m. The normal approximation is appropriate because of the central limit theorem (Feller, 1971 
where M 2,2 = .56418 is the expected largest standard normal order statistic in a sample of n = 2. The L 2 -norm increases with m indicating that calibration declines as the number of independent experts increases.
Examples with Well-Calibrated, Independent Experts

Uniform Densities
The first case to be investigated is that of uniform densities all having support across a unit interval. Thus, the case mimics having m equally expert judges, providing independent uniform densities for a sequence of i = 1,… uncertain quantities. We also assume, without loss of generality, that the realized value of each uncertain quantity is 0.
The densities in the m sequences are modeled as
We assume that all α j in (4) are equal to 1/m which is reasonable as all experts are independent and symmetric with respect to expertise. Here the resulting arithmetically aggregated density will be an irregular pyramid with the area of highest density covering the value x i = 0. The value of x i is in this highest density range as the interval of support in each of the densities contains this value with probability one as each sequence is wellcalibrated.
As geometric aggregation will give a probability of zero to any value where at least one of the corresponding densities is zero, the resulting range of support for the geometrically aggregated distributions will be [-min j ( u ij ), 1 -max j ( u ij )] and the aggregated density will be uniform on this interval and equal to
We note that this result is independent of the coefficients, α j in (5) as long as each α j > 0. Figure 2 shows what the corresponding densities might appear to be like for the two aggregation rules applied to five uniform densities.
The expected variance of the arithmetically aggregated densities is found by routine calculations and is [ ]
For the geometric mean, the aggregated distribution is uniform on
where u (j) denotes the uniform variable having the rank j among the m uniform values used to construct the distributions for this variable and R m is the range statistic having a beta density with parameters m -1 and 2 (David, 1981) . For this reason, the expected variance is: 
________________________________________________________________________
Geometrically aggregated densities are well-calibrated. Note that each aggregated density, when normalized, is a uniform density and, by construction, must contain the true value. Furthermore, every value in this interval is equally to be the value x i so that the calibration criterion is met.
Arithmetic aggregation, on the other hand, does not produce a well-calibrated aggregated density. The construction ensures that the variable value x i must be covered by all m densities in the aggregation and therefore can only be in the central tallest rectangle forming the density shown in Figure 2 . The result is that the cumulative probabilities cluster near .5 and the number of cumulative probabilities in the tails is less than it should be.
As a third metric for comparison, we consider the expected Brier score. The expected Brier score for the arithmetically averaged densities is
With uniform densities, each term in the first summation is 1/m, each term in the second summation 1/m 2 , and each term is in the double summation is 2/(3m 2 ) yielding:
Surprisingly, even though calibration declines with m and the variance of the aggregated distribution increases with m, the expected Brier score increases with m. This apparent paradox is due to the metrics for sharpness and calibration implicit in the expected Brier score. We offer the following explanation. Suppose that an expert has knowledge properly encoded into a density g(x) but offers f(x) erroneously. Then the expected Brier score is
The first term on the right side of (14) is the expected density and is a measure of sharpness of the true density. In contrast, the variance reported earlier is that of the aggregated density which plays the role of the offered density not the true density. The second term measures the departure of f(y) from g(y) and provides an increasing penalty as f(y) becomes further from g(y). It is the square of an L 2 -norm applied to a single pair of densities.
For the geometric rule, the length of the interval of support for the aggregated density was shown earlier to be 1 -R m where R m is the range statistic of a sample of m independent uniform [0,1] random variables. The density at the realized value is then
which follows from the distribution of the range statistic, R m , given earlier.
Again, the geometric aggregation dominates the arithmetic aggregation in the sense that the expected Brier score of the former is equal to or greater than the expected Brier score of the later with equality only when m = 1.
Normal Densities
Next, consider m sequences of well-calibrated normal densities. We denote the generic normal density using precision notation (υ = 1/var(X)) by Choosing α = 1 results in a distribution of cumulative probabilities derived from the geometrically aggregated densities that have the property: 20) and thus the sequence of aggregated densities is well-calibrated. With α = 1/m, and thus υ i = 1, the aggregated density will be too diffuse and not well-calibrated.
The expected Brier score for geometric aggregation as a function of α is:
A comparison of the expected Brier scores with arithmetic and geometric aggregation, for both α = 1/m and α =1, is provided in Figure 3 .
These results strongly suggest that using geometric aggregation with α = 1 is superior to the other two alternatives. This is a very simplified case, however, with independent, well-calibrated and equally informative sequences. The value α = 1 provides an aggregation that is equivalent to forming a likelihood function by multiplying the m densities and adopting the likelihood as the aggregated density. This value of α maximizes (21). This method is also equivalent to adopting a diffuse prior over the realization x, and revising this prior with the aggregated density (see Winkler 1968) .
Place Figure 3 about here. ________________________________________________________________________
Exponential Densities
The third family of densities considered is the exponential family given by 0. and for )
A sequence of well-calibrated densities for the sequence of realizations x 1 ,… can be constructed from a sequence of ... 1 ,...,
We will use the fact that the β ij behave as independent exponential random variables when the u i are independent uniform [0,1] random variables.
Again, consider arithmetic aggregation of independent well-calibrated densities using equal weighting and assume that x i = 1 for i = 1,… The mean and variance of the constructed densities conditional on u ij are given by -1/ln(1-u ij ) and [1/ln(1-u ij )] 2 respectively. However, neither the mean nor the variance has an expectation when u ij is a uniform random variable as the appropriate integral does not converge. Calibration, of course, follows the general results for arithmetic aggregation given earlier.
The third measure of performance, the expected Brier score, has an expectation of
Now consider geometric aggregation. Again, take all α j to be equal to some positive value, say α, not necessarily 1/m. The geometrically aggregated density when normalized is then
and is a member of the exponential family. The correspond CDF is given by
The variance of the geometrically aggregated density is 
The calibration trace for the geometrically aggregated density can be constructed from the following expression:
The L 2 -norm associated with this trace is an increasing function of m meaning calibration worsens as the number of experts increases as demonstrated in Figure 4 .
The expected Brier score for geometric aggregation is:
... , , and 0 for )
With weights of α = 1/m and m > 1, the expected Brier score with geometric aggregation is greater than that with arithmetic aggregation. Conversely, with α = 1, the expected Brier score is non-positive and is a declining function of m and always smaller that the expected score with arithmetic aggregation when m > 1.
________________________________________________________________________
Place Figure 4 about here.
We summarize the results of this section in a table. Equal weighting was used in each case. With independent, well-calibrated experts giving uniform densities, geometric aggregation clearly performed better than arithmetic aggregation. Geometric aggregation was also better in the normal case where geometric weights of α = 1 performed better than weights of α = 1/m. With exponential densities, geometric aggregation with α = 1/m performed best followed by arithmetic aggregation and then geometric aggregation with α = 1.
The General Normal Setup
A richer example is provided by aggregated normal densities from dependent experts who are less than well-calibrated. We restrict our measure of performance to the expected Brier score. In order to induce dependence between sequences of densities, but not within a sequence, we will employ a transformation from m independent uniform random deviates to m dependent uniform random deviates. Let ) ,..., (
be a vector of independent uniform [0,1] random deviates suppose that one transforms each of the uniform elements of u i into a standard normal random deviate using the inverse of the standard normal distribution function, Φ(z). Then the vector of standard normal random variables is pre-multiplied by a matrix A such that A t A = R where R is a target correlation matrix. Each of the resulting random variables is then transformed back into a uniform [0,1] random variable and then into a variable having the desired marginal density. In notation
Here, F ij -1 is the inverse of the target distribution function and the matrix A can be obtained by Cholesky decomposition (Press et al 1992) . Other strategies can be used to transform the vector of independent uniform random variables into dependent random variables with the desired marginals (Clemen and Reilly 1999) .
It is assumed, without loss of generality, that each realization x i = 0. Then, with a normal target density having precision The Brier score consists of two terms. The first term depends both on the given density and the value of the realization while the second term depends only on the aggregated density. With arithmetic aggregation and x i = 0, the expectation of the first term is
The correlations do not appear in the first term as it is a linear function of the densities in the sequences. The second term, however, is impacted by the correlations and is given by 
We then have 
It can be seen that μ gi linear function of m normal random variables and thus has a normal density. Routine calculations yield the following mean and precision for this density: The lower limit on r is imposed to insure that the covariance matrix is positive definite. The impact of varying, r, and m will be measured through the expected Brier scores.
First, we vary υ and r while fixing the number of experts at m = 6. Figures 5 and   6 show the resulting expected Brier scores for arithmetic and geometric aggregation with weights 1/6 as the inter-expert correlation, the correlation of the means, varies from the lower limit of -1/m to 0.8 in the arithmetic graph and from 0 to 0.8 in the geometric graph. The expectation of the Brier score for geometric aggregation becomes unbounded at r = -1/m as the aggregated density becomes concentrated at a single point. This behavior results from the combination of judgments providing perfect information. For example, with two well-calibrated experts having a correlation of r = -1, the average of the means of their normal distributions will always be equal to the realized value.
The horizontal axis in Figures 5 and 6 is the expressed precision, υ j = υ for all j.
As the expressed precision increases, the degree of overconfidence increases. To the left of one, the experts are under-confident and they are well-calibrated at υ = 1. The expected scores consistently decline as the dependence among the experts increases. The performance of geometric aggregation, as measured by the expected Brier score, is better when experts are only mildly overconfident or moderately dependent while arithmetic aggregation performs better when experts are most overconfident and highly dependent. 
Conclusions
This article has presented a method for analytically evaluating mathematical aggregation rules using infinite sequences of density functions with defined properties. The method opens up a path of investigation quite distinct from the "properties" approach. The demonstrations have been provided to highlight how the method can be used to raise and answer questions about the aggregation of expert densities. "What aggregation rule to use?", "How to weight experts?", "How to deal with dependency?", "What is the impact of less than perfect calibration?", and "How many experts to use?" are all questions that can be addressed in specific settings with the proposed methodology. The demonstrations are not definitive, however, and we caution against drawing universal conclusions from them.
Several tendencies have been noted that allow one to differentiate between arithmetic and geometric aggregation. Under ideal conditions --meaning independent and well-calibrated experts --geometric aggregation appears to produce better performing aggregations than does arithmetic aggregation. However, when experts are overconfident and/or positively dependent, arithmetic aggregation may provide better results. As this is the case that one might expect in practice, one should take care in discarding arithmetic averaging of densities. 
