In this paper we prove a conjecture on a common region of a convergence of Padé iterations for the matrix sector function. For this purpose we show that all Padé approximants to a special case of hypergeometric function have a power series expansion with positive coefficients. Using a sharpened version of Schwarz's lemma, we also demonstrate a better estimate of the convergence speed. Our results are also applicable to a family of rational iterations for computing the matrix pth root.
Introduction
Algorithms for computing matrix functions are a subject of current research (see, for example, [1] ). In this paper we investigate a convergence of the Padé family of iterations for computing the matrix p-sector function, proposed in [2] , which includes the Halley method and the inverse Newton method. These rational iterations can be adapted for computing the matrix pth root. Computation of matrix pth root has recently aroused considerable interest, see for example, [3] [4] [5] [6] [7] [8] [9] [10] [11] .
Let p ≥ 2 be an integer and let z be a nonzero complex number, having the argument ϕ ∈ [0, 2π) different from (2ℓ + 1)π/p, ℓ = 0, . . . , p − 1. Then the scalar p-sector function of z is equal to (see [12] )
where (z) 1/p denotes the principal pth root of z. For p = 2 the sector function reduces to the sign function. Let ε j = e i2πj/p , j ∈ {0, 1, . . . , p − 1}, be the pth root of unity. Then s p (z) = ε q where ε q is the nearest to z pth root of unity.
The matrix p-sector function is an extension of s p (z) introduced in [12] (for applications see also [13] , [14] ). For a nonsingular matrix A ∈ C n×n having no eigenvalues with arguments (2ℓ + 1)π/p, ℓ = 0, . . . , p − 1, the matrix p-sector function can be defined by
where we take the principal pth root (see [1] for the properties of the principal matrix root and algorithms for computing it).
In this paper we use the same notation as in [15] for the [k/m] Padé approximants and the Gauss hypergeometric functions 2 F 1 (a, b; c; z). In particular, we use the hypergeometric polynomials Throughout the paper we will assume that the integers k and m satisfy
The rational function R The sector function s p (z) can be expressed in the following way
Therefore we consider for σ ∈ (0, 1) the function The expression (1.2) motivates the introduction of the Padé family of rational iterations for computing s p (z) (see [2] , [15] ):
After a suitable change of a variable we obtain the Padé family of iterations for computing the pth root a 1/p (see [2, Sec. 5]):
For p = 2 the iterations (1.5) were proposed by Kenney and Laub [17] for computing the function sign(z).
In (1.5) and (1.6) the rational function P
Examples of the iterations (1.5) for k, m = 0, 1, 2 can be found in [2, Table 1 ]. Scalar iterations (1.5) and (1.6) define the appropriate matrix iterations for computing the matrix p-sector function and the matrix pth root, respectively, by replacing the scalar operations by the matrix operations: multiplication of matrices and matrix inversion. This leads to the Padé family of iterations for computing the matrix p-sector function of A (see [2] )
The convergence of the matrix iterations such as those in (1.7) is determined by the convergence of the scalar sequences for the eigenvalues of Z 0 = A (see [9, Theorem 2.4] , [2, Corollary 4.1]; see also [7] for a general theory of matrix iterations for computing matrix functions). Thus if for every eigenvalue λ of A the scalar iterations (1.5) with z 0 = λ converge to s p (λ), then the matrix iterations (1.7) converge to sect p (A). Therefore our goal is to describe the region of convergence for the scalar iterations (1.5). It leads immediately to the regions of convergence of the iterations (1.6) and (1.7).
When we replace 1/p by σ ∈ (0, 1) in (1.6) we obtain iterations for computing fractional powers of a number which leads to an algorithm for computing fractional powers of a matrix. Another algorithm for computing fractional powers of matrices is proposed in [7] .
It is shown in [15] that if
then the iterate z ℓ+1 in (1.5) is well defined since 1 − z p ℓ is not a pole of the Padé approximant in (1.5). We stress that this property holds not only for k ≥ m − 1, but also for k < m − 1. In the former case all poles lie in (1, ∞). In the latter case there are some complex poles but they all have moduli bigger than 1 (see [15] ).
Laszkiewicz and Ziȩtak have stated in [2] the following conjecture. Conjecture 1.1 Let {z ℓ } be the sequence generated by (1.5) for k ≥ m − 1.
Moreover, they noticed that the numerical experiments indicated that Conjecture 1.1 was true for all k, m, not only for k ≥ m − 1. If the conjecture is true then the sequence (1.5) clearly converges to s p (z) (see [2, Corollary 4.4]). It has been proved in [15] that for p = 2 and for k, m satisfying (1.1) the iterations (1.5) converge to the sign function for z 0 ∈ L (for the case k ≥ m − 1 see also [17] ). In the next section we prove that the Padé approximant P 
is crucial for the proof of the conjecture for all k and m. The proof of positivity hinges on a useful identity for the hypergeometric function (see Lemma 3.1) and an explicit expression for the error of the Padé approximation to f σ (z) (see Theorem 3.2). Finally, in Section 3 we prove a better estimate of the convergence speed for the sequence (1.5) for z 0 ∈ L (Padé) than stated in Conjecture 1.1. The results of the paper are illustrated by numerical experiments presented in the last section of the paper.
Padé approximants to Stieltjes functions
Properties of the Padé approximants to f σ (z) were investigated in [15] . In particular, the following proposition has been established.
Proposition 2.1 (Gomilko, Greco, Ziȩtak [15] ) Let σ ∈ (0, 1) and let k, m satisfy (1.1). Then all coefficients of the power series expansion of the reciprocal of the denominator Q
km (1) for all z lying in the unit disk {z ∈ C : |z| < 1}.
We will prove now that the [k/m] Padé approximant to f σ (z) has the same property as the one stated in Proposition 2.1. This property is crucial to prove the conjecture on the convergence of iterations (1.5) in the region L 
Let us rewrite the formal series (2.1) as
We now assume that F (z) is a Stieltjes function. Thus F (z) can be expressed in the following way (see [19, Chapter 5] ): 
The proof of Theorem 5.2.7 in [19] implies that for j > k + m we have the strict inequality
instead of non-strict inequality in (2.7).
The Gauss hypergeometric function 2 F 1 (1, b; c; −z) is a Stieltjes function for c > b > 0 due to Euler's integral representation (see [20, Theorem 2 
where Γ(z) is the Gamma function (see [20, Sec. 1.1]). Therefore, for σ ∈ (0, 1) the function
is a Stieltjes function and its series (2.4) is the following (compare with (1.3))
implies the following corollary for f σ (z) because (1 + z) −σ = (1 − (−z)) −σ (see (2.5), (2.6), (2.8) and (2.9)). 
where, clearly,
We will prove that this corollary holds also for k < m − 1 (see Theorem 2.6 below). Thus it extends Theorem 2.3 as applied to f σ (z) to the remaining cases k < m − 1.
First, we determine a formula for the constant D (σ) km which appears in (2.2) for
Lemma 2.5 Let σ ∈ (0, 1) and let k, m satisfy (1.1). Then
13)
where
(2.14)
Proof. From Proposition 2.2, which follows from the definition of Padé approximants, and from (2.13) we obtain
Using the relation
we have
Applying the relations
and then from (2.15) we have
Hence,
From (2.16) and (2.17) we obtain (2.14). This completes the proof.
The next theorem on the Padé approximants to f σ (z) is crucial in the proof of the main result and extends Corollary 2.4.
Theorem 2.6 Let σ ∈ (0, 1) and P Similarly to the proof of Theorem 5.2.7 in [19] we express the difference between the coefficients of the power series expansion of f σ (z) and those of the power series expansion of the Padé approximant in the following way (see (1.3) and (2.10)): km in (2.13) is positive and we know from Proposition 2.1 that the reciprocal denominator 1/Q km (z) has power series expansion with positive coefficients. This implies that the right-hand side of (2.13) has an expansion with positive coefficients. This completes the proof.
Main results
In this section we prove that L (Padé) p is a common region of convergence for the iterations (1.5) for all k, m satisfying (1.1). Moreover, we improve the bound (1.8) obtaining a better estimate of the speed of convergence of (1.5) to the sector function s p (z). First, we prove a lemma and a useful identity which might be of interest in its own right.
Lemma 3.1 Let σ ∈ (0, 1). The following relation holds true for all k, m satisfying (1.1):
km is defined in (2.14) and S km (z) = 2 F 1 (m+1, k +σ +1; m+k +2; z).
Proof. In order to find the relation between P km (z) are polynomials, and we cannot use this formula directly. To find the right modification, choose any δ ∈ (0, 1) and write
Take limit δ → 0 on both sides. On the right-hand side, we immediately get
km (z). On the left we have
Taking limits as δ → 0 we obtain
By using (σ − m) k+m+1 = (−1) m (σ) k+1 (1 − σ) m we arrive at identity (3.1).
For the case k ≥ m − 1 Lemma 3.1 is known in a more general setting (see [21] and references there). Kenney and Laub [22, Theorem 5] give an analogous theorem for 2 F 1 (a, 1; c; z) with 0 < a < c. The result of Kenney and Laub plays an essential role in the recent paper of Higham and Lin [7] . Our proof covers all positive integers k, m but is restricted to the function f σ (z). It is worth to notice that Lemma 2.5 can be derived from Lemma 3.1.
Theorem 3.2 Let
Let the parameters a, b, c be such that the hypergeometric functions H(z) and G(z) are well defined. Then the following identity holds true:
Proof. Denote the left-hand side of (3.2) by Φ(z). Since H(0) = G(0) = 1 we have Φ(0) = 1 − c and all we need to prove is Φ ′ (z) = 0. Differentiation yields:
For H the hypergeometric differential equation reads (see [20, formula (2.3.5)])
while for G it gets modified to
Simple rearrangement of the expression for Φ ′ (z) then gives:
This completes the proof.
Remark. Identity (3.2) is related to several well-known formulas for hypergeometric functions such as Legendre's identity, Elliott's identity and AndersonVamanamurthy-Vuorinen's identity; see [23] 
This relation motivates the formulation of the next theorem which confirms Conjecture 1.1 for all k and m satisfying (1.1). 
and they converge to s p (z 0 ).
Proof. Throughout the proof the numerator P It is easy to see that f km (0) = 0, so the constant term c km,0 = 0. The desired conclusion on the coefficients c km,j will follow from the observation that the derivative of f km (z) satisfies
Then the expression on the right in (3.6) has positive Taylor coefficients starting from the term z k+m by Proposition 2.1 and Theorem 2.6.
We now prove (3.6) .
where S km (z) is defined in Lemma 3.1. Rewriting formula (3.1) from Lemma 3.1 in the form
and substituting (3.7) for P km (z) into the next formula, we obtain after some simple algebra
(see [15, Theorem 5.4] ). Since f km (z) has non-negative Taylor coefficients by the first part of the theorem, it is clear that (3.4) holds. Then by Schwarz's lemma [19, Theorem 5.4.3] 
so that by induction we see that (3.5) holds. Therefore by [2, Corollary 4.4] the sequence {z ℓ } converges to s p (z 0 ). This completes the proof.
Remark. The case k = m = 1 of (3.5) has been proved in [11] using a different approach.
In the next theorem we show that the speed of convergence is in fact even higher than conjectured in [2] and proved above. Hence, we have a strengthening of Conjecture 1.1.
Theorem 3.4
Let {z ℓ } be the sequence generated by (1.5) for arbitrary k and m satisfying (
is the first non-zero coefficient of f km .
Proof. Follow the proof of Theorem 3.3 up to application of Schwarz's lemma. Then apply the sharpened version of Schwarz's inequality [24, Lemma 2] yield-
, where we have used the monotonicity of t → (t + α)/(1 + αt) on (0, 1) in the ultimate inequality. Summing up the geometric progression in the exponent in the last line gives (3.8). The value of α is found from (3.6).
Remarks. The constant α is equal to pD
(1/p) km Table 4 where α is determined in Theorem 3.4 (see (3.9) ). Thus the right hand side in (3.5) is equal to γ ℓ and the right hand side in (3.8) is equal to γ ℓ β ℓ . In Tables  4.2-4 .4 we present the results for randomly generated z 0 for at most 5 initial iterations. In Table 4 .1 we give values of the parameter α.
When the initial error |1 − z p 0 | is very close to 1 then one needs more iterations to reach a good precision. Also in this case the error bounds γ ℓ and γ ℓ β ℓ substantially exceed the actual error as one can observe from Table 4 
