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Résumé
Dans ce mémoire, on décrit le début du spectre des longueurs de tous les groupes
de triangles associés à un triangle (r, p, q) avec r ≤ p ≤ q puis on montre que la
donnée du spectre des longueurs caractérise (sauf si r = 3) la classe d’isométrie
d’un tel groupe parmi tous les groupes de triangles.
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Avant-propos
Ce mémoire s’inscrit parmi l’abondante littérature née du fameux article de
M.Kac [14], en ce sens qu’il traite de la question suivante : quelle information le
spectre des longueurs apporte-t-il sur la géométrie de l’espace ambiant ? Nous
nous restreignons ici à l’étude du spectre des longueurs des surfaces hyperbo-
liques, domaine dans lequel on dispose déjà d’un grand nombre de résultats.
Précisons donc le cadre théorique de ce mémoire avant d’énoncer les principaux
résultats démontrés ici.
Si H désigne le demi-plan de Poincaré munit de la distance hyperbolique d, on
considère Γ un sous groupe discret du groupe des isométries directes PSL(2,R).
Le groupe Γ possède trois types d’éléments, classés en fonction de la position de
leurs points fixes dans H = H ∪R ∪ {∞}. Les éléments elliptiques sont ceux
qui fixent un point deH, les éléments paraboliques sont ceux qui fixent un seul
point du bord R ∪ {∞} et les autres éléments, qui fixent nécessairement deux
points du bord, sont appelés hyperboliques. Notons qu’un élément elliptique
contenu dans un groupe Γ discret est nécessairement d’ordre fini. On appelle ici
surface hyperbolique le quotient S = H/Γ si Γ ne contient pas d’éléments
elliptiques. Dans le cas contraire, S est appelé surface hyperbolique à points
coniques. Dans cette dernière situation, chaque point conique est associé à une
classe de conjugaison d’éléments elliptiques de Γ, ce qui nous permet de définir
l’ordre d’un point conique comme étant l’ordre d’un élément quelconque de
la classe de conjugaison associée. Tout élément hyperbolique γ ∈ Γ possède une
distance de translation ou longueur
l(γ) = Inf {d(x, γx) ; x ∈ H}
On appelera multiplicité de la longueur l(γ) le nombre de classes de conju-
gaison dans Γ contenant un élément hyperbolique de longueur l(γ). Avec ces
notations, le spectre des longueurs du groupe Γ est la liste des distances de
translation obtenues avec les éléments hyperboliques de Γ ordonnées dans l’ordre
croissant et comptées avec multiplicité. On le note Lsp Γ et il est représenté de
la manière suivante
Lsp Γ = {l1 ≤ l2 ≤ l3 . . .}
Cet ensemble contient une certaine information géométrique sur S = H/Γ. Par
exemple, sachant qu’une classe de conjugaison d’éléments hyperboliques de Γ
donne naissance à une géodésique fermée de S, nous en déduisons que la plus pe-
tite valeur du spectre des longueurs est la longueur de la plus petite géodésique
fermée, ou systole, de la surface S. Quelles autres informations géométriques
peut-on déduire du spectre des longueurs ? Peut-on y reconnaitre le genre de
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S ? Caractérise-t-il la classe d’isométrie de S ?
Des résultats profonds portant sur l’aspect géométrique du spectre des lon-
gueurs ont déjà été obtenus dans l’étude des surfaces hyperboliques. Présentons
en quelques uns.
Dans le cas où S est une surface fermée (c’est à dire compacte sans bord),
le théorème de Huber nous apprend que la donnée algébrique du spectre des
longueurs est en réalité équivalente à la donnée analytique du spectre du lapla-
cien sur S ([5],[3]). Nous conseillons la lecture, pour une étude approfondie du
spectre du laplacien sur une surface, de l’excellent livre de H. Iwaniec ([13]). On
peut déduire de la méthode utilisée pour prouver ce résultat que le spectre des
longueurs détermine l’aire de la surface S, et donc son genre.
Toujours si S est fermée, on peut chercher à savoir s’il existe une surface S′
(nécessairement de même genre que S par ce qui précède) qui ne soit pas iso-
métrique à S mais qui possède néanmoins un spectre des longueurs identique.
Le théorème de Wolpert nous informe alors que, pour tout genre g ≥ 2 fixé,
l’ensemble des surfaces S pour lesquelles S′ existe est de mesure nulle dans
l’espace de Teichmüller de S ([5]). Ainsi, de manière générique, le spectre des
longueurs d’une surface hyperbolique fermée caractérise la classe d’isométrie de
cette surface.
A contrario, pour tout genre g ≥ 4, on sait exhiber des surfaces hyperboliques
fermées non isométriques possédant le même spectre des longueurs ([5],[22]).
Ainsi, si g ≥ 4, l’ensemble considéré dans le théorème de Wolpert, bien qu’étant
négligeable, n’est pas vide.
Cette question reste aujourd’hui sans réponse pour g = 2 ou g = 3.
Parallèlement, il a été démontré divers résultats de rigidité portant sur les sur-
faces non fermées. Par exemple, si S est une surface hyperbolique de genre g = 1
avec une composante de bord, le spectre des longueurs caractérise la classe d’iso-
métrie ([6]). Il en est de même si S est un pantalon compact ou non ([11]).
Que se passe-t-il maintenant si l’on autorise à la surface de ne pas être lisse,
c’est à dire dans le cas des surfaces hyperboliques à points coniques ? C’est dans
ce cadre que ce situe ce mémoire.
Nous étudions ici la situation où S est de genre g = 0 et possède trois points
coniques d’ordres r ≤ p ≤ q. On note Γ(r, p, q) le groupe fondamental de ces
surfaces. Nous établissons dans cette thèse (chapitre 5) le résultat de rigidité
suivant :
Théorème III : Soit Γ(r, p, q) un groupe de triangle avec r 6= 3. Alors la don-
née du spectre des longueurs détermine de manière unique les entiers r, p, q.
Plus précisément, il suffit des 5 premières longueurs du spectre pour retrouver
les entiers r, p, q.
le cas r = 3 reste en suspend il est impossible de différencier par exemple
les groupes de triangles considérés uniquement avec leur systole. En effet, les
groupes Γ(2, 3, 2q) et Γ(3, 3, q) possèdent une première longueur de spectre iden-
tique.
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La démonstration du théorème III nécessite la description explicite du début
du spectre des longueurs des groupes Γ(r, p, q), ce que nous établissons à l’aide
de formules simples permettant le calcul des premières longueurs uniquement
en fonctions des trois entiers r, p, q. Lors des travaux déjà effectués sur ce type
de groupes, aucune formule explicite n’a été mise au jour et cela constitue la
principale nouveauté de ce mémoire. Pour des études numériques, on pourra par
exemple consulter les travaux de U.Hamenstädt et R. Koch ([12]), R. Vogeler
([23]), ou R. Lehman et C. White ([16]). Dans les chapitres 3 et 4, nous établis-
sons donc les résultats suivants.
Théorème I : Soit Γ(2, p, q) un groupe de triangle. Alors le début du spectre
des longueurs est donné par les formules suivantes :
Lsp Γ(2, 3, 7) = {l2(1, q − 1) < . . .}
Lsp Γ(2, 3, q) = {l2(1, q − 1) < l1(4) . . .} pour tout q ≥ 8
Lsp Γ(2, 4, 5) = {l1(2) = l1(2) < l2(1, q − 1) . . .}
Lsp Γ(2, 4, q) = {l1(2) = l1(2) < l1(3) = · · · = l1(3) < l2(1, q−1)} pour q = 6, 7
Lsp Γ(2, 4, q) = {l1(2) = l1(2) < l2(1, q − 1) . . .} pour tout q ≥ 8
Lsp Γ(2, 5, 5) = {l1(2) = l1(2) < . . .}
Lsp Γ(2, 5, q) = {l1(2) = l1(2) < l2(1, 2) . . .} pour tout q ≥ 6
Lsp Γ(2, p, q) = {l1(2) = l1(2) < . . .} pour tout p ∈ {6, 7, 8, 9, 10}
Lsp Γ(2, p, q) = {l1(2) = l1(2) < l2(1, 2) . . .} pour tout p ≥ 11
avec
l2(1, q − 1) = 2 Argch [2(cos pi
p
)2 + 2(cos
pi
q
)2 − 1]
l2(1, 2) = 2 Argch [cos
pi
q
(4(cos
pi
p
)2 − 1)]
l1(2) = 2 Argch [2 cos
pi
p
cos
pi
q
]
l1(3) = 2 Argch [cos
pi
p
(4(cos
pi
q
)2 − 1)]
et
Théorème II : Soit r ≥ 3. Le spectre des longueurs du groupe Γ(r, p, q) com-
mence de la manière suivante
Lsp Γ(3, 3, q) = {l1 = l1 . . .}
Lsp Γ(3, 4, 4) = {l1 = l1 . . .}
Lsp Γ(3, p, q) = {l1 = l1 < l3 . . .} pour tout p ≥ 4, q ≥ 5
Lsp Γ(r, r, r) = {l1 = l1 = l2 = l2 = l3 . . .} pour tout r ≥ 4
Lsp Γ(r, r, p) = {l1 = l1 < l2 = l2 = l3 . . .} pour tout r ≥ 4, p 6= r
Lsp Γ(r, p, p) = {l1 = l1 = l2 = l2 < l3 . . .} pour tout r ≥ 4, p 6= r
Lsp Γ(r, p, q) = {l1 = l1 < l2 = l2 < l3 . . .} pour tout r ≥ 4, p 6= r, q 6= p
avec
l1 = 2 Argch [2 cos
pi
p
cos
pi
r
+ cos
pi
q
]
l2 = 2 Argch [2 cos
pi
q
cos
pi
r
+ cos
pi
p
]
l3 = 2 Argch [2 cos
pi
p
cos
pi
q
+ cos
pi
r
]
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Ces résultats montrent notamment que la présence de différents points coniques
de même ordre se traduit instantanément sur la multiplicité de la systole dans
le spectre des longueurs : les groupes Γ(r, r, r) sont par exemple les seuls à ad-
mettre une systole de multiplicité supérieure ou égale à 5.
Détaillons la stratégie utilisée pour établir ces résultats.
L’idée centrale, s’appuyant sur l’article de C. Bavard ([1]), est de faire agir le
groupe Γ(r, p, q) sur un domaine fondamental de manière à fournir un pavage de
H. Nous étudions l’action des éléments hyperboliques sur le pavage pour calcu-
ler leur distance de translation. Il est nécessaire pour cela d’introduire différents
outils : une distance combinatoire (D si r = 2 et D∗ si r ≥ 3), un déplacement
combinatoire minimal associé à chaque élément hyperbolique (λ si r = 2 et λ∗
si r ≥ 3) et un rayon hyperbolique des boules combinatoires (ρ ou ρ∗). L’étude
peut alors commencer.
Dans un premier temps, nous montrons qu’un élément hyperbolique ayant une
petite distance de translation (disons ≤ l0) possède un déplacement combina-
toire minimal petit également (c’est à dire ≤ n0 où n0 est un entier dépendant
de l0). Ceci fait l’objet des propriétés 1 et 2 des sections 2.2 et 2.3, où l’on met
en œuvre les outils D,D∗ et ρ, ρ∗.
Dans un second temps, nous décrivons de manière explicite tous les éléments
hyperboliques du groupe possédant un déplacement combinatoire minimal in-
férieur à n0 puis nous ordonnons leurs distances de translation dans l’ordre
croissant (sections 3.3 et 4.3) pour obtenir les théorèmes I et II.
Dans le chapitre 1, nous nous contentons de quelques rappels et de considéra-
tions élémentaires sur la géométrie du demi plan de Poincaré H.
Le chapitre 2 sert de socle théorique de l’étude. On y expose les résultats fonda-
mentaux. Les outils annoncés plus haut pour quantifier l’action du groupe sur
son pavage sont introduits à ce stade. La section 2.2 traite des groupes Γ(2, p, q)
et la section 2.3 des groupes Γ(r, p, q), r ≥ 3.
Dans le chapitre 3, nous établissons le théorème I portant sur le spectre des
longueurs des groupes de triangles Γ(2, p, q).
Dans le chapitre 4, nous démontrons le théorème II établissant le début du
spectre des groupes de triangles Γ(r, p, q), r ≥ 3.
Dans le chapitre 5, nous appliquons les théorèmes précédents pour obtenir le
résultat de rigidité annoncé (théorème III).
Chapitre 1
Préliminaires
1.1 Généralités 2
1.1 Généralités
On considère le demi-plan de Poincaré
H = {z ∈ C ; Im z > 0}
que l’on munit de la distance hyperbolique entre deux points x, y ∈ H
cosh d(x, y) = 1 + 2
|x− y|2
Im x Im y
Dans l’espace métrique (H, d), une géodésique est une courbe C1 réalisant une
isométrie locale.
Si x, y ∈ H, il existe une unique géodésique (xy) de H passant par ces deux
points. Le segment géodésique reliant x à y est noté xy, notation qui désignera
également la distance hyperbolique entre x et y.
Si z est un troisième élément de H, ∠(xy, xz) est l’angle orienté formé par les
segments géodésiques xy et xz en x. En l’abscence de précisions, on considère
la mesure de cet angle dans [0, 2pi[. La mesure de l’angle géométrique est
la valeur absolue de la mesure de l’angle orienté associé. C’est un réel de [0, pi[.
Dans H, la somme des angles d’un triangle est strictement inférieure à pi et,
pour tous r, p, q entiers tels que 1/r + 1/p + 1/q < 1, il existe un triangle T
ayant pour angles aux sommets pi/r, pi/p et pi/q.
Le demi planH possède un groupe d’isométrie IsomH qui s’identifie à PGL(2,R)
tandis que le groupe des isométries directes est assimilé à PSL(2,R). Les iso-
métries directes se classifient en trois catégories, comme on l’a indiqué en in-
troduction, à savoir : les éléments elliptiques, paraboliques et hyperboliques.
Un élément hyperbolique agit sur H en laissant stable une géodésique appelée
axe de γ et le long de laquelle il translate avec la distance de translation (ou
longueur)
l(γ) = Inf {d(x, γx) ; x ∈ H}
déjà introduite en préambule.
Voilà pour les faits élémentaires. Nous renvoyons à [18] et [2] pour les démons-
trations.
1.2 Triangle et cercle inscrit 3
q*p*
r*
q
p
r
Fig. 1.1 – Triangle T et cerle inscrit
1.2 Triangle et cercle inscrit
Fixons trois entiers r ≤ p ≤ q avec 1/r+1/p+1/q < 1 et considérons un triangle
hyperbolique T d’angles pi/r, pi/p, pi/q.
On utilise tout au long de ce mémoire les notations
X = cos
pi
r
; Y = cos
pi
p
; Z = cos
pi
q
Dans le triangle T , on dispose des formules suivantes :
cosh qr =
Y +XZ√
(1−X2)(1− Z2)
cosh qp =
X + Y Z√
(1− Y 2)(1− Z2)
cosh pr =
Z +XY√
(1−X2)(1− Y 2)
Ce triangle possède un cercle inscrit dont les points de contact avec les côtés sont
notés r∗, p∗, q∗ avec une relation évidente (r∗ est sur le côté pq). Remarquons
que rp∗ = rq∗, pq∗ = pr∗ et qr∗ = qp∗ : on note respectivement dr, dp et dq ces
trois valeurs.
Après avoir posé
∆ = X2 + Y 2 + Z2 + 2XY Z − 1
on dispose des expressions suivantes :
(sinh dr)2 =
∆
2(1−X)(1 + Y )(1 + Z)
(sinh dp)2 =
∆
2(1 +X)(1− Y )(1 + Z)
(sinh dq)2 =
∆
2(1 +X)(1 + Y )(1− Z)
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et
cosh dr =
1 + Y + Z −X√
2(1−X)(1 + Y )(1 + Z)
cosh dp =
1 +X + Z − Y√
2(1 +X)(1− Y )(1 + Z)
cosh dq =
1 + Y +X − Z√
2(1 +X)(1 + Y )(1− Z)
En travaillant dans les triangles isocèles rp∗q∗, pr∗q∗, qp∗r∗, on en déduit
cosh p∗q∗ =
∆
2(1 + Y )(1 + Z)
+ 1
cosh r∗q∗ =
∆
2(1 +X)(1 + Z)
+ 1
cosh r∗p∗ =
∆
2(1 +X)(1 + Y )
+ 1
Si on note de plus γ1 l’angle ∠(qr, qq∗) et γ2 l’angle ∠(qq∗, qp), on a
cosh qq∗ = cosh qr cosh dr − sinh qr sinh dr cos(pi/r)
= cosh qp cosh dp − sinh qp sinh dp cos(pi/p)
cos γ1 =
cosh rq cosh qq∗ − cosh dr
sinh rq sinh qq∗
sin γ1 =
sinh dr sin(pi/r)
sinh qq∗
Remarquons enfin que sous l’hypothèse où les entiers sont choisis tels que r ≤ p,
alors γ1 est toujours inférieur à γ2. On a en effet sin γ1 = sin(pi/r) sinh dr/ sinh qq∗
et sin γ2 = sin(pi/p) sinh dp/ sinh qq∗ donc
sin γ1
sin γ2
=
√
∆(1 +X)2(1 +X)(1 + Z)√
∆(1 + Y )2(1 + Y )(1 + Z)
=
1 +X
1 + Y
≤ 1
Nous introduisons maintenant certaines notations permettant d’alléger les cal-
culs de trigonométrie hyperbolique que l’on rencontrera par la suite.
Soit 1 ≤ k ≤ r − 1 (resp. 1 ≤ k ≤ p− 1). On écrit b(k) (resp. b′(k)) la longueur
hyperbolique de la base d’un triangle isocèle d’angle au sommet principal 2kpi/r
(resp. 2kpi/p) et ayant deux côtés de longueur dr (resp. dp). L’angle à la base
aura alors pour valeur λ(k) (resp. λ′(k)).
Ces longueurs et ces angles se calculent en fonction de X,Y, Z à l’aide des
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Fig. 1.2 – Triangle isocèle d’angle 2kpi/r,de côté dr et d’angle à la base λ(k)
formules suivantes
cosh b(k) = (sinh dr)2(1− cos(2kpi/r)) + 1
sinλ(k) =
sinh dr sin(2kpi/r)
sinh b(k)
cosλ(k) =
cosh b(k) cosh dr − cosh dr
sinh b(k) sinh dr
cosh b′(k) = (sinh dp)2(1− cos(2kpi/p)) + 1
sinλ′(k) =
sinh dp sin(2kpi/p)
sinh b′(k)
cosλ′(k) =
cosh b′(k) cosh dp − cosh dp
sinh b′(k) sinh dp
On aura également besoin d’une autre quantité notée a(k) avec 1 ≤ k ≤ r − 1.
Considérons pour cela un triangle d’angle 2kpi/r au sommet de valence r, de
côtés adjacents dr et rp et de côté opposé a(k). L’angle au sommet de valence
p est noté β(k).
Les longueurs et les angles de ce triangle se calculent avec les formules suivantes :
cosh a(k) = cosh dr cosh rp− sinh dr sinh rp cos(2kpi/r)
sinβ(k) = sinh dr sin(2kpi/r)/ sinh a(k)
cosβ(k) =
cosh a(k) cosh rp− cosh dr
sinh a(k) sinh rp
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Fig. 1.3 – Triangle d’angle 2kpi/r au sommet de valence r, de côtés adjacents
dr et rp et de côté opposé a(k). L’angle au sommet de valence p est noté β(k)
1.3 Distances entre géodésiques
Considérons deux géodésiques A1 et A2 dans H. On choisit arbitrairement un
point sur chacune d’elles : soit x1 ∈ A1 et x2 ∈ A2. Notons ∠(A1, x1x2) = θ1
ainsi que ∠(x2x1, A2) = θ2. On dispose du lemme suivant :
Lemme 1 Les géodésiques A1 et A2 sont disjointes si et seulement si δ(A2;A1) >
1 où
δ(A2;A1) = | sin θ1 sin θ2 coshx1x2 − cos θ1 cos θ2|
Si 3 ≤ r ≤ p ≤ q sont trois entiers, on introduit alors
δ(k1, k2) = sin(k1pi/p) sin(k2pi/r) cosh a− cos(k1pi/p) cos(k2pi/r)
où 1 ≤ k1 ≤ p, 1 ≤ k2 ≤ r et
cosh a =
cos piq + cos
pi
p cos
pi
r
sin pip sin
pi
r
Cette quantité mesure la distance hyperbolique entre deux géodésiques A1, A2
telles que x1x2 = c, θ2 = k1pi/p et θ1 = k2pi/r.
De manière analogue, on utilisera aussi parfois les notations suivantes :
δ′(k1, k2) = sin(k1pi/p) sin(k2pi/q) cosh b− cos(k1pi/p) cos(k2pi/q)
où 1 ≤ k1 ≤ p, 1 ≤ k2 ≤ q et
cosh b =
cos pir + cos
pi
p cos
pi
q
sin pip sin
pi
q
ainsi que
δ′′(k1, k2) = sin(k1pi/q) sin(k2pi/r) cosh c− cos(k1pi/q) cos(k2pi/r)
où 1 ≤ k1 ≤ q, 1 ≤ k2 ≤ r et
cosh c =
cos pip + cos
pi
q cos
pi
r
sin piq sin
pi
r
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b
x1
b
x2
A1
A2
θ2
θ1
Ce qui a fait l’objet des deux dernières sections figure pour l’essentiel dans [2].
Nous y renvoyons le lecteur désireux de davantage de détails.
Chapitre 2
Groupes de triangles
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q
q
Fig. 2.1 – Un polygone élémentaire pour r = 2, p = 6, q ≥ 6
2.1 Généralités
Si T est un triangle hyperbolique d’angles pi/r, pi/p, pi/q avec r ≤ p ≤ q, le
groupe d’isométrie engendré par les réflexions par rapport aux côtés de T est
noté Γ0(r, p, q) et l’ensemble de ses éléments préservant l’orientation est appelé
Γ(r, p, q). C’est le groupe de triangle associé à T .
Le groupe Γ0(r, p, q) agit sur H, admet T comme domaine fondamental et celui-
ci fournit un pavage P0 du demi-plan H possédant des sommets de valence r, p
ou q.
Si l’on retient uniquement les sommets de valence r, q et les arêtes les reliant,
on obtient un nouveau pavage P constitué de 2p-gones de côté c avec
cosh c =
cos pip + cos
pi
q cos
pi
r
sin piq sin
pi
r
Dans un tel polygone, appelé polygone élémentaire, les angles aux sommets
de valence q valent 2pi/q et ceux aux sommets de valence r valent 2pi/r.
Nous expliquons dans les deux prochains paragraphes la stratégie nous permet-
tant de décrire le début du spectre des longueurs du groupe Γ(r, p, q). Dans le
cas où r = 2, nous étudions l’action de Γ(2, p, q) sur E , l’ensemble des sommets
de valence q du pavage P. Dans le cas où r ≥ 3, nous remplacerons E par E∗,
défini à la section 2.3.
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2.2 Action du groupe de triangle sur E
On suppose dans ce paragraphe que T est un triangle hyperbolique d’angles
pi/r, pi/p, pi/q avec r = 2.
Le pavage P introduit plus haut est alors constitué de p-gones de côté 2c avec
cosh c =
cos pip
sin piq
Les angles aux sommets de ce polygone sont tous égaux à 2pi/q. Rappelons que
E désigne l’ensemble des points de valence q. Introduisons les outils nécessaires
à l’étude de l’action de Γ(2, p, q) sur E .
Soit x, y sont deux sommets de E . L’ensemble des chemins β du pavage formés
d’arêtes consécutives de P et reliant x et y est non vide. Le nombre d’arêtes
d’un tel chemin est sa longueur, notée L(β). La distance combinatoire sur E
entre x et y est alors
D(x, y) = Inf{L(β) ; β reliant x et y dans E }
C’est un entier.
Si γ est un élément hyperbolique de Γ(2, p, q), on lui associe son déplacement
combinatoire minimal sur E , ou niveau
λ(γ) = Inf {D(x, γx) ; x ∈ E}
Pour relier la distanceD à la distance d, on définit le rayon hyperbolique minimal
des boules combinatoires : si n ≥ 1 et x0 ∈ E sont fixés,
ρ(n) = Inf {d(x0, x) ; x ∈ E et D(x0, x) = n}
ce rayon est indépendant du centre x0 choisi.
Nous voulons maintenant obtenir un résultat du type
∀ l0, ∃ n0 ; ∀ γ, l(γ) ≤ l0 ⇒? λ(γ) ≤ n0
La démonstration de ce fait repose sur deux énoncés (lemme 2 et lemme 3 dans
la suite).
Le premier lemme indique que le « rayon hyperbolique » ρ des boules combina-
toires augmente avec le rayon combinatoire de celles-ci.
Le second lemme affirme que tout élément hyperbolique γ de distance de trans-
lation l(γ) majorée par l0 déplacera au moins un point de E d’une distance
majorée par
C(l0) = Argch [(cosh c)2(cosh l0 − 1) + 1]
où cette constante ne dépend que de l0 et des entiers p, q.
On obtient alors la proposition cherchée (proposition 1 dans la suite).
Démontrons le premier lemme.
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Fig. 2.2 – Illustration du lemme 2 : Le cas où w est de valence 2.
Lemme 2 L’application ρ est croissante
Démonstration :
Fixons x0 un sommet de E et n ≥ 2 un entier. Soit x un sommet se trouvant
à une distance combinatoire n de x0. Montrons que l’on peut toujours trouver
un élément y de E étant à une distance combinatoire n − 1 de x0 et qui soit
plus proche de x0 que x au sens de la distance hyperbolique. En choisissant x
de manière adaptée, on obtiendra
ρ(n) = d(x0, x) ≥ d(x0, y) ≥ ρ(n− 1)
et le lemme sera démontré.
Soit donc x avec la propriété invoquée. Il existe un chemin β = {c1, . . . , cn} du
pavage reliant x0 à x. On écrit cn = yx et on désigne par z le milieu de xy, qui
est un point de valence 2 du pavage P0. L’élément y est de valence q et vérifie
d(x0, x) ≥ d(x0, y)
En effet, si m est la médiatrice de xy il suffit de montrer que m sépare les points
x et x0. Commençons par écrire le complémentaire de m comme union de deux
sous espaces Hx et Hy, avec des notations évidentes, et supposons par l’absurde
que x0 est dans Hx. Nous allons contredire la minimalité de β. Le chemin β
intersecte m en au moins deux points, dont l’un est z. Notons w le premier
point d’intersection de β avec m quand β est parcouru de x0 vers x. C’est un
sommet de P0, donc de valence q ou 2.
Cas 1 : w est de valence q
On écrit alors
β = β1 ∪ β2 ∪ {yx}
où β1 relie x0 à w et β2 relie w à y. Considérons ensuite
β′ = β1 ∪ β2
où β2 désigne le chemin image de β2 par la reflexion d’axe m. Le chemin β′ relie
x0 à x et possède une longueur strictement plus petite que β, ce qui contredit
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Axe
x
Fig. 2.3 – Illustration du lemme 3 : Existence de C(l0).
la minimalité de β et impose à x0 d’appartenir à Hy.
Cas 2 : w est de valence 2
w est alors le milieu d’une arête x′y′ avec x′ et y′ dans E . On suppose que
x′ ∈ Hx. Ecrivons
β = β1 ∪ {x′y′} ∪ β2 ∪ {yx}
où β1 relie x0 à x′ et β2 relie y′ à y. Il suffit de considérer
β′ = β1 ∪ β2
pour contredire la minimalité de β là encore.
Dans tous les cas, on a bien x0 ∈ Hy et
d(x0, x) ≥ d(x0, y)
Reste à constater que y est exactement à une distance combinatoire n − 1 de
x0. Ceci résulte du fait que β′ = {c1, . . . , cn−1} est un chemin reliant x0 à y
(ce qui fournit une majoration de la distance cherchée) et que, si D(x0, y) était
strictement inférieure à n−1, le chemin β posséderait une longueur strictement
inférieure à n, ce qui est impossible étant donnée la minimalité de β.
Ceci achève la preuve du lemme 2. z
Montrons maintenant le lemme 3.
Lemme 3 Soit l0 > 0. Alors il existe une constante C(l0) telle que tout élément
hyperbolique γ de Γ(2, p, q) ayant une distance de translation inférieure ou égale
à l0 déplace au moins un sommet x0 de E d’une distance
d(x0, γx0) ≤ C(l0)
On a de plus
coshC(l0) = (cosh c)2(cosh l0 − 1) + 1
Démonstration :
Considérons ss′ un segment géodésique avec s, s′ ∈ E possédant une intersection
non vide avec A, l’axe de γ. Si x est l’extrémité de l’arête la plus proche de A
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au sens hyperbolique, cette distance est nécessairement inférieure ou égale à c.
On obtient alors
cosh d(x, γx) = (cosh d(x,A))2(cos l(γ)− 1) + 1
≤ (cosh c)2(cosh l(γ)− 1) + 1
≤ (cosh c)2(cosh l0 − 1) + 1
On peut donc prendre x0 = x.z
On est maintenant en mesure de montrer la
Proposition 1 Soit l0 > 0. Alors il existe un entier n0 tel que, pour tout
élément hyperbolique γ de Γ(2, p, q),
l(γ) ≤ l0 ⇒ λ(γ) ≤ n0
Démonstration :
Par croissance de ρ, il existe un n0 tel que ρ(n0) > C(l0). Supposons dès lors
que λ(γ) > n0. Pour tout x dans E , on a
d(x, γx) ≥ ρ(λ(γ)) ≥ ρ(n0) > C(l0)
et le lemme 3 permet alors d’affirmer que l(γ) > l0. z
Ainsi, pour décrire l’intersection du spectre des longueurs avec [0, l0], il suffit :
– De trouver n tel que ρ(n) > C(l0)
– De décrire les distances de translation de tous les hyperbo-
liques γ vérifiant λ(γ) < n
– De ranger les distances de translation obtenues dans l’ordre
croissant.
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2.3 Action du groupe de triangle sur E∗
Considérons maintenant le cas où r ≥ 3.
Notre objectif est toujours de décrire le début du spectre des longueurs du
groupe Γ(r, p, q). Pour cela, on espère utiliser le même argument que dans le cas
r = 2 : si γ est un élément hyperbolique de Γ(r, p, q), il laisse stable l’ensemble
E et, si l(γ) ≤ l0, alors il existe une constante C(l0) qui majore le déplacement
hyperbolique de γ sur E .
On rencontre alors une difficulté : C(l0) n’est pas bornée en tant que fonction
de la variable r et il est ainsi difficile d’envisager un déplacement combinatoire
maximal uniforme en r pour tous les hyperboliques des groupes Γ(r, p, q) ayant
une distance de translation inférieure ou égale à l0. Ceci nous empêche de décrire
de manière explicite (c’est à dire en donnant des formules simples en fonction
de r, p, q pour calculer les longueurs) le début du spectre de tous les groupes
Γ(r, p, q) simultanément en utilisant cette approche
Pour que la démarche exposée si r = 2 puisse être adaptée au cas r ≥ 3, il s’agit
de trouver un ensemble stable par Γ(r, p, q) et dont les éléments sont reliés par
des arêtes dont la longueur hyperbolique reste bornée uniformément en r. Voici
une solution utilisant les cercles inscrits obtenus à partir du pavage triangulaire
P0.
Dans chaque triangle T du pavage P0, on considère les cercles hyperboliques
centrés aux trois sommets de valences r, p, q et de rayon dr, dp, dq : ce sont des
cercles tangents aux points de contact du cercle inscrit à T avec les côtés de
T . Ces points de contacts sont notés, comme précédemment, r∗, p∗, q∗. Nous
travaillerons dans le cas r ≥ 3 sur l’ensemble de tous les cercles obtenus de la
manière précédente et sur lesquels se situent les points du type r∗, p∗, q∗.
On note dans la suite E∗ l’ensemble des points de type q∗.
Sur un cercle dont le centre est un sommet de valence r de P0 et dont le rayon
est dr, on distingue r points de type q∗ et ceux-ci sont séparés deux à deux par
un secteur angulaire d’angle 2pi/r : on dira que deux tels points x, y de E∗ sont
voisins et que l’arc de cercle x˜y les reliant est une arête (de type r si le cercle
est centré en un point de valence r et de type p si le centre est un point de
valence p du pavage initial).
On appelle chemin admissible dans E∗ toute suite finie d’arêtes consécutives.
Pour deux éléments distincts de E∗, il existe au moins un chemin admissible β
reliant ces deux éléments. La longueur d’un chemin admissible β est le nombre
d’arêtes le constituant et sera notée L∗(β).
Si x et y sont deux sommets de E∗, leur distance combinatoire dans E∗ est
notée D∗(x, y) : c’est la longueur minimale d’un chemin β reliant x à y.
D∗(x, y) = Inf{L∗(β) ; β reliant x et y dans E∗ }
Soit γ un élément hyperbolique de Γ(r, p, q). Celui-ci laisse stable l’ensemble
E∗ et son action sur cet ensemble est appréciée à l’aide de son déplacement
combinatoire minimal, ou niveau
λ∗(γ) = Inf {D∗(x, γx) ; x ∈ E∗ }
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Décrivons maintenant de manière géométrique les boules combinatoires dans E∗.
Soit x0 ∈ E∗ et n ≥ 1. Si x ∈ E∗ est à une distance combinatoire n de x0, il
existe un chemin admissible β de longueur n qui relie x0 à x. Ce chemin est
formé de n arcs de cercles (ce sont les arêtes) qui sont chacun de type r ou p.
si ai ∈ {r, p} est le type de la i-ième arête, on dit alors que β est de type
(a1, a2, . . . , an). Si il existe un chemin de type (a1, a2, . . . , an) reliant x0 à x, le
sommet x est alors dit de type (a1, a2, . . . , an).
Si n ≥ 2 et x0 ∈ E∗, on définit la quantité
ρ∗(n) = Inf {d(x0, x) , x n’est pas de type (r, . . . , r)︸ ︷︷ ︸
n
ni de type (p, . . . , p)︸ ︷︷ ︸
n
}
Autrement dit, on retire de la sphère combinatoire de rayon n les quatre points
obtenus en tournant n fois consécutivement sur un des deux cercles contenant
x0 puis on calcule le rayon hyperbolique minimal de la nouvelle sphère combi-
natoire obtenue.
Ceci exposé, nous pouvons dès lors expliquer la stratégie choisie pour décrire
toutes les valeurs du spectre des longueurs de Γ(r, p, q) qui sont inférieures à
une certaine longueur choisie l0. Cela repose encore une fois sur deux lemmes.
Le premier lemme (lemme 4) démontre que le pseudo-rayon hyperbolique ρ∗ des
boules combinatoires dans E∗ augmente avec le rayon.
Le second lemme (lemme 5) montre qu’un élément hyperbolique γ de Γ(r, p, q)
ayant une distance de translation petite possède un déplacement combinatoire
minimal λ∗(γ) borné et que cette borne peut être choisie indépendemment de
r, p, q.
On formule alors l’équivalent de la propriété 1 dans l’ensemble E∗ : c’est la pro-
position 2.
Commençons par établir le
Lemme 4 L’application ρ∗ est croissante
Démonstration :
Constatons que ρ∗(n) n’est défini que pour n ≥ 2. Fixons x0 ∈ E∗ et n ≥ 3. Pour
tout x n’étant ni de type (r, . . . , r)︸ ︷︷ ︸
n
ni de type (p, . . . , p)︸ ︷︷ ︸
n
vérifiant D∗(x0, x) = n,
nous allons trouver un y tel que
D∗(x0, y) = n− 1
d(x0, y) ≤ d(x0, x)
y n’est ni de type (r, . . . , r)︸ ︷︷ ︸
n−1
ni de type (p, . . . , p)︸ ︷︷ ︸
n−1
Pour cela choisissons β un chemin admissible minimal reliant x0 à y :
β = {x˜0x1, . . . , x˜n−1x}
Avant de poursuivre, remarquons que par minimalité de β, on a nécessairement
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Fig. 2.4 – Illustration du lemme 4
D∗(x0, xk) = k ; ∀1 ≤ k ≤ n− 1
Le cas où xn−1 n’est pas de type proscrit
On suppose ici que xn−1 n’est ni de type (r, . . . , r)︸ ︷︷ ︸
n−1
ni de type (p, . . . , p)︸ ︷︷ ︸
n−1
. Dans
ce cas, posons y = xn−1. Nous savons déjà que D∗(x0, xn−1) = n − 1. Reste à
montrer que
d(x0, xn−1) ≤ d(x0, x)
Cela résulte du fait que, si β est minimal, la médiatrice du segment associé à la
dernière arête x˜n−1x sépare x0 et x. Expliquons pourquoi.
Soit m la médiatrice du segment géodésique xn−1x et H le demi-espace fermé
contenant xn−1 délimité par cette géodésique. Supposons dans un premier temps
que x0 n’appartienne pas à H : le chemin β intersecte alors m de manière
transverse en au moins deux points distincts. L’un est au centre de l’arc reliant
x à xn−1. On en choisit un autre que l’on note w.
Si w est un sommet de E∗, on décompose β en
β = β1 ∪ β2 ∪ x˜n−1x
où
β2 = {w˜., . . . , .˜xn−1} et β1 = {x˜0., . . . , .˜w}
Si w est sur l’arc de cercle reliant w1 à w2, on écrit
β = β1 ∪ w˜1w2 ∪ β2 ∪ x˜n−1x
avec
β1 = {x˜0., . . . , .˜w2} et β2 = {w˜1., . . . , .˜xn−1}
On remplace dans chacun des deux cas le chemin β2 par son symétrique β2 par
rapport à m pour obtenir un chemin admissible β′ reliant x0 à x de longueur
< n. Ceci est contradictoire avec la minimalité de β et on a donc nécessairement
x0 ∈ H.
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Fig. 2.5 – Choix de y si xn−1 est de type proscrit.
Ceci montre que d(x0, xn−1) ≤ d(x0, x) et achève la preuve du lemme dans ce
cas.
Le cas où xn−1 est de type proscrit
On suppose ici que xn−1 est de type (r, . . . , r︸ ︷︷ ︸
n−1
), le cas où il est de type (p, . . . , p︸ ︷︷ ︸
n−1
)
se traitant de manière analogue. Remarquons que ce cas n’est envisageable que
si 2(n− 1)pi/r ≤ pi, c’est à dire 1 ≤ n ≤ r/2 + 1.
Commençons par introduire un point y ∈ E∗ défini par le chemin β′ construit à
partir de β de la manière suivante :{
β′ = {x˜0x1, . . . , x˜n−2y}
∠(xn−2xn−3, xn−2y) = ∠(xn−1xn−2, xn−1x)
Par construction, le sommet y n’est pas de type (r, . . . , r︸ ︷︷ ︸
n−1
) ni (p, . . . , p︸ ︷︷ ︸
n−1
).
Le sommet xn−1 étant lui de type (r, . . . , r︸ ︷︷ ︸
n
), les points x0, . . . , xn−1 sont situés
sur un même cercle de centre r1 et de rayon dr.
En comparant les triangles x0r1y et x0r1x, on constate que y est effectivement
plus proche de x0 que x au sens de la distance hyperbolique.
Il reste à montrer que D∗(x0, y) = n− 1.
Par définition de y, on sait déjà que cette distance combinatoire est ≤ n − 1.
Expliquons pourquoi β′ est en fait un chemin minimal reliant x0 à y. Ecrivons
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Fig. 2.6 – La seule solution pour yk−1 est yk−1 = xn−2.
donc
D∗(x0, y) = k
et montrons que k = n− 1. Soit β′′ un chemin minimal reliant x0 à y. On note
β′′ = {x˜0y1, . . . , y˜k−1y}
En reprenant un argument déjà invoqué reposant sur la minimalité du chemin
β′′, on sait que D∗(x0, yk−1) = k − 1 et que yk−1 est plus proche de x0 que
y au sens de la distance hyperbolique. Cherchons à déterminer l’emplacement
exact de yk−1. Ce sommet est à une distance combinatoire 1 de y : il y a donc
4 solutions ω1, . . . , ω4. Le fait que le point cherché soit plus proche de x0 que
y impose que la médiatrice de yk−1y sépare x0 et y : il n’existe qu’une seule
possibilité, et c’est yk−1 = xn−2.
Expliquons cela.
Tout d’abord, x0y ≤ x0ω3 car (q1r2) et x0r1 sont disjoints. Ensuite, x0y ≤ x0ω2
car (p1q1) sépare (r2p2) et (x0r1). De plus, x0y ≤ x0ω1 car (p1r2) et r1x0 sont
disjoints. Enfin, x0y ≥ x0ω4 car (p1q1) et x0r1 sont disjoints.
Ceci constaté, on a donc
k − 1 = D∗(x0, yk−1) = D∗(x0, xn−2) = n− 2
On trouve bien k = n− 1 et y est le point cherché. z
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Fig. 2.7 – Les différentes intersections possibles de m avec β dans le lemme 4
Montrons maintenant le deuxième lemme nécessaire :
Lemme 5 Soit l0 > 0. Soit γ un élément hyperbolique de Γ(r, p, q) ayant une
distance de translation inférieure ou égale à l0. Alors il existe au moins un point
x du pavage tel que d(x, γx) ≤ C∗(l0) avec
coshC∗(l0) = (cosh c∗)2(cosh l0 − 1) + 1
où
c∗ = Max {r∗p∗, p∗q∗, q∗r∗}
Démonstration :
Il s’agit de considérer l’axe de γ. Il intersecte au moins un triangle T ∗ de sommets
r∗, p∗, q∗ le long de deux côtés. On choisit pour x le sommet de type q∗ de ce
triangle et on note x0 son projeté orthogonal sur l’axe. Sa distance à l’axe étant
nécessairement inférieure à c∗, il suffit de conclure par un calcul de trigonométrie
hyperbolique. Sachant que d(x0, γx0) ≤ l0, on montre alors que
cosh d(x, γx) ≤ (cosh c∗)2(cosh l0 − 1) + 1
ce qui achève la preuve.z
Proposition 2 Soit l0 > 0. Soit Γ(r, p, q) un groupe de triangle avec 3 ≤ r ≤
p ≤ q. Il existe un entier n0 tel que
l(γ) ≤ l0 ⇒ λ∗(γ) ≤ n0
Démonstration :
Sachant que ρ∗ est croissante et non majorée, il existe un n0 tel que ρ∗(n0) >
C(l0). Ceci constaté, si γ est un élément hyperbolique de déplacement combi-
natoire minimal n ≥ n0 alors pour tout élément x de E∗,
d(x, γx) ≥ ρ∗(n) ≥ ρ∗(n0) > C∗(l0)
ce qui achève la preuve en usant du lemme précédent.
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Remarquons qu’il est crucial ici que γx ne soit pas de type (r, . . . , r)︸ ︷︷ ︸
n
ou (p, . . . , p)︸ ︷︷ ︸
n
,
pour utiliser la fonction ρ∗ : cela provient du fait que γ est hyperbolique. z
Notons que l’ on peut trouver C(l0) telle que C∗(l0) ≤ C(l0) pour tout r, p, q car
C∗(l0) est bornée en r, p, q. Autrement dit, on peut choisir n0 indépendemment
de r, p, q. C’est ce que nous allons faire dans la mise en pratique.
Ainsi, comme dans le cas précédent, pour décrire l’intersection du spectre des
longueurs d’un groupe Γ(r, p, q) avec [0, l0], il suffit :
– De trouver n0 tel que ρ∗(n0) > C∗(l0)
– De décrire les distances de translation de tous les éléments
hyperboliques γ vérifiant λ∗(γ) < n0
– De ranger les distances de translation obtenues dans l’ordre
croissant en tenant compte des multiplicités.
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Fig. 2.8 – La systole d’un groupe Γ(2, 3, q)
Fig. 2.9 – La systole d’un groupe Γ(r, p, q), r ≥ 3
2.4 Interprétation géométrique du spectre des
longueurs
Il peut être intéressant de chercher à dessiner les géodésiques obtenues sur la
surface à points coniques H/Γ(r, p, q) à partir des éléments hyperboliques réali-
sant les plus petites distances de translation. Autrement dit, on cherche quelle
est la forme géométrique des géodésiques les plus courtes sur les surfaces à
points coniques considérées. Rappelons que ces quotients sont de genre nul et
admettent trois points coniques non équivalents qui correspondent aux trois
classes de conjugaison d’éléments elliptiques présents dans Γ(r, p, q).
Si γ = r1r2 est un élément hyperbolique de Γ(r, p, q) décomposé en produit de
deux réflexions d’axes A1, A2, sa distance de translation est
l(γ) = 2Argch d(A1, A2)
et la perpendiculaire commune aux deux géodésiques A1, A2 est l’axe de γ.
Cet axe se projette sur une géodésique fermée du quotient H/Γ(r, p, q) qui a
pour longueur l(γ). Ainsi, chaque élément hyperbolique donne naissance à une
géodésique fermée de la surface quotient. Pour obtenir le suppport géométrique
de cette géodésique, on dessine localement le segment de la perpendiculaire
commune compris entre les géodésiques A1, A2 et on double sa longueur.
Les figures ci-jointes présentent les systoles des différents groupes considérés.
On pourra faire un dessin local du pavage pour s’en convaincre. Remarquons
que la systole des groupes Γ(2, 3, q) est en fait le double de la longueur de
la courbe représentée : celle-ci est parcourue deux fois. Pour le voir, on peut
dessiner la perpendiculaire commune aux axes des réflexions intervenant dans
la décomposition de cet hyperbolique (cette décomposition sera explicitée plus
loin).
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2.5 A propos de la multiplicité des longueurs
Soit γ ∈ Γ(r, p, q) un élément hyperbolique. On a clairement l(γ) = l(γ−1).
La question est alors de savoir si cela augmente la multiplicité de cette lon-
gueur dans le spectre. Cherchant à savoir sous quelles conditions γ et γ−1 sont
conjugués dans Γ(r, p, q), nous avons établi le fait suivant :
Lemme 6 Soit γ ∈ Γ(r, p, q) un élément hyperbolique s’écrivant γ = r2r1 avec
ri ∈ Γ0(r, p, q). Alors γ et γ−1 sont conjugués dans Γ(r, p, q) si et seulement si
l’axe de γ passe par un point de valence paire du pavage.
Démonstration :
Supposons donc que γ = r2r1 et commençons par établir que γ est conjugué à
son inverse dans Γ0(r, p, q) dès que r2 ∈ Γ0(r, p, q), ce qui est le cas ici. En effet,
r2γr
−1
2 = r2(r2r1)r
−1
2
= r2(r2r1)r2
= r1r2
= γ−1
Supposons maintenant que γ−1 = xγx−1 avec x ∈ Γ(r, p, q). On a alors
xγx−1 = r2γr2−1
r2xγx
−1 = γr2
(r2x)γ = γ(r2x)
Autrement dit, l’élément y = r2x commute avec γ et laisse donc stable l’axe de
γ. Comme cet axe est par construction orthogonal à l’axe de r2, on en déduit
que x laisse stable l’axe de γ. L’élément x étant une isométrie directe, c’est soit
un hyperbolique de même axe que γ soit un elliptique d’angle pi centré en un
point de cet axe.
Supposons que x soit un élément hyperbolique. Comme x et γ se trouvent dans
le groupe discret Γ(r, p, q), ils sont tous les deux puissances d’un même élément
primitif γ0 appartenant à Γ(r, p, q). Si γ = γn0 et x = γm0 , il s’agit donc de
trouver m tel que
xγx = γ−1
γm0 γ
n
0 γ
−m
0 = γ
−n
0
γn0 = γ
−n
0
ce qui est impossible si n 6= 0.
Par conséquent, si γ−1 = xγx−1 avec x ∈ Γ(r, p, q), alors x est nécesairement
un retournement centré sur l’axe de γ. La réciproque est immédiate. z
Au passage, on constate que si r, p, et q sont impairs, un élément hyperbolique
de Γ(r, p, q) n’est jamais conjugué à son inverse.
Chapitre 3
Le début du spectre des
longueurs : le cas r = 2
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3.1 Démarche
Soit p ≤ q deux entiers vérifiant 1/p+ 1/q < 1/2 et T un triangle hyperbolique
d’angles pi/2, pi/p, pi/q. Pour décrire le début du spectre des longueurs du groupe
Γ(2, p, q), nous devons
– Choisir une valeur l0
– Déterminer n0 tel que ρ(n0) > C(l0)
– Décrire toutes les distances de translation des éléments hy-
perboliques γ tels que λ(γ) < n0.
– Ranger les distances de translation obtenues dans l’ordre
croissant en tenant compte de la multiplicité.
Commençons par fixer la valeur l0. Même si celle-ci paraît prise arbitrairement
pour l’instant, elle provient en réalité d’une étude préalable des éléments hyper-
boliques de niveau 1 et 2 de manière à avoir une première idée concernant la
systole du groupe Γ(2, p, q). Les valeurs sont données par le tableau suivant :
Valeur de p Valeur de cosh(l0/2)
p = 3 2 cos piq (2(cos
pi
q )
2 − 1)
4 ≤ p ≤ 5 2(cos pip )2 + 2(cos piq )2 − 1
6 ≤ p ≤ 10 2 cos pip cos piq
p ≥ 11 2(cos pip )2 + 2(cos piq )2 − 1
Nous montrons que pour ces valeurs, on a n0 = 3 puis nous décrivons tous les
éléments hyperboliques de niveau 1 et 2.
Nous allons ainsi démontrer dans ce chapitre le théorème suivant (théorème 1
dans la suite) :
Théorème I : Soit Γ(2, p, q) un groupe de triangle. Alors le début du spectre
des longueurs est donné par les formules suivantes :
Lsp Γ(2, 3, 7) = {l2(1, q − 1) < . . .}
Lsp Γ(2, 3, q) = {l2(1, q − 1) < l1(4) . . .} pour tout q ≥ 8
Lsp Γ(2, 4, 5) = {l1(2) = l1(2) < l2(1, q − 1) . . .}
Lsp Γ(2, 4, q) = {l1(2) = l1(2) < l1(3) = · · · = l1(3) < l2(1, q−1)} pour q = 6, 7
Lsp Γ(2, 4, q) = {l1(2) = l1(2) < l2(1, q − 1) . . .} pour tout q ≥ 8
Lsp Γ(2, 5, 5) = {l1(2) = l1(2) < . . .}
Lsp Γ(2, 5, q) = {l1(2) = l1(2) < l2(1, 2) . . .} pour tout q ≥ 6
Lsp Γ(2, p, q) = {l1(2) = l1(2) < . . .} pour tout p ∈ {6, 7, 8, 9, 10}
Lsp Γ(2, p, q) = {l1(2) = l1(2) < l2(1, 2) . . .} pour tout p ≥ 11
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avec les formules suivantes :
l2(1, q − 1) = 2 Argch [2(cos pi
p
)2 + 2(cos
pi
q
)2 − 1]
l2(1, 2) = 2 Argch [cos
pi
q
(4(cos
pi
p
)2 − 1)]
l1(2) = 2 Argch [2 cos
pi
p
cos
pi
q
]
l1(3) = 2 Argch [cos
pi
p
(4(cos
pi
q
)2 − 1)]
3.2 Les éléments hyperboliques de niveau ≥ 3 26
3.2 Les éléments hyperboliques de niveau ≥ 3
Nous établissons dans cette section la propriété (proposition 8) :
Proposition :
Soit Γ(2, p, q) un groupe de triangle. Alors tout élément hyperbolique de ce groupe
ayant un niveau supérieur ou égal à 3 possède une distance de translation stric-
tement supérieure à l0.
Pour cela, nous montrons que ρ(3) > C(l0). Commençons donc par calculer
ρ(3).
3.2.1 Calcul de ρ(3)
a) La sphère combinatoire de rayon 3
Décrivons de manière plus minutieuse la sphère combinatoire de rayon 3. On
se fixe s0 ∈ E . Si s ∈ E vérifie D(s0, s) = 3, il existe un chemin admissible
β = {s0s1, s1s2, s2s} reliant s0 à s. On note 2k1pi/q et 2k2pi/q les mesures dans
[0, 2pi[ de l’angle orienté de β en s1 et s2. Le sommet s s’écrit alors s(k1, k2) et
on note
d(k1, k2) := d(s0, s(k1, k2))
Remarquons qu’il existe plusieurs points du type s(k1, k2) pour des entiers fixés
et qu’ils sont tous à la même distance hyperbolique de s0 : ils sont paramétrés
par le choix de la première arête. C’est cette distance à s0, invariante, que l’on
étudie.
Si on considére l’ensemble des sommets qui constituent la sphère de centre s0 et
de rayon 3 pour la distance combinatoire, chaque point de cette sphère sera donc
écrit sous la forme s(k1, k2) avec k1 et k2 entre 1 et q − 1. Cherchons celui qui
est géométriquement (i.e. au sens de la distance hyperbolique d) le plus proche
de s0.
Intuitivement, dès que cela a un sens (p ≥ 6), il semble que ρ(3) soit égal
à d(1, 1). C’est ce que nous allons montrer et nous aurons besoin auparavant
d’établir le résultat suivant :
Proposition 3 Supposons p ≥ 3. Soit K un entier compris entre 1 et la partie
entière de q/2. Pour tout k1 entre 1 et q − 1 et k2 entre K et q −K,
d(k1, k2) ≥ Min{d(k1,K), d(k1, q −K)}
Démonstration : :
On se fixe s0 un point du pavage et k1. A chaque couple d’entier (k1, k2), on
associe un point s(k1, k2) de la sphère combinatoire de rayon 3 et de centre s0
et on dispose d’un chemin β = {s0x, xy, ys} associé à ce couple d’entiers. Dans
le triangle s0ys, la longueur s0s est minimale quand la mesure géométrique de
l’angle ∠(ys0, ys) est minimale. En notant α la mesure géométrique de l’angle
∠(yx, ys0) (mesure qui est ≤ pi/q), on peut distinguer deux cas.
Soit 2k2pi/q est dans ]0, pi] : la mesure géométrique de ∠(ys0, ys) est égale à
2k2pi/q − α. Elle est donc minimale pour k2 = K.
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Fig. 3.1 – Illustration de la proposition 3
Soit 2k2pi/q est dans ]pi, 2pi] : cette mesure géométrique est égale à 2(q−k2)pi/q+
α et est minimale pour k2 = q −K.
Ceci termine la preuve.z
Remarque : Nous avons utilisé que la mesure géométrique de ∠(yx, ys0) est
≤ pi/q : ceci se conçoit clairement une fois remarqué que cette mesure est maxi-
male si k1 = 1 quand p ≥ 4 et si k1 = 2 quand p = 3.
Ce résultat affirme par symétrie que
d(k1, k2) ≥ Min{d(K, k2), d(q −K, k2)}
si k1 varie entre K et q −K et k2 quelconque entre 1 et q − 1.
b) Détermination de ρ(3) si p ≥ 6
On déduit de la proposition 3 la propriété suivante.
Proposition 4 Soit p ≥ 6. La valeur de ρ(3) est alors d(1, 1).
Démonstration :
Dans toute la suite, on se fixe s0 un sommet du pavage et on désigne les points
de la sphère de centre s0 et de rayon 3 pour la distance combinatoire par les
sommets s(k1, k2) avec k1 et k2 compris entre 1 et q − 1. On désigne également
le chemin dans E associé au couple (k1, k2) par {s0x, xy, ys(k1, k2)}. Dans le cas
où p ≥ 6, pour tous k1 et k2 compris entre 1 et q−1, le point s(k1, k2) est à une
distance combinatoire 3 de s0. Pour tout k1 fixé, en appliquant la proposition 3
à deux reprises, on a
d(k1, k2) ≥ Min{d(1, 1), d(1, q − 1)}
Il reste à montrer que, pour p ≥ 6, d(1, q − 1) est toujours supérieur à d(1, 1)
pour conclure ce cas, ce qui est immédiat en considérant l’emplacement de s0
par rapport à (xy), qui se trouve être la médiatrice de s(1, 1)s(1, q − 1).z
c) Détermination de ρ(3) si p = 4, 5
On déduit également de la proposition 3 la propriété suivante.
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s(1,q−1)
y
s(1,1)
s0
x
Fig. 3.2 – d(1, 1) ≤ d(1, q − 1) si p ≥ 6
Proposition 5 Si p = 4, la valeur de ρ(3) est d(1, 2).
Si p = 5, la valeur de ρ(3) est d(1, q − 1).
Démonstration :
On conserve les mêmes notations que ci-dessus. Ici, si k1 = 1 et k2 = 1, on
a D(s0, s(1, 1)) < 3 donc il s’agit de retirer cette possibilité. Le raisonnement
précédent, s’appuyant sur la propriété 3, permet d’établir, d’une part, que pour
tous k1, k2 entre 2 et q − 2,
d(k1, k2) ≥ Min{d(2, 2), d(2, q − 2)}
et d’autre part que pour k1 entre 1 et q − 1 et k2 entre 2 et q − 2,
d(k1, k2) ≥ Min{d(1, 2), d(q − 1, 2)}
Une nouvelle application permet d’affirmer
d(q − 1, 2) ≥ d(q − 1, 1)
en remarquant que s(q−1, 1) est bien à distance combinatoire 3 de s0. Reste donc
à comparer d(1, 2) et d(1, q−1) pour conclure. En écrivant β1 = {s0x, xy, ys(1, 2)}
et β2 = {s0x, xy, ys(1, q − 1)} les chemins du pavage définissant s(1, 2) et
s(1, q− 1), on raisonne dans les triangles s0ys(1, 2) et s0ys(1, q− 1). Les angles
au sommet y sont égaux dans ces deux triangles si p = 4 alors que l’angle en y
du triangle s0ys(1, 2) est plus grand que celui du triangle s0ys(1, q−1) si p = 5.
On conclut en invoquant le fait que la longueur d’un côté est une fonction crois-
sante de l’angle opposé à ce côté.z
d) Détermination de ρ(3) si p = 3
On déduit, toujours de la proposition 3, la propriété suivante.
Proposition 6 Si p = 3, la valeur de ρ(3) est d(2, 2).
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Démonstration :
Les notations précédentes sont conservées. Dans ce dernier cas, k1 et k2 doivent
évoluer entre 2 et q − 2 pour que l’on obtienne bien un point s(k1, k2) qui soit
à une distance 3 de s0. On établit comme précédemment que
d(k1, k2) ≥ Min{d(2, 2), d(2, q − 2)}
et il reste à comparer ces deux longueurs pour conclure : il s’agit du même ar-
gument que lorsqu’on voulait comparer d(s0, s(1, 1)) et d(s0, s(1, q− 1)) dans le
cas où p ≥ 6. Ceci termine la preuve du lemme. z
e) Calcul explicite de ρ(3)
Reste à calculer explicitement ces valeurs en fonction de p et q. Pour cela, on
utilise le changement de variable suivant :
Y = cos
pi
p
; Z = cos
pi
q
On démontre alors la proposition
Proposition 7 Avec les notations précédentes, on dispose des formules sui-
vantes :
cosh d(1, 2) =
32Y 2Z2(Y 2 + Z2 − 1)(4Y 2 − 1) + 2Y 2 + Z2 − 1
1− Z2
cosh d(1, 1) =
16Y 2(Y 2 + Z2 − 1)(2Y 2 − 1) + 2Y 2 + Z2 − 1
1− Z2
cosh d(2, 2) =
64Y 2Z2(Y 2 + Z2 − 1)(8Z2Y 2 − 1) + 2Y 2 + Z2 − 1
1− Z2
cosh d(1, q − 1) = (2Y
2 + Z2 − 1)[16Y 2(Y 2 + Z2 − 1) + 1]
1− Z2
Démonstration :
Dans toute cette preuve, s0 est un sommet fixé de E .
Un calcul de trigonométrie hyperbolique permet d’établir la formule générale
suivante, valable si 2k1pi/q et 2k2pi/q sont strictement inférieurs à pi :
cosh d(k1, k2) =
cosh 2c(sinh 2c)2(1− cos 2k1pi
q
)(1− cos 2k2pi
q
)− (sinh 2c)2 sin 2k1pi
q
sin
2k2pi
q
+ cosh 2c
Ceci permet le calcul explicite de toutes les quantités cherchées à l’exception de
d(1, q − 1). Examinons par exemple le cas de d(1, 2). Via les formules
cosh 2c =
2Y 2 + Z2 − 1
1− Z2 ;
(sinh 2c)2 = 4
Y 2(Y 2 + Z2 − 1)
(1− Z2)2
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qu’il convient de faire intervenir dans la formule générale obtenue plus haut, on
obtient
cosh d(1, 2) = cosh 2c((cosh 2c)2 − 1)(1− cos 2pi
q
)(1− cos 4pi
q
)
− ((cosh 2c)2 − 1) sin 2pi
q
sin
4pi
q
+ cosh 2c
=
(2Y 2 + Z2 − 1)4Y 2(Y 2 + Z2 − 1)(2− 2Z2)8Z2(1− Z2)
(1− Z2)3
− 4Y
2(Y 2 + Z2 − 1)8Z2(1− Z2)(2Z2 − 1)
(1− Z2)2 +
2Y 2 + Z2 − 1
1− Z2
=
32(Y 2 + Z2 − 1)Y 2Z2(4Y 2 − 1) + 2Y 2 + Z2 − 1
1− Z2
C’est ce que l’on voulait.
Calculons maintenant d(1, q − 1). On note s0, x, y, s les sommets consécutifs du
pavage associés au chemin de longueur combinatoire 3 reliant s0 à s = s(1, q−1).
On a
cosh s0s = cosh 2c cosh s0y − sinh 2c sinh s0y cos(2pi
q
+ ∠(yx, ys0))
= cosh 2c cosh s0y − sinh 2c sinh s0y cos 2pi
q
cos∠(yx, ys0)
+ sinh 2c sinh s0y sin
2pi
q
sin∠(yx, ys0)
le calcul est essentiellement identique à celui fait dans le cas où les angles étaient
inférieurs à pi. On trouve alors le résulat annoncé. z
Avant, de poursuivre, signalons qu’il existe une méthode plus rapide pour cal-
culer d(1, 1).
En désignant par O le centre de l’unique polygone du pavage P admettant s0
et s parmi ses sommets, et en appelant b la distance hyperbolique de O à une
arête quelconque de ce polygone, on a
cosh b =
cos piq
sin pip
et
cosh d(1, 1) = (sinh b)2(1− cos 6pi
p
) + 1
3.2.2 Recherche des longueurs les plus courtes
On va maintenant utiliser le calcul de ρ(3) pour appliquer la proposition 1 et
décrire les distances de translation dans le spectre des longueurs de Γ(2, p, q)
qui sont inférieures à une certaine valeur l0. Cette longueur l0 étant différente
suivant les valeurs de p, nous exposons les résultats de cette partie en fonction
du paramètre p. Il s’agit de prouver, dans chaque cas, que
ρ(3) > C(l0)
3.2 Les éléments hyperboliques de niveau ≥ 3 31
a) Le cas où p ≥ 11
Supposons dans ce paragraphe que p ≥ 11. On utilise ici la valeur
l0 = 2 Argch [2(cos
pi
p
)2 + 2(cos
pi
q
)2 − 1]
Un calcul donne alors
coshC(l0) =
8Y 2(Y 2 + Z2 − 1)(Y 2 + Z2) + 1− Z2
1− Z2
Posons
F (Y,Z) = cosh ρ(3)− coshC(l0)
= cosh d(1, 1)− coshC(l0)
=
(Y 2 + Z2 − 1)[16Y 2(2Y 2 − 1)− 8Y 2(Y 2 + Z2) + 2]
1− Z2
=
(Y 2 + Z2 − 1)G(Y, Z)
1− Z2
La fonction G est décroissante en Z dès que Y > 0 et on montre qu’elle vérifie,
pour tout Y, Z ∈ [cos(pi/11), 1[,
G(Y, Z) ≥ G(Y, 1) = 24 Y 4 − 24 Y 2 + 2 > 0
b) Le cas où p = 4
On a encore
l0 = 2 Argch [2(cos
pi
p
)2 + 2(cos
pi
q
)2 − 1]
et la formule de C(l0) démontrée dans le cas précédent reste d’actualité.
Posons ici
F (Y,Z) = cosh ρ(3)− coshC(l0)
= cosh d(1, 2)− coshC(l0)
=
2(Y 2 + Z2 − 1)[16Y 2Z2(4Y 2 − 1) + 1− 4Y 2(Y 2 + Z2)]
1− Z2
=
2(Y 2 + Z2 − 1)G(Y, Z)
1− Z2
Cette fois ci, la fonction G est croissante en Z dès que Y > 1/4 et pour tout
Y, Z ∈ [cos(pi/4), 1[,
G(Y, Z) ≥ G(Y,
√
2
2
) > 0
c) Le cas où p = 5
On a encore
l0 = 2 Argch [2(cos
pi
p
)2 + 2(cos
pi
q
)2 − 1]
et on introduit la fonction
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F (Y,Z) = cosh ρ(3)− coshC(l0)
= cosh d(1, q − 1)− coshC(l0)
=
(2Y 2 + Z2 − 1)(16Y 2(Y 2 + Z2 − 1) + 1)− 8Y 2(Y 2 + Z2 − 1)(Y 2 + Z2)− 1 + Y 2
1− Z2
=
G(Y, Z)
1− Z2
La fonction G se trouve là encore être strictement positive si Y, Z ∈ [cos(pi/5), 1[.
d) Le cas p = 3
On étudie ici les groupes Γ(2, 3, q) avec q ≥ 7. On peut donc poser, dans tous les
calculs à venir, Y = 1/2. Là encore, il s’agit de mettre en pratique la propriété
1, mais cette fois-ci avec
l0 = 2 Argch [2 cos
pi
q
(2(cos
pi
q
)2 − 1)]
Un calcul démontre que
coshC(l0) =
Z2[2(2Z2 − 1)2 − 1] + 12
1− Z2
Puis que
F (Z) = cosh ρ(3)− coshC(l0)
= cosh d(2, 2)− coshC(l0)
=
16Z2(−3/4 + Z2)(2Z2 − 1)− 1 + Z2 − Z2[2(2Z2 − 1)2 − 1]
1− Z2
=
−32Z4 + 12Z2 + 24Z6 − 1
1− Z2
=
G(Z)
1− Z2
La fonction G est strictement positive si Z ∈ [cos(pi/7), 1[.
e) Le cas 6 ≤ p ≤ 10
On considère ici
l0 = 2 Argch [2 cos
pi
p
cos
pi
q
]
On trouve
coshC(l0) =
2Y 2(4Z2Y 2 − 1) + (1− Z2)
1− Z2
et
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F (Y, Z) = cosh ρ(3)− coshC(l0)
= cosh d(1, 1)− coshC(l0)
=
16Y 2(2Y 2 − 1)(Y 2 + Z2 − 1) + 2Y 2 + 2Z2 − 2− 2Y 2(4Y 2Z2 − 1)
1− Z2
=
G(Y, Z)
1− Z2
La fonction G s’avère être strictement positive pour Y ∈ [cos(pi/6), 1[ et Z ∈
[Y, 1[. En effet,
g(Y, Z) ≥ 16Y 2(2Y 2 − 1)2 + 4Y 2 − 2− 2Y 2(4Y 2 − 1) > 0
sur le domaine étudié.
3.2.3 Conclusion
Rappelons les valeurs choisies pour l0 en fonction de p.
Valeur de p Valeur de cosh(l0/2)
p = 3 2 cos piq (2(cos
pi
q )
2 − 1)
4 ≤ p ≤ 5 2(cos pip )2 + 2(cos piq )2 − 1
6 ≤ p ≤ 10 2 cos pip cos piq
p ≥ 11 2(cos pip )2 + 2(cos piq )2 − 1
On a montré dans le paragraphe précédent que dans chaque cas, ρ(3) > C(l0).
On peut appliquer la propriété 1 pour obtenir
Proposition 8 Soit Γ(2, p, q) un groupe de triangle. Alors tout élément hyper-
bolique de ce groupe ayant un niveau supérieur ou égal à 3 possède une distance
de translation strictement supérieure à l0.
Il reste à décrire les hyperboliques de niveau 1 et 2.
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Fig. 3.3 – Les hyperboliques de niveau 1
3.3 Hyperboliques de niveau ≤ 2
On décrit ici les valeurs du spectre des longueurs apparaissant avec les éléments
hyperboliques de niveau 1 et 2, c’est à dire les distances de translation qui
correspondent aux éléments hyperboliques de Γ(2, p, q) qui déplacent au moins
un point du pavage d’une distance combinatoire 1 ou 2. On y trouve des formules
explicites élémentaires et on ordonne ces valeurs dans l’ordre croissant, en tenant
compte des valeurs des entiers p et q.
Nous établissons alors la propriété suivante (propriété 11 dans la suite)
Proposition : Soit Γ(2, p, q) un groupe de triangle. Les plus petites distances
de translation parmi les éléments hyperboliques de niveau λ(γ) ≤ 2 sont déter-
minées de la manière suivante :
Si p = 3, il s’agit de l2(1, q − 1) ≤ l1(4) avec égalité si et seulement si q = 7.
Si p = 4, q = 5, 6, 7, alors on a l1(2) ≤ l1(3) < l2(1, q − 1) avec égalité si et
seulement si q = 5.
Si p = 4, q ≥ 8, on a l1(2) < l2(1, q − 1) < l1(3).
Si p ≥ 5, on a l1(2) ≤ l2(1, 2) ≤ l1(3) avec égalité si et seulement si q = 5.
avec les formules :
l2(1, q − 1) = 2 Argch [2(cos pi
p
)2 + 2(cos
pi
q
)2 − 1]
l2(1, 2) = 2 Argch [cos
pi
q
[4(cos
pi
p
)2 − 1]]
l1(2) = 2 Argch [2 cos
pi
p
cos
pi
q
]
3.3.1 Les hyperboliques de niveau 1
Soit γ un élément hyperbolique de Γ(2, p, q) déplaçant au moins un sommet s0
d’une distance combinatoire 1. On décompose alors γ en produit de deux ré-
flexions dont les axes sont des géodésiques du pavage P0 : expliquons comment.
Si s0 est tel que D(s0, γs0) = 1, écrivons γ2s0 = x. L’arête γs0x se trouve
donc être l’image par γ de l’arête s0γs0. Prenons pour G la médiatrice de s0γs0
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et pour G′ la bissectrice de l’angle formé par ces deux arêtes au sommet γs0.
On note cette bissectrice G′ = G′k où k est un entier entre 1 et q − 1 tel que
∠(γs0s0, γs0x) = 2kpi/q. Une formule de trigonométrie classique dans un qua-
drilatère ayant 3 angles droits permet d’affirmer que la longueur de translation
de γ = rG′krG est donnée par
l1(k) = 2 Argch δ1(k) ; 1 ≤ k ≤ q − 1
dès que la quantité
δ1(k) = sin
kpi
q
cos pip
sin piq
; 1 ≤ k ≤ q − 1
est strictement plus grande que 1 : dans le cas contraire, γ n’est pas hyperbo-
lique. Si δ1(k) > 1, ce nombre représente le cosinus hyperbolique de la distance
hyperbolique entre les axes de G et G′k ([2] p.179).
On constate que les valeurs prises par δ1(k) sont symétriques : δ1(k) = δ1(q−k).
Un calcul permet d’établir
δ1(1) = cos
pi
q
< 1
δ1(2) = 2 cos
pi
p
cos
pi
q
δ1(3) = cos
pi
p
[4(cos
pi
q
)2 − 1]
La proposition qui suit indique comment ces valeurs sont ordonnées.
Proposition 9 Soit Γ(2, p, q) un groupe de triangle.
Si p = 3, les plus petites distances de translation parmi les hyperboliques de
niveau 1 sont l1(3) ≤ l1(4) avec égalité si et seulement si q = 7.
Si p ≥ 4, les plus petites distances de translation sont l1(2) ≤ l1(3) avec égalité
si et seulement si q = 5.
Avec
l1(2) = 2 Argch [2 cos
pi
p
cos
pi
q
]
l1(3) = 2 Argch [cos
pi
p
(4(cos
pi
q
)2 − 1)]
Démonstration :
Le cas p = 3
On constate que
δ1(2) < 1 < δ1(3) ≤ δ1(4) ≤ δ1(k) ; ∀ 3 ≤ k ≤ q − 3
avec égalité si et seulement si q = 7 dans la première et k = 4 ou k = q− 1 dans
la seconde.
3.3 Hyperboliques de niveau ≤ 2 36
s0
x
y
gamma(s0)
G_k
G’_k’
Fig. 3.4 – Les hyperboliques de niveau 2
Le cas p ≥ 4
Cette fois-ci, dès que q ≥ 6, on observe que
1 < δ1(2) ≤ δ1(3) ≤ δ1(k) ; ∀ 3 ≤ k ≤ q − 3
avec égalité si et seulement si q = 5 dans le premier cas et k = 3 ou k = q − 3
dans le second.
Enfin, si q = 4, 5, on a encore
1 < δ1(2) ≤ δ1(3)
avec égalité si et seulement si q = 5. z
3.3.2 Les hyperboliques de niveau 2
Soit γ un élément hyperbolique de Γ(2, p, q) déplaçant au moins un sommet s0
du pavage d’une distance combinatoire 2, c’est à dire D(s0, γs0) = 2. Cette iso-
métrie se décompose là encore en produit de deux réflexions dont les axes sont
des géodésiques G et G′ du pavage initial. Expliquons comment s’en persuader.
Considérons s0 réalisant λ(γ) et β = {s0x, xγs0} un chemin de longueur 2
reliant s0 à son image. Posons maintenant y = γx. On choisit pour G = Gk
la bissectrice de l’angle ∠(xs0, xγs0) et pour G′ = G′k′ la bissectrice de l’angle
∠(γs0x, γs0y). La longueur de translation de γ = rG′
k′
rGk est alors donnée par
l2(k, k′) = 2Argch δ2(k, k′)
avec 1 ≤ k, k′ ≤ q − 1, et ceci dès que la quantité
δ2(k, k′) =| sin k
′pi
q
sin
kpi
q
cosh 2c− cos kpi
q
cos
k′pi
q
|
est strictement plus grande que 1.
Dans les formules précédentes,
cosh 2c =
2(cos pip )
2 + (cos piq )
2 − 1
(sin piq )
2
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Enfin, il convient de remarquer que δ2(q− 1, k) est égal à δ2(1, q− k) pour tout
k compris entre 1 et q − 1.
Il nous faut ranger ces valeurs dans l’ordre croissant et on dispose pour nous
aider du résultat élémentaire suivant.
Lemme 7 Soit K et K ′ deux entiers compris entre 1 et (q − 1)/2. Alors pour
tout k compris entre K et q −K et tout k′ compris entre K ′ et q −K ′, on a
sin
kpi
q
sin
k′pi
q
cosh 2c−cos kpi
q
cos
k′pi
q
≥ sin Kpi
q
sin
K ′pi
q
cosh 2c−cos Kpi
q
cos
K ′pi
q
Démonstration :
On constate que pour les valeurs de k indiquées,
sin
kpi
q
≥ sin Kpi
q
> 0
et qu’il en est de même pour k′ et K ′. On a donc
sin
kpi
q
sin
k′pi
q
≥ sin Kpi
q
sin
K ′pi
q
> 0
Maintenant,
cos
kpi
q
≤ cos Kpi
q
avec le même résultat pour k′ et K ′. On en déduit
cos
kpi
q
cos
k′pi
q
≤ cos Kpi
q
cos
K ′pi
q
Ceci est évident sans se préoccuper du signe du terme de gauche car le terme de
droite est toujours positif par hypothèse sur K et K ′. On conclut en remarquant
que cosh 2c est toujours strictement positif. z
Le classement des longueurs étudiées ici est alors donné par la proposition qui
suit.
Proposition 10 Soit Γ(2, p, q) un groupe de triangle.
Si p ≥ 5, les deux distances de translation les plus petites parmi les éléments
hyperboliques de niveau 2 sont l2(1, 2) < l2(1, q − 1).
Si p = 4 la plus petite distance de translation parmi les éléments hyperboliques
de niveau 2 est l2(1, q − 1).
Si p = 3, les deux plus petites distances de translation sont l2(1, q−1) ≤ l2(1, 6)
avec égalité si et seulement si q = 7.
Rappelons que les valeurs explicites sont
l2(1, 2) = 2 Argch [cos
pi
q
(4(cos
pi
p
)2 − 1)]
l2(1, q − 1) = 2 Argch [2(cos pi
p
)2 + 2(cos
pi
q
)2 − 1]
l2(1, 6) = 2 Argch [2 cos
pi
q
(2(cos
pi
q
)2 − 1)]
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Démonstration :
Avant de commençer, remarquons que δ2(k, k′) = δ2(k′, k) = δ2(q− k, q− k′) et
que δ2(q − k, k′) = δ2(k, q − k′). On établit de plus les formules suivantes :
δ2(1, 2) = cos
pi
q
[4(cos
pi
p
)2 − 1]
δ2(1, q − 1) = 2(cos pi
q
)2 + 2(cos
pi
p
)2 − 1
δ2(1, 3) = 8(cos
pi
q
)2(cos
pi
p
)2 − 2(cos pi
p
)2 − 2(cos pi
q
)2 + 1
δ2(2, 2) = 8(cos
pi
q
)2(cos
pi
p
)2 − 1
Il convient maintenant de s’aider des formules ci-dessus pour établir la proposi-
tion dans les différents cas envisagés.
Le cas p = 3
Constatons que la quantité entre les valeurs absolues définissant δ2(k, k′) est
positive dès que 3 ≤ k′ ≤ q − 3 et 1 ≤ k ≤ q − 1. Cela se montre en appliquant
le lemme 7. En appliquant ce lemme, on obtient également
δ2(k, k′) ≥ δ2(2, 3) ; ∀ 2 ≤ k ≤ q − 2 ; ∀ 3 ≤ k′ ≤ q − 3
δ2(1, k′) ≥ δ2(1, 6) ; ∀ 6 ≤ k′ ≤ q − 6 ; ∀ q ≥ 12
Par le calcul, on montre ensuite que
1 < δ2(1, q − 1) = δ2(1, 5) ≤ δ2(1, 6) = δ2(2, 3) = δ2(1, q − 2)
puis que
δ2(1, k′) < 1 ; ∀ 1 ≤ k′ ≤ 4
δ2(1, q − k′) ≥ δ2(1, q − 2) ; ∀ 2 ≤ k′ ≤ 5
On en déduit donc que
1 < δ2(1, q − 1) ≤ δ2(1, 6)
avec égalité si et seulement si q = 7.
Le cas p = 4
De manière analogue au cas précédent, en utilisant le lemme 7, on obtient
δ2(k, k′) ≥ δ2(2, 2) ; ∀ 2 ≤ k ≤ q − 2 ; ∀ 2 ≤ k′ ≤ q − 2
δ(1, k′) ≥ δ2(1, 3) ; ∀ 3 ≤ k‘ ≤ q − 3 ; ∀ q ≥ 6
On montre ensuite par le calcul que
δ2(1, 2) < 1 < δ2(1, q − 1) = δ2(1, 3) < δ2(2, 2)
puis que
δ2(1, q − 2) ≥ δ2(1, q − 1)
avec égalité si et seulement si q = 5. Ceci établit le résultat annoncé.
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Le cas p ≥ 5
Ce qui a été dit au début du cas p = 4 reste ici d’actualité. Par contre, on
observe que, si p ≥ 5,
1 < δ2(1, 2) < δ2(1, q − 1) < δ2(1, 3) < δ2(2, 2)
tandis que
δ2(1, q − 2) > δ2(1, q − 1)
Ceci achève la preuve. z
3.3.3 Conclusion
On peut maintenant décrire les distances de translation les plus petites pour les
éléments hyperboliques de niveau 1 et 2 :
Proposition 11 Soit Γ(2, p, q) un groupe de triangle. Les plus petites distances
de translation parmi les éléments hyperboliques de niveau λ(γ) ≤ 2 sont déter-
minées de la manière suivante :
Si p = 3, il s’agit de l2(1, q − 1) ≤ l1(4) avec égalité si et seulement si q = 7.
Si p = 4 et q = 5, 6, 7, alors on a l1(2) ≤ l1(3) < l2(1, q − 1) avec égalité si et
seulement si q = 5.
Si p = 4 et q ≥ 8, on a l1(2) < l2(1, q − 1) < l1(3).
Si p ≥ 5, on a l1(2) ≤ l2(1, 2) avec égalité si et seulement si q = 5.
avec
l2(1, q − 1) = 2 Argch [2(cos pi
p
)2 + 2(cos
pi
q
)2 − 1]
l2(1, 2) = 2 Argch [cos
pi
q
[4(cos
pi
p
)2 − 1]]
l1(2) = 2 Argch [2 cos
pi
p
cos
pi
q
]
l1(3) = 2 Argch [cos
pi
p
[4(cos
pi
q
)2 − 1]]
Démonstration :
Il reste à ordonner les valeurs trouvées dans les deux propositions précédentes.
Le cas p = 3
En utilisant les formules déjà données, on établit que
1 < δ1(3) = δ2(1, q − 1) ≤ δ1(4) = δ2(1, 6)
avec égalité si et seulement si q = 7.
Le cas p = 4 :
Cette fois ci, on doit différencier deux cas.
Si q = 5, 6, 7, on a
δ2(1, 2) < 1 < δ1(2) ≤ δ1(3) < δ(1, q − 1)
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avec égalité si et seulement si q = 5.
Si par contre q ≥ 8, on constate que
δ2(1, 2) < 1 < δ1(2) < δ(1, q − 1) < δ1(3)
ce qui achève la preuve dans ce cas.
Le cas p ≥ 5 :
On constate ici que
1 < δ1(2) ≤ δ2(1, 2) ≤ δ1(3)
avec égalités si et seulement si q = 5. Rappelons que l2(1, q− 1) est strictement
supérieure à l2(1, 2) ici. z
Remarque :
Notons que l2(1, q − 1) et l1(3) ne sont pas toujours dans le même ordre et
qu’il est dès lors délicat de déterminer la longueur immédiatement supérieure
à l2(1, 2) dans le cas où p ≥ 5. Signalons par exemple (nous en aurons besoin
pour déterminer la systole de Γ(5, 5, 5)) que, dans Γ(2, 5, 10), les quantités l1(3)
et l2(1, q − 1) sont égales.
3.3.4 Etude de la multiplicité
Pour établir le théorème définitif sur le spectre des longueurs, nous devons ré-
soudre la question de la multiplicité des longueurs l1(2) et l2(1, q − 1) dans le
spectre.
Dans ce paragraphe, on dit qu’un élément γ ∈ Γ(r, p, q) est associé à la longueur
l1(k) (resp. l2(k, k′)) si γ peut se décomposer en un produit de deux réflexions
dont les axes sont disposés de la manière décrite dans la définition de l1(k) (resp.
l2(k, k′)).
Commençons par énoncer le lemme suivant.
Lemme 8 l1(k) = l1(q − k) et les éléments associés sont, à conjugaison près
dans Γ(r, p, q), inverses l’un de l’autre.
l2(k, k′) = l2(q− k′, q− k) et les éléments associés sont, là encore à conjugaison
près dans Γ(r, p, q), inverses l’un de l’autre.
Pour s’en convaincre, on utilise la conjugaison par un retournement en ayant
choisi des représentants adéquats pour chacune de ces longueurs.
La multiplicité de l1(2)
D’après l’étude des hyperboliques de niveau ≤ 2, la longueur l1(2) ne peut être
égalée que dans les cas suivants
l1(2) = l1(q − 2) ; ∀q ≥ 4
l1(2) = l1(3) si q = 5
l1(2) = l2(1, 2) si p = q = 5
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Fig. 3.5 – l2(k, k′) est conjugué à l’inverse de l2(q − k′, q − k)
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Fig. 3.6 – l1(k) est conjugué à l’inverse de l1(q − k)
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Fig. 3.7 – Multiplicité de l1(2)
Remarquons également que pour n’importe quelle valeur de q, on a
l2(1, 2) = l2(2, 1) = l2(q − 2, q − 1) = l2(q − 1, q − 2)
Introduisons donc les éléments suivants, associés à chacune de ces valeurs
γ1 associé à l1(2) γ2 associé à l1(q − 2)
γ3 associé à l1(3) γ4 associé à l2(1, 2)
γ5 associé à l2(2, 1) γ6 associé à l2(q − 2, q − 1)
γ7 associé à l2(q − 1, q − 2)
Il s’agit de déterminer le nombre de classes de conjugaison décrites par ces
éléments dans Γ(r, p, q) .
D’après la remarque préliminaire, l’isométrie γ2 est conjuguée à γ−11 , l’élément
γ6 est conjugué à γ−14 et γ7 est conjugué à γ
−1
5 . De plus, si q = 5, l1(q−2) = l1(3)
et γ3 est donc conjugué à γ−11 .
En adoptant les notations de la figure jointe, on constate également que
γ−15 γ4 = (rq4q2rq1p1)(rq2q4rq5p2)
= rrq2q4 (q1p1)rq5p2
= rq5p2rq5p2
= Id
et γ5 est donc conjugué à γ4.
Il nous reste à comparer γ4 et γ1 si p = q = 5.
En utilisant la figure ci-contre, on constate que γ4 est conjugué à γ−11 : la figure
jointe montre que γ4 et γ2 sont dans ce cas précis conjugués à rq3q2rp1q1 .
Par conséquent, il n’y a que deux classes de conjugaison dans la liste énoncée :
tous les éléments sont conjugués à γ1 ou à γ−11 .
Comme l’axe de ces deux hyperboliques ne passe pas par un point du pavage
initial, ces deux éléments ne sont pas conjugués dans Γ(r, p, q) et la multiplicité
de l1(2) est donc égale à 2 dans tous les groupes considérés.
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Fig. 3.8 – Multiplicité de l1(2) si p = q = 5
La multiplicité de l2(1, q − 1)
On a vu dans l’étude des hyperboliques de niveau ≤ 2 que l2(1, q − 1) ne peut
être égalé que dans les situations suivantes :{
l2(1, q − 1) = l2(q − 1, 1) ; ∀ q ≥ 4
l2(1, q − 1) = l1(3) si p = 3
Choisissons γ1 un élément associé à l2(1, q − 1), γ2 associé à l2(q − 1, 1) et γ3
associé à l1(3). Il s’agit de classer ces éléments à conjugaison près dans Γ(r, p, q).
La remarque préliminaire montre que γ2 est conjugué à γ−11 .
De plus, on constate que, si p = 3, les éléments γ3 et γ2 sont conjugués car on
peut choisir pour représentant commun rp1q1rp2q2 dans la figure ci jointe.
Il y a donc deux classes de conjugaison là encore : celle de γ1 et celle de son
inverse.
Cependant, l’axe de γ1 passant par un point de valence paire du pavage, ces
deux éléments sont conjugués et la longueur l2(1, q− 1) a une multiplicité égale
à 1 dans tous les groupes étudiés.
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Fig. 3.9 – Multiplicité de l2(1, q − 1)
3.4 Conclusion
On peut dès lors déduire des deux paragraphes précédents le début du spectre
des longueurs de tous les groupes Γ(2, p, q).
Théorème 1 Soit Γ(2, p, q) un groupe de triangle. Alors le début du spectre des
longueurs est donné par les formules suivantes :
Lsp Γ(2, 3, 7) = {l2(1, q − 1) < . . .}
Lsp Γ(2, 3, q) = {l2(1, q − 1) < l1(4) . . .} pour tout q ≥ 8
Lsp Γ(2, 4, 5) = {l1(2) = l1(2) < l2(1, q − 1) . . .}
Lsp Γ(2, 4, q) = {l1(2) = l1(2) < l1(3) = · · · = l1(3) < l2(1, q−1)} pour q = 6, 7
Lsp Γ(2, 4, q) = {l1(2) = l1(2) < l2(1, q − 1) . . .} pour tout q ≥ 8
Lsp Γ(2, 5, 5) = {l1(2) = l1(2) < . . .}
Lsp Γ(2, 5, q) = {l1(2) = l1(2) < l2(1, 2) . . .} pour tout q ≥ 6
Lsp Γ(2, p, q) = {l1(2) = l1(2) < . . .} pour tout p ∈ {6, 7, 8, 9, 10}
Lsp Γ(2, p, q) = {l1(2) = l1(2) < l2(1, 2) . . .} pour tout p ≥ 11
Où :
l2(1, q − 1) = 2 Argch [2(cos pi
p
)2 + 2(cos
pi
q
)2 − 1]
l2(1, 2) = 2 Argch [cos
pi
q
[4(cos
pi
p
)2 − 1]]
l1(2) = 2 Argch [2 cos
pi
p
cos
pi
q
]
Remarquons que la multiplicité de l1(3) dans Γ(2, 4, q) pour q = 6, 7 est peut-
être égale à 1. Nous ne l’avons pas déterminée car elle n’est pas utile pour les
résultats de rigidité exposés dans cette thèse.
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Démonstration :
Dans chaque cas, il s’agit d’appliquer les propositions 8 et 11 à la valeur l0 cor-
respondant au paramètre p.
Le cas p = 3
D’après la proposition 8, les éléments hyperboliques ayant une distance de trans-
lation ≤ l1(4) sont nécessairement de niveau ≤ 2. La proposition 11 donne la
liste des distances de translation convenables et la multiplicité de l2(1, q−1) est
discutée au paragraphe précédent.
Le cas p = 4
La proposition 8 certifie que les éléments de distance de translation ≤ l2(1, q−1)
sont nécessairement de niveau ≤ 2 là aussi. La proposition 11 donne la liste de
ces distances et la multiplicité des valeurs l1(2) et l2(1, q − 1) est déterminée
plus haut.
Le cas p = 5
On utilise les résultats des propositions 8 et 11 pour montrer que les hyperbo-
liques de longueur ≤ l2(1, q − 1) (et donc a fortiori ≤ l2(1, 2)) sont nécessai-
rement de niveau ≤ 2 et déterminer ces hyperboliques. On conclut ensuite en
examinant la multiplicité trouvée pour l1(2) au paragraphe précédent.
Le cas p = 6, . . . , 10
Comme précédemment, on renvoie aux propositions 8 et 11 pour déterminer les
hyperboliques de longueur ≤ l1(2), puis on tient compte de la multiplicité de
l1(2) déterminée au paragraphe précédent.
Le cas p ≥ 11
Cette fois-ci, les éléments de niveau ≥ 3 ne peuvent pas avoir une distance de
translation ≤ l2(1, 2). On applique la proposition 11 et on montre le résultat
voulu en constatant que là encore la multiplicité de l1(2) est égale à 2.z
En particulier, on dispose du
Corollaire 1 Si p ≥ 4, la systole de Γ(2, p, q) est l0 = 2 Argch 2 cos pip cos piq
La systole de Γ(2, 3, q) est l0 = 2 Argch [2(cos piq )
2 − 12 ]
Chapitre 4
Le début du spectre des
longueurs : le cas r ≥ 3
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4.1 Démarche
Soit T un triangle hyperbolique d’angles pi/r, pi/p, pi/q avec 3 ≤ r ≤ p ≤ q. Pour
décrire le début du spectre des longueurs du groupe Γ(r, p, q), nous allons
– Choisir une valeur l0
– Déterminer n0 tel que ρ∗(n0) > C∗(l0)
– Décrire toutes les distances de translation des éléments hy-
perboliques γ tels que λ∗(γ) < n0.
– Ranger les distances de translation obtenues dans l’ordre
croissant en tenant compte de leur multiplicité.
Commençons par fixer la valeur l0. Contrairement au cas r = 2, nous allons
choisir ici la même valeur pour tous les groupes étudiés, en l’occurence :
l0 = 2 Argch [2 cos pip cos
pi
q + cos
pi
r ]
Nous pouvons calculer dès maintenant C∗(l0). Rappelons pour cela les notations
utilisées
X = cos
pi
r
; Y = cos
pi
p
; Z = cos
pi
q
∆ = X2 + Y 2 + Z2 + 2XY Z − 1
La valeur de C∗(l0) est donnée par le lemme
Lemme 9 Avec la valeur précédente de l0, on a
coshC∗(l0) =
[∆ + 2(1 +X)(1 + Y )]2[2(2Y Z +X)2 − 2]
4(1 +X)2(1 + Y )2
+ 1
Démonstration :
Rappelons pour commencer que
coshC∗(l0) = (cosh c∗)2(cosh l0 − 1) + 1
avec
c∗ = Max {r∗p∗, p∗q∗, r∗q∗}
En étudiant de plus près les formules, on constate que c∗ = p∗q∗ et on trouve
cosh c∗ =
X2 + Y 2 + Z2 + 2XY Z − 1
2(1 +X)(1 + Y )
+ 1
En utilisant ensuite
cosh l0 = 2(2Y Z +X)2 − 1
on conclut rapidement. z
Ce qui nous intéresse étant le comportement asymptotique de C∗(l0), on cherche
alors à contrôler cette quantité. On observe que
lim
X,Y,Z→1
coshC∗(l0) = 37
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Plus précisément
coshC∗(l0) ≤ M0(X)4(1 +X)2(1 + Y )2 + 1
avec
M0(X) = (X2 + 6X + 5)2(2X2 + 8X + 6)
et on a même
coshC∗(l0) ≤ M0(X) + 16(1 +X)
2
4(1 +X)2(1 + Y )2
coshC∗(l0) ≤ 23764(1 +X)2(1 + Y )2
Reste à trouver n0 tel que limX,Y,Z→1 cosh ρ∗(n0) > 37 . . .
Nous montrons dans ce chapitre que n0 = 5 convient puis nous décrivons tous
les éléments hyperboliques de niveau 1, 2, 3 et 4.
Nous établissons ainsi le théorème suivant (théorème 2 dans la suite) :
Théorème II : Soit r ≥ 3. Le spectre des longueurs du groupe Γ(r, p, q) com-
mence de la manière suivante
Lsp Γ(3, 3, q) = {l1 = l1 . . .}
Lsp Γ(3, 4, 4) = {l1 = l1 . . .}
Lsp Γ(3, p, q) = {l1 = l1 < l3 . . .} pour tout p ≥ 4, q ≥ 5
Lsp Γ(r, r, r) = {l1 = l1 = l2 = l2 = l3 . . .} pour tout r ≥ 4
Lsp Γ(r, r, p) = {l1 = l1 < l2 = l2 = l3 . . .} pour tout r ≥ 4, p 6= r
Lsp Γ(r, p, p) = {l1 = l1 = l2 = l2 < l3 . . .} pour tout r ≥ 4, p 6= r
Lsp Γ(r, p, q) = {l1 = l1 < l2 = l2 < l3 . . .} pour tout r ≥ 4, p 6= r, q 6= p
avec
l1 = 2 Argch [2 cos
pi
p
cos
pi
r
+ cos
pi
q
]
l2 = 2 Argch [2 cos
pi
q
cos
pi
r
+ cos
pi
p
]
l3 = 2 Argch [2 cos
pi
p
cos
pi
q
+ cos
pi
r
]
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4.2 Hyperboliques de niveau ≥ 5
Il s’agit de démontrer que
ρ∗(5) > C∗(l0)
Pour cela, fixons x0 ∈ E∗. D’après la définition de ρ∗, il suffit de montrer que
tous les points x ∈ E∗ tels que D∗(x0, x) = 5 qui ne sont pas du type (r, r, r, r, r)
ni du type (p, p, p, p, p) vérifient
d(x0, x) > C∗(l0)
Pour chaque type fixé, nous allons déterminer le point y qui minimise la distance
hyperbolique à x0, calculer cette distance, puis montrer que d(x0, y) > C∗(l0).
On en déduira que cette inégalité est vérifiée pour tous les sommets de ce type.
Nous allons procéder à la chaque fois en suivant la même stratégie :
1. Introduire une fonction du type
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)α[coshx0y − coshC∗(l0)]
notre problème se ramenant à prouver que cette fonction est stric-
tement positive sur un certain domaine.
2. Obtenir dans un premier temps un résultat « asymptotique en
X »en majorant F par une fonction G d’une seule variable X qui
est strictement positive si X est assez proche de 1 : on se ramène
alors à un nombre fini de valeurs de X à étudier.
3. Pour chaque valeur X0 de X qui reste à étudier, on dresse le
tableau de variation de F (X0, Y, Z) en tant que fonction de Z et
on montre que, si Z est assez proche de 1, toutes les fonctions
F (X0, Y, Z) sont strictement positives : sachant que Y ≤ Z, il
reste alors un nombre fini de valeurs de Y à tester.
4. Pour chaque couple (X0, Y0) restant à étudier, on trace la fonction
F (X0, Y0, Z) sur [0, 1] et on vérifie qu’elle est bien strictement
positive sur le domaine qui nous intéresse.
La deuxième étape se visualisera par le tracé de la fonction G(X).
La quatrième étape se visualisera avec la représentation graphique de chacune
des fonctions F (X0, Y0, Z) pour une valeur de X0 précisée.
Avant de commencer, remarquons qu’il n’est pas nécessaire d’étudier tous les
types possibles (il y en a 32). Expliquons pourquoi.
Pour calculer ρ∗(5), il faut déterminer, si x0 ∈ E∗ est fixé, le minimum de
l’ensemble
Ω = {d(x0, y) ; y de type (a1, . . . , a5) où ai ∈ {r, p}} ⊂ R+
Si maintenant (a1, a2, a3, a4, a5) est un quintuplet de {r, p}5, on note
Ω(a1, a2, a3, a4, a5) = {d(x0, y) ; y de type (a1, . . . , a5)}
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ce qui permet d’écrire
Ω =
⋃
ai∈{r,p}
Ω(a1, a2, a3, a4, a5)
Remarquons que les ensembles définis ci-dessus sont indépendants du choix de
x0 effectué au départ, et l’on en déduit que
Ω(a1, a2, a3, a4, a5) = Ω(a5, a4, a3, a2, a1)
Certains cas sont donc redondants et l’on n’est pas tenu d’examiner les 32 types
possibles.
Voici le tableau des correspondances que l’on va utiliser :
Cas étudié Cas associé
(r, r, r, r, p) et (p, p, p, p, r) (p, r, r, r, r) et (r, p, p, p, p)
(r, r, r, p, r) et (p, p, p, r, p) (r, p, r, r, r) et (p, r, p, p, p)
(r, r, p, r, r) et (p, p, r, p, p) ∅
(r, r, r, p, p) et (p, p, p, r, r) (p, p, r, r, r) et (r, r, p, p, p)
(r, r, p, r, p) et (p, p, r, p, r) (p, r, p, r, r) et (r, p, r, p, p)
(r, p, r, r, p) et (p, r, p, p, r) (p, r, r, p, r) et (r, p, p, r, p)
(r, p, r, p, r) et (p, r, p, r, p) ∅
(r, p, p, r, r) et (p, r, r, p, p) (r, r, p, p, r) et (p, p, r, r, p)
(r, p, p, p, r) et (p, r, r, r, p) ∅
Finalement, nous démontrons dans ce chapitre le résultat suivant (proposition
12 dans la suite) :
Proposition :
Soit Γ(r, p, q) un groupe de triangle avec r ≥ 3 et (r, p, q) 6= (3, 4, 4), (4, 4, 4), (5, 5, 5).
Alors tout élément hyperbolique γ de ce groupe vérifiant λ∗(γ) ≥ 5 possède une
distance de translation strictement supérieure à l0.
CONVENTION : Dans toute la suite de ce chapitre, les demi-espaces
considérés seront supposés fermés.
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Fig. 4.1 – Le cas (r, r, r, r, p)
4.2.1 Les points de type (r, r, r, r, p)
Ce cas nécessite r ≥ 8. Il existe 4 sommets de ce type, qui sont confondus 2 à 2
si r = 8.
Il faut trouver y, le point le plus proche de x0 au sens de la distance hyperbolique,
puis montrer que d(x0, y) > C∗(l0).
Pour cela, nous allons calculer d(x0, y) puis montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)2[coshx0y − coshC∗(l0)]
est une fonction strictement positive si cos(pi/8) ≤ X ≤ Y ≤ Z < 1.
Le point le plus proche
Par symétrie, on peut fixer l’orientation de la première arête et n’étudier que
deux sommets. La géodésique (r1p1) étant la médiatrice de s1s2, le point y = s2
est le plus proche de x0.
Calcul de la distance minimale
Utilisons les quantités b(k) et b′(k) introduite précédemment.
coshx0y =
cosh b(4) cosh b′(1)− sinh b(4) sinh b′(1) cos(pi − λ(4)− λ′(1))
= cosh b(4) cosh b′(1) + sinh b(4) sinh b′(1) cos(λ(4) + λ′(1))
= cosh b(4) cosh b′(1) + sinh b(4) sinh b′(1) cosλ(4) cosλ′(1)− sinh b(4) sinh b′(1) sinλ(4) sinλ′(1)
= [(sinh dr)2(1− cos(8pi/r)) + 1][(sinh dp)2(1− cos(2pi/p)) + 1]
+ sinh dr sinh dp[cosh dr cosh dp(1− cos(8pi/r))(1− cos(2pi/p))− sin(8pi/r) sin(2pi/p)]
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On trouve ensuite
coshx0y =
[
32∆X2(1−X2)(2X2 − 1)2 + 2(1 + Y )(1 + Z)(1−X)
2(1 + Y )(1 + Z)(1−X) ][
2(1− Y 2)∆ + 2(1 +X)(1 + Z)(1− Y )
2(1 +X)(1 + Z)(1− Y ) ]
+ 64X2(1−X2)(2X2 − 1)2(1− Y 2)∆(1 + Y + Z −X)(1 +X + Z − Y )
4(1 + Z)2(1−X2)(1− Y 2)
− 8X(2X2 − 1)[2(2X2 − 1)2 − 1]Y ∆
(1 + Z)
D’où l’on déduit
(1 +X)(1 + Y )(1 + Z)2 coshx0y =
[16∆X2(1 +X)(2X2 − 1)2 + (1 + Y )(1 + Z)][∆(1 + Y ) + (1 +X)(1 + Z)]
+ 16∆X2(2X2 − 1)2(1 +X + Z − Y )(1 + Y + Z −X)(1 +X)(1 + Y )
− 8∆XY (2X2 − 1)[8X4 − 8X2 + 1](1 + Z)(1 +X)(1 + Y )
Conclusion si r ≥ 8
Dès que les facteurs sont positifs, et ceci est le cas si r ≥ 8, on a donc
coshx0y ≥ M2(X)(1 +X)(1 + Y )(1 + Z)2
avec
M2(X) =
[16(3X2 + 2X3 − 1)X2(1 +X)(2X2 − 1)2 + (1 +X)2][(3X2 + 2X3 − 1)(1 +X) + (1 +X)2]
+ 16(3X2 + 2X3 − 1)X2(2X2 − 1)2(2X)2(1 +X)2
− 128X(2X2 − 1)[8X4 − 8X2 + 1](1 +X)
On constate que, si r ≥ 8,
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)2[coshx0y − coshC∗(l0)]
≥ 4(1 +X)(1 + Y )M2(X)− (1 + Z)2M0(X)− 4(1 + Y )2(1 + Z)2(1 +X)2
≥ 4(1 +X)2M2(X)− 4M0(X)− 64(1 +X)2
= G(X) > 0
et par conséquent
d(x0, y) > C∗(l0)
pour tous les r, p, q qui nous intéressent.
4.2.2 Les points de type (p, p, p, p, r)
On suppose ici r ≥ 3 et p ≥ 8.
Il existe quatre sommmets de ce type, et ils sont confondus deux à deux si
p = 8. Il faut trouver y, le point le plus proche de x0 au sens de la distance
hyperbolique, puis montrer que d(x0, y) > C∗(l0).
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Fig. 4.2 – 4(1 +X)2M2(X)− 4M0(X)− 64(1 +X)2 > 0 si r ≥ 8
Nous allons calculer d(x0, y) puis montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)2[coshx0y − coshC∗(l0)]
est une fonction strictement positive siX ≤ Y ≤ Z < 1,X ≥ 1/2, Y ≥ cos(pi/8).
Le point le plus proche
De manière symétrique au cas précédent, on examine le cas où la première arête
est orientée dans le sens direct et on constate que le point le plus proche de x0
est y = s2.
Calcul de la distance minimale
Un calcul similaire au cas précédent fournit, dès que r ≥ 8 :
(1 +X)(1 + Y )(1 + Z)2 coshx0y
= [16∆Y 2(1 + Y )(2Y 2 − 1)2 + (1 +X)(1 + Z)][∆(1 +X) + (1 + Y )(1 + Z)]
+ 16∆Y 2(2Y 2 − 1)2(1 +X + Z − Y )(1 + Y + Z −X)(1 +X)(1 + Y )
− 8∆XY (2Y 2 − 1)[2(2Y 2 − 1)2 − 1](1 + Z)(1 +X)(1 + Y )
Conclusion si r ≥ 9
On a, si r ≥ 8, de manière à ce que les facteurs soient positifs,
(1 +X)(1 + Y )(1 + Z)2 coshx0y ≥M′2(X)
avec
M′2(X) =
[16(3X2 + 2X3 − 1)X2(1 +X)(2X2 − 1)2 + (1 +X)2][(3X2 + 2X3 − 1)(1 +X) + (1 +X)2]
+ 16(3X2 + 2X3 − 1)X2(2X2 − 1)2(2X)2(1 +X)2 − 128X(1 +X)
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Fig. 4.3 – 4(1 +X)2M′2(X)− 4M0(X)− 64(1 +X)2 > 0 si r ≥ 9
En utilisant cette majoration, on constate que si r ≥ 9,
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)2[coshx0y − coshC∗(l0)]
≥ 4(1 +X)(1 + Y )M′2(X)− (1 + Z)2M0(X)− 4(1 + Y )2(1 + Z)2(1 +X)2
≥ 4(1 +X)2M′2(X)− 4M0(X)− 64(1 +X)2
= G(X) > 0
La première inégalité est valable si r ≥ 8 car les facteurs en présence sont tous
positifs, mais la dernière nécessite r ≥ 9.
Les cas restant
D’après l’étude de la fonction
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)2[coshx0y − coshC∗(l0)]
pour r = 3, 4, . . . , 8, on constate que, dans un premier temps, F est strictement
positive dès que p ≥ 12, puis que F est également strictement positive si 8 ≤
p ≤ 12. Par conséquent
d(x0, y) > C∗(l0)
pour toutes les valeurs r, p, q étudiées.
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Fig. 4.4 – Cas (p, p, p, p, r) : F > 0 si r = 3 et 8 ≤ p ≤ 12
4.2.3 Les points de type (r, r, r, p, r)
Ce cas nécessite r ≥ 6. Il y a huit sommets de ce type, et, quitte à supposer la
première arête orientée dans le sens direct, on en étudie quatre.
Après avoir déterminé le point y de ce type qui est le plus proche de x0 au sens
hyperbolique, nous allons montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
est une fonction strictement positive si cos(pi/6) ≤ X ≤ Y ≤ Z < 1.
Le point le plus proche
Sachant que les géodésiques (p1r1) et (s3r3) (resp. (s4r3)) sont disjointes et que
(r1p1) est la médiatrice de s1s3 et de s2s4, on constate que x0s1 ≥ x0s3 et
x0s2 ≥ x0s4.
Enfin, le fait que les géodésiques (r3p1) et (r1x0) soient disjointes (si r ≥ 7) et
que (p1r3) soit la médiatrice de s3s4 implique que x0s3 ≤ x0s4.
Si r = 6, x0 ∈ (p1r1) et ce résultat reste valable.
Le sommet de type (r, r, r, p, r) le plus proche de x0 au sens hyperbolique est
donc y = s3.
Calcul de la distance minimale
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Fig. 4.5 – Le cas (r, r, r, p, r)
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Fig. 4.6 – Calcul de la distance mimimale dans le cas (r, r, r, r, p)
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Remarquons que q1y = qq∗. On a, en notant α = ∠(r1q1, r1y),
coshx0y
= cosh dr cosh r1y − sinh dr sinh r1y cos(5pi/r + α)
= cosh dr cosh r1y − cos(5pi/r) sinh dr[cosh q1r1 cosh r1y − cosh qq∗]/ sinh qr
+ sinh dr sinh qq∗ sin(5pi/r) sin(2pi/q + γ1)
= cosh dr cosh r1y − cos(5pi/r) sinh dr[cosh qr cosh r1y − cosh qq∗]/ sinh qr
+ sin(5pi/r) sinh dr sinh qq∗ sin(2pi/q) cos γ1
+ sin(5pi/r) sinh dr sinh qq∗ cos(2pi/q) sin γ1
= cosh dr cosh r1y − cos(5pi/r) sinh dr[cosh qr cosh r1y − cosh qq∗]/ sinh qr
+ sin(5pi/r) sin(2pi/q) sinh dr[cosh qr cosh qq∗ − cosh dr]/ sinh qr
+ sin(5pi/r) cos(2pi/q) sin(pi/r)(sinh dr)2
ensuite
cosh r1y
= cosh qq∗ cosh qr − sinh qq∗ sinh qr cos(2pi/q + γ1)
= cosh qq∗ cosh qr − cos(2pi/q)[cosh qr cosh qq∗ − cosh dr] + sinh qr sinh dr sin(pi/r) sin(2pi/q)
= cosh qr[cosh qr cosh dr − sinh qr sinh dr cos(pi/r)]
− cos(2pi/q) cosh qr[cosh qr cosh dr − sinh qr sinh dr cos(pi/r)]
+ cos(2pi/q) cosh dr + sinh qr sinh dr sin(pi/r) sin(2pi/q)
= [cosh rq cosh dr − sinh rq sinh dr cos(pi/r)][cosh qr − cos(2pi/q) cosh qr]
+ cos(2pi/q) cosh dr + sinh qr sinh dr sin(pi/r) sin(2pi/q)
donc
coshx0y
= cosh r1y[cosh dr − cos(5pi/r) cosh qr sinh dr/ sinh qr]
+ cosh qq∗[sin(5pi/r) sin(2pi/q) cosh qr sinh dr/ sinh qr + cos(5pi/r) sinh dr/ sinh qr]
+ sin(5pi/r)[cos(2pi/q) sin(pi/r)(sinh dr)2 − sin(2pi/q) sinh dr cosh dr/ sinh qr]
= [cosh dr − cos(5pi/r) cosh qr sinh dr/ sinh qr][cosh rq cosh dr − sinh rq sinh dr cos(pi/r)]
[cosh qr − cos(2pi/q) cosh qr]
+ [cosh dr − cos(5pi/r) cosh qr sinh dr/ sinh qr][cos(2pi/q) cosh dr + sinh qr sinh dr sin(pi/r) sin(2pi/q)]
+ [cosh rq cosh dr − sinh rq sinh dr cos(pi/r)]
[sin(5pi/r) sin(2pi/q) cosh qr sinh dr/ sinh qr + cos(5pi/r) sinh dr/ sinh qr]
+ sin(5pi/r)[cos(2pi/q) sin(pi/r)(sinh dr)2 − sin(2pi/q) sinh dr cosh dr/ sinh qr]
= [cosh rq cosh dr − sinh rq sinh dr cos(pi/r)]
[[cosh qr − cos(2pi/q) cosh qr][cosh dr − cos(5pi/r) cosh qr sinh dr/ sinh qr]
+ sin(5pi/r) sin(2pi/q) cosh qr sinh dr/ sinh qr + cos(5pi/r) sinh dr/ sinh qr]
+ sin(5pi/r)[cos(2pi/q) sin(pi/r)(sinh dr)2 − sin(2pi/q) sinh dr cosh dr/ sinh qr]
+ [cosh dr − cos(5pi/r) cosh qr sinh dr/ sinh qr][cos(2pi/q) cosh dr + sinh qr sinh dr sin(pi/r) sin(2pi/q)]
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On remarque alors que
(Y +XZ)(1 + Y + Z −X)−X∆ = (1−X)Q1 ;
1 + Y + Z −X − (Y +XZ)X[(2X2 − 1)(8X2 − 6)− 1] = (1−X)P1 ;
cos(5pi/r) = X[(2X2 − 1)(8X2 − 6)− 1] ;
sin(5pi/r) = sin(pi/r)[4X2(2X2 − 1) + 2(2X2 − 1)2 − 1]
et finalement
coshx0y
=
Q1[2P1(Y +XZ) + 2ZB1(1 +X)(Y +XZ) +A1(1 +X)]
2(1 + Y )(1 + Z)(1 +X)
+
P1[(2Z2 − 1)(1 + Y + Z −X) + 2Z∆]
2(1 + Y )(1 + Z)
+
B1∆(1 +X)(2Z2 − 1)− 2B1Z(1 +X)(1− Z2)(1 + Y + Z −X)
2(1 + Y )(1 + Z)
avec
Q1 = X2 +X(2Y Z + Z + 1) + Y (1 + Y + Z)
P1 = 16X5Z + 16X4(Y + Z) +X3(16Y − 4Z)− 4X2(Y + Z)−X(4Y − Z) + Y + Z + 1
A1 = X[(2X2 − 1)(8X2 − 6)− 1]
B1 = 2(2X2 − 1)(4X2 − 1)− 1
Ainsi
2(1 +X)(1 + Y )(1 + Z) coshx0y
= Q1[2P1(Y +XZ) + 2ZB1(1 +X)(Y +XZ) +A1(1 +X)]
+ (1 +X)P1[(2Z2 − 1)(1 + Y + Z −X) + 2Z∆]
+B1∆(1 +X)2(2Z2 − 1)− 2B1Z(1 +X)2(1− Z2)(1 + Y + Z −X)
Conclusion si r ≥ 6
Si r ≥ 6, de manière à ce que tous les facteurs soient positifs pour pouvoir les
majorer, on en déduit
coshx0y ≥ M3(X)2(1 + Y )(1 + Z)(1 +X)
avec
M3(X) =
X(1 +X)[X2 +X(2X2 +X + 1) +X(1 + 2X)]
[2(16X6 + 32X5 +X3(16X − 4)− 10 + 2X) + 2X(X + 1)[2(2X2 − 1)(4X2 − 1)− 1]
+ (2X2 − 1)(8X2 − 6)− 1]
+ (1 +X)[(2X2 − 1)(1 +X) + 2X(2X3 + 3X2 − 1)][16X6 + 32X5 + 16X4 − 4X3 − 10 + 2X]
+ (1 +X)2(2X2 − 1)(2X3 + 3X2 − 1)[2(2X2 − 1)(4X2 − 1)− 1]
− 2(1 +X)2(1−X2)(3−X)[2(2X2 − 1)(4X2 − 1)− 1]
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Fig. 4.7 – 2(1 +X)2M3(X)− 2M0(X)− 32(1 +X)2 > 0 si r ≥ 6
Reste à constater que, si r ≥ 6,
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
≥ 2(1 +X)(1 + Y )M3(X)− (1 + Z)M0(X)− 4(1 + Y )2(1 + Z)(1 +X)2
≥ 2(1 +X)2M3(X)− 2M0(X)− 32(1 +X)2
= G(X) > 0
Par conséquent, si r ≥ 6,
d(x0, y) > C∗(l0)
4.2.4 Les points de type (p, p, p, r, p)
On suppose ici que r ≥ 3 et que p ≥ 6. Après avoir déterminé le point y de
ce type qui est le plus proche de x0 au sens hyperbolique, nous allons calculer
d(x0, y) puis montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
est une fonction strictement positive si X ≤ Y ≤ Z < 1, X ≥ 1/2 et Y ≥
cos(pi/6).
Le point le plus proche
De la même manière que précédemment, le point y = s3 est le plus proche de
x0. La figure est identique au cas (r, r, r, p, r) mais les sommets ri sont rem-
plaçés par des sommets pi. Remarquons qu’il existe néanmoins une différence
notable avec le cas précédent : les géodésiques (p3r1) et (p1x0) sont ici disjointes
si r ≥ 3 et p ≥ 8 mais s’intersectent si r = 3 et p = 7. On constate cependant
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que cela n’empèche pas x0 d’être dans le demi-espace délimité par (p3r1) conte-
nant s3 car le segment p1x0 n’intersecte pas (p3r1). On conserve donc le fait que
x0s3 ≤ x0s4.
Calcul de la distance minimale
Un calcul similaire au cas précédent donne
2(1 +X)(1 + Y )(1 + Z) coshx0y
= Q2[2P2(X + Y Z) + 2ZB2(1 + Y )(X + Y Z) +A2(1 + Y )]
+ P2(1 + Y )[(2Z2 − 1)(1 +X + Z − Y ) + 2Z∆]
+B2∆(1 + Y )2(2Z2 − 1)− 2B2Z(1 + Y )2(1− Z2)(1 +X + Z − Y )
avec
Q2 = X2 +X(2Y Z + Z + 1) + Y (1 + Y + Z)
P2 = 16Y 5Z + 16Y 4(X + Z) + Y 3(16X − 4Z)− 4Y 2(X + Z)− Y (4X − Z) +X + Z + 1
A2 = Y [(2Y 2 − 1)(8Y 2 − 6)− 1]
B2 = 2(2Y 2 − 1)(4Y 2 − 1)− 1
en utilisant
1 +X + Z − Y − (X + Y Z)Y [(2Y 2 − 1)(8Y 2 − 6)− 1] = (1− Y )P2
Conclusion si r ≥ 6
On déire majorer la quantité coshx0y. Pour cela, on dispose déjà d’un contrôle
de Q2 = Q1 via le cas précédent. On remarque en outre que
2P2(X + Y Z) + 2ZB2(1 + Y )(X + Y Z) +A2(1 + Y )
≥ 2X(1 +X)(16X6 + 32X5 + 16X4 − 4X3 − 6X +X2 − 3)
+ 2X2(1 +X)2[2(2X2 − 1)(4X2 − 1)− 1] +X(X + 1)(16X4 + 5)− 40
= 64X8 + 160X7 + 120X6 − 8X5 − 28X4 − 6X3 − 11X2 −X − 40
On a utilisé ici le fait que la fonction utilisée dans B2 est > 0 et croissante sur
[cos(pi/5); 1[.
Comme les facteurs sont alors tous positifs, on en déduit
coshx0y ≥ M
′
3(X)
2(1 +X)(1 + Y )(1 + Z)
avec
M′3(X) =
[X2 +X(2X2 +X + 1) +X(1 + 2X)]
[64X8 + 160X7 + 120X6 − 8X5 − 28X4 − 6X3 − 11X2 −X − 40]
+ (1 +X)[(2X2 − 1)(1 +X) + 2X(2X3 + 3X2 − 1)][16X6 + 32X5 + 16X4 − 4X3 − 6X +X2 − 3]
+ (1 +X)2(2X2 − 1)(2X3 + 3X2 − 1)[2(2X2 − 1)(4X2 − 1)− 1]
− 80(1−X2)X
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Fig. 4.8 – 2(1 +X)2M′3(X)− 2M0(X)− 32(1 +X)2 > 0 si r ≥ 7
Reste à constater que,
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
≥ 2(1 +X)(1 + Y )M′3(X)− (1 + Z)M0(X)− 4(1 + Y )2(1 + Z)(1 +X)2
≥ 2(1 +X)(1 + Y )M′3(X)− 2M0(X)− 8(1 + Y )2(1 +X)2
≥ 2(1 +X)2M′3(X)− 2M0(X)− 8(1 +X)4
La dernière inégalité provenant du fait que la fonction
H(Y ) = 2(1 +X)(1 + Y )M′3(X)− 2M0(X)− 8(1 + Y )2(1 +X)2
est croissante sur [X, 1[ pour tout r ≥ 5 car la dérivée est strictement positive.
On constate enfin que la dernière quantité est > 0 si r ≥ 6. Par conséquent, si
r ≥ 6,
d(x0, y) > C∗(l0)
Les cas restant
En étudiant la fonction
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
pour r = 3, 4, 5, on constate dans un premier temps que F est strictement
positive si
– r = 3 et p ≥ 20
– r = 4 et p ≥ 10
– r = 5 et p ≥ 8
On vérifie directement que cela reste valable dans les autres cas, ce qui établit
d(x0, y) > C∗(l0)
pour toutes les valeurs étudiées.
4.2 Hyperboliques de niveau ≥ 5 62
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
0
1000
2000
3000
4000
5000
6000
Fig. 4.9 – Cas (p, p, p, r, p) : F > 0 si r = 3 et 6 ≤ p ≤ 19
4.2.5 Les points de type (r, r, p, r, r)
On suppose que r ≥ 4. Quitte à fixer l’orientation de la première arête, il existe
quatre sommets de ce type, qui sont confondus deux à deux si r = 4.
Après avoir déterminé le point y de ce type qui est le plus proche de x0 au sens
hyperbolique, nous allons calculer d(x0, y) puis montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
est une fonction strictement positive si cos(pi/4) ≤ X ≤ Y ≤ Z < 1.
Le point le plus proche
Notons H+1 le demi-espace fermé délimité par (r1p1) et contenant x0.
Examinons tout d’abord le cas particulier où r = 4 : x0 ∈ (r1p1), s3 = s4 et
s1 = s2. Les points s3 et s2 sont équidistants de x0.
Traitons maintenant du cas où r ≥ 5.
Etant donné que (r3s3) et (r1p1) sont disjointes, s3 ∈ H+1 . Comme (r1p1) est la
médiatrice de s1s3, s3 ∈ H−1 et x0s3 ≤ x0s1.
De manière identique, les géodésiques (r3s4) et (r1p1) étant disjointes, on a s4 ∈
H+1 alors que s2 ∈ H−1 , (r1p1) étant la médiatrice de s4s2. Donc x0s4 ≤ x0s2.
Enfin, (r3p1) et (r1x0) sont disjointes. Si l’on note donc H+ le demi espace
déterminé par (r3p1) contenant s3, on a x0 ∈ H+ (car r1 ∈ H+). Comme (r3p1)
est la médiatrice de s3s4, c’est que s4 ∈ H− et que x0s3 ≤ x0s4.
Le point le plus proche de x0 est donc y = s3.
Calcul de la distance minimale
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Fig. 4.10 – Le cas (r, r, p, r, r)
4.2 Hyperboliques de niveau ≥ 5 64
En utilisant les notations a(k) introduite en préliminaires, on a
coshx0y
= cosh a(2) cosh a(2)− sinh a(2) sinh a(2) cos(2pi/p− 2β(2))
= (sinh a(2))2(1− cos(2pi/p− 2β(2))) + 1
= 2[sinh a(2) sin(pi/p− β(2))]2 + 1
= 2[sin(pi/p) cosh dr sinh rp− sin(pi/p) sinh dr cosh rp cos(4pi/r)− cos(pi/p) sinh dr sin(4pi/r)]2 + 1
On trouve alors, après avoir factorisé le terme entre crochets par (1−X),
coshx0y =
∆[1 + Y + 4X(1 +X)(Y + 2XZ)]2
(1 +X)(1 + Y )(1 + Z)
+ 1
Conclusion si r ≥ 5
On observe que, si r ≥ 4, les facteurs sont tous positifs et
coshx0y ≥ M4(X)(1 +X)(1 + Y )(1 + Z) + 1
où
M4(X) = (3X2 + 2X3 − 1)[1 +X + 4X(1 +X)(X + 2X2)]2
Puisque
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
= 4(1 +X)(1 + Y )M4(X)− (1 + Z)M0(X)
≥ 4(1 +X)2M4(X)− 2M0(X)
= G(X) > 0
La première inégalité est valable si r ≥ 4 car les facteurs en présence sont tous
positifs, mais la dernière nécessite r ≥ 5. Par conséquent, si r ≥ 5,
d(x0, y) > C∗(l0)
Les cas restant
L’étude de la fonction
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
Pour r = 4, on montre que F est strictement positive dès que p ≥ 16, puis que
cela reste valable pour tout 4 ≤ p ≤ 15. Ainsi,
d(x0, y) > C∗(l0)
pour toutes les valeurs de r, p, q indiquées.
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Fig. 4.11 – 4(1 +X)2M4(X)− 2M0(X) > 0 si r ≥ 5
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Fig. 4.12 – Cas (r, r, p, r, r) : F > 0 si r = 4 et 4 ≤ p ≤ 15
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4.2.6 Les points de type (p, p, r, p, p)
On suppose que r ≥ 3 et p ≥ 4.
Après avoir déterminé le point y de ce type qui est le plus proche de x0 au sens
hyperbolique, nous allons calculer d(x0, y) puis montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
est une fonction strictement positive si X ≤ Y ≤ Z < 1, X ≥ 1/2 et Y ≥
cos(pi/4).
Le point le plus proche
Comme dans le cas précédent, il s’agit de y = s3. Nous utilisons la même figure
que le cas (r, r, p, r, r) en remplaçant les ri par des pi et inversement. Remar-
quons alors que (p3s3) et (p1r1) ne sont pas disjointes si r = 3 et p = 5 : cela
ne change rien au fait que s3 ∈ H+1 car le segment p3s3 n’intersecte pas (r1p1).
De même, p1x0 n’intersecte pas (r1p3) alors que (x0p1) et (p3r1) ne sont pas
disjointes, et on a encore x0 ∈ H+.
Calcul de la distance minimale
Un calcul analogue au cas précédent fournit
coshx0y =
∆[1 +X + 4Y (1 + Y )(X + 2Y Z)]2
(1 +X)(1 + Y )(1 + Z)
+ 1
Conclusion si r ≥ 5
On observe, somme précédemment, que si r ≥ 3,
coshx0y ≥ M4(X)(1 +X)(1 + Y )(1 + Z) + 1
Puis que, si r ≥ 5,
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
≥ 4(1 +X)(1 + Y )M4(X)− (1 + Z)M0(X)
≥ 4(1 +X)2M4(X)− 2M0(X)
= G(X) > 0
La première inégalité est valable si r ≥ 3 car les facteurs en présence sont tous
positifs, mais la dernière nécessite r ≥ 5.
Par conséquent, si r ≥ 5,
d(x0, y) > C∗(l0)
Les cas restant
D’après l’étude de la fonction
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
pour r = 3, 4, on constate dans un premier temps que, si p ≥ 6, F est strictement
positive sur le domaine considéré, puis que cette propriété reste valable si p =
4, 5. On a donc
d(x0, y) > C∗(l0)
4.2 Hyperboliques de niveau ≥ 5 67
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
−500
0
500
1000
1500
2000
2500
3000
Fig. 4.13 – Cas (p, p, r, p, p) : F > 0 si r = 3 et 4 ≤ p ≤ 5
pour tous les r, p, q retenus.
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Fig. 4.14 – Le cas (r, r, r, p, p)
4.2.7 Les points du type (r, r, r, p, p)
On suppose r ≥ 6. Il existe quatre sommets de ce type. Quitte à fixer l’orienta-
tion de la première arête, il suffit d’en étudier que deux.
Après avoir déterminé le point y de ce type qui est le plus proche de x0 au sens
hyperbolique, nous allons calculer d(x0, y) puis montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)2[coshx0y − coshC∗(l0)]
est une fonction strictement positive si cos(pi/6) ≤ X ≤ Y ≤ Z < 1.
Le point le plus proche
Notons H+ le demi-espace délimité par (r1p1) et contenant x0.
Examinons d’abord le cas particulier r = 6. On a x0 ∈ (r1p1) et s1, s2 sont
équidistants de x0.
Passons au cas où r ≥ 7.
Sachant que p ≥ 4, s2 ∈ H+. Comme (r1p1) est la médiatrice de s1s2, s2 ∈ H−
donc x0s1 ≤ x0s2.
Le point le plus proche de x0 est y = s2.
Calcul de la distance minimale
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On dispose de la formule
coshx0y
= cosh b(3) cosh b′(2)− sinh b(3) sinh b′(2) cos(pi − λ(3)− λ′(2))
= cosh b(3) cosh b′(2) + sinh b(3) sinh b′(2) cos(λ(3) + λ′(2))
= cosh b(3) cosh b′(2) + sinh b(3) sinh b′(2) cosλ(3) cosλ′(2)− sinh b(3) sinh b′(2) sinλ(3) sinλ′(2)
= [(sinh dr)2(1− cos(6pi/r)) + 1][(sinh dp)2(1− cos(4pi/p)) + 1]
+ sinh dr sinh dp[cosh dr cosh dp(1− cos(6pi/r))(1− cos(4pi/p))− sin(6pi/r) sin(4pi/p)]
On trouve ensuite
coshx0y
= [
2∆(1 +X)(4X2 − 1)2 + 2(1 + Y )(1 + Z)
2(1 + Y )(1 + Z)
][
8Y 2(1 + Y )∆ + 2(1 +X)(1 + Z)
2(1 +X)(1 + Z)
]
+ 4Y 2(4X2 − 1)2∆(1 + Y + Z −X)(1 +X + Z − Y )
(1 + Z)2
− 4XY (4X2 − 1)(4X2 − 3)(2Y 2 − 1) ∆
(1 + Z)
D’où l’on déduit
(1 +X)(1 + Y )(1 + Z)2 coshx0y
= [∆(1 +X)(4X2 − 1)2 + (1 + Y )(1 + Z)][4Y 2∆(1 + Y ) + (1 +X)(1 + Z)]
+ 4∆Y 2(4X2 − 1)2(1 +X + Z − Y )(1 + Y + Z −X)(1 +X)(1 + Y )
− 4∆XY (4X2 − 1)(4X2 − 3)(2Y 2 − 1)(1 + Z)(1 +X)(1 + Y )
Conclusion si r ≥ 6
Dès que r ≥ 6, tous les facteurs sont positifs et on obtient
coshx0y ≥ M5(X)(1 +X)(1 + Y )(1 + Z)2
où
M5(X)
= [(2X3 + 3X2 − 1)(1 +X)(4X2 − 1)2 + (1 +X)2][4X2(2X3 + 3X2 − 1)(1 +X) + (1 +X)2]
+ 4(2X3 + 3X2 − 1)X2(4X2 − 1)24X2(1 +X)2 − 4(X2 + 2X + 1)X(4X2 − 1)(4X2 − 3)4(1 +X)
Reste à constater que, si r ≥ 6
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)2[coshx0y − coshC∗(l0)]
≥ 4(1 +X)(1 + Y )M5(X)− (1 + Z)2M0(X)− 4(1 +X)2(1 + Y )2(1 + Z)2
≥ 4(1 +X)2M5(X)− 4M0(X)− 64(1 +X)2
= G(X) > 0
Par conséquent, si r ≥ 6,
d(x0, y) > C∗(l0)
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Fig. 4.15 – 4(1 +X)2M5(X)− 4M0(X)− 64(1 +X)2 > 0 si r ≥ 6
4.2.8 Les points du type (p, p, p, r, r)
On suppose r ≥ 4 et p ≥ 6. Après avoir déterminé le point y de ce type qui
est le plus proche de x0 au sens hyperbolique, nous allons calculer d(x0, y) puis
montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)2[coshx0y − coshC∗(l0)]
est une fonction strictement positive si X ≤ Y ≤ Z < 1, X ≥ cos(pi/4) et
Y ≥ cos(pi/6).
Le point le plus proche
Comme précédemment, le plus proche est y = s2.
Calcul de la distance minimale
Comme précédemment, on obtient
(1 +X)(1 + Y )(1 + Z)2 coshx0y
= [∆(1 + Y )(4Y 2 − 1)2 + (1 +X)(1 + Z)][4X2∆(1 +X) + (1 + Y )(1 + Z)]
+ 4∆X2(4Y 2 − 1)2(1 +X + Z − Y )(1 + Y + Z −X)(1 +X)(1 + Y )
− 4∆XY (4Y 2 − 1)(4Y 2 − 3)(2X2 − 1)(1 + Z)(1 +X)(1 + Y )
Conclusion si r ≥ 6
Si r ≥ 6, les facteurs étant positifs, on observe que
coshx0y ≥ M
′
5(X)
(1 +X)(1 + Y )(1 + Z)2
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Fig. 4.16 – 4(1 +X)2M′5(X)− 4M0(X)− 64(1 +X)2 > 0 si r ≥ 6
où
M′5(X)
= [(2X3 + 3X2 − 1)(1 +X)(4X2 − 1)2 + (1 +X)2][4X2(2X3 + 3X2 − 1)(1 +X) + (1 +X)2]
+ 4(2X3 + 3X2 − 1)X2(4X2 − 1)24X2(1 +X)2 − 48(X2 + 2X + 1)X(2X2 − 1)(1 +X)
Reste à constater que, si r ≥ 6
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)2[coshx0y − coshC∗(l0)]
≥ 4(1 +X)(1 + Y )M′5(X)− (1 + Z)2M0(X)− 4(1 +X)2(1 + Y )2(1 + Z)2
≥ 4(1 +X)2M′5(X)− 4M0(X)− 64(1 +X)2
= G(X) > 0
Par conséquent, si r ≥ 6,
d(x0, y) > C∗(l0)
Les cas restant
D’après l’étude de la fonction
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
pour r = 4, 5, on constate que F > 0 si p ≥ 8 puis que cela reste valable si
p = 6, 7. On a donc
d(x0, y) > C∗(l0)
pour chaque r, p, q retenus.
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Fig. 4.17 – Cas (p, p, p, r, r) : F > 0 si r = 4 et 6 ≤ p ≤ 7
4.2.9 Les points du type (r, r, p, r, p)
On suppose r ≥ 4. Il y a 16 points de ce type et, quitte à fixer l’orientation de
la première arête, on en examine uniquement 8.
Après avoir déterminé le point y de ce type qui est le plus proche de x0 au sens
hyperbolique, nous allons calculer d(x0, y) puis montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
est une fonction strictement positive si cos(pi/4) ≤ X ≤ Y ≤ Z < 1.
Le point le plus proche
Soit H+1 le demi-espace délimité par (r1p1) contenant x0.
r3 ∈ H+1 et (r3p4) et (r1p1) sont disjointes donc p4 ∈ H+1 . De plus, (p4s7) et
(r1p1) sont disjointes si q ≥ 4 (ce sont des côtés non consécutifs d’un polygone
élémentaire) donc s7 ∈ H+1 .
(r1p1) étant la médiatrice de s2s7, on a s2 ∈ H−1 donc x0s7 ≤ x0s2.
(r3p5) et (r1p1) sont disjointes donc p5 ∈ H+1 . De plus, p5s5 et (r1p1) sont
disjoints car séparés par (r3p1) donc s5 ∈ H+1 .
(r1p1) étant la médiatrice de s4s5, on a s4 ∈ H−1 donc x0s5 ≤ x0s4.
s8p4 et (r1p1) sont disjoints car séparés par (r3p4) donc s8 ∈ H+1 .
(r1p1) étant la médiatrice de s8s1, on a s1 ∈ H−1 donc x0s8 ≤ x0s1.
s6p5 et (r1p1) sont disjoints car séparés par (r3p5) donc s6 ∈ H+1 .
(r1p1) étant la médiatrice de s6s3, on a s3 ∈ H−1 donc x0s6 ≤ x0s3.
Il reste à comparer s5, s6, s7 et s8.
Notons H+2 le demi-espace délimité par (r3p1) et contenant p4.
On a r1 ∈ H+2 . Les géodésiques (r3p1) et (r1x0) sont disjointes (si r ≥ 5) donc
x0 ∈ H+2 . Si r = 4, x0 ∈ (p1r1) et la conclusion reste valable.
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Fig. 4.18 – Le cas (r, r, p, r, p)
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Fig. 4.19 – Calcul de la distance mimimale dans le cas (r, r, p, r, p)
Les géodésiques (p4s7) et (r3p1) étant disjointes, on a s7 ∈ H+2 . (r3p1) étant la
médiatrice de s7s5, c’est donc que s5 ∈ H−2 et ceci montre que x0s7 ≤ x0s5.
Les géodésiques (p4s8) et (r3p1) étant disjointes, on a s8 ∈ H+2 . (r3p1) étant la
médiatrice de s8s6, c’est donc que s6 ∈ H−2 et ceci montre que x0s8 ≤ x0s6.
Il reste à comparer s7 et s8.
Notons H+3 le demi-espace délimité par (r3p4) et contenant s7.
On a q1 ∈ H+3 . Les géodésiques (q1r1) et (r3p4) étant disjointes, on en déduit
r1 ∈ H+3 .
Supposons que x0 ∈ H−3 . Dans ce cas, r1x0 intersecte (r3p4). Comme (q1r1)
sépare r1x0 et (r3p4), c’est impossible. Ainsi, x0 ∈ H+3 .
(r3p4) étant la médiatrice de s7s8, on a s8 ∈ H−4 donc x0s7 ≤ x0s8.
Le point le plus proche de x0 est y = s7.
Calcul de la distance minimale
On a, en remarquant que x0r1 = dr et q1y = qq∗,
coshx0y
= coshx0r1 cosh r1y − sinhx0r1 sinh r1y cos(3pi/r + α)
= cosh dr cosh r1y − cos(3pi/r) sinh dr[cosh rq cosh r1y − cosh qq∗]/ sinh rq
+ sin(3pi/r) sinh dr sinh qq∗ sin(3pi/q + γ2)
= cosh dr cosh r1y − cos(3pi/r) sinh dr[cosh rq cosh r1y − cosh qq∗]/ sinh rq
+ sin(3pi/r) sin(3pi/q) sinh dr[cosh pq cosh qq∗ − cosh dp]/ sinh pq
+ sin(3pi/r) cos(3pi/q) sin(pi/p) sinh dr sinh dp
= cosh r1y[cosh dr − cos(3pi/r) sinh dr cosh r1q/ sinh rq]
+ cosh qq∗[cos(3pi/r) sinh dr/ sinh rq + sin(3pi/q) sin(3pi/r) cosh pq sinh dr/ sinh pq]
− sin(3pi/q) sin(3pi/r) sinh dr cosh dp/ sinh pq
+ sin(3pi/r) cos(3pi/q) sin(pi/p) sinh dr sinh dp
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On trouve ensuite
cosh r1y
= cosh rq cosh qq∗ − sinh rq sinh qq∗ cos(3pi/q + γ2)
= cosh rq cosh qq∗ − cos(3pi/q) sinh rq[cosh pq cosh qq∗ − cosh dp]/ sinh pq
+ sin(3pi/q) sinh rq sinh dp sin(pi/p)
= cosh qq∗[cosh rq − cos(3pi/q) sinh rq cosh pq/ sinh pq]
+ cos(3pi/q) sinh rq cosh dp/ sinh pq + sin(3pi/q) sin(pi/p) sinh rq sinh dp
Donc
coshx0y
= cosh qq∗[cosh rq − cos(3pi/q) sinh rq cosh pq/ sinh pq][cosh dr − cos(3pi/r) sinh dr cosh rq/ sinh rq]
+ [sin(3pi/q) sin(pi/p) sinh rq sinh dp + cos(3pi/q) cosh dp sinh rq/ sinh pq]
[cosh dr − cos(3pi/r) sinh dr cosh rq/ sinh rq]
+ cosh qq∗[cos(3pi/r) sinh dr/ sinh rq + sin(3pi/q) sin(3pi/r) sinh dr cosh pq/ sinh pq]
− sin(3pi/q) sin(3pi/r) sinh dr cosh dp/ sinh pq
+ sin(3pi/r) cos(3pi/q) sin(pi/p) sinh dr sinh dp
= [cosh rq cosh dr − sinh rq sinh dr cos(pi/r)]
[cosh rq − cos(3pi/q) sinh rq cosh pq/ sinh pq]
[cosh dr − cos(3pi/r) sinh dr cosh rq/ sinh rq]
+ [sin(3pi/q) sin(pi/p) sinh rq sinh dp + cos(3pi/q) cosh dp sinh rq/ sinh pq]
[cosh dr − cos(3pi/r) sinh dr cosh rq/ sinh rq]
+ [cosh rq cosh dr − sinh rq sinh dr cos(pi/r)]
[cos(3pi/r) sinh dr/ sinh rq + sin(3pi/q) sin(3pi/r) sinh dr cosh pq/ sinh pq]
− sin(3pi/q) sin(3pi/r) sinh dr cosh dp/ sinh pq
+ sin(3pi/r) cos(3pi/q) sin(pi/p) sinh dr sinh dp
En remarquant que
(1 + Y + Z −X)(Y +XZ)−X∆ = (1−X)P3
(Y +XZ)− Z(X + Y Z)(4Z2 − 3) = (1− Z2)P1
(1 + Y + Z −X)−X(Y +XZ)(4X2 − 3) = (1−X)P2
on trouve alors
coshx0y =
P1P2P3 + (1 + Y )P2P4 + (1 +X)[P3P5 + (1 + Y )P6]
2(1 +X)(1 + Y )(1 + Z)
avec
P3 = X2 +X(2Y Z + Z + 1) + Y (1 + Y + Z)
P1P2 = [4Z(X + Y Z) + Y ][1 + Y + (1 +X)(Z + 4X(Y +XZ))]
P4 = ∆(4Z2 − 1) + Z(4Z2 − 3)(1 +X + Z − Y )
P5 = X(4X2 − 3) + (X + Y Z)(4Z2 − 1)(4X2 − 1)
P6 = (4X2 − 1)[Z(4Z2 − 3)∆− (4Z2 − 1)(1 +X + Z − Y )(1− Z2)]
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Fig. 4.20 – 2(1 +X)2M6(X)− 2M0(X)− 32(1 +X)2 > 0 si r ≥ 6
Conclusion si r ≥ 6
Tous les facteurs étant positifs si r ≥ 6,
coshx0y ≥ M6(X)2(1 +X)(1 + Y )(1 + Z)
avec
M6(X)
= [X2 +X(2X2 +X + 1) +X(1 + 2X)][4X(X +X2) +X][1 +X + (1 +X)(X + 4X(X +X2))]
+ (1 +X)[1 +X + (1 +X)(X + 4X(X +X2))][(4X2 − 1)(3X2 + 2X3 − 1) +X(4X2 − 3)(2X)]
+ [X2 +X(2X2 +X + 1) +X(1 + 2X)](1 +X)[X(4X2 − 3) + (X +X2)(4X2 − 1)2]
+ (1 +X)2(4X2 − 1)X(4X2 − 3)(3X2 + 2X3 − 1)− 12(1 +X)(4X2 − 1)(1−X2)
Reste à constater cette fois ci que, si r ≥ 6
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
≥ 2(1 +X)(1 + Y )M6(X)− (1 + Z)M0(X)− 4(1 +X)2(1 + Y )2(1 + Z)
≥ 2(1 +X)2M6(X)− 2M0(X)− 32(1 +X)2
= G(X) > 0
Par conséquent, si r ≥ 6,
d(x0, y) > C∗(l0)
Les cas restant
D’après l’étude de la fonction
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
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pour r = 4, 5, on constate que F > 0 dans tous les cas et donc
d(x0, y) > C∗(l0)
4.2.10 Les points du type (p, p, r, p, r)
On suppose r ≥ 3 et p ≥ 4.
Après avoir déterminé le point y de ce type qui est le plus proche de x0 au sens
hyperbolique, nous allons calculer d(x0, y) puis montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
est une fonction strictement positive si X ≤ Y ≤ Z < 1 ;X ≥ 1/2 et Y ≥
cos(pi/4).
Le point le plus proche
Comme précédemment, le point le plus proche est y = s7. Remarquons que
(x0p1) et (r1p3) ne sont pas disjointes si r = 3 et p = 5, alors que p1x0 et (r1p3)
le sont : cela assure que l’on a encore x0 ∈ H+2 .
Calcul de la distance minimale
De manière similaire au cas précédent, on trouve
coshx0y =
P1P2P3 + (1 +X)P2P4 + (1 + Y )[P3P5 + (1 + Y )P6
2(1 +X)(1 + Y )(1 + Z)
avec
P3 = Y 2 + Y (2XZ + Z + 1) +X(1 +X + Z)
P1P2 = [4Z(Y +XZ) +X][1 +X + (1 + Y )(Z + 4Y (X + Y Z)]
P4 = ∆(4Z2 − 1) + Z(4Z2 − 3)(1 + Y + Z −X)
P5 = Y (4Y 2 − 3) + (Y +XZ)(4Z2 − 1)(4Y 2 − 1)
P6 = (4Y 2 − 1)[Z(4Z2 − 3)∆− (4Z2 − 1)(1 + Y + Z −X)(1− Z2)]
Conclusion si r ≥ 6
Tous les facteurs sont positifs si r ≥ 6, et on obtient
coshx0y ≥ M
′
6(X)
2(1 +X)(1 + Y )(1 + Z)
avec
M′6(X)
= [X2 +X(2X2 +X + 1) +X(1 + 2X)][4X(X +X2) +X][1 +X + (1 +X)(X + 4X(X +X2))]
+ (1 +X)[1 +X + (1 +X)(X + 4X(X +X2))][(4X2 − 1)(3X2 + 2X3 − 1) +X(4X2 − 3)(2X)]
+ [X2 +X(2X2 +X + 1) +X(1 + 2X)](1 +X)[X(4X2 − 3) + (X +X2)(4X2 − 1)2]
+ (1 +X)2(4X2 − 1)X(4X2 − 3)(3X2 + 2X3 − 1)− 18(1 +X)(3−X)(1−X2)
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Fig. 4.21 – 2(1 +X)2M′6(X)− 2M0(X)− 32(1 +X)2 > 0 si r ≥ 6
Si r ≥ 6
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
≥ 2(1 +X)(1 + Y )M′6(X)− (1 + Z)M0(X)− 4(1 +X)2(1 + Y )2(1 + Z)
≥ 2(1 +X)2M′6(X)− 2M0(X)− 32(1 +X)2
= G(X) > 0
Par conséquent, si r ≥ 6,
d(x0, y) > C∗(l0)
Les cas restant
D’après l’étude de la fonction
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
pour r = 3, 4, 5, on constate d’abord que si p ≥ 4, F est strictement positive.
Ainsi
d(x0, y) > C∗(l0)
dans tous les cas.
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Fig. 4.22 – Le cas (r, p, r, r, p)
4.2.11 Les points du type (r, p, r, r, p)
On suppose r ≥ 4. Il y a seize points de ce type, qui sont confondus deux à deux
si r = 4. Quitte à fixer l’orientation de la première arête, on peut n’examiner
que huit d’entre eux.
Après avoir déterminé le point y de ce type qui est le plus proche de x0 au sens
hyperbolique, nous allons calculer d(x0, y) puis montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
est une fonction strictement positive si cos(pi/4) ≤ X ≤ Y ≤ Z < 1.
Le point le plus proche
Soit H+1 le demi-espace délimité par (r1p1) contenant x0.
r2 ∈ H+1 et (r2p2) et (r1p1) sont disjointes si r ≥ 5 donc p2 ∈ H+1 . Si r = 4,
p2 ∈ (r2p1) et ceci reste vrai.
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De plus, (p2s7) et (r1p1) sont disjointes (on raisonne dans deux polygones élé-
mentaires adjacents en remarquant que ces deux géodésiques sont séparées par
le côté commun des deux polygones) donc s7 ∈ H+1 .
(r1p1) étant la médiatrice de s2s7, on a s2 ∈ H−1 donc x0s7 ≤ x0s2.
(r2p3) et (r1p1) sont disjointes (si r ≥ 5) donc p3 ∈ H+1 . Si r = 4, p3 ∈ (r2p1)
et la conclusion reste valable.
De plus, (p3s5) et (r1p1) sont disjointes (on raisonne de la même manière dans
deux polygones adjacents) donc s5 ∈ H+1 .
(r1p1) étant la médiatrice de s4s5, on a s4 ∈ H−1 donc x0s5 ≤ x0s4.
s8p2 et (r1p1) sont disjoints car séparés par (r2p2) donc s8 ∈ H+1 .
(r1p1) étant la médiatrice de s8s1, on a s1 ∈ H−1 donc x0s8 ≤ x0s1.
s6p3 et (r1p1) sont disjoints car séparés par (r2p3) donc s6 ∈ H+1 .
(r1p1) étant la médiatrice de s6s3, on a s3 ∈ H−1 donc x0s6 ≤ x0s3.
Il reste à comparer s5, s6, s7 et s8.
Notons H+2 le demi-espace délimité par (r2p1) et contenant r1.
Remarquons que p2 ∈ H+2 . Les géodésiques (r2p1) et (r1x0) sont disjointes donc
x0 ∈ H+2 .
Les géodésiques (p2s7) et (r2p1) étant disjointes si r ≥ 5, on a s7 ∈ H+2 . Cette
conclusion reste valable si r = 4. (r2p1) étant la médiatrice de s7s5, c’est donc
que s5 ∈ H−2 et ceci montre que x0s7 ≤ x0s5.
Les géodésiques (p2s8) et (r2p1) étant disjointes, on a s8 ∈ H+2 . (r2p1) étant la
médiatrice de s8s6, c’est donc que s6 ∈ H−2 et ceci montre que x0s8 ≤ x0s6.
Il reste à comparer s7 et s8.
Notons H+3 le demi-espace délimité par (r2p2) et contenant s7.
On a q1 ∈ H+3 . Les géodésiques (q1r1) et (r2p2) étant disjointes, on en déduit
r1 ∈ H+3 .
Supposons que x0 ∈ H−3 . Dans ce cas, r1x0 intersecte (r2p2). Comme (q1r1)
sépare r1x0 et (r2p2), c’est impossible. Ainsi, x0 ∈ H+3 .
(r2p2) étant la médiatrice de s7s8, on a s8 ∈ H−4 donc x0s7 ≤ x0s8.
Le point le plus proche de x0 est y = s7.
Minoration de la distance minimale
On peut se servir des points de valence q du pavage initial pour calculer coshx0y
plus facilement.
Comparons le triangle x0r2y de la figure avec un triangle x′r′y′ ayant un angle
2pi/r en r′ et tel que
coshx′r′ = cosh r′y′ = cosh qq∗ cosh rq − sinh qq∗ sinh rq cos(pi/q + γ2)
Comme 2pi/q + γ1 > pi/q + γ1 et γ2 ≥ γ1, on a x0r2 ≥ x′r′ et r2q2 ≥ r′y′. De
plus, 2pi/r + α1 + α2 > 2pi/r et on a donc x′y′ ≤ x0y. Calculons x′y′.
coshx′y′
= 2[sinhx′r′ sin(pi/r)]2 + 1 = 2(sin(pi/r))2[(coshx′r′)2 − 1] + 1
= 2(sin(pi/r))2
[cosh qq∗ cosh qr(1− cos(pi/q)) + cos(pi/q) cosh dr + sin(pi/q) sin(pi/r) sinh dr sinh qr]2
+ 2 cos(pi/r)2 − 1
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Fig. 4.23 – Minoration de la distance minimale dans le cas (r, p, r, r, p)
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On peut utiliser
(Y +XZ)(1+Y +Z−X)−X∆ = (1−X)[X2+X(2Y Z+Z+1)+Y (1+Y +Z)]
pour enfin obtenir
(1 +X)(1 + Y )(1 + Z)3 coshx′y′ =
[(Y +XZ)[X2 +X(2Y Z + Z + 1) + Y (1 + Y + Z)] + (1 +X)(1 + Z)[∆ + Z(1 + Y + Z −X)]]2
+ (2X2 − 1)(1 +X)(1 + Y )(1 + Z)3
Conclusion si r ≥ 10
On constate alors que, si r ≥ 4,
coshx′y′ ≥ M7(X)
(1 +X)(1 + Y )(1 + Z)3
avec
M7(X) = [X(X + 1)(2X3 + 4X2 + 2X) + (2X3 + 4X2 +X − 1)(1 +X)2]2 + (2X2 − 1)(1 +X)5
= (X + 1)4[(4X3 + 6X2 +X − 1)2 + (X + 1)(2X2 − 1)]
Reste à constater que, si r ≥ 10
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)3[coshx0y − coshC∗(l0)]
≥ 4(1 +X)2(1 + Y )2(1 + Z)3[coshx′y′ − coshC∗(l0)]
≥ 4(1 +X)(1 + Y )M7(X)− (1 + Z)3M0(X)− 4(1 +X)2(1 + Y )2(1 + Z)3
≥ 4(1 +X)2M7(X)− 8M0(X)− 128(1 +X)2 > 0
Par conséquent, si r ≥ 10,
d(x0, y) > C∗(l0)
Les cas restant
D’après l’étude de la fonction
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
pour 4 ≤ r ≤ 9, on constate que :
– La fonction F est strictement positive dans les cas suivants
– r = 4, 5 et p ≥ 10
– r = 6 et p ≥ 16
– r = 7 et p ≥ 29
– r = 8 et p ≥ 8
– r = 9 et p ≥ 9
– Cela reste valable pour toutes les valeurs de p restantes :
– r = 4 et 4 ≤ p ≤ 9
– r = 5 et 5 ≤ p ≤ 9
– r = 6 et 6 ≤ p ≤ 15
– r = 7 et 7 ≤ p ≤ 28
On a donc bien dans tous les cas
d(x0, y) > C∗(l0)
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Fig. 4.24 – 4(1 +X)2M7(X)− 8M0(X)− 128(1 +X)2 > 0 si r ≥ 10
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Fig. 4.25 – Cas (r, p, r, r, p) : F > 0 si r = 4 et 4 ≤ p ≤ 9
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4.2.12 Les points du type (p, r, p, p, r)
On suppose r ≥ 3 et p ≥ 4. Après avoir déterminé le point y de ce type qui
est le plus proche de x0 au sens hyperbolique, nous allons calculer d(x0, y) puis
montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
est une fonction strictement positive si X ≤ Y ≤ Z < 1 ;X ≥ 1/2 et Y ≥
cos(pi/4).
Le point le plus proche
De la même manière que précédemment, le point le plus proche de x0 est y = s7.
Remarquons que (p2r2) et (r1p1) ne sont pas disjointes si r = 3 et p = 5, mais
que le segment r2p2 l’est de (r1p1) : cela permet de continuer à affirmer que
r1 ∈ H+3 .
Minoration de la distance minimale
On obtient avec le même type de calcul que ci-dessus x0y ≥ x′y′ où
(1 +X)(1 + Y )(1 + Z)3 coshx′y′ =
[(X + Y Z)[Y 2 + Y (2XZ + Z + 1) +X(1 +X + Z)] + (1 + Y )(1 + Z)[∆ + Z(1 +X + Z − Y )]]2
+ (2Y 2 − 1)(1 +X)(1 + Y )(1 + Z)3
Conclusion si r ≥ 10
On constate que là encore
coshx′y′ ≥ M7(X)
(1 +X)(1 + Y )(1 + Z)3
avec
M7(X) = [X(X+1)(2X3+4X2+2X)+(2X3+4X2+X−1)(1+X)2]2+(2X2−1)(1+X)5
Si r ≥ 10
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)3[coshx0y − coshC∗(l0)] =
≥ 4(1 +X)(1 + Y )M7(X)− (1 + Z)3M0(X)− 4(1 +X)2(1 + Y )2(1 + Z)3
≥ 4(1 +X)2M7(X)− 8M0(X)− 128(1 +X)2
> 0
Par conséquent, si r ≥ 10,
d(x0, y) > C∗(l0)
Les cas restant
D’après l’étude de la fonction
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
pour 3 ≤ r ≤ 9, on constate que la fonction F est strictement positive dans les
cas suivants
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Fig. 4.26 – Cas (p, r, p, p, r) : F > 0 si r = 3 et 3 ≤ p ≤ 8
– r = 3 et p ≥ 9
– r = 4 et p ≥ 16
– r = 5 et p ≥ 100
– r = 6, 7, 8, 9 et p ≥ r
puis que cela reste valable si
– r = 3 et 3 ≤ p ≤ 8
– r = 4 et 4 ≤ p ≤ 15
– r = 5 et 5 ≤ p ≤ 99
Ainsi,
d(x0, y) > C∗(l0)
pour tous les r, p, q étudiés.
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Fig. 4.27 – Le cas (r, p, p, r, r)
4.2.13 Les points du type (r, p, p, r, r)
On suppose r ≥ 4. Il y a huit sommets de ce type (qui se confondent deux à deux
si r = 4) et nous en étudions quatre, quitte à fixer l’orientation de la première
arête.
Après avoir déterminé le point y de ce type qui est le plus proche de x0 au sens
hyperbolique, nous allons calculer d(x0, y) puis montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
est une fonction strictement positive si cos(pi/4) ≤ X ≤ Y ≤ Z < 1.
Le point le plus proche
Notons H+1 le demi-espace délimité par (r1p1) et contenant x0.
On constate que r2 ∈ H+1 et que (r2s3) et (r1p1) sont disjointes (si r ≥ 5 et p ≥
6), ce qui implique que s3 ∈ H+1 . Si r = 5 et p = 5, les géodésiques s’intersectent
mais le segment r2s3 est disjoint de (r1p1) donc on a encore s3 ∈ H+1 . Si r = 4,
les points s3, s4 sont confondus et alignés avec r2 et p1. On a toujours s3 ∈ H+1 .
(r1p1) étant la médiatrice de s3s1, on a s1 ∈ H−1 donc x0s3 ≤ x0s1.
De la même manière, (s4r2) et (r1p1) sont disjointes donc s4 ∈ H+1 .
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Comme (r1p1) est également la médiatrice de s2s4, on a x0s4 ≤ x0s2.
Reste à comparer s3 et s4.
Notons H+2 le demi-espace délimité par (r2p1) et contenant s3.
On constate que r1 ∈ H+2 et que (r1x0) est disjointe de (r2p1) (si r ≥ 4 et
p ≥ 5), ce qui implique que x0 ∈ H+2 . Si r = 4 et p = 4, r2 ∈ (p1r1) et ceci reste
vrai.
Comme (r2p1) est la médiatrice de s3s4, on a nécessairement s4 ∈ H−2 donc
x0s3 ≤ x0s4 et le point le plus proche de x0 est y = s3.
Calcul de la distance minimale
On a, avec les notations a(k) déjà introduites,
coshx0y
= cosh a(1) cosh a(2)− sinh a(1) sinh a(2) cos(4pi/p− β(1)− β(2))
= [cosh dr cosh rp− sinh dr sinh rp cos(2pi/r)][cosh dr cosh rp− sinh dr sinh rp cos(4pi/r)]
− sinh a(1) sinh a(2) cos(4pi/p) cosβ(1) cosβ(2) + sinh a(1) sinh a(2) cos(4pi/p) sinβ(1) sinβ(2)
− sinh a(1) sinh a(2) sin(4pi/p) sinβ(1) cosβ(2)− sinh a(1) sinh a(2) sin(4pi/p) sinβ(2) cosβ(1)
= [cosh dr cosh rp− sinh dr sinh rp cos(2pi/r)][cosh dr cosh rp− sinh dr sinh rp cos(4pi/r)]
− cos(4pi/p)[cosh a(1) cosh rp− cosh dr][cosh a(2) cosh rp− cosh dr]/(sinh rp)2
+ cos(4pi/p) sin(2pi/r) sin(4pi/r)(sinh dr)2
− sin(4pi/p) sin(2pi/r) sinh dr[cosh a(2) cosh rp− cosh dr]/ sinh rp
− sin(4pi/p) sin(4pi/r) sinh dr[cosh a(1) cosh rp− cosh dr]/ sinh rp
Après avoir remarqué que
cosh a(1) cosh rp− cosh dr = sinh rp[cosh dr sinh rp− sinh dr cosh rp cos(2pi/r)]
et que
cosh a(2) cosh rp− cosh dr = sinh rp[cosh dr sinh rp− sinh dr cosh rp cos(4pi/r)]
on obtient
2(1− Y 2)(1 + Y )(1 + Z)(1 +X) coshx0y
= P1P2 −∆(8Y 4 − 8Y 2 + 1)P3P4
− 4Y (2Y 2 − 1)(1− Y 2)(1 +X)∆[2XP4 + 4X(2X2 − 1)P3]
+ 8(1− Y 2)X2(2X2 − 1)(8Y 4 − 8Y 2 + 1)(1 +X)2
en utilisant
(1 + Y + Z −X)(Z +XY )−∆(2X2 − 1) = (1−X)P1 ;
(1 + Y + Z −X)(Z +XY )−∆(8X4 − 8X2 + 1) = (1−X)P2 ;
1 + Y + Z −X − (Z +XY )(2X2 − 1) = (1−X)P3 ;
1 + Y + Z −X − (Z +XY )(8X4 − 8X2 + 1) = (1−X)P4
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avec
P1 = (X + Z)(1 + Y ) + 2∆(1 +X) + 1− Y 2 ;
P2 = (X + Z)(1 + Y ) + 8X2∆(1 +X) + 1− Y 2 ;
P3 = 1 + Y + 2(1 +X)(Z +XY ) ;
P4 = 1 + Y + 8X2(1 +X)(Z +XY )
On constate ensuite que
P1P2 −∆(8Y 4 − 8Y 2 + 1)P3P4 = (1− Y 2)Q1
avec
Q1 = P1 + P2 + Y 2 − 1 + 8Y 2∆P3P4 − 16X2∆(1 +X)2(1−X2)
+ 8X3∆(1 +X) + 2X∆(1 +X) + (1 + Y + 2XZ)(1 + Y )
On obtient finalement
coshx0y =
Q1 +Q2 −Q3
2(1 +X)(1 + Y )(1 + Z)
avec
Q2 = 8X2(1 +X)2(2X2 − 1)∆(8Y 4 − 8Y 2 + 1)
Q3 = 4Y (2Y 2 − 1)(1 +X)[2X∆P4 + 4X∆(2X2 − 1)P3]
Conclusion si r ≥ 8
On peut majorer et minorer la quantité ce dessus de la manière suivante, en
utilisant que f(x) = 8x4 − 8x2 + 1 est croissante est positive sur [cos(pi/8), 1[,
pour obtenir, dès que r ≥ 8 ;
coshx0y ≥ M8(X)2(1 +X)(1 + Y )(1 + Z)
avec
M8(X)
= 8X2(1 +X)2(2X2 − 1)(3X2 + 2X3 − 1)(8X4 − 8X2 + 1)
− 4(1 +X)[8X(2 + 8X2(1 +X)2) + 16X(2X2 − 1)(2 + 2(1 +X)2)]
+ 2X(1 +X) + 2(1 +X)(3X2 + 2X3 − 1) + 2X(1 +X) + 8X2(1 +X)(3X2 + 2X3 − 1)
+ 8X2(3X2 + 2X3 − 1)(1 +X + 2(1 +X)(X +X2))(8X2(1 +X)(X +X2) +X + 1)− 1
− 64X2(1−X2)(1 +X)2
+ 8(3X2 + 2X3 − 1)X3(1 +X) + 2X(3X2 + 2X3 − 1)(1 +X) + (1 +X)(1 +X + 2X2)
Enfin,
coshx0y ≥ M8(X)2(1 +X)(1 + Y )(1 + Z)
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Fig. 4.28 – 2(1 +X)2M8(X)− 2M0(X)− 32(1 +X)2 > 0 si r ≥ 8
Si r ≥ 8
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)] =
≥ 2(1 +X)(1 + Y )M8(X)− (1 + Z)M0(X)− 4(1 +X)2(1 + Y )2(1 + Z)
≥ 2(1 +X)2M8(X)− 2M0(X)− 32(1 +X)2
= G(X) > 0
Par conséquent, si r ≥ 8,
d(x0, y) > C∗(l0)
Les cas restant
D’après l’étude de la fonction
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
pour 4 ≤ r ≤ 7, on se rend compte dans un premier temps que F est strictement
positive dans les cas suivants
– r = 4 et p ≥ 4
– r = 5 et p ≥ 7
– r = 6 et p ≥ 24
– r = 7 et p ≥ 7
Puis que cela reste valable si
– r = 5 et 5 ≤ p ≤ 6
– r = 6 et 6 ≤ p ≤ 23
Ainsi, on a bien dans tous les cas envisageables
d(x0, y) > C∗(l0)
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Fig. 4.29 – Cas (r, p, p, r, r) : F > 0 si r = 6 et 6 ≤ p ≤ 23
4.2.14 Les points du type (p, r, r, p, p)
On suppose r ≥ 4. Il y a 8 sommets de ce type. Si l’orientation de la première
arête est fixée, on en a que 4.
Après avoir déterminé le point y de ce type qui est le plus proche de x0 au sens
hyperbolique, nous allons calculer d(x0, y) puis montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
est une fonction strictement positive si cos(pi/4) ≤ X ≤ Y ≤ Z < 1.
Le point le plus proche
De manière similaire au cas précédent, étant donné que les propriétés d’inter-
sections des géodésiques utilisées restent valables, le point le plus proche de x0
est encore y = s3.
Calcul de la distance minimale
Le même calcul montre que le point le plus proche y vérifit
coshx0y =
Q1 +Q2 −Q3
2(1 +X)(1 + Y )(1 + Z)
avec
Q2 = 8Y 2(1 + Y )2(2Y 2 − 1)∆(8X4 − 8X2 + 1)
Q3 = 4X(2X2 − 1)(1 + Y )[2Y∆P4 + 4Y∆(2Y 2 − 1)P3]
Q1 = P1 + P2 + 8X2∆P3P4 +X2 − 1− 16Y 2∆(1− Y 2)(1 + Y )2
+ 8∆Y 3(1 + Y ) + 2Y∆(1 + Y ) + (1 +X + 2Y Z)(1 +X)
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et
P1 = (Z + Y )(1 +X) + 2∆(1 + Y ) + 1−X2
P2 = (Z + Y )(1 +X) + 1−X2 + 8Y 2(1 + Y )∆
P3 = 1 +X + 2(1 + Y )(Z +XY )
P4 = 8Y 2(1 + Y )(Z +XY ) +X + 1
Conclusion si r ≥ 8
On constate que toutes ces quantités sont positives si r ≥ 8 et le même type de
majoration et de minoration qu’au cas précédent fournit :
coshx0y ≥ M
′
8(X)
2(1 +X)(1 + Y )(1 + Z)
avec
M′8(X) = 8X2(1 +X)2(2X2 − 1)(3X2 + 2X3 − 1)(8X4 − 8X2 + 1)
− 8X(2X2 − 1)[8(2 + 16(1 +X)) + 16(1 +X + 4(1 +X))]
+ 2X(1 +X) + 2(1 +X)(3X2 + 2X3 − 1) + 2X(1 +X) + 8X2(1 +X)(3X2 + 2X3 − 1)
+ 8X2(3X2 + 2X3 − 1)(1 +X + 2(1 +X)(X +X2))(8X2(1 +X)(X +X2) +X + 1)
+X2 − 1
− 64(1−X2)(1 + 2X +X2)
+ 8(3X2 + 2X3 − 1)X3(1 +X) + 2X(3X2 + 2X3 − 1)(1 +X) + (1 +X)(1 +X + 2X2)
Reste à constater que, si r ≥ 8
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
≥ 2(1 +X)(1 + Y )M′8(X)− (1 + Z)M0(X)− 4(1 +X)2(1 + Y )2(1 + Z)
≥ 2(1 +X)2M′8(X)− 2M0(X)− 32(1 +X)2
= G(X) > 0
Par conséquent, si r ≥ 8,
d(x0, y) > C∗(l0)
Les cas restant
D’après l’étude de la fonction
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
pour 4 ≤ r ≤ 7, on se rend compte d’abord que, si r = 5, 6, 7, la fonction F est
strictement positive. On constate aussi que F > 0 si r = 4 et p ≥ 6. Il reste à
examiner plus en détail le cas où r = 4 et p = 4, 5 pour conclure. On a alors
bien démontré que dans tous les cas,
d(x0, y) > C∗(l0)
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Fig. 4.30 – 2(1 +X)2M′8(X)− 2M0(X)− 32(1 +X)2 > 0 si r ≥ 8
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Fig. 4.31 – Cas (p, r, r, p, p) : F > 0 si r = 4 et p = 4, 5
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Fig. 4.32 – Le cas (r, p, r, p, r)
4.2.15 Les points du type (r, p, r, p, r)
On suppose que r ≥ 3. Il y a trente deux sommets de ce type, et nous en étudions
seize quitte à fixer l’orientation de la première arête.
Après avoir déterminé le point y de ce type qui est le plus proche de x0 au sens
hyperbolique, nous allons calculer d(x0, y) puis montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
est une fonction strictement positive si 1/2 ≤ X ≤ Y ≤ Z < 1.
Le point le plus proche
Notons H+1 le demi-espace délimité par (r1p1) et contenant x0.
Le point r2 ∈ H+1 et r2p2 es disjoint de (r1p1) donc p2 ∈ H+1 . De même,
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les géodésiques (p2r10) et (p1r1) sont disjointes (car séparées par (q1r2)) donc
r10 ∈ H+1 . Comme les géodésiques (r10s14) et (r1p1) sont disjointes (elles sont
séparées par (q1r2)) on en déduit s14 ∈ H+1 .
(r1p1) étant la médiatrice de s14s3, on a s3 ∈ H−1 et x0s14 ≤ x0s3.
Raisonnons de la même manière pour démontrer que l’on peut se ramener dans
un premier temps à comparer s9, s10, s11, s12, s13, s14, s15 et s16.
Commençons par s13. Le segment r10s13 n’intersecte pas (r1p1) car ces deux
éléments sont séparés par (r10p2). Comme r10 ∈ H+1 , on en déduit qu’il en est
de même pour s13.
Montrons que s15, s16 ∈ H+1 . Le point p2 est dans H+1 et les géodésiques (p2r11)
et (r1p1) sont disjointes car séparées par (q1r2), par conséquent r11 ∈ H+1 .
Comme les segments r11s15 et r11s16 n’intersectent pas (r1p1) (ils sont à chaque
fois séparés de cette géodésique par (q1r2)), on en déduit que s15 et s16 sont
dans H+1 .
De manière semblable, étant donné que r2p3 et (r1p1) sont disjoints et que
r2 ∈ H+1 , on a p3 ∈ H+1 . Comme (p3r8) est disjointe de (r1p1) (elles sont
séparées par (r2q2)), on en déduit r8 ∈ H+1 . Reste à constater que (r8s10) et
r8s9 sont disjoints de (r1p1) (la géodésique (r2q2) sépare les deux éléments à
chaque fois) pour conclure à s9, s10 ∈ H+1 .
Terminons cette première phase de l’étude en montrant que s11 et s12 sont dans
H+1 . Pour cela, il suffit de constater que r9 ∈ H+1 (les géodésiques (p3r9) et (p1r1)
sont séparées par (r2q2)) puis d’utiliser le fait que (r9s11) et r9s12 n’intersectent
pas (r1p1) (la géodésique (r2p3) sépare les deux éléments à chaque fois). Par
conséquent, s11, s12 ∈ H+1 .
On s’est donc ramené à étudier les sommets s9, . . . s16.
Notons H+2 le demi-espace délimité par (r2p1) et contenant p2. Nous allons
montrer que s13, . . . , s16 sont dans H+2 , ce qui suffira à écarter les autres points
car on constate qu’ils sont dans H−2 (on a choisi avec (r2p1) la médiatrice des
différents couples considérés et x0 ∈ H+2 .
Commençons par expliquer pourquoi x0 ∈ H+2 : r1 ∈ H+2 et (r1x0) et (r2p1)
sont disjointes.
Montrons que s14 ∈ H+2 . Le point p2 ∈ H+2 , les géodésiques (p2r10) et (r2p1)
sont disjointes : on a nécessairement r10 ∈ H+2 . Comme (r10s14) et (r2p1) sont
aussi disjointes (ce sont des côtés non adjacents d’un polygone élémentaire),
alors s14 ∈ H+2 .
Montrons que s13 ∈ H+2 . Les géodésiques (r10s13) et (r2p1) sont disjointes (elles
sont séparées par (p2q1)) et r10 ∈ H+2 donc s13 ∈ H+2 .
Montrons que s15 ∈ H+2 . Le point p2 ∈ H+2 et les géodésiques (p2r11) et (r2p1)
sont disjointes donc r11 ∈ H+2 . Comme (r11s15) et (r2p1) sont disjointes (car
séparées par (p2q3)), on en déduit que s15 ∈ H+2 .
Montrons que s16 ∈ H+2 . On sait déjà que r11 ∈ H+2 . Les géodésiques (r11s16) et
(r2p1) étant disjointes (elles sont séparées par (p2q3)), on en déduit s16 ∈ H+2 .
On peut en réalité comparer seulement s13 et s14, comme nous l’expliquons
maintenant.
Pour cela, introduisons H+3 le demi espace délimité par (r2p2) contenant r10.
Remarquons que, la géodésique (r2p2) étant la médiatrice commune du segment
s16s14 et du segment s13s15, il suffit de montrer que x0, s13 et s14 sont dans
H+3 .
Montrons que x0 ∈ H+3 . Le point p1 ∈ H+3 et les géodésiques (p1r1) et (p2r2)
sont disjointes donc r1 ∈ H+3 . Comme (r1x0) et (p2r2) sont disjointes également
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(elles sont séparées par (p1q1)), on a bien x0 ∈ H+3 .
Montrons que s13 ∈ H+3 . r10 ∈ H+3 , les géodésiques (r10s13) et (r2p2) sont
disjointes donc s13 ∈ H+3 .
Montrons que s14 ∈ H+3 : ceci provient du fait que r10 ∈ H+3 et que r10s14 et
(r2p2) ne se coupent pas.
Concluons en montrant finalement que x0s14 ≤ x0s13.
On note H+4 le demi-espace délimité par (p2r10) contenant s14.
Il s’agit de montrer que x0 ∈ H+4 car (p2r10) est la médiatrice du segment s13s14.
Pour cela, introduisons H+5 le demi-espace délimité par (r1q1) contenant p2.
Comme les géodésiques (r1q1) et (p2r10) sont disjointes, la géodésique (p2r10)
est contenue dans H+5 et H
−
4 ⊂ H+5 . Or x0 ∈ H−5 donc x0 ∈ H+4 .
Le point le plus proche de x0 est donc y = s14.
Calcul de la distance minimale
On a, après avoir remarqué que q1x0 = q1y = qq∗,
coshx0y
= cosh q1x0 cosh q1y − sinh q1x0 sinh q1y cos(4pi/q + 2γ1)
= 2[sinh(qq∗) sin(2pi/q + γ1)]2 + 1
= 2[sin(2pi/q)(cosh rq cosh qq∗ − cosh dr)/ sinh rq + cos(2pi/q) sinh dr sin(pi/r)]2 + 1
= 2[sin(2pi/q)[sinh rq cosh dr − cosh rq sinh dr cos(pi/r)] + cos(2pi/q) sin(pi/r) sinh dr]2 + 1
En remarquant que
1 + Y + Z −X −X(Y +XZ) = (1−X)(1 + Y + Z +XZ)
on trouve alors
coshx0y =
∆[2Z(1 + Y + Z +XZ) + (2Z2 − 1)(1 +X)]2
(1 +X)(1 + Y )(1 + Z)
+ 1
Conclusion si r ≥ 11
Si r ≥ 3, les quantités en présence sont positives et on obtient
coshx0y ≥ M9(X)(1 +X)(1 + Y )(1 + Z) + 1
avec
M9(X) = (3X2 + 2X3 − 1)[2X(1 + 2X +X2) + (2X2 − 1)(1 +X)]2
Reste à constater que, si r ≥ 11
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)] =
≥ 4(1 +X)(1 + Y )M9(X)− (1 + Z)M0(X)
≥ 4(1 +X)2M9(X)− 2M0(X)
= G(X) > 0
Par conséquent, si r ≥ 11,
d(x0, y) > C∗(l0)
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Fig. 4.33 – 4(1 +X)2M9(X)− 2M0(X) > 0 si r ≥ 11
Les cas restant
D’après l’étude de la fonction
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
pour 3 ≤ r ≤ 10, on constate en premier lieu que F > 0 si r = 7, 8, 9, 10, si
r = 6 et p ≥ 8, et si r = 3, 4, 5 et p ≥ 7. On examine ensuite directement les cas
restant pour obtenir que F > 0 dans les cas :
– r = 3, p = 3, q ≥ 4
– r = 3, p = 4, q ≥ 5
– r = 3, p = 5, q ≥ 5
– r = 3, p = 6, q ≥ 6
– r = 4, p = 4, q ≥ 5
– r = 4, 5 ≤ p ≤ 6, q ≥ 6
– r = 5, 5 ≤ p ≤ 6, q ≥ 6
– r = 6, p = 6
Ainsi,
d(x0, y) > C∗(l0)
dans tous les cas à l’exception des suivants, où F ≤ 0 :
(r, p, q) ∈ {(3, 4, 4); (4, 4, 4); (5, 5, 5)}
et où on échouera à déterminer la systole de cette manière.
4.2.16 Les points du type (p, r, p, r, p)
On suppose r ≥ 3. Après avoir déterminé le point y de ce type qui est le plus
proche de x0 au sens hyperbolique, nous allons calculer d(x0, y) puis montrer
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Fig. 4.34 – Cas (r, p, r, p, r) : F > 0 si r = 3 et 3 ≤ p ≤ 6
que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
est une fonction strictement positive si 1/2 ≤ X ≤ Y ≤ Z < 1.
Le point le plus proche
Comme au cas précédent, les propriétés d’intersection des géodésiques étant
identiques, le point y = s14 est le plus proche de x0 au sens de la distance hy-
perbolique.
Calcul de la distance minimale
Ici, de manière symétrique au cas précédent, on a
coshx0y = (sinh qq∗)2(1− cos(4pi/q + 2γ2)) + 1
= 2[sin(qq∗) sin(
2pi
q
+ γ2)]2 + 1
Comme γ1 ≤ γ2 car r ≤ p, cette distance est supérieure à la précédente.
Conclusion si r ≥ 11
Si r ≥ 3, on a toujours
coshx0y ≥ M9(X)(1 +X)(1 + Y )(1 + Z) + 1
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Si r ≥ 11
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)] =
≥ 4(1 +X)2M9(X)− 2M0(X)
= G(X) > 0
Par conséquent, si r ≥ 11,
d(x0, y) > C∗(l0)
Les cas restant
La fonction
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
et ici toujours supérieure à la fonction F du cas précédent et on peut obtient là
encore, dans presque tous les cas (à l’exception de (3, 4, 4); (4, 4, 4); (5, 5, 5)),
d(x0, y) > C∗(l0)
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Fig. 4.35 – Le cas (r, p, p, p, r)
4.2.17 Les points du type (r, p, p, p, r)
On suppose r ≥ 3 et p ≥ 6. Il y a huit points de ce type (confondus deux à deux
si p = 6) et on en examine quatre pour les raisons déjà invoquées.
Après avoir déterminé le point y de ce type qui est le plus proche de x0 au sens
hyperbolique, nous allons calculer d(x0, y) puis montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
est une fonction strictement positive si X ≤ Y ≤ Z < 1, X ≥ 1/2 et Y ≥
cos(pi/6).
Le point le plus proche
Soit H+1 le demi-espace délimité par (r1p1) contenant x0.
Commençons par examiner le cas p = 6. On a alors s3 = s2, s4 = s1 et s3 est le
plus proche de x0.
Considérons maintenant la situation où p ≥ 7.
On a r2 ∈ H+1 et (r2s3) est disjointe de (r1p1) (si r ≥ 4 et p ≥ 7, ou bien r = 3
et p ≥ 8) donc s3 ∈ H+1 . Si r = 3 et p = 7, les géodésiques s’intersectent mais
le segment r2s3 est néanmoins disjoint de (r1p1) : on a toujours s3 ∈ H+1 .
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(r2s4) et (r1p1) sont disjointes : s4 ∈ H+1 .
Comme (r1p1) est la médiatrice commune des segments s1s3 et s2s4, elle sépare
chacun de ces couples et on est ramené à étudier s3 et s4.
Soit H+ le demi-espace délimité par (r2p1) et contenant s3.
r1 ∈ H+, (r1x0) et (r2p1) sont disjointes (si r ≥ 4 et p ≥ 7, ou bien r = 3 et
p ≥ 8)) : x0 ∈ H+. Si r = 3 et p = 7, les géodésiques s’intersectent mais le
segment r1x0 est disjoint de (r2p1) : on a toujours x0 ∈ H+.
Comme (r2p1) est la médiatrice de s3s4, s4 ∈ H− donc le point le plus proche
de x0 est y = s3.
Calcul de la distance minimale
On a
coshx0y
= (sinh a(1))2(1− cos(6pi/p− 2β(1))) + 1
= 2[sinh a(1) sin(3pi/p− β(1)]2 + 1
= 2[sin(3pi/p)[cosh a(1) cosh rp− cosh dr]/ sinh rp− cos(3pi/p) sinh dr sin(2pi/r)]2 + 1
= 2[sin(3pi/p) cosh dr sinh rp− sin(3pi/p) sin(2pi/r) sinh dr cosh rp− cos(3pi/p) sin(2pi/r) sinh dr]2 + 1
Après avoir remarqué que
1 + Y + Z −X − (2X2 − 1)(Z +XY ) = (1− x)[1 + Y + 2(1 +X)(Z +XY )]
on obtient finalement
coshx0y =
∆[(4Y 2 − 1)[1 + Y + 2(1 +X)(Z +XY )]− 2XY (1 +X)(4Y 2 − 3)]2
(1 +X)(1 + Y )(1 + Z)
+1
Conclusion si r ≥ 6
La quantité sous le carré est positive dès que r ≥ 4 car elle est supérieure à
(4X2 − 1)(1 +X + 2X(1 +X)2)− 2X(1 +X) > 0
On obtient donc, si r ≥ 4,
coshx0y ≥ M10(X)(1 +X)(1 + Y )(1 + Z) + 1
avec
M10(X) = (3X2 + 2X3 − 1)[(4X2 − 1)(1 +X + 2X(1 +X)2)− 2X(1 +X)]2
Reste à constater que, si r ≥ 6
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)] =
≥ 4(1 +X)(1 + Y )M10(X)− (1 + Z)M0(X)
≥ 4(1 +X)2M10(X)− 2M0(X)
> 0
Par conséquent, si r ≥ 6,
d(x0, y) > C∗(l0)
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Fig. 4.36 – 4(1 +X)2M10(X)− 2M0(X) > 0 si r ≥ 6
Les cas restant
D’après l’étude de la fonction
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
pour 3 ≤ r ≤ 5, on constate que, si p ≥ 6, la fontion F est strictement positive.
On obtient donc dans tous les cas
d(x0, y) > C∗(l0)
4.2.18 Les points du type (p, r, r, r, p)
On suppose r ≥ 6.
Après avoir déterminé le point y de ce type qui est le plus proche de x0 au sens
hyperbolique, nous allons calculer d(x0, y) puis montrer que
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
est une fonction strictement positive si cos(pi/6) ≤ X ≤ Y ≤ Z < 1.
Le point le plus proche
Comme précédemment, le point le plus proche de x0 est y = s3.
Calcul de la distance minimale
On obtient de manière similaire
coshx0y =
∆[(4X2 − 1)[1 +X + 2(1 + Y )(Z +XY )]− 2XY (1 + Y )(4X2 − 3)]2
(1 +X)(1 + Y )(1 + Z)
+1
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Fig. 4.37 – 4(1 +X)2M′10(X)− 2M0(X) > 0 si r ≥ 6
Conclusion si r ≥ 6
On obtient ici le même type de majoration que ci-dessus.
coshx0y ≥ M
′
10(X)
(1 +X)(1 + Y )(1 + Z)
+ 1
avec
M′10(X) = (3X2+2X3− 1)[(4X2− 1)(1+X +2X(1+X)2)− 4X(4X2− 3))]2
Reste à constater que, si r ≥ 6
F (X,Y, Z)
= 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
≥ 4(1 +X)(1 + Y )M′10(X)− (1 + Z)M0(X)
≥ 4(1 +X)2M′10(X)− 2M0(X)
= G(X) > 0
Par conséquent, si r ≥ 6,
d(x0, y) > C∗(l0)
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4.2.19 Conclusion
On rappelle que, dès que 3 ≤ r ≤ p ≤ q sont des entiers tels que 1/r+1/p+1/q <
1, on introduit la constante
l0 = 2Argch [2 cos
pi
q
cos
pi
p
+ cos
pi
r
]
On a donc démontré, en utilisant les résultats des paragraphes précédents, la
proposition suivante
Proposition 12 Soit Γ(r, p, q) un groupe de triangle avec r ≥ 3 et
(r, p, q) 6= (3, 4, 4) ; (4, 4, 4) ; (5, 5, 5)
Alors tout élément hyperbolique γ de ce groupe vérifiant λ∗(γ) ≥ 5 possède une
ditance de translation strictement supérieure à l0.
Démonstration :
Il suffit d’appliquer la propriété 2 après avoir constaté que ρ∗(5) > C∗(l0), ce
qui a fait l’objet des paragraphes précédents de cette section. z
Pour décrire les valeurs du spectre des longueurs de Γ(r, p, q) qui se trouvent
dans l’intervalle [0, l0], il suffit donc d’étudier les éléments hyperboliques γ tels
que λ∗(γ) ≤ 4.
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4.3 Hyperboliques de niveau ≤ 4
On suppose dans cette section que γ est un élément hyperbolique du groupe
Γ(r, p, q) ayant une distance de déplacement combinatoire minimale inférieure
ou égale à 4, c’est à dire λ∗(γ) ≤ 4. Nous allons montrer la propriété suivante
(proposition 13 dans la suite) :
Proposition :
On suppose r ≥ 3. Parmi les éléments hyperboliques de Γ(r, p, q) vérifiant λ∗(γ) ≤
4, les trois plus petites distances de translation sont
l1 ≤ l2 ≤ l3
où
l1 = 2 Argch [2 cos
pi
p
cos
pi
r
+ cos
pi
q
]
l2 = 2 Argch [2 cos
pi
q
cos
pi
r
+ cos
pi
p
]
l3 = 2 Argch [2 cos
pi
p
cos
pi
q
+ cos
pi
r
]
Expliquons notre démarche.
Si γ possède un déplacement combinatoire minimal n, il existe un sommet x ∈ E∗
tel que D∗(x, γx) = n. On choisit alors arbitrairement T , un des deux triangles
admettant x comme point de type q∗. Le sommet γx est lui aussi un point de
type q∗ pour deux triangles possibles. Sachant que γ est une isométrie directe,
un seul de ces deux triangles peut convenir pour γ(T ) et le couple (T, γ(T ))
caractérise γ dans tout le groupe des isométries de H. On peut ainsi déterminer
explicitement γ en trouvant un élément du groupe Γ(r, p, q) tranformant T en
γ(T ). On calcul alors sa distance de translation s’il s’agit d’un hyperbolique.
4.3.1 Les éléments de déplacement combinatoire 1
Il existe dans ce cas un x ∈ E∗ tel que D∗(x, γx) = 1. Choisissons un chemin β
de longueur minimale reliant x à y = γx : β est de type (r) ou de type (p). On
considère T un des deux triangles admettant x comme point de type q∗ et on
suppose que β est de type (r) : la seule isométrie directe transformant x en γx
est l’elliptique de centre r et d’angle 2pi/r ou −2pi/r (suivant l’orientation du
chemin β, qui ne contient qu’une seule arête).
Pour un chemin de type (p), on obtient un elliptique de centre p et d’angle
±2pi/p.
Ainsi, il n’existe pas d’élément hyperbolique de déplacement combinatoire mi-
nimal égal à 1 dans Γ(r, p, q) et cela pour tout r ≥ 3.
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4.3.2 Les élements de déplacement combinatoire 2
Soit x tel que D∗(x, γx) = 2 et β un chemin minimal reliant x à γx. Ce chemin
peut être de type (r, r), (p, p), (r, p) ou (p, r). Nous n’examinons ici que (p, p) et
(r, p), les deux autre cas s’en déduisant en considérant γ−1 ou en permuttant le
rôle de r et p dans l’étude faite. Pour chacun des types étudiés, la figure donnée
reproduit le cas où l’on s’est fixé l’orientation de la première arête du chemin β,
l’autre orientation donnant un élément conjugué dans Γ0(r, p, q) (via la réflexion
d’axe (rp) où x ∈ (rp)) à celui obtenu : les distances de translation obtenues
sont identiques.
a) Le cas (r, r)
Si β est de type (r, r), les seules isométries directes transformant x en γx sont
des éléments elliptiques d’angle ±4pi/r.
b) Le cas (r, p)
Si le chemin β est de type (r, p), il existe quatre solutions pour γx, chacune
donnant naissance à une isométrie directe. Nous utilisons les notations de la
figure ci-contre avec T = r1p0q1.
La première vérifie γ(T ) = p1q1r3 et s’écrit γ = rp1q1rr1q1 : c’est un élément
elliptique d’angle −2pi/q.
La deuxième s’écrit γ = rq′1p1rr1q1 . Si δ(p−1, 1) > 1, il s’agit d’un élément hyper-
bolique de distance de translation égale au double de la distance hyperbolique
entre les géodésiques (r1q1) et (q′1p1). On trouve
l(γ) = 2 Argch [δ(p− 1, 1)]
= 2 Argch [2 cos
pi
r
cos
pi
p
+ cos
pi
q
]
Pour les deux autres isométries directes annoncées, elles sont obtenues en conju-
guant par la réflexion d’axe (p0r1). On trouve donc un elliptique d’angle −2pi/q
et un élément hyperbolique de même distance de translation que le précédent
l(γ) = 2 Argch [δ(1, r − 1)]
c) Les autres cas
Pour un chemin de β de type (p, p), on trouve de même deux éléments ellip-
tiques. Si β est de type (p, r), on trouve deux éléments hyperboliques de même
distance de translation que ceux trouvés ci-dessus et qui correspondent aux
transformations inverses γ−1.
4.3.3 Les élements de déplacement combinatoire 3
Soit x ∈ E∗ tel que D∗(x, γx) = 3 et β un chemin minimal reliant x à γx.
Pour les raisons déjà invoquées, nous examinons ici en priorité les cas où β est
d’un des types suivants : (r, r, r), (r, p, r) et (r, r, p). Pour obtenir tous les cas,
il suffit de permuter le rôle de r et p dans les décompositions obtenues ou bien
de constater que si γ est associé à un chemin de type (a1, a2, a3), alors γ−1 est
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associé à un chemin de type (a3, a2, a1). Voici le tableau des correspondances
urtilisées dans ce paragraphe.
Cas étudié pour β Cas associés
(r, r, r) (p, p, p)
(r, p, r) (p, r, p)
(r, r, p) (p, p, r), (p, r, r) et (r, p, p)
a) Le cas (r, r, r)
Si β est de type (r, r, r), alors les seules isométries directes transformant x en γx
sont des éléments elliptiques centrés en un point de valence r et d’angle ±6pi/r.
Pour le cas (p, p, p), on trouve des éléments elliptiques centrés en un point de
valence p et d’angle ±6pi/p.
b) Le cas (r, p, r)
Dans ce cas, seize isométries transforment x en γx, dont huit seulement sont
directes. On utilise pour les différencier les notations de la figure ci-contre avec
T = p0r1q1.
La première d’entre elles vérifie γ(T ) = T6 et s’écrit γ = rr2p3rq′1p1 . Si δ(1, r −
2) > 1, c’est un hyperbolique de distance de translation
l(γ) = 2 Argch [δ(1, r − 2)]
= 2 Argch [4(cos
pi
r
)2 cos
pi
p
+ 2 cos
pi
r
cos
pi
q
− cos pi
p
]
La deuxième est telle que γ(T ) = T8 et il s’agit d’un elliptique d’angle 2pi/p.
La troisième transforme T en γ(T ) = T4 et se décompose en γ = rr3p4rq1p1 . Si
δ(p− 1, r − 2) > 1, c’est un hyperbolique de distance de translation
l(γ) = 2 Argch [δ(p− 1, r − 2)]
= 2 Argch [2 cos
pi
r
cos
pi
q
+ cos
pi
p
]
La quatrième isométrie directe convenant ici vérifie γ(T ) = T2 et il s’agit encore
d’un elliptique d’angle −2pi/p.
Les quatre isométries qui correspondent au cas où la première arête de β est
orientée dans l’autre sens sont conjuguées à ces dernières via la réflexion d’axe
(p0r1). On retrouve donc les mêmes distances de translation, et les éléments
hyperboliques qui correspondent sont conjugués dans Γ(r, p, q) aux inverses de
ceux étudiés ci-dessus car si γ est de type (r, p, r), alors γ−1 est également de
type (r, p, r).
Si maintenant β est de type (p, r, p) et si δ(2, r−1), δ(2, 1) > 1, on trouve quatre
transformations hyperboliques inverses deux à deux (à conjugaison près) comme
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Fig. 4.38 – Niveau λ∗ = 3 et type (r, p, r)
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dans le cas (r, p, r). Les distances de translation de ces éléments sont
l(γ) = 2 Argch [δ(2, r − 1)]
= 2 Argch [4(cos
pi
p
)2 cos
pi
r
+ 2 cos
pi
p
cos
pi
q
− cos pi
r
]
et
l(γ) = 2 Argch [δ(2, 1)]
= 2 Argch [2 cos
pi
p
cos
pi
q
+ cos
pi
r
]
d) Le cas (r, r, p)
Il y a huit isométries possibles de ce type dont quatre directes, toutes hyperbo-
liques si δ(1, 2) > 1 et δ(p− 1, 2) > 1.On utilise les notations de la figure jointe
avec T = r1p2q1.
La première vérifie γ(T ) = T1, s’écrit γ = rp1q2rp3r1 et a une distance de
translation égale à
l(γ) = 2 Argch [δ(1, 2)]
Pour la deuxième, γ(T ) = T3 et γ = rp1q′2rp3r1 . C’est un hyperbolique de dis-
tance de translation
l(γ) = 2 Argch [δ(p− 1, 2)]
Comme dans le cas précédent, les deux autres éléments hyperboliques, qui s’ob-
tiennent en renversant l’orientation de la première arête de β, sont conjugués à
ceux obtenus ici par une réflexion : ils possèdent donc les mêmes distances de
translation.
e) Les autres cas
Si β est de type (p, r, r), on trouve, à conjugaison près dans Γ(r, p, q), les tran-
formations inverses de celles trouvées au cas (r, r, p) : les distances de translation
sont identiques. Pour les cas (p, p, r) et (r, p, p), les hyperboliques trouvés dans
le second cas correspondent aux inverses de ceux du premier cas. Ils ont, quand
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δ(2, 1) > 1 et que δ(p−2, 1) > 1, les distances de translation suivantes, obtenues
en permuttant les rôles de r et de p dans l’étude précédente :
l(γ) = 2 Argch [δ(2, 1)]
et
l(γ) = 2 Argch [δ(p− 2, 1)]
4.3.4 Les éléments de déplacement combinatoire 4
Soit x ∈ E∗ tel que D∗(x, γx) = 4 et β minimal reliant x à γx. Nous examinons
ici en détail les cas où β est d’un des types suivants :
(r, r, r, r), (r, r, r, p), (r, r, p, r), (r, p, r, p), (r, r, p, p) ou (r, p, p, r)
Les autres cas s’en déduisent comme précédemment en utilisant ce tableau des
correspondances :
Cas étudié pour β Cas associés
(r, r, r, r) (p, p, p, p)
(r, r, r, p) (p, p, p, r), (r, p, p, p) et (p, r, r, r)
(r, r, p, r) (p, p, r, p), (r, p, r, r) et (p, r, p, p)
(r, p, r, p) (p, r, p, r)
(r, r, p, p) (p, p, r, r)
(r, p, p, r) (p, r, r, p)
a) Le cas (r, r, r, r)
Si β est de type (r, r, r, r) avec une première arête orientée dans le sens indirect,
une seule isométrie directe transforme x en γx. C’est un elliptique d’angle 8pi/r.
Si la première arête est orientée dans le sens direct, l’angle est −8pi/r.
Si β est de type (p, p, p, p), on trouve des elliptiques d’angle ±8pi/p.
b) Le cas (r, r, r, p)
Si β est de type (r, r, r, p), il y a huit isométries à étudier dont quatre isométries
directes. On utilise les notations de la figure jointe avec T = r1p1q1.
La première isométrie directe correspond à γ(T ) = T1 et se décompose en
γ = rp4q3rr1q2 . Si δ(1, 3) > 1, c’est un élément hyperbolique de distance de
translation
l(γ) = 2 Argch [δ(1, 3)]
= 2 Argch [4(cos
pi
r
)2 cos
pi
q
+ 2 cos
pi
r
cos
pi
p
− cos pi
q
]
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Fig. 4.40 – Niveau λ∗ = 4 et type (r, r, r, p)
La seconde vérifie γ(T ) = T4 et s’écrit à son tour γ = rp4q′3rr1q2 . Si δ(p−1, 3) > 1,
c’est encore un élément hyperbolique et sa distance de translation est
l(γ) = 2 Argch [δ(p− 1, 3)]
= 2 Argch [8(cos
pi
r
)3 cos
pi
p
+ 4(cos
pi
r
)2 cos
pi
q
− 4 cos pi
r
cos
pi
p
− cos pi
q
]
Les autres isométries directes, obtenues avec une arête de départ d’orientation
opposée pour β, sont conjuguées à celles-ci par la réflexion d’axe (p1r1). Elles
possèdent donc les mêmes distances de translation.
Si le chemin β est de type (p, p, p, r), on trouve, en permuttant les rôles de r
et de p dans l’étude précédente, quatre isométries directes dont les distances de
translation sont (si δ(p− 3, 1) > 1 et δ(p− 3, r − 1) > 1) :
l(γ) = 2 Argch [δ(p− 3, 1)]
= 2 Argch [8(cos
pi
p
)3 cos
pi
r
+ 4(cos
pi
p
)2 cos
pi
q
− 4 cos pi
r
cos
pi
p
− cos pi
q
]
et
l(γ) = 2 Argch [δ(p− 3, r − 1)]
= 2 Argch [4(cos
pi
p
)2 cos
pi
q
+ 2 cos
pi
r
cos
pi
p
− cos pi
q
]
Si β est de type (r, p, p, p) ou (p, r, r, r), l’isométrie γ−1, qui possède la même
distance de translation que γ, figure parmi les cas étudiés ci-dessus : on retrouve
les même valeurs.
c) Le cas (r, r, p, r)
Il y a seize isométries à étudier et huit seulement sont directes. On utilise les
notations de la figure jointe avec T = pq2r1.
La première vérifie γ(T ) = T1, s’écrit γ = rr2q4rq1p1 et est un élément hyperbo-
lique si δ(p− 1, r − 3) > 1. Sa distance de translation est dans ce cas
l(γ) = 2 Argch [δ(p− 1, r − 3)]
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Fig. 4.41 – Niveau λ∗ = 4 et type (r, r, p, r)
La deuxième est telle que γ(T ) = T4. Il s’agit d’un elliptique d’angle 2pi/q.
La troisième vérifie γ(T ) = T5 et se décompose en γ = rr′2q′5rq′1p1 . C’est encore
un hyperbolique si δ(1, r − 3) > 1 et sa distance de translation est
l(γ) = 2 Argch [δ(1, r − 3)]
La quatrième transforme T en γ(T ) = T8, s’écrit alors γ = rr′2q′3rq′1p1 et il s’agit
d’un élément hyperbolique si δ(1, r− 1) > 1, ayant pour distance de translation
l(γ) = 2 Argch [δ(1, r − 1)]
Les quatres isométries directes suivantes sont conjuguées à celles-ci par la ré-
flexion d’axe (pr1) et possèdent donc les mêmes distances de translation.
Si β est du type (p, p, r, p), on obtient en permuttant les rôles de r et p huit
éléments hyperboliques ayant les distances de translation suivantes :
l(γ) = 2 Argch [δ(3, 1)]
l(γ) = 2 Argch [δ(3, r − 1)]
et encore (pour deux d’entre elles)
l(γ) = 2 Argch [δ(1, r − 1)]
Si β est du type (r, p, r, r) ou (p, r, p, p), la transformation γ−1 figure dans les
cas précédents et on retrouve des distances de translation déjà rencontrées.
d) Le cas (r, p, r, p)
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Fig. 4.42 – Niveau λ∗ = 4 et type (r, p, r, p)
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Fig. 4.43 – Décomposition de γ pour γ(T ) = T8 dans le cas (r, p, r, p)
On utilise les notations de la figure jointe avec T = r1p0q1.
Il y a 32 isométries qui correspondent à ce cas dont 16 isométries directes. Parmi
les isométries directes, on trouve un elliptique d’ordre q si γ(T ) = T2.
Si γ(T ) = T3, on a γ = rp4q3rp1q1 et c’est un hyperbolique si δ′(2, 2) > 1. On a
alors
l(γ) = 2 Argch [δ′(2, 2)]
l(γ) = 2 Argch [4 cos
pi
p
cos
pi
r
cos
pi
q
+ 2(cos
pi
q
)2 + 2(cos
pi
p
)2 − 1]
Si γ(T ) = T8, γ est la composée de deux elliptiques γ = rp5;2pi/prp1;−2pi/p =
rC3rC1 ,où C1 et C3 sont représentés dans la figure ci-jointe. Après avoir calculé
la distance p1p5, on trouve
l(γ) = 2 Argch [4 cos
pi
p
cos
pi
r
cos
pi
q
+ 2(cos
pi
r
)2 + 2(cos
pi
q
)2 + 2(cos
pi
p
)2 − 1]
Si γ(T ) = T5, c’est aussi la composée de deux éléments elliptiques γ = rp5;−2pi/prp1;−2pi/p =
rC′3rC1 et on trouve
l(γ) = 2 Argch [4 cos
pi
p
cos
pi
r
cos
pi
q
+ 2(cos
pi
r
)2 + 2(cos
pi
q
)2 − 1]
Signalons qu’en ce qui concerne les deux cas précédents, l’élément γ ne se dé-
compose pas en produit de deux réflexions ayant pour axes des géodésiques du
pavage initial. Ce sont les premières rencontrées de ce type.
Si γ(T ) = T10, on a γ = rp3q′2rp1q′1 et, si δ
′(2, 2) > 1,
l(γ) = 2 Argch [δ′(2, 2)]
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Fig. 4.44 – Décomposition de γ pour γ(T ) = T5 dans le cas (r, p, r, p)
Si γ(T ) = T11, on a γ = rp3q′4rp1q′1 = rq′2r2rq′1p1rq′2r2rq′1p1 = (rq′2r2rp1q′1)
2 et c’est
un hyperbolique si δ(1, r − 1) > 1 avec
l(γ) = 4 Argch [δ(1, r − 1)]
Si γ(T ) = T16, on a γ = rp2;2pi/prp1;2pi/p et le même type de calcul que précé-
demment fournit
l(γ) = 2 Argch [4 cos
pi
p
cos
pi
r
cos
pi
q
+ 2(cos
pi
r
)2 + 2(cos
pi
q
)2 − 1]
Enfin, si γ(T ) = T13, on a γ = rp2;−2pi/prp1;2pi/p et on trouve ici
l(γ) = 2 Argch [4 cos
pi
p
cos
pi
r
cos
pi
q
+ 2(cos
pi
p
)2 + 2(cos
pi
r
)2 + 2(cos
pi
q
)2 − 1]
Les isométries directes restantes, qui s’obtiennent avec une arête de départ de
sens opposé pour β, possèdent les mêmes distances de translation car elles sont
conjuguées à celles étudiées ici par la réflexion d’axe (p0r1).
Si β est du type (p, r, p, r), on retrouve des distances de translation déjà vues
dans le cas précédent car si γ est de associé au type (p, r, p, r), alors γ−1 est
associée au type (r, p, r, p).
e) Le cas (r, r, p, p)
Il y a cette fois huit isométries à étudier dont quatre directes. Nous en déter-
minons deux, les deux autres étant comme précédemment conjuguées à celles-ci
par la réflexion d’axe (p2r1). On utilise les notations de la figure fournie avec
T = p2q1r1.
L’une des deux transformations hyperboliques envoie T sur γ(T ) = T1 et l’autre
sur γ(T ) = T4.
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Fig. 4.45 – Niveau λ∗ = 4 et type (r, r, p, p)
La première s’écrit γ = rr2p1rp3r1 et possède une distance de translation si
δ(2, 2) > 1, égale dans ce cas à
l(γ) = 2 Argch [δ(2, 2)]
= 2 Argch [4 cos
pi
p
cos
pi
r
cos
pi
q
+ 2(cos
pi
p
)2 + 2(cos
pi
r
)2 − 1]
La seconde se décompose en γ = rr3p1rp3r1 et sa distance de translation est, si
δ(p− 2, 2) > 1,
l(γ) = 2 Argch [δ(p− 2, 2)]
= 2 Argch [8(cos
pi
p
)2(cos
pi
r
)2 + 4 cos
pi
p
cos
pi
r
cos
pi
q
− 2(cos pi
p
)2 − 2(cos pi
r
)2 + 1]
Les deux autres, conjuguées à celles-ci, possèdent les mêmes distances de trans-
lation.
Si β est du type (p, p, r, r), la transformations γ−1 est du type précédent donc
aucune nouvelle distance de translation n’apparaît.
f) Le cas (r, p, p, r)
On a seize isométries dont huit isométries directes dans ce cas. On utilise les
notations de la figure jointe avec T = r1p0q1.
Si γ(T ) = T4 ou γ(T ) = T8, on trouve des éléments elliptiques d’angle ±4pi/p.
Si γ(T ) = T1, on a γ = rr2p2rp1r3 , qui est un élément hyperbolique si δ(p −
2, r − 2) > 1, dont la distance de translation est
l(γ) = 2 Argch [δ(p− 2, r − 2)]
Si γ(T ) = T5, on a γ = rr′2p′3rp1r′3 . C’est également une transformation hyper-
bolique si δ(p− 2, 2) > 1 et sa distance de translation est
l(γ) = 2 Argch [δ(p− 2, 2)]
Les quatre autres transformations, qui correspondent à une première arête d’orien-
tation différente pour β, sont conjuguées à celles décrites ici par la réflexion d’axe
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Fig. 4.46 – Niveau λ∗ = 4 et type (r, p, p, r)
(p0r1). Elles possèdent donc les mêmes distances de translation quand il s’agit
d’éléments hyperboliques.
Si β est du type (p, r, r, p), l’isométrie γ−1 se trouve associée au cas précédent :
les distances de translation sont donc les mêmes.
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4.3.5 Conclusion
Par hypothèse, rappelons que
1
2
≤ X ≤ Y ≤ Z < 1
Pour ranger dans l’ordre croissant les longueurs des hyperboliques γ vérifiant
λ∗(γ) ≤ 4, il nous faut classer les valeurs données dans le tableau ci-contre.
Notation Formule Autre écriture
L0 4X2Y + 2XZ − Y δ(p− 1, 2)
L1 2XY + Z δ(p− 1, 1)
L2 2XZ + Y δ(1, 2)
L3 2Y Z +X δ(2, 1)
L4 4Y 2X + 2Y Z −X δ(2, r − 1)
L5 4X2Z + 2XY − Z δ(1, 3)
L6 8X3Y + 4X2Z − 4XY − Z δ(1, r − 3)
L7 4Y 2Z + 2XY − Z δ(3, 1)
L8 8Y 3X + 4Y 2Z − 4XY − Z δ(3, r − 1)
L9 8X2Y 2 + 4XY Z − 2X2 − 2Y 2 + 1 δ(2, r − 2)
L10 4XY Z + 2Z2 + 2Y 2 − 1 δ′(2, 2)
L11 4XY Z + 2X2 + 2Y 2 + 2Z2 − 1
L12 4XY Z + 2X2 + 2Z2 − 1
L13 4XY Z + 2X2 + 2Y 2 − 1 δ(2, 2)
Il restera ensuite à examiner les différentes classes de conjugaison rencontrées
dans l’étude précédente pour les valeurs L1, L2, L3, qui se trouveront être les
plus petites, de manière à déterminer la multiplicité de ces longueurs dans le
spectre.
Commençons par constater que
L2 − L1 = (2X − 1)(Z − Y )
L3 − L2 = (2Z − 1)(Y −X)
Ainsi, pour toutes les valeurs indiquées,
1 < L1 ≤ L2 ≤ L3
avec L1 = L2 si et seulement si r = 3 ou p = q.
Montrons maintenant que toutes les autres valeurs sont supérieures à L3.
Etude de L0
On constate que
L0 − L3 = 2(X − Y )Z + 4X2Y −X − Y
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est une fonction décroissante en Z dont le minimum est strictement positif si
r ≥ 5. Si r = 4, on a
L0 = δ(p− 1, 2) = δ(1, r − 2) = δ(1, 2) = L2
et on a finalement 
L0 > L3 ∀r ≥ 5
L0 = L2 si r = 4
L0 < 1 si r = 3
Etude de L4
On a
L4 − L3 = 2X(2Y 2 − 1)
ce qui permet d’affirmer
L4 > L3 ∀r ≥ 5 ; si r = 3, 4 et p ≥ 5
L4 = L3 si (r, p) = (4, 4) ou bien si (r, p) = (3, 4)
L4 < 1 si (r, p) = (3, 3)
Etude de L5
On constate que
L5 − L0 = (Z − Y )(4X2 − 2X − 1)
et cela entraîne 
L5 ≥ L0 > L3 ∀r ≥ 5
L5 = L1 si r = 4
L5 < 1 si r = 3
Etude de L6
Nous avons
L6 − L3 = 4XY (2X2 − 1) + Z(4X2 − 1)− 2Y Z −X
≥ 8X4 − 4X + 4X3 − 2X − 2
et l’on en déduit 
L6 > L3 ∀r ≥ 6
L6 = L2 si r = 5
L6 < 1 si r = 3, 4
Etude de L7
Cette fois-ci,
L7 − L4 = (Z −X)(4Y 2 − 2Y − 1)
4.3 Hyperboliques de niveau ≤ 4 120
et on a finalement
L7 ≥ L4 > L3 ∀r ≥ 5 ; si r = 3 et p ≥ 5
L7 = L1 si (r, p) = (3, 4) ou (r, p) = (4, 4)
L7 < 1 si (r, p) = (3, 3)
Etude de L8
On constate que
L8 − L3 = Z(4Y 2 − 2Y − 1) +X(8Y 3 − 4Y − 1)
donc {
L8 ≥ L3 ∀r ≥ 5 ; si r = 3, 4 et p ≥ 5
L8 < 1 si (r, p) = (3, 3) ou (r, p) = (3, 4) ou (r, p) = (4, 4)
Etude de L9
Ici,
L9 − L3 = (2X − 1)[X(4Y 2 − 1) + 2Y Z + 2Y 2 − 1]
d’où l’on déduit {
L9 > L3 ∀r ≥ 4
L9 = L3 si r = 3
Etude de L10, L11, L12 et L13
En examinant les formules, on montre facilement que
L11 ≥ L10 ≥ L12 ≥ L13
or
L13 − L3 = (2X − 1)(2Y Z +X) + 2Y 2 − 1
donc {
L13 ≥ L3 ∀r ≥ 3 et ∀p ≥ 4
L13 < 1 si (r, p) = (3, 3)
Conclusion
Ainsi, on peut énoncer le résultat suivant :
Proposition 13 On suppose r ≥ 3. Parmi les éléments hyperboliques de Γ(r, p, q)
vérifiant λ∗(γ) ≤ 4, les trois plus petites distances de translation sont
l1 ≤ l2 ≤ l3
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avec
l1 = 2 Argch [2 cos
pi
p
cos
pi
r
+ cos
pi
q
]
l2 = 2 Argch [2 cos
pi
q
cos
pi
r
+ cos
pi
p
]
l3 = 2 Argch [2 cos
pi
p
cos
pi
q
+ cos
pi
r
]
Il reste à déterminer la multiplicité exacte des longueurs rencontrées.
4.3.6 Etude de la multiplicité
Dans ce paragraphe, on dit qu’un élément hyperbolique γ est associé à δ(k, k′)
si γ se décompose en produit de deux réflexions dont les axes sont disposés
comme précisé dans la définition de la quantité δ(k, k′).
Examinons de plus près la multiplicité des longueurs l1 et l2.
Pour cela, nous allons commencer par établir un fait utile dans la suite :
Lemme 10 Si γ est associé à la longueur δ(k, k′) et γ′ est associé à la longueur
δ(p− k, r − k′), alors γ′ est conjugué à γ−1 dans Γ(r, p, q).
En effet, en considérant la figure ci-contre, on constate que, si x désigne l’ellip-
tique centré en p1 d’angle −2kpi/p, on a
γ(xγ′x−1) = r2r1(r5r1) = Id
b
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b
r2
b
r1
1
2
3
4
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r
k
′
pi
r
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k
′
pi
r
kpi
p
kpi
p
Multiplicité de l1 si r 6= p 6= q et r 6= 3
Reprenons pas à pas l’étude des hyperboliques de niveau ≤ 4. Nous constatons
que la longueur l1 est atteinte par deux éléments hyperboliques γ1, γ2 associés
au cas (r, p) et par deux éléments associés au cas (p, r). Comme nous l’avons
déjà remarqué en considérant la symétrie des cas, ces derniers sont conjugués
dans Γ(r, p, q) aux inverses γ−11 et γ
−1
2 . On a également trouvé deux éléments
γ3, γ4 associés au cas (r, r, p, r) qui possédaient la distance de translation l1 et
deux éléments associés au cas (r, p, r, r), qui sont nécessairement conjugués aux
inverses de γ3 et de γ4. On dispose enfin de deux éléments γ5, γ6 associés au cas
(p, p, r, p) et de deux éléments associés au cas (p, r, p, p) qui ont une distance de
translation égale à l1 : ces derniers étant conjugués aux inverses de γ5 et de γ6.
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Fig. 4.47 – Hyperbolique γ1 = r2r1 de type (r, p) donnant l1
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Fig. 4.48 – Hyperbolique γ2 = r2r1 de type (r, p) donnant l1
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Fig. 4.49 – Hyperbolique γ3 = r2r1 de type (r, r, p, r) donnant l1
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Fig. 4.50 – Hyperbolique γ4 = r2r1 de type (r, r, p, r) donnant l1
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Fig. 4.51 – Hyperbolique γ5 = r2r1 de type (p, p, r, p) donnant l1
On donne dans les figures ci-jointes une décomposition explicite de chacun des
éléments cités ici.
Classons maintenant les éléments rencontrés en classe de conjugaison dans Γ(r, p, q).
En examinant la décomposition donnée dans les figures, on constate que γ4 et
γ5 sont conjuguées à γ2, que γ−12 est conjugué à γ3 puis que γ3 est conjugué à
γ6. En utilisant le fait établi en préambule, on montre que γ3 est conjugué à
γ1. Par conséquent, on dispose de deux classes de conjugaison associées à l1 :
celle de γ1 et celle de γ−11 . Comme l’axe de γ1 ne passe pas par un point du
pavage, ces éléments ne sont pas conjugués dans Γ(r, p, q) et nous avons bien
deux classes de conjugaison distinctes.
Parallèlement à cette étude, on constate que l1 est également atteinte dans les
cas suivants : {
L7 = L1 si p = 4
L5 = L1 si r = 4
Les éléments qui correspondent à ces valeurs se trouvent cependant à chaque
fois conjugués à γ1 ou à γ−11 car
L7 = δ(3, 1) = δ(p− 1, 1)
dans le premier cas et
L5 = δ(1, 3) = δ(1, r − 1)
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Fig. 4.52 – Hyperbolique γ6 = r2r1 de type (p, p, r, p) donnant l1
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Fig. 4.53 – Hyperbolique γ1 = r2r1 de type (r, p, r) donnant l2
dans le second cas.
En conclusion, il n’y a que deux classes de conjugaison dans Γ(r, p, q) qui font
intervenir la longueur l1, et celle-ci est donc de multiplicité 2 dans le spectre des
groupes étudiés ici.
Multiplicité de l2 si r 6= p 6= q et r 6= 3
On reprend l’étude des hyperboliques de niveau ≤ 4. La longueur l2 est atteinte
par deux éléments hyperboliques γ1, γ2 associés au cas (r, p, r), par deux isomé-
tries γ3, γ4 associées au cas (r, r, p) et par deux isométries γ5 et γ6 correspondant
au cas (p, r, r) qui sont nécessairement, par symétrie des types, conjuguées dans
Γ(r, p, q) aux inverses de γ3 et de γ4.
Classons les éléments γ1, γ2, γ3, γ4 à conjugaison près dans Γ(r, p, q).
En examinant la décomposition donnée dans les figures, on observe que γ3 est
conjugué à γ−12 et que γ4 est conjugué à γ
−1
1 . En utilisant maintenant le lemme
établi en début de paragraphe, on montre que γ2 est conjugué à γ−11 . Par consé-
quent, on dispose là encore de deux classes de conjugaison associées à l2 : celle de
γ1 et celle de γ−11 . Comme l’axe de γ1 ne passe pas par un point du pavage, ces
éléments ne sont pas conjugués dans Γ(r, p, q) et nous avons bien deux classes
de conjugaison distinctes.
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Fig. 4.54 – Hyperbolique γ2 = r2r1 de type (r, p, r) donnant l2
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Fig. 4.55 – Hyperbolique γ3 = r1r2 de type (r, r, p) donnant l2
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Fig. 4.56 – Hyperbolique γ4 = r1r2 de type (r, r, p) donnant l2
4.3 Hyperboliques de niveau ≤ 4 126
Parallèlement à cette étude, on observe que l2 est également atteinte dans le cas
suivant : {
L6 = L2 si r = 5
L0 = L2 si r = 4
Les éléments qui correspondent à ces valeurs se trouvent cependant à chaque
fois conjugués à γ1 ou à γ−11 car
L6 = δ(1, r − 3) = δ(1, 2)
dans le premier cas et
L0 = δ(p− 1, 2) = δ(1, r − 2) = δ(1, 2)
dans le second cas.
En conclusion, il n’y a que deux classes de conjugaison dans Γ(r, p, q) qui font
intervenir la longueur l2, et celle-ci est donc de multiplicité 2 dans le spectre des
groupes étudiés ici.
Multiplicité de l2 et l1 si p = q ou si r = 3
Dans ces cas, l1 = l2.
Si r = 3, les éléments associés à ces deux longueurs sont conjugués, ce qui
implique que la multiplicité de la longueur l1 = l2 est égale à 2. En effet,
L1 = δ(p− 1, 1) = δ(1, r − 1) = δ(1, 2) = L2
Ainsi, si γ1 est associé à l1, alors γ−11 est associé à l2 d’après le lemme prélimi-
naire.
Traitons maintenant le cas p = q. On constate alors, en utilisant les notations
de la figure ci-contre, que si γ1 est associé à l1, alors γ1 est conjugué à un
élément ayant pour axe la perpendiculaire commune à (p1q1) et (r1q2) (rappelons
qu’il n’existe que deux classes de conjugaison fournissant la longueur l1). De la
même manière, si γ2 est associé à l2, il est conjugué à un élément ayant pour
axe la perpendiculaire commune à (p1q1) et (r1p2). Si r 6= 3, les géodésiques
(r1q2) et (r1p2) sont distinctes et les perpendiculaires considérées sont distinctes
également. Par conséquent, les images des axes de γ1 et de γ2 sont différents
dans H/Γ(r, p, q) et les deux éléments ne peuvent pas être conjugués.
Ceci montre également que γ1 ne peut pas non plus être conjugué à γ−12 .
La multiplicité de la longueur l1 = l2 est alors au moins égale à 4 dans le spectre
des groupes considérés. Elle est exactement égale à 4 si r 6= p car alors la lon-
gueur l3 est strictement plus grande que l2.
Si r = p = q, cette multiplicité est au moins égale à 5 car si on considère γ3,
un élément associé à l3 correspondant δ(2, 1), celui-ci n’est pas conjugué aux
éléments précédent ni à leur inverse car l’axe de γ3 est distinct au quotient des
axes de γ1 et γ2, comme on peut le constater sur les figures jointes.
Multiplicité de l2 et l1 si p = r 6= q et r 6= 3
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Fig. 4.57 – Décomposition de γ1 et γ2 si p = q
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Fig. 4.58 – Représentation de γ2 = rr1p2rp1q1 et γ3 = rr1q1rp1r2 si p = r
Dans ce cas, l1 < l2 ; l2 = l3 et la multiplicité de l1 est donc encore égale à 2.
Soit γ2, γ3 des éléments associés à l2, l3 et qui correspondent à δ(1, 2) et δ(2, 1) :
d’après ce qui précède il sont uniques à conjugaison près et à inverse près. En
considérant la figure ci-contre, on constate que les représentants choisis ont
des axes qui sont distincts au quotient si l’on prend le triangle r1p1q1 comme
domaine fondamental. L’élément γ3 n’est donc conjugué à aucun des éléments
donnant naissance à la longueur l2. On en déduit donc que la longueur l2 = l3
a une multiplicité au moins égale à 3 dans les groupes considérés.
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4.4 Conclusion
On montre ici le résultat principal de ce chapitre
Théorème 2 Soit r ≥ 3. Le spectre des longueurs du groupe Γ(r, p, q) com-
mence de la manière suivante :
Lsp Γ(3, 3, q) = {l1 = l1 . . .}
Lsp Γ(3, 4, 4) = {l1 = l1 . . .}
Lsp Γ(3, p, q) = {l1 = l1 < l3 . . .} pour tout p ≥ 4, q ≥ 5
Lsp Γ(r, r, r) = {l1 = l1 = l2 = l2 = l3 . . .} pour tout r ≥ 4
Lsp Γ(r, r, p) = {l1 = l1 < l2 = l2 = l3 . . .} pour tout r ≥ 4, p 6= r
Lsp Γ(r, p, p) = {l1 = l1 = l2 = l2 < l3 . . .} pour tout r ≥ 4, p 6= r
Lsp Γ(r, p, q) = {l1 = l1 < l2 = l2 < l3 . . .} pour tout r ≥ 4, p 6= r, q 6= p
avec les valeurs :
l1 = 2 Argch [2 cos
pi
p
cos
pi
r
+ cos
pi
q
]
l2 = 2 Argch [2 cos
pi
q
cos
pi
r
+ cos
pi
p
]
l3 = 2 Argch [2 cos
pi
p
cos
pi
q
+ cos
pi
r
]
Démonstration :
Supposons dans un premier temps que Γ(r, p, q) soit différent des groupes sui-
vants :
Γ(3, 4, 4) ; Γ(4, 4, 4) ; Γ(5, 5, 5)
Le cas général
La preuve est alors une utilisation des sections précédentes. Posons l0 = l3 et
décrivons toutes les longueurs inférieures ou égale à l0.
Si γ est un élément hyperbolique de Γ(r, p, q), on examine λ∗(γ). Si cette valeur
est ≥ 5, alors tout sommet x ∈ E∗ vérifie
d(x, γx) ≥ ρ∗(D∗(x, γx))
≥ ρ∗(λ∗(γ))
≥ ρ∗(5)
ceci résultant de la croissance de ρ∗. On a démontré précédemment que ρ∗(5) >
C∗(l0) : ceci impose que
∀x ∈ E∗ ; d(x, γx) > C∗(l0)
et la propriété 2 implique que l(γ) > l0.
Les éléments hyperboliques de Γ(r, p, q) ayant une distance de translation infé-
rieure ou égale à l0 = l3 possédent donc nécessairement une distance combina-
toire minimale λ∗(γ) ≤ 4.
Le théorème résulte alors de la propriété 13 et de l’étude faite de la multiplicité
des longueurs étudiées.
Traitons maintenant les autres cas.
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Fig. 4.59 – La systole de Γ(r, p, p) et celle de Γ(2, p, 2r)
Les cas exceptionnels
Nous allons déterminer la systole des groupes considérés. Commençons par re-
marquer un fait général : si r ≥ 3 et 2r ≥ p, Γ(r, p, p) est un sous groupe d’indice
2 de Γ(2, p, 2r).
Ainsi, la systole de Γ(r, p, p) est toujours supérieure ou égale à celle de Γ(2, p, 2r).
On a donc
l3 ≥ Syst Γ(r, p, p) ≥ Syst Γ(2, p, 2r)
Rappelons que dans le spectre de Γ(2, p, q) nous avons trouvé la longueur
l2(1, q − 1) = 2Argch [2(cos pi
p
)2 + 2(cos
pi
q
)2 − 1]
Remarquons enfin que, dans Γ(r, p, p),
l3 = 2Argch [2(cos
pi
p
)2 + cos
pi
r
]
= 2Argch [2(cos
pi
p
)2 + 2(cos
pi
2r
)2 − 1]
= l2(1, 2r − 1)
Ainsi, si γ ∈ Γ(r, p, p) vérifie l(γ) ≤ l3, alors γ ∈ Γ(2, p, 2r) et l(γ) ≤ l2(1, 2r−1).
L’étude faite du spectre des longueurs des groupes Γ(2, p, q) permet d’établir une
liste exhaustive des valeurs possibles pour l(γ) en précisant de plus la classe de
conjugaison de l’isométrie γ réalisant chaque longueur, ce qui va permettre de
conclure.
Reprenons maintenant un à un les cas à étudier.
Cherchons la systole du groupe Γ(3, 4, 4).
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Si γ ∈ Γ(3, 4, 4) est de longueur < l3, alors γ ∈ Γ(2, 4, 6) et possède une longueur
< l2(1, 5). D’après l’étude du spectre de Γ(2, 4, 6), il n’existe que deux solutions :
l(γ) = l1(2) ou l(γ) = l1(3).
On constate que l1(3) = l1, donc cette valeur est atteinte par un élément de
Γ(3, 4, 4).
Reste le cas où l(γ) = l1(2). En utilisant les notations de la figure ci-contre, γ
est conjugué dans Γ(2, 4, 6) à rr2r3rp1q2 ou à son inverse. Dans tous les cas, on
constate que γ ne laisse pas stable E∗ donc γ ne peut pas appartenir à Γ(3, 4, 4) :
la seule valeur du spectre de Γ(3, 4, 4) qui est < l3 est donc l1 = l2.
Examinons la question du groupe Γ(4, 4, 4).
Cette fois-ci, Γ(4, 4, 4) est contenu dans Γ(2, 4, 8) et la seule valeur de ce spectre
< l3 = l2(1, 7) est l1(2). Celle-ci correspond là encore à un élément de Γ(2, 4, 8)
qui ne préserve pas E∗ et qui n’appartient donc pas à Γ(4, 4, 4).
Reste enfin le cas du groupe Γ(5, 5, 5).
Soit γ un élément de Γ(5, 5, 5) avec l(γ) < l3. L’élément γ est alors contenu
dans Γ(2, 5, 10), et il n’existe que deux valeurs < l3 = l2(1, 9) dans le spectre
des longueurs de ce groupe. Ces valeurs sont l1(2) et l2(1, 2) (on rappelle que
dans le groupe considéré ici, l2(1, q − 1) = l1(3)).
Dans le premier cas, γ ne préserve pas E∗ et ne peut donc pas appartenir à
Γ(5, 5, 5).
b p1
b x
b q2
b p2
b
b
r2
b
r1
b
r3
b
r4
bq1
b
b
Reste le cas où l(γ) = l2(1, 2). Cette fois, γ est conjugué à rr2r4rp1r1 ou à son
inverse, avec les notations de la figure jointe. On constate là encore que cet élé-
ment ne préserve pas E∗.
Par conséquent, dans les cas Γ(4, 4, 4) et Γ(5, 5, 5), la systole est l3 et sa multi-
plicité est donnée par l’étude déjà effectuée au cas général : elle est ≥ 5.
Dans le cas Γ(3, 4, 4), la systole est l1 et sa multiplicité est au ≥ 2 d’après l’étude
des multiplicités effectuées plus haut.
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Ceci achève la preuve du théorème. z
Chapitre 5
Rigidité spectrale
Nous démontrons ici le résultat principal de cette thèse. Il s’agit d’un théorème
de rigidité portant sur l’ensemble des surfaces hyperboliques de genre 0 possé-
dant trois points conique (théorème 5 dans la suite)
Théorème III : Soit Γ(r, p, q) un groupe de triangle avec r 6= 3. Alors la don-
née du spectre des longueurs détermine de manière unique les entiers r, p, q.
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5.1 Le cas r = 2
5.1.1 Rigidité dans le cas p ≥ 11
Dans cette partie, on montre que si Γ(2, p, q) vérifie p ≥ 11, alors le spectre des
longueurs caractérise ce groupe à isométrie près.
Proposition 14 Si Γ(2, p, q) est un groupe de triangle tel que p ≥ 11, alors la
donnée du spectre des longueurs détermine de manière unique les entiers p et q.
Démonstration :
On rappelle que le début du spectre est alors donné par
Lsp Γ(2, p, q) = {l1(2) = l1(2) < l2(1, 2) . . .}
et que l’on connaît donc les longueurs l1(2) et l2(1, 2) si le spectre est donné.
Notons l1, l2 les deux premières valeurs distinctes du spectre et déterminons
Li = cosh
li
2
; i = 1, 2
Il suffit d’établir que le système{
2Y Z = L1
Z(4Y 2 − 1) = L2
admet un unique couple de solution (Y,Z) dans [0, 1]2. Cela revient à montrer
que le polynôme
P (u) = 4L1u2 − 2L2u− L1
a une unique racine dans [0, 1] : cette racine est alors Y . Le polynôme P admet-
tant toujours deux racines réelles de signes opposés, il en existe une seule dans
l’intervalle considéré. Ceci achève la preuve, modulo le changement de variable
Z = cos(pi/q) et Y = cos(pi/p). z
5.1.2 Le cas général
Commençons par énoncer et démontrer le résultat suivant :
Lemme 11 Un groupe Γ(2, p′, q′) avec p′ ≤ 8 ne peut pas avoir le même spectre
des longueurs qu’un groupe Γ(2, p, q) avec p ≥ 9.
Un groupe Γ(2, 3, q′) ne peut pas avoir le même spectre des longueurs qu’un
groupe Γ(2, p, q) avec p > 5.
Démonstration :
Montrons la première assertion et traitons d’abord le cas où 4 ≤ p′ ≤ 8. Si les
groupes étudiés ont le même spectre, on a égalité des systoles et
cos
pi
p
cos
pi
q
= cos
pi
p′
cos
pi
p′
< cos
pi
8
; p ≥ 9
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Ceci impose
(cos
pi
p
)2 < cos
pi
8
donc p ≤ 11. On a de plus q ≤ 17 en résolvant
cos
pi
8
> cos
pi
p
cos
pi
q
≥ cos pi
9
cos
pi
q
Il s’agit donc de trouver 4 ≤ p′ ≤ 8 ; q′ ≥ p′ tels que
cos
pi
p′
cos
pi
q′
= cos
pi
p
cos
pi
q
; 9 ≤ p ≤ 11 ; p ≤ q ≤ 17
En examinant séparemment les cas où p′ ∈ {4, 5, 6, 7, 8} on constate qu’un tel
q′ n’existe pas.
Montrons maintenant que Γ(2, p, q) ne peut pas avoir le même spectre des lon-
gueurs qu’un groupe Γ(2, 3, q′). Pour cela, il suffit de constater que cela impo-
serait
3
2
> 2(cos
pi
q′
)2 − 1 = 2 cos pi
p
cos
pi
q
≥ 2(cos pi
p
)2
ce qui implique p ≤ 5. La deuxième assertion est une conséquence du même
fait : la systole d’un groupe Γ(2, 3, q) est nécessairement inférieure à 3/2 ce qui
est impossible dès que p est supérieur à 6. z
On se propose d’établir maintenant le résultat principal de cette section :
Théorème 3 Soit Γ(2, p, q) un groupe de triangle. Alors la donnée du spectre
des longueurs permet de retrouver de manière unique les entiers p et q.
Démonstration :
Fixons nous un groupe Γ(2, p, q) et montrons qu’il ne peut pas posséder le même
spectre des longueurs qu’un groupe Γ(2, p′, q′) avec p 6= p′ ou q 6= q′.
Le cas p = 10
On écarte les cas où p′ ≤ 8 en utilisant le lemme 11 . Le cas p′ = 9 s’exclut
par symétrie en considérant les calculs faits pour p = 9. Enfin, il n’est pas envi-
sageable de trouver un groupe Γ(2, 10, q) ayant le même spectre qu’un groupe
Γ(2, p′, q′) avec p′ ≥ 11 car cela imposerait, par égalité des systoles,
cos
pi
10
> cos
pi
10
cos
pi
q
= cos
pi
p′
cos
pi
q′
≥ (cos pi
p′
)2
donc p′ ≤ 14, et
cos
pi
10
> cos
pi
11
cos
pi
q′
ce qui implique q′ ≤ 23. On aurait alors un entier q ≥ 10 tel que
cos
pi
10
cos
pi
q
∈ {cos pi
p′
cos
pi
q′
; 11 ≤ p′ ≤ 14 ; p′ ≤ q′ ≤ 23}
ce qui est impossible.
Le cas p = 9
On écarte les cas où p′ ≤ 8 par le lemme 11. Le cas p′ = 9 est trivial. Montrons
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qu’un groupe Γ(2, 9, q) ne peut pas avoir le même spectre des longueurs qu’un
groupe Γ(2, p′, q′) avec p′ ≥ 10.
L’égalité des systoles impliquerait en effet
(cos
pi
p′
)2 ≤ cos pi
p′
cos
pi
q′
= cos
pi
9
cos
pi
q
< cos
pi
9
donc p′ ≤ 12. De même, on aurait
cos
pi
9
> cos
pi
p′
cos
pi
q′
≥ cos pi
10
cos
pi
q′
ce qui impose q′ ≤ 20. Il s’agit donc de trouver q ≥ 9 tel que
cos
pi
9
cos
pi
q
∈ {cos pi
p′
cos
pi
q′
; 10 ≤ p′ ≤ 12 ; p′ ≤ q′ ≤ 20}
ce qui s’avère impossible.
Le cas p = 8
Supposons Γ(2, 8, q) et Γ(2, p′, q′) de même spectre des longueurs. On a néces-
sairement p′ ≤ 8 et p′ 6= 3 par le lemme 11. Si p′ = 8, cela impose évidemment
q′ = q. Examinons le cas p′ ∈ {4, 5, 6, 7}. L’égalité des systoles se traduit par
cos
pi
8
cos
pi
q
= cos
pi
p′
cos
pi
q′
< cos
pi
7
ce qui impose q ≤ 14. Il s’agit donc de trouver q′ entier tel que
cos
pi
8
cos
pi
q
= cos
pi
p′
cos
pi
q′
; 4 ≤ p′ ≤ 7 ; 8 ≤ q ≤ 14
On constate qu’un tel q′ n’existe pas.
Le cas p = 7
Supposons que Γ(2, 7, q) et Γ(2, p′, q′) possèdent le même spectre. On a néces-
sairement 4 ≤ p′ ≤ 8 par le lemme 11. Le cas p′ = 8 s’écarte par symétrie (cf.
le cas p = 8). Si p′ = 7, cela impose q′ = q. Examinons le cas p′ ∈ {4, 5, 6}.
L’égalité des systoles se traduit par
cos
pi
7
cos
pi
q
= cos
pi
p′
cos
pi
q′
< cos
pi
6
ce qui impose q ≤ 11. Il s’agit donc de trouver q′ entier tel que
cos
pi
7
cos
pi
q
= cos
pi
p′
cos
pi
q′
; 4 ≤ p′ ≤ 6 ; 7 ≤ q ≤ 11
Là encore, un tel q′ n’existe pas.
Le cas p = 6
Supposons le spectre de Γ(2, 6, q) et Γ(2, p′, q′) identique. On sait que 4 ≤ p′ ≤ 8
en vertu du lemme 11. Les cas où p′ ∈ {7, 8} s’excluent par symétrie (cf. les cas
où p ∈ {7, 8}) et le cas p′ = 6 impose q′ = q. Examinons les cas où p′ ∈ {4, 5}.
L’égalité des systoles se traduit toujours par
cos
pi
6
cos
pi
q
= cos
pi
p′
cos
pi
q′
< cos
pi
5
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ce qui impose q ≤ 8. Il s’agit donc de trouver q′ entier tel que
cos
pi
6
cos
pi
q
= cos
pi
p′
cos
pi
q′
; 4 ≤ p′ ≤ 5 ; 6 ≤ q ≤ 8
On montre par le calcul que q′ ne peut exister.
Le cas p = 5
Supposons Γ(2, 5, q) et Γ(2, p′, q′) de même spectre. On a nécessairement p′ ≤ 8
par application du lemme 11. On exclut les cas où p′ ∈ {6, 7, 8} par symétrie. Si
p′ = 5, cela impose q′ = q. Examinons le cas p′ = 4. L’égalité des systoles s’écrit
cos
pi
5
cos
pi
q
= cos
pi
4
cos
pi
q′
< cos
pi
4
ce qui impose q ≤ 6. Il s’agit de trouver q′ entier tel que
cos
pi
5
cos
pi
q
= cos
pi
4
cos
pi
q′
; 5 ≤ q ≤ 6
ce qui est là encore impossible. Reste le cas p′ = 3. Pour celui-ci, on doit trouver
q et q′ tels que
2 cos
pi
5
cos
pi
q
= 2(cos
pi
q′
)2 − 1
2
<
3
2
et cela impose q ≤ 8. On doit résoudre
2(cos
pi
q′
)2 − 1
2
∈ {2 cos pi
5
cos
pi
q
; q = 5, 6, 7, 8}
ce qui n’est possible que pour q′ = 10 et q = 5.
Les groupes Γ(2, 5, 5) et Γ(2, 3, 10) ont donc les mêmes systoles. Ils ne possèdent
cependant pas le même spectre des longueurs car la multiplicité de cette sys-
tole est différente dans les deux groupes (elle vaut 2 dans Γ(2, 5, 5) et 1 dans
Γ(2, 3, 10)).
Le cas p = 4
Supposons Γ(2, 4, q) et Γ(2, p′, q′) de même spectre des longueurs. Le lemme
11 montre que l’on a nécessairement p′ ≤ 8. On peut écarter les cas où p′ ∈
{5, 6, 7, 8} par symétrie en se référant aux calculs effectués dans les cas où p ∈
{5, 6, 7, 8}. Si p′ = 4, cela implique q′ = q. Examinons donc le cas p′ = 3, où
l’égalité des systoles se traduit par
√
2 > 2 cos
pi
4
cos
pi
q
= 2(cos
pi
q′
)2 − 1
2
qui impose q′ ≤ 15. Reste à résoudre
√
2 cos
pi
q
∈ {2(cos pi
q′
)2 − 1
2
; q′ = 7, 8, . . . , 15}
ce qui n’est possible que pour q′ = 12 et q = 12. Les groupes Γ(2, 4, 12) et
Γ(2, 3, 12) ont donc les mêmes systoles. Ils n’ont cependant pas le même spectre
car la multiplicité de la systole n’est pas la même.
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Le cas p = 3
Le lemme 11 montre que Γ(2, 3, q) ne peut pas avoir le même spectre que
Γ(2, p′, q′) avec p′ ≥ 6. Les cas p′ = 4 et p′ = 5 s’avèrent impossibles égale-
ment (cf. les calculs effectués pour les cas p = 4 et p = 5 dans ce paragraphe).
Enfin, p′ = 3 impose clairement q′ = q.
Le cas p ≥ 11
Le cas p′ ≥ 11 est exclu par la proposition 14. Les cas où p′ ≤ 8 sont à rejeter,
cette fois ci en invoquant le lemme 11. Reste les cas où p′ ∈ {9, 10} qui doivent
être écartés par symétrie (cf. les calculs effectués dans les cas p ∈ {9, 10}).
Ceci achève la preuve du théorème 3. z
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5.2 Le cas r ≥ 4
Nous démontrons maintenant que le spectre des longueurs d’un groupe Γ(r, p, q)
avec r ≥ 4, caractérise ce groupe à isométrie près.
Théorème 4 Soit Γ(r, p, q) vérifiant r ≥ 4. Alors le spectre des longueurs de
ce groupe détermine de manière unique les entiers r, p, q.
Démonstration :
On note l1, l2, l3 les trois premières valeurs distinctes de ce spectre et on calcule
pour commencer
Li = cosh
li
2
; i = 1, 2, 3
Où l’on commence par détecter la symétrie
Examinons la multiplicité de la systole : si cette multiplicité est ≥ 5, nous
sommes en présence d’un groupe Γ(r, r, r) et il est facile de retrouver r en résol-
vant
2X2 +X = L1
Quel que soit la valeur de L1, le polynôme étudié ici n’a qu’une seule racine
positive.
Si la multiplicité de la systole est 4, on est en présence d’un groupe Γ(r, p, p).
On retrouve r et p en résolvant{
L1 = 2XY + Y
L3 = 2Y 2 +X
ce qui revient à démontrer que le polynôme
Q(u) = Qr,p(u) = 4u3 + 4(1− L3)u2 + (1− 4L3)u− L3 + 2L21
admet une unique racine dans [1/2, 1[. En dérivant, on montre que les deux
racines de la dérivée sont−1/2 et (4L3−1)/6. Si L3 > 7/4, la deuxième racine est
> 1 et Q est strictement décroissant sur [0, 1]. Comme il existe nécessairement
une racine dans cet intervalle, elle est unique. On vient donc de retrouver r et
p s’en déduit facilement. Si L3 ≤ 7/4, on a nécessairement p = 4 et r = 3 en
examinant la formule.
Supposons que la systole soit de multiplicité 2 : on étudie alors la multiplicité de
la seconde longueur. Si celle-ci est ≥ 3, on est dans le cas d’un groupe Γ(r, r, p)
et on doit résoudre {
L1 = 2X2 + Y
L3 = 2XY +X
ce qui cette fois-ci revient à démontrer que le polynôme
Q(u) = 4u3 + 4(1− L1)u2 + (1− 4L1)u− L1 + 2L23
admet une unique racine dans [1/2, 1[. On conclut comme ci-dessus.
Une fois les analyses précédentes effectuées, nous savons si nous sommes en pré-
sence d’un groupe Γ(r, p, q) avec r 6= p 6= q. Examinons donc ce cas.
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Un polynôme caractéristique
Ecrivons
l1 < l2 < l3
les trois premières valeurs distinctes du spectre donné. Il s’agit de déterminer
X,Y, Z tels que

2XY + Z = L1
2XZ + Y = L2
2Y Z +X = L3
Il revient au même de trouver X,Y, Z tels que
Y =
2L1X − L2
4X2 − 1
Z =
2L2X − L1
4X2 − 1
16X5 − 16L3X4 − 8X3 + (8L2L1 + 8L3)X2 + (−4L22 − 4L21 + 1)X − L3 + 2L2L1 = 0
Les longueurs l1, l2, l3 étant données, on considère donc le polynôme
P (u) = 16u5 − 16L3u4 − 8u3 + (8L2L1 + 8L3)u2 + (−4L22 − 4L21 + 1)u− L3 + 2L2L1
où l’on a aussi
P (u) =16u5 + (−16X − 32Y Z)u4 − 8u3 + (32X2Y Z + 16XZ2 + 8X + 16XY 2 + 24Y Z)u2
+ (−16X2Y 2 − 4Z2 − 32XY Z + 1− 4Y 2 − 16X2Z2)u+ 8X2Y Z −X + 4XY 2 + 4XZ2
Il s’agit de montrer que la donnée de P permet de retrouver r. Ceci fait, on en
déduit p et q avec le sytème précédent.
On étudie donc la famille de polynômes P = Pr,p,q pour démontrer que
∀ r ≥ 4 ; P (u) = 0 a une unique solution dans [0.6, 1[
Cette racine est nécessairement X = cos(pi/r) par ce qui précède et l’on en
déduit la valeur de r.
Pour établir cela, nous allons dériver P et étudier ses variations.
Etude de P (2)
Commençons pas supposer r ≥ 7. Dans ce cas,
m7 := 2(cos
pi
7
)2 + cos
pi
7
≤ L1 ≤ L2 ≤ L3 < 3
Le trinôme P (3)(u) possède deux racines réelles x1 ≤ x2 et, dès que r ≥ 7
x1 =
8L3 −
√
(8)2L23 + 80
400
≤ 8× 3−
√
(8)2m72 + 80
40
<
1
2
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et
x2 =
8L3 +
√
(8)2L23 + 80
40
≥ 8m7 +
√
(8)2m72 + 80
40
> 1
Ainsi, P (2) est strictement décroissante sur [1/2, 1].
u x1
1
2
x21
P
(3)
P
(2)
+ +−
b
> 0
b
< 0
On constate ensuite que, si r ≥ 7,
P (2)(
1
2
) = 16− 48L3 + 16L1L2 + 16L3
≥ 16− 48L3 + 16m72 + 16L3
≥ 16− 32× 3 + 16m72 > 0
alors que
P (2)(1) = 272− 176L3 + 16L1L2
≤ 272− 176L3 + 16L23
≤ 272− 176m7 + 16× 9 < 0
Ainsi, P (2) admet une unique racine x3 dans [1/2, 1] et P ′ est donc strictement
croissante sur [1/2, x3] et strictement décroissante sur [x3, 1].
Examinons le cas r = 5, 6. Dans ce cas, on introduit la constantem5 de la même
manière que dans le cas précédent et on constate cette fois ci que le polynôme
P (3) admet une racine x2 ∈ [1/2, 1]. La fonction P (2) est donc strictement dé-
croissante sur [1/2, x2] et srictement croissante sur [x2, 1].
u x1
1
2
x2 1
P
(3)
P
(2)
+ +−
b
> 0
b
< 0
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On montre alors que
P (2)(
1
2
) = 16− 48L3 + 16L1L2 + 16L3
≥ 16 + 16m52 − 96 > 0
P (2)(1) = 272− 176L3 + 16L1L2
≤ 272− 176L3 + 16L23 < 0
car p(x) = 272 − 176x + 16x2 est strictement négative sur [m5, 3[. L’équation
P (2)(u) = 0 admet donc une unique solution x3 dans [1/2, 1].
On en déduit que, comme précédemment, la fonction P ′ est strictement crois-
sante sur [1/2, x3] et strictement décroissante sur [x3, 1].
Il nous reste à examiner le cas r = 4, où, suivant les valeurs des entiers p, q,
deux cas peuvent advenir : soit P (2) est strictement décroissante sur [1/2, 1] (si
x2 > 1), soit P (2) est strictement décroissante sur un intervalle [1/2, x2] puis
strictement croissante sur [x2, 1].
Dans tous les cas,
P (2)(
1
2
) = 16(1−
√
2)− 16Y Z + 16
√
2Z2 + 16
√
2Y 2
≥ 16(1−
√
2)− 16Z2 + 16
√
2Z2 + 8
√
2
la dernière fonction étant strictement positive sur [0, 1]. On a également
P (2)(1) = 272− 88
√
2− 304Y Z + 16
√
2Z2 + 16
√
2Y 2
≤ 272− 88
√
2− 152
√
2Z + 32
√
2Z2
la dernière quantité étant strictement négative si q ≥ 6. Il reste à examiner les
cas r = p = q = 4 et r = p = 4, q = 5, ce que nous feront séparemment en
calculant directement le polynôme P .
On a montré pour l’instant que, si p ≥ 4, q ≥ 6, P (2) = 0 a une unique solution
x3 dans l’intervalle [1/2, 1].
La fonction P ′ est donc strictement croissante sur [1/2, x3] et strictement dé-
croissante sur [x3, 1]. On retrouve le même tableau de variation que dans les cas
précédents.
Etude de P ′
u
1
2
x30.6 1
P
(2)
P
′
+ −
< 0
b
> 0
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Etant donné le tableau de variation de P ′, valable pour toutes les valeurs de
r étudiées, nous allons chercher à déterminer le signe de cette dérivée. Posons
pour cela
Q1(Z) = P ′(0.6)
On trouve tout d’abord
Q1(Z) = (19.2X − 16X2 − 4︸ ︷︷ ︸
<0 si r≥9
)Z2
+ (1.152− 32X + 38.4X2︸ ︷︷ ︸
>0 si r≥5
)Y Z
+ Y 2(19.2X − 16X2 − 4) + 2.728− 4.224X
Si r ≥ 9, on majore alors de la manière suivante
Q1(Z) ≥ 2(19.2X−4−16X2)+X2(1.152−32X+38.4X2)+2.728−4.224X > 0
Si 5 ≤ r ≤ 8, on écrit cette fois ci
Q1(Z) ≥ Z2(19.2X − 4− 16X2) +XZ(1.152− 32X + 38.4X2)
+X2(19.2X − 4− 16X2) + 2.728− 4.224X
et l’on constate que la fonction de la variable Z se trouvant à droite de l’inégalité
est strictement positive si Z ≥ X pour toutes les valeurs de r indiquées.
Enfin, si r = 4, on observe que
Q1(Z) ≥ Z2(19.2X − 4− 16X2) +XY (1.152− 32X + 38.4X2)
+ Y 2(19.2X − 4− 16X2) + 2.728− 4.224X
quantité > 0 si p ≥ 6. Il reste à examiner directement les cas r = p = 4 et
r = 4, p = 5 en remplaçant dans les formules : cela donne le même résultat.
Par conséquent, on a montré que pour
∀r ≥ 4 ; P ′(0.6) > 0
On remarque enfin que, pour tout r ≥ 4,
P ′(1) = 57− 48L3 + 16L1L2 − 4L21 − 4L22
= 57− 48L3 − 4(L1 − L2)2 + 8L1L2
≤ 57− 48L3 + 8L1L2
≤ 57− 48L3 + 8L23
et que cette dernière quantité est < 0 sur [m4, 3[ ce qui montre que
∀r ≥ 4 ; P ′(1) < 0
Pour tout r ≥ 4, l’équation P ′(u) = 0 possède donc une unique solution α dans
[0.6, 1]. La fonction P est donc strictement croissante sur [0.6, α] et strictement
décroissante sur [α, 1].
Etude de P
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u 0.6 α 1
P
′
P
+ −
> 0 < 0
Nous voulons connaître le signe de P sur [0.6, 1] et montrer que P (u) = 0 pos-
sède une unique solution dans cet intervalle. D’après le tableau de variation de
la fonction P , il suffit de montrer que P (0.6) et P (1) sont de signes distincts.
Remarquons en passant que P (1/2) = −2(L1 − L2)2.
Posons
Q2(Z) = P (0.6)
On montre que
Q2(Z) = (9.76X − 9.6X2 − 2.4︸ ︷︷ ︸
<0 si r≥4
)Z2
+ (4.4928− 19.2X + 19.52X2︸ ︷︷ ︸
>0 si r≥4
)Y Z
+ Y 2(9.76X − 9.6X2 − 2.4) + 0.11616− 0.1936X
On constate que Q′2(Z) est une fonction affine décroissante et que
Q′2(1) ≥ 2(9.76X − 9.6X2 − 2.4) +X(4.4928− 19.2X + 19.52X2)
la quantité de droite étant > 0 si r ≥ 8. Par conséquent, si r ≥ 8, on a
Q2(Z) ≥ Q2(X)
≥ (X2 + 1)(9.76X − 9.6X2 − 2.4) +X2(4.4928− 19.2X + 19.52X2)
+ 0.11616− 0.1936X
quantité > 0 si r ≥ 10. On a donc montré que P (0.6) > 0 dès que r ≥ 10.
Il reste à vérifier directement en remplaçant dans la formule que ceci reste valable
dans les autres cas.
On constate dans un premier temps que Q′2(1) > 0 si 4 ≤ r ≤ 7 et p ≥ 8, puis
que Q2(X) > 0 si 4 ≤ r ≤ 9. Il suffit alors de vérifier directement que Q2 > 0 si
4 ≤ r ≤ 7 et r ≤ p ≤ 8 pour conclure, ce qui s’avère exact.
Finalement, on a montré que
∀r ≥ 4 ; P (0.6) > 0
Quant à P (1), on a
P (1) = 9− 9L3 + 10L1L2 − 4L21 − 4L22
= 9− 9L3 − 4(L1 − L2)2 + 2L1L2
≤ 9− 9L3 + 2L23
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et on conclut en utilisant que f(x) = 9− 9x+ 2x2 est strictement négative sur
[m4, 3[. Par conséquent, on constate que
∀r ≥ 4 ; P (1) > 0
Pour conclure définitivement, il reste à examiner les situations exceptionnelles
rencontrées si r = 4 : le cas où p = q = 4 et le cas où p = 4, q = 5. On calcule
alors directement le polynôme P pour confirmer que pour tout r ≥ 4, l’équation
P (u) = 0 admet une unique solution sur l’intervalle [0.6, 1[.
Conclusion
Supposons que l’on soit en présence du spectre des longueurs d’un groupe
Γ(r, p, q), que nous sachions que r ≥ 4 mais que les entiers r, p, q soient in-
connus. Les trois premières valeurs distinctes du spectre sont alors l1, l2, l3. On
trace le polynôme P (u) et on considère d’abord l’équation P (u) = 0 sur [0.6, 1].
La solution α en question fournit l’entier r de la manière suivante
cos
pi
r
= α
et on en déduit p, q avec 
cos pip =
2L1α− L2
4α2 − 1
cos piq =
2L2α− L1
4α2 − 1
Ceci termine la preuve. z
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On prouve ici le théorème :
Théorème 5 Soit Γ(r, p, q) un groupe de triangle avec r 6= 3. Alors la donnée
du spectre des longueurs détermine de manière unique les entiers r, p, q.
Démonstration :
Supposons que l’on dispose du spectre des longueurs d’un groupe Γ(r, p, q) avec
r 6= 3 et que l’on désire retrouver les entiers r, p, q.
On note l1, l2, l3 les trois premières valeurs distinctes de ce spectre et on calcule
pour commencer
Li = cosh
li
2
; i = 1, 2, 3
Considérons la valeur de la systole : si celle ci est < 2 Argch(2), alors r = 2, 3,
(r, p) = (4, 4) ou bien (r, p) = (4, 5). En effet, si l’on n’est pas dans ce cas, la
systole vérifie
cosh
l1
2
= 2XY + Z ≥ 2(cos pi
5
)2 + cos
pi
5
> 2 si r ≥ 5
ou
cosh
l1
2
= 2XY + Z ≥ 2
√
3
√
2
4
+
√
3
2
> 2 si r = 4, p ≥ 6
Si la systole est ≥ 2 Argch(2), on se trouve dans le cadre où l’on sait que r ≥ 4
donc on applique le résultat vu à la section 5.2, qui permet de retrouver r, p, q
en utilisant le poynôme P (u).
Il nous reste à montrer que deux groupes d’un des types suivants
Γ(2, p, q) ; Γ(4, 5, q) ; Γ(4, 4, q)
ne peuvent pas avoir le même spectre des longueurs. Le cas Γ(4, 4, q) a norma-
lement déjà été écarté par l’étude préliminaire des multiplicités.
Γ(4, 5, q) versus Γ(4, 5, q)
Connaissant la systole, une équation de degré 1 à une inconnue permet de re-
trouver q.
Γ(2, p, q) versus Γ(2, p, q)
C’est ce qui est établi au théorème 3.
Γ(4, 5, q) versus Γ(2, p, q)
La systole d’un groupe Γ(2, p′, q′) est ≤ 2 Argch(2). Il faut donc trouver q tel
que √
2 cos
pi
5
+ cos
pi
q
≤ 2
et vérifier pour chaque valeur que l’on ne peut pas les écrire sous la forme
2 cos(pi/p′) cos(pi/q′) avec p′ ≥ 3, q′ ≥ 4. La seule valeur envisageable est q = 5
et on constate qu’aucun des p′, q′ ne convient (il nous suffit de le vérifier pour
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15 ≤ p′ ≤ 21).
On termine ainsi la preuve du théorème 5. z.
Annexe
Le cas (p, r, p, p, r) (p. 84)
La majoration indiquée doit être remplacée par l’étude suivante :
On suppose r ≥ 3 et p ≥ 4. De la même manière que dans le cas (r, p, r, r, p), on
montre que le point le plus proche de x0 est y = s7. En s’inspirant de la figure
du cas précédent, on constate que
coshx0y = coshx0p2 cosh p2y − sinhx0p2 sinh p2y) cos(2pi
p
+ α2 + α1)
Un calcul fournit alors
2∆(1− Y 2)(1 +X)(1 + Y )(1 + Z) coshx0y =
2Y (1− Y 2)(P3P5 + P4P6) + (2Y 2 − 1)(1− Y 2)P5P6 +∆P1P2 − (2Y 2 − 1)P3P4)
avec
P0 = ∆+ 1− Z2 + (1 + Z)(X + Y )
P3 = P0(∆− Z(Z +XY )) + (1 +X)(X + Y Z)(∆ + Z(1 + Y + Z −X))
P4 = P0(2Y 2Z2 + 4XY Z − 1 + 2X2 + Y 2) + (X + Y Z)(1 + Y )((2Z2 − 1)(1 +X + Z − Y ) + 2Z∆)
P5 = 2Z(X + Y Z)P0 − 2Z(1 + Y )(1− Z2)(1 +X + Z − Y ) + (1 + Y )∆(2Z2 − 1)
P6 = (Y +XZ)P0 − (1− Z2)(1 +X)(1 + Z + Y −X) + ∆Z(1 +X)
P1 = 2(X + Y Z)P0 + (1 + Y )(2Z∆+ (2Z2 − 1)(1 +X + Z − Y ))
P2 = XP0 + (1 +X)(∆ + Z(1 + Y + Z −X))
On remarque avant de poursuivre qu’il existe un polynôme R, qu’un omettra
d’expliciter ici, vérifiant
∆P1P2 − (2Y 2 − 1)P3P4 = 2(1− Y 2)∆R(X,Y, Z)
et que le terme de droite tout entier se factorise par 2∆(1−Y 2) dans la formule
donnant coshx0y. L’étude de la fonction
F (X,Y, Z) = 4(1 +X)2(1 + Y )2(1 + Z)[coshx0y − coshC∗(l0)]
permet de conclure à d(x0, y) > C∗(l0) pour tous les r, p, q étudiés.
Reconnaître le spectre de Γ(4, 4, q) (p. 145)
Précisons l’argument indiqué sur la multiplicité.
Γ(4, 4, q) versus Γ(3, p, q)
Pour Γ(4, 4, q) et Γ(3, p, p), l’égalité des systoles impose que l’on doit trouver
deux entiers p, q tels que 2 cos pip = cos
pi
q . Ceci impose p = 3 et q = ∞. Ce cas
est exclu car p = 3 est un cas impossible.
Pour (4, 4, q′) et (3, p, q) ; p 6= q, l’égalité des deux premières longueurs impose
que l’on doive résoudre
1 + Z ′ = Y + Z et
√
2Z ′ +
√
2
2
= 2Y Z +
1
2
L’égalité des deuxièmes longueurs impose p ≤ 6. Un groupe Γ(4, 4, q′) ne peut
donc être isospectral qu’à un groupe Γ(3, 4, q),Γ(3, 5, q) ou Γ(3, 6, q). Nous exa-
minons la systole de ces groupes en la comparant à celle de Γ(4, 4, q′) pour re-
marquer que seuls Γ(4, 4, q′) et Γ(3, q′,∞) ont la même systole pour q′ = 4, 5, 6.
Dans chaque cas, la seconde longueur est différente.
Γ(4, 4, q) versus Γ(4, 5, q)
La comparaison des sytoles impose Γ(4, 4, q) et Γ(4, 5, 5). On vérifie directement
que les valeurs sont distinctes.
Γ(4, 4, q) versus Γ(2, p, q)
La multiplicité de la systole (égale à 2) impose p ≥ 4. On dispose du début du
spectre suivant :
Lsp Γ(4, 4, q) = {l1 = l1 < l2 = l2 = l3 . . .}
La multiplicité de la seconde longueur est ici ≥ 3. Examinons maintenant le
début du spectre des groupes Γ(2, p, q). Si p ≥ 11, la seconde longueur est de
multiplicité exactement égale à 2 car la longueur en question est l2(1, 2) et
que sa multiplicité a déjà été étudiée dans [?], ce qui exclu l’isospectralité de
ces groupes avec un groupe du type Γ(4, 4, q). Reste le cas où 4 ≤ p ≤ 10.
Les calculs numériques montrent qu’alors le seul cas d’égalité est obtenu pour
Γ(4, 4, 5) et Γ(2, 10, 10). Remarquons que ces deux groupes sont commensurables
dans Γ(2, 4, 10). La deuxième longueur permet de différencier ces groupes. Il
faut pour cela la décrire dans le groupe,Γ(2, 10, 10). On constate alors que, si
p = q = 10,
ρ(3)− C(l2(1, q − 1)) = (2Z
2 − 1)[16Z2(2Z2 − 1)− 8Z2(Z2 + Z2) + 2]
1− Z2 > 0
On en déduit donc que
Lsp Γ(2, 10, 10) = {l1(2) = l1(2) < l2(1, 2) . . .}
Ce qui permet de conclure.
Etude de P (2) (p. 139)
Notons que l’on peut également obtenir x2 > 1 si r = 5, 6. Cela ne change pas
le raisonnement car les estimations de P (2)( 12 ) et P
(2)(1) restent valables.
Nous remplaçons donc l’étude faite par la suivante : Commençons pas poser
m4 := 2(cos
pi
4
)2 + cos
pi
4
≤ L1 ≤ L2 ≤ L3 < 3
Le trinôme P (3)(u) possède deux racines réelles x1 ≤ x2 et, dès que r ≥ 4,
x1 =
8L3 −
√
(8)2L23 + 80
40
<
1
2
et
x2 =
8L3 +
√
(8)2L23 + 80
40
Suivant les valeurs des entiers r, p, q, deux cas peuvent advenir : soit P (2) est
strictement décroissante sur [1/2, 1] (si x2 > 1), soit P (2) est strictement dé-
croissante sur un intervalle [1/2, x2] puis strictement croissante sur [x2, 1].
u x1
1
2
x21
P
(3)
P
(2)
+ +−
b
> 0
b
< 0
u x1
1
2
x2 1
P
(3)
P
(2)
+ +−
b
> 0
b
< 0
Dans tous les cas,
P (2)(
1
2
) = 16− 48L3 + 16L1L2 + 16L3
≥ 16− 32L1 + 16L21 > 0
car p(x) = 16− 32x+ 16x2 est strictement négative sur [m4, 3[.
De plus, si r = 5, 6,
P (2)(1) = 272− 176L3 + 16L1L2
≤ 272− 176L3 + 16L23 < 0
car p(x) = 272− 176x+ 16x2 est négative sur [m4, 3[.
Si r = 4, on constate enfin que
P (2)(1) = 272− 88
√
2− 304Y Z + 16
√
2Z2 + 16
√
2Y 2
≤ 272− 88
√
2− 152
√
2Z + 32
√
2Z2
la dernière quantité étant strictement négative si q ≥ 6. Il reste à examiner les
cas r = p = q = 4 et r = p = 4, q = 5, ce que nous feront séparemment en
calculant directement le polynôme P .
On a donc montré pour l’instant que, si p ≥ 4, q ≥ 6, P (2) = 0 a une unique
solution x3 dans l’intervalle [1/2, 1].
La fonction P ′ est donc strictement croissante sur [1/2, x3] et strictement dé-
croissante sur [x3, 1].
Cette thèse est dédiée à celle qui est en filigrane de tout . . .
« Tu étais si belle dans le matin
que j’ai cru que je n’allais pas mourir »
Claude Esteban
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Résumé 
 
Dans ce mémoire, on décrit le début du spectre des longueurs  de tous les groupes de triangles 
associés à un triangle hyperbolique (r,p,q) avec  r,p,q entiers ordonnés dans l’ordre croissant. 
On montre alors que la donnée du spectre des longueurs caractérise, sauf si r=3 , la classe 
d’isométrie d’un tel groupe parmi tous les groupes de triangles.  
 
 
Abstract 
 
In this report, we describe the beginning of the length spectra of the triangles groups 
associated with a hyperbolic triangle (r, p, q) with r, p, q integers were ordered in the 
increasing order. We show while the datum of the length spectra characterizes, except when 
r=3, the class of isometry of such a group among all the triangles groups.   
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