We investigate UK productivity growth in retailing using business level data 1998-2002. We set out the data available, document productivity levels and productivity growth. We find evidence of considerable productivity dispersion. We also find that adjusting for part-timers affects level comparisons but not in the time series. We also find that entry and exit was a substantial contributor to productivity growth over the period.
Introduction
Retailing productivity has become an area of acute UK policy interest in recent years, for at least two reasons. First, much productivity analysis is of manufacturing and it is therefore of interest to study productivity in the service sector. Second, in Basu et al's (2003) study of the US TFP acceleration in the late 1990s versus the UK deceleration, they find that retail trade and hotels and catering "account" for about three-quarters of the U.S. acceleration (Domar weighted industry TFP growth) and one-third of the U.K. deceleration. Retailing therefore looks to be a potentially crucial sector.
Our purpose in studying retailing at the micro level is threefold. First, we are not aware of any UK micro level studies of the entire sector before. 1 Second, Foster, Haltiwanger, and Krizan (2002) find that productivity growth in US retailing is due to the entry and exit of new stores, rather than productivity growth in incumbent stores. This has generated a good deal of policy interest since it has been conjectured that restrictive UK planning and/or land use regulations might hold UK productivity back in this crucial sector. One test of this is to see how much productivity growth in UK retailing arises from entry and exit and this can only be done using the micro data. Third, and related, there is some evidence of increasing returns to scale in retailing (Competition Commission, 2002) and thus possible restrictions on entry and exit might be crucial.
The paper proceeds as follows. In section 2 we document the data sources, then describe, in section 3, entry and exit. Section 4 looks at productivity levels and growth.
Section 5 concludes.
The retailing data

Time period and industries.
The data in this paper comes from the Annual Respondents Database (ARD). This is a comprehensive business database that is based on the Annual Business Inquiry (ABI) performed by the Office for National Statistics (ONS). Regarding time period, the data available to us is annual from 1997. As we shall see however the 1997 data is not accurate and therefore in practice our analysis starts in 1998. At time of writing the 2002 data was the final period available. 2 1 With the exception of Haskel and Kwanja (2001) , an early version of this paper. The main difference between this paper and the previous one is that this one uses and extra year of data, and computes numbers using a different employment measure. The latter turns out to make a substantial difference since the earlier employment measure was available only for a subset of firms causing many firms to be dropped. This affects the productivity decompositions, see below. 2 We particularly thank Felix Ritchie for helping in the timely provision of the 2002 data.
As for industries, the ARD database covers almost all firms with Standard Industrial Classification (SIC) codes from 2010 to 93050. The retailing sector is covered by SIC92 codes from 52111 to 52740 i.e. all codes beginning with 52. Retailing is then split into 7 broad categories, as listed in Table 1 .
Units of analysis
A crucial issue in what follows will be whether the analysis is by store, chain of stores, or chain of chain of stores. This section sets out in some detail what data are available to us. 3 To summarise, (a) Employment, entry and exit data are available by store, but (b) Productivity data are available by chain of stores.
Business structure: enterprises, enterprise groups and local units
The fundamental business data set in the UK is the Interdepartmental Business Register (the IDBR). This business register is compiled using a combination of tax records on VAT and PAYE, information lodged at Companies House, Dun and Bradstreet data and data from other surveys. The IDBR has been operating since 1994 (before the IDBR register information was rather uncoordinated across different government departments). The IDBR tries to capture the structure of ownership and control of firms and plants or business sites that make up the UK economy using 3 aggregation categories: local units, enterprises and enterprise groups. Their meaning is best illustrated by means of an example set out in Figure   1 .
Consider the left hand panel. Suppose that Brown is a single business, operating in a single location, producing goods for a single industry. Now consider the right side of the panel. Smith and Jones Holdings are a holding company, registered in London. In turn, they own two businesses, Smith and Jones, who are involved in separate industrial activities.
Smith has four shops (or more generally plants/business sites i.e. a particular geographic location where trade occurs), Smith North, Smith South, Smith East and Smith West. Jones has a shop, Jones North and an R&D lab, Jones R&D.
Brown, being responsible for a single business activity, is an "enterprise". Smith and Jones Holdings, owing businesses with distinct business activities, is called an "enterprise group" 4 . Smith and Jones are two enterprises.
What of the shops? All business sites, a business entity at a single mailing address, are called "local units". Consequently if Jones R&D is located at a different site than Jones North the enterprise Jones would consist of two local units. If Jones R&D was located at the same site 3 It follows closely Criscuolo, Haskel and Martin (2003) . 4 A holding company responsible for a number of enterprise groups is called an "apex enterprise".
as Jones North the two would form one local unit for the IDBR 5 . (The diagram also refers to reporting units, this will be explained below).
Maintaining information on business structure: enterprise groups, enterprises and local units
The Annual Register Inquiry (ARI) is designed to maintain the business structure information on the IDBR (Jones, 2000, p.51) . It began operation in July 1999 and is sent to large enterprises (over 100 employees) every year, to enterprises with 20-99 employees every four years and to smaller enterprises on an ad hoc basis. The ARI currently covers around 68,000 enterprises, consisting of about 400,000 local units. It asks each enterprise for employment, industry activity and the structure of the enterprise. For the Brown enterprise in our example this is straightforward. A multi-site enterprise such as Smith receives a form and is asked to report on its overall activity and employment. It will also be sent 4 extra forms to report the same for each local unit. If Smith has closed a local unit it must report this on the form. If a local unit has opened it has to fill out extra forms, which are obtained from ONS by an automated procedure. Returns from the ARI update the IDBR in the summer of each year.
Maintaining information on employment, turnover and other data
As well as the structure of business information, the IDBR holds other data, such as address and SIC code. However, since the IDBR is based mostly on tax data (plus old records from previous inquiries), it also sometimes contains other data. Output information on the IDBR comes from VAT records if the original source of business information was VAT data.
Employment information comes from PAYE data if that is the source of the original inclusion. Thus as long as the single-local unit enterprise Brown is large enough to pay VAT ((the threshold was £52,000 in 2000/01) it would have turnover information at the enterprise and local unit level. On the other hand, if Brown does not operate a PAYE scheme, it will have no employment information. However, employment data is required to construct sampling frames and hence is interpolated from turnover data. For the multi-local unit enterprise Smith, no turnover information will be available for Smith's local units, since most multi-local unit enterprises do not pay VAT at the local unit level. If the PAYE scheme is operated at the local unit level, it would have independent employment data.
There are two other ways in which employment and output data are gathered. The first is if the business is included ARI (although note that the and the second if it is included in the Annual Business Inquiry (ABI), see below. 5 The two could nevertheless be separate local units depending on the survey. If for example an R&D survey which collects data just for the R&D part of the business was undertaken, this would identify them as distinct. Thus some care has to be taken in matching business using different surveys.
The ABI and the ARD.
Whilst the IDBR holds much useful information, more data is required on outputs and other inputs, in order to calculate GDP. Thus the ONS conducts a business survey, based on the IDBR. This is the Annual Business Inquiry (ABI) and the ARD consists of the panel microlevel information obtained from successive cross-sections of the ABI. The ABI covers production, construction and some service sectors, but not public services, defence and agriculture. 6
The questions asked on the ABI for retailing vary somewhat. They are required to provide details on turnover (total and broken down in retail and non-retail components, and by commodity sold), expenditures (employment costs, total materials and taxes), items defined as work in progress, capital expenditures (separately for acquisitions and disposals). They also have to answer sections related to import or export of services and on the use of E-Commerce and employment, with further data on part-timers. However, the survey form can be sent in a long or in a short format. The main difference between the two types of formats is that in long format firms are required to provide a finer detail of the broad sections defined above. For instance, in the long format firms break down their disposals and acquisitions information about 20 different items, whereas in the short format they only report the aggregate values. Also, in the long format, firms answer on questions such as the total number of sites and the amount of squared metres they consist of.
Reporting units, selected and non-selected data
The ABI is covered by the Statistics of Trade Act, 1947, and therefore the firms are obliged by law to provide data if they get a form. 7 To reduce compliance costs however, the ABI is 6 The ABI replaces Annual Employment Survey, Annual Census of Production and Construction (ACOP/ACOC), and the six following Annual Inquiries: wholesale, retail, motor trades, catering, property, service trades. In Catering and Allied Trades, between 1960 and 1979 there was a benchmark inquiry into catering roughly every four years or so, but from 1979 the inquiry became annual. There has been a property inquiry since the mid 1950s but until 1994 data was only collected on capital expenditure. From 1995, the range of data was extended to bring the inquiry in line with the other DS inquiries.
Wholesaling and Dealing -The first major inquiry into wholesaling and dealing was carried out in respect of 1950, as part of the Census of Distribution. Subsequently, periodic large-scale detailed inquiries were conducted in respect of 1959, 1965, 1974 and 1990, but not a Census of all local units. This is in two regards: aggregation and partial sampling.
Regarding aggregation, enterprises normally report on all their local units jointly. There are two major exceptions. First, if the enterprise has local units in both Britain and Northern Ireland, there is a legal requirement for the ONS to keep data for these two areas separately and therefore enterprises are required to report data separately in this case. Second, there is separate reporting on LUs if a business explicitly requests such a split. So for example, Smith may decide to report on North and South combined and East and West separately. It is worth noting at this point that the RU and LU distinction is crucial for our analysis. For example entry and exit at the LU level might look very different to that at the RU level.
Regional issues are also important here: looking at RU data when an RU reports on a number of LUs where the LUs are based in different regions may give a very different picture to looking at LUs.
Regarding sampling, to reduce costs, only reporting units above a certain employment threshold (currently 250 9 ) are all sent an ABI form every year. Smaller reporting units are sampled by size-region-industry bands. 10 In the ARD, all data returned from reporting units is held on what is called the "selected" file. Other data is held on the "non-selected file".
Since the non-selected RUs are not sent a form, the non-selected data is of course the IDBR data.
In what follows we start by showing the number of and relation between LUs and RUs. We then ask what the data can be sensibly used for in analysis of size, entry/exit and productivity.
Evidence on RUs, LUs in retailing.
Let us now look at the numbers of LUs, RUs, etc. Table 2 sets out some of the relevant data.
First, looking down column 1, top panel, there were 204,091 RUs in all retailing in 2001 and 292,115 LUs. Recall that RUs can report on one or more LUs, so the higher number of LUs is to be expected. Many of these RUs and LUs, by number, are in "other retail", "food, beverages, tobacco" and "non-specialised". The remainder of the top panel shows data on the 8 On other surveys the RU structure might be slightly different, for example on the R&D survey Jones might report on Jones R&D only which would be its RU for that survey. This matters when matching surveys. 9 The threshold was lower in the past. See Barnes and Martin (2002) for more details. 10 The employment size bands are 1-9, 10-19, 20-49, 50-99, 100-249, the regions are England and Wales combined, Scotland and Northern Ireland. Within England and Wales industries are stratified at 4 digit level, NI is at two digit level and Scotland is at a hybrid 2/3/4 digit level (oversampling in Scotland and NI is by arrangement with local executives). See
Partington (2001). numbers of LUs that RUs report on. Column 3 shows that 11,527 RUs report on more than one LU. Thus, as column 4 shows, 192, 564 RUs, the bulk of the LUs, just report on one LU.
The remaining columns sum up to 11,527 in column 3. So for example, the final column shows that only 160 RUs report on more than 100 LUs. In sum, approximately two-thirds of retailing outlets were accounted for by stand-alone businesses (192,564/292,115) . Looking at the individual sectors, the distribution of units is the same in all seven.
These data are just numbers of RUs and LUs. The lower panel shows the average employment that these units account for. Here the picture, not surprisingly, is rather different. Columns 1 and 2 of the lower panel show mean employment in RU and LU (headcount, not FTE) is 13 and 9 in all retailing respectively. In the single LU RUs, it is 3.66. But looking at the last column, the RU who reports on more than 100 LUs has average employment per RU of almost 9,000. This figure, particularly, large in non-specialised, hints are concentration of employment, as we shall see later. Likewise in pharmaceuticals and other, the largest group accounts for under 2% of RUs by number., but 40% and 43% of total employment. By contrast second-hand stores are concentrated by both number and size in small groups., and so is, to a lesser extend, food, beverages and tobacco. 11
The concentration of employment is shown in Table 4 which shows the percentage of the sector's employment in the top 5 and 10 RUs and LUs. Looking at the RU data, in nonspecialised and not-in-stores, just ten stores account for over half of total employment.
Looking at the LU data, the numbers are much less, since that is data by shop. This turns out to be an issue in the computation of productivity decompositions, see below. 11 One issue for us is whether significant RUs change industry over time e.g. from many retailers are wholesalers as well and could be classified in different industries over time. To check this, we looked at the 6 largest supermarkets in the data set and found that they were consistently classified to one industry (SIC 52119). Evidently then, we do not have this problem in the data set for these companies.
Finally, the above data has shown the relation between RUs and LUs. Table 5 shows the relation between RUs and Enterprise groups. Most enterprise groups consist of one RU i.e. the mean number of RUs that each Enterprise group consists of is 1.01 in all sectors.
Thus far we have looked at employment by sector. What of regions? Table 6 shows mean employment by region. Consider first the average employment per RU in column 1. This is 20 in the Southeast, larger than elsewhere. The issue here of course is that RUs might report on a number of LUs and so if the RU is the head office, located in London, for example, this might be a misleading number for the average size of the actual store. Thus column 2 shows average size by LU. Here London is again the largest, but proportionately much less large than when measured by LU. To see whether these are significantly different, Table 7 shows the results of two analysis of variance exercises with employment, measured by LU and RU conditioned on year, region, industry and region*industry. In all cases LU and RU employment varies significantly across industries and regions and their interaction.
Section summary
We find (a) In 2001 there were 292,115 stores in UK retailing and 204,091 firms/chains. But just 160 chains accounted for 54% of total employment (b) Average store sizes are significantly different across regions and varies between 12 employees in the South East and 4 in Wales. problems with the business register in 1997. Table 9 and Table 10 show data on entry and exit rates by industry and region. By industry, entry and exit rates for LUs (lower panel of Table 9 ) look quite similar, with 14% in "Not in Stores" and 6.79% in "Food, beverages and tobacco" being the maximum and minimum entry rates and 16.09 and 10.99 being likewise the maximum and minimum exit rates.
Entry and exit
Regional differences in entry and exit rates by LUs (lower panel of Table 10 ) are quite small with maxima and minima of 10.84 and 8.20 and 13.58 and 11.20 respectively.
Since it has been argued that restrictive zoning policy has affected UK productivity it is of interest to see if these numbers are significantly different across regions, assuming that zoning policy differs across regions. Thus we looked at a similar analysis of variance by analysing regional entry and exit, measured by LU by region, industry and region times industry, see Table 11 . We conclude from this table that industry -rather than regionaldifferences explain more of the variation in the data. We now consider whether there are differences in employment. 12 Turning to the regional figures, the sizes of are rather similar across regions with the exception of the South-East where all types -except exitors -seem to be larger.
Section summary
We find:
(a) Entry/exit/stayers are stable fractions of all stores being about 19%, 8% and 69% (the rest are stores who survive one year).
(b) Entry and exit rates are highest in "Not in Stores" and "Food, tobacco and beverages" respectively and in the South East (and Scotland) and North West respectively.
(c) By employment, entrants and stayers are largest in the South East.
Productivity
What productivity data is available?
As discussed above, data is at essentially two levels, RU and LU. RU data is returned data i.e. it relies on data actually reported by firms. LU data is a mix of data that is from the ARI, and so is reported by firms, and from other sources e.g. taxes, which is inferred. Now, given that the LUs correspond to stores, this would seem to be the most desirable for a number of cases, especially since a number of retailers consist of many stores. Thus can we use the LU data? For single unit RUs we can use the RU data which is the LU data. Thus the question is whether we can use the LU data that does not correspond to single unit RUs. That data is from the IDBR data, which is either from the IDBR administrative sources i.e. the VAT or PAYE, or other data that brought the business onto the register in the first place, or the ARI.
The following points regarding these data are worth noting.
First, since some of the input data is interpolated from sales data and vice versa, one cannot do productivity studies. Second, there is a specific problem with employment data on the IDBR. According to ONS (2001), when a business first arrives on the register, its employment, if present, is frozen at its first reported point until updated. Turnover is updated however. Thus productivity for these businesses is unreliable unless their employment is updated. Updating is done from the results of the ARI, or before the ARI was introduced, if the firm was in one of the Annual Employment Surveys (AES). We can get some impression of the problem by considering Table 4 refer to different size bands. The final column shows that 8.5% of total employment had not been 12 One concern here is that LUs who change industry, perhaps due to misreporting, might show up as entrants and exitors.
To prevent this from distorting the numbers, for LUs who changed industry only once, we assigned LUs to their modal industry throughout the period. updated since 1993. 1993 is the year when there was last a Census of Employment. Looking at columns 1 and 2 we see that the updating problem is concentrated in the smallest enterprises. 28.7% of employment in enterprises of size 0-9 and 40.2% of employment in enterprises of size 10-19 had not been updated since 1993. Indeed row 11 of Table 4 also reports that 56.9 and 21.8 of enterprises of size 0-9 and 10-19 have never been sent an ARI form or included in the AES. By contrast, larger enterprises are updated more frequently.
An additional problem is that the ONS (2001) also state that even larger enterprises in the ARI or AES, may not have fully reported on their local units (see also Partington, 2001) 13 .
This suggests that the employment and therefore productivity data on these smaller enterprises, who are overwhelmingly in the non-selected sample, is likely very unreliable.
In what follows therefore, we use productivity data at the reporting unit level, from the selected file.
Data available on outputs and inputs
As described above, the only reliable input and output data is that available for RUs and Partington (2001) states that the AES sent x LU forms to each multi-LU enterprise with x based on the expected number of LUs according to administrative sources. Enterprises with less LUs disposed of excess forms, but since there was no systematic method of obtaining more forms, RUs with more LUs than expected simply did not report on these "excess" LUs.
Deflators
Published data on services produced by the ONS uses different deflators depending on the nature of the data being presented. The most commonly used are GDP deflators, but others include the Retail Price Index, and the Producer Price Index. For the retail sector, the ONS produces a separate index called the Retail Sales Index, which collects retail sales figures on a monthly basis. This is used to produce a disaggregated price index for the 4 digit SIC codes within the retailing sector, and is therefore covering in detail the specific area we are looking at. We believe this is the most appropriate index to use for our particular work, due to its concern with only those firms with retail SIC codes, and due to how it is measured.
Productivity in retailing: Definitions.
What is the correct measure of productivity in retailing? A number of papers discuss this issue. Triplett and Bosworth (2002) note that the BLS uses turnover per employee and the BEA gross margin (sales less goods sold). We can also construct gross margins, but we then have the problem of double deflation since there are no input deflators for retailing. Thus, for example, the shift of sales from a high price department store to a low price discount store is treated as a reduction in quality not a reduction in price. One method is therefore to try to deflate margins directly by price indices that account for some of the variation in margins such as floor area, stock keeping units, type of store (discount etc). Since we do not have these data, for output we use gross output and value added. For employment we use employment and FTE employment.. 14
Weights
Since we use the selected file we deal not with the whole industry, but a sample. Thus we need to develop weights to use where appropriate. To do this we use both the selected and non-selected file, but with a robustness check as follows. We combined both files to make a grand file of selected RUs and non-selected LUs. We then split the sample into six size bands (0-9, 10-20, 21-50, 51-100, 101-250 and 250+). We then calculated weights as the sum of selected and non-selected employment divided by selected employment in each sizeband. So for example, if a firm falls into sizeband 50-99 and total selected employment was 1,000 but total selected and non-selected employment was 2,000, the weight for that sizeband would be 2. We checked to see that no weight was abnormally large.
14 In their US study, Foster, Haltiwanger and Krizan (2001) data appear to be slightly greater than the 1998 data, suggesting negative labour productivity growth. This could be due to problems with the 1997 data. Second, there is interesting variation by per person and per FTE. The levels are greater with FTEs in both cases, as would be expected, but the growth rates are similar.
Productivity findings
Third, it is of interest to check these data against official data, noting that the ARD is a research tool and may not match official data sources. The official data available to use is set out in the lower part of the table, under the heading "published". The first row shows the growth rate (of value added per person, 1998-2002) computed from the published ABI tables.
These tables are the aggregated numbers published by the ONS based on the disaggregated ABI data we have used. These match our numbers very closely which is reassuring given the uncertainties over weighting.
Whilst these ABI numbers are released, they are not the official productivity growth figures, which are instead provided for more aggregated industries and to be congruent with the National Accounts. The next two rows report these. They are first the official published experimental data for labour productivity for the non-production industries, based on Daffin, Reed and Vaze (2002) . These data are not available for retailing alone, but for retailing, distribution, hotels and catering. The numbers are much lower than ours, but this could reflect low productivity growth in the other sectors. Finally, the final row shows the comparable numbers from the EU KLEMS project data which builds on the OECD STAN project for the UK and, for comparison, the US. Again, our UK numbers are rather higher than these. (=32.86/23.21-1). In supermarkets the larger firms have a productivity advantage over other classes except for the very smallest firms, but it is less of an advantage when using FTEs. and interquartile range of 0.5 for hours-weighted log gross output per head in after taking deviations from four-digit means. We use data on log gross output per FTE in after taking deviations from three-digit means. As the table shows, we find a slightly higher standard deviation and interquartile range than they do.
Productivity levels by size
Productivity spreads
The sources of productivity growth
What is the contribution of entry and exit to productivity growth in services? We employ the decomposition of Foster, Haltiwanger, and Krizan (FHK, 1998) . Start by writing manufacturing-wide productivity in year t, P t as:
where θ i is the share of establishment i (employment share) and p it is ln(GVA i /n i ). Foster, Haltiwanger and Krizan (1998) where S, N and X denotes the establishments that survive, enter and exit respectively between t and t-k. We denote this the FHK decomposition. The first term in (2) shows the contribution to productivity growth of growth within the surviving establishments, or the "within" effect. The second term shows the contribution of changes in shares of the survivors weighted by start period productivity relative to the average (often termed the "between" effect). So, productivity grows if the shares of higher productivity establishments increase.
The third term is an additional covariance term that is positive when market share increases (falls) for establishments with growing (falling) productivity. The fourth and fifth terms show the contribution of entry and exit. 15 They are positive when there is entry (exit) of above-(below-) average productivity establishments.
To calculate this we proceed as follows. First, we performed the decomposition 1998-2002.
Second, recall that RUs can exit and enter from the selected file either if they truly have 15 With industry data one can decompose ∆P t into the within and between terms, but cannot of course account for net entry.
See Cameron et al (1998) for implementation of this on UK data. entered and exited or if they have moved to the non-selected file. Thus we use the selected and non-selected data to identify true exitors and entrants. Third, we dropped all nonselected firms, since we do not have productivity information for them, and all those firms who falsely entered and exited the selected sample; we do not have productivity information for them in at least one year and we do not want to ascribe a part of entry and exit to them. Therefore, we therefore identify survivorship, entry and exit for a set of firms who are selected and do not falsely enter and exit the selected file. Fourth, we calculate two sets of weights: employment weights and also employment weights taking into account sampling. 16 Fifth, we perform these calculations by three-digit industry, i.e. the P in (2) is the three-digit average industry productivity level and the θ is the share of three-digit industry employment. Sixth, all employment data are FTE employment. Seventh, the overall numbers for all industries are constructed as a weighted sum of the numbers for the individual industries, where, following Foster et al (2002) the weights are the share of gross value added (since we use value added as our productivity measure in the decomposition) in each industry averaged over the start and end period. Seventh, the data are deflated by prices from the Retail Sales Inquiry values as above.
The results are shown in Table 18 . This uses gross value added per FTE as the productivity measure. The top panel uses all RUs and the lower drops some, see below.
Consider first the top panel. This shows, for each industry, the contribution of stayers and the sum of entry and exitors. The left hand panel performs the decomposition without sampling weights and the right with sampling weights. The italicised numbers on the right are the (gross output) weights of each industry in overall gross output and the frequencies of each type.
The top row is somewhat complicated so consider the second row, for "food, beverages and tobacco" first. Overall productivity growth is 7% over the whole 4 years. The contribution of stayers (49 RUs) and entry/exit (341 and 170 RUs) is over one, meaning that each group contributed more than overall productivity growth. In this case entry and exit was in fact a drag on productivity growth. Looking at the other industries, the effect of entry and exit is beneficial in all cases except in "not in stores".
Turning to the top row, i.e. the non-specialised sector, which as 104 stayers, 287 exitors and 203 entrants. Productivity growth is negative. In the raw data, the effect of entry and exit is positive and that of stayers negative. Thus in the table we write the entry/exit term as being positive, since the entry/exit process helped productivity growth and the stayer term as negative since it hurt productivity growth. We do this in all cases where productivity growth is negative i.e. the term in the cell is the effect as a fraction of overall productivity growth but 16 The former are straightforward being employment for unit i divided by employment in all i units in the industry. The latter is employment in plant i times the weight that plant has, divided b the sum of thus weighted employment in the industry. the sign takes the sign of the contribution. 17 Thus in all cases for "non-specialised" stayers had a negative impact on productivity growth and entry/exit a positive effect. Note that some of these numbers are very large because the underlying (4 year) productivity growth figures are rather small.
The overall picture is that the entry/exit process contributes positively to productivity growth accounting for 70% of overall productivity growth with no sampling weights and 82% with sampling weights.
There are at least two robustness checks of these numbers that suggest themselves. First, as the "ind weight" column indicates, much of retailing is in the "non-specialised" category. If we recompute the overall figure leaving this category out (and reweighting accordingly) we obtain an overall contribution of stayers of 40% and of entry/exit of 60%. Second, as we have seen, when using LU data, each LU has a small share of total employment. However, since sectors of retailing are so concentrated, the largest RUs potentially have a very large θ (think of a Wal-Mart store versus all of Wal-Mart). Thus these calculations might be sensitive to whether or not one includes a large store, if, for example, that large store exited, or had particularly poor productivity growth. In a sense since the decompositions add up the overall productivity growth one is simply decomposing a different summation of productivity growth, but nonetheless one might reasonably argue that it is important to see if the overall conclusions on entry and exit are influenced. Thus the bottom panel of Table 18 examines this by dropping the top two RUs, by weight size, in each industry. As the panel shows the overall entry/exit contribution falls but is still more than half the total.
How do these numbers compare with the US data, which shows almost 100% of productivity growth between 1987-97 (and subperiods) to be due to entry and exit? 18 The US data are for individual stores, not firms as we have here. However, Table 3 of FHK also provides data on the fraction of entry and exit due to expansion and closure of stores within existing firms.
This shows that 40% of all productivity growth is due to this source. Thus a US decomposition using firms would show that 40% of productivity growth is due to within-firm effects and 60% due to entry and exit. This is not that far away from what we find here.
Finally, we wish also to look at the decompositions by region. However, there are two problems with this. First, we have very few regional observations to do this by industry and were uncomfortable with analysing the contributions of a region consisting of many industries relative to average productivity of the region. Second, as discussed extensively above, regional entry and exit of RUs is not likely to be the relevant concept for seeing if planning restrictions, which presumably impact on LUs, matter.
Section summary
We find (a) Productivity is best measured at the RU level (b) Aggregate productivity growth is higher than that published (c) The variation in labour productivity across retailers is rather larger than in the US (d) If anything, the contribution of entry and exit to productivity growth is somewhat larger than in the US.
Have restrictive zoning laws held UK productivity back?
On the basis of these numbers what can we say about the proposition that zoning laws have hindered productivity growth in UK retailing? First, it depends what effect zoning has.
Suppose first that there are economies of scale in retailing and regulations stop firms from entering at MES. Thus it likely affects the entry of large shops and means that there is less possible avenue for entry to boost productivity growth. On the face of it this would seem not to be supported by the data, for we find comparable entry and exit contributions to the US, if not a bit higher. One caveat is that since our data are at the RU level, entry and exit is dominated by RUs accounted for by single-LU RUs, which, as we have seen are small anyway. But if that was the case, and such entrants are suboptimally small, then we would see even less effect from entry and exit.
Another possibility is that zoning laws make land and entry expensive so that only high productivity businesses can enter. If this is the case we might expect a greater contribution from entry and exit. We find this. It would be best to investigate more of this entry and exit contribution to better establish this point: it would, for example, be of great value to compare the average entry/exit advantage/disadvantage relative to the stayers in different countries.
Another avenue for future work is to see if regulation differs across regions and whether this is reflect in different entry and exit effects. The RU problem is potentially acute here, since regulation would likely affect LUs but have ambiguous effect on multi-LU RUs.
We could however investigate the average entry rates of LUs, but not their contribution to productivity growth.
Conclusions
We have used a new micro-level data set to study productivity in UK retailing, 1997 UK retailing, -2002 We have used store level data to look at concentration and entry and exit, but, due to data limitations, chain of stores level data to look at productivity and productivity growth. Among our findings are: (a) In 2001 there were 292,115 stores in UK retailing and 204,091 firms/chains. But just 160 chains accounted for 54% of total employment (b) Average store sizes, entry and exit rates are significantly different across regions and industries (c) Entry/exit/stayers are stable fractions of all stores being about 13%, 13% and 69% (the rest are stores who survive one year).
(d) Productivity levels are strongly affected by whether productivity is measured by heads or full-time equivalents.
(e) Implied aggregate productivity growth from our data is somewhat higher than that published (f) The variation in labour productivity across retailers is rather larger than in the US (g) If anything, the contribution of entry and exit to productivity growth is somewhat larger than in the US. <2000 Note: some of the cells have been suppressed for disclosure reasons. Columns 4, 5, 6, 7 and 8 add up to column 1. Columns 5,6,7 and 8 add to column 3. Source: authors' calculations from ARD. Source: authors' calculations from ARD. Source: authors' calculations from ARD. Source: authors' calculations from ARD. Note: All data are transformed first into deviations from three digit industry means. Source: authors' calculations from ARD. 1300 Note: Productivity is calculated as gross value added per FTE. Numbers in STAYERS and ENTRY/EXIT columns are shares of total productivity growth in the "Prod g" column, except where "Prod G" is negative in which if the STAYER or ENTRY/EXIT effect is positive then the number in the cell is positive (to denote that the contribution to productivity growth is positive, even though productivity growth is overall negative). All sector data is industry share weighted STAYERS and ENTRY/EXIT effects divided by industry share weighted productivity growth, see text for details. Source: authors' calculations from ARD.
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