Abstract. We consider the parallel variable distribution (PVD) approach proposed by Ferris and Mangasarian [SIAM J. Optim., 4 (1994), pp. 815-832] for solving optimization problems. The problem variables are distributed among p processors with each processor having the primary responsibility for updating its block of variables while allowing the remaining "secondary" variables to change in a restricted fashion along some easily computable directions. For constrained nonlinear programs, convergence in [M. C. Ferris and O. L. Mangasarian, SIAM J. Optim., 4 (1994), pp. 815-832] was established in the special case of convex block-separable constraints. For general (inseparable) constraints, it was suggested that a dual differentiable exact penalty function reformulation of the problem be used. We propose to apply the PVD approach to problems with general convex constraints directly and show that the algorithm converges, provided certain conditions are imposed on the change of secondary variables. These conditions are both natural and practically implementable. We also show that the original requirement of exact global solution of the parallel subproblems can be replaced by a less stringent sufficient descent condition. The first rate of convergence result for the class of constrained PVD algorithms is also given.
Introduction.
We consider the general nonlinear programming problem min x∈C f (x), (1.1) where C is a nonempty closed convex set in n and f : n → is a continuously differentiable function. We first describe the PVD algorithm proposed in [4] and, in the unconstrained case, further studied and extended in [25, 7] . Let the problem variables x ∈ n be partitioned into p blocks x 1 , . . . , x p such that x l ∈ n l , p l=1 n l = n. These blocks of variables are then distributed among p parallel processors. Each processor has the primary responsibility for updating its block of variables by solving the parallelization problem (see Algorithm 1.1 below). The remaining "secondary" variables are allowed to change in a restricted fashion along some easily computable directions. The distinctive novel feature of this algorithm is the presence of the "forget-me-not" term x ī l + D ī l µl in the parallel subproblems (1.2) which allows for a change in "secondary" variables. This makes PVD fundamentally different from the block Jacobi [2] , coordinate descent [26] , and parallel gradient distribution algorithms [16] . The forget-me-not approach improves robustness and accelerates convergence of the algorithm and is the key to its success. The parallelization phase in Algorithm 1.1 is followed by a simple synchronization step which selects a point with the objective function value at least as good as the smallest among all the new points computed by the parallel processors.
We now formally state the algorithm. • Synchronization: Compute x i+1 such that
In the above algorithml denotes the complement of l in the set {1, . . . , p} and
(e.g., quasi-Newton or steepest descent directions in the case C = n ) along its block diagonal as follows:
The synchronization step in Algorithm 1.1 may consist of minimizing the objective function in the affine hull, subject to feasibility, of all the points computed in parallel by the p processors. In principle, any point with the objective function value at least as good as the smallest computed by all the processors is acceptable. We refer the reader to [4] for a study of computational efficiency of the PVD approach and other practical issues.
In [4] it was shown that in the special case when the feasible set C has blockseparable structure (i.e., C is a Cartesian product of closed convex sets), every accumulation point of the PVD iterates satisfies the minimum principle necessary optimality condition [15] . It was further stated that in the case of inseparable constraints, the PVD approach may fail. The following example was employed to illustrate this conclusion.
This strongly convex program has a unique global solution at x 1 = x 2 = 1. However, the point x 1 = 0.5, x 2 = 1.5 is a global minimum with respect to both x 1 and x 2 , separately, subject to the problem constraint 0.5 = arg min = 0, then the algorithm will fail to make any progress towards solving the original problem. Moreover, every point in the set {x | g(x) = 0, x ≥ 0} has the same property, while only one of them is the true solution of the original problem. It was therefore argued that having a stationary point that results from minimizing the objective function with respect to individual blocks of variables and subject to the problem constraints does not result in a useful point unless the constraints are separable [4] . While this is true for an arbitrary choice of directions in D ī l (note that in the example above, zero directions were used), it seems clear that one of the keys to success of any PVD algorithm should be precisely a reasonable choice of directions for change in the secondary variables. In fact, the presence of forget-me-not terms is what separates PVD from other related parallel techniques [2] . It is therefore natural to choose the directions in a special way and study their effect on the properties of the algorithm. In [25] , by imposing natural restrictions on these directions, we were able to strengthen convergence results for unconstrained PVD. A reasonable choice of directions also allowed us to propose useful generalizations, such as algorithms with inexact subproblem solution and a certain degree of asynchronization [25] .
We now define the following projected gradient residual function
where P C [·] stands for the orthogonal projection map onto the closed convex set C; i.e., P C [y] := arg min x∈C x − y . It is well known that some x ∈ n satisfies the minimum principle necessary optimality condition [15] for problem (1.1)
if and only if r(x) = 0. We shall call such x a stationary point of (1.1). Our stopping criterion for Algorithm 1.1 will consist of checking whether at the current iterate x i the minimum principle optimality condition is satisfied; i.e., r(x i ) = 0. In this paper, we propose to employ the residual (projected gradient) function (1.4) for the change of secondary variables in problems with general convex constraints. In particular, we set
are comprised of the portions of the projected gradient direction, that is
Let us go back to the example above. As before, consider the point x 
The solution of the first subproblem is y In section 2 we show that, for the choice of directions given by (1.5), the PVD algorithm converges under no special assumptions on the structure of the feasible set (see Theorem 2.1). Moreover, we prove convergence for the case of Hölder continuous gradient of the objective function (Lipschitz continuity was assumed in [4] and [25] ). We are further able to give the first rate of convergence result for the constrained PVD methods (Theorem 2.2). Finally, in section 2 we also show that the exact global solution requirement for parallel subproblems (1.2) can be replaced by a less stringent condition of sufficient descent (see (2.3) ). This yields a more practical approach and makes it easier to achieve good load balancing among the parallel processors. Some concluding remarks are given in section 3.
We briefly describe our notation now. The usual inner product of two vectors x ∈ n , y ∈ n is denoted by x, y . The Euclidean 2-norm of x ∈ n is given by
n → , ∇f will denote the n-dimensional vector of partial derivatives with respect to x. If a function f (·) has Hölder continuous partial derivatives on n with some constant L > 0 and modulus
. By R-linear convergence and Q-linear convergence, we mean linear convergence in the root sense and in the quotient sense, respectively, as defined in [19] .
Convergence of constrained PVD algorithms.
In this section we show that, in the general convex-constrained case, for the PVD approach to be effective it is crucial to impose certain conditions on the change of secondary variables. Fortunately, those conditions are natural and easily implementable in practice. The importance of change in the secondary variables was mentioned and experimentally established in [4] . However, convergence analysis in [4] fails to take advantage of forget-me-not terms. This inevitably weakens the properties of PVD algorithms, especially in the constrained case. In fact, it was suggested that the only sensible way to distribute variables for problems with inseparable constraints is to convert them to unconstrained problems. This can be done in several ways, but, unfortunately, each has some disadvantages. The exterior penalty approach [5] requires the unboundedness of the penalty parameter, while the augmented Lagrangian methods [24, 1] change the minimization problem into a saddle-point problem which is, in general, more difficult. In [4] it was suggested to use a certain dual differentiable exact penalty function formulation [8] for which the penalty parameter remains finite. This is a reasonable approach, but it also has some drawbacks. In particular, by using this dual penalty function formulation we increase the dimensionality of the problem and may lose any special structure if it was present in the problem. We propose an alternative approach in which we deal directly with the original problem (1.1).
Theorem 2.1 below shows that PVD methods can be successfully applied to any optimization problem with general convex constraints. Furthermore, considering specific directions and making explicit use of their properties in our analysis, we are able to obtain stronger convergence results, including rate of convergence results. This was also the case for the analysis of unconstrained PVD algorithms [25] . Another improvement consists of extending the analysis to functions in the class C [4, 25] the case of α = 1 is considered).
We are now ready to prove our main results. 
is feasible for the corresponding subproblem (1.2) of minimizing the function ψ i l (x l , µl). In the above, el is a vector of ones of appropriate dimension, and
where the first equality follows from the block diagonal structure of D ī l and (1.5), the last equality follows from (1.4), and the inclusion is by convexity of the set C. We further obtain
where the inequality follows from (1.2). Furthermore,
where the inequality follows from the Hölder continuity of ∇f (·) and the CauchySchwarz inequality. Hence
By properties of the projection operator [22, p. 121], for any x ∈ n and any y ∈ C it holds that
The latter relation combined with (2.1) yields
where the last two inequalities follow from the choice of η i . By the synchronization step (1.3), we have
Thus the sequence {f (x i )} is nonincreasing. If f (·) is bounded below on C, then {f (x i )} is bounded and hence it converges. In the latter case, {f (x i ) − f (x i+1 )} → 0 and therefore {r(x i )} → 0 by (2.2). By continuity of r(·), it follows that for every accumulation pointx of the sequence {x i }, r(x) = 0. Thus all accumulation points of {x i } satisfy the minimum principle necessary optimality condition. Some remarks are in order on the practical issues related to computing the projected gradient directions. When C is a polyhedral set (i.e., the constraints are linear), computing these directions requires solving a single quadratic programming problem at every synchronization step of Algorithm 1.1. For this, a wealth of fast and reliable algorithms is available [9] . In the case of nonlinear convex constraints, the task of computing the projected gradient directions is considerably more difficult. One of the referees for this paper made an interesting suggestion of computing the secondary directions by projecting onto the linearization of a nonlinear constraint set, much in the spirit of the iterative quadratic programming approach [6] . At this time, this is an open question as we do not have a proof verifying that this approach will work. However, it certainly deserves further investigation.
Careful reexamination of the proof of Theorem 2.1 shows that there is no need to compute exact global solutions for parallel subproblems (1.2). In particular, it is clear that the analysis is still valid if we accept any point (y 
We can therefore replace the minimization problem in (1.2) with the following sufficient descent condition:
This observation is significant for several reasons. First of all, the global solution requirement is impractical if the objective function is not convex. And in any case, insisting on exact subproblem solution can be undesirable because it is likely to result in considerable idle times for processors that have already completed their work. It can be especially wasteful on the initial stages of minimization process. The sufficient descent criterion above shows that we are allowed a lot of flexibility in devising PVD algorithms. In particular, we can allow each of the p-parallel processors to take as many steps as desired. Synchronization can be performed at any time provided every processor has achieved the sufficient descent condition. This provides a flexible framework for effective load balancing. Finally, we note that (2.3) can be easily satisfied in practice if we take (x i l , 0) as starting points when minimizing ψ
In [4] , the following optimality function was used to monitor the progress of the algorithm in the case of block-separable constraints:
Then convergence results similar to our Theorem 2.1 follow from the relation 
where f * = min x∈C f (x). Rearranging terms gives
Hence the sequence {f (x i )} converges Q-linearly. By (2.2), the sequence {r(x i )} converges to zero R-linearly and, by (2.4) 
with the sequence of stepsizes {η i } uniformly bounded away from zero, then the linear convergence rate of {x i+1 −x i } (and hence also of {x i }) would immediately follow from the linear convergence to zero of {r(x i )}. The difficulty with the parallel algorithm is that we cannot explicitly relate {r(
is sometimes referred to as a projection-type error bound [13, 14] . This error bound is known to hold when f (·) is quadratic and C is polyhedral [12, 23] or when f (·) is strongly convex [20] or when f (·) is a certain convex (not necessarily strictly convex) function and C is polyhedral [13] (see [14, Theorem 2.1] for a summary). Moreover, in certain situations, this condition holds globally (with c 3 = ∞) [10, 11, 17, 20] . Condition (2.5) states that f (·) does not grow faster than quadratically near its set of minimizers.
In conclusion, we note that the implicit Lagrangian reformulation [18] of the nonlinear complementarity problem (NCP) satisfies (2.4)-(2.5) under certain assumptions. Consider the following NCP [3, 21] of finding an x ∈ n such that
where F : n → n . In [18] it was established that the NCP can be solved via minimization of the following implicit Lagrangian function:
where α > 1 is a parameter and [·] + denotes the orthogonal projection onto the nonnegative orthant n + . In particular, the implicit Lagrangian is nonnegative everywhere in n and assumes the value of zero precisely at the solutions of the NCP. One of the advantages of this reformulation is that if F (·) is continuously differentiable then so is M (·, α).
First note that ∇M (·, α) is Lipschitz continuous on any bounded set if F (·) and ∇F (·) are Lipschitz continuous and it is Lipschitz continuous everywhere if F (·) is affine. In [11] it was established that for all x ∈ n (and any F (·)) where the first inequality follows from (2.6), the equality follows from P S [x] ∈ S, the second inequality follows from the Cauchy-Schwarz inequality, the third from the nonexpansiveness of P S [·] , and the last from the Lipschitz continuity of F (·).
It is further known that, when F (·) is affine [12, 23] or F (·) has certain strong monotonicity structure [27, Theorem 2] , then the following error bound holds: Hence, from (2.7),
Hence
∇M (x, α) ≥ ν(ν − L/2)d(x, S).
Since in this case C = n , it follows that r(x) = ∇M(x, α) and (2.4) holds.
3. Concluding remarks. It was established that the parallel variable distribution approach can be successfully applied to solve optimization problems with general convex constraints. Furthermore, conditions imposed on solving parallel subproblems were considerably relaxed, thus yielding a more practical framework. A rate of convergence result was also presented.
