Abstract. The objective of this paper is to justify the linear long-wave approximation used in the derivation of approximate equations for long waves on the free surface of a two-dimensional viscous fluid flow down an inclined plane. To the first order of a small parameter, the approximate equation is a heat equation, which becomes ill-posed if a Reynolds number R is greater than some critical value Rc. To overcome this difficulty we consider a higher-order approximate equation, which is well-posed even if R > Rc, and show that the solution of the higher-order equation is an approximation to the solution of the linearized Navier-Stokes equations. The justification is based upon a set of long-wave initial conditions, and the error bounds can also be expressed in terms of pointwise estimates.
1. Introduction. The problem of two-dimensional viscous fluid flow down an inclined plane has been investigated extensively in the past. The linear stability of a solution to this problem on the basis of a long-wave approximation was studied by Benjamin [1] and Yih [2] using the normal mode analysis, and a critical value Rc of the Reynolds number R defined for this problem was found. The long waves on the viscous fluid down the plane are stable if R < Rc and unstable if R > Rc.
Later Mei [3] , Benney [4] , and others developed nonlinear theories for the evolution of long surface waves in this problem. In [3] R was assumed small, and in [4] a two-parameter asymptotic expansion was developed to derive an evolution equation with high-order derivatives for long surface waves with an R of order one and small amplitude. Up to now a mathematical justification of the asymptotic method used in the nonlinear theories remains an unsolved problem. If we choose a moving coordinate system at a speed (7?sin0)/2 parallel to the plane where 9 is the angle of inclination of the inclined plane and neglect nonlinear terms and all higher-order terms of a small parameter e in the evolution equation, a heat equation is obtained. The equation subject to an initial condition is ill-posed if R> Rc and well-posed if R < Rc. Therefore, Rc is also associated with the so-called Hadamard instability of an ill-posed problem as recently coined by Joseph [5] . For R < Rc, it has been rigorously justified by Shih and Shen [6] that a solution of the heat equation indeed is an approximation to the solution of the linear Navier-Stokes equations subject to the same initial condition of the free surface. For R> Rc Carasso and Shen [7] used a regularization method to study the ill-posed heat equation. However, a uniform error bound cannot be achieved in the justification of the method. Note that the linear Navier-Stokes equations are well-posed as will be shown later.
The objective of this paper is to justify rigorously an asymptotic method for the formal derivation of an evolution equation with a fourth-order derivative for the free surface, which is well-posed for R > Rc under less restrictive conditions. In this case we need not deal with an ill-posed problem and can establish uniform bounds for a solution of the equation with higher-order derivatives. Our main contribution is to show that a solution of this evolution equation is an approximation to the solution of the linear Navier-Stokes equations even if R > Rc. The method of justification can be extended in a straightforward manner to approximate equations beyond the fourth-order equation. Here instead of using the formal long-wave stretching at the beginning, we impose a set of long-wave initial conditions and show that the longwave behavior persists in the solution of the linearized equations. Thus the validity of the long-wave approximation is clarified at least for the linear case.
We organize the paper as follows. In Sec. 2 the problem is formulated in a weak sense and several Hilbert spaces are defined for later use. In Sec. 3 we use a formal method [4] to derive the evolution equation with a fourth-order derivative. In Sec. 4 we prove our main theorem that under a set of assumptions the solution of the evolution equation indeed is an approximation to the solution of the linear NavierStokes equations and prove the error terms can be bounded by pointwise estimates.
2. Formulation. The fluid domain Q that we are considering is a two-dimensional strip Q: -1 < z < 0,-oo < x < +oo, bounded by the linearized free surface r: z = 0, and a lower rigid plane 5: z = -1 . The x-axis is in the direction down the plane. Let 9 be the angle of inclination, 0 < 9 < n/2 , and choose a coordinate system moving at the constant speed in the direction of the x-axis. The equilibrium flow under gravity is one dimensional in the x-direction with a velocity given by «0(z) = (R sin 9/2)( 1 -z2) -A0, and the linearized Navier-Stokes equations governing the flow are
It + "o^.v ~ w = 0 on r' (4) V -0 on S,
Here nj are the unit vectors of the coordinate system, a point is denoted by (x, z) = (xt, x2), t is the time, V -(v{ , v2) = (w, w) is the velocity, U = {uQ, 0), p is the pressure, rj(x, t) is the deviation of the free surface from z = 0, R is the Reynolds number, a is the nondimensional surface tension coefficient, and dv / any) denotes the deformation tensor. We note that all the variables have been nondimensionalized by appropriate units: x, z, and rj are measured in units of the equilibrium depth h of the fluid, t is measured in units of {h/g)l/2 where g is the constant gravitational acceleration, u and w are measured in units of (gh)[/1, p is measured in units of phg where p is the density, a = s/(pgh2) where s is the surface tension coefficient, and
where v is the kinematic viscosity.
We will define several function spaces and state some definitions and lemmas. Let where /' is the strong derivative of /. We say that / eL2[T\X] has a generalized
Jo Jo for all g e C'(T; X) with g(0) = g(T) -0. Next we state two lemmas, the proofs of which can be found in [6] . We call {V(t,x,z) = (vl,v2) = (u, w), rj(t, x)} a generalized solution of
Eqs. (l)-(6) if V € L2(T-E(Q)), Vf G L2(T; E(Q)), rj e L2(T; L2(D), nt € L2(T; i2(r)). 1X € L2(T; L2(r)), G L2(T; L2(r))
, and {F, rj) satisfies Eqs.
(4) and (6) and
for all O = (p,, (p2) G L2(T; E(Gl)) and tp2x e L2(T; L2(T)). We say the initial data V0, r]Q in Eq. (6) are compatible with the free surface condition (3) if there exists a p0 G L2(r) such that VQ, rj0, and p0 satisfy (3). We also use
where /? is a nonnegative integer. Sometimes we use Dx to denote the jc-derivative more explicitly. Now we state a theorem, the proof of which can also be found in [6] or [9] . 
where (px -0( 1), (p2 = 0( e), ... when cp stands for u and p and <px = O(e), cp2 -0(e ), ... when (p stands for w. For the time being, R and d are fixed. Substituting Eq. (9) into Eqs. (l)-(6) and comparing orders of e, we obtain the equations for the first-order approximations and solve for Wj , w{, px, and A0 to have u{(t, x, z) = u{(z)t](t, x) = (i?sin0)(l + z)rj(t, x),
Here we have not used Eq. (4) yet. Then from the second-, third-, and fourth-order approximation, we have
The coefficients of r] and its derivatives in the successive approximations are complicated polynomials of z distinguished by a bar with coefficients dependent only on R , 9 , g and will not be given. We substitute w -wx + w2 + ti>3 + k;4 + ■ • • into Eq. (4) and simplify it to obtain rj, + (R sin 9 -X0)rjx -((R sin 0/2)rjx + w2(0)tjxx
where w*{t, x) consists of higher-order terms of w(t, x). We let A0 = (R sin 9)/2, omit w*, remove rjxl by the space derivatives of tj, and discard the higher-order terms to obtain 1u+Alhxx + Blrhxxx + C^xxxx = °> (10) where rjj is formally an approximation of rj and = (R/3)((2/5)R sin 6-cos 6), The detailed derivation related to Eq. (10) in the much more general case that includes all nonlinear terms and also a magnetic field in the fluid region was given in [10] . One can also check easily that (10) is equivalent to Eq. (46) in [4] except that in our formulation a different definition of R was used. Shih and Shen [6] assumed Ax < 0 and proved that the solution of
is a long-wave approximation to a solution of Eqs. (l)- (6) . But if Ax > 0, (11) becomes an ill-posed problem. Therefore, (11) is no longer valid for Ax > 0 and a regularization method was developed to study the ill-posed problem [7] , Here instead we include higher-order terms to get a meaningful equation (10) . In the following we assume Ax> 0 and C, > 0. Note that Cx > 0 if o or R is sufficiently large.
Thus if Cj > 0, then Eq. (10) coupled with the initial condition tjx(0,x) = ri0(x) at/ = 0 is a well-posed problem and possesses a unique solution rjx . Therefore, we can obtain formal approximations of u, w , and p . Next we prove that these approximations are indeed approximate solutions of Eqs. (l)-(6) for the long-wave initial data. 
for all fi > 0, where Vb = (ub, wb) = (w, + u2{z)rjlx , W, (z)ijlx + w2(z)t]lxx).
Then we shall prove Theorem 2. There exists a positive number e0 which depends only on A{, 5, , C, , R, 6, and T. If the initial data VQ and rj0 satisfy the assumptions A.l to A. 3 and 0 < e < e0, then the approximate solution {Vh, } which is defined in Eqs. (10) and (12) for all 0 < t < T, where L{ and 8 are positive constants depending on a , R, 6 and || • || is the usual L2-norm on fi or T.
We note here that D^Vb{0) is well defined and conditions in A.3 are not mutually independent. Since VQ and rjQ satisfy the assumptions in Theorem 1, Eqs. Note that F0,... , F3, G0, , G2, and E0, ... , E4 are vector functions of z only related to ui, wi, and p, ■ Before proving Theorem 2, we begin by proving a series of lemmas. In the following, C. for i ^ 1 and will denote positive constants depending upon R, 0 , and a only. We note here that Ki■, i -1, 2, ... , 11, are independent of t. Since Eqs. (17) and (22) < AT2exp(i//)e'+2^ + C2exp(ut) J \\D^+lV*\\fE j ds.
We claim that J \\D^ V*\\2£ ds < K2exp(ut)e4+2fi ^^C2exp(kut)e2k2k^j 
where a is a constant, and choose a = 1 so that lk*(0l|2 + 2Cj ['\\r,*xx\\2ds<(2Al + l) f\\r,'x\\2ds + f' || V*\\2 ds. \\™*(t)\\2 = f J dz{^j w* dz^j < Jj,uz)2dA, \\w*(t)\\2 < C.se6 exp(2ut)(l -r) 1 '15 This completes the proof of Lemma 5. Now we are ready to prove Theorem 2. where L, and S only depend on 9, R, a. Therefore, {Vb, } is an asymptotic approximation for 0 < t < T in the L2 norm to the exact solution {V, rj}, and for 0 <t<T, u = ub + 0(e2), w = ewb + 0(e3), rj = ?/, + 0(e2), where e is a small positive parameter defined by the initial data. This proves the theorem.
Since all the estimates in Theorem 2 still hold if we replace V , rj, Vb, and by D^V, D%, D^Vb, and D%1 respectively, then by the usual Sobolev embedding theorem, we have the following corollary.
Corollary.
Theorem 2 also implies the following pointwise estimates for error bounds:
max |D%(t, x) -lA/, (t, jc)| < Mne2 exp(^<)
-oo<x<+oo 1 u for 0 < t < T and all /? in 0 < P < m where m is a nonnegative integer and 8, M0 > 0 depending only on R, 6 , a , and m .
