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ABSTRAKT 
Obsahem práce je seznámení se se simula ním nástrojem OMNeT++ a s jeho 
nadstavbou INET Framework. Na toto téma je v práci realizovaná ukázková simulace IP 
sít za pomoci sady model INET Framework.  
Dále se práce zabývá rozborem mo ností zaji t ní kvality slu eb v IP sítích a 
následnou implementací kvality slu eb v prost edí simula ního nástroje OMNeT++ a 
jeho nadstavby INET Framework. Realizace je provedena dv ma zp soby. 
První je implementace diferencovaných slu eb, tzv. DiffServ, za pomoci úpravy 
chování výstupních front. Tato úprava spo ívá v tom, e datové pakety jsou azeny do 
r zných front na základ jejich priority. 
Druhý zp sob ukazuje principy technologie MPLS a také funkci sm rovacího 
protokolu OSPF. Technologie MPLS je realizovaná pomocí speciálních sm rova
s implementovaným modulem rezerva ního protokolu.      
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ABSTRACT 
The content of this thesis is giving information about  the network simulator 
OMNeT++ and its superstructure INET Framework. In this thesis a sample simulation of 
IP network  with the help of  simulation package  INET  Framework is realized on this 
theme.  
The thesis also deals with analysis of possibilities, how to assure quality service 
in IP networks and subsequently  implementation  quality of service in surrounding of 
network simulator OMNeT++ and its superstructure INET Framework. The 
implementation is accomplished by two methods. 
The first method is implementation  of differential service, in other words DiffServ, 
with the help of  change the behavior of output. This change rest in  sorting of data 
packets to different queues by their device priority. 
The second method shows principles of the technology MPLS and also function 
code protocol OSPF. The MPLS technology is realized by special routers with 
implemented moduls reservation protocol.      
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IntServ, DiffServ, MPLS 
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Úvod   
Postupem asu s neustálým rozvojem komunika ních sítí nastal po adavek, aby 
bylo mo né technologie pou ívané v telekomunika ních sítích nap ed vyzkou et a 
otestovat pomocí výpo etní techniky a a potom uvést do provozu. Za tímto ú elem 
za aly vznikat nejr zn j í simula ní programy a to jak komer ní, tak i s volnou licencí.    
V komer ní oblasti je to nap íklad OPNET Modeler nebo OMNEST. V oblasti 
volných licencí pro akademické a nekomer ní pou ívání jsou to nap íklad Network 
Simulator nebo OMNeT++, kterým se bude tato práce zabývat dále podrobn ji.
  
Úkolem práce je prozkoumat mo nosti simula ního nástroje OMNeT++. Jde 
p edev ím o mo nosti simulace kvality slu eb QoS  (Quality of Service). P ed vlastní 
implementací QoS do tohoto simula ního nástroje je nutné seznámit se s tímto 
programem, zjistit zp soby ovládání a jeho mo nosti v oblasti QoS. Pro simulace IP sítí 
je k dispozici roz í ení INET Framework. Toto roz í ení bude popsáno v úvodu práce 
spole n se základní architekturou a postupem instalace programu OMNeT++.
Sou ástí tohoto tématu bude i seznámení se s ovládáním programu na jednoduchém 
p íkladu.
V následujícím textu budou rozebrány technologie zaru ující kvalitu slu eb v IP 
sítích, jejich vlastnosti a principy, ale také mo nosti implementace t chto technologií do 
nástroje OMNeT++.    
Záv rem práce budou realizovány mo nosti vlastní implementace kvality slu eb 
do simula ního nástroje OMNeT++ s roz í ením INET Framework.
                         
 - 11 - 
1 OMNeT++ 
1.1  Úvod   
OMNeT++ je objektov orientovaný diskrétní simula ní systém s otev enou 
architekturou pro modelování komunika ních sítí. Jak ji bylo e eno v úvodu 
OMNeT++ je voln k dispozici pro akademické a nekomer ní pou ití. Tomuto programu 
jsou v novány internetové stránky www.omnetpp.org, kde je podrobn popsán a dá se 
zde také stáhnout. Odkaz pro sta ení je uveden v lit. [1]. Pro komer ní pou ívání je k 
dispozici varianta OMNEST.   
Výhodou OMNeT++ je, e jde o multiplatformní systém, co znamená, e je 
mo né ho pou ívat jak na platform Linux, tak i na opera ním systému Windows. 
1.1.1 Vývoj   
Autorem programu je András Varga, který za al s vývojem v roce 1992. První 
verze programu byla dokon ena v lét roku 1995. Tohoto roku byl program roz í en o 
mo nost simulace paralelních proces . Architektura byla nazvána SSM (Statistical 
Synchronization Mode).  
Dal ím d le itým vývojá em je Gábor Lencse, jeho zásluhou byl implementován 
model FDDI (Fiber Distributed Data Interface) a p idáno roz í ení jazyka NED (Network 
Design) pro SSM. 
1.1.2 Dostupné verze programu 
Práce je realizována na verzi programu OMNeT++ 3.3 kterou lze ji zdarma 
stáhnout na internetových stránkách [2]. Tato verze byla vydána 26.10.2006. Jde o 
vyzkou enou a stabilní verzi. Dále je zde také dostupná verze OMNeT++ 4.0, která 
vy la v pr b hu sestavování této práce a z d vodu e ji n které projekty byly 
realizovány pro verzi 3.3, bude i zbytek práce dokon en na stejné verzi. 
1.1.3  Pou ití simula ního nástroje  
Základní princip 
Jak ji bylo e eno v úvodu, jde o diskrétní simula ní systém. To znamená, e 
jednotlivé zm ny stavu celého systému jsou plánovány jako události do seznamu 
událostí na ur itý okam ik v nespojitém simula ním ase. Mezi dv mi naplánovanými 
událostmi se nep edpokládá ádná zm na systému, co je rozdíl oproti simulacím v 
reálném spojitém ase. B hem simulace jsou pak v tzv. smy ce událostí jednotlivé 
události ze seznamu vybírány a zpracovávány, p i em se p edpokládá, e doba 
zpracování události je nulová. Jako d sledek jejich zpracování se m ní stav systému a 
generují se nové události.  
Oblast pou ití  
Simulátor OMNeT++ se pou ívá p edev ím pro:
- modelování provozu telekomunika ních sítí  
- modelování protokol
- modelování sí ových front 
- modelování multiprocesorových systém
- testování a návrh hardware 
- zkoumání sí ových architektur
- k hodnocení výkonových aspekt pro kompletní software systémy
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Hlavním uplatn ním toho simula ního programu je simulace a následný rozbor 
po íta ových sítí. 
1.1.4 Roz í ení pro OMNeT++   
V sou asné dob existuje n kolik nadstaveb (Framework), které roz i ují pou ití 
tohoto simula ního programu. Jedná se nap íklad o sadu modul Mobilty Framework, 
která roz i uje pou ití do oblasti mobilních, senzorových a bezdrátových sítí, ale hlavn 
o roz í ení INET Framework. Ten otevírá prostor pro simulace  drátových, bezdrátových 
a ad-hoc sítí. Podporuje mnoho známých protokol , jako jsou nap íklad IP (Internet 
Protocol), UDP (User Datagram Protocol) a TCP (Transmission Control Protocol). 
Obsahuje modely pro simulaci standardu 802.11, Ethernet, PPP (Point to Point 
Protocol) dokonce i pro IPv6 (Internet Protocol verze 6). Dále zahrnuje modely 
sm rovacích protokol OSPF (Open Shortest Path First) a RIP (Routing Information 
Protocol). Pro signalizaci je popsán protokol RSVP (ReSerVation Protocol). Obsahuje i 
mnoho dal ích, ale t mito se ji nebudeme zabývat. 
1.2 Slo ení simula ních modul - architektura 
Základní simula ní elementy, ze kterých se skládá simula ní model jsou popsány 
programovacím jazykem C++.  
Jednotlivé moduly se skládají z t chto základních element .  
Rozmíst ní prvk jako jsou sm rova e, jejich vzájemné propojení, barva a 
vzhled jsou ve výsledné simulaci popsány jazykem NED.  
Grafické rozhraní je tvo eno pomocí jazyka Tcl/Tk.   
Výhodou simula ního nástroje OMNeT++ je tzv. vno ování modul . Modul na 
vrcholu hierarchicky sestaveného modulového stromu se nazývá systémový modul 
(System module). Ten se skládá z podmodul (Submodule), které mohou být dále 
tvo eny dal ími podmoduly. Instancí systémového modulu je simula ní model 
(Network), kde je v postat popsáno výsledné slo ení a vzhled simulované sít . 
  
Moduly které jsou slo eny z jednoho nebo více podmodul se ozna ují jako 
slo ené moduly (Compound Module). Slo ené moduly se skládají ze základních modul
(Simple Module). Pro lep í p edstavu hierarchického vno ování je uveden Obr. 1.1.           
Obr. 1.1: Hierarchické vno ování modul
Moduly mezi sebou komunikují p es brány (Gates) pomocí rozesílání zpráv, které 
reprezentují události. Zprávy mohou mít r zný formát, tedy i takový, jaký si definuje sám 
u ivatel. M e jít tedy i o pakety, rámce a nebo o prostý tok bit .
Moduly mohou mít r zný po et vstupních a výstupních bran. Propojení 
(Connections) mezi jednotlivými moduly je definováno pomocí jazyka NED v definici 
modul . Spoje jsou v dy definované jako jednosm rné. Zprávy odeslané z výstupní 
brány prvního modulu jsou p ijímány vstupní branou druhého modulu. P enosový kanál 
(Connections) m e být ovlivn n r znými vlastnostmi p enosových cest. M e zde být 







vstupní/výstupní brány systémový modul 
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definováno zpo d ní, chybovost nebo p enosová rychlost. Podrobn j í informace o 
architektu e celého systému se dají najít v literatu e [13]. 
1.3 Jazyk NED   
Jazykem NED (Network Design) jsou definovány vstupní a výstupní brány 
modul , nastaveny vlastnosti modul a jejich slo ení z podmodul ni í úrovn . Jazyk 
NED rozli uje velká a malá písmena (case sensitive). Vlastnosti modul popsané 
pomocí jazyka NED se ukládají do soubor s p íponou .ned. 
  
Dále si uvedeme p íklady definic modul . Kompletní popis jazyka NED je uveden 
v literatu e [13], konkrétn  v 3. kapitole.  
a) Jednoduchý modul (Simple module) 
Definice se umis uje mezi klí ová slova simple a endsimple. P íklad:
simple JednoduchyModul   //název modulu   
 parameters:    
   par1,par2,...,parN;  //definovány parametry modulu   
   gates:     //definice bran   
     in:in1,in2,...,inN;  //vstupní brány   
     out:out1,out2,...,outN;  //výstupní brány   
endsimple     //konec definice jednoduchého modulu  
b) Slo ený modul (Compound Module) 
Slo ený modul se zpravidla skládá z více jednoduchých modul nebo z jiných 
slo ených modul . P ipojení jiného .ned souboru se provádí pomocí p íkazu 
import. P ípona .ned se ji za jménem importovaného souboru neuvádí. 
Definice se uzavírá mezi klí ová slova module a endmodule. P íklad:
import   
JednoduchyModul ;  //p ipojení modulu s názvem...    
//... JednoduchyModul 
module SlozenyModul 
   parameters:   
par1,par2,...,parN;  //definovány parametry modulu 
   gates:     //definice bran  
in:in;    //vstupní brána 
    out:out;    //výstupní brána  
  submodules  
jm:JednoduchyModul  //vytvo ení instance s názvem jm  
  parameters:  
     par1=1    //definice parametru par1  
  connections:   //propojení bran   
jm.in1-->in   
jm.out1-->out 
endmodule  
c) Simula ní model (Network) 
Simula ní model tvo í vrchol hierarchie simula ního stromu. Klí ová slova pro 
deklaraci jsou network a endnetwork. Toto ozna ení je pon kud matoucí, ale 
d vodem tohoto názvu je fakt, e OMNeT++ je simula ní nástroj p edev ím pro 
simulaci sítí. Proto zde byl zvolen název Network. 
Simula ní model se vytvá í jako instance existujícího modelu. Simula ní model 
nesmí obsahovat ádné vstupní ani výstupní brány a to z toho d vodu, e jde ji 
o simulaci (nap . po íta ové sít ) a nedá se zde definovat jakákoliv komunikace 
s vn j ím okolím. Ukázka definice:  
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network Simulace 
   display: p=x,y;i=image ;   //nastavení vlastností zobrazení 
   parameters:  
par1,par2,...,parN; 
endnatwork  
P íkazem display se nastavují vlastnosti zobrazení. Parametr p ur uje pozici 
zobrazení objektu pomocí sou adnic x,y. Parametr i ur uje pou itý obrázek. Dá 
se zde ur it barva a dal í r zné vlastnosti týkající se vzhledu prvku.  
d) Komunika ní kanál (Channel) 
Vlastnosti p enosových cest mezi dv mi branami se p i azují bu p ímo 
konkrétnímu kanálu a nebo se nadefinují jednou a pak u se jen opakovan 
pou ívají. 
Zde mohou být nap íklad ovlivn ny parametry zpo d ní, chybovost a p enosová 
rychlost. 
Definování vlastností u konkrétního spoje:  
... 
   connection:  
out-->delay 100ms-->in  //kanál se zpo d ním 100ms
...  
Druhá mo nost je definovat vlastnosti kanálu globáln a potom tento kanál 
opakovan pou ívat. P íklad:
 
channel Kanal  
   delay t;    //zpo d ní kanálu v sekundách 
   error c;    //chybovost kanálu z intervalu <0;1> 
   datarate dr;   //datová rychlost v bitech za sekundu 
endchannel  
P i azení k ur itému kanálu se provede následujícím zp sobem:
... 
   connection:  
out-->Kanal-->in; 
... 
1.4  Základní popis souborového slo ení simulace   
V souborech s p íponou .cc jsou popsány základní jednoduché moduly. Zprávy 
jsou definované v souborech s p íponou .msg. Slo ené moduly a také celé simula ní 
schéma je popsané v souborech s p íponou .ned. 
 
P i skládání simulace z jednotlivých modul m e být NED soubor zkompilován 
a p ilinkován k simulátoru. Tím se urychlí celkový pr b h simulace. Druhou mo ností je, 
e soubory .ned budou na ítány dynamicky a v pr b hu simulace. Tím dojde sice 
k prodlou ení doby simulace, ale p i zm n textové podoby souboru .ned není nutné 
znovu kompilovat celou simula ní architekturu.   
Postup p i p ekladu je následující: nejprve se pomocí skriptu opp_msg p elo í 
soubor zpráv .msg. Dále, pokud není nastaveno dynamické na ítání .ned soubor , se 
p elo í do C++ i .ned soubory pomocí p eklada e nedtool. Následuje samotný p eklad 
C++ programu. Soubory se tedy p elo í do objektových soubor s p íponou .obj a 
pomocí linkování se spojí s pot ebnými knihovnami a vytvo í se spustitelný program. 
K tomu je pot eba simula ní knihovna sim_std (knihovna simula ního jádra), envir 
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(knihovna prost edí simulace), cmdevn (u ivatelské textové rozhraní) a také tkenv 
(u ivatelské grafické rozhraní).  
cmdevn je textové rozhraní p íkazového ádku pro p eklad, kompilování a 
spou t ní simulací. Výhodou tohoto rozhraní je jeho malá náro nost na výkon po íta e 
a rychlost simulace.  
tkenv je grafické rozhraní, které vyu ívá skriptovací jazyk Tcl. Jazyk Tcl pou ívá 
grafickou knihovnu Tk. Tento jazyk podporuje jednoduché spou t ní simulace 
v jednoduchém grafickém prost edí. Grafické rozhraní je velice názorné a intuitivní. Je 
proto zvlá vhodné pro navrhování, testování a také pochopení funkcí jednotlivých 
komponent.   
Výstupem kompilace je jednak spustitelný  soubor s p íponou .exe, kterým se 
spou tí simulace. Dal ím výstupem m e být soubor s nam enými hodnotami (p ípona 
.sca) a nebo výpis vektor s p íponou .vcc, který m e slou it k dal ímu zpracování 
výsledk .
  
Pro zobrazení t chto dvou výstup jsou v OMNeT++ dostupné dva nástroje. Jde 
v podstat o grafické zobrazení nam ených hodnot. Tyto dva nástroje se nazývají: 
scalars tento nástroj je ur en p edev ím pro tvorbu sloupcových a x y graf .
Výstup se standardn provádí ze souboru s p íponou .sca.
plove nástroj slou ící pro zobrazení soubor s p íponou .vcc. M e 
zobrazovat jeden nebo více výstup v jednom a nebo více zobrazeních. U plove 
výstupu m eme specifikovat po adovaný styl zobrazení (tlou ka áry, 
vlastnosti bod , atd.). Dají se zde také nastavovat vlastnosti a popis os.  
V grafech lze výstupní výsledky upravovat pr m rováním, upravováním 
zkreslení, atd. Na výstupy je mo né aplikovat r zné filtry a to nejen 
p eddefinované ale i vlastní.   
Oba tyto výstupy je mo né p evést do soubor s p íponou .gif nebo .esp a tím 
umo nit zobrazení jako klasické obrázky. 
1.5  Instalace OMNeT++   
V této kapitole bude rozebrán postup jak správn nainstalovat simula ní program 
OMNeT++.   
Instalace bude popsána pro opera ní systém Windows XP Professional. Postup 
instalace je té  popsán na internetových stránkách [3].   
Je t p ed vlastní instalací OMNeTu je pot eba stáhnout a nainstalovat 
p eklada jazyka C++. Pro systémy Windows nabízí Microsoft program s názvem Visual 
C++. On line instala ní balí ek je dostupný na adrese [4]. Dal í pomocný program, který 
bude pot eba je Platform SDK. Jde o roz í ení programu Visual C++, které obsahuje 
balí ek hlavi kových soubor . Tento program je dostupný ke sta ení na adrese [5]. 
Jako poslední program bude pot eba stáhnout a nainstalovat program ze stránek [6] 
s názvem nmake. Tento program bude vyu íván p i kompilaci. Nakonec stáhneme 
instalátor programu OMNeT++ ze stránek [1].   
P i instalaci je lep í vyhnout se r zným kritickým míst m, kde by mohly nastat 
potí e se správným fungováním programu. Je lep í nainstalovat programu do slo ek 
v jejich názvu nejsou mezery a nebo nestandardní znaky. Proto je vhodné zvolit 
umíst ní C:\OMNeT++. 
1.5.1 Nastavení kompila ního prost edí
Pro snadn j í a rychlej í práci s programem OMNeT++ je vhodné vytvo it 
zástupce pro spu t ní p íkazového ádku. Tím zajistíme, e se nám p i ka dém 
spu t ní tohoto zástupce na tou pomocné programy, které by jsme jinak museli slo it 
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spou t t p i ka dém novém spu t ní p íkazového ádku. Postup vytvo ení toho 
zástupce je následující:   
V ko enovém adresá i (v mém p ípad C:\ ) vytvo íme soubor s názvem 
omnetevn.bat. Tento soubor budeme editovat nap íklad spu t ním v textovém editoru. 
Do souboru ulo íme následující:  
call "C:\Program Files\Microsoft Visual Studio 9.0\VC\vcvarsall.bat"  
 SET PATH=%PATH%;C:\Program Files\Microsoft Platform SDK\Bin 
 SET INCLUDE=%INCLUDE%;C:\Program Files\Microsoft Platform SDK\Include 
 SET LIB=%LIB%;C:\Program Files\Microsoft Platform SDK\Lib      
Pro je t snadn j í spu t ní vytvo íme zástupce na pracovní plo e následujícím 
zp sobem. Kliknutím na pracovní plochu pravým tla ítkem my i vyvoláme místní 
nabídku. Z té vybereme polo ku Nový a dále Zástupce. Do umíst ní zadáme:   
%comspect%/k C:\omnetevn.bat
   
Spu t ním tohoto zástupce zavoláme skript vcvarsall.bat, nastavíme 
po adované cesty a zahrneme pot ebné knihovny. Získáme tedy p íkazový ádek 
s ve kerým nastavením pot ebným pro vytvá ení a kompilaci projekt . Tento postup je 
uveden v literatu e [10]. 
1.6  Sada model INET Framework  
INET Framework obsahuje simula ní modely specializované p edev ím pro 
simulaci protokol TCP/IP. Jde o simulace drátových, bezdrátových a ad-hoc sítí, které 
vyu ívají známé protokoly jako jsou nap íklad IPv4, IPv6, TCP, UDP, standardy 802.11, 
Ethernet, PPP, sm rovací protokoly OSPF, RIP a protokoly MPLS, RSVP a dal í. 
1.6.1 Architektura a vzájemná komunikace mezi moduly INET 
Framework 
Filozofie simulování provozu v síti je stejná jako u OMNeT++. Moduly 
reprezentují sí ová za ízení, jejich ásti si mezi sebou zasílají zprávy, které mohou 
reprezentovat rámce, pakety, datagramy apod., v závislosti na simulovaném protokolu. 
Protokoly jsou reprezentovány jednoduchými moduly, jejich vn j í rozhraní je 
definováno v jazyku NED a funk ní ást je implementována v C++ t íd stejného jména. 
Tyto stavební bloky lze dále libovoln kombinovat do v t ích celk reprezentujících 
sí ová za ízení (Router, Host). 
Sí ová rozhraní (pro Ethernet, 802.11 atd.) jsou obvykle tvo ené frontou (Queue), 
vrstvou MAC (Media Access Control), p ípadn dal ími. Hlavi ky protokol reprezentují 
zprávy (v souborech .msg), ze kterých jsou utilitou opp_msgc z OMNeT++ automaticky 
generovány odpovídající C++ t ídy (jako potomci t ídy cMessage). Pokud protokol vy í 
vrstvy chce odeslat data vygeneruje odpovídající zprávu kterou za le modulu 
reprezentujícímu protokol ni í vrstvy. Tam dojde k zapouzd ení obsahu zprávy do jiné, 
nov vytvá ené, která reprezentuje datovou jednotku protokolu této vrstvy a ta je 
odeslána op t bu ni í vrstv nebo ji p ímo partnerskému modulu. Po p ijetí zprávy je 
proces opa ný.  
Ne v echny moduly ale implementují protokoly. Jsou zde moduly, které pouze 
obsahují statická data (RoutingTable), uleh ují komunikaci modul (NotificationBoard), 
provád jí automatickou konfiguraci sít (FlatNetworkConfigurator), nebo nap . pohybují 
bezdrátovými prvky. 
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1.6.2  Vlastnosti INET Framework a obsah distribuce   
INET obsahuje adu simula ních ukázkových p íklad , které jsou p ipraveny 
k simulacím a jsou ji p ekompilovány. Slou í p edev ím k obeznámení se s danou 
technologií a pochopení zp sobu komunikace. Jako p íklad se dá uvést : BulkTransfer, 
MulticastNetwork, ARPTest,MixedLan, atd.   
V INET Framework je také mnoho p eddefinovaných modul týkajících se 
simulací IP sítí. Z t chto modul se dá jednodu e sestavit pot ebná simulovaná sí . Jde 
p edev ím o moduly sm rova (model Router), p epína (model EthernetSwitch, 
EthernetHub) a nebo host (StandardHost). Pro p ístup k médiu a vzájemnou 
komunikaci jsou popsány ni í vrstvy neboli sí ová rozhraní (EthernetInterface, 
PPPInterface). Konkrétn pro sí ovou vrstvu je zde popsán IP protokol (modul IP), ARP
(Address Resolution Protocol) protokol a také t eba ICMP (Internet Control Message 
Protocol) protokol.   
INET Framework podporuje i verzi 6 IP protokolu. Pro sestavení topologie IPv6 
se vyu ívají moduly IPv6, IPv6NeighbourDiscovery, ICMPv6 a t eba RoutingTablev6.
  
Pro transportní vrstvu jsou zde moduly TCP pro simulování potvrzovaného 
spojov orientovaného spojení a pro nepotvrzované nespojov orientované spojení je 
zde popsán protokol UDP.   
Na výstupech za ízení jsou pou ity moduly front (DropTailQueue, REDQueue a 
DropTailQoSQueue). Posledn jmenovaný typ fronty bude vyu it p i implementaci QoS 
do prost edí simula ního nástroje. Tento typ fronty up ednost uje pakety od r zných 
typ slu eb.
V neposlední ed jsou zde také popsány druhy zpráv. Tyto moduly jsou 
p izp sobeny tak, aby svým obsahem odpovídaly nap íklad IP paket m (modul 
IPDatagram), TCP segment m (TCPSegment) a nebo datovým jednotkám UDP 
(UDPPacket).   
Díky velkému mno ství p eddefinovaných modul a jejich variabilit lze snadno 
sestavit tém jakoukoliv sí . Ostatní moduly, které zde nejsou uvedeny jsou popsány 
na internetových stránkách [9].  
1.6.3 Obsah distribuce INET Frameworku  
V této podkapitole jsou uvedeny jen základní slo ky, které získáme po 
nainstalování INET Frameworku.  
Aplication/ Slo ka obsahuje r zné aplikace, které pracují na aplika ní vrstv 
nap .: PingApp, TCPApp, UDPApp, atd. V p ípad TCP a UDP by 
se mohlo zdát, e jde o protokoly transportní vrstvy. V podstat jde 
ov em o zdroje vysílání TCP a UDP dat, proto jsou za azeny do 
této slo ky. 
Base/   Jde o základní moduly, ze kterých se dále skládají slo ené moduly. 
bin/   Systémová slo ka. 
Documantation/ Dokumentace k modul m. 
Examples/  Obsahuje p ipravené p íklady. Nap .: ethernet, IPv4, atd.
Network/  Zde jsou prvky týkajících se p edev ím datových sítí.
NetworkInterface/ Rozhraní prvk (p evá n fyzická vrstva). 
Nodes/  Obsahuje uzly, které se vyskytují v r zných typech sítí.
1.6.4 Instalace INET Framework  
P ed instalací je dobré prostudovat instala ní textový dokument s názvem install, 
který je sou ástí instala ního balíku.   
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Postup instalace INET Frameworku je následující: 
1) Z internetových stránek [12] si stáhneme instala ní archiv po adované verze 
INET Framework. Ten rozbalíme do zvoleného adresá e. Pro p ehlednost je 
dobré zvolit umíst ní do slo ky s ji nainstalovaným Omnetem. Cesta je tedy 
následující: c:\OMNeT++\INET. 
2) V dal ím kroku je pot eba roz í ení INET Framework zkompilovat. Zde by mohla 
nastat chyba. N kdo by mohl chtít rovnou spustit kompilaci p íkazem 
opp_nmakemake f. To by v ak nebyl správný postup. Nejd ív je pot eba zadat 
p íkaz makemake.cmd. To provedeme tak, e se pomocí p íkazového ádku se 
p epneme do slo ky, kde máme rozbalen archiv INET Framework. V mém 
p ípad do slo ky c:\OMNeT++\INET. Následn zadáme p íkaz makemake.cmd. 
Tím se vytvo í makefiles. Následným p íkazem nmake f makefile.vc depend se 
ur í závislosti cest mezi slo kami. Tím se zajistí propojení mezi jednotlivými 
modely. Toto propojení je d le ité, proto e se asto jednotlivé moduly skládají ze 
základních a ty jsou v odli ných slo kách. 
3) Pro vytvo ení spustitelných soubor zadáme p íkaz nmake f Makefile.vc. 
4) Funk nost si m eme vyzkou et spu t ním rundemo.bat. Ten se nachází ve 
slo ce INET\Examples\.     
P i tomto postupu m eme narazit na problém. Ukázkové p íklady mohou jít sice 
spustit, ale p i nabíhání grafického rozhraní se m e objevit zpráva o tom, e program 
p estal pracovat a bude ukon en. Tuto chybu lze odstranit nahrazením spustitelného 
souboru inet.exe v adresá i \inet\bin souborem se stejným názvem, který je p evzat
z nainstalovaného dema INET Frameworku verze 10.21.06. Po takovémto nahrazení 
bude program pracovat bez jakýchkoli problém .
 
1.6.5  Postup práce v simula ním roz í ení INET Framework
V kapitole bude rozebrán podrobný postup jak sestavit vlastní sí . Tento postup 
bude vyu it p i sestavování model sítí s podporou QoS. 
Sestavení vlastní sít
Pro jednoduchost bude sí sestavena z následujících prvk :
2x u ivatelský po íta  PC (StandardHost) umíst ní: \inet\Nodes\Inet 
1x sm rova (Router) umíst ní: \inet\Nodes\Inet 
1x prvek automatického nastavení sít (FlatNetworkConfigurator) umíst ní: 
\inet\Network\AutoRouting 
V simulaci budou tedy dva po íta e PC1 a PC2 (StandardHost), které budou 
propojeny p es sm rova (Router). Konfigurace sít bude zaji t na pomocí modulu pro 
automatickou konfiguraci (FlatNetworkConfigurator). PC1 bude zdrojem vysílání pomocí 
transportního protokolu TCP. Komponenta PC2 bude tento datový tok p ijímat a 
potvrzovat komponent PC1. Schéma sít je zobrazeno na Obr. 1.2.  
Obr. 1.2: Schéma simulované sít
zdroj dat p íjemce dat
PC1 PC2 sm rova
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Postup sestavení simulované sít :  
Vytvo íme slo ku s ur itým názvem, která bude reprezentovat pracovní adresá . 
 
Spustíme grafické rozhraní pro návrh simulované sít . P ed prací je vhodné si 
ulo it na i simulaci do vytvo ené slo ky. Ulo ením vytvo íme soubor s p íponou .ned 
nap íklad s názvem IP_sit.ned  
Je t p ed sestavováním je nutné nastavit cesty k simula ním model m. Pokud 
si tedy p ejeme simulovat sí s vý e uvedenými prvky, je nutné zadat cesty kde se tyto 
modely nachází. Nastavení cest se provádí v menu Options->Edit import path. 
p idáme cesty, které budou pot eba pro p idání modul . Konkrétn tedy p jde o cesty 
(viz Obr. 1.3):   
C:/OMNeT++/INET/Nodes/INET  
C:/OMNeT++/INET/Network/AutoRouting   
      a)                                                          b) 
Obr. 1.3: P idání cest: a) p ístup do Edit import path, b) zvýrazn né konkrétní cesty  
V dal ím kroku je d le ité naimportovat moduly, které budeme pou ívat v na í 
síti. P jde o modul po íta e (StandardHost), sm rova e (Router) a o modul 
automatického nastavení sít (FlatNetworkConfigurator). Tyto prvky se nachází ve 
slo kách, která jsou ur eny nadefinovanými cestami. Importování provedeme v menu 
File->New component->Import. Do dialogového okna Import Properties, které se nám 
zobrazí zadáme názvy modul , které budeme pou ívat. Do jména se ji nezadává 
p ípona .ned. Zadané cesty potvrdíme tla ítkem OK. Pro ilustraci je postup na Obr. 1.4.      
a)       b) 
Obr. 1.4: P idání modul : a) p ístup do Import Properties, b) zadání názv importovaných modul
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Nyní je nutné celý program restartovat. Tedy vypnout a znovu zapnout, proto e 
bez tohoto postupu se nena tou importované moduly. Po znovu zapnutí se nám ji 
v levé ásti grafického prost edí zobrazí na tené moduly (Router, StandardHost, 
FlatNetworkConfigurator) a také jejich podmoduly (nap .: IP, TCP, UDP, EtherMAC, 
atd).   
Nyní vytvo íme topologii, kterou chceme simulovat. V grafickém prost edí si 
zhotovíme podmoduly (submodule). Kliknutím na ikonu Draw submodule and 
connections (viz. Obr. 1.5) v panelu nástroj vytvo íme po adovanou topologii. Stejnou 
ikonou provedeme i propojení jednotlivých podmudul .
   
Obr. 1.5: Panel nástroj a zvýrazn ná ikona Draw submodule and connections
P ejmenování podmodul se provádí polo kou Rename z nabídky po stisknutí 
pravého tla ítka my i na p íslu ném prvku.
P i grafickém navrhování m eme sledovat, jak se m ní nedfile na í simulované 
sít . P epneme se do n ho pomocí zálo ky NED source nad sestavenou sítí. Pro 
úsp nou simulaci je nutné do NED source nadefinovat parametry týkající se auto 
konfigura ního modulu a parametry p enosových linek mezi moduly. U propojovacích 
linek je nutné nastavit p enosovou rychlost (data rate), proto e linky jsou p ipojeny 
k fyzickým rozhraním a to vy aduje, aby p enosová rychlost byla nastavena. Do 
zdrojového souboru NED source p ipí eme následující definice:
        configurator: FlatNetworkConfigurator; 
            parameters: 
                moduleTypes = "Router StandardHost", //moduly, které bude           
//konfigurátor obsluhovat           
//(odd lova em je mezera!)  
                nonIPModuleTypes = "",  //moduly bez IP adresy - ádné 
                networkAddress = "172.16.0.0", //pou itá IP adresa 
                netmask = "255.255.0.0";  //pou itá maska 
    connections: 
        Router.out++ --> datarate 10000 --> PC2.in++;  //nastavení  
        PC2.out++ --> datarate 10000 --> Router.in++;  //p enos. rychl. 
        PC1.out++ --> datarate 8000000 --> Router.in++; //pro jednotlivé              
        Router.out++ --> datarate 8000000 --> PC1.in++; //linky    
Nyní u jednotlivých podmodul nadefinujeme, zda jde o sm rova , u ivatelský 
po íta a nebo o auto konfigura ní modul. Na ur itém podmodulu vyvoláme lokální 
nabídku pravým tla ítkem my i a vybereme polo ku Properties (Obr. 1.6 a). Zobrazí se 
okno Submodule Properties (Obr. 1.6 b).   
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a)       b) 
Obr. 1.6: Nastavení vlastností podmodulu: a) p ístup do Submodule Properties, b) nastavení typu   
V tomto okn musíme v poli Type vybrat naimportovaný modul. Pro PC1 a PC2 
musíme vybrat modul StandardHost, pro sm rova modul Router a pro auto 
konfigura ní prvek modul FlatNetworkConfigurator.    
V posledním kroku je nutné p eklada i ur it, kterou sí má simulovat. V grafickém 
rozhraní se to d lá tak, e p idáme novou komponentu pomocí menu File->New 
component->Network (Obr. 1.7 a). Na Obr. 1.7 b) je zobrazeno okno Network 
Properties. Do pole Name zadáme název simulované sít a v poli Type vybereme 
modul ze kterého chceme simulovanou sí vytvo it. Proto e jsme ná modul 
nep ejmenovali, má stále název Module.  
a)       b) 
Obr. 1.7: Nastavení simulované sít : a) p ístup do Network Propesties, b) nastavení simulované 
sít
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Nakonec je je t mo né nastavit grafické ikony jednotlivým prvk m. Toto 
nastavení nemá samoz ejm vliv na funk nost sít , nicmén pro lep í p ehled a 
grafickou podobu je to vhodné. To provedeme výb rem polo ky zobrazení Appearance 
v místní nabídce u ur itého prvku (viz. Obr. 1.8 a). V nabídce Submodule Appearance 
v sekce Icon klikneme na tla ítko -n/a- (zvýrazn no na Obr. 1.8 b). Ve spu t ném okn 
vybereme vhodnou ikonu a potvrdíme tla ítkem OK. V grafickém prost edí se nám 
zobrazí po adované ikona místo modrého obdélní ku.             
       
                                                                       
        a)                    b) 
Obr. 1.8: P i azení ikony: a) p ístup do polo ky Appearance, b) nabídka Submodule Appearance
Pro kompilaci je nutné vytvo it soubor s názvem omnetpp.ini. Tímto souborem se 
ídí kompilace i výsledná simulace. Jsou zde nastaveny parametry pro prvky 
simulované sít a také události, ke kterým p i simulaci dojde.
V na em pracovním adresá i si tedy vytvo íme soubor s názvem omnetpp.ini. Do 
n ho ulo íme zdrojový kód uvedený v p íloze A. ást zdrojového kódu je p evzata z lit. 
[22].  
Nyní ji m eme ná projet zkompilovat a následn spustit. Pro spu t ní bude 
nutné do na í slo ky zkopírovat spustitelný soubor s názvem inet.exe ze slo ky 
c:\OMNeT++\INET\bin.  
Pro kompilaci musíme pou ít p íkaz pro dynamické na ítání .ned soubor . To 
provedeme tak, e spustíme p íkazový ádek, který jsme si p ipravili v kapitole 1.5.1, 
p epneme se do na í slo ky a tam zadáme p íkaz uvedený ní e. Tím vytvo íme 
Makefile.vc  
opp_nmakemake -f -N -b c:\omnet++\inet -c c:\omnet++\inet\inetconfig -I n    
Zadáním inet do p íkazového ádku spustíme simulaci. Spustí se i grafické 
rozhraní. Tla ítkem Run zahájíme simulaci. Výsledek je zobrazen na Obr. 1.9.   
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Obr. 1.9: Pr b h simulace
Výstup simulace 
Zde jsou uvedeny mo nosti zhodnocení výsledk simulace. Druhy výstupních 
m ení jsou uvedeny v záv ru kapitoly 1.4, kde jsou popsány pojmy plove a scalars.  
Výstupem na í simulace jsou mimo jiné také dva soubory s p íponou .vec a .sca. 
V t chto souborech jsou ulo eny výsledky simulace. V souboru s p íponou .vec lze najít 
výsledky týkající se zahozených paket ve sm rova i, výsledek p íkazu ping, vyu ití 
front jak na komponentách PC tak ve sm rova i a nebo zde jde zjistit mno ství 
nedoru ených potvrzení. V echny tyto parametry lze jednodu e zobrazit pomocí grafu.  
Nástroj Plove 
Postup zobrazení po adovaného výstupu je následující: 
1) spustíme soubor s p íponou .vec. Zobrazí se nám okno Plove. 
2) Vybereme který výstup chceme zobrazit do grafu. 
3) Vybraný výstup p idáme do pravého pole Ready-to-Plot Vector. 
4) Stiskneme ikonu Plot selected vectors in RIGHT panel (zvýrazn na na Obr. 
1.10 a). 
5) Zobrazí se graf po adovaného parametru (Obr. 1.10 b) 
      a)           b) 
Obr. 1.10: a) Výb r prom nných pro zobrazení., b) Grafické zobrazení vyu ití fronty ve sm rova i.   
V grafu je patrna závislost vytí ení fronty sm rova e (osa Y) na asu probíhající 
simulace (osa X). Z pr b hu je patrné, e výstupní linka ze sm rova e sm rem k PC2 
má men í í ku pásma ne linka mezi PC1 a sm rova em. Data jsou p ijímána do 
sm rova e rychleji ne odesílána. Tím se ve sm rova i tvo í fronta, která roste po celou 
dobu simulace a do doby 7,4 sekund, kdy tato fronta ji nesta í a dojde k zastavení 
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simulace. Aby k tomuto nedocházelo, bylo by pot eba bu zv t it frontu na sm rova i 
(v souboru omnetpp.ini je nastavena fronta na 6 paket ) a nebo by bylo nutné zvý it 
propustnost linky mezi PC2 a sm rova em (nastaveno 10 000b/s). 
Nástroj Scalars  
Dal ím nástrojem na zobrazení výsledk simulace je nástroj Scalars, který slou í 
p edev ím pro tvorbu sloupcových graf . Volba zobrazení po adovaných parametr se 
provádí pomocí filtr . M eme zde zvolit filtr podle jména souboru a ísla simulace, 
podle jména modulu a nebo podle názvu. P i volb filtru se pou ívá hv zdi kové 
pravidlo, kdy za znak který nechceme p ímo udávat pou ijeme hv zdi ku. Nastavení 
filtru je patrné z Obr. 1.11.  
Obr. 1.11: Nastavení filtru podle jména modulu  
Na Obr. 1.12 jsou zobrazeny fronty na sm rova i (Router). Jsou zde zobrazeny 
fronty výstupních paket a fronty ztracených paket pro propojení [0] (mezi PC1 a 
sm rova em) a [1] (mezi sm rova em a PC2).  
Obr. 1.12: Zobrazení front na sm rova i
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2 Kvalita slu eb QoS (Quality of Service) 
2.1  Úvod   
Pojem kvalita slu by QoS (Quality of Service) vyjad uje trend vývoje technologií a 
slu eb po íta ových sítí poskytovat u ivatel m slu by s po adovanou kvalitou. 
Technický vývoj dává u ivatel m k dispozici stále rychlej í a spolehliv j í p enos dat 
po íta ovou sítí. P id lování kapacity sít v ak zatím není e eno systematicky. 
Po íta ová sí se sna í vyhov t stejn v em po adavk m. Pokud to není mo né, 
proto e po adavky na p enos dat jsou v ur itém okam iku v t í ne kapacita 
po íta ové sít , jsou pakety p ená ející data jednotlivých aplikací zahazována nebo 
pozdr ována. To se projeví zpomalením p enosu, výpadkem spojení a dal ími 
problémy. Tento zp sob se nazývá slu ba s maximálním úsilím (Best Effort). V 
sou asné dob stále v t ina komunikace v Internetu probíhá tímto zp sobem.   
Aby sí efektivn vyu ívala sí ové prost edky z hlediska aplikací pracujících 
v reálném ase (Real Time), musí dat m z t chto aplikací poskytovat ur itou kvalitu 
slu eb. Pojem kvalita slu eb (Quality of Services) v postat znamená, e daná 
komunika ní sí m e rozli ovat jednotlivé typy datového provozu a zacházet s nimi 
tak, aby splnila jejich po adavky na zpo d ní, ztrátovost, chybovost a prom nlivost 
zpo d ní. V sou asné dob je termín kvalita slu eb p edev ím sklo ován v souvislosti s 
dne ním Internetem. Internet jako celosv tová sí je zalo en na protokolové sad
TCP/IP a ta sama o sob není schopna poskytovat kvalitu slu eb. To znamená, e není 
schopna rozli ovat jednotlivé druhy slu eb. 
2.2  Parametry QoS  
Celkem rozli ujeme ty i veli iny, na kterých je závislá výsledná kvalita slu eb. 
T mito parametry jsou ovliv ovány pakety, které putují sítí.
 
zpo d ní (Delay) je doba pot ebná k p enosu informací od odesílatele 
k adresátovi. ím v t í je tato doba, tím hor í jsou vlastnosti výsledného spojení.
Zpo d ní je velice ne ádoucí p edev ím p i realizování telefonních hovor . Pokud 
by zpo d ní b hem hovoru vzrostlo nad mez 200ms, volající by si asto skákali do 
e i. U p enosu videa (Streaming) není hodnota zpo d ní nejd le it j í. D le it j í 
je prom nlivost zpo d ní. Zpo d ní m eme dále rozd lit do t í skupin:
o propaga ní zpo d ní as pot ebný k cest z jednoho konce sít na druhý. 
Je zp sobeno rychlostí í ení signálu po p enosovém médiu.
o paketiza ní zpo d ní je as pot ebný k p evodu analogového signálu na 
digitální a napln ní p ená eného paketu.
o zpo d ní ukládáním do vyrovnávací pam ti (buffer) pro zaji t ní 
konstantního zpo d ní si p ijímací strana ukládá p ijímané datové jednotky do 
vyrovnávací pam ti.
kolísání zpo d ní (Jitter) zachycuje zm nu zpo d ní b hem p enosu. Zdroj 
vysílání vysílá pakety s konstantním zpo d ním. Pakety putují sítí a výsledné 
zpo d ní u jednotlivých paket je r zné, proto e pakety jsou azeny do r zných front 
(prioritní data), zpracovávají se r znou dobu (zatí ení výpo etní jednotky), atd. 
K p ijíma i tedy dorazí s r zným zpo d ním. Zm na zpo d ní hraje výraznou roli 
p edev ím v oblasti p enosu videa. 
ztrátovost paket (Loss) v r zných sítích dochází b hem p enosu vlivem 
p enosových cest ke ztrátám paket . Tyto ztráty výrazn neovlivní p enosy hovor 
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ani videa. Malé ztráty jsou na p ijímací stran opraveny samoopravnými kódy, 
pop ípad jsou p i p ehrávání vynechány. Ztrátovost paket se naopak velice 
projevuje p i p enosu datových soubor , proto e data je pot eba p enést bez 
jakýchkoli chyb.   
propustnost (Throughput) udává objem p enesených dat za jednotku asu. Video 
a datové p enosy vy adují velkou propustnost, kdy po adujeme p enos velkého 
mno ství informací za co nejkrat í dobu. Telefonní hovor zat uje sí v malé mí e.
2.3  Teorie technologie QoS 
V sou asnosti existují dva hlavní p ístupy k implementaci QoS do po íta ové sít 
definované organizací IETF (Internet Engineering Task Force). Více informací lze nalézt 
v literatu e [14].  
Integrované slu by (Integrated Services) zkrácen IntServ definované v RFC 2210, 
2211, 2212, 2215.  
Rozli ované slu by (Differentiated Services) zkrácen DiffServ definované v RFC 
2474, 2475, 2597, 2598.   
D íve ne se objevily zmín né modely IntServ a DiffServ pro zaji t ní QoS na 
3. vrstv modelu OSI (Open Systems Interconnection) existovala podpora pro QoS na 
2. vrstv modelu OSI. Technologie jako ATM (Asynchronous Transfer Mode) nebo 
FrameRelay disponují bohatou podporou pro zaji t ní QoS. Podmínkami pro dosa ení 
opravdové end-to-end podpory QoS jsou nezávislost implementace na médiu resp. na 
technologii 2. vrstvy OSI a vzájemné mapování (interoperabilita) mezi QoS na 2. a 3. 
vrstv modelu OSI. Modely IntServ a DiffServ lze implementovat nad technologiemi 
ATM a FrameRelay a s výhodou p itom vyu ít QoS podporu, která je v t chto 
technologiích k dispozici. U modelu DiffServ lze nap . IP pakety na základ hodnoty v 
poli ToS (Type of Service) vyslat p es r zné ATM spoje.  
2.3.1 Slu ba s maximálním úsilím (Best Effort)  
P ed objasn ním pojm IntServ a DiffServ, kterými se budeme zabývat 
podrobn ji, bude objasn n pojem Best Effort, který bude v následujících kapitolách 
vhodný pro názornost. 
V tomto modelu posílají aplikace data kdy se jim zachce, kolik cht jí a bez 
vy ádání si jakéhokoliv povolení. Sí ové komponenty se pokou ejí p enést data co 
nejlépe bez ohledu na zpo d ní. Data odesílají i tehdy, pokud je nemohou doru it t eba 
z d vodu p etí ení sít . P íkladem takovéto slu by je doru ování v IP sítích. 
2.3.2 Integrované slu by  
Model Integrovaných slu eb (IntServ) byl navr en v roce 1994 a je definován 
v dokumentu RCF1633. Je navr en pro zaji t ní kvality slu eb (QoS) v po íta ových 
sítích. Implementa ní rámec IntServ obsahuje tyto ty i ásti: plánova paket (packet 
scheduler), kontrolu p ístupu (admission control), klasifikátor (classifier) a rezerva ní 
protokol RSVP (ReSerVation Protocol). Tyto implementa ní rámce musí být 
definovány ve sm rova ích v celé síti p es kterou chceme provozovat QoS a také 
v koncových za ízeních (IP telefon, video telefon, PC, atd.). 
Protokol RSVP   
Jde o signaliza ní protokol pro rezervaci sí ových prost edk .
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Tok dat v RSVP je sekvence zpráv, které mají tentý zdroj a cíl. V RSVP jsou 
zdroje rezervovány pro data v jednom sm ru od vysíla e do p ijíma e. Vysílaná data 
jsou ozna ována jako upstream, p ijímaná jako downstream. Hostitelský systém, který 
chce vysílat data s po adavkem na zaji t ní QoS posílá speciální paket nazývaný 
PATH k potenciálním p íjemc . Tento paket nese informace o charakteristice p enosu a 
vytvá í tzv. stav cesty podél sm ru p enosu. Zpráva PATH je p ená ena z hostitelského 
systému do sousedního sm rova e, který po le PATH do následujícího sm rova e 
v cest a ten zase následujícímu. Cesta nebude vytvo ena v p ípad , e se v opa ném 
sm ru bude í it zpráva PATH Error. Zpráva PATH Error se vy le v p ípad , e n která 
ást sít není schopna zajistit po adované parametry na p enos s po adovanou 
kvalitou slu eb. Poté co p ijíma obdr í zprávu PATH vy le zprávu RESV zp t k vysíla i 
s typem po adované rezervace. Postup zasílání zpráv PATH a RESV je zachycen na 
Obr. 2.1.  
Obr. 2.1: Pr b h rezervace sí ových prost edk RSVP protokolu
Existují ty i typy rezervací:  
Odli ná rezervace (Distinct Reservation): P ijíma si p eje rezervovat ást 
pásma pro ka dý vysíla .  
Sdílená rezervace (Shared Reservation): V tomto p ípad po aduje p ijíma 
rezervovat ást pásma pro v echny zdroje s danou skupinovou adresou. 
Wildcard Filter Type: V tomto p ípad po aduje p ijíma rezervaci p enosové 
kapacity pro v echny zdroje v multicast doru ovacím stromu. 
Shared Explicit Reservation: P ijíma po aduje rezervaci p enosové kapacity 
pro v echny zdroje, p i em ur í pevný po et vysíla .
 
Nyní mají v echna za ízení podél cesty informace o po adavcích na p enos QoS 
a jsou si v doma charakteristik p enosu potenciálního toku dat. RESV obsahuje 
aktuální QoS charakteristiky o ekávané p ijíma em. R zné p ijíma e mohou 
specifikovat r zné po adavky na QoS pro tentý skupinový tok dat. RESV se p ená í 
v opa ném sm ru, ne ze kterého p ichází PATH zprávy. Tak ka dé za ízení podél 
cesty zná aktuální charakteristiky QoS pro tok dat, po adovaný p ijíma em a ka dý 
usoudí samostatn , který z po adavk potvrdit a který odmítnout. Pokud je po adavek 
odmítnut, je poslána zpráva RESV Error do p ijíma e, který po adavek generoval. Poté 
co jsou RESV zprávy p ijaty vysíla em a nebyla p ijata ádná zpráva RESV Error, po le 
zdroj zprávu RESV Conf do v ech uzl , které to po adují. Okam it poté za ne vysíla
posílat datové zprávy. Mezilehlá sí ová sm rovací za ízení posílají data s vyu itím 
rezervovaných zdroj . Na konci p enosu po le vysíla PATH TEAR zprávu, na kterou 
p ijíma odpoví RESV TEAR a rezervace se zru í. Zprávy typu TEAR mohou být 
vysílány i sm rova em z d vodu vypr ení asova e nebo koncovým systémem p i 
p eru ení p enosu. P ehled zpráv je v Tab. 2.1. Na Obr. 2.2 je uveden formát RSVP 
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Tab. 2.1: Typy zpráv RSVP protokolu 
íslo 
zprávy 
typ zprávy význam 
1 Path zpráva navazování spojení 
2 Resv zpráva potvrzení a rezervace sí ových prost edk
3 PathErr zpráva chyba v PATH zpráv naposledy odeslané
4 ResvErr zpráva chyba v poslední RESV zpráv
5 PathTear zpráva odstran ní PATH stavu ve v ech sm rova ích
6 ResvTear zpráva odstran ní rezervací ve v ech sm rova ích
7 ResvConfirm zpráva informace o sestaveném spojení 
  
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 
verze p íznak typ zprávy (tab. 3.1) kontrolní sou et 
TTL rezervováno délka 
DATA ( typ objektu) 
Obr. 2.2: Formát RSVP zprávy  
Jednotlivá pole nazna ená na obr. 3.1 mají následující význam: 
kontrolní sou et kontrola bezchybného p enosu
TTL (Time To Live)  doba platnosti dané zprávy 
délka celková délka RSVP zprávy v etn hlavi ky a objekt
data  toto pole má prom nnou délku a skládá se z jednoho nebo více objekt . P ehled 
základních typ objekt je uveden v Tab. 2.2.  
Tab. 2.2: Základní typy objekt RSVP protokolu
Objekt Popis 
NULL je ignorován cílem 
SESSION sezení (cíl cesty datového toku) 
RSVP_HOP adresa p edchozího nebo následujícího skoku
FLOWSPEC po adovaná QoS 
SENDER_TEMPLATE identifikátor odesilatele (adresa transportní úrovn )
ADSPEC schopnost podpory QoS na p enosové cest 
SCOPE pro zabrán ní smy kám
TIME_VALUES obnovovací doba PATH nebo RESV zpráv 
Slu ba s ízenou zát í
Slu ba s ízenou zát í je ur ená pro adaptivní aplikace v reálném ase (real-
time), které jsou velmi citlivé k p etí ení v síti. Tato slu ba umo ní doru ení dat ve 
stejných hranicích jako v p ípad nezatí ené sít . Slu ba s ízenou zát í neakceptuje 
ani neu ívá parametry specifikované QoS jako ztrátovost paket , zpo d ní i 
prom nlivost zpo d ní. 
Zaru ená slu ba  
Zaru ená slu ba je slu ba, která poskytuje záruky í ky pásma a hranice 
zpo d ní a je ur ená pro nep izp sobivé aplikace v reálném ase s p ísnými po adavky 
na QoS. Zaru ená slu ba kontroluje jen maximální zpo d ní. Nehlídá minimální 
zpo d ní a nekontroluje nebo neminimalizuje prom nlivost zpo d ní.  
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Nevýhody Integrovaných slu eb  
Hlavní nevýhodou u integrovaných slu eb je, e v echna za ízení p es která 
prochází IP pakety datových tok v etn koncových za ízení musí podporovat protokol 
RSVP. Ka dý sm rova musí udr ovat stavovou informaci pro ka dou relaci (ka dý 
datový tok s po adavkem na zaji t ní ur ité kvality slu eb), co zna n zvy uje 
po adavky na samotné sm rova e.
 
Omezení u IntServ také plyne z d vodu jeho spojového charakteru. Toto 
omezení se týká práv rozsáhlých sítí, kde mno ství datových tok roste do statisíc . 
Práv p i tomto zna ném nár stu datových tok bychom narazili p edev ím na vysoké 
pam ové nároky sm rova . Proto tento model nalézá p edev ím uplatn ní v men ích 
(podnikových) sítích, kde je pot eba pomocí QoS p ená et nap íklad telefonní hovory 
(IP telefonie). Pro odstran ní t chto nevýhod byl navr en model DiffServ. 
2.3.3 Diferencované slu by  
Jde o model diferencovaných slu eb (DiffServ). Byl standardizován v doporu ení 
RFC2475 v druhé polovin devadesátých let.  
Hlavní výhodou rozli ovaných slu eb je, e neoznamuje p edem po íta ové síti 
své po adavky na QoS. Pou ití rezerva ních protokol je mo né, ale není nutné a 
obvykle se v tomto p ípad nepou ívá. Jednotlivé sm rova e neudr ují ádnou 
stavovou informaci o jednotlivých spojeních. Implementace QoS je e ena tak, e ka dý 
paket vstupující do po íta ové sít je ozna en zna kou, která íká, jak má být s 
paketem zacházeno neboli ur uje t ídu p enosu poskytnutou paketu. Toto ozna ení 
paket probíhá pouze na vstupu do po íta ové sít . B hem p enosu paket 
po íta ovou sítí dal í sm rova e pouze p e tou zna ku ka dého paketu a dle této 
zna ky se ídí p i zpracování paketu. Po et r zných zna ek je relativn malý. Obvykle 
jednotky, maximáln desítky.
Zatímco u integrovaných slu eb udr uje ka dý sm rova informaci o 
prost edcích p id lených ka dému jednotlivému spojení, u rozli ovaných slu eb 
sm rova e pouze p id lí ur ité prost edky ka dé t íd p enosu a zajistí ur itý vztah 
mezi jednotlivými t ídami. Nap íklad m e být stanoveno, e pakety s ur itou zna kou 
mohou být poslány dále jen pokud nejsou ve front ekající pakety s jinou zna kou. 
Zp soby realizace DiffServ slu eb
P i poskytování ur ité kvality slu eb jsou mezi sítí a ú astníkem dohodnuty 
po adované parametry. Poskytovatelé musí brát ohled p edev ím na své schopnosti 
realizovat smluvenou kvalitu slu eb. Podrobn j í informace o azení paket do front a 
jejich t íd ní je uvedeno v literatu e [16]. Funk ní celky se dají rozd lit takto:
A) Ozna ení druhu paket v hlavi ce IP paketu
Pakety se p i vstupu do sít ozna ují zna kami. Zna ení probíhá jak p i vstupu 
do sít , tak p i p echodu paketu do jiné sít s odli nou DiffServ doménou. Zna ka je 
paketu p id lena na základ protokolu, IP adresy, ísla portu a dal ích kritérií. P i 
p echodu do jiné DiffServ domény m e být zna ka zachována a nebo zm n na podle 
toho, jestli cílová DiffServ doména podporuje stejné íslování paket . 
V n kterých p ípadech m e první zna ku p id lit ji aplikace ze které jsou 
pakety posílány. Zm nu zna ky pak m e provést první sm rova v cest .
Zp sob zna ení paket závisí na pou itém protokolu. Nej ast ji je zna ka 
specifikující typ priority umíst na v poli typ slu by ToS (Type of Service)  v IP paketu. 
Tato zna ka je tedy p idávána na sí ové vrstv . V p ípad jiného protokolu, kde není 
vhodné pole pro up esn ní typu slu by se typ slu by p ipojí vn paketu. 
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V p ípad paketu IPv4 (zobrazen na Obr. 2.3) se umístí do pole ToS ozna ení 
rozli ovaných slu eb DS (Differentiated Services) viz Obr. 2.4, které udává, e jde o 
paket zahrnut do diferencovaných slu eb a zadá se zde i hodnota priority.  
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verze 
délka 
hlav. ToS celková délka paketu 
identifikace p íznak offset fragmentu 




Obr. 2.3: Hlavi ka IP paketu verze 4  
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Obr. 2.4: Pole DS  
B) Úprava provozu  
Prvek který upravuje provoz je sou ást sm rova e nutná k implementaci 
DiffServ. Úprava provozu v podstat znamená zacházení s dopravou tak, aby data 
vstupující do DiffServ domény byla p izp sobena specifikovaným pravidl m. V DiffServ 
je úprava provozu vykonávána v mezních uzlech (sm rova e). Uzly musí mít 
implementovánu podporu zasílání zalo enou na hodnotách DSCP (Differentiated 
Services Code Point).   
Implementované prvky musejí mít speciální vlastnosti, které zajistí t íd ní 
p icházejících dat. Data která jsou ur ena pro rychlej í p enos musí být za azena p ed 
data, která nejsou náchylná na del í dobu zpo d ní. Tím se zajistí jednak podpora QoS 
a docílí se také lep ího vyu ití sí ových prvk .
Ze slu ebního hlediska jsou prvky úpravy provozu jediné sou ásti pot ebné pro 
funkci slu by. Jak jsou spravovány a realizovány je pouze otázka správy a ízení sít . 
Úprava provozu a jeho funk ní ásti jsou zobrazené na Obr. 2.5. 
Obr. 2.5: Prvek pro úpravu provozu 
Klasifikátor paket vybírá pakety z datového toku podle obsahu hlavi ky paketu. 
M i e paket zm í do asné vlastnosti proudu paket vybraných klasifikátorem. M i 
po le informaci o stavu datového proudu do zna kova e a tvarova e. 
Zna kova e paket nastaví pole DS paketu tak, aby za adil ozna ený paket k 
ur itému DiffServ re imu agregace. Zna kova m e být konfigurovaný pro ozna ení 




Zna kova Tvarova / 
Zahazova
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Tvarova e zpo ují ur ité nebo v echny pakety v datovém proudu za ú elem uvést 
tento datový proud do souladu s dopravním profilem.  
Zahazova vy adí n jaké nebo v echny pakety v datovém proudu, aby tento proud 
uvedl do souladu s dopravním profilem. Tento proces je nazýván jako hlídání 
(policing) proudu.   
C) Prvky úpravy provozu 
Prvky pro úpravu provozu jsou obvykle umíst né uvnit DiffServ vstupních a 
výstupních mezních uzlech, ale mohou také být umíst ný v uzlech uvnit DiffServ 
domény nebo domény bez podpory DiffServ.   
D) Dopravní profily 
Dopravní profil specifikuje do asné vlastnosti dopravního proudu vybraného 
klasifikátorem. To poskytuje pravidla pro ur ení, zda jednotlivý paket pat í do profilu
nebo zda-li je mimo profil.  
Paket m, které jsou v profilu, m e být povoleno vstoupit do DiffServ domény 
bez dal ích úprav nebo p ípadn m e být zm n no jejich DiffServ ozna ení. Druhý 
p ípad nastane, kdy hodnota pole DS je nastavena na neimplicitní hodnotu, nebo kdy 
pakety vstupují do jiné DiffServ domény, která vyu ívá rozdílnou skupinu nebo 
mapování.  
Pakety mimo profil mohou z stat ve front , dokud nejsou zformovány, vy azeny, 
ozna eny, nebo poslány dále.  
Zpracování paket
Zpracování paket pomocí popisové architektury DiffServ lze rozd lit na dv 
úrovn abstrakce, p i em druhá úrove je rozd lena na dv podúrovn . 
Nejni í úrove : Slu ba je zde definovaná souborem parametr popisující 
vazbu mezi ú astníkem a sítí. Tato vazba se ozna uje jako SLA (Service Level 
Agreemet). P íkladem této slu by je pronajatý virtuální okruh. 
St ední úrove : Na této úrovni je definováno, jak se s paketem zachází 
v konkrétním sm rova i, ale bez ohledu na ostatní sm rova e v cest . Tento 
zp sob se ozna uje PBH (Per Hop Behaiour). Ka dý sm rova se stará pouze o 
to, aby jeho vlastní zpracování paketu odpovídalo zna kám v paketu. 
V sou asné dob jsou standardizované dv PBH:
o expedited forwarding (EF) zaji uje, e ka dý paket za azen do EF PBH 
je odesílán rychlostí v t í nebo rovnou pr m rné rychlosti. Pr m rná 
rychlost je výsledkem m ení v ur itých asových intervalech. EF je 
vhodné implementovat do virtuálního pronajatého okruhu. Zaji uje 
minimální odchozí rychlost, hlídá í ku pásma.
o assured forwarding (AF) umo uje adit pakety do jedné ze ty t íd. 
Ka dé t íd je ve sm rova ích vyhrazen ur itý objem prost edk 
(vyrovnávací pam , kapacita výstupní linky, atd.) Pro p ípad zahlcení je 
zde mo nost nastavení priorit. AF je vhodné pou ít tam, kde je vy ádána 
volitelná úrove kvality p enosu. Jsou-li volné zdroje doká e roz í it í ku 
pásma. 
Nevýhody diferencovaných slu eb  
Hlavní nevýhodou je, e podpora QoS je rozd lena pouze do omezeného 
mno ství skupin, kterým se dá p i adit ur itá priorita. 
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Poskytování kvality slu eb je zaji t no pouze mezi dv ma sousedními sm rova i
(per hop) a tím nelze zajistit garance stálé kvality slu eb na celé trase mezi koncovými 
uzly.  
Dal í nevýhodou by mohlo v budoucnu být, e model DiffServ je orientován 
pouze na zdroj vysílání a nikoli na celou p enosovou sí . 
2.3.4 Technologie MPLS  
Technologie MPLS (MultiProtocol Label Switching) se vyu ívá pro p epojování 
paket . Touto technologií lze zajistit podporu QoS nejen v sítích pracujících 
s protokolem IP.  MPLS je díky své architektu e vhodná pro vytvá ení virtuálních sítí 
VPN (Virtual Private Network).  
Technologie se vzhledem k OSI modelu umis uje mezi linkovou a sí ovou vrstvu, 
proto se asto ozna uje jako protokol 2,5-té vrstvy.   
Princip MPLS  
MPLS pracuje tak, e vkládá vlastní hlavi ku p ed pakety. Pracuje mezi sí ovou a 
linkovou vrstvou OSI modelu a proto svou hlavi ku vkládán mezi hlavi ky p idávané na 
t chto dvou vrstvách viz. Obr. 2.6. Toto rozd lení je popsáno v literatu e [17]. Hlavi ka 
MPLS se skládá z jednoho nebo více náv stí (Labesl). Pokud je náv stí více, adí se za 
sebe formou zásobníku. Náv stí se skládá ze ty polo ek:
hodnota náv stí (Label) (20b) 
pole QoS (3b) 
pole vlajky (Flag) (1b) 
ivotnost TTL (Time To Live) (8b)  
Obr. 2.6: Vkládání hlavi ky MPLS 
Zp sob sm rování MPLS
 
Pakety vstupující do MPLS domény jsou na vstupu pomocí prvku LER (Label 
Edge Router) ozna eny MPLS náv stím. Prvek LER na vstupu p idává a na výstupu 
odebírá záhlaví MPLS. Podle tohoto záhlaví se ídí sm rova e v MPLS domén . Tím se 
urychluje sm rování. Sm rova e, které se ozna ují LSR (Label Switch Route) se ídí 
pouze záhlavím MPLS. Sm rování na úrovni sí ové vrstvy se zde ji neprovádí. Princip 
funkce LER a LSR je zobrazen na Obr. 2.7. Podrobn j í informace lze najít v literatu e 
[18]. 
Záhlaví rámce Záhlaví paketu Obsah paketu
Záhlaví rámce Záhlaví MPLS Záhlaví paketu
Label (20b) QoS (3b) flag (1b) 
Obsah paketu
TTL (8b) 
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Obr. 2.7: Princip MPLS v rámci jedné domény 
Paket m p icházejícím do sít jsou p i azovány FEC (Forward Equivalence 
Class). Ka dá FEC má své náv stí. Typ FEC závisí na IP adrese, typu dat, atd. 
V n kterých p ípadech ji m e být vstupující paket opat en zna kou. Pokud tomu tak 
je, hrani ní sm rova vlo í druhé náv stí. 
Technologie MPLS podporuje i ochranu p ed zahlcením prvku v síti. Tato 
technika spo ívá v tom, e pokud je ur itý sm rova p etí en, m e po ádat nejbli í 
p edchozí LSR, aby odmítal pakety s náv stím které sm uje za n j. Tím dojde 
k odleh ení zát e.
Distribuce sm rovacích tabulek  
Náv stí jsou mezi LER a LSR distribuovány pomocí LDP (Label Distribution 
Protokol) protokolu. LSR si v MPLS síti pravideln vym ují seznamy náv stí a 
dostupnost cílových stanic. Toto je provád no pomocí standardizovaných procedur. 
Díky tomu si ka dý LSR m e vytvo it p edstavu o podob MPLS sít a m e tak na 
základ t chto sm rovacích informací vytvo it v MPLS síti virtuální cesty LSP (Label 
Switch Path). Tyto LSP jsou obdobou virtuálních okruh u ATM. Nejsou v ak závislé na 
technologii druhé vrstvy modelu ISO/OSI. 
2.3.5 Správa p enosové kapacity podsítí SBM  
SBM (Subnet Bandwidth Management) je technologie, která se zam uje na 
ízení toku dat a zaji t ní QoS v prost edí sítí LAN. Technologie je orientována na 
protokoly linkové vrstvy (2. vrstva) ISO/OSI modelu. Vyu ívá se tedy pro podporu QoS 
mezi sm rova i. Pro jednoduchost jsou definovány pouze dva typy front. První typ 
fronty je pro data, která nejsou náchylná na zpo d ní a druhý typ pro data, která 
vy adují lep í parametry. V literatu e [19] je uveden detailn j í popis technologie SBM.
Rámce na vstupu se ozna í podle po adavk na kvalitu slu eb. V protokolu SBM 
jsou definovány zp soby jakými se ozna ují vstupující data a také zp sob, který 
umo uje komunikaci a koordinaci mezi sí ovými uzly a p epína i.
P epína e, které podporují protokol SBM obsahují následující prvky:  
p id lova p enosové kapacity BA (Bandwidth Allocator) ten udr uje p ehled o 
rezervovaných prost edcích sít , provádí kontrolu dostupnosti prost edk p i ádosti 
o novou rezervaci a zná topologii sít .
 
vy adující modul RM (Requestor Module) je umíst n v ka dé koncové stanici. 
Podle po adavk prvek RM p ekládá po adavky QoS t etí vrstvy na úrovn priorit.
Kompletní popis protokolu SBM lze nalézt v doporu ení RFC2814. Tento zdroj je 
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3 Základy sm rování
V simula ní úloze, která se bude týkat MPLS bude vyu ito i dynamické 
sm rování. Konkrétn bude vyu it dynamický sm rovací protokol OSPF a proto je zde  
ve zkratce uveden princip jeho funkce. 
3.1 Obecný popis sm rování
Ka dý sm rova v síti má tzv. sm rovací tabulku. Ta slou í k nalezení cíle. Paket 
p ijde na vstup sm rova e, sm rova musí ur it kam paket sm uje a podle toho ho 
umístit na p íslu né rozhraní. K tomu aby ur il na které rozhraní musí daný paket 
umístit pou ije sm rovací tabulku. Sm rovací tabulka m e být vytvá ena staticky nebo 
dynamicky. Více viz lit. [23]. 
3.1.1 Statické sm rování
P i statickém sm rování z stává obsah sm rovací tabulky stále stejný. Tato 
sm rovací tabulka je nastavena pevn a p ípadné zm ny musí být provedeny ru n . 
Nevýhody jsou jasné z popisu: p i ka dé zm n v síti je nutné ru n upravit sm rovací 
tabulku. 
3.1.2 Dynamické sm rování
Dynamické sm rování je ozna ované také jako adaptivní, pr b n reaguje na 
zm ny v topologii sít a t mto zm nám p izp sobuje sm rovací tabulku. Protokoly pro 
dynamické sm rovaní jsou uvedeny v tab. 3.1 a rozd lují se ze dvou hledisek:
 
1) Podle ur ování metriky 
distance vector metrika se ur í nej ast ji jako po et p eskok
link state  protokoly berou v úvahu stav linky (propustnost, zatí ení, cenu, atd.). 
Znají podobu celé sít .
2) Podle zp sobu práce s maskou 
classfull protokoly nepracují s maskou a proto je mo ná pouze práce 
s classfull adresami. 
classless protokoly rozli ují i masky sítí a tím pádem je mo né i bezt ídní 
adresování. 
Tab. 3.1: P ehled sm rovacích protokol
Druh sm rovacího protokolu Distance Vector Link State 
Classfull RIP, IGRP  
Classless RIPv2, EIGRP OSPFv2, IS-IS 
IPv6 RIPng, EIGRP pro IPv6 OSPFv3, IS-IS pro IPv6
3.2 Protokol OSPF (Open Shortest Path First) 
OSPF je dynamický sm rovací protokol vyu ívaný v IP sítích. Jeho vývoj byl 
zapo at v roce 1988, kdy u nedosta oval doposud pou ívaný sm rovací protokol RIP 
(Routing Information Protocol). Ten nedokázal pracovat v rozsáhlej ích sítích které 
obsahovali ádov desítky sm rova . To je dáno tím, e sm rovací protokol RIP 
vyu ívá pro m ení nejkrat í cesty (Metrika) po et p eskok . Jeden p eskok odpovídá 
pr chodu paketu jedním sm rova em. 
OSPF jako metriku vyu ívá cenu linky a proto se adí do skupiny sm rovacích 
protokol Link State Routing Protocol. Cena linky je íslo v rozmezí 1 a 65 535, které 
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je p i azeno ka dému rozhraní. ím je hodnota ni í, tím je cesta více 
up ednost ována. Standardn je cena odvozena z í ky pásma p enosové linky, která 
je p ipojena na dané rozhraní. V p ípad e chceme preferovat n kterou z linek, 
m eme cenu nastavit na jakékoli íslo z daného rozsahu. 
3.2.1 Postup práce OSPF protokolu 
1) V prvním kroku sm rova vysílá Hello pakety. Úkolem t chto paket je ujednání 
sousedství. Sm rova e se pomocí nich domluví na spole ných parametrech a 
komunika ních vlastnostech.  
2) Následn si sm rova e mezi sebou vysílají pakety LSA (Link State Advertisement). 
Struktura je na Obr. 3.1. V t chto paketech jsou obsa eny informace o rozhraních 
daného sm rova e a také seznam sm rova p ipojených k dané síti.
 
3) LSA pakety si sm rova e ukládají do vlastní databáze a zárove je p eposílají dál na 
ostatní p ilehlé sm rova e. Pakety se postupn roz í í mezi celou sí . Výsledkem bude 
stejná topologická databáze pro v echny sm rova e.
4) Následuje nalezení nejkrat í cesty do ka dé známé sít . Proto ka dý sm rova 
provede výpo et SPF algoritmu.   
5) Nalezené nejkrat í cesty se ulo í do sm rovací tabulky. Struktura je podrobn ji 
popsaná v literatu e [24].  
Pokud se zm ní topologie sít musí sm rova , na kterém ke zm n , do lo 
odeslat znovu paket LSA. Zpráva se bude postupn í it celou sítí a ka dý sm rova 
znovu provede výpo et SPF.  
Z d vodu, e výpo et SPF algoritmu p edstavuje pro sm rova zna nou zát je 
d le ité, aby neprobíhal asto. Zdrojem takového stavu by mohla být nestabilní linka. Z 
toho d vodu se definuje minimální asový interval mezi dv ma výpo ty SPF.
1 1 2 4 4 2 2 8 pro-
m nné








Ov ení Data 
Obr. 3.1: Struktura OSPF paketu 
Význam polí paketu:  
Verze ur uje verzi pou itého OSPF  
Typ  identifikuje typ paketu 
- Hello  ujednává sousedství 
- Database description zpráva je vym ována p i inicializaci sm rova e. 
Dopl uje databázi topologie. 
- Link-state request sm rova si vy ádá záznamy ze sousedního 
sm rova e. Zpráva je zasílána p i objevení sousedního sm rova e.
- Link-state update paket se zasílá jako odpov na paket Links-state 
request. Po ívá se pro í ení LSA zpráv. M e obsahovat i více ne 
jednu LSA zprávu. 
- Link-state acknowledgement  potvrzení paketu link-state update 
Délka dálka paketu v etn hlavi ky v bajtech, 
Ozna ení sm rova e identifikuje sm rova který je zdrojem paketu. 
Ozna ení oblasti ozna uje oblast, pro kterou je paket ur en.  
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Kontrolní sou et pro zji t ní chyb b hem p enosu.
Typ ov ení  specifikuje typ ov ení pro ka dou oblast.
Ov ení obsahuje ov ovací informace.
Data obsahuje zapouzd ené informace.
3.2.2 Ov ení (Authentication)
 
Vy aduje se pro zamezení neoprávn ného zásahu do OSPF paket . P ípadný 
úto ník by mohl zp sobit zm ny ve sm rovacích tabulkách sm rova a omezit tak 
provoz. Mohl by i zajistit p eposílání paket u ivatel sít na vlastní po íta . 
OSPF umo uje autentizaci pomocí hesla. Metoda je jednoduchá, ale není p íli 
bezpe ná.   
Druhou mo ností je kryptografická autentizace. Na ka dý sm rova se zadá klí 
a identifikátor. Z obsahu paketu, klí e a identifikátoru se vypo ítá hash pomocí 
algoritmu md5 a ten se p ipojí k paketu. Díky tomu, e se klí nep ená í p es sí je 
metoda bezpe n j í.
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4 Implementace kvality slu eb v prost edí OMNeT++ 
s nadstavbou INET Framework   
V kapitole budou rozebrány konkrétní zp soby implementace kvality slu eb 
(QoS) v simula ním nástroji OMNeT++ a INET Framework.   
Implementace na základ diferencovaných slu eb bude rozebrána v kapitole 4.1. 
P jde o implementaci za pomoci modulu DropTailQoSQueue, který je sou ástí sady 
modul INET Framework.
 
V následující kapitole 4.2 bude objasn na technologie MPLS. V modelu bude 
implementován i sm rovací protokol OSPF.  
Dal í mo nosti simulování ji nejsou v OMNeT++ ani v nadstavb INET 
Framework popsány. Pro podporu QoS na principu technologie IntServ by v ak la 
pou ít sada modul , která podporuje rezerva ní protokol RSVP. Sestavená sí z t chto 
modul pak doká e zaji ovat kvalitu slu eb s odli nou prioritou zalo enou na 
technologii IntServ.    
Posledním zp sobem podpory kvality slu eb by mohla být úprava existujícího 
modelu. Proto e jde o otev ený simula ní program, ve kterém se dá vytvo it vlastní 
za ízení pro podporu QoS. Takovým e ením by byla nap íklad úprava modulu 
p epína e (EtherSwitch) tak, aby podporoval technologii SBM (technologie zalo ená na 
druhé vrstv OSI/ISO modelu).  
4.1  Simulace QoS za pomoci DiffServ   
Pro simulování QoS v sítích je vhodné vytvo it simulaci na základ 
diferencovaných slu eb (DiffServ) pomocí nadstavby INET Framework. INET 
Framework obsahuje základní strukturu, která m e být s výhodou pou ita pro simulaci 
sítí se zaru ením po adované kvality a to p edev ím zp sobem diferencovaných 
slu eb.  
Teoretický popis simulace:  
Pro zp sob zaji t ní kvality su eb pomocí DiffServ se vyu ije klasický modul
sm rova e (Router). S tímto modulem jsme pracovali v kapitole 1.6.5, kde jsme 
sestavili vlastní sí . Pro simulování podpory QoS bude zapot ebí upravit rozhraní 
sm rova e. P jde p edev ím o úpravu výstupních front, proto e model DiffServ je 
zalo en na t íd ní paket do r zných t íd, kterým odpovídají výstupní fronty. 
Podrobn j í vysv tlení architektury DiffServ je uvedeno v kapitole 2.3.3. Budeme se 
tedy p edev ím zabývat frontami s názvem PPPInterface, EthernetInterface, atd.   
Sí ová rozhraní se skládají z front a implementují se do linkové vrstvy L2 (PPP, 
Ethernet, atd.). Typ front je definován parametrem queueType sí ového rozhraní. 
Tomuto typu m eme p i adit nap . DropTailQueue, DropTailQoSQueue nebo t eba 
REDQueue. V dy v ak m eme p i adit pouze jeden typ fronty. Pro simulaci kvality 
slu eb samoz ejm vyu ijeme frontu DropTailQoSQueue, která realizuje azení podle 
priority.  
virtual int numQueues();   //po et front 
virtual int classifyPacket(cMessage *msg); //index podfront   
První metoda je ur ena pro nastavení po tu díl ích front. Druhá metoda je volána 
pro ka dý paket a vrací index podfronty (subqueue).  
Nový klasifikátor t ídy musí být zaregistrován v C++ kódu, v opa ném p ípad 
nebude modul DropTailQoSQueue nalezen.   
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  Register_Class(classname);   //registrace klasifikátoru   
Výsledné konfigurace se ulo í do souboru omnetpp.ini. Jde o konfiguraci PPP 
rozhraní. Do souboru omnetpp.ini tedy zapí eme následující:  
**.ppp[*].queueType = "DropTailQoSQueue" 
**.ppp[*].queue.classifierClass = "BasicDSCPClassifier" 
**.ppp[*].queue.frameCapacity = 20    
Samoz ejm lze upravovat zdrojové kódy popsané v jazyce C++ nebo vytvo it 
vlastní pro svou pot ebu. K základnímu seznámení se simulací QoS v simula ním 
nástroji OMNeT++ posta í vý e uvedený postup. Postup je uveden v literatu e [21]. 
4.1.1 Popis modulu DropTailQoSQueue  
Modul je d le itý pro implementaci QoS do simulované sít . Proto je zde uveden 
jeho základní popis. Detailn j í informace se dají najít v dokumentaci modul v lit. [9].  
Jde o modul fronty s po adovanou kvalitou slu eb. Pou ívá se v sí ových 
rozhraních. Tento typ fronty adí datové jednotky do front s ur itou prioritou. Parametry 
modulu jsou uvedeny v tab. 4.1. P ehled vstupních a výstupních bran v tab. 4.2.  
Tab. 4.1: Parametry modulu DropTailQoSQueue 
Jméno Typ Popis 
frameCapacity íselná konstanta kapacita jednotlivých podfront  
classifierClass et zec znak t ída 
Tab. 4.2: Vstupní a výstupní brány modulu DropTailQoSQueue 
Jméno Sm r Popis 
in vstup vstupní brána 
out výstup výstupní brána
4.2 Model MPLS 
V tomto modelu se p edpokládá vyu ití modulu RSVP_LSR, který je umíst n ve
slo ce INET/Nodes/MPLS. Modul vkládá mezi fyzickou a linkovou vrstu jakousi 
mezivrstvu, která sm ruje pakety na základ MPLS náv stí. Pracuje v kombinaci 
s modulem TED (jeho umíst ní INET/Network/TED), který zji uje nejlep í cestu od 
zdroje k cíli. Dále je pou it modul RSVP, co je popis signaliza ního systému u 
technologie MPLS.  
Pro model po íta e je vyu it modul StandardHost. Jde o stejný modul, který je 
vyu ívám pro simulování klasických sítí jako nap íklad v kapitole 1.6.5. Celé simula ní 
schéma vyu ívá LDP protokol.   
V simulované síti (Obr. 5.1) bude také implementován sm rovací protokol OSPF. 
Ten po zahájení simulace zajistí napln ní sm rovacích tabulek sí ových prvk . Proto 
jsou definované link-state zprávy, které mají za úkol í it informace ostatním 
sm rova m. Podrobn j í teoretický popis funkce sm rovacího protokolu je uveden 
v kapitole 3. Pro správnou funkci sm rovacího protokolu bude zapot ebí definovat u 
ka dého prvku nastavení OSPF protokolu. V tomto nastavení bude mimo jiné uvedeno, 
které sít má sm rova p ímo p ipojené, nastavení vlastních rozhraní, atd.   
 - 39 - 
Teoretický popis simulace  
Simulace by m la probíhat následovn : PC1 a PC2 budou vysílat UDP data. Ta 
se budou í it ke sm rova i LSR1, kde budou sm rovány k cíli. Na za átku simulace 
pravd podobn nebudou napln ny sm rovací tabulky a tak bude paket odmítnut.
 
A budou v echny sm rovací tabulky kompletní tak, aby mohl být paket doru en 
k cíly, bude p ená ený paket sm rován (zatím klasickým zp sobem) do cílového 
po íta e server1. ádné potvrzení o duru ení se posílat nebude, proto e jde o 
nespolehlivé spojení.  
Propojení pomocí technologie MPLS nastane a v ase simulace 1s. V tuto dobu 
vygeneruje modul RSVP zprávu Path, která nese informace o po adavku na vytvo ení 
spojení a rezervování ur itých p enosových vlastností linky. Zpráva se bude í it p es 
ostatní sm rova e a k cílovému. Pokud jsou po adované parametry z hlediska sít 
splnitelné v ka dém sm rova i se zpráva p edá dál a nevygeneruje se zpráva Error.
Zpráva Path dorazí a do koncového sm rova e. Ten vytvo í po adované 
rezervace a ode le zp t k p vodci zprávy Path zprávu Resv. Zpráva se tedy bude  í it 
v emi sm rova i, kterými pro la zpráva Path a v ka dém sm rova i vytvo í 
po adované rezervace. A zpráva Resv dorazí na první sm rova , dojde k vytvo ení 
kompletní cesty a pakety, které byly d íve sm rovány klasicky pomocí sm rovací 
tabulky, jsou nyní na prvním prvku opat eny náv stím a jsou ji p eposílány vrstvou 
MPLS. Tím dojde k urychlení p enosu. 
Dal í událost, která bude následovat se vyskytne v simula ním ase 2s. V tuto 
dobu bude vyu it speciální soubor s názvem scenario.xml. V souboru je zadefinováno 
vytvo ení nového spojení. Vytvo í se tedy nová MPLS cesta, která bude inicializována 
op t prvkem LSR1. Tato cesta povede p es prvky LSR2, LSR4 a LSR5 a bude 
po adovat rezervaci í ky pásma 400 kbit/s tak, jak je definováno v souboru 
scenario.xml.   
Z d vodu, e na prvku LSR4 je ji rezervovaná í ka pásma 400 kbit/s a celková 
dostupná í ka pásma je 600 kbit/s, nem e ji dojít k dal í takovéto rezervaci. Tím 
pádem sm rova LSR4 odmítne po adavek a vy le zprávu PathErr. Toté provedou i 
ostatní prvky v cest . V posledním sm rova i LSR5 v ak po ád je t z stala 
po adovaná rezervace. Proto a sm rova LSR1 obdr í zprávu PathErr, ode le je t 
zprávu Path_TEAR, která zajistí zru ení ve kerých rezervací po celé cest .
V simula ním ase 2.4 s vygeneruje modul RSVP na základ souboru 
scenario.xml zprávu Path_TEAR a zru í vytvo enou cestu p es LSR1, LSR3. LSR7 a 
LSR5, tak e v síti z stane navázána pouze jedna cesta p es LSR1, LSR2, LSR4 a 
LSR5. Ostatní pakety putující sítí se budou sm rovat klasickým zp soben pomocí IP 
adres na sí ové vrstv .
Po ukon ení simulace se  nám samoz ejm vytvo í i soubory pro zobrazení graf 
(Plove, Scalars). Zde si m eme zobrazit vyu ití kapacit u jednotlivých prvk . Zm nou 
parametr v omnetpp.ini m eme zm nit velikost front a nebo m eme v souboru 
RSVPTE4.ned zm nit nap íklad kapacity linek mezi spoji.
Detailn j í popis modul , ze kterých se skládá simulace lze najít v literatu e [9]. 
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5 Praktická realizace 
Jako první je zde uvedena realizace pomocí technologie MPLS, a to z d vodu, e 
technologie je názorn j í a jsou v ní patrny principy simula ního nástroje OMNeT++. 
V druhé kapitole je potom uveden základní simula ní model technologie DiffServ. 
5.1  Technologie MPLS 
Úloha bude zam ena na seznámení se se simula ním nástrojem OMNeT++ a 
jeho nadstavbou INET Framework. Dále budou zachyceny principy sm rovacího 
protokolu OSPF. Hlavním cílem úlohy bude podrobné seznámení s technologií MPLS.  
5.1.1 Postup vytvá ení simulované sít
Výsledná sí by m la mít podobu zachycenou na Obr. 5.1.  
Obr. 5.1: Výsledná simulovaná sí  MPLS 
V prvním kroku si vytvo íme grafickou podobu simulované sít . V pracovním 
adresá i (umíst ný nejlépe do slo ky s nainstalovaným INET Framework) si vytvo íme 
soubor s p íponou .ned. Název není závazný, nap íklad sit_mpls.ned. Spu t ním 
souboru otev eme nástroj pro grafický návrh simulované sít .
 
Po spu t ní nejprve nastavíme cesty k jednotlivým simula ním model m, které 
budeme vyu ívat. To provedeme pomocí menu Options -> Edit import path. Do cest 
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Poznámka: Cesty lze p idat p ímo zkopírováním vý e uvedeného textu a nebo je mo né 
cesty k jednotlivým modul m dohledat pomocí funkce vyhledávání v systému Windows.  
Nyní provedeme import modul , které budeme pou ívat v simulaci. P jde o 
moduly po íta e (StandardHost), sm rova e s podporou MPLS (RSVP_LSR) a dále o 
modul pro nahrání simula ního skriptu a chybového manageru (ScenarioManager, 
FailureManager) a v poslední ad o modul pro generování výstupního souboru 
(NAMTrace). Moduly, které budeme importovat, se nachází ve slo kách, které jsme 
ur ili nastavením cest. Ostatní podmoduly, ze kterých se skládají hlavní (nap . 
StandardHost), se ji importují automaticky spole n s nad azeným modulem. Do 
importa ního dialogu se dostaneme p es menu File -> New component -> Import 
následn se p epneme na zálo ku Properties. Zadáme názvy po adovaných modul 
bez p ípony .ned a potvrdíme tla ítkem OK. Postup je patrný z Obr. 5.2           
a)       b)   
Obr. 5.2: Import modul : a) p ístup do Import Properties, b) zadání názv importovaných modul
 
V tuto chvíli musíme program restartovat, aby se na etly importované moduly. 
Po znovu zapnutí programu ji budou v levé ásti grafického prost ení na teny 
po adované moduly (StandardHost, RSVP_LSR, atd.), ale i jejich podmoduly (nap .: 
TCP, UDP nebo MPLS).  
V dal ím kroku vytvo íme v grafickém návrhovém prost edí topologii sít (Obr. 
5.3 a), kterou chceme simulovat. To provedeme pomocí ikony Draw submodule and 
connections (viz. Obr. 5.3 b)  
   
    a)                      b) 
Obr. 5.3: Práce v návrhovém prost edí a) kreslení podmodul , b) panel pro grafický návrh
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P ejmenování podmodul se provádí polo kou Rename z nabídky po stisknutí 
pravého tla ítka my i na p íslu ném prvku. 
  
P i grafickém navrhování m eme sledovat, jak se m ní nedfile na í simulované 
sít . P epneme se do n ho pomocí zálo ky NED source nad sestavenou sítí. Pro 
úsp nou simulaci je nutné do NED source nadefinovat parametry, týkající se 
p enosových linek mezi moduly. U propojovacích linek je nutné nastavit p enosovou 
rychlost (data rate), proto e linky jsou p ipojeny k fyzickým rozhraním a to vy aduje, aby 
p enosová rychlost byla nastavena. Do zdrojového souboru NED source ke ka dému 
spojení p ipí eme následující definice:  
PC1.out++ --> delay 10ms datarate 600000 --> LSR1.in++;     
Nyní u jednotlivých prvk nadefinujeme, zda jde o sm rova , u ivatelský po íta 
a nebo o jiný prvek. To provedeme tak, e na ur itém prvku vyvoláme lokální nabídku 
pomocí pravého tla ítka my i a vybereme polo ku Properties (Obr. 5.4). Zobrazí se 
okno Submodule Properties (Obr. 5.4). 
               
a)       b) 
Obr. 5.4: Nastavení vlastností podmodulu: a) p ístup do Submodule Properties, b) nastavení typu
V tomto okn musíme v poli Type vybrat naimportovaný modul. Pro u ivatelské 
po íta e a servery vybereme StandardHost, pro sm rova modul RSVP_LSR, atd.
V posledním kroku musíme p eklada i ur it, kterou sí má simulovat. V grafickém 
rozhraní se to d lá tak, e p idáme novou komponentu pomocí menu File->New 
component->Network (Obr. 5.5 a). Do pole Name zadáme název simulované sít a 
v poli Type vybereme modul, ze kterého chceme simulovanou sí vytvo it (Obr. 5.5 b). 
V na em p ípad sit_mpls. 
                     
 
       a)           b) 
Obr. 5.5: a) P ístup do Network Properties, b) volba názvu sít a simulovaného modelu
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Nakonec je je t mo né nastavit grafické ikony jednotlivým prvk m. Nastavení se  
provádí v polo ce Appearance v místní nabídce na daném prvku po kliknutí pravým 
tla ítkem v sekci Icon.   
Po uvedeném postupu by jsme m li získat zdrojový kód v souboru sit_mpls.ned, 
který se podobá zdrojovému kódu v p íloze B.1.   
Dal ím souborem, který budeme pot ebovat bude ji známý soubor omnetpp.ini, 
v n m jsou definovány nastavení jednotlivých prvk . Jeho obsah je uveden v p íloze 
B.2. Podle zvoleného umíst ní pracovního adresá e je op t pot eba upravit cestu 
k seznamu soubor s p íponou ned (druhý ádek v souboru omnetpp.ini).     
Zavedení sm rovacího protokolu OSPF  
Protokol OSPF vy aduje u ka dého prvku definovat p ímo p ipojené sít . To se 
provádí pomocí soubor s p íponou .rt. V t chto souborech jsou nastaveny i IP adresy 
jednotlivých rozhraní. Ka dému prvku, který máme v simula ním modelu, vytvo íme 
speciální soubor PC1.rt (nap íklad pomocí textového editoru). Obsah pro PC1 bude 
tedy následující:  
ifconfig: 
name: ppp0 inet_addr: 10.0.1.1 MTU: 1500 Metric: 1 
ifconfigend.  
route: 
10.1.1.1 *  255.255.255.255 H 0 ppp0 
default: 10.1.1.1 0.0.0.0  G 0 ppp0 
routeend.   
V první ásti je definované nastavení rozhraní (název, IP adresa, Metrika) a 
v druhé ásti je definována sm rovací cesta. Podrobn j í popis je v kapitole 3, která se 
zabývá sm rováním v IP sítích. Definice soubor pro ostatní prvky sít jsou uvedeny 
v p íloze B.3.
   
Nastavení MPLS sm rova
V souboru omnetpp.ini jsou nastavení provedena pomocí externích 
konfigura ních soubor . Tyto soubory (s p íponou .xml) umístíme do pracovního 
adresá e a slou í tedy k externímu konfigurování námi vytvo ené sít . Soubor s názvem 
classifier.xml slou í pro nastavení klasifikátoru paket . Z d vodu, e nepo adujeme 
speciální nastavení tohoto modulu, napí eme do souboru pouze následující text. Bez 




Stejným zp sobem vytvo íme i soubory traffic.xml a libtable.xml. Oba budou 
obsahovat pouze prázdné tagy. Jejich obsah je uveden v p íloze B.4. Nastavení je 
globální pro v echny prvky LSR. Pro prvek LSR1 bude nastavení odli né. Op t 
vytvo íme dva soubory s názvem classifier_LSR1.xml a traffic_LSR1.xml. Ty se budou 
aplikovat pouze na prvek LSR1. Jejich obsah je op t v p íloze B.4.
P íklad vytvá ení t chto soubor je p evzat z literatury [9], kde se po zadání 
názvu nad azených modul (nap . RSVP) dozvíme, jakou mají mít takovéto soubory 
strukturu a k emu slou í. 
Ve stejné literatu e je definována i struktura posledního souboru, který bude pro 
simulaci nutný. Jde o soubor s názvem scenario.xml, který v simula ním ase 2s zahájí 
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vytvá ení nového spojení (nové cesty MPLS). Spojení v ak nep jde vytvo it z d vodu 
neposta ující kapacity sít . (Více viz. Teoretický úvod k simulaci.) Obsah tohoto 
souboru je op t uveden v p íloze B.4.
Nyní ji sta í pouze do pracovního adresá e zkopírovat spustitelný soubor 
inet.exe ze slo ky c:\OMNeT++\INET\bin. Tímto souborem spustíme simulaci.  
Simulace je zalo ena na pozorování simula ního pr b hu. Jsou zde samoz ejm 
také výstupy typu Plove a Scalars, ale princip technologie MPLS je patrná pouze 
z pr b hu simulace.
 
Pr b h simulace a pozorování jednotlivých parametr :
Po spu t ní simulace se za nou sítí í it link-state zprávy, které souvisí se 
sm rovacím protokolem OSPF a mají za úkol naplnit sm rovací tabulky. Obsah t chto
zpráv m eme zobrazit dvojklikem na symbol zprávy. Poté se otev e okno PPP rámce. 
Pokud klikneme na tla ítko Encapsulated msg získáme IP paket. Zde se p epneme do 
zálo ky Fields a uvidíme obsah IP paketu, jako je nap íklad zdrojová a cílová IP 
adresa, typ protokolu, TimeToLive, atd. Pokud op t v zálo ce General klikneme na 
tla ítko Encapsulated msg, dostaneme se do struktury zprávy link-state. Zde op t 
v zálo ce Fields jsou uvedeny informace týkající se zprávy Link state. Postup je patrný 
z Obr. 5.6.  
Obr. 5.6: Struktura a p ístup do jednotlivých ástí p ená ené zprávy
Po pr chodu n kolika Link state paket (simula ní as 10ms), za nou po íta e 
PC1 a PC2 vysílat UDP pakety. Tyto pakety lze sledovat stejným zp sobem jako Link 
state pakety v p edchozím odstavci. Paket bude putovat do prvního sm rova e a tam 
do sí ové vrstvy (zatím toti není sestavena MPLS cesta). V sí ové vrstv bude polo en 
dotaz na sm rovací tabulku, zda je v ní po adovaný záznam. Záznam v tabulce nebude 
nalezen (zatím není sí konvergována) a tím pádem modul ICMP (sou ást sí ové 
vrstvy) vygeneruje zprávu ICMP Error a vrátí ji odesilateli UDP paketu. To bude 
probíhat do té doby, ne bude tabulka napln na pot ebnými záznamy o sítích. 
Sm rovací tabulku si m eme zobrazit. Klikneme na LSR prvek, dále klikneme 
na podmodul routingTable a v okn zvolíme zálo ku Contens. Zde najdeme objekt se 
jménem routes, na který klikneme a tím získáme záznamy ve sm rovací tabulce. 
M eme zde ov it, e sí , do které sm uje UDP paket, v tabulce není. Ve stejné 
zálo ce najdeme i záznam routerID, který nám reprezentuje ozna ení sm rova e (jde 
o IP adresu). 
V ase simulace t=60 ms budou ji sm rovací tabulky kompletní a tím pádem ji 
pakety putují sítí. Zatím jsou ov em sm rovány klasickým zp sobem na 3. vrstv 
pomocí IP adres. Pro ka dý paket se tedy prohledává sm rovací tabulka.
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Nyní je mo né se p esunout do asu simulace 1 s. V tuto dobu bude 
vygenerován modulem RSVP ve sm rova i LSR1 paket Path. D le itý je jeho obsah a 
proto se do n ho op t podíváme. Jaký má tento paket význam je uvedeno v kapitole 
2.3.4. Path nese informace o pot ebných rezervacích. Jsou v n m uvedeny pot ebné 
adresy pro spojení (NextHop, tunnelID, atd.). Dále je uvedena priorita rezervací atd. 
A tato zpráva dorazí k cílovému sm rova i (LSR5), vygeneruje se v n m zpráva 
Resv, která bude putovat stejnou cestou op t k LSR1. B hem toho probíhá rezervace 
p enosové kapacity v jednotlivých prvcích. 
P ehled rezervovaných prost edk je mo ný sledovat v ka dém prvku LSR 
v podmodulu libTable, na který si dvakrát klikneme a zvolíme zálo ku Contents a 
poklepeme na polo ku lib. 
Neposlední, co je t m eme sledovat, je dostupná í ka pásma pro jednotlivá 
spojení. Op t v prvku LSR poklepeme tentokrát na podmodul ted a op t zvolíme 
Contents a polo ku ted. Zde jsou ulo eny jak informace o celkové í ce pásma 
(maxBW), tak i o dostupné í ce pásma (unResvBW) (zvýrazn no na Obr. 5.7).   
Obr. 5.7: P ehled rezervovaných a celkem dostupných í ek pásem pro jednotlivá rozhraní  
V pr b hu simulace ( as 2s) se vygeneruje nový po adavek (podle souboru 
scenario.xml) na vytvo ení cesty. Ten je ov em zamítnut prvkem LSR4, proto e u 
nedoká e zaru it po adovanou í ku pásma. Tím se vygeneruje zpráva Path_Err, která 
indikuje zamítnutí po adavku na spojení. Zpráva Path_Thear, která ru í sestavenou 
cestu se vyskytne v ase t=2,4s a zru í jí d íve navázané spojení. Více viz. teoretický 
úvod k simulaci.  
P esto, e princip technologie MPLS je nejvíce z ejmý z pr b hu simulace, je 
nutné se je t zmínit o souboru vystup.nam. Tento soubor je generován modulem 
NAMTrace a jsou do n ho ukládány asové posloupnosti simulace.  
Jeho nastavení je dáno v souboru omnetpp.ini polo kami za ínajícími nam. 
V souboru nejsou prvky zastupovány vlastními názvy, ale jsou ozna eny íslem, které 
je definované v omnetpp.ini souboru polo kou namid.  
Zpo átku jsou v n m definována ozna ení a dále pak spojení ( í ka pásma 
jednotlivých linek, zpo d ní). Na dal ích ádcích ji potom následuje údaj o simula ním 
ase, ve kterém událost nastala, údaj o zdrojovém prvku a cílovém prvku (zastupuje ho 
název definovaný v polo ce namid).   
Dal ími údaji získanými p i simulaci jsou ji známé soubory s p íponou .sca a 
.vec. Práce s t mito soubory je rozebrána v kapitole 1.6.5. 
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5.2 Technologie DiffServ  
Mo nosti simulování technologie DiffServ v simula ním nástroji OMNeT++ se 
zdají být podle teoretických informací uvedených na stránkách výrobce zna n 
jednoduché. P i praktické realizaci v ak narazíme na nejednu chybu, která brání 
v hladkém pr b hu simulování. Simulaci lze tedy provést následujícím (i kdy ne p íli 
ideálním) zp sobem.  
Simulovaná sí bude mít podobu shodnou s Obr. 5.8. 
Obr. 5.8: Výsledná simulovaná sí DiffServ
Za átek simulace (vytvá ení soubor , grafický návrh sít ) je shodný s postupem 
uvedeným v kapitolách 1.6.5, 5.1.1 a proto je v p íloze C.1 uveden pouze zdrojový kód 
výsledného souboru s p íponou .ned. Novinkou v souboru je definování propojení 
pomocí channel. V souboru se tímto definují globální vlastnosti jednotlivých propojení 
ozna ených ethernetline. Pro takto nadefinované spojení je d le itý modul 
ChannelInstaller, který obsluhuje linky nadefinované pomocí direktivity channel. 
U jednoho ze spojení je definována ni í p enosová rychlost ne u ostatních pomocí 
datarate. To je zde z toho d vodu, aby se na rozhraní tvo ila fronta a mohly se uplatnit 
vlastnosti QoS. 
Dal í soubor je uveden v p íloze C.2, s názvem omnetpp.ini. Jeho obsah 
nastavuje jednotlivá spojení. Za pov imnutí pat í hlavn ást s konfigurací fyzického 
rozhraní u jednotlivých modul :
 
**.ppp[*].queueType = "DropTailQoSQueue" 
**.ppp[*].queue.classifierClass = "BasicDSCPClassifier" 
**.ppp[*].queue.frameCapacity = 20   
Zde je místo modulu DropTailQueue pou it modul DropTailQoSQueue. Modul 
má upravené fronty jak je popsáno v kapitole 4.1. Modul DropTailQoSQueue vy aduje, 
aby byl nastaven klasifikátor, který se pou ije pro t íd ní paket do front. V roz í ení 
INET Framework je definován základní klasifikátor s názvem BasicDSCPClassifier.  
Klasifikátor má za úkol jednak pracovat s polem DSCP (ToS) v IP paketu a také 
by m l rozli it data od r zných zdroj . Modul pracuje spole n se základním prvkem 
IQoSClassifier. Ten slou í jako virtuální rozhraní pro klasifikátor 
BasicDCSPClassifier. Pro lep í orientaci jsou v p íloze C.2 uvedeny komentá e.
Následn je t p ikopírujeme soubor inet.exe pro spu t ní simulace a povedeme 
kompilaci projektu postupem uvedeným v kapitole 1.6.5 za pou ití p íkazu:
opp_nmakemake -f -N -b c:\omnet++\inet -c c:\omnet++\inet\inetconfig -I n  
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Po spu t ní simulace funguje správn , ale nefunguje t íd ní paket do front. To 
je zp sobeno nefunk ní implementací QoS do modul DropTailQoSQueue, který 
obsahuje BasicDSCPClassifier a IQoSClassifier. Moduly nedoká í správn 
ozna ovat pakety, které pochází od r zných zdroj .
Nejjednodu í nápravou této chyby je vytvo ení nového souboru 
IPDatagram.msg, který obsahuje strukturu IP paketu. V n m je polo ka 
diffServCodePoint, která zastupuje pole ToS v paketu. Pokud p ímo modifikujeme její 
hodnotu a ur íme, e v simulaci bude u zpráv týkajících se p enosu videa pou it ná 
upravený soubor IPDatagram.msg, bude tímto souborem rovnou u zdroje nastaveno 
pole ToS. Tímto polem se budou ídit ostatní sm rova e a tak v nich bude docházet 
k up ednost ování paket , které jsou takto ozna eny. 
Pakety m eme potom sledovat dvojklikem na sm rova , dále dvojklikem na 
polo ku fyzického rozhraní. Ve fyzickém rozhraní klikneme na polo ku queue a v ní 
zvolíme zálo ku Contents (Obr. 5.9). Výb rem polo ky se jménem queue-0, pop ípad 
1 otev eme okno, kde budou uvedeny pakety ve front . Pakety, které jsou ov em 
vytvá eny pomocí námi modifikovaného souboru IPDatagram.msg jsou azeny 
p ednostn . Tím je práv patrný princip QoS za pomoci technologie DiffServ. Na Obr. 
5.10 b) jsou uvedeny po ty zahozených paket na sm rova i r3 pro ob jeho rozhraní. 
Na rozhraní, kde je nastavena linka s ni í p enosovou rychlostí dochází k zahazování 
paket . Na ostatních nikoli. Obr. 5.10 b) ukazuje nastavení filtr pro zobrazení.
Obr. 5.9: P ístup do p ehledu front na fyzickém rozhraní   
Toto e ení není zrovna ideální, nicmén jako názorná ukázka posta uje. Ve 
výstupních souborech lze op t sledovat p edev ím zatí ení front na jednotlivých 
prvcích. 
Obr. 5.10: Výsledky simulace DiffServ a) nastavení filtr , b) po ty zahozených paket
ppp[0] ppp[1] 
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6 Záv r
  
Úkolem této práce bylo seznámit se se simula ním nástrojem OMNeT++ a jeho 
nadstavbou INET Framework. Zjistit mo nosti simulace QoS v tomto simula ním 
nástroji a vyzkou et jeho funk nost.   
Samotný nástroj OMNeT++ je z mého hlediska velice vhodný nejen pro simulaci 
po íta ových a komunika ních sítí, ale lze ho s výhodou pou ít i pro simulování 
nejr zn j ích typ front, spojení a r znorodých situací i t ch, které se p ímo 
komunika ních sítí netýkají. Velkou výhodou je sada roz í ení INET Framework, která 
specializuje pou ití nástroje práv do oblasti komunika ních sítí a to jak drátových tak i 
bezdrátových. V programu je mo né simulovat datový provoz na r zných vrstvách 
modelu OSI/ISO, co není b né pro jiné simula ní nástroje. Dal í podstatnou výhodou 
je jeho otev enost a samoz ejm licen ní politika. Díky otev enosti systému se dají 
vyzkou et nové technologie tém v jakémkoliv rozsahu. V programu se dají definovat a 
implementovat nové funkce a metody, které jsou vyu ity v nových technologiích. Tím je 
tento simula ní program vhodný pro vývoj a zkoumání moderních technologií.    
Jasnou nevýhodou je z mého hlediska slo itost postupu vytvá ení simulovaných 
sítí. Nejde jen o grafický návrh, ale p edev ím o slo itost kompilace, která se provádí 
p es p íkazový ádek. Nastavování v ech parametr simulace je realizováno 
v textových souborech a definice základních modul je provedena v jazyce C++. 
Zna nou nep íjemností je p i vytvá ení modelu sít nutnost pe livého zadávání 
importovaných modul , ze kterých se skládá výsledná sí . To v e klade na u ivatele 
programu zna né nároky a pro za ínající a nezku ené programátory je systém velice 
náro ný.    
V simula ním nástroji není p íli propracovaná technologie pro podporu kvality 
slu eb (QoS) v komunika ních sítích. Pro implementaci kvality slu eb do simulovaných 
sítí existují v podstat dva zp soby. 
První zp sob implementace QoS je zalo en na principu vyu ití rezerva ního 
protokolu RSVP. Protokol RSVP je základem pro model integrovaných slu eb a také 
pro technologii MPLS. Propracování technologie MPLS je v roz í ení INET Framework 
dota eno do výsledné formy, která je srovnatelná s funkcí opravdové fyzické sít . 
Pomocí modul podporujících MPLS (p edev ím modul MPLS_LSR)  lze snadno 
sestavit po adovanou sí a z pr b hu simulace je mo né vysledovat princip technologie 
MPLS, pop ípad lze modifikací jistých parametr ovlivnit chování této technologie a 
ov it tak její vlastnosti i za nestandardních podmínek.   
Druhým zp sobem je implementace pomocí diferencovaných slu eb. 
Technologie p edpokládá schopnost rozeznat pakety od r zných zdroj , ozna ovat je 
a adit do front na fyzickém rozhraní modulu. Místo klasické fronty se pou ije fronta, 
která dovoluje t ídit pakety na základ priorit. Modul této fronty je ji definován 
v roz í ení INET Framework, ale jeho struktura vykazuje chybu. Modul toti nedoká e 
zna it pakety podle jejich druhu a tím pádem nem e technologie pracovat správn . 
Práv díky t mto malým chybám, které se nachází nejen v roz í ení INET 
Framework, kde jsou zp sobeny tím, e jednotlivé moduly vytvá í samotní u ivatelé, ale 
(a to je podstatné) ob as se vyskytne chyba i p ímo v hlavním programu OMNeT++. Ta 
potom zp sobí pád celého programu, co se mn b hem realizace této práce stávalo 
tém pravideln . P í inou t chto chyb je zajisté to, e jde o program s volnou licencí a 
tudí nem eme p edpokládat jeho robustnost a stabilitu. I p es tyto nep íjemné 
vlastnosti je program velice názorný a u ite ný díky jeho modularit a otev enosti.
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A    Zdrojové kódy pro simulaci klasické sít
A.1 Soubor omnetpp.ini  
[General] 
preload-ned-files = *.ned @../../../nedfiles.lst //cesta k seznamu 
//nedfiles.lst (musí se 
//upravit v závislosti na     
// pracovním adresá i) 
sim-time-limit = 9s    //maximální simula ní as  
network = Network     //simulovaná sí s názvem Network  
[Cmdenv] 
express-mode = no  
[Tkenv] 
default-run=1     //zobrazení simulace graf. rozhraní  
[Parameters] 
**.namid = -1 //parametr pro NAMTraceWriter udává umíst ní uvnit 
//hosta nebo sm rova e
**.numUdpApps=0  //nastavení UDP p enosu (v na em p ípad nebude UDP vyu it) 
**.udpAppType="UDPBasicApp"       
**.PC1.numTcpApps=1      //budeme vyu ívat jedno TCP spojení 
**.PC1.tcpAppType="TCPSessionApp"  //typ TCP p enosu (zdroj)
**.PC1.tcpApp[0].active=true   //TCP bude aktivováno. 
**.PC1.tcpApp[0].address=""   //adresa 
**.PC1.tcpApp[0].port=-1   //port 
**.PC1.tcpApp[0].connectAddress="PC2" //TCP spojení s PC2 
**.PC1.tcpApp[0].connectPort=1000  //port spojení 
**.PC1.tcpApp[0].tOpen=exponential(0.1) // as zalo ení TCP spoje 
**.PC1.tcpApp[0].tSend=0   //odesílání 
**.PC1.tcpApp[0].sendBytes=10000000   //velikost dat k odeslání 10MB 
**.PC1.tcpApp[0].sendScript=""  //prázdný parametr 
**.PC1.tcpApp[0].tClose=0   // as zav ení spojení
 
**.PC2.numTcpApps=1    //nastavení pro PC2 
**.PC2.tcpAppType="TCPSinkApp"  //cíl TCP spojení 
**.PC2.tcpApp[0].address=""   
**.PC2.tcpApp[0].port=1000   
**.tcp.recordStats=1    //vlastnosti TCP spojení 
**.tcp.mss=1024      //velikost dat. jednotky v Bajtech 
**.tcp.advertisedWindow= 65536   //velikost okna  




**.PC1.pingApp.destAddr="PC2"   //parametry pro ping 
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**.pingApp.printPing=true  
**.routingFile=""   //nastavení IP protokolu 
**.ip.procDelay=10us 
**.PC1.IPForward=false   //PC1 ani PC2 nejsou ur eny k p eposílání
**.PC2.IPForward=false  
   
**.arp.retryTimeout = 1  //nastavení ARP protokolu 
**.arp.retryCount = 3 
**.arp.cacheTimeout = 100 
**.networkLayer.proxyARP = true            
//nastavení fyz. rozhraní 
**.ppp[*].queueType = "DropTailQueue"    //typ fronty 
**.PC1.ppp[*].queue.frameCapacity   = 70     //kapacita fronty PC1 
**.PC2.ppp[*].queue.frameCapacity = 70     //kap.fronty PC2 (po et pak.) 
**.Router.ppp[*].queue.frameCapacity   = 6     //kapacity u sm rova e
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B     Zdrojové kódy pro simulaci MPLS 
B.1 Soubor sit_mpls.ned 
import //import podmodul ze kterých se bude 
//skládat simulace 
    "StandardHost",   //modul pro PC a server 
    "RSVP_LSR",    //sm rova
    "FailureManager",   //chybový modul 
    "ScenarioManager",   //nastavení pr b hu simulace
    "NAMTrace";    //generování výstupních soubor
 
module sit_mpls    //definice systémového modulu 
    submodules:    //definice podmodul
        PC1: StandardHost;    //PC1 typ StandardHost 
            display: "p=47,88;i=device/pc4"; //nastavení pozice a ikony 
        PC2: StandardHost; 
            display: "p=48,153;i=device/pc4"; 
        PC3: StandardHost; 
            display: "p=49,225;i=device/pc4"; 
        server1: StandardHost;   //server1 typ StandardHost 
            display: "p=554,112;i=device/server2"; 
        server2: StandardHost; 
            display: "p=554,184;i=device/server2"; 
        LSR1: RSVP_LSR;     //sm rova LSR1 typ RSVP_LSR
            gatesizes:   //definice po tu  
                in[5],   //vstup
                out[5];   //a výstup
            display: "p=136,159;i=abstract/router"; 
        LSR2: RSVP_LSR; 
            gatesizes: 
                in[3], 
                out[3]; 
            display: "p=214,239;i=abstract/router"; 
        LSR3: RSVP_LSR; 
            gatesizes: 
                in[3], 
                out[3]; 
            display: "p=213,86;i=abstract/router"; 
        LSR4: RSVP_LSR; 
            gatesizes: 
                in[3], 
                out[3]; 
            display: "p=286,159;i=abstract/router"; 
        LSR5: RSVP_LSR; 
            gatesizes: 
                in[5], 
                out[5]; 
            display: "p=460,159;i=abstract/router"; 
        LSR6: RSVP_LSR; 
            gatesizes: 
                in[2], 
                out[2]; 
            display: "p=424,236;i=abstract/router"; 
        LSR7: RSVP_LSR; 
            gatesizes: 
                in[2], 
                out[2]; 
            display: "p=416,90;i=abstract/router"; 
             
        scenarioManager: ScenarioManager;   //definice podmodulu  
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            display: "p=62,298;i=block/control_s"; //pro nastavení scéná e
        failureManager: FailureManager;   //chybový modul 
            display: "p=148,298;i=block/control_s"; 
        nam: NAMTrace;      //pro generování výstupu 
            display: "p=208,296;i=old/floppy1"; 
    connections nocheck:     //definice propojení 
        LSR1.out[0] --> delay 15ms datarate 600000 --> LSR2.in[0]; 
        LSR1.in[0] <-- delay 15ms datarate 600000 <-- LSR2.out[0];      
//je definována p enosová rychlost a zpo d ní
        LSR1.out[1] --> delay 5ms datarate 600000 --> LSR3.in[0];  
        LSR1.in[1] <-- delay 5ms datarate 600000 <-- LSR3.out[0];         
        PC2.in++ <-- delay 10ms datarate 600000 <-- LSR1.out[2]; 
        PC2.out++ --> delay 10ms datarate 600000 --> LSR1.in[2];  
        PC1.in++ <-- delay 10ms datarate 600000 <-- LSR1.out[3]; 
        PC1.out++ --> delay 10ms datarate 600000 --> LSR1.in[3];  
        LSR2.out[1] --> delay 5ms datarate 600000 --> LSR4.in[0]; 
        LSR2.in[1] <-- delay 5ms datarate 600000 <-- LSR4.out[0];  
        LSR3.out[1] --> delay 5ms datarate 600000 --> LSR4.in[2]; 
        LSR3.in[1] <-- delay 5ms datarate 600000 <-- LSR4.out[2];  
        LSR4.out[1] --> delay 5ms datarate 600000 --> LSR5.in[0]; 
        LSR4.in[1] <-- delay 5ms datarate 600000 <-- LSR5.out[0];  
        LSR5.out[1] --> delay 10ms datarate 600000 --> server1.in++; 
        LSR5.in[1] <-- delay 10ms datarate 600000 <-- server1.out++;  
        LSR5.out[2] --> delay 10ms datarate 600000 --> server2.in++; 
        LSR5.in[2] <-- delay 10ms datarate 600000 <-- server2.out++;  
        LSR2.out[2] --> delay 10ms datarate 600000 --> LSR6.in[0]; 
        LSR2.in[2] <-- delay 10ms datarate 600000 <-- LSR6.out[0];  
        LSR5.out[3] --> delay 10ms datarate 600000 --> LSR6.in[1]; 
        LSR5.in[3] <-- delay 10ms datarate 600000 <-- LSR6.out[1];  
        LSR3.out[2] --> delay 10ms datarate 600000 --> LSR7.in[0]; 
        LSR3.in[2] <-- delay 10ms datarate 600000 <-- LSR7.out[0];  
        LSR5.out[4] --> delay 10ms datarate 600000 --> LSR7.in[1]; 
        LSR5.in[4] <-- delay 10ms datarate 600000 <-- LSR7.out[1];  
        PC3.in++ <-- delay 10ms datarate 600000 <-- LSR1.out[4]; 
        PC3.out++ --> delay 10ms datarate 600000 --> LSR1.in[4]; 
endmodule  
network Sit_MPLS : sit_mpls  //definice sít , kterou budeme simulovat
endnetwork 
B.2 Soubor omnetpp.ini 
[General] 
preload-ned-files = *.ned @../nedfiles.lst //cesta k seznamu .ned soubor
network = Sit_MPLS     //simulovaná sí
 
sim-time-limit = 5s     //max. délka simulace  
total-stack-kb =  65536     //velikost mezipam ti
[Cmdenv]     //definice textového rozhraní 
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express-mode = no    //expresní mód nebude pou it  
[Tkenv]     //definice grafického rozhraní 
plugin-path=../../Etc/plugins  //cesta k soubor m se skriptem
default-run = 1    //po et opakování simulace 1  
[Parameters]    //nastavení spojení a p enosu dat  
# nastaveni IP konfigurace (jsou pou ity i nastavovací soubory) 
**.PC1.IPForward=false   // ádný z koncových prvk ...




**.PC1.routingFile = "PC1.rt"  //nastavení sm rovacích tabulek ... 
**.PC2.routingFile = "PC2.rt"  //... pomocí sm rovacích soubor
**.PC3.routingFile = "PC3.rt" 
**.server1.routingFile = "server1.rt" 
**.server2.routingFile = "server2.rt"  
#nastaveni UPD spojeni u ka dého prvku 
**.PC1.numUdpApps=1   //definice po tu UDP aplikací na PC1 
**.PC1.udpAppType="UDPBasicApp" //typ UDP aplikace 
**.PC1.udpApp[0].local_port = 100 //zdrojový port 
**.PC1.udpApp[0].dest_port = 100 //cílový port 
**.PC1.udpApp[0].message_length = 1000 //délka zprávy 
**.PC1.udpApp[0].message_freq = 0.01s //opakování vysílání zprávy 
**.PC1.udpApp[0].dest_addresses = "10.2.1.1" //cílová IP adresa  
**.PC2.numUdpApps=1    
**.PC2.udpAppType="UDPBasicApp" 
**.PC2.udpApp[0].local_port = 100 
**.PC2.udpApp[0].dest_port = 100 
**.PC2.udpApp[0].message_length = 1000 
**.PC2.udpApp[0].message_freq = 0.01s 
**.PC2.udpApp[0].dest_addresses = "10.2.2.1" //zm na cílové IP adresy
 
**.server1.numUdpApps=1    
**.server1.udpAppType="UDPSink" //typ pro p íjem UDP dat
**.server1.udpApp[0].local_port = 100 //cílový port  
**.server2.numUdpApps=1 
**.server2.udpAppType="UDPSink" 
**.server2.udpApp[0].local_port = 100  
**.numUdpApps=0    //globální nastavení pro ostatní prvky 
**.udpAppType="UDPBasicApp"  
# nastaveni tcp spojeni musí byt definované i kdy  nebude pou ito 
**.PC*.numTcpApps=0    //po et TCP aplikací 
**.PC*.tcpAppType="TCPGenericSrvApp" //typ TCP aplikace 
**.PC*.tcpApp[0].address=""   //není vyu ito proto není podstatné 
**.PC*.tcpApp[0].port=1000 
**.PC*.tcpApp[0].replyDelay=0   // ekání p ed odpov dí





**.tcp.mss = 1024     //definice zprávy TCP 
**.tcp.advertisedWindow = 14336   //velikost potvrzovacího okna 
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**.tcp.sendQueueClass="TCPMsgBasedSendQueue" //nastavení odesílací ... 
**.tcp.receiveQueueClass="TCPMsgBasedRcvQueue" //... a p ijímací fronty
**.tcp.tcpAlgorithmClass="TCPReno"   //druh tcp algoritmu 
**.tcp.recordStats=true     //povolení záznamu  
# aplikace ping      //nastavení ping aplikace 
**.pingApp.destAddr=""     //cílová adresa 
**.pingApp.srcAddr=""     //zdrojová 
**.pingApp.packetSize=56    //velikost paketu 
**.pingApp.interval=1     //interval opakování 
**.pingApp.hopLimit=32     //po et p eskok (TTL)
**.pingApp.count=0     //po áte ní stav íta e 
**.pingApp.startTime=1     // as spu t ní aplikace
**.pingApp.stopTime=0     //zastavení  
**.pingApp.printPing=true    //zapnutí výpisu  
# ARP configuration   //nastavení p ekladu fyzických adres na IP 
**.arp.retryTimeout = 1   // as opakování 
**.arp.retryCount = 3   //po et opakovacích cykl
**.arp.cacheTimeout = 100  //vypr ení asova e 
**.networkLayer.proxyARP = true   //zapnutí proxy   
# konfigurace fyzického rozhraní 
**.ppp[*].queueType = "DropTailQueue"   //typ fronty 
**.ppp[*].queue.frameCapacity = 10  //kapacita výstupních front   
#nastaveni výstupu do souboru trace.nam 
**.nam.logfile = "vystup.nam"   //definice názvu výstupního souboru 
**.nam.prolog = "c -t * -i 1 -n Red;c -t * -i 2 -n Blue;c -t * -i 100 -n 
Green;c -t * -i 101 -n Magenta;c -t * -i 200 -n Orange;c -t * -i 300 -n 
Brown"  //jeho nastavení (pat í do jednoho ádku)
**.PC1.namid = 11     //zastupující název 
**.PC2.namid = 12 
**.PC3.namid = 13 
**.server1.namid = 14 
**.server2.namid = 15  
# na te vstupní soubor se simula ním skriptem 
**.scenarioManager.script = xmldoc("scenario.xml") //práce s extern. souborem 
**.ip.procDelay=20us    // as pot ebný na zprac. události
 
# konfigurace sm rova  MPLS 
**.LSR1.classifier.conf = xmldoc("LSR1_fec.xml")   //nastavení klasifikátoru 
**.LSR1.rsvp.traffic = xmldoc("LSR1_rsvp.xml")     //pomocí extern. soubor
**.LSR*.classifier.conf = xmldoc("_fec.xml") 
**.LSR*.rsvp.traffic = xmldoc("_traffic.xml") 
**.LSR*.rsvp.helloInterval = 0.2   // as zasílání hello paketu 
**.LSR*.rsvp.helloTimeout = 0.5   //vypr ení asova e  
**.LSR*.libTable.conf = xmldoc("_lib.xml") //prázdná tabulka s rezervací  
**.LSR1.routerId = "10.1.1.1"    //ozna ení sm rova e LSR1
**.LSR1.routingFile = "LSR1.rt"   //na te sm rovací soubor
**.LSR1.peers = "ppp0 ppp1"    //definuje p ipojené rozhraní
**.LSR1.namid = 1      //ke sm rova m; ozna ení
 
**.LSR2.routerId = "10.1.2.1" 
**.LSR2.routingFile = "LSR2.rt" 
**.LSR2.peers = "ppp0 ppp1 ppp2" 
**.LSR2.namid = 2      //zástupné ozna ení sm rova e
**.LSR3.routerId = "10.1.3.1" 
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**.LSR3.routingFile = "LSR3.rt" 
**.LSR3.peers = "ppp0 ppp1 ppp2" 
**.LSR3.namid = 3  
**.LSR4.routerId = "10.1.4.1" 
**.LSR4.routingFile = "LSR4.rt" 
**.LSR4.peers = "ppp0 ppp1 ppp2" 
**.LSR4.namid = 4  
**.LSR5.routerId = "10.1.5.1" 
**.LSR5.routingFile = "LSR5.rt" 
**.LSR5.peers = "ppp0 ppp3 ppp4" 
**.LSR5.namid = 5  
**.LSR6.routerId = "10.1.6.1" 
**.LSR6.routingFile = "LSR6.rt" 
**.LSR6.peers = "ppp0 ppp1" 
**.LSR6.namid = 6  
**.LSR7.routerId = "10.1.7.1" 
**.LSR7.routingFile = "LSR7.rt" 
**.LSR7.peers = "ppp0 ppp1" 
**.LSR7.namid = 7 
B.3 Zdrojové kódy sm rovacích soubor
  
PC1.rt 
ifconfig:  //definice nastavení rozhraní 
name: ppp0 inet_addr: 10.0.1.1 MTU: 1500 Metric: 1 
ifconfigend. 
route:  //nastavení sm rovací tabulky
10.1.1.1 *  255.255.255.255 H 0 ppp0 
default: 10.1.1.1 0.0.0.0  G 0 ppp0 
routeend.   
PC2.rt 
ifconfig: 
name: ppp0 inet_addr: 10.0.2.1 MTU: 1500 Metric: 1 
ifconfigend. 
route: 
10.1.1.1 *  255.255.255.255 H 0 ppp0 
default: 10.1.1.1 0.0.0.0  G 0 ppp0 
routeend.   
PC3.rt 
ifconfig: 
name: ppp0 inet_addr: 10.0.3.1 MTU: 1500 Metric: 1 
ifconfigend. 
route: 
10.1.1.1 *  255.255.255.255 H 0 ppp0 
default: 10.1.1.1 0.0.0.0  G 0 ppp0 
routeend.   
server1.rt 
ifconfig: 
name: ppp0 inet_addr: 10.2.1.1 MTU: 1500 Metric: 1 
ifconfigend. 
route: 
10.1.5.1 *  255.255.255.255 H 0 ppp0 
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default: 10.1.5.1 0.0.0.0  G 0 ppp0 
routeend.   
server2.rt 
ifconfig: 
name: ppp0 inet_addr: 10.2.2.1 MTU: 1500 Metric: 1 
ifconfigend. 
route: 
10.1.5.1 *  255.255.255.255 H 0 ppp0 
default: 10.1.5.1 0.0.0.0  G 0 ppp0 
routeend.    
LSR1.rt 
ifconfig: 
name: ppp0 inet_addr: 10.1.1.1 MTU: 1500 Metric: 1 
name: ppp1 inet_addr: 10.1.1.2 MTU: 1500 Metric: 1 
name: ppp2 inet_addr: 10.1.1.3 MTU: 1500 Metric: 1 
name: ppp3 inet_addr: 10.1.1.4 MTU: 1500 Metric: 1 
name: ppp4 inet_addr: 10.1.1.5 MTU: 1500 Metric: 1 
ifconfigend. 
route: 
10.1.2.1 10.1.2.1    255.255.255.255 H 0 ppp0 
10.1.3.1 10.1.3.1    255.255.255.255 H 0 ppp1 
10.0.2.1 10.0.2.1 255.255.255.255 H 0 ppp2 
10.0.1.1 10.0.1.1 255.255.255.255 H 0 ppp3 
10.0.3.1 10.0.3.1 255.255.255.255 H 0 ppp4 
routeend.   
LSR2.rt 
ifconfig: 
name: ppp0 inet_addr: 10.1.2.1 MTU: 1500 Metric: 1 
name: ppp1 inet_addr: 10.1.2.2 MTU: 1500 Metric: 1 
name: ppp2 inet_addr: 10.1.2.3 MTU: 1500 Metric: 1 
ifconfigend. 
route: 
10.1.1.1 10.1.1.1    255.255.255.255  H 0 ppp0 
10.1.4.1 10.1.4.1    255.255.255.255  H 0 ppp1 
10.1.6.1 10.1.6.1    255.255.255.255  H 0 ppp2 
routeend.   
LSR3.rt 
ifconfig: 
name: ppp0 inet_addr: 10.1.3.1 MTU: 1500 Metric: 1 
name: ppp1 inet_addr: 10.1.3.2 MTU: 1500 Metric: 1 
name: ppp2 inet_addr: 10.1.3.3 MTU: 1500 Metric: 1 
ifconfigend. 
route: 
10.1.1.1 10.1.1.2    255.255.255.255 H 0 ppp0 
10.1.4.1 10.1.4.3    255.255.255.255 H 0 ppp1 
10.1.7.1 10.1.7.1    255.255.255.255 H 0 ppp2 
routeend.   
LSR4.rt 
ifconfig: 
name: ppp0 inet_addr: 10.1.4.1 MTU: 1500 Metric: 1 
name: ppp1 inet_addr: 10.1.4.2 MTU: 1500 Metric: 1 
name: ppp2 inet_addr: 10.1.4.3 MTU: 1500 Metric: 1 
ifconfigend. 
route: 
10.1.2.1 10.1.2.2    255.255.255.255  H 0 ppp0 
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10.1.5.1 10.1.5.1    255.255.255.255  H 0 ppp1 
10.1.3.1 10.1.3.2 255.255.255.255 H 0 ppp2 
routeend.   
LSR5.rt 
ifconfig: 
name: ppp0 inet_addr: 10.1.5.1 MTU: 1500 Metric: 1 
name: ppp1 inet_addr: 10.1.5.2 MTU: 1500 Metric: 1 
name: ppp2 inet_addr: 10.1.5.3 MTU: 1500 Metric: 1 
name: ppp3 inet_addr: 10.1.5.4 MTU: 1500 Metric: 1 
name: ppp4 inet_addr: 10.1.5.5 MTU: 1500 Metric: 1 
ifconfigend. 
route: 
10.1.4.1 10.1.4.2    255.255.255.255  H 0 ppp0 
10.2.1.1 10.2.1.1 255.255.255.255 H 0 ppp1 
10.2.2.1 10.2.2.1 255.255.255.255 H 0 ppp2 
10.1.6.1 10.1.6.2 255.255.255.255 H 0 ppp3 
10.1.7.1 10.1.7.2 255.255.255.255 H 0 ppp4 
routeend.   
LSR6.rt 
ifconfig: 
name: ppp0 inet_addr: 10.1.6.1 MTU: 1500 Metric: 1 
name: ppp1 inet_addr: 10.1.6.2 MTU: 1500 Metric: 1 
ifconfigend. 
route: 
10.1.2.1 10.1.2.3    255.255.255.255  H 0 ppp0 
10.1.5.1 10.1.5.4 255.255.255.255 H 0 ppp1 
routeend.   
LSR7.rt 
ifconfig: 
name: ppp0 inet_addr: 10.1.7.1 MTU: 1500 Metric: 1 
name: ppp1 inet_addr: 10.1.7.2 MTU: 1500 Metric: 1 
ifconfigend. 
route: 
10.1.3.1 10.1.3.3    255.255.255.255  H 0 ppp0 
10.1.5.1 10.1.5.5 255.255.255.255 H 0 ppp1 
routeend. 
B.4    Zdrojové kódy pro nastavení MPLS  
classifie.xml 
<?xml version="1.0"?>  //defaultní nastavení FEC pro v echny prvky 
<fectable> 
</fectable>   
traffic.xml 
<?xml version="1.0"?>  //defaultní nastavení provozu pro prvky v síti 
<sessions> 
</sessions>   
libtable.xml 




<?xml version="1.0"?>  //nastavení FEC konkrétn pro prvek LSR1
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<fectable>  
<fecentry>   
<id>1</id>      //ozna ení cesty    
<destination>10.2.1.1</destination>  //cíl sestavené cesty    
<tunnel_id>1</tunnel_id> //ozna ení virtuálního tunelu    
<lspid>100</lspid>  //zástupné ozna ení spoje  
</fecentry>  
<fecentry>   
<id>2</id>      //druhé spojení    
<destination>10.2.2.1</destination>  //cíl cesty    
<tunnel_id>2</tunnel_id>   //ozna ení tunelu   






<session>      //definuje provoz    
<endpoint>10.2.1.1</endpoint>  //cíl   
<tunnel_id>1</tunnel_id>  //tunel    
<setup_pri>1</setup_pri>  //priorita p i vytvá ení
  
<holding_pri>1</holding_pri>    
<paths>         
<path>    //definice cesty     
<lspid>100</lspid>       
<bandwidth>400000</bandwidth> //rezervovaná í ka ...
  
<route>    //... pásma      
<node>10.1.1.1</node> //definice p es ...
 
<node>10.1.3.1</node> //... které ...      
<node>10.1.7.1</node> //... sm rova e ...
<node>10.1.5.1</node> //... povede ...     
</route>    //sestavená cesta      
<permanent>true</permanent>      
<color>100</color>  //barva spojení    
</path>   
</paths>  
</session>  
<session>   //druhé spojení (nastavení toto né s p edchozím)
<endpoint>10.2.2.1</endpoint>   
<tunnel_id>2</tunnel_id>    
<paths>    
<path>     
<lspid>200</lspid>      
<bandwidth>400000</bandwidth>     
<route>      
<node>10.1.1.1</node>      
<node>10.1.2.1</node>      
<node>10.1.4.1</node>      
<node>10.1.5.1</node>     
</route>  
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<permanent>true</permanent>     
<color>200</color>    






<scenario>   //definice pr b hu simulace 
 
<at t="2">  // as, kdy se daná událost aplikuje   
<add-session module="LSR1.rsvp"> //cíl, kam se událost aplikuje    
<endpoint>10.2.1.1</endpoint> //cílový bod    
<tunnel_id>1</tunnel_id> //ozna ení cesty     
<paths>     
<path>   //navázání cesty      
<lspid>101</lspid>        
<bandwidth>400000</bandwidth>      
<route>       
<node>10.1.1.1</node>       
<node>10.1.2.1</node>       
<node>10.1.4.1</node>       
<node>10.1.5.1</node>      
</route>       
<color>100</color>     
</path>    
</paths>   
</add-session>  
</at>  
<at t="2.2">  //dal í událost v ase 2,2s   
<bind-fec module="LSR1.classifier">    
<id>1</id>    
<endpoint>10.2.1.1</endpoint>    
<tunnel_id>1</tunnel_id>    
<destination>10.2.1.1</destination>    
<lspid>101</lspid>   
</bind-fec>  
</at>  
<at t="2.4">  //událost v ase 2,4s   
<del-session module="LSR1.rsvp">  //odstran ní spojení 
  
<endpoint>10.2.1.1</endpoint>  //ozna ení spojení    
<tunnel_id>1</tunnel_id>  //ozna ení tunelu     
<paths>     
<path>      
<lspid>100</lspid>     
</path>    
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C  Zdrojové kódy pro technologii DiffServ 
C.1  Soubor sit_DiffServ.ned 
import      //definice podmodul
    "Router", 
    "StandardHost", 
    "FlatNetworkConfigurator", 
    "ChannelInstaller";  
channel ethernetline    //definice linky ethernetline 
    delay 0.1us;     //zpo d ní
    datarate 10*1000000;   //propustnost 
endchannel  
module sit_DiffServ  
   submodules: 
        channelInstaller: ChannelInstaller; 
            parameters: 
                channelClass = "ThruputMeteringChannel", //nastavení ... 
                channelAttrs = "format=u";   //... modulu ... 
            display: "p=98,50;i=block/cogwheel_s"; //... channelInstaler 
        configurator: FlatNetworkConfigurator; 
            parameters:  //nastavení sít
                moduleTypes = "Router StandardHost", //kam budou p idány IP
                nonIPModuleTypes = "",   //moduly bez IP adres 
                networkAddress = "145.236.0.0",  //sí ová adresa
                netmask = "255.255.0.0";   //maska sít
            display: "p=185,50;i=block/cogwheel_s"; 
        r1: Router;      //r1 typu Router 
            display: "p=186,250;i=abstract/router"; 
        r2: Router; 
            display: "p=304,220;i=abstract/router"; 
        r3: Router; 
            display: "p=433,250;i=abstract/router"; 
        cliR1_telnet: StandardHost;    //cliR1_telnet ... 
            display: "p=78,178;i=device/pc2";  //... typ StandardHost 
        cliR1_video: StandardHost;   //nastavení ikony a pozice 
            display: "p=83,290;i=device/pc2"; 
        cliR2_data: StandardHost; 
            display: "i=device/pc2;p=300,112"; 
        srv: StandardHost; 
            display: "p=544,194;i=device/server_l"; 
    connections nocheck:    
//definice propojení (je pou ita linka ethernetline) 
        cliR1_telnet.out++ --> ethernetline --> r1.in++; 
        cliR1_telnet.in++ <-- ethernetline <-- r1.out++;  
        cliR1_video.out++ --> ethernetline --> r1.in++; 
        cliR1_video.in++ <-- ethernetline <-- r1.out++;  
        cliR2_data.out++ --> ethernetline --> r2.in++; 
        cliR2_data.in++ <-- ethernetline <-- r2.out++;  
        r1.out++ --> ethernetline --> r2.in++; 
        r1.in++ <-- ethernetline <-- r2.out++;  
        r2.out++ --> ethernetline --> r3.in++; 
        r2.in++ <-- datarate 1000 <-- r3.out++;  //p ímo nastavená ...
       
//... propustnost (z d vodu QoS)
        r3.out++ --> ethernetline --> srv.in++; 
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        r3.in++ <-- ethernetline <-- srv.out++; 
endmodule  
network DiffServ : sit_DiffServ  //definice simulované sít
endnetwork 
C.2  Soubor omnetpp.ini 
[General] 
preload-ned-files = *.ned @../nedfiles.lst //cesta k seznamu .ned 
;debug-on-errors = true     //nastavení chybového výstupu  
network = DiffServ     //definice simul. sít
  
[Cmdenv] 





# UDP aplikace 
**.cliR2_data.numUdpApps=0   //UDP provoz na cliR2_data vypnut 
**.cliR2_data.udpAppType="UDPBasicApp" //typ UDP (musí být nastaven ... 
**.cliR1_telnet.numUdpApps=0             //... i kdy není vyu it) 
**.cliR1_telnet.udpAppType="UDPBasicApp" 
**.cliR1_video.numTcpApps=0    
**.cliR1_video.tcpAppType="TCPBasicApp"  
**.cliR1_video.numUdpApps=1    //po et UDP aplikací 
**.cliR1_video.udpAppType="UDPVideoStreamCli" //typ 
**.cliR1_video.udpApp[*].serverAddress = "srv" //server pro UDP provoz 
**.cliR1_video.udpApp[*].localPort = 9999  //zdroj. port 
**.cliR1_video.udpApp[*].serverPort = 3088 //cílový port 
**.cliR1_video.udpApp[*].startTime = 0.99  //za átek vysílání UDP zpráv  
**.srv.numUdpApps=1 
**.srv.udpAppType = "UDPVideoStreamSvr" 
**.srv.udpApp[*].videoSize = 1e7   //velikost p ená eného videa
**.srv.udpApp[*].serverPort = 3088 
**.srv.udpApp[*].waitInterval = .01   // as p ed odpov dí
**.srv.udpApp[*].packetLen = 1000    //délka paketu  
# TCP applikace 
**.cliR1_telnet.numTcpApps=1    //po et TCP na cliR1_telnet 
**.cliR1_telnet.tcpAppType="TelnetApp"  //typ provozu 
**.cliR1_telnet.tcpApp[0].address=""  //vlastní adresa 
**.cliR1_telnet.tcpApp[0].port=-1   //port (automaticky) 
**.cliR1_telnet.tcpApp[0].connectAddress="srv" //spojení na server (cíl) 
**.cliR1_telnet.tcpApp[0].connectPort=1000 //spojení na port  
**.cliR1_telnet.tcpApp[0].startTime=1  //za átek spojení 
**.cliR1_telnet.tcpApp[0].numCommands=100  //po et p enesených p íkaz
**.cliR1_telnet.tcpApp[0].commandLength=exponential(10) //prom nlivá ...
**.cliR1_telnet.tcpApp[0].keyPressDelay=exponential(0.1) //...délka p íkazu 
**.cliR1_telnet.tcpApp[0].commandOutputLength=exponential(40) // as zprac. 
**.cliR1_telnet.tcpApp[0].thinkTime=truncnormal(2,3)  // as p i ...
**.cliR1_telnet.tcpApp[0].idleInterval=truncnormal(3600,1200) //... spojení 
**.cliR1_telnet.tcpApp[0].reconnectInterval=30 //obnovovací interval 
**.cliR2_data.numTcpApps=1   //po et TCP na cliR2_data 
**.cliR2_data.tcpAppType="TCPSessionApp" //typ 
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**.cliR2_data.tcpApp[0].active=true  //v provozu 
**.cliR2_data.tcpApp[0].address=""  //IP adresa zdroje 
**.cliR2_data.tcpApp[0].port=-1  //port zdroje 
**.cliR2_data.tcpApp[0].connectAddress="srv" //cíl 
**.cliR2_data.tcpApp[0].connectPort=1001  port cílový 
**.cliR2_data.tcpApp[0].tOpen=1  // as otev ení spojení
**.cliR2_data.tcpApp[0].tSend=0  // as odeslání dat 
**.cliR2_data.tcpApp[0].sendBytes=10000000 //celková délka dat 
**.cliR2_data.tcpApp[0].sendScript="" //bez skriptu 
**.cliR2_data.tcpApp[0].tClose=0  // as ukon ení (není nastaveno)...        
//proto a se p enesou celé data
**.tcp.mss = 1024     //velikost dat 
**.tcp.advertisedWindow = 14336    //potvrzovací okno 
**.tcp.sendQueueClass="TCPMsgBasedSendQueue" //t ída vysílací
**.tcp.receiveQueueClass="TCPMsgBasedRcvQueue" //p ijímací fronty 
**.tcp.tcpAlgorithmClass="TCPReno"  //algoritmus TCP 
**.tcp.recordStats=true    //záznam povolen  
**.srv.numTcpApps=2    //server bude odpovídat 2 u ivatel m
**.srv.tcpAppType="TCPSinkApp"  //typ aplikace 
**.srv.tcpApp[1].address=""   //zdroj. adresa 
**.srv.tcpApp[1].port=1001   //port 
**.srv.tcpApp[1].replyDelay=0   //doba p ed odpov dí
**.srv.tcpApp[0].address=""   //definice druhého TCP spojení 
**.srv.tcpApp[0].port=1000 
**.srv.tcpApp[0].replyDelay=0  
# ping aplikace (vypnuto) 
**.pingApp.destAddr=""    //ping vypnut, i p esto je nutné ...
**.pingApp.srcAddr=""    //definovat následující parametry 
**.pingApp.packetSize=56   //zdroj. a cíl. adresa, velikost ... 
**.pingApp.interval=1    //... paketu 
**.pingApp.hopLimit=32    //interval, limit p eskok (TTL)
**.pingApp.count=0    //po ítadlo na 0 
**.pingApp.startTime=1    // as po átku 
**.pingApp.stopTime=10    //a konce 
**.pingApp.printPing=true   //výpis  
# nastavení sí ové vrstvy
**.routingFile=""     //není pou it externí soubor 
**.ip.procDelay=10us    //doba zpracování 
**.cliR1_telnet.IPForward=false  //klienti a servery ... 
**.cliR1_video.IPForward=false  //... nep eposílají pakety
**.cliR2_data.IPForward=false 
**.srv*.IPForward=false  
# nastavení ARP  
**.arp.retryTimeout = 1    //opakovací limit 
**.arp.retryCount = 3    //po et opakování 
**.arp.cacheTimeout = 100   //opakovací zásobník 
**.networkLayer.proxyARP = true    
# konfigurace fyzických rozhraních  
**.ppp[*].queueType = "DropTailQoSQueue" //modul pro zaji t ní QoS
**.ppp[*].queue.classifierClass = "BasicDSCPClassifier"//pou itý klasifikátor 
**.ppp[*].queue.frameCapacity = 20  //kapacita fronty 
**.qosBehaviorClass = "EnqueueWithQoS"  //nastaví jak se chová fronta   
# nam trace 
**.nam.logfile = "trace1.nam"   //generuje výstupní soubor  
**.nam.prolog = ""    //bez speciálního nastavení 
**.namid = -1       //pojmenování prvk - automaticky     
