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Resumen 
 
Un campo de investigación muy importante para el 
control de los robots manipuladores es el de control 
visual. El seguimiento de una trayectoria descrita 
por el extremo del robot permite evitar obstáculos 
fijos en el espacio de trabajo, incrementando la 
seguridad en la tarea. El presente trabajo continúa 
los estudios realizados anteriormente en el campo 
del seguimiento intemporal de trayectorias basado 
en control visual. Para ello, se ha desarrollado un 
controlador visual dinámico, que tiene en cuenta la 
dinámica del robot manipulador, proporcionando los 
pares y fuerzas necesarios para posicionar al robot a 
partir de la información visual. Aplicando en el 
seguimiento intemporal este controlador dinámico  
se mejora la velocidad y precisión de la tarea al 
actuar directamente sobre los motores del robot. 
 
Palabras Clave: robótica, control visual dinámico, 
seguimiento de trayectorias. 
 
 
 
1 INTRODUCCIÓN 
 
Los sistemas de control visual permiten el 
posicionamiento de un robot manipulador utilizando 
información visual. Sin embargo, el uso de estos 
sistemas de control no permiten inicialmente el 
seguimiento de una determinada trayectoria. 
Proporcionan un posicionamiento punto a punto sin 
control alguno de las posiciones intermedias.  
 
Los sistemas de control visual basados en imagen son 
asintóticamente estables únicamente de manera local 
(es decir, son estables en aquellas condiciones en las 
que la posición inicial del robot y la deseada están 
muy próximas). Sin embargo, en desplazamientos 
mayores, los errores en el cálculo de los parámetros 
intrínsecos de la cámara [8], o en la estimación de las 
distancias al objeto [9] pueden llevar al sistema a un 
mínimo local [3]. Una posible solución es alcanzar la 
posición final siguiendo una trayectoria deseada. El 
seguimiento de una trayectoria predefinida permite 
también evitar obstáculos fijos en el espacio de 
trabajo del robot. Esta trayectoria se muestrea, 
tomándose en cada momento una referencia distinta 
como deseada para el sistema. De esta forma, las 
posiciones actual y deseada se encuentran en todo 
momento muy cercanas, y el sistema aprovecha la 
estabilidad local del control visual basado en imagen. 
 
En [5] se presenta un método de seguimiento de 
trayectorias en el espacio imagen llamado 
seguimiento intemporal de trayectorias basado en 
control visual virtual. Este método permite realizar el 
seguimiento de trayectorias manteniendo una 
velocidad constante indicada por el usuario,  
asegurando que en todo momento la posición 3D de 
la cámara presenta una configuración válida. Este 
sistema de seguimiento de trayectorias utiliza control 
visual indirecto basado en imagen clásico, en el que 
se asume que el robot es un dispositivo de 
posicionamiento perfecto. Este tipo de control no 
tiene en cuenta la dinámica del sistema, no siendo 
adecuado cuando el robot ejecuta movimientos 
rápidos. 
 
El control visual dinámico es una técnica que permite 
incrementar la velocidad de la tarea de control visual. 
La eliminación del lazo de control interno del  robot 
permite un procesamiento de la imagen a una 
frecuencia muy elevada. En la literatura existen 
varios trabajos en los que se describe el control visual 
dinámico de un robot, tratándose, en la mayoría de 
los casos, de robots con pocos grados de libertad. Los 
trabajos realizados en la construcción y puesta en 
marcha del robot paralelo Robo-Tenis [1] describen 
su control visual dinámico. No obstante, este control 
visual es un control visual basado en posición. En el 
presente artículo se utiliza el control visual basado en 
imagen, mucho más estable que el anterior ante 
malas calibraciones de la cámara y de sus parámetros 
intrínsecos. En este aspecto destacan los trabajos de 
Wang et al [14], que tratan de resolver el control 
visual de un robot con 3 gdl a partir de un algoritmo 
adaptativo que actualiza el valor de la distancia de la 
cámara al objeto en cada iteración, obteniendo así 
una matriz de interacción independiente de la 
distancia. Sin embargo, se quiere simular un control 
visual basado en imagen básico, capaz de aportar a 
partir del error en imagen qué pares y fuerzas hay 
que aplicarles a las articulaciones. Los trabajos de 
Kelly et al [7] son en este sentido más parecidos al 
objetivo que se pretende alcanzar, ya que en este 
artículo se trata el control visual dinámico de un 
robot de 2 gdl. El controlador propuesto no requiere 
el cálculo de la posición final en articulares ya que al 
igual que se pretende resolver aquí, se hará uso de la 
posición final deseada del objeto en el plano imagen 
para minimizar el error. Siguiendo la línea descrita 
por Kelly, en [10] Sequeira et al. proponen una 
mejora del controlador dinámico propuesto en [7], 
calculando en cada iteración la rotación de la cámara, 
permitiendo su uso en configuraciones eye-in-hand.  
 
Para la simulación del seguimiento de trayectorias 
basado en control visual dinámico se hace uso de los 
bloques de Simulink que proporcionan las Robotics 
[4] y Visual servoing toolbox [2]. Se simula un robot 
de 2 gdl, en el que se aplican los métodos descritos 
en las siguientes secciones. 
 
El resto del artículo se organiza de la siguiente 
manera: en la sección 2 se describe el sistema de 
control visual dinámico. El apartado 3 describe el 
sistema de seguimiento de trayectorias utilizando el 
control visual dinámico descrito en 2. En el apartado 
4 se muestran los resultados obtenidos en la 
simulación del método expuesto, describiendo el 
robot de 2 gdl simulado, así como el esquema de 
control implementado en Matlab-Simulink. Por 
último, en la sección 5 se describirán las 
conclusiones y trabajos futuros. 
 
 
2 CONTROL VISUAL DINÁMICO 
 
El control visual descrito en [7] es un control visual 
basado en imagen, dado que la tarea del robot se 
especifica en el plano imagen en términos de los 
valores de las características de la imagen 
correspondientes a las posiciones relativas entre el 
robot y el objeto. 
 
La aproximación que se sigue en [7] viene motivada 
por la filosofía de control de Jacobiana traspuesta 
introducido en [12]. La ley de control propuesta 
viene dada por: 
 ( ) ( )T p v, , K K gτ = − +J q s Z e q q  (1) 
donde 2 2p
p pK ×∈  y n nvK ×∈  son las constantes 
proporcional y derivativa respectivamente. Estas 
constantes son matrices simétricas definidas positivas 
elegidas por el diseñador, p es el número de 
características del objeto en la imagen y n es el 
número de articulaciones del robot. 
 
Dentro del primer término de (1), q es la 
configuración articular y d( )= −e s s  es el error en 
imagen, siendo sd el conjunto de características de la 
imagen en la posición deseada del robot respecto al 
objeto y s el conjunto de las características de la 
imagen en la iteración actual. J(q,s,Z)T se define 
como la traspuesta de la matriz Jacobiana, que en [7] 
se define como: 
 
 ( ) ( ) ( ) 2, , , p nimagen g ×= ⋅ ∈J q s Z J s Z J q   (2) 
 
donde  ( ) 2 6, pimagen ×∈J s Z   es la Jacobiana de la 
imagen para las características elegidas [6] y depende 
de la posición actual de las articulaciones del robot, 
ya que se emplea una configuración eye-in-hand; y 
( ) 6 ng ×∈J q  es el Jacobiano del robot en su extremo 
[10] (también se calcula a partir de la posición actual 
de las articulaciones): 
 
 ( )c g
c
v
ω
 
= ⋅  
J q q  (3) 
 
El segundo término de (1) se corresponde con la 
acción derivativa y requiere que se disponga en cada 
iteración de las velocidades de las articulaciones del 
robot, q . 
 
El término g(q) es el término de pares gravitacionales 
del modelo dinámico del robot. Será por tanto 
necesario su cálculo para obtener los pares y fuerzas 
a aplicar al robot para minimizar el error en imagen. 
Este término de la dinámica del robot depende 
únicamente de la posición actual de las 
articulaciones, q. 
 
 
3 SEGUIMIENTO INTEMPORAL 
 
En [5] se describe un método de seguimiento 
intemporal de trayectorias en el espacio imagen. Este 
método basado en control visual indirecto permite 
realizar el seguimiento de una trayectoria predefinida 
con una velocidad deseada. En una primera 
aproximación se pretende utilizar el controlador 
descrito en la sección 2 para realizar el seguimiento 
de trayectorias en la imagen. 
 
El método propuesto no trata de resolver el problema 
de mantener la velocidad durante el seguimiento. 
Este problema se abordará en trabajos futuros. La 
idea que se plantea resuelve el problema de los 
métodos con comportamiento temporal. Estos 
métodos no permiten que el robot interactúe con el 
entorno, ya que ante una obstrucción en el 
seguimiento de la trayectoria, las referencias (que 
dependen del tiempo) se van perdiendo. De esta 
forma, cuando cesa la obstrucción, estos métodos de 
seguimiento temporales no permiten continuar con el 
seguimiento desde el punto en el que comenzó la 
obstrucción. Este efecto indeseado se resuelve 
haciendo que las referencias no dependan del tiempo. 
 
Para ello, se obliga a que las referencias sólo 
dependan de la posición actual de la cámara, 
( )( )d= −e s q s . Así, la siguiente referencia a visitar 
de la trayectoria se calcula a partir de la posición 
actual y no del tiempo desde que se inició el 
seguimiento. Para calcular la referencia siguiente en 
esta primera aproximación del método de 
seguimiento intemporal se comprueba el error en 
píxeles hasta la siguiente referencia no visitada. Si 
este error es menor que un umbral, se da esa posición 
de la trayectoria como visitada, consultándose la 
siguiente referencia. Sólo en el momento en que el 
umbral de error se supere, se tendrá la siguiente 
referencia para el controlador visual dinámico. Esta 
referencia será la posición deseada sd en el esquema 
de control (1). 
 
 
4 RESULTADOS 
 
4.1 DESCRIPCIÓN DEL ROBOT 
SIMULADO 
 
El robot simulado con el que se realizan las pruebas 
es un robot de 2 gdl. En concreto, dispone de 2 
articulaciones rotacionales tal como muestra la 
Figura 1. El primer eslabón es de 15 cm y su masa es 
de 0,5 Kg. El segundo eslabón mide 20 cm y pesa 1,2 
Kg contando el peso de la cámara situada en su 
extremo. 
 
La cámara se ha situado en su extremo mirando hacia 
abajo. A partir de la posición de los ejes en su 
extremo se calcula la transformación de la cámara 
para situarla orientada de forma correcta. La 
transformación, cTe, es la siguiente: 
 
 
0 1 0 0
0 0 1 0
1 0 0 0
0 0 0 1
c
e
−  
− 
=    
T  (4) 
 
4.2 ESQUEMA DE CONTROL EN MATLAB-
SIMULINK 
 
Utilizando las toolbox de Robotics [4] y de Visual 
sevoing [2] para Matlab  se ha creado en Simulink el 
bucle de control descrito en (1). La Figura 2 muestra 
el esquema de bloques de Simulink. 
 
 
 
Figura 1: Robot de 2 gdl sobre el que se realizan las 
pruebas de seguimiento 
 
A partir de la posición de las articulaciones, q, se 
calcula la jacobiana del robot en el extremo. El 
primer término del controlador descrito en la sección 
2, ( )T p, , KJ q s Z e , se calcula a partir de esta 
jacobiana. Se multiplica por la jacobiana de la 
imagen, se calcula la traspuesta de este producto y se 
multiplica todo por Kp y por el error en la imagen. Kp 
es una matriz simétrica que se ha ajustado en 
simulación para evitar oscilaciones al tiempo que se 
permita obtener un control más o menos rápido. 
 
El segundo término del controlador, vK− q , se 
obtiene multiplicando la velocidad de las 
articulaciones que nos proporciona la dinámica 
directa por la matriz Kv. Esta matriz también se debe 
ajustar en simulaciones para obtener una respuesta 
adecuada del controlador. 
 
El último término, el par gravitacional, ( )g q , se 
calcula a partir de q. Para obtenerlo se hace uso de la 
función gravload que proporciona la Robotics 
toolbox. Esta función recibe como parámetros el 
robot y su posición articular para devolver los pares 
gravitacionales correspondientes a la configuración 
indicada [13]. Se ha creado una s-function para poder 
llamar a la función desde Simulink. 
 
4.3 SIMULACIONES DE SEGUIMIENTO DE 
TRAYECTORIAS 
 
Tal como se observa en la Figura 1, las 
características del objeto para la tarea de seguimiento 
son 4 puntos. Estos 4 puntos forman un cuadrado de 
0.06 m de lado, cuyo centro está situado en el punto 
(0.35, 0, -0.8) m. El objeto permanece quieto durante 
las tareas de seguimiento de las trayectorias 
deseadas. 
 
 
Figura 2: Esquema general del controlador en Matlab / Simulink 
 
4.3.1 Simulación 1 
 
Esta simulación parte del robot en su posición inicial, 
esto es, sus dos articulaciones giradas 0º. Esta 
posición inicial sitúa los puntos en la imagen según s 
= [219 219, 294 219, 294 294, 219 294] px. Desde 
esta posición se pretende girar la primera articulación 
-0.4 rad y la segunda 0.15 rad. A partir de esta 
posición, la posición final de los puntos en la imagen 
se corresponde con sd = [42 419, 110 390, 137 459, 
68 488] px. Entre la posición inicial y final el robot 
debe seguir una trayectoria en imagen predefinida 
(ver Figura 5). 
 
La constante Kp elegida para esta prueba ha sido la 
siguiente: 
 
 8 830p xK = ⋅I    Nm/px
2 (5) 
 
La matriz Kv: 
 
 0.8 0
0 0.8v
K  =      Nms/rad (6) 
 
La Figura 3 muestra la trayectoria seguida por el 
robot, así como la trayectoria deseada. El 
seguimiento se completa satisfactoriamente visitando 
todas las referencias por debajo del umbral de error 
establecido en 2 pixeles. La Figura 4 muestra cómo 
va evolucionando este error en imagen según se van 
visitando las distintas referencias.  
 
La elección de las constantes  Kp y Kv evitan un 
comportamiento oscilatorio del extremo a costa de 
reducir la velocidad en la tarea de control. Cuando se 
da una referencia por visitada se pasa a la siguiente, 
incrementándose el error y bajando nuevamente éste 
de manera exponencial por debajo de los 2 píxeles 
definidos como umbral. 
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Figura 3: Trayectoria deseada y trayectoria obtenida 
durante el seguimiento. Espacio 3D 
 
0 10 20 30 40 50 60 70 80 90
-10
-5
0
5
10
15
Iteraciones
e
rr
o
r 
(p
x)
 
 
Figura 4: Error en imagen durante el seguimiento 
La Figura 5 muestra el resultado del seguimiento de 
la trayectoria en el espacio imagen. Se observa que el 
seguimiento se ha realizado correctamente, ya que la 
trayectoria descrita se superpone de manera perfecta 
a la trayectoria deseada que se representa en azul. 
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Figura 5: Trayectoria deseada y trayectoria obtenida 
durante el seguimiento. Plano imagen 
 
Por último, en la Figura 6 se representa la evolución 
de los pares enviados a la primera articulación, y en 
la Figura 7 los pares enviados a la segunda 
articulación durante la tarea de control. Destaca la 
oscilación que presentan los pares enviados a las dos 
articulaciones. Esto puede ajustarse con las 
constantes proporcional y derivativa del controlador. 
 
Los pares enviados a la segunda articulación son  de 
un orden superior a los enviados a la primera 
articulación. Esto es debido a que en la primera 
articulación no interviene el componente 
gravitacional, mientras que en la segunda articulación 
sí.  
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Figura 6: Par enviado por el controlador durante el 
seguimiento para la primera articulación 
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Figura 7: Par enviado por el controlador durante el 
seguimiento para la segunda articulación 
 
4.3.2 Simulación 2 
 
En esta segunda simulación se mantiene la 
trayectoria deseada en la primera prueba y lo único 
que se modifica son las constantes Kp y Kv. Con esto 
se quiere mostrar cómo afectan las constantes en la 
velocidad y precisión del seguimiento. 
 
La constante Kp elegida para esta segunda prueba ha 
sido la siguiente: 
 
 8 80.8p xK = ⋅I    Nm/px
2 (7) 
 
Y la matriz Kv: 
 
 1.6 0
0 1.9v
K  =      Nms/rad (8) 
 
En comparación con las constantes definidas para la 
primera simulación, se ha disminuido bastante la 
constante proporcional Kp, incrementando a su vez la 
derivativa Kv, pero esta vez dando distinto valor a la 
componente de la primera articulación y de la 
segunda. Con esto se pretende mejorar el 
comportamiento de la primera articulación, que en 
distintas pruebas de constantes parece retrasarse 
respecto a la segunda articulación. 
 
La Figura 8 muestra de nuevo un correcto 
comportamiento en 3D del seguimiento de 
trayectorias. La trayectoria deseada es la misma que 
para la primera simulación, la figura muestra otro 
ángulo de vista, recalcando de nuevo la precisión del 
método. 
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Figura 8: Trayectoria deseada y trayectoria obtenida 
durante el seguimiento. Espacio 3D 
 
Esta precisión se puede ver mucho mejor en la Figura 
9. Esta figura muestra el error en imagen durante la 
tarea de seguimiento de la trayectoria deseada. Al 
modificar las constantes del controlador se ha 
conseguido una mayor precisión, a costa de mayor 
número de iteraciones para completar la trayectoria. 
El resultado en imagen es el mismo que el obtenido 
en la primera prueba, es decir, un seguimiento 
perfecto dentro del umbral de error definido de 2 
píxeles (ver Figura 10). 
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Figura 9: Error en imagen durante el seguimiento 
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Figura 10: Trayectoria deseada y trayectoria obtenida 
durante el seguimiento. Plano imagen 
La mejora en la nueva elección de las constantes se 
hace más patente en la evolución de los pares 
enviados durante el control. En la Figura 11 se 
muestran los pares enviados a la primera articulación, 
mientras que en la Figura 12 se muestra la evolución 
de los pares enviados a la segunda articulación.  
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Figura 11: Par enviado por el controlador durante el 
seguimiento para la primera articulación 
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Figura 12: Par enviado por el controlador durante el 
seguimiento para la segunda articulación 
 
Al reducir la constante proporcional se tiene un 
seguimiento más lento, aspecto que se puede ver 
perfectamente en la disminución de los valores 
medios de los pares enviados a la primera 
articulación. El comportamiento es mucho menos 
oscilatorio que en la primera prueba como muestra la 
gráfica de los pares que el controlador ha enviado a 
la segunda articulación. En cualquier caso, las dos 
pruebas han resultado satisfactorias, ya que el 
seguimiento en las dos se consigue de forma precisa 
atendiendo al umbral de error definido. 
 
4.3.3 Simulación 3 
 
Finalmente, se presenta una prueba con una 
trayectoria más compleja que la descrita en las dos 
simulaciones anteriores. Se parte también del robot 
en su posición inicial, esto es, sus dos articulaciones 
giradas 0º. Esta posición inicial sitúa los puntos en la 
imagen según s = [219 219, 294 219, 294 294, 219 
294] px. Desde esta posición se gira la primera 
articulación -0.2 rad y la segunda 0.1 rad. 
Posteriormente, se vuelve a girar la primera 
articulación 0.6 rad sobre la posición anterior y la 
segunda articulación 0.05 rad, también respecto a 
esta posición intermedia. La posición final de los 
puntos en la imagen se corresponde con sd = [402 
390, 470 419, 444 488, 375 459] px. Entre la 
posición inicial y final el robot debe seguir una 
trayectoria en imagen predefinida (ver Figura 14). 
 
Las constantes elegidas para esta prueba son las 
mismas que se han usado en la Simulación 2, esto es 
(7) y (8). Con estos datos iniciales se ejecuta el 
método de seguimiento descrito en la sección 3, 
obteniendo un perfecto seguimiento de la trayectoria 
deseada, tal como muestra la Figura 13. También en 
imagen como muestra la Figura 14. 
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Figura 13: Trayectoria deseada y trayectoria obtenida 
durante el seguimiento. Espacio 3D 
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Figura 14: Trayectoria deseada y trayectoria obtenida 
durante el seguimiento. Plano imagen 
 
De nuevo se observa un buen comportamiento en la 
evolución del error en la imagen, tal como muestra la 
Figura 15. En la segunda parte de la trayectoria las 
referencias de la trayectoria deseada están más 
separadas, dado que se ejecuta a mayor velocidad, de 
ahí que se incrementen los picos de error, aunque 
siempre dentro de unos márgenes más que 
aceptables. Este efecto de desplazamiento mayor 
también queda reflejado en los pares enviados a la 
primera articulación (ver Figura 16). La Figura 17 
muestra los pares enviados a la segunda articulación 
durante el control del seguimiento de esta tercera 
simulación. 
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Figura 15: Error en imagen durante el seguimiento 
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Figura 16: Par enviado por el controlador durante el 
seguimiento para la primera articulación 
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Figura 17: Par enviado por el controlador durante el 
seguimiento para la segunda articulación 
5 CONCLUSIONES 
 
En el presente artículo se ha descrito un método de 
seguimiento de trayectorias en la imagen basado en 
control visual dinámico. Este método descrito 
presenta un comportamiento intemporal. Se ha 
comprobado su correcto funcionamiento con diversas 
pruebas realizadas sobre un robot de 2 gdl simulado 
en Matlab/Simulink. Estos buenos resultados 
obtenidos con una primera aproximación del método 
descrito de seguimiento intemporal permiten avanzar 
en los objetivos fijados. El siguiente paso es aplicar 
el método de seguimiento a un robot de 3 gdl de 
forma que las simulaciones realizadas permitan 
extrapolar el método a un robot real. La aplicación a 
un robot real permitirá también aplicar el método 
descrito en [5] con las variaciones necesarias para 
poder aplicarlo con un control visual directo. 
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