Abstract. A longstanding question of Gromov asks whether every one-ended word-hyperbolic group contains a subgroup isomorphic to the fundamental group of a closed hyperbolic surface. An infinite family of word-hyperbolic groups can be obtained by taking doubles of free groups amalgamated along words that are not proper powers. We define the set of polygonal words in a free group of finite rank, and prove that polygonality of the amalgamating word guarantees that the associated square complex virtually contains a π 1 -injective closed surface. We provide many concrete examples of classes of polygonal words. For instance, in the case when the rank is two, we establish polygonality of words without an isolated generator, and also of almost all simple height-one words, including the Baumslag-Solitar relator a p (a q ) b for pq = 0.
Introduction
A group G is called a surface group if G is isomorphic to the fundamental group of a closed surface S with non-positive Euler characteristic; if the Euler characteristic of S is negative, we say that G is a hyperbolic surface group. Motivated by the famous Surface Subgroup Conjecture in 3-manifold topology, Gromov asked the following question.
if D(w) is word-hyperbolic and H 2 (G; Q) = 0, then D(w) contains a hyperbolic surface group. Gordon and the second author proved a converse: the existence of a hyperbolic surface subgroup in D(w) implies that H 2 (G; Q) = 0 for some finiteindex subgroup G of D(w) [4] . Using a certain Eilenberg-Mac Lane space X(w) of D(w) and looking at certain finite covers of X(w), they also gave several sufficient conditions for D(w) to have a finite-index subgroup G with H 2 (G; Q) = 0; see Section 2 for a precise definition of X(w).
We will consider a combinatorial property, called polygonality of a word in F . A cyclically reduced word w ∈ F is polygonal if there exists a surface S obtained by a side-pairing on polygonal disks P 1 , . . . , P m where each edge in S (1) is oriented and labeled by {a 1 , . . . , a n } in such a way that the image of each loop ∂P i in S reads a non-trivial power of w and moreover, there do not exist two incoming edges or two outgoing edges of the same label at each vertex in S (0) ; see Definition 2.6. We say that a CW-complex X virtually contains a closed hyperbolic surface, if there is a homeomorphic embedding of a closed hyperbolic surface into a finite cover of X.
Theorem 2.11. Let w ∈ F be a cyclically reduced word.
(1) If w ∈ F is polygonal, then X(w) virtually contains a closed hyperbolic surface. (2) If a closed hyperbolic surface embeds into a covering space of X(w) with finitely generated fundamental group, then w is polygonal.
Two words in F are equivalent if there exists an automorphism of F mapping one to the other. Theorem 2.11 will provide a way to detect surface subgroups in D(w).
Corollary 2.14. If w ∈ F is equivalent to a polygonal word, then D(w) contains a surface group.
There are many examples of polygonal words. The following theorem summarizes the words in F 2 = a, b that we prove are polygonal. We use the notation u v = v −1 uv for words u, v. A word in F 2 of the form w = l i=1 a pi (a qi ) b is called a simple height-one word if all the integers p i are of the same sign, all the integers q i are of the same sign, and l > 0. A word w ∈ F is minimal if no equivalent word to w is shorter. If one establishes polygonality (up to minimizing the length) for all diskbusting words then Question 1.1 would be answered affirmatively for doubles of free groups.
Conjecture 2.15 (Tiling Conjecture). A minimal diskbusting word is polygonal.
The hypothesis of minimality is necessary. There are examples of non-minimal diskbusting words that are not polygonal. In one sense, this is because surface subgroups need not manifest themselves as topological surfaces.
Proposition 3.2. There exists a compact, non-positively curved square complex Y such that π 1 (Y ) is a hyperbolic surface group but such that no subspace of Y is homeomorphic to a closed surface.
Note. As this work was being written up, it came to our attention that N. Brady, M. Forester and E. Martinez-Pedroza have also, independently, developed a method of finding surface subgroups in certain graphs of free groups with cyclic edge groups. They use a theorem essentially the same as Theorem 4.6.
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Surfaces in a Graph of Graphs with Cylindrical Edge Spaces
A graph means a 1-dimensional CW-complex. For a graph Γ, V (Γ) and E(Γ) will denote the vertex set and the edge set of Γ, respectively. If Γ 1 and Γ 2 are graphs, a continuous map φ : Γ 1 → Γ 2 sending each vertex to a vertex and each edge to to an edge is called a graph map. An immersion is a graph map which is locally injective. Cay(F )/F denotes the bouquet of n circles γ 1 , . . . , γ n so that Cay(F )/F is an Eilenberg-Mac Lane space for F . We always assume that each circle γ i : S 1 → Cay(F )/F is equipped with an orientation and a label by a i , and we identify F = π 1 (Cay(F )/F ) by letting [γ i ] = a i . We say that a loop γ :
as a based loop. For any cyclically reduced word w ∈ F , there exists an immersion γ w : S 1 → Cay(F )/F reading w. Any immersion φ from a graph Γ to Cay(F )/F induces a labeling and an orientation of each edge in Γ, so that φ preserves the labeling and the orientation. An edge in Γ labeled by a generator a i is called an a i -edge. For F ≤ F , Cay(F )/F will denote the coset Cayley graph of F/F ; in other words, Cay(F )/F is the cover of Cay(F, F ) corresponding to F .
We also consider an abstract graph in Scott-Wall's sense [9] ; that is, an abstract graph Γ consists of the vertex set V (Γ), the edge set E(Γ), the origin map ι : E(Γ) → V (Γ), and a fixed-point-free involution on E(Γ) sending e toē. Note that |E(Γ)| is twice the number of the edges in the geometric realization of Γ as a 1-dimensional CW-complex. Definition 2.1.
(1) Let Γ be an abstract graph, {G v | v ∈ V (Γ)} be a collection of finitely generated free groups and {w e | e ∈ E(Γ)} be a collection of nontrivial words such that w e ∈ G ι(e) . We call the tuple G = (Γ, {G v | v ∈ V (Γ)}, {w e | e ∈ E(Γ)}) a graph of free groups with cyclic edge groups.
(2) Let G = (Γ, {G v | v ∈ V (Γ)}, {w e | e ∈ E(Γ)}) be a graph of free groups with cyclic edge groups. Choose a graph X v such that π 1 (X v ) = G v and an immersion γ e : S 1 → X ι(e) such that [γ e ] = w e ∈ G ι(e) . For each pair {e,ē}, attach S 1 × [−1, 1] to v X v such that S 1 × {−1} and S 1 × {1} are identified with γ e and γē, respectively; we denote by X(G) the space thus obtained. Moreover, we let π 1 (G) denote the fundamental group of X(G). Note that X(G) is well-defined up to homotopy equivalence, and so π 1 (G) is well-defined. We call each X v a vertex space of X(G), and the closure of each connected component of X(G) v X v a cylinder in X(G). The image of each γ e is called a boundary component of the cylinder corresponding to {e,ē}. Let K ⊆ X(G) v X v be the union of disjoint open annular neighborhoods of the cores of all the cylinders in X(G). If C is a cylinder in X(G) and H is a component of C K intersecting with X v , then we call H a half-cylinder incident at X v .
Note that X(G) is an Eilenberg-Mac Lane space for π 1 (G). The following lemma shows that any closed surface homeomorphically embedded in X(G) is π 1 -injective. Lemma 2.2. Let G be a graph of free groups with cyclic edge groups and let S be a closed surface homeomorphically embedded into X(G). Then:
(1) S is a union of cylinders;
Proof.
(1) Suppose there exists s ∈ S such that for any cylinder C containing s, S does not intersect int(C). Let D ≈ D 2 be a Euclidean neighborhood of s in S which is so small that D intersects only the cylinders that contains s. Then D ⊆ S does not intersect the interiors of any cylinders, by the assumption on s. It follows that D ⊆ X(G) (1) , which is a contradiction. Hence, for any s ∈ S there exists a cylinder C such that s ∈ C and S∩int(C) = ∅. In other words, S ⊆ ∪ S∩int(C) =∅ C. Fix any cylinder C such that S ∩ int(C) = ∅. Since int(C) is an open cylinder, any sufficiently small regular neighborhood V ⊆ X(G) of t ∈ S ∩ int(C) is actually Euclidean and so, V ⊆ S. This means S ∩ int(C) is open in int(C). On the other hand, compactness of S implies S ∩ int(C) is a closed subset of int(C). So,
(2) Let X 0 be the union of all the vertex spaces of X(G) and let S 0 = S ∩ X 0 . Let Γ be the underlying graph of G. Consider S as a graph of spaces where each connected component of S 0 is a vertex space, and each cylinder is an edge space, such that the underlying graph is a subgraph of Γ. This gives π 1 (S) the structure of a graph of groups K. Any element of π 1 (S) that is in reduced form as an element of π 1 (G) is also in reduced form with respect to K. Hence the natural map
(3) This is immediate from part (1).
Remark 2.3. In the proof of Lemma 2.2 (2), we have only used the assumption that S is a connected union of cylinders, rather than a closed surface.
As mentioned in the introduction, we are most concerned with the double of a free group along a word: this is the a special case of a graph of free groups with cyclic edge groups G = (Γ, {G v }, {w e }) in which the underlying graph has two vertices and a single edge {e,ē}, and there is an isomorphism from G ι(e) to G ι(ē) mapping w e to wē. We write X(w) = X(G).
Let γ w : S 1 → Cay(F )/F be an immersed loop reading w. By convention, we will always choose X(w) to be the 2-dimensional square complex obtained by taking two copies of Cay(F )/F and gluing a cylinder between the two copies of γ w ⊆ Cay(F )/F . Given a word w ∈ F and a finite-index subgroup F ≤ F , there is a particular finite cover Y (w, F ) of X(w), considered in [4] . That is, consider the pullbackγ w : T → S 1 of γ w along the covering map Cay(F )/F → Cay(F )/F , yielding the commutative diagram below. The space T is a finite-sheeted covering space of S 1 , and hence a disjoint union of circles. Then, Y (w, F ) is defined to be the graph of spaces corresponding to the first row of the diagram. Note that X(w) is the graph of spaces corresponding to the second row. There is a natural covering map
A restriction ofγ w to a connected component of T is called an elevation of γ w . Elevations can be interpreted algebraically:
There is a natural bijection between the set of elevations of γ w and the set of double cosets
For each double coset F g w , the corresponding elevationγ w is freely homotopic to the lifting of γ g γ Proof. Suppose X(G) is a cover of X(w) containing a homeomorphically embedded closed hyperbolic surface S where G is a graph of free groups with cyclic edge groups. By Lemma 2.2, S is a union of cylinders in X(G). Let K denote the union of disjoint open annular neighborhoods of the cores of the cylinders in X(G) and let S 0 be a connected component of S K such that χ(S 0 ) < 0. Then S 0 is contained in the neighborhood N of some vertex space X of X(G). Since X → Cay(F )/F is a finite cover, X = Cay(F )/F for some [F : F ] < ∞. Let γ w : S 1 → Cay(F )/F denote the immersed loop reading w. Recall that Y (w, F ) is obtained by taking two copies of X = Cay(F )/F and gluing cylinders along the copies of the connected components of the pullbackγ w of γ w along Cay(F )/F → Cay(F ). As S 0 is the union of some half-cylinders incident at X , which are glued along some elevations of γ w , the double S of S 0 glued along ∂S 0 is a closed hyperbolic surface in Y (w, F ).
A polygonal disk P is a 2-dimensional disk such that ∂P comes with the CWstructure of a polygon. If the edges (vertices, respectively) of P are denoted as x 1 , x 2 , . . . , x m , we will consider the indices as taken to be modulo m, and will implicitly assume that x i and x i+1 intersect with a common vertex (edge, respectively). We let E(∂P ) denote the set of 1-cells (edges) in ∂P . A pairing on a set X is an equivalence relation such that each equivalence class consists of exactly two elements. A partial side-pairing on a collection of polygonal disks P 1 , . . . , P m is a pairing ∼ on a subset of i E(∂P i ) along with a choice of a homeomorphism identifying the edges related by ∼. A side-pairing refers to a partial side-pairing which is defined on the whole set i E(∂P i ). For a (partial, respectively) side-pairing ∼ on P 1 , . . . , P m , we denote by i P i /∼ the closed (bounded, respectively) surface obtained from i P i by identifying edges in i ∂P i through ∼. For S = i P i , note that there is a natural cellular map P i → S so that S has the structure of a 2-dimensional CW-complex. We will let m(S) denote the number of 2-cells in S.
Definition 2.6. Let w be a cyclically reduced word in F .
(1) Suppose there exist a partial side-pairing ∼ on some polygonal disks P 1 , . . . , P m , and an immersion φ :
(1) →Cay(F )/F is an immersion reading a non-zero power of w for each i. Then we say that S is a w-polygonal surface (with respect to φ).
(2) We say that w is polygonal, if there exists a closed w-polygonal surface S such that χ(S) < m(S).
The most convenient way to specify φ is to label and orient the edges of the boundaries ∂P i according to their images under φ. Let P be a polygonal disk equipped with an orientation and a label by {a 1 , . . . , a n } for each edge of ∂P . We say that ∂P reads w (or, simply P reads w) if the orientation and the label preserving graph map ∂P → Cay(F )/F reads w. If P is a polygonal disk whose boundary reads w and u is a subword of w, the interval in ∂P reading u will be simply referred to as u when there is no danger of confusion. We will also view a wpolygonal surface S as obtained by a side-pairing ∼ on polygonal disks P 1 , . . . , P m such that each ∂P i reads a power of w and ∼ respects orientations and labels of the edges; moreover, one requires that at each vertex of S there are no two incoming edges or two outgoing edges of the same label, and χ(S) < m(S).
Remark 2.7. Let w ∈ F be a cyclically reduced word which is not a proper power, and S be a closed connected w-polygonal surface. Note that the condition χ(S) < m(S) is equivalent to forbidding the following three cases:
The case (i) occurs when S = (P/∼) ≈ S 2 for some side-pairing ∼ on a polygonal disk P . Then there must exist two consecutive edges of ∂P which are identified by ∼ such that ∼ fixes a common vertex. This is impossible by the definition of an immersion. The case (ii) is equivalent to the condition that S consists of two identical polygonal disks whose boundaries (via immersions into Cay(F )/F ) both read the same power w i , and ∼ identifies each pair of edges corresponding to the same letter of w i . The case (iii) amounts to saying that S consists of a polygonal disk P such that an immersion φ : ∂P → Cay(F )/F reads w k = u 2 for some k > 0 and u ∈ F , and ∼ identifies each pair of edges on ∂P by a π-rotation; this means, the i-th letter of u 2 is identified with the (i + |u|)-th letter of u 2 . For example, take k = 2 and u = w. As (i), (ii) and (iii) occur only in these obvious cases, we will often omit the proof that χ(S) < m(S) for a w-polygonal surface S when establishing polygonality of w.
Example 2.8. If w ∈ F is a surface group relator such as i [a 2i−1 , a 2i ] or i a 2 i , then w is polygonal. This is because one can take a polygonal disk whose boundary reads w and glue the edges of the same labels respecting the orientations. Lemma 2.9. Suppose w ∈ F is cyclically reduced and S = i P i /∼ is a closed connected w-polygonal surface such that χ(S) < m(S). Suppose Q and Q are distinct vertices of ∂P i for some i and one of the two intervals on ∂P i cut by {Q, Q } reads a power of w. Then Q is not identified to Q by ∼.
Proof. Let φ : S
(1) → Cay(F )/F be the immersion with respect to which S is wpolygonal. Name the vertices of P i as v 1 , . . . , v kl where k > 0 and l = |w|. We may assume Q = v 1 and Q = v hl+1 for some 0 < h < k. Suppose v 1 ∼ v hl+1 . Since the orientations and the labels of the edges (
.. This is possible only when ∼ pairs all the edges of ∂P i by a π-rotation; hence, m(S) = 1 = χ(S).
A graph Γ embedded in a compact surface with boundary S is a spine if the closure of every connected component of S Γ is an annulus, with one boundary component contained in Γ and one boundary component contained in ∂S .
Lemma 2.10. Let w be a cyclically reduced word in F . Then w is polygonal if and only if there exists a commutative diagram
t t t t t t t t t
w is an immersion reading w,γ w is the pullback of γ w along Cay(F )/F → Cay(F )/F , S is a hyperbolic surface with boundary,ψ is an embedding when restricted to a spine of S and ∂S → T = S 1 is an inclusion.
Proof. (⇒) Choose a closed connected w-polygonal surface S = P i / ∼ with respect to an immersion φ :
Since F is subgroup separable, the immersion φ lifts to an embeddingφ :
. Let S be obtained by drilling a hole in the interior of each of P i 's. Then χ(S ) = χ(S) − m(S) < 0 and S (1) is a spine of S . Definẽ
Because the boundary of each P i reads a power of w, there is a covering map ∂S → S 1 whose composition with γ w equals the composition ∂S → S → Cay(F )/F → Cay(F )/F .
Let T = S 1 be the pullback of γ w along the covering map Cay(F )/F → Cay(F )/F . By the universal property, the covering map ∂S → S 1 lifts to q : ∂S → T . Let ∂ i S denote the boundary component of S drilled on P i . The restriction of q to ∂ i S is a finite covering map onto its image, say A ⊆ T . A → S 1 γw → Cay(F )/F reads w r for some r > 0. If ∂ i S → A is a k-to-1 map for some k > 1, then ∂P i → Cay(F )/F will read (w r ) k . In particular, ∂P i → S (1) → Cay(F )/F maps a proper subinterval on ∂P i onto the image of A → Cay(F )/F . This is a contradiction to Lemma 2.9, for A → Cay(F )/F → Cay(F )/F reads w r . Hence the restriction of q to each boundary component of S is a homeomorphism onto the image. Suppose ∂ i S and ∂ j S map onto the same component of T for i = j. Then ∂P i → S
(1) → Cay(F )/F and ∂P j → S (1) → Cay(F )/F have the same image. It follows that P i ∪ P j maps to a 2-sphere in S. Since we have excluded the case χ(S) = m(S) = 2, we conclude that q : ∂S → T must be an embedding.
(⇐) Take Γ to be the spine for S provided by the hypotheses. For each component ∂ i S of ∂S , let A i be the closure of the component of S Γ that contains ∂ i S . Glue disks Q i to ∂ i S , to form a closed surface S. Let P i = Q i ∪ A i , a disk with boundary contained in Γ; give S the CW-structure in which S
(1) = Γ and the P i are the 2-cells. Because ∂Q i = ∂ i S reads a power of w and A i is an annulus, it follows that each ∂P i also reads a power of w under the composition Γ → Cay(F )/F → Cay(F )/F . Note that χ(S) − m(S) = χ(S ) < 0, where m(S) is the number of 2-cells P i .
(1) If w ∈ F is polygonal, then X(w) virtually contains a closed hyperbolic surface. (2) If a closed hyperbolic surface embeds into a covering space of X(w) with the finitely generated fundamental group, then w is polygonal.
Proof. Let γ w : S 1 → Cay(F )/F be an immersion reading w. (2) Since D(w) is the fundamental group of a graph of free groups with cyclic edge groups which is word-hyperbolic, D(w) is subgroup separable [12] . If a closed hyperbolic surface S 0 homeomorphically embeds into a covering space of X(w) with finitely generated fundamental group, then S 0 homeomorphically embeds also into a finite cover of X(w) [8] . By Lemma 2.5, S 0 may be assumed to homeomorphically embed into Y (w, F ) for some [F : F ] < ∞. By Lemma 2.2, S 0 is a union of cylinders. Let m denote the number of cylinders in S. Pick one of the two vertex spaces in Y (w, F ) and name it simply as Cay(F )/F . Let K be the disjoint union of the open annular neighborhoods of the cores of the cylinders in Y (w, F ). Define Y (S , respectively) to be the connected component of Y K (S 0 K, respectively) intersecting with Cay(F )/F . Note that Γ = S ∩ Cay(F )/F is a spine for S . Letγ w : T = S 1 → Cay(F )/F denote the pullback of γ w along Cay(F )/F → Cay(F )/F . Then Y is the union of Cay(F )/F and the half-cylinders glued along the restrictions ofγ w to the components of T . Moreover, S is some collection of those half-cylinders and so, there exist an inclusion ∂S → T yielding the commutative diagram in Lemma 2.10. S is hyperbolic since
Remark 2.12. Let S be a closed connected w-polygonal surface. From the proof of Theorem 2.11, one can actually find the degree of a cover Y (w, F ) → X(w) where Y (w, F ) contains an embedded closed hyperbolic surface S 0 . Namely, since the immersion S (1) → Cay(F )/F lifts to an embedding S (1) → Cay(F )/F where the embedding does not increase the number of vertices [10] ,
Moreover, one can specify the Euler characteristic of S 0 as χ(S 0 ) = 2(χ(S)−m(S)).
Example 2.13. In an earlier version of [4] , it was asked whether D(w) contains a surface group for w = a Figure 1 describes a side-pairing ∼ of a polygonal disk P with its boundary reading w 2 so that S = P/∼ is a closed surface of Euler characteristic −1. Note that no vertex of S has two incoming or two outgoing edges of the same label. By Remark 2.12, one can find a closed surface Figure 1 . A side-pairing on a polygonal disk P . Single and double arrows denote a-edges and b-edges, respectively. In (a), starting from the vertex marked by A, following the dashed arrow will read
Let ∼ glue a pair of intervals, marked as {7, 8, 9} and {7 , 8 , 9 }, so that P becomes an annulus as shown in (b). In (b), let a side-pairing ∼ further pair the edges marked by 1, . . . , 6 with the edges marked by 1 , . . . , 6 , respectively. Now S = P/∼ is a closed w-polygonal surface of Euler characteristic −1.
Proof. We may assume w is polygonal. By Theorem 2.11, X(w) virtually contains a closed surface S. Lemma 2.2 implies that π 1 (S) embeds into D(w) = π 1 (X(w)).
We note that a polygonal word is not an element of a basis; for otherwise, D(w) would be free.
Conjecture 2.15 (Tiling Conjecture).
A minimal diskbusting word is polygonal.
Non-polygonal words
The following example shows that the hypothesis of minimality is necessary in the Tiling Conjecture.
So we see that a double may contain a surface group which does not manifest itself as an embedded surface in a cover. One can interpret this in terms of the existence of compact complexes which are homotopic to a surface but which do not contain embedded surfaces, as the next proposition shows. We refer the reader to [2] for the definition and properties of CAT(0) spaces. A square complex is non-positively curved (meaning that its universal cover is CAT(0)) if and only if the link of every vertex contains no cycles of length less than four, by Gromov's Link Condition. In particular, the complex X(w) is a non-positively curved square complex. Proof. Let w be a diskbusting, non-polygonal word that is equivalent to a polygonal one, as in Example 3.1. Then D(w) contains a surface subgroup H. This subgroup is quasiconvex (this follows, for instance, from the fact that H is a virtual retract [11] ). The universal cover X of X(w) is a Gromov-hyperbolic CAT(0) square complex, quasi-isometric to the Cayley graph of D(w) by theŠvarc-Milnor Lemma. Because every quasigeodesic in a Gromov-hyperbolic metric space is uniformly close to a geodesic, every orbit of H is quasiconvex in the 1-skeleton of X. Therefore, by [5, Theorem H], it follows that H acts cocompactly on a convex subcomplex Y of X. Let Y = Y /H. This is a compact, non-positively curved square complex with fundamental group H. However, the inclusion Y → X descends to an embedding Y → X/H, a covering space of X(w) with fundamental group H. Therefore, by Theorem 2.11, no compact subspace of Y is homeomorphic to a compact surface. Remark 3.3. As this article was in its final stages of revision, we heard of a simpler construction of a similar example, due to Noel Brady [6] .
Words Without Isolated Generators
We consider words of the following form in F n = a 1 , . . . , a n :
where l > 0, k i = k i+1 and |p i | > 1.
Note that we take the index i modulo l. Such w is said to have no isolated generators.
Throughout this section, we will employ the following notations. Take two identical polygonal disks P and P such that ∂P and ∂P read w.
Label the edges of the p-gon ∂P as e 1 , e 2 , . . . , e p . Fix an orientation-preserving homeomorphism h : P → P such that e j and h(e j ) have the same label and the orientation. Consider a partial side-pairing ∼ on P P such that e j ∼ h(e j+1 ) if and only if the label and the orientation of e j coincide with those of h(e j+1 ); see Figure 2 (a). For each 1 ≤ i ≤ l, there exists a boundary component ∂ i of S = P P /∼ such that ∂ i is a 2-cycle whose edges are labeled by a ki and a ki+1 (Figure 2 (b) ).
Let
Recall from Section 2 that an edge of S (1) which is labeled by a k is called an a k -edge. If sign(p i ) = 1 then there exists an incoming a ki -edge at ∂ i , and if sign(p i+1 ) = −1 then there exists an incoming a ki+1 -edge at ∂ i . Likewise, if sign(p i ) = −1 then there exists an outgoing a ki -edge at ∂ i , and if sign(p i+1 ) = 1 then there exists an outgoing a ki+1 -edge at ∂ i .
Let V n = {±1, ±2, . . . , ±n} and let
Define A * n to be the free abelian monoid on the set E n , and let A n be the quotient of A * n by the relation (i, j) = (−j, −i). Then A n is also a free abelian monoid. Put h(e 8 )
h(e 9 )
h(e 10 )
h(e j )
h(e j+1 )
h(e j+2 ) (b) Figure 2 . An example of S when w = a Proof. We may assume l > 1, as proper powers are polygonal by definition. We will define a side-pairing ∼ on P P such that ∼ is an extension of ∼.
ρ i ∈ T n , we can write {1, 2, . . . , p} = q h=1 A h so that for each h, i∈A h ρ i is a generator of T n . Choose any 1 ≤ h ≤ q and write A h = {i 1 , . . . , i r }. We will define ∼ for the edges of ∂ i1 ∪ · · · ∪ ∂ ir . We have ρ i1 + ρ i2 + · · · + ρ ir = (c 1 , c 2 ) + (c 2 , c 3 ) + · · · + (c r , c 1 ) for some distinct c 1 , c 2 , . . . , c r ∈ V n . Note that at a vertex of ∂ ij , an a |cj | -edge is incoming or outgoing according to whether sign(c j ) = 1 or sign(c j ) = −1. Also, an a |cj+1| -edge intersects ∂ ij in a similar fashion; see Figure 3 . Let ∼ glue the a |cj | -edge of ∂ ij−1 to the a |cj | -edge of ∂ ij , for j = 1, 2, . . . , r. At any vertex of ∂ i1 ∪ · · · ∪ ∂ ir /∼ , there do not exist two incoming or two outgoing edges of the same label, since |c j |'s are all distinct. As 1 ≤ h ≤ q was arbitrarily chosen, ∼ is defined for all the edges of ∂S = ∂(P P /∼). We can consider ∼ as an extension of ∼ such that P P /∼ is a closed w-polygonal surface. Figure 3 . ρ i1 + ρ i2 + ρ i3 is a generator of T n . The single, double and the triple arrows denote edges labeled by a 1 , a 2 and a 3 ∈ F n , respectively. Note that there exists exactly one incoming a i -edge and one outgoing a i -edge at each vertex of ∂ i1 ∪ ∂ i2 ∪ ∂ i3 , for each i = 1, 2, 3.
Remark 4.2.
(1) In Theorem 4.1, A n and T n are independent of the choices of w. Also, ρ(w) can be easily computed as
(2) In Theorem 4.1, the hypothesis that ρ(w) ∈ T n is necessary. For example,
It follows that w is an element of a basis, and hence not polygonal.
Example 4.4.
(1) w = a When n = 2, we will show that any word without isolated generators is polygonal. We first need a combinatorial lemma.
Lemma 4.5. Let C be a 2m-gon for m > 0, so that each edge comes with an orientation. Label the edges of C by clean or dirty, so that clean edges and dirty edges alternate. Name each vertex v as:
• a source, if a clean edge and dirty edge are outgoing from v, • a sink, if a clean edge and dirty edge are incoming to v, • a filter, if a dirty edge is incoming to and a clean edge is outgoing from v, and • a pollutant, if a clean edge is incoming to and a dirty edge is outgoing from v. Then the number of sources equals that of sinks. Also, the number of filters equals that of pollutants. 
One can check 
. If we let x, y, z, w be the numbers of sources, sinks, filters and pollutants, respectively, then i σ i = (x − y + z − w, x − y − z + w) = (0, 0). This implies that x = y and z = w. Theorem 4.6. If w ∈ F 2 is a word without isolated generators, then ρ(w) ∈ T 2 . In particular, w is polygonal.
Proof. We let F 2 = a, b . Let w = l i=1 a pi b qi for l > 1, |p i | > 1 and |q i | > 1. Pick two identical polygonal disks P and P such that ∂P and ∂P read w. We consider the same partial side-pairing ∼ that was considered in the proof of Theorem 4.1 and put S = P P /∼. Define C to be an oriented 2l-gon, whose vertices are named as v 1 , . . . , v 2l . Label the edges (v 2i−1 , v 2i ) as clean and the other edges as dirty. Also, give (v i , v i+1 ) the orientation coinciding that of C if p i > 0, and the opposite orientation otherwise. Using the terms in Lemma 4.5, each source v i of C corresponds to a boundary component ∂ i of S such that there exists an outgoing a-edge and an outgoing b-edge at the two vertices of ∂ i . Following the notation in the proof of Theorem 4.1 for a 1 = a and a 2 = b, one can write ρ(∂ i ) = (−1, 2) = (−2, 1) ∈ A 2 (see Figure 4) . Similarly, a sink corresponds to a boundary component ∂ i such that ρ(∂ i ) = (1, −2) = (2, −1), a filter to ρ(∂ i ) = (2, 1) = (−1, −2), and a pollutant to ρ(∂ i ) = (1, 2) = (−2, −1). By Lemma 4.5, 2) + (2, 1) ) ∈ T 2 where s and f are the numbers of sources and filters, respectively. By Theorem 4.1, w is polygonal. Figure 4 . Proof of Theorem 4.6. Single and double arrows denote a-edges and b-edges, respectively.
The following theorem addresses certain cases when all the b-letters are isolated, while none of the a-letters are isolated.
Proof. As in the proof of Theorem 4.6, take two identical polygonal disks P and P reading w, rotate P by 2π/|w|, and identify the overlapping edges of P and P whenever the label and the orientation coincide. Denote by S the bounded surface obtained by such a partial side-pairing ∼. Let ∂ i be the boundary component of S containing the image of the interval b qi from ∂P . Put
for each i = 1, . . . , l. There are four types of boundary components of S as shown in Figure 5 (compare this to Figure 4 ). This time, we call ∂ i as Let x, y, z and w denote the numbers of sources, sinks, filters and pollutants, respectively. Then,
Hence,
One can identify a source with a sink (a filter with a pollutant, respectively) maintaining that the surface after the identification is still w-polygonal; each identification is described in Figure 5 . Hence, there exists an extension ∼ of ∼ such that P P /∼ is a closed w-polygonal surface. Corollary 4.8.
b is polygonal where l > 0 and |p i | > 1 for each i.
where q 2i−1 = −1 and q 2i = 1. Then,
By Theorem 4.7, w is polygonal.
Simple Height-1 Words
A word w ∈ F 2 = a, b is a simple height-one word if for some
b where p i 's are of the same sign and q i 's are of the same sign. In particular, if p i , q i > 0, then w is called a positive height-one word. Note that the isomorphism F 2 ∼ = a, a b defined by a → a and b → a b maps positive words to positive height-one words. In this section, we prove polygonality for a class of simple height-one words, including the Baumslag-Solitar relator a p (a q ) b for pq = 0. In some sense that will be made clear in Remark 5.9, most simple height-one words turn out to be polygonal. We will mainly focus on positive height-one words as the other cases can be dealt with in almost identical ways.
b be a positive height-one word. Define p l+1 , p l+2 , . . . and q l+1 , q l+2 , . . . by requiring p i+l = p i and q i+l = q i for i > 0. Fix m > 0 and consider polygonal disks P 1 , . . . , P m whose boundary edges are oriented and labeled by a or b so that ∂P i reads
On ∂P i , we will denote by α can be formed by identifying ∂ 1 to ∂ 2 , ∂ 1 to ∂ 2 , and ∂ 3 to ∂ 3 . In order to show that S 0 is w-polygonal, one has only to be careful about the identification of ∂ 3 with ∂ 3 ; that is, we identify ∂ 3 to ∂ 3 by a π-rotation so that the vertex on ∂ 3 to which a b-edge is outgoing (the vertex D in the Figure 7 (b) ) is not identified with its copy on ∂ 3 . This implies that the Baumslag-Solitar word w is polygonal.
Definition 5.3. We let U be the submonoid of B generated by the following elements.
• λ Lemma 5.4. Let w be a simple height-one word. Suppose P 1 , . . . , P k are polygonal disks reading some powers of w, and ∼ i is a consistent b-side-pairing on P i for each i. If i λ(P i /∼ i ) ∈ U, then w is polygonal.
Proof. We will only prove the theorem for positive height-one words, as the other cases are very similar.
, where {∂ j , ∂ j | j = 1, 2, . . .} is the collection of the boundary components of i S i such that each λ(∂ j ) + λ(∂ j ) is a generator of U. In particular, the lengths (that is, the number of edges) of ∂ j and ∂ j are the same. We will define a pairing ∼ of the a-edges on ∂( i S i ) so that ∂ j and ∂ j are identified for each j. 
; that is, the sum of some consecutive terms in c 1 , c 2 , . . . , c r is congruent to ±1 modulo m. This is a contradiction, since c i > 1 for each i.
(2) Without loss of generality, let i 0 = 1. We have 1) ) ∈ U. By Lemma 5.4, we prove again that w = a(a 2 ) b is polygonal.
Let p and q denote the number of elements in {i| p i = ±1} and {i| q i = ±1}, respectively. If pp ≤ q 2 and≤ p 2 , then w is polygonal.
Proof. We will give a proof only for the case when w is a positive height-one word as the other cases are very similar. Without loss of generality, we may assume that pp ≥. Let c be the least common multiple of {q 1 , q 2 , . . . , q l } and put d = c!. Let P 1 , P 2 , . . . , P c (Q 1 , Q 2 , . . . , Q c , respectively) be polygonal disks reading w dp (w dq , respectively). Define p l+1 , p l+2 , . . . and q l+1 , q l+2 , . . . by p i+l = p i and
Following the notations in Definition 5.1, we let α
j , respectively) denote the b-edge between intervals a pj and a qj (a qj and a pj+1 , respectively) on ∂P i . Similarly, let γ
j , respectively) be the b-edge between a pj and a qj (a qj and a pj+1 , respectively) on ∂Q i .
For convention, we let β
As is easily seen in the example shown in Figure 8 (a) and (b),
Let r = pp −qq . First, consider the case when r = 0. Put S = (
Since q 1 + q 2 + · · · + q dpl = dp(q 1 + q 2 + · · · + q l ) = dpq = p 1 + p 2 + · · · + p dql , the definition of U and Lemma 5.5 imply that 2λ(S) ∈ U. By Lemma 5.4, w is polygonal. Now assume that r > 0. Since r ≤ pp = |{j| 1 ≤ j ≤ pl, p j = 1}|, one can choose A ⊆ {j| 1 ≤ j ≤ pl, p j = 1} such that |A| = r. Find x 1 , . . . , x l ≥ 0 satisfying that (i) x j ≤j and j x j = r, (ii) if q j = 1, then x j = 0. Such x j 's exist, since
Fix a map σ : A → {1, . . . , l} such that |σ −1 (j)| = x j . We will modify ∼ to obtain another consistent b-side-pairing ∼ on ( i P i ) ( i Q i ). On i ∂Q i , we require that ∼ coincide with ∼; that is, γ
We define ∼ on i ∂P i as follows. For 1 ≤ i ≤ c and 1 ≤ j ≤ dpl,
otherwise.
Then the order of g k is q σ(k) . For an arbitrary 1 ≤ i 0 ≤ c, define i 1 , i 2 , . . . by
dpl . Pick any 1 ≤ i 0 ≤ c and denote by ∂ i0 the boundary component of S containing the interval a q dpl from ∂P i0 = ∂P i dpl . Since the interval a q dpl from ∂P i0 terminates at the initial vertex of β 
1 , the initial vertex of a q1 from ∂P i1 is concatenated at the terminal vertex of a q dpl from ∂P i0 , in ∂ i0 . In this way, one sees that ∂ i0 contains the interval a qj from ∂P ij for each 1 ≤ j ≤ dpl; for example, see Figure 8 (c). It follows that λ(∂ i0 ) = λ + (q1,q2,...,q dpl ) . On the other hand, if 1 ≤ j ≤ dpl and j ≡ j (mod pl) for some j ∈ A, then the terminal vertex of the a-edge corresponding to a pj on ∂P i is concatenated with the initial vertex of a pj on ∂P g The last inequality follows from the fact that
for sufficiently large N . Since s − 1 has the binomial distribution B(N − 1, 1/2) [7] , the expectation and the standard deviation of s − 1 are (N − 1)/2 and √ N − 1/2, respectively. By Chebyshev's inequality,
and P (A c ) = P (|q − N/2| > N/2)
.
Therefore, P (q 2 ≤ pp ) ≤ C/(N − 1) for some constant C > 0. In particular, P (q 2 ≤ pp ) converges to 0 as N approaches infinity. By symmetry, P (p 2 ≤) → 0 as N → ∞. From Theorem 5.6, it follows that the probability for a word in Y N to be polygonal converges to 1 as N → ∞. The same argument applies to the cases when c i < 0 or d i < 0. In this sense, one concludes that simple height-one words are almost surely polygonal.
