Abstract-We consider an IP-over-WDM network in which network nodes employ optical crossconnects and IP routers. Nodes are connected by fibers to form a mesh topology. Any two IP routers in this network can be connected together by an all-optical wavelength-division multiplexing (WDM) channel, called a lightpath, and the collection of lightpaths that are set up form a virtual topology.
I. INTRODUCTION
W AVELENGTH-division multiplexing (WDM) divides the tremendous bandwidth of a fiber (up to 50 Tbits/s) into many nonoverlapping wavelengths, called WDM channels [1] , [2] . Each WDM channel may be operated at whatever speed one desires, e.g., peak electronic speed of a few gigabits per second (Gbps). Transmissions on different wavelengths are coupled into a single fiber using wavelength multiplexers. An optical crossconnect (OXC) can switch the optical signal on a WDM channel from an input port to an output port without requiring the signal to undergo any optoelectronic conversion. If an OXC is equipped with wavelength converters, then the OXC can also change the wavelength of an incoming optical signal as it passes through the switch.
A lightpath is a point-to-point all-optical wavelength channel that connects a transmitter at a source node to a receiver at a destination node [3] . Using OXCs at intermediate nodes and via appropriate routing and wavelength assignment, a lightpath can create virtual (or logical) neighbors out of nodes that are geographically far apart in the network; thus, a set of lightpaths embeds a virtual (or logical) topology on the network. 1 In the virtual topology, a lightpath carries not only the direct traffic between the nodes it interconnects but also traffic between nodes that are not directly connected in the virtual topology by employing the "multihop approach," namely, by using electronic packet switching at the intermediate nodes in the virtual topology. This electronic packet-switching functionality can be provided by Internet protocol (IP) routers, leading to an IP-over-WDM. Fig. 1(a) shows the architecture of a node that has a single transceiver per wavelength. Note that the node architecture can be extended to support multiple transceivers per wavelength by adding additional fibers between the OXC and the IP router. Fig.1(b) shows an example of multihop communication between node 0 and node 9.
Upgrading an optical network is a costly affair; hence, it is desirable to design the optical network so that it can accommodate a large increase in network traffic before it needs to be upgraded. In this paper, we model the variation in network traffic by multiplying the traffic matrix by a scalar, called the "load factor," which we denote by .
We consider the following network design problem. We are given an IP-over-WDM network and a traffic matrix. We are required to find a virtual topology and the corresponding traffic flow assignment that will a) provide protection against a single fiber failure 2 and b) maximize . Note that for a given traffic matrix, maximizing the value of is equivalent to maximizing the guaranteed network capacity, which we define as the maximum amount of traffic in the network that can be protected against a single fiber failure event.
Next we elaborate on the two fault-management techniques and compare them via an illustrative example.
A. Fault-Management Techniques
There are essentially two types of fault-management techniques [5] - [7] : protection [8] - [13] and restoration [14] - [16] . In protection, spare capacity is reserved during call setup. In restoration, the spare capacity available after the fault's occurrence is utilized for rerouting the disrupted traffic. Generally, 1 In this paper, the term "link" refers to a unidirectional fiber, while the term "fiber" refers to a bidirectional fiber. We make this distinction because lightpaths in our study are unidirectional while physical connectivity between nodes is provided via bidirectional fiber links. 2 Since single fiber failures are the predominant form of failures in optical networks, we concentrate on this form of failure. The frequency of faults in networks is represented by a quantity called failure-in-time (FIT), which is defined as the number of failures of a network component in 10 h. Some representative FIT values for network components are [4] restoration schemes are more efficient in utilizing capacity due to the sharing of the spare capacities, while protection schemes have a faster recovery time and provide guarantees on the recovery.
For an IP-over-WDM network, two possible fault-management techniques are 1) provide protection at the WDM layer or 2) provide restoration at the IP layer. In case 1), we need to set up a backup lightpath for every primary lightpath in the network. In case 2), we need to overprovision the network so that after a fiber failure, the network should still be able to carry all the traffic it was carrying before the fiber failure (after rerouting the disrupted traffic).
1) WDM Protection:
In WDM path protection, during the call setup of a lightpath, a backup lightpath is set up as well so that in the event of a fiber failure, all the traffic on the primary lightpath can be diverted to the backup lightpath. 3 . Path protection comes in two flavors. In this paper, we will employ shared-path protection because it is more capacity efficient than dedicated-path protection. (Both of these approaches are briefly described below.) a) Dedicated-path protection: At the time of call setup, for each primary path, a fiber-disjoint 4 backup path and wavelength are reserved and dedicated to that call. The backup wavelength reserved on the links of the backup path are dedicated to that call and are not shared with other backup paths. b) Shared-path protection: At the time of call setup, for a primary path, a fiber-disjoint backup path and wavelength are reserved. However, the backup wavelength reserved on the links of the backup path may be shared with other backup paths. As a result, backup channels are shared among different failure scenarios (which are not expected to occur simultaneously), and therefore shared-path protection is more capacity efficient when compared with dedicated-path protection.
2) IP Restoration:
The Internet can be viewed as a collection of autonomous systems (ASs), each of which can range in size from a small corporate network to a large backbone network. An AS consists of a set of routers that belong to the same administrative domain. Routers within an AS exchange routing information by employing an interior gateway protocol (IGP). (An example of an IGP employed by routers in an AS is the "open shortest path first" (OSPF) protocol.) By using an IGP, an AS can combat a link failure-i.e., when a link fails along a primary path between two nodes/routers in the AS, the IGP can dynamically find an alternate path between the two nodes. In this paper, we assume that the IGP can perform load sharing-i.e., if there are multiple routes from a source to a destination, then the IGP can distribute traffic over these multiple routes.
B. Illustrative Example
In this section, we illustrate the two fault-management techniques via an example. In the 11-node network shown in Fig. 2 , let us assume that a WDM channel can carry one unit of traffic, and we want to send one unit of traffic from node 4 to node 6 and one unit of traffic from node 5 to node 9. Let us also assume that the network has two wavelengths and , and there are two transceivers (i.e., one transmitter and receiver per wavelength) per node. Now, the goal is to set up primary lightpaths (and backup lightpaths) such that even after a fiber failure, the network should be able to route the same amount of traffic.
If we employ WDM-layer shared-path protection, then a possible solution is shown in Fig. 2 . The primary lightpaths are (4, 5, 6) and (5, 10, 9) , both on wavelength . The backup lightpaths are (4, 8, 0, 6) and (5, 4, 8, 7, 9) , both on wavelength . Note that since the primary lightpaths are fiber disjoint, the backup lightpaths can share wavelength on fiber (4, 8) . Now, if the fiber (4, 5) fails, then all the traffic on the primary lightpath (4, 5, 6) on is routed over the backup lightpath (4, 8, 0, 6) on .
Next, let us consider the IP-restoration technique shown in Fig. 3 . The solution consists of two lightpaths between node 4 and node 6 along the routes (4, 5, 6) and (4, 8, 0, 6) on wavelengths and , respectively. Similarly, there are two lightpaths from node 5 to node 9 along the routes (5, 10, 9) and (5, 4, 8, 7, 9) on wavelengths and , respectively. Recall that in the IP-restoration scheme, we do not back up lightpaths at the WDM layer. Thus, before fiber (4, 5) fails, 0.5 units of traffic between node 4 and node 6 are routed over lightpaths (4, 5, 6) and (4, 8, 0, 6) . After fiber (4, 5) fails, 0.5 units of traffic that were flowing over the lightpath (4, 5, 6) are routed over lightpath (4, 8, 0, 6) .
C. Contribution of This Paper
The contribution of this paper has six parts. First, we derive a formula to compute the maximum guaranteed network capacity in an IP-over-WDM network that employs the two fault-management techniques. Second, we develop mathematical formulations of these fault-management techniques, 5 which turn out to be integer linear programs (ILPs). The solution to the ILP formulation 6 provides us with an optimal virtual topology and a traffic flow assignment that maximizes the guaranteed network capacity. Third, since the complete ILP formulations were taking a very long time to solve, we experimented by splitting the ILP formulations into two parts. For WDM shared-path protection, the first part sets up primary lightpaths, while the second part sets up the backups lightpaths. For IP restoration, the first part sets up primary lightpaths, while the second part overprovisions the network by setting up some "extra" lightpaths. This approach speeded up the solution time at the cost of optimality. Fourth, we develop heuristic algorithms for computing a virtual topology and the traffic flow assignment that maximizes the guaranteed network capacity. Fifth, for the IP restoration case, we obtain results for the amount of "premium" and "nonpremium" traffic that may be carried in the network. (Recall that in the IP restoration case, the network is overprovisioned. Thus, the "overprovisioned" capacity may be employed to carry "nonpremium" traffic that is not guaranteed against fiber failures.) Finally, we analytically compare the recovery time for WDM protection with that of IP restoration.
Our results from these ILP formulations and heuristics demonstrate an interesting phenomenon in which the WDM shared-path protection technique outperforms the IP-restoration technique under certain conditions, such as having a single transmitter and receiver per wavelength per node.
D. Organization
The rest of this paper is organized as follows. In Section II, we derive a formula to compute the maximum guaranteed network capacity in an IP-over-WDM network. Section III contains the ILP formulations for the two fault-management approaches. Section IV describes the heuristic algorithms for computing a virtual topology and the traffic-flow assignments for the two fault-management techniques. Section V presents an analysis of the recovery times for WDM protection and IP restoration. Section VI presents some illustrative numerical results, and Section VII concludes the study.
II. AN UPPER BOUND FOR THE GUARANTEED NETWORK CAPACITY
In this section, we derive a formula to compute an upper bound for the guaranteed network capacity, which is equivalent to finding an upper bound for , the load factor. An upper bound for can be computed by finding the minimum of the following three upper bounds.
1) Given the topology of the network and the traffic matrix , we can compute an upper bound on as follows. Let be a cutset that partitions the topology into two components whose node sets are and . Now, let us define the congestion with a single link failure of a cutset as the average traffic on the links in the cutset, under the assumption that one of the links in the cutset has failed. We denote this congestion by , i.e., (1) where is equal to the traffic from node to node . Let be the maximum value of taken over all possible cutsets. Thus, if the capacity of a lightpath is equal to , then the load factor cannot be greater than . Hence, an upper bound 7 on is (2) 2) If node has transmitters and receivers, then the maximum amount of traffic that can be sourced or sinked at node is bounded by and , respectively. The amount of traffic sourced from node is given by and the amount of traffic sinked at node is given by . Thus (3) 3) The following upper bound is used only for the IP restoration technique. Let the degree of node be denoted by . Note that in IP restoration, after a fiber failure, only transmitters and only receivers are guaranteed to be attached to an operational fiber. Thus, in IP restoration, the maximum amount of traffic that can be sourced or sinked at node after a fiber failure is bounded by and , respectively. Thus (4) Note that . Thus, based on the above analysis, tighter upper bounds for the load factor for WDM shared-path protection and IP restoration can be computed as follows:
III. PROBLEM FORMULATION

A. Notation
We define the notation employed to develop the ILPs and then present the ILPs. We are given the following: 1) the network topology represented as a directed graph ; 2) the traffic matrix, i.e., the amount of traffic flow that is to be routed between node pairs (this matrix will be multiplied by a "load factor" to model the maximum traffic intensity that can be carried by the network under each of the two fault-management techniques); 3) number of transmitters and receivers at the nodes; 4) alternate routing tables at each node. 8 Given:
nodes in the network (numbered 1 through ); unidirectional fiber links in the network (numbered 1 through ); bidirectional fibers in the network (numbered 1 through ); maximum number of wavelengths on a link; Trans number of transmitters at node on wavelength ; Re number of receivers at node on wavelength ; set of alternate routes for node-pair ; maximum number of alternate routes between any node-pair set of eligible alternate routes between node pair after fiber fails; the traffic demand matrix for node pair in terms of bits per second; the load factor; the traffic demand matrix can be multiplied by in order to model the increase in the traffic intensity in the network; we require the ILPs to solve for the following variables. number of wavelengths used by primary lightpaths on link . These variables are employed only in ILP1 and ILP2. (We remark that there are four ILPs formulated in this-ILP1, ILP2, ILP3, and ILP4-descriptions of which will follow shortly.) number of spare wavelengths used on link . These variables are employed only in ILP1 and ILP2. takes on the value of one if one or more backup lightpaths are using wavelength on link ; zero otherwise. number of primary lightpaths between node-pair . takes on the value of one if the th route between node pair utilizes wavelength before any fiber failures; zero otherwise. takes on the value of one if a primary on route between node pair is protected by route between node pair by employing wavelength ; zero otherwise. These variables are employed only in ILP1 and ILP2. amount of traffic between source and destination that flows through the lightpath between node pair . These variables are employed only in ILP1 and ILP2. amount of traffic between source and destination that flows through the lightpath that is routed over the th route between node pair . These variables are employed only in ILP3 and ILP4.
amount of traffic between source and destination that is disrupted due to the failure of fiber . These variables are employed only in ILP3 and ILP4. maximum number of transceivers that are being used for primary lightpaths at any node. These variables are employed only in ILP2 and ILP4. excess capacity on all the lightpaths that are routed over the th route between node pair . These variables are employed only in ILP3 and ILP4. amount of disrupted traffic between source and destination that is rerouted through a lightpath that is routed over the th route between node pair . These variables are employed only in ILP3 and ILP4. number of primary lightpaths between node pair in the "seed topology." These variables are employed only in ILP4.
B. WDM Protection: Single ILP Formulation (ILP1)
In this section, we provide a detailed mathematical formulation of the WDM-protection technique. The formulation, which turns out to be an ILP, consists of three parts: the objective function [ (7)], constraints for setting up primary and backup lightpaths [ (8)- (24)], and constraints for routing packet traffic over the primary lightpaths [(25)- (28)]. Intuitively, the objective function should be "Maximize ." But we found that if we use "Maximize " as the objective function, then the ILP solver (CPLEX 6.5) takes a very long time to optimally solve the ILP. Hence, we decided to choose an objective function that allowed the ILP solver to quickly find a feasible solution. Now, by solving the ILP for different values of , we determined the maximum value of (i.e., the maximum load factor) for which the ILP generated a feasible solution. The ILP formulation is as follows.
Minimize the total capacity used Minimize (7)
Constraints for Setting Up Lightpaths With Shared-Path Protection:
The number of channels on each link is bounded (8) The definition of the number of primary lightpaths between a node pair is (9) The definition of the number of primary lightpaths traversing a link is (10) The definition of the spare capacity required on link is (11) The constraints to indicate whether wavelength is reserved for some restoration path on link are (12) (13) The constraint to ensure that wavelength on link is used either by a primary lightpath or by backup lightpaths is (14) The constraints to ensure that two backup lightpaths share wavelength on link only if the corresponding primary paths are fiber disjoint are (15) The constraints to indicate whether transmitter is being used for a backup lightpath are The constraints to ensure that node uses at most Trans transmitters on wavelength are (18) The constraints to ensure that two backup lightpaths originating at node share a transmitter on wavelength only if the corresponding primary paths are fiber disjoint are The constraints to indicate whether receiver is being used for a backup lightpath are (20)
1) Multicommodity Flow Constraints for Routing Traffic on the Virtual Topology 9 :
The constraints to ensure that the amount of traffic sourced from node to destination node is equal to are
The constraints to ensure that the amount of traffic received by node from node is equal to are
Traffic conservation constraints at the intermediate nodes are
The constraints to ensure that the total amount of traffic flowing through a lightpath is less than the capacity of the lightpath are (28)
C. WDM Protection: Split ILP Formulation (ILP2)
The intuition behind splitting the ILP formulation is to quickly solve two smaller ILPs instead of solving one large ILP (which may take much more time). To do so, we first find a set of "good" primary lightpaths and then set up backup lightpaths for the primary lightpaths.
1) Part I: Find a Set of "Good" Primary Lightpaths:
The objective function minimizes the amount of resources (wavelength links in the network and transceivers per node) required to set up the primary lightpaths. The first term in the minimization function is the total number of wavelength links that are utilized for primary lightpaths. The second term corresponds to the number of transceivers used per node for setting up the primary lightpaths. In the absence of the second term, the solution for ILP2 may employ all the transceivers at a node for primary lightpaths and leave no free transmitter for the backup 9 These constraints model the multihop communication shown in Fig. 1(b) .
lightpaths. Thus, the second term tries to ensure that each node has some transceivers that can be employed to set up the backup lightpaths
The definition of the maximum number of transceivers at any nodes in the network that are being used for primary lightpaths is . Due to reasons similar to those described in Section III-B, we employ an objective function that allows the ILP solver to quickly find a feasible solution. Thus, by solving the ILP for different values of , we determined the maximum value of (i.e., the maximum load factor) for which the ILP generated a feasible solution. The ILP formulation is as follows.
Minimize the average hop distance before a fault
The constraints to ensure that node uses at most Trans transmitters on wavelength are Trans
The constraints to ensure that node uses at most Rec receivers on wavelength are Rec
The constraints to ensure that wavelength on link is used by at most one lightpath are
1) Multicommodity Flow Constraints for Routing Traffic on the Virtual Topology:
The constraint to ensure that the amount of traffic received by node from source node is equal to is (37)
Traffic conservation constraints at intermediate nodes are
The definition of spare capacity, with equal to the total spare capacity on the lightpaths from node to node along route , is (39)
2) After Fault:
The definition of disrupted traffic, where is equal to the disrupted traffic from source to destination due to the failure of fiber , is (40)
3) Multicommodity Flow Constraints for the Disrupted Traffic:
The constraints to ensure that the amount of rerouted traffic from node to node after the failure of fiber is equal to the disrupted traffic are
The constraints to ensure that the amount of rerouted traffic received at node from source node after the failure of fiber is equal to the disrupted traffic are
Traffic conservation constraints for rerouting the disrupted traffic are
The constraints to ensure that the total amount of disrupted traffic that is rerouted over a lightpath is less than the spare capacity on the lightpath are (44)
E. IP Restoration: Split ILP Formulation (ILP4)
The intuition behind the split ILP formulation is to find a set of lightpaths that form a good "seed" topology, i.e., a set of lightpaths that use few transmitters, receivers, and wavelengths. Next, we add more lightpaths to the "seed" topology, so that, after the fault, there are enough resources available to carry the disrupted traffic. The constraints to ensure that node uses at most Trans transmitters on wavelength are the same as (33).
The constraints to ensure that node uses at most Rec receivers on wavelength are the same as (34).
The constraints to ensure that wavelength on link is used by at most one lightpath are the same as (35).
Multicommodity flow constraints for routing traffic on the virtual topology are the same as (36)-(38).
The constraints to ensure that the total amount of traffic flowing through a lightpath is less than the capacity of the lightpath are (48)
2) Part II: Solve the Full ILP Formulation by Employing the Seed Topology:
We employ the following constraints in addition to all the constraints in the single ILP formulation described in Section III-D.
The constraints to ensure that the seed topology is a subset of the virtual topology are (49)
IV. HEURISTIC ALGORITHMS
A. WDM Protection
The heuristic algorithm is based on the concept of a "branchexchange." The algorithm starts by constructing an initial virtual topology and iterates between the following two phases. In the first phase, the heuristic attempts to tear down as many lightpaths as possible (i.e., the heuristic attempts to free up as many resources as possible), without increasing the load on the maximally loaded link. The heuristic tears down lightpaths in increasing order of their loads (in other words, the least loaded lightpath is removed first).
In the second phase, the heuristic attempts to decrease the load of the maximally loaded link by setting up as many lightpaths as possible by employing the resources freed up in the first phase. The order in which lightpaths are set up is greedy, i.e., the algorithm chooses the most effective lightpath among all of the possible lightpaths that can be set up.
The heuristic iterates between these two phases until either it finds a stable virtual topology-i.e., the lightpaths that are torn down in the first phase are the same as lightpaths that are set up in the second phase-or a user-specified maximum iteration count is reached. A more detailed version (pseudocode) of the heuristic algorithm can be found in Fig. 4 . An explanation for the pseudocode is given below.
• Line 1: Find a suitable virtual topology to start the algorithm. In this study, we started with a virtual topology that is identical to the physical topology.
• Line 2: The traffic between a source and destination node is equally distributed over multiple shortest paths from the source to the destination. Now, the "bottleneck-lightpaths" in the network are those lightpaths that are carrying the maximum amount of load in the network (we denote the maximum load by MaxLoad). Thus, in phase I of the algorithm, the heuristic removes only those lightpaths 10 that do not increase the value of MaxLoad.
• Line 3: This is the beginning of the main loop of the "branch-exchange" algorithm. The algorithms iterates through lines 4-27 until either it finds a stable virtual topology-i.e., the lightpaths that are torn down in the first phase are the same as lightpaths that are set up in the second phase-or a user-specified maximum iteration count is reached. Lines 4-11 implement phase I and lines 12-27 implement phase II of the "branch-exchange" algorithm.
• Line 4: LightpathList contains a sorted list of all the lightpaths in the virtual topology. The lightpaths are sorted in increasing order based on their load. Thus, the lightpath with the minimum load will be the first element in the list.
• Line 5-11: After removing the least loaded lightpath, we reroute all the traffic. If the amount of traffic in the "bottleneck-lightpaths" has increased due to rerouting, then we restore the lightpath we just removed. Otherwise, we sort again the lightpaths based on their loads and try to remove another lightpath. This loop terminates when no more lightpaths can be removed from LightpathList without increasing the value of MaxLoad. This marks the end of phase I (the "lightpath removal" phase) in the two-phase "branch-exchange" algorithm.
• Line 12-16: This is the beginning of phase II. In this phase, we set up one lightpath at a time in the network by employing the resources that were freed up in phase I of the algorithm. Recall that for every source-destination pair, the algorithm has a list of precomputed edge-disjoint alternate paths. The algorithm chooses the first successful alternate path for routing the primary lightpath. Then, of the remaining alternate lightpaths, the algorithm chooses the first successful path for routing the backup lightpath. Each time we set up a lightpath, we route the traffic and calculate the value of MaxLoad. Thus, at the end of this loop, NewLightpathList will contain a list of all the lightpaths (and the corresponding values of MaxLoad) that can be set up.
• Line 17: In this step, we sort all the lightpaths in NewLightpathList based on the values of MaxLoad. Thus, after sorting, the first element in the list corresponds to a lightpath that, if set up, will result in the lowest value of MaxLoad.
• Line 18-27: We set up the first lightpath in NewLightpathList and reroute the traffic (note that if the lightpath cannot be set up, then we remove the lightpath from NewLightpathList and try the next lightpath in the list). Then, we sort the lightpaths in NewLightpathList based on the recalculated values of MaxLoad. We iterate through these steps (lines 18-27) as long as NewLightpathList is nonempty. This marks the end of phase II.
B. IP Restoration
The IP heuristic is very similar to the WDM heuristic described in the previous section except for the following two main differences: 1) the lightpath-setup routine only needs to set up the primary lightpath and 2) the function RouteTraffic and ReturnMaxLoad computes the traffic on the "bottleneck-lightpaths" by finding the maximum value of MaxLoad over all fiber-failure scenarios. The pseudocode for the heuristic algorithm is shown in Fig. 5 .
V. RECOVERY-TIME ANALYSIS
The time it takes for the network to recover from a fiber failure is indicative of the potential data and revenue loss due to a fiber failure. In this section, we analytically compare the protection-switching time for WDM shared-path protection with the restoration time for IP restoration. In our calculations, we employ "typical" values for the various terms, such as the propagation delay, fault detection time, switch configuration time, etc., which, to the best of our knowledge, are representative of today's networks. But the values for these terms can vary significantly depending on the technology used.
A. WDM Shared-Path Protection
For WDM shared-path protection, we employ the analysis given in [8] . The assumptions are as follows.
1) The fiber failure is detected by the network nodes adjacent to the fiber. We assume that the time to detect a fiber failure is . In our calculations, we use s.
2) The nodes adjacent to the failed fiber send alarm signals over an out-of-band reliable control network.
3) The transmission time for the alarm messages can be neglected in comparison to the propagation delay. 4) Message processing time at a node is denoted by . For our calculations, we use s. The queueing delays of control messages at a node are assumed to be included in the message processing time. 5) Propagation delay on each fiber is denoted by . For our calculations, we assume that the fiber length is equal to 80 km, which corresponds to a delay of 400 s. 6) The time to configure and test a cross-connect is . We use ms in our calculations. 7) The number of hops from the node adjacent to the failed fiber to the source node of the connection is . 8) The number of hops in the backup route from the source node to the destination node is . Fig.6(a) illustrates the steps in the recovery process for WDM shared-path protection. Upon detecting a fiber failure, the endnodes of the failed fiber send alarm messages to the source node and the destination node of the connection. Then, the source node sends a setup message to the destination node along the backup route (which is determined at the time of call setup) and configures the cross-connects at each intermediate node.
The destination node, upon receiving the setup message, sends a confirm message back to the source node, thus completing the recovery process. The total time for shared-path protection is given by (50)
B. IP Restoration
For IP restoration, the assumptions are as follows. 1) The fiber failure is detected by the destination nodes of all the failed lightpaths. Since we assume that the WDM hardware is tightly coupled with the IP layer, hence the time to detect a fiber failure is dominated by the time it takes to service an interrupt, which we assume to be on the order of 10 ms. Thus, we use ms in our calculations.
2) The destination nodes of all the failed lightpaths broadcast link-state update messages over the network. 3) The routing tables in the network stabilize after all the nodes in the network receive all the link-state update messages. 4) The transmission time for the link-state update messages can be neglected in comparison to the propagation delay. 5) The processing time for link-state update messages is dominated by the time it takes to run the broadcast algorithm, i.e., the time it takes to forward the message to the neighboring nodes. We assume that the IP router has dedicated hardware for running the broadcast algorithm. Thus, we use ms. 6) The propagation delay on a fiber s. 7) The time required to recompute the routing table at a node is . We use ms in our calculations, which is representative of the time required to recompute the routing tables in an IP router. 8) The number of hops from the failed fiber to the destination node of the failed lightpath is . 9) The number of hops from the destination node of the failed lightpath to the most distant node in the network is . Fig. 6(b) illustrates the steps in the recovery process for IP restoration. Upon detecting a lightpath failure, the destination node of the failed lightpath sends a link-state update message to all the nodes in the network. Then, each node updates its routing table after processing the link-state update message. The total time for IP restoration is given by (51)
VI. ILLUSTRATIVE NUMERICAL RESULTS
We employ the network shown in Fig. 1(b) (which is a small network of interconnected rings typically used in the metro-area telecom environment). The traffic matrix is randomly generated, such that a certain fraction of the traffic is uniformly distributed over the range [0, 1] and the remaining traffic is uniformly distributed over [0, ] , where is the ratio of the average traffic between node pairs with high traffic values and node pairs with low traffic values. All traffic values are normalized to the capacity of a WDM channel, i.e., the capacity of a WDM channel is equal to one. The traffic matrix that was employed for our illustrative examples shown here was generated with parameters and . Fig. 7 shows the maximum load that was obtained by employing WDM shared-path protection. The number of wavelengths in the network was varied from 4 to 16. Throughout this initial example, we assumed a single transmitter and receiver per wavelength per node (i.e., a single transmitter array and receiver array per node) in the network. The three curves in Fig. 7 correspond to the load values obtained from the theoretical upper bound, the split ILP solution, and the heuristic, respectively. 11 Note that the split ILP solution performs better than the heuristic solution. For the four-wavelength case, the heuristic was unable to find a feasible solution; thus in Fig. 7 , the load for four wavelengths is equal to zero. 11 Although we do not present single ILP formulation results for the network shown in Fig. 1(b) (because the ILP solver takes a very long time to solve), we have solved the single ILP formulation for smaller networks. We found that the load obtained from the split ILP solution was slightly less than that obtained from the single ILP solution. 8 shows the maximum load that was obtained by employing IP restoration in the network. The number of wavelengths in the network was varied from 4 to 16. We assumed a single transmitter and receiver per wavelength per node in the network. The three curves in Fig. 8 correspond to the load values obtained from the theoretical upper bound, the split ILP solution, and the heuristic, respectively. Again, note that the split ILP solution performs better than the heuristic solution. The two curves in Fig. 9 show the maximum load obtained by the heuristic before and after a fiber failure. Thus, the difference between the two curves in Fig. 9 is the amount of "extra capacity" in the network that is used for rerouting the disrupted traffic after a fiber failure occurs. Note that this extra capacity may be employed for carrying "nonpremium" traffic that may be dropped in the event of a fiber failure. Fig. 10 compares the maximum load obtained by employing WDM shared-path protection with that obtained by employing Fig. 9 . Load factor versus number of wavelengths for IP restoration before and after a fiber failure. We assume a single transceiver per wavelength per node. IP restoration. The two straight lines correspond to the load value obtained from the theoretical upper bound for WDM shared-path protection and IP restoration, while the two curves correspond to the load value obtained from the split ILP solution for WDM shared-path protection and split ILP solution for IP restoration. Note that in Fig. 10 , WDM shared-path protection outperforms IP restoration for several data points. The intuition behind this phenomenon is that the load for WDM shared-path protection is bounded by the minimum of the two upper bounds and , while the load for IP restoration is bounded by the minimum of the two upper bounds . Now, since the upper bound is always less than , and in this particular example, since the upper bound is also less than , the upper bound on for the IP restoration solution is lower than the upper bound for the WDM solution. On the other hand, if we allow multiple transceivers per wavelength per node, then IP restoration performs slightly better than WDM shared-path protection, 12 as shown in Fig. 11 . We further explain this phenomenon via the following example.
Consider the network shown in Fig. 12 . Let us assume that we have three wavelengths in the network and three transceivers each at nodes 0 and 5. Let us also assume that none of the transceivers at nodes 1, 2, 3, 4, 6, and 8 are free. Also, let us assume that none of the wavelengths on link (8, 7) are free. Now, suppose that we want to route two units of traffic from node 0 to node 5. If we employ WDM shared-path protection, then one possible solution is shown in Fig. 12 . The solution consists of two primary lightpaths between node 0 and node 5 along the 12 Note that in Fig. 11 , the gap between the upper bound curve and the split ILP curve is much smaller than the gap between the same two curves in Fig.  10 . One plausible reason for the larger gap in Fig. 10 is that it is not possible to find a virtual topology that satisfies the single transceiver constraint, as well as allows a load factor that is close to the upper bound. routes (0, 6, 5) and (0, 8, 4, 5) on wavelengths and , respectively. The two backup lightpaths are routed along (0, 6, 1, 5) and (0, 2, 3, 8, 4, 5) on wavelength . Note that the backup lightpaths share the transceiver on wavelength at node 0 and node 5. Note that no IP solution exists for this scenario. To see why, suppose we set up a third lightpath between nodes 0 and 5 on . If this lightpath is routed over route (0, 6, 1, 5), then we will not have enough capacity to route two units of traffic when link (0, 6) fails. Similarly, if we route the third lightpath over route (0, 8, 4, 5) , then we will not have enough capacity when link (4, 5) fails. Since none of the wavelengths on link (8, 7) are available, we cannot route the third lightpath over route (0, 2, 3, 8, 7, 9, 10, 5). Thus, we note that under certain scenarios, WDM shared-path protection can produce feasible solutions while IP restoration cannot. Table I shows the average WDM shared-path protection and IP restoration times in milliseconds for the 11-node network shown in Fig. 1(b) . We assume that the network has 16 wavelengths and that each node is equipped with multiple transceivers on each wavelength. The recovery times were computed by using the collection of lightpaths that maximize the load factor . We note that the recovery times for IP restoration are in the 200-ms range and are significantly longer than those for WDM shared-path protection (which are an order of magnitude lower), because for IP restoration, the time to detect a fiber failure and the time to update routing tables are significantly longer than those for WDM shared-path protection. Moreover, in IP restoration, a fiber failure may affect the routing tables of all the nodes in the network, while in WDM shared-path protection, only the nodes along the failed lightpaths and the nodes on the corresponding backup lightpaths are affected.
VII. CONCLUSION
In this paper, we investigated the maximum guaranteed network capacity and recovery times for two fault-management techniques for IP-over-WDM networks: WDM shared-path protection and IP restoration. We developed mathematical formulations of these fault-management techniques, which turn out to be integer linear programs. We also developed heuristics for both of the techniques. We compared the maximum guaranteed network capacity for the two techniques by plotting the traffic load factor versus the number of wavelengths for a network of interconnected rings typically used in the metro-area telecom environment. From the plots, we observe that for several data points, WDM shared-path protection outperformed IP restoration for our example network, possibly due to the limited number of transceivers per node. We developed analytical formulas for the recovery times for WDM shared-path protection and IP restoration. We found that the recovery times for WDM shared-path protection are much faster than the recovery times for IP restoration. However, in the IP restoration technique, the extra capacity in the network may be employed for carrying "nonpremium" traffic that may be dropped in the event of a fiber failure.
