Abstract. It is increasingly becoming evident that operating system interference in the form of daemon activity and interrupts contribute significantly to performance degradation of parallel applications in large clusters. An earlier theoretical study has evaluated the impact of system noise on application performance for different noise distributions [1] . Our work complements the theoretical analysis by presenting an empirical study of noise in production clusters. We designed a parallel benchmark that was used on large clusters at SanDeigo Supercomputing Center for collecting noise related data. This data was fed to a simulator that predicts the performance of collective operations using the model of [1] . We report our comparison of the predicted and the observed performance. Additionally, the tools developed in the process have been instrumental in identifying anomalous nodes that could potentially be affecting application performance if undetected.
Introduction
Scaling of parallel applications on large high-performance computing systems is a well known problem [2] [3] [4] . Prevalence of large clusters, that uses processors in order of thousands, makes it challenging to guarantee consistent and sustained high performance. To overcome variabilities in cluster performance and provide generic methods for tuning clusters for sustained high performance, it is essential to understand theoretically, as well as using empirical data, the behavior of production mode clusters. A known source of performance degradation in large clusters is the noise in the system in the form of daemons and interrupts [2, 3] . Impact of OS interference in the form of interrupts and daemons can even cause an order of magnitude performance degradation in certain operations [2, 5] .
A formal approach to study the impact of noise in these large systems was initiated by Agarwal et al. [1] . The parallel application studied was a typical class of kernel that appears in most scientific applications. Here, each node in the cluster is repetitively involved in a computation stage, followed by a collective operation, such as barrier. This scenario was modeled theoretically, and impact of noise on the performance of the parallel applications was studied for three different types of noise distributions.
In this paper, our goal is to validate the theoretical model with data collected from large production clusters. Details revealed through empirical study helps in fine-tuning the model. This allows us to establish a methodology for predicting the performance of large clusters. Our main contributions are: (i) We have designed a parallel benchmark that measures the noise distribution in the cluster; (ii) Using data collected from the production clusters we make performance predictions made by the theoretical model proposed earlier. This validation step enables us to predict the performance of large clusters. We report the prediction accuracy against measurements at the SanDiego Supercomputing Center (SDSC). We discovered that measurements of noise distributions also help in identification of misbehaving nodes or processors.
In addition to making performance predictions, our study could be useful in performance improvements. Traditional techniques for performance improvement either fall in the category of noise reduction or noise synchronization. Noise reduction is achieved by removing several system daemons, dedicating a spare processor to absorb noise, and reducing the frequency of daemons. Noise synchronization is achieved by explicit coscheduling or gang scheduling [6] [7] [8] . Most of these implementations require changing the scheduling policies. Our work gives insight into another technique for improving performance, that can be called noise smoothing. If the model predicts the actual performance reasonably well, then the systems can be tuned to ensure that the noise does not have heavy tail (i.e. infrequent interruptions that take long time). This technique may complement the other approaches currently used in large high-performance systems.
The rest of the paper is organized as follows. The theoretical model for capturing the impact of noise on cluster performance, based on [1] , is presented in Section 2. In Section 3, we present the details of the parallel benchmark that we have designed. Section 4 presents the analysis of the data collected on the SDSC clusters. Finally, we conclude in Section 5. 
Theoretical Modeling of System Noise
In this section, we briefly introduce the theoretical model of collective communication, as described earlier in [1] . In this model, a parallel program consists of a sequence of iterations of a compute phase followed by a communicate phase, as shown in Figure 1 . In the compute phase, all the threads of the program locally carry out the work assigned to them. There is no message exchange or I/O activity during the compute phase. The communicate phase consists of a collective operation such as a barrier. We are interested in understanding the time it takes to perform the collective operation as a function of the number of threads in the system.
Consider a parallel program with N threads running on a system that has N processors. We assume, for simplicity of analysis, that N = 2 k − 1 for some positive integer 00  00  00  00  00 00   11  11  11  11  11 11 Post−Barrier 00 00 00 00 00 00 00 00 00 00 00 11 11 11 11 11 11 11 11 11 11 11 00 00 00 00 00 00 11 11 11 11 11 11 00 00 00 00 00 00 11 11 11 11 11 11 0000 1111 Fig. 2 . The diagram shows a typical computation-barrier cycle, along with pre-barrier and post-barrier phases for a barrier call, and interruptions in compute phase due to system noise.
k. Figure 2 shows the sequence of events involving one iteration of the loop in Figure  1 . In this figure, we used 7 processors which are logically organized as a binary tree to demonstrate the operation of one iteration of the parallel code. Figure 2 shows the decomposition of the communicate phase into pre-barrier and post-barrier stages, and the interruptions introduced during compute phase by the triggering of noise. In the figure, t s ij denotes the start time of the compute phase, t f ij denotes the finish time of the compute phase, and t e ij denotes the end of the barrier phase of the iteration.
Modeling the Communication Phase
The barrier operation comprises of two stages: a pre-barrier stage succeeded by a postbarrier stage. We assume that these stages are implemented using message passing along a complete binary tree, as shown in Figure 2 . The basic structure does not change for any implementation based on a fixed tree of bounded degree, such as a k-ary tree. A process is associated to each node of the binary tree. A special process, called the root (Process 1 in Figure 2 ) initiates the post-barrier stage and concludes the pre-barrier stage. In the post-barrier stage, a start-compute-phase message initiated by root is percolated to all leaf nodes. At the end of computation each node notifies its parents of completion of work. This stage ends when the root finishes its computation and receives a message from both its children indicating the same. An iteration of the loop in Figure 1 would thus consist of a compute stage, followed by a pre-barrier and a post barrier stage. Let t p j denote the start of the post-barrier stage just preceding the j-th iteration, and t q j denotes the time at which the post-barrier stage of the j-th iteration concludes, as shown in Figure 2 . Following t q j , the iteration can continue with other book-keeping operations before beginning the next iteration. Also, the time taken by a barrier message to reach node i in the post-barrier phase is denoted by a ij .
For simplicity, we assume that each message transmission between a parent and a child node takes time τ, which is referred to as the one-way latency. Thus, for the root process (process id 1) this value is zero, i.e. a 1j = 0 in Fig 2. For all the leaves i, a ij = τ (log(N + 1) − 1)
1 . Thus, for the case of N = 7 in the figure, a 2j = 2τ , a 3j = τ , a 4j = 2τ , a 5j = 2τ , a 6j = τ , and a 7j = 2τ , for all j.
Modeling the Compute Phase
Let W ij represent the amount of work, in terms of number of operations, carried out by thread i in the compute phase of j-th iteration. If the system is noiseless, time required by all processors to finish the assigned work will be constant, i.e. time to complete work W ij is w ij . The value of the constant typically depends on the characteristics of the processor, such as clock frequency, architectural parameters, and the state of the node, such as cache contents. Therefore, in a noiseless system the time taken to finish the computation is, t f ij − t s ij = w ij . Due to presence of system level daemons that are scheduled arbitrarily, the wallclock time taken by processor i to finish work W ij in an iteration varies. The time consumed to service daemons and other asynchronous events, like network interrupts, can be captured using a variable component δ ij for each thread i in j-th iteration. Thus, the time spent in computation in an iteration can be accurately represented as,
where δ ij is a random variable that captures the overhead incurred by processor i in servicing the daemons and other asynchronous events. Note that δ ij also includes context switching overheads, as well as, time required to handle additional cache or TLB misses that arise due to cache pollution by background processes. The characteristics of the random variable δ ij depends on the work W ij , and the system load on processor i during the computation. The random variable δ ij models the noise on processor i for j-th iteration, shown as the noise component in Figure 2 .
Theoretical Results
The theoretical analysis of [1] provides a method to estimate the time spent at the barrier call. We will show here that the time spent at the barrier can be evaluated indirectly by measuring the total time spent by a process in an iteration, that consists of the compute and communicate phases. The time spent by a process in an iteration may be estimated by the amount of work, noise distributions and the network latencies.
In this analysis we make two key assumptions of stationarity and spatial independence of noise. Since we assume that our benchmark is run in isolation, therefore only noise present is due to system activity. This should stay constant over time, giving stationarity of the distribution. Secondly, the model in [1] assumes that the noise across processors is independent (i.e. δ ij and δ kj are independent for all i, j, k). Thus there cannot be any co-ordinated scheduling policy to synchronize processes across different nodes.
The time spent idling at the barrier call is given by,
1 From here on, log refers to log2 and ln refers to loge
We first derive the distribution of (t q j − t p j ), and then use it to derive the distribution of b ij . From the figure it can be noted that, (t q j − t p j ) depends on a ij , w ij , and the instances of the random variable δ ij . Now, if the network latencies are constant (τ ), it is easy to verify that, if a ij ≤ τ log((N + 1)/2), ∀(i, j),. Thus we have,
We model (t q j − t p j ) as another random variable θ j . Now, Lemma 1 yields, Theorem 1. For all iterations j, the random variable θ j may be bounded as 2 ,
For a given j, all δ ij are independent for all i. Thus if we know the values of w ij and the distributions of δ ij , then the expectations as well as the distributions of θ j may be approximately computed as given by Theorem 1. For this, we independently sample from the distributions of w ij + δ ij for all i and take the maximum value to generate a sample. Repeating this step a large number of times gives the distribution of max i∈[1...N ] (w ij + δ ij ). Now, b ij can be decomposed as (see Figure 2 )
Since we have assumed a fixed one-way latency τ , a ij = a i(j+1) = τ , therefore distribution of barrier time b ij is given by,
Using Theorem 1, θ j can be approximately computed to within 2τ log((N + 1)/2) just by using w ij and δ ij . Therefore, the barrier time distribution can be computed just by using noise distribution and w ij . If w ij are set to be equal for i, then w ij cancels out, and barrier time distribution can be approximated just by using δ ij .
In this paper we attempt to validate the above model by comparing the measured and predicted performance of the barrier operations on real systems. We evaluate if Theorem 1 can be used to give a reliable estimate of collectives performance on a variety of system. For this, we designed a micro-benchmark that measures the noise distributions δ i (w). The benchmark also measures the distribution of θ j , by measuring t e ij − t s ij . We implemented a simulator that takes the distributions of w ij + δ ij as inputs, and outputs the distribution of max i∈[1...N ] (w ij + δ ij ). We compare the simulation output with the actual distribution of θ j obtained by running the micro-benchmark. We carry out this comparison on the Power 4 cluster at SDSC with different values of work quanta, w i .
Methodology for Empirical Validation
Techniques to measure noise accurately is critical for our empirical study. This section presents the micro-benchmark kernel used to measure the distributions. We first tested this benchmark on a testbed cluster and then used it to collect data on the SDSC cluster. MPI Bcast (elapsed time); 11: end while
Parallel Benchmark (PB)
The Parallel Benchmark (PB) 3 aims to capture the compute-barrier sequence of Figure  1 . The kernel of PB is shown in Algorithm-1. The PB executes a compute process (Line 5) on multiple processors assigning one process to each processor. The do work can be any operation. We have chosen it to be a Linear Congruential Generator (LCG) operation defined by the recurrence relation,
A barrier synchronization call (Line 7) follows the fixed work (W i ). The time spent in different operations are collected using cycle accurate timers and stored in Line 9. In the broadcast call in Line 10 rank zero process sends the current elapsed time to all other nodes ensuring that all processes terminate simultaneously. Daemons are usually invoked with a fixed periodicity which may lead to correlation of noise across iterations. The random wait (Line 2) is intended to reduce this correlation. The barrier synchronization in Line 3 ensures that all the processes of the PB commence simultaneously. Since the benchmark measures the distributions δ i (W ) for a fixed W we omit the subscript j that corresponds to the iteration number in the subsequent discussion.
Testing the Parallel Benchmark
We first study the PB on a testbed cluster. The testbed cluster has 4 nodes with 8 processors on each node. It uses identical Power-4 CPUs on all nodes. IBM SP switch is used to connect the nodes. The operating system is AIX version 5.3. Parallel jobs are submitted using the LoadLeveler 4 and uses IBM's Parallel Operating Environment (POE). The benchmark uses MPI libraries for communicating messages across processes.
The goal in running on the testbed cluster was to fine-tune the PB for use on larger production clusters. We first execute the code block as shown in Algorithm 1 on the Total time for compute and barrier operation (us) Fig. 4 . Distribution of time taken in an iteration for computation and barrier operation using random wait, but no broadcast during execution.
testbed cluster, and record the distributions of (t Figure 3 shows the distribution of θ ∼ (t e j − t s j ) (Section 2.3) for PB. Ideally, the distributions for all processes (i.e. for all i) should exactly match, assuming a i(j+1) = a ij , ∀i, j. Interestingly, whenever broadcast was enabled in our experiment, the distributions were different. There were 4 bands formed, which we correspond to the 4 different nodes of the cluster. Figure 4 shows the distributions are identical when the broadcast in Line 10 of Figure 1 was omitted. In order to explain this discrepancy we closely looked at the implementation of barrier. Barrier is implemented in two steps: a shared memory barrier which synchronizes all the processes on a node, followed by message passing implementation that synchronizes across nodes. The message passing implementation across the nodes is not based on binary tree as assumed in the model described earlier. We illustrate the message passing mechanism for barrier synchronization in Figure 5 for a case with two processes. As soon as a barrier is called on a process, a message is sent to the other process. The barrier call ends when the process receives a message from the other process. Broadcast is implemented by sending a single message. Figure 5 shows the message exchange between the two processes, and the calculation of total time for an iteration. It can be seen that if process 2 starts its work after process 1 then it consistently measures smaller time per iteration. Adding random wait, desynchronizes the start time and mitigates the above anomaly.
Finally, we also verified the stationarity assumption by executing PB multiple times at different times of the day. As long as the PB is executed in isolation without any other user process interrupting it the results stay unchanged.
Predicting Cluster Performance
We implemented a simulator that repeatedly collects independent samples from N distributions of w i + δ i (as measured by the PB), and computes the distribution of max i∈[1...N ] (w i + δ i ). Interestingly, the accuracy of the prediction with larger quanta values is better even without accounting for the communication latency. This is because when the quanta value (W ) is large, the noise component, δ i (W ) is also large thereby masking the communication latency part. The PB was run on 256 processors spawning 32 nodes. All nodes and processors in this experiment were identical.
The value corresponding to 99-th percentile in the distribution of w i + δ i with w = 300µs is plotted in Figure 7 . Next, we plotted the distribution of t e i − t s i for all the processes in Figure 9 , along with the (predicted) distribution of max i∈[1...N ] (w i + δ i ) obtained using the simulator. It is seen that the simulation predicts the real distribution very closely on this production cluster, except in the tail part of the distribution. Further insight is revealed in Figure 8 , which shows the average time for the distributions of (w i + δ i ), t distributions. This is accounted by the communication latency, 2 * τ * log(N + 1)/2, which is calculated to be 2 * 5µs * log(32)/2 = 40µs for the 32 node cluster in DataStar.
Benchmark Results on SDSC (1024 processors on 128 nodes)
We repeated the experiments on a larger cluster of 128 nodes with 1024 processors. However, in this experiment there were 2 different sets of processor types. (a) The graph shows the 99-th percentiles from the distributions of (wi + δi) for 1024 processors. There is a noticeable spike indicating that some processors take significantly longer to complete the computation phase. In Figure 10 (a), we have plotted the 99-th percentile of (w i + δ i ) distribution for each processor. It shows a spike around processor id 100. A zoom-in of the region between processor id 75 and 100 is shown in Figure 10(b) . There are a set of 8 processors starting from id 89 to 96 which takes significantly longer to complete its workload. All these processors belong to a single node. This indicates that one node is anomalous and slowing down rest of the processes in this cluster. We discussed this with the SDSC system administrator who independently discovered problems with the same node (possibly after receiving user complaint). Our run on the 256 processor system had the same problem (see Figure 7 ) due to the same node.
Finally, in Figures 11(a) and Figures 11(b) the prediction made by the simulator is compared against the observed distribution. In this experiment, the match between the predicted distribution of max i∈[1...N ] (w i + δ i ) and the observed distribution is not as good as in the previous experiment (for both the values of w = 300µs and w = 13ms). For the 300µs case, the mean of the max i∈[1...N ] (w i + δ i ) was found to be 1.93ms, while the mean of the t e i − t s i was in the range 2.54ms to 2.93ms (for different processes i); while, for the 13ms case, the mean for max i∈[1...N ] (w i + δ i ) distribution was 23.191ms and the mean of the t e i − t s i ranged from 24ms to 28.36ms. At present, we are unable to explain this anomaly. We are conducting more experiments on different systems to pinpoint the cause of this. 
Conclusion
High performance computing systems are often faced with the problem performance variability and lower sustained performance compared to the optimal. It has been noticed that system activities, like periodic daemons and interrupts, behave as noise for the applications running on the large clusters and slows down the performance. If a single thread of a parallel application is slowed down by the Operating System interference, the application slows down. Hence it is important to understand the behavior of noise in large clusters in order to devise techniques to alleviate them. A theoretical analysis of the impact of noise on cluster performance was carried out by Agarwal et al. [1] . A model for the behavior of noise was designed to predict the performance of collective operations in cluster systems. In this paper, we have attempted to validate the model using empirical data from a production cluster at SanDiego Supercomputing Center. We have designed a benchmark for collecting performance statistics from clusters. Besides providing the means to validate the model, the measurements from the benchmark proved useful in identifying system anomalies, as shown in the the case of the SDSC cluster.
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