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[1] Low-frequency variability in global mean sea level (GMSL) is studied for the period
1950 – 2000 by interpolating sparse tide gauge data to a global grid using empirical orthogonal
functions (EOFs) of sea level variability determined from TOPEX/Poseidon (T/P) altimeter data.
Results are based on data with long-term trends removed. The fact that the results do not have
secular trends is an artifact of the analysis and should not be interpreted as an indication that sea
level is not rising. The EOF reconstruction technique is discussed, and the resulting GMSL time
series is compared to GMSL time series from Geosat and T/P altimetry and proxy GMSL time
series estimated from global sea surface temperature data. The error assessment suggests the
accuracy of the GMSL time series reconstructed from the tide gauge data is 2 –4 mm RMS for a
1 year running mean smoothing and about 1 mm for a 5 year running mean smoothing. Several
El Niño/La Niña events are evident in the GMSL, as well as significant low-frequency variability at
a 10– 12 year period. GMSL appears to have been generally lower than normal in the late 1960s,
throughout the 1970s, and in the 1980s. GMSL appears to have been generally higher than normal
in the late 1950s and early 1960s and in the early 1980s and has been rising throughout the 1990s,
when T/P is observing. The implication of the low-frequency signals on the determination the
secular rate of GMSL from satellite altimetry is discussed.
INDEX TERMS: 4556 Oceanography:
Physical: Sea level variations; 4215 Oceanography: General: Climate and interannual variability
(3309); 1640 Global Change: Remote sensing; 1694 Global Change: Instruments and techniques;
KEYWORDS: mean sea level, TOPEX/Poseidon, empirical orthogonal functions, tide gauge

1. Introduction
[2] The record of sea level from tide gauges over the past 70 –
100 years clearly shows a rise in the sampled mean sea level at a
rate of between 1 and 2 mm yr1 [e.g., Church et al., 2001;
Douglas, 2001]. Although the tide gauge record is long at some
sites, it does not represent a homogeneous sample of the global
oceans. Most gauges with long records tend to be in the Northern
Hemisphere and along coastlines. The method for determining the
long-term secular rate of sea level rise has been to calculate the
local rate at selected tide gauges after applying a model for glacial
isostatic adjustment (GIA) and then to average these rates to obtain
a global average. Using this method, it is impossible to determine
global mean variability at periodic frequencies. It is also assumed
that the relatively few sites adequately sample the global mean sea
level (GMSL) average rate over the past 100 years or so.
[3] A better measurement of GMSL variations can be made
with satellite altimetry since a satellite samples nearly all of the
Earth’s oceans typically every 10 – 35 days depending on the orbit
configuration. Measurements have been made regularly (with a
short gap) since 1985 [Born et al., 1986; Tapley et al., 1992;
Wagner and Cheney, 1992; Nerem, 1995; Minster et al., 1995;
Cazenave et al., 1998; Nerem et al., 1999]. The longest continuous
record is that made by the TOPEX/Poseidon (T/P) mission, which
has been observing the GMSL since September 1992 [Fu et al.,
1994]. Data from the T/P mission have increased our knowledge of
the spatial and temporal variability of sea level change significantly. For instance, we now know that El Niño-Southern Oscillation (ENSO) events cause large deviations in GMSL [Nerem et
Copyright 2002 by the American Geophysical Union.
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al., 1999], that there are significant annual and interannual variations caused by thermal and water mass variations [Chen et al.,
1998; Minster et al., 1999; Chambers et al., 2000], and, perhaps
more importantly, that the sea level change is not uniform spatially
[Nerem, 1995; Hendricks et al., 1996; Nerem et al., 1999].
[4] Interannual and low-frequency signals in sea level variability can have significant effects on the recovery of secular trends
in short records [Douglas, 2001]. Nerem et al. [1999] estimated
one would need at least 10 years of continuous altimeter coverage
to resolve a 2 mm yr1 secular trend with an accuracy of 0.5 mm
yr1 in the presence of ENSO variability. However, the study did
not model variations with periods longer than 5 – 7 years because at
the time it was unclear if there were significant low-frequency
fluctuations in GMSL even though there are clearly such signals in
many tide gauge records (e.g., Figure 1).
[5] In addition to the importance of understanding low-frequency GMSL variability on the determination of long-term
secular trend, the signal is of interest to studies of climate change.
Because GMSL change is related to both steric and water mass
variations, even small variability in the GMSL can be indicative of
rather significant changes in either the ocean heat storage or water
storage. Simply averaging available tide gauge records will not
provide a reasonable measure of interannual and low-frequency
variation, because of the sampling. For instance, a global average
of the tide gauge data from 1993 to 1998 (processed as described in
section 2) shows a much larger seasonal variation than that
observed by T/P during the same interval (Figure 2). The tide
gauge average is computed as an unweighted mean of all data for a
particular month. The explanation for the discrepancy is the fact
that the tide gauge data are predominantly in the Northern Hemisphere, and so there is no averaging of the out of phase seasonal
signal in the Southern Hemisphere, which also has a smaller
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amplitude. However, even if the seasonal signal is removed from
the tide gauge data, the global average still does not measure the
same variability as observed by T/P (Figure 2).
[6] Clearly, a global sampling of sea level data is needed in
order to resolve the true low-frequency variability in GMSL. Since
the altimeter record at best only goes back to 1985, other methods
must be used to estimate global grids or approximate a global
sample. Several authors have detailed methods to use information
contained in global empirical orthogonal functions (EOFs) to
estimate better the true global average of sparse data sets. Shen
et al. [1994] used EOF modes to average optimally sparse sea
surface temperature (SST) data. Smith et al. [1996] used a least
squares fit of EOFs to SST data in order to reconstruct global grids
of SST, while Shriver and O’Brien [1995] applied a similar method
to wind stress. Kaplan et al. [1997, 2000] used EOFs as basis
functions in an optimal interpolation of SST and sea level pressure
using a Kalman filter. Cane et al. [1996] used a similar reduced
space Kalman filter to assimilate tropical Pacific tide gauge data
into an ocean circulation model. All studies found significant
improvement in the determination of large-scale interannual and
low-frequency variability.
[7] In this paper we utilize EOFs as described by Smith et al.
[1996] to reconstruct global grids from tide gauge data for the
period 1950 – 1998. EOF modes determined from T/P altimetry
will be utilized. The GMSL will be computed from the reconstructed grids and compared with that from T/P and Geosat
altimetry, as well as a proxy sea level measurement from SST
data. The reconstruction method will be summarized, and the
process to compute the proxy sea level from SST will be discussed.
An analysis of the estimated low-frequency variations in GMSL
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Figure 1. Sea level anomalies from the tide gauge in San
Francisco. Data have been smoothed with a 5 year (60 month)
running mean boxcar filter.
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Figure 2. Sea level anomalies from T/P, average of tide gauge
data, and average of tide gauge data with seasonal variations
removed.
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Figure 3. Number of grids with tide gauge observations for
global ocean (right scale) and tropical Pacific (left scale).
will be presented, and the implication of such variability on
determining the secular rate of GMSL from satellite altimetry will
also be discussed.

2. Data Processing
[8] T/P altimeter data come from the Merged Geophysical Data
Records B (MGDR-B) release for cycles 10 – 231 from the NASA
Jet Propulsion Laboratory [Benada, 1997]. These data include
improved orbits and geophysical corrections, including the ocean
tide, pole tide, and sea state bias. All standard corrections are
applied, and data are edited according to flags as recommended.
All data are corrected for a drift in the TOPEX Microwave
Radiometer as recommended by Keihm et al. [2000]. An inverted
barometer (IB) correction has not been applied since the tide gauge
data do not have the pressure information to make a similar
correction and GMSL is best computed from non-IB-corrected
data since the average IB signal is zero but IB models often have a
nonzero mean. The 1 s sea surface height measurements are
interpolated to fixed bins along the ground track using a highresolution mean sea surface model in order to account for geoid
gradients [Chambers et al., 1998]. Sea level anomalies (SLAs) in
each bin are then computed by removing the time-averaged mean
sea surface for that bin. The SLAs are averaged over months from
January 1993 to December 1998 and gridded into 2.5 grids.
Because there are still gaps in the grids and we desire to filter
out shorter wavelength variations, the grids are smoothed with a
Gaussian weighted filter described by Chambers et al. [1997]. The
filter attenuates spatial signals of <1200 km zonally and 400 km
meridionally.
[9] Since the focus of this research is on the low-frequency
variability, the seasonal and semiannual signals have also been
removed from the T/P grids by estimating sinusoids at annual and
semiannual frequencies for each grid and removing them. We
found that using the initial land mask reduced the number of tide
gauges since most tide gauge sites are right on the coastline. In
order to include more tide gauge data in the reconstruction, data up
to one grid box (2.5) inland from the coastline were given the
value of the weighted average of the ocean values up to two grid
boxes away (5), where the weight was 1/distance. This allowed
the determination of EOFs from the T/P grids at the sites of tide
gauges, which is important in the procedure described in section 3.
[10] The tide gauge data are those collected by the Permanent
Service for Mean Sea Level (PSMSL) [Woodworth, 1991]. We
used the database updated in March 2000, which has substantial
records through the end of 1998 (Figure 3). In order to use the tide
gauge data for time series analysis the data at each site need to be
reduced to a common datum. This is done at PSMSL by using the
tide gauge datum history provided by the supplier of the tide gauge
measurements. Approximately two thirds of the data in the PSMSL
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column vectors (EOFs) of X are orthogonal and form spatial maps
of sea level variability. The rows of P are also orthogonal and
provide the principal components describing the temporal
variability of the EOFs. Each EOF is paired with a principal
component to form n modes of ocean variability on the basis of the
monthly grids of SLA data. The EOFs and principal components
are ordered by the amount of variance of the total signal explained.
Thus, the first mode will explain the largest percentage of
variability, and the last modes will explain the least.
[14] The original T/P data can represented as a linear combination of the EOF modes and principal components [Hendricks et
al., 1996]:
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Location of tide gauge sites used in this investigation.

SLAðx; t Þ ¼

N
X

ak ð xÞbk ðtÞ;

ð2Þ

k¼1

database have been adjusted this way and are referred to as the
Revised Local Reference (RLR) data. The RLR data are considered
superior to the data not reduced, so in this analysis, only RLR data
are used.
[11] The RLR data also have arbitrary biases applied at each site
of the order of 7000 mm in order to avoid negative numbers. Since
we are interested in global sea level variability, this bias must be
removed for all gauges relative to some consistent time period. In
addition, as explained in section 3, secular trends are removed from
the tide gauge data before calculating the EOF reconstruction. This
has the benefit of reducing errors due to glacial isostatic adjustment
or uplift/subsidence but also means that this analysis cannot
measure secular rates of GMSL change, only low-frequency
changes. Also, depending on the length of the tide gauge record,
the removal of a trend could remove part of a long-period variation
unrelated to secular change and thus remove true low-frequency
variability. In order to mitigate this problem, only data with records
longer than 25 years were used in this analysis. The locations of the
sites used are shown in Figure 4. Figure 5 shows the number of
records in years for each site after 1950. More than 81% of the sites
have at least 30 years of observations, while more than 50% have
40 years or more of observations.
[12] In order to remove the bias, trend, and seasonal and
semiannual signals the coefficients for a linear trend plus annual
and semiannual sinusoids were estimated at each tide gauge
location using least squares, and then the model was removed.
All times were computed relative to an epoch of 1995.5 (the
midpoint of the T/P data used) so that all data were reduced to
SLAs relative to a similar mean sea level. Because there are
sometimes several tide gauges in a particular 2.5 grid, we also
averaged the residual tide gauge SLAs for each month into a 2.5
grid identical to the T/P data. The tide gauge data were averaged
using a constant weight. This is done to reduce the effect of
multiple observations of nearly identical sea level variability on the
EOF reconstruction.

where x is the two-dimensional space domain, t is time, k is the
EOF mode, N is the maximum number of modes used, ak (x) is the
kth column of X from (1) normalized by the maximum value, and
bk (t) is the kth row of P from (1) scaled by the associated
eigenvalue and the value used to normalize ak (x). Thus, the sea
level variations observed by T/P can be decomposed into maps of
spatially correlated signals ak (x) along with the associated time
variations bk (t).
[15] For the EOF reconstruction technique described by Smith
et al. [1996], gridded sparse data such as the tide gauge SLA are
used as observations O (x, t) and modern global data such as T/P
are used to model spatial ocean variability ak (x). Associated time
variations Wk (t) are estimated for each time step t and mode k to
minimize

e ¼ Oðx; t Þ 

"
N
X

#
Wk ðt Þak ð xÞ

ð3Þ

k¼1

using linear least squares estimation. For each month, N parameters
will be estimated.
[16] Reconstructed grids R (x, t) are computed on the basis of
the estimated parameters (designated by angle brackets):

Rðx; tÞ ¼

N
X

hWk ðt Þiak ð xÞ:

ð4Þ

k¼1

Since ak (x) is defined globally, the reconstructed grids will also be
defined globally, unlike the sparse data that were used to estimate
the coefficients hWk (t)i.

60.0
50.0

[13] The EOFs used in this research are obtained from a
principal component analysis of the gridded T/P SLA data. The
SLA data are formulated into an m  n matrix H, where m is the
number of spatial grid points and n is the number of monthly grids.
The matrix H is then separated into three matrices through a
singular value decomposition of the data [Preisendorfer, 1988]:

40.0

H ¼ XP;

ð1Þ

where X is an m  n matrix whose columns form the EOFs of the
decomposition,  is an n  n matrix whose diagonal values are the
eigenvalues of H, and P is an n  n matrix whose rows represent
the principal components associated with each EOF mode. The

# of years

3. EOF Reconstruction

30.0
20.0
10.0
0.0

24 80 141 187 232 281 325 374 422 471
Gauge

Figure 5. Number of observations (in years) for each tide gauge
site. Tide gauge sites are numbered consecutively running from
0 to 360E and 65S to 65N.
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Figure 6. Difference between MSL estimated from tide gauge
observations and SST EOFs from 1993 to 1998 and 1982 to 1998.
[17] The processing of the observations O (x, t) in (3) needs to
be discussed briefly. Smith et al. [1996] effectively recentered
their observations every 10 years to have zero mean by removing
a 10 year mean global grid from their gridded observations. The
reconstruction was then performed on these recentered observations, although the decadal grids were added back in later. The
main reason for this, as noted by Kaplan et al. [1997], is that
time-varying biases (e.g., trends) in the observations will be
projected onto the leading EOFs. Because the EOFs used as
basis functions are computed over relatively short time intervals,
true spatial patterns of GMSL change are not distinct in any one
EOF mode [e.g., Hendricks et al., 1996]. Therefore trends in the
tide gauge observations will likely be projected erroneously onto
the T/P EOF modes and lead to possible errors. Because of this,
any recovered trends from the reconstruction would be suspect.
[18] There are an insufficient number of tide gauges to use the
process utilized by Smith et al. [1996]. However, we do have long,
nearly continuous, and reasonably well-calibrated measurements at
the sites we are utilizing, so trends can be estimated and removed.
This has the dual benefit of reducing the error from projecting
trends to the EOF modes and removing unknown secular rates not
associated with sea level change from the tide gauges. Therefore all
our results are based on data and reconstructions with no long-term
trends. The fact that the results do not have secular trends is an
artifact of the analysis and should not be interpreted as an
indication that sea level is not rising. Effectively, we have filtered
the data to examine only long-term variations. If all gauges had
only a maximum of 25 years of coverage, then one could not
differentiate a signal with a period longer than 12 – 15 years from a
longer-period signal. However, since half the gauges have more
than 40 years of continuous observations, we believe that variations with periods up to 20 – 25 years can be distinguished.
However, this investigation will focus on periods from 1 to 10
years.
[19] Note that although a long-term trend is removed from the
tide gauge data, no trend is removed from the T/P data used to
compute the EOF modes. This relates to the problem discussed in a
previous paragraph, namely, that there is not a long enough time
span of T/P observations to separate a long-term trend. Thus
removing the trend from the T/P data is just as likely to remove
an interannual period of 10 years as a true long-term trend. As
more data from T/P and Jason 1 become available, this procedure
will be able to be readdressed.
[20] Smith et al. [1996] also assumed that the EOF modes were
stationary in time, so that modes computed with more recent data
could be used to estimate principal components in the past. They
present no proof of this assumption other than the fact that the
reconstructed SST agrees well with withheld data. However, even
if the modes are not stationary, the principal components could
adjust in the estimation so that the summation in (4) still provides a

reasonably accurate global grid. What this means is that the
individual time series of the estimated principal components may
have no physical meaning, but their use in (4) produces grids that
are physically meaningful.
[21] One way to investigate the effect of assuming EOF modes
are stationary is to reconstruct grids using the same observations
but EOFs from different time spans. There are not enough T/P data
to investigate the effect of using different time spans for calculating
the basis EOF modes. Instead, we used EOFs from global SST data
(1982 – 1998). We note that the SST EOF modes are significantly
different from the SLA EOFs and that the reconstructed GMSL is
very different and is not considered accurate. However, the test is
useful to examine if statistics change over time. We computed
EOFs from 1982 to 1998 and 1993 to 1998 and estimated principal
components from the tide gauge observations from 1950 to 1998.
The difference in the global averages is shown in Figure 6. The
RMS before 1993 is not statistically different from the RMS after
1993 (and is actually slightly smaller), which suggests that the
reconstructions estimated before 1993 should have errors similar to
those computed after 1993, at least back to 1982.
[22] The analysis by Smith et al. [1996] used smaller regions
for the EOF analysis (for example, the tropical Pacific), then
combined the regions into a global map. We have tested this
approach but found that the regions had to be fairly large in order
to calculate reasonable reconstructed maps, on the basis of
comparisons with T/P. However, it was found that using a global
reconstruction produced maps closer to T/P than using even large
regional reconstructions [Chambers, 2002]. For this reason we
utilize global EOF maps from T/P and perform a global reconstruction each month.
[23] In addition to stationarity of EOF modes and the region
over which the reconstruction is performed, the distribution of the
tide gauge records in time may also affect the results. To examine
the size of possible errors caused by this, we examined reconstructing maps using various distributions of tide gauges based on real
data. Since the largest number of tide gauges was in the 1980s, this
served as the baseline set. From this set we removed gauges until
only those that had observed in earlier decades were included. For
example, we examined each month in the 1960s. If a gauge
observed for that month and the similar month in the 1980s, then
the observation in the 1980s for that similar month were kept (e.g.,
January of 1961 compared to January of 1981). If there was no
observation for a particular month in the 1960s, then the corresponding month in the 1980s for that gauge was likewise removed.
This gave us sets of grids that contained approximately the same
distribution of gauges for other decades but data from the 1980s.
The distribution is approximate because there are cases where there
were gauges in locations in earlier times but not in the 1980s. Thus
the distribution actually tends to be more pessimistic than reality.
In order to quantify the effect of the distribution the reconstruction
was performed on the sampled sets of grids for each decade and
compared to the results using all the gauges in the 1980s. The RMS
differences of the GMSL estimated from the reconstructed grids are
given in Table 1. The RMS values back to the 1950s are about the
same, <1.5 mm. The result from the 1940s distribution is 2.3 mm.
For earlier decades the difference is even larger (not shown). On
the basis of this we concluded that GMSL could not be estimated

Table 1. Differences Caused by Tide Gauge Distribution
Decade

RMS Difference
With 1980s
Distribution, mm

1990s
1970s
1960s
1950s
1940s

1.3
1.2
1.2
1.5
2.3
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Figure 7. One year filtered GMSL from 1993 to 1998 for TGR,
T/P, and T/P with a 1.5 mm yr1 secular trend removed.

Figure 9. One year filtered GMSL from 1985 to 1998 for TGR,
T/P, and Geosat.

accurately before 1950 using the distribution of tide gauges
available.
[24] Also in this analysis, as in that of Smith et al. [1996], it has
been assumed that all the observations have the same weight. We
have experimented with weighting the tide gauge data using
various factors, including the RMS difference of the tide gauge
with T/P, the correlation with T/P, and the number of individual
gauges going into each grid average. Minimal differences were
found at interannual periods and longer [Mehlhaff, 2001]. Therefore, since many of the tide gauges do not have measurements at
the same time as T/P and thus their weights would have to be
estimated, we used weights of unity for all gridded tide gauge data.
In the same study we experimented with adjusting N from 2 to 30
modes. It was found that the RMS difference of the sea levels
measured by the tide gauge reconstruction and that of T/P
improved significantly up to 10 modes but then leveled out with
only minor changes. Because of this, we have used the first 10
EOF modes from the T/P data.

[26] We note again that long-term trends were removed from all
the tide gauge records, but no trend was removed from the T/P
data. Thus the T/P data will contain not only the low-frequency
component of sea level change but the secular rate as well.
Assuming GMSLTGR accurately represents the low-frequency
variations, then the difference (GMSLT/P  GMSLTGR) would
represent the secular rate of sea level change. The difference is
shown in Figure 8 and is closely approximated by a linear trend
with a slope of 1.5 ± 0.4 mm year1, which is in the middle of the
generally accepted range of 1 – 2 mm yr1 [Church et al., 2001]. If
a 1.5 mm yr1 trend is removed from the T/P data, the resulting
GMSLT/P time series (Figure 7) shows even better agreement with
GMSLTGR. The RMS difference is reduced to 1 mm from 2.5 mm.
[27] Although GMSLTGR agrees well with that from T/P, this
could be because the EOF modes are determined by T/P. A better
test of the method is to see if the reconstruction of older data has
similar accuracy if EOF modes from that time period are not used.
Smith et al. [1996] relied on over 10 years of data to compute their
EOFs, but because of the shorter record of satellite altimetry, our
basis EOFs rely on only 6 years of data. Therefore, to assess the
accuracy of the GMSLTGR before 1993, other data sets have been
used for comparison. The only other worthwhile global measure of
sea level significantly before T/P is that made by the Geosat
altimeter exact repeat mission from 1986 to 1989.
[28] We have used data from the recently reprocessed Geosat
geophysical data records (GDRs) [Lillibridge and Cheney, 1997].
Only data during the exact repeat mission are utilized in this
investigation. The new GDRs include new atmospheric, sea surface, instrument, and geophysical corrections that attempt to bring
the Geosat data into standards consistent with T/P. Additionally, we
have replaced the wet troposphere correction with that computed
from the European Centre for Medium-Range Weather Forecasts
(ECMWF) numerical model [Urban et al., 2001] and have
replaced the orbits with those computed using the Texas Earth
Gravity model 3 (TEG-3) gravity field model [Tapley et al., 1997].
Crossover statistics for the new orbits indicate a radial accuracy of
7 – 9 cm compared to 10 cm for the original orbit on the GDRs and
2 – 3 cm for T/P. Starting in the summer of 1988, the orbit accuracy
for Geosat degrades to 15 cm or more. The orbit error appears to
cause extreme changes in GMSL computed from Geosat after
August 1988, so we use only data from November 1986 to August
1988 in this analysis. Complete details of the Geosat data processing are given by Lillibridge and Cheney [1997] and Urban [2000].
[29] SLAs are computed from the Geosat data similar to the
processing for T/P; data are gridded into monthly maps, annual and
semiannual signals are estimated and removed, and GMSL is
calculated. Because the Geosat mission was not absolutely calibrated, the relative bias between the sea level measured by Geosat
with that measured by T/P is not well known. Calibrations using

4. Results and Error Analysis
[25] GMSL change is computed from the gridded data as a
weighted average, where the weight is cos(latitude). Since we
are interested in only low-frequency variations, the time series
have been further smoothed with a 13 month running mean
boxcar filter. Figure 7 shows the GMSL time series for T/P
and the tide gauge reconstruction (TGR) grids (GMSLT/P and
GMSLTGR) for the period 1993 – 1998. The agreement is good,
with an RMS difference of 2.5 mm, mainly because the T/P
GMSL is slightly higher at the end of the series and slightly
lower at the beginning.
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Figure 8. GMSLT/P  GMSLTGR from Figure 7 (solid line). The
dashed line is the best fit linear trend.
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Figure 10. One year filtered GMSL from 1982 to 1998 for TGR,
SST_SL from Reynolds SST, T/P, and Geosat.
tide gauges have been made [Guman, 1997; Kruizinga, 1997;
Urban, 2000] but are only accurate to 2 – 3 cm. Since we are only
interested in low-frequency variations and have already removed
trends from the tide gauge data, we have simply removed the mean
of the Geosat GMSL from our data so that it has zero mean.
[30] Figure 9 shows the filtered GMSLGeosat time series along
with that for the TGR and T/P. Both the TGR and Geosat GMSL
fall by about 5 – 6 mm from 1987 to late 1998, as the tropical
Pacific shifted from an El Niño phase to a La Niña phase. The
overall RMS between the TGR and Geosat curves (based on 16
samples) is 1.3 mm, which is comparable to the RMS with T/P.

Although the Geosat data will also contain any secular change in
GMSL change, the time span is so short that the total change would
be <3 mm (assuming a rate of 1.5 mm yr1), and the statistics do
not change significantly if an estimated trend is removed.
[31] Although the Geosat data suggest that the TGR is accurate
at least back to 1986, the record is short. Therefore we have used
other measurements to represent a proxy for sea level in order to
determine additional statistics. Global SST has been shown to be
correlated strongly with GMSL if seasonal variations in SST are
first removed [Nerem, 1995; Nerem et al., 1999; Cabanes et al.,
2001]. Correlation is poor when seasonal variations in SST are
included because the thermal expansion of sea level is partly
compensated for by seasonal variations in the global water cycle,
which are out of phase [Chen et al., 1998; Minster et al., 1999]. For
this research we have used global monthly maps of SST from two
sources: SST from satellites for the period 1982 – 1998 optimally
interpolated and calibrated by Reynolds and Smith [1994] and SST
reconstructed from in situ measurements and modern EOFs for the
period from 1950 to 1998 [Smith et al., 1996]. These data sets will
be referred to as the Reynolds SST and reconstructed SST,
respectively. Both data sets were reaveraged into a 2.5 monthly
grid identical to the grids used in this study, and the annual and
semiannual variations were removed using estimated sinusoids.
This should reduce differences due to the seasonal water cycle,
although there is some evidence of interannual variations as well
[Chambers et al., 2000]. In addition, the linear trend from 1950 to
1998 for the reconstructed SST time series was estimated and
removed to be consistent with the tide gauge processing of
removing trends for periods longer than 25 years. The linear trend
was not removed from the Reynolds SST grids in order not to
remove variations with periods shorter than 25 years.

Figure 11. Maps of SLAs during an El Niño for (a) T/P and (b) SST_SL computed from Reynolds SST. Maps of
SLAs during a La Niña for (c) T/P and (d) SST_SL.
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Figure 12. One year filtered GMSL from 1950 to 1998 for TGR
and SST_SL from reconstructed SST.
[32] To convert the SST to a proxy sea level measurement,
denoted SST_SL, the Reynolds SST data from 1993 to 1998 were
regressed against T/P SLA in each grid by minimizing the function



e ¼ SLAðx; t Þ  að xÞ þ bð xÞSST x; t þ tlag

ð5Þ

using least squares. The value x is the spatial location of the grid, t
is the month, tlag is the amount of time SST is shifted (up to ±4
months) to achieve maximum correlation, and a (x) and b (x) are
parameters to estimate. The factor tlag is used to account for the fact
that SST and SLA are often slightly out of phase at certain
locations. For example, heat flux at the air-sea interface can change
SST, then mixing of the upper layer will change SLA some time
later.
[33] The proxy SLA, SST_SL (x, t) is then calculated by using
the estimated coefficients ha (x)i and hb (x)i and the true SST


SSTSLðx; t Þ ¼ hað xÞi þ hbð xÞiSST x; t þ tlag :

ð6Þ

GMSL is then computed from the values for SST_SL (x, t). The
coefficients estimated during the 1993 – 1998 period are used to
regress the data in all the other periods, even for the reconstructed
SST data. The results of the regression produce a proxy GMSL
variation from 1982 to 1998 that agrees well with both T/P and
Geosat GMSL in terms of phasing of interannual variations
(Figure 10). More importantly, the comparison with GMSLTGR
during periods when there are no altimeter measurements shows a
similar level of agreement.
[34] The proxy SST_SL is not meant to represent the true
GMSL since the regression is based on the assumption that the
SST anomalies are the same size and sign as the temperature
anomalies below the surface and that the regression coefficient will
not change in time. Instead, the SST_SL data are used to examine
whether the GMSLTGR variability is as similar to SST_SL before
1993 as it is after 1993. From 1982 to 1998 the GMSL from the
TGR and the SST_SL data show similar ENSO variability, with
peaks associated with El Niño in 1983, 1987, 1991 – 1992, 1994,
and 1997. Both data sets also have similar troughs associated with
La Niña in 1985, 1988, 1993, and 1996. The RMS difference from
1982 to 1992 is 2.1 mm, while the value from 1993 to 1998 is 1.5
mm. These values are comparable to RMS difference with T/P and
Geosat (2.5 and 1.5 mm, respectively, when no estimated secular
trends are removed).
[35] Note that although the phasings of the ENSO variations in
GMSL and SST_SL are similar, the amplitude of the El Niño
peaks is generally smaller in SST_SL than in GMSL (e.g., 1983
and 1997), while the La Niña troughs are larger (e.g., 1988 and
1993). If one examines the global maps from the SST_SL

compared with ‘‘true’’ maps from T/P, an explanation for this
is suggested (Figure 11). As discussed by Nerem et al. [1999]
regarding sea level and White et al. [2001] investigating ocean
heat storage, variability in the tropical Pacific associated with
ENSO has the largest effect on global means for interannual
timescales. Figures 11a and 11b show that the SST_SL data
underestimate the amplitude and area of the positive SLA in the
eastern Pacific compared to T/P and also severely underestimate a
correlated variation in the western Indian Ocean. The regression
in the western Pacific is even more problematic because although
the SST variation is small, the sea level variation is large as the
thermocline depth adjusts in this region during ENSO. Thus,
during La Niña phases (Figures 11c and 11d) the SST_SL maps
do not indicate the large increase in sea level in the western
Pacific that is observed by altimetry and tide gauges. Because of
this, we suspect GMSL computed from the SST_SL data will be
biased more negative during La Niña and would also not
accurately reflect the true amplitude during El Niño.
[36] This is also observed when the GMSL from the TGR is
compared with SST_SL determined from reconstructed SST
(Figure 12). The RMS difference from 1970 to 1980 is 4.1
mm, which is significantly larger than the RMS after 1982.
However, we note that the difference is mainly caused by the
two large La Niña episodes in 1970 and in 1976. The RMS
difference before 1970 is also 3 – 4 mm, mainly because the TGR
data appear to contain more cyclical ENSO cycles than the
SST_SL data. One interesting difference occurs in 1956, when
the SST_SL indicates a GMSL drop, which is at the same time
as a La Niña as indicated by the Southern Oscillation Index
(Figure 15). However, the TGR indicates an increase in GMSL at
that time.
[37] On the basis of these statistics we assign an error of ±2 mm
from 1980 to 1998 for the GMSL from TGR with 1 year filtering.
This is based on the RMS difference with T/P and Geosat and the
fact that the SST_SL comparisons have similar RMS values
between 1980 – 1992 and 1993 – 1998. Note that the 2 mm value
is about 1s compared to T/P if one does not account for a model of
long-term GMSL change but is 2s if one does (e.g., Figure 7).
Before 1980 we assign an error of ±4 mm since the comparisons
with the SST_SL are about twice as large. This may be slightly
conservative because of the problems in SST_SL noted earlier.
[38] In addition to the 1 year filtering, we have also filtered the
GMSL time series with a 5 year running mean boxcar (Figure 13).
Ignoring the large difference in the 1970s caused by the La Niña
bias in the SST_SL, the GMSL time series all show remarkable
agreement in phase and amplitude. The RMS difference statistics
are 0.6 mm for 1982 – 1998, 2.2 mm for 1970 – 1979 (including the
bias effect), and 0.8 mm for 1950 – 1969. On the basis of this we
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SST_SL (Reconstruction)
SST_SL (Reynolds)

6.0
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TGR
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-4.0
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1960
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Year
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Figure 13. Five year filtered GMSL from 1950 to 1998 for TGR,
SST_SL from reconstructed SST, and SST_SL from Reynolds
SST.
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Figure 14.

One year filtered GMSL from 1950 to 1998 for TGR with estimated error bars.

assign a constant error of ±1 mm to the 5 year filtered GMSL time
series from the TGR.

5. Discussion of Results
[39] Figure 14 shows the 1 year filtered GMSL from the TGR
along with its estimated error bars. There are significant variations
that are generally correlated with El Niño and La Niña episodes, as
determined from the Southern Oscillation Index (SOI) (Figure 15).
During the 50 year period, there were 10 El Niño events
(maxima) and 9 La Niña episodes (minima) where the SOI
exceeded 1s. Within 4 months of each maximum defined by the
SOI, there were significant peaks in GMSL for 8 of these events. In
7 of the 8 the SOI peak led the GMSL peak. During five of the
strong La Niña episodes the GMSL had a significant minima. This
suggests that the findings from the T/P measurements that GMSL
rises during or just after El Niño [Nerem et al., 1999] is not unique
to that time period but has occurred at other times. The TGR data
also indicate that there is generally a significant drop in GMSL
associated with La Niña.
[40] The size of the SOI does not necessarily predict the
magnitude of the change in GMSL, and there are also a few times

TGR

Normalized Anomaly
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Figure 15. Normalized anomalies of GMSL from TGR and
Southern Oscillation Index (SOI). The normal SOI has been
multiplied by a factor of 1 in order that El Niño events have
positive values. Both time series have been filtered with the same 13
month running mean boxcar filter and the 5 year running mean
values have been removed in order to isolate interannual events. The
values plotted are SOI divided by standard deviation of SOI and
GMSL divided by estimated error (4 mm for 1950 – 1980 and 2 mm
for 1980 – 1998).

when GMSL appears to change in a way uncorrelated with ENSO.
For example, from 1953 to 1956 the SOI indicates a single shift
from El Niño to La Niña, whereas the GMSL indicates nearly two
complete cycles in the same period, with a significant positive SLA
during the La Niña of 1955. In 1971 a large La Niña is indicated by
the SOI, but only a small, insignificant drop in GMSL is observed.
From 1976 to 1978 the SOI suggests a shift from La Niña to El
Niño, while the GMSL has insignificant variability.
[41] These differences most likely occur because the SOI does
not always fully represent the large-scale ENSO cycle, because the
GMSL error is not necessarily random and may be correlated with
ENSO cycles, and because factors other than ENSO also effect
GMSL. Still, the large number of positive correlation values is
significant and suggests that the ENSO climate variability does
significantly affect GMSL as a rule.
[42] With 5 year filtering, Figure 16 shows the significant lowfrequency variations in GMSL from 1950 to 1998. These results
indicate GMSL was significantly lower than normal in the early
1950s, 1970s, and late 1980s and was higher than normal in the
early 1960s, early 1980s, and late 1990s. As noted before, these
variations have also been observed in global averages of SST data.
The GMSL has also been compared with an index of the lowfrequency climate variation known as the Pacific Decadal Oscillation (PDO) [Mantua et al., 1997] (Figure 17). The GMSL is well
correlated with the PDO, suggesting that GMSL is higher than
normal during ‘‘warm’’ phases of the PDO (positive indices) and
lower than normal during ‘‘cool’’ phases. During warm phases of
PDO the eastern tropical Pacific is generally warmer than normal
while the northwestern and southwestern Pacific are cooler than
normal. During a cool phase the modes reverse. The GMSL is not
perfectly correlated with the PDO, so there are clearly other
forcings besides ENSO and PDO on the GMSL.
[43] We have examined the North Atlantic Oscillation as well
but have found no significant correlation with the TGR GMSL.
Note that the correlation is strong with the PDO even though there
are significantly more gauges in the North Atlantic than in the
Pacific (Figures 3 and 4). This may be due to the fact that
variations in the Pacific tend to be larger than those in the Atlantic
and the area is larger. It is unclear whether this correlation is an
artifact of the EOF reconstruction because of this, so more work
needs to be done to quantify this.
[44] One effect of interannual and low-frequency variations in
GMSL is that estimates of secular trends cannot be accurately
calculated from short records of altimetry data. Nerem et al. [1999]
attempted to model how much altimetry data is necessary to
estimate a 2 mm yr1 rise in sea level given the presence of
ENSO-like variability. They found it would take at least 10 years to
estimate the trend to an accuracy of 0.5 mm yr1. We have
repeated this simulation using the time series of low-frequency
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Figure 16. Five year filtered GMSL from 1950 to 1998 for TGR with estimated error bars.

GMSL variations and find that it also suggests a 10 year period is
necessary. If the accuracy requirement is tightened to 0.25 mm
yr1, we find a 12 – 15 year period is needed.
[45] Note that the T/P measurements are being made during
what appears to be the increasing portion of one of these decadal
oscillations. Although the recent data from T/P indicate a
decrease in GMSL after 1998, it still may take longer than
10 – 15 years to recover a true secular trend with the desired
accuracy. Hence it is important to continue the altimeter measurement of GMSL after T/P as there are currently no other methods
to measure the true global secular trend in GMSL change.
However, maintaining the tide gauge network is equally important in order to examine the even longer interdecadal variability
of global mean sea level and its variability over the past 100
years. While altimetry is expected to monitor interdecadal variability for the foreseeable future, only tide gauge records will be
able to tie current and future variations to past variability.

6. Conclusions
[46] Tide gauge records back to 1950 have been used to
reconstruct a time series of GMSL that is estimated to have an
accuracy of 2 – 4 mm RMS for 1 year filtering and 1 mm RMS for
5 year filtering. The accuracy is estimated from statistical comparisons with altimeter and proxy sea level measurements. The GMSL
has significant variations correlating to El Niño and La Niña cycles
and the Pacific Decadal Oscillation for periods longer than 5 years
over the past 50 years.
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[47] The GMSL time series from the TGR presented here cannot
be used to determine the long-term secular rate of sea level change
since the tide gauge data have had linear trends removed. However,
if the TGR represents the true low-frequency GMSL in the absence
of secular trends, then it can be differenced with GMSL computed
from altimetry in order to determine the residual secular trend.
Assuming this is the case, then removing the TGR from T/P implies
a rate of 1.5 ± 0.4 mm yr1, similar to the rate estimated directly
from tide gauge data without accounting for the sampling. In
addition, the GMSL time series from the TGR can be used to
estimate how much altimeter data alone may be necessary to
measure the rate. Our calculations indicate 10 years will be
necessary to recover the rate to within ±0.5 mm yr1, and 12 – 15
years will be necessary to recover the rate to within ±0.25 mm yr1.
[48] We have examined reconstructing global maps for the
period before 1950. As Figure 3 indicates, there are few tide
gauges in the tropical Pacific at that time. Because GMSL appears
to be related strongly to ENSO and the PDO, any reconstruction of
GMSL is considered suspect without sufficient data in the tropical
Pacific, and the probable error is much larger than the signal.
However, the amount of data in the Atlantic basin may be
sufficient to examine low-frequency variations in that basin as
far back as 1900 and perhaps even earlier.
[49] When more altimeter data is available in the future, we can
also begin to examine more closely whether the EOF modes are
stationary, and if not, how much of an effect this may have on the
solution. There are also undoubtedly systematic errors in the
procedure that are difficult to determine. For example, it is likely
that the error is larger during certain periods than at others. More
work needs to be done to quantify this, and additional altimetry
may help with this. In addition, after 10 – 15 years of altimeter data
we may be able to separate an EOF mode that contains most of the
secular trend signal. If this is the case, we might be able to
reconstruct the GMSL time series from the TGR data without
removing secular trends. In some simple experiments we found
that we were able to recover a realistic secular trend in the
reconstruction if a mode was included that contained the spatial
pattern of secular rise/fall of sea level. However, the rate could not
be recovered if an incorrect pattern was used. At this point the
model used to correct for GIA is important, as is the effect of other
geophysical processes isolated to land.

2000

Figure 17. Normalized anomalies of GMSL from TGR and
index of Pacific Decadal Oscillation (PDO). Both time series
have been filtered with the same 60 month running mean boxcar
filter. The values plotted are PDO index divided by standard
deviation of PDO index and GMSL divided by standard deviation
of GMSL.
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