Introduction
The study of spatial birth-and-death processes has several motivations coming from applications in a wide range of stochastic evolution models. Such processes appear naturally in mathematical models of physics, biology, ecology, economics, see, e.g., [1] and the references therein. A general feature of these models is a possibility to include different types of regulation mechanisms reflecting a competition between elements of considered systems. Depending on particular frameworks, these mechanisms may be realized via death intensities or in the birth rates (as fecundity and establishment phenomena in the ecology). But there exists another concept of regulation for stochastically developing systems based on a transformation of the initial Markov process which includes a cost functional on the phase space of the model. This transformation may be described as a modification of transition probabilities of the process by the cost functional. The similar construction is known in the general theory of Markov processes as a multiplicative functional transformation. Its generalization to random fields is sometimes called the Gibbs modification. The transformation of initial Markov process by cost functional which we consider in the present paper has an analytic realization in terms of a Kimura-Maruyama type equation for time evolution of the process distribution or via corresponding Feynman-Kac formula on the path space (see below). We will discuss mentioned regulation mechanism in a special framework of mutation models where it has an interpretation as the selection procedure.
We start with a heuristic discussion of the following mathematical model, describing the accumulation of mutations in a genome, see [8] .
Let M be a (Polish) space, which is the space of loci, i.e., positions of possible mutations. We assume that at each locus at most one mutation can happen, and each genotype, i.e., collection of mutated alleles is some finite (or locally finite) configuration of points in M. For technical reasons we consider M = R d (with Euclidean metric and Lebesgue measure dx, x ∈ R d ) but some particular results may be stated also in the general case of a locally compact M , cf. [8] , [2] . The latter paper is based on a preliminary version of the presented work.
Denote the set of all locally finite configurations γ ⊂ R d by Γ(R d ). Each locally finite configuration in R d is interpreted as a genotype. The coexistence of genotypes is described by a selection cost E, which is a continuous function E : Γ → R. Later in the first considered model one assumes that a mutation, after appearing in some point of R d , will always stay there. An initial Markov process of mutations is described as the pure birth stochastic process on Γ which has the Markov generator of the form
In this process, a new mutation appears spontaneously in any point x ∈ R d with constant intensity. Because emergence of mutations is assumed to be a stochastic process, the state of the population of genotypes at each fixed moment of time t is described by a probability measure P t on Γ(R d ) and the history of the process of mutation is described by a probability distribution µ on the space of "trajectories". Of course, for the pure birth process all these object may be described explicitly. The selection cost E changes the Markov process of mutation in such a way that the evolution law of P t is described by a Kimura-Maruyama type equation [8] :
where
Our aim is to study the evolution law for measure P t and establish its limiting behavior. For the technical purposes we start the process in the remote past. Namely, the initial distribution for us is P T at the moment of time −T , T > 0. The present distribution at the moment of time t = 0 is described by P 0,T . The long time behavior of the system will be described by
The measure P 0 is of primary interest in considered model. It describes the limiting state of genotypes which will appear in the stochastic mutation process with a given selection cost functional. Note that the existence of this limiting measure is not obvious even in the case of a regular functional E. But in our model below we will study the case in which the selection cost itself is a very singular object having a pointwise sense only for finite configurations of mutations. The latter will lead to an additional approximation procedure analogous to the thermodynamic limit transition in models of statistical physics.
Let us point out that the described scheme of the modification of a Markov process by a cost functional looks reasonable also in the case of general Markov processes. Such Markov processes with selection and their limiting behaviors may be subjects of independent interests inside of stochastic analysis.
The limiting distribution heuristically can be represented in the form
where ξ τ is a pure birth process on Γ started in the remote past and µ ∞ corresponding measure on the path space Ω(R − → Γ). The aim of the present work is to give rigorous meaning to the measure µ ∞ that gives, in particular, the existence result for the limiting state. Our considerations will be related with two types of mutation-selection models. In the first one introduced above, we assume that once mutations appear in the past, they will stay alive until time t = 0. The second model is more complicated. It admits disappearing of mutations. In the terminology of birth-and-death processes, our starting Markov process is a birth process with independent constant intensity death rate that itself is so-called Surgailis process, see, e.g., [4] . This process has a Poisson measure as a unique invariant distribution and the selection leads to a new limiting state of the system.
Description of the model
We will describe first of all a general scheme of the path space measure construction for our models.
Mutation-selection (MS) model
We will assume that in the remote past (at the moment of time −T, T > 0; further we consider T −→ ∞) there were no mutations and afterwards they gradually appear in points x i ∈ R d at times t i , −T < t i ≤ 0. The mutations accumulated at time t = 0 (together with their history) can be considered as rods located in space-time R d × R − and directed along the time axis t, where the points (x i , t i ) ∈ R d × R − are the starting points of the rods, which go to the time t = 0 and end at the points (x i , 0) ∈ R d × R − . These rods can be regarded as "trajectories of mutations" in time. The evolution of rods is considered in the space of marked configurations (see, e.g., [3] )
where γ ⊂ R d is a configuration of ends of rods from η (i.e., location of mutations at the moment t = 0), and t γ = {t(x) | x ∈ γ} the lengths of rods from η (i.e., |t x | is a time of existence of mutation until the moment t = 0). Sometimes in order to emphasize that γ is related to η we write γ(η) instead of γ.
The spaces
The space of marked finite configuration is defined aŝ
we denote byΓ 0 (Λ). Next we introduce the so-called "free" probability distribution µ 0 T on the space V T of configurations of trajectories. We will assume that the starting points (x i , t i ) of the rods form in the stripe
−field with intensity λ > 0. Because the starting points of the rods η = ({x i , t i }), |t i | < T, x i ∈ R d uniquely determine their configuration we assume that the distribution π T λ of this field is the "free" distribution µ 0 T . Further we include the mechanism of "mutation selection" E = H T ex + H T int , which becomes apparent in the "cost" of existence of mutations for their life time
and for their coexistence due to an interaction potential φ :
where β > 0 is a parameter. The precise assumptions about the potential φ we need for rigorous realization of this scheme will be explained below
where B ≥ 0 is some constant.
2. Positivity: for some r 1 ≥ 0
We denote
In the sequel, we will be also interested in one of the following modifications of the Assumption 4:
whereC > 0 and κ > 0.
It is very important to emphasize the technical importance of the stability condition. Consequences of Assumption 1:
Proof. The second bound is trivial, and the first one follows from the representation
and the identity
In the representation (2.11) γ(τ ) ⊂ γ is the sub-configuration of γ consisting of those points x ∈ γ for which s γ (x) > −τ .
Because the configuration η ∈ V T contains, in general, infinite number of rods and expressions (2.1), (2.2) are meanless, we will first consider "costs" in a bounded region
Now the probability distribution µ Λ,T on the space of configurations of rods V T is defined for each fixed Λ ⊂ R d as a so-called Gibbs reconstruction
14)
where Z Λ,T is the normalising constant
Observe that each configuration of rods η = ({x i , t i }) can be considered as a union of two
where these subconfigurations are independent w.r.t distribution π T λ : The first step: we consider Gibbs reconstructionμ Λ,T on V Λ,T which is determined only by "life costs":
It is easy to check that the distributionμ Λ,T is to be considered as distribution of configurations of rods' beginnings from V Λ,T , which is a non-uniform Poisson field in space Λ×[−T, 0] ⊂ R d ×R − with changing intensity (see [8] )
Note that the intensity of this field does not depend on T and one can consider it as a restriction on Λ × [−T, 0] of Poisson field in Λ × [−∞, 0] with the same intensity z; the distribution of this field we denote byμ Λ,∞ . Note that the ends of rods {x i , 0} = γ form a Poisson field in Λ with intensity λ/u with respect to the distributionμ Λ,∞ . If γ ⊂ Λ is fixed, then the lengths of rods s i are independent and distributed identically with densities p(s) = ue −us . The second step: we introduce the "influence cost" of mutation and measure µ Λ,T by the density
In order to pass to the limit T −→ ∞ we consider the following measures on the space V Λ (configurations of rods which are in the "tube" Λ × [−∞, 0]): the introduced above measurẽ µ Λ,∞ (with intensity z) and measure µ Λ,∞ which is given by the density
where H Λ int (η) is given by (2.13), but is considered on the space V Λ . Note, that
Indeed,
where ρ 2 (x 1 , t 1 ; x 2 , t 2 ) is a second correlation function of Poisson field with intensity (2.18). Therefore,
The last bound follows from the assumptions (3)-(4).
Lemma 2.1. For small enough β we have:
where the lim is in weak sense, i.e. convergence of
where F is any bounded, local function on V Λ (i.e., there exists such
Proof. In order to prove (2.22) we consider the integral
is a Poisson field in Λ × [−T, 0] with intensity λ. Since for every configuration η ∈ V Λ the following convergence takes place The integral G T (F ) converges to G ∞ (F ) as T → ∞ provided u > 2βB is fulfilled. Since,
The later proves Lemma 2.1.
In Section 3 we will study the thermodynamic limit Λ R d for measures µ Λ,∞ constructed in the present subsection. The limiting measure µ ∞ will be considered on the space V .
Mutation-selection model with resumption (MSR)
For this model it is supposed that mutation, which randomly appears at the point (x, t) ∈ R d × (−∞, 0), will disappear after the random moment of time s = s(x, t). By q = {(x, t), s} we denote the history of each mutation. As result the history of all mutations, which appeared in the past, one may introduce as a marked field (the field of rods):
where η stands for positions and moment of appearing of mutations (beginning of the rods), and s(η) = {s(x, t x ), (x, t x ) ∈ η} the lifetime of mutations (the lengths of rods q x ). We note also that rods can have their ends in the "future" (i.e., it may happens that s(x, t x ) > |t x |). As in the previous subsection we introduce the following "penalty" functionals which are analogous to (2.1) and (2.2)
Let us denote by Ω the space of all configurations of the field (2.25). As in the previous
where (t, s; t , s ) = min{|(t, t + s)|, |(t , t + s )|} is an interval of joint life for both mutations, and φ is the same potential as in the previous model. The stability condition for the potential φ implies the following bounds in the case of "penalty" functionals G Λ,T ex and G Λ,T int . Consequences of the Assumption 1:
Proof. The proof of these bounds is analogous to the one performed for functionals H whereZ Λ,T is the normalizing constant. It is not difficult to check that such a probability distribution has form
The latter means that the configuration η Λ,T of beginnings of rods is a Poissonian field with the intensity λ, and the lengths of rods for the fixed configuration η Λ,T are conditionally independent and identically distributed with the intensity
We stress that fields with such distributions one may easily determine on the whole space 
We prove in the next section that there exists region of parameters (λ, u, β) for which the thermodynamic limit (i.e., Λ R d , T → ∞) for measuresμ Λ,T exists provided the potential φ satisfies proper conditions.
Thermodynamic limit (Λ R d
). Main results.
Statement of results
In this subsection we will consider the construction of measures µ ∞ andμ ∞ for both models. These measures appear as a result of thermodynamic limit Λ R d and T → ∞ for measures µ Λ,∞ in the first model andμ Λ,T in the second one. The limit Λ R d means that we consider the arbitrary increasing sequence of bounded sets 
where µ ∞ is the probability measure on the space V . The later means that for any function
where F µ Λ,∞ and F µ∞ are mean values of function F with respect to the distributions µ Λ,∞ and µ ∞ correspondingly. 2. (MSR) model. Under Assumptions 1-4 for the potential φ there exists a region in the space of parameters (β, λ, u) such that the following weak limit exists
3)
It turns out that Assumptions 4 implies additionaly the decay correlation property for the limiting measures µ ∞ andμ ∞ (and also pre-limiting measures µ Λ,∞ andμ Λ,T ).
Let us introduce for two functions F 1 , F 2 ∈ C b,l with the regions of localization Λ 1 and Λ 2 and measure µ ∞ the covariation
Analogously we define covariation for the measureμ ∞ . Then the following theorem is true. 
where C > 0, τ > 0 are some constants,
with metric ρ( The complete proof of Theorem 3.1 will be given for (MS) model. Then we will explain the main changes needed for the case of (MSR) model.
where dx = ue −us dsdx for the elementx = (x, s), z = λ u
. It is easy to see that
and, therefore, the densityp Λ,β (η Λ ) = dµ Λ,∞ dν (η Λ ) is again given by formula (2.14) with changing norm factorẐ
Let us use now the cluster expansion for the densityp Λ,β (η Λ ). The way we obtain this expansion is almost the same as for the analogous cluster expansion in the case of pure point Gibbsian field (see. [5] ): In the last formula x,x ∈σ means the product over all edges (x, x ) of the graph σ. Moreover, for the values k(η), η = (γ, t(γ)), the following estimate holds, see [5] .
where T (η) means the summation over all trees T with the set of vertices V (T ) = γ. Next, we will use the following criteria to show the existence of the limit (3.2). The proof of that is the same as for the analogous criterion in the pure point field case, see [5] .
Proposition 4.1. Let the following bound 8) be satisfied for any bounded Λ ⊂ R d . Then the limiting measure µ ∞ exists and for any bounded
of the measure µ ∞ on the set V Λ 0 is defined by the density p
10)
According to this criterion, we have to check the condition (4.8) only. Using the estimate (4.7) one can write
where summation is taken over all trees T with the set of vertices {1, 2, . . . , m + n}. The integration in first m variables x 1 , . . . , x m is taken over sets Λ and in other x m+1 , . . . , x m+n variables it is taken over whole R d . The estimate of this integral will be based on the following inequality.
Lemma 4.1. Let us define
Then, under condition u − 2βB > βc 0 , where B, c 0 , r 1 and c 1 as in (2.3)-(3.6) one has
where ω d is the volume of the unit ball in R d .
The proof of this lemma will be given bellow. But now we finish the proofs of the both theorems.
Let us consider the integration in (4.12) under fixed tree T = T 0 and denote the integral in the sum T by J(T 0 ). Next, let i 1 > 1 be the number of some end-vertex of the tree T 0 . After integration by variables (x i 1 , t i 1 ) in the integral J(T 0 ) we may obliterate the vertex i 1 together with emergent edge and then we obtain the new tree T 1 , moreover,
where J(T 1 ) means the integral analogous to the integral J(T 0 ) but without integration in (x i 1 , t i 1 ). We will continue this procedure obliterating step-by-step the whole tree T 0 except the vertex with number 1 and, as a result, we obtain the estimate
. (4.14)
As result, taking into account that the number of trees with m + n vertices is less or equal than (m + n)!e m+n (see [7] ) we obtain The bound (4.13 a ) together with
and u − 2βB > c 0 β (4.17)
yields the integral (4.12) is finite and therefore the limiting measure exists and statements (4.9)-(4.11) are true.
To prove the second part of Theorem 3.1 we introduce the Lebesgue-Poisson measureν on the spaceΓ 0 which consists of all finite configurations ξ of rods analogously to (4.1). where summation is taken again over connected graphs with set of vertices V (T ) = ξ, and
x T (ξ) = (q,q )∈T ,x =x (e −φ(x−x ) (t,s; t ,s ) − 1), q = {(x, t), s(x, t)} ∈ ξ, and the product is taken over all edges. Moreover, the following bound is fulfilled |K(ξ)| < 
Proof of Theorem 3.2
For the proof of Theorem 3.2 we use again the cluster expansion (4.4). We should repeat all considerations of the work [6] , where analogous bound for decay of correlations for the pure point Gibbs field was obtained.
Proof of the Lemma 4.1.
Let us rewrite the integral (4.13) in the following form 
