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We consider a semilinear elliptic equation, 2u+up=0 on 0R#[x # Rn|R&1<
|x|<R+1] with zero Dirichlet boundary condition, where 1<p< for n=2,
1<p<(n+2)(n&2) for n>2. We prove that, when the space dimension n is
three, the number of nonequivalent nonradial positive solutions of the equation
goes to  as R  . The same result has been known for n=2 and n4; in those
cases, the result was obtained by showing that the minimal energy solutions in
various symmetry classes have different energy levels. As we will show in this paper,
this is not true if n=3. This makes the case n=3 highly exceptional, and explains
why past attempts failed in this case. In this paper we will prove the above result
by considering localrather than globalminimizers in some symmetry classes.
 1997 Academic Press
1. INTRODUCTION
In this paper we study the existence of many nonequivalent nonradial
solutions for the problem
2u+u p=0 in 0R
u=0 on 0R (1)
u>0 in 0R ,
where 0R#[x # Rn|R&1<|x|<R+1] and 1<p<(n+2)(n&2) for
n3, 1<p< for n=2.
Our main result concerns the case n=3. We will show that for n=3 the
number of nonequivalent nonradial solutions of the problem (1) tends to
infinity as R  . The same result has been known for n=2 by Coffman
[3] and for n4 by Li [14]. but the case n=3 has remained open. In fact,
despite the past attempts in [16] and others, a complete proof has not
been provided for the case n=3.
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Annuli and balls share the feature that they are invariant under the
action of O(n), that is, g0=0 for any g # O(n) when 0 is a ball or an
annulus centered at the origin. In [7] it was proved that the invariance is
inherited by the positive solutions of semilinear elliptic equations with zero
Dirichlet boundary condition when the domain is a ball, that is, all positive
solutions are radially symmetric. However in the case of annular domains,
Brezis and Nirenberg [1] pointed out that there exists a nonradial solution
for (1) when n>2 and p is sufficiently close to (n+2)(n&2). Later,
Coffman showed in [3] that, in the two-dimensional case, when the non-
linear term in (1) is replaced by &u+u p, p>1, the number of nonradial
solutions of (1) that are nonequivalent with respect to the O(2) action
tends to infinity as R goes to infinity. His result was extended by Li [14]
to the n-dimensional case with n4 or n=2 when the nonlinear term is
:u+u p for :0. In [14] the author also treated problems in which the
nonlinear term is not homogeneous.
To explain why the case n=3 has long remained an open problem, let
us briefly review how the arguments of [3] and [14] work. The strategy
taken in [3] and [14] is to consider a minimization problem in different
symmetric classes and to show that minimal energy solutions in those
classes have mutually different energies. To be more precise, for any given
subgroup G of O(n) we denote
HGR#[v # H
1, 2
0 (0R) | v(gx)=v(x) for any x # 0R , g # G].
Let Gk be a subgroup of O(2) generated by rotation through an angle of
2?k. Denote T(k)#GkO(n&2). In the case n{3, they found a minimal
energy solution uR, T(k) in HT(k)R and investigated the behavior with respect
to R of its energy,
E(uR, T(k))#
1
2 |0R |{uR, T(k)|
2 dx&
1
p+1 |0R (uR, T(k))
p+1 dx.
Denoting uR, G a minimal energy solution in HGR of (1), for any subgroups
G$, G" of O(n) with G$/G", we see
E(uR, G$)E(uR, G").
Moreover, they show that, for sufficiently large R,
E(uR, T(k))<E(uR, T(mk)), m=2, 3, ... .
This estimate implies that for any i{j, there exists R0 such that for any
R>R0 it holds that uR, T(i) and uR, T( j) are nonradial and
uR, T(i)(x){uR, T( j)(gx) (g # O(n)),
137ELLIPTIC EQUATIONS ON THREE-DIMENSIONAL ANNULI
File: 505J 324103 . By:CV . Date:16:04:97 . Time:08:46 LOP8M. V8.0. Page 01:01
Codes: 3110 Signs: 2553 . Length: 45 pic 0 pts, 190 mm
that is, uR, T(i) and uR, T ( j) are nonequivalent. So, the number of non-
equivalent nonradial solutions of (1) goes to  as R  .
In [16] the author attempts to extend the results of Coffman and Li to
the three-dimensional case using the argument stated above. However,
there seems to be a gap in his proof. In fact, in the three-dimensional case,
as we will show in Section 2, it holds that for large R
E(uR, T(3))=E(uR, T(4))= } } } =E(uR, O(2)O(1)), (2)
where uR, O(2)O(1) is a minimal energy solution in H O(2)O(1)R . Because of
this energy identity (2), the same arguments as in [3] and [14] does not
work. The above equality (2) is in marked contrast with the case n{3.
Moreover, by means of estimating only the energy of minimal energy solu-
tions, uR, G for all subgroup G of O(3), it is impossible to prove that the
number of nonequivalent nonradial solutions of (1) goes to  as R  
(see Remark 2 in Section 2). In that sense, the three-dimensional problem
for (1) is highly exceptional. In view of this, one may wonder whether or
not the number of nonequivalent positive solutions of (1) remains bounded
as R  . In Section 3, for each integer k>1, we find a locally minimal
energy solution uR, k in H T(k)R which satisfies
lim
R  
E(uR, k)=kM
for some constant M>0, independent of k. From this result we deduce
that the number of nonequivalent nonradial solutions of (1) goes to infinity
as R   in the three-dimensional case (see Theorem 3.6 in Section 3). All
the authors of [1, 3, 14, 16, 17, and 21] have investigated only solutions,
[uR, G]G/O(n) , where uR, G # HGR is a solution of (1) having a minimal
energy among all solutions of (1) which are contained in HGR . On the other
hand, we should note that almost all solution we construct in Section 3,
excepting finite number of those, is not a minimal energy solution in HGR
for any G/O(3) (for details, see Remark 2 in Section 2). In other words,
they cannot be obtained by the same methods as in [1, 3, 14, 16, 17,
and 21].
In this paper, we consider only the case where the nonlinear term is of
the form u p. In the case where the nonlinear term is more general but
satisfies an appropriate conditions, we can obtain the same results for the
three dimensional problem stated above. In a forthcoming paper we will
discuss this problem and also study the existence of solutions of various
types of symmetry in Rn.
The author expresses his gratitude to Professor Hiroshi Matano for
inspiring discussions and for all his encouragement, and also thanks
Dr. Joseph Grotowski for some helpful comments.
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2. GLOBAL MINIMIZERS IN SYMMETRIC
FUNCTIONS SPACES
In this section the space dimension n is 3, and thus p # (1, 5). The objec-
tive of this section is to prove the Eq. (2). We consider the minimization
problem
JR, G#inf {|0R |{v| 2 } |0R v p+1=1, v # H GR= .
As in the above we omit the integrator when no confusion is likely to arise.
Let vR, G be a minimizer of JR, G . Then, by the principle of symmetric criti-
cality (see [23]), the scaled minimizer,
uR, G#(JR, G)1( p&1) vR, G ,
is a solution of (1) when G is a closed subgroup of O(3). Thus we see that
E(uR, G)=\12&
1
p+1+ (JR, G)( p+1)( p&1).
Therefore, the function uR, G has the minimal energy among all the solutions
of (1) which are contained in HGR (see also [22, Lemma 2.1]). We call the
solution uR, G a minimal energy solution in HGR .
We consider the following problem:
2u+u p=0 in R2_(&1, 1)
u>0 in R2_(&1, 1) (3)
u=0 on R2_[&1, 1].
A slightly weaker one than the following lemma is announced in [17,
Proposition 5.4].
Lemma 2.1. There exists a minimal energy solution in H1, 20 (R
2_(&1, 1))
of the problem (3). Moreover, any solution u of (3), which is contained in
H1, 20 (R
2_(&1, 1)), satisfies, after a suitable translation,
U(x1 , x2 , x3)=U(- x21+x22 , 0, x3) (4)
and
x1
U
x1
(x1 , x2 , x3)+x2
U
x2
(x1 , x2 , x3)<0 (5)
or x21+x
2
2>0, x3 # (&1, 1).
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Sketch of proof. Denote
HS#[u # H1, 20 (R
2_(&1, 1)) | u(x1 , x2 , x3)=u(- x21+x22 , 0, x3)].
In [6, Theorem 1] it is shown that there exists a solution of (3) having the
minimal energy among all the solutions in HS . So, in order to prove the
lemma, it suffices to show that any solution u of (3) which is contained in
H1, 20 (R
2_(&1, 1)) satisfies, after a suitable translation, the properties (4)
and (5). First, we note that the standard elliptic estimates [9, Theorem 9.6]
yield
u(x1 , x2 , x3)  0 as x21+x
2
2+x
2
3  .
for any solution u of (3) in H1, 20 , Then, using the moving plane method in
a manner slightly modified from that in [13, Theorem D], we can prove that
any solution of (3) in H1, 20 (R
2_(&1, 1)) satisfies, after suitable translation,
the properties (4) and (5). This proves our claim. K
We denote
M=|
R2_(&1, 1)
1
2
|{U|2&
1
p+1
Up+1dx1 dx2 dx3 , (6)
where U is a minimal energy solution (3). We define polar coordinates as
x1=r sin % cos ., x2=r sin % sin ., x3=r cos %,
where
r=- x21+x22+x23 and % # [0, ?), . # [0, 2?).
From now on, as a matter of convenience we write u(x1 , x2 , x3)=u(r, %, .)
interchangeably.
Lemma 2.2. Let uR, T(k) be a minimal energy solution in HT(k)R of (1) for
k>2. Then, for any sequence [Rm]m # N with limm   Rm=, there exists a
subsequence [Rj]j # J , J/N such that, for Rj+z=r # (Rj&1, Rj+1) and
\Rj=% # [0, ?),
uRj , T(k)(Rj+z, \Rj , .)  U(\ cos ., \ sin ., z) as j   (7)
uniformly on
[(\, ., z) | 0\C, . # [0, 2?) and z # (&1, 1)]
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for each C>0, where U is a minimal energy solution of (3). Moreover
lim
R  
E(uR, T(k))=2M
and
sup
R
sup
r sin %>c
. # [0, 2?)
uR, T(k)(r, %, .)  0 as c  .
The proof of the above lemma was given essentially by S. S. Lin [17, Sect.
6] although the expression is slightly different. We will use the above
lemma without proof and refer the reader to [17, Sects. 5, 6; 21, Theorem 1].
Lemma 2.3. For each k>2, there exist C, $>0 independent of R such
that uR, T (k)(r, %, .)C exp(&$ R sin %).
Proof. Define
9(r, %, .)#C cos
r&R
4
? exp(&$ R sin %)
where C, $ will be determined later. Then we see
29=\ 
2
r2
+
2
r

r
+
1
r2 sin %

% \sin %

%++ 9
=\&?
2
16
&
?
2r
tan
(r&R)?
4
&$
R2
r2
cos2 %
R sin %
+$
R
r2
sin %+$2
R2
r2
cos2 %+ 9.
We note that 299 &?232 when R is sufficiently large and $ sufficiently
small. Hence by Lemma 2.2, for sufficiently small $>0, we see that
29+(uR, k) p&190 (8)
on 0dR#[(r, %, .) # 0R|Rsin %>d] if d are sufficiently large. Since uR, k
is uniformly bounded with respect to R (see [8; 17, Lemma 3.2]) we can
take d independent of R such that 9(r, %, .)uR, T(k)(r, %, .) when
R sin %=d. Then from (8) it follows that
2(9&uR, T(k))+(uR, T(k)) p&1 (9&uR, T(k))0 in 0dR
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and
9&uR, T(k)0 on 0dR .
Since
2 cos(r&R)
?
4
+(uR, T(k)) p&1 cos(r&R)
?
4
0 in 0dR
for sufficiently large R, d and
cos(r&R)
?
4
>0 0R ,
we can apply the maximum principle to the function
(9&uR, T(k))cos(r&R)
?
4
(for example, see [24, Theorem 10]) to obtain
uR, T(k)9 on 0dR .
Therefore, from the uniform boundedness of uR, T(k) we conclude the claim.
K
Proposition 2.4. For sufficiently large R, uR, T (k)(r, %, .) is independent
of . for k>2.
Proof. We fix k>2. Then, as a matter of convenience, we denote the
minimal energy solution uR, T(k) in HT(k)R by uR . Suppose that there exist
[Rm]m=1 such that limm   Rm= and the solutions [uRm] are not inde-
pendent of .. For convenience we denote Rm by R. Then there should exist
an angle .0 # [0, 2?) such that
w$R#uR(r, %, .)&uR(r, %, .0&.)
is not identically zero. Denote
wR#
w$R
&w$R&L2(0R)
.
We note that
wR \r, %, .02 +=wR \r, %, ?+
.0
2 +=0, (9)
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and
wR \r, %, .+2?k +=wR(r, %, .). (10)
Then it follows that
2wR+u~ RwR=0,
where
u~ R=
(uR(r, %, .)) p&(uR(r, %, .0&.)) p
uR(r, %, .)&uR(r, %, .0&.)
.
From Lemma 2.2, we see that, again taking a subsequence if necessary,
u~ R(R+z, \R, .)  pUp&1(\ cos ., \ sin ., z) as R  
uniformly on [(z, %, .) | \C, z # (&1, 1) and . # [0, 2?)] for any C>0.
By an elliptic estimate [9, Theorem 9.9] and the Sobolev imbeddings, the
function wR is uniformly bounded in C:(R3) with respect to R for some
:>0. Then from a local C2, :-estimate [9, Corollary 6.7], we deduce that
the C2, :-norm of wR is uniformly bounded with respect to R. We note that
for a transformation 8 from 0R to R2_(&1, 1),
8(r, %, .)=(r sin % cos ., r sin % sin ., r&R),
it holds that for each c>0,
lim
R   "
28
xixj
&$ ji "C:([(r, %, .) # 0R | r sin %<c])=0,
where
$ ji ={01
for i{j,
for i=j.
Hence there exists w # H 1, 20 (R
2_(&1, 1)) such that, for R+z=r #
(R&1, R+1) and \R=% # [0, ?),
wR(R+z, \R, .)  w(\ cos ., \ sin ., z) as R   (11)
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uniformly on [(z, \, .)|\C, z # (&1, 1) and . # [0, 2?)] for any C>0
(taking again a subsequence if necessary), and
2w+pUp&1w=0
w=0
in R2_(&1, 1)
on R2_[&1, 1].
(12)
From (9), (10), and (11), we see that
w(x1 , x2 , x3)=0 for
x1
x21+x
2
2
= \cos
.0
2
, (13)
and
w(x1 , x2 , x3)=w \x1 cos 2?k +x2 sin
2?
k
, x1 sin
2?
k
&x2 cos
2?
k
, x3+ . (14)
Take !#(sin .0 2, &cos .0 2, 0). Then denoting U! by U! , we obtain
2U!+pUp&1U!=0
U!=0
in R2_(&1, 1)
on R2_[&1, 1].
(15)
From Lemma 2.1 and (7), the function U (without translation) should
satisfy (4) and (5). Hence, we deduce that for (x1 , x2 , x3) # R2_(&1, 1)
U! (x1 , x2 , x3)>0(<0) if (x1 , x2 , x3) } !<0(>0, respectively). (16)
Suppose that w is not identically zero. Let 1 be a component of
[(x1 , x2 , x3) # R2_(&1, 1) | w(x1 , x2 , x3){0].
By the property (13), we can assume that
1/[(x1 , x2 , x3) # R2_(&1, 1) | (x1 , x2 , x3) } !>0].
From (12) and (15), using Green’s second identity, we see that
0=|
1
U!2w&w2U!=|
1
w
’
U!&w
U!
’
=|
1
w
’
U! ,
where ’ is an outward unit normal vector on 1(for the regularity of 1, see
[10, Theorem (1.7)]). Then from (16) and the Hopf boundary lemma (see,
e.g., [9, Lemma 3.4]), it must hold that
1=[(x1 , x2 , x3) # R2_(&1, 1) | ! } (x1 , x2 , x3)>0].
Since k>2, this contradicts (13) and (14).
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Suppose that w#0. Denote 0cR#[(r, %, .) # 0R | R sin %>c]. Then
|
0R
|{wR| 2=|
0R
u~ R (wR)2
=|
0R"0
c
R
u~ R (wR)2+|
0cR
u~ R(wR)2
 sup
0R"0
c
R
(wR)2 |
0R
u~ R+sup
0cR
cu~ R |
0R
(wR)2
#A+B.
From Lemma 2.3 we deduce that 0R u~ R is uniformly bounded. Since
0R (wR)
2=1, the second term B converges to zero as c goes to infinity by
Lemma 2.2. From our assumption, the first term A should converge to zero
as R goes to infinity for fixed c. Hence, we see that
|
0R
|{wR| 2  0 as R  .
But we have that
|
0R
|{wR| 2*1(0R) and lim inf
R  
*1(0R)>0
(refer to [15, Corollary 2] or [2, Theorem 2.5]), where *1(0R) is the first
eigenvalue of &2 on 0R with zero Dirichlet boundary condition. This is a
contradiction, and proves the proposition. K
As the conclusion of this section, we have the following theorem.
Theorem 2.5. There exists R0>0 independent of k>2 such that
E(uR, T(k))=E(uR, O(2)_O(1)) for all R>R0 .
Moreover, in this case, uR, T(k)(r, %, .) is independent of ..
Proof. It suffices to show that uR, T(k)(r, %, .) is independent of . for
large R independent of k. Suppose that this is false. Then by Proposition
2.4, there exists [Ri , ki]i such that . (uRi , T(ki)){0 and limi   Ri=
limi   ki=. Denoting
,i#

.
(uRi , T (ki))<" . (uRi, T (ki))"L2(0Ri) ,
145ELLIPTIC EQUATIONS ON THREE-DIMENSIONAL ANNULI
File: 505J 324111 . By:CV . Date:16:04:97 . Time:08:46 LOP8M. V8.0. Page 01:01
Codes: 2307 Signs: 1240 . Length: 45 pic 0 pts, 190 mm
we see that
2,i+p(uRi1 , T (ki))
p&1 ,i=0 in 0Ri .
From [17, Section 6] and [21, Theorem 1] we can easily check that
[uRi , T (ki)]i are uniformly bounded and
sup
i
sup
r sin %c
. # [0, 2?)
uRi , T (ki)(r, %, .)  0 as c  .
By the standard elliptic estimate [9], as in the proof of Proposition 2.4,
we deduce that the C2, :-norm of ,i is uniformly bounded with respect
to i. Then, by the same procedure as in Proposition 2.4, there exists
, # H1, 20 (R
2_(&1, 1)) such that, for R + z = r # (R&1, R+1) and
\R=% # [0, 2?),
,i (R+z, \R, .)  ,(\ cos ., \ sin ., z) as i  
(taking a subsequence if necessary) uniformly on [(z, \, .) | \C,
z # (&1, 1) and . # [0, 2?)] for any C>0. Since ,i # HT(ki)R and
limi   ki=, it must hold that
,(x1, 2 , x3)=,(- x21+x22 , 0, x3) for any (x1 , x2 , x3) # R2_(&1, 1).
Since ,i is contained in HT(ki)R , for each r # (&1, 1) and % # [0, 2?), there
exists a constant .z=.z(r, %) in [0, 2?k) such that
,i \r, %, .z+2?jk +=0 for j=1, ..., k.
Hence, it must hold that for each c>0,
sup
r sin %c
. # [0, 2?)
,i (r, %, .)  0 as i  .
By the same procedure as in the last part of proof (in the case w=0)
Proposition 2.4, we get a contradiction. K
Remark 1. The author believes that Theorem 2.5 holds for all R. When
R is sufficiently close to 1, it was proved by Dancer in [4] that all solu-
tions of (1) are radially symmetric
146 JAEYOUNG BYEON
File: 505J 324112 . By:CV . Date:16:04:97 . Time:08:46 LOP8M. V8.0. Page 01:01
Codes: 2372 Signs: 1474 . Length: 45 pic 0 pts, 190 mm
Remark 2. Here we note the results of Mizoguchi and Suzuki in [21].
The authors investigated the asymptotic behavior of uR, G and E(uR, G) for
all subgroups G/O(3). Their results show that
[ lim
R  
E(uR, G) | G is a proper subgroup of O(3)]
=[M, 2M, 4M, 6M, 12M].
In fact, we can further show that the number of the elements of the set
[E(uR, G) | G is a subgroup of O(3)]
is uniformly bounded for large R by the methods used to show Proposition
2.4 and Theorem 2.5 of the present paper. This implies that it is impossible
to find sufficiently many nonequivalent nonradial solutions of (1) of
investigating only the global minimum JR, G or the minimal energy E(uR, G)
for G/O(3). In Theorem 3.6 in the following section, for each k>1, we
find a solution uR, k of (1) such that
lim
R  
E(uR, k)=kM.
Hence the solutions [uR, k | k>1, k{2, 4, 6, 12] cannot be obtained by
finding minimal energy solutions uR, G , G/O(3). (As a matter of fact, one
can also show that for k=4, 6, 12, the solution uR, k is not a minimal
energy solution in H GR for any G/O(3).)
3. LOCAL MINIMIZERS IN SYMMETRIC FUNCTIONS SPACES
In this section, also, the space dimension is 3 and p # (1, 5) unless
otherwise stated. In this section we will find solutions of (1) which are
concentrated on a neighborhood of some finite points on [(x1 , x2 , x3) #
0R | x3=0].
Denote R2_(&1, 1) by S. Consider the following minimization
problems for :>0,
I(:)#inf {|S |{v| 2 } |S v p+1=:, v # H 1, 20 (S)= ,
IR (:)#inf {|0R |{v| 2 } |0R v p+1=:, v # H 1, 20 (0R)= .
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Let VR, : be a minimizer of IR(:) with a maximum point in [(0, 0, z) #
0R | z>0]. Using the rearrangement technique [12, Theorem 2.31], we can
easily check that VR, :(r, %, .) depends only on r and % and monotonic non-
increasing with respect to % on [0, ?) (compare to [22, Proposition 4.1]).
From [17, Theorem 5.6], we can easily deduce that
sup
R
sup
r%>c
. # [0, 2?)
VR, :(r, %, .)  0 as c  . (17)
Moreover, it is proved in [17, Theorem 5.6] (see also [21, Theorem 2])
that
lim
R  
IR (:)=I(:). (18)
Lemma 3.1. There exist C(:) and $>0, independent of R, such that
VR, :(r, %, .)C(:) exp(&$ R%).
Proof. Denoting
UR, :=(IR(:))1( p&1) VR, : ,
the scaled function UR, : is a solution of the problem (1). Take a com-
parison function
9(r, %, .)#C(:) cos
(r&R)?
4
exp \&$R sin %2+ .
Then we see that
29=\&?
2
16
&
?
2r
tan
(r&R)?
4
&$
R2
4r2
cos %
R sin %2
+$
R
4r2
sin
%
2
+$2
R2
4r2
cos2
%
2+ 9,
and, using the Property (17) can proceed identically to the proof of
Lemma 2.3. K
Define
/R (r, %, .)#{R0
for 0%?4,
for ?4<%<34?.
34?%?
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We consider the following minimization problem
IR, k#inf {|0R |{v| 2 } |0R |v| p+1=1, |0R /R |v| p+11, v # HT(k)R = .
Denoting
F(v)#|
0R
|v| p+1, G(v)#|
0R
/R |v| p+1,
we see that the functions F, G are continuously differentiable on H T(k)R .
Obviously, IR, k has a minimizer. We would like to show that, scaling the
minimizer by some constant, the scaled minimizer is a solution of the
problem (1) for sufficiently large R. This will be deduced from the following
proposition 3.5, which states that for sufficiently large R, any minimizer of
IR, k is attained by a point on which the function G is strictly less than 1.
To prove Proposition 3.5, we need the following lemmas.
We define rk i # T(k), i=1, } } } , k as follows:
r ik (x1 , x2 , x3)=\x1 cos 2i?k &x2 sin
2i?
k
, x1sin
2i?
k
&x2 cos
2i?
k
, x3+ .
Lemma 3.2. It holds that
lim sup
R  
IR, kk( p&1)( p+1)I(1).
Proof. Define
Ak(x1 , x2 , x3)= :
k
i=1
VR, 1k (rik (x1 , x3 , x2)).
Then we can easily check that Ak # HT(k)R . By Lemma 3.1, there exist C, $
such that
1&C exp(&$R)|
0R
A p+1k 1+C exp(&$R).
Also from Lemma 3.1, we see that
lim
R   |0R /R A
p+1
k =0.
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Using the C1, :-estimate [9, Corollary 8.36] and Lemma 3.1 we deduce
that
|{VR, k|C(k) exp(&$R%) for some C(k), $>0.
Hence we conclude that
lim sup
R  
IR, kk lim sup
R  
|
0R
|{VR, 1k | 2
=kI \1k+=k( p&1)( p+1)I(1),
which completes the proof. K
Lemma 3.3 (a concentrated compactness principle). Denote
Bk(x, C)#[gy | y # B(x, C) and g # T(k)],
where B(x, C) is an open ball of radius C centered at x. Suppose that
fR # HT(k)R and 0R( fR)
p+1=1. We extend fR on R3 by setting fR(x)=0 for
x # R3"0R . Then there is a subsequence [( fR)p+1]R such that one of the
following three conditions holds:
(1) (compactness) there exists a sequence [xR]/R3 such that for any
=>0, there is a radius C>0 with the property
|
Bk(xR , C)
( fR) p+11&= for all R ;
(2) (vanishing) for all C>0 there holds
lim
R  
sup
x # R3
|
Bk(x, C)
( fR) p+1=0;
(3) (dichotomy) there exist * # (0, 1) such that for any =>0, there
exist [xR]/R3 and R0 with following property: for any RR0 , there exist
C, CR with limR   CR=, such that
}*&|Bk(xR , C) ( fR) p+1}+ }1&*&|R3"Bk(xR , CR) ( fR) p+1 }<=.
Proof. This is a simple variant of the concentrated compactness prin-
ciple; refer to [18, Lemma 1.1], and compare to Lemma 4.3 of Chapt. 1
in [26]. K
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Using the fact that the first eigenvalue of 0R is uniformly bounded away
from zero with respect to R, we can deduce the following lemma directly
from [19, Lemma 1.1]. Here we will give a different proof which is more
‘‘intuitive’’ in the current setting.
Lemma 3.4. Let fR # H1, 20 (0R). Suppose that 0R ( fR)
p+1=1 for 1<p<
(n+2)(n&2) for n>2, 1<p< for n=2, and further suppose that
0R |{fR|
2 is uniformly bounded. We extend fR to Rn by setting fR(x)=0 for
x  0R . Then it holds that
lim
R  
sup
x # Rn
|
B(x, C)
( fR) p+1>0 for any C>0.
Proof. Suppose that
lim
R  
sup
x # Rn
|
B(x, C)
( fR) p+1=0 for some C>0.
This implies that
lim
R  
sup
x # Rn
|
B(x, C)
( fR)2=0.
Define
AR, l#[x # Rn | | fR|>l].
By our assumption, |AR, l & B(x, C)| converges to zero uniformly with
respect to x as R  , where |A| means the Lebesgue measure of the set
A. We use the inequality [20, Chapt. 2, (3.5)]
|
AR , l & B(x, C)
( fR&l )2
; \ C
n
|B(x, C)"AR, l |+
2
} |AR, l & B(x, C)| 2n |
AR , l & B(x, C)
|{fR| 2,
where ; depends only on the space dimension n. From this inequality we
see that
l 2 |AR, 2l & B(x, C)|2; |AR, l & B(x, C)| 2n |
AR , l & B(x, C)
|{fR| 2
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for sufficiently large R. Find a covering [B(xi , C)]i of Rn such that each
x # Rn is contained in at most 2n covering balls. Then summing over the
covering, we have
l 2 |AR, 2l |4n ; sup
i
|AR , l & B(xi , C)| 2n |
AR , l
|{fR| 2.
Hence it follows that
l 2 |AR, l |  0 as R  .
Thus for some c>0 we see that
|
AR , l
( fR)22 |
AR , l
( fR&l )2+l 2
c sup
i
|AR , l & B(xi , C)| 2n+2l 2 |AR , l |.
Hence we obtain that for each l>0,
lim
R   |AR , l f
2
R=0. (19)
From Ho lder’s inequality we see that for n>2
|
0R
( fR) p+1=|
0R"AR , l
( fR) p+1+|
AR , l
( fR) p+1
l p&1 |
0R
( fR)2
+\|AR , l ( fR)2+
[n+2&p(n&2)]4
\|0R ( fR)2nn&2+
(p&1)(n&2)4
.
Since 0R |{fR | 2 is uniformly bounded by assumption, it follows, from the
Sobolev inequalities and the fact that
|
0R
f 2R*
&1
1 (0R) |
0R
|{fR | 2,
that 0R f
2
R and f
2n(n&2)
R are uniformly bounded. Then, letting R  , from
(19) we conclude that
1= lim
R   |0R ( fR)
p+1cl p&1,
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where c is a constant independent of l. This is a contradiction. Also, for
n=2, we can proceed the same way, since for u # H 1, 20 (0) we have the
inequality
|u|L 2q(q&2)(0)c(q) |{u| 2qL2(0) |u|
(q&2)q
L2(0) for q>2.
This proves the claim. K
Now, we will show that, for sufficiently large, R>0, any minimizer of
IR, k is attained by an interior point of the set,
{v # HT(k)R } |0R /Rv p+11= .
In the following proposition we fix k>1.
Proposition 3.5. Let vR be a nonnegative minimizer of IR, k . Then for
sufficiently large R>0, the following strict inequality holds:
|
0R
/R (vR) p+1<1.
Remark. For the proof of this proposition we will use a concentrated
compactness lemma, Lemma 3.3. We should note that there are two con-
straints in our minimization problem IR, k . So, the standard arguments as
in [18, 19] do not apply directly to our problem when we would like to
deduce that dichotomy does not occur for [(vR) p+1]R . So, partly because
of this fact, our proof is rather lengthy. In any case, in view of the crucial
role of this proposition, we will give a full proof.
Proof of Proposition 3.5. Suppose that 0Rm /Rm(vRm)
p+1=1 for some
Rm with limm   Rm=. Taking a subsequence if necessary, we can
assume that one of vanishing, dichotomy, or compactness in Lemma 3.3
occurs for [vp+1Rm ]. As a matter of convenience we denote Rm by R. By the
Lagrange multiplier rule, there exist ;(R), #(R) # R such that
2vR+;(R)(vR) p+#(R) /R(vR) p=0 in 0R . (20)
We claim that #(R)0.
Take a nonnegative radially symmetric function ’ # C 0 (R
3) with supp ’
/B(0, 1), the ball with center 0 and radius 1. Define
D(s, t)#|
0R
(vR&s’ +t’

)p+1
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where
’ (x1 , x2 , x3)=’(x1 , x2 , x3+R)+’(x1 , x2 , x3&R)
and
’

(x1 , x2 , x3)= :
k
i=1
’(r ik (x1+R, x2 , x3)).
We note that for any s, t # R, t’

&s’ # HT(k)R . The function D is con-
tinuously differentiable in a neighborhood of (0, 0). Since vR(r, %, .)>0 for
almost all (r, %, .) # 0R , it holds that

t
D(0, 0)=( p+1) |
0R
(vR) p ’

{0.
By the implicit function theorem, for small =>0 there exists t # C1(&=, =)
such that
t(0)=0 and D(s, t(s))=1 for all s # (&=, =).
Hence
0=
d
ds } s=0 D(s, t(s))=( p+1) |0R (vR) p (t$(0) ’ &’ ).
On the other hand, in the case of the second constraint of IR, k it holds that
d
ds } s=0 |0R /R (vR&s’ +t(s) ’ ) p+1=&( p+1) |0R /R (vR) p ’ <0.
This implies that there exists c>0 such that for any s # (0, c)
|
0R
/R (vR&s’ +t(s) ’

) p+1<1.
Hence from our assumption the following inequality must hold:
0
d
ds } s=0 |0R |{(vR&s’ +t(s) ’ ) | 2=2 |0R {vR } {(t$(0) ’ &’ ).
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Since, from (20), it holds that
|
0R
{vR } {(t$(0) ’

&’ )=;(R) |
0R
(vR) p (t$(0) ’

&’ )
+#(R) |
0R
/R (vR) p (t$(0) ’

&’ ),
we obtain
0&#(R) |
0R
/R (vR) p ’ .
This implies that #(R)0.
Since 0R |{vR|
2=;(R)+#(R), by Lemma 3.2, the quantity ;(R)+#(R)
is uniformly bounded.
We claim that [;(R)] is uniformly bounded.
Suppose that this is false. Then, there exist a subsequence [Rj]j of a
given sequence [R] with lim j   Rj=limj   ;(Rj)=. For convenience,
again, we write R for Rj . Denote
PR=[x # 0R | /R(x)>0], SR=[x # 0R | /R(x)=0],
P $R=[x # 0R | dist(x, SR)$]
and
S $R=[x # 0R | dist(x, PR)$].
Find ! $R # C
1
0(R
3) such that ! $R is invariant under the action of T(k),
! $R (x)={10
for x # S 2$R
for x # PR ,
and
0! $R1, |{!
$
R |
1
$
.
We note that
|
PR
(vR) p+1=
1
R
, |
SR
(vR) p+1=1&
1
R
. (21)
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Multiplying (20) through by ! $R vR , and integrating by parts, we see that
;(R) |
0R
! $R (vR)
p+1=|
0R
! $R |{vR |
2+vR{vR } {! $R .
Hence we deduce that
;(R) |
SR
2$
(vR) p+1C1+
1
$
C2 for some C1 , C2>0.
This implies that for each $>0,
|
SR
2$
(vR) p+1  0 as R  . (22)
By Lemma 3.4, vanishing does not occur for [(vR) p+1]. Hence, there exist
[xR], C>4 and * # (0, 1) such that
|
Bk(xR , C)
(vR) p+1*. (23)
From (22), we can assume that [xR] lie in the common boundary of SR
and PR . Find \$ # C0 2(R3) such that \$ is invariant under the action of
T(k),
\$ (x)={10
for x # SR"S $R ,
for x # S 2$R _ P
$
R ,
and
|{\$|
2
$
, 0\$ (x)1 for all x # R3.
Then from the Poincare inequality it follows that for some l>0, inde-
pendent of R and $,
l
$2 |0R & Bk(xR , C) (\$ vR)
2|
0R & Bk(xR , C)
|{(\$vR)| 2. (24)
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By Ho lder’s inequality and the Sobolev inequality, we see that, for some
constant c, independent of R and $,
|
0R & Bk(xR , C)
(\$vR) p+1\|0R & Bk(xR , C) (\$vR)2+
a
\|0R (vR)6+
b
c \|0R & Bk(xR , C) (\$vR)2+
a
\|0R |{vR | 2+
3b
,
where a=(5&p)4 and b=( p&1)4. Hence, by (21), (22), (23), and
Lemma 3.2, there exists a constant c0>0, independent of $>0, such that
lim inf
R   |0R & Bk(xR , C) (\$ vR)
2c0 .
Hence, from (24), we see that
lc0
$ 2
lim inf
R   |0R & Bk(xR , C) |{(\$ vR)|
2.
Then we see that
lc0
$2
lim sup
R  
|
0R & Bk(xR , C)
\ 2$ |{vR|
2+2\$vR{\${vR+v2R |{\$ |
2
lim sup
R  
|
0R
|{vR| 2
+
4
$
lim sup
R   \|(PR _ S $R) & Bk(xR, C) (vR)
2+
12
lim sup
R   \|0R |{vR| 2+
12
+
4
$ 2
lim sup
R  
|
(PR _ S
$
R) & Bk(xR, C)
(vR)2. (25)
We note that, by Ho lder’s inequality,
|
(PR _ S
$
R) & Bk(xR , C)
v 2R
|Bk(xR , C)| (p+1)( p&1) \|PR _ S $R) & Bk(xR , C) v
p+1
R +
2( p+1)
.
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Hence, from (21) and (22), we deduce
lim sup
R  
|
(PR _ S
$
R) & Bk(xR , C)
(vR)2=0.
Then, from (25) and Lemma 3.2, we see that
lc0
$2
k( p&1)( p+1) I(1) for any $>0.
This is a contradiction. This proves the claim that [;(R)] is uniformly
bounded.
Hence we can assume that for some ; # R+, ;(R)  ; as R  
(passing to a suitable subsequence if necessary; where no confusion is likely
to arise, for convenience we shall omit such remarks for the remainder of
this proof). Since IR, kIR(1) and IR(1)  I(1) as R  , we see that
;>0.
By Lemma 3.4 vanishing cannot occur. Suppose that dichotomy occurs.
Then there exist *1 , *2 # (0, 1) with *1+*2=1 such that for any =>0, there
exist [xR] and R0 with the following property; for any RR0 , there exist
C, CR such that lim R  CR= and
}*1&|Bk(xR , C) (vR) p+1}+ } *2&|R3"Bk(xR , CR) (vR) p+1}<=.
We can assume that xR # SR . We claim that
*1\I(1); +
(p+1)( p&1)
. (26)
Take {R # C0 1(R3) such that
{R(gx)={R(x) for x # R3, g # T(k),
{R(x)={10
for x # Bk(xR , C)
for x  Bk(xR , CR+C2),
and
0{R(x)1 for x # R3, |{{R |
4
CR&C
.
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Then we see that *1&=0R ({R vR)
p+1. Hence it follows that
IR(*1&=)|
0R
|{({RvR)| 2
|
0R
{R |{vR| 2+vR {{R {vR
+|
0R
&vR {{R {vR+(vR)2 |{{R| 2
+|
0R
2{RvR {{R {vR
=|
0R
(;(R)+#(R) /R) {R(vR) p+1+O \1R+
;(R) \|0R ({R vR) p+1+=++O \
1
R+ as R  .
Letting R tend to , we obtain that
I(*1&=);(*1+3=).
Hence we conclude that
I(*1)=* 2( p+1)1 I(1); *1 ;
from this we obtain the required inequality (26). Combining Lemma 3.4
and the above claim (26) repeatedly in the dichotomy situation, we con-
clude that there exists [*1 , ..., *m] with mi=1 *i=1 such that for any =>0
there exist D and [x1R , ..., x
m
R] with the property that
lim
R  
min
g # T(k)
d(xiR , gx
j
R)= for i{j,
lim sup
R  
:
i=1 }*i&|Bk(xR i , D) (vR)
p+1}<=.
Here we note that the above statement holds for some subsequence of [R],
but for the sake of convenience we denote the subsequence again by [R].
Denote
DR#min[d(x iR , gx
j
R) | 1i{jm, g # T(k)].
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Take {iR # C
1
R # (R
3) such that
{ iR ( gx)={
i
R (x) for any g # T(k), x # R
3,
{ iR (x)={10
for x # Bk(x iR , D)
for x  Bk (xiR , (DR&D)2)
and
0{iR1, |{{
i
R |
4
DR&D
.
Then we deduce that
|
0R
|{vR | 2&|
0R
:
m
i=1
|{({ iR vR)|
2
& :
m
i=1
|
0R
|{{iR |
2 (vR)2& :
m
k=1
|
0R
|{{iR | ((vR)
2+|{vR| 2)
 0 as R  .
Then noting that for i=1, } } } , m, the points xiR lie in SR , we conclude that
lim inf
R  
IR, klim inf
R  
:
m
i=1
kIR((*i&=)k)
= :
i=1
kI((*i&=)k)
=k( p&1)( p+1) I(1) :
m
i=1
(*i&=)2( p+1).
But, for small =>0, it holds that
:
m
i=1
(*i&=)2( p+1)>1.
This contradicts Lemma 3.2. Thus dichotomy cannot occur.
Now suppose that compactness occurs. Then there exists [xR] such that
for any =>0 there is a radius C>0 with
|
Bk(xR , C)
(vR) p+11&=.
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Let xR=(x 1R , x
2
R , x
3
R); note that xR # SR . If x
3
R goes to infinity as R  ,
then the number of components of Bk(xR , C) is 2k and the distance
between any two components of Bk(xR , C) goes to infinity as R  . In
this case we obtain a contradiction by the same method as in the case of
dichotomy. Now we can assume that x3R=0. We note that
2vR+;(R)(vR) p0 in 0R . (27)
For a given l>0, multiplying (27) by (vR)2l+1 and integrating by parts, we
obtain that, for some constant c=c(l ),
|
0R
|{(vR) l+1|2
c;(R) |
0R
(vR) p&1 (vR)2l+2
cK p&1;(R) |
0R
(vR)2l+2+c;(R) |
[x # 0R | vR(x)K]
v p&1R (vR)
2l+2
c;(R) Kp&1 |
0R
(vR)2l+2
+c;(R) \|[x # 0R | vR(x)K] (vR)( p&1)32+
23
\|0R (vR)(2l+2)3+
13
. (28)
Since ( p&1)32<6, by Ho lder’s inequality and the Sobole v inequality we
see that, for some positive constant c, independent of R and l,
|
[x # 0R | vR(x)K]
(vR)( p&1)
32
c |[x # 0R | vR(x)K]| (5&p)4.
Since 0R (vR)
p+1=1, we have that
lim
K  
|[x # 0R | vR(x)K]|=0 uniformly with respect to R.
Hence, taking sufficiently large K in (28), by the Sobolev inequality, we
deduce that the [0R (vR)
(2l+2)3] are bounded if the [0R (vR)
2l+2] are
bounded. Repeating this procedure we conclude that, for any large l>0,
the [0R (vR)
pl] are bounded. Then, using an elliptic estimate [9, Theorem
8.25] (or using Moser’s iteration technique), we can deduce that the
function vR is uniformly bounded with respect to R. Then, regarding (27)
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as a linear differential inequality with a uniformly bounded coefficient
;(R)(vR)p&1, from the same estimate [9, Theorem 8.25], we see that
sup
R
sup
(x1 , x2 , x3) # 0R
x1 , x2
vR(x1 , x2 , x3)  0 as |x3|  .
Noting for the comparison function
9(r, %, .)#cos
r&R
4
? exp(&$R cos %) for % # \0, ?2+ ,
for which
29=\&?
2
16
&
?
2r
tan
(r&R)?
4
+2$
R
r2
cos %+$2
R2
r2
sin2 %+ 9,
we can apply the methods used in proving Lemma 2.3, to obtain that for
some C>0 and $>0, independent of R,
vR(x1 , x2 , x3)C exp(&$ |x3| ).
In the above inequality we used the fact that
vR(x1 , x2 , x3)=vR(x1 , x2 , &x3).
Since the measure of 0R is of polynomial growth in R, we have
|
PR
(vR) p+1C exp(&$R) for some C>0, $>0.
This contradicts the fact that PR (vR)
p+1=1R.
Therefore it must hold that, for sufficiently large R,
|
0R
/R(vR) p+1<1.
This completes the proof. K
As a conclusion, we obtain the following theorem.
Theorem 3.6. For each l2 there exists Rl such that for any RRl
there are solutions uR, k # H T(k)R "

m=2 H
T(mk)
R , k=2, ..., l of (1) for n=3
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such that solutions, uR, 2 , ..., uR, l , are nonequivalent each other. Moreover, the
solutions [uR, k]k2 satisfy the following properties: for the set
Pk={\R cos \2i?k + , R sin \
2i?
k + , 0+ # 0R } i=1, ..., k= ,
uR, k(x)  0 as d(x, Pk)  ,
and
lim
R  
E(uR, k)=kM. (29)
Proof. Let vR, k be a minimizer of IR, k . Define
uR, k#(IR, k )1( p&1) vR, k .
Then by Proposition 3.5, for sufficiently large R, the function uR, k , is a
solution of the problem (1). Note that in the second constraint of IR, k , the
function /R is independent of .. Hence by the rearrangement technique
with respect to . (see [12, Theorem 2.31]), we can assume that
vR, k(r, %, .) is monotonically nonincreasing with respect to . on (0, ?k)
and vR, k(r, %, .)=vR, k(r, %, &.) for . # (0, ?k). For each k>1, we claim
that there exists [xR]R such that for any =>0 there exist C and R0 with
the following property:
|
Bk(xR , C) & 0R
(vR, k) p+1>1&= for R>R0 . (30)
In fact, if the above statement is false, there exists I#[Rm]m=1 with
limm  Rm= such that vanishing or dichotomy occurs for [(vR, k) p+1]R # I .
By Lemma 3.4, vanishing cannot occur. To show that dichotomy does not
occur for [(vR, k) p+1]R # I , we see again the proof of Proposition 3.5. The
minimizer vR, k satisfies the Eq. (20) with ;(R)=IR, k and #(R)=0. Since
[IR, k]R are uniformly bounded, by the same process as in the proof of
Proposition 3.5, we see that dichotomy cannot occur for [(vR, k) p+1]R # I .
This is a contradiction. So, (30) holds. Denoting xR=(x1R , x
2
R , x
3
R), again
by the same method as in the proof of Proposition 3.5 in the dichotomy
situation, we deduce that the set [x3R]R/R is uniformly bounded. There-
fore we can assume that x3R=0 for any R>0. Then, from the monotone
property of v(r, %, .) with respect to . # [0, ?k), we conclude that for any
=>0, there exist C and R0 with
|
Bk((R, 0, 0), C) & 0R
(vR, k) p+1>1&= for R>R0 . (31)
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Hence we obtain that
|
0R"Bk((R, 0, 0), C)
(vR, k) p+1  0 as C  .
Since (IR, k)1( p&1) is uniformly bounded, by elliptic estimates [9, Theorem
8.25 and Theorem 9.26], we conclude that
uR, k(x)  0 as d(x, Pk)  .
The energy estimate (29) follows easily from the fact that
lim
R  
IR(:)=I(:) or lim
R  
E(UR, 1)=M,
Lemma 3.2, and the consequence of the above compactness(31), where UR, 1
is given by (IR(1))1( p&1) VR, 1 . Therefore we have some Rl>0 such that for
k=2, } } } , l, there exists a solution uR, k of (1) with
uR, k  .

i=2
H T(ik)R for R>Rl ,
and uR, 2 , } } } , uR, l are nonequivalent to each other. This completes the
proof. K
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