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Abstract
With the growth of IM technology, identity safekeeping has became an important problem. There is a constant threat of one’s
account being hacked or being used by an unauthorized user unknowingly. In this paper we have tried to verify the identity of the
person on the basis of his writing style. Since chat is a mixture of acronyms, short forms, emoticons, symbols a lot of features can
be extracted out of it, although its small size and use of regional language makes it a bit challenging. We have used per line features
as in real time identifying the impostor in minimum amount of time is important. We have used the power of machine learning to
learn from the history, tested with six machine learning algorithms and later combined them to improve the prediction. Maximum
accuracy obtained on any user is 98% and the average accuracy is 74.58%.
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1. Introduction
Any hand written text conveys a lot of things about the writer. Be it gender or any other trait that deﬁnes a person can
be found out by doing some mere computations without even referring to the semantics of the text. With the increase
of internet access to the people, many of them are now just ﬂocking social networks like Facebook, Twitter, Skype etc.
With this comes the problem of Cyber Crime and identity violation. According to the Federal Trade Commission 9.9
million (22%more than 2007) Americans suffered from identity theft in 20081. Identity threat can be of different types,
accounts can get hacked by phishing or Trojan horse or social engineering sometimes. Sometime we ourselves share
our account password with our friends. The ease of such crimes can be guessed by the fact that 25% of Germans and
60% of Americans have shared their account passwords with a friend or family member, and 50% of the Americans
use important dates, nicknames, or pet and family member as passwords (a survey conducted in 2008 in the U.S.A,
Canada, and some European countries)1. In the present scenario we use WhatsApp, Hike, or any other messenger on
our phone which remains logged in, if any person get access to the phone, he can get access to all these because most
of the time friends know each other password. For college students who stay in hostels laptop do remain open with
their accounts logged in, which gives opportunity to their friends to misuse it. In this cases there can be misuse on both
side. Either impostor could defame the user or he can extract personal information from the user on the other side.
User on the other side never know whether the person on the other side of chat is legitimate or not. This problem was
not so popular earlier but due to excessive use of social network, it has a great signiﬁcance in future.
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In this regard we have tried to analyze and work upon all features that express the personality of a person, his
thoughts, his emotions or his beliefs. We have used Machine learning to target identity violation in online chats for
which we have considered a novel data set of chats in Hinglish that is taken from whats-app, hike and other instant
messaging apps. At present we have Single Class classiﬁers and various binary classiﬁcation algorithms which makes
computation easy.
In all we have considered around 89 pairs of users right from the date they installed their messaging apps. So we
began our approach with ﬁltering of the chats and formulated a proper chat corpus out of it. In the preprocessing stage
we have incorporated some novel features and used some of the classic features that have already been in use. We have
taken into consideration the fact that different features give different results depending upon the kind of data-set like
some features are extracted on a per line basis, some are based on per turn and some are based on per session basis.
The ﬁnal results are based on a combined Ensemble based algorithm.
2. Related Work
This section summarizes Work in the ﬁeld of identity recognition. Earlier it was known as Authorship Attribution2
which aimed at recognizing the author of given text sample. At that time it was done manually. Later with the
advancement of technology it was automated. Since then many stylometric cues were discovered which represented
the writing style of an individual. Generally they are divided into ﬁve categories3 lexical, syntactic, structural,
content-speciﬁc and idiosyncratic. Different similarity measure were used to compare the different styles of writing
such as Diffusion Distance3, Cosine Similarity and Euclidean Distance3. From a machine learning point-of-view,
this can be viewed as a multi-class single-label text categorization task. In the last few years the research has been
extended towards small size text, such as mails and instant messages. Some of the features of Authorship Attribution
can still be used in chat mining but many new features such as imitation rate, turn duration,answer time are introduced
which are more chat speciﬁc.3 The basic difference lies in the fact that chat is informal and its content is not well
structured. Chat often contains spoken languages with a lot of grammatical and spelling mistakes. Authors with these
short messages use many deceptive techniques for covert communication. For example, use of emoticons to express
human instincts that complements a text message. Moreover, the semantic of the words used within a chat log may be
different from their apparent meaning.
A lot of work has already been done in the area of gender prediction4, emotion analysis5,6 and topic detection on
chat7. Deceptive communication9 on chat rooms is detected on the basis of how frequently they talk etc. Features are
extracted from chats and a suitable machine learning algorithm technique or any similarity measure is applied. The
main limitation of the works above is that they do not process chat exchanges as conversations, but as normal texts.
There is a very few work done in identity recognition through chat. In 2013, Giorgio Roffo and his group tried
to use Euclidean distance3 to ﬁnd the percentage matching between the chat and its previous chats. They compute
the Cumulative Match Characteristic (CMC) curve, i.e., the expectation of ﬁnding the correct match in the top n
positions of the ranking. I 94 users chat were taken as an input and some new features3 such as turn duration, mimicry,
emoticons were introduced. Some of the features were taken in each turn while some were taken in the whole corpus.
The ﬁnal distance was obtained by averaging over the features. But the accuracy of the result was not suitable for
practical purpose. Moreover they had worked on a single language, but at present most of the chats around us are the
combination of various languages such as Hindi and English with a lot of grammatical and spelling mistakes. Their
work was also not suitable in real time scenario.
If we are to use it in real time than we need to analyze it on per line basis instead of per turn because we want to alert
the user as soon as possible. Our work focuses on real time implementation of impostor detection, where a machine
learning algorithm is trained on the basis of features obtained from the chat history of users and later used to predict
the authenticity of a user on the other side of chat. We have tested our model on per-turn basis, per-line basis as well as
per-session basis.Some new features such as previous stop-words used, location of chat, preferred language, topic of
chat, emotion content are introduced. The result is further improved by combining the probability scores of different
algorithms and a ﬁnal score is generated to predict the ﬁnal outcome.
The rest of the paper is organized as follows. In Section 3 we have given a brief description of our problem. The
next section describes the solution framework with the preprocessing, feature extraction and the classiﬁcation step
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Fig. 1. Solution Flowchart.
described in detail. Section 5 deals with the dataset on which we have conducted our experiment. A detailed analysis
of the results and various experiments is given in Section 6. The paper ﬁnally concludes with Section 7.
3. Problem Deﬁnition
In this paper our main aim is to detect if the person sitting on the other end of the communication channel is
legitimate or not. Chat history of a person is used to extract his personal signature and then any new line of the chat is
analyzed using various machine learning algorithms such as SVM, naive Bayes, KNN, Bernoulli and Random Forest
all acting as a binary classiﬁer.
4. Solution Framework
The ﬂow chart in Fig. 1 gives a brief overview of the steps involved in our solution framework. The below solution
framework has been discussed in detail in the following subsections with 4.1 describing the preprocessing stage,
4.2 describing the feature extraction stage and lastly 4.3 describing the classiﬁcation stage.
4.1 Preprocessing
Conversations of individuals are separated from the chat ﬁles with the date, time and user-name being removed
form it, so that all the chats are converted into the same format. The raw chats have different formats of time and date
depending upon the type of operating system (Windows, Android) a phone has.
4.2 Feature extraction
Below is the list of classical features that are included in almost every research paper of this ﬁeld.2–4,7, 9, 10.
Following it are some of the new features that we have incorporated so as to improve the accuracy of our classiﬁer and
the ones which we feel are important in a dyadic conversation.
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Table 1. Types of Features.
Feature Description Range
LEXICAL Word Length Average number of characters in a word in a
line
0–15
Number of words Number of words per line 0–500
Number of Uppercase/
Number of lowercase
Number of Uppercase/Number of char in a
line
0–1
Message Length Number of characters per line 0–10000
SEMANTIC Acronym Usage Number of acronyms in a line (comparing
with a list of acronym)
0–100
Stopword Usage Number of stop words in a line (comparing
with a list of stopwords)
0–100
SYNTACTIC Punctuation Usage Number of punctuation in a line 0–50
Suspension Points Number of (. . . ) in a line 0–10
Elongation of vowels Number of elongations such as aaaaaa 0–10
Emoticons Usage Number of smileys in a line 0–100
TURN TAKING Answer Time Time taken by a user to reply to the previous
line of another user (if the time was greater
than 2 hrs than −1 is appended)
Writing Speed Number of chars in a line/Time taken
Turn Duration The time evolved before the turn was
swapped
Imitation rate Number of characters in the previous
line/Number of characters in this line
Here is the set of novel features which we have introduced:-
Frequent Words:- The words which the user uses frequently, if the user uses the same words the chances of being
the legitimate user increases.
Previously Used Acronym:- It is the score of the number of previously used acronyms and is proportional to the
frequency of that acronym. While extracting the feature acronym-usage a list of acronyms along with their frequency
is collected corresponding to a every user.
Previously Used Stop-word:- It is the score of the previously used stop-words and is obtained from a list of stop-word
obtained from user chat.
Previously used Emoticons:- The smiley which user uses frequently. A quite important feature in itself as smileys
depict the mood of a person very vividly.
Previously used punctuation:- The various punctuation marks which the user has used previously adds to his
personality.
No of images and hyperlink:- The number of images and hyperlink per line. More number of images reﬂects more
of a personal chat between them.
Preferred Language:- The language which a user uses to communicate. This feature will be extracted on per line
basis.
Percentage Duration of chat:- The ratio of the content of one user to the content of another user in the chat. It reﬂects
which user is trying to participate more in the chat. This feature will be extracted on a per-session basis.
Starting and ending line of chat:- There is a certain line or greeting by which any user starts or ﬁnishes his/her chat.
This is a per-session feature which checks if the person is using same greeting or not.
Location of chat:- Almost every smart-phone has the GPS facility, which can be exploited to extract the location of
the person from where he/she is sending texts.
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Per-line features are extracted as a vector for each line during training. Per Turn feature value remain same for all
line in that turn while per session feature value is updated at every line. Features set for all the chats are collected
separately as independent entities.
4.3 Classiﬁcation
In this ﬁeld of Identity veriﬁcation Machine learning can play a very big role as the way a person writes doesn’t
changes so very often. So we have used this fact to build a classiﬁer which is trained on precious chat history of users.
The model that we have formulated can be used on a real time basis. We have trained 6 different classiﬁers for this
namely Naive Bayes, SVM, KNN, Random Forests, Gaussian Naive Bayes, Bernoulli Naive Bayes. Score of all these
6 classiﬁers are then further combined to produce a ﬁnal score depending on which a ﬁnal class is decided for the
testing line.
Earlier People have used similarity measures of various types but we totally discarded the approach as with advent
of machine learning we can make our algorithm learn which was not possible with the previously used similarity
measures.
For combining the results of these initial classiﬁers we have used average result, weighted average, Majority voting,
Say of a algorithm and Logistic regression. ROC curve is plotted for each of the initial 5 algorithms with Random
Forest outperforming every other algorithm and giving the best results. With the help of the ROC curves for various
algorithms we were able to decide the best threshold level for every score, keeping in mind the fact that we have to
maximize the rate of true positive and decrease the rate of false positive.
5. DataSet
We have collected around 89 pairs of conversations fromWhatsApp and Hike. Users are students of NIT Allahabad
who belong to different places from all over India. The chats have been performed before and during the study
period without any prior knowledge to the users about the study. Therefore the chats are natural and no intentional
modiﬁcation has been done. The chats are written in English format but the words belong to different regional Indian
language. Each chat is of around 50–5000 lines. Considering the privacy issues of an individual we have just considered
the way he/she chats and have not worked upon the meaning it’s content conveys. We believe that chatting style of
person varies according to the other user and have taken this into consideration while formulating the results.
6. Experiments and Results
Depending upon the split ratio which can be manually fed, data-set is divided into training and testing parts. Results
shown are average of the split ratio between 0.5 to 0.7. The model is trained on the actual user’s line (positive training
set) and combination of various other user’s line (negative training set), while testing some lines of unknown users
whose data was not there at the time of training are also incorporated. In short its a binary classiﬁcation model in
which we ﬁrstly check if the person is the same user, if not than he is faking his identity using the probability score of
that particular line.
6.1 Importance of feature
Contribution of every feature varies according to the user. For some user who uses smileys very frequently, smiley
usage can be an identifying factor but for the ones who dont use smileys its feature column will remain empty and
thus smiley usage will not have that much contribution in the ﬁnal result. To identify the contribution of the feature
we calculated the accuracy by using a single column of the feature for training and by eliminating one-one feature
from the feature set. The more is the accuracy drop, more important the feature is. Novel features such as previously
used acronym and previously used smileys proved to be important features. From Fig. 2 and Fig. 3 we can conclude
that response time doesn’t contribute much to overall accuracy, so in turn we can drop that feature. As we can see
Random Forest outperforms every other algorithm here too but the thing to note is that Gaussian naive Bayes shows
the maximum change in accuracy and has the widest spectrum.
545 Sarang Shrivastava et al. /  Procedia Computer Science  89 ( 2016 )  540 – 548 
Fig. 2. Testing with Single Feature.
Fig. 3. Importance of Various Features.
6.2 History v/s accuracy
The graph in Fig. 4 reveals that in the case of Random Forest, steepest change in accuracy can be observed while
increasing the number of lines upon which the algorithm is trained. After about 80–100 odd lines the accuracy of every
algorithm becomes almost constant, which clearly is a very good sign. SVM has a low accuracy rate as compared to
other algorithms as it needs a very huge amount of dataset to train upon which is clearly depicted in the above graph.
So if we build upon an application in future then minimum 100 lines would be needed to give satisfactory results.
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Fig. 4. History v/s Accuracy.
Fig. 5. Accuracy of Different ML Algorithms.
6.3 Overall accuracy
Best Overall average accuracy over the set of 89 pair of users was 74.58% ranging from 51% to 98% for different
users for random forest. Graph in Fig. 5 shows the average accuracy of different ml algorithms used.
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Fig. 6. ROC Curve.
6.4 Combining the prediction of different ML algorithms
The results of six different machine learning algorithms can be further integrated to improve the results further on
as some algorithms perform well in some cases while other in some other cases. We calculated the probability score
of each line for a particular user with different algorithms and then used these ways to formulate a ﬁnal result.
SP(i) = Probabilistic score of the positive class of i th ml algorithm for a given testing data.
SN(i) = Probabilistic score of the negative class of i th ml algorithm for a given testing data.
ACC(i) = Average accuracy of the i th ml algorithm.
• Ensemble learning:- The output score of each and every classiﬁer is fed to a linear regression classiﬁer and
accordingly the ﬁnal class is predicted.
• Average:- Average of the positive score and negative score of all algorithms are taken and the result is obtained
by comparing the results.
Res = max
(
SP1 + SP2 + SP3 + SP4 + SP5
5
,
SN1 + SN2 + SN3 + SN4 + SN5
5
)
(1)
• Weighted average:- Instead of directly taking the average of all classiﬁers, we take into account the conﬁdence
score of the the individuals.
Res = max
(∑
ACC(i) ∗ SP(i)
5
,
∑
ACC(i) ∗ SN(i)
5
)
(2)
• Majority voting:- Final class is decided by the result which is predicted by most of the individual classiﬁers.
Res = max(Count(Class 0 as result), Count(Class 1 as result)) (3)
• Say:- The maximum of both the positive and the negative score are taken across the algorithms and then the ﬁnal
class is decide by comparing the two of them.
Res = max(max(SP1, SP2, . . . , SP5),max(SN2, SN2 . . . SN5)) (4)
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Almost every method showed the improvement in the accuracy. Ensemble learning proves to give the highest average
accuracy of 98%.
An ROC curve is the most commonly used way to visualize the performance of a binary classiﬁer, and AUC is
(arguably) the best way to summarize its performance in a single number (Fig. 6).
7. Conclusions
Identity violation can be tackled with the approaches we have discussed above and the results are a concrete proof
of that. Surprisingly Random Forests outperform every other classiﬁer and gives the best result. Machine learning once
again proved to be quite useful. The overall accuracy seems to be quite promising with the number going as high as
74.58 percent.
A lot of work can be still done in this regard like improving the accuracy further, adding some new features such
as topic of discussion and state of emotion, incorporating deep learning into this so that we can improve upon the
minimum number of lines on which the classiﬁer should be trained so as to give satisfactory results. Our Solution will
fail if impostor try to copy the style of actual user.
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