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Abstract
In this thesis weighted colimits in 2-categories equipped with promorphisms are
studied. Such colimits include most universal constructions with counits, like ordi-
nary colimits in categories, weighted colimits in enriched categories, and left Kan
extensions.
In the first chapter we recall the notion of 2-categories equipped with promor-
phisms (also simply called equipments), that provide a coherent way of adding
bimodule-like morphisms to a 2-category. In the second chapter we recall two ways
of defining weighted colimits in equipments. Most important to us is their origi-
nal definition, introduced by Wood, in equipments that are endowed with a closed
structure. The second notion, of what we call pointwise weighted colimits, was
introduced by Grandis and Pare´. It requires no extra structure and generalises
Street’s notion of pointwise left Kan extensions in 2-categories. The main result of
the second chapter gives a condition, on closed equipments, under which these two
notions coincide.
In the third chapter we consider monads on equipments. The main idea of this
thesis, given in the fourth chapter, generalises the notions of lax and colax mor-
phisms, of algebras over a 2-monad, to notions of lax and colax promorphisms, of
algebras over a monad on an equipment. One of these, that of right colax promor-
phisms, is well suited to the construction of weighted colimits. In particular, given
a monad T on an equipment K, we will show that T -algebras, colax T -morphisms
and right colax T -promorphisms form a double category T -Promrc. Although weaker
than equipments, double categories still allow definition of weighted colimits, and
our main result states that the forgetful functor T -Promrc → K lifts all weighted
colimits whenever K is closed, under some mild conditions on T .
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Introduction
The main subject of this thesis is a result of Getzler, that was given in [Get09], which
gives conditions ensuring that the left Kan extension of a symmetric monoidal func-
tor, between symmetric monoidal categories, is again symmetric monoidal. Briefly
speaking, the aim is to generalise this result to similar situations, like that of dou-
ble functors between double categories, that of continuous order preserving maps
between ordered compact Hausdorff spaces, or that of monoidal globular functors
between monoidal globular categories.
Getzler’s result concerns the well known notion of left Kan extension, which we
recall first. Given a pair of functors d : A → M and j : A → B, between small
categories and with common source, loosely speaking this notion describes the ‘best
approximation’ to an extension B →M of d along j. Formally, such approximations
are considered to be pairs (e, ζ), where e : B → M is a functor and ζ : d
.
→ e ◦ j is
a natural transformation, as on the left below. The left Kan extension of d along j
is the approximation (l, η) that is the ‘best’ in the sense that the transformation ζ
of any other approximation (e, ζ) factors uniquely through η as ζ′ : l
.
→ e:
A B
M
j
d e
.
ζ
=
A B
M
j
d
l
e
.
ζ′
.
η
.
(1)
The pair (l, η) is called universal among the pairs (e, ζ), while the transformation
η is called the unit ; one also says that η exhibits l as the left Kan extension of d
along j. Any two universal pairs are isomorphic.
If the target category M is cocomplete then the left Kan extension l always
exists, and can be constructed using ‘coends’ in M :
l(z) =
∫ y∈A
dy ⊗B(jy, z), (2)
where dy ⊗B(jy, z) denotes the copower
∐
f∈B(jy,z) dy in M . A coend is a certain
colimit, see for example Section IX.6 of [ML98]. Choosing a left Kan extension
l = lanj d : B →M for every d : A→M gives the left adjoint in the adjunction
lanj : [A,M ] [B,M ] : j
∗,⊥ (3)
where [A,M ] denotes the category of functors A→M and natural transformations,
and where j∗ is given by precomposition with j. The units η in (1) form the
components of the unit transformation of this adjunction.
More generally, the notion of left Kan extension above makes sense not only in
the 2-category Cat of categories, functors and natural transformations, but in any
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2-category. In particular we can consider Kan extensions in the 2-category Cat⊗ of
symmetric monoidal categories, symmetric monoidal functors and monoidal trans-
formations. To be precise, here we mean ‘pseudomonoidal’ categories and functors,
whose coherence maps are invertible. Examples of such categories include the cate-
gory of vector spaces and their tensor products, or the cartesian monoidal structure
on any category with finite products. We thus obtain the notion of ‘symmetric
monoidal left Kan extension’ of a symmetric monoidal functor d : A → M along a
symmetric monoidal functor j : A → B: it is a universal pair (l⊗, η⊗) among all
pairs (e⊗, ζ⊗) that consist of a symmetric monoidal functor e⊗ : B → M and a
monoidal natural transformation ζ⊗ : d
.
→ e⊗ ◦ j.
Writing U : Cat⊗ → Cat for the forgetful 2-functor, Getzer’s result gives condi-
tions on j and M under which any ordinary left Kan extension l of Ud along Uj,
in Cat, can be lifted to a symmetric monoidal left Kan extension l⊗ of d along j in
Cat⊗, such that Ul⊗ = l. Thus in that case symmetric monoidal left Kan exten-
sions can be computed simply as ordinary left Kan extensions. The following is a
reformulation of his result, which we have also restricted to the unenriched setting.
The original statement will be recalled later, as Proposition 4.36.
Proposition (Getzler). Let j : A→ B be a symmetric monoidal functor, and sup-
pose that M is cocomplete. If
(a) the binary tensor product ⊗ : M×M →M preserves colimits in both variables;
(b) for each x in A and z1, . . . , zn in B, the canonical map∫ (y1,...,yn)∈A×n
A(x, y1⊗· · ·⊗yn)×
n∏
i=1
B(jyi, zi)→ B(jx, z1⊗· · ·⊗zn), (4)
that is induced by applying j to the map in A, tensoring the maps in B, and
composing using the coherence map j(y1 ⊗ · · · ⊗ yn)
∼=
−→ jy1 ⊗ · · · ⊗ jyn, is an
isomorphism,
then, for any symmetric monoidal functor d : A→M , the ordinary left Kan exten-
sion of Ud along Uj can be lifted to a symmetric monoidal left Kan extension of d
along j. In particular, in this case the adjunction (3) lifts to an adjunction
lanj : [A,M ]ps [B,M ]ps : j
∗,⊥
where [A,M ]ps denotes the category of symmetric monoidal functors A → M and
monoidal transformations.
Condition (b) means that any map f : jx→ z1⊗· · ·⊗zn in B can be decomposed
as
f =
[
jx
jg
−→ j(y1 ⊗ · · · ⊗ yn)
∼=
−→ jy1 ⊗ · · · ⊗ jyn
h1⊗···⊗hn−−−−−−−→ z1 ⊗ · · · ⊗ zn
]
, (5)
where g : x → y1 ⊗ · · · ⊗ yn lies in A and the maps hi : jyi → zi lie in B. This
decomposition should be unique in the sense that if a second tuple (g′, h′1, . . . , h
′
n)
also decomposes f in the same way, then it is identified with (g, h1, . . . , hn) in the
coend above. To get a feeling for this condition we shall consider a detailed example,
in which we show how Getzler’s proposition can be used to prove that the forgetful
functor from ‘bicommutative Hopf algebras’ to cocommutative coalgebras has a left
adjoint.
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Example: Hopf monoids
An important source of symmetric monoidal functors are ‘algebras over PROPs’,
as follows. Informally, a ‘PROP’ is an algebraic structure that defines a type of
algebra that lives in a symmetric monoidal category, and whose operations may
have multiple inputs and multiple outputs. A typical example of such an algebra is
a ‘Hopf monoid’:
Definition. LetM = (M,⊗, 1) be a symmetric monoidal category. A Hopf monoid
H is a bimonoid (H,µ, η,∆, ε) in M , with multiplication µ : H ⊗H → H and unit
η : 1 → H , and comultiplication ∆: H → H ⊗ H and counit ε : H → 1, that is
equipped with a morphism S : H → H satisfying the identity
µ ◦ (S ⊗ id) ◦∆ = η ◦ ε = µ ◦ (id⊗S) ◦∆,
of maps H → H . An Hopf monoid H is called bicommutative if it is both commu-
tative and cocommutative as a bimonoid.
A PROP is a symmetric strict monoidal category P that has the set of natural
numbers N = {0, 1, 2, . . .} as objects, on which its tensor product acts as addition:
n1⊗· · ·⊗nm = n1+ · · ·+nm. A P-algebra A, in a symmetric monoidal categoryM ,
is a symmetric pseudomonoidal functor A : P→M , while morphisms of P-algebras
are monoidal transformations.
As an example, Wadsley shows in [Wad08] that the PROP H, whose algebras are
bicommutative Hopf monoids, has as hom-sets H(m,n) the sets of n×m-matrices
with integer coefficients. Composition in H is the usual matrix multiplication and,
if f : m1 → n1 and g : m2 → n2 are two matrices, their tensor product f ⊗ g : m1 +
m2 → n1+n2 is the block matrix
(
f 0
0 g
)
. Note that 0 is both the initial and terminal
object of H, because there is precisely one matrix with n rows and no columns, and
one matrix with no rows and n columns. Any H-algebra A : H → M induces the
structure of a bicommutative Hopf monoid on the image A = A(1) by taking the
composites
µ =
[
A⊗A ∼= A(2)
A(11)
−−−→ A
]
η =
[
1 ∼= A(0)
A(0)
−−−→ A
]
∆ =
[
A
A
(
1
1
)
−−−−→ A(2) ∼= A⊗A
]
ε =
[
A
A(0)
−−−→ A(0) ∼= 1
]
S =
[
A
A(−1)
−−−−→ A
]
,
where the isomorphisms are the coherence maps of A. That these composites satisfy
the bimonoid axioms and the Hopf monoid axiom follows directly from various
matrix equations. For example, the identity µ ◦ (S ⊗ id) ◦∆ = η ◦ ε is the A-image
of the matrix equation (
1 1
)(−1 0
0 1
)(
1
1
)
=
(
0
)
.
Thus every strict H-algebra induces a bicommutative Hopf monoid in M ; that this
extends to an isomorphism between [H,M ]ps and the category of bicommutative
Hopf monoids in M is shown in [Wad08].
Commutative monoids are modelled by a simpler PROP F, that is defined as
follows. Writing [n] for the set {1, . . . , n} if n ≥ 1, and [0] = ∅, the morphisms
m → n of F are functions f : [m] → [n]. Composition is the usual composition of
functions, while the tensor product f ⊗ g : m1 +m2 → n1 + n2 is given by
(f ⊗ g)(i) =
{
f(i) if i ≤ m1;
g(i−m1) + n1 if i > m1.
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It is readily seen that F-algebras inM are precisely the commutative monoids inM .
Dually algebras for the opposite category Fop are the cocommutative comonoids in
M .
Notice that the PROP Fop can be embedded into H by mapping each morphism
m → n, corresponding to a function f : [n] → [m], to the n ×m-matrix (fij) that
is given by fij = 1 if fi = j and 0 otherwise. Thus the image of F
op in H is the
subPROP consisting of all matrices that contain precisely one non-zero entry in
each row, whose coefficient is 1. This gives a symmetric strict monoidal functor
j : Fop →֒ H whose induced action
j∗ : [H,M ]ps → [F
op,M ]ps
on the categories of algebras is simply the forgetful functor, that maps each bicom-
mutative Hopf monoid to its underlying cocommutative comonoid.
We claim that the embedding j satisfies condition (b) of Getzler’s proposition.
To see this we have to show that every (n1+ · · ·+ns)×m-matrix f in H decomposes
as f = (h1 ⊗ · · · ⊗ hs) ◦ jg, where the hi are ni × li-matrices in H and jg is a
(l1 + · · ·+ ls) ×m-matrix in j(Fop), as in (5) above. It is easy to find matrices hi,
i = 1, . . . , s, and jg that satisfy this equation: for example we can take li = m and
let hi be the blocks of f as shown below. As jg we can then simply take the block
matrix of identity matrices Im of dimension m, as on the right.
f =

h1
h2
...
hs
 =

h1 0 . . . 0
0 h2
. . .
...
...
. . .
. . . 0
0 . . . 0 hs


Im
Im
...
Im

It is now not hard to check that the assignment f 7→ (g, h1, . . . , hs) does in fact give
an inverse to the canonical map (4), so that condition (b) is satisfied.
We conclude that, for every cocomplete symmetric monoidal category M satis-
fying condition (a), there exists an adjuction of categories of PROP-algebras
lanj : [F
op,M ]ps [H,M ]ps : j
∗.⊥
Hence we obtain a formal proof for the following corollary.
Corollary. Let M be a cocomplete symmetric monoidal category, whose binary
tensor product ⊗ : M ×M → M preserves colimits in both variables. The forget-
ful functor j∗ : [H,M ]ps → [Fop,M ]ps, from bicommutative Hopf monoids in M to
cocommutative comonoids in M , has a left adjoint.
Of course, for an explicit description of the free bicommutative Hopf monoid on
a cocommutative comonoid C = (C,∆, ε) in M , we have to unpack the coend (2),
which may not be easy. In the noncommutative case, with M the category of vector
spaces, a description of free Hopf algebras generated by coalgebras has been given
by Takeuchi [Tak71].
On the other hand we may consider the subPROP Σ ⊂ H that is generated by
the symmetries of H, and write i : Σ →֒ H for the embedding. In other words Σ
is the free symmetric strict monoidal category on the single object 1 ∈ H, and the
composite
[H,M ]ps
i∗
−→ [Σ,M ]ps ∼=M
is the forgetful functor from bicommutative Hopf monoids in M to M . That this
forgetful functor does not admit a left adjoint is considered ‘folklore’, e.g. it is
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not possible to construct a ‘free Hopf algebra’ on a vector space. In regard to
Getzler’s proposition, this manifests as the fact that the embedding i : Σ →֒ H
does not satisfy condition (b). Indeed Σ contains only isomorphisms, so that it is
impossible to decompose the matrix
(
1
1
)
: 1→ 2, that models the comultiplication,
as a composition 1
g
−→ 2
h1⊗h2−−−−→ 2, with g ∈ Σ, as is required in (5).
Similar settings
The question that Getzler’s proposition answers can be asked in many similar set-
tings, as follows. In abstract terms, we might consider any 2-monad T on any
2-category C, and let T -Alg denote the 2-category of T -algebras, T -morphisms and
T -cells (see Section 3.2). Like in any 2-category, the notion of left Kan extension
can be defined in both C and T -Alg. Thus, given T -algebras A, B and M , and
T -morphisms j : A→ B and d : A→M , assuming their left Kan extension l exists
in C we may ask the question
“Under what conditions on j and M does l lift to a left Kan extension
in T -Alg?”
Getzler’s result, in the way stated above, answers this question in the specific case
of the ‘free symmetric strict monoidal category’-monad on the 2-category C = Cat of
categories, functors and transformations. To convince the reader that this situation
is common three interesting examples are listed below.
As the first example we consider the ordered compact Hausdorff spaces as stud-
ied by Tholen [Tho09, Example 2]. Such spaces are preordered sets equipped with
a compact Hausdorff topology, which is compatible with the ordering. Since pre-
ordered sets can be thought of as categories enriched over the category 2 = (⊥ → ⊤)
of truth values, they can be considered as the objects of the 2-category C = 2-Cat,
where left Kan extensions of order preserving maps are defined. Precisely, the left
Kan extension of a pair of order preserving maps d : A→M and j : A→ B is given
by
(lanj)d(z) = sup{dx : jx ≤ z}
provided these suprema exist in M , see the discussion following Example 2.10.
Moreover there is a 2-monad on 2-Cat, called the ‘ultrafilter’-monad, whose alge-
bras are precisely the ordered compact Hausdorff spaces. In this case the question
becomes: “Given continuous order preserving maps j and d, when is lanj d above a
continuous left Kan extension?”
The second example is that of double categories, which we will use throughout
the thesis. Informally, a double category K consists of
- objects A,B,C, . . . ,
- vertical morphisms denoted f : A→ B,
- horizontal morphisms denoted J : A −7→ B, with a barred arrow,
- cells φ that are shaped as squares, with vertical and horizontal morphisms as
edges, as shown below:
A B
C D.
J
f g
K
φ
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Pairs of vertical morphisms can be composed, as can pairs of horizontal morphisms,
while pairs of cells can be composed both vertically, along a common horizontal
edge, and horizontally, along a common vertical edge. In ‘strict’ double categories
both compositions are strictly associative. Ones in which horizontal composition is
only associative up to coherent invertible cells are called ‘pseudo’ double categories;
these we will use often. Underlying any double category K is a diagram
K1 K0
L
R
of categories and functors, as follows. The category K0 consists of the objects and
vertical morphisms of K, while K1 has horizontal morphisms as objects; its maps
J → K are cells φ with horizontal source J and target K. The functors L and R
map J : A −7→ B to its source A and target B respectively, while the cell φ above is
mapped to Lφ = f and Rφ = g. Thus the assignment K 7→ (K1 ⇒ K0) forgets the
horizontal composition of K. The diagram K1 ⇒ K0 above can be considered as an
internal category in the category Ĝ1 of presheaves on G1 = (0⇒ 1) and thus as an
object of the 2-category Cat(Ĝ1) of internal categories, internal functors and internal
natural transformations in Ĝ1, where we have a notion of Kan extension. Moreover
there is a 2-monad on Cat(Ĝ1), that is induced by the ‘free category’-monad on
graphs, whose algebras are the double categories as introduced above. Thus, taking
double functors S : K → L and F : K →M, we can forget the structure of horizontal
compositions and regard them as functors S′ and F ′ in Cat(Ĝ1). Supposing that
the left Kan extension L′ of F ′ along S′ exists in Cat(Ĝ1), this leads to the same
question: “When can L′ be lifted to a left Kan extension of double functors?”
Generalising the previous example, the globular categories considered by Batanin
in his paper [Bat98] are contravariant functors Gop → Cat, where G is the ‘globe
category’. Batanin considers a monoidal structure on such categories and uses the
resulting ‘monoidal globular categories’ to define weak n-categories. This situation
too is like the ones described above: there is a 2-monad on Cat(Ĝ), induced by the
‘free ω-category’-monad on globular sets, whose algebras are the monoidal globular
categories.
The aim of the thesis is to answer the question asked above in a general, con-
ceptual way that, among others, can be applied to each of the three examples given
above.
The idea
In each of the three examples given above, the 2-category C and the 2-monad T
that we considered are part of a bigger structure, in the following sense.
There exists a ‘closed’ pseudo double category K that ‘equips C with
promorphisms’; moreover T can be extended to form a monad T ′ on K.
To understand what this means, we first remark that each double categoryK induces
a 2-category V (K) consisting of its objects, vertical morphisms and vertical cells
(cells whose horizontal source and target are identity morphisms). That K ‘equips
C with promorphisms’ means that V (K) ∼= C and that each morphism f : A → B
in C has both a ‘companion’ B(f, id) : A −7→ B and a ‘conjoint’ B(id, f) : B −7→ A
in K (for the details see the comments following Definition 1.10). One can think
of the companion B(f, id) as being the horizontal morphism ‘isomorphic’ to f , and
the conjoint B(id, f) being the horizontal morphism ‘adjoint’ to f . In this case the
horizontal morphisms of K are called the ‘promorphisms of C’, while K is called an
equipment.
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choice of weight J : A −7→ B resulting weighted colimit
B = ∗ (terminal category) ordinary weighted colimit
J = B(j, id) where j : A→ B ‘pointwise’ left Kan extension
J = ∗(!, id) where ! : A→ ∗ ordinary (conical) colimit
Table 1: Various types of weighted colimits in Cat.
The typical example of a 2-category that can be equipped with promorphisms
is the 2-category Cat of categories, functors and natural transformations. Here
the promorphisms are the profunctors: a profunctor J : A −7→ B is simply a functor
J : Aop × B → Set. That is, the pseudo double category K = Prof consists of
categories, functors, profunctors and natural transformations. The composition of
profunctors is similar to the composition of relations (see Example 1.3), while the
companion B(f, id) : A −7→ B and conjoint B(id, f) : B −7→ A, of a functor f : A→ B,
are given by the representable profunctors (x, y) 7→ B(fx, y) and (y, x) 7→ B(y, fx).
Furthermore, a double category K is ‘closed’ whenever, for each promorphism
J : A −7→ B, the functors given by pre- and postcomposition with J both have right
adjoints, which generalises the notion of a closed monoidal category. The equipment
Prof is closed: the right adjoint of precomposition with a profunctor J : A −7→ B maps
any profunctor K : A −7→ C to the ‘left hom’ profunctor J ⊳K : B −7→ C that is given
by
(J ⊳ K) (y, z) = {natural transformations J(–, y)
.
→ K(–, z)}.
These left homs allow us to define many kinds of ‘well behaved’ weighted colimits
in Cat, as follows. Given a profunctor J : A −7→ B (the weight) as well as a functor
d : A → M (the diagram), the J-weighted colimit of d, if it exists, is a functor
colimJ d : B →M that ‘represents’ the left hom J ⊳M(d, id) in the following sense:
there is a natural isomorphism of profunctors
M(colimJ d, id) ∼= J ⊳M(d, id).
One can verify that, taking various kinds of weights J , this generalises the usual
notions of colimits in Cat, as described in Table 1. For us, the most important of
these is that colimits weighted by companions are left Kan extensions, that is there
is a natural isomorphism
lanj d ∼= colimB(j,id) d : B →M, (6)
for any pair of functors d : A→ B and j : A→ B. In fact the functor colimB(j,id) d
satisfies a stronger property, that defines it as the ‘pointwise’ left Kan extension of
d along j, see [ML98, Corollary X.5.4]. We shall discuss the notion of pointwise left
Kan extensions at the end of this introduction.
For well behaved V the 2-category V-Cat of V-enriched categories can be equipped
with ‘V-enriched profunctors’, generalising the profunctors of Cat, and the result-
ing double category V-Prof will be closed. The same is true for the 2-category
Cat(E) of internal categories in a well behaved category E with finite limits (e.g. E
is a presheaf category). In each of these cases the left homs can be used to define
weighted colimits, just like we did in the case of Cat above.
We remark that weighted colimits can also be defined in pseudo double cate-
gories, that are neither equipments nor closed: Grandis and Pare´ consider in [GP08]
the notion of, what they call, ‘Kan extensions’ in ordinary double categories. We
shall see in Proposition 2.14 that, in a closed pseudo double category, every weighted
colimit, in our sense, is a Kan extension in their sense.
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Thus, given a 2-monad T on C, we will assume there exists a closed double
category K that equips C with promorphisms, together with a monad T ′ on K that
restricts to T on C. In each of the examples given in the previous section such
K and T ′ exist. Remember that, in general, a ‘colax morphism’ A → B between
two T -algebras A and B is a morphism f : A → B in C that is equipped with a
‘structure cell’ f¯ : f ◦ a ⇒ b ◦ Tf , as shown on the left below, where a : TA → A
and b : TB → B define the T -algebra structures on A and B. This structure cell
is required to satisfy an associativity and unit axiom. There is a dual notion of
‘lax morphism’ g : A→ B, in which the direction of g¯ is reversed, as shown on the
right below. Colax and lax morphisms whose structure cells are invertible are called
‘pseudomorphisms’.
TA A
TB B
a
Tf f
b
f¯
TA TB
A B
Tg
a b
g
g¯
In the case of the ‘free symmetric strict monoidal category’-monad on Cat, a colax
morphism f : A → B is a symmetric colax monoidal functor, that comes equipped
with structure maps f(x1 ⊗ · · · ⊗ xn) → fx1 ⊗ · · · ⊗ fxn. Getzler’s proposition
involves ‘pseudomonoidal functors’, for which these structure maps are invertible.
The main idea of this thesis is to generalise the above notions, of morphisms
between T -algebras in C, to notions of promorphisms between T ′-algebras in K.
For example, we shall define a ‘lax promorphism’ A −7→ B to be a promorphism
J : A −7→ B that comes equipped with a structure cell
T ′A T ′B
A B;
T ′J
a b
J
J¯
compare the structure cell g¯ of a lax morphism above. We shall see that colax
structures on a morphism f : A → B correspond precisely to lax structures on its
companion B(f, id) : A −7→ B.
Considering lax promorphisms J : A −7→ B whose structure cells J¯ are invertible
in K1 (the category of horizontal morphisms and cells) does not give the right notion
of pseudopromorphism, because J¯ being invertible in K1 implies that the structure
maps a : T ′A → A and b : T ′B → B are invertible. Instead, we shall consider the
two horizontal cells (i.e. cells with identities as vertical source and target)
T ′A T ′B B
T ′A A B
T ′J B(b, id)
A(a, id) J′
λJ¯ and
A T ′A T ′B
A B T ′B
A(id, a) T ′J
J B(id, b)
ρJ¯
that correspond to J¯ under the ‘orthogonal flipping’ operation that was introduced
by Grandis and Pare´ in [GP04, Section 1.6] (see also Proposition 1.24), and call
the lax promorphism J a ‘left pseudopromorphism’ or ‘right pseudopromorphism’
when respectively λJ¯ or ρJ¯ is invertible. For example, condition (b) of Getzler’s
proposition is equivalent to asking that the lax structure on the companion B(j, id)
of the monoidal functor j : A→ B is right pseudo.
Under a mild condition on the monad T ′, the two notions of pseudopromorphism
lead to corresponding notions of colax promorphism: a ‘left’ and a ‘right’ variant.
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In Chapter 4 we will see that the second variant, that of ‘right colax promorphisms’,
is well suited to constructing algebraic weighted colimits. More precisely, we will
show in Section 4.1 that T ′-algebras, colax morphisms, right colax promorphisms
form a pseudo double category T -Promrc, so that the main result of the thesis can
be stated as follows.
Theorem 4.32. Let T ′ be a ‘right suitable normal’ monad on a closed equipment K.
The forgetful functor UT
′
: T ′-Promrc → K ‘lifts’ all weighted colimits. Moreover its
lift of a weighted colimit colimJ d : B →M , where d : A→M is a pseudomorphism
and J : A −7→ B is a right pseudopromorphism, is a pseudomorphism whenever the
canonical vertical cell
colimT ′J(m ◦ T
′d)⇒ m ◦ T ′(colimJ d) (7)
is invertible, where m : T ′M →M is the structure map of M .
As before, that UT
′
lifts all weighted colimits means that, if the weighted colimit
k = colimUT ′J U
T ′d exists in K then the weighted colimit l = colimJ d exists in
T ′-Promrc, and can be chosen such that U
T ′ l = k. The assumption that T ′ is a
‘right suitable normal’ monad is the mild condition on T ′ that was mentioned above,
which is necessary to be able to define right colax promorphisms.
If we take for T ′ the extension of the ‘free symmetric strict monoidal category’-
monad on Cat, to the pseudo double category Prof of profunctors, then the second
assertion of the theorem above reduces to Getzler’s proposition. More precisely, for
monoidal functors d : A→M and j : A→ B, condition (b) of the latter means that
the companion B(j, id) of j is a right pseudopromorphism while condition (a) is
equivalent to the invertibility of (7).
Pointwise weighted colimits
In his paper [Str74] Street gave the following refinement of the notion of left Kan
extension, in any 2-category C that has ‘comma objects’ (a certain 2-limit; see Def-
inition 2.20), like the 2-category Cat(E) of categories, functors and transformations
internal to a category E with finite limits. Street says that the cell η : d ⇒ l ◦ j
in the diagram below exhibits l as the pointwise left Kan extension of d along j if,
for each f : C → B, the composition of cells below exhibits l ◦ f as the left Kan
extension of d ◦ πA along πC , where π defines j/f as the comma object of j and f .
j/f A
M
C B
πA
πC
d
j
f
l
π
η
For example the left Kan extensions in Cat, that are given as colimits weighted by
companions, as in (6), are pointwise.
As we remarked before, Grandis and Pare´ have defined left Kan extensions in
any pseudo double category in [GP08]; in the same paper they also define the
stronger pointwise variants, by generalising Street’s notion above and using ‘double
comma objects’. Modifying their definition somewhat, so that it fits in better with
our notion of weighted colimits, we likewise consider pointwise weighted colimits
in Section 2.3. The main result of Chapter 2 (Theorem 2.37) gives a condition
on equipments under which pointwise weighted colimits coincide with the ordinary
ones. For example, the pseudo double category Prof(E) of internal profunctors in a
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category E with finite limits, that equips Cat(E) with promorphisms, satisfies this
condition.
Finally, in Theorem 4.30 we shall prove that, roughly, given a monad T on an
equipment K, the equipment T -Promrc of right colax T -profunctors satisfies the
condition of Theorem 2.37 whenever K does, so that in that case weighted colimits
in T -Promrc are also pointwise.
Chapter 1
2-Categories equipped with
promorphisms
This chapter contains the preliminary definitions that will be used in the coming
chapters. We start by recalling the definition of pseudo double categories and, using
this, we recall the definition of 2-categories equipped with promorphisms. These,
also simply called ‘equipments’, will form the main setting of the theory presented
here. Throughout, the main examples that we consider are the equipments V-Prof of
V-enriched categories and V-profunctors, where V is some ‘well behaved’ symmetric
monoidal category, and the equipments Prof(E) of categories internal to E and
internal profunctors, where E is some ‘well behaved’ category with finite limits.
For most parts of this chapter we follow the papers [Shu08] by Shulman and
[CS10] by Cruttwell and Shulman, borrowing much of their notation as well. In
particular we name double categories after their horizontal morphisms, like they
do. However, we shall have no need to consider the more general ‘virtual double
categories’ that are the main subject of [CS10]. The notion of 2-categories equipped
with promorphisms was originally introduced by Wood [Woo82].
1.1 Pseudo double categories
In this section we recall the formal definition of the double categories, that we de-
scribed in the introduction. We will consider the ‘pseudo’ variants, whose horizontal
compositions satisfy the associativity and unit axioms only up to coherent invertible
cells.
In the introduction double categories were described as generalisations of 2-cat-
egories where, in contrast to the ordinary case, there are two types of morphisms,
one drawn vertically and the other drawn horizontally. Moreover the cells of such
double categories are shaped like squares, with both a pair of vertical morphisms
as source and target, as well as a pair of horizontal morphisms. In the introduction
we briefly mentioned the example of the double category Prof, with categories as
objects and functors and profunctors as vertical and horizontal morphisms. Before
recalling the formal definition of double categories we shall describe, in more detail,
another typical example.
Let us consider ringsA,B, . . . : besides the usual ring homomorphisms f : A→ B
between rings there are other objects that we may consider as morphisms A→ B,
namely (A,B)-bimodules. Remember that an (A,B)-bimodule J is an abelian
group J equipped with a left action l : A ⊗ J → J : (a, x) 7→ a · x and a right
action r : J ⊗B → J that are associative and unital, and that commute (the tensor
products here are tensor products of abelian groups). To distinguish it from ring
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homomorphisms we shall write J : A −7→ B. Of course, bimodules only deserve to be
considered as morphisms if they allow composition of ‘composable bimodules’, as
well as ‘unit bimodules’ that act as units for this composition. But they do: given
two bimodules J : A −7→ B and H : B −7→ C we can take the tensor product J ⊗B H
as the composite J ⊙H : A −7→ C and, since we have J ⊗B B ∼= J and A⊗A J ∼= J ,
we can take the unit (A,A)-bimodule A −7→ A to be the ring A itself, considered
as an (A,A)-bimodule. Thus, to define composition for bimodules we have to pick,
for every composable pair J and H , a tensor product J ⊗B H , that is, formally, a
coequaliser of the parallel pair
J ⊗B ⊗H J ⊗H J ⊗B H
r ⊗ id
id⊗l
(1.1)
in the category of abelian groups. Notice that, if we just pick any tensor product
J ⊗B H for each pair of composable bimodules J and H (and we do), then the
isomorphismA⊗AJ ∼= J need not be an identity. Thus the composition of bimodules
is not as strict as we are used to: instead of the composite of A⊗A J being equal to
J it is isomorphic to J . The same is true for associativity: the universal property of
the coequalisers above implies that (J ⊗BH)⊗CK ∼= J ⊗B (H⊗CK), but this will
in general not be an identity. However, since all these isomorphisms are ‘canonical’,
in the sense that they are obtained by universal properties, the family of all such
isomorphisms is ‘coherent’: an example of this coherence is the commuting of the
famous pentagon diagram of Mac Lane [ML98, Section VII.1], which states that
the two ways of using the isomorphisms, that compare the tensor products of three
factors, to obtain an isomorphism
(
(J⊗BH)⊗CK
)
⊗DL ∼= J⊗B
(
H⊗C (K⊗DL)
)
,
that compares the tensor product of four, coincide.
Thus, to summarise, (A,B)-bimodules can be considered as morphisms A −7→ B
which can be composed, but the resulting composition will only be associative and
unital ‘up to coherent isomorphisms’. Now, if we think about the mathematical
object containing rings, ring homomorphisms and bimodules, it is natural to wonder
how morphisms of bimodules fit in. The most general of these are morphisms
J → K from an (A,B)-bimodule J to a (C,D)-bimodule K, as follows. Given two
ring homomorphisms f : A → C and g : B → D, an (f, g)-bilinear map φ : J → K
is a homomorphism J → K of abelian groups such that φ(a · x) = f(a) · φ(x)
and φ(x · b) = φ(x) · g(b). Drawing ring homomorphisms vertically and bimodules
horizontally, we can depict the bilinear map φ as a square shaped cell
A B
C D.
J
f g
K
φ
This is a useful representation of such maps, for it allows us to represent the com-
posite ψ ◦φ : J ⇒ L, of φ and a second bilinear map ψ : K ⇒ L, as the two squares
on the left below. We call ψ ◦ φ the vertical composite of φ and ψ; as the diagram
below suggests it is an (h ◦ f, k ◦ g)-bilinear map J → L.
A B
C D
E F
J
f g
K
h k
L
φ
ψ
A B G
C D H
J
f
M
g l
K N
φ χ
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Likewise given a third (g, l)-bilinear map χ : M ⇒ N as on the right above, we
can construct the horizontal composite φ⊗g χ : J ⊗B M ⇒ K ⊗D N , by taking the
unique factorisation of the composite
J ⊗M
φ⊗χ
−−−→ K ⊗N → K ⊗D N
through the coequaliser J ⊗M → J ⊗B M . Again this composition is represented
nicely by drawing the cells of φ and χ side-by-side, as we have done above.
We conclude that to capture rings, ring homomorphisms, bimodules and bilinear
maps between bimodules in a ‘double category’Mod, such a double category should
have rings as objects, and two types of morphisms: the vertical ones being ring
homomorphisms and the horizontal ones being bimodules. Moreover it should have
2-dimensional structure that consists of square shaped cells representing the bilinear
maps between bimodules. Any two morphisms of the same type can be composed
in Mod, while any pair of ‘adjacent’ cells can be composed, either horizontally or
vertically. Finally we have seen that the composition of horizontal morphisms need
not be strictly associative and unital, but only up to isomorphisms of bimodules
(that is cells). This is exactly the description of a ‘pseudo double category’, whose
formal definition we shall now recall.
Consider a diagram of an internal category
K1 ×K0 K1 K1 K0,
⊙
L
R
U (1.2)
denotedK, in the 2-category Cat of categories, functors and natural transformations,
where K1 ×K0 K1 is the pullback
K1 ×K0 K1 K1
K1 K0
π2
π1 L
R
and such that the following equalities hold.
L ◦ ⊙ = L ◦ π1 : K1 ×K0 K1 → K0
R ◦ ⊙ = R ◦ π2 : K1 ×K0 K1 → K0
R ◦ U = id = L ◦ U : K0 → K0
(1.3)
The objects of K0 are called objects of K while the morphisms f : A→ C of K0 are
called vertical morphisms of K. An object J of K1 such that LJ = A and RJ = B
is denoted by the barred arrow
J : A −7→ B
and called a horizontal morphism of K. A morphism φ : J → K in K1, such that
Lφ = f : A→ C and Rφ = g : B → D, is depicted
A B
C D
J
f g
K
φ
and called a cell of K. We will call J and K the horizontal source and target of φ,
while we call f and g its vertical source and target. A cell φ : J ⇒ K whose vertical
source and target are identities is called horizontal.
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The fact that K0 is a category means that we can compose two vertical mor-
phisms f : A→ C and h : C → E to form h◦f , which we will draw as A
f
−→ C
h
−→ E,
as is customary. Likewise two horizontal morphisms J : A −7→ B and H : B −7→ F
can be composed using the functor ⊙ of (1.2); we will denote the result J ⊙ H
and draw it as A
J
−7→ B
H
−7→ F . If the horizontal source of a cell ψ coincides with
the horizontal target of φ then their vertical composite ψ ◦ φ can be formed in K1;
likewise for a cell χ whose vertical source is equal to the vertical target of φ, the
horizontal composite φ ⊙ χ is given by the image of (φ, χ) under the functor ⊙.
Notice that the vertical composition of cells is strictly associative, and that each
horizontal morphism J : A −7→ B comes with an identity
A B
A B
J
J
idJ
which is a unit for vertical composition. The edges of the vertical composite φ ◦ ψ
can be read off from the diagram obtained by drawing φ on top of ψ, sharing the
common horizontal edge, while the diagram of φ and χ side-by-side, sharing their
common vertical edge, represents the horizontal composite φ ⊙ χ. That the edges
of these diagrams indeed coincide with the edges of ψ ◦ φ and φ ⊙ χ follows from
the fact that L, R and ⊙ preserve composition, as well as the identities (1.3).
Thus compositions of cells can be naturally represented by joining them into a
grid — we will do so many times. Grids that consist of one or two columns always
define a unique composite because ⊙ is a functor. For example, suppose we are
given four composable cells as in
,
φ χ
ψ ξ
then (ψ ◦ φ)⊙ (ξ ◦ χ) = (ψ ⊙ ξ) ◦ (φ⊙ χ); this is called the interchange law.
The horizontal morphism UA = UA that is the image of A under U of (1.2), is
called the horizontal identity on A; in diagrams we will depict it simply by A A .
Likewise, given a vertical morphism f : A→ C, the horizontal identity cell Uf = Uf
will be depicted as
A A
C C.
f fUf
Cells whose horizontal source and target are horizontal identities, like Uf above,
are called vertical.
Definition 1.1. A pseudo double category K is a pseudo category internal to Cat.
That is, K is given by a diagram of functors (1.2) satisfying the conditions (1.3),
together with natural isomorphisms
a : ⊙ ◦ (⊙× id)
.
→ ⊙ ◦ (id×⊙) : K1 ×K0 K1 ×K0 K1 → K1;
l : ⊙ ◦ (U × id)
.
→ π2 : K0 ×K0 K1 → K1;
r : ⊙ ◦ (id×U)
.
→ π1 : K1 ×K0 K0 → K1,
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whose components are horizontal cells in K, and such that the usual coherence
axioms for a monoidal category or bicategory are satisfied (see e.g. [ML98, Section
VII.1]).
Thus, in contrast to composition of vertical morphisms, composition of horizon-
tal morphisms is only associative up to invertible horizontal cells
a : (J ⊙H)⊙K ⇒ J ⊙ (H ⊙K),
for any A
J
−7→ B
H
−7→ C
K
−7→ D, called the associators of K, and unital up to invertible
horizontal cells
l : UA ⊙ J ⇒ J and r : J ⊙ UB ⇒ J,
for any J : A −7→ B, called the unitors of K.
Given composable horizontal morphisms Ji : Ai−1 → Ai, for i = 1, . . . , n, we
will abbreviate by J1 ⊙ · · · ⊙ Jn their composition with right to left bracketing
J1⊙
(
· · ·⊙(Jn−1⊙Jn) · · ·
)
, and likewise for horizontal composites of cells. Moreover
in writing down compositions of cells we will often leave out the associators and
unitors. For example the composite
J⊙H
l−1
==⇒ UA⊙(J⊙H)
φ⊙ψ
===⇒ K⊙(L⊙M)
a
=⇒ (K⊙L)⊙M
χ⊙ξ
==⇒ (P⊙Q)⊙UX
r
=⇒ P⊙Q,
will be abbreviated to simply
J ⊙H
φ⊙ψ
===⇒ K ⊙ L⊙M
χ⊙ξ
==⇒ P ⊙Q.
That this does not introduce ambiguity follows from the coherence axioms: like
for monoidal categories and bicategories, they imply that any two composites of
⊙-products of (inverses of) associators, (inverses of) unitors and identity cells, that
have the same source and target, are equal. Thus, any two ways of completing an
abbreviation like above, by adding associators and unitors, will give the same result.
In fact, by a result of Grandis and Pare´ [GP99, Theorem 7.5] every pseudo double
category is equivalent to a strict double category, whose associators and unitors are
identities.
Likewise when drawing grids to represent compositions we shall always leave out
associators and unitors. For example by the grid
A A B D
A C D D,
J
f
D(g, id)
g
C(f, id) K
fη φ gε
that is taken from Proposition 1.24 below, we mean the composite
J⊙D(g, id)
l−1
==⇒ UA⊙
(
J⊙D(g, id)
) fη⊙(φ⊙gε)
=======⇒ C(f, id)⊙(K⊙UD)
id⊙r
===⇒ C(f, id)⊙K
or, in its abbreviated version, J ⊙D(g, id)
fη⊙φ⊙gε
======⇒ C(f, id)⊙K.
The following are examples of pseudo double categories. In the next section we
shall see that each of those are ‘promorphism equipments’.
Example 1.2. As will be clear rings, ring homomorphisms, bimodules and bilinear
maps form a pseudo double categoryMod. More preciselyMod0 = Rng, the category
of rings and their homomorphisms, whileMod1 has bimodules as objects and bilinear
maps as morphisms. The functors L and R : Mod1 → Rng map (A,B)-bimodules
J to LJ = A and RJ = B, and each (f, g)-bilinear map φ : J ⇒ K to Lφ = f and
Rφ = g. As discussed the components of the associator a and unitors l and r are
obtained from the universality of tensor products.
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Example 1.3. In the introduction we briefly mentioned the pseudo double category
Prof of profunctors; in detail it is given as follows. Its objects and vertical mor-
phisms are small categories and functors, i.e. Prof0 = Cat. Its horizontal morphisms
J : A −7→ B are profunctors, that is functors J : Aop×B → Set, where Aop is the dual
of A, obtained by reversing the arrows in A. We think of the elements of J(a, b)
as morphisms, and denote them j : a → b. Likewise we think of the actions of A
and B on J as compositions; hence, for morphisms s : a′ → a and t : b→ b′, we will
write t ◦ j ◦ s = J(s, t)(j). To describe the cells of Prof, first consider a profunctor
K : C −7→ D and functors f : A → C and g : B → D; we shall write K(f, g) for the
composite K ◦ (fop × g) : A −7→ B. A cell
A B
C D
J
f g
K
φ
of Prof is simply a natural transformation φ : J
.
→ K(f, g). Such transformations
clearly vertically compose so that they form a category Prof1 with profunctors as
objects.
The horizontal composition J ⊙B H of composable profunctors J : A −7→ B and
H : B −7→ C is given by the reflexive coequalisers∐
b1,b2∈B
J(a, b1)×B(b1, b2)×H(b2, c)⇒
∐
b∈B
J(a, b)×H(b, c)→ (J⊙BH)(a, c) (1.4)
of sets, for a ∈ A and c ∈ C, where the pair of maps let B(b1, b2) act on J(a, b1)
and H(b2, c) respectively. This can be thought of as a multi-object (and cartesian)
variant of the tensor product of bimodules (1.1). Often it is denoted shortly using
the coend notation
(J ⊙B H)(a, c) =
∫ b∈B
J(a, b)×H(b, c).
The associator a : (J⊙BH)⊙CK ∼= J⊙B(H⊙CK) is induced by the fact that taking
binary products preserves colimits in both factors. The unit profunctor UA on the
category A is given by its hom-objects UA(a1, a2) = A(a1, a2), with actions given
by composition, while the horizontal unit Uf for a functor f : A→ C is simply the
restriction A(a1, a2)→ B(fa1, fa2) of f to the set of maps A(a1, a2). The unitor
l : UA ⊙A J ∼= J is induced by the actions A(a1, a2)× J(a2, b)→ J(a1, b): it is not
hard to check that its inverse has as components the composites
J(a, b)→ A(a, a)× J(a, b)→ (UA ⊙A J)(a, b)
whose first maps are given by j 7→ (ida, j) while the second are insertions. The
isomorphisms UA⊙A J ∼= J and J ⊙B UB ∼= J are called the Yoneda isomorphisms.
Finally the horizontal composition φ⊙g ψ of the natural transformations
A B E
C D F
J
f
H
g h
K L
φ ψ
is given by the following composition of transformations
(J ⊙B H)(a, c) =
∫ b∈B
J(a, b)×H(b, c)
.
→
∫ b∈B
K(fa, gb)× L(gb, hc)
.
→
∫ d∈D
K(fa, d)× L(d, hc) = (K ⊙D L) (f, h) (a, c), (1.5)
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where the first is induced by the products φa,b × ψb,c and the second exists by the
universality of the second coend.
Example 1.4. There is a V-enriched variant of Prof as follows, for any symmetric
pseudomonoidal category V (with invertible coherence maps) that is cocomplete,
such that its binary tensor product –⊗ – preserves colimits on both sides. Examples
include the category of vector spaces over a field and their tensor products, the
cartesian monoidal category Cat of categories and functors or the category 2 =
(⊥ → ⊤) of truth values. The monoidal stucture taken on the latter is cartesian,
that is it is given by conjunction of truth values, while its coproducts are given by
disjunction.
The pseudo double category V-Prof of V-profunctors has small V-categories as
objects and V-functors as vertical morphisms. Generalising the unenriched case, the
horizontal morphisms J : A −7→ B of V-Prof are V-profunctors, that is V-functors of
the form J : Aop ⊗B → V . The dual Aop of A and tensor product Aop⊗B here are
constructed using the symmetry on V ; see [Kel82, Section 1.4] for details. We shall
again write K(f, g) = K ◦ (fop ⊗ g) where K : C −7→ D, f : A → C and g : B → D;
a cell
A B
C D
J
f g
K
φ
of V-Prof is a V-transformation φ : J
.
→ K(f, g).
Finally horizontal composites and units are both enriched variants of those of
V-Prof: the horizontal composition of composable V-profunctors J : A −7→ B and
H : B −7→ C is given by the coends
(J ⊙B H)(a, c) =
∫ b∈B
J(a, b)⊗H(b, c),
which are again computed as the coequalisers (1.4), but with the cartesian prod-
ucts of Set replaced by the tensor products of V . The unit V-profunctor UA on
the V-category A is given by its hom-objects UA(a1, a2) = A(a1, a2), with actions
given by composition; in particular there are enriched versions of the Yoneda iso-
morphisms UA ⊙A J ∼= J and J ⊙B UB ∼= J , see for example [Kel82, Formula 3.71].
The horizontal composition φ⊙g ψ of V-natural transformations φ and ψ is likewise
given as the enriched variant of (1.5).
In the simple case V = 2, a 2-enriched category A is the same as a preordered
set, that is a set A′ with an ordering ≤ that is reflexive and transitive, by taking
A′ = obA and x ≤ y if and only if A(x, y) = ⊤, for any pair of objects x and y.
Similarly, a 2-profunctor J : A −7→ B can be thought of as a relation ∼J between the
preordered sets A and B, such that if x1 ≤ x2 in A, x2 ∼J y1 and y1 ≤ y2 in B,
then x1 ∼J y2 as well. The horizontal composite of such relations J : A −7→ B and
H : B −7→ C is given by the usual composite of relations: x ∼J⊙H z if and only if
there exists a y in B such that x ∼J y and y ∼H z. A 2-functor f : A→ B is simply
an order preserving map while a cell φ, as above, exists (and is unique) if and only
if x ∼J y implies fx ∼K gy for all x in A and y in B.
Shulman shows in [Shu08, Section 11] that V-categories and V-profunctors can
be considered as ‘monoids’ and ‘bimodules’ in the simpler double category V-Mat of
‘V-matrices’. This will turn out useful for us, as many of our questions about V-Prof
are easier to answer by considering the ‘underlying questions’ in V-Mat. This is why
we shall recall this construction later, in Definition 1.16. In the same way, for every
category E with finite limits, there is a relatively simple pseudo double category
Span(E) of ‘spans in E ’, and monoids and bimodules in Span(E) are respectively
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categories and profunctors ‘internal in E ’. The pseudo double categories V-Mat and
Span(E) which, as we shall see in the next section, are promorphism equipments as
well, are introduced below.
Example 1.5. Let V be a monoidal category that has all coproducts which are
preserved by its tensor product. The pseudo double category V-Mat of V-matrices
is given as follows. Its objects are sets and its vertical morphisms are maps of sets,
that is V-Mat0 = Set, while a horizontal morphism J : A −7→ B, that is an object of
V-Mat1, consists of a ‘matrix’
(
J(a, b)
)
a∈A,b∈B
of V-objects. A cell
A B
C D
J
f g
K
φ
is given by a family of maps φa,b : J(a, b) → K(fa, gb) in V . Such cells clearly
compose vertically, thus forming a category V-Mat1. Horizontal composition of
V-matrices J : A −7→ B and H : B −7→ E is given by ‘matrix multiplication’:
(J ⊙H)(a, e) =
∐
b∈B
J(a, b)⊗H(b, e).
The existence of the associators follows from the assumption that the tensor product
preserves coproducts, while the unit UA on a set A is given by
UA(a, a
′) =
{
1 if a′ = a;
∅ otherwise,
where 1 denotes the monoidal unit of V , and ∅ its initial object. Finally, the
composition of composable cells
A B E
C D F
J
f
H
g h
K L
φ ψ
is given by the compositions
(J ⊙H)(a, e)→
∐
b∈B
K(fa, gb)⊗ L(gb, he)→ (K ⊙ L)(fa, he),
where the first map is the coproduct of the tensor products φa,b ⊗ ψb,e, and the
second map exists by the universal property of coproducts.
In case V = 2, a 2-matrix J : A −7→ B is a relation on A and B. Writing a ∼J b
whenever a and b are related in J , a cell φ as above exists (and is unique) if and
only if a ∼J b implies fa ∼K gb for all a ∈ A and b ∈ B. Horizontal composition of
relations is given by the usual composition of relations.
Example 1.6. For a category E with finite limits, the pseudo double category Span(E)
of spans in E is defined as follows. The objects and vertical morphisms of Span(E)
are those of E , while a horizontal morphism J : A −7→ B is a span A
jA
←− J
jB
−−→ B in
E . A cell φ as on the left below is a map φ : J → K in E such that the diagram on
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the right commutes.
A B
C D
J
f g
K
φ
J
A B
K
C D
jA
φ
jB
f g
kC kD
Given spans J : A −7→ B and H : B −7→ C, their composition J ⊙ H is given by the
usual composition of spans: after choosing a pullback J ×B H of jB and hB below,
it is taken to consist of the two sides of the diagram below.
J H
A B C
jA
jB hB
hC
J ×B H
That this composition is associative and unital up to coherent isomorphisms, with
spans of the form A
id
←− A
id
−→ A as units, follows from the universality of pullbacks;
horizontal composition of cells is also given by using this universality.
Since we assume E to have all finite limits we might equivalently regard a span
J as an object j : J → A×B in the slice category E/A×B. In this case we will still
write j = (jA, jB). A cell φ as above thus corresponds to a commutative square in
E as follows.
J K
A×B C ×D
φ
j k
f × g
(1.6)
Regarding spans in E as objects in slice categories, their horizontal composition can
be given as follows. Given a morphism f : X → Y notice that there is an adjunction
f∗ : E/X E/Y : f∗⊥
whose left adjoint f∗ is given by postcomposition with f and whose right adjoint
f∗ is given by pullback along f .
Lemma 1.7. Let E be a category with finite limits. Given a span j : J → A×B in
E, horizontal composition J ⊙ – : E/B × C → E/A× C can be given as
J ⊙ – = (jA × idC)∗ ◦ (jB × idC)
∗
,
where j = (jA, jB).
Proof. Let h : H → B × C be a second span in E . By definition J ⊙ H is given
by (jA ◦ p, hC ◦ q) : J ×B H → A × C, where p and q are the projections of the
pullback W = J ×B H , onto J and H respectively. An easy calculation will show
that (W, p, q) is the pullback of jB and hB if and only if
W H
J × C B × C
q
(p, hC ◦ q) h
jB × idC
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is a pullback square. Here the map on the left is, by definition, (jB × idC)∗h;
composing it with jA × idC does indeed give J ⊙H : W → A×C as asserted. It is
easily seen that this extends to the right action on morphisms of spans as well.
Having introduced the main examples, we close this section by recalling that
every pseudo double category K contains an underlying vertical 2-category V (K), of
vertical morphisms and cells, as well as a horizontal bicategory H(K), of horizontal
morphisms and cells, as follows (a bicategory is a category ‘weakly enriched’ in
Cat, see [Lei04, Definition 1.5.1]). The objects of both V (K) and H(K) are those
of K. Given objects A and B, the category H(K)(A,B) is the subcategory of K1
consisting of all horizontal morphisms A −7→ B and horizontal cells, that is cells with
identities as vertical maps, between them. The composition functors
H(K)(A,B) ×H(K)(B,C)→ H(K)(A,C)
are restrictions of ⊙ : K1 ×K0 K1 → K1, and we will denote composition in H(K)
again by ⊙.
On the other hand, the category V (K)(A,B) consists of vertical maps A →
B in K0, while the morphisms φ : f ⇒ g are the vertical cells of K, that is the
horizontal source and target of φ are horizontal identities. The vertical (in terms of
the 2-category V (K)) composition ψ ◦ φ of φ with a second vertical cell ψ : g ⇒ h
is given by the composition of the diagram
A A
A A A
B B B
B B
f g hφ ψ
where the top and bottom cells are given by (inverses of) unitors of K. That this
composition is strictly associative follows from the fact that the unitors satisfy the
identity coherence axiom (see [ML98, Diagram (7) of Section VII.1]). The horizontal
composition functors
⊙ : V (K)(A,B) × V (K)(B,C)→ V (K)(A,C)
are given by vertical composition in K, which is strictly associative.
Example 1.8. Remember that a vertical cell φ : f ⇒ g, of functors f and g : A→ B,
in the pseudo double category Prof of (unenriched) profunctors, is a natural trans-
formation of profunctors φ : UA
.
→ UB(f, g), where UB(f, g)(a1, a2) = B(fa1, ga2).
By naturality φ is completely determined by its images φa = φ(ida) : fa → ga in
B; indeed we have φ(u) = φa2 ◦ f(u) = g(u) ◦ φa1 for any u : a1 → a2 in A. From
this identity it follows that the maps φa form a natural transformation of functors
φ : f
.
→ g, in the usual sense; in fact this gives a bijective correspondence between
the vertical cells f ⇒ g of Prof and the natural transformations f
.
→ g.
It follows from the descriptions of the unitors of Prof, in Example 1.3, that the
vertical composition of two vertical cells φ : f ⇒ g and ψ : g ⇒ h corresponds to
the usual vertical composition ψ ◦ φ of natural transformations of functors, given
by (ψ ◦ φ)a = ψa ◦ φa. Moreover, the horizontal composition of two vertical cells
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φ : f ⇒ g and ψ : h⇒ k, where h and k are functors B → C, is determined by the
images
(φ⊙ ψ)a = ψ(φa) = ψga ◦ h(φa) = k(φa) ◦ ψfa : (h ◦ f)(a)→ (k ◦ g)(a),
that is it corresponds to the usual horizontal composite φ ⊙ ψ : h ◦ f
.
→ k ◦ g. We
conclude that V (Prof) ∼= Cat, the 2-category of small categories, functors and nat-
ural transformations. On the other hand clearly the horizontal bicategory H(Prof)
of Prof is the bicategory of categories and profunctors.
Likewise in the enriched case we get V (V-Prof) ∼= V-Cat, the 2-category of small
V-categories, V-functors and V-natural transformations.
1.2 2-Categories equipped with promorphisms
In the introduction we described 2-categories equipped with promorphisms, ‘pro-
morphism equipments’ in short, as pseudo double categories K in which every ver-
tical map f : A→ C is accompanied by two horizontal morphisms C(f, id) : A −7→ C
and C(id, f) : C −7→ A, respectively its ‘companion’ and ‘conjoint’. This description
is close to the original one given by Wood [Woo82]. However we will keep on follow-
ing Shulman’s paper [Shu08] and define promorphism equipments as pseudo double
categories in which all ‘cartesian fillers’ exist. Afterwards we will recall [Shu08,
Theorem A.2] which shows that the two definitions coincide.
In a pseudo double category K, a diagram of the form
A B
C D,
f g
K
also written as A
f
−→ C
K
−7→ D
g
←− B, is called a niche.
Definition 1.9. A cartesian filler for the niche above is a cell
A B
C D
K(f, g)
f g
K
ε
that is universal in that every other filler φ : J ⇒ K factorises uniquely as
X Y
A B
C D
J
h k
f g
K
φ =
X Y
A B
C
J
h k
K(f, g)
f g
K
fφg
ε
D.
The horizontal morphism K(f, g) is called the restriction of K along f and g.
Cartesian fillers are unique up to precomposition with invertible horizontal cells.
Definition 1.10. A pseudo double category in which every niche has a cartesian
filler is called a 2-category equipped with promorphisms, or simply a (promorphism)
equipment.
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We will call the vertical morphisms of a promorphism equipment simply mor-
phisms ; the horizontal morphisms will be called promorphisms. In the example be-
low we will see all the examples of the previous section are promorphism equipments,
but first we recall the definition of the companion and conjoint of a morphism.
Given a morphism f : A→ C, assume that the cartesian fillers
A C
C C
UC(f, id)
f f ε and
C A
C C
UC(id, f)
fεf
exist; we will abbreviate C(f, id) = UC(f, id) and C(id, f) = UC(id, f). Factorising
the identity cells Uf through these cartesian fillers gives cells
A A
A C
f
C(f, id)
fη and
A A
C A
f
C(id, f)
ηf
that satisfy
A A
C C
f fUf =
A A
A C
C C
f
C(f, id)
f
fη
f ε
and
A A
C C
f fUf =
A A
C A
C
f
C(id, f)
f
ηf
εf
C.
Moreover the uniqueness of factorisations through cartesian fillers implies that the
composites
A A C
A C C
C(f, id)
f
C(f, id)
fη fε and
C A A
C C A
C(id, f)
f
C(id, f)
εf ηf
are, after both pre- and postcomposition with (inverses of) unitors, equal to the
identity cells of C(f, id) and C(id, f) respectively. The two equalities involving fε
and fη above define C(f, id) as the companion for f , while those involving εf and
ηf define C(id, f) as the conjoint for f ; the equalities themselves are called the
companion and conjoint identities respectively. One can think of the companion
C(f, id) as the promorphism ‘isomorphic’ to f , while the conjoint C(id, f) can be
thought of as being ‘adjoint’ to f . Companions and conjoints were introduced by
Grandis and Pare´ in [GP04, Sections 1.2 and 1.3] where they are called ‘orthogonal
companions’ and ‘orthogonal adjoints’. As we remarked in the introduction, Wood’s
original definition of equipments, given in [Woo82], is close to defining equipments
as pseudo double categories in which every vertical morphism has a companion and
conjoint.
Example 1.11. For a niche A
f
−→ C
K
−7→ D
g
←− B in Mod, where f and g are ring ho-
momorphisms and K is a (C,D)-bimodule, the restriction K(f, g) : A −7→ B is K re-
garded as a (A,B)-bimodule via f and g, with left action A⊗K
f⊗id
−−−→ C ⊗K
l
−→ K
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and similar right action. The cartesian filler ε : K(f, g)⇒ K is simply the identity
for K: it is clear that any (f ◦h, g ◦ k)-bilinear map φ : J ⇒ K, as in Definition 1.9,
can be regarded as a (h, k)-bilinear map J ⇒ K(f, g), which is the unique factorisa-
tion fφg of φ through ε. In particular the factorisation fη of the horizontal unit Uf
through the companion cell fε, where Uf is the ring homomorphism f : A→ C re-
garded as a (f, f)-bilinear map, is again simply f , now regarded as a (id, f)-bilinear
map A⇒ C(f, id).
For a niche A
f
−→ C
K
−7→ D
g
←− B in Prof we have, in Example 1.3, already used
the notation K(f, g) to denote the composite K ◦ (fop × g) : A −7→ B. It is readily
seen that K ◦ (fop × g), together with the cell ε : K(f, g)⇒ K that is the identity
transformation on K ◦ (fop× g), do indeed form the cartesian filler: any other filler
X Y
A B
C D
J
h k
f g
K
φ (1.7)
in Prof, that is a transformation φ : J
.
→ K(f ◦ h, g ◦ k), can be regarded as a
cell φ : J ⇒ K(f, g), because K ◦ (fop × g) ◦ (hop × k) = K ◦
(
(f ◦ h)op × (g ◦
k)
)
. In particular the companion C(f, id) of a functor f : A → C is given by the
representable profunctor C(f, id)(a, c) = C(fa, c). Conjoints are given likewise.
The previous example generalises directly to the enriched case: in V-Prof the
restriction K(f, g) of a V-profunctor K is given by K(f, g) = K ◦ (fop⊗g) : A −7→ B.
In V-Mat the restriction K(f, g) : A −7→ B is simply given by K(f, g)(a, b) =
K(fa, gb); the cartesian filler K(f, g)⇒ K has identities as components. It follows
that the companion C(f, id) of f is given by
C(f, id)(a, c) =
{
1 if fa = c;
∅ otherwise,
while both fε and fη consist of identities. The conjoint C(id, f) is given likewise.
In Span(E) the restriction K(f, g) is given by the pullback K(f, g) = (f × g)∗k,
where k : K → C × D; the cartesian filler is the projection K(f, g) → K. The
universal property follows immediately from the fact that cells φ in Span(E) are
commutative squares like (1.6), which factor through the pullback K(f, g). Hence
the companion C(f, id) is the span A
id
←− A
f
−→ C, with fε = f and fη = idA, while
the conjoint C(id, f) is the span C
f
←− A
id
−→ A.
A pseudo double category has all cartesian fillers if and only if it has both
companions and conjoints for vertical morphisms, as the following shows.
Proposition 1.12 (Shulman). Let A
f
−→ C
K
−7→ D
g
←− B be a niche in a pseudo
double category K. If f has a companion C(f, id) and g has a conjoint D(id, g)
then the composition
C(f, id)⊙K ⊙D(id, g)
f ε⊙idK ⊙εg
=======⇒ UC ⊙K ⊙ UD ∼= K,
is a cartesian filler. In particular there is a canonical isomorphism C(f, id)⊙K ⊙
D(id, g) ∼= K(f, g).
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Sketch of the proof. This is shown in the proof of [Shu08, Theorem 4.1], and follows
directly from the companion and conjoint identities. For example, any other filler
φ : J ⇒ K as in (1.7) factorises uniquely through the cell above as the composition
J ∼= UX ⊙ J ⊙ UY
(fη◦Uh)⊙φ⊙(ηg◦Uk)
=============⇒ C(f, id)⊙K ⊙D(id, g).
Factorising the cartesian fillers C(f, id) ⊙ K ⊙ D(id, g) and K(f, g) through each
other we obtain the canonical isomorphism C(f, id)⊙K ⊙D(id, g) ∼= K(f, g).
Example 1.13. In Prof the isomorphism C(f, id)⊙CK⊙DD(id, g) ∼= K(f, g) is sim-
ply an instance of the Yoneda isomorphisms, which were described in Example 1.3.
The same holds for V-Prof.
Remember that an adjunction l ⊣ r in a bicategory B consists of morphisms
l : X → Y and r : Y → X , as well as cells η : idX ⇒ r◦l (the unit) and ε : l◦r⇒ idY
(the counit), satisfying the triangle identities[
l
idl⊙η
===⇒ l ◦ r ◦ l
ε⊙idl===⇒ l
]
= idl and
[
r
η⊙idr
===⇒ r ◦ l ◦ r
idr ⊙ε===⇒ r
]
= idr .
These generalise the usual adjunctions between categories, in the 2-category Cat of
categories, functors and natural transformations. The following, which is a direct
consequence of the companion and conjoint identities, will be used throughout.
Proposition 1.14. For any morphism f : A → C in an equipment K, the com-
panion C(f, id) is left adjoint to the conjoint C(id, f) in the horizontal bicategory
H(K). The unit fηf and counit fεf of this adjunction are given by
fηf =
[
UA ∼= UA ⊙ UA
fη⊙ηf
====⇒ C(f, id)⊙ C(id, f)
]
and fεf =
[
C(id, f)⊙ C(f, id)
εf⊙f ε
====⇒ UC ⊙ UC ∼= UC
]
.
Example 1.15. For a functor f : A → C the unit fηf of the adjunction C(f, id) ⊣
C(id, f) is, under the Yoneda isomorphism C(f, id) ⊙C C(id, f) ∼= C(f, f), simply
given by the action f : A(a1, a2)→ C(fa1, fa2) of f on maps in A, while the counit
fεf is induced by composition C(c1, fb)× C(fb, c2)→ C(c1, c2) in C.
The following definition recalls the notions of ‘monoid’ and ‘bimodule’ in pseudo
double categories, from [Shu08, Section 11]; see also [Lei04, Section 5.3]. These
are generalisations of the usual notions of monoids and bimodules in a monoidal
category, including the famous example of rings being monoids in the monoidal
category Ab of abelian groups and their tensor product.
Definition 1.16. Let K be a pseudo double category.
- A monoid A in K consists of A = (A0, A,m, e) where A : A0 −7→ A0 is a hori-
zontal morphism in K and m : A⊙A⇒ A and e : UA0 ⇒ A are horizontal cells
satisfying the associativity and unit axioms below. The cells m and e are called
the multiplication and unit of A.
m ◦ (idA⊙m) = m ◦ (m⊙ idA)
m ◦ (e ⊙ idA) = idA = m ◦ (idA⊙e)
- Given monoids A and B, a morphism of monoids f : A→ B consists of a vertical
morphism f0 : A0 → B0 and a cell
A0 A0
B0 B0
A
f0 f0
B
f
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that is compatible with the multiplications and units of A and B:
mB ◦ (f ⊙ f) = f ◦mA and f ◦ eA = eB ◦ Uf0 .
- Given monoids A and B, an (A,B)-bimodule J consists of J = (J, l, r), where
J : A0 −7→ B0 is a horizontal morphism in K and l : A⊙J ⇒ J and r : J ⊙B ⇒ J
are horizontal cells defining the actions of A and B on J . These actions each
satisfy the associativity and unit axioms
l ◦ (id⊙l) = l ◦ (m⊙ id) and l ◦ (e ⊙ id) = id,
likewise for r, and together satisfy the commutativity axiom
l ◦ (id⊙r) = r ◦ (l ⊙ id).
- Given monoids A, B, C and D, morphisms f : A → B and g : C → D and
bimodules J : A −7→ B and K : C −7→ D, a cell φ as on the left below
A B
C D
J
f g
K
φ
A0 B0
C0 D0
J
f0 g0
K
φ
is a cell in K as on the right, satisfying the following compatibility axioms.
lK ◦ (f ⊙ φ) = φ ◦ lJ rK ◦ (φ⊙ g) = φ ◦ rJ
Before giving examples we recall [Shu08, Proposition 11.10], which asserts that
monoids and bimodules in an equipment K form themselves an equipment Mod(K),
under a mild condition. Recall that a reflexive pair in a category C is a pair of
parallel maps f , g : X ⇒ Y together with a common section s : Y → X , that is
f ◦ s = idY = g ◦ s. A reflexive coequaliser is a coequaliser of a reflexive pair.
Proposition 1.17 (Shulman). Let K be an equipment such that the categories
H(K)(A,B) have reflexive coequalisers, that are preserved by horizontal composition
on both sides. Then the monoids and bimodules of K, together with their morphisms
and cells, again form an equipment Mod(K).
Sketch of the proof. We briefly recall the constructions that we will use here; for the
details see Shulman’s article [Shu08, Proposition 11.10]. The vertical composition
of morphisms of monoids and that of cells between bimodules is given by vertical
composition in K. For the horizontal composition, consider two composable bimod-
ules J : A −7→ B and H : B −7→ C; their horizontal composite J ⊙B H : A −7→ C is
constructed as the reflexive coequaliser
J ⊙B ⊙H J ⊙H J ⊙B H
r ⊙ id
id⊙l
in H(K)(A0, C0). By the unit axioms for the actions of B on J and H , a section
for the parallel cells can be given by the composite
J ⊙H ∼= J ⊙ UB0 ⊙H
id⊙e⊙id
=====⇒ J ⊙B ⊙H.
The unit for horizontal composition, on a monoid A, is itself considered as an
(A,A)-bimodule.
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Given horizontally composable cells
A B E
C D F
J
f
H
g h
K L
φ ψ
of bimodules, their horizontal composition φ⊙gψ is defined as follows. First consider
the composition J ⊙H
φ⊙ψ
===⇒ K ⊙ L ⇒ K ⊙D L, which factors as a horizontal cell
J ⊙H ⇒ (K ⊙D L)(f, h) through the cartesian filler for the niche A
f
−→ C
K⊙DL−−7−−→
F
h
←− E. The fact that the cells φ and ψ are compatible with the actions implies
that this factorisation factors further as J⊙BH ⇒ (K⊙DL)(f, h) which, composed
with the cartesian filler, corresponds to a cell J ⊙B H ⇒ K ⊙D L. This is what
φ⊙g ψ is defined to be.
Finally consider a niche A
f
−→ C
K
−7→ D
g
←− B consisting of morphisms of monoids
f and g and a bimodule K. The underlying niche A0
f0
−→ C0
K
−7→ D0
g0
←− B0 has a
cartesian filler ε : K(f0, g0)⇒ K in K, which can be made into a cell of bimodules
as follows. The action A⊙K(f0, g0)⇒ K(f0, g0) of A is given by the factorisation
of A ⊙ K(f0, g0)
f⊙ε
==⇒ C ⊙ K
l
=⇒ K through ε; the action of B is given similarly.
That ε is compatible with these actions follows immediately. Now the underlying
cell of any other filler φ will factor through ε as a cell φ′ in K. It is easy to see
that the universality of ε in K implies that φ′ is compatible with the actions on its
source and target bimodules, so that it is a cell of bimodules: we conclude that ε is
universal in Mod(K) as well.
Example 1.18. If V is a cocomplete symmetric pseudomonoidal category whose
binary tensor product –⊗ – preserves colimits in both variables, then the equipment
V-Mat of V-matrices satisfies the condition of the previous proposition, so that the
monoids and bimodules in V-Mat form an equipment Mod(V-Mat).
A monoid A in V-Mat consists of a set A0 and a V-object A(a, b) for every pair
a, b ∈ A0, such that the maps m : A(a, b) ⊗ A(b, c) → A(a, c) and e : 1→ A(a, a),
induced by its multiplication and unit, make A into a V-category. Likewise a
morphism f : A→ B of monoids is a V-functor. Given V-categories A and B, an
(A,B)-bimodule J : A −7→ B consists of V-objects J(a, b), for a ∈ A, b ∈ B, together
with action maps
l : A(a1, a2)⊗ J(a2, b)→ J(a1, b) and r : J(a, b1)⊗B(b1, b2)→ J(a, b2),
which can be reconsidered as V-functors J(–, b) : Aop → V and J(a, –): B → V
respectively, for each a ∈ A and b ∈ B. The compatibility axiom for l and r implies
that giving such families of V-functors is equivalent to giving a single V-profunctor
J : Aop⊗B → V (see [Kel82, Section 1.4]). Likewise, a cell of bimodules is precisely
a natural transformation of V-profunctors.
One readily checks that the horizontal compositions, that make Mod(V-Mat)
into a pseudo double category and that are given in the proof above, coincide with
the horizontal compositions of V-Prof as given in Example 1.4. We conclude that
the equipmentsMod(V-Mat) and V-Prof are ‘isomorphic’, even though we do not yet
know what that means; functors between pseudo double categories will be treated
in Chapter 3.
Monoids in Span(E) are ‘internal categories in E ’, as follows.
Example 1.19. A monoid A in Span(E) is given by a span d : A → A0 × A0 in E
equipped with a multiplication and unit as follows; we will write d = (d0, d1), and
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d2 = (d0 ◦ p, d1 ◦ q) : A×A0 A→ A0 ×A0 for the induced map on the composite of
A with itself, where p and q are the projections onto the first and second factor of
A×A0 A. The multiplication and unit of A are given by morphisms
A×A0 A A
A0 ×A0
m
d2 d
A0 A
A0 ×A0
e
(id, id) d
in the slice category E/A0×A0. Satisfying the associativity and unit axioms, these
make A into a category internal in E (see [ML98, Section XII.1]), with an ‘object of
objects’ A0 and an ‘object of morphisms’ A. The maps d0 : A→ A0 and d1 : A→ A0
are the source and target maps, so that the pullback A ×A0 A of d0 and d1 forms
the ‘object of composable morphisms’. The map m then gives the composition of
A while e supplies its identities. In the case that E = Set this recovers ordinary
categories as categories internal in Set, with the difference that where an ordinary
category A′ has sets of maps A′(a, b) for any pair of objects a and b, a category A
internal in Set has a single set of maps A, and comes with a map d : A→ A0 ×A0
that specifies sources and targets.
Likewise a map of monoids f : A → B is an internal functor : it consists of a
pair of maps f : A→ B and f0 : A0 → B0 making
A B
A0 ×A0 B0 ×B0
f
dA dB
f0 × f0
commute, and which are compatible with the composition and units of A and B.
An (A,B)-bimodule J is given by a span d : J → A0×B0, which can be thought
of as an object of ‘E-objects indexed by pairs of objects in A0 and B0’, with action
maps l : A ×A0 J → J and r : J ×B0 B → J , over A0 × B0, that are associative
and unital. Bimodules in Span(E) are called internal profunctors (‘internal hom-
functors’ in [ML98]). Again profunctors J that are internal in Set are equivalent
to the usual profunctors, but are given as a single set J of morphisms, as opposed
to giving a set J(a, b) of morphisms for each pair of objects a ∈ A and c ∈ C. A
cell φ as on the left below is given by a morphism φ : J → K in E on the right,
compatible with actions of the internal categories involved. Such a cell is called an
internal transformation of internal profunctors.
A B
C D
J
f g
K
φ
J K
A0 ×B0 C0 ×D0
φ
dJ dK
f0 × g0
(1.8)
Just like there is a notion of natural transformations between ordinary functors,
there is a notion of ‘internal transformation’ between a pair of internal functors f
and g : A → B as well: see (1.10) below. Like in the ordinary case (Example 1.8),
such transformations correspond to vertical cells φ between internal profunctors, as
we shall see in Proposition 1.22.
If E has reflexive coequalisers preserved by pullbacks then Span(E) satisfies the
condition of the proposition above, so that categories and profunctors internal to
E form an equipment, which we shall denote Prof(E). Its horizontal composition
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J ⊙B H of internal profunctors J : A −7→ B and H : B −7→ C can be given by the
reflexive coequaliser of pullbacks
J ×B0 B ×B0 H ⇒ J ×B0 H → J ⊙B H,
where the parallel pair of maps is given by the actions of B on J and H . The
internal unit profunctor UA is simply d : A → A0 × A0 itself, with actions given
by composition. Moreover, the horizontal composite φ⊙g ψ of two cells on the left
below is given by the unique factorisation on the right.
A B E
C D F
J
f
H
g h
K L
φ ψ
J ×B0 H J ⊙B H
K ×D0 L K ⊙D L
φ×g0 ψ φ⊙g ψ
Finally, the proof of the proposition above shows that the cartesian filler K(f, g)
of a niche A
f
−→ C
K
−7→ D
g
←− B in Prof(E) can be constructed in Span(E), so the span
underlying the profunctorK(f, g) is the pullback (f0×g0)∗k, where k : K → C0×D0
is the span underlying K. The factorisation fφg : J → K(f, g) of any internal
transformation φ of the form (1.8), is obtained by factoring its underlying map
φ : J → K through the pullback K(f, g).
Although internal categories can be considered in any category E with finite
limits, we will mostly be interested in the case of E being the category Ŝ = [Sop, Set]
of presheaves on a small category S.
Example 1.20. Let S be a small category. Since pullbacks of presheaves are given
pointwise, it follows that giving the multiplication m and unit e of a monoid
A : A0 −7→ A0 in Span(Ŝ) is the same as giving the sets (A0)s and As, for each
s ∈ obS, the structure of a category. Moreover, the fact that m and e of A are
maps of presheaves is equivalent to the two images of each u : r → s in S, under
A and A0, constituting a functor Au : As → Ar. Thus monoids in Span(Ŝ) are
functors A : Sop → Cat, which we shall call S-indexed categories1. Similarly a map
of monoids f : A → B is an S-indexed functor, that is a natural transformation
f : A
.
→ B.
An (A,B)-bimodule J in Span(Ŝ) is, by definition, a natural transformation of
presheaves d : J → A0×B0 together with actions l : A×A0 J → J and r : J×B0B →
J , which are transformations over A0×B0 as well, and satisfy the bimodule axioms.
We will call such bimodules S-indexed profunctors. An elementary calculation will
show that the coequalisers of E = Set are preserved by pullbacks; that this is the case
for any category of presheaves E = Ŝ follows since limits and colimits of presheaves
are computed pointwise. Hence we can apply Proposition 1.17, so that S-indexed
categories and S-indexed profunctors form an equipment Prof(Ŝ) = Mod(Span(Ŝ)).
As an example we consider the equipment Prof(Ĝ1) of categories and profunctors
indexed by G1 = (0 ⇒ 1). Briefly speaking, categories indexed by G1 are ‘double
categories without horizontal compositions’.
Example 1.21. A G1-indexed category A : G
op
1 → Cat consists of two categories A0
and A1 together with a pair of functors L and R : A1 → A0, that is it consists of
the data underlying a category internal in Cat as in (1.2). Hence, like a double
category, we think of the objects a, a′, . . . of A0 as objects of A, the morphisms
p : a → a′ of A0 as vertical morphisms of A, the objects j of A1, with Lj = a1
1We should warn the reader that the same terminology is used in literature to mean
pseudofunctors Sop → Cat, where Cat is the 2-category of categories, functors and transforma-
tions.
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and Rj = a2, as horizontal morphisms j : a1 −7→ a2 of A and, lastly, the morphisms
x : j → k of A1, with Lx = p and Rx = q, as cells x of A of the form as shown below.
The composition of A0 and A1 gives vertical composition of vertical morphisms and
cells respectively. In other words, a G1-indexed category A is a ‘double category
without horizontal compositions’. In fact, in Section 3.2 we shall consider the ‘free
strict double category’-monad D on the double category of G1-indexed categories
and their profunctors, and a D-algebra structure on a G1-indexed category A will
equip A with horizontal compositions.
a1 a2
a′1 a
′
2
j
p q
k
x
A G1-indexed functor f : A→ B is simply given by two functors f0 : A0 → B0 and
f1 : A1 → B1 such that L ◦ f1 = f0 ◦ L and R ◦ f1 = f0 ◦R. Thus f maps objects,
vertical morphisms and horizontal morphisms, as well as cells, of A to those of B, in
a way that preserves vertical and horizontal sources and targets, as well as vertical
compositions.
A G1-indexed profunctor J : A −7→ B is given as follows. Its underlying span
in Span(Ĝ1) consists of sets J0 and J1, together with functions L, R, d0 and d1,
that make both the ‘L-square’ and the ‘R-square’ in the diagram on the left below
commute.
J1 obA1 × obB1
J0 obA0 × obB0
d1
L R L× L R× R
d0
a1 a2
b1 b2
h
s t
k
u
Given a pair of objects a ∈ A and b ∈ B we write J0(a, b) = d
−1
0 {(a, b)}, and
likewise J1(h, k) = d
−1
1 {(h, k)} for horizontal morphisms h : a1 −7→ a2 in A and
k : b1 −7→ b2 in B. As with ordinary profunctors (Example 1.3) we shall think of
elements s ∈ J0(a1, b1) as vertical morphisms s : a1 → b1, and of u ∈ J1(h, k), with
Lu = s and Ru = t, as a cell u as shown on right above. That the sources and
targets of k, h, s and t indeed coincide as drawn follows from the commuting of
the two squares on the left above. The left action of A on J is given by functions
◦ : Ai×obAi Ji → Ji, for i = 0, 1, that make both squares in the diagram on the left
below commute, and that satisfy associativity and unit axioms.
A1 ×obA1 J1 J1
A0 ×obA0 J0 J0
◦
L×L L R×R R L R
◦
a′1 a
′
2
a1 a2
j
p q
h
x
This lets us ‘precompose’ the morphisms and cells of A with those of J : for example
we can compose the cell x in A with u above to obtain a cell u ◦ x : j ⇒ k in J .
The commuting of the diagram on the left states that these compositions need to
be compatible with L and R (e.g. L(u ◦ x) = s ◦ p); of course they also need to be
associative and unital. Analogously J comes equipped with an action of B, given
by functions ◦ : Bi ×obBi Ji → Ji that satisfy similar axioms, while the actions of
A and B commute.
Given a second G1-profunctor H : B −7→ C, the horizontal composition J ⊙B H
is given by the coequalisers
Ji ×obBi Bi ×obBi Hi ⇒ Ji ×obBi Hi → (J ⊙B H)i, (1.9)
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for i = 0, 1, where the parallel pair of maps is given by the actions of B on J and
H . Thus, for an object a in A and c in C, the set of vertical maps (J ⊙B H)0(a, c)
is the set of equivalence classes of formal vertical composites
a
s
−→ b
t
−→ c, s ∈ J and t ∈ H ,
modulo the usual coend relation, which coequalises post- and precomposition with
maps of B0. The sets of cells (J ⊙B H)1 are given similarly: they consist of equiv-
alence classes of formal vertical composites of cells.
This leaves the G1-indexed cells in Prof(Ĝ1), as on the left below, where J and
K are G1-indexed profunctors and f and g are G1-indexed functors.
A B
C D
J
f g
K
φ
Ji obAi × obBi
Ki obCi × obDi
di
φi fi × gi
di
J1 J0
K1 K0
L
R
φ1 φ0
L
R
Such a cell φ is given by a pair of maps φi : Ji → Ki, for i = 0, 1, that make the two
diagrams on the right above commute, and that are compatible with the actions
of A, B, C and D. This means that φ0 and φ1 map the vertical morphisms and
vertical cells of J to those of K, in a way that is compatible with horizontal and
vertical sources and targets, as shown below.
φ :
(
a
s
−→ b
)
7→
(
fa
φs
−→ gb
)
φ :
a1 a2
b1 b2
h
s1 s2
k
u 7→
fa1 fa2
gb1 gb2
fh
φs1 φs2
gk
φu
These assignments are compatible with respect to the actions of A and B in the
usual sense: for example φ(u ◦ x) = φu ◦ fx, for the composite of a cell u in J and
x in A.
We now briefly return to the comment in Example 1.19, about the vertical cells
in the equipment Prof(E) of profunctors internal to E . Just like natural transfor-
mations between ordinary functors, there is a notion of internal transformations
φ : f
.
→ g between internal functors f and g : A→ B, as defined in e.g. [Str74, page
107]. Such transformations are given by a map φ as on the left below, such that
the naturality diagram on the right commutes. In the proposition below we shall
prove that, like in Prof (see Example 1.8), the vertical cells of Prof(E) are exactly
such internal transformations.
A0 B
B0 ×B0
φ
(f0, g0) dB
A B ×B0 B
B ×B0 B B
(f, φ ◦ d1)
(φ ◦ d0, g) mB
mB
(1.10)
Internal categories, functors and the transformations above form a 2-category Cat(E),
where the natural transformations compose as follows. The vertical composition of
the transformations φ : f
.
→ g and ψ : g
.
→ h, where f , g, h : A→ B, is given by
A0 ∼= A0 ×A0 A0
φ×ψ
−−−→ B ×B0 B
mB−−→ B,
while the horizontal composite of φ : f
.
→ g and ψ : h
.
→ k, now with f , g : A→ B
and h, k : B → C, is given by
A0 ∼= A0 ×A0 A0
φ×g0
−−−→ B ×B0 B0
h×ψ
−−−→ C ×C0 C
mC−−→ C.
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Proposition 1.22. Let E be a category with finite limits. Transformations φ of
internal profunctors (see Example 1.19), that are of the form as on the left below,
correspond to maps φ0 in E, as in the middle, that make the diagram on the right
commute.
A A
C D
f g
K
φ
A0 K
C0 ×D0
φ0
(f0, g0) k
A C ×C0 K
K ×D0 D K
(f, φ0 ◦ d1)
(φ0 ◦ d0, g) l
r
(1.11)
This correspondence preserves the factorisations through the restriction K(f, g)
(again see Example 1.19) in the sense that (fφg)0 : A0 → K(f, g) coincides with
the factorisation of φ0 through the pullback K(f, g). Moreover it preserves vertical
composition in the sense that (χ ◦ φ)0 = χ ◦ φ0, for any transformation χ with
horizontal source K, and horizontal composition in the sense that
A0 ×A0 H K ×D0 L
A⊙A H K ⊙D L
φ0 ×g0 ψ
φ⊙g ψ
∼=
commutes, for any transformation ψ : K ⇒ L with left vertical map g.
If E has coequalisers preserved by pullbacks, so that internal profunctors in E
from an equipment Prof(E) by Proposition 1.17, then this correspondence induces
an isomorphism of 2-categories V (Prof(E)) ∼= Cat(E).
We will often abuse notation and denote φ0 by φ as well; it will always be clear
which of the two is meant.
Proof. To a cell φ above, which is given by a map φ : A → K in E , we assign the
composition φ0 =
[
A0
eA−−→ A
φ
−→ K
]
. That it makes the diagram on the right in
(1.11) commute follows from the fact that
A×A0 A C ×C0 K
A×A0 A0
A K
A0 ×A0 A
A×A0 A K ×D0 D
f × φ
mA l
id×eA
φ
eA × id
mA
φ× g
r
∼=
∼=
commutes, where the commuting squares describe the naturality of φ and the com-
muting triangles form the unit axiom for A. Conversely a map φ0 : A0 → K induces
a cell φ : UA ⇒ K given by the composite A → K of either leg of the naturality
diagram (1.11) of φ0 above. That the resulting map is natural follows from the
facts that f and g are compatible with composition and that the actions l and r are
associative. That the two assignments φ 7→ φ0 and φ0 7→ φ thus given are inverse
to each other follows from the commutativity diagram above, together with the fact
that f and l (or g and r) are compatible with the units of A, B and C.
We saw in Example 1.19 that the restriction K(f, g) is the pullback of k : K →
C0 ×D0 along f0 × g0; that the correspondence above preserves the factorisations
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through K(f, g) in the way as claimed follows directly from the universal property
of the pullback K(f, g). That the diagram for the horizontal composition commutes
follows from the commuting of
A0 ×A0 H A×A0 H K ×D0 L
H A⊙A H K ⊙D L,
φ0 ×g0 ψ
e× id φ×g0 ψ
l
φ⊙g ψ
∼=
∼=
where the square on the right commutes by definition of φ⊙g ψ, while the triangles
making up the square on the left commute by the unit axiom forH and the definition
of the Yoneda isomorphism H ∼= A⊙A H .
Of course if φ is vertical, i.e. K = UB from some internal category B, then
φ0 is an internal transformation as given in (1.10); checking that this induces an
isomorphism V (Prof(E)) ∼= Cat(E) is straightforward.
Having introduced the main examples, the following propositions record some
useful properties of equipments. Some of these can be found in [Shu08]; they all
follow as specialisations of the Theorems and Corollaries 7.16 – 7.22 of [CS10] for
‘virtual equipments’ to the ordinary equipments that we consider. Remember that
the companion B(f, id) : A −7→ B of a map f : A→ B is defined by two cells fε and
fη that satisfy the companion identities; see the discussion following Definition 1.10.
Proposition 1.23 (Shulman). If B(f, id) and C(g, id) are the companions of com-
posable morphisms f : A → B and g : B → C, in an equipment K, then the com-
positions of the diagrams below define the composition B(f, id) ⊙ C(g, id) as the
companion of g ◦ f .
A B C
B B C
C C C
B(f, id)
f
C(g, id)
g
C(g, id)
g
fε
id
Ug gε
A A A
A B B
A B C
f f
B(f, id)
g
B(f, id) C(g, id)
fη Uf
id gη
Consequently, any other companion C(g ◦ f, id) of the composite g ◦ f induces a
canonical horizontal invertible cell B(f, id) ⊙ C(g, id) ⇒ C(g ◦ f, id) that is the
factorisation of the cartesian filler above through g◦fε : C(g ◦ f, id)⇒ UC .
Analogously the composition C(id, g)⊙ B(id, f) can be taken as the conjoint of
g ◦ f , and any other conjoint C(id, g ◦ f) for g ◦ f induces a canonical horizontal
invertible cell C(id, g)⊙B(id, f)⇒ C(id, g ◦ f).
Notice that, using the unit axiom for K, the cartesian filler on the left above can
also be written as the composition
B(f, id)⊙ C(g, id)
fε⊙id
===⇒ UB ⊙ C(g, id)
l
=⇒ C(g, id)
gε
=⇒ UC .
Proof. It is clear that the companion identities imply that the compositions of
the two diagrams above vertically compose to the identity of g ◦ f and horizon-
tally compose to the horizontal identity on B(f, id) ⊙ C(g, id), that is they define
B(f, id) ⊙ C(g, id) as the companion of g ◦ f . The existence of the canonical iso-
morphisms follows from the fact that any two companions of g ◦ f are isomorphic
(via invertible horizontal cells).
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Although the bijective correspondence itself, below, is given by Grandis and
Pare´ in [GP04, Section 1.6] (see also [CS10, Corollary 7.21]), the author has not
seen the explicit descriptions of its functoriality before.
Proposition 1.24 (Grandis and Pare´). In any equipment K there are bijective
correspondences between the three sets consisting of all cells that are of the form
A B D
A C D,
J D(g, id)
C(f, id) K
A B
C D
J
f g
K
and
C A B
C D B
C(id, f) J
K D(id, g)
respectively. For a cell φ that is of the second form above, we write λφ for the
corresponding cell of the first form and ρφ for that of the third form; they are given
by the compositions
λφ =
A A B D
A C D D
J
f
D(g, id)
g
C(f, id) K
fη φ gε and ρφ =
C A B B
C C D B.
C(id, f) J
f g
K D(id, g)
εf φ ηg
The assignments φ 7→ λφ and φ 7→ ρφ preserve horizontal identity cells as well as
compositions, the latter in the following sense. For vertically composable cells as
on the left below the diagram of horizontal cells on the right commutes, where the
canonical cells λ⊙ are given by the previous proposition.
A B
C D
E F
J
f g
K
h k
L
φ
ψ
C(f, id)⊙K ⊙ F (k, id)
J ⊙D(g, id)⊙ F (k, id) C(f, id)⊙ E(h, id)⊙ L
J ⊙ F (k ◦ g, id) E(h ◦ f, id)⊙ L
id⊙λ⊙
λφ ⊙ id id⊙λψ
λ(ψ ◦ φ)
λ⊙ ⊙ id
(1.12)
If φ is a horizontal cell, that is f = idC and g = idD, this reduces to
λ(ψ ◦ φ) = λψ ◦ (φ⊙ id) : J ⊙D(g, id)⇒ C(f, id)⊙ L;
likewise when ψ is a horizontal cell. Secondly, given horizontally composable cells
as on the left below, the diagram on the right commutes.
A B G
C D H
J
f
M
g l
K N
φ χ
J ⊙D(g, id)⊙N
J ⊙M ⊙H(l, id) C(f, id)⊙K ⊙N
id⊙λχ
λ(φ⊙ χ)
λφ⊙ id
(1.13)
Analogously for φ 7→ ρφ the following hold, where the cells ρ⊙ are given by
previous proposition.
ρ(φ ◦ ψ) ◦ (ρ⊙ ⊙ id) = (id⊙ρ⊙) ◦ (ρψ ⊙ id) ◦ (id⊙ρφ)
ρ(φ⊙ χ) = (id⊙ρχ) ◦ (ρφ ⊙ id)
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Proof. Let ψ be a horizontal cell J ⊙D(g, id) ⇒ C(f, id) ⊙K, i.e. ψ is of the first
form above. It is clear that the companion identities for C(f, id) and D(g, id) imply
that mapping ψ to the composition of the diagram below gives an inverse to φ 7→ λφ.
Similarly composing a cell, that is of the third form above, with the conjoint cells
ηf and εg gives an inverse to φ 7→ ρφ.
A B B
A B D
A C D
C C D
J
g
J D(g, id)
C(f, id)
f
K
K
ψ
id gη
f ε id
That the assignments λ and ρ preserve horizontal identity cells follows from the
companion and conjoint identities. To show that λ preserves vertical compositions,
consider the cells φ and ψ of (1.12); we will show that the diagram (1.12) commutes.
The composite of λφ⊙ id and id⊙λψ in the top leg of the diagram can be written as
the composition of the following grid of cells, where the empty cells denote identity
cells.
A A A B D F
A C C D D F
A C E F F F
f
J
f
D(g, id)
g
F (k, id)
C(f, id) K
h k
F (k, id)
k
C(f, id) E(h, id) M
fη φ gε
hη ψ kε
It follows from the definition (see Proposition 1.23) of the canonical cells λ⊙ that
postcomposing the square of companion cells on the left with λ⊙ gives the compan-
ion cell h◦fη; in the same way precomposing the companion cell k◦gε in λ(ψ ◦ φ)
with λ⊙ gives the square of companion cells on the right above. This shows that
both legs of the diagram (1.12) are equal.
Now suppose that φ in (1.12) is a horizontal cell. In that case postcomposing the
left subsquare in the diagram above with λ⊙ : C(id, id)⊙E(h, id)⇒ E(h, id) reduces
it to the single companion cell hη, since both are factorisations of Uh through hε.
Likewise, precomposing the right subsquare with the composite
F (k, id)
l−1
==⇒ UD ⊙ F (k, id)
idη⊙id
====⇒ D(id, id)⊙ F (k, id)
reduces it to kε. It follows that precomposing the top leg of (1.12) with the above
composition gives λψ ◦ (φ ⊙ id). On the other hand, the universal property of the
companion cell kε implies that the composite above, followed by λ⊙, is equal to
the identity on F (k, id), so that the bottom leg of (1.12), precomposed with the
composite above, reduces to λ(ψ ◦ φ). We conclude that λ(ψ ◦ φ) = λψ ◦ (φ ⊙ id).
Finally it is easily seen that the diagram (1.13) for the vertically composable
cells φ and χ commutes because, in the vertical composition of id⊙λχ and λφ⊙ id,
the companion cell gε in λφ cancels with the companion cell gη in λχ.
Recall that any equipment K induces a 2-category V (K) of morphisms and ver-
tical cells, as well as a bicategory H(K) of promorphisms and horizontal cells. The
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assignments φ 7→ λφ and φ 7→ ρφ restrict to ‘pseudofunctors’ between V (K) and
H(K), as follows. Recall that a pseudofunctor F : B → C between bicategories is
a ‘weakly’ Cat-enriched functor, preserving composition and identities only up to
coherent invertible cells in C, which are called compositors and unitors (see [Lei04,
Definition 1.5.8]). A pseudofunctor F is called locally fully faithful whenever it re-
stricts to fully faithful functors B(X,Y )→ C(FX,FY ) on the morphism-categories.
Given a bicategory B we write Bop and Bco for the bicategories obtained by revers-
ing respectively the morphisms or the cells of B, that is Bop(X,Y ) = B(Y,X) and
Bco(X,Y ) = B(X,Y )op.
Proposition 1.25 (Shulman). Choosing a companion B(f, id) for every morphism
f : A→ B, together with the assignment
φ 7→
[
B(g, id)
l−1
==⇒ UA ⊙B(g, id)
λφ
=⇒ B(f, id)⊙ UB
r
=⇒ B(f, id)
]
, (1.14)
for each vertical cell φ : f ⇒ g and where λφ is given in the previous proposition,
gives a pseudofunctor λ : V (K)co → H(K) that restricts to the identity on objects
and that is locally fully faithful. Its compositor components
λ⊙ : B(f, id)⊙ C(h, id)⇒ C(h ◦ f, id)
are the canonical cells given by Proposition 1.23, while its unitors UA ⇒ A(id, id)
are given by the companion cells idη.
Dually, choosing a conjoint B(id, f) for each f : A → B induces a locally fully
faithful pseudofunctor ρ : V (K)op → H(K) that restricts to the identity on objects;
its action on a vertical cell φ : f ⇒ g is given by
φ 7→
[
B(id, f)
r−1
==⇒ B(id, f)⊙ UA
ρφ
=⇒ UB ⊙B(id, g)
l
=⇒ B(id, g)
]
.
We are abusing notation by denoting the composition (1.14) again by λφ. This
will not lead to confusion however, since we will never (except in the proof below)
use the original cell λφ : UA ⊙ B(g, id) ⇒ B(f, id) ⊙ UB, as given by the previous
proposition, when φ is vertical: it is far more natural to consider its composition
with the unitors, as given above. Since in the proof below we will use both the
original and the new definition of λφ, we will denote (1.14) temporarily by λ′φ.
Proof. To see that the action of λ′ on vertical cells preserves vertical composition,
consider composable vertical cells φ : f ⇒ g and χ : g ⇒ h, where f , g and h are
morphisms A→ B; we need
λ′(r ◦ (φ ⊙ χ) ◦ l−1) = λ′φ ◦ λ′χ : B(h, id)⇒ B(f, id) (1.15)
where, by definition of V (K), the left-hand side is the image of the vertical composite
of φ and χ. Under the isomorphisms U⊙3A ⊙B(h, id)
∼= B(h, id) and B(f, id)⊙U⊙3B
∼=
B(f, id), given by the unitors of K, the left-hand side equals
UA ⊙ UA ⊙ UA ⊙B(h, id)
fη⊙φ⊙χ⊙hε
========⇒ B(f, id)⊙ UB ⊙ UB ⊙ UB,
while the right-hand side, under the isomorphisms U⊙4A ⊙ B(h, id)
∼= B(h, id) and
B(f, id)⊙ U⊙4B
∼= B(f, id), equals the composite
UA ⊙ UA ⊙ UA ⊙ UA ⊙B(h, id)
id⊙gη⊙χ⊙hε
========⇒ UA ⊙ UA ⊙B(g, id)⊙ UB ⊙ UB
fη⊙φ⊙gε⊙id
========⇒ B(f, id)⊙ UB ⊙ UB ⊙ UB ⊙ UB.
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Cancelling gη against gε here we see that the two cells above coincide up to com-
position with unitors, so that the equality (1.15) follows.
Given vertically composable vertical cells φ and ψ, the fact that the compositors
λ⊙ are natural, that is λ⊙ ◦ (λ
′φ ⊙ λ′ψ) = λ′(ψ ◦ φ) ◦ λ⊙, is equivalent to the
commuting, for φ and ψ, of the diagram (1.12) of the previous proposition. That
the compositors satisfy the associativity axiom follows from the naturality of the
associator a and the uniqueness of factorisations through cartesian fillers. Finally
it is easy to show that the cells idη : UA ⇒ A(id, id) can be taken as the unitors for
λ.
Example 1.26. Recall, from Example 1.8, that a vertical cell φ : f ⇒ g between
functors f and g : A → B, in the equipment Prof of (unenriched) profunctors, is
simply an ordinary natural transformation φ : f
.
→ g. In this case the corresponding
horizontal cell λφ : B(g, id)⇒ B(f, id) is given by the composite
B(g, id) ∼= UA ⊙A UA ⊙A B(g, id)
ηf⊙fφ⊙gε
======⇒ B(f, id)⊙B UB ⊙B UB ∼= B(f, id).
Recalling the definition of the Yoneda isomorphisms here (Example 1.3) we find that
under this composite a map s : ga→ b in B(ga, b) is mapped as s 7→ (ida, ida, s) 7→
(idfa, φa, s) 7→ s ◦ φa, where s ◦ φa is contained in B(fa, b). Thus λφ is given
by precomposition with the components of φ. In the case of enriched profunctors
V-Prof the action of λ on V-natural transformations is given similarly.
We end this section with a definition that will be crucial later on, as explained
by the remark following it.
Definition 1.27. In an equipment K consider a cell φ, together with its corre-
sponding horizontal cells λφ and ρφ as given by Proposition 1.24. We say that φ is
left invertible if λφ has an inverse in H(K); if ρφ has an inverse then we say that φ
is right invertible.
Remark 1.28. Once we have defined what a monad T on an equipment K is, in
Definition 3.12, a ‘strict’ T -algebra A will be defined as usual: it is an object A
together with a structure morphism a : TA → A, satisfying associativity and unit
axioms. Given a second T -algebra B, a ‘lax T -promorphism’ J can then be defined
(see Definition 4.1) as a promorphism J : A −7→ B equipped with a ‘lax structure
cell’
TA TB
A B,
TJ
a b
J
J¯
satisfying associativity and unit axioms; compare the (well-known) definition of a
colax T -morphism (Definition 3.20). Usually an object with some ‘lax structure cell’
is called ‘pseudo’ whenever the structure cell is invertible. In this case however,
asking that J¯ be invertible in K1 is clearly too strong: it would mean that the
structure maps a and b are isomorphisms. The solution to this, it will turn out,
is to consider ‘left pseudo lax’ and ‘right pseudo lax’ T -promorphisms instead, for
which J¯ is respectively left or right invertible.
Example 1.29. A cell of V-matrices
A B
C D
J
f g
K
φ
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corresponds to the horizontal cell ρφ : C(id, f)⊙ J ⇒ K ⊙D(id, g) that is given by(
C(id, f)⊙ J
)
(c, b) =
∐
fa=c
J(a, b)
∐
φa,b
−−−−→ K(c, gb) = (K ⊙D(id, g)) (c, b);
thus φ is right invertible if and only if the maps
∐
fa=c φa,b are isomorphisms, for
all b ∈ B and c ∈ C.
Example 1.30. In Span(E) the horizontal cell ρφ : C(id, f) ×A J ⇒ K ×D D(id, g),
corresponding to a cell φ as above, is given by the morphism of spans on the left
below. Here K ×D B is the pullback of kD and g, with projections p and q.
J
C B
C B
f ◦ jA
(φ, jB)
jB
kC ◦ p q
K ×D B
J B
K D
jB
φ g
kD
We conclude that φ is right invertible if and only if the square on the right above
is a pullback square.
The final result of this section, which seems to be new, concerns the right in-
vertibility of cells between bimodules. It is the first of several results that reduce
statements about bimodules in Mod(K) to statements about the underlying pro-
morphisms in K, which are usually easier to check.
Proposition 1.31. Let K be an equipment that satisfies the condition of Proposi-
tion 1.17, so that bimodules in K form an equipment Mod(K). A cell of bimodules
φ, on the left below, is right invertible whenever the underlying cells f : A⇒ C and
φ : J ⇒ K, on the right, are right invertible in K.
A B
C D
J
f g
K
φ
A0 A0
C0 C0
A
f0 f0
C
f
A0 B0
C0 D0
J
f0 g0
K
φ
Proof. To compute ρφ = εf ⊙f φ⊙g ηg we will use the fact that cartesian fillers (and
thus companion and conjoint cells) in Mod(K) can be computed in K, and likewise
the factorisations through them, as was described in the proof of Proposition 1.17.
Thus φ′ = φ⊙gηg, which is the factorisation, inMod(K), of φ through the restriction
K(id, g), is computed in K as the factorisation of φ through K(id, g0): we conclude
that the cell φ ⊙ ηg0 of K underlies the cell φ
′ of Mod(K). On the other hand the
cell underlying εf is the cartesian filler of the niche C0
id
−→ C0
C
−7→ C0
f0
←− A0 which,
by Proposition 1.12, we can take to be the composite idC ⊙εf0 .
We recall from the proof of Proposition 1.17 that the composite ρφ = εf ⊙f φ′
is defined by the following diagram in H(K), where both rows are coequalisers.
C(id, f)⊙A⊙ J C(id, f)⊙ J C(id, f)⊙A J
C ⊙ C ⊙K(id, g) C ⊙K(id, g) C ⊙C K(id, g)
r ⊙ id
id⊙l
εf ⊙ f ⊙ φ
′ εf ⊙ φ
′ εf ⊙f φ
′
m⊙ id
id⊙l
As we have seen, the cell underlying εf ⊙ φ′ is the composite idC ⊙εf0 ⊙ φ⊙ ηg0 =
idC ⊙ρφ, which is invertible by assumption. Likewise the cell underlying εf ⊙ f ⊙
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φ′ is the composite idC ⊙εf0 ⊙ f ⊙ φ ⊙ ηg0 = idC ⊙ρ(f ⊙ φ). The latter is also
invertible because ρ(f ⊙ φ) can be written as a vertical composite of ρf and ρφ by
Proposition 1.24, both of which are invertible by assumption. Hence in the diagram
above the two cells, that are drawn both solidly and vertically, are invertible and it
follows that the dashed cell, which equals ρφ, is invertible as well. This concludes
the proof.
Chapter 2
Weighted colimits
Having introduced equipments in the previous chapter we can now recall the notion
of weighted colimits in such equipments. These are the main objects of our study
and include, for example, ‘pointwise’ left Kan extensions. Weighted colimits can be
introduced in two ways, both of which will be given here. The first way goes back to
Wood’s original paper [Woo82], and defines weighted colimits in so-called ‘closed’
equipments—equipments equipped with extra structure generalising that of closed
monoidal categories. For well-behaved V and E , the equipments V-Prof and Prof(E),
of V-enriched profunctors and internal profunctors in E , are closed, and this first
approach to defining weighted colimits is very close to how weighted colimits are
defined in the 2-category V-Cat of V-categories. In particular, colimits in V-Prof
that are ‘weighted by companions’ are precisely the ‘enriched’ left Kan extensions
in V-Cat that were introduced by Dubuc [Dub70, Section I.4]. Satisfying a stronger
universal property than ordinary Kan extensions, this is the usual notion of Kan
extensions of enriched functors, see for example Kelly’s book [Kel82, Formula 4.20].
The second approach uses the notion of ‘left Kan extensions in a pseudo double
category’, as given by Grandis and Pare´ in [GP08, Section 2], which generalises the
classical notion of Kan extension, in ordinary 2-categories. We will show that, in a
closed equipment, a certain type of such left Kan extensions (which we will call ‘top
absolute’ extensions) coincide with the weighted colimits as they were defined in
the first approach. Using this alternative definition has several advantages. Firstly
it allows us to define weighted colimits in pseudo double categories, which are much
more common than equipments (even more so than closed equipments). This turns
out to be very useful later on, because the pseudo double categories T -Promrc of ‘al-
gebraic promorphisms’, for a monad T on an equipment (Definition 4.13), will, when
T is not a pseudomonad, in general not be an equipment (see Proposition 4.25).
Secondly we can follow Grandis and Pare´ and, using their ‘double comma ob-
jects’, introduce a notion of ‘pointwise’ weighted colimits, generalising Street’s no-
tion of pointwise left Kan extensions in 2-categories, that was introduced in [Str74].
Just like Dubuc’s notion of ‘enriched’ extensions is the right notion when consider-
ing enriched functors, so is Street’s notion of ‘pointwise’ extensions the right one for
internal functors. In fact Street’s notion can be used for enriched functors as well,
but is too strong in general: it is easy to give a pair of 2-functors (i.e. Cat-enriched)
whose enriched left Kan extension exists, but whose pointwise left Kan extension
does not, see Example 2.24. Returning to weighted colimits in equipments, the
main idea of this chapter is to, in the language of equipments, describe a property
of double comma objects whose failure to hold can be thought of as the cause of
the difference between pointwise and ordinary weighted colimits. Calling double
comma objects with this property ‘strong’ the main result (Theorem 2.37) of this
chapter states that if all double comma objects in an equipment K are strong then
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all weighted colimits in K are pointwise. Since double comma objects in Prof(E)
are strong (Proposition 2.36), we conclude that the notion of weighted colimits in
equipments unifies the ‘right notions’ of weighted colimits in V-Prof and Prof(E):
in the first they generalise the notion of enriched left Kan extension while in the
second they generalise the notion of pointwise left Kan extension. Later we will
prove that, given a monad T on an equipment K, the equipment of ‘algebraic pro-
functors’ T -Promrc has strong comma objects whenever K does, so that in that case
the weighted colimits in T -Promrc are also pointwise; see Theorem 4.30.
2.1 Weighted colimits in closed equipments
We start with the notion of closed equipment, which generalises that of a closed
monoidal category. The main ideas here go back to Wood’s original paper [Woo82],
while the author was introduced to them by the nLab article on equipments [Shu11],
which is mostly written by Shulman. Nothing in this section is new.
Let B be a bicategory, with horizontal composition denoted ⊙. Recall that B is
called closed if for any morphism H : B → C the functors
H ⊙ – : B(C,D)→ B(B,D) and –⊙H : B(A,B)→ B(A,C)
both have right adjoints, in that case denoting them by H⊳– and – ⊲H respectively.
This means that, for morphisms J : A→ B, H : B → C and K : A→ C, there are
correspondences of cells
B(B,C)(H, J ⊳ K) ∼= B(A,C)(J ⊙H,K) ∼= B(A,B)(J,K ⊲ H) (2.1)
of which, on first sight, the first is natural in H and K, while the second is natural
in J and K. However, the right adjoints can be made into functors
⊳ : B(A,B)op ×B(A,C)→ B(B,C) and ⊲ : B(A,C)×B(B,C)op → B(A,B)
in the usual way, and with respect to these both the correspondences above are
natural in each of the variables J , H and K. For example, given cells φ : H ⇒ J
and ψ : K ⇒ L, their image φ ⊳ ψ : J ⊳ K ⇒ H ⊳ L is the adjoint of the composite
H ⊙ (J ⊳ K)
φ⊙id
===⇒ J ⊙ (J ⊳ K)
ev⊳==⇒ K
ψ
=⇒ L.
Here ev⊳ : J ⊙ (J ⊳K)⇒ K denotes the counit, called evaluation, of the adjunction
J⊙– ⊣ J⊳–; the unit, coevaluation, will be denoted coev⊳ : H ⇒ J⊳(J⊙H). Likewise
the counit and unit of –⊙H ⊣ – ⊲H are given by cells ev⊲ : (K ⊲ H)⊙H ⇒ K and
coev⊲ : J ⇒ (J ⊙H) ⊲ H . Often we will suppress the subscripts ⊳ and ⊲ from these
notations and simply write ev and coev, when no confusion can arise. Finally, we
will call J ⊳ K the left hom of J and K, while K ⊲H will be called the right hom.
Recall that every pseudo double category K contains an underlying bicategory
H(K) of horizontal morphisms and horizontal cells.
Definition 2.1. A pseudo double category K is called closed whenever H(K) is
closed.
Example 2.2. The equipment V-Mat is closed whenever V is a closed symmetric
monoidal category that has products. In that case the left hom J ⊳K of V-matrices
J : A −7→ B and K : A −7→ C can be given by
(J ⊳ K)(b, c) =
∏
a∈A
[J(a, b),K(a, c)],
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where [–, –] denotes the inner hom functor of V ; the right homs are given similarly.
To show that with these definitions B = H(V-Mat) satisfies the correspondences
(2.1) notice that, for any H : B −7→ C, a map of V-matrices φ : J ⊙ H ⇒ K is
exactly a family of maps φa,b,c : J(a, b) ⊗ H(b, c) → K(a, c), for a ∈ A, b ∈ B
and c ∈ C. Under the tensor-hom adjunction of V , this corresponds to a family
φ♭a,b,c : H(b, c)→ [J(a, b),K(a, c)], forming a map φ
♭ : H ⇒ J ⊳ K1.
To give a condition under which the equipment Span(E) of spans in E is closed,
where E has finite limits, notice that the slice categories E/X , with X ∈ obE , are
cartesian: the products of E/X are pullbacks in E , overX , while the identity map on
X is the terminal object of E/X . The category E is called locally cartesian closed
whenever all its cartesian slice categories are cartesian closed. In that case each
functor f∗ : E/Y → E/X , given by pullback along any f : X → Y in E , has, besides
a left adjoint f∗ given by postcomposition with f , a right adjoint
∏
f : E/X → E/Y
as well (see [MLM92, Theorem I.9.4]).
Example 2.3. The horizontal bicategory underlying the equipment Span(E) is the
bicategory of spans and, as we saw in Lemma 1.7, horizontal composition with a
span j : J → A×B can be given as
J ⊙ – = (jA × idC)∗ ◦ (jB × idC)
∗ : E/B × C → E/A× C.
It follows from the discussion above that a right adjoint to this functor can be
given by J ⊳ – =
∏
jB×idC
◦(jA × idC)∗, whenever E is locally cartesian closed. For
h : H → B × C the right homs – ⊲H can be constructed in the same way, as the
roles of J and H in J ⊙H are completely symmetric. Hence Span(E) is closed if E
is locally cartesian closed.
The equipment Mod(K) of monoids and bimodules (see Definition 1.16) in a
closed equipment K is often again closed by the following result, which is [Shu08,
Proposition 11.16].
Proposition 2.4 (Shulman). Let K be a closed equipment such that every category
H(K)(A,B) has reflexive coequalisers and equalisers. Then Mod(K) is again closed.
Sketch of the proof. The fact that K is closed means that the reflexive coequalisers
in H(K)(A,B) are preserved by ⊙ on both sides so that, by Proposition 1.17,
the monoids and bimodules in K form an equipment Mod(K). Given bimodules
J : A −7→ B and K : A −7→ C, their left hom J ⊳A K can be constructed as the
equaliser
J ⊳A K J ⊳ K (A⊙ J) ⊳ K
in H(K)(B0, C0), where the pair of parallel morphisms are induced by the action of
A on J and K respectively.
Example 2.5. If V is a closed symmetric monoidal category that is both complete and
cocomplete then the equipment V-Prof of V-profunctors is closed by the previous
proposition: the left hom J ⊳A K of V-profunctors J : A −7→ B and K : A −7→ C is
given by the equalisers
(J ⊳A K)(b, c)→
∏
a∈A
[J(a, b),K(a, c)]⇒
∏
a1,a2∈A
[A(a1, a2)⊗ J(a2, b),K(a1, c)],
where the pair of maps are induced by the action of A(a1, a2) on J(a2, b) and
K(a2, c) respectively; shortly this is written as the end
J ⊳A K =
∫
a∈A
[J(a, –),K(a, –)].
1It is customary to denote the cell H ⇒ J ⊳K, that corresponds to φ : J ⊙H ⇒ K under (2.1),
by φ♭. Likewise, the cell J ⊙H ⇒ K corresponding to ψ : H ⇒ J ⊳ K is denoted ψ♯.
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Notice that, by definition (see [Kel82, Formula 2.10]), this means that (J ⊳AK)(b, c)
is the object of V-natural transformations J(–, b)
.
→ K(–, c):
(J ⊳A K)(b, c) = [A,V ](J(–, b),K(–, c)). (2.2)
The right homs are given similarly.
The symmetric monoidal category 2 = (⊥ → ⊤) is closed with respect to impli-
cation, that is
[x, y] =
{
⊥ if (x, y) = (⊤,⊥);
⊤ otherwise.
Notice that equalisers in 2 are always trivial, since 2 consists of a single non-identity
map. Thus, the left hom J ⊳A K of 2-profunctors J : A −7→ B and K : A −7→ C (see
Example 1.4) is given by
(J ⊳A K)(y, z) =
∧
x∈A
[J(x, y),K(x, z)],
in other words x ∼J⊳AK z if and only if x ∼J y implies x ∼K z for all x ∈ A.
Before defining weighted colimits in closed equipments, we record some useful
properties of the adjoints ⊳ and ⊲.
Proposition 2.6. Given composable horizontal morphisms A
H
−7→ B
K
−7→ C
L
−7→ D in
a closed pseudo double category K, as well as M : A −7→ D, the following pairs of
horizontal morphisms are naturally isomorphic in H(K).
- K ⊳ (H ⊳M) ∼= (H ⊙K) ⊳ M
- H ⊳ (M ⊲ L) ∼= (H ⊳M) ⊲ L
- (M ⊲ L) ⊲ K ∼= M ⊲ (K ⊙ L)
Proof. Using the Yoneda lemma, these follow directly from applying the isomor-
phisms (2.1), once or twice, to the sides of the natural isomorphism below, that is
given by precomposition with the associator for horizontal composition.
H(K)(A,D)((H ⊙K)⊙ L,M) ∼= H(K)(A,D)(H ⊙ (K ⊙ L),M)
The following is [Shu08, Proposition 5.11].
Proposition 2.7 (Shulman). For a niche A
f
−→ C
K
−7→ D
g
←− B in a closed equipment
K, the following triples of promorphisms are naturally isomorphic in H(K).
- C(f, id)⊙K ∼= K(f, id) ∼= C(id, f) ⊳ K
- K ⊙D(id, g) ∼= K(id, g) ∼= K ⊲D(g, id)
From left to right, these isomorphisms are given by the horizontal cells that are
adjoint to the counits of the companion-conjoint adjunction, see Proposition 1.14.
Combining them gives isomorphisms
C(f, id)⊙K ⊙D(id, g) ∼= K(f, g) ∼= C(id, f) ⊳ K ⊲ D(g, id).
Proof. We will only treat the first triple, the other being dual. The first isomor-
phism C(f, id) ⊙K ∼= K(f, id) is given by Proposition 1.12. That C(f, id) ⊙K ∼=
C(id, f)⊳K holds as well follows from the correspondences below, where J : A −7→ D
is any promorphism. They are given by the companion-conjoint adjunction and the
composition-left hom adjunction respectively.
H(K)(A,D)(J,C(f, id)⊙K) ∼= H(K)(C,D)(C(id, f)⊙ J,K)
∼= H(K)(A,D)(J,C(id, f) ⊳ K)
2.1. WEIGHTED COLIMITS IN CLOSED EQUIPMENTS 43
Combining the previous propositions we obtain the following corollary. These
isomorphisms will be used extensively.
Corollary 2.8. Given promorphisms H : A −7→ B, K : A −7→ C and L : C −7→ D in a
closed equipment K, as well as morphisms f : A→ C and g : D → B, the following
natural isomorphisms exist in H(K).
- H ⊳
(
C(f, id)⊙ L
)
∼=
(
C(id, f)⊙H
)
⊳ L
- B(g, id)⊙ (H ⊳K) ∼=
(
H ⊙B(id, g)
)
⊳ K
The first is adjoint to evaluation followed by the counit fεf of the companion-
conjoint adjunction (see Proposition 1.14), while the second is adjoint to gεg fol-
lowed by evaluation.
In a closed equipment weighted colimits and weighted limits can be defined as
follows.
Definition 2.9. Let K be a closed equipment. Given a promorphism J : A −7→ B
and a morphism d : A → M in K, the J-weighted colimit of d, if it exists, is a
morphism colimJ d : B →M together with an isomorphism
M(colimJ d, id) ∼= J ⊳M(d, id)
in H(K), of promorphisms B −7→ M . Likewise, given a morphism e : B → M , the
J-weighted limit of e, if it exists, is a morphism limJ e : A→M together with an
isomorphism
M(id, limJ e) ∼= M(id, e) ⊲ J
in H(K), of promorphisms M −7→ A.
We will call the pair of morphisms M
d
←− A
J
−7→ B above a colimit diagram in K;
the pair A
J
−7→ B
e
−→M is called a limit diagram.
Example 2.10. Given a V-profunctor J : A −7→ B and a V-functor d : A → M in
V-Prof, the J-weighted colimit of d is the V-functor colimJ d : B →M satisfying
M
(
colimJ d(b),m
)
∼= [Aop,V ]
(
J(–, b),M(d –,m)
)
, (2.3)
natural in both b and m, as follows from (2.2), where the V-object on the right is
that of V-natural transformations J(–, b)
.
→M(d –,m). This means that at each b
the image colimJ d(b) is the usual J(–, b)-weighted colimit of d in M , see [Kel82,
Formula 3.5]. Conversely if all weighted colimits colimJ(–,b) d exist in M , then
colimJ d exists and can be given by colimJ d(b) = colimJ(–,b) d. This follows from
the fact that the assignment (W,d) 7→ colimW d, for pairs consisting of a V-weight
W : Aop → V and V-diagram d : A→M whose weighted colimit exists, is functorial,
see [Kel82, Formula 3.11]. Thus colimJ d can be thought of as being a ‘parametrised
weighted colimit’.
It follows that colimJ d can be given as
colimJ d(b) =
∫ a∈A
da⊗ J(a, b), (2.4)
in terms of coends of copowers in M , see [Kel82, Formula 3.70], whenever such
colimits exist in M . Here da⊗J(a, b) is the copower of da by J(a, b), defined by an
isomorphism M(da⊗ J(a, b),m) ∼= [J(a, b),M(da,m)] that is natural in m.
In the case that B = 1, the unit V-category consisting of a single object ∗ and
morphism object 1(∗, ∗) = 1, the V-profunctor J is simply a V-functor J : Aop → V ,
44 CHAPTER 2. WEIGHTED COLIMITS
under the isomorphism Aop ⊗ 1 ∼= Aop, and colimJ d : 1 → M is the ordinary
J-weighted colimit of d.
If J is the companion B(j, id) of a V-functor j : A → B then the defining iso-
morphism becomes
M
(
colimB(j,id) d(b),m
)
∼= [Aop,V ]
(
B(j –, b),M(d –,m)
)
,
which is exactly the identity defining colimB(j,id) d as the enriched left Kan extension
of d along j, in the sense of [Kel82, Formula 4.20], where they are simply called
‘left Kan extensions’. Enriched left Kan extensions are in particular (ordinary) left
Kan extensions, see e.g. [Kel82, Theorem 4.43], and were first introduced (in the
case of M having V-copowers) by Dubuc in his lecture notes [Dub70, Section I.4],
where they are called ‘pointwise’ Kan extensions. We shall however reserve the
prefix ‘pointwise’ for a different notion of left Kan extension, given by Street, which
is generally stronger than Dubuc’s notion.
If J : A −7→ B is a 2-profunctor and d : A→M an order preserving map then the
defining isomorphism (2.3) is equivalent to
colimJ d(y) = sup{dx : x ∼J y}.
In the case that J = B(j, id) we recover the description of the left Kan extension
of a pair of order preserving maps that was given in the introduction.
So far we have recovered both ordinary weighted colimits and pointwise left
Kan extensions as weighted colimits in V-Cat; compare the unenriched situation as
described in Table 1 of the introduction. To see that ordinary (conical) colimits can
be recovered as well, recall that the assignment M 7→ |M | mapping a V-category
M to its underlying category |M | has a left adjoint C 7→ V [C], as follows. Given an
ordinary category C, the free V-category V [C] has the same objects, while its hom-
objects V [C](x, y) are the copowers C(x, y) ⊗ 1, see [Kel82, Section 2.5]. Notice
that V [∗] = 1, where ∗ is the terminal category. Given an ordinary category C,
consider the companion 1(V [!], id) of the V-functor V [!] : V [C] → 1 induced by the
terminal functor ! : C → ∗. Then, for any unenriched functor d : C → |M |, the
1(V [!], id)-weighted colimit of the V-functor d♯ : V [C] → M , that corresponds to
d under the adjunction V [–] ⊣ |–|, is the conical colimit of d in M . Indeed, the
V-profunctor 1(V [!], id), considered as a V-functor V [C]op → V , coincides with the
adjoint ∆♯1 of the constant functor ∆1 : C
op → |V| at 1 ∈ |V|. It follows that
colim1(V[!],id) d
♯ is the ordinary ∆♯1-weighted colimit of d
♯, which is by definition the
conical colimit of d, see [Kel82, Section 3.8].
2.2 Weighted colimits in pseudo double categories
In this section we compare the definition above, of weighted colimits in a closed
equipment, to that of ‘left Kan extensions in a pseudo double category’, as intro-
duced by Grandis and Pare´ in [GP08, Section 2]. The results in this section are
new.
Remember that in a 2-category C the (ordinary) left Kan extension of d : A→M
along j : A → B is a pair (l : B → M, η : d ⇒ l ◦ j) such that, for any other pair
(e : B →M,φ : d⇒ e ◦ j) there is a unique cell φ′ : l⇒ e such that[
d
η
=⇒ l ◦ j
φ′◦j
==⇒ e ◦ j
]
= φ.
In this case η is said to exhibit l as the left Kan extension of d along j; also η
is called the unit of l. Grandis and Pare´ generalise this notion to pseudo double
categories as follows.
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Definition 2.11. In a pseudo double category K consider vertical morphisms
d : A → M and l : B → M , as well as horizontal morphisms J : A −7→ B and
I : M −7→ N . The cell η below exhibits l as the left Kan extension of d from J
to I if every cell φ factors uniquely through η as a vertical cell φ′, as shown. The
cell η is called the unit of l.
A B
M N
J
d e
I
φ =
A B B
M N N
J
d l e
I
η φ′
A left Kan extension l is called an absolute extension by Grandis and Pare´ when
cells φ of the more general form below also factor uniquely through η, as shown. In
the case that such factorisations only exist for cells φ with K = UN we will call l a
top absolute extension.
A B C
M N P
J
d
H
e
I K
φ =
A B C
M N P
J
d
H
l e
I K
η φ′
Remark 2.12. Notice that the weakest kind of factorisation above, that of cells
φ : J ⇒ I, implies that any two cells exhibiting the left Kan extension of d from J
to I coincide, up to horizontal composition on the right with a vertical isomorphism.
In particular, if we know that the (top) absolute left Kan extension of d from J to
I exists then any exhibition of l as the (ordinary) left Kan extension of d from J to
I also exhibits it as the (top) absolute extension.
The proposition below proves that J-weighted colimits in a closed equipment
coincide with top absolute extensions from J to a unit promorphism. To state it
notice that every cell below corresponds to a horizontal cell λη : J ⊙ M(l, id) ⇒
M(d, id) (see Proposition 1.24) that in turn is adjoint, under the adjunction (2.1),
to a horizontal cell (λη)♭ : M(l, id)⇒ J ⊳M(d, id).
A B
M M
J
d lη
The correspondence above is bijective; in particular any isomorphism M(l, id) ∼=
J ⊳M(d, id), that defines l as the J-weighted colimit of d (Definition 2.9), is, from
left to right, of the form (λη)♭ for some unique cell η that is of the form above.
Example 2.13. Of course in the case of the equipment V-Prof of V-profunctors,
the cell η corresponding to M(l, id) ∼= J ⊳M(d, id) is the V-natural transformation
J
.
→ M(d, l) which, restricted to each b in B, is the unit η–,b : J(–, b)
.
→ M(d –, lb)
that defines lb as the J(–, b)-weighted colimit of d (see Example 2.10).
Proposition 2.14. For a cell η above, in a closed equipment K, the following are
equivalent:
- η defines l as the top absolute left Kan extension of d from J to UM (Defini-
tion 2.11);
- the corresponding horizontal cell (λη)♭, as given above, is an isomorphism, thus
defining l as the J-weighted colimit of d (Definition 2.9).
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Proof. The first statement means that we have unique factorisations
A B C
M M
J
d
H
eφ =
A B C
M M M,
J
d
H
l eη φ′
which we claim is equivalent to the existence of the following unique factorisations
of horizontal cells. This follows directly from the fact that under the correspondence
φ 7→ λφ (which preserves composition, see Proposition 1.24) a factorisation of the
first type corresponds to one of the second type, and vice versa.
A B M
A M
J H′
M(d, id)
ψ =
A B M
A B M
A M
J H′
J M(l, id)
M(d, id)
λη
id ψ′
But the factorisation of horizontal cells above means precisely that λη forms a
‘universal arrow from the functor J⊙– to the objectM(d, id)’, as defined on [ML98,
Page 58]. Since evaluation ev : J ⊙ J ⊳M(d, id)⇒ M(d, id), which is the counit of
the adjunction J ⊙ – ⊣ J ⊳ –, forms a universal arrow from J ⊙ – to M(d, id) as
well (see [ML98, Theorem IV.1.2]), and because universal arrows are unique up to
isomorphism, we conclude that the factorisation of horizontal cells above exists if
and only if there is a unique invertible horizontal cell χ : M(l, id) ⇒ J ⊳ M(d, id)
such that ev ◦(idJ ⊙χ) = λη. This equation means that χ is adjoint to λη, so that
the latter statement is equivalent to (λη)♭ = χ being invertible, which is what we
wanted to show.
Consequently we extend Definition 2.9, of weighted colimits in closed equip-
ments, to one for pseudo double categories, as follows.
Definition 2.15. Given morphisms J : A −7→ B and d : A→M in a pseudo double
category K, the J-weighted colimit of d is the top absolute left Kan extension of d
from J to UM , as defined in Definition 2.11.
In Example 2.10 we saw that colimits weighted by companions in V-Prof are
left Kan extensions. Recall that in any double category K, the companion of a
vertical map j : A → B is defined as the horizontal morphism B(j, id) : A −7→ B
that comes equipped with a cartesian filler jε : B(j, id) ⇒ B of the niche B
id
−→
B
UB−7−→ B
j
←− A, that defines B(j, id) as the restriction of UB along j and id; see the
discussion following Definition 1.9. Factorising the horizontal unit Uj through jε
gives jη : UA ⇒ B(j, id).
Proposition 2.16. Let j : A → B, d : A → M and l : B → M be vertical maps in
a pseudo double category K and assume that j has a companion. If the cell
A B
M M
B(j, id)
d lζ
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exhibits l as the B(j, id)-weighted colimit of d then the vertical cell ζ ◦ jη : d⇒ l ◦ j
exhibits l as the left Kan extension of d along j in the vertical 2-category V (K).
The converse holds whenever the B(j, id)-weighted colimit of d is known to exist.
Proof. The implication follows directly from the fact that there is a correspondence
between cells of the form
A B
M M
B(j, id)
d eφ and
A A
B
M M,
d
j
e
χ
given by φ 7→ φ◦ jη and χ 7→ χ⊙ (Ue ◦ jε), that is natural with respect to horizontal
composition on the right with vertical maps e⇒ f , for any second map f : B →M .
The converse follows from Remark 2.12.
Consequently we make the following definition.
Definition 2.17. Consider morphisms j : A → B and d : A → M in a pseudo
double category K, such that j has a companion B(j, id). We define the weighted
left Kan extension lanj d : B →M of d along j to be the weighted colimit lanj d =
colimB(j,id) d.
As we saw in Example 2.10, the weighted left Kan extensions in the equipment
V-Prof of V-profunctors are precisely the enriched Kan extensions in V-Cat. Prov-
ing that the weighted left Kan extensions in the equipment Prof(E) of profunctors
internal to E are precisely the ‘pointwise’ Kan extensions in Cat(E) will be the aim
of the final section of this chapter.
We close this section by giving two useful properties of weighted colimits. The
first is a ‘Fubini theorem’ for iterated weighted colimits, like the Fubini theorems
for iterated limits in ordinary categories ([ML98, Section IX.8]) and for iterated
ordinary weighted limits in enriched categories ([Kel82, Section 3.3]). Its proof is
easy and omitted.
Proposition 2.18. Consider horizontally composable cells
A B C
M M M
J
d
H
l kη ζ
in a pseudo double category. If η exhibits l as the J-weighted colimit of d and ζ
exhibits k as the H-weighted colimit of l then η⊙ ζ exhibits k as the J ⊙H-weighted
colimit of d.
Remember that a cell φ in an equipment is called right invertible whenever its
corresponding horizontal cell ρφ, that is obtained by horizontally composing φ with
conjoint cells (see Proposition 1.24), is invertible.
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Proposition 2.19. Consider vertically composable cells
A B
C D
M M
J
f g
K
d l
φ
ζ
in an equipment. If φ is right invertible then ζ exhibits l as a weighted colimit if
and only if ζ ◦ φ exhibits l ◦ g as a weighted colimit.
Proof. Consider cells that are of one of the four forms shown below.
A B E
C
M M
J
f
H
e
d
ψ
C D B E
M M
K
d
D(id, g) H
eχ
B E
D
M M
H
g
e
l
ψ′
D B E
M M
D(id, g)
l
H
eχ′
Here the solid double headed arrows denote the following bijective correspondences.
Cells that are of form of ψ′ correspond to those of the form of χ′ under the assign-
ments ψ′ 7→ (Ul ◦ εg) ⊙ ψ
′ and χ′ 7→ χ′ ◦ (ηg ⊙ idH); that these give a bijective
correspondence follows from the conjoint identities. Likewise cells of the form of ψ
correspond to those of the form of χ, by assigning ψ 7→
(
(Ud◦εf )⊙ψ
)
◦
(
(ρφ)
−1⊙idH
)
and χ 7→ χ◦(φ⊙ηg⊙idH). That the latter give a bijective correspondence too follows
from the conjoint identities and the fact that ρφ = εf ⊙φ⊙ηg, see Proposition 1.24.
Moreover ζ ◦φ exhibits l◦g as a weighted colimit if and only if every cell ψ above
factors uniquely through ζ ◦ φ as a cell ψ′ as above, such that (ζ ◦ φ) ⊙ ψ′ = ψ, as
is denoted by the dashed double headed arrow on the left. Likewise if ζ exhibits l
as a weighted colimit of d then every cell χ above factors uniquely through ζ as a
cell χ′ as above, such that ζ⊙χ′ = χ, as denoted on the right by the dashed double
headed arrow. The latter are in fact equivalent: by taking g = idB and vertically
precomposing the cells χ and χ′ with the isomorphisms H ∼= B(id, id) ⊙H we see
that, in terms of Proposition 2.14, ζ exhibits l as the top absolute left Kan extension
of d along J .
We claim that these two conditions are equivalent. Indeed consider four cells ψ,
χ, ψ′ and χ′ above, such that the pairs (ψ, χ) and (ψ′, χ′) correspond under the solid
correspondences. To see that the correspondence on the right, that is ζ ⊙ χ′ = χ,
implies that on the left, i.e. (ζ ◦ φ) ⊙ ψ′ = ψ, consider the simplified grids of
cells below: still representing composites of cells these only describe the shape of
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non-identity cells and how they fit together; to save space objects, morphisms and
promorphisms are left out. The identities follow from the assumptions that ψ′ and
χ′ correspond, ζ ⊙ χ′ = χ and that ψ and χ correspond.
ψ′
ζ
φ
=
χ′ζ
φ ηg
=
χ
φ ηg
= ψ
For the converse assume that (ζ ◦ φ) ⊙ ψ′ = ψ holds. Then
χ′ζ =
χ′
ρφ
(ρφ)−1
ζ
=
ψ′
ζ
εf φ
(ρφ)−1
=
ψ
εf
(ρφ)−1
= χ ,
where the identities follow from ρφ = εf ⊙ φ ⊙ ηg (Proposition 1.24) and the as-
sumption that ψ′ and χ′ correspond; (ζ ◦ φ) ⊙ ψ′ = ψ; the assumption that ψ and
χ correspond. This completes the proof.
Remark. The economic representation of composites that was introduced in the
proof above will be used regularly from now on. This will save some space as the
composites of cells that we need to consider are getting bigger.
2.3 Pointwise weighted colimits
In his paper [Str74] Street uses ‘comma objects’ to give a notion of ‘pointwise’
left Kan extensions in 2-categories, which was generalised by Grandis and Pare´
in [GP08, Section 4.1] to a notion of ‘pointwise’ Kan extensions in pseudo double
categories, using ‘double comma objects’. By modifying the latter slightly, we
will introduce our notion of ‘pointwise’ weighted colimits, given in Definition 2.30.
Extending the notion of pointwise left Kan extensions, these are in general stronger
than the ordinary weighted colimits, as we will see in Example 2.24. To understand
this difference we will consider ‘strong’ double comma objects in equipments, that
satisfy a property isolating the cause of this difference. The main result of this
section (Theorem 2.37) proves that if each double comma object in an equipment
K is strong, then the pointwise and ordinary notion of weighted colimit coincide.
In particular this holds for the equipment K = Prof(E) of profunctors internal to
E so that, where weighted colimits in V-Prof generalise Dubuc’s enriched left Kan
extensions (see Example 2.10), in Prof(E) they generalise Street’s pointwise left Kan
extensions. The notion of strong double comma objects introduced here as well as
all results in this section about them seem to be new.
We begin with the well-known notion of comma objects in 2-categories.
Definition 2.20. Given two morphisms f : A→ C and g : B → C in a 2-category C,
the comma object f/g of f and g consists of an object f/g equipped with projections
πA and πB , as in the diagram below, as well as a cell π : f ◦ πA ⇒ g ◦πB , satisfying
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the following 1-dimensional and 2-dimensional universal properties.
f/g A
B C
πA
πB f
g
π
Given any other cell φ in C as on the left below, the 1-dimensional property
states that there exists a unique morphism φ′ : U → f/g such that πA ◦ φ
′ = φA,
πB ◦ φ′ = φB and π ◦ φ′ = φ.
U A
B C
φA
φB f
g
φ
U A
B C
ψA
ψB f
g
ψ
The 2-dimensional property is the following. Suppose we are given a further cell
ψ as on the right above, which factors through π as ψ′ : U → f/g, like φ factors
as φ′. Then for any pair of cells ξA : φA ⇒ ψA and ξB : φB ⇒ ψB, such that
ψ◦(f ◦ξA) = (g◦ξB)◦φ, there exists a unique cell ξ′ : φ′ ⇒ ψ′ such that πA◦ξ′ = ξA
and πB ◦ ξ′ = ξB .
We remark that formally the comma object f/g can also be defined as the
Cat-enriched J-weighted limit of the diagram of f and g, with the weight as follows,
where ∗ denotes the terminal category and 2 = (⊥ → ⊤).
J =
∗
∗ 2
⊤
⊥
Example 2.21. In the case that f and g are ordinary functors in C = Cat the
comma object f/g is the usual comma category, whose objects are triples (a, x, b)
with a ∈ A, b ∈ B and x : fa→ gb in C, while a map (a, x, b)→ (a′, x′, b′) is a pair
(u, v) : (a, b)→ (a′, b′) in A×B making the diagram
fa gb
fa′ gb′
x
fu gv
x′
commute. The natural transformation π : f ◦ πA
.
→ g ◦ πB is given by π(a,x,b) = x.
Comma categories can be generalised in several ways: firstly if f : A → C and
g : B → C are 2-functors then the comma object f/g in 2-Cat, the 2-category
of 2-categories, 2-functors and 2-natural transformations, has as objects and mor-
phisms the same ones as given above, while a cell (u, v)⇒ (u′, v′), for morphisms
(u, v) and (u′, v′) : (a, b) → (a′, b′), consists of a pair of cells m : u⇒ u′ in A and
n : v ⇒ v′ in B that make the diagram below commute. The 2-natural transforma-
tion π : f ◦ πA
.
→ g ◦ πB is again given by π(a,x,b) = x.
fa gb
fa′ gb′
x
fu fu′ gv gv′
x′
fm gn
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Secondly if C = Cat(Ŝ) then f/g, for two S-indexed functors f : A → B and
g : B → C, is given pointwise, that is (f/g)s = fs/gs, where fs/gs is the comma
category of the functors fs and gs as given above. In general the comma object of
two internal functors f : A→ C and g : B → C in any category E with finite limits
can be similarly constructed. We shall not do so but instead treat, in detail, the
more general construction of internal double comma objects below.
We can now give Street’s definition of pointwise left Kan extensions that was
introduced in [Str74, Section 4].
Definition 2.22. Let d : A → M and j : A → B be morphisms in a 2-category
that has all comma objects. The cell η : d ⇒ l ◦ j in the diagram below is said to
exhibit l as the pointwise left Kan extension of d along j if, for each f : C → B, the
composition of cells below exhibits l ◦ f as the left Kan extension of d ◦ πA along
πC .
j/f A
M
C B
πA
πC
d
j
f
l
π
η (2.5)
Remark 2.23. Taking f = id one can show that the cell η above exhibits l as the
ordinary left Kan extension of d along j, see [Str74, Corollary 19]. The following
example shows that, in the case of C = V-Cat, Street’s notion of pointwise left
Kan extension is, in general, stronger than Dubuc’s notion of enriched left Kan
extension, that was given in Example 2.10. Thus enriched left Kan extensions in
V-Prof, as defined in Definition 2.17, will in general not be pointwise. In fact, Street
remarks at the end of the introduction to [Str74] that “For V = Set and V = 2 the
definitions do agree; for V = AbGp and V = Cat, they do not.”
Example 2.24. To construct an enriched left Kan extension of 2-functors that is not
pointwise consider the 2-categories
B =
( u
v
x y
)
and M =
( u′
v′
x′ y
′
)
.
Writing x : ∗ → B and x′ : ∗ → M for the 2-functors that map the single object
of the terminal 2-category ∗ to the objects x in B and x′ in M respectively, we
claim that the enriched left Kan extension l : B →M of x′ along x is the constant
2-functor mapping all of B to x′. Indeed since ∗ has no non-identity morphisms
the coends in (2.4) reduce to l(x) = x′ and l(y) = 2 ⊗ x′, where 2 = (⊥ → ⊤).
It is easily checked that the latter copower exists and is equal to x′. Notice that
l ◦ x = x′; the unit η exhibiting l is the identity transformation for x′.
To show that l fails to be pointwise take f = y : ∗ → B in (2.5): we claim that
the composite of π and η does not exhibit l ◦ y = x′ as the left Kan extension
of x′ ◦ πA along πC . To see this notice that the comma object f/g (as given in
Example 2.21) is the discrete 2-category consisting of the triples (∗, u : x → y, ∗)
and (∗, v : x → y, ∗), so that the assignments (∗, u, ∗) 7→ u′ and (∗, v, ∗) 7→ v′
trivially form a 2-natural transformation φ : x′ ◦ πA
.
→ y′ ◦ πC . However both
possible candidates φ′ : x′ = l◦y
.
→ y′, for a factorisation of φ through (2.5), consist
of a single map in M that is either u′ or v′ so that, precomposed with (2.5), both
φ′ do not equal φ. We conclude that l is a left Kan extension that is not pointwise.
If a pointwise left Kan extension of x and x′ exists then it coincides with l
(indeed, both are in particular ordinary left Kan extensions of x and x′, which
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are unique up to isomorphism), so we can conclude that the pointwise left Kan
extension of x and x′ does not exist.
The following definition introduces comma objects of a horizontal and vertical
morphism, in a double category. It is one of several possible definitions, the strongest
of which is used by Grandis and Pare´ in [GP08, Section 3.2], to define pointwise
left Kan extensions in double categories; details are given in Remark 2.31.
Definition 2.25. Given a horizontal morphism J : A −7→ B and a vertical morphism
f : C → B in a pseudo double category K, the (vertical) double comma object J/f
of J and f consists of an object J/f equipped with projections πA and πC as well
as a cell π, as in the diagram below, satisfying the following 1-dimensional and
2-dimensional universal properties.
J/f J/f
C
A B
πA
πC
f
J
π
Given any other cell φ in K as on the left below, the 1-dimensional property states
that there exists a unique vertical morphism φ′ : X → J/f such that πA ◦ φ′ = φA,
πC ◦ φ′ = φC and π ◦ Uφ′ = φ.
X X
C
A B
φA
φC
f
J
φ
Y Y
C
A B
ψA
ψC
f
J
ψ
X Y
J/f J/f
K
φ′ ψ′ξ′
The 2-dimensional property is the following. Suppose we are given a further cell ψ
as in the middle above, which factors through π as ψ′ : Y → J/f , like φ factors as
φ′. Then for any horizontal map K : X −7→ Y and any pair of cells ξA and ξC , such
that the identity below holds, there exists a unique cell ξ′, as on the right above,
such that UπA ◦ ξ
′ = ξA and UπC ◦ ξ
′ = ξC .
X Y Y
C
A A B
K
φA ψA
ψC
f
J
ξA ψ =
X X Y
C C
A B B
φA
K
φC ψC
f f
J
φ
ξC
Just like comma objects can be defined as weighted limits, the vertical double
comma objects J/f is the ‘double limit’ of the functor D : I → K, where I is the
double category 0 −7→ 1← 2, that maps onto J and f . Analogous to the definition of
classical limits, the double limit of D is defined in [GP99, Section 4] as the ‘double
terminal object’ of the ‘double comma category’ ∆/D, where ∆: K → KI is the
diagonal ‘double functor’ and D : ∗ → KI is the constant functor on D ∈ KI . Note
that Grandis and Pare´ draw horizontal morphisms (i.e. promorphisms) vertically
and vertical morphisms horizontally. We discuss the dual notion, that of ‘double
colimit’, in more detail in Section 4.3.
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Example 2.26. The construction of double comma objects is similar to that of
comma objects, as given in Example 2.21. For example, the double comma object
J/f of an (unenriched) profunctor J : A −7→ B and a functor f : C → B is the
category with triples (a, j : a → fc, c), where j ∈ J(a, fc), as objects and pairs
(x, y) : (a, j, c) → (a′, j′, c′), that make the diagram below commute in J , as mor-
phisms.
a fc
a′ fc′
j
x fy
j′
(2.6)
The transformation π : UJ/f
.
→ J(πA, f ◦ πC) maps each morphism (x, y) to the
diagonal j′ ◦x = fy◦j of the square above. To see that π satisfies the 1-dimensional
universal property consider a second transformation φ : UX
.
→ J(φA, f ◦ φB); it
factors uniquely through π as the functor φ′ : X → J/f that is given by φ′(v) =(
φA(v), φ(v,v)(idv), φC(v)
)
on objects, with φ(v,v)(idv) : φAv → f ◦ φC(v) in J , and
by φ′(s) = (φAs, φBs) on morphisms s : u→ v.
Moreover given a further natural transformation ψ : UY
.
→ J(ψA, f ◦ ψB) that
factors as ψ′ : Y → J/f , as well as transformations ξA : K
.
→ A(φA, ψA) and
ξC : K
.
→ C(φC , ψC), as in the definition above, the transformation ξ′ : K
.
→
J/f(φ′, ψ′), that is unique such that UπA ◦ ξ
′ = ξA and UπC ◦ ξ
′ = ξC , can be
given by mapping each morphism k : u→ v in K(u, v) to the morphism (ξAk, ξBk)
in J/f(φ′u, ψ′v). This shows that π satisfies the 2-dimensional universal property
as well.
If J is a 2-profunctor (i.e. Cat-enriched) and f is a 2-functor, then the double
comma object J/f has again the same objects and morphisms as the ones given
above, while a cell (x, y) ⇒ (x′, y′), consists of a pair of cells m : x ⇒ x′ in A and
n : y ⇒ y′ in C, so that the diagram below commutes in J .
a fc
a′ fc′
j
x x′ fy fy
′
j′
m fn
We now turn to constructing the double comma object J/f of an internal pro-
functor J : A −7→ B and an internal functor f : C → B in a category E with finite
limits, leaving the details to Appendix A. As its E-object of objects take the wide
pullback (J/f)0 = A0 ×A0 J ×B0 C0 of the diagram A0
id
−→ A0
d0←− J
d1−→ B0
f0
←− C0
and define its object of morphisms J/f to be the pullback
J/f (J/f)0 ×C0 C
A×A0 (J/f)0 (J/f)0,
r
l
(2.7)
where the corners are pullbacks of (J/f)0 → C0
d0←− C and A
d1−→ A0 ← (J/f)0
respectively, and the maps r and l are the compositions
(J/f)0 ×C0 C → A0 ×A0 J ×B0 B ×C0 C0
id×r×id
−−−−−→ (J/f)0
and A×A0 (J/f)0 ∼= A0 ×A0 A×A0 J ×B0 C0
id×l×id
−−−−−→ (J/f)0. (2.8)
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Here the unlabelled map is given by applying f to C after using C0×C0C
∼= C×C0C0,
while the isomorphism is induced by A ×A0 A0 ∼= A0 ×A0 A and the maps l and r
denote the actions of A and B on J . Notice that (J/f)0 and J/f are the internal
versions of the sets of objects and morphisms that define the comma category of
ordinary functors, as given above. Indeed (J/f)0 is the internal version of the set
of triples (a, j : a→ fc, c), while J/f is the E-object of commutative squares of the
form (2.6). The source and target maps d = (d0, d1) : J/f → (J/f)0 × (J/f)0 are
given by the projections
d0 =
[
J/f → (J/f)0 ×C0 C → (J/f)0
]
and d1 =
[
J/f → A×A0 (J/f)0 → (J/f)0
]
.
So far we have defined an E-span d : f/g → (f/g)0 × (f/g)0. That it can be made
into an internal category that is the double comma object of J and f is asserted by
the following proposition, whose proof is given in Appendix A.
Proposition 2.27. The E-span d : J/f → (J/f)0 × (J/f)0 above can be given the
structure of a category internal to E. Moreover, J/f is made into the double comma
object of J and f in Prof(E) by the internal functors πA : J/f → A, given by the
projections
(πA)0 : (J/f)0 → A0 and πA =
[
J/f → A×A0 (J/f)0 → A
]
,
and πC : J/f → C, given similarly, together with the cell
J/f J/f
C
A B
πA
πC
f
J
π
of internal profunctors that, under the correspondence of Proposition 1.22, is given
by the projection (J/f)0 → J .
Remark 2.28. Remember from Example 1.19 that the restriction J(id, f) is given
by the pushout of the maps d : J → A0 × B0 and id×f0 : A0 × C0 → A0 × B0. It
will be useful to notice that we can take J(id, f) = (J/f)0 as this pullback, such
that the cartesian filler J(id, f)
.
→ J is simply the projection (J/f)0 → J . It is
easily checked that with this choice the actions of A and C (as given in the proof
of Proposition 1.17), that make J(id, f) into an internal profunctor, are the maps l
and r given in (2.8), that were used to define J/f .
Double comma objects of companions are closely related to comma objects, as
follows.
Proposition 2.29. Let j : A → B and f : C → B be morphisms in an equipment
K. If the cell
X X
C
A B
πA
πC
f
B(j, id)
π
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defines X as the double comma object of B(j, id) and f then the vertical cell jε ◦ π
defines X as the comma object of j and f in the vertical 2-category V (K). The
converse holds whenever the double comma object B(j, id)/f is known to exist.
Proof. This follows from the correspondence between cells of the form
Y Y
C
A B
φA
φC
f
B(j, id)
φ and
Y Y
A C
B B,
φA φC
j f
ψ
that is given by φ 7→ jε ◦ φ and ψ 7→ (jη ◦ UφA) ⊙ ψ, and that is natural with re-
spect to precomposition with vertical cells and horizontal composition with vertical
cells h⇒ φA or φC ⇒ k, where h : Y → A and k : Y → C. It follows that the
1-dimensional property of π coincides with that of jε ◦ π, while the 2-dimensional
property of π coincides with that of jε ◦ π when restricted to cells ξA and ξC with
K = UX (see Definition 2.25). The implication follows, and its converse follows from
the fact that double comma objects are uniquely determined, up to isomorphism,
by their 1-dimensional property alone.
Following Grandis and Pare´ [GP08, Section 4.1] we generalise Street’s notion of
pointwise left Kan extensions (Definition 2.22) to pointwise weighted colimits. The
remark below explains the differences between our and Grandis and Pare´’s defini-
tion. Suppose that the cell π defines the double comma object J/f of morphisms
f : C → B and J : A −7→ B, in a pseudo double category K. If the companion of
πC exists in K, and is defined by the cartesian filler πCε, then we will denote the
composite π ⊙ (Uf ◦ πC ε) again by π; it is of the form
J/f C
A B.
C(πC, id)
πA f
J
π
Definition 2.30. Consider morphisms d : A → M and J : A −7→ B in a pseudo
double category that has companions and double comma objects. The cell η in the
diagram below exhibits l as the pointwise J-weighted colimit if, for each f : C → B,
the composition below exhibits l ◦ f as the C(πC , id)-weighted colimit of d ◦ πA.
J/f C
A B
M M
C(πC, id)
πA f
J
d l
π
η
(2.9)
In terms of Definition 2.17 this means that l◦f is the weighted left Kan extension of
d ◦ πA along πC . Also we will, when J = B(j, id) for j : A→ B, say that η exhibits
l as the pointwise weighted left Kan extension of d along j.
Remark 2.31. Grandis and Pare´ use in their definition of pointwise left Kan ex-
tensions in strict double categories the following stronger notion of double comma
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objects J/f , that is given in [GP08, Section 3.2]. If the cell π defines J/f then,
besides asking that π satisfies the 1-dimensional ‘vertical’ universal property of Def-
inition 2.25, they ask the corresponding cell π′ = πAη ⊙ π ⊙ (Uf ◦ πCε) below to
satisfy the following 1-dimensional ‘horizontal’ universal property: each cell φ be-
low factors uniquely through π′ as a horizontal morphism φ′ : X −7→ J/f , such that
φ′ ⊙A(πA, id) = φA, φ′ ⊙ C(πC , id) = φC and
X C
X A B
φC
f
φA J
φ =
X J/f C
X J/f A B.
φ′ C(πC , id)
f
φ′ A(πA, id) J
π′
Similarly there is a ‘horizontal’ counterpart to the ‘vertical’ 2-dimensional property
of J/f given in Definition 2.25, and the double comma objects used by Grandis and
Pare´ satisfy a ‘global’ 2-dimensional property, that combines both the horizontal
and vertical directions. They remark that these are very strong conditions and
write that one “. . . can only expect [their] comma objects to exist in very particular
double categories, having some sort of symmetry in themselves . . . ”. Their main
example is the double category Dbl, that has pseudo double categories as objects, lax
functors (Definition 3.1) as vertical morphisms and colax functors (see Section 3.2)
as horizontal morphisms, see [GP08, Section 1.4]. On the other hand, the double
comma objects in the typical equipment Prof of profunctors seem not to satisfy the
horizontal 1-dimensional property above.
The second difference is that Grandis and Pare´ ask the composite (2.9) to exhibit
l◦f just as an ordinary extension of d◦πA, whereas we ask it to be a top absolute ex-
tension, which fits in better with our notion of weighted colimits (Proposition 2.14).
We conclude that our notion of pointwise weighted colimits can be applied to more
double categories than that of Grandis and Pare´, because our requirements on dou-
ble comma objects are weaker, and that it is stronger, because we ask the extension
l ◦ f to be top absolute. A further consequence of our weaker double comma ob-
jects is that it does not seem possible to prove that, in general, every pointwise
weighted colimit is a weighted colimit. In the case of Grandis and Pare´’s definition
this does hold, as is shown in [GP08, Theorem 4.2], whose proof uses the horizontal
1-dimensional property of their comma objects. We will however be able to prove
such a result in the case of the equipments Prof(E). In fact the main result (The-
orem 2.37) of this section implies that in Prof(E) the notion of pointwise weighted
colimits (Definition 2.30) coincides with that of weighted colimits (Definition 2.9).
The following is a consequence of Proposition 2.16 and Proposition 2.29.
Proposition 2.32. Let K be a pseudo double category that has companions and
double comma objects. If the cell
A B
M M
B(j, id)
d lζ
exhibits l as the pointwise weighted left Kan extension of d along j then the vertical
composite ζ ◦ jη exhibits l as the pointwise left Kan extension of d along j in V (K).
Proof. Let f : C → B be any morphism and let us write ζ′ = ζ ◦ jη. If the cell π
defines the double comma object B(j, id)/f then the vertical composite π′ = jε ◦ π
defines B(j, id)/f as the comma object of j and f by Proposition 2.29, and we
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claim that the vertical cell (ζ′ ◦ UπA)⊙ (Ul ◦ π
′) = ζ ◦ π (i.e. (2.5) with η = ζ′ and
π = π′) exhibits l ◦ f as the left Kan extension of d ◦ πA along πC , which completes
the proof. Indeed (ζ ◦ π) ⊙ (Ul◦f ◦ πCε) (i.e. (2.9) with η = ζ) exhibits l ◦ f as the
weighted left Kan extension of d ◦ πA along πC by assumption, so that the claim
follows from Proposition 2.16.
The following definition is the main idea of this chapter. It describes a condition
on double comma objects that, when satisfied by all double comma objects, implies
that all weighted colimits in an equipment K are pointwise. Remember that, if
J/f C
A B
C(πC, id)
πA f
J
π
defines J/f as the double comma object of J and f (as in Definition 2.30), then we
write πf for its factorisation C(πC , id) ⇒ J(id, f) through the restriction J(id, f),
see Definition 1.9.
Definition 2.33. Assume that the cell π above defines J/f as the double comma
object of J : A −7→ B and f : C → B. We will call J/f strong if every cell φ below
factors uniquely through πf as follows.
J/f C D
A
M M
C(πC , id)
πA
H
k
h
φ =
J/f C D
A C D
M M
C(πC , id)
πA
H
J(id, f)
h
H
kφ′
πf
(2.10)
Example 2.34. In Prof any double comma object J/f of a profunctor J : A −7→ B and
a functor f : C → B is strong. To see this recall that J/f has triples (a, j : a→ fc, c)
as objects and pairs (x, y) : (a, j, c)→ (a′, j′, c′), with x : a→ a′ and y : c→ c′ such
that fy ◦ j = j′ ◦ x, as morphisms, and notice that the natural transformation
πf : C(πC , id)
.
→ J(πA, f) is simply given by
(πf )((a,j,c),c′)(x : c→ c
′) =
[
a
j
−→ fc
fx
−−→ fc′
]
.
For a natural transformation φ : H(πC , id)
.
→M(h ◦πA, k) as above, a factorisation
φ′ : J(id, f)⊙C H
.
→M(h, k) consists of components
φ(a,d) :
∫ c∈C
J(a, fc)×H(c, d)→M(ha, kd)
which we take to be induced by the composites
J(a, fc)×H(c, d) ∼=
∐
j∈J(a,fc)
H(c, d)
∐
j φ((a,j,c),d)
−−−−−−−−−→M(ha, kd).
That these induce a well-defined map on the coend above follows from the naturality
of φ with respect to maps of the form (id, x) in J/f , where x : c → c′. Indeed this
naturality means that the diagrams
H(c′, d) M(ha, kd)
H(c, d)
φ((a,fx◦j,c′),d)
H(x, d) φ((a,j,c),d)
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commute, for every j : a→ c in J . Finally notice that the ((a, j, b), d)-component of
the composite πf ⊙C idH : C(πC , id)⊙CH
.
→ J(id, f)⊙CH , under the isomorphism
H(πC , id) ∼= C(πC , id)⊙C H , is simply the composite of insertions
H(b, d)→ J(a, fb)×H(b, d)→
∫ c∈C
J(a, fc)×H(c, d),
the first at j ∈ J(a, fb) and the second at c = b. From this it easily follows that φ′
is the unique transformation such that φ = φ′ ◦ (πf ⊙C idH).
Example 2.35. To give an example of a comma object in the equipment Cat-Prof,
of 2-categories, 2-functors, 2-profunctors and 2-natural transformations, that is not
strong, we can again consider the 2-categories of Example 2.24:
B =
( u
v
x y
)
and M =
( u′
v′
x′ y
′
)
.
Taking A = ∗ = C to be the terminal 2-category, we choose f = y : C → B, the
inclusion that maps the single object of A = ∗ to y, and likewise j = x : A → B,
h = x′ : A→M and k = y′ : C →M . Then the double comma object B(j, id)/f (as
in Example 2.26) is the discrete 2-category consisting of the triples (∗, u : x→ y, ∗)
and (∗, v : x→ y, ∗), and the assignments
(
(∗, u, ∗), ∗
)
7→ u′ and
(
(∗, v, ∗), ∗
)
7→ v′
trivially form a 2-natural transformation φ : C(πC , id)
.
→ M(h ◦ πA, k). However,
giving a cell
A B
M M
B(j, f)
h kφ′
is equivalent to giving a functor φ′ : B(x, y) → M(x′, y′), and φ′ ◦ πf = φ implies
φ′u = u′ and φ′v = v′. We conclude that such a φ′ cannot exist, since there is no
cell from u′ to v′ in M .
Proposition 2.36. Let E be a category with finite limits and reflexive coequalis-
ers preserved by pullbacks, so that internal profunctors in E form an equipment
Prof(E) by Proposition 1.17. The double comma objects of Prof(E), that exist by
Proposition 2.27, are all strong.
Proof. Let J : A −7→ B be an internal profunctor and f : C → B be an internal func-
tor, and consider an internal transformation φ : H(πC , id)
.
→M as in (2.10), which
we consider to be precomposed with the isomorphism H(πC , id) ∼= C(πC , id)⊙C H
given by Proposition 1.12. We have to show that there exists a unique factorisation
φ′ : J(id, f)⊙C H
.
→M such that (2.10) holds.
We begin with computing the horizontal composite
H(πC , id) ∼= C(πC , id)⊙C H
πf⊙C idH
−−−−−−→ J(id, f)⊙C H, (2.11)
where the cell πf , after being composed with unitors, coincides with the horizontal
composite
J/f J/f C
A C C
πA
C(πC , id)
πC
J(id, f)
π′ πC ε
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where π′ denotes the factorisation of the cell π, that defines J/f , through the
restriction J(id, f), and πCε is the cartesian filler defining the companion C(πC , id).
Recall from Remark 2.28 that we can take J(id, f) = (J/f)0. With that choice
the cartesian filler J(id, f)→ J is the projection (J/f)0 → J and the factorisation
π′ : J/f
.
→ J(id, f), as a map (J/f)0 → (J/f)0 (see Proposition 1.22), is simply the
identity. Likewise the companion C(πC , id) is the pullback of d : C → C0×C0 along
(πC)0× id : (J/f)0×C0 → C0×C0, so that we can take C(πC , id) = (J/f)0×C0 C;
it follows that the transformation πf = π
′ ⊙ πCε : C(πC , id)
.
→ J(id, f) is the right
action r : (J/f)0 ×C0 C → (J/f)0 given by (2.8). Finally we also take H(πC , id) =
(J/f)0 ×C0 H . Recall from the proof of Proposition 1.12 that the isomorphism
H(πC , id)
∼=−→ C(πC , id)⊙C H is the composite
H(πC , id) ∼= UJ/f ⊙J/f H(πC , id)
πC
η⊙ε
−−−−→ C(πC , id)⊙C H,
where πCη corresponds to
(
id, e ◦ (πC)0
)
: (J/f)0 → (J/f)0 ×C0 C under Proposi-
tion 1.22 while ε is the cartesian filler, i.e. the projection (J/f)0×C0H → H . Thus,
using the remark on horizontal compositions in Proposition 1.22, we conclude that
the composite (2.11) equals
(J/f)0 ×C0 H
(
id,e◦(πC)0
)
×C0 idH
−−−−−−−−−−−−−→
(
(J/f)0 ×C0 C
)
×C0 H
r×C0 idH−−−−−−→ (J/f)0 ×C0 H → (J/f)0 ⊙C H.
Here the first two maps cancel by the unit axiom for actions, so that the coequaliser
(J/f)0 ×C0 H → (J/f)0 ⊙C H remains.
It follows that the identity (2.10) is equivalent to the commuting of the diagram
(J/f)0 ×C0 C ×C0 H (J/f)0 ×C0 H (J/f)0 ⊙C H M
A0 ×D0 M0 ×M0.
r × id
id×l
φ
πf ⊙C idH
(πA)0 × hD
φ′
d
h0 × k0
That is, to prove that every internal transformation φ induces a unique φ′ that
satisfies (2.10) we have to show that φ forks the actions r × id and id×l, that is
φ◦ (r× id) = φ◦ (id×l). But this is a consequence of the naturality of φ, as follows.
Its naturality with respect to J/f (defined as the pullback (2.7)) means that the
diagram
J/f ×(J/f)0
(
(J/f)0 ×C0 H
)
(J/f)0 ×C0 C ×C0 H (J/f)0 ×C0 H
A×A0
(
(J/f)0 ×C0 H
)
M ×M0 M M
id×C0 l
φ
h×h0 φ
m
commutes, where the unlabelled maps are induced by the projections J/f →
(J/f)0 ×C0 C, (J/f)0 ×C0 H → H and J/f → A ×A0 (J/f)0 → A and where
m is the composition of M . Next consider the map
(J/f)0 ×C0 C ×C0 H → J/f ×(J/f)0
(
(J/f)0 ×C0 H
)
,
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that is induced by (J/f)0×C0 C → J/f , which is in turn induced by the identity on
(J/f)0×C0C and the composite (J/f)0×C0C
r
−→ (J/f)0
(e◦(πA)0,id)
−−−−−−−−→ A×A0 (J/f)0,
the action r : (J/f)0 ×C0 C → (J/f)0 and the identity on H . It is easy to see that
composing this map with the diagram above gives a commuting square whose top
leg is φ ◦ (id×C0 l) and (using the unit axioms for h and m) whose bottom leg is
φ ◦ (r ×C0 id), so that φ forks id×C0 l and r ×C0 id. This completes the proof.
We close this chapter with its main result.
Theorem 2.37. Consider a pseudo double category K that has companions as well
as double comma objects, which are all strong. A cell
A B
M M
J
d lζ
exhibits l as the J-weighted colimit of d (Definition 2.15) if and only if it exhibits l
as the pointwise J-weighted colimit of d (Definition 2.30).
Proof. Let H : C −7→ D, f : C → B and e : D → M be any morphisms in K, and
consider cells that are of the form as in the diagram below.
J/f C D
A
M M
C(πC , id)
πA
H
e
d
φ
A B C D
M M
J
d
B(id, f) H
eψ
C D
B
M M
H
f
e
l
φ′
B C D
M M
B(id, f)
l
H
eψ′
Here the top double headed arrow denotes the correspondence between cells of the
form φ and ψ that follows from the fact that J/f is a strong double comma object:
for each φ there is a unique ψ such that φ = ψ ◦ (π ⊙ ηf ⊙ idH) (here we have
taken J(id, f) = J ⊙ B(id, f) in Definition 2.33 so that πf = π ⊙ ηf ). Also the
bottom arrow denotes a bijective correspondence, that is given by the assignments
φ′ 7→ (Ul ◦ εf )⊙φ′ and ψ′ 7→ ψ′ ◦ (ηf ⊙ idH), where εf and ηf are the conjoint cells
defining B(id, f).
Moreover ζ exhibits l as the pointwise J-weighted colimit of d if and only if, for
any f , there is a correspondence between cells of the form φ and φ′ as is denoted by
the dashed arrow on the left: for each φ there is a unique φ′ such that φ = (ζ◦π)⊙φ′.
Likewise if ζ exhibits l as the ordinary J-weighted colimit of d then there exists a
correspondence between cells of the form ψ and ψ′ as on the right: for each ψ there
is a unique ψ′ such that ψ = ζ ⊙ ψ′. The latter are in fact equivalent: by taking
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f = idB and vertically precomposing the cells ψ and ψ
′ with the isomorphisms
H ∼= B(id, id)⊙H we see that, in terms of Proposition 2.14, ζ exhibits l as the top
absolute left Kan extension of d along J .
We claim that the two ‘dashed’ correspondences above are equivalent, thus prov-
ing the theorem. To see this, consider pairs of cells (φ, ψ) and (φ′, ψ′) that corre-
spond under the top and bottom correspondence above. Then ψ = ζ ⊙ ψ′ implies
ζ
π
φ′ =
ζ
π ηf
ψ′
=
π ηf
ψ
= φ .
For the converse assume φ = (ζ ◦ π)⊙ φ′. Then
ζ ψ′
πf
=
ζ
π
εf
ηf
φ′
=
ζ
π
φ′
= φ =
ψ
πf
which, since factorisations through πf are unique, implies ψ = ζ⊙ψ′. This concludes
the proof.
Combined with Proposition 2.36 we obtain:
Corollary 2.38. Let E be a category with finite limits and reflexive coequalisers
preserved by pullbacks, so that internal profunctors in E form an equipment Prof(E)
by Proposition 1.17. The pointwise weighted colimits in Prof(E) coincide with the
ordinary weighted colimits.
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Chapter 3
Monads on equipments
Here we recall the notion of monads on equipments which, analogous to monads on
an ordinary category, allow us to describe algebraic structures in equipments. To do
so, we will first need to consider functors of equipments and their transformations:
these will be recalled in the first section below, and again mostly from [Shu08, Sec-
tion 6]. Following this, Section 3.2 introduces the two main examples of monads
that we will consider: the ‘free symmetric strict monoidal V-category’-monad S on
V-Prof and the ‘free strict double category’-monad D on Prof(Ĝ1), where G1 is the
category (0⇒ 1). Both of them were briefly discussed in the introduction to this
thesis. In general the functor underlying a monad T , on an equipment K, does need
not preserve the horizontal units and horizontal composition of K strictly. It will be
important that the monads T we consider are ‘normal’, meaning that they preserve
horizontal units. Many monads, including S and D, are normal, and every nor-
mal monad T induces a ‘vertical 2-monad’ V (T ) on the vertical 2-category V (K).
Given a 2-monad S on a 2-category C, we will recall, in Section 3.2, the definition
of the 2-category of ‘pseudo’ algebras, S-morphisms and S-cells in C. Thus, for a
normal monad T on K, taking S = V (T ) allows us to define T -algebras, vertical
T -morphisms and vertical T -cells in K as the V (T )-algebras, V (T )-morphisms and
V (T )-cells in V (K). Of course in the case T = S we obtain symmetric monoidal
V-categories, symmetric monoidal V-functors and monoidal V-natural transforma-
tions, whereas with T = D we recover double categories, functors and transforma-
tions.
3.1 Functors, transformations and monads
We start with the definition of functors.
Definition 3.1. Let K and L be pseudo double categories. A lax functor F : K → L
consists of a pair of functors F0 : K0 → L0 and F1 : K1 → L1, such that LF1 = F0L
and RF1 = F0R, together with natural transformations
K1 ×K0 K1 K1 K0
L1 ×L0 L1 L1
⊙K
F1 ×F0 F1
U
F0
⊙L
F1
U
F⊙ . FU.
L0,
whose components are horizontal cells, and that satisfy the usual associativity and
unit axioms for lax monoidal functors, see e.g. [ML98, Section XI.2]. The transfor-
mations F⊙ and FU are called the compositor and unitor of F . A normal functor
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F : K → L is a lax functor for which FU is the identity; a normal functor whose
compositor F⊙ is invertible is called a pseudofunctor.
Unpacking this, a lax functor F : K → L maps the objects, vertical and hor-
izontal morphisms, as well as cells, of K to those of L, in a way that preserves
horizontal and vertical sources and targets. Moreover, composition of vertical maps
is preserved while horizontal compositions and units are preserved only up to natural
coherent cells F⊙ : FJ ⊙ FH ⇒ F (J ⊙H) and FU : UFA ⇒ FUA.
The notions of normal functors and pseudofunctors above are slightly stronger
than the ones in [Shu08, Section 6], where the unitors FU are only required to
be invertible; such functors we will call weakly normal. The stronger notions are
preferable as they are easier to work with, while Proposition 3.17 below shows that
every weakly normal functor is equivalent to a normal one. Most of the functors
that we encounter will be normal.
We will often use the unit axiom: for a normal functor F it means that for any
horizontal morphism J : A −7→ B, the composition
UFA ⊙ FJ = FUA ⊙ FJ
F⊙
=⇒ F (UA ⊙ J)
F l
=⇒ FJ
is equal to l : UFA ⊙ FJ ⇒ FJ , and similar for r. Also notice that, with F still
normal, the naturality of the unitor implies that FUf = UFf : UFA ⇒ UFC for any
f : A→ C.
Example 3.2. Any pullback preserving functor F : D → E between categories with
finite limits induces a pseudofunctor Span(F ) : Span(D) → Span(E), simply by ap-
plying F to the spans in D. Clearly this preserves unit spans strictly, while the
existence of invertible compositors follows from the fact that F preserves pullbacks.
The functor underlying the ‘free strict category’-monad is an example.
Recall that the companion C(f, id) of a morphism f : A→ C is defined by two
cells fε : C(f, id) ⇒ UC and fη : UA ⇒ C(f, id) that satisfy the companion identi-
ties, see the discussion following Definition 1.9. That, between equipments, normal
functors are the right morphisms to consider is because they preserve companions
and conjoints, as follows.
The following is a direct consequence of [Shu08, Proposition 6.8]. Although the
proof is relatively simple, it is important to our theory: without the inverses to the
compositors below the main result (Theorem 4.32) could not have been proven for
monads that are not pseudo.
Proposition 3.3 (Shulman). Let F : K → L be a normal functor between equip-
ments. For any morphism f : A→ C in K the images
F fε : FC(f, id)⇒ UFC and F fη : UFA ⇒ FC(f, id)
define FC(f, id) as the companion of Ff in L. In particular the canonical map
FC(f, id) ⇒ FC(Ff, id), that is induced by the cartesian filler of FC(Ff, id), is
invertible. Moreover the compositor
F⊙ : FC(f, id)⊙ FK ⇒ F
(
C(f, id)⊙K
)
is invertible for any promorphism K : C −7→ D. Analogous results hold for conjoints:
for each morphism g : B → D the image FD(id, g) is the conjoint of Fg and the
compositor
F⊙ : FK ⊙ FD(id, g)⇒ F
(
K ⊙D(id, g)
)
is invertible.
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Proof. The images F fε and F fη satisfy the vertical companion identity because F
preserves vertical composition; to see that they satisfy the horizontal one as well
notice that
r ◦ (F fη ⊙ F fε) ◦ l
−1 = F r ◦ F⊙ ◦ (F fη⊙ F fε) ◦ l
−1 = F r ◦F (fη⊙ fε) ◦ F⊙ ◦ l
−1
= F r ◦ F (fη ⊙ fε) ◦ F l
−1 = F
(
r ◦ (fη ⊙ fε) ◦ l
−1
)
= idFC(f,id),
which follows from the unit axiom for F , the naturality of F⊙ and the horizontal
companion identity for C(f, id). We claim that the inverse to F⊙ above is given by
the composite
F
(
C(f, id)⊙K
) l−1
==⇒ UFA ⊙ F
(
C(f, id)⊙K
)
F fη⊙F (f ε⊙id)
=========⇒ FC(f, id)⊙ F (UC ⊙K)
id⊙F l
====⇒ FC(f, id)⊙ FK.
Indeed, using the unit axiom for F we find that pre- and postcomposing this with
F⊙ gives respectively
F
(
C(f, id)⊙K
) F l−1
===⇒ F
(
UA ⊙ C(f, id)⊙K
)
F (fη⊙fε⊙id)
========⇒ F
(
C(f, id)⊙ UC ⊙K
) F (id⊙l)
=====⇒ F
(
C(f, id)⊙K
)
and
FC(f, id)⊙ FK
l−1
==⇒ UFA ⊙ FC(f, id)⊙ FK
F fη⊙F fε⊙id
========⇒ FC(f, id)⊙ UFC ⊙K
id⊙l
===⇒ FC(f, id)⊙K
so that the claim follows from the horizontal companion identities for FC(f, id)
and C(f, id) and the fact that (id⊙l) ◦ a = r⊙ id, which follows from the coherence
axioms for pseudo double categories.
Normal functors between equipments are compatible with the correspondences
of Proposition 1.24, as follows.
Proposition 3.4. Let F : K → L be a normal functor. The diagram on the left
commutes for any cell φ on the right, where the isomorphisms are given by the
previous proposition, and the cells λφ and λFφ are given by Proposition 1.24.
FJ ⊙ FD(Fg, id) FJ ⊙ FD(g, id)
FC(Ff, id)⊙ FK F
(
J ⊙D(g, id)
)
FC(f, id)⊙ FK F
(
C(f, id)⊙K
)
λFφ F⊙
Fλφ
F⊙
∼=
∼=
A B
C D
J
f g
K
φ
A similar diagram commutes for the cells ρFφ and Fρφ.
Proof. Writing fε and Ffε for the companion cells defining the companions C(f, id)
and FC(Ff, id) respectively, the isomorphism on the left is the unique factorisation
FC(Ff, id)⇒ FC(f, id) of F fε through Ffε. To show that the diagram commutes,
we will postcompose it with F (fε ⊙ id) : F
(
C(f, id) ⊙ K
)
→ FK. Notice that,
since the composite F (fε ⊙ id) ◦ F⊙ = F fε ⊙ id is a cartesian filler, and F⊙ is
an isomorphism by the previous proposition, the cell F (fε ⊙ id) is a cartesian
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filler as well. Hence, by uniqueness of factorisations through cartesian fillers, if
the diagram commutes after postcomposition with F (f ε ⊙ id), then it commutes
itself as well. The bottom leg of the diagram above, postcomposed with F (fε⊙ id),
is the composite[
FJ ⊙ FD(Fg, id)
λFφ
==⇒ FC(Ff, id)⊙ FK
Ff ε⊙id
====⇒ FK
]
=
[
FJ ⊙ FD(Fg, id)
Fφ⊙Fgε
=====⇒ FK
]
,
where the equality follows from λFφ = Ffη ⊙ φ ⊙ Fgε and the vertical companion
identity Ffε ◦ Ffη = UFf . Likewise, precomposing the bottom leg with F (fε⊙ id)
gives
FJ ⊙ FD(Fg, id)⇒ FJ ⊙ FD(g, id)
F⊙
=⇒ F
(
J ⊙D(g, id)
) F (φ⊙gε)
=====⇒ FK
=
[
FJ ⊙ FD(Fg, id)
Fφ⊙Fgε
=====⇒ FK
]
as well, and the proof follows.
Lax functors between closed equipments are compatible with left homs, as fol-
lows.
Proposition 3.5. Let F : K → L be a lax functor between closed equipments. The
coherence cells F⊙ induce canonical horizontal cells
F (J ⊳ H)⊙K ⇒ FJ ⊳ (FH ⊙K)
in L, for any triple of promorphisms J : A −7→ B and H : A −7→ C in K, and
K : FC −7→ D in L.
Proof. Simply take the adjoint of
FJ ⊙ F (J ⊳ H)⊙K
F⊙⊙id
====⇒ F (J ⊙ J ⊳ H)⊙K
F ev⊙ id
=====⇒ FH ⊙K.
Having introduced functors we turn to transformations.
Definition 3.6. A transformation ξ : F
.
→ G between lax functors F andG : K → L
is given by natural transformations ξ0 : F0
.
→ G0 and ξ1 : F1
.
→ G1, with Lξ1 = ξ0L
and Rξ1 = ξ0R, and such that the following diagrams commute, which we will call
the composition and unit axiom respectively.
⊙L ◦ (F1 ×F0 F1) F1 ◦ ⊙K
⊙L ◦ (G1 ×G0 G1) G1 ◦ ⊙K
.
F⊙
.⊙L ◦
(
ξ1 ×ξ0 ξ1
) . ξ1 ◦ ⊙K
.
G⊙
U ◦ F0 F1 ◦ U
U ◦G0 G1 ◦ U
.
FU
.U ◦ ξ0
. ξ1 ◦ U
.
GU
Unpacking this, a natural transformation ξ consists of a vertical morphism
ξA : FA → GA for every object A of K, as well as a cell ξJ for every horizontal
morphism J : A −7→ B in K, as on the left below. The composition and unit axioms
state that the diagrams on the right commute. In the case of normal functors F
and G the unit diagram below reduces to (ξ)UA = UξA , for every object A of K.
FA FB
GA GB
FJ
ξA ξB
GJ
ξJ
FJ ⊙ FH F (J ⊙H)
GJ ⊙GH G(J ⊙H)
F⊙
ξJ ⊙ ξH ξJ⊙H
G⊙
UFA FUA
UGA GUA
FU
UξA ξUA
GU
Like normal functors between equipments, transformations between such func-
tors are also compatible with companions and conjoints, in the following sense.
3.1. FUNCTORS, TRANSFORMATIONS AND MONADS 67
Proposition 3.7. Let ξ : F
.
→ G be a transformation of normal functors F and
G : K → L between equipments. For any morphism f : A → C the components
ξC(f,id) and ξC(id,f) coincide with the composites
FA FA FA FC
GA GA FC FC
GA GC GC GC
ξA ξA
FC(f, id)
Ff
Gf ξC ξC
GC(f, id)
Gfη
F f ε
and
FC FA FA FA
FC FC GA GA
GC GC GC GA.
FC(id, f)
Ff ξA ξA
ξC ξC Gf
GC(id, f)
Gηf
Fεf
Proof. That ξC(f,id) equals the composite on the left follows directly by horizontally
composing the following identity, which follows from the unit axiom of ξ and its
naturality, on the right by F fε.
Gfη ◦ UξA = Gfη ◦ ξUA = ξC(f,id) ◦ F fη
A similar argument shows that ξC(id,f) coincides with the composite on the right.
We recall [Shu08, Proposition 6.17].
Proposition 3.8 (Shulman). Small equipments, lax functors and transformations
form a strict 2-category Equipl. Restricting to normal functors and pseudofunctors
we obtain respectively sub-2-categories Equipn and Equipps.
Of course Equipl is contained in the larger 2-category Dbll of small pseudo double
categories, lax functors and transformations, which in turn contains sub-2-categories
Dbln and Dblps consisting of its normal functors and pseudofunctors respectively.
The following is [Shu08, Example 6.20], where we have denoted by Catfl the 2-cat-
egory of categories with finite limits, pullback preserving functors, and natural
transformations.
Proposition 3.9 (Shulman). The assignment E 7→ Span(E) given by Example 1.6
extends to a 2-functor Span : Catfl → Equipps.
Following [Shu08] we denote by Equipql and Equip
q
n the sub-2-categories of Equipl
and Equipn consisting of equipments K for which every H(K)(A,B) has reflexive
coequalisers that are preserved by –⊙ – on both sides, that is those equipments
that satisfy the conditions of Proposition 1.17. The following result is [Shu08,
Proposition 11.12].
Proposition 3.10 (Shulman). The assignment K 7→ Mod(K) given by Proposi-
tion 1.17 extends to a 2-functor Mod : Equipql → Equip
q
n. The image Mod(F ) of
a pseudofunctor F : K → L is again a pseudofunctor whenever F preserves the
reflexive coequalisers of H(K)(A,B).
Sketch of the proof. A lax functor F : K → L between equipments K and L pre-
serves monoids, morphisms of monoids, bimodules and cells of bimodules in the
same way that lax monoidal functors do. Now suppose thatK and L are contained in
Equip
q
l , so that their monoids and bimodules form equipments Mod(K) and Mod(L)
by Proposition 1.17. Since the horizontal unit UA for a monoid A : A0 −7→ A0 in K
is A itself, we have FUA = UFA; so we can take the unitor of Mod(F ) to be the
identity. To construct the compositor Mod(F )⊙ : FJ ⊙FB FH ⇒ F (J ⊙B H) for
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composable bimodules J : A −7→ B and H : B −7→ C, consider the following diagram
in H(L)(A0, C0).
FJ ⊙ FB ⊙ FH FJ ⊙ FH FJ ⊙FB FH
F (J ⊙B ⊙H) F (J ⊙H) F (J ⊙B H)
F⊙ Mod(F )⊙
Here the top row is the coequaliser defining FJ⊙FBFH in Mod(L), the bottom row
is the image of the coequaliser defining J ⊙BH and the solid vertical cells are given
by the compositors of F . We can take the compositor Mod(F )⊙ to be the unique
cell given by the universal property of the coequaliser FJ⊙FBFH , makingMod(F )
into a normal functor Mod(K) → Mod(L). Moreover, if F is a pseudofunctor, so
that the solid vertical cells are invertible, then Mod(F )⊙ is again invertible when
coequaliser at the bottom row is preserved by F , thus proving the second assertion.
Similarly the components of a transformation ξ : F
.
→ G induce a transformation
Mod(ξ) : Mod(F )
.
→ Mod(G).
Remember that every pseudo double category K induces a 2-category V (K) of
vertical morphisms and vertical cells. In the proposition below 2-Cat denotes the
2-category of 2-categories, 2-functors and 2-transformations.
Proposition 3.11. The assignment K 7→ V (K) extends to a strict 2-functor
V : Dbln → 2-Cat.
Proof. A normal functor F : K → L preserves vertical cells, so V (F ) can be de-
fined simply by applying F to the objects, vertical morphisms and vertical cells.
That V (F ) preserves composition strictly follows from the unit axiom for F . Like-
wise the vertical part ξ0 : F0
.
→ G0, of any transformation ξ : F
.
→ G, forms a
2-transformation V (ξ) : V (F )
.
→ V (G): the naturality with respect to vertical cells
follows from the unit axiom for ξ.
Having introduced functors and transformations we are ready to define monads
on pseudo double categories.
Definition 3.12. A lax monad T on a pseudo double category K is a monad
T = (T, µ, η) on K in Dbll, consisting of a lax functor T : K → K, a multiplication
µ : T 2
.
→ T and a unit η : idK
.
→ T , satisfying the usual axioms (see [ML98, Section
VI.1]). A lax monad T on K is called a normal monad or pseudomonad whenever
the underlying endofunctor T : K → K is a normal functor or pseudofunctor.
By Proposition 3.11, a normal monad T on K induces a 2-monad V (T ) on
V (K). As mentioned in the introduction, this allows us in the next section to define
T -algebras, T -morphisms and vertical T -cells as V (T )-algebras, V (T )-morphisms
and V (T )-cells in V (K). Notice that for K in Equipql , any lax monad S on K induces
a normal monad Mod(S) on Mod(K), by Proposition 3.10.
Example 3.13. We saw in Example 1.19 that if E is a category with finite limits and
reflexive coequalisers, the latter preserved by pullbacks, then categories internal to
E , together with internal profunctors, form an equipment Prof(E) = Mod(Span(E)).
In that case any pullback preserving monad T on E induces a pseudomonad Span(T )
on Span(E) by Proposition 3.9 which, by Proposition 3.10, induces a normal monad
Prof(T ) on Prof(E). This is how, in the next section, the ‘free strict double category’-
monad on Prof(Ĝ1) will be obtained from the ‘free category’-monad on the category
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Ĝ1 of presheaves on G1 = (0 ⇒ 1). Even though the latter is a pseudomonad the
former is not, as we will see in Proposition 3.25.
Many interesting monads on bicategories of spans arise in this way, see for ex-
ample [Lei04, Section 4.1] where Leinster discusses ‘cartesian monads’: a monad
(T, µ, η) on a category E with finite limits is cartesian whenever T preserves pull-
backs and the naturality squares of µ and η are pullbacks. In our terms the second
condition means that for each span J the cells µJ and ηJ are right invertible, see
Example 1.30.
Remember that weighted colimits can be defined in any pseudo double category,
see Definition 2.15. The following two propositions record some useful consequences
of the universality of weighted colimits, with respect to normal functors of pseudo
double categories and the transformations between them.
Proposition 3.14. Let F : K → L be a normal functor of pseudo double categories.
Given a colimit diagram M
d
←− A
J
−7→ B in K, any vertical morphism f : FM → N
in L induces a canonical vertical cell
colimFJ(f ◦ Fd)⇒ f ◦ F (colimJ d)
of morphisms FB → N in L, provided these weighted colimits exist. In the case
that K and L are closed equipments this cell corresponds, after applying λ (Propo-
sition 1.24) and under the canonical isomorphisms
N
(
f ◦ F (colimJ d), id
)
∼= F
(
J ⊳M(d, id)
)
⊙N(f, id)
and N
(
colimFJ (f ◦ Fd), id
)
∼= FJ ⊳
(
FM(d, id)⊙N(f, id)
)
,
to the horizontal cell F
(
J ⊳ M(d, id)
)
⊙ N(f, id) ⇒ FJ ⊳
(
FM(d, id) ⊙ N(f, id)
)
given by Proposition 3.5.
Proof. Supposing that the weighted colimits exist, denote by η and ζ the cells
that exhibit respectively l = colimJ d as the J-weighted colimit of d and k =
colimFJ(f ◦ Fd) as the FJ-weighted colimit of f ◦ Fd, as in Proposition 2.14. It
follows from the universality of ζ (Definition 2.11) that there exists a unique vertical
cell φ : k ⇒ f ◦ Fl such that
FA FB
FM FM
N N
FJ
Fd Fl
f f
Fη
Uf
=
FA FB FB
FM FM
N N N,
FJ
Fd
k
Fl
f f
ζ φ
which is the canonical vertical cell that we seek. To prove the second assertion we
apply λ to the latter identity. Using the functoriality of λ (Proposition 1.24), we
obtain the top half of the following commuting diagram, while the bottom half is
given by Proposition 3.4.
FJ ⊙N(f ◦ Fl, id) FJ ⊙N(k, id)
FJ ⊙ FM(l, id)⊙N(f, id) FJ ⊙ FM(Fl, id)⊙N(f, id) N(f ◦ Fd, id)
F
(
J ⊙M(l, id)
)
⊙N(f, id) FM(d, id)⊙N(f, id)
FM(Fd, id)⊙N(f, id)
id⊙λφ
λζ
F⊙ ⊙ id
Fλη ⊙ id
λFη ⊙ id
∼=
∼=
∼=
∼=
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We claim that under (2.1) this diagram is adjoint to
N(f ◦ Fl, id) N(k, id)
FM(l, id)⊙N(f, id) FJ ⊳ N(f ◦ Fd, id)
F
(
J ⊳M(d, id)
)
⊙N(f, id) FJ ⊳
(
FM(d, id)⊙N(f, id)
)
,
λφ
F (λη)♭
(λζ)♭
∼=
∼=
where the bottom cell is that given by Proposition 3.5. Indeed it is clear that the
top legs are adjoint; to see that the bottom ones are too notice that, in general,
the following (which is Lemma B.1(c)) holds: given any horizontal cell H ⇒ J ⊳ K
that is adjoint to ψ : J ⊙H ⇒ K, the composite (where the second cell is given by
Proposition 3.5)
FH ⊙ L⇒ F (J ⊳ K)⊙ L⇒ FJ ⊳ (FK ⊙ L)
is adjoint to FJ ⊙ FH ⊙ L
F⊙⊙id
====⇒ F (J ⊙H) ⊙ L
Fψ⊙id
====⇒ FK ⊙ L. Applying this
to the bottom leg of the bottom diagram above we find it is adjoint to that of the
top diagram. This completes the proof, since the sides of the diagram above are
the isomorphisms of the assertion.
Example 3.15. If K = V-Prof and F is the identity, then the canonical transfor-
mation colimJ (f ◦ d)
.
→ f ◦ colimJ d is the usual unique transformation φ whose
components make the diagrams
J(id, b) M(d, colimJ d(b))
M
(
f ◦ d, colimJ(f ◦ d)(b)
)
M
(
f ◦ d, (f ◦ colimJ d)(b)
)
η
.
ζ . f.
M(id, φb)
.
commute for each b in B, where η and ζ are the units of the weighted colimits
colimJ d(b) ∼= colimJ(–,b) d and colimJ(f ◦ d)(b) ∼= colimJ(–,b)(f ◦ d), see Exam-
ple 2.13. In particular, if the target N of f is cocomplete, then φb, as a map∫ x
(f ◦ d)(x) ⊗ J(x, b)→ f
(∫ y
dy ⊗ J(y, b)
)
is induced by the composites
(f ◦ d)(x) ⊗ J(x, b)→ f
(
dx⊗ J(x, b)
)
→ f
(∫ y
dy ⊗ J(y, b)
)
,
where the first map exists by universality of the copower (f ◦ d)(x) ⊗ J(x, b) and
the second map is the f -image of insertion into the coend.
Proposition 3.16. Let ξ : F
.
→ G be a natural transformation between normal
functors F and G : K → L of pseudo double categories. Given a colimit diagram
M
d
←− A
J
−7→ B in K, any vertical morphism g : GM → N in L induces a canonical
vertical cell
colimFJ(g ◦Gd ◦ ξA)⇒ colimGJ(g ◦Gd) ◦ ξB ,
provided that these colimits exist. This cell makes the following diagram commute,
where the other unlabelled cells are given by the previous proposition. Moreover it
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is invertible whenever ξJ is right invertible.
colimGJ(g ◦Gd) ◦ ξB
colimFJ(g ◦Gd ◦ ξA) g ◦G(colimJ d) ◦ ξB
colimFJ(g ◦ ξM ◦ Fd) g ◦ ξM ◦ F (colimJ d)
Proof. Denoting by ζ and θ the cells that define respectively the weighted colimits
l = colimGJ(g ◦Gd) and k = colimFJ(g ◦Gd ◦ ξA), then the canonical vertical cell
above is the unique factorisation φ of ζ ◦ ξJ through θ:
FA FB
GA GB
GM
N N
FJ
ξA ξB
GJ
Gd
l
g
ξJ
ζ
=
FA FB FB
GA GB
GM
N N N.
FJ
ξA
k
ξB
Gd
l
g
θ φ
That it makes the diagram above commute follows from the fact that, precomposed
with θ, the top and bottom leg equal respectively the left and right-hand side of
Ug ◦Gκ ◦ ξJ = Ug ◦ UξM ◦ Fκ,
where κ is the cell defining colimJ d. The last assertion follows directly from Propo-
sition 2.19, which shows that ζ ◦ ξJ exhibits l ◦ ξB as weighted colimit whenever ξJ
is right invertible, so that in that case the canonical cell φ is an isomorphism.
To close this section we give the following simple coherence result, which shows
that every weakly normal functor can be replaced by a normal one, so that our
choice of considering just normal functors is not much of a restriction. Recall
that a lax functor is called weakly normal if its unitor is invertible; we will denote
by Dblwn the 2-category of pseudo double categories, weakly normal functors and
transformations.
Recall that a 2-functor F : C → D is called a local equivalence if each of its hom-
functors F : C(x, y)→ D(Fx, Fy) is an equivalence, and that it is called essentially
surjective on objects if for each object y in D there is an object x in C with Fx ≃ y.
If F is both a local equivalence and essentially surjective on objects then it is
called a biequivalence. Analogous to the case of ordinary categories, one can show
(see [Lei04, Proposition 1.5.13]) that the latter is equivalent to the existence of a
pseudofunctor G : D → C together with equivalences idC ≃ GF in [C, C] and FG ≃
idD in [D,D], where [C, C] is the 2-category of pseudofunctors C → C, pseudonatural
transformations and modifications; likewise for [D,D].
Proposition 3.17. The inclusion Dbln →֒ Dblwn is a biequivalence.
Proof. Denote the inclusion by j. Clearly j is essentially surjective on objects so we
have to prove that, for each pair of pseudo double categories K and L, the inclusion
j : Dbln(K,L) →֒ Dblwn(K,L) is an equivalence. To do so consider a weakly normal
functor F : K → L between pseudo double categories. We will construct a normal
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functor F ′ : K → L from F simply by replacing the F1-image of each horizontal
unit UA by UFA. Simultaneously we will construct an invertible transformation
ρ = ρF : F
′ .→ F . First we take F ′0 = F0 and ρ0 = id; we define F
′
1 and ρ1 on
horizontal morphisms by
F ′1J =
{
UFA if J = UA;
F1J otherwise
and (ρ1)J =
{
FU : UFA ⇒ FUA if J = UA;
idJ otherwise.
For a cell φ : J ⇒ K in K1, take F ′1φ = ρ
−1
K ◦F1φ◦ρJ . It is clear that this makes F
′
1
into a functor K1 → L1 and that it makes ρ1 natural. That F ′1 is compatible with
L, R : K1 → K0 and L, R : L1 → L0 follows from the fact that the components of
ρ1 are horizontal cells, thus LF
′
1 = LF1 = F0L; likewise for R. Of course the unitor
F ′U we take to be the identity, making ρ compatible with the unitors of F
′
1 and F1.
Finally let the compositor F ′⊙ be given by the composites
F ′J ⊙ F ′H
ρJ⊙ρH
====⇒ FJ ⊙ FH
F⊙
=⇒ F (J ⊙H)
ρ−1J⊙H
===⇒ F ′(J ⊙H),
for any pair of horizontally composable cells J and H in K. Checking that these
satisfy the unit and associativity axiom is straightforward, while ρ is compati-
ble with the compositors by definition. This completes the definition of F ′ and
ρF : F
′ .→ F . It is clear now that the assignment F 7→ F ′ extends to a functor
(–)′ : Dblwn(K,L)→ Dbln(K,L) that maps a transformation ξ : F
.
→ G to the com-
posite ξ′ = ρ−1G ◦ ξ ◦ ρF : F
′ .→ G′, so that the invertible transformations ρF form
a natural isomorphism j ◦ (–)′ ∼= idDblwn(K,L). On the other hand clearly (–)
′ ◦ j =
idDbln(K,L), and we conclude that the inclusion j : Dbln(K,L) →֒ Dblwn(K,L) is an
equivalence.
3.2 Examples
Here we recall the main examples: the ‘free strict monoidal V-category’-monad M
and the ‘free symmetric strict monoidal V-category’-monad S on the equipment
V-Prof of V-profunctors, as well as the ‘free strict double category’-monad D on the
equipment Prof(Ĝ1) of G1-categories, where G1 = (0⇒ 1). Using Proposition 3.10
the monads M and S will be obtained from monads on V-Mat, while D is ob-
tained from the ‘free category’-monad on Span(Ĝ1). After introducing each of them
we will describe their (colax) algebras in the 2-categories V-Cat = V (V-Prof) and
Cat(Ĝ1) = V (Prof(Ĝ1)) respectively. All three monads are (of course) well-known,
so not much in this section is original. However, our way of defining the ‘free sym-
metric strict monoidal category’-monad S, by letting it be induced by a monad on
V-Mat, might be new. In fact, Cruttwell and Shulman discuss S immediately after
remarking that “Not every monad on V-Prof or Prof(E) is induced by one on V-Mat
or Span(E) however. The following examples are also important.” [CS10, Example
3.14], suggesting that S is not induced by a monad on V-Mat. That it is induced
by such a monad is useful, for it allows a relatively easy proof of the fact that S
is a pseudomonad. Although stated in [CS10, Example 5.12] without a proof, the
author has not yet seen a proof of this fact in the literature.
Monoidal V-categories
We start with the monad for monoidal V-categories. Throughout this subsection
we assume V to be a cocomplete symmetric pseudomonoidal category whose col-
imits are preserved by the binary monoidal product ⊗ in both variables, so that
V-matrices and V-profunctors form equipments V-Mat and V-Prof; see Example 1.5
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and Example 1.4. As mentioned above the ‘free strict monoidal V-category’-monad
on V-Prof will be obtained from a monad on the pseudo double category V-Mat of
V-matrices, namely the ‘free monoid’-monad, that we will also denote by M and
that is given as follows.
Restricted to the objects of V-Mat, which are simply sets, M : V-Mat→ V-Mat
is the usual ‘free monoid’-monad: each set A is mapped to the set
MA =
∐
n≥0
A×n
of finite sequences of its elements. Such sequences will be denoted by x = (x1, . . . , xn)
and we will write |x| = n for the length of x; the empty sequence will be denoted ().
The image Mf of a function f : A→ B applies f indexwise, so that (Mfx)i = fxi.
The image of a V-matrix J : A −7→ B is given by
MJ(x, y) =
{
MnJ(x, y) if |x| = n = |y|;
∅ otherwise,
where MnJ(x, y) =
⊗n
i=1 J(xi, yi) when n > 0 and M0((), ()) = 1 (the monoidal
unit of V), and where ∅ is the initial object of V . The assignment J 7→MJ clearly
extends to cells φ : J ⇒ K of V-matrices by tensoring the components of φ. One
readily checks that the assignments above form two endofunctors M0 and M1 on
the categories V-Mat0 = Set and V-Mat1.
Notice that the unitors of V induce natural isomorphisms MU : MUA ∼= UMA
for each set A. Likewise, using the fact that ⊗ preserves coproducts on both sides,
the symmetric structure of V induces natural isomorphisms M⊙ : MJ ⊙ MH ∼=
M(J ⊙H). The coherence axioms for V induce the associativity and unit axioms
for MU and M⊙, and we conclude that M0 and M1 combine to form a pseudo-
endofunctor M on the equipment V-Mat. Finally the multiplication µ : M2
.
→ M
and unit η : id
.
→ M , that make M into a pseudomonad on V-Mat, are given as
follows. Given a set A, the setM2A consists of sequences of sequences of elements in
A, which we will call double sequences and denote by x. The map µA : M
2A→MA
is given by concatenation of double sequences, while ηA : A→MAmaps elements of
A to the corresponding one-element sequences. Likewise the cell µJ : M
2J ⇒MJ ,
for a V-matrix J : A −7→ B, is induced by the isomorphisms
Mm1J(x1, y1)⊗ · · · ⊗MmnJ(xn, yn) ∼= Mm1+···+mnJ(µAx, µBy) (3.1)
that are given by the associator of V ; the cell ηJ : J ⇒ MJ is simply given by the
identities J(x, y) = J(ηAx, ηBy). That µ satisfies the associativity axiom follows
form the associativity axiom for V ; that the unit axiom holds is clear. This completes
the definition of the ‘free monoid’-monad M on V-Mat.
Having given M we turn to the normal monad Mod(M), on the equipment
Mod(V-Mat) = V-Prof of V-profunctors, that is induced by M by Proposition 3.10.
The monad Mod(M) is the ‘free strict monoidal V-category’-monad; we will again
write M = Mod(M). It is shown below that Mod(M) is a pseudomonad as well.
Given a V-category A, the V-category MA has finite sequences of A-objects as
objects, i.e. obMA =
∐
n≥0(obA)
×n, while its hom-objects are given by
MA(x, y) =
{
MnA(x, y) if |x| = n = |y|;
∅ otherwise.
(3.2)
The composition of A is given indexwise after reordering:
MA(x, y)⊗MA(y, z) ∼=
n⊗
i=1
A(xi, yi)⊗A(yi, zi)→
n⊗
i=1
A(xi, zi) = MA(x, z),
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where x, y and z are of equal length n, so that the identity on x is given by the
composition 1 ∼= 1⊗n
idx1 ⊗···⊗idxn−−−−−−−−−→ MA(x, x). The assignment A 7→ MA extends
to V-functors f : A→ B by lettingMf act indexwise: the functorMf : MA→MB
is given on objects by (Mfx)i = f(xi), while on hom-objects it is given by tensor
products of the maps A(xi, yi) → B
(
f(xi), f(yi)
)
that define the action of f on
the hom-objects of A. Of course the action of M on a V-profunctor J : A −7→ B is
given precisely like (3.2), when A is replaced by J (both A and J are V-matrices).
Likewise, its action on natural transformations between V-profunctors is given by
taking tensor products of their components, as in the definition of Mf . The defi-
nitions of the multiplication µ and unit η can be easily read off from those of the
multiplication and unit of ‘free monoid’-monad M on V-Mat above.
Before describing the algebras for ‘free strict monoidal V-category’-monadM =
Mod(M) on V-Prof, we remark that the ‘free monoid’-monad M on V-Mat pre-
serves the reflexive coequalisers of H(V-Mat)(A,B), for any sets A and B, so that
by Proposition 3.10 Mod(M) is a pseudomonad. Since such coequalisers are com-
puted pointwise this follows directly from the following proposition, which is [Rez96,
Lemma 2.3.2(a)]. In general this result is very helpful when considering monads that
involve tensor products.
Proposition 3.18 (Rezk). Let V be a symmetric monoidal category whose tensor
product ⊗ : V × V → V preserves reflexive coequalisers in both variables. For each
i = 1, . . . , n, let ki : Yi → Zi be the coequaliser of the reflexive pair fi, gi : Xi ⇒ Yi
in V, with common section si : Yi → Xi. Then the induced diagram
X1 ⊗ · · · ⊗Xn ⇒ Y1 ⊗ · · · ⊗ Yn → Z1 ⊗ · · · ⊗ Zn
is again a reflexive coequaliser.
Writing D for the category generated by three maps u : 0 → 1, v : 0 → 1 and
s : 1 → 0, under the relations u ◦ s = id1 = v ◦ s, notice that a parallel pair
f, g : X ⇒ Y in any category C is a reflexive pair if and only if there exists a functor
R : D → C with Ru = f and Rv = g; in that case Rs is a common section for f
and g. The proof of the proposition above follows from the fact that the diagonal
functor D → D × · · · × D is ‘final’, see [ML98, Section IX.3].
Recall that M restricts to a 2-monad V (M) on the 2-category V-Cat = V-Prof,
of V-categories, V-functors and V-natural transformations, by Proposition 3.11. We
shall now recall the definition of colax algebras for 2-monads, as well as those of
colax morphisms and cells between them, describing each of these notions in the
case of the 2-monad V (M). Even though the algebras considered there are lax
algebras we will follow [Lac02, Section 1], using largely the same notation.
Consider a 2-monad T = (T, µ, η) on a 2-category C, consisting of a 2-functor
T : C → C and 2-natural transformations µ : T 2
.
→ T and η : idC
.
→ T satisfying the
usual axioms (see [ML98, Section VI.1]): µ◦Tµ = µ◦µT and µ◦Tη = idC = µ◦ηT .
Definition 3.19. Let T = (T, µ, η) be a 2-monad on a 2-category C. A colax
T -algebra A is a quadruple A = (A, a, α, α0) consisting of an object A of C equipped
with a morphism a : TA→ A, its structure map, and cells α : a ◦ µA ⇒ a ◦ Ta and
α0 : a◦ηA ⇒ idA, respectively the associator and the unitor of A. The latter satisfy
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the following coherence conditions:
T 2A TA
T 3A TA A
T 2A TA
µA
Ta
aµTA
T 2a
a
µA
Ta
a
α
α
=
T 2A TA
T 3A T 2A A
T 2A TA
µA
aµTA
TµA
T 2a
µA
Ta
Ta
a
Tα
α
T 2A TA
TA TA A
A
µA
Ta
aηTA
a
a
ηA
id
α
α0
=
T 2A TA
TA A
A
µA
aηTA
a
id
id
TA
TA T 2A A
TA
a
id
TηA
id
µA
Ta
aTα0
α =
TA
TA A
TA
a
id
id
a
We call A a pseudo T -algebra if the cells α and α0 are isomorphisms; if they are
identities then A is called strict. If just the unitor α0 is an identity then A is called
normal.
Hence a normal colax V (M)-algebra A, where V (M) is the vertical restriction
of the ‘free strict monoidal V-category’-monad on V-Prof, as given above, comes
equipped with a structure map that is a V-functor a : MA→ A. The latter defines
the tensor product a(x) of each sequence x of A-objects; we will write x1⊗· · ·⊗xn =
a(x) and 1 = a(). The fact that A is normal means that a(x) = x1 for each sequence
x of length 1. MoreoverA comes with an associator a : a◦µA
.
→ a◦Ma, that consists
of V-natural maps
ax : x11 ⊗ · · · ⊗ x1m1 ⊗ · · · ⊗ xn1 ⊗ · · · ⊗ xnmn
→ (x11 ⊗ · · · ⊗ x1m1)⊗ · · · ⊗ (xn1 ⊗ · · · ⊗ xnmn),
for each double sequence x. At x =
(
(x1, x2), (x3, x4, x5), ()
)
for example, the
component ax is a map
x1 ⊗ x2 ⊗ x3 ⊗ x4 ⊗ x5 → (x1 ⊗ x2)⊗ (x3 ⊗ x4 ⊗ x5)⊗ 1.
Roughly speaking the associativity axiom above, for a, says that the two ways of
adding brackets to the tensor product of µA ◦µMA(x), where x is a triple sequence,
either starting with the ‘outer’ brackets or with the ‘inner’ ones, coincide. Formally
it states that the following diagram commutes, for each triple sequence x, where we
have written |x| = n, |xi| = mi and |xij | = lij and where
⊗j=mi,k=lij
j=1,k=1 xijk denotes
the tensor product xi11 ⊗ · · · ⊗ xi1li1 ⊗ · · · ⊗ ximi1 ⊗ · · · ⊗ ximilimi . In the top leg
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the inner brackets are added first while in the bottom one it is the outer brackets.⊗i=n,j=mi,k=lij
i=1,j=1,k=1 xijk
⊗i=n,j=mi
i=1,j=1 (
⊗lij
k=1 xijk)
⊗n
i=1(
⊗j=mi,k=lij
j=1,k=1 xijk)
⊗n
i=1
(⊗mi
j=1(
⊗lij
k=1 xijk)
)
a
a a
⊗n
i=1 a
The unit axioms for a mean that for double sequences x that are of the form
x =
(
(x11, . . . , x1n)
)
or x =
(
(x11), . . . , (xn1)
)
the component ax is the identity.
In the case that V = Set the description of normal colax M -algebras above is
closely related to that of ‘lax monoidal categories’ of e.g. [Lei04, Definition 3.1.1].
Indeed reversing the direction of the associator a in the discussion above we ob-
tain the notion of a lax monoidal category whose unitors are identities. This is
why, for general V , normal colax M -algebras are called normal colax monoidal
V-categories ; we will often leave out the prefix ‘normal’. Returning to V = Set,
pseudo M -algebras, i.e. whose associators are invertible, are often called unbiased
monoidal categories. The prefix ‘unbiased’ refers to the fact that the tensor prod-
ucts of all arities are part of the structure of A, in contrast to the classical definition
of a monoidal category, where only the nullary (unit) and binary tensor products
are given. In the case of unenriched monoidal categories it is known that the biased
and unbiased definitions are equivalent, see for example [Lei04, Section 3.2]. That
this result can be extended to the monoidal enriched categories that are treated
here seems plausible, but the author does not know of such an extension.
Next is the definition of morphisms between colax algebras.
Definition 3.20. Given colax T -algebras A = (A, a, α, α0) and B = (B, b, β, β0),
a colax T -morphism f : A → B is a morphism f : A → B equipped with a cell
f¯ : f ◦ a ⇒ b ◦ Tf , its structure cell, satisfying the following associativity and unit
coherence conditions.
TA A
T 2A TB B
T 2B TB
a
Tf
fµA
T 2f
b
µB
Tb
b
f¯
β
=
TA A
T 2A TA B
T 2B TB
a
fµA
Ta
T 2f
a
Tf
Tb
b
α
T f¯
f¯
TA A
A TB B
B
a
Tf
fηA
f
b
ηB
id
f¯
β0
=
TA A
A B
B
a
fηA
f
id
id
α0
If the structure cell f¯ is invertible then f is called a pseudo T -morphism; if it is an
identity cell then f is called strict.
For T = V (M) a colax V (M)-morphism f : A→ B as above, between normal
colax monoidal V-categories A and B, is a V-functor f : A → B equipped with a
V-natural transformation f⊗ : f ◦a
.
→ b◦Mf , the compositor, that consists of maps
f⊗ : f(x1 ⊗ · · · ⊗ xn)→ fx1 ⊗ · · · ⊗ fxn
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for any sequence x; in particular this includes a map f1A → 1B. The unit axiom
means that f⊗ restricts to the identity on sequences of length 1, while the associa-
tivity axiom states that the diagram below commutes, for each double sequence x.
Colax V (M)-morphisms are called colax monoidal V-functors.
f
(⊗i=n,j=mi
i=1,j=1 xij
) ⊗i=n,j=mi
i=1,j=1 fxij
f
(⊗n
i=1(
⊗mi
j=1 xij)
) ⊗n
i=1
(⊗mi
j=1 fxij
)
⊗n
i=1
(
f(
⊗mi
j=1 xij)
)
f⊗
faA aB
f⊗
⊗n
i=1 f⊗
Thus, like pseudo V (M)-algebras are unbiased variants of ordinary monoidal
V-categories, colax monoidal V-functors between them are unbiased variants of or-
dinary colax monoidal V-functors which, instead of being equipped with comparison
maps f(x ⊗ y) → fx ⊗ fy and f1A → 1B, come with comparison maps for each
arity n ≥ 0.
This leaves the definition of cells between T -morphisms.
Definition 3.21. Given colax T -morphisms f and g : A → B, a T -cell between f
and g is a cell φ : f ⇒ g satisfying
TA A
TB B
a
Tf Tg g
b
Tφ
g¯
=
TA A
TB B.
a
Tf f g
b
φ
f¯
In particular a V (M)-cell φ : f ⇒ g between colax monoidal V-functors f and g,
called a monoidal V-natural transformation, is simply a V-natural transformation
φ : f
.
→ g that is compatible with the structure transformations f⊗ and g⊗: the
diagrams
f(x1 ⊗ · · · ⊗ xn) fx1 ⊗ · · · ⊗ fxn
g(x1 ⊗ · · · ⊗ xn) gx1 ⊗ · · · ⊗ gxn
f⊗
φx1⊗···⊗xn φx1 ⊗ · · · ⊗ φxn
g⊗
commute for every sequence x.
For any 2-monad T , we shall write T -Algc for the 2-category of colax T -algebras,
colax T -morphisms and T -cells, and UT : T -Algc → C for the forgetful 2-functor.
Recall that every normal monad T on an equipment K induces a 2-monad V (T ) on
the vertical 2-category V (K) that is contained in K, by Proposition 3.11.
Definition 3.22. Let T be a normal monad on an equipment K. By colax T -alge-
bras (in K), colax T -morphisms and vertical T -cells between them, we simply mean
colax V (T )-algebras, colax V (T )-morphisms and V (T )-cells (in V (K)).
Thus in case T = M , the ‘free strict monoidal V-category’-monad, normal colax
M -algebras and colax M -morphisms are respectively normal colax monoidal V-
categories and colax monoidal V-functors, as we have seen.
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Symmetric monoidal V-categories
Here we discuss the ‘free symmetric strict monoidal V-category’-monad S on the
equipment V-Prof of V-profunctors, which is also briefly mentioned in [CS10, Ex-
ample 3.14] and whose restriction to V-Cat is described in [Get09, page 683]. Its
colax algebras are ‘colax symmetric monoidal V-categories’, as we will see. Like
the ‘free strict monoidal V-category’-monad M , the monad S is also induced by a
monad on V-Mat, also denoted S, that we will introduce first.
On V-Mat0 = Set we take S0 = M0 while the endofunctor S1 on V-Mat1 is given
as follows. Let Σn be the group of permutations of the set {1, . . . , n}; given σ ∈ Σn
we will write x · σ for the permuted sequence given by (x · σ)i = xσi. This gives a
right action on the sequences of length n, i.e. (x · σ) · τ = x · (σ ◦ τ). The image SJ
of a V-matrix J : A −7→ B is given by
SJ(x, y) =
{∐
σ∈Σn
MnJ(x · σ, y) if |x| = n = |y|;
∅ otherwise,
where MnJ(x · σ, y) =
⊗n
i=1 J(xσi, yi). As before the image Sφ of a cell φ : J ⇒ K
is given by taking tensor products of the components of φ; this extends J 7→ SJ to
a endofunctor S1 on V-Mat1.
To combine the endofunctors S0 and S1 into a lax endofunctor S on V-Mat
we have to supply horizontal cells S⊙ : SJ ⊙ SK ⇒ S(J ⊙ K), for V-matrices
J : A −7→ B and K : B −7→ C, that form the compositor of S, as well as horizontal
cells SU : USA ⇒ SUA, for each set A, that form the unitor of S. For the compositor
notice that there is an induced action of Σn on the tensor productsMnJ(x, y) given
by the isomorphisms
σ : MnJ(x, y)
∼=
−→MnJ(x · σ, y · σ).
that permute the factors, using the symmetric structure of V . Using this we define
the components of S⊙ to be the compositions below, for each pair of sequences x
and z of length n.
(SJ ⊙ SK)(x, z) ∼=
∐
ρ,σ∈Σn
y∈MnB
MnJ(x · ρ, y)⊗MnK(y · σ, z)
∐
σ⊗id
−−−−−→
∐
ρ,σ∈Σn
y∈MnB
MnJ(x · (ρ ◦ σ), y · σ)⊗MnK(y · σ, z)
→
∐
τ∈Σn
w∈MnB
MnJ(x · τ, w)⊗MnK(w, z) ∼= S(J ⊙K)(x, z)
Here the isomorphisms exists by the symmetric structure of V and the fact that
⊗ preserves coproducts in both variables, while the unlabelled map is induced by
inserting each component, that is indexed by ρ, σ and y, at τ = ρ ◦σ and w = y ·σ.
Checking that this makes S⊙ a natural transformation, and that it satisfies the
associativity axiom, is straightforward. The component of the unitor SU for a set
A is given by
USA(x, y) = 1 ∼= 1
⊗n → SUA(x, y)
if x = y, where the unlabelled map is insertion at σ = id; if x 6= y then it is simply
the initial map ∅ → SUA(x, y). Checking that, with this definition, the unitors
and associators satisfy the unit axioms is again straightforward. This concludes the
definition of the lax endofunctor S on V-Mat.
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The endofunctor S is made into a lax monad as follows. Its multiplication
µA : S
2A
.
→ SA for a set A concatenates the double sequences of elements in A. To
define the cell µJ : S
2J ⇒ SJ for a V-matrix J : A −7→ B notice that S2J is given by
S2J(x, y) =
∐
σ∈Σn(x,y)
n⊗
i=1
∐
σi∈Σmi
mi⊗
ji=1
J
(
(xσi)σiji , (yi)ji
)
,
where Σn(x, y) ⊂ Σn is the subgroup of permutations σ for which |xσi| = mi = |yi|,
for each index i. In here we can rewrite (yi)ji = (µBy)k(i,ji) with
k(i, ji) = m1 + · · ·+mi−1 + ji;
similarly we have (xσi)σiji = (µAx)(σ1,...,σn)◦σ(m1,...,mn)k(i,ji), where the permuta-
tions σ(m1,...,mn) and (σ1, . . . , σn) are given as follows. Writing N = Σimi, the block
permutation σ(m1,...,mn) ∈ ΣN permutes the n blocks of the (m1, . . . ,mn)-partition
of {1, . . . , N} exactly like σ permutes the elements of {1, . . . , n}, while preserving
the ordering of the elements in each block. The permutation (σ1, . . . , σn) of ΣN is
simply the disjoint union of the σi, letting each σi act on the subset
{l : Σi′<imi′ + 1 ≤ l ≤ Σi′≤imi′} ⊂ {1, . . . , N}.
It follows that, using the fact that ⊗ preserves coproducts in both variables, we can
rewrite S2J(x, y) as
S2J(x, y) ∼=
∐
σ∈Σn(x,y)
σi∈Σmi
MNJ
(
µA(x) ·
(
(σ1, . . . , σn) ◦ σ(m1,...,mn)
)
, µBy
)
(3.3)
the multiplication µJ : S
2J → SJ is given by this isomorphism followed by inserting
each component above, that is indexed by (σ, σ1, . . . , σn), into SJ(µAx, µBy) as the
component indexed by (σ1, . . . , σn) ◦ σ(m1,...,mn). That the components µJ are
natural with respect to the cells of V-Mat, and that they satisfy the unit axiom
(Definition 3.6), is clear. To see that they satisfy the composition axiom as well,
that is
S2J ⊙ S2K S2(J ⊙K)
SJ ⊙ SK S(J ⊙K)
S2⊙
µJ ⊙ µK µJ⊙K
S⊙
commutes for every pair of V-matrices J : A −7→ B andK : B −7→ C, notice that under
the isomorphisms (3.3) the action of S2⊙ = SS⊙ ◦ S⊙(S × S) is given as follows.
Consider the component of (S2J ⊙ S2K)(x, z) that is indexed by y ∈ MNB (for
the horizontal composite), (σ, σ1, . . . , σn) (for S
2J) and (τ, τ1, . . . , τn) (for S
2K).
The first factor of S2⊙ permutes the tensor product of J-components in S
2J ⊙ S2K
with τ(k1,...,kn), where |zi| = ki, while the second factor permutes the same product
with (τ1, . . . , τm). We conclude that the top leg of the diagram above is given by
permuting the J-components with (τ1, . . . , τm)◦τ(k1,...,kn), followed by insertion into
S(J ⊙K), which is exactly what the bottom leg does.
The components ηA : A → SA of the unit, for any set A, are simply given by
mapping the elements of A to their corresponding 1-element sequences; the cells
ηJ for V-matrices J are given by inserting the components of J into those of SJ .
That this makes η into a well-defined transformation id
.
→ S is clear. Finally, to
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see that µ and η satisfy the associativity and unit axioms of a monad, notice that
their actions on the permutations, that are the indices of the coproducts in S2J and
SJ , coincide with the composition and unit of the ‘operad of symmetries’, see e.g.
[Lei04, Example 2.2.20]: the operadic associativity and unit axioms for this operad
imply the associativity and unit axioms for µ and η. This completes the definition
of the lax monad S on the equipment V-Mat of V-matrices.
We will often use the fact that there exists a transformation θ : M
.
→ S embed-
ding the ‘free monoid’-monad M on V-Mat into S, that restricts to the identity on
V-Mat0 = Set and whose cells θJ : MJ ⇒ SJ insert at σ = id. Notice that θ is
compatible with the multiplications and units, in the sense that θ ◦ µM = µS ◦ θ2
(where θ2 = θS ◦Mθ) and θ ◦ ηM = ηS , i.e. θ is a morphism of monads.
As mentioned in the introduction, we are interested in the monad Mod(S) on
the equipment V-Prof of V-profunctors that is induced by S, see Proposition 3.10.
The monad Mod(S) is the ‘free symmetric strict monoidal V-category’-monad; we
will again write S = Mod(S). Its image SA of a V-category A has finite sequences
of elements of A as objects, while the hom-objects SA(x, y) are given by
SA(x, y) =
{∐
σ∈Σn
MnA(x · σ, y) if |x| = n = |y|;
∅ otherwise.
Thus generalised morphisms x→ y in SA (that is V-morphisms 1→ SA(x, y)) can
be thought of as a permutation of the sequence x, followed by a sequence of maps
from the permuted x to y. Given x, y and z of equal length n, the composition
SA(x, y)⊗ SA(y, z)→ SA(x, z) is determined by
MnA(x · σ, y)⊗MnA(y · τ, z)
τ⊗id
−−−→MnA
(
x · (σ ◦ τ), y · τ
)
⊗MnA(y · τ, z)
→MnA
(
x · (σ ◦ τ), z
)
,
where the second map is given by composition in A. Given a sequence x of length
n and a permutation σ in Σn we denote by σx : x → x · σ the isomorphism in SA
that is given by the compostion
1 ∼= 1⊗n
⊗
i idxi−−−−−→MnA(x, x)
σ
−→MnA(x · σ, x · σ)→ SA(x, x · σ), (3.4)
where the last map is insertion at σ. Note that the assignment (σ, x) 7→ σx is
functorial in the sense that τx·σ ◦ σx = (σ ◦ τ)x, while taking σ = id gives the
identity for x. In particular (σ−1)x·σ is the inverse of σx.
Given a V-functor f : A → B the image Sf : SA → SB is given on objects by
(Sfx)i = f(xi), while on hom-objects it is determined by tensor products of the
maps A(xσi, yi)→ B
(
f(xσi), f(yi)
)
that define the action of f on the hom-objects
of A. The formula for the action of S on V-profunctors is identical to that on
the hom-objects of V-categories above. Likewise the actions of (SA)op and SB on
SJ are given in a similar fashion to the composition maps of SA above, using the
actions of Aop and B on J instead of the composition maps of A. Finally the images
of V-natural transformations of V-profunctors are given by taking tensor products
of their components.
Notice that, by Proposition 3.10, the monad S is in fact normal. More is true:
the following was stated in [CS10, Example 5.12] without proof.
Proposition 3.23. The ‘free symmetric strict monoidal V-category’-monad S on
V-Prof, as described above, is a pseudomonad.
Before giving a proof we will describe the algebras of S. Notice that the em-
bedding θ : M
.
→ S of monads on V-Mat induces a morphism of monads θ =
3.2. EXAMPLES 81
Mod(θ) : Mod(M)
.
→ Mod(S) on V-Prof and therefore a morphism of 2-monads
V (θ) : V (M)
.
→ V (S) on V-Cat = V (V-Prof). In general, such a morphism of
monads induces a functor V (S)-Algc → V (M)-Algc between the categories of co-
lax algebras over V (S) and V (M), see [Lei04, Section 6.1]. It follows that the
algebra structure on a normal colax S-algebra A = (A, a′, a′) (see Definition 3.19)
restricts to normal colax monoidal V-category structure on A, whose tensor prod-
ucts are given by the V-functor a = [MA
θA−−→ SA
a′
−→ A] and whose associator is
the V-natural transformation a = a′ ◦ θ2 : a ◦ µA
.
→ a ◦Ma.
Furthermore, given a sequence x of length n and a permutation σ in Σn, we
write (sσ)x = a
′(σx) : x1 ⊗ · · · ⊗ xn → xσ1 ⊗ · · · ⊗ xσn, where σx : x → x · σ is
the isomorphism in SA that is given by the composition (3.4). Writing an for
the restriction of a to the full subcategory MnA of MA consisting of sequences of
length n, checking that the maps (sσ)x combine to form a V-natural isomorphism
sσ : an
.
→ an ◦ σ, where the action of σ on MnA is given by permutation of tensor
factors, is straightforward. The functoriality of (3.4) implies that σ 7→ sσ is functo-
rial in the sense that (sτ ◦ σ) ◦ sσ = sσ◦τ , and sid = id. Thus the original S-algebra
structure V-functor a′ : SA → A restricts to a V-functor a : MA → A that makes
A into a colax monoidal V-category, as well as coherent natural isomorphisms sσ
that permute the factors of this monoidal structure. In fact giving a′ is equivalent
to giving both a and natural transformations sσ, provided that they satisfy the
properties just described. Indeed this follows from the fact that they are related by
the commuting of the following diagram.
MnA(x · σ, y) A
(
an(x · σ), an(y)
)
SA(x, y) A
(
an(x), an(y)
)
an
A(sσ , id)
a′
(3.5)
Since the embedding θ : M
.
→ S is the identity on objects, the original associator
a′ is completely determined by its restriction a = a′ ◦ θ2. In particular the associa-
tivity axioms for a′ and its restriction a are equivalent. Moreover the V-naturality
of a′, as a transformation of V-functors SA
.
→ A, splits into the V-naturality of a
and the naturality of a with respect to the symmetries sσ. The latter means that
for each double sequence x, with |x| = n and |xi| = mi, as well as permutations
σ ∈ Σn and τi ∈ Σmi , for each i = 1, . . . , n, the following diagram commutes. Here⊗i=n,j=mi
i=1,j=1 xij denotes the tensor product x11⊗ · · ·⊗x1m1 ⊗ · · ·⊗xn1⊗ · · ·⊗xnmn ,
and (τ1, . . . , τn) ◦ σ(m1,...,mn) is the permutation that was used in the definition of
the multiplication µ of the monad S.
⊗i=n,j=mi
i=1,j=1 xij
⊗n
i=1
(⊗mi
j=1 xij
)
⊗i=n,j=mσi
i=1,j=1 x(σi)(τσij)
⊗n
i=1
(⊗mi
j=1 xi(τij)
)
⊗n
i=1
(⊗mσi
j=1 x(σi)(τσij)
)
a
sσ(m1,...,mn)
◦(τ1,...,τn)
⊗n
i=1 sτi
a sσ
Summarising, a normal colax S-algebraA is a normal colax monoidal V-category
A equipped with V-natural symmetry isomorphisms sσ : an
.
→ an ◦ σ, for each
permutation σ in Σn, where an denotes the restriction of the structure V-functor
a : MA→ A to the full subcategoryMnA of sequences of length n. The assignment
σ 7→ sσ is required to be functorial in the sense that (sτ ◦σ)◦sσ = sσ◦τ , and sid = id,
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while the associator a : a ◦ µA
.
→ a ◦Ma is required to be natural with respect to
the symmetries sσ, in that the diagrams above commute. Normal colax S-algebras
are called symmetric normal colax monoidal V-categories.
Likewise a colax S-morphism f : A → B between symmetric normal colax
monoidal V-categories A and B is a colax monoidal V-functor f : A → B whose
V-natural compositor f⊗ : f ◦ a
.
→ b ◦Mf is natural with respect to the symmetries
of A and B, in the sense that the diagrams below commute for any sequence x of
length n and permutation σ in Σn. Colax S-morphisms are called symmetric colax
monoidal V-functors. Finally S-cells between such functors are simply monoidal
V-natural transformations.
f(x1 ⊗ · · · ⊗ xn) fx1 ⊗ · · · ⊗ fxn
f(xσ1 ⊗ · · · ⊗ xσn) fxσ1 ⊗ · · · ⊗ fxσn
f⊗
fsσ sσ
f⊗
We now turn to the proof of Proposition 3.23 which, the author believes, has not
appeared in the literature before. Where Cruttwell and Shulman remark in [CS10,
Example 5.12] that such a proof can be given using “a more involved computation
with coequalisers”, we will give a simple proof that uses the fact that M is a
pseudomonad together with the following property of the embedding θ : M
.
→ S.
Remember that the cell θJ , where J is a V-profunctor A −7→ B, corresponds under
Proposition 1.24 to a horizontal cell ρθJ : SA(id, θA) ⊙MA MJ ⇒ SJ(id, θB), and
that θJ is called right invertible whenever ρθJ is invertible.
Proposition 3.24. For each V-profunctor J the cell θJ is right invertible.
Proof. Recall that horizontal composites of V-profunctors are given by the reflexive
coequalisers (1.4); in particular the source SA(id, θA)⊙MAMJ of ρθJ is the reflexive
coequaliser of the two parallel maps below, that are given by letting MA act on
SA(id, θA) and MJ respectively.∐
σ∈Σn
u,v∈MnA
MnA(x · σ, u)⊗MnA(u, v)⊗MnJ(v, z)
⇒
∐
σ∈Σn
y∈MnA
MnA(x · σ, y)⊗MnJ(y, z)→
∐
σ∈Σn
MnJ(x · σ, z)
Working out the definition of the horizontal cell ρθJ (Proposition 1.24), we find
that its component for (x, z) is induced by the second, single map above, which
is given by letting MnA act on MnJ . But this means that, by the definition of
the enriched Yoneda isomorphism (see Example 1.3 for the analogous unenriched
variant), the diagram above is the coproduct of a number of reflexive coequalisers,
one for each σ ∈ Σn, and hence the diagram itself is a reflexive coequaliser. From
this we conclude that each component of ρθJ is an isomorphism.
Proof of Proposition 3.23. Consider V-profunctors J : A −7→ B and K : B −7→ C; we
will show that the compositor S⊙ : SJ ⊙SB SK ⇒ S(J ⊙BK), which is a V-natural
transformation (SA)op ⊗ SC → V , is invertible, that is each of the components of
S⊙ is an isomorphism. Notice that since the embedding θ : M
.
→ S is the identity
on objects we may equivalently prove that all of the components of the composite
S⊙ ◦ (id⊗θC) are isomorphisms. Applying ρ to the composition axiom for θ (Def-
inition 3.6), where we use the functoriality of ρ (Proposition 1.24), we obtain the
3.2. EXAMPLES 83
following commuting diagram of V-natural transformations.
SJ ⊙SB SK ⊙SC SC(id, θC) S(J ⊙B K)⊙SC SC(id, θC)
SJ ⊙SB SB(id, θB)⊙MB MK SA(id, θA)⊙MA M(J ⊙B K)
SA(id, θA)⊙MA MJ ⊙MB MK
S⊙ ⊙ id
id⊙ρθK ρθJ⊙K
ρθJ ⊙ id id⊙M⊙
Here the top cell coincides with the restriction S⊙ ◦ (id⊗θC) after it is composed
with the isomorphisms SJ ⊙SB SK ⊙SC SC(id, θC) ∼= (SJ ⊙SB SK)(id, θC) and
S(J⊙BK)⊙SC SC(id, θC) ∼= S(J⊙BK)(id, θC) of Proposition 1.12. All of the cells
above but the top one are known to be invertible: hence the top one, and therefore
S⊙, are invertible as well.
Pseudo double categories
As the third example we recall the ‘free strict double category’-monad D on the
equipment Prof(Ĝ1) = Mod(Span(Ĝ1)) ofG1-indexed profunctors (see Example 1.19),
whose pseudoalgebras are ‘unbiased pseudo double categories’. Its definition will
involve fewer ‘details’ than that of S, because it is induced by the relatively simple
monad F of free categories on the category Ĝ1 of presheaves on G1 = (0⇒ 1). The
latter induces D by the formula D = Prof(F ), as described in Example 3.13.
A presheaf A : Gop1 → Set consists of two sets A0 and A1 as well as a pair of
functions A1 ⇒ A0 that we will denote L and R. Such a presheaf is a directed
graph, with a set of vertices A0 and a set of edges A1: every j ∈ A1 is a directed
edge from the vertex Lj to the vertex Rj. The free category monad F = (F, µ, η)
on Ĝ1 is given as follows. The directed graph FA has the same vertices as A, while
its vertices are (possible empty) paths of the directed edges in A. In formulae:
(FA)0 = A0 and (FA)1 = A0 ∐
∐
n≥1
n times︷ ︸︸ ︷
A1 ×A0 A1 ×A0 · · · ×A0 A1, (3.6)
where the set under the brace denotes the limit, called a wide pullback, of the
diagram A1
R
−→ A0
L
←− A1
R
−→ · · ·
L
←− A1 consisting of n copies of A1 and n−1 copies
of A0. On these limits the functions L and R : (FA)1 → A0 restrict to applying L to
the leftmost copy of A1 and R to the rightmost copy respectively. It is clear that this
assignment extends to an endofunctor on Ĝ1. The edges of the directed graph F
2A
consist of paths of paths of edges in A and the multiplication µA : F
2A → FA is
given by concatenation; the unit ηA : A→ FA maps each edge to its corresponding
1-edge path. Of course the strict algebras for F are categories.
An elementary calculation shows that F preserves pullbacks, so that we can
apply the 2-functor Span(–) of Proposition 3.9 to obtain a monad Span(F ) on the
equipment Span(Ĝ1) of spans in Ĝ1. Following this we apply the 2-functor Mod(–)
of Proposition 3.10, obtaining a monad D = Prof(F ) on the equipment Prof(Ĝ1) =
Mod(Span(Ĝ1)) of G1-indexed categories and G1-indexed profunctors. We have
already described the equipment Prof(Ĝ1) in detail in Example 1.21: its objects are
‘double categories without horizontal composition’, while a G1-indexed profunctor
J : A −7→ B consists of vertical morphisms p : a → b, where a ∈ A and b ∈ B, and
cells u : j ⇒ k, where j and k are horizontal morphisms in A and B. The vertical
morphisms and cells of A and B act on those of J .
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Applying the 2-functors Span(–) and Mod(–) we find that the monad D =
Mod(Span(F )) is given as follows. The image DA of a G1-indexed category A
is again given by the formulae (3.6) where now the wide pullback is a limit of
categories. The functors L and R : (DA)1 → A0 are again given by applying L
and R respectively to the leftmost and rightmost copy of A1. Thus the objects and
vertical maps of DA are those of A, while its horizontal morphisms and cells are
(possibly empty) ‘formal horizontal composites’
j = (a0
j1
−7→ a1, a1
j2
−7→ a2, . . . , an−1
jn
−7→ an)
and u =
( a0 a1
c0 c1
j1
p1 p2
k1
u1 ,
a1 a2
c1 c2
j2
p2 p3
k2
u2 , . . . ,
an−1 an
cn−1 cn
jn
pn−1 pn
kn
un
)
(3.7)
of horizontal morphisms and cells in A. Vertical composition of such sequences of
cells is given coordinatewise. Again |j| = n denotes the length of j, while the empty
sequence at the object a will be denoted by (a), and that at the vertical morphism
p by (p).
The action of D on a G1-indexed profunctor J : A −7→ B is given similarly: on
vertical morphisms by (DJ)0(a, b) = J0(a, b) and on cells by
(DJ)1(j, k) =

J0(a, b) if j = (a), k = (b);
J1(j1, k1)×J0 J1(j2, k2)×J0 · · · ×J0 J1(jn, kn) if |j| = n = |k|;
∅ otherwise
where, in the second case, the wide pullback is of the maps L and R : J1(ji, ki)→ J0
into the set J0 of all vertical morphisms of J . Thus the cells x of DJ look like
the cells u of DA above, except that now the horizontal morphisms ji and ki are
horizontal morphisms of A and B respectively, while the vertical morphisms pi are
those of J0. The actions of DA and DB are given coordinatewise.
The assignments A 7→ DA and J 7→ DJ above extend to a normal endofunctor
on the equipment Prof(Ĝ1): the naturalG1-indexed transformationsDJ⊙DBDH
.
→
D(J ⊙B H) making up the compositors of D are given by the universal property of
coends. Exactly as for F the multiplication µ : D2
.
→ D is given by concatenation,
while the unit η : id
.
→ D maps horizontal morphisms and cells to the corresponding
sequences of length 1. Unlike Span(F ), which is a pseudofunctor, the compositors
of D = Mod(Span(F )) need not be invertible, as Proposition 3.25 below shows.
We shall now describe the colax algebras of D. As with monoidal categories we
simplify matters slightly by considering normal colax D-algebras, whose unitors
α0 : a ◦ ηA ⇒ id are identities.
A normal colax D-algebra A = (A,⊙, a) consists of a G1-indexed category A
that is equipped with a G1-indexed functor ⊙ : DA→ A. The strict unitor ⊙◦η = id
implies that ⊙ restricts to the identity on objects, vertical morphisms and sequences
consisting of a single horizontal morphism or cell. It maps each sequence j =
(j1, . . . , jn) of composable horizontal morphisms of length n > 1, as in (3.7), to
its composite j1 ⊙ · · · ⊙ jn = ⊙(j) : a0 −7→ an, while it picks a horizontal unit
1a = ⊙(a) : a −7→ a for each object a. Likewise the sequence u = (u1, . . . , un) of
composable cells in (3.7) is mapped to a cell u1 ⊙ · · · ⊙ un = ⊙(u) that is of the
form as on the left below, and it picks a horizontal unit cell 1p = ⊙(p) : ida → idc
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for each vertical morphism p : a→ c, as on the right.
a1 an
c1 cn
j1 ⊙ · · · ⊙ jn
p1 pn
k1 ⊙ · · · ⊙ kn
u1 ⊙ · · · ⊙ un
a a
c c
p p1p
The associator a is a natural transformation a : ⊙◦µA
.
→ ⊙◦D⊙ consisting of cells
a : j11⊙· · ·⊙j1m1⊙· · ·⊙jn1⊙· · ·⊙jnmn → (j11⊙· · ·⊙j1m1)⊙· · ·⊙(jn1⊙· · ·⊙jnmn)
which, by the unit axiom for a (see Definition 3.19), are horizontal. Its associativ-
ity axiom says that the two ways of adding brackets in the composite of a triple
sequence of horizontal morphisms coincide, exactly like the associativity axiom for
normal colax monoidal categories. In [CS10, Example 9.3] normal colax D-algebras
are called ‘normal oplax double categories’ by Cruttwell and Shulman; we shall call
them normal colax double categories. In [Lei04, Section 5.2], Leinster calls non-
normal pseudo D-algebras ‘weak double categories’. The latter can be considered
as the ‘unbiased’ versions of the the familiar ‘biased’ pseudo double categories (Def-
inition 1.1), that we have been using throughout, in the same way that unbiased
monoidal categories are related to their biased counterparts.
Likewise colax morphisms f : A→ B between unbiased pseudo double categories
A andB are colax double functors : they areG1-indexed functors that come equipped
with natural vertical cells f⊙ : f(j1 ⊙ · · · ⊙ jn)⇒ fj1 ⊙ · · · ⊙ fjn which satisfy an
associativity axiom, exactly as for unbiased colax monoidal functors (also compare
Definition 3.1 of biased lax functors).
Proposition 3.25. The ‘free strict double category’-monad D on Prof(Ĝ1), as given
above, is not a pseudomonad.
Proof. Remember that the cells of (DJ)1 are formal horizontal composites of cells
in J . Therefore, to find G1-indexed profunctors J : A −7→ B and H : B −7→ C whose
compositor DJ ⊙DB DH
.
→ D(J ⊙B H) is not invertible, we should try to find J
and H that, each on its own, have no horizontally composable cells but so that, by
taking the quotients that form the composite J ⊙B H , such composable cells are
created. This can be easily achieved as follows. First we choose A and C to be the
terminal G1-indexed category, with single object ∗ and single horizontal morphism
∗ −7→ ∗. Let B be given by B0 = (⊥ → ⊤) and with B1 consisting of a single
horizontal morphism ⊥ −7→ ⊤. Now choose J and H to consist of the single cells
J =
( ∗ ∗
⊥ ⊤
)
and H =
( ⊥ ⊤
∗ ∗
)
.
Those cells are not horizontally composable with themselves, hence DJ = J and
DH = H . On the other hand the coequaliser computing J⊙BH (see (1.9)) identifies
the two formal composites, (∗ → ⊥,⊥ → ∗) and (∗ → ⊤,⊤ → ∗), of vertical
morphisms in J ⊙ H , so that J ⊙B H only contains a single vertical morphism
∗ → ∗. Under this identification the formal vertical composite of the cells above
has the form
∗ ∗
∗ ∗
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and we conclude that J ⊙B H is the terminal G1-indexed profunctor ∗ : A −7→ C.
We conclude that the compositor of J and H is the natural G1-indexed transfor-
mation ∗
.
→ D∗, which is clearly not invertible because the single cell of ∗ above is
horizontally composable with itself.
To close this chapter we now briefly look at the ‘free strict ω-category’-monad
and the ‘ultrafilter’-monad, whose algebras are respectively ‘monoidal globular cat-
egories’ and ‘ordered Hausdorff spaces’, leaving out most of the details.
Monoidal globular categories
As a generalisation of the category G1, that we used above to define double cat-
egories, we here consider the globe category G that has the natural numbers as
objects and the maps
0 1 2 · · ·
σ1 σ2 σ3
τ1 τ2 τ3
as morphisms, that satisfy the relations
σn ◦ σn−1 = τn ◦ σn−1 and σn ◦ τn−1 = τn ◦ τn−1.
A presheaf A on G is called a globular set ; it consists of sets An, n ∈ N, whose
elements are thought of as ‘n-dimensional globular cells’, and it comes equipped
with ‘source and target functions’ s and t : An → An−1. For example an element of
A2 is thought of as a cell
g
f
φa b,
where sφ = f , tφ = g, sf = a = sg and tf = b = tg (notice that the images of
relations above, on the σi and τi, hold).
More general, a G-indexed category A, that is a presheaf A : Gop → Cat, is called
a ω-globular category by Batanin, who uses ‘monoidal’ variants of such globular
categories in [Bat98] to introduce weak ω-categories. There exists a ‘free strict
ω-category’-monad T on Ĝ, which preserves pullbacks and thus induces a monad
Prof(T ) on the equipment Prof(Ĝ) by Proposition 3.9 and Proposition 3.10, and
pseudoalgebras for Prof(T ) are precisely the ‘unbiased’ versions of the monoidal
globular categories of [Bat98]; see [CS10, Example 9.11]. Loosely speaking, the
image TA of a globular set A consists of ‘formal pasting-diagrams’ of the cells of A:
a typical element of (TA)2 looks like
f3
f2
f1
f4
h2
h1
φ1
g
φ2
φ3
ψa
b c
d,
where the 0-cells, 1-cells and 2-cells those of A. The details can be found in [Lei04,
Chapter 8].
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Ordered compact Hausdorff spaces
The second example that we briefly mention are the ‘ordered compact Hausdorff
spaces’ considered by Tholen in [Tho09]. Different from the usual way of defining
a topological space, a topology on a set A can be given using ‘ultrafilters’ in A, as
follows. An ultrafilter f in A is defined to be a subset of the powerset P (A) on A,
that is upward-closed, closed under intersection and ‘satisfies dichotomy’, as follows:
- if S ∈ f and T ⊇ S then T ∈ f;
- if S, T ∈ f then S ∩ T ∈ f;
- for any S ⊆ A, either S ∈ f or A− S ∈ f.
The set of ultrafilters in A is denoted βA. One can think of ultrafilters in A as
families of subsets that ‘move in a certain direction within A’: for each S ∈ f and
any smaller subset T ( S, either T ∈ f or S − T ∈ f, so that f either ‘moves into T ’
or ‘moves into S − T ’.
If A is a topological space then an ultrafilter f in A is said to converge to a
point x of A if each open subset U containing x belongs to f. If A is a compact
Hausdorff space then every ultrafilter in A converges to precisely one point, giving
a function a : βA → A, that is called the convergence of A. Manes showed in his
thesis [Man69] that the endofunctor β : Set → Set can be extended to a monad
(β, µ, η), the ultrafilter-monad, such that strict β-algebra structures a : βA→ A on
a set A correspond to compact Hausdorff topologies on A.
Now consider the equipment 2-Mat, where 2 = (⊥ → ⊤), that consists of sets
and relations. The ultrafilter-monad β can be extended to a pseudomonad on 2-Mat
by mapping the relation J : A −7→ B to the relation βJ : βA −7→ βB that is given by
(βJ)(f, g) =
∧
S∈f,T∈g
∨
x∈S,y∈T
J(x, y).
Hence, applying Proposition 3.10, we obtain a monad Mod(β) on the equipment
2-Prof of preordered sets and modular relations (see Example 1.4). A pseudoalge-
bra A for Mod(β) consists of a preordered set equipped with a compact Hausdorff
topology, so that the convergence a : βA→ A is monotone. In [Tho09, Example 2]
such spaces are called ordered compact Hausdorff spaces.
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Chapter 4
Algebraic promorphisms
In this final chapter we propose generalisations of the well-known notions of lax
and colax morphisms, of algebras over a 2-monad, to notions of lax and colax
promorphisms, of algebras over a monad on an equipment. The lax notion recovers
natural notions of algebraic promorphisms, some of which have been considered
before. For example a ‘lax monoidal profunctor’ J : A −7→ B, of monoidal categories
A and B, comes equipped with a coherent tensor product
(j1 : a1 → b1, . . . , jn : an → bn) 7→ j1 ⊗ · · · ⊗ jn : a1 ⊗ · · · ⊗ an → b1 ⊗ · · · ⊗ bn
of morphisms j : a → b in J . Another example, that of lax double profunctors
between double categories, is discussed on the nLab page [Shu10].
When defining lax promorphisms we shall, following Remark 1.28, also consider
two kinds of ‘pseudo lax promorphisms’: ‘left pseudo’ and ‘right pseudo’ ones. These
correspond to the two ways of making a cell into a horizontal cell, either by using
companions or by using conjoint cells. Right pseudopromorphisms generalise the
situation of Getzler’s proposition, that was discussed in the introduction, and satisfy
a decomposition condition. For example the lax monoidal profunctor J : A −7→ B
above is a right pseudopromorphism if each morphism j : a → c1 ⊗ · · · ⊗ cn in J
decomposes, in some sense uniquely, as a composite
a
f
−→ b1 ⊗ · · · ⊗ bn
j1⊗···⊗jn
−−−−−−→ c1 ⊗ · · · ⊗ cn,
where f : a→ b1 ⊗ · · · ⊗ bn belongs to A and each ji : bi → ci belongs to J .
In Definition 4.13 the notion of right pseudopromorphisms leads to that of right
colax promorphisms. Roughly speaking the latter are equipped with ‘splittings’
like the decomposition above, without being equipped with a lax structure. For
example, a right colax monoidal profunctor H : A −7→ B does not define tensor
products of its maps, like J does above, but only gives a coherent way of ‘splitting’
each morphism h : a → c1 ⊗ · · · ⊗ cn into a morphism f : a → b1 ⊗ · · · ⊗ bn in A
and morphisms h1 : b1 → c1, . . . , hn : bn → cn in H . Notice that, since we cannot
take the tensor product of the maps h1, . . . , hn in H , there is no way of comparing
h with its ‘splitting’ (f, h1, . . . , hn).
Although the author does not yet know of any ‘true’ right colax promorphisms,
that are not right pseudopromorphisms, they have the following formal advantage
over lax promorphisms. It is, in general, not possible to coherently horizontally
compose lax promorphisms, for a monad that is not pseudo. In particular it is not
possible to compose lax double profunctors between double categories in a coherent
way, as discussed in [Shu10]. Right colax promorphisms do not suffer from this:
in fact the main result (Proposition 4.21) of Section 4.1 below asserts that colax
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algebras, colax morphisms and right colax promorphisms over a normal monad T ,
that satisfies some mild conditions, form a pseudo double category T -Promrc.
Since T -Promrc is a pseudo double category it allows a notion of ‘algebraic
weighted colimits’, as given in Definition 2.15. Moreover, using the results of Chap-
ter 2 and by generalising a notion of Grandis and Pare´, we shall consider ‘pointwise
weighted colimits’ in T -Promrc as well. In fact Theorem 4.30 below enhances Theo-
rem 2.37, by proving that all weighted colimits in T -Promrc are pointwise whenever
the underlying equipment K has strong double comma objects (Definition 2.33).
Finally in Section 4.2 we consider the main result (Theorem 4.32), which states
that if T is a ‘suitable’ normal monad on a closed equipment K, then the forgetful
functor
U : T -Promrc → K
lifts all weighted colimits. This means that an algebraic weighted colimit colimJ d
in T -Promrc can be computed as the ordinary weighted colimit colimUJ Ud in K.
Following this, in Section 4.3, applications of the main result are considered, while
it is also compared to results in [Get09], [GP07] and [MT08]. The author believes
that all results in this chapter are original.
4.1 Algebraic promorphisms
We start with the notion of lax promorphisms which, even though being a straight-
forward generalisation of that of lax morphisms, appears to be new. That it is the
right notion follows from Proposition 4.4 below, which shows that colax algebra
structures on a morphism f : A → C correspond to lax algebra structures on its
companion C(f, id). Given a normal monad T on an equipment K, recall that by a
colax T -algebra we mean a colax algebra for the 2-monad V (T ) on V (K).
Definition 4.1. Let T be a normal monad on an equipment K. Given colax
T -algebras A = (A, a, α, α0) and B = (B, b, β, β0), a lax T -promorphism A −7→ B is
a promorphism J : A −7→ B equipped with a structure cell
TA TB
A B
TJ
a b
J
J¯
satisfying the following coherence conditions, respectively the associativity axiom
and the unit axiom.
T 2A T 2B T 2B
TA TB TB
A B B
T 2J
µA µB Tb
TJ
a b b
J
µJ
J¯
β =
T 2A T 2A T 2B
TA TA TB
A A B
µA
T 2J
Ta Tb
a
TJ
a b
J
α
T J¯
J¯
A B B
TA TB
A B B
J
ηA ηB
TJ
a b
J
β0
ηJ
J¯
=
A A B
TA
A A B
J
ηA
a
J
α0
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Following Definition 1.27 we call J a left pseudo T -promorphism when the hor-
izontal cell λJ¯ : TJ ⊙ B(b, id) ⇒ A(a, id) ⊙ J is invertible, and right pseudo when
ρJ¯ : A(id, a)⊙ TJ ⇒ J ⊙B(id, b) is invertible.
Taking for T the ‘free strict monoidal V-category’-monad M or the ‘free strict
double category’-monad D, both introduced in Section 3.2, we obtain the notion of
‘lax monoidal V-profunctors’ between monoidal V-categories and that of ‘lax double
profunctors’ between pseudo double categories, as follows.
Example 4.2. Choosing T =M , the ‘free strict monoidal V-category’-monad, let A
andB be normal colax monoidal V-categories with structure V-functors a : MA→ A
and b : MB → B. A lax M -promorphism J : A −7→ B, as defined above, will be
called a lax monoidal V-profunctor. It consists of a V-profunctor J : Aop ⊗ B → V
equipped with a V-natural transformation J⊗ = J¯ : MJ
.
→ J(a, b) of V-profunctors
MA −7→ MB, that satisfies the coherence axioms above. Unpacking this we find
that J⊗ consists of morphisms
J⊗ : J(x1, y1)⊗ · · · ⊗ J(xn, yn)→ J(x1 ⊗ · · · ⊗ xn, y1 ⊗ · · · ⊗ yn)
that are natural in x ∈MnA and y ∈MnB, as well as J1 : 1→ J(1A, 1B), such that
the following associativity and unit axioms are satisfied. The associativity axiom
states that, for each pair of double sequences x and y, of equal length and such that
|xi| = mi = |yi|, the following diagram commutes. Here
⊗i=n,j=mi
i=1,j=1 xij denotes the
tensor product x11 ⊗ · · · ⊗ x1m1 ⊗ · · · ⊗ xn1 ⊗ · · · ⊗ xnmn .
⊗n
i=1
(⊗mi
j=1 J(xij , yij)
) ⊗n
i=1 J
(⊗mi
j=1 xij ,
⊗mi
j=1 yij
)
⊗i=n,j=mi
i=1,j=1 J(xij , yij) J
(⊗n
i=1(
⊗mi
j=1 xij),
⊗n
i=1(
⊗mi
j=1 yij)
)
J
(⊗i=n,j=mi
i=1,j=1 xij ,
⊗i=n,j=mi
i=1,j=1 yij
)
J
(⊗i=n,j=mi
i=1,j=1 xij ,
⊗n
i=1(
⊗mi
j=1 yij)
)
⊗n
i=1 J⊗
J⊗
J⊗ J(ax, id)
J(id, ay)
∼=
The unit axiom says that the map J⊗ : J(x, y)→ J(x, y), for any pair of objects x
and y, is the identity.
Formally the lax monoidal V-profunctor J : A −7→ B above is a right pseudo-
profunctor whenever the horizontal composite ρJ⊗ = εa ⊙ J⊗ ⊙ ηb is invertible.
Computing ρJ⊗ we find that this means that the composites∫ y
A(x, y1 ⊗ · · · ⊗ yn)⊗ J(y1, z1)⊗ · · · ⊗ J(yn, zn)
∫
id⊗J⊗
−−−−−→
∫ y
A(x, y1 ⊗ · · · ⊗ yn)⊗ J(y1 ⊗ · · · ⊗ yn, z1 ⊗ · · · ⊗ zn)
→ J(x, z1 ⊗ · · · ⊗ zn) (4.1)
are isomorphisms, for all x ∈ A and z ∈MnB, where the coends range over y ∈MnA
and where the second map is induced by the action of A on J . When n = 0 this
reduces to A(x, 1A)⊗ 1
id⊗J⊗
−−−−→ A(x, 1A)⊗ J(1A, 1B)→ J(x, 1B).
In the case that V = Set this means that every morphism j : x→ z1 ⊗ · · · ⊗ zn
in J can be decomposed as
j = (j1 ⊗ · · · ⊗ jn) ◦ f, (4.2)
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with ji : yi → zi and f : x → y1 ⊗ · · · ⊗ yn, and that this decomposition is unique
in the sense that another pair (f ′, j′) also decomposes j if and only if (f, j) and
(f ′, j′) are identified in the first coend above.
Lax symmetric monoidal V-profunctors, that is lax S-profunctors for the ‘free
symmetric strict monoidal V-category’-monad S, can be described similarly.
Example 4.3. Consider normal colax double categoriesA and B, that is normal colax
D-algebras, with G1-indexed structure functors ⊙A : DA → A and ⊙B : DB → B.
A lax D-promorphism J : A −7→ B will be called a lax double profunctor : it consists
of a G1-indexed profunctor J : A −7→ B (see Example 1.21) equipped with a structure
transformation ⊙J = J¯ : DJ
.
→ J(⊙A,⊙B), that satisfies the associativity and unit
axioms. Giving ⊙J is equivalent to specifying horizontal composites
( a0 a1
b0 b1
k1
p0 p1
l1
w1 , . . . ,
an−1 an
bn−1 bn
kn
pn−1 pn
ln
wn
)
7→
a0 an
b0 bn
k1 ⊙A · · · ⊙A kn
p0 pn
l1 ⊙B · · · ⊙B ln
w1 ⊙J · · · ⊙J wn
for the cells of J , as well as horizontal units which are of the form as on the left
below. The associativity axiom says that the diagram on the right commutes for
every double sequence w : k⇒ l.
a a
b b
p p1p
⊙n
i=1
(⊙mi
j=1 kij
) ⊙n
i=1
(⊙mi
j=1 lij
)
⊙i=n,j=ni
i=1,j=1 kij
⊙i=n,j=ni
i=1,j=1 lij
⊙n
i=1
(⊙mi
j=1 wij
)
aA aB
⊙i=n,j=mi
i=1,j=1 wij
In the case that A and B are strict double categories this recovers the description
that is given on the nLab page on double profunctors [Shu10].
That J is right pseudo means that the morphisms∫ k∈DA
A(h, k1 ⊙A · · · ⊙A kn)× J(k1, l1)× · · · × J(kn, ln)→ J(h, l1 ⊙B · · · ⊙B ln),
induced by ⊙J and the action of A on J , are invertible for each horizontal morphism
h in A and sequence l in DB. This means that every cell w in J , that is of the form
below, can be decomposed as
a b
c0 c1 · · · cn′ cn
h
p q
l1 ln
w =
a b
a0 a1 · · · an′ an
c0 c1 · · · cn′ cn
h
f g
k1
p0 p1
kn
pn′ pn
l1 ln
u
w1 wn
where u ∈ A and w ∈ DJ , and that this decomposition is unique up to the identi-
fication of the pairs (u,w) in the coend above.
The following proposition shows that colax morphisms correspond to compan-
ions with lax promorphism structures. If f is a colax morphism for which the lax
promorphism C(f, id) is right pseudo then we will say that f has a right pseudo
companion. Such colax morphisms have appeared several times in literature. For
example, they are crucial to the main results of [MT08] and [GP07], where such
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morphisms respectively are called ‘T -operadic’ or said to satisfy the ‘left Conduche´
property’. Also the second condition of the result of Getzler, that is the motivation
for this thesis and that was recalled in the introduction, simply means that the
symmetric monoidal functor, along which the Kan extension is taken, has a right
pseudo companion. For us they will be important because they are the vertical
morphisms of T -Promrc (Proposition 4.21) that admit companions, and thus can be
used to define left Kan extensions.
Proposition 4.4. Let T be a normal monad on an equipment K. For any mor-
phism f : A → C in K, there is bijective correspondence between vertical cells
f¯ : f ◦ a⇒ c ◦ Tf , that make f into a colax morphism, and cells C(f, id), of the
form as on the left below, that make the companion C(f, id) into a lax promor-
phism.
TA TC
A C
TC(f, id)
a c
C(f, id)
C(f, id)
TA TA TA TC
A A TC TC
A C C C
a a
TC(f, id)
Tf
f c c
C(f, id)
T f ε
fη
f¯
Under this assignment a structure cell f¯ is mapped to the composite on the right.
Proof. First notice that mapping f¯ to the composite above gives a bijection: it
follows from the companion identities that an inverse is given by the assignment
C(f, id) 7→ fε ◦ C(f, id) ◦ T fη. We have to check that the associativity and unit
axioms of f¯ are equivalent to those of C(f, id). To see this, notice that the unit
axiom of T implies that the image TC(f, id) is equal to the horizontal composite of
T fη, T f¯ and T
2
fε. Substituting this into the right-hand side of the associativity
axiom for C(f, id), the cells T fη (of TC(f, id)) and T fε (of C(f, id)) cancel and
what remains is the right-hand side of the associativity axiom for f¯ , horizontally
composed on the left with fη and on the right with T
2
fε.
The same is true for the left-hand side: recall from Proposition 3.7 that µC(f,id)
equals to the horizontal composition of T fη, the identity cell of Tf ◦µA = µC ◦T 2f
and T 2fε. Hence after replacing µC(f,id) with this composite, the cells T fη and T fε
cancel in the left-hand side of the axiom for C(f, id) and we see that it too is equal to
the left-hand side of the corresponding axiom for f¯ , again after composing the latter
on the left with fη and on the right with T
2
fε. It thus follows from the companion
identities that the associativity axioms for f¯ and C(f, id) are equivalent. A similar,
easier argument shows that the unit axioms for f¯ and C(f, id) are equivalent as
well, finishing the proof.
Example 4.5. Given a colax monoidal V-functor f : A → C the structure cell
C(f, id) : MC(f, id)⇒ C(f ◦ ⊗,⊗) consists of the composites
C(fx1, y1)⊗ · · · ⊗ C(fxn, yn)
⊗
−→ C(fx1 ⊗ · · · ⊗ fxn, y1 ⊗ · · · ⊗ yn)
C(f¯ ,id)
−−−−−→ C
(
f(x1 ⊗ · · · ⊗ xn), y1 ⊗ · · · ⊗ yn
)
. (4.3)
In this case, replacing J⊗ in (4.1) by the composite above, we find that C(f, id) being
right pseudo coincides with the second condition of Getzler’s proposition [Get09,
Proposition 2.3], that was recalled in the introduction, and which has been the main
motivation for developing the theory presented here. In particular the companion
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of the symmetric monoidal (unenriched) functor j : Fop → H of PROPs, that was
given as an example in the introduction, is right pseudomonoidal.
As in the previous example, the companion C(f, id) of every colax double functor
f : A → C admits a lax double profunctor structure, which maps each sequence
w = (w1 : fk1 ⇒ l1, . . . , wn : fkn ⇒ ln) in DC(f, id) to the composite
f(k1 ⊙ · · · ⊙ kn)
f¯
=⇒ fk1 ⊙ · · · ⊙ fkn
w1⊙···⊙wn
=======⇒ l1 ⊙ · · · ⊙ ln
in C(f ◦ ⊙,⊙), where f¯ is the compositor of f . (Biased) colax double functors f
for which C(f, id) is right pseudo play an important role in the main theorem of
[GP07], where the existence of a decomposition as in Example 4.3, for J = C(f, id)
and restricted to the biased case of n = 2, is called the ‘left Conduche´ condition’.
This result will be discussed in Section 4.3.
Remark 4.6. Notice that, in general, there is no obvious way to define the horizontal
composition of two lax promorphisms J : A −7→ B and H : B −7→ C: for that we need
an inverse to T⊙ : TJ ⊙ TH ⇒ T (J ⊙H) so that we can take
J ⊙H =
[
T (J ⊙H)
T−1
⊙
==⇒ TJ ⊙ TH
J¯⊙H¯
===⇒ J ⊙H
]
as a structure cell for the horizontal composite. But, since T is not a pseudo functor
in general, such inverses need not exist, so that colax algebras, colax morphisms and
lax promorphisms will not in general form a pseudo double category. Instead one
can prove that they admit a weaker structure, that of a ‘virtual’ double category.
Virtual double categories are related to pseudo double categories in the same way
that multicategories are related to monoidal categories: instead of cells J ⇒ K with
a single morphism as horizontal source, a virtual double category has ‘multicells’
(J1, . . . , Jn)⇒ K, with a sequence of morphisms as horizontal source. Their defini-
tion can be found in [CS10, Section 2]; it is also given in [Lei04, Section 5.1] where
they are called ‘fc-multicategories’.
We shall not use that lax promorphisms form a virtual double category. Instead,
we will work with ‘right colax promorphisms’, that are defined below, which, as we
will see, do form a pseudo double category. Specifically, in the case of the lax double
functors of the previous example, it is not clear how to arrange double categories,
colax (or pseudo) double functors and lax double profunctors into a pseudo double
category, as is also remarked on the nLab page [Shu10]. Instead we will consider
double categories, colax double functors and ‘right colax double profunctors’ (see
Example 4.17), which do form a pseudo double category.
The idea is to choose the notion of right colax profunctors in such a way that
right colax promorphisms with invertible structure cells correspond precisely to right
pseudo lax promorphisms, as defined in Definition 4.13. Remember that the struc-
ture cell of a right pseudo lax promorphism J : A −7→ B corresponds to a horizontal
invertible cell ρJ : A(id, a)⊙ TJ ⇒ J ⊙B(id, b), which suggests that structure cells
for right colax promorphisms H : A −7→ B should be horizontal cells of the form
H¯ : H ⊙B(id, b)⇒ A(id, a)⊙ TH.
The associativity and unit axioms for H¯ should then be chosen in such a way
that when H¯ = (ρJ)
−1
, for a right pseudo lax promorphism J : A −7→ B, they are
equivalent to the corresponding axioms for J . To do this we first have to transform
the associativity and unit axioms for lax promorphisms into identities in terms of
ρJ and TρJ . First we introduce the following convention.
Convention. Let T = (T, µ, η) be a normal monad on an equipment K. In the re-
mainder of this chapter we will assume that a companion cell fε : C(f, id)⇒ UC and
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conjoint cell εf : C(id, f)⇒ UC have been specified for every morphism f : A→ C
in K, such that idC ε = idUC = εidC . Moreover, whenever we use (e.g. in Propo-
sition 1.24) companions or conjoints for the vertical morphisms of structure cells
of algebras, colax morphisms or lax promorphisms (which either consist of a single
morphism or a composite of two) we will always make the following choices.
- For composable morphisms f : A → B and g : B → C we choose as companion
and conjoint for g ◦ f the composites B(f, id)⊙C(g, id) and C(id, g)⊙B(id, f),
whose corresponding companion and conjoint cells are compositions of the spec-
ified cells fε, gε, εf and εg, as in Proposition 1.23.
- For any morphism f : A→ B we choose as companion and conjoint cells for Tf
the T -images T fε and Tεf , see Proposition 3.3.
Consequently for any colax T -algebra A = (A, a, α, α0) the horizontal cells that
correspond, under Proposition 1.24, to the vertical structure cells α and α0 will be
of the form
λα : TA(a, id)⊙A(a, id)⇒ TA(µA, id)⊙A(a, id),
λα0 : UA ⇒ TA(ηA, id)⊙A(a, id),
ρα : A(id, a)⊙ TA(id, µA)⇒ A(id, a)⊙ TA(id, a),
and ρα0 : A(id, a)⊙ TA(id, ηA)⇒ UA.
Likewise the horizontal cells λf¯ and ρf¯ corresponding to the structure cell f¯ of a
colax morphism f : A→ C will be of the form
λf¯ : TC(f, id)⊙ C(c, id)⇒ A(a, id)⊙ C(f, id)
and ρf¯ : C(id, f)⊙A(id, a)⇒ C(id, c)⊙ TC(id, f),
while the T -image of the structure cell of a lax T -promorphism J : A → B corre-
sponds to the horizontal cells
ρT J¯ : TA(id, a)⊙ T 2J ⇒ TJ ⊙ TB(id, b)
and λT J¯ : T 2J ⊙ TB(b, id)⇒ TA(a, id)⊙ TJ.
Proposition 4.7. Let T be a normal monad on an equipment K, and let A and B
be colax T -algebras. Given a promorphism J : A −7→ B and a cell
TA TB
A B,
TJ
a b
J
J¯
the following are equivalent.
- The cell J¯ makes J into a lax T -promorphism, that is it satisfies the associativity
and unit axioms.
- The horizontal cell ρJ¯ : A(id, a) ⊙ TJ ⇒ J ⊙ B(id, b) satisfies the following co-
herence conditions in H(K).
TA T 2A
A TB T 2B
B TB
TA(id, µA)
TJ
T 2JA(id, a)
J
TB(id, µB)
B(id, b)
B(id, b)
TB(id, b)
ρJ¯
ρµJ
ρβ
=
TA T 2A
A TA T 2B
B TB
TA(id, µA)
T 2JA(id, a)
A(id, a)
J
TA(id, a)
TJ
B(id, b)
TB(id, b)
ρα
ρJ¯
ρT J¯
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TA A
A TB B
B
TA(id, ηA)
TJ
JA(id, a)
J
TB(id, ηB)
B(id, b)
ρJ¯
ρηJ
ρβ0
=
TA A
A B
B
TA(id, ηA)
JA(id, a)
J
ρα0
- The horizontal cell λJ¯ : TJ ⊙ B(b, id) ⇒ A(a, id) ⊙ J satisfies the following
coherence conditions in H(K).
T 2B TB
T 2A TB B
TA A
TB(b, id)
TB(µB , id)
B(b, id)T 2J
TA(µA, id)
B(b, id)
TJ
A(a, id)
J
λµJ
λβ
λJ¯
=
T 2B TB
T 2A TA B
TA A
TB(b, id)
B(b, id)T 2J
TA(a, id)
TA(µA, id)
TJ
A(a, id)
A(a, id)
J
λT J¯
λα
λJ¯
B
A TB B
TA A
TB(ηB , id)
J
TA(ηA, id)
B(b, id)
TJ
A(a, id)
J
ληJ
λβ0
λJ¯
=
B
A B
TA A
J
TA(ηA, id)
A(a, id)
Jλα0
Moreover in the associativity condition for ρJ¯ the horizontal cell ρT J¯ can be rewrit-
ten in terms of TρJ¯ as below, where the inverse of the compositor exists by Propo-
sition 3.3. Likewise λT J¯ = T−1⊙ ◦ TλJ¯ ◦ T⊙.
ρT J¯ =
[
TA(id, a)⊙ T 2J
T⊙
=⇒ T
(
A(id, a)⊙ TJ
)
TρJ¯
==⇒ T
(
J ⊙B(id, b)
) T−1
⊙
==⇒ TJ ⊙ TB(id, b)
]
Proof. For each lax T -promorphism J : A −7→ B it follows, from the naturality of ρ
(Proposition 1.24), that we obtain the two identities for ρJ¯ above when, under the
convention above, we apply ρ to the associativity and unit axioms for the structure
cell J¯ (Definition 4.1). On the other hand, since the assignment ρ is invertible,
the two identities above imply the associativity and unit axioms for J¯ . The second
assertion is Proposition 3.4. For λJ¯ the arguments are symmetric.
To be able to rewrite the coherence conditions of Proposition 4.7 in terms of
(ρJ¯)
−1
(provided this inverse exists) we need the inverses of ρµJ and ρηJ to exist.
This leads to the following definition.
Definition 4.8. A normal monad T = (T, µ, η) on an equipment K is called right
suitable if for each promorphism J : A −7→ B the cells µJ and ηJ are right invertible.
Cruttwell and Shulman consider pseudomonads with the property that all cells
µJ and ηJ are left invertible in [CS10, Appendix A]. They call such monads ‘hori-
zontally strong’.
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Example 4.9. Remember the ‘free monoid’-monad M on the equipment V-Mat
of V-matrices that was introduced in Section 3.2: it maps a set A to the free
monoid MA generated by A while the image MJ of a V-matrix J : A −7→ B is
given by MJ(x, y) = MnJ(x, y) =
⊗n
i=1 J(xi, yi); the monad M induces the
‘free strict monoidal V-category’-monad M = Mod(M) on the equipment V-Prof
of V-profunctors. Also recall the modification S of M , that is given by SJ(x, y) =∐
σ∈Σn
MnJ(x · σ, y), which induces the ‘free symmetric strict monoidal V-catego-
ry’-monad S = Mod(S) on V-Prof. Both monads M and S on V-Mat are right
suitable, as is shown below, while it follows from the proposition further below that
the monads M = Mod(M) and S = Mod(S), that they induce, are right suitable as
well.
Let J : A −7→ B be a V-matrix; we have to show that the V-natural transformation
ρµJ : MA(id, µA)⊙M2J ⇒MJ(id, µB) is invertible. Working out the components
of its source we find(
MA(id, µA)⊙M
2J
)
(x, y) =
∐
v∈M2A
MA(x, µAv)⊗M
2J(v, y),
where MA(x, µAv) ∼= 1 only if µAv = x, and ∅ otherwise, while M2J(v, y) 6= ∅ only
if |v| = n = |y| and |vi| = mi = |yi|, for all i = 1, . . . , n. So the conditions, under
which the v-component in the coproduct above is not the initial object, determine
v uniquely, if it exists. Notice that it does exist if and only if |x| = Σni=1|yi|, since in
that case we can take vi = (xMi+1, . . . , xMi+mi) where Mi = m1+ · · ·+mi−1. But
the latter is exactly the condition under which MJ(x, µBy), the target of (ρµJ)x,y,
is not the initial object, and we conclude that the component (ρµJ )x,y is either the
initial map ∅ → ∅, when |x| 6= Σni=1|yi|, or, in the case of equality, reduces to the
isomorphism µJ : M
2J(v, y)
∼=
−→ MJ(µAv, µBy), where µAv = x, that is given by
(3.1). This proves that each of the cells µJ is right invertible. That the same holds
for ηJ is easily seen: the components (ρηJ )x,y either equal the initial map ∅ → ∅,
when |x| 6= 1, or the identity on J(x1, y), when |x| = 1. We conclude that M is
right suitable. As mentioned above this implies, by the proposition below, that
M = Mod(M) on V-Prof is right suitable as well. In particular the inverse of ρµJ ,
for a V-profunctor J : A −7→ B, consists of the maps
MJ(x, µBy) ∼= M
2J(v, y)→
∫ w∈M2A
MA(x, µAw)⊗M
2J(w, y), (4.4)
for x and y such that |y1| + · · · + |yn| = |x|, where v and the isomorphism are
as given above and where the second map inserts at w = v, using the identity
1→MA(x, µAv).
That the monad S on V-Mat is right suitable as well follows from applying ρ to
the identities (µS)J ◦ θ2J = θJ ◦ (µM )J and (ηS)J = θJ ◦ (ηM )J , that hold because
θ : M
.
→ S is a morphism of monads. Indeed, they give commuting diagrams in
which we know of all but the cells ρ(µS)J and ρ(ηS)J that they are invertible, by
Proposition 3.24; the latter are therefore invertible as well.
Example 4.10. A monad T = (T, µ, η) on a category E with finite limits is called
cartesian if T preserves pullbacks and all the naturality squares of µ and η are
pullbacks. It follows from Example 1.30 that every such cartesian monad T induces
a right suitable monad Span(T ) on Span(E). For example the free category monad
F on Ĝ1 is cartesian (see [Lei04, Example 6.5.3] or for an elementary proof [DPP06,
Proposition 2.3]) so that the induced monad Span(F ) on Span(Ĝ1) is right suitable.
It follows from the proposition below that D = Mod(Span(F )), the free strict double
category monad, is right suitable as well.
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Example 4.11. The ‘free strict ω-category’-monad T , that we briefly mentioned at
the end of Section 3.2, is cartesian as well. This is shown by Leinster in [Lei04,
Appendix F]. It follows that the induced monad Prof(T ), for monoidal globular
categories, is right suitable. The ultrafilter-monad β, that we also mentioned, is
not right suitable: one can verify that components of its multiplication are right
invertible, but those of its unit are not, see [CS10, Example A.7]
Recall that Equipql denotes the 2-category of equipments K, for which every
H(K)(A,B) has reflexive coequalisers preserved by ⊙ on both sides, lax functors
and the transformations between them. Its sub-2-category Equipqn consists of normal
functors.
Proposition 4.12. The 2-functor Mod : Equipql → Equip
q
n of Proposition 3.10 pre-
serves right suitable monads.
Proof. The multiplication Mod(µ) of the image of a monad T = (T, µ, η) on K is
given by the cells µA that form morphisms of monoids µA : T
2A→ TA (remember
a monoid A is a promorphism A : A0 −7→ A0 equipped with horizontal multiplication
and unit cells), and by the cells µJ that form cells of bimodules µJ : T
2J ⇒ TJ
for every bimodule J : A −7→ B. If T is right suitable then the K-cells underlying
µA and µJ are right invertible, so that by Proposition 1.31 the cell µJ , as a cell of
bimodules, is right invertible in Mod(K). In the same way we see that each ηJ is
right invertible in Mod(K) as well, which completes the proof.
We are now ready to define right colax promorphisms.
Definition 4.13. Let T be a right suitable normal monad on an equipment K.
Given colax T -algebras A and B, a right colax T -promorphism J : A −7→ B is a
promorphism J : A −7→ B equipped with a horizontal structure cell
A B TB
A TA TB
J B(id, b)
A(id, a) TJ
J¯
satisfying the following associativity and unit axioms in H(K).
B TB
A TA T 2B
TA T 2A
B(id, b)
TB(id, µB)J
A(id, a)
A(id, a)
TJ
TA(id, µA)
TA(id, a)
T
(
A(id, a)⊙ TJ
)
T 2J
J¯
ρα
(ρµJ )
−1
T⊙
=
B TB
A TB T 2B
TA
B(id, b)
B(id, b)
TB(id, µB)J
A(id, a)
TB(id, b)
TJ
T
(
J ⊙ B(id, b)
)
T
(
A(id, a)⊙ TJ
)
J¯
ρβ
T⊙
T J¯
B TB
A TA B
A
B(id, b)
TB(id, ηB)J
A(id, a)
TJ
TA(id, ηA)
J
J¯
ρα0
(ρηJ )
−1 =
B TB
A B
A
B(id, b)
TB(id, ηB)J
J
ρβ0
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Remark 4.14. It is readily seen that, for a right pseudopromorphismH : A −7→ B, the
axioms above for J¯ = (ρH¯)
−1
are indeed equivalent to those of Proposition 4.7 for
ρH¯ , which was our goal. It follows that right pseudo lax promorphisms correspond
to pseudo right colax promorphisms. We will not distinguish these two notions and
call promorphisms of either type simply right pseudopromorphisms.
Also notice the necessity of the existence of the inverses of ρµJ and ρηJ , and
the necessity of considering colax algebras, in the above definition. Indeed, in the
associativity axiom both (ρµJ)
−1
and ρα are ‘kept in place’ by J¯ and T⊙: when
neither J¯ nor T⊙ is invertible it is not possible to rewrite the axiom in terms of ρµJ
instead of (ρµJ )
−1
, or in terms of a lax algebra structure cell α′ : a ◦ Ta ⇒ a ◦ µA
instead of α. In the same way (ρηJ )
−1 is kept in place in the unit axiom.
We shall first describe the relatively simple notion of (unenriched) right colax
monoidal profunctors. Before we start however, the author must admit that the
only such profunctors he knows are all right pseudomonoidal profunctors, that is
with invertible structure cells, as described in Example 4.2.
Consider an ordinary profunctor J : A −7→ B between normal colax unenriched
monoidal categories A and B. Loosely speaking, a right colax structure on J is a
weakening of a right pseudo structure on J : while the latter gives a decomposition
(4.2) of each map j : x → z1 ⊗ · · · ⊗ zn in J as j = (j1 ⊗ · · · ⊗ jn) ◦ f , where
f : x→ y1 ⊗ · · · ⊗ yn and js : ys → zs, a right colax structure only gives a coherent
assignment j 7→ (f, j), with no further relation between (f, j) and j. In particular
a right colax structure does not define tensor products j1 ⊗ · · · ⊗ jn of maps in J .
To make this formal, by a right splitting of a map j : x→ z1 ⊗ · · · ⊗ zn in J we
mean a pair (f, j) consisting of a map f : x → y1 ⊗ · · · ⊗ yn in A and a sequence
j : y → z in MnJ , of maps js : ys → zs in J . Such a right splitting (f, j) of j is
drawn as
x z1 ⊗ · · · ⊗ zn
y1 ⊗ · · · ⊗ yn
j
f
z.
y
j
Two splittings (f, j) and (f ′, j′) of j are called equivalent if they are identified in
the coend
∫ y∈MnAA(x, y1 ⊗ · · · ⊗ yn) ×MnJ(y, z). Thus the equivalence relation
on splittings (f, j) is generated by the pairs (f, j) ∼ (f ′, j′) for which there exists a
sequence g : y → y′ such that (g1 ⊗ · · · ⊗ gn) ◦ f = f ′ and j′ ◦ g = j.
Likewise we consider (right) double splittings of maps
j : x→ (z11 ⊗ · · · ⊗ z1m1)⊗ · · · ⊗ (zn1 ⊗ · · · ⊗ znmn)
to be pairs (f, j) where f : x→ (y11⊗· · ·⊗y1m1)⊗· · ·⊗ (yn1⊗· · ·⊗ynmn) is a map
in A and j : y → z is a double sequence in M2J . Again we call (f, j) and (f ′, j′)
equivalent if they are identified in the coend
∫ y∈M2A
A
(
x, (⊗◦M⊗)(y)
)
×M2J(y, z).
Example 4.15. A right colax monoidal profunctor J : A −7→ B, between normal colax
monoidal categories A and B, comes equipped with a right splitting J¯(j) = (f, j)
of each map j : x → z1 ⊗ · · · ⊗ zn, as above, such that the following naturality,
associativity and unit axioms hold.
- For g : y → x in A, j : x→ z1⊗· · ·⊗zn in J and h : z → t inMnB, if J¯(j) = (f, j)
then the splittings J¯
(
(h1 ⊗ · · · ⊗ hn) ◦ j ◦ g
)
and (f ◦ g, h ◦ j) are equivalent.
- For any j : x → z11 ⊗ · · · ⊗ z1m1 ⊗ · · · ⊗ zn1 ⊗ · · · ⊗ znmn the double splittings
of aB ◦ j
(aA ◦ f, j) and
(
(h1 ⊗ · · · ⊗ hn) ◦ g, l
)
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as in the diagrams below, are equivalent. Here the left-hand side is obtained by
first splitting j as J¯(j) = (f, j), where the target of f is y1 ⊗ · · · ⊗ yN , with
N = m1+ · · ·+mn. Then there is a unique way of decomposing j into a double
sequence j : y → z such that µBj = j
1, making (aA ◦ f, j) a double splitting of
aB ◦ j.
x z11 ⊗ · · · ⊗ z1m1 ⊗ · · · ⊗ zn1 ⊗ · · · ⊗ znmn
y1 ⊗ · · · ⊗ yN
(z11 ⊗ · · · ⊗ z1m1)⊗ · · · ⊗ (zn1 ⊗ · · · ⊗ znmn)
(y11 ⊗ · · · ⊗ y1m1)⊗ · · · ⊗ (yn1 ⊗ · · · ⊗ ynmn)
j
f
aA
aB
µBz
y
z
y
j
j
The right-hand side is given by first splitting aB ◦ j into J¯(aB ◦ j) = (g, k)
followed by splitting each of the ki as J¯(ki) = (hi, li). Together the latter form
sequences h in MnA and l in M
2J , making
(
(h1 ⊗ · · · ⊗ hn) ◦ g, l
)
a double
splitting of aB ◦ j as well.
x z11 ⊗ · · · ⊗ z1m1 ⊗ · · · ⊗ zn1 ⊗ · · · ⊗ znmn
(z11 ⊗ · · · ⊗ z1m1)⊗ · · · ⊗ (zn1 ⊗ · · · ⊗ znmn)
v1 ⊗ · · · ⊗ vn
(w11 ⊗ · · · ⊗ w1m1)⊗ · · · ⊗ (wn1 ⊗ · · · ⊗ wnmn)
j
g
h1 ⊗ · · · ⊗ hn
aB
(Mn⊗)(z)
v
z
w
k
l
- For each j : x→ z1 the splitting J¯(j) = (f, j) satisfies j1 ◦ f = j.
It is easily seen that, using the axiom of choice if necessary, choosing a right splitting
of each map j : x → z1 ⊗ · · · ⊗ zn in J , such that the first axiom above holds, is
equivalent to giving a natural transformation J¯ : J(id,⊗)
.
→ A(id,⊗) ×MA MJ as
in Definition 4.13. It is then straightforward to check that the associativity axiom
above corresponds to that of Definition 4.13, once we have postcomposed the latter
with the inverse of the compositorM⊙ (which exists becauseM is a pseudomonad),
and that the unit axioms coincide as well.
The enriched version is as follows.
1In fact j is the image of j under the cell (ρµJ )
−1 : TJ(id, µB)⇒ TA(id, µA)⊙T2A T
2J in the
associativity axiom of Definition 4.13.
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Example 4.16. Given normal colax monoidal V-categories A and B, a right colax
monoidal V-profunctor J : A −7→ B is a V-profunctor J : A −7→ B equipped with
V-natural maps
J¯ : J(x, z1 ⊗ · · · ⊗ zn)→
∫ y∈MnA
A(x, y1 ⊗ · · · ⊗ yn)⊗ J(y1, z1)⊗ · · · ⊗ J(yn, zn)
for x ∈ A and z ∈MnB, that satisfy the following associativity and unit axioms.
The associativity axiom states that, for every x ∈ A and z ∈M2B, the composite
J(x, z11 ⊗ · · · ⊗ znmn)
J¯
−→
∫ y
A(x, y1 ⊗ · · · ⊗ yN )⊗ J(y1, z11)⊗ · · · ⊗ J(yN , znmn)
∼=
∫ y
A(x, y11 ⊗ · · · ⊗ ynmn)⊗ J(y11, z11)⊗ · · · ⊗ J(ynmn , znmn)
∫
A(id,aA)⊗id
−−−−−−−−−→
∫ y
A
(
x, (y11 ⊗ · · · ⊗ y1m1)⊗ · · · ⊗ (yn1 ⊗ · · · ⊗ ynmn)
)
⊗ J(y11, z11)⊗ · · · ⊗ J(ynmn , znmn),
where the coends range over y ∈ MA or y ∈ M2A and where the isomorphism is
given by (4.4), equals
J(x, z11 ⊗ · · · ⊗ znmn)
J(id,aB)
−−−−−→ J
(
x, (z11 ⊗ · · · ⊗ z1m1)⊗ · · · ⊗ (zn1 ⊗ · · · ⊗ znmn)
)
J¯
−→
∫ v
A(x, v1 ⊗ · · · ⊗ vn)⊗
n⊗
i=1
J(vi, zi1 ⊗ · · · ⊗ zimi)
∫
id⊗J¯⊗n
−−−−−−→
∫ v,w
A(x, v1 ⊗ · · · ⊗ vn)⊗
n⊗
i=1
(
A(vi, wi1 ⊗ · · · ⊗ wimi)⊗
mi⊗
j=1
J(wij , zij)
)
→
∫ y
A
(
x, (y11 ⊗ · · · ⊗ y1m1)⊗ · · · ⊗ (yn1 ⊗ · · · ⊗ ynmn)
)
⊗ J(y11, z11)⊗ · · · ⊗ J(ynmn , znmn).
Here the last map is induced by maps that, after permuting the factors, use the mo-
noidal structure ofA to map the tensor product of the factorsA(vi, wi1 ⊗ · · · ⊗ wimi)
into A
(
v1 ⊗ · · · ⊗ vn,
⊗n
i=1(wi1 ⊗ · · · ⊗ wimi)
)
, followed by composing the latter
with A(x, v1 ⊗ · · · ⊗ vn). The unit axiom (remember that A and B are assumed to
be normal) means that the composites
J(x, z)
J¯
−→
∫ y∈A
A(x, y)⊗ J(y, z) ∼= J(x, z),
where the isomorphism is the Yoneda isomorphism, equal the identity.
Right colax structures on double profunctors are similar to those on monoidal
profunctors, as is shown in the following example. However, as a consequence of
the fact that the ‘free strict double category’-monad D is not a pseudofunctor, the
associativity axiom is slightly harder to state.
Example 4.17. Let A and B be normal colax double categories. A right colax
double profunctor J : A −7→ B is a G1-indexed profunctor (Example 1.21), that comes
equipped with right splittings J¯(w) = (u,w): for every cell w : h⇒ l1 ⊙ · · · ⊙ ln in
J , where u : h ⇒ k1 ⊙ · · · ⊙ kn is a cell in A and w : k ⇒ l is a sequence of cells in
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DnJ , as follows, that satisfies the axioms below.
a b
c0 c1 · · · cn′ cn
h
p q
l1 ln
w 7→
a b
a0 a1 · · · an′ an
a0 a1 an′ an
c0 c1 cn′ cn
h
f g
k1
k1
p0 p1
kn
kn
pn′ pn
l1 ln
u
w1 wn· · ·
The axioms are:
- for each splitting J¯(w) = (u,w) as above, p0 ◦ f = p and pn ◦ g = q;
- for each J¯(w) = (u,w) above, x : j ⇒ h in A and y : l ⇒ m in DnB, the
images of J¯
(
(y1 ⊙ · · · ⊙ yn) ◦ w ◦ x
)
and (u ◦ x, y ◦ w) coincide in the coend∫ k
A(j, k1 ⊙ · · · ⊙ kn)×DJ(k,m);
- for each cell w : h⇒ l11 ⊙ · · · ⊙ l1m1 ⊙ · · · ⊙ ln1 ⊙ · · · ⊙ lnmn in J , the images of
the double splittings2(
h
u
=⇒ (⊙ ◦ µA)(j)
aA=⇒ (⊙ ◦D⊙)(j),
(
(D⊙(j))s
id
=⇒ ⊙(js), js
ws
=⇒ ls
)
1≤s≤n
)
and
(
h
x
=⇒ ⊙(k),
(
ks
ys
=⇒ ms, ms
v′s=⇒ ls
)
1≤s≤n
)
,
that are given as follows, coincide in A(id,⊙) ×DA D
(
A(id,⊙) ×DA DA
)
. The
first is obtained by splitting w into J¯(w) = (u,w), where u : h ⇒ j1 ⊙ · · · ⊙ jN
with N = m1 + · · · + mn, and w is the unique decomposition of w such that
µJ (w) = w, while the second is obtained by first taking J¯(aA ◦ w) = (x, v) and
then splitting each vs : ks ⇒ ls1 ⊙ · · · ⊙ lsms into J¯(vs) = (ys, v
′
s);
- for each w : h⇒ l1 the splitting J¯(w) = (x,w) satisfies w1 ◦ x = w.
The following definition introduces T -cells between right colax promorphisms.
Afterwards we will prove that, together with colax algebras and colax morphisms,
these form a pseudo double category. In the definition we will use the follow-
ing notation: for any colax T -morphism f : A → C, with vertical structure cell
f¯ : f ◦ a⇒ c ◦ Tf , we will denote the composite of the cells below by ρ1f¯ : A(id, a)⇒
C(id, c). The subscript 1 in the notation represents the fact that in each vertical edge
of f¯ we only ‘slid one map around the corner’, as opposed to ρf¯ , where both maps are
moved. Notice that f 7→ ρ1f¯ is functorial, in the sense that ρ1(g ◦ f) = (ρ1g¯)◦(ρ1f¯)
for any other colax morphism g : C → E.
A TA TA TA
A A TC TC
C C C TC
A(id, a)
a Tf Tf
f f c
C(id, c)
εa
ηcUf
UTf
f¯
2Notice that while the image of the first double splitting here lies in the image of A(id,⊙)⊙DA
DA(id,⊙) ⊙D2A D
2A, this is generally not true for the image of the second splitting. Indeed
successive cells ys and ys+1 need not have common vertical maps, so that they may not form a
sequence y ∈ DA. In fact this failure is the reason for the monad D not being pseudo.
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Example 4.18. For a colax monoidal V-functor f : A → C the V-natural transfor-
mation ρ1f⊗ is given by the composites
A(x, y1 ⊗ · · · ⊗ yn)
f
−→ C
(
fx, f(y1 ⊗ · · · ⊗ yn)
) C(id,f⊗)
−−−−−→ C(fx, fy1 ⊗ · · · ⊗ fyn).
Definition 4.19. Let T be a right suitable normal monad on an equipment K.
Consider a cell
A B
C D
J
f g
K
φ
where f and g are colax T -morphisms and where J and K are right colax T -promor-
phisms. We will call φ a T -cell whenever the following identity is satisfied, where
ρ1f¯ is defined above.
A B TB
A TA TB
C TC TD
J B(id, b)
A(id, a)
f
TJ
Tf Tg
C(id, c) TK
J¯
ρ1f¯ Tφ
=
A B TB
C D TD
C TC TD
J
f
B(id, b)
g Tg
K D(id, d)
C(id, c) TK
K¯
ρ1g¯φ
Notice that if φ is a vertical cell φ : f ⇒ g then the T -cell axiom for φ above
is equivalent to the vertical T -cell axiom given in Definition 3.21: the first equals
the horizontal composite of the latter with conjoint cells εa on the left and ηc on
the right. Thus the definition above generalises that of vertical cells between colax
morphisms.
As an example we describe cells between right colax monoidal functors; cells
between right colax double functors are similar.
Example 4.20. When T is the ‘free strict monoidal V-category’-monad M we will
call a M -cell φ : J
.
→ K(f, g) above, where J and K are right colax monoidal
V-profunctors, a monoidal transformation. The M -cell axiom above means that
the following diagram commutes, for objects x ∈ A and z ∈ MnB, where the
coends range over y ∈MnA and w ∈MnC.
J(x, z1 ⊗ · · · ⊗ zn)
∫ y
A(x, y1 ⊗ · · · ⊗ yn)⊗
n⊗
i=1
J(yi, zi)
K
(
fx, g(z1 ⊗ · · · ⊗ zn)
) ∫ y
C(fx, fy1 ⊗ · · · ⊗ fyn)⊗
n⊗
i=1
K(fyi, gzi)
K(fx, gz1 ⊗ · · · ⊗ gzn)
∫ w
C(fx, w1 ⊗ · · · ⊗ wn)⊗
n⊗
i=1
K(wi, gzi)
J¯
φ
∫
ρ1f⊗ ⊗ φ
⊗n
K(id, g⊗)
K¯
Recall that every normal monad T on an equipment K induces a 2-monad V (T )
on the vertical 2-category V (K), by Proposition 3.11.
Proposition 4.21. Let T be a right suitable normal monad on an equipment K.
Colax T -algebras, colax T -morphisms, right colax T -promorphisms and T -cells form
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a pseudo double category T -Promrc, in which the horizontal composite J ⊙H of two
right colax promorphisms J : A −7→ B and H : B −7→ C is equipped with the structure
cell
J ⊙H =
[
J ⊙H ⊙ C(id, c)
id⊙H¯
===⇒ J ⊙B(id, b)⊙ TH
J¯⊙id
===⇒ A(id, a)⊙ TJ ⊙ TH
id⊙T⊙
====⇒ A(id, a)⊙ T (J ⊙H)
]
.
Moreover the vertical 2-category V (T -Promrc) is the 2-category V (T )-Algc of colax
V (T )-algebras, colax V (T )-morphisms and vertical V (T )-cells.
Proof. We know that colax T -algebras (remember these are in fact colax V (T )-al-
gebras, see Definition 3.22) and colax morphisms form a category (T -Promrc)0. On
the other hand it follows readily from the functoriality of f 7→ ρ1f¯ that T -cells can
be vertically composed by vertically composing their underlying cells in K, so that
they too form a category (T -Promrc)1, with right colax promorphisms as objects.
The last assertion follows from the remark following Definition 4.19 above, once we
have shown that (T -Promrc)0 and (T -Promrc)1 combine to a pseudo double category
T -Promrc.
We claim that the functor ⊙ : K1 ×K0 K1 → K1, that equips K with horizontal
composites, lifts to a functor
⊙ : (T -Promrc)1 ×(T -Promrc)0 (T -Promrc)1 → (T -Promrc)1,
by equipping each horizontal composite J ⊙H with the structure cell J ⊙H above.
First we have to check that J ⊙H satisfies the associativity and unit axioms. That
it satisfies the associativity axiom is shown in Figure 4.1; proving the unit axiom is
similar. Thus the structure cell J ⊙H above makes J ⊙H into a well defined right
colax promorphism.
To show that the horizontal composite of the cells underlying two T -cells
A B C
D E F
J
f
H
g h
K L
φ ψ
is again a T -cell as well consider the schematic diagrams below. Each diagram
represents a composition J⊙H⊙C(id, c)⇒ D(id, d)⊙T (K⊙L) and, in particular,
the first and the last represent the left and right-hand side of the T -cell axiom for
φ⊙ ψ. The equalities follow from the naturality of T⊙, the T -cell axiom for φ and
the T -cell axiom for ψ.
ρ1f¯ T (φ⊙ ψ)
T⊙
H¯
J¯
=
ρ1f¯ Tφ Tψ
T⊙
H¯
J¯
=
φ ρ1g¯ Tψ
T⊙
L¯
J¯
=
φ ψ ρ1h¯
T⊙
L¯
K¯
Finally notice that, for each colax algebra A, the unit cell Ua trivially makes
UA into a lax promorphism, which is right pseudo because ρUa = idA(id,a). Thus
each unit promorphism UA admits a right colax promorphism structure; to finish
the proof we remark that the associativity and unit axiom for T imply that the
components of the associator a and unitors l and r of K are T -cells, so that they
can be taken as the associator and unitors for T -Promrc.
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T (id⊙T⊙)
T (J¯ ⊙ id)
T (id⊙H¯)
T⊙
T⊙
J¯
H¯
ργ
(1)
=
T (id⊙T⊙)
T (J¯ ⊙ id)
T⊙
TH¯
J¯ T⊙
H¯
ργ
(2)
=
T (id⊙T⊙)
T (J¯ ⊙ id)
T⊙
J¯ T⊙
ρβ
(ρµH )
−1
H¯
(1)
=
T (id⊙T⊙)
T⊙
T J¯
T⊙
J¯
ρβ
(ρµH )
−1
H¯
(3)
=
T (id⊙T⊙)
T⊙
T⊙
ρα
(ρµJ )
−1
J¯ (ρµH )
−1
H¯
(1)
=
T⊙
ρα T 2⊙
(ρµJ )
−1
J¯ (ρµH )
−1
H¯
(4)
=
T⊙
(ρµJ⊙H )
−1
ρα
T⊙
J¯
H¯
Figure 4.1: A schematic proof of the associativity axiom for the composite J⊙H of
right colax promorphisms J : A −7→ B and H : B −7→ C, with structure cell as given
by Proposition 4.21. Each of the diagrams above represents a vertical composition
J⊙H⊙C(id, c)⊙TC(id, µC)⇒ A(id, a)⊙T
(
A(id, a)⊙T (J⊙H)
)
of horizontal cells:
to save space only non-identity cells are denoted, while objects and promorphisms
are left out. For example the first two blocks in the upper left diagram represent
the cells (with γ the associator of C)
J ⊙H ⊙ C(id, c)⊙ TC(id, µC)
id⊙ id⊙ργ
======⇒ J ⊙H ⊙ C(id, c)⊙ TC(id, c)
id⊙H¯⊙id
======⇒ J ⊙ B(id, b)⊙ TH ⊙ TC(id, c).
In this way the top left diagram represents the right-hand side of the associativity
axiom for J ⊙H , while the bottom right diagram represents its left-hand side. The
equalities follow from (1) the associativity and naturality of T⊙; (2) the associativity
axiom for H ; (3) the associativity axiom for J ; (4) the composition axiom for µ (see
Definition 3.6).
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Example 4.22. Applying the previous proposition to the ‘free strict monoidal V-ca-
tegory’-monadM , on the equipment V-Prof of V-profunctors, we obtain the pseudo
double category V-MonProfrc of colax monoidal V-categories, colax monoidal V-func-
tors, right colax monoidal V-profunctors (Example 4.16) and monoidal V-natural
transformations (Example 4.20) between them. Analogously, by applying the propo-
sition to the ‘free symmetric strict monoidal V-category’-monad S, we obtain the
pseudo double category V-sMonProfrc of symmetric right colax monoidal V-profunc-
tors.
Since M is a pseudomonad it is possible to replace the right colax monoidal
V-profunctors above by lax monoidal V-profunctors (Example 4.2), obtaining a
pseudo double category V-MonProf l. However V-MonProfrc is best suited to con-
structing weighted colimits, as we shall see in Section 4.3.
Example 4.23. Applying the previous proposition to the ‘free strict double cate-
gory’-monad D, on the equipment Prof(Ĝ1) of G1-indexed profunctors, we obtain
the pseudo double category DblProfrc of normal colax double categories, colax func-
tors, right colax double profunctors (Example 4.17) and transformations between
them. Unlike the monadsM and S, the monad D is not pseudo (Proposition 3.25),
and it is not clear how to construct a pseudo double category of double categories
and lax double profunctors (Example 4.3); see also the discussion in [Shu10].
Example 4.24. At the end of Section 3.2 we described how the monad for monoidal
globular categories is induced by the ‘free strict ω-category’-monad on Span(Ĝ).
Since the latter is right suitable, see Example 4.11, we obtain a pseudo double
category of ‘right colax monoidal globular profunctors’.
On the other hand, the ultrafilter-monad β on 2-Mat, that induces the monad
for ordered compact Hausdorff spaces, is not right suitable, as the components of
its unit are in general not right invertible. However, since β is a pseudo monad
and since the components of its multiplication µ are right invertible, it seems likely
that it is still possible to arrange ordered compact Hausdorff spaces, their mor-
phisms and right colax promorphisms, into a pseudo double category. Furthermore,
it seems likely that a variant of our main theorem (Theorem 4.32) then holds, hence
giving conditions under which the left Kan extension of a pair of morphisms be-
tween ordered compact Hausdorff spaces, as considered in the introduction, is again
continuous.
Knowing that right colax promorphisms form a pseudo double category, we
wonder whether it is an equipment. The proposition below shows that T -Promrc
has all conjoints, but need not have all companions.
In general, consider a normal functor F : K → L between pseudo double cate-
gories K and L, and let f be a vertical morphism in K. We say that F lifts the
companion of f if the existence of a companion for Ff in L implies the existence
of a companion for f in K that is preserved by F . Functors that lift conjoints are
defined analogously.
Proposition 4.25. Let T be a right suitable normal monad on an equipment K.
The forgetful functor UT : T -Promrc → K lifts all conjoints, while it lifts companions
of colax T -morphisms f : A → C whose corresponding companion C(f, id) is right
pseudo (see the comments preceeding Proposition 4.4). In particular T -Promrc has
restrictions K(f, g) for such f .
Proof. First consider a colax morphism f : A → C. We saw in Proposition 4.4
that its companion C(f, id) is a lax promorphism, and we assume that it is right
pseudo. This means that the structure cell ρC(f, id) is invertible and hence its
inverse
(
ρC(f, id)
)−1
forms a right colax promorphism structure on C(f, id). Thus,
if we prove that the companion cells fε and fη, that define C(f, id), are T -cells
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with respect this structure, then it follows that fε is a companion cell in T -Promrc
as well, because fε and fη will still satisfy the companion identities in T -Promrc.
But this is easy: by precomposing (resp. postcompsing) with ρC(f, id), the T -cell
axioms for fε and fη are equivalent to ρ1f¯ ⊙ T fε = (fε ⊙ idC(id,c)) ◦ ρC(f, id)
and fη ⊙ ρ1f¯ = ρC(f, id) ◦ (idA(id,a)⊙T fη), which both follow from the fact that
ρC(f, id) = ρf¯ .
Secondly let g : B → D be a colax morphism with vertical structure cell g¯.
We claim that the horizontal cell ρg¯ : D(id, g) ⊙ B(id, b) ⇒ D(id, d) ⊙ TD(id, g)
makes D(id, g) into a right colax promorphism. Indeed, to see that it satisfies
the associativity axiom we apply ρ to the associativity axiom for g. This gives the
following identity of cells D(id, g)⊙B(id, b)⊙TB(id, µB)⇒ D(id, d)⊙TD(id, µD)⊙
T 2D(id, g), where β and δ denote the associators of B and D, and where U denotes
the unit cell for Tg ◦ µB = µD ◦ T 2g.
ρδ
ρU
ρg¯
=
ρT g¯
ρg¯
ρβ
In the composition above U is considered as a vertical cell Tg ◦ µB ⇒ µD ◦ T 2g, so
that ρU is a horizontal cell TD(id, g)⊙TB(id, µB)⇒ TD(id, µD)⊙T 2D(id, g). Of
course U is its own inverse, but now considered as a cell µD ◦ T 2g ⇒ Tg ◦ µB. It
follows that applying ρ to the latter gives the inverse of ρU on one hand, while it
gives ρµD(id,g) on the other, by Proposition 3.7. Therefore ρU = (ρµD(id,g))
−1
in the
left-hand side above. Finally our convention implies that ρT g¯ = T−1⊙ ◦Tρg¯◦T⊙, and
we conclude that postcomposing both sides with T⊙ gives the associativity axiom
for D(id, g). That the unit axiom holds for D(id, g) follows in the same way from
that of g. To show that εg is a conjoint cell in T -Promrc, it remains to check that
the cells εg and ηg form T -cells with respect to the algebra structure on D(id, g).
But this follows easily from the fact that we have taken D(id, g) = ρg¯. To complete
the proof notice that the last assertion follows from Proposition 1.12.
In closing this section we consider weighted colimits in T -Promrc and, following
[GP08, Section 4.1], define pointwise weighted colimits in T -Promrc (even though
it may not be an equipment). Remember that, in Definition 2.15, the definition of
weighted colimits in closed equipments was extended to pseudo double categories as
follows. Given morphisms J : A −7→ B and d : A→M in a pseudo double category,
the J-weighted colimit of d is a vertical morphism l = colimJ d : B →M equipped
with a cell η, the unit, as below, such that any cell φ factors uniquely through η as
shown.
A B C
M M
J
d
H
eφ =
A B C
M M M,
J
d
H
l eη φ′
Applied to T -Promrc we obtain the notion of a weighted colimit colimJ d : B →M
of a colax morphism d : A→M , weighted by a right colax promorphism J : A −7→ B.
In particular we can use the previous proposition in Definition 2.17 to obtain, for
any colax morphism j : A → B that has a right pseudo companion B(j, id), the
definition of a weighted left Kan extension lanj d : B → M , of any colax morphism
d : A→M along j, as the weighted colimit lanj d = colimB(j,id) d in T -Promrc. We
may then apply Proposition 2.16 to find that every weighted left Kan extension
lanj d is in particular a left Kan extension of d along l in the vertical 2-category
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V (T -Promrc) = V (T )-Algc of colax V (T )-algebras, in the usual sense. Our main re-
sult, given in the next section, states that the forgetful functor UT : T -Promrc → K
lifts weighted colimits. This means that if the weighted colimit l′ = colimUT J U
Td
exists in K then it can be lifted to a colax morphism l (that is UT l = l′) such that
l = colimJ d.
We now turn to the notion of pointwise weighted colimits in T -Promrc. To
generalise Definition 2.30 we first need double comma objects in T -Promrc. The fol-
lowing proposition shows that the forgetful functor UT : T -Promrc → K lifts double
comma objects J/f of right pseudopromorphisms J : A −7→ B and pseudomorphisms
f : C → B. This generalises [Lac05, Proposition 4.6] which shows that, for any
2-monad T on a 2-category C, the forgetful 2-functor UT : T -Algc → C lifts comma
objects f/g of colax T -morphisms f and g between strict T -algebras, when g is a
strict T -morphism. There it follows as an easy consequence of a more general the-
orem, and Lack remarks that giving a direct proof would strengthen his result to
include the case of g being only a pseudomorphism. We will give a direct proof of the
proposition that is somewhat long (but straightforward) and therefore postponed
to Appendix A.
Given a functor F : K → L between pseudo double categories and morphisms
J : A −7→ B and f : C → B in K, we say that F lifts the double comma object of J
and f when, if a cell π defines the double comma object of FJ and Ff in L, then
there exists a cell ζ in K such that Fζ = π, that defines the double comma object
of J and f .
Proposition 4.26. Consider a right suitable normal monad T on an equipment
K. The forgetful functor UT : T -Promrc → K lifts double comma objects J/f where
J : A −7→ B is a right pseudopromorphism and f : C → B is a pseudomorphism. The
projections of J/f are strict T -morphisms, and J/f is a pseudoalgebra whenever
both A and C are.
As an example we consider the double comma object J/f of a right pseudo
double profunctor J : A −7→ B and a pseudo double functor f : C → B. In case
J = B(id, g) is the companion of a colax double profunctor g : A→ B this recovers
the unbiased variants of the ‘comma double categories’ of [GP07, Section 1.3].
Example 4.27. Consider a right pseudo double profunctor J : A −7→ B and a pseudo
double functor f : C → B between normal colax double categories A, B and C. For-
getting the horizontal composites for a moment, remember that the comma object
J/f in K = Cat(Ĝ1) is constructed indexwise. Thus J/f is the G1-indexed category
that has objects (a, p : a→ fc, c), where a ∈ A and c ∈ C are objects and p is a ver-
tical morphism in J . A vertical morphism (a, p : a→ fc, c)→ (a′, p′ : a′ → fc′, c′) is
given by a pair (s : a→ a′, t : c→ c′) of vertical morphisms s in A and t in C making
the diagram on the left below commute, while a horizontal morphism (a0, p0 : a0 →
fc0, c0) −7→ (a1, p1 : a1 → fc1, c1) consists of a triple (j : a0 −7→ a1, w, k : c0 −7→ c1) of
horizontal morphisms j in A and k in C, and a cell w in J that is of the form as on
the right below.
a fc
a′ fc′
p
s ft
q
a0 a1
fc0 fc1
j
p0 p1
fk
w
Finally, given a second horizontal morphism (j′, w′, k′) : (a′0, p
′
0, c
′
0) −7→ (a
′
1, p
′
1, c
′
1), a
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cell w⇒ w′ in J/f consists of a pair (u, v) of cells
a0 a1
a′0 a
′
1
j
s0 s1
j′
u and
c0 c1
c′0 c
′
1,
k
t0 t1
k′
v
in A and C respectively, such that w′ ◦u = fv ◦w. With vertical composition given
indexwise, this completes the description of J/f as a G1-indexed category.
The G1-indexed category J/f can be made into a normal colax double category
as follows. On horizontal morphisms the structure functor ⊙ : D(J/f) → J/f is
given by the assignment
( a0 a1
fc0 fc1
j1
p0 p1
fk1
w1 , . . . ,
an′ an
fcn′ fcn
jn
pn′ pn
fkn
wn
)
7→
a0 a1 · · · an′ an
fc0 fc1 · · · fcn′ fcn
fc0 fcn
j1
p0
jn
pn
fk1 fkn
f(k1 ⊙ · · · ⊙ kn)
f−1
⊙
w1 ⊙ · · · ⊙ wn
where w1 ⊙ · · · ⊙ wn is the horizontal composite given by the lax structure on
J , and where f−1⊙ is the inverse of the colax structure cell of f . By mapping
a sequence
(
(u1, v1), . . . , (un, vn)
)
of composable cells in D(J/f) to the pair of
composites (u1 ⊙ · · · ⊙ un, v1 ⊙ · · · ⊙ vn) this extends to a G1-indexed functor;
that the latter is a well-defined cell follows from the naturality of f⊙ and of the
horizontal composition of J . Lastly the associator a : ⊙ ◦µJ/f
.
→ ⊙ ◦D⊙ is given
by a(j,w,k) =
(
(aA)j , (aB)k
)
, where aA and aB denote the associators of A and B.
Recall that, in a pseudo double category K that has companions and double
comma objects, a cell η below exhibits l as the pointwise J-weighted colimit of d
if, for each morphism f : C → B, the composite η ◦ π exhibits l ◦ f as the weighted
colimit, where π corresponds to the universal cell defining the double comma object
J/f , see Definition 2.33.
J/f C
A B
M M
C(πC, id)
πA f
J
d l
π
η
In T -Promrc we only know that the double comma object J/f exists when J is right
pseudo and f is pseudo. Notice that in that case the cell π above can be constructed
as well, since the companion of πC : J/f → C exists in T -Promrc by Proposition 4.25
because πC is a strict morphism. This leads to the following definition.
Definition 4.28. Let T be a right suitable normal monad on an equipment K that
has double comma objects. Given a right pseudopromorphism J : A −7→ B and colax
morphisms d : A → M and l : B → M , we say that the cell η above exhibits l as
the pointwise J-weighted colimit of d if, for each pseudomorphism f : C → B, the
composition η ◦ π above exhibits l ◦ f as the C(πC , id)-weighted colimit of d ◦ πA.
As before, if J is the companion B(j, id) of a colax morphism j : A → B then
we call l the pointwise weighted left Kan extension of d along j.
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The idea of the previous definition is [GP08, Section 6.4] where ‘pointwise normal
left Kan extensions’ of pairs of colax double functors are defined as follows. They
consider a double category CxDblu with normal colax double functors as vertical
morphisms and colax double functors as horizontal ones and, after having shown
that the ‘comma double category J/f ’ (see [GP08, Section 3.4]) can be constructed
in CxDblu whenever f is a pseudo double functor, define the ‘pointwise normal
left Kan extension’ of a colax double functor D : A −7→ M along a colax double
functor J : A −7→ B as a normal colax double functor l : B → M , equipped with a
cell η as below, such that for every normal pseudo double functor f the composite
η ◦ π exhibits l ◦ f as the left Kan extension of πA, from C(πC , id) to D (see
Definition 2.11).
J/f C
A B
A M
C(πC, id)
πA f
J
l
D
π
η
Assuming that the double comma objects of K are all strong, our final aim is
to apply Theorem 2.37 to T -Promrc, thus proving that all colimits in T -Promrc,
that are weighted by right pseudopromorphisms, are pointwise. To do so we first
have to show that T -Promrc has strong double comma objects. Notice that the cells
πf : C(πC , id) ⇒ J(id, f), that are used in Definition 2.33 to define strong double
comma objects, exist when J : A −7→ B is right pseudo and f : C → B is pseudo,
since both the companion C(πC , id) and the restriction J(id, f) exist in T -Promrc
by Proposition 4.25. The following enhances Proposition 4.26.
Proposition 4.29. Consider a right suitable normal monad T on an equipment
K. The forgetful functor UT : T -Promrc → K lifts strong double comma objects J/f
where J : A −7→ B is a right pseudopromorphism and f : C → B is a pseudomor-
phism.
Proof. In K consider the double comma object J/f of a right pseudopromorphism
J : A −7→ B and a pseudomorphism f : C → B, defined by a universal cell π.
Then J/f can be given the structure of a colax algebra so that the projections
πA : J/f → A and πC : J/f → C become strict morphisms and the cell π be-
comes a T -cell, by Proposition 4.26. As discussed above, the corresponding cell
πf = π ⊙ (ηf ◦ πC ε), that is used in the factorisations (2.10) that define J/f as a
strong double comma object, is a T -cell as well. Now consider such a factorisation
φ = φ′ ◦ (πf ⊙ idH) in K: to prove the proposition, we have to show that if φ is
a T -cell then so is φ′. That the T -cell axiom for φ′, when precomposed with πf ,
holds follows from the following identities, that follow from the definition of φ′; the
T -cell axiom for φ; the definition of φ′ again as well as the naturality of T⊙; the
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T -cell axiom for πf .
φ′
πf
ρ1k¯
= φ ρ1k¯ =
Tφ
T⊙
C(πC , id)
H¯
ρ1h
ρ1πA
=
Tφ′
T⊙
C(πC , id)
H¯
ρ1h
ρ1πA Tπf =
Tφ′
T⊙
J(id, f)
H¯
ρ1h
πf
The T -cell axiom for φ′ follows from the uniqueness of factorisations through πf .
Finally let us consider a right suitable normal monad T on an equipment K that
has strong double comma objects. Then, by restricting the proof of Theorem 2.37
to pseudomorphisms f : C → B and right pseudopromorphisms J : A −7→ B, as in
Definition 4.28 and so that the double comma object J/f exists by Proposition 4.26,
and is strong by Proposition 4.29, it can be applied to the pseudo double category
T -Promrc without change. We thus obtain the following variation of Theorem 2.37.
Theorem 4.30. Let T be a right suitable normal monad on an equipment K, that
has strong double comma objects. Given a colax morphism d : A→M as well as a
right pseudopromorphism J : A −7→ B, a T -cell
A B
M M
J
d lζ
exhibits l, in T -Promrc, as the J-weighted colimit of d (Definition 2.15) if and only
if it exhibits l as the pointwise J-weighted colimit of d (Definition 4.28).
4.2 Algebraic weighted colimits
We are now ready to state the main result. The following definition is motivated
by [LS12, Definition 3.7], where the notion of ‘lifting limits along enriched functors’
is considered.
Definition 4.31. Consider a normal functor F : K → L between pseudo double
categories. Given a horizontal morphism J : A −7→ B in K, we say that F lifts
J-weighted colimits if, for any vertical morphism d : A → M in K, the following
holds. If the cell ζ on the left below exhibits k as the FJ-weighted colimit of Fd
in L then there exists a cell η, as on the right, that exhibits l as the J-weighted
colimit of d in K, such that Fη = ζ (and hence Fl = k).
FA FB
FM FM
FJ
Fd kζ
A B
M M
J
d lη
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The main result is as follows.
Theorem 4.32. Let T be a right suitable normal monad on a closed equipment K.
The forgetful functor UT : T -Promrc → K lifts all weighted colimits. Moreover its
lift of a weighted colimit colimJ d : B →M , where d : A→M is a pseudomorphism
and J : A −7→ B is a right pseudopromorphism, is a pseudomorphism whenever the
canonical vertical cell (see Proposition 3.14)
colimTJ(m ◦ Td)⇒ m ◦ T (colimJ d)
is invertible, where m : TM →M is the structure map of M .
By Theorem 2.37 and Theorem 4.30, in both T -Promrc and K a cell η exhibits a
morphism l as a pointwise weighted colimit if and only if it exhibits l as an ordinary
weighted colimit. Combining this with the main result we obtain the following
corollary.
Corollary 4.33. Let T be a right suitable monad on a closed equipment K that
has strong double comma objects. The forgetful functor UT : T -Promrc → K lifts all
pointwise weighted colimits colimJ d, where J is a right pseudopromorphism.
In the proof of the main result the following lemma is crucial. Recall that a
right colax T -promorphism J : A −7→ B comes equipped with a horizontal struc-
ture cell J¯ : J ⊙ B(id, b) ⇒ A(id, a) ⊙ TJ , while the structure cell K¯ of a lax
T -promorphism K : A −7→ C corresponds, by Proposition 1.24, to a horizontal cell
λK¯ : TK ⊙ C(c, id) ⇒ A(a, id) ⊙K that satisfies the λ-images of the associativity
and unit axioms for K, see Proposition 4.7.
Lemma 4.34. Under the hypothesis of Theorem 4.32, consider a right colax T -pro-
morphism J : A −7→ B as well as a lax T -promorphism K : A −7→ C. The left hom
J ⊳ K : B −7→ C admits a lax T -promorphism structure cell J ⊳ K that corresponds,
under Proposition 1.24, to the horizontal cell λJ ⊳ K that is given by
T (J ⊳ K)⊙ C(c, id)⇒ TJ ⊳
(
TK ⊙ C(c, id)
) id ⊳λK¯
====⇒ TJ ⊳
(
A(a, id)⊙K
)
∼=
(
A(id, a)⊙ TJ
)
⊳ K
J¯⊳id
==⇒
(
J ⊙B(id, b)
)
⊳ K ∼= B(b, id)⊙ J ⊳ K, (4.5)
where the first cell is given by Proposition 3.5 and where the two isomorphisms are
given by Corollary 2.8.
The proof of the above lemma consists of two (the first lengthy) calculations
showing that the composite above satisfies the associativity and unit axioms, and
will be postponed to Appendix B. We will denote the composition of the first four
cells of (4.5) above by ω(J¯ , K¯) : T (J ⊳ K) ⊙ C(c, id) ⇒
(
J ⊙ B(id, b)
)
⊳ K. It is
useful to compute the adjoint ω(J¯ , K¯)♯: using item (b) of Lemma B.1 we find that
it is the composite
J ⊙B(id, b)⊙ T (J ⊳ K)⊙ C(c, id)
J¯⊙id
===⇒ A(id, a)⊙ TJ ⊙ T (J ⊳ K)⊙ C(c, id)
id⊙T⊙⊙id
======⇒ A(id, a)⊙ T (J ⊙ J ⊳ K)⊙ C(c, id)
id⊙T ev⊙ id
========⇒ A(id, a)⊙ TK ⊙ C(c, id)
id⊙λK¯
====⇒ A(id, a)⊙A(a, id)⊙K a
εa⊙id====⇒ K. (4.6)
Here aεa is the counit of the companion-conjoint adjunction A(a, id) ⊣ A(id, a), see
Proposition 1.14.
The proof of the main theorem takes up the remainder of this section. In the
next section we consider its applications for the algebras for some of the monads
that we described in Section 3.2.
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Proof of Theorem 4.32. Let J : A −7→ B be a right colax promorphism and d : A→M
be a colax morphism, and assume that the J-weighted colimit l = colimJ d : B →M
exists in K. By Proposition 2.14 this means that it comes with a unit
A B
M M
J
d lη
such that (λη)♭ : M(l, id) ⇒ J ⊳ M(d, id) is invertible. We have to supply l with
a colax structure such that η becomes a T -cell, and then show that η defines l as
the J-weighted colimit of d in T -Promrc. Recall from Proposition 4.4 that giving l
a colax structure is the same as giving M(l, id) a lax structure. Likewise the colax
structure on d corresponds to a lax structure on M(d, id) so that by the lemma
above the left hom J ⊳M(d, id) ∼= M(l, id) admits a lax structure. We thus obtain
a colax structure on l, whose vertical structure cell l¯ : l ◦ b⇒ m ◦ T l corresponds to
the composite
λl¯ =
[
TM(l, id)⊙M(m, id)
T (λη)♭⊙id
======⇒ T
(
J ⊳M(d, id)
)
⊙M(m, id)
J⊳M(d,id)
======⇒ B(b, id)⊙ J ⊳M(d, id)
id⊙(λη)♭
−1
=======⇒ B(b, id)⊙M(l, id)
]
. (4.7)
Notice that J ⊳M(d, id) is invertible whenever ρJ , l¯ and the canonical cell T
(
J ⊳
M(d, id)
)
⊙M(m, id)⇒ TJ⊳
(
TM(d, id)⊙M(m, id)
)
are invertible. As we have seen
in Proposition 3.14 the latter is, up to isomorphism, the λ-image of the canonical
cell colimTJ (m ◦ Td) ⇒ m ◦ T (colimJ d), so that the last assertion of the theorem
follows.
Having obtained a colax structure on l : B → M , we show that η is a T -cell,
which amounts to proving that the following equality holds.
A B TB
A TA TB
M TM TM
J B(id, b)
A(id, a)
d
TJ
Td T l
M(id,m)
J¯
ρ1d¯ Tη
=
A B TB
M M TM
J
d
B(id, b)
l T l
M(id,m)
ρ1 l¯η
Equivalently we may prove that its image under λ holds, which is the equality of
cells J ⊙ B(id, b) ⊙ TM(l, id) ⇒ M(d, id) ⊙ M(id,m) that is represented by the
following diagram, in which all details but the non-identity cells are left out.
λρ1 d¯
λTη
J¯
=
λρ1 l¯
λη
(4.8)
It follows from the definitions of ρ1 and λ (Definition 4.19 and Proposition 1.24),
as well as the vertical companion identity, that the horizontal cell λρ1 l¯ here can be
rewritten in terms of λl¯ as
λρ1 l¯ =
[
B(id, b)⊙ TM(l, id)
id⊙mηm
=====⇒ B(id, b)⊙ TM(l, id)⊙M(m, id)⊙M(id,m)
id⊙λl¯⊙id
======⇒ B(id, b)⊙B(b, id)⊙M(l, id)⊙M(id,m)
bεb⊙id====⇒M(l, id)⊙M(id,m)
]
,
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where mηm = mη⊙ ηm and bεb = εb⊙ bε are the unit and counit of the companion-
conjoint adjunctions M(m, id) ⊣ M(id,m) and B(b, id) ⊣ B(id, b) of Proposi-
tion 1.14. In the same way λρ1d¯ can be written in terms of λd¯. Substituting
(4.7) into the above we find that λρ1 l¯ equals the composite
B(id, b)⊙ TM(l, id)
id⊙T (λη)♭⊙mηm
===========⇒ B(id, b)⊙ T
(
J ⊳M(d, id)
)
⊙M(m, id)⊙M(id,m)
id⊙J⊳M(d,id)⊙id
===========⇒ B(id, b)⊙B(b, id)⊙ J ⊳M(d, id)⊙M(id,m)
bεb⊙id====⇒ J ⊳M(d, id)⊙M(id,m)
(λη)♭
−1
⊙id
=======⇒M(l, id)⊙M(id,m).
Now in the right-hand side of (4.8) we can rewrite λη⊙id = (λη)♭
♯
⊙id. Precomposed
with the last cell of the composite above this gives
(
(λη)♭
♯
◦ (id⊙(λη)♭
−1
)
)
⊙ id =(
(λη)♭ ◦ (λη)♭
−1)♯
⊙ id = id♯⊙ id = ev⊙ id, where we have used the naturality of –♯
in its second argument. It follows that the right-hand side of (4.8) is given by
J ⊙B(id, b)⊙ TM(l, id)
id⊙T (λη)♭⊙mηm
===========⇒ J ⊙B(id, b)⊙ T
(
J ⊳M(d, id)
)
⊙M(m, id)⊙M(id,m)
id⊙J⊳M(d,id)⊙id
===========⇒ J ⊙B(id, b)⊙B(b, id)⊙ J ⊳M(d, id)⊙M(m, id)
id⊙bεb⊙id======⇒ J ⊙ J ⊳M(d, id)⊙M(m, id)
ev⊙ id
====⇒M(d, id)⊙M(m, id). (4.9)
In the above consider the composition of the last two cells together with the last
cell of the composite J ⊳M(d, id), as given by (4.5):
J ⊙ B(id, b)⊙
(
J ⊙B(id, b)
)
⊳ M(d, id) ∼= J ⊙B(id, b)⊙B(b, id)⊙ J ⊳M(d, id)
id⊙bεb⊙id======⇒ J ⊙ J ⊳M(d, id)
ev
=⇒M(d, id).
Writing φ = ev ◦(id⊙bεb ⊙ id) for the last two cells here, notice that the iso-
morphism, from right to left, equals idJ⊙B(id,b)⊙φ
♭, by Corollary 2.8. Of course
ev ◦(idJ⊙B(id,b)⊙φ
♭) = φ, and we conclude that the composite above is simply given
by evaluation. This implies that (4.9) equals id⊙T (λη)♭⊙mηm followed by the ad-
joint of ω(J¯ , λd¯), which is the composite of the first four cells of (4.5). The latter
we have already computed in (4.6), from which it follows that the right-hand side
of (4.8) can be rewritten as
J ⊙B(id, b)⊙ TM(l, id)
J¯⊙T (λη)♭
======⇒ A(id, a)⊙ TJ ⊙ T
(
J ⊳M(d, id)
)
id⊙T⊙
====⇒ A(id, a)⊙ T
(
J ⊙ J ⊳M(d, id)
)
id⊙T ev⊙mηm
=========⇒ A(id, a)⊙ TM(d, id)⊙M(m, id)⊙M(id,m)
id⊙λd¯⊙id
======⇒ A(id, a)⊙A(a, id)⊙M(d, id)⊙M(id,m)
aεa⊙id====⇒M(d, id)⊙M(id,m).
We have already seen that the composition of mηm, λd¯ and aεa here equals λρ1d¯.
Also notice that T ev ◦T⊙ ◦
(
id⊙T (λη)♭
)
= T ev ◦T
(
id⊙(λη)♭
)
◦ T⊙ = Tλη ◦ T⊙ =
λTη, where the last equality follows from the unit axioms for T . So, finally, the
composite above equals
J ⊙ B(id, b)⊙ TM(l, id)
J¯⊙id
===⇒ A(id, a)⊙ TJ ⊙ TM(l, id)
id⊙λTη
=====⇒ A(id, a)⊙ TM(d, id)
λρ1d¯
===⇒M(d, id)⊙M(id,m),
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which is the left-hand side of (4.8). This shows that, with respect to the chosen
colax structure on l, the cell η is a T -cell.
To complete the proof we have to show that η defines l as the J-weighted colimit
of d in T -Promrc. Thus we have to show that every T -cell φ as below factors uniquely
through η, as shown.
A B C
M M
J
d
H
eφ =
A B C
M M M,
J
d
H
l eη φ′
Forgetting about the T -algebra structures, such a factorisation does exist in K, since
η defines l as a weighted colimit. To show that this factorisation lifts to T -Promrc
we have to prove that φ′ is a T -cell. That the T -cell axiom for φ′ holds after it is
horizontally precomposed with η is shown below, where the identities are the T -cell
axiom for η, the factorisation Tφ = T (η⊙φ′), the T -cell axiom for φ, and again the
factorisation φ = η ⊙ φ′.
η ρ1 l¯ Tφ
′
H¯
=
ρ1d¯ Tη Tφ
′
J¯
H¯
=
ρ1d¯ Tφ
T⊙
J¯
H¯
= ρ1 e¯φ = η φ′ ρ1 e¯
Since factorisations through η are unique the T -cell axiom for φ′ follows, completing
the proof.
4.3 Applications
In this section we apply the main theorem to some of the monads that were described
in Section 3.2. We shall also compare our main result to a result of Mellie`s and
Tabareau, given in [MT08], which gives a different approach to obtaining algebra
structures on left Kan extensions.
Monoidal V-categories
We start with the ‘free (symmetric) strict monoidal V-category’-monads M and S
on the equipment V-Prof of V-profunctors. Applying the main theorem we find that
the forgetful functors of pseudo double categories
UM : V-MonProfrc → V-Prof and U
S : V-sMonProfrc → V-Prof
lift weighted colimits, where V-MonProfrc is the pseudo double category of right
colax monoidal V-profunctors and V-sMonProfrc is that of symmetric right colax
monoidal V-profunctors, see Example 4.22.
Unpacking this result for UM we obtain the following. Recall that weighted
colimits in a cocomplete V-category can be computed using its coends and copowers,
see Example 2.10.
Proposition 4.35. Given a colax monoidal V-functor d : A → K into a cocom-
plete V-category K and a right colax monoidal V-profunctor J : A −7→ B. Then the
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weighted colimit l = colimJ d : B → K exists in V-Prof and can be given by the
coends l(z) =
∫ x
dx ⊗ J(x, z). The composites below, where z ∈ MnB, give l the
structure of a colax monoidal V-functor, with which it is the J-weighted colimit of
d in V-MonProfrc.
l(z1 ⊗ · · · ⊗ zn) =
∫ x
dx⊗ J(x, z1 ⊗ · · · ⊗ zn)
∫
id⊗J¯
−−−−−→
∫ x
dx⊗
(∫ y
A(x, y1 ⊗ · · · ⊗ yn)⊗ J(y1, z1)⊗ · · · ⊗ J(yn, zn)
)
∼=
∫ y(∫ x
dx⊗ A(x, y1 ⊗ · · · ⊗ yn)
)
⊗ J(y1, z1)⊗ · · · ⊗ J(yn, zn)
∼=
∫ y
d(y1 ⊗ · · · ⊗ yn)⊗
(
J(y1, z1)⊗ · · · ⊗ J(yn, zn)
)
∫
d⊗⊗id
−−−−−→
∫ y(
dy1 ⊗ · · · ⊗ dyn
)
⊗
(
J(y1, z1)⊗ · · · ⊗ J(yn, zn)
)
→
∫ y1(
dy1 ⊗ J(y1, z1)
)
⊗ · · · ⊗
∫ yn(
dyn ⊗ J(yn, zn)
)
= lz1 ⊗ · · · ⊗ lzn (4.10)
The second isomorphism here is the Yoneda isomorphism while the unlabelled map
is a component of the canonical transformation
colimMnJ(kn ◦Mnd)
.
→ kn ◦Mn(colimJ d)
given by Proposition 3.14, where kn : MnK → K is a restriction of the structure
map of K, that defines the n-fold tensor products of K. The coends above range
over single objects in A and sequences in MnA.
The monoidal structure for l above is invertible whenever d is a pseudomonoidal
V-functor, J is a right pseudomonoidal V-profunctor and the canonical cells above
are invertible for each n ≥ 1. For the latter to hold it suffices that K is a pseu-
domonoidal V-category such that k2 : K ⊗ K → K preserves weighted colimits in
both variables.
Before giving the proof we compare Getzler’s Proposition 2.3 of [Get09]. In
stating it Getzler uses the fact that the V-category of V-presheaves Aop → V can
be given a symmetric pseudomonoidal structure, as follows. The monoidal product
of V-presheaves d1, . . . , dn : Aop → V is given by the formula
(d1 ⊗ · · · ⊗ dn)(x) =
∫ y∈MnA
A(x, y1 ⊗ · · · ⊗ yn)⊗ d1(y1)⊗ · · · ⊗ dn(yn).
This is called the Day convolution of d1, . . . , dn, which was introduced in [Day70,
Section 4], and can be extended to a symmetric pseudomonoidal structure on
[Aop,V ]. Moreover any V-functor j∗ : [Bop,V ] → [Aop,V ], that is given by pre-
composition with a symmetric colax monoidal V-functor j : A → B, can be made
into a symmetric lax monoidal V-functor by the following structure maps, where
d1, . . . , dn : B
op → V , where the coends range over y ∈ MnA and z ∈ MnB and
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where the unlabelled map is induced by the universality of coends.
(j∗d1 ⊗ · · · ⊗ j
∗dn)(x) =
∫ y
A(x, y1 ⊗ · · · ⊗ yn)⊗ d1 ◦ j(y1)⊗ · · · ⊗ dn ◦ j(yn)
∫
j⊗id
−−−−→
∫ y
B
(
j(x), j(y1 ⊗ · · · ⊗ yn)
)
⊗ d1 ◦ j(y1)⊗ · · · ⊗ dn ◦ j(yn)
∫
B(id,j⊗)⊗id
−−−−−−−−−→
∫ y
B
(
j(x), j(y1)⊗ · · · ⊗ j(yn)
)
⊗ d1 ◦ j(y1)⊗ · · · ⊗ dn ◦ j(yn)
→
∫ z
B
(
j(x), z1 ⊗ · · · ⊗ zn
)
⊗ d1(z1)⊗ · · · ⊗ dn(zn)
= j∗(d1 ⊗ · · · ⊗ dn)(x) (4.11)
Getzler calls a symmetric colax monoidal V-functor j : A → B, for which the lax
monoidal coherence map for j∗ above is invertible, a V-pattern. Using this notion,
Proposition 2.3 of [Get09] is stated as follows.
Proposition 4.36 (Getzler). Let j : A → B be a V-pattern, and let M be a
cocomplete symmetric pseudomonoidal V-category whose binary monoidal product
–⊗ – preserves colimits in both variables. The adjunction between the categories of
V-functors
lanj : [A,M ] [B,M ] : j
∗
⊥
induces an adjunction between the categories of symmetric pseudomonoidal V-functors
lanj : [A,M ]ps [B,M ]ps : j
∗.⊥
We claim that a symmetric colax monoidal V-functor j : A→ B is a V-pattern
precisely if its companion B(j, id) : A −7→ B is a right pseudopromorphism, so that
Proposition 4.35 specialises to Getzler’s result in the case that the weight is taken
to be the companion J = B(j, id). To prove the claim we consider the components
of the structure map (4.11) for j∗ at representable V-presheaves di = B(–, ui), for
u ∈MnB. In that case the source of (4.11) is (j∗d1⊗. . .⊗j∗dn)(x) =
(
A(id, a)⊙MA
MB(j, id)
)
(x, u), where a : MnA→ A is the structure map of A, while its target is
j∗(d1⊗· · ·⊗dn)(x) =
∫ z
B
(
j(x), z1⊗· · ·⊗zn
)
⊗MnB(z, u) ∼= B
(
j(x), u1⊗· · ·⊗un
)
,
using the enriched Yoneda isomorphism. It is readily checked that, composed with
this isomorphism, (4.11) coincides with the horizontal cell ρB(j, id), corresponding
to the structure cell B(j, id) that makes B(j, id) into a symmetric lax monoidal
V-profunctor; ρB(j, id) is obtained by substituting (4.3) into (4.1). This shows that
j is a V-pattern, that is j∗ is pseudomonoidal, only if B(j, id) is right invertible, i.e.
B(j, id) is a right pseudopromorphism. The converse follows from the fact that any
V-presheaf d : Aop → V can be written as a colimit of representable V-presheaves
d =
∫ x
A(–, x)⊗ d(x), see [Kel82, Formula 3.72].
Proof of Proposition 4.35. We can apply Theorem 4.32 to obtain a colax monoidal
structure vertical cell l⊗ : l ◦ b⇒ k ◦Ml for l. To see that l⊗ coincides with (4.10)
recall that it corresponds to the horizontal cell λl⊗ given by the composite (4.5),
with T = M and K = K(d, id). Working out λl⊗ we find that its components are
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the V-natural compositions(
Mn
(
J ⊳ K(d, id)
)
⊙K(k, id)
)
(z, t)
=
∫ u ∫
y1
[J(y1, z1),K(dy1, u1)]
⊗ · · · ⊗
∫
yn
[
J(yn, zn),K(dyn, un)
]
⊗K(u1 ⊗ · · · ⊗ un, t)
→
∫
y
[
J(y1, z1)⊗ · · · ⊗ J(yn, zn),K(dy1 ⊗ · · · ⊗ dyn, t)
]
∫
[id,K(d⊗,id)]
−−−−−−−−−→
∫
y
[
J(y1, z1)⊗ · · · ⊗ J(yn, zn),K
(
d(y1 ⊗ · · · ⊗ yn), t
)]
∼=
∫
y
[
J(y1, z1)⊗ · · · ⊗ J(yn, zn),
∫
x
[
A(x, y1 ⊗ · · · ⊗ yn),K(dx, t)
]]
∼=
∫
x
[∫ y
A(x, y1 ⊗ · · · ⊗ yn)⊗ J(y1, z1)⊗ · · · ⊗ J(yn, zn),K(dx, t)
]
∫
[J¯,id]
−−−−→
∫
x
[
J(x, z1 ⊗ · · · ⊗ zn),K(dx, t)
]
=
(
J ⊳ K(d, id)
)
(z1 ⊗ · · · ⊗ zn, t),
where we have used that the first isomorphism in (4.5) is in fact the composite
TJ ⊳
(
A(a, id)⊙K
)
∼= TJ ⊳
(
A(id, a) ⊳K
)
∼=
(
A(id, a)⊙TJ
)
⊳K, see Corollary 2.8.
The source and target of the composite above define the objects lz1⊗ · · · ⊗ lzn and
l(z1 ⊗ · · · ⊗ zn) in K, via the V-natural isomorphisms(
Mn
(
J ⊳ K(d, id)
)
⊙K(k, id)
)
(z, t)
=
∫ u ∫
y1
[J(y1, z1),K(dy1, u1)]
⊗ · · · ⊗
∫
yn
[
J(yn, zn),K(dyn, un)
]
⊗K(u1 ⊗ · · · ⊗ un, t)
∼=
∫ u
K
(∫ y1
dy1 ⊗ J(y1, z1), u1
)
⊗ · · · ⊗K
(∫ yn
dyn ⊗ J(yn, zn), un
)
⊗K(u1 ⊗ · · · ⊗ un, t)
∼= K
(∫ y1
dy1 ⊗ J(y1, z1)⊗ · · · ⊗
∫ yn
dyn ⊗ J(yn, zn), t
)
= K(lz1 ⊗ · · · ⊗ lzn, t)
and
(
J ⊳ K(d, id)
)
(z1 ⊗ · · · ⊗ zn, t) =
∫
x
[
J(x, z1 ⊗ · · · ⊗ zn),K(dx, t)
]
∼= K
(∫ x
dx⊗ J(y, z1 ⊗ · · · ⊗ zn), t
)
= K
(
l(z1 ⊗ · · · ⊗ zn), t
)
,
where the first and third isomorphism are given by the defining isomorphisms of
coends and copowers in K, while the second is the compositor of λ. It is now
easily seen that, under these isomorphisms, the five maps in the composite λl⊗
above define, in reversed order, the five maps in the composition (4.10) (for the
unlabelled map this follows from Proposition 3.14). This proves the first assertion
of the proposition, while the second one immediately follows from Theorem 4.32.
To prove the last assertion assume that K is a pseudomonoidal V-category, with
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invertible associator. We have to show that the canonical maps∫ y
kn(dy1, . . . , dyn)⊗
(
J(y1, z1)⊗ · · · ⊗ J(yn, zn)
)
→ kn
(∫ y1
dy1 ⊗ J(y1, z1), . . . ,
∫ yn
dyn ⊗ J(yn, zn)
)
(4.12)
are isomorphisms for all n ≥ 1 where, for clarity, we have refrained from using the
tensor product notations for the kn-images. They are induced by the maps
kn(dy1, . . . , dyn)⊗
(
J(y1, z1)⊗ · · · ⊗ J(yn, zn)
)
→ kn
(
dy1 ⊗ J(y1, z1), . . . , dyn ⊗ J(yn, zn)
)
,
given by the universality of the copowers, followed by the kn-image of the insertions
into the coends
∫ yi dyi ⊗ J(yi, zi). A straightforward calculation shows that, when
n ≥ 2, the canonical map above can be rewritten as (here n′ = n− 1)∫ y
kn(dy1, . . . , dyn)⊗
(
J(y1, z1)⊗ · · · ⊗ J(yn, zn)
)
(1)
∼=
∫ y(
k2
(
dy1, kn′(dy2, . . . , dyn)
)
⊗
(
J(y2, z2)⊗ · · · ⊗ J(yn, zn)
))
⊗ J(y1, z1)
(2)
∼=
∫ y
k2
(
dy1 ⊗ J(y1, z1), kn′(dy2, . . . , dyn)
)
⊗
(
J(y2, z2)⊗ · · · ⊗ J(yn, zn)
)
(2)
∼=
∫ y
k2
(
dy1 ⊗ J(y1, z1), kn′(dy2, . . . , dyn)⊗
(
J(y2, z2)⊗ · · · ⊗ J(yn, zn)
))
(3)
∼=
y1∫ y2,...,yn∫
k2
(
dy1 ⊗ J(y1, z1), kn′(dy2, . . . , dyn)⊗
(
J(y2, z2)⊗ · · · ⊗ J(yn, zn)
))
(2)
∼=
y1∫
k2
(
dy1 ⊗ J(y1, z1),
y2,...,yn∫
kn′(dy2, . . . , dyn)⊗
(
J(y2, z2)⊗ · · · ⊗ J(yn, zn)
))
→
∫ y1
k2
(
dy1 ⊗ J(y1, z1), kn′
(∫ y2
dy2 ⊗ J(dy2, z2), . . . ,
∫ yn
dyn ⊗ J(dyn, zn)
))
(2)
∼= k2
(∫ y1
dy1 ⊗ J(y1, z1), kn′
(∫ y2
dy2 ⊗ J(dy2, z2), . . . ,
∫ yn
dyn ⊗ J(dyn, zn)
))
(1)
∼= kn
(∫ y1
dy1 ⊗ J(y1, z1), . . . ,
∫ yn
dyn ⊗ J(yn, zn)
)
,
where the isomorphisms are induced by (1) the restriction kn ∼= k2 ◦ (id⊗kn′) of the
invertible associator of K, (2) the assumption that k2 preserves weighted colimits
in both variables and (3) Fubini’s theorem for coends. The unlabelled map is the
canonical map (4.12) for n′, and we conclude that (4.12) is an isomorphism for n
whenever it is one for n′. Since all monoidal V-categories are assumed to be normal,
we have k1 = id, so that (4.12) is the identity for n = 1; that it is an isomorphism
for all n ≥ 1 follows by induction.
Double categories
Applying the main theorem to the ‘free strict double category’-monad D on the
equipment Prof(Ĝ1) of G1-indexed categories we find that the forgetful functor
UD : DblProfrc → Prof(Ĝ1) lifts all weighted colimits, where DblProfrc is the pseudo
double category of right colax double profunctors, see Example 4.17. Furthermore,
the equipment Prof(Ĝ1) has strong double comma objects by Proposition 2.36 so
that we can apply Corollary 4.33 as well, obtaining the following.
120 CHAPTER 4. ALGEBRAIC PROMORPHISMS
Proposition 4.37. The forgetful functor UD : DblProfrc → Prof(Ĝ1) lifts all point-
wise weighted colimits. In particular, it lifts pointwise weighted left Kan extensions
lanj d (Definition 4.28) where d and j are colax double functors such that B(j, id)
is a right pseudo double profunctor.
The second statement here, about pointwise weighted left Kan extensions, can
be compared (but seems unlikely to be equivalent) to the main result of [GP07].
To discuss it we need the notion of ‘double colimits’ in double categories, that were
introduced in [GP99, Section 4]. First, a double cocone x for a colax double functor
p : A → M consists of an object x in M equipped with a vertical map xa : pa → x
for every object a of A and a cell
pa pb
x x
pj
xa xbxj
for every horizontal morphism j : a −7→ b in A, satisfying the following naturality
conditions:
- xb ◦ pf = xa for every vertical cell f : a→ b in A;
- xk ◦ pu = xj for every cell u : j ⇒ k in A;
- (xj ⊙ xk) ◦ p⊙ = xj⊙k for composable horizontal morphisms j : a −7→ b and
k : b −7→ c, where p⊙ : p(j ⊙ k)⇒ pj ⊙ pk is the compositor of p.
The double colimit of p : A→M is a double cocone colim p = c for p that is universal
in the sense that, for any other double cocone x, there exists a unique vertical map
x′ : c→ x such that x′ ◦ ca = xa and 1x′ ◦ cj = xj , for every object a and horizontal
morphism j : a −7→ b, where 1x′ denotes the horizontal identity for x
′. Dually one
can define double limits; the double comma objects that we considered in Chapter 2
are examples of double limits.
The universality of double colimits implies that any transformation ξ : p
.
→ q
(Definition 3.6) of colax functors p and q : A→M induces a canonical vertical mor-
phism colim ξ : colim p → colim q in M , whenever these colimits exist. Remember
that such transformations ξ consist of natural vertical maps ξa : pa → qa for all a
in A, as well as natural cells ξj : pj ⇒ qj for every j : a −7→ b in A. Symmetrically
one can consider horizontal transformations χ : p
.
→ q, which consist of horizontal
maps χa : pa −7→ qa for every object a in A as well as cells
pa qa
pb qb
χa
pf qf
χb
χf
for every vertical morphism f : a → b in A, satisfying certain coherence condi-
tions. Taking double colimits need not be functorial with respect to these horizon-
tal transformations; consequently Grandis and Pare´ consider in [GP07, Section 4]
cocomplete double categories M equipped with a colax functorial choice of dou-
ble colimits. Roughly speaking, such a choice picks out a horizontal morphism
colimχ : colim p −7→ colim q in M for every horizontal transformation χ : p
.
→ q,
where p and q : A→M are colax double functors, in a coherent way.
After recalling Grandis and Pare´’s notion of ‘pointwise normal left Kan exten-
sion’ of a pair of colax double functors, that we discussed following Definition 4.28,
the colax variant of the main theorem of [GP07] can now be stated, in our terms,
as follows.
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Theorem 4.38 (Grandis and Pare´). Let M be a normal pseudo double category in
which every vertical isomorphism has a companion. The following are equivalent:
- for any pair of colax double functors j : A→ B and d : A→M the pointwise nor-
mal left Kan extension lanj d : B → M exists whenever the companion B(j, id)
is a right pseudo double profunctor;
- M is an equipment that admits a colax functorial choice of double colimits.
The author does not know how to compare this result with the second assertion
of Proposition 4.37 above. In particular the respective pointwise left Kan extensions,
that are considered in the two different results, belong to, what seem to be, very
different double categories. However, the condition of the companion B(j, id) being
a right pseudo double profunctor, in both results, is striking.
Comparison to the work of Mellie`s and Tabareau
While writing up this thesis the author discovered the unpublished paper [MT08]
by Mellie`s and Tabareau, that is also devoted to producing algebraic left Kan ex-
tensions. Fortunately their approach, which we discuss below, is very different to
the one presented here, leading to many differences in the results obtained.
Whereas we assume and use a closed structure on our equipments, their approach
is based on the notion of ‘Yoneda situations’, as follows. In our terms, a morphism
y : M → M̂ in an equipment K is a Yoneda situation if
- y is fully faithful, that is the unit yηy : UM ⇒ M̂(y, y) of the companion-conjoint
adjunction (Proposition 1.14) is invertible in H(K);
- for each object A the composition
V (K)(A, M̂ )
ρ
−→ H(K)(M̂,A)
M̂(y,id)⊙–
−−−−−−−→ H(K)(A,M),
where ρ is given by Proposition 1.25, is fully faithful.
In K = Prof the Yoneda embedding y : M → M̂ , with M̂ = [Mop, Set] the category
of presheaves on M , is a Yoneda situation. Propositions 1 and 2 of [MT08] imply
the following result.
Proposition 4.39 (Mellie`s and Tabareau). In an equipment K consider morphisms
j, d, y and k as below, such that y is a Yoneda situation. If
- y has a left adjoint colim: M̂ →M and
- there exists an isomorphism M(id, d)⊙B(j, id) ∼= M̂(y, id)⊙ M̂(id, k) in H(K),
then the composite colim◦k : B →M is the (ordinary) left Kan extension of d along
j.
A B
M
j
d B
M M̂
k
y
In our terms, their main theorem [MT08, Theorem 1] can now be stated as fol-
lows. Given a normal pseudomonad T on an equipment K we denote by V (T )-Algps
the 2-category of pseudo V (T )-algebras, pseudo V (T )-morphisms and V (T )-cells.
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Theorem 4.40 (Mellie`s and Tabareau). Let T be a normal pseudomonad on an
equipment K and consider the situation of the previous proposition in K, such that
- A, B, M and M̂ are pseudo T -algebras;
- d, j, colim and k are pseudo T -morphisms;
- the induced lax structures on B(j, id) and M̂(y, id) are right pseudo.
Then colim ◦k, which is the left Kan extension of d along j by the previous propo-
sition, can be given the structure of a pseudo T -morphism, which makes it the left
Kan extension of d along j in V (T )-Algps.
Thus the main difference between our main result and that of Mellie`s and
Tabareau is that where we assume a closed structure on equipments, Mellie`s and
Tabareau assume the existence of Yoneda situations. Moreover, where they work
with ordinary left Kan extensions, we consider the more general, but also stronger,
notion of weighted colimits. Finally, and perhaps most importantly, our main theo-
rem works in the case of normal monads, while Mellie`s and Tabareau consider only
pseudomonads.
Appendix A
Double comma objects
This appendix collects some proofs of results concering comma objects that we have
used. Each of them long, the author feared they would have been distracting when
part of the main text.
Recall that the double comma object J/f of a pair of morphisms J : A −7→ B
and f : C → B, in a pseudo double category K, consists of a cell π as below that
satisfies the following universal properties.
J/f J/f
C
A B
πA
πC
f
J
π
X X
C
A B
φA
φC
f
J
φ
Firstly, any other cell φ as above factors uniquely through π as a map φ′ : X → J/f ,
such that πA ◦ φ′ = φA, πC ◦ φ′ = φC and π ◦ Uφ′ = φ, and, secondly, if the cell
ψ below likewise factors as ψ′ : Y → J/f , then any pair (ξA, ξC) of cells satisfying
the identity below corresponds to a unique cell ξ′, as on the right below, such that
UπA ◦ ξ
′ = ξA and UπC ◦ ξ
′ = ξC .
X Y Y
C
A A B
K
φA ψA
ψC
f
J
ξA ψ =
X X Y
C C
A B B
φA
K
φC ψC
f f
J
φ
ξC X Y
J/f J/f
K
φ′ ψ′ξ′
Informally, it is useful to think of the cells φ = (φA, φ, φC) and ψ = (ψA, ψ, ψC)
above as objects, and of a pair ξ = (ξA, ξC) as a morphism φ → ψ. Then the
universality of π gives assignments φ 7→ φ′ and ξ 7→ ξ′, the latter with Lξ′ = φ′
and Rξ′ = ψ′, that map φ and ξ to their factorisations through the universal cell
π. The uniqueness of these factorisations implies that the assignments φ 7→ φ′ and
ξ 7→ ξ′ are functorial in the following sense, where h : S → X is a vertical map and
ζ and θ are cells of the following form.
S T
X Y
L
h k
K
ζ
S T
X X
L
h lθ
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- If (φA, φ, φC) 7→ φ′ then [φ ◦ h = (φA ◦ h, φ ◦ Uh, φC ◦ h)] 7→ φ′ ◦ h;
- if (ξA, ξC) 7→ ξ′ then [(ξA ◦ ζ, ξC ◦ ζ) : φ ◦ h→ ψ ◦ k] 7→ ξ′ ◦ ζ;
- if (φA, φ, φC) 7→ φ′ then [(UφA ◦ θ, UφC ◦ θ) : φ ◦ h→ φ ◦ l] 7→ Uφ′ ◦ θ;
- if [(ρA, ρC) : φ→ ψ] 7→ ρ′ and [(σA, σC) : ψ → χ] 7→ σ′ then
[(ρA ⊙ σA, ρC ⊙ σC) : φ→ χ] 7→ ρ
′ ⊙ σ′.
This functoriality will be useful, especially in the proof of the second proposition
below.
We first turn to the proof of Proposition 2.27, which describes double comma
objects in the equipment Prof(E) of internal profunctors in a category E with finite
limits. Given an internal profunctor J : A −7→ B and an internal functor f : C → B
we have already constructed an E-span J/f → (J/f)0 × (J/f)0, in the discussion
preceeding Proposition 2.27, which asserts that this span underlies the internal
category that is the double comma object of J and f . We shall first recall the
construction of (J/f)0 and J/f . The former we took to be the wide pullback
(J/f)0 = A0 ×A0 J ×B0 C0 of the diagram A0
id
−→ A0
d0←− J
d1−→ B0
f0
←− C0, while
for the latter we chose the pullback
J/f (J/f)0 ×C0 C
A×A0 (J/f)0 (J/f)0,
r
l
where the corners are pullbacks of (J/f)0 → C0
d0←− C and A
d1−→ A0 ← (J/f)0
respectively, and the maps r and l are the compositions
(J/f)0 ×C0 C → A0 ×A0 J ×B0 B ×C0 C0
id×r×id
−−−−−→ (J/f)0
and A×A0 (J/f)0 ∼= A0 ×A0 A×A0 J ×B0 C0
id×l×id
−−−−−→ (J/f)0.
Here the unlabelled map is given by applying f to C after using C0 ×C0 C ∼=
C ×C0 C0, while the isomorphism is induced by A ×A0 A0 ∼= A0 ×A0 A and the
maps l and r denote the actions of A and B on J . The source and target maps
d = (d0, d1) : J/f → (J/f)0 × (J/f)0 are given by the projections
d0 =
[
J/f → (J/f)0 ×C0 C → (J/f)0
]
and d1 =
[
J/f → A×A0 (J/f)0 → (J/f)0
]
.
Proposition 2.27. The E-span d : J/f → (J/f)0 × (J/f)0 above can be given the
structure of a category internal to E. Moreover, J/f is made into the double comma
object of J and f in Prof(E) by the internal functors πA : J/f → A, given by the
projections
(πA)0 : (J/f)0 → A0 and πA =
[
J/f → A×A0 (J/f)0 → A
]
,
and πC : J/f → C, given similarly, together with the cell
J/f J/f
C
A B
πA
πC
f
J
π
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of internal profunctors that, under the correspondence of Proposition 1.22, is given
by the projection (J/f)0 → J .
Proof. To give the multiplicationm : J/f×(J/f)0J/f → J/f , notice that the source
W = J/f ×(J/f)0 J/f of m forms the wide pullback of the diagram
(J/f)0 ×C0 C A×A0 (J/f)0 (J/f)0 ×C0 C A×A0 (J/f)0
(J/f)0 (J/f)0 (J/f)0,
r l r l
(1) (2) (3) (4)
(A.1)
where the first factor of W is the pullback of the objects labelled (1) and (2), the
second factor is the pullback of those labelled (3) and (4), and where the unlabelled
maps are projections. In the case of E = Set, W consists of quadruples of pairs of
maps, one in each of the sets on the top row above, such that the pairs in (1) and
(2), as well as those in (3) and (4), form commutative squares (2.6), and such that
the bottom map of the first square coincides with the top map of the second. Let
m be induced by the compositions
W →
(2)
A ×A0
(4)︷ ︸︸ ︷
A×A0 (J/f)0
mA×id−−−−→ A×A0 (J/f)0
and W →
(1)︷ ︸︸ ︷
(J/f)0 ×C0 C ×C0
(3)
C
id×mC−−−−−→ (J/f)0 ×C0 C,
where the unlabelled maps are induced by projections from W onto (factors of)
the pullbacks in the top row of (A.1), as indicated by the labels. When E = Set,
this simply composes the two pairs of maps making up the sides of two adjacent
commutative squares (2.6). That the maps above indeed induce a map into the
pullback J/f follows from
[
W →
(2)
A ×A0
(4)︷ ︸︸ ︷
A×A0 (J/f)0
mA×id−−−−→ A×A0 (J/f)0
l
−→ (J/f)0
]
=
[
W →
(2)
A ×A0
(3)︷ ︸︸ ︷
(J/f)0 ×C0 C
id×r
−−−→ A×A0 (J/f)0
l
−→ (J/f)0
]
=
[
W →
(2)︷ ︸︸ ︷
A×A0 (J/f)0×C0
(3)
C
l×id
−−−→ (J/f)0 ×C0 C
r
−→ (J/f)0
]
=
[
W →
(1)︷ ︸︸ ︷
(J/f)0 ×C0 C ×C0
(3)
C
id×mC−−−−−→ (J/f)0 ×C0 C
r
−→ (J/f)0
]
.
Here the first equality follows from the fact that we can replace mA× id by id×l (by
associativity of the action of A on J) and that precomposing l with the projection
onto (4) coincides with precomposing r with the projection onto (3), by definition of
W . Likewise the projection ofW onto the factor (J/f)0 of (3) equals the projection
onto the same factor of (2) and, together with the fact that r and l commute, the
second equality follows. Finally the third equality is symmetric to the first.
That the multiplication m : J/f ×(J/f)0 J/f → J/f thus defined is compat-
ible with the source and target maps is clear; that it is associative follows from
the associativity of mA and mC . Moreover one readily verifies that the unit
e : (J/f)0 → J/f can be taken to be induced by the compositions
(J/f)0 ∼= (J/f)0 ×C0 C0
id×eC−−−−→ (J/f)0 ×C0 C
and (J/f)0 ∼= A0 ×A0 (J/f)0
eA×id−−−−→ A×A0 (J/f)0,
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which completes the definition of the structure making J/f into a category internal
to E . Checking that the projections πA : J/f → A and πC : J/f → C, as well as
the cell π : UJ/f
.
→ J , are compatible with this structure is straightforward, which
leaves us to prove that π satisfies the universal properties that define J/f as the
double comma object.
So let us consider a second internal transformation φ as on the left below, given
by a map φ : X0 → J ; we have to show that there exists a unique factorisation
φ′ : X → J/f such that πA ◦ φ′ = φA, πC ◦ φ′ = φC and π ◦ Uφ′ = φ.
X X
C
A B
φA
φC
f
J
φ
Y Y
C
A B
ψA
ψC
f
J
ψ
Using the fact that, under Proposition 1.22, the composite π ◦ Uφ′ : X → J corre-
sponds to X0
φ′0−→ (J/f)0
π
−→ J , it is readily checked that these identities are satisfied
by taking
φ′0 =
(
(φA)0, φ, (φC)0
)
: X0 → (J/f)0
and φ′ =
(
(φ′0 ◦ d0, φC), (φA, φ
′
0 ◦ d1)
)
: X → J/f. (A.2)
Here the factors (φA)0 in φ
′
0 and φA in φ
′ are forced by the identity πA ◦ φ′ = φA,
while the factors (φC)0 and φC are forced by πC ◦ φ′ = φC . Similarly the factor φ
in φ′0 is forced by π ◦Uφ′ = φ, while compatibility with the source and target maps
forces the factors φ′0 ◦ di in φ
′. We conclude that φ′ is uniquely determined.
Finally, to prove that the 2-dimensional universal property holds as well, consider
a second transformation ψ, as on the right above, and suppose it factors through π
as ψ′ : Y → J/f . Given cells
X Y
A A
K
φA ψAξA
X Y
C C
K
φC ψCξC
with ξA⊙ψ = φ⊙ (Uf ◦ ξC), it is easy to see that the unique cell ξ′ : K
.
→ J/f such
that UπA ◦ξ
′ = ξA and UπC ◦ξ
′ = ξC , is given by ξ
′ =
(
(φ′0◦d0, ξC), (ξA, ψ
′
0◦d1)
)
.
The second proposition whose proof we have postponed is Proposition 4.26.
Given a right suitable normal monad T on an equipment K, it concerns the forgetful
functor UT : T -Promrc → K, where T -Promrc is the pseudo double category of colax
T -algebras, colax T -morphisms, right colax T -promorphisms and T -cells, as defined
in Section 4.1.
Proposition 4.26. Consider a right suitable normal monad T on an equipment
K. The forgetful functor UT : T -Promrc → K lifts double comma objects J/f where
J : A −7→ B is a right pseudopromorphism and f : C → B is a pseudomorphism. The
projections of J/f are strict T -morphisms, and J/f is a pseudoalgebra whenever
both A and C are.
Proof. For a right pseudopromorphism J : A −7→ B and a pseudomorphism f : C → B
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suppose that the double comma object J/f , as on the left below, exists in K.
J/f J/f
C
A B
πA
πC
f
J
π
TA TB
A B
TJ
a b
J
J˜
Remember that the right colax algebra structure on J is given by a horizontal cell
J¯ : J ⊙B(id, b)⇒ A(id, A)⊙ TJ (Definition 4.13) which, because J is a right pseu-
dopromorphism, has an inverse J¯−1. Under Proposition 4.7 this inverse corresponds
to a cell J˜ above that makes J into a lax promorphism (Definition 4.1). Likewise
the inverse of the vertical cell f¯ : f ◦c⇒ b◦Tf , that makes f into a colax morphism,
gives f the structure of a lax morphism; we will write f˜ = f¯−1 as well.
We will show that the algebra structures of A and C induce an algebra structure
on J/f , that this makes πA and πB into strict T -morphisms and π into a T -cell, and
that π satisfies the universal properties making J/f into a double comma object
in T -Promrc. As structure map r : TJ/f → J/f we take the factorisation of the
composition
TJ/f TJ/f TJ/f
TC TC
TA TB C
A B B
TπA
TπC TπC
Tf c
TJ
a b f
J
Tπ
f˜
J˜
through the cell π, so that πA ◦ r = a ◦ TπA and πC ◦ r = c ◦ TπC , while π ◦ Ur
equals the composite above. Note that the first two identities mean that πA and πC
are strict morphisms. That π is a T -cell (Definition 3.21) is shown by the following
chain of equalities, where the identity cell right of π is that of πC ◦ r = c ◦ TπC
and that left of Tπ is that of πA ◦ r = a ◦ TπA. The equalities follow from the
definition of ρ1 (see the discussion preceeding Definition 4.19); that π ◦ Ur equals
the composite above; the definition of ρ1 and f˜ = f¯
−1; that (J¯)
−1
= εa ⊙ J˜ ⊙ ηb.
J¯
π
ρ1f¯
ρ1 id
=
J¯
π
id
f¯
εr Ur
ηb
=
Tπ
f˜ f¯
εr
id
J˜ ηb
J¯
=
ρ1 id Tπ
J¯
εa J˜ ηb
=
ρ1 id Tπ
J¯
(J¯)−1
= ρ1 id Tπ
Having chosen a structure map we have to give the associator and unitor of J/f ,
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that is cells
T 2J/f TJ/f
TJ/f J/f
µJ/f
Tr r
r
ρ
and
J/f TJ/f
J/f,
ηJ/f
id
r
ρ0
such that ρ satisfies the associativity axiom, displayed below, and ρ0 satisfies the
unit axioms (see Definition 3.19).
T 2J/f TJ/f
T 3J/f TJ/f J/f
T 2J/f TJ/f
µJ/f
Tr
rµTJ/f
T 2r
r
µJ/f
Tr
r
ρ
ρ
=
T 2J/f TJ/f
T 3J/f T 2J/f J/f
T 2J/f TJ/f
µJ/f
rµTJ/f
TµJ/f
T 2r
µJ/f
Tr
Tr
r
Tρ
ρ
(A.3)
Both the associator and unitor are obtained by using the 2-dimensional universal
property of J/f , as follows. Notice that the source and target morphisms of the
associator correspond to the cells π ◦ Ur ◦ UµJ/f and π ◦ Ur ◦ UTr, which equal the
composites of the solid subdiagrams of the respective diagrams below. After adding
the dashed cells α and γ (the associators for A and C), we claim that the composites
of the full diagrams coincide. Indeed, using the associativity axiom for f˜ (which can
be obtained from that of f¯ = (f˜)
−1
, given in Definition 3.20), we can replace, in
the diagram on the left-hand side, the subdiagram consisting of the identity cell for
µB ◦T 2f = Tf ◦µC and the cells f˜ and γ by the likewise shaped diagram consisting
of the cells β, T f˜ and f˜ . Similarly, in the diagram thus obtained we can replace the
subdiagram consisting of β, µJ and J˜ by subdiagram consisting of the cells α, T J˜
and J˜ , now by using the associativity axiom for J˜ (Definition 4.1). The resulting
diagram is that on the right-hand side.
We conclude, using the 2-dimensional universal property of J/f , that there
exists a unique cell r ◦ µJ/f ⇒ r ◦ Tr, which we take ρ to be, such that UπA ◦
ρ = α ◦ UT 2πA and UπC ◦ ρ = γ ◦ UT 2πB . Notice that ρ is invertible if α and γ
are, because the assignment (ξA, ξB) 7→ ξ′ induced by the 2-dimensional universal
property of π is functorial with respect to horizontal composition, as we have seen in
the introduction to this appendix. Thus, once we have defined the algebra structure
on J/f , the final assertion of the proposition follows.
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T 2J/f T 2J/f T 2J/f T 2J/f T 2J/f
T 2C T 2C T 2C T 2C
T 2A T 2B TC TC TC
TA TB TB C C
A B B B B
T 2πA
T 2πC T
2πC T
2πC T
2πC
T 2f µC µC Tc
T 2J
µA µB Tf c c
TJ
a b b f f
J
T 2π
f˜
γ
µJ
J˜
=
T 2J/f T 2J/f T 2J/f T 2J/f T 2J/f
T 2C T 2C T 2C
T 2A T 2A T 2B TC TC
TA TA TB TB C
A A B B B
T 2πA T
2πA
T 2πC T
2πC T
2πC
T 2f Tc Tc
µA
T 2J
Ta Tb Tf c
a
TJ
a b b f
J
α
T f˜
f˜
T 2π
T J˜
J˜
To show that ρ satisfies the associativity axiom (A.3) above, consider first the
vertical cells making up its right-hand side: the functoriality of the factorisations
through π and the naturality of µ mean that
- the composite ρ ◦ UTµJ/f corresponds to α ◦ UT 2πA◦TµJ/f = α ◦ UTµA◦T 3πA and
γ ◦ UTµC◦T 3πC ;
- the composite Ur ◦ Tρ corresponds to Ua◦TπA ◦ Tρ = Ua ◦ Tα ◦ UT 3πA and
Uc ◦ Tγ ◦ UT 3πC ;
- denoting by idµJ/f the identity cell for µJ/f ◦ µTJ/f = µJ/f ◦ TµJ/f , the
composite Ur ◦ idµJ/f corresponds to Ua◦TπA ◦ idµJ/f = Ua ◦ idµA ◦UT 3πA and
Uc ◦ idµC ◦UT 3πC .
That is each of the cells in the right-hand side of (A.3) are factorisations of the
corresponding cells in the right-hand side of the associativity axiom for A and C and,
since factorisation through π is functorial with respect to horizontal composition,
we can conclude that the right-hand side of (A.3) corresponds to the right-hand
sides of the associativity axioms of α and γ. In the same way the left-hand side
of (A.3) corresponds to the left-hand sides of the associativity axioms for α and γ.
Therefore, since for α and γ both the left-hand and right-hand sides coincide, it
follows that the left-hand and right-hand sides of (A.3) coincide too. This shows
that ρ satisfies the associativity axiom.
The unitor ρ0 : r ◦ ηJ/f ⇒ idJ/f is obtained similarly: its source and target
morphisms correspond to the composites of the solid subdiagrams of the respective
diagrams below. Adding the dashed unitors γ0 and α0, the full diagrams coincide
because of the unit axioms for f˜ (that can be obtained from that for f¯ = (f˜)
−1
) and
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J˜ . It follows that there is a unique cell ρ0 : r ◦ ηJ/f ⇒ idJ/f such that UπA ◦ ρ0 =
α0 ◦UπA and UπC ◦ρ0 = γ0 ◦UπC . That ρ0 satisfies the unit axioms (Definition 3.19)
follows from the fact that α0 and γ0 do, in the same way that the associativity axiom
for ρ followed from those for α and γ. This completes the definition of the colax
algebra structure on J/f .
TJ/f TJ/f TJ/f TJ/f TJ/f
C C C C
A B TC TC
TA TB TB C C
A B B B B
πA
πC πC πC πC
f ηC ηC
idC
J
ηA ηB Tf c
TJ
a b b f f
J
π
f˜
γ0
ηJ
J˜
=
TJ/f TJ/f TJ/f
C
A A B
TA
A A B
πA πA
πC
f
ηA
J
idA idB
a
J
π
α0
We have already seen that the induced algebra structure on J/f makes πA and
πC into strict morphisms, and π into a T -cell: this leaves showing that π satisfies the
universal properties making J/f into a double comma object of T -Promrc. Thus
consider a second T -cell φ below. Since J/f is a double comma object in K, φ
factors through π as a morphism φ′ : X → J/f , which we have to give a structure
cell φ¯′ as on the right.
X X
C
A B
φA
φC
f
J
φ
TX X
TJ/f J/f
x
Tφ′ φ′
r
φ¯′
Again we can follow the same recipe: the source and target morphisms of φ¯′ corre-
spond to the solid subdiagrams in
TX TX TX
X X TC
C C
A B B
x x TφC
φA
φC c
f f
J
φ¯C
φ
=
TX TX TX TX
TC TC
X TA TB C
A A B B,
x TφA
TφC TφC
Tf c
φA
TJ
a b f
J
φ¯A
J˜
Tφ
f˜
and it is shown below that the full diagrams coincide, where the identities follow
from the definition of ρ1φ¯A (see Definition 4.19); the T -cell axiom for φ and the
definition of J˜ ; cancelling J¯ against its inverse as well as the definitions of ρ1φ¯C and
ρ1f¯ ; the fact that f˜ = f¯
−1. Using the 2-dimensional universal property of J/f , we
obtain a unique cell φ¯′, as above, such that UπA ◦ φ¯
′ = φ¯A and UπC ◦ φ¯
′ = φ¯C . That
φ¯′ satisfies the associativity and unit axioms follows from the fact that φ¯A and φ¯C
do. We conclude that there is a unique way of making φ′ into a T -cell such that
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UπA ◦φ
′ = φA and UπC ◦φ
′ = φC , as colax T -morphisms. This completes the proof
showing that π satisfies the 1-dimensional universal property in T -Promrc.
Tφ
f˜
φ¯A
J˜
= ρ1φ¯A Tφ
f˜
εa
ηx
J˜
=
φ
f˜
(J¯)−1
J¯
εb
ρ1f¯
ρ1φ¯C
ηx
=
φ
φ¯C
f¯ f˜
=
φ
φ¯C
Finally let ψ = (ψA, ψ, ψC) be a second T -cell, with 0-dimensional source Y ,
that factors through π as the colax T -morphism ψ′ : Y → J/f . Consider cells
(ξA, ξC) : φ→ ψ, in K, as in the introduction to this appendix, so that there exists
a unique cell ξ′ with UπA ◦ ξ
′ = ξA and UπC ◦ ξ
′ = ξC , because J/f is a double
comma object in K. To prove that J/f satisfies the 2-dimensional universal property
in T -Promrc as well, we have to show that if ξA and ξB are T -cells then so is ξ.
To see this consider the following identity, which is equivalent to the T -cell axiom
(Definition 4.19) for ξ and is obtained by vertically postcomposing the latter with
the companion cell εr.
TY
X TX TX TY
X X TJ/f TJ/f
J/f J/f J/f J/f
X Y
K Y (id, y)
X(id, x)
x
TK
Tφ′ Tψ′
φ′ φ′ r r
K¯
εx Tξ′
φ¯′
=
X Y TY TY
X Y Y TJ/f
J/f J/f J/f J/f
K Y (id, y)
y Tψ′
K
φ′ ψ′ ψ′ r
εy
ξ′
ψ¯′
To see that the identity above holds, we again use the functoriality of the 2-di-
mensional factorisations through π and find that, by postcomposing the composites
above with UπA , we obtain the two sides of the corresponding T -cell axiom for ξA,
postcomposed with εa. Similarly, when postcomposed with UπC , we obtain the two
sides of the corresponding T -cell axiom for ξC , postcomposed with εc. Therefore,
since the T -cell axioms for ξA and ξC hold, and since factorisations through π are
unique, it follows that the identity above, and thus the T -cell axiom for ξ′, hold as
well. This shows that J/f satisfies the 2-dimensional property as well, in T -Promrc,
which finishes the proof.
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Appendix B
Proof of Lemma 4.34
In this appendix we prove Lemma 4.34, reproduced below, which was used in proving
the main theorem.
Lemma 4.34. Let T be a right suitable normal monad on a closed equipment
K (Definition 4.8) and consider a right colax T -promorphism J : A −7→ B (Defini-
tion 4.13) as well as a lax T -promorphism K : A −7→ C (Definition 4.1). The left hom
J ⊳ K : B −7→ C admits a lax T -promorphism structure cell J ⊳ K that corresponds,
under Proposition 1.24, to the horizontal cell λJ ⊳ K that is given by
T (J ⊳ K)⊙ C(c, id)⇒ TJ ⊳
(
TK ⊙ C(c, id)
) id ⊳λK¯
====⇒ TJ ⊳
(
A(a, id)⊙K
)
∼=
(
A(id, a)⊙ TJ
)
⊳ K
J¯⊳id
==⇒
(
J ⊙B(id, b)
)
⊳ K ∼= B(b, id)⊙ J ⊳ K, (B.1)
where the first cell is given by Proposition 3.5 and where the two isomorphisms are
given by Corollary 2.8.
In the proof we use the facts recorded in the following lemma. Each of them
follows easily from the naturality of the isomorphisms defining J ⊳ – as the right
adjoint of J ⊙ –, and the naturality of the associators F⊙ of lax functors.
Lemma B.1. In each of the statements below J , H, K, L and M are horizontal
morphisms in a closed equipment K, while φ and ψ are horizontal cells. In the last
statement F : K → L is assumed to be a lax functor between closed equipments.
(a) If L ⇒ K ⊳ M is adjoint to φ : K ⊙ L ⇒ M and H ⊙ K ⊳ M ⇒ J ⊳ M is
adjoint to J ⊙ H ⊙ K ⊳ M
ψ⊙id
===⇒ K ⊙ K ⊳ M
ev
=⇒ M , then the composition
H ⊙ L⇒ H ⊙K ⊳M ⇒ J ⊳M is adjoint to J ⊙H ⊙ L
ψ⊙id
===⇒ K ⊙ L
φ
=⇒M .
(b) If K ⇒ H ⊳L is adjoint to φ : H ⊙K ⇒ L and H ⊳L⇒ (J ⊙H) ⊳M is adjoint
to J ⊙H ⊙H ⊳ L
id⊙ ev
====⇒ J ⊙ L
ψ
=⇒M , then the composition K ⇒ (J ⊙H) ⊳ M
is adjoint to J ⊙H ⊙K
id⊙φ
===⇒ J ⊙ L
ψ
=⇒M .
(c) If H ⇒ J ⊳K is adjoint to φ : J ⊙H ⇒ K and F (J ⊳K)⊙L⇒ FJ ⊳ (FK ⊙L)
is the horizontal cell given by Proposition 3.5, then the composition
FH ⊙ L⇒ F (J ⊳ K)⊙ L⇒ FJ ⊳ (FK ⊙ L)
is adjoint to FJ ⊙ FH ⊙ L
F⊙
=⇒ F (J ⊙H)⊙ L
Fφ⊙id
====⇒ FK ⊙ L.
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Proof of Lemma 4.34. Recall that we denote the first four cells of (B.1) by ω(J¯ , K¯),
so that the lemma states that the left hom J ⊳ K : B −7→ C can be given the struc-
ture of a lax promorphism whose structure cell J ⊳ K corresponds, under Proposi-
tion 1.24, to the composite
λJ ⊳ K =
[
T (J ⊳ K)⊙ C(c, id)
ω(J¯,K¯)
====⇒
(
J ⊙B(id, b)
)
⊳ K ∼= B(b, id)⊙ J ⊳ K
]
,
where the isomorphism, from right to left, is adjoint to the counit bεb of B(b, id) ⊣
B(id, b), followed by evaluation (Corollary 2.8). Applying Lemma B.1(b) to ω(J¯ , K¯)
we find that its adjoint is the composite
J ⊙B(id, b)⊙ T (J ⊳ K)⊙ C(c, id)
J¯⊙id
===⇒ A(id, a)⊙ TJ ⊙ T (J ⊳ K)⊙ C(c, id)
id⊙T⊙⊙id
======⇒ A(id, a)⊙ T (J ⊙ J ⊳ K)⊙ C(c, id)
id⊙T ev⊙ id
========⇒ A(id, a)⊙ TK ⊙ C(c, id)
id⊙λK¯
====⇒ A(id, a)⊙A(a, id)⊙K a
εa⊙id====⇒ K. (B.2)
We will show that J ⊳ K satisfies the associativity and unit axioms of Definition 4.1
by proving that the corresponding axioms for λJ ⊳ K hold, as given in Proposi-
tion 4.7.
We start with the associativity axiom for λJ ⊳ K, whose right-hand side is the
following composite
T 2(J ⊳ K)⊙ TC(c, id)⊙ C(c, id)
T⊙⊙id
====⇒ T
(
T (J ⊳ K)⊙ C(c, id)
)
⊙ C(c, id)
Tω(J¯,K¯)⊙id
========⇒ T
((
J ⊙B(id, b)
)
⊳ K
)
⊙ C(c, id) ∼= T
(
B(b, id)⊙ J ⊳ K
)
⊙ C(c, id)
T−1
⊙
⊙id
=====⇒ TB(b, id)⊙ T (J ⊳ K)⊙ C(c, id)
id⊙ω(J¯,K¯)
=======⇒ TB(b, id)⊙
(
J ⊙B(id, b)
)
⊳ K
∼= TB(b, id)⊙B(b, id)⊙ J ⊳ K
λβ⊙id
====⇒ TB(µB, id)⊙B(b, id)⊙ J ⊳ K, (B.3)
where the inverse of the T⊙-component exists by Proposition 3.3. In this chain
of horizontal cells we consider the subchain T
((
J ⊙ B(id, b)
)
⊳ K
)
⊙ C(c, id) ⇒
TB(µB, id)⊙B(b, id)⊙ J ⊳K of the last five cells, which also occurs as the top leg
of the diagram below.
T
((
J ⊙B(id, b)
)
⊳ K
)
⊙ C(c, id) T
(
B(b, id)⊙ J ⊳ K
)
⊙ C(c, id)
T
(
J ⊙B(id, b)
)
⊳
(
TK ⊙ C(c, id)
)
TB(b, id)⊙ T (J ⊳ K)⊙ C(c, id)
(
TJ ⊙ TB(id, b)
)
⊳
(
A(a, id)⊙K
)
TB(b, id)⊙
(
J ⊙B(id, b)
)
⊳ K
(
A(id, a)⊙ TJ ⊙B(id, b)
)
⊳ K TB(b, id)⊙B(b, id)⊙ J ⊳ K
(
J ⊙B(id, b)⊙ TB(id, b)
)
⊳ K TB(µB, id)⊙B(b, id)⊙ J ⊳ K
(
J ⊙B(id, b)⊙ TB(id, µB)
)
⊳ K
∼=
T⊙ ⊳ λK¯
T⊙ ⊙ id
id⊙ω(J¯, K¯)
∼=
∼=
(J¯ ⊙ id) ⊳ id
∼ =
λβ ⊙ id
∼=
(id⊙ρβ) ⊳ id
∼=
I
II
III
Here the single unlabelled cell is given by Proposition 3.5 and each of the iso-
morphisms is given by Corollary 2.8, using the counits for the several companion-
conjoint adjunctions. For example, the top isomorphism of the subdiagram labelled
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III is adjoint to the counit b◦Tbεb◦Tb, for the adjunction TB(b, id) ⊙ B(b, id) ⊣
B(id, b)⊙TB(id, b) of the companion and conjoint of b ◦Tb, followed by evaluation
(remember our convention, preceeding Proposition 4.7, concerning the companions
and conjoints of composites like b ◦ Tb).
We will show that the diagram above commutes. First consider the bottom
leg of the subdiagram labelled I, which consists of id⊙ω(J¯ , K¯) followed by the
isomorphism that is adjoint to TbεTb and followed by evaluation. Here ω(J¯ , K¯) is
adjoint to the composite (B.2) so that we can apply Lemma B.1(a). We conclude
that the bottom leg of I is adjoint to
J ⊙B(id, b)⊙ TB(id, b)⊙ TB(b, id)⊙ T (J ⊳ K)⊙ C(c, id)
id⊙TbεTb⊙id========⇒ J ⊙B(id, b)⊙ T (J ⊳ K)⊙ C(c, id)
J¯⊙id
===⇒ A(id, a)⊙ TJ ⊙ T (J ⊳ K)⊙ C(c, id)
id⊙T⊙⊙id
======⇒ A(id, a)⊙ T (J ⊙ J ⊳ K)⊙ C(c, id)
id⊙T ev⊙ id
========⇒ A(id, a)⊙ TK ⊙ C(c, id)
id⊙K¯
===⇒ A(id, a)⊙A(a, id)⊙K a
εa⊙id====⇒ K
On the other hand the adjoint of the top leg of the subdiagram I can be computed
by first applying part (b) of Lemma B.1 to its second isomorphism and then part
(c) to the unlabelled cell. Thus it is adjoint to
J ⊙B(id, b)⊙ TB(id, b)⊙ TB(b, id)⊙ T (J ⊳ K)⊙ C(c, id)
J¯⊙id
===⇒ A(id, a)⊙ TJ ⊙ TB(id, b)⊙ TB(b, id)⊙ T (J ⊳ K)⊙ C(c, id)
id⊙T⊙⊙id
======⇒ A(id, a)⊙ T
(
J ⊙B(id, b)⊙ B(b, id)⊙ J ⊳ K
)
⊙ C(c, id)
id⊙T (id⊙bεb⊙id)⊙id
=============⇒ A(id, a)⊙ T (J ⊙ J ⊳ K)⊙ C(c, id)
id⊙T ev⊙ id
========⇒ A(id, a)⊙ TK ⊙ C(c, id)
id⊙λK¯
====⇒ A(id, a)⊙A(a, id)⊙K a
εa⊙id====⇒ K.
That the two adjoints above coincide follows from the associativity axiom for T and
from T (bεb) ◦ T⊙ = T (εb ⊙ bε) ◦ T⊙ = Tεb ⊙ T bε = εTb ⊙ Tbε = TbεTb; we conclude
that the subdiagram I commutes. Similarly we can use Lemma B.1(a) to compute
the adjoint of the top leg of the subdiagram labelled II, obtaining the composite
J ⊙ B(id, b)⊙ TB(id, b)⊙ TB(b, id)⊙B(b, id)⊙ J ⊳ K
id⊙TbεTb⊙id========⇒ J ⊙B(id, b)⊙ B(b, id)⊙ J ⊳ K
id⊙bεb⊙id======⇒ J ⊙ J ⊳ K
ev
=⇒ K.
The composite of the first two cells here coincides with id⊙b◦Tbεb◦Tb ⊙ id, so that
the full composite above coincides with the adjoint of the bottom cell of II: the
subdiagram II commutes too. Finally the top leg of the subdiagram labelled III is
adjoint to
J ⊙B(id, b)⊙ TB(id, µB)⊙ TB(b, id)⊙B(b, id)⊙ J ⊳ K
id⊙ρβ⊙id
======⇒ J ⊙B(id, b)⊙ TB(id, b)⊙ TB(b, id)⊙B(b, id)⊙ J ⊳ K
id⊙b◦Tbεb◦Tb⊙id===========⇒ J ⊙ J ⊳ K
ev
=⇒ K.
It follows from the definitions of ρβ and λβ (Proposition 1.24), as well as the vertical
companion and conjoint identities, that b◦Tbεb◦Tb ◦ (ρβ⊙ id) = b◦µBεb◦µB ◦ (id⊙λβ),
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so that the composite above equals the adjoint of the bottom leg of the subdiagram
III, which therefore commutes as well.
Replacing in (B.3) the top leg of the diagram above with the bottom one, as
well as expanding Tω(J¯ , K¯), we obtain the composite
T 2(J ⊳ K)⊙ TC(c, id)⊙ C(c, id)
T⊙⊙id
====⇒ T
(
T (J ⊳ K)⊙ C(c, id)
)
⊙ C(c, id)
⇒ T
(
TJ ⊳
(
TK ⊙ C(c, id)
))
⊙ C(c, id)
T (id ⊳λK¯)⊙id
========⇒ T
(
TJ ⊳
(
A(a, id)⊙K
))
⊙ C(c, id)
∼= T
((
A(id, a)⊙ TJ
)
⊳ K
)
⊙ C(c, id)
T (J¯⊳id)⊙id
=======⇒ T
((
J ⊙B(id, b)
)
⊳ K
)
⊙ C(c, id)
⇒ T
(
J ⊙B(id, b)
)
⊳
(
TK ⊙ C(c, id)
) id ⊳λK¯
====⇒ T
(
J ⊙B(id, b)
)
⊳
(
A(a, id)⊙K
)
T⊙⊳id
===⇒
(
TJ ⊙ TB(id, b)
)
⊳
(
A(a, id)⊙K
)
∼=
(
A(id, a)⊙ TJ ⊙ TB(id, b)
)
⊳ K
(J¯⊙id)⊳id
======⇒
(
J ⊙B(id, b)⊙ TB(id, b)
)
⊳ K
(id⊙ρβ)⊳id
=======⇒
(
J ⊙B(id, b)⊙ TB(id, µB)
)
⊳ K
∼= TB(µB, id)⊙B(b, id)⊙ J ⊳ K. (B.4)
Our aim is to move T (J¯ ⊳ id) ⊙ id past id ⊳λK¯, so that the rear of the compos-
ite above consists of the left hom of the right-hand side of the associativity axiom
for J¯ (Definition 4.13) and the identity on K. To do this, consider the subchain
T
((
A(id, a)⊙ TJ
)
⊳ K
)
⊙ C(c, id)⇒
(
A(id, a)⊙ TJ ⊙ TB(id, b)
)
⊳ K in the chain
above, that starts with T (J¯ ⊳ id)⊙ id and ends with the second isomorphism. Ap-
plying part (b) of Lemma B.1 to the latter, followed by applying part (c) to the
unlabelled cell, we find that this subchain is adjoint to the composite
A(id, a)⊙ TJ ⊙ TB(id, b)⊙ T
((
A(id, a)⊙ TJ
)
⊳ K
)
⊙ C(c, id)
id⊙T⊙⊙id
======⇒ A(id, a)⊙ T
(
J ⊙B(id, b)⊙
(
A(id, a)⊙ TJ
)
⊳ K
)
⊙ C(c, id)
id⊙T (J¯⊙id)⊙id
==========⇒ A(id, a)⊙ T
(
A(a, id)⊙ TJ ⊙
(
A(a, id)⊙ TJ
)
⊳ K
)
⊙ C(c, id)
id⊙T ev⊙ id
========⇒ A(id, a)⊙ TK ⊙ C(c, id)
id⊙λK¯
====⇒ A(id, a)⊙A(a, id)⊙K a
εa⊙id====⇒ K.
Using the associativity and naturality of T⊙ it is straightforward to show that the
composite above is also the adjoint of the composite below, which therefore coincides
with the subchain of (B.4) that we are considering.
T
((
A(id, a)⊙ TJ
)
⊳ K
)
⊙ C(c, id)⇒ T
(
A(id, a)⊙ TJ
)
⊳
(
TK ⊙ C(c, id)
)
id ⊳λK¯
====⇒ T
(
A(id, a)⊙ TJ
)
⊳
(
A(a, id)⊙K
)
∼=
(
A(id, a)⊙ T
(
A(id, a)⊙ TJ
))
⊳ K
(id⊙T J¯)⊳id
=======⇒
(
A(id, a)⊙ T
(
J ⊙B(id, b)
))
⊳ K
(id⊙T⊙)⊳id
=======⇒
(
A(id, a)⊙ TJ ⊙ TB(id, b)
)
⊳ K
As was our aim, substituting the above into (B.4) we obtain a chain whose rear forms
the left hom of the right-hand side of the associativity axiom for J¯ . Replacing the
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latter with the left hom of the corresponding left-hand side we obtain
T 2(J ⊳ K)⊙ TC(c, id)⊙ C(c, id)
T⊙⊙id
====⇒ T
(
T (J ⊳ K)⊙ C(c, id)
)
⊙ C(c, id)
⇒ T
(
TJ ⊳
(
TK ⊙ C(c, id)
))
⊙ C(c, id)
T (id ⊳λK¯)⊙id
========⇒ T
(
TJ ⊳
(
A(a, id)⊙K
))
⊙ C(c, id)
∼= T
((
A(id, a)⊙ TJ
)
⊳ K
)
⊙ C(c, id)⇒ T
(
A(id, a)⊙ TJ
)
⊳
(
TK ⊙ C(c, id)
)
id ⊳λK¯
====⇒ T
(
A(id, a)⊙ TJ
)
⊳
(
A(a, id)⊙K
)
∼=
(
A(id, a)⊙ T
(
A(id, a)⊙ TJ
))
⊳ K
(id⊙T⊙)⊳id
=======⇒
(
A(id, a)⊙ TA(id, a)⊙ T 2J
)
⊳ K
(ρα⊙id)⊳id
=======⇒
(
A(id, a)⊙ TA(id, µA)⊙ T
2J
)
⊳ K
(id⊙(ρµJ )
−1)⊳id
==========⇒
(
A(id, a)⊙ TJ ⊙ TB(id, µB)
)
⊳ K
(J¯⊙id)⊳id
======⇒
(
J ⊙B(id, b)⊙ TB(id, µB)
)
⊳ K
∼= TB(µB, id)⊙B(b, id)⊙ J ⊳ K. (B.5)
We claim that the subchain consisting of the first eight cells here, with target(
A(id, a)⊙ TA(id, µA)⊙ T 2J
)
⊳ K, equals the composite
T 2(J ⊳ K)⊙ TC(c, id)⊙ C(c, id)⇒ T 2J ⊳
(
T 2K ⊙ TC(c, id)⊙ C(c, id)
)
id ⊳(λTK¯⊙id)
========⇒ T 2J ⊳
(
TA(a, id)⊙ TK ⊙ C(c, id)
)
id ⊳(id⊙λK¯)
========⇒ T 2J ⊳
(
TA(a, id)⊙A(a, id)⊙K
)
id ⊳(λα⊙id)
=======⇒ T 2J ⊳
(
TA(µA, id)⊙A(a, id)⊙K
)
∼=
(
A(id, a)⊙ TA(id, µA)⊙ T
2J
)
⊳ K, (B.6)
where the first cell is given by Proposition 3.5, now for F = T 2. Notice that the
composite above contains the right-hand side of the associativity axiom for λK¯
(Proposition 4.7). To see that the claim holds we again compute adjoints: that of
the composite above, using Lemma B.1(b), equals
A(id, a)⊙ TA(id, µA)⊙ T
2J ⊙ T 2(J ⊳ K)⊙ TC(c, id)⊙ C(c, id)
id⊙T 2⊙⊙id
======⇒ A(id, a)⊙ TA(id, µA)⊙ T
2(J ⊙ J ⊳ K)⊙ TC(c, id)
id⊙T 2 ev⊙ id
========⇒ A(id, a)⊙ TA(id, µA)⊙ T
2K ⊙ TC(c, id)⊙ C(c, id)
idλTK¯⊙id
======⇒ A(id, a)⊙ TA(id, µA)⊙ TA(a, id)⊙ TK ⊙ C(c, id)
id⊙λK¯
====⇒ A(id, a)⊙ TA(id, µA)⊙ TA(a, id)⊙A(a, id)⊙K
id⊙λα⊙id
======⇒ A(id, a)⊙ TA(id, µA)⊙ TA(µA, id)⊙A(a, id)⊙K
a◦µA
εa◦µA⊙id=========⇒ K
As we have seen before, in showing that the subdiagram III commutes, we have
a◦µAεa◦µA ◦ (id⊙λα) = a◦Taεa◦Ta ◦ (ρα ⊙ id). After substituting this into the
composite above, we move ρα all the way to the front, and rewrite a◦Taεa◦Ta =
aεa ◦ (id⊙T aεa ⊙ id) ◦ (id⊙T⊙ ⊙ id). Following this we also rewrite
(T aεa ⊙ id) ◦ (T⊙ ⊙ id) ◦ (id⊙λTK¯)
= T (aεa ⊙ id) ◦ T (id⊙λK¯) ◦ T⊙ : TA(id, a)⊙ T
2K ⊙ TC(c, id)⇒ TK,
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where we have used that λTK¯ = T−1⊙ ◦ TλK¯ ◦ T⊙, see Proposition 4.7, so that the
adjoint above is equal to
A(id, a)⊙ TA(id, µA)⊙ T
2J ⊙ T 2(J ⊳ K)⊙ TC(c, id)⊙ C(c, id)
ρα⊙T 2⊙⊙id
=======⇒ A(id, a)⊙ TA(id, a)⊙ T 2(J ⊙ J ⊳ K)⊙ TC(c, id)⊙ C(c, id)
id⊙T 2 ev⊙ id
========⇒ A(id, a)⊙ TA(id, a)⊙ T 2K ⊙ TC(c, id)⊙ C(c, id)
id⊙T⊙⊙id
======⇒ A(id, a)⊙ T
(
A(id, a)⊙ TK ⊙ C(c, id)
)
⊙ C(c, id)
id⊙T (id⊙λK¯)⊙id
===========⇒ A(id, a)⊙ T
(
A(id, a)⊙A(a, id)⊙K
)
⊙ C(c, id)
id⊙T (aεa⊙id)⊙id
===========⇒ A(id, a)⊙ TK ⊙ C(c, id)
id⊙λK¯
====⇒ A(id, a)⊙A(a, id)⊙K a
εa⊙id====⇒ K.
On the other hand, computing the adjoint of the first eight cells of (B.5), using
parts (b) and (c) of Lemma B.1, we find
A(id, a)⊙ TA(id, µA)⊙ T
2J ⊙ T 2(J ⊳ K)⊙ TC(c, id)⊙ C(c, id)
ρα⊙T⊙⊙id
=======⇒ A(id, a)⊙ TA(id, a)⊙ T 2J ⊙ T
(
T (J ⊳ K)⊙ C(c, id)
)
⊙ C(c, id)
id⊙T⊙⊙id
======⇒ A(id, a)⊙ T
(
A(id, a)⊙ TJ ⊙ T (J ⊳ K)⊙ C(c, id)
)
⊙ C(c, id)
id⊙T (id⊙T⊙ id)⊙id)
=============⇒ A(id, a)⊙ T
(
A(id, a)⊙ T (J ⊙ J ⊳ K)⊙ C(c, id)
)
⊙ C(c, id)
id⊙T (id⊙T ev⊙ id)⊙id
===============⇒ A(id, a)⊙ T
(
A(id, a)⊙ TK ⊙ C(c, id)
)
⊙ C(c, id)
id⊙T (id⊙λK¯)⊙id
===========⇒ A(id, a)⊙ T
(
A(id, a)⊙ A(a, id)⊙K
)
⊙ C(c, id)
id⊙T (aεa⊙id)⊙id
===========⇒ A(id, a)⊙ TK ⊙ C(c, id)
id⊙λK¯
====⇒ A(id, a)⊙A(a, id)⊙K a
εa⊙id====⇒ K.
Using the associativity and naturality of T⊙ it is easily seen that the two composites
above coincide, which proves the claim.
Next we replace in (B.6) the right-hand side of the associativity axiom for λK¯
by the corresponding left-hand side (see Proposition 4.7), and then substitute it for
the first eight cells in (B.5). This gives the composite
T 2(J ⊳ K)⊙ TC(c, id)⊙ C(c, id)⇒ T 2J ⊳
(
T 2K ⊙ TC(c, id)⊙ C(c, id)
)
id ⊳(id⊙λγ)
=======⇒ T 2J ⊳
(
T 2K ⊙ TC(µC , id)⊙ C(c, id)
)
id ⊳(λµK⊙id)
========⇒ T 2J ⊳
(
TA(µA, id)⊙ TK ⊙ C(c, id)
)
id ⊳(id⊙λK¯)
========⇒ T 2J ⊳
(
TA(µA, id)⊙A(a, id)⊙K
)
∼=
(
A(id, a)⊙ TA(id, µA)⊙ T
2J
)
⊳ K
(id⊙(ρµJ )
−1)⊳id
==========⇒
(
A(id, a)⊙ TJ ⊙ TB(id, µB)
)
⊳ K
(J¯⊙id)⊳id
======⇒
(
J ⊙B(id, b)⊙ TB(id, µB)
)
⊳ K
∼= TB(µB, id)⊙B(b, id)⊙ J ⊳ K. (B.7)
Remember that the composite above equals the right-hand side of the associativity
axiom for λJ ⊳ K (Proposition 4.7). On the other hand, the left-hand side is the
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composite
T 2(J ⊳ K)⊙ TC(c, id)⊙ C(c, id)
id⊙λγ
====⇒ T 2(J ⊳ K)⊙ TC(µC , id)⊙ C(c, id)
λµJ⊳K⊙id
======⇒ TB(µB, id)⊙ T (J ⊳ K)⊙ C(c, id)
id⊙ω(J¯,K¯)
=======⇒ TB(µB, id)⊙
(
J ⊙B(id, b)
)
⊳ K
∼=
(
J ⊙B(id, b)⊙ TB(id, µB)
)
⊳ K
∼= TB(µB, id)⊙B(b, id)⊙ J ⊳ K, (B.8)
where we have replaced the single isomorphism
TB(µB, id)⊙
(
J ⊙B(id, b)
)
⊳ K ∼= TB(µB, id)⊙B(b, id)⊙ J ⊳ K
by the pair of isomorphisms above (proving that these are equal is analogous to
proving that the subdiagram II above commutes). Notice that both sides above
have their final isomorphism in common; we will show that they coincide by proving
that, after taking these isomorphisms away, the adjoints of the remaining subchains
coincide. Computing the adjoint of the first four cells of the composite above, we
obtain
J ⊙B(id, b)⊙ TB(id, µB)⊙ T
2(J ⊳ K)⊙ TC(c, id)⊙ C(c, id)
J¯⊙id⊙λγ
======⇒ A(id, a)⊙ TJ ⊙ TB(id, µB)⊙ T
2(J ⊳ K)⊙ TC(µC , id)⊙ C(c, id)
id⊙λµJ⊳K⊙id
=========⇒ A(id, a)⊙ TJ ⊙ TB(id, µB)⊙ TB(µB, id)⊙ T (J ⊳ K)⊙ C(c, id)
id⊙µB εµB⊙id=========⇒ A(id, a)⊙ TJ ⊙ T (J ⊳ K)⊙ C(c, id)
id⊙T⊙⊙id
======⇒ A(id, a)⊙ T (J ⊙ J ⊳ K)⊙ C(c, id)
id⊙T ev⊙ id
========⇒ A(id, a)⊙ TK ⊙ C(c, id)
id⊙λK¯
====⇒ A(id, a)⊙A(a, id)⊙K a
εa⊙id====⇒ K, (B.9)
where we have used Lemma B.1(a) and the fact that ω(J¯ , K¯) is adjoint to (B.2).
As before we have (µBεµB ⊙ id) ◦ (id⊙λµJ⊳K) = (id⊙µCεµC ) ◦ (ρµJ⊳K ⊙ id), where
ρµJ⊳K can be rewritten as follows. The composition axiom (Definition 3.6) and the
naturality of µ imply that
[
T 2J ⊙ T 2(J ⊳ K)
µJ⊙µJ⊳K
======⇒ TJ ⊙ T (J ⊳ K)
T⊙
=⇒ T (J ⊙ J ⊳ K)
T ev
==⇒ TK
]
=
[
T 2J ⊙ T 2(J ⊳ K)
T 2⊙
=⇒ T 2(J ⊙ J ⊳ K)
µJ⊙J⊳K
=====⇒ T (J ⊙ J ⊳ K)
T ev
==⇒ TK
]
=
[
T 2J ⊙ T 2(J ⊳ K)
T 2⊙
=⇒ T 2(J ⊙ J ⊳ K)
T 2 ev
===⇒ T 2K
µK
==⇒ TK
]
(B.10)
which, after applying ρ and precomposing with (ρµJ )
−1 ⊙ id, gives the identity
(T ev⊙ id)◦(T⊙⊙id)◦(id⊙ρµJ⊳K) = ρµK◦(id⊙T
2 ev)◦(id⊙T 2⊙)◦((ρµJ )
−1⊙id)
of horizontal cells TJ ⊙ TB(id, µB) ⊙ T 2(J ⊳ K) ⇒ TK ⊙ TC(µC , id), where we
have also used the functoriality of ρ, see Proposition 1.24. Substituting this into
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(B.9) we obtain
J ⊙B(id, b)⊙ TB(id, µB)⊙ T
2(J ⊳ K)⊙ TC(c, id)⊙ C(c, id)
J¯⊙id⊙λγ
======⇒ A(id, a)⊙ TJ ⊙ TB(id, µB)⊙ T
2(J ⊳ K)⊙ TC(µC , id)⊙ C(c, id)
id⊙(ρµJ )
−1⊙id
==========⇒ A(id, a)⊙ TA(id, µA)⊙ T
2J ⊙ T 2(J ⊳ K)⊙ TC(µC , id)⊙ C(c, id)
id⊙T 2⊙⊙id
======⇒ A(id, a)⊙ TA(id, µA)⊙ T
2(J ⊙ J ⊳ K)⊙ TC(µC , id)⊙ C(c, id)
id⊙T 2 ev⊙ id
========⇒ A(id, a)⊙ TA(id, µA)⊙ T
2K ⊙ TC(µC , id)⊙ C(c, id)
id⊙ρµK⊙id
=======⇒ A(id, a)⊙ TK ⊙ TC(id, µC)⊙ TC(µC , id)⊙ C(c, id)
id⊙µC εµC⊙id=========⇒ A(id, a)⊙ TK ⊙ C(c, id)
id⊙λK¯
====⇒ A(id, a)⊙A(a, id)⊙K a
εa⊙id====⇒ K.
On the other hand, the adjoint of the right-hand side (B.7), after removing the final
isomorphism, equals
J ⊙B(id, b)⊙ TB(id, µB)⊙ T
2(J ⊳ K)⊙ TC(c, id)⊙ C(c, id)
J¯⊙id⊙λγ
======⇒ A(id, a)⊙ TJ ⊙ TB(id, µB)⊙ T
2(J ⊳ K)⊙ TC(µC , id)⊙ C(c, id)
id⊙(ρµJ )
−1⊙id
==========⇒ A(id, a)⊙ TA(id, µA)⊙ T
2J ⊙ T 2(J ⊳ K)⊙ TC(µC , id)⊙ C(c, id)
id⊙T 2⊙⊙id
======⇒ A(id, a)⊙ TA(id, µA)⊙ T
2(J ⊙ J ⊳ K)⊙ TC(µC , id)⊙ C(c, id)
id⊙T 2 ev⊙ id
========⇒ A(id, a)⊙ TA(id, µA)⊙ T
2K ⊙ TC(µC , id)⊙ C(c, id)
id⊙λµK⊙id
=======⇒ A(id, a)⊙ TA(id, µA)⊙ TA(µA, id)⊙ TK ⊙ C(c, id)
id⊙λK¯
====⇒ A(id, a)⊙ TA(id, µA)⊙ TA(µA, id)⊙A(a, id)⊙K
a◦µA
εa◦µA⊙id=========⇒ K.
That the two adjoints above coincide follows from a◦µAεa◦µA = aεa◦(id⊙µAεµA⊙id)
and (µAεµA⊙ id)◦ (id⊙λµK) = (id⊙µC εµC )◦ (ρµK⊙ id). It follows that composites
(B.7) and (B.8), which equal respectively the right-hand and left-hand side of the
associativity axiom for λJ ⊳ K, coincide, and we conclude that the lax structure cell
J ⊳ K, as it was defined in (B.1), satisfies the associativity axiom.
The unit axiom for λJ ⊳ K, given in Proposition 4.7, is proved similarly, as
follows. Its left-hand side is the composite
J ⊳ K
id⊙λγ0
====⇒ J ⊳ K ⊙ TC(ηC , id)⊙ C(c, id)
ληJ⊳K⊙id
======⇒ TB(ηB, id)⊙ T (J ⊳ K)⊙ C(c, id)⇒ TB(ηB, id)⊙ TJ ⊳
(
TK ⊙ C(c, id)
)
id⊙ id ⊳λK¯
=======⇒ TB(ηB, id)⊙ TJ ⊳
(
A(a, id)⊙K
)
∼= TB(ηB, id)⊙
(
A(id, a)⊙ TJ
)
⊳ K
id⊙J¯⊳id
=====⇒ TB(ηB, id)⊙
(
J ⊙B(id, b)
)
⊳ K ∼=
(
J ⊙B(id, b)⊙ TB(id, ηB)
)
⊳ K
∼= TB(ηB, id)⊙B(b, id)⊙ J ⊳ K (B.11)
where, like in (B.8), we have replaced the single isomorphism
TB(ηB, id)⊙
(
J ⊙B(id, b)
)
⊳ K ∼= TB(ηB, id)⊙B(b, id)⊙ J ⊳ K
by the pair of isomorphisms above. Using parts (a) and (b) of Lemma B.1 we find
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that the adjoint of the composite above, after removing the last isomorphism, equals
J ⊙B(id, b)⊙ TB(id, ηB)⊙ J ⊳ K
J¯⊙id⊙λγ0
======⇒ A(id, a)⊙ TJ ⊙ TB(id, ηB)⊙ J ⊳ K ⊙ TC(ηC , id)⊙ C(c, id)
id⊙ληJ⊳K⊙id
=========⇒ A(id, a)⊙ TJ ⊙ TB(id, ηB)⊙ TB(ηB, id)⊙ T (J ⊳ K)⊙ C(c, id)
id⊙ηB εηB⊙id=========⇒ A(id, a)⊙ TJ ⊙ T (J ⊳ K)⊙ C(c, id)
id⊙T⊙⊙id
======⇒ A(id, a)⊙ T (J ⊙ J ⊳ K)⊙ C(c, id)
id⊙T ev⊙ id
========⇒ A(id, a)⊙ TK ⊙ C(c, id)
id⊙λK¯
====⇒ A(id, a)⊙A(a, id)⊙K a
εa⊙id====⇒ K.
As before, here (ηBεηB ⊙ id) ◦ (id⊙ληJ⊳K) = (id⊙ηC εηC ) ◦ (ρηJ⊳K ⊙ id) and, like
(B.10), we have T ev ◦T⊙ ◦ (ηJ ⊙ ηJ⊳K) = ηK ◦ ev : J ⊙ J ⊳ K ⇒ TK, so that the
composite above can be rewritten as
J ⊙B(id, b)⊙ TB(id, ηB)⊙ J ⊳ K
J¯⊙id
===⇒ A(id, a)⊙ TJ ⊙ TB(id, ηB)⊙ J ⊳ K
id⊙(ρηJ )
−1⊙id
==========⇒ A(id, a)⊙ TA(id, ηA)⊙ J ⊙ J ⊳ K
id⊙ ev⊙λγ0
=======⇒ A(id, a)⊙ TA(id, ηA)⊙K ⊙ TC(ηC , id)⊙ C(c, id)
id⊙ρηK⊙id
=======⇒ A(id, a)⊙ TK ⊙ TC(id, ηC)⊙ TC(ηC , id)⊙ C(c, id)
id⊙ηC εηC⊙id=========⇒ A(id, a)⊙ TK ⊙ C(c, id)
id⊙λK¯
====⇒ A(id, a)⊙A(a, id)⊙K a
εa⊙id====⇒ K.
Here we can first replace (id⊙ηCεηC ) ◦ (ρηK ⊙ id) by (ηAεηA ⊙ id) ◦ (id⊙ληK) and
then aεa ◦ (id⊙ηAεηA ⊙ id) by a◦ηAεa◦ηA , thus obtaining
J ⊙B(id, b)⊙ TB(id, ηB)⊙ J ⊳ K
J¯⊙id
===⇒ A(id, a)⊙ TJ ⊙ TB(id, ηB)⊙ J ⊳ K
id⊙(ρηJ )
−1⊙id
==========⇒ A(id, a)⊙ TA(id, ηA)⊙ J ⊙ J ⊳ K
id⊙ ev⊙λγ0
=======⇒ A(id, a)⊙ TA(id, ηA)⊙K ⊙ TC(ηC , id)⊙ C(c, id)
id⊙ληK⊙id
=======⇒ A(id, a)⊙ TA(id, ηA)⊙ TA(ηA, id)⊙ TK ⊙ C(c, id)
id⊙λK¯
====⇒ A(id, a)⊙ TA(id, ηA)⊙ TA(ηA, id)⊙A(a, id)⊙K
a◦ηA
εa◦ηA⊙id=========⇒ K,
Now the unit axiom for λK¯(Proposition 4.7) means that we can substitute λα0
for the composite of λK¯, ληK and λγ0. Following this, we can rewrite a◦ηAεa◦ηA ◦
(id⊙λα0) = ρα0 and then use the unit axiom for J¯ (Definition 4.13) to substitute
ρβ0 for the composite of ρα0, (ρηJ )
−1 and J¯ . We conclude that the composite above
equals
J ⊙B(id, b)⊙ TB(id, ηB)⊙ J ⊳ K
id⊙ρβ0⊙id
=======⇒ J ⊙ J ⊳ K
ev
=⇒ K,
which coincides with the adjoint of
J ⊳ K
λβ0⊙id
====⇒ TB(ηB, id)⊙B(b, id)⊙ J ⊳ K ∼=
(
J ⊙B(id, b)⊙ TB(id, ηB)
)
⊳ K.
From this we conclude that λβ0⊙ id equals the composite (B.11), thus proving that
the unit axiom for λJ ⊳ K holds. This completes the proof.
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