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A PENALISED MODEL REPRODUCING THE MOD-POISSON
FLUCTUATIONS IN THE SATHÉ-SELBERG THEOREM
YACINE BARHOUMI-ANDRÉANI
Abstract. We construct a probabilistic model for the number of divisors of a random
uniform integer that converges in the mod-Poisson sense to the same limiting function as
its original counterpart, the one arising in the Sathé-Selberg theorem. This construction
involves a conditioning and gives an alternative perspective to the usual paradigm of “hybrid
product” models developed by Gonek, Hughes and Keating in the case of the Riemann Zeta
function.
1. Introduction
The Erdös-Kac theorem in probabilistic number theory concerns the Gaussian fluctuations
of the number of prime divisors of a random integer : if P denotes the set of prime numbers,
let ω(N) be the number of prime divisors of N ∈ N defined by
ω(N) :=
∑
p∈P
1{p|N}
and let Un be a random variable uniformly distributed in {1, . . . , n}. The Erdös-Kac theorem
writes (see [4, 5])
sup
x∈R
∣∣∣∣P(ω(Un)− log logn√log logn 6 x
)
−
∫ x
−∞
e−u
2/2 du√
2pi
∣∣∣∣ −−−−→n→+∞ 0 (1)
The key understanding of this theorem is the following : the random variables
B(n)p := 1{p|Un}
are {0, 1}-Bernoulli random variables that are weakly correlated, and their approximation by
a sequence of independent random variables is accurate at the the level of this Central Limit
Theorem (CLT). Concretely, one can perform the approximation
ω(Un) =
∑
p∈P
1{p|Un} =
∑
p∈P
B(n)p ≈n→+∞
∑
p∈P,p6n
B(∞)p
the B(∞)p ’s being independent Bernoulli random variables such that
P
(
B(∞)p = 1
)
=
1
p
= 1− P
(
B(∞)p = 0
)
To measure the accuracy of this last approximation, we introduce the independent model
Ωn :=
∑
p∈P,p6n
B(∞)p
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A model of a random or a deterministic sequence is a random sequence that can be sub-
stituted to its orginal in a prescribed framework while still capturing its main properties, for
instance a particular type of convergence.
At the order of renormalisation of the CLT given by (1), the independent model is accurate
since one can write
ω(Un)− log logn√
log logn
≈
Ωn −
∑
p∈P,p6n
1
p√∑
p∈P,p6n
1
p
L−−−−→
n→+∞
N (0, 1)
Here, we have used the well-known estimate for the prime harmonic sum
H(P)n :=
∑
p∈P,p6n
1
p
= log log n+O(1) (2)
This model is interesting to understand the Erdös-Kac CLT, but it hides a certain amount
of information since at the second order of renormalisation the dependency of the B(n)p ’s
re-appears : one has the following result due to Selberg [17] improving a result of Sathé [18]
E
(
zω(Un)
)
= e(z−1)(log logn+κ)Φω(z)
(
1 +O
(
(log n)Re(z−2)
))
(3)
where, for R > 0, the O is uniform for |z| 6 R, where κ is an absolute positive constant and
Φω(z) :=
∏
k∈N∗
(
1 +
z − 1
k
)
e−
z−1
k
∏
p∈P
(
1 +
z − 1
p
)
e
− z−1
p (4)
But one has
E
(
zΩn
)
= e(z−1)(log logn+κ
′)ΦΩ(z)
(
1 +O
(
(log n)Re(z−2)
))
(5)
with κ′ another absolute constant and
ΦΩ(z) :=
∏
p∈P
(
1 +
z − 1
p
)
e
− z−1
p
leading to a corrective factor ΦC(z) :=
∏
k∈N∗
(
1 + z−1k
)
e−
z−1
k such that Φω(z)= ΦΩ(z)ΦC(z).
This factor is easily seen to be the limiting function of the random variable
Cn :=
n∑
k=1
B
(∞)
k
which is equal in distribution to the number of cycles C(σn) of a random uniform permutation
σn ∈ Sn (see [1, 12]), hence the name.
Let (Xn) be a sequence of random variables and let Pγn be a Poisson-distributed random
variable of parameter γn ∈ R+. When there exists a continuous function Φ : A ⊆ C → C
satisfying some technical conditions (see definition 2.1) such that the following convergence
holds locally uniformly in z ∈ A
E
(
zXn
)
E(zPγn )
−−−−→
n→+∞
Φ(z)
one says that (Xn, γn)n converges in the mod-Poisson sense to Φ.
This particular type of convergence was introduced in [12] following a similar development
in the Gaussian setting in [9]. It is unusual in Probability theory where the Fourier-Laplace
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transform is not often renormalised ; it implies the usual CLT by a change of renormalisation.
This is the mode of convergence underlying equations (3) and (5) since
E
(
zPγn
)
= eγn(z−1)
A natural question arises from the last computations :
Question 1.1. How to refine the independent model Ωn to get a model that would reproduce
the mod-Poisson fluctuations, i.e. a model that would converge in the mod-Poisson sense to
the function Φω ?
The creation of heuristic probabilistic models aiming at understanding the sequence of prime
numbers originates in the work of Cramer [3] and has recently seen some spectacular devel-
opments with the work [13] that precises Cramer’s original idea that prime numbers behave
“at random”. The approach in this article is conceptually identical to the work of Hardy and
Littlewood (see [8] or [19]) that refines the coarse Cramer’s model to incorporate effects likely
to explain the distribution of twin primes. This refinement is done by biasing the probabilities
of the Cramer model ; an enlightening description of the biasing procedure is given in [19].
The analogy stops nevertheless here : the Cramer model consists in heuristically replacing
the sequence of primes by a random sequence and argue that they behave in a “similar way” ;
as [19] remarks, such an approach “must be taken with a liberal dose of salt”. Here, no such
heuristic replacement is carried out (for a comparison of unrelated probabilistic model in num-
ber theory, see [20]). The problem here tackled is to construct a probabilistic approximation
of a “true” random variable, ω(UN ), but the approximation has to be understood in a peculiar
probabilistic sense (the mod-Poisson one in place of, say, a total variation approximation),
which motivates the terminology of model such as defined previously.
The question 1.1 is motivated by a similar development for the random variable ζ(1/2+itU)
where U is a random variable uniformly distributed on the interval [0, 1], t > 0 and ζ is the
Riemann Zeta function. This random variable satisfies a CLT due to Selberg (see e.g. [10]) in
the same vein as the Erdös-Kac one for ω(Un), namely
sup
x∈R
∣∣∣∣∣∣P
 log |ζ(1/2 + itU)|√
1
2 log log t
6 x
− ∫ x
−∞
e−u
2/2 du√
2pi
∣∣∣∣∣∣ −−−−→t→+∞ 0
The question of computing the limiting function for the “mod-Gaussian renormalisation”
given for all λ ∈ iR by
E
(
eλ log|ζ(1/2+itU)|
)
e
λ2
2
× 1
2
log log t
−−−−→
t→+∞
Φζ(λ) = ΦMatrix(λ)ΦArithmetic(λ)
is the celebrated Keating-Snaith’s moments conjecture (see [11] for the definitions).
In order to understand this last convergence, the authors of [7] construct a “hybrid product”
model for log |ζ(1/2 + itU)| that converges in the mod-* sense to the limiting function Φζ .
Answering question 1.1 for the “toy model” given by ω(Un) is thus of importance for it may
give a hint to understand log |ζ(1/2 + itU)|.
We refer to [7] for the exact details of the ζ model ; instead of describing it, let us find its
equivalent for ω(Un). Since the limiting function occuring in (5) is a product Φω = ΦΩΦC ,
the idea is to think of ω(Un) as being approximately an independent sum of random variables
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created by means of Bernoulli random variables, i.e.
ω(Un) ≈ ωn :=
A∑
k=1
Bk +
A′∑
k=1
B′k (6)
with P(Bk = 1) = 1pk , P(B
′
k = 1) =
1
k and where A,A
′ are choosen so that the mod-Poisson
speed of convergence γn = log log n+ κ of ω(Un) matches the speed of convergence of ωn. We
have set P := {pk, k > 1}. As γn is asymptotically the mean of ω(Un), using the classical
relation
∑
16k6n 1/k = log n+O(1) one finds
E(ωn) =
A∑
k=1
1
pk
+
A′∑
k=1
1
k
= log logA+ log(A′) +O(1)
which amounts to
A′ logA = O(log n)
the constant in the O being explicitely known.
This intuitive model, despite its degree of freedom and its artificial character, has the
advantage of being an acceptable mod-Poisson model for ω(Un) since it converges in the mod-
Poisson sense to Φω = ΦΩΦC . Nevertheless, one could ask for another reason why the limiting
correction to the independence takes the form of an additive independent term, and why this
correction is again constructed by means of independent random variables. One can argue
that a natural modification of the initial model is more likely to be understood by a biasing à
la Hardy-Littlewood [8, 19] instead of a summation paradigm. This is the goal of this article.
More precisely, we will answer question 1.1 by conditioning a random proportion of primes
to be divisors with probability one in a slight modification of Ωn, i.e. by modifying the proba-
bilities of the Bernoulli sum in the same way Hardy and Littlewood modify the probabilities
of the Cramer Bernoulli variables, namely
Theorem. Set γn := log log n. For θ > 0, let Bk(θ) be the Bernoulli random variable given
by
P(Bk(θ) = 1) =
θ
θ + k − 1 = 1− P(Bk(θ) = 0)
There exist a real sequence (vn)n, a random integer C ′n and a sequence (I`)` of i.i.d. random
integers independent of (Bk(vn))k and C ′n (all quantities explicitely defined in theorem 3.9)
such that
Ω′′n :
L
=
(∑
k
Bpk(vn)
∣∣∣∣BpI1 (vn) = · · · = BpIC′n (vn) = 1
)
satisfies
E
(
xΩ
′′
n
)
E(xPγn )
−−−−→
n→+∞
Φω(x)
The explicit description of all involved parameters is the content of theorem 3.9. It will
be proven using a probabilistic interpretation of mod-Poisson convergence developed in [2],
which interprets it as a change of probability. In the context of discrete random variables,
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conditioning and biasing can be understood in the same framework, which deepends the
analogy with the Hardy-Littlewood approach.
Notations
We gather here some notations used throughout the paper.
The set {1, 2, . . . , n} will be denoted by J1, nK. The set of prime numbers will be denoted
by P := {pk, k > 1}.
The distribution of a real random variable X in the probability space endowed with the
measure P will be denoted by PX : if A is a measurable set, PX(A) := P(X ∈ A).
If X and Y are two random variables having the same distribution, that is PX = PY , we
will note X L= Y or equivalently X ∼ PY . We will denote byP(γ) the Poisson distribution of
parameter γ > 0, by N (0, 1) the standard Gaussian distribution and by U (A) the uniform
distribution on the set A.
For f ∈ L1(PX), f > 0, the penalisation or bias of PX by f is the probability measure PY
denoted by
PY :=
f(X)
E(f(X))
• PX
This definition is equivalent to the following : for all g ∈ L∞(PX),
E(g(Y )) =
E(f(X)g(X))
E(f(X))
Note that in a discrete setting, conditioning amounts to take f = 1A for a suitable set A.
A partition of an integer N is a sequence of integers λ = (λ1, . . . , λk) where λ1 > λ2 > . . .
and
∑k
i=1 λi = N . We define the length of such a partition by `(λ) := k. The paintbox
process (see [14]) is a random partition λ = (λ1, . . . , λk) constructed in the following way : let
(Ii)i be i.i.d. integer valued random variables and define the (random) equivalence relation by
k ∼ r ⇐⇒ Ik = Ir (7)
The equivalence classes of this relation define a random partition λ. In the case where
I ∼ U (J1, NK), this random partition is equal in law to the cycle structure of a random
uniform permutation σ ∈ SN and in particular, the total number of cycles of σ satisfies
C(σ) = `(λ).
2. Reminder on mod-Poisson convergence
2.1. Definition and examples. Let Pγ ∼P(γ) with γ > 0. Recall that
P(Pγ = k) = e−γ
γk
k!
which is a statement equivalent to E
(
eiuPγ
)
= exp
(
γ(eiu − 1)) for all u ∈ R. We define the
mod-Poisson convergence in the Laplace-Fourier setting by the following
Definition 2.1. Let (Zn)n be a sequence of positive random variables and (γn)n be a sequence
of strictly positive real numbers. (Zn)n is said to converge in the mod-Poisson sense at speed
(γn)n if for all z ∈ C, the following convergence holds locally uniformly in z ∈ C
E
(
zZn
)
E(zPγn )
−−−−→
n→+∞
Φ(z)
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where Φ : C → C is a continuous function satisfying Φ(1) = 1, Φ(z) = Φ(z) and with
Pγn ∼P(γn).
When such a convergence holds, we write it as
(Zn, γn)
mod-P−−−−→
n→+∞
Φ
Remark 2.2. The limiting function Φ is not unique, since it is defined up to multiplication by
an exponential (see [9]).
Remark 2.3. The original definition used in [12] is in the Fourier setting, i.e. for |z| = 1.
The advantage of this definition is that the Fourier transform of a random variable always
exists. Other restrictions of the domain of convergence are possible. For instance, [6] uses
{−c < Re < c} for a certain c > 0. In the Laplace case, one has, locally uniformly in x ∈ R+
E
(
xZn
)
E(xPγn )
−−−−→
n→+∞
Φ(x)
and in particular, Φ(x) > 0 for all x ∈ R+.
From now on, we restrict ourselves to the Laplace setting. Mod-Poisson convergence
will always mean “in the Laplace setting” unless specified. In particular, the limiting mod-
Poisson function Φ will be defined on R+ and a quantity such as ||Φ||∞ will be understood as
sup
x∈R+
|Φ(x)|.
The following example is fundamental to understand mod-Poisson convergence :
Example 2.4. Let (Bk)k be a sequence of Bernoulli random variables such that
pk := P(Bk = 1) = 1− P(Bk = 0)
where (pk)k is a sequence of real numbers satisfying the conditions
(i)
∑
k>1
pk = +∞
(ii)
∑
k>1
p2k < +∞
Let Zn :=
∑n
k=1Bk and γn :=
∑n
k=1 pk. Then,
(Zn, γn)
mod-P−−−−→
n→+∞
Φ
where
Φ(x) =
∏
k>1
(1 + pk(x− 1))e−pk(x−1) (8)
Indeed, setting Pγn ∼P(γn) one has, locally uniformly in x
E
(
xZn
)
E(xPγn )
=
∏n
k=1 E
(
xBk
)
eγn(x−1)
=
n∏
k=1
(1 + pk(x− 1)) e−pk(x−1)
−−−−→
n→+∞
∏
k>1
(1 + pk(x− 1))e−pk(x−1)
since
∑
k p
2
k <∞ and (1 + pk(x− 1))e−pk(x−1) = exp
(−p2k(x− 1)2/2 + o(p2k)).
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One can see that equation (5) is a particular case of this last theorem with pk = 1/ pk
where P := {pk, k > 1}. As pointed out in the introduction, this is also the case of equation
(3) using the “hybrid sum” ωn of (6) that incorporates the corrective term
ΦC(x) :=
∏
k>1
(
1 +
x− 1
k
)
e−
x−1
k
This term is the limiting mod-Poisson function of the random variable Cn :=
∑n
k=1Bk
where (Bk)k is the last sequence of Bernoulli random variables with pk = 1/k, and with speed
Hn :=
n∑
k=1
1
k
= log n+ γ + o(1)
where γ is the Euler-Mascheroni constant.
Remark 2.5. Such a random variable has also the distribution of the total number of cycles of a
random permutation selected according to the uniform distribution Pn defined by Pn(σ) = 1/n!
for all σ ∈ Sn (see e.g. [1]). Using the formula (see e.g. [23] 12.11)
1
Γ(z)
= e(z−1)γ
∏
k>1
(
1 +
z − 1
k
)
e−
z−1
k
ΦC(z) can be replaced by 1/Γ(z) when the speed Hn is replaced by Hn − γ.
2.2. A probabilistic interpretation of mod-Poisson convergence. We recall the follow-
ing theorem from [2] :
Theorem 2.6. Let Φ be a bounded function on R+ and γ > 0. Define the distribution
Q(Φ, γ) by
Qγ ∼ Q(Φ, γ) ⇐⇒ PQγ :=
Φ
(
Pγ
γ
)
E
(
Φ
(
Pγ
γ
)) • PPγ
where Pγ ∼P(γ).
Then, if Qγn(Φ) ∼ Q(Φ, γn), we have
(Qγn(Φ), γn)
mod-P−−−−→
n→+∞
Φ
For the reader’s convenience, we remind the proof of this result.
Proof. Recall the change of probability, for x, γ > 0
xPγ
E(xPγ )
• PPγ = PPxγ (9)
easily seen writing, for all θ ∈ R
E
(
xPγ eiθPγ
)
E(xPγ )
=
eγ(xe
iθ−1)
eγ(x−1)
= eγx(e
iθ−1) = E
(
eiθPxγ
)
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Then, we have
E
(
xQγn (Φ)
)
E(xPγn )
=
E
(
Φ
(
Pγn
γn
)
xPγn
)
E(xPγn )E
(
Φ
(
Pγn
γn
)) = E
(
xPγn
E
(
xPγn
)Φ(Pγnγn )
)
E
(
Φ
(
Pγn
γn
)) = E
(
Φ
(
Pxγn
γn
))
E
(
Φ
(
Pγn
γn
))
By continuity and boundedness of Φ, and using dominated convergence and the fact that
Pxγn
γn
L−−−−→
n→+∞
x
one gets, locally uniformly in x ∈ R+ (and in particular for x = 1)
E
(
Φ
(
Pxγn
γn
))
−−−−→
n→+∞
Φ(x)
As Φ(1) = 1, one finally gets the result. 
Example 2.7. Continuing example 2.4, we see that in the case of a function given by (8), i.e.
Φ(x) =
∏
k>1
(1 + pk(x− 1))e−pk(x−1)
one has, for all x ∈ R+
0 6 Φ(x) 6 1
and the last theorem applies. The positivity of Φ on R+ is obvious, and as 1 + y 6 ey for
all y ∈ R, setting y = pk(x − 1) one has (1 + pk(x − 1))e−pk(x−1) 6 1 which gives the upper
bound.
A probabilistic interpretation of mod-Poisson convergence follows from this last theorem :
if (Zn)n is a sequence of random variables converging in the mod-Poisson sense at speed (γn)n
to Φ, one may think of the distribution of Zn as close to the distribution of Qγn(Φ). The
limiting function Φ, once correctly scaled, would thus be a particular correction to the Poisson
distribution that would allow a refined speed of convergence in the CLT, and mod-Poisson
convergence could thus be understood as a certain second-order convergence in distribution.
This is the case in the mod-Gaussian setting (see [2]), but also in the mod-Poisson setting
since [21, II.6 (20)] gives
P(ω(Un) = k) = P(Plog logn = k)
(
Φω
(
k
log log n
)
+O
(
k
(log log n)2
))
uniformly in n > 3 and k ∈ J1, (2 − δ) log log nK for all δ > 0. Moreover, using 3.7, one has
||Φ′ω||∞ <∞, which implies using the Gaussian CLT for Pγ
E
(∣∣∣∣Φω(Pγγ
)
− 1
∣∣∣∣) = E(∣∣∣∣Φω(Pγγ
)
− Φω(1)
∣∣∣∣) 6 ∣∣∣∣Φ′ω∣∣∣∣∞ E(∣∣∣∣Pγγ − 1
∣∣∣∣) = O( 1√γ
)
This last result can hence be transformed into
P(ω(Un) = k) = P(Plog logn = k)
 Φω
(
k
log logn
)
E
(
Φω
(
Plog logn
log logn
)) +O
E
(
Φω
(
Plog logn
log logn
))
√
log log n
+O( k
(log log n)2
)
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that is
P(ω(Un) = k) = P(Qlog logn(Φω) = k) +O
(
(log log n)k−1/2
k! log n
)
3. A model that converges in the mod-Poisson sense
In order to construct a probabilistic model for ω(Un) that converges in the mod-Poisson
sense to Φω, we remind some classical probabilistic biases.
3.1. Classical biases and changes of probability. A fundamental operation in probability
theory is the change of probability by means of a weight on the initial probability measure.
This weight is called bias or penalisation and we will use undifferently both terminology.
Definition 3.1 (Bias/penalisation of measure). Let X be a real random variable in the
probability space endowed with the measure P and denote by PX its law. For f ∈ L1(PX),
f > 0, the penalisation (or bias) of PX by f is the probability measure PY denoted by
PY :=
f(X)
E(f(X))
• PX
Classical bias in probability theory allow to understand “pathwise transformations” induced
by such a transformation.
Example 3.2. The most classical change of probability concerns the passage from N (0, 1)
to N (µ, 1) L= µ+N (0, 1). Indeed, if X ∼ N (0, 1), one easily checks that
PX+µ =
eµX
E(eµX)
• PX = eµX−µ2/2 • PX
Hence, in the Gaussian setting, an exponential bias is equivalent to a translation of the
canonical evaluation. Note that the Poisson counterpart of this exponential bias was given in
equation (9).
A classical transform in probability theory is made using f : x 7→ x when the random
variable is positive.
Definition 3.3 (Size-bias transform). Let X > 0 be a random variable with expectation
µ := E(X) < ∞. A random variable X(s) is said to be a size-bias transform of X if, for all
real functions f such that E(|Xf(X)|) <∞
E(Xf(X)) = µE
(
f
(
X(s)
))
An equivalent definition is thus
PX(s) :=
X
E(X)
• PX (10)
Example 3.4. A classical change of measure for a random walk is given by its size-bias cou-
pling, i.e. given (Xk)k a sequence of i.i.d. positive random variables of expectation E(Xk) := 1
defined on the same probability space, the random walk (Sn)n of increments (Xk)k is given
by
Sn :=
n∑
k=1
Xk
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The size-bias transform of Sn is the random variable S
(s)
n whose law is given by
P
S
(s)
n
:=
Sn
n
• PSn
A pathwise construction of such a random variable is implied by the following
Lemma 3.5 (Size-bias coupling of an independent sum). Let (Yk)k be a sequence of in-
dependent positive integrable random variables, independent of (Xk)k and having the same
distribution as (Xk)k and let I ∈ J1, nK be a random index independent of (Xk)k and (Yk)k of
law given by
P(I = k) =
E(Xk)∑n
`=1 E(X`)
Then,
S(s)n
L
= Sn −XI + Y (s)I
and in particular, if (Yk)k is defined on the same probability space as (Xk)k, one has a natural
coupling
(
Sn, S
(s)
n
)
.
For the reader’s convenience, we recall the proof of this lemma (see also e.g. [1, pp 78-79]).
Proof. Let f be a bounded measurable function and S〈−k〉n :=
∑
`6=kX`. Then, by indepen-
dence,
E
(
f
(
S(s)n
))
:=
1
E(Sn)
E(Snf(Sn)) =
1
E(Sn)
n∑
k=1
E(Xkf(Sn))
=
1
E(Sn)
n∑
k=1
E
(
Xkf
(
S〈−k〉n +Xk
))
=
1
E(Sn)
n∑
k=1
E(Xk)E
(
f
(
S〈−k〉n + Y
(s)
k
))
= E
(
f
(
S〈−I〉n + Y
(s)
I
))
= E
(
f
(
Sn −XI + Y (s)I
))

A last type of useful bias concerns the exponential bias of a sum of independent terms, and
in particular Bernoulli random variables.
Lemma 3.6 (Exponential bias of an independent sum). Let (Yk)k be a sequence of independent
random variables. Define, for a certain x > 0,
Sn :=
n∑
k=1
Yk
PSn(x) =
xSn
E(xSn)
• PSn
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and suppose that E
(
xYk
)
<∞ for all k > 1, x ∈ R+. Then,
Sn(x)
L
=
n∑
k=1
Yk(x)
with
PYk(x) =
xYk
E(xYk)
• PYk
In particular, if (Bk)k is a sequence of independent {0, 1}-Bernoulli random variables, each
of probability pk to be equal to 1, then,
P(Bk(x) = 1) = pk(x) :=
xpk
xpk + 1− pk = 1− P(Bk(x) = 0)
For self-completeness, we recall the proof of this result.
Proof. Let y > 0. Then, by independence,
E
(
ySn(x)
)
:=
E
(
(xy)Sn
)
E(xSn)
=
n∏
k=1
E
(
(xy)Yk
)
E(xYk)
=:
n∏
k=1
E
(
yYk(x)
)
In particular,
E
(
(xy)Bk
)
E(xBk)
=
pkxy + 1− pk
pkx+ 1− pk = 1 + pk(x)(y − 1) = E
(
yBk(x)
)

3.2. Estimates on the limiting function. Proving theorem 3.9 requires some preparation.
Lemma 3.7. Define
φk(x) :=
k∏
`=1
(
1 +
x− 1
`
)
e−
x−1
`
Then, when k → +∞
sup
R+
∣∣φ′k∣∣ = O(1)
Proof. We have for all x > 0 and all ` > 1(
1 +
x− 1
`
)
e−
x−1
` 6 1
hence
φk(x) = xe
1−x
k∏
`=2
(
1 +
x− 1
`
)
e−
x−1
` 6 xe1−x
Moreover,
φ′k(x) = φk(x)(1− x)
(
k∑
`=1
1
`(`− 1 + x)
)
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from what we deduce that for all x > 0
∣∣φ′k(x)∣∣ = φk(x) |1− x|
(
1
x
+
k∑
`=2
1
`(`− 1 + x)
)
6 e1−x x |1− x|
(
1
x
+
k∑
`=2
1
`(`− 1)
)
= e1−x x |1− x|
(
1
x
+ 1− 1
k
)
6 e1−x x |1− x|
(
1
x
+ 1
)
= e1−x
∣∣1− x2∣∣
6 e
after a study of x 7→ e1−x ∣∣1− x2∣∣. 
Lemma 3.8. Set φ := ΦC . Then, when k → +∞
sup
R+
|φk − φ| = O
(
1√
k
)
Proof. We split the proof into different cases : x ∈ [0, 1] and x ∈ [1,+∞[.
• x ∈ [0, 1] : We have φk − φ = φk(1− ψk) where
ψk(x) :=
∏
`>k+1
(
1− 1− x
`
)
e
1−x
`
hence φk(x)− φ(x) 6 1− ψk(x) for all x ∈ [0, 1], since φk(x) 6 1 and 1− ψk(x) > 0. But
− logψk(x) = −
∑
`>k+1
[
1− x
`
+ log
(
1− 1− x
`
)]
= −
∑
`>k+1
∫ 1−x
0
(
1
`
− 1
`(1− u/`)
)
du
=
∑
`>k+1
1
`2
∫ 1−x
0
u
1− u/` du
=
∑
`>k+1
1
`2
∫ 1
0
u
1− u/2 du ∀ k > 1
For all t ∈ [`, `+ 1], we have (`+ 1)−2 6 t−2 6 `−2 ; integrating this inequality on [`, `+ 1]
and summing on ` > k gives ∑
`>k
1
(`+ 1)2
6
∫ +∞
`
dt
t2
6
∑
`>k
1
`2
We hence have ∑
`>k+1
1
`2
6 1
k
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which implies that for all k > 1
− logψk(x) 6 C
k
with C :=
∫ 1
0
u
1− u/2 du <∞
Last,
1− ψk(x) = 1− e−(− logψk(x)) 6 1− e−C/k 6 C
k
which gives a stronger result, i.e. supx∈[0,1] |φk(x)− φ(x)| = O(1/k).
• x ∈ [1,+∞] : Let e, e′ be two independent exponentially-distributed random variables, i.e.
P(e > x) = e−x for all x > 0, and let Z be such that
P(Z > x) = (1 + x)e−x
namely Z L= e + e′ since for all λ > 0, E
(
e−λZ
)
= (1 + λ)−2 = E
(
e−λ(e+e′)
)
.
Let (Z`)` be a sequence of i.i.d. random variables distributed as the sum of two independent
exponential random variables. Then, for all y > 0
ψk(y + 1) =
∏
`>k+1
(
1 +
y
`
)
e−
y
` =
∏
`>k+1
P
(
Z` >
y
`
)
= P
(
min
`>k+1
{`Z`} > y
)
This implies that
1− ψk(y + 1) = P
(
y > min
`>k+1
{`Z`}
)
= P
(
y max
`>k+1
{
1
`Z`
}
> 1
)
6 y E
(
max
`>k+1
{
1
`Z`
})
As y φk(y + 1) 6 y(y + 1)e−y 6 2 +
√
5, it is enough to show that
E
(
max
`>k+1
{
1
`Z`
})
= O
(
1
k1/2
)
For all η > 0, write
E
(
max
`>k+1
{
1
`Z`
})
=
∫
R+
P
(
max
`>k+1
{
1
`Z`
}
> t
)
dt =
∫
R+
1− P
(
max
`>k+1
{
1
`Z`
}
6 t
)
dt
=
∫
R+
1− ∏
`>k+1
P
(
1
`Z`
6 t
) dt = ∫
R+
1− ∏
`>k+1
P(`Z > u)
 du
u2
6
∫ η
0
1− ∏
`>k+1
P(`Z > u)
 du
u2
+
∫ +∞
η
du
u2
=:
∫ η
0
(
1− e−uk(u)
) du
u2
+
1
η
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where
uk(u) := −
∑
`>k+1
logP
(
Z > t`−1
)
= −
∑
`>k+1
−u
`
+ log
(
1 +
u
`
)
=
∑
`>k+1
1
`2
∫ u
0
v
1 + `−1v
dv
6 1
k
∫ u
0
vdv =
u2
2k
Hence ∫ η
0
(
1− e−uk(u)
) du
u2
6 η
2k
which finally gives
E
(
max
`>k+1
{
1
`Z`
})
6
(
η
2k
+
1
η
)
Optimising in η amounts to choose η =
√
2k and gives
E
(
max
`>k+1
{
1
`Z`
})
6 2√
2k
which is the desired result. 
3.3. Construction of the model. In what follows, we use the conventions of the last lemmas.
In particular, we will note Y (x) the x-exponential bias of the random variable Y as in lemma
3.6. We recall that H(P)n ∼
n→+∞ log log n was defined in equation (2) and that pi(n) :=∑
p∈P 1{p6n} ∼n→+∞
n
logn by the prime number theorem. We moreover define
kn :=
[
H(P)n
]
∼
n→+∞ log logn
vn := exp
(
−Hkn
kn
)
= exp
(
− log log log n+O(1)
log logn
)
Theorem 3.9 (A mod-Poisson improvement of the Erdös-Kac model). Let (Bk)k and (B′k)k be
two independent sequences of independent {0, 1}-Bernoulli random variables with probabilities
P(Bk = 1) = P
(
B′k = 1
)
=
1
k
For θ > 0, let Bk(θ) be the θ-exponential bias of Bk = Bk(1) given by
P(Bk(θ) = 1) =
θ
θ + k − 1 = 1− P(Bk(θ) = 0)
or equivalently
PBk(θ) :=
θBk
E(θBk)
• PBk
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Let γn := H
(P)
n and
C ′n :=
kn∑
`=1
B′`(1/γn)
Let (I`)` be a sequence of i.i.d. random variables in J1, pi(n)K independent of (Bk)k and
(B′k)k distributed according to
P(I = k) =
1
pk +vn+1∑pi(n)
`=1
1
p` +vn+1
, k ∈ J1, pi(n)K
Last, let δ(I1, . . . , Ik) be the length of the random partition created by means of the paintbox
process (7) associated to (I`)`.
Then, the random variable Ω′′n defined by
Ω′′n :=
∑
k 6=I1,...,IC′n
Bpk(vn) + δ(I1, . . . , IC′n)
is such that (
Ω′′n, H
(P)
n
) mod-P−−−−→
n→+∞
Φω
and defines hence a more accurate model of ω(Un) than the usual model Ωn :=
∑
k6pi(n)Bpk .
As a consequence of mod-Poisson convergence, one has in addition the CLT
Ω′′n − log logn√
log log n
L−−−−→
n→+∞
N (0, 1)
Proof. The idea to construct such a random variable lies on two approximations : approximate
the random variable Pγn ∼P(γn) with the independent model Ωn since at the first order of
convergence (i.e. convergence in law) these random variables are close, and approximate the
limiting function Φω by a suitable truncation Φ
(n)
ω of its product since such a finite product
converges locally uniformly to Φω.
First step : Change of random variable : With γn := H
(P)
n , we have
PΩ′n :=
ΦC
(
Ωn
γn
)
E
(
ΦC
(
Ωn
γn
)) • PΩn
PΩn(x) :=
xΩn
E(xΩn)
• PΩn
Remark that
E
(
xΩ
′
n
)
E(xPγn )
=
E
(
ΦC
(
Ωn
γn
)
xΩn
)
E
(
ΦC
(
Ωn
γn
))
E(xΩn)
E
(
xΩn
)
E(xPγn )
=
E
(
ΦC
(
Ωn(x)
γn
))
E
(
ΦC
(
Ωn
γn
)) E(xΩn)
E(xPγn )
By mod-Poisson convergence, we have, locally uniformly in x ∈ R+
E
(
xΩn
)
E(xPγn )
−−−−→
n→+∞
ΦΩ(x)
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By dominated convergence, continuity of ΦC and law of large numbers for Ωn (i.e. Ωn/γn → 1
almost surely and in L1), we have
E
(
ΦC
(
Ωn
γn
))
−−−−→
n→+∞
ΦC(1) = 1
Last, using lemma 3.6, we see that
Ωn(x)
L
=
∑
p6n,p∈P
Bp(x)
with P(Bp(x) = 1) = x/px/p+1−1/p =
x
p+x−1 . Using the law of large numbers and the fact that∑
p6n
x
p+x−1∑
p6n
1
p
−−−−→
n→+∞
x
we get that Ωn(x)/γn → x almost surely1 and in L1, which implies by continuity of ΦC and
dominated convergence that
E
(
ΦC
(
Ωn(x)
γn
))
−−−−→
n→+∞
ΦC(x)
Hence, we have a first random variable that converges in the mod-Poisson sense to Φω =
ΦCΦΩ : (
Ω′n, H
(P)
n
) mod-P−−−−→
n→+∞
Φω
Second step : Truncation of ΦC : Let k ∈ N∗ and
Φ
(k)
C (x) :=
k∏
`=1
(
1 +
x− 1
`
)
e−
x−1
`
We clearly have for all x ∈ R
Φ
(k)
C (x) 6 1
since every term of the product satisfies this inequality. Lemmas 3.7 and 3.8 show that when
k → +∞ ∣∣∣∣∣∣Φ(k)C − ΦC∣∣∣∣∣∣∞= O
(
1√
k
)
and
∣∣∣∣∣∣DΦ(k)C ∣∣∣∣∣∣∞= O(1) (11)
where the supremum is taken for x ∈ R+ and where Df(x) := f ′(x). Last,∣∣∣∣E(Φ(k)C (Ωn(x)γn
))
− ΦC(x)
∣∣∣∣ 6 ∣∣∣∣∣∣Φ(k)C − ΦC∣∣∣∣∣∣∞ + ∣∣∣∣∣∣DΦ(k)C ∣∣∣∣∣∣∞ E
(∣∣∣∣Ωn(x)γn − x
∣∣∣∣)
The classical CLT for sums of independent random variables ensures that
E
(∣∣∣∣Ωn(x)γn − x
∣∣∣∣) = Ox( 1√γn
)
1We suppose that x and the Bernoulli random variables are defined on the same probability space.
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Thus, taking k = kn = [γn], one has∣∣∣∣E(Φ(k)C (Ωn(x)γn
))
− ΦC(x)
∣∣∣∣ = Ox( 1√γn
)
(12)
We can now define
PΩ′′n :=
Φ
(kn)
C
(
Ωn
γn
)
E
(
Φ
(kn)
C
(
Ωn
γn
)) • PΩn
and this definition implies
E
(
xΩ
′′
n
)
E(xPγn )
=
E
(
Φ
(kn)
C
(
Ωn
γn
)
xΩn
)
E
(
Φ
(kn)
C
(
Ωn
γn
))
E(xPγn )
=
E
(
Φ
(kn)
C
(
Ωn(x)
γn
))
E
(
Φ
(kn)
C
(
Ωn(1)
γn
)) E(xΩn)
E(xPγn )
Using (12), this last quantity still converges locally uniformly to Φω, i.e.(
Ω′′n, H
(P)
n
) mod-P−−−−→
n→+∞
Φω
We now construct Ω′′n pathwise by means of a sequence of Bernoulli and uniform random
variables.
Third step : Construction. Let (B′`)` a sequence of independent {0, 1}-Bernoulli random
variables with P(B′` = 1) =
1
` independent of Ωn. We have
E
(
xΩ
′′
n
)
=
1
cn
E
(
xΩn
kn∏
`=1
(
1 +
1
`
(
Ωn
γn
− 1
))
e
− Ωn
`γn
)
=
1
c′n
E
(
(xvn)
Ωn
kn∏
`=1
(
Ωn
γn
)B′`)
with vn := exp(−Hkn/γn)
=
1
c′′n
E
(
(xvn)
Ωn
kn∏
`=1
Ω
B′`(1/γn)
n
)
with the notations of lemma 3.6
Setting
C ′n :=
∑
`6kn
B′`(1/γn)
we get
E
(
xΩ
′′
n
)
=
1
cn
E
(
(xvn)
ΩnΩC
′
n
n
)
=
E
(
vΩnn Ω
C′n
n xΩn
)
E
(
vΩnn Ω
C′n
n
)
This random variable is the combination of two biases : a first exponential bias in the vein
of lemma 3.6 with parameter vn and a random iteration of size-bias transform, the number of
times this transform is applied being given by C ′n. The effect of the exponential bias amounts
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to change the probabilities of Ωn to get
Ω˜n
L
=
pi(n)∑
k=1
Bpk(vn)
with pi(n) :=
∑
p∈P 1{p6n} ∼ nlogn by the Prime Number Theorem, and
E
(
xΩ
′′
n
)
=
E
(
Ω˜
C′n
n xΩ˜n
)
E
(
Ω˜
C′n
n
) = 1
E
(
Ω˜
C′n
n
) kn∑
`=0
P
(
C ′n = `
)
E
(
Ω˜`nx
Ω˜n
)
(13)
A size bias with a power ` is nothing else than the `-th iteration of the usual size-bias
transform defined in lemma 3.5, as one can see by writing, for a bounded measurable function f
E
(
X2f(X)
)
E(X2)
=:
1
E(X2)
E(Xg(X)) with g(x) := xf(x)
=
E(X)
E(X2)
E
(
g
(
X(s)
))
=
E(X)
E(X2)
E
(
X(s)f
(
X(s)
))
=
E(X)
E(X2)
E
(
X(s)
)
E
(
f
(
(X(s))(s)
))
and one can check setting f = id : x 7→ x in the definition of the size-bias transform that
E
(
X(s)
)
=
E
(
X2
)
E(X)
i.e.
PX(s,2) := P(X(s))(s) =
X2
E(X2)
• PX
From now on, we denote by X(s,k) := (X(s,k−1))(s) and X(s,0) := X. In virtue of lemma
3.5, we have
Ω˜(s)n
L
= Ω˜n −BpI (vn) +BpI (vn)(s)
with I ∈ J1, pi(n)K a random index independent of all random variables in presence of distri-
bution
P(I = k) =
1
pk +vn+1∑pi(n)
`=1
1
p` +vn+1
(14)
In addition, for a {0, 1}-Bernoulli random variable B, we have
E
(
xB
(s)
)
=
E
(
BxB
)
E(B)
= x
i.e. B(s) = 1 almost surely (which amounts to change its parameter to 1). Hence,
Ω˜(s)n
L
= Ω˜n −BpI (vn) + 1 =
∑
k6pi(n), k 6=I
Bpk(vn) + 1
If we iterate the transformation, this amounts to select at random a certain variable J
whose law is given by (14) independent of all random variables in presence and in particular
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independent of I. Two cases can occur : either I = J in which case Ω˜(s,2)n
L
= Ω˜
(s)
n , or I 6= J in
which case Ω˜(s,2)n
L
=
∑
k 6=I,J Bpk(vn) + 2, which we can sumarize into
Ω˜(s,2)n
L
=
∑
k 6=I,J
Bpk(vn) + 1 + 1{I 6=J}
The third iterate gives
Ω˜(s,3)n
L
=
∑
k 6=I1,I2,I3
Bpk(vn) + δ(I1, I2, I3)
with
δ(I1, I2, I3) =

1 if I1 = I2 = I3
2 if Ii = Ij 6= Ik for {i, j, k} = {1, 2, 3}
3 if I1 6= I2 6= I3 6= I1
At the `-th iteration, one has, with a sequence of i.i.d. indexes (I`)` of law given by (14)
Ω˜(s,`)n
L
=
∑
k 6=I1,...,I`
Bpk(vn) + δ(I1, . . . , I`)
where δ(I1, . . . , I`) is the length of the random partition λ ` ` constructed by means of the
paintbox process (7) associated with the i.i.d. sequence (I1, . . . , I`) (see [14]). In the case
where I ∼ U (J1, pi(n)K), this random partition is equal in law to the cycle structure of a
random uniform permutation σ ∈ S` and in particular, δ(I1, . . . , I`) = C(σ). In the case of
our indexes, this distribution has still to be precised.
Last, the equality (13) is equivalent to
Ω′′n
L
= Ω˜(s,C
′
n)
n
which implies that
Ω′′n
L
=
∑
k 6=I1,...,IC′n
Bpk(vn) + δ(I1, . . . , IC′n) with C
′
n :=
∑
`6kn
B′`(1/γn)
all the random variables considered being independent. 
Remark 3.10. Note the following rewriting of the corrective term : one has refined the Erdös-
Kac model Ωn by imposing a certain proportion of primes (in quantity δ(I1, . . . , IC′n)) to be
divisors with probability one. Knowing that certain primes are divisors allows to avoid them
in the set of primes to consider to define the model. This operation is thus a conditioning :
Ω′′n
L
=
(
Ωn(vn)
∣∣∣BpI1 (vn) = 1, . . . , BpIC′n (vn) = 1
)
(15)
Remark 3.11. The result here proven shows the apparition of an approximate coalescing struc-
ture of the B(n)p ’s (the paintbox partition) in place of a more classical distribution on permu-
tations. Such a “coalescence of primes” (or, at least, the B(n)p ) seems to be new. It is a natural
consequence of iterated size-biasing of a sum of random variables (or a random walk) as proven
in theorem 3.9, and the result can be considered in itself in the framework of pure probabilistic
terms. Note that this last fact is a natural direct consequence of the bias interpretation of
mod-Poisson convergence and of the form of the limiting function when Bernoulli random
variables are involved.
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Remark 3.12. A drawback of this model is the fact that the primes randomly selected are not
the large or small ones ; they are selected at random in the whole interval J1, pi(n)K and not
above or below a certain treshold ; this is the type of explanation that one would like to evoke
for the appearance of the corrective term (the appearance of lots of particular primes in the
prime decomposition). Nevertheless, due to the structure of the law (14), there is a strong
probability to only select the small primes in the conditioning.
Last, the change of probability can also be thought of as another drawback for one may
prefer to have an identity of the type
Ω′′n
L
=
(
Ωn
∣∣∣BpI1 = 1, . . . , BpIC′n = 1
)
and get a refined model by means of the sole conditioning. Nevertheless, as this change of
the parameters of the Bernoulli random variables is a bias, this is in accordance with Hardy
and Littlewood’s modification of the Cramer model by multiplying its probabilities with a
suitable factor (namely, by biasing). Here, as in lots of other models, the natural modification
of a coarse model consists in biasing it with a general weight and not only with indicators of
particular events.
Remark 3.13. The choice of parameters used in theorem 3.9 chosen to match the limiting
generating functions is similar to the modification of the Cramer model to incorporate the
twin primes, see [20].
4. Conclusion and perspectives
The study of ω(Un) is fundamental for the understanding of the repartition of the primes,
and to this goal, it would be interesting to go beyond the Erdös-Kac theorem and to look
for instance at Beurling primes, where a Sathé-Selberg theorem was proven in [16] or at a
functional renormalisation, i.e. the Erdös-Kubilius theorem (see e.g. [22]). Such a functional
renormalisation involves a Brownian motion at the limit, but a more refined one would give
a Poisson process in the same manner the Poisson distribution appears for ω(Un). Note that
the functional generalisation of mod-Poisson convergence in the functional setting by means
of a functional Fourier or Laplace transform is straightforward.
More generally, a better construction of the mod-Poisson model for ω(Un) has to be done.
A general guess would be a random variable of the type∑
k 6=I1,...,IZn
Bpk + δ(I1, . . . , IZn)
with the (I`)` independent uniform random variables on JA, pi(n)K where A is to be found, and
Zn a random integer to be found. The advantages of such a model is the natural apparition
of the number of cycles with the paintbox process (since, with the I`’s uniform, this is the
number of cycles under the Haar measure of a certain symmetric group), and the interpretation
in terms of conditioning on the large primes. But such a hypothetical model relies heavily on
the nature of the random variable Zn, whose distribution is yet to be discovered.
Another generalisation of this result consists in transposing it into the general framework of
a product of two {0, 1}-Bernoulli mod-Poisson limiting functions given in (8). In particular,
let q = pν for p ∈ P and ν ∈ N∗ and let Fq denote the field with q elements. Denote by
P(Fq[X]) the irreducible monic polynomials of Fq[X] and by ωq(Pn) the number of divisors
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of Pn defined, for all monic Q ∈ P(Fq[X]) by
ωq(Q) :=
∑
pi∈P(Fq [X])
1{pi|Q}
Let Qn be a random monic polynomial of degree equal to n selected according to the uniform
measure of this finite set. It is shown in [12] that
E
(
zωq(Qn)
)
E(zPγn )
= Φωq(z)(1 + o(1))
where γn = Hn +O(1), where |pi|q := qdeg(pi), and where
Φωq(z) =
e−(z−1)γ
Γ(z)
∏
pi∈P(Fq [X])
(
1 +
z − 1
|pi|q
)
e
− z−1|pi|q =: ΦC(z)ΦΩq(z)
This form is reminiscent of (4), with a corrective model given by C(σn) for σn a random
uniform permutation of Sn, and an independent model given by
Ωq,n :=
∑
deg(pi)6n
pi∈P(Fq [X])
Bpi =
n∑
d=1
∑
deg(pi)=d
pi∈P(Fq [X])
Bpi
where the (Bpi)pi are independent Bernoulli random variables such that
P(Bpi = 1) =
1
|pi|q
= 1− P(Bpi = 0)
Here, the generalisation of theorem 3.9 is straightforward, but if the rewriting in terms of
bias-conditioning holds, the model without bias is still to be constructed.
Remark 4.1. Note another decomposition of ωq(Qn) given in [15, Prop 9.7] that characterises
its oscillation around limq→+∞ E(ωq(Qn)) = Hn. This elegant formula uses directly the rep-
resentation theory of the symmetric group and is in the vein of [12] that study this random
variable by decomposing it in two parts, a squarefree part and a remainder.
Last, one could also try to adapt theorem 3.9 to different functionals than ω, for instance
the total number of prime divisors of Un (if Un =
∏
p∈P p
vp(Un), it is defined as
∑
p vp(Un) ;
this is the other random variable that satisfies a mod-Poisson convergence in the Sathé-Selberg
theorems) or to log |ζ(1/2 + itU |, which was the initial motivation.
Acknowledgements
The author expresses his thanks to O. Hénard, A. Nikeghbali, J. Najnudel and N. Zygouras
for several remarks concerning earlier drafts of the paper. The first version of this paper was
written while the author was a guest at the University of California Irvine ; many thanks are
due to this institution and in particular to M. Cranston.
The author was supported by EPSRC grant EP/L012154/1 and the Schweizerischer Na-
tionalfonds PDFMP2 134897/1.
22 Y. BARHOUMI-ANDRÉANI
References
1. R. Arratia, A. D. Barbour, and S. Tavaré, Logarithmic combinatorial structures, a probabilistic approach,
EMS Monographs in Mathematics, Zürich, Europ. Math. Soc. (2003).
2. Y. Barhoumi-Andréani, On Stein’s method and mod-* convergence, preprint https://arxiv.org/pdf/
1701.03086v1.pdf (2017).
3. H. Cramér, On the order of magnitude of the difference between consecutive prime numbers, Acta Arith-
metica 2:23-46 (1936).
4. P. Erdös, M. Kac, The Gaussian law of errors in the theory of additive functions, Proc. N. A. S., vol. 25,
pp. 206–207 (1939).
5. P. Erdös, M. Kac, On the Gaussian law of errors in the theory of additive number theoretic functions,
Amer. J. Math., vol. 62, pp. 738–742 (1940).
6. V. Féray, P.-L. Meliot, A. Nikeghbali, Mod-phi convergence I: Normality zones and precise deviations,
preprint https://arxiv.org/pdf/1304.2934v4.pdf (2013).
7. M. Gonek, C. P. Hughes, J. Keating, A hybrid Euler-Hadamard formula for the Riemann Zeta function,
Duke Math. J., vol. 136, Number 3, pp. 507–549 (2007).
8. G. H. Hardy, J. E. Littlewood, Some problems of Parititio Numerorum (III): On the expression of a number
as a sum of primes, Acta Math., 44:1-70 (1922).
9. J. Jacod, E. Kowalski, A. Nikeghbali, Mod-Gaussian convergence: new limit theorems in probability and
number theory, Forum Mathematicum, vol. 23 (4), pp. 835–873 (2011).
10. D. Joyner, Distribution theorems of L-functions, Pitman Res. Notes in Math. Series, vol. 142. Longman
Sc. & Tech., Harlow ; John Wiley & Sons, Inc., New York, (1986).
11. J.P. Keating, N.C. Snaith, Random Matrix Theory and ζ(1/2 + it), Comm. Math. Phys., vol. 214, pp.
57–89 (2000).
12. E. Kowalski and A. Nikeghbali, Mod-Poisson convergence in probability and number theory, Intern. Math.
Res. Not., vol. 18, pp. 3549–3587 (2010).
13. R. J. Lemke Oliver, K. Soundararajan, Unexpected biases in the distribution of consecutive primes, http:
//arxiv.org/abs/1603.03720 (2016).
14. J. Pitman, Combinatorial stochastic processes, St-Flour summer school XXXII-2002, Springer, New York
(2008).
15. B. Rodgers, Arithmetic functions in short intervals and the symmetric group, https://arxiv.org/pdf/
1609.02967.pdf (2016).
16. M. Rupert, Extending Erdös-Kac and Selberg-Sathe to Beurling primes with controlled integer counting
functions, University of British Columbia MSc thesis (2013).
17. A. Selberg, Note on a paper by L.G. Sathe, J. Indian Math. Soc., vol. 18 pp. 83–87 (1954).
18. L.G. Sathe, On a problem of Hardy on the distribution of integers having a given number of prime factors,
J. Indian Math. Soc., vol. 17 pp. 63–141 (1953).
19. K. Soundararajan, Small gaps between prime numbers: the work of Goldston-Pintz-Yildrim, Bull. (new
ser.) of the AMS, 44(1):1-18 (2007).
20. T. Tao, Probabilistic models and heuristics for the primes, available at https://terrytao.wordpress.com/
2015/01/04/254a-supplement-4-probabilistic-models-and-heuristics-for-the-primes-optional
(2015).
21. G. Tenenbaum, Introduction to analytic and probabilistic number theory, Cambridge Studies in Advanced
Mathematics, Cambridge University Press (1995).
22. G. Tenenbaum, Qu’est-ce qu’un entier normal ? in Leçons de mathématiques d’aujourd’hui, vol. 2, avail-
able at http://www.iecn.u-nancy.fr/~tenenb/PUBLIC/PPP/LMA.pdf (1995).
23. E.T. Whittaker, G.N. Watson, A course in modern analysis, 4th Edition, Cambridge Math. Library,
Cambridge University Press (1996).
Department of Statistics, University of Warwick, Coventry CV4 7AL, U.K.
E-mail address: y.barhoumi-andreani@warwick.ac.uk
