The purpose is to formulate a Fourier transformation for the space of functionals, as an infinitesimal meaning. We extend R to ⋆ ( * R) under the base of nonstandard methods for the construction. The domain of a functional is the set of all internal functions from a * -finite lattice to a * -finite lattice with a double meaning. Considering a * -finite lattice with a double meaning, we find how to treat the domain for a functional in our theory of Fourier transformation, and calculate two typical examples.
Introduction
Recently many kinds of geometric invariants are defined on manifolds and they are used for studying low dimensional manifolds, for example, Donaldson's invariant, Chern-Simon's invariant and so on. They are originally defined as Feynman path integrals in physics. The Feynman path integral is in a sense an integral of a functional on an infinite dimensional space of functions. We would like to study the Feynman path integral and the originally defined invariants. For the purpose, we would be sure that it is necessary to construct a theory of Fourier transformation on the space of functionals. For it, as the later argument, we would need many stages of infinitesimals and infinites, that is, we need to put a concept of stage on the field of real numbers. We use nonstandard methods to develop a theory of Fourier transformation on the space of functionals. Feynman( [F-H] ) used the concept of his path integral for physical quantizations. The word ′′ physical quantizations ′′ has two meanings : one is for quantum mechanics and the other is for quantum field theory. We usually use the same word ′′ Feynman path integral ′′ . However the meanings included in ′′ Feynman path integral ′′ are two sides, according to the above. One is of quantum mechanics and the other is of quantum field theory. To understand the Feynman path integral of the first type, Fujiwara( [F] ) studied it as a fundamental solution, and 1 H exp(−2πip 1 H z)ϕ( 1 H z), called "infinitesimal Fourier transformation". He developed a theory for the infinitesimal Fourier transformation and studied the distribution space deeply, and proved the same properties hold as usual Fourier transformation of L 2 (R) . Especially saying, the delta function δ satisfies that δ 2 , δ 2 , ... , √ δ, ... are also hyperfunctions as their meaning, and
, ... . In 1989, Gordon([G] ) independently defined a generic, discrete Fourier transformation for each infinitesimal ∆ and * -finite number M, defined by (F ∆,M ϕ)(p) = −M ≤z≤M ∆ exp(−2πip∆z)ϕ(∆z). He studied under which condition the discrete Fourier transformation F ∆,M approximates the usual Fourier transformation F for L 2 (R) . His proposed condition is (A ′ ) of his notation : let ∆ be an infinitely small and M an infinitely large natural number such that M · ∆ is in-finitely large. He showed that under the condition (A ′ ) the standard part of F ∆,M ϕ approximates the usual F ϕ for ϕ ∈ L 2 (R). One of the different points between Kinoshita's and Gordon's is that there is the term ∆ exp(−2πip∆M)ϕ(∆M) in the summation of their two definitions or not. We mention that both definitions are same for the standard part of the dicrete Fourier transformation for ϕ ∈ L 2 (R) and Kinoshita's definition satisfies the condition (A ′ ) for an even infinite number Takeuti([T] ) introduced an infinitesimal delta function δ(x)(∈ R(L)) and Kinoshita([Ki] ) defined an infinitesimal Fourier transformation on R(L). From now on, functions in R(L) are extended to periodic functions on L with the period H and we denote them by the same notations. For ϕ(∈ R(L)), the infinitesimal Fourier transformation F ϕ, the inverse infinitesimal Fourier transformation F ϕ, and the convolution of ϕ, ψ(∈ R(L)) are defined as follows :
He obtained the following equalities as same as the usual Fourier analysis :
The most different point is that δ l (l ∈ R + ) are also elements of R(L) and the Fourier transformation are able to be calculated as F δ l = H (l−1) , by the above definition. On the other hand, we obtain the following theorem from his result and an elementary calculation : F u are Fourier transformations for x, y, u, and * is the convolution for the variable paired with y by the Fourier transformation.
Proof. By the above Kinoshita's result, F (ϕψ) = (F ϕ) * (F ψ). We use it and obtain the following :
To treat a * -unbounded functional f in the nonstandard analysis, we need a second nonstandardization. Let F 2 := F be a nonprincipal ultrafilter on an infinite set Λ 2 := Λ as above. Denote the ultraproduct of a set S with respect to F 2 by * S as above. Let F 1 be another nonprincipal ultrafilter on an infinite set Λ 1 . Take the * -ultrafilter * F 1 on * Λ 1 . For an internal set S in the sense of * -nonstandardization, 
We always work with this double nonstandardization. The natural imbedding ⋆ S of an internal element S which is not considered as a set in * -nonstandardization is often denoted simply by S.
) be even positive numbers such that H ′ is larger than any element in * Z, and let ε(∈ * R), ε ′ (∈ ⋆ ( * R)) be infinitesimals satifying εH = 1, ε ′ H ′ = 1. We define as follows :
Here L is an ultraproduct of lattices
(µ ∈ Λ 2 ). We define a latticed space of functions X as follows,
is identified with L/ ∼ H . Furthermore we represent X as the following internal set : {a | a is an internal function with double meamings, from
We use the same notation as a function from ⋆(L) to L ′ to represent a function in the above internal set. We define the space A of functionals as follows :
A := {f | f is an internal function with double meamings, from X to
We define an infinitesimal delta function δ(a)(∈ A), an infinitesimal Fourier transformation of f (∈ A), an inverse infinitesimal Fourier transformation of f and a convolution of f , g(∈ A), by the following :
, where f (b) is the complex conjugate of f (b). Then we obtain the following theorem :
The definition implies the following proposition :
We define two types of infinitesimal divided differences. Let f and a be elements of A and X respectively and let b(∈ X) be an internal function whose image is in
Then we obtain the following theorem corresponding to Kinoshita's result for the relationship between the infinitesimal Fourier transformation and the infinitesimal divided differences :
Theorem 1.7 implies the following Corollary :
Replacing the definitions of L ′ , δ, ε 0 , F , F in Definition 1.2 and Definition 1.3 by the following, we shall define another type of infinitesimal Fourier transformation.
The different point is only the definition of an inner product of the space of functionsTheorem 1.10. For an internal function with two variables f : 
Proofs of Theorems.
Proof of Theorem 1.4.
(1) (F 1) 
Examples.
We calculate two examples of the infinitesimal Fourier transformation for the space A of functionals. Let ⋆ • * : R → ⋆ ( * R) be the natural elementary embedding and let st(c) for c ∈ ⋆ ( * R) be the standard part of c with respect to the natural elementary embedding ⋆ • * . The first is for exp(iπ ⋆ ε k∈L a 2 (k)) and the second is for exp(−π ⋆ ε k∈L a 2 (k)). We denote the two functionals by
Then we obtain the following results :
just a standard number (−1)
2 ), and if b is a finite valued function then it satisfies that st (st (C 2 (b))) = 1.
For it, we calculate Kinoshita's infinitesimal Fourier transformation ϕ 1 (x) = exp(iπx 2 ), ϕ 2 (x) = exp(−πx 2 ) for the space R(L) of functions. We obtain :
2 )dt, in the case of finite p. We denote the following :
2 ) , as εH = 1 and H is even. Hence e(exp(iπx 2 )) = exp(iπx 2 ), that is, e(ϕ 1 (x)) = ϕ 1 (x). We do the infinitesimal Fourier transformation of ϕ 1 (x),
By Gauss sums (cf. [R] , p.409) :
Using it, we obtain the following :
. Nextly we calculate the infinitesimal Fourier transformation of e(ϕ 2 (x)).
(
2 ) is proved to be an Sintegrable function directly, the term x∈L ε exp(−π(x + ip)
2 ) satisfies the following (cf. [An] , [Loe] ) :
• p = st(p)(∈ R). We remark that the integral 
2 is represented as
Since exp(iπεx 2 ) is a periodic function with period ⋆ HH ′ on L ′ , we obtain
We calculate C 1 as follows :
Gauss sums (cf. [R] , p.409)
H 2 . We do the infinitesimal Fourier transformation of g(a).
We assume that b (∈ X) is finitely valued, that is,
We write
Then the above is equal to
is infinite in ⋆ ( * C). For a sequence a n , we remark that lim n→∞ a n = a ⇐⇒ ∀N : infinite with respect to
and st([( * 1 ))]) = 1. Since b λµ is finite and
is infinitesimal in ⋆ ( * R) with respect to R, the first term of ( * 1 ) is infinitesimal in ⋆ ( * C) with respect to C. In order to show that [(B λµ (k µ ))] is infinitesimal in ⋆ ( * C), we consider the second and third terms in ( * 1 ), and we prove that it is represents an infinitesimal number. First we calculate exp(−π(
where cos
negative. There is a unique maximum of |f (x)| in
(2m + 1) ⇐⇒ 2πb λµ x + α x = π 2 (2m − 1). · · · ( * 4 ) We write the value of x having the maximum of |f (x)| in the interval as x m . On the other hand, we denote the value α x at x = A 2m by α A 2m . Then 
Furthermore since
, that is, λ µ √ ε µ ε ′ λµ < 1 B λµ (kµ) . Then it is infinite, and since lim n→∞ 1 + 
