A query is unlively if it always returns an empty answer. Debugging a database schema requires not only determining unlively queries, but also fixing them. To the best of our knowledge, the existing methods do not provide the designer with an explanation of why a query is not lively. In this paper, we propose a method for computing explanations that is independent of the particular method used to determine liveliness. It provides three levels of search: one explanation, a maximal set of non-overlapping explanations, and all explanations. The first two levels require only a linear number of calls to the underlying method. We also propose a filter to reduce the number of these calls, and experimentally compare our method with the best known method for finding unsatisfiable subsets of constraints.
INTRODUCTION
Queries that are not lively [2, 4] are meaningless since they will always have an empty extension. Debugging a database schema requires not only determining unlively queries, but also fixing them. To make that task easier it is required to provide the designer with some explanation of why a query is not lively. However, as far as we know, existing methods for liveliness checking in databases do not provide such explanations.
An explanation is understood as the minimal set of constraints that are responsible for the non-liveliness of the tested query. In general, there may be more than one explanation for a certain liveliness test.
Explanations are intended to help the database designer to find the problem and to fix it. A query may be non-lively due either to (1) its own definition (it may contain a contradiction) or to (2) the integrity constraints that prevent the query to ever have any instance. Assuming that all the tables and views mentioned by the query have already been checked lively, the first cause of unliveliness is easy to fix since the designer has to focus only on the definition of the query. Instead, the second cause is more difficult to deal with, since the schema may be big and containing many interrelated constraints. Highlighting the problematic constraints would be thus very helpful.
Finding all explanations is however a challenging problem [1] . If it is done naively, it may require checking all possible subsets of constraints. Moreover, in the worst case there are an exponential number of possible explanations.
The main goal of this paper is to propose a method that allows computing explanations using any method for liveliness checking in databases. We propose the backward approach, which is intended to find a first explanation quickly and then to use the knowledge from that explanation to find the remaining ones. It provides three levels of explanation search, each one giving more information than the previous. The first level is aimed at finding just one explanation. This is done by reducing the number of constraints in the schema until only the constraints forming the explanation remain. Thus, it requires only a linear number of calls to the underlying liveliness method, with respect to the number of constraints in the schema. In the second level, our method finds the maximal set of nonoverlapping explanations that includes the one found in the previous phase. This is interesting because we can provide more than just one explanation while keeping the number of calls linear and, in addition, given that all remaining explanations overlap with the ones already found, the designer has a clue of where the rest of errors might be. Finally, in the third level, we compute all explanations by taking advantage of the fact that the remaining explanations must overlap with the ones found in the previous phases. However, this third level already introduces an exponential number of calls.
We also propose a filter that can be used to reduce the number of times that the underlying method for liveliness checking is called to compute the explanations. The filter is based on discarding those candidate subsets that contain constraints that are not relevant for the liveliness test.
Finally, we provide an experimental evaluation to compare the backward approach with respect to the best known method for finding minimal unsatisfiable subsets of constraints, the hitting set dualization approach, proposed in [1] for the context of type error and circuit error diagnosis. The experiments have been performed using our CQC Method [3] as liveliness method. The CQC Method is able to handle a broader class of database schemas and, thus, we are able to consider schemas with a high degree of expressiveness.
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COMPUTING EXPLANATIONS
We assume that we have a procedure isLively to perform liveliness tests of queries. Therefore, a liveliness test is a call to isLively(Q, S), which will return true if Q is lively in S and false otherwise.
DEFINITION 3.1. An explanation E for a liveliness test isLively(Q, S = (DR, IC)
) that returns false is a minimal subset of constraints from S such that considering only these constraints the tested predicate Q is still not lively, i.e., isLively(Q, S' = (DR, E)) returns false too.
The Backward Approach
In summary, the backward approach obtains explanations by discarding successively those constraints that are not included in any explanation. Liveliness tests are performed with a decreasing number of constraints, starting from the initial full set. The approach consists of three phases. Phase 1 gets one explanation. Phase 2 gets a maximal set of disjoint explanations, including that from the previous phase. Finally, Phase 3 gets all remaining explanations, which must overlap with the ones already found in the two previous phases. Phases 1 and 2 perform a linear number of calls to isLively, with respect to the number of constraints in the schema. Instead, Phase 3 requires an exponential number of such calls. Figure 1 shows the formalization of the three phases.
For the sake of example, let us assume that Q is as follows:
Let us also assume that S is a database schema containing the following constraints, labeled as c1, c2, c3 and c4, respectively:
(c4) In this case, predicate Q is not lively in S. Concretely, there are three explanations: E1 = {c1}, E2 = {c2, c3} and E3 = {c3, c4}. Let us call phase_1(Q, S), with S = {c1, c2, c3, c4} to find one of these three explanations. If we assume that the constraints are considered in the order that they were listed above, c1 is considered first. Since isLively(Q, {c2, c3, c4}) returns false, c1 is discarded. Constraint c2 is considered next. Since isLively(Q, {c3, c4}) returns false, c2 is also discarded. Constraint c3 is considered next. In this case, isLively(Q, {c4}) returns true. Therefore, c3 is not discarded. Finally, constraint c4 is considered. Since isLively(Q, {c3}) returns true, c4 may not be discarded either. As a result, phase_1(Q, S) returns {c3, c4}, that is, explanation E3.
According to Phase 2, we start now by calling isLively(Q, {c1, c2}). Since this call returns false too, it means that there is another explanation in {c1, c2}. Therefore, we call phase_1(Q, {c1, c2}), which returns {c1} as a new explanation. Next, we call isLively(Q, {c2}), which returns true and, thus, Phase 2 ends. The output for this phase is {{c3, c4}, {c1}}. Now, if there is still some other explanation it will overlap with these. Thus, in Phase 3, to avoid these explanations to hide the remaining ones, we select one constraint from each explanation and remove them from the original schema. In this example, there are two possibilities: (1) remove {c1, c3} and (2) remove {c1, c4}. Let us consider the first option. In this case, isLively(Q, {c2, c4}) returns true and, thus, no further explanation can be found. In contrast, if we consider the second option, we get that isLively(Q, {c3, c2}) returns false. Therefore, we can still find further explanations. Next, we call phase_1 (Q, {c3, c2}) 
Filtering Non-Relevant Constraints
The filter described in this section consists in detecting those candidates that contain some constraint that we can ensure it is not relevant for the liveliness test. We can say that a constraint is not relevant for the test when to get a fact about the tested predicate it is not required to have also a fact about all the positive ordinary predicates in the constraint. The idea is that we do not need to perform the liveliness test for these candidates.
In the backward approach, the filter can be applied along the phase 1 (which is called also from phases 2 and 3). First, before starting the phase, we can remove the constraints that are already non-relevant for the test over the original schema. Then, during Phase 1, when we remove a constraint c from the schema, we can recompute what predicates are relevant for the test when this is performed considering only the remaining constraints. If some of these remaining constraints are not relevant, we can also remove them before calling isLively. However, if the test says that now the predicate is lively, we will have to put back the constraint c together with the non-relevant ones into the schema.
To characterize formally the constraints that are relevant for a certain liveliness test, we are going to assume that each constraint is reformulated as a rule defining a derived predicate IC i in such a way that the constraint is violated when IC i is true in the database. We will also assume that deductive rules have no recursion.
Let Q be a generic derived predicate defined by k rules with the following pattern:
Ȳ ). We will define neg_preds(Q) as follows: neg_preds(Q) = {{S
There will be two types of relevancy: p-relevancy and qrelevancy. The p-relevant predicates will be those that in order to build a database where P is intended to be lively, it may be required to insert some fact about them in that database. The qrelevant predicates will be the derived predicates such that although it is not explicitly required for them to be lively in order to make P lively, they may become lively as a result of the facts inserted in the database. DEFINITION 3.2. Assuming that we are testing the liveliness of a certain predicate P, we can say the following:
• Predicate P is p-relevant.
• If Q is a derived predicate and it is p-relevant, then PP j i with 1 ≤ i ≤ s and 1 ≤ j ≤ k, are also p-relevant predicates. As an example, let us assume that we have the following database schema, and that we want to test V's liveliness: PROOF. (Sketched) Let us assume that after removing IC i from the schema, P becomes lively. It follows that exists some minimal database D where some fact about P is true. As long as P becomes lively after removing IC i , D should violate IC i . By induction over the unfolding level of predicates, we can prove that, as IC i is true in D, IC i must be q-relevant and, thus, we reach a contradiction. ■
{V(X,Y)←R(X,A,B)∧S(B,C,Y), Q(X)←S(X,Y,Z)∧Y

EXPERIMENTAL EVALUATION
We have experimentally compared the efficiency of the backward approach with respect to the best known method for finding minimal unsatisfiable subsets of constraints, the hitting set dualization approach [1] . We have also evaluated the effect of the filter (Section 3.2) in the number of calls performed by the backward approach. We executed the experiments on an Intel Core 2 Duo, 2.16 GHz machine with Windows XP (SP2) and 2 GB RAM. We used our Constructive Query Containment (CQC) Method [3] and, precisely, the version implemented as a core of SVT (Schema Validation Tool) [7] . They are able to deal with database schemas having integrity constraints, safe-negated literals, and comparisons.
Size of explanations
In the first experiment, we compare the backward approach with its three phases against the first two phases only, and also with the hitting set dualization [1] approach. We used a database schema formed by the following two chains (parameter N controls the size of the explanations): (1 (U,V), for the unliveliness of which there will be three explanations. The first chain will provide two of them, which will overlap. The second chain will provide the third explanation. This way, as long as each phase provides one explanation, we will be able to compare them. Table 1 the backward approach is still much faster than dualization [1] .
In the second experiment, we study the effect of the filter described in Section 3.2 in reducing the number of tests executions when applied in the backward approach. This time we used a database schema similar to the previous one, but without R We considered the Mondial database schema with its primary key, unique and foreign key constraints. This gives us a scenario containing not only the constraints that form the explanations, but also additional constraints that do not affect the liveliness of the tested predicate, as usually happens with the major schemas. Figure 2 shows the number of calls performed by the backward approach with and without filter, when increasing the number of constraints in the database schema. We used schemas with 30, 58, 95 and 139 constraints, respectively, which we got by changing the value of N and M. It can be seen how using the filter redu considerably the number of calls
RELATED WORK
We have already compared our backward approach with the hitting set dualization approach [1] in Section 4, showing that our backward method is more efficient in the context of explaining query unliveliness in databases. Another significant difference is that our backward method provides three levels of search, requiring the first two only a lin underlying liveliness method.
In Description Logics (DL), the axiom pinpointing process described in [6] is similar to our definition of computing explanations. However, since their approach is based on the construction of an ALC-tableau and a minimisation function by means of applying rules that work on unfoldable ALC-TBoxes, it is too much dependant on th
CONCLUSIONS AND FURTHER WORK
We have proposed a new method for computing explanations for unlively queries in databases, independent of the particular liveliness method and providing three levels of search, the first two requiring only a linear number of calls to the underlying method. We have also proposed a filter to reduce the number of these calls, and compared our approach with the best known method for finding minimal unsatisfiable subsets of constraints [1] . As future work, it would be very interesting to combine the backward approach with glass box techniques in such a way that the phase 1 could be replaced by just returning the explanation provided by the underlying liveliness method.
