A strategy for computing upper code-length limits of AC Huffman codes for an 8x8 block in JPEG Baseline coding is developed. The method is based on a geometric interpretation of the DCT, and the calculated limits are as close as 14% to the maximum code-lengths. The proposed strategy can be adapted to other transform coding methods, e.g., MPEG 2 and 4 video compressions, to calculate close upper code length limits for the respective processing blocks.
. This can be derived naturally by noting that these column vectors are eigenvectors of a real symmetric second difference matrix, which automatically ensures that the column vectors are orthogonal [11] . In order to verify the orthogonal feature of the DCT as a 64-dimensional transformation, we have to show that the natural inner product in the 64-dimensional space is preserved under the DCT. The inner product between two general 64-dimensional vectors v and w is given by the trace ) ( Since the DCT is orthogonal, it is a 64-dimensional rotation which rotates the cube I to another cube J , but leaves the ball 0 B unchanged. We call J the configuration space, which by definition contains all possible DCT configurations and is a subset of 0 B . Since the DCT configuration uv F lies in the ball 0 B , the coefficients satisfy the relation ( ) 
−
. As we will be focusing on the AC coefficients in the subsequent sec- Then the DC coefficient 00 F must be necessarily zero, and F lies on the sphere surface S (with radius R ) of the ball 0 B . Since the DCT is a rotation, the inverse image vector f must also lie on the sphere S . However, due to the off-centered nature of the cube I , the sum of the squared amplitudes of the pixel data xy f cannot become the square of the radius R unless all pixel data are equal to Expressing the condition that a configuration uv F lies in the configuration space J is not an easy task because the rotated cube J is not symmetric with respect to the coordinate axes. Instead, it is easier to apply the inverse DCT to uv F and to express that the inverse vector lies in the cube I . More precisely, the inverse vector must lie on the integer coordinate lattice within the cube I : 24  40  51  61  17  18  24  47  99  99  99  99  12  12  14  19  26  58  60  55  18  21  26  66  99  99  99  99  14  13  16  24  40  57  69  56  24  26  56  99  99  99  99  99  14  17  22  29  51  87  80  62  47  66  99  99  99  99  99  99  18  22  37  56  68 109 103  77  99  99  99  99  99  99  99  99  24  35  55  64  81 104 113  92  99Table K.1 -Luminance quantization table  Table K.2 -Chrominance quantization table   The JPEG Baseline coding allows control over the file size by varying the quantization table. A frequently employed method consists in multiplying a scale factor SF to the example quantization tables K.1 and K.2 of the JPEG specification to obtain scaled quantization tables:
The smaller the scale factor, the finer the quantization and the larger the JPEG file size. 
III. GENERAL STRATEGY
The AC code-length of a DCT configuration can certainly not exceed 63 times the maximum code-length in the Huffman 
Besides being obviously too high and therefore useless, this number was derived with no reference to the quantization table. Contrary to the case of the DC coefficients, the AC coefficients are encoded in context with each other in combination of runlength and size, and the underlying geometry of the configuration space is rather complicated. These make it very difficult to find a close upper code-length limit for the AC codes, let alone to find a maximum AC code-length configuration.
In order to develop a strategy for deriving close upper limits of the AC code-lengths, we simplify the problem. We note that the AC coefficients cannot be disentangled from the DC coefficient in the Cube Condition (2) and the Integer Condition (3). In contrast, the AC Ball condition (1) makes no reference to the DC coefficient and is certainly much simpler than the system of 64 inequalities (2) . For these reasons, we drop the Cube Condition (2) and the Integer Condition (3) We only need to calculate an upper limit of the AC code-length for the entire Ball B , since such an upper limit is certainly also an upper limit of the code-length for any subset of B , in particular for the original configuration space J and the sub-lattice defined by the Integer Condition. In fact, we only need to calculate an upper limit for configurations on the surface S of the Ball B , since we have shown in the previous section that the code-length ) (F len takes its maximum value on the surface S .
For this reason, we henceforth consider only configurations on the sphere S .
In what follows, we characterize a configuration F on the sphere S by its AC coefficients in the zigzag scan order, i.e.
. In view of the AC Ball condition (1), the DC coefficient is fixed up to sign by the square root of
values in the zigzag scan order. The code-length
, where k s is the smallest integer with the property
placed by the smallest possible non-negative value
or by zero when 0 = k s without changing the code-length. Through these replacements the Huffman codes remain the same, and only the fixed-length codes for the amplitudes change. Each replaced coefficient is smaller than or equal to the original coefficient amplitude, so that the configuration F still satisfies the AC Ball condition (1), which now reads as follows:
Note that the configuration F still lies on the sphere S , although the DC coefficient may have changed. In order to calculate an upper code-length limit for configurations on S , we need to calculate an upper code-length limit only for such configurations F having smallest non-negative coefficients.
These configurations on S shall be called reduced configurations. Unless specified otherwise, in the following all configurations are reduced configurations.
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We now outline our strategy for calculating an upper code-length limit. We first choose a ref-
erence configuration R F on the sphere S . The reference R F cannot be just any configuration, but
should have large coefficient sizes. We then compare R F with an arbitrary configuration F on S by introducing a set of operations which replace the coefficient sizes of R F by those of F . These operations generally correspond to the JPEG symbols ) , ( s r , so that a single operation may replace 1 + r coefficients of R F to produce a run of r zeros followed by a coefficient of (quantized) size s in F . In order to specify the outlined strategy, it is helpful to straight away introduce an appropriate reference configuration R F and together with other necessary conditions which will lead to the restrictive interdependence rule. To this end, consider the AC Ball condition (6) and suppose for a moment that all quantization factors are powers of 2. Then, all AC coefficients of the configuration F are either zero or powers of 2 since F is a reduced configuration. We introduce the (unquantized) size ) (k S of 09/01/20 each coefficient by defining 
Rather than comparing
). The AC Ball condition (6) can now be converted into the following inequality:
This inequality implies the constraint 16 2 ) and no more than 3 coefficients can be replaced by size 10 coefficients, since otherwise the AC Ball condition is violated no matter how small the other coefficients might be.
The necessary condition for this restrictive interdependence rule is that the quantization values be powers of 2. In order to derive the same rule for an arbitrary quantization table ) (k Q , we replace it by the "power-of-2 quantization table" defined as follows: 09/01/20 Table" ). (8) We are allowed to make this replacement, since we only need to find an upper limit of AC code-length for this power-of-2 quantization Proof. To prove this assertion, let F be a maximum code-length configuration on S (based on the quantization table ) (k Q ) satisfying the AC Ball condition (6) . Define a new configuration ' , it is greater than or equal to this code-length of ' F , which proves the assertion.
This assertion is also true for the entire Ball B , but might not be true for the rotated cube J .
The difficulties involved in the above reasoning can be visualized without going into the details of the inequalities (2). Let F be a configuration at or near a vertex of the cube. If the cube was not rotated, reducing coefficient amplitudes of F , e.g. in order to define ' F , will move F entirely within the cube. However, for a rotated cube like J , reductions of some of the amplitudes might move F along a coordinate direction outside the cube, so that the new configuration ' F may not be well-defined. Although this does not disprove the assertion, we see that it is not straightforward to introduce the concept of the power-of-2 quantization table (8) without enlarging the configuration space J to the Ball B .
In summary, the arguments set forth in this section and Proposition 3 simplifies the problem of finding an upper AC code-length limit in the following way: 09/01/20 
IV. DETAILED STRATEGY FOR CALCULATING THE UPPER LIMIT
Following the outline of the strategy, let R F be the reference configuration on S having coefficients with the constant value
. The quantized sizes are given by
Since the largest quantization factor in this work is 121 , the largest is applied to a coefficient at zigzag scan position p where the quantized size of the configuration F is given by s . OP3 and OP4 do not depend on the quantized size, so that their code-length losses are indexed without the size.
The code-length of F can be represented as a sum of the code-length of R F and the local code-length differences for all positions affected by the operations OP1 to OP6. With the help of the indices for the local code-length differences, we can express the code-length of F as follows: (12), which are the sums of code-length losses generated by the negative operations OP1, OP2, OP3, and OP4, respectively.
We now estimate an upper code-length limit for the expression (9) . To this end, we observe that the sum Δ of local code-length losses in (12) has been generated by operations OP1 to OP4 uniquely defined for the particular configuration F . Therefore, the loss Δ is certainly greater than or equal to the sum ) 15
, which is defined to be the sum of only the b a 15 3 + smallest local code-length losses among any and all possible local code-length losses created by any and all possible operations OP1 to OP4 for any and all target configurations. More precisely, let {} Δ be the set of all local code-length losses hold. In summary we obtain the inequality ( )
The second term on the right-hand side is certainly not greater than the maximum of the same expres- 
To further improve this upper limit, we note that the upper limit needs to be calculated for maximum code-length configurations only. Obviously, the sum Δ of a maximum code-length configuration must be greater than or equal to the sum of b a 15 3 + smallest local code-length losses for all possible maximum code-length configurations. Therefore we can eliminate from the subset {} Δ those losses which do not arise for a maximum code-length configuration, and obtain an improved loss func- Tables I and II cannot appear in a maximum code-length configuration. 
VI. DISCUSSION
The results in Table III , we consider the 8x8 image block of Table   IV . Table IV: Pixel values for an example 8x8 block   252  61  199 116 120 203  71  99  61  18  34  231  2  254 111  68  199  34  229 165 192 247 250  53  116 231 165 244 136  9  59  4  120  2  192 136 233 252  27  59  203 254 247  9  252  4  16  174  71  111 250  59  27  16  247  11  99  68  53  4  59  174  11  1 After DCT and quantization, the configuration has 18 positions with size 8 and all other positions having size 7, which would yield 999 bits were these coefficients luminance AC and 936 bits were these chrominance AC. Our results in Table III for 64 / 1 = SF are as close as 14% to these bit-lengths and so must be even closer to the corresponding (unknown) maximum code-lengths, despite the enlargement of the configuration space J to the Ball B .
In the derivation of the strategy, we have used a few features specific to the quantization table and the Huffman codes of the JPEG specification. Without these features some of the nice properties of 09/01/20 the calculation will be lost, but the proposed method can be adapted and generalized to cope with any quantization table and/or Huffman codes. In particular, transformations other than the DCT may be handled as well by slightly adjusting the Ball B and the AC Ball condition. Furthermore, the outlined general strategy can be adapted to DCT coefficients in MPEG 2 and 4 video compressions, both of which use quantization and VLC coding methods similar to JPEG Baseline coding. Although the coding methods of the transform coefficients are significantly different in H.264/AVC and VC-1 video compressions and in JPEG XR still image compression, some of the general ideas in this work might be useful in investigating the code-length behaviors of these compression methods. Details are left for future work.
