Abstract. We introduce algorithms for lattice basis reduction that are improvements of the famous L 3 -algorithm. If a random L 3 {reduced lattice basis b1; : : : ; bn is given such that the vector of reduced Gram{ Schmidt coe cients (f i;j g 1 j < i n) is uniformly distributed in 0; 1) ( n 2 ) , then the pruned enumeration nds with positive probability a shortest lattice vector. We demonstrate the power of these algorithms by solving random subset sum problems of arbitrary density with 74 and 82 many weights, by breaking the Chor{Rivest cryptoscheme in dimensions 103 and 151 and by breaking Damg ard's hash function.
Introduction and Summary
We address the challenging problem whether it is possible to nd, for a given SE94] . With block size = 20 it is only 10 times slower than L 3 -reduction but for large block sizes the delay factor is about O( ) . This delay factor is the time to construct a shortest vector b b i for a block of size using complete enumeration of all short lattice vectors.
A shortest vector of the entire lattice can be found by the algorithm of Kannan KA87] in exponential time n O(n) .
In this paper we present and analyse a new rule for pruning the enumeration of short lattice vectors. This pruning very likely nds a shortest lattice vector, and is exponentially faster than complete enumeration. It is based on the Gaussian volume heuristic that estimates the number of points of lattice L in nice subsets S span(L) as vol(S)= det L. If a random L 3 {reduced lattice basis b 1 ; : : :; b n is given such that the vector of reduced Gram{Schmidt coe cients (f i;j g 1 j < i n) is uniformly distributed in 0; 1) ( n 2 ) , then the pruned enumeration nds with positive probability a shortest lattice vector. We let frg denote the residue modulo 1 of the real number r in the interval 0; 1).
Pruning the enumeration by the Gaussian volume heuristic is more powerful and more exible than the previous pruning rule of SE94] . We combine the new pruning with the block reduction algorithm BKZ of SE94]. This pruned block reduction is the most powerful lattice reduction algorithm so far. It solves almost all subset sum problems of dimension 74 This can be repaired by a slight change in GAUSS{ENUM. However this yields a reduction algorithm that is less e cient in practice.
Justi cation of the volume heuristic. The Gaussian principle does not hold in general. Mazo Proof. We can assume that e u n 6 = 0 since otherwise we can decrease n. We see that the vectors (fe u n n;j g j = 1; : : :; t?1) and (f Success rate of GAUSS{ENUM. Suppose a distribution of L 3 {reduced lattice bases so that the vector (f i;j g 1 j < i n) is u.d. in 0; 1) ( n 2 ) and let p > log 2 n. Whenever the depth rst search is cut o at a xed vector (e u t ; : : :; e u n ) 2 ZZ n?t+1 then, by theorem 2, the event that a lattice vector shorter than p c 1 gets lost, has probability at most 2 ?p . Therefore the probability of missing the shortest lattice vector is at most 2 ?p times the average number of cuto s. While the number of cuto s can be arbitrarily large for badly reduced bases statistical experiments show that, for random L 3 {reduced basis, the average number of cuto s is proportional to c p;n 2 p where the factor c p;n decreases to 0 as p increases. E.g. for n < 30 and p = 7 the probability of success is at least 0.1 .
Expected time bound for GAUSS{ENUM. Using even more heuristic arguments we can show for p > log 2 n : Given a random basis b 1 ; : : :; b n and c 1 kb 1 k 2 , GAUSS{ENUM performs on the average only O(n 2 2 p ) arithmetic steps to nd a lattice vector b with kbk 2 < c 1 , respectively to terminate if such b does not exist.
Solving subset sum problems
Given positive integers a 1 ; : : :; a n ; s we wish to solve the equation P n i=1 a i x i = s with x 1 ; : : :; x n 2 f0; 1g. We assume that we are also given q = P n i=1 x i , the number of 1{entries of the solution. So we search for a f0; 1g{solution (x 1 ; : : :; x n ) of the two equations P n i=1 a i x i = s, P n i=1 x i = q. 
Attacks on the Chor{Rivest cryptosystem
Chor, Rivest present a public key encryption method for which deciphering has the form of a subset sum problem of high density, for details see CR88]. Chor, Rivest propose examples of their scheme with n = 197 and n = 211 many weights. For testing possible attacks they also designed a small example with n = 103 many weights and subset sum problems of density 1.271. The Lagarias{Odlyzko method which is based on L 3 {reduction completely failed for the n = 103 subset sum problems.
Interestingly, block reduction with pruned enumeration solves the Chor{ Rivest subset sum problems with n = 103 many weights in only 1.5 hours average time with 42% success rate. Thus the widespread believe that subset sum problems with density greater than 1 cannot be solved via lattice reduction is outright wrong. The Chor{Rivest scheme with n = 103 and density 1:271 is even less di cult than random subset sum problems with n = 82 and density 1.
Generation of the Chor{Rivest subset sum problems. We take the particular weights a 1 ; : : :; a 103 of the example constructed by Chor, Rivest. We A nonzero lattice vector z = (z 1 ; : : :; z n+1 ) yields a collision if z n+1 = 0 and (z 1 ; : : :; z n ) 2 f 1; 0g n . We apply to this basis a two{stage reduction consisting of an L 3 {reduction and a single pruned block reduction with block size 50 and alternative p{values 8; 9; : : :; 12. We test after each size{reduction whether the reduced vector z yields a collision. (The more powerful reduction algorithm PRUNED SUBSET SUM is less e cient since the shortest lattice vector is most likely not in f 1; 0g n . This follows from the analysis in JS94]. )
Each row in the following table corresponds to 20 random vectors (a 1 ; : : :; a 100 ) 2 1; 2 120 ? 1 100 . We report the number of successes, the average running time in minutes, the minimal and maximal size of the detected collision ( the size of a collision (x 1 ; : : :; x n ) 2 f 1; 0g n is #fi : x i 6 = 0g ), and the pruning parameter p.
block A rst collision for Damg ard's hash function has been constructed in JG94] using pruned block reduction via the pruning of SE94]. They report one success for ten problems. The new results demonstrate the superiority of pruning via the volume heuristic.
General subset sum problems
We report on solving random subset sum problems of arbitrary density in dimensions n = 74 and 82. The previously most powerful algorithm SE94] could solve almost all problems in dimension n = 66 by combining block reduction with some sort of pruning. The new algorithm PRUNED SUBSETSUM prunes the enumeration of short lattice vectors by the volume heuristic. It solves for n = 74; 82 a substantial fraction of all random subset sum problems of arbitrary density.
In the following table, every row with entries n; b corresponds to 20 random input bases (3) that are generated as follows. Pick random integers a 1 ; : : :; a n in the interval 1; 2 b ], pick a random subset I f1; : : :; ng of size n=2 and put s = P i2I a i . To solve the corresponding subset sum problem P n i=1 a i x i = s we apply the algorithm PRUNED SUBSET SUM to the lattice basis (3) with q = n=2. The numbers in columns S, S1, S2, S3, S4 denote the total number of successes, and the number of successes in stages 1, 2, 3, 4.
