Abstract. Experimental and theoretical results are presented for electron impact ionization of water in the energy regime from near threshold to intermediate energies.
Introduction
Water is one of the most abundant molecules on earth. It is a relatively simple molecule and has attracted much attention over the years. The human body, and other biological material comprise of~80% water, which makes water an ideal test case to investigate processes occurring in the body. As an example, energy deposition and angular distributions resulting from electron collisions with water are used in charged particle track structure analyses to model radiation
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damage in biological samples [1] . These models are an active area of research since the observation that high energy radiation that is used to treat cancers also liberates many low energy electrons, causing additional damage to cell DNA [2] . These low energy electrons have an effect over a much wider volume than the targeted cancer site. Knowledge of the collision dynamics of low energy electrons with biological systems is hence needed, so as to develop robust models of these processes. As a starting point, these biological systems are approximated as H 2 O molecules.
(e,2e) studies can be used to fully characterize the collision dynamics of electron impact ionization. In such experiments the energy and momenta of the outgoing electrons are measured, giving a five fold differential cross section. Despite this, only two experimental studies of electron impact ionization of H 2 O at energies where the collision dynamics are important have been reported. The first used incident energies of~250eV in an asymmetric coplanar configuration [3] . The second concentrated on the highest occupied molecular orbital (HOMO) at lower energies, i.e. <100eV [4] . Consequently, only a limited number of theoretical investigations have been reported for incident energies below 300eV [5] . Alternatively, (e,2e) studies of H 2 O at higher energies conducted under electron momentum spectroscopy conditions have been used to study the electronic structure of this chemically important molecule [6, 7] , and these structure results are used to inform the models for lower energy collisions.
At incident energies less than~200eV, the collision dynamics are strongly influenced by effects including post-collision interactions, target polarization, distortions in the wave-functions for the participating electrons and multiple collisions. In this regime these processes must be considered on an equal basis, and so the complexity of the interactions means that theoretical studies have mainly been limited to atomic targets. Current models are now at the stage where they yield reasonable agreement with experimental data for a range of atoms, implying a good understanding of the collision dynamics under the conditions used in the experiments, and these models are now being extended to low energy (e,2e) collisions from molecules.
Molecular targets provide a significant challenge to theory due to their distributed nuclei. This contrasts to atoms which have a single nuclear scattering centre, and which can hence be described using a spherical basis. Molecular wave-functions are generally not spherical, the nuclei within the molecule providing multiple scattering centers. A key challenge in modeling electron collisions with molecules is hence in developing an accurate multi-centered wavefunction. A further challenge arises since the experiments cannot, at present, align the molecules prior to the collision, therefore the models must consider the random orientation of the targets for accurate comparison with experiment. This becomes a computationally intensive problem, and so approximations are usually made to allow these calculations to become tractable.
Recently, experiments studying simple diatomic targets including H 2 and N 2 [8] [9] [10] [11] [12] have provided benchmark data to assess the performance of the new models that are being developed. The majority of data were recorded in a coplanar geometry, where the incident and two outgoing electrons are all in the same plane, and were conducted at a higher incident energy than the studies presented here. By contrast the apparatus at Manchester can also access non-coplanar geometries, and so has provided additional data to further test these models. Studies on more complex molecules at low energies are more limited, with only two measurements for CO 2 being reported [13, 14] . In this case no theoretical data were available for comparison with experiment.
H 2 O has five molecular orbitals; the 1a 1 , 2a 1 , 1b 2 , 3a 1 and 1b 1 (HOMO). The symmetry of the 2p y oxygen atomic orbital, representing the lone pair of electrons on the oxygen atoms, prevents it from hybridizing with the H atomic orbital, leaving the molecular 1b 1 HOMO orbital essentially atomic like, and therefore symmetric. In a previous study the groups at Manchester and Missouri investigated the 1b 1 (HOMO) state of H 2 O in coplanar kinematics [4] . However, the orientation averaged molecular orbital used in the theoretical calculation is a flawed approximation for that state given the cancellations due to the orbital symmetry. By contrast, the 3a 1 orbital of interest in this paper is involved in the O-H bonding and has a charge density distribution that is distorted from that of a symmetric atomic like orbital. The molecular orbital used in the model therefore should not suffer from the same cancellation problem during the orientational averaging procedure. Thus, a comparison here between the theoretical predictions and the experimentally measured results should provide a much better assessment of the current models of the collision dynamics.
The remainder of this paper is presented in four sections. A brief description of the apparatus used to measure the differential cross sections is given in section 2, where experimental considerations necessary to obtain good quality data are highlighted. Section 3 outlines the techniques used to generate the theoretical predictions. Both experimental and theoretical data are presented and discussed in section 4. Section 4.1 shows symmetric coplanar data, 4.2 gives symmetric non-coplanar data and section 4.3 shows data collected in both coplanar and perpendicular symmetric geometries with unequal energy sharing. Finally, section 5 draws conclusions from this investigation, and outlines future directions.
Experimental Apparatus
The experimental triple differential cross sections (TDCS) presented in section 4 were measured in the (e,2e) apparatus at the University of Manchester. This apparatus is fully computer controlled and computer optimized, allowing it to operate continuously without user intervention.
Full details of this spectrometer have been given previously [15] [16] [17] and so only a brief description is given here, with details pertinent to this study. The spectrometer can be operated in a 'standard' coplanar geometry where the momenta of all three electrons (the incident and two outgoing electrons) are within the same detection plane (ψ = 0°, figure 1 ). The electron gun can also rotate out of the detection plane, (0°< ψ <90°) to access non-coplanar geometries, with ψ = 90°being termed the perpendicular geometry. The two outgoing electron analyzers rotate independently in the detection plane as shown. The analyzer angles, ξ 1 and ξ 2 are referenced to the incident electron beam direction. In this study the analyzers were always kept in a symmetric
The power supplies for the electrostatic lenses in the electron gun and the electron analyzers are fully computer controlled and computer optimized. This feature allows for automated tuning of the spectrometer optics at regular intervals, with the analyzers being re-optimized each time they move to a new angle ξ. The energy of the spectrometer was re-calibrated at the start of each new kinematic arrangement, by measuring the coincidence binding energy spectrum. Here the coincidence count rates as a function of incident energy is measured by scanning the incident electron beam energy (see figure 2 ). The coincidence energy resolution obtained with this apparatus was typically~1.3eV, which is sufficient to resolve the H 2 O 3a 1 orbital from those at higher and lower binding energies, as shown in figure 2. Over the course of this study the binding energy spectra were recorded for various energies and geometries, and it is estimated that contamination from neighbouring orbitals was always less than 10%, and is more typically in the range of 0.5%. The angular resolution of the apparatus is estimated as ±3°, based on geometric considerations of the electrostatic lenses at those energies.
The distilled water sample used to provide the molecular target beam was contained within a 50mm diameter 100mm long stainless steel vessel sealed by a CF-70 flange to a 6.35mm swagelok fitting. The vessel was connected to the scattering chamber via 6.35mm copper tubing.
A needle valve at the entrance to the scattering chamber controlled the flow of target H 2 O vapour into the interaction region. The sample vessel and gas handling line were held at a constant temperature of 50°C throughout data collection, so as to create sufficient driving pressure for the target beam. Several freeze-pump-thaw cycles were performed using a salted ice slurry bath, to remove dissolved gas impurities from the water prior to admission into the scattering chamber.
The purity of the target beam was verified with a Spectra VacScan mass spectrometer fitted to the scattering chamber. Typical operational ratios of H 2 O to N 2 were > 25:1, and it was observed that the partial pressure of N 2 did not change appreciably from the background value when the needle valve was opened. This indicates that an H 2 O target molecular beam of high purity was created, as confirmed from binding energy spectral studies. The purity of this beam was monitored regularly using the mass spectrometer throughout this study. The background pressure within the scattering chamber was set to 1.1 x 10 -5 torr during operation, and was found to remain constant throughout all data runs, in contrast to the observations of Milne-Brownlie et al. [3] during their studies.
During these experiments we observed an unusual behaviour of the tungsten hairpin filament used as the incident electron source. Over time the emission current from the filament dramatically increased, when a constant current was delivered to the filament. This increase in emission current was often more than a factor of 2 within a 24 hour period. To ensure constant incident electron beam current throughout the measurements as required, the filament current was hence also placed under computer control. To facilitate this, the current measured by the Faraday cup located on the opposite side of the interaction region to the electron gun was monitored by the computer control software, and the current through the filament adjusted to maintain a beam current of 300nA throughout data collection. To illustrate the scale of these changes, over the duration of this work (~5 months) the filament current required to produce a beam current of 300nA reduced from 2.1A at commencement of these studies to less than 1.0A. Previous measurements in this spectrometer also observed this effect [4] , but did not find any explanation.
In the present study we also measured the coincidence energy resolution from ionization of helium, and found this did not change, indicating that the temperature of emission remained approximately constant. The reason for the steadily decreasing filament current is hence unknown at this time.
The first set of data presented in section 4.1 employs coplanar kinematics where the outgoing electron energies and polar angles of both analyzers are the same, i.e., E 1 = E 2 and ξ 1 = ξ 2 .
Differential cross section (TDCS) measurements using incident energies of 4eV, 10eV, 20eV and 40eV above the ionization potential of the 3a 1 state (IP~15eV) over an angular range of 35°to 125°are presented in figure 3 , along with the corresponding theoretical predictions. Section 4.2, and figure 4, shows data taken for symmetric kinematics where both outgoing electron energies are 10eV. For these data sets the angle of the electron gun is varied from the standard coplanar geometry (ψ=0°), through to ψ=90°for the perpendicular geometry. Finally, unequal energy sharing kinematics were investigated (figure 5) as discussed in section 4.3. Here the angles of the analyzers were equal ξ 1 = ξ 2 , the incident electron energy was 20eV above the ionization threshold and the energies of the outgoing electrons were set to be unequal. The first set of data used E 1 =18eV and E 2 =2eV, while the second used E 1 =15eV and E 2 =5eV. Data were measured only for coplanar and perpendicular geometries, over angular ranges from 22.5°to 130°and 35°t o 140°respectively.
All data presented here were taken using a constant chamber pressure and constant beam current as noted above. The data were normalized to a collection time of 1000sec for each measurement, and up to 30 angular sweeps of the detection plane were used to produce statistically significant results. The data presented in figures 3-5 were then averaged over these sweeps, and the uncertainties in the measurements determined from the complete set of data for each scattering angle.
Theoretical Framework
The molecular 3-body distorted wave (M3DW) approximation has been presented in previous publications [18] [19] [20] so only a brief outline of the theory will be given. The triple differential cross section (TDCS) for the M3DW is given by:
where r k i , r k a , and r k b are the wave vectors for the initial, scattered and ejected electrons, respectively. The amplitude is given by:
where r 1 The Schrödinger equation for the incoming electron wave-function is given by:
where T is the kinetic energy operator and the '+' superscript on χ i + ( r k i ,r 1 ) indicates outgoing wave boundary conditions. The initial state distorting potential contains three components
where U s is the initial state spherically symmetric static potential which is obtained from the molecular charge density averaged over all angular orientations, U E is the exchange potential of Furness-McCarthy (corrected for sign errors) [24] which approximates the effect of the continuum electron exchanging with the passive bound electrons in the molecule, and U CP is the correlation-polarization potential of Perdew and Zunger [25, 26] .
The final state for the system is approximated as a product of distorted waves for the two continuum electrons times the average Coulomb-distortion factor. The final state distorted waves are calculated as the initial state except that the final state spherically symmetric static distorting potential for the molecular ion is used for U s .
The molecular distorted wave Born approximation (MDW) is the same calculation as the M3DW
except that the post-collision-interaction (PCI) factor C scat−eject (r 12 ave ) is not included in the calculations.
Results and Discussion

Symmetric Coplanar Kinematics
The experimental data recorded here are not measured on an absolute scale and so to compare experiment and theory both are normalized to a maximum intensity of unity at each energy, as shown in figure 3 . The experimental data show the typical characteristics expected from measurements such as these. There is a strong peak at forward scattering angles (ξ <90°) and a peak at backwards scattering angles (ξ >90°). The overall shape of the TDCS measured at corresponding energies in a previous study of the 1b 1 state [4] are qualitatively similar, however the 1b 1 state shows a second peak in the forward region emerging at higher energies that is not observed in the 3a 1 state measured here. Milne-Brownlie et al. [3] also note that these two outermost orbitals have a similar structure using different kinematical conditions to those used here.
As the energy of the outgoing electrons is lowered, it would be expected that the Coulomb repulsion between the outgoing electrons should play an increasingly important role, driving the electrons apart. This repulsion is normally called the post-collision-interaction (PCI). PCI would cause the forward peak to shift towards ξ=90°as is seen in the data. PCI would also be expected to shift the backward peak towards ξ=90°, although this cannot be confirmed in the data as the peak is beyond the angular range measured in this experiment. This trend is much clearer in the present data compared to that from the 1b 1 state measured at higher energies [4] . The only difference between the two theoretical calculations shown in the figure is that M3DW contains PCI to all orders of perturbation theory while MDW only has PCI to first order, and it is clearly seen that PCI shifts the forward and backward peaks towards ξ=90°as would be expected.
However, it appears that PCI is too strongly represented in the M3DW since the peak positions of the MDW are closer to the experimental data.
Interestingly, the best agreement between experimental data and theory is at the lowest energy, where the experimental data and MDW model are in excellent agreement for the forward peak.
This agreement diminishes as the energy increases, which is unexpected since the MDW model is usually more accurate at higher energies. Therefore, the agreement observed in this case is most likely fortuitous.
Symmetric Non-Coplanar Kinematics
A key advantage of the spectrometer in Manchester is the ability to measure data for kinematics in non-coplanar geometries. Non-coplanar measurements were hence taken here with both outgoing electrons having an energy of 10eV. As seen in figure 1 , the geometry adopted in this spectrometer provides a common normalization point (ξ 1 = ξ 2 = 90°) for all gun angles ψ, which allows ALL data at a given energy to be referenced to a common point. For the current measurements, the data at ψ = 0°have been normalized to a maximum intensity of unity, as before. The value of the TDCS at ξ = 90°is then used to re-normalize the remaining data. For the corresponding theoretical model, the coplanar TDCS has also been normalized to unity for both MDW and M3DW models. This scaling factor is then applied to all subsequent data sets at the various gun angles.
The experimental data in figure 4 show a clear trend indicating the forward and backward peaks diminish in magnitude as the angle of the electron gun increases from ψ = 0°to 90°. The TDCS measured in the perpendicular plane is almost constant over all angles ξ, which is very different to what is observed for atomic targets. The data contrasts strongly with the theoretical models for the larger gun angles ψ, where the theories predict significantly more structure than is seen in the data. The progression in both models shows a decrease in cross section from ψ = 0°to 45°, after which the intensity once again increases. Neither model accurately predicts the results that have been obtained experimentally.
The results found here are in strong contrast to what we have found earlier for H 2 [27] . For that case, excellent agreement between theory and experiment was found for the perpendicular plane and the agreement was not nearly as satisfactory in the scattering plane (ψ = 0°), yet here we find better agreement in this plane than the perpendicular plane. Also Al-Hagan et al. [27] , predicted that molecules which have a nuclei at the center of mass should have a TDCS with three peaks at 45°, 90°, and 135°in the perpendicular plane. The 45°and 135°peaks would be a result of elastic scattering of the projectile with the target bringing the projectile into the perpendicular plane followed by a binary electron-electron collision. The 90°peak should result from elastic scattering of the projectile with the target bringing the projectile into the perpendicular plane, followed by binary electron-electron collision, and finally a 180°backscattering of one of the electrons from the nuclei at the center of mass. While this prediction was verified for CO 2 , here for H 2 O theory is consistent with the prediction while experiment shows almost no structure at all for the perpendicular plane.
Unequal Energy Sharing, Coplanar and Perpendicular Geometries
The final kinematic configuration investigated here used symmetric geometries and 20eV excess energy as above, however in this case the data are for unequal energy sharing between the outgoing electrons. The data were only taken for coplanar (ψ =0°) and perpendicular plane (ψ =90°) geometries, so as to contrast differences in these two extremes. Figure 5a and 5b
reproduce the data in figure 3 at these angles when E 1 =10eV and E 2 =10eV, figures 5c and 5d
show data for E 1 =5eV and E 2 =15eV, while figures 5e and 5f show results for E 1 =2eV and E 2 =18eV. The theoretical calculations using the M3DW and MDW models are also shown, where once again the data and theory have been normalized to unity at the peak in the coplanar geometry.
The key differences that can be seen in these data for the coplanar geometry are that the forward peak moves to a smaller angle as the energy asymmetry increases, as might be expected from post-collisional interactions. Again for the backward peak, there is not enough data to see this effect at high angles. There also appears to be a narrowing in the main forward peak as the asymmetry increases, with a new shoulder appearing around ξ = 60°. The minimum around 90°in this geometry does not change substantially as the energy sharing changes.
The M3DW and MDW calculations in the coplanar geometry predict the relative magnitudes of the forward and backward peaks for the highest asymmetry, but again the MDW is in better agreement with the experimental peak positions, which is surprising. The position of the minimum is predicted well in all cases, however not the relative magnitude.
In the perpendicular plane the experimental cross section becomes almost completely featureless at the highest asymmetry, although none of the data show any significant structure. This contrasts markedly with the calculations, which predict clear triple peaks in the perpendicular plane that change magnitude only marginally with the asymmetry. The magnitude of the data for equal energy sharing is approximated by the calculation, but this agreement is less satisfactory as the asymmetry increases.
Conclusions
Experimental (e,2e) data for the ionization of water at low energies in both coplanar and noncoplanar geometries have been compared with state of the art theoretical results derived from distorted wave models. The theory models the molecules in a spherically averaged basis to allow for the random orientation of the target in the experiments, and considers the effects of postcollisional interactions.
Agreement between theory and experiment is mixed, and rather surprisingly gives best results at low energies, where it might be expected that the approximations are least accurate. The results using the full M3DW model (which includes PCI to all orders) appears to overestimate the effects of PCI compared to the MDW theory which only includes PCI to first order. This is particularly seen for coplanar symmetric data 4eV above threshold, where the forward peak is reproduced more accurately using the MDW calculation.
For non-coplanar measurements the comparison between theory and experiment becomes poorer as the gun angle increases, in contrast to previous results from H 2 which show the opposite trend.
This discrepancy is seen both for equal energy and for non-equal energy data, which have been taken in coplanar and perpendicular geometries. The experimental results for both equal and nonequal energy sharing in the perpendicular plane show almost no structure, whereas the theoretical calculations predict that three clearly defined lobes should be seen.
It is clear from these results that significant discrepancies remain between the models and the experimental data for this important target. These differences may be arising from the approximations made in calculating the spherically averaged wave-function input to the model, as are used to emulate the random orientation of the targets in the experiment. The results clearly highlight the need for both experiment and theory to provide more exacting data. From the experimental side, it is clearly important to orient the target prior to the collision occurring, whereas theory needs to perform more exacting calculations using a fixed molecular axis, before summing over all possible orientations of the targets so as to yield accurate comparison to experiment. We are considering techniques to try to solve these experimental difficulties, and are investigating the computational challenges that must be overcome to provide more exact theoretical results. It is hoped that in the near future improvements will be forthcoming in both areas, so that robust models of these more complex molecular targets can be derived. were adopted for these data with unequal energy sharing kinematics. Both coplanar and perpendicular geometries were utilised. In all plots the excess energy is 20eV, with the outgoing electron energies as shown. The electron gun angle ψ is also shown on the respective plots.
