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1. Introduction
Let N ≥ 2 be a positive integer and q > 1 be a fixed real number. Consider the system of linear second-order differential
equations
cn
d2un(t)
dt2
= rn dun(t)dt + an−1un−1(t)+ bnun(t)+ qanun+1(t), n ∈ {0, 1, . . . ,N − 1} , t ≥ 0, (1.1)
with the boundary conditions
u−1(t) = 0, uN(t)+ huN−1(t) = 0, t ≥ 0, (1.2)
and the initial conditions
un(0) = fn, dun(0)dt = gn, n ∈ {0, 1, . . . ,N − 1} , (1.3)
where {un(t)}Nn=−1 is a desired solution, fn, gn (n = 0, 1, . . . ,N−1) are given complex numbers, the coefficients cn, rn, an, bn
of Eq. (1.1) and the number h in the boundary conditions (1.2) are real, and
an 6= 0, cn > 0, (1.4)
b0 − q |a0| ≥ 0, bN−1 − hqaN−1 − |aN−2| ≥ 0,
bn − |an−1| − q |an| ≥ 0, n ∈ {1, 2, . . . ,N − 2} , (1.5)
with strict inequality in at least one relation of (1.5).
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If {un(t)}Nn=−1 is a solution of the problem (1.1)–(1.3), then taking the boundary conditions (1.2) into account, we have
c0
d2u0(t)
dt2
= r0 du0(t)dt + b0u0(t)+ qa0u1(t),
cn
d2u(t)
dt2
= rn dun(t)dt + an−1un−1(t)+ bnun(t)+ qanun+1(t), n = 1, 2, . . . ,N − 2, (1.6)
cN−1
d2uN−1(t)
dt2
= rN−1 duN−1(t)dt + aN−2uN−2(t)+ (bN−1 − hqaN−1)uN−1(t).
Consequently, finding a solution {un(t)}Nn=−1 of problem (1.1)–(1.3) is equivalent to the problem of finding a solution
{un(t)}N−1n=0 of system (1.6) that satisfies the initial conditions (1.3). Using the column vectors f = {fn}N−1n=0 , g = {gn}N−1n=0 , the
column vector-function u(t) = {un(t)}N−1n=0 , and the matrices
C = diag {c0, c1, . . . , cN−1} , R = diag {r0, r1, . . . , rN−1} ,
J =

b0 qa0 0 · · · 0 0 0
a0 b1 qa1 · · · 0 0 0
0 a1 b2 · · · 0 0 0
...
...
...
. . .
...
...
...
0 0 0 · · · bN−3 qaN−3 0
0 0 0 · · · aN−3 bN−2 qaN−2
0 0 0 · · · 0 aN−2 bN−1 − hqaN−1

, (1.7)
we can write problem (1.6) and (1.3) in the form
C
d2u(t)
dt2
= Rdu(t)
dt
+ Ju(t), 0 ≤ t <∞, (1.8)
u(0) = f , du(0)
dt
= g. (1.9)
Thus the initial boundary value problem (1.1)–(1.3) is equivalent to the initial value problem (1.8) and (1.9), that is, if
{un(t)}Nn=−1 is a solution of problem (1.1)–(1.3), then the vector-function u(t) = {un(t)}N−1n=0 forms a solution of problem
(1.8), (1.9), and conversely, if u(t) = {un(t)}N−1n=0 is a solution of (1.8), (1.9), then {un(t)}Nn=−1, where u−1(t) = 0 and
uN(t) = −huN−1(t), forms a solution of problem (1.1)–(1.3).
It is well known that a problem of the kind (1.8), (1.9) which can be written in the form of a first-order linear system has
a unique solution. Our main problem in this work is to investigate the structure of the solution, that is, to give an effective
formula for it.
We seek a nontrivial solution of Eq. (1.8) which has the form
u(t) = eλty, (1.10)
where λ is a complex constant, and y is a constant vector (an element of the space CN ) which depends upon λ and which
we desire to be nontrivial, that is, not equal to 0, the null vector. Substituting (1.10) into (1.8), we obtain
(λ2C − λR− J)y = 0. (1.11)
Definition 1. A complex number λ0 is said to be an eigenvalue of Eq. (1.11) (or of the quadratic pencil λ2C − λR − J) if
there exists a nonzero vector y ∈ CN satisfying Eq. (1.11) for λ = λ0. The vector y is called an eigenvector of Eq. (1.11),
corresponding to the eigenvalue λ0.
Thus the vector-function (1.10) is a nontrivial solution of Eq. (1.8) if and only if λ is an eigenvalue and y is a corresponding
eigenvector of Eq. (1.11).
Note that Eq. (1.11) is equivalent to the boundary value problem
(λ2cn − λrn − bn)yn − an−1yn−1 − qanyn+1 = 0, n = 0, 1, . . . ,N − 1, (1.12)
y−1 = 0, yN + hyN−1 = 0, (1.13)
that is, if {yn}Nn=−1 is a solution of problem (1.12), (1.13), then the vector y = {yn}N−1n=0 forms a solution of Eq. (1.11), and
conversely, if y = {yn}N−1n=0 is a solution of (1.11), then {yn}Nn=−1, where y−1 = 0 and yN = −hyN−1, forms a solution of
problem (1.12), (1.13).
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Let us denote by λ1, . . . , λm all the eigenvalues of Eq. (1.11), and by y(1), . . . , y(m) the corresponding eigenvectors. Then
by the linearity of Eq. (1.8) the vector-function
u(t) =
m∑
j=1
αjeλjty(j) (1.14)
will also be a solution of Eq. (1.8), where α1, . . . , αm are arbitrary constants independent of t . Now we must try to choose
the constants αj so that (1.14) will also satisfy the initial conditions (1.9):
m∑
j=1
αjy(j) = f ,
m∑
j=1
αjλjy(j) = g. (1.15)
Do there exist such constants αj? In connection with this question we give the following definition.
Definition 2. If for the arbitrary vectors f , g ∈ CN the expansions (1.15) hold with the same coefficients αj (j = 1, . . . ,m)
in both expansions, then we will say that the eigenvectors y(1), . . . , y(m) of Eq. (1.11) form a twofold basis in CN . (For a
generalization of this definition see [1, Chapter 5, Sec. 9])
Thus the problem (1.8), (1.9) will for arbitrary f , g ∈ CN have a solution of the form (1.14), where λ1, . . . , λm are the
eigenvalues and y(1), . . . , y(m) are the corresponding eigenvectors of Eq. (1.11), if the vectors y(1), . . . , y(m) form a twofold
basis in CN .
In this work we show that the eigenvectors of Eq. (1.11) form a twofold basis in CN . We also find formulas for the
coefficients αj in (1.15). The work is organized as follows. In Section 2, we present some needed facts about second-
order self-adjoint q-difference equations. In Section 3, reality of the eigenvalues and ‘‘orthogonality’’ of the eigenvectors
are established. Section 4 contains further properties of the eigenvalues and eigenvectors. In Section 5, we prove that the
eigenvectors form a twofold basis. Finally, in Section 6, using the results obtained for the eigenvalue problem, we present an
effective formula for the solution of the corresponding system of differential equationswith boundary and initial conditions.
Note that a comprehensive treatment of the general matrix polynomials to which our quadratic pencil λ2C − λR − J
belongs is given in [2]. However, due to the special structure (1.7) of the matrices C, R and J , and the conditions (1.4), (1.5),
we have succeeded in getting, in this work, more specific results. Similar problems involving usual difference equations
(q = 1) were investigated earlier in [3,4].
2. Second-order self-adjoint q-difference equations
For the definition of q-derivative and a treatment of q-calculus we refer the reader to [5]. The theorems given below in
this section and connected to second-order self-adjoint q-difference equations are similar to those for usual second-order
difference equations [6] and are not difficult to verify.
Definition 3. Let q > 1 be a fixed real number and
qZ = {qn : n ∈ Z} = {. . . , q−2, q−1, q0, q1, q2, . . .} .
Let y(x) be a complex-valued function defined for x ∈ qZ. The ‘‘q-difference’’ operator Dq is defined by
Dqy(x) = y(qx)− y(x)
(q− 1)x , x ∈ q
Z. (2.1)
The expression in (2.1) is called the q- derivative of the function y at x.
Let p(x) and r(x) be given functions defined on qZ with p(x) 6= 0 for all x ∈ qZ. The second-order self-adjoint linear
homogeneous q-difference equation is defined to be
Dq
[
p
(
x
q
)
Dqy
(
x
q
)]
+ r(x)y(x) = 0, x ∈ qZ, (2.2)
where y(x) is a desired solution.
We can also write Eq. (2.2) in the form
a
(
x
q
)
y
(
x
q
)
+ b(x)y(x)+ qa(x)y(qx) = 0, x ∈ qZ, (2.3)
where
a(x) = p(x)
(q− 1)2q2x2 , b(x) = r(x)− qa(x)− a
(
x
q
)
.
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Setting x = qn (n ∈ Z) in Eq. (2.3) and defining an = a(qn), bn = b(qn), yn = y(qn) for n ∈ Z,we get
an−1yn−1 + bnyn + qanyn+1 = 0, n ∈ Z. (2.4)
Further we will deal with equations of the form (2.4). Note that Eq. (1.12) has the form of Eq. (2.4).
Take a fixed integer n0 ∈ Z and consider the initial conditions
yn0 = c0, yn0+1 = c1, (2.5)
where c0 and c1 are given numbers.
Theorem 1 (Existence and Uniqueness Theorem). The initial value problem (IVP) (2.4), (2.5) has exactly one solution y = (yn).
Theorem 2. Eq. (2.4) has two linearly independent solutions and every solution of Eq. (2.4) is a linear combination of these
solutions.
3. Reality of the eigenvalues; orthogonality relations for the eigenvectors
In this section we establish some properties of the eigenvalues and eigenvectors of problem (1.11) assuming that there
exist eigenvalues and eigenvectors. Existence of the eigenvalues and eigenvectors and their further properties will be
established in the next section.
Consider the eigenvalue problem (1.11), where the matrices C, R, and J have the form (1.7), and we assume that the
conditions (1.4), (1.5) are satisfied.
We will investigate the Eq. (1.11) in the linear space
CN = {y = (yn)N−1n=0 : yn ∈ C, n = 0, 1, . . . ,N − 1}
with the inner product
(y, z)q =
N−1∑
n=0
qnynzn, (3.1)
where C denotes the set of complex numbers, the bar over a number denotes complex conjugation.
The following two lemmas are not difficult to prove.
Lemma 1. The matrices C, R, and J are self-adjoint with respect to the inner product (3.1), that is, each of them satisfies the
relation
(Ty, z)q = (y, Tz)q, ∀y, z ∈ CN .
Lemma 2. The matrices C and J are positive:
(Cy, y)q > 0, (Jy, y)q > 0, ∀y ∈ CN , y 6= 0.
Note that the positiveness of J follows from the condition (1.5) by virtue of the following equality: for any real vector
y = {yn}N−1n=0 ∈ RN ,
(Jy, y)q = (b0 − q |a0|)y20 + qN−1(bN−1 − hqaN−1 − |aN−2|)y2N−1
+
N−2∑
n=1
qn(bn − |an−1| − q |an|)y2n +
N−1∑
n=1
qn |an−1| (yn−1 ± yn)2,
where the± sign in (yn−1 ± yn)2 is taken to be that of an−1.
Theorem 3. Each eigenvalue λ of Eq. (1.11) is real, nonzero and has the same sign as
2λ(Cy, y)q − (Ry, y)q 6= 0, (3.2)
where y is an eigenvector corresponding to λ.
Proof. Let the complex number λ be an eigenvalue of Eq. (1.11) and y = {yn}N−1n=0 6= 0 be a corresponding eigenvector. By
forming the inner product of both sides of Eq. (1.11) with the vector y, we get
λ2(Cy, y)q − λ(Ry, y)q − (Jy, y)q = 0. (3.3)
A. Huseynov, E. Bairamov / Applied Mathematics Letters 22 (2009) 521–527 525
Since, by Lemma 2, (Jy, y)q > 0, we get from (3.3) that λ 6= 0. Also, since (Cy, y)q > 0, we have
λ =
(Ry, y)q ±
√
(Ry, y)2q + 4(Cy, y)q(Jy, y)q
2(Cy, y)q
. (3.4)
Since (Ry, y)q is real by Lemma 1 and (Ry, y)2q + 4(Cy, y)q(Jy, y)q > 0, we get from (3.4) that λ is real. Further, the product
of λwith the expression 2λ(Cy, y)q − (Ry, y)q is, by (3.3),
λ
[
2λ(Cy, y)q − (Ry, y)q
] = λ2(Cy, y)q + (Jy, y)q > 0,
so (3.2) holds and the sign of λ is the same as the sign of the expression in (3.2). The theorem is proved. 
Theorem 4. The eigenvectors y and z of Eq. (1.11) corresponding to the distinct eigenvalues λ and µ, respectively, satisfy the
‘‘orthogonality’’ relations
(λ+ µ)(Cy, z)− (Ry, z) = 0,
λµ(Cy, z)+ (Jy, z) = 0, λµ(Ry, z)+ (λ+ µ)(Jy, z) = 0. (3.5)
Proof. Multiplying in the sense of the inner product the first of the equalities
λ2Cy− λRy− Jy = 0, µ2Cz − µRz − Jz = 0
from the right by z and the second one from the left by y, and using the reality of the eigenvalues and Lemma 1, we get
λ2(Cy, z)q − λ(Ry, z)q − (Jy, z)q = 0, µ2(Cy, z)q − µ(Ry, z)q − (Jy, z)q = 0.
Eliminating from these two equalities in turn (Cy, z), (Ry, z), and (Jy, z)we obtain respectively the ‘‘orthogonality’’ relations
indicated in the lemma. 
4. Characteristic function; existence of eigenvalues
To investigate the existence and further properties of the eigenvalues and eigenvectors of Eq. (1.11) we note that
Eq. (1.11) is equivalent to the problem of finding a vector {yn}Nn=−1 that satisfies the boundary value problem (1.12), (1.13).
We define the solution y = {ϕn(λ)}Nn=−1 of Eq. (1.12) satisfying the initial conditions
ϕ−1(λ) = 0, ϕ0(λ) = 1. (4.1)
Using (4.1), we can recursively find ϕn(λ), n = 1, 2, . . . ,N , from the Eq. (1.12) and ϕn(λ)will be a polynomial in λ of degree
2n. It is easy to see that every solution {yn(λ)}Nn=−1 of Eq. (1.12) satisfying the initial condition y−1 = 0 is equal to {ϕn(λ)}Nn=−1
up to a constant factor: yn(λ) = αϕn(λ), n = −1, 0, 1, . . . ,N. Hence yN(λ) + hyN−1(λ) = α [ϕN(λ)+ hϕN−1(λ)].
Consequently setting
χ(λ) = ϕN(λ)+ hϕN−1(λ), (4.2)
we have the following lemma.
Lemma 3. The eigenvalues of Eq. (1.11) are roots of the recursively constructed polynomial χ(λ) defined by (4.2). To each
eigenvalue λ0 there corresponds up to a constant factor, a single eigenvector, which can be taken to be the vector {ϕn(λ0)}N−1n=0 .
The function χ(λ) is called the characteristic function of problem (1.12), (1.13) (or of (1.11)).
Lemma 4. There exist 2N distinct eigenvalues.
Proof. Sinceϕn(λ) for each n is a polynomial of degree 2n,wehave by (4.2) thatχ(λ) is a polynomial of degree 2N. Therefore
χ(λ) has 2N roots. Now we show that the roots of χ(λ) are simple. Hence the statement of the lemma will follow.
Differentiating the equation
(λ2cn − λrn − bn)ϕn(λ)− an−1ϕn−1(λ)− qanϕn+1(λ) = 0
with respect to λ, we get
(2λcn − rn)ϕn(λ)+ (λ2cn − λrn − bn)ϕ˙n(λ)− an−1ϕ˙n−1(λ)− qanϕ˙n+1(λ) = 0,
where the dot over the function indicates the derivative with respect to λ. Multiplying the first equation by ϕ˙n(λ) and the
second one by ϕn(λ), and subtracting the left and right members of the resulting equations, we get
(2λcn − rn)ϕ2n(λ)+ an−1 [ϕn−1(λ)ϕ˙n(λ)− ϕ˙n−1(λ)ϕn(λ)]− qan [ϕn(λ)ϕ˙n41(λ)− ϕ˙n(λ)ϕn+1(λ)] = 0.
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Summing the last equation multiplied by qn for the values n = 0, 1, . . . ,m (m ≤ N − 1) and using the initial conditions
(4.1), we get
qm+1am [ϕm(λ)ϕ˙m+1(λ)− ϕ˙m(λ)ϕm+1(λ)] =
m∑
n=0
qn(2λcn − rn)ϕ2n(λ). (4.3)
Let us assumeχ(λ0) = 0. In particular, setting in (4.3),m = N−1 andλ = λ0, and using the equalityϕN(λ0) = −hϕN−1(λ0),
which follows from the assumption χ(λ0) = 0, we have
qNaN−1χ˙(λ0)ϕN+1(λ0) =
N−1∑
n=0
qn(2λ0cn − rn)ϕ2n(λ0). (4.4)
The right-hand side of (4.4) is not zero by virtue of Theorem 3. Consequently χ˙(λ0) 6= 0, that is, the root λ0 of the function
χ(λ) is simple. 
We can summarize the results obtained above in the following theorem:
Theorem 5. The Eq. (1.11) has precisely 2N real distinct eigenvalues λj (j = 1, . . . , 2N). These eigenvalues are different
from zero. To each eigenvalue λj there corresponds, up to a constant factor, a single eigenvector which can be taken to be
ϕ(j) = {ϕn(λj)}N−1n=0 , where {ϕn(λ)}Nn=−1 is the solution of Eq. (1.12) satisfying initial conditions (4.1).
5. A twofold basis generated by the eigenvectors
Now we prove that eigenvectors of Eq. (1.11) form a twofold basis.
Theorem 6. The eigenvectors of Eq. (1.11) form a twofold basis in CN , that is, if ϕ(1), . . . , ϕ(2N) are the eigenvectors
corresponding to the eigenvalues λ1, . . . , λ2N , respectively, then the vectors Φj =
[
ϕ(j), λjϕ
(j)
] ∈ CN × CN (j = 1, . . . , 2N)
form a basis for CN × CN .
Proof. Consider the linear space CN × CN of vectors denoted by [y, z], where y, z ∈ CN . Define on this space the bilinear
form by the formula
〈[y, z] , [u, v]〉 = (Cy, v)q + (Cz, u)q − (Ry, u)q, (5.1)
where (., .)q in the right-hand side denotes the inner product in CN defined by formula (3.1).
Note that the formula (5.1) does not define an inner product in the space CN × CN , since for nonzero vectors [y, z] the
numbers 〈[y, z] , [y, z]〉 are not necessarily positive (they may also be zero or negative).
In view of the first formula of (3.5) the vectors Φj =
[
ϕ(j), λjϕ
(j)
]
, j = 1, . . . , 2N , are orthogonal with respect to the
bilinear form 〈., .〉:〈
Φj,Φl
〉 = 0, j 6= l. (5.2)
Further, it is remarkable that, by virtue of Theorem 3,
ρj =
〈
Φj,Φj
〉 = 2λj(Cϕ(j), ϕ(j))q − (Rϕ(j), ϕ(j))q 6= 0 (5.3)
and the sign of ρj coincides with the sign of λj.
From (5.2) and (5.3) it follows thatΦ1, . . . ,Φ2N are linearly independent in space CN ×CN . Since the number of them is
equal to 2N and dim(CN × CN) = 2N , they form a basis for the space CN × CN . The theorem is proved. 
By Theorem 6, for an arbitrary vector [f , g] that belongs to CN × CN we have the unique expansion
[f , g] =
2N∑
j=1
αjΦj, i.e., f =
2N∑
j=1
αjϕ
(j), g =
2N∑
j=1
αjλjϕ
(j),
and
αj = 1
ρj
〈
[f , g] ,Φj
〉 = 1
ρj
{
λj(Cf , ϕ(j))q + (Cg, ϕ(j))q − (Rf , ϕ(j))q
}
, (5.4)
where ρj is defined by formula (5.3).
6. Application
Here we give an application of the results obtained above.
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Theorem 7. The boundary initial value problem (1.1)–(1.3) has a unique solution {un(t)}Nn=−1 that is representable in the form
un(t) =
2N∑
j=1
αjeλjtϕn(λj), n = −1, 0, 1, . . . ,N,
in which λ1, . . . , λ2N are the eigenvalues of Eq. (1.11), and {ϕn(λ)}Nn=−1 is the solution of Eq. (1.12) satisfying initial conditions
(4.1). Further, the coefficients α1, . . . , α2N are defined by formulas (5.3) and (5.4).
Proof of the theorem follows from the explanation given in the Introduction and from Theorem 6.
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