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Abstract 
 
According to the trading records over decades, Taiwanese economy seems to be long 
dependent on the U.S. market and hence it is suggested that exchange rate uncertainty has a 
long-term effect on exports. The proxy of volatility in this study is measured using three 
techniques including the GARCH (1,1) procedure, the ordinary moving average method and a 
moving average standard deviation approach. The real exchange rate is employed throughout the 
study in order to reflect the property of the exchange rate over time. A striking result is found in 
this study. 
 Whereas the long-term relationship between economic fundamentals and the export 
volume at both of aggregate and disaggregated levels is suggested by Johansens cointegration 
approach, a further cointegration test using ARDL procedure largely disapproves the result. As a 
result, exchange rate volatility contributes minimal impact to the export volumes irrespective of 
the method by which it is derived from, and also ambiguous long-term relationship is discovered 
during various tests. The result tends to reject the hypotheses that exchange rate volatility is of 
significant effect on Taiwans economy and that the economic fundamentals have long-term 
relationship with export volumes to the U.S. market. 
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I. Introduction 
 
According to economic growth theories that have been heavily discussed for decades, the 
openness of a countrys economy often has an essential impact on its economic growth. What has 
been continually brought to the fore as one of the fundamentals is international trade, the 
importance of which has been recognised by many, if not all, economists, including Adam Smith 
(1723-1790) in the 18
th
 Century. Needless to say, trading plays a decisive role in a countrys 
economy. The significant influences are especially stressed in terms of developing countries that 
generally have comparative advantages in a few primary products (Barro, 1997). Policymakers 
have tried desperately to expedite the development of international trade by establishing 
agreements, alliances and so forth. Beyond the point of amalgamation, trading volumes are in the 
meantime vulnerable to many factors, the real national income (Mundell, 1968) and diverse 
exchange rate regimes are typically two of them.  
Although it seems not too difficult a question to ask about a better fitting exchange rate 
regime, there is never a shortage of debate on this subject. Friedman (1953), among others, 
highlights that floating the exchange rate is crucial to the promotion of the national economy. In 
all probability, this school of thought may inevitably contributes to the atmosphere of increasing 
favour towards more flexible exchange rates (Krugman, cited in The Concise Encyclopedia of 
Economics [online]), which eventually leads to the collapse of the Bretton Woods agreement in 
1973. During the episode, in spite of various voices, the idea of floating exchange rate system 
seemed to be dominantly accepted, especially for the industrial countries. The overwhelming 
trend had a contagious effect and Taiwan did not avoid taking part in the structural reformation.  
Instead of primary goods that typically form the major composition of exports from 
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natural-resource-rich developing countries, the motivation for the trading activities in Taiwan 
usually specialises primarily in exporting manufacturing, the proportions of which have been 
augmented steadily since the 1970s onward (Ito et al., 1996). Being a small open economy and 
constrained by innate attributes, Taiwan is therefore bound to prosper in the economy by 
aggressively promoting trading activities. On the way to becoming a fast growing country, 
Taiwan used to peg its currency, the Taiwan Dollar (TWD), to the currency of its major trading 
partner, the United States, in order to stabilise the economy after the war with the Communists
1
. 
As more and more countries embrace the floating system and the number of Taiwans trading 
partners proliferates, the pegging system was later given up and a single and managed floating 
system was adopted in 1978; fluctuations between r2.25% were maintained. All along, Taiwans 
trading activities with the US have accounted for the largest source of their current account 
surplus. With an attempt to rectify the increasing surplus and to proceed to be a member of the 
World of Trade Organisation (WTO), the central bank of Taiwan floated the currency in April of 
1989. Since then, government intervention would be minimised to the extent that the authorities 
would not get involved unless the investment environment was threatened so critically that 
investors confidence was potentially dampened and that the economy may be brought to serious 
distress. 
 Effectively, in the event of the East Asian financial crisis, the central bank of Taiwan did 
try to moderate the impact of speculative attacks when the market started to overreact to the 
commencement of the Thailand crisis in July 1997, due to panic and pessimism. After drawing 
down the foreign reserve for billions of US dollars, the governors realised the danger and let the 
                                                 
1 The war involved Communists which later became the current governance of the Peoples Republic of China 
(China) and the Kuomintang (KMT) that retreated into exile in Taiwan and held the reigns of the government of 
Taiwan, Republic of China till 2000 before its largest opposition party, Democratic Progressive Party (DPP), won 
the presidential election. 
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market decide the price autonomously, since mid October of the same year. It is repeatedly said 
that the floating system saved Taiwan from being severely attacked in the crises and that 
Taiwans relatively healthy economic environment was attributed to a swift return to the 
equilibrium (Chou, 1998, available at: http://www.moea.gov.tw/~ecobook/season/sab11.htm), 
although the exchange rate did devalue dramatically during the period (see Appendix for Fig. 1).  
Ever since floating exchange rate system was adopted, the current account surplus ceases 
to increase. Nevertheless, partly due to some preceding fair-trade agreements, such as an accord 
to uphold low tariff, the United States has remained as the most important trading partner to 
Taiwan, especially in terms of exports
2
. Therefore, from intuition and being suggestive to 
economic data, the Taiwanese economy has been highly dependant on the US market (Naughton, 
1997). Hypothetically, volatility of the USD ought to play a significant role as a determinant of 
Taiwans exports to the United States, which has an indirect impact on the Taiwanese economy. 
 Aiming to supplement the majority of existing literature that discuss the impact of 
exchange rate volatility on developed countries, such as the G7 (now G8) or EU, the focus of this 
paper is to provide an empirical study of a developing country by examining the relationship 
between real exchange rate volatility and the export volume from Taiwan to the United States. In 
addition, to investigate the linkage between the volume of exports and some other factors, this 
paper takes a broader view to incorporate the frequently discussed variables, namely, the income 
and the real exchange rate. In terms of the data selection, monthly aggregate and sectoral data 
ranging from January 1989 to April 2005 will be employed. Some months may be lost from the 
data due to necessity of lags during the process of computation.  
The augmented Dickey-Fuller (ADF) test is employed for the unit root test to examine the 
                                                 
2 The United States is ranked as the 2nd largest importer to Taiwan (The 1st one is Japan) for the first half of the year 
in 2005. Data is available from the Department of Statistics, Ministry of Economic Affairs, Taiwan, R.O.C.. [URL: 
http://2k3dmz2.moea.gov.tw/gnweb/main.aspx?Page=C]  
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stationarity of all data series including the volume of exports, the national income of the U.S.A., 
the real exchange rate and the proxies of real exchange rate volatility. Because variability of the 
real exchange rate is not readily available data, empirical studies derive the proxy from various 
methods to proceed with the investigation. In addition to two commonly used methods, the 
moving average standard deviation (MASD) of the growth rate of the real exchange rate and the 
generalised autoregressive conditional heteroscedasticity (GARCH) process, this study also 
applies the ordinary moving average method which derives the standard deviation from the 
variance of data. The reason why to employ the procedure that is usually seen in calculation of 
stock price volatility is because the MASD method which frequently appears in studies on this 
subject seems to smooth out the volatility effect over time too much. Therefore, with the hope to 
present a real picture, besides the model from the literature, this paper takes a different approach 
to conduct the valuation. With the proxies readied, the long-term relationship between the 
dependent variable and the independent variables is examined by the well-known Johansen 
cointegration approach, and the newly developed autoregressive distributed lag (ARDL) 
approach. 
The remainder of this paper is structured as follows. Section II will review the associated 
literature of both theories and empirical studies. Section III then discusses the model 
specification and the methodological framework in detail. The source of the data and the features 
are described in the following section. An analysis of the result will be presented in section V, 
followed by a conclusion in section VI. 
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II. Literature Review 
 
The topic concerning the impact of exchange rate volatility on the economy has long been 
the core of heated debates, especially during the 1970s and in later years when global economies 
were implementing different exchange rate regimes. It is generally agreed that exchange rates 
have a certain impact on a countrys economy. Hence, the question as to how the exchange rate is 
determined has been brought to the intensive attention of many people in the hope of discovering 
solutions to minimise economic volatility. This section begins with elementary theories in 
relation to the scope of this paper, followed by a discussion that will emerge from the influential 
literature, with reference to the impact of exchange rate uncertainty on economic growth. Some 
highlights of the models specification in past empirical studies are of interest for discussion. 
 
The School of Exchange Rate Determinism 
The most fundamental idea regarding exchange rate behaviour is the law of one price, that 
is, even if goods are produced in two different countries, as long as the output is identical and the 
transportation costs the same, and trade barriers diminish (to the extent that minimal influence is 
exerted), then the price of the goods should not be altered by the origins of production; in fact, it 
should theoretically fall into the same level throughout the world (Mishkin, 2004). This is the 
assumption being tested by the most prominent theory developed in the field by Wheatly (1803) 
and Ricardo (1811), known as the theory of purchasing power parity (PPP). It is built on the 
ground that no transaction costs, tariffs and trade barriers exist; in addition, the information is 
equally made available to everyone. Based on the assumption given, the principle is that the 
exchange rates between any two countries are subject to changes in the economic performance of 
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the countries, so as to maintain price levels; ultimately, the purchasing power of one currency is 
of no difference to the other. However, the PPP theory has often been criticised for its failure to 
effectively predict the trend of exchange rates, due to its de facto unrealistic assumption of a 
completely efficient market.  
Balassa (1964) raises a modified premise of the PPP theory which has been accepted as 
relative PPP. The relative PPP theory takes relative inflation rates of the two countries under 
estimation into consideration to make an adjustment, suggesting that the rate of depreciation of a 
countrys currency is equal to the difference between the inflation rate of the domestic market 
and that of the foreign market. Even so, empirical studies found themselves failing to find 
enough support for the relative PPP theory in the short term, primarily because it ignores many 
details that supposedly have an equal impact on the economy like the inflation rate. Nevertheless, 
the propensity that the relative PPP theory holds in the long term is generally agreed upon 
(Eiteman et al., 2004, Mishikin, 2004).  
The ability of the theory to capture the excessive volatility in an economy is examined by 
Flood and Rose (1999) who derive a model composed of the asset market equilibrium and a PPP 
condition in the following structure:  
ttttt iypm HDE     (2.1) 
tttt pep X     (2.2)   
where,  
tm  denotes the domestic stock of money at time t.  
p  is the price level. 
y  is real output. 
i  is the interest rate (level). 
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e  is the domestic price of foreign exchange. 
D  and E  are parameters. 
H  represents a shock to the money market. 
X  is a stationary deviation from PPP.  
An asterisk denotes a foreign variable and all variables (except interest rates) are expressed in the 
form of natural logarithms. As the model is built to be structural, the parameters and shocks are 
not prone to policies. Assuming the foreign country has an identical analogue, the model is 
rewritten as: 
tttttt iiyymme )()()()()(
  XXHHDE  (2.3) 
Equation (2.3) presents the exchange rate as a function of the underlying macroeconomic factors, 
namely the differentials of money, output, interest rates and shock, and implies a volatility 
trade-off. Given the fixed exchange rate regime, money, output or interest rates become volatile 
due to the arrival of shocks (H  or X ). In the condition that the exchange rate floats without 
intervention, then the same shocks lead to exchange rate movements. In other words, with no 
artificial adjustments in the underlying macroeconomic fundamentals, hypothetically, the 
excessive effect of shocks is most likely absorbed by the exchange rates. As a result, exchange 
rate volatility that is expressed in the left-hand side of the equation (2.3) reflects the changes in 
the macroeconomic fundamentals in the right-hand side. The authors then conduct two tests in 
order to answer two questions: Do countries with volatile exchange rates also have high 
macroeconomic volatility? and Do periods of volatile exchange rates coincide with periods of 
macroeconomic volatility, for a given country? The former question is attempted by conducting 
a cross-country test among eighteen industrial countries, of which some of their currencies are 
pegged tightly to the Deutsche mark, while others floated freely through the period from Q1 
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1979 to Q4 1996. The finding indicates that exchange rate volatility is enormously different 
across all the countries tested. However, the differences are found with an ambiguous link to 
those in the macroeconomic fundamentals of varied regimes, since both stable and unstable 
exchange rates correspond to similar macroeconomic volatility. 
     The later question is approached with a time series analysis based on quarterly data 
collected from twenty OECD countries during the period from 1959 to 1996. The result shows 
that although exchange rate volatility of the dollar, among other currencies, has drastically 
amplified soon after the breakdown of Bretton Woods agreement in 1973, no comparable 
movement is found in the behaviour of the underlying macroeconomic fundamentals. The 
authors continue to raise the idea that different assumptions, for example, allowing for sticky 
prices, more complicated asset market conditions, and so on, can change nothing but the nature 
of those macroeconomic factors. Alternatively, changes in the specification do not lead to a 
different result, unless a striking variable that behaves completely differently between the 
regimes of fixed and floating exchange rates can be added into the model, which has not 
appeared in the scope of the literature referred to. The investigation ends with the authors 
conclusion that the relationship between exchange rate volatility and the economy is difficult to 
prove in a linear macroeconomic model.  
The observations for floating exchange rate behaviour mostly consent to the random 
character of exchange rate changes (Mussa, 1990). The most generic form of a random walk 
model can be stated as ,1 ttt PP H   where tP  is the spot rate, 1tP  is the exchange rate in 
the previous period and tH  is an error term which has zero mean and no correlated relationship 
between values. The variance is thus simply tH  and independent of past price changes. The 
summation of successive past errors then gives the value of the current spot rate, which can be 
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written as ¦
 
 
t
i
it aP
1
. Therefore, exchange rate behaviour is described as cumulation of purely 
random changes (Mills, 1993).  
The empirical study undertaken by Meese and Rogoff (1983) suggests that a random walk 
model, that uses the current spot rate as a predictor of all future spot rates, outperforms structural 
models, particularly in the out-of-sample condition. They compare the performance of the 
random walk model with three structural models that are developed from the asset-pricing point 
of view, namely, the flexible-price monetary (Frenkel-Bilson) model, the sticky-price monetary 
(Dornbusch-Frankel) model and the Hooper-Morton model, to generate forecasts at one to twelve 
month horizons for the exchange rates from dollar to pound, mark and yen and trade-weighted 
dollar exchange rates. The three models in asset market approaches are constructed around a 
central idea that foreign exchange and other financial assets have some characteristics in 
common. That is to say, an exchange rate is the relative price of two assets, or explicitly, 
currencies. The current spot exchange rate is determined by all relevant information regarding 
the present courses of the economic fundamentals and in the meantime is forward looking. 
Hence, from this perspective, it is implied that exchange rate volatility is the reflection of 
unexpected changes in the fundamental variables, in reference to the assets price determination 
(Jeong, 2000). 
Starting with the basic idea, the three models are subsumed and re-written in a general 
specification: 
uTBaTBaarrayyammaas eess  
xxxxx
6543210 )()()()( SS  (2.4) 
where,  
s  is the logarithm of the dollar price of the foreign currency, 
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xmm  is the logarithm of the money supply ratio of the U.S. to the foreign country. 
x yy  is the logarithm of the income ratio of the U.S. to the foreign country. 
x ss rr  is the short-term interest rate discrepancy. 
x
 ee SS  is the expected gap of long-term inflation. 
TB  and 
x
TB  are the cumulative U.S. trade balance and foreign trade balances, respectively. 
u  is a disturbance term. 
It is postulated that, ceteris paribus, first-degree homogeneity is found in the exchange rate in the 
comparable money supplies, or 1a =1. In the Frenkel-Bilson model which is built on the 
assumption of PPP, 4a , 5a  and 6a  are controlled to be zero. As the concept of steady 
domestic price adjustment and consequential deviations from PPP are adopted in the 
Dornbusch-Frankel model, only 5a  and 6a  are set to be zero. Moreover, since long-term 
exchange rate changes are assumed in the Hooper-Morton model, no coefficient is constrained to 
be zero.  
     Their statistics are in turn employed to measure the out-of-sample accuracy in three 
equations: mean error (ME), mean absolute error (MAE) and root mean square error (RMSE), 
which are defined as follows: 
mean error = k
s
N
NkstAkstF
k
/)]()([
0
1 ¦
 

    (2.5) 
mean absolute error = k
s
N
NkstAkstF
k
/)()(
0
1 ¦
 

  (2.6) 
root mean square error = 
2/1
2
0
1
/)]()([ ¿¾
½®¯­ ¦ 

k
s
N
NkstAkstF
k
  (2.7) 
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where k  (equal to 1, 3, 6 or 12) stands for the forecast step and kN  denotes the total number 
of forecasts in the projection period for which )(tA  is the actual value and )(tF  is the forecast 
value. The projection starts with period t . The experiment shows that the structural models are 
inferior to the random walk model for predicting future trends, especially at one month horizons. 
 
Controversies over the Effect of Exchange Rate Volatility 
Because the floating exchange rate seems to be by all means more volatile than the fixed 
exchanger rate, the instable nature that can potentially generate a negative impact on trading 
activities has long worried policy makers. On the other hand, it is also considered that the growth 
of an economy may be constrained by the fixed exchange rate. However, the argument that 
exchange rate instability has led to swings in world trade has been found with no systematically 
consistent evidence as the backbone at either theoretical or empirical level (Asseery and Peel, 
1991, Bailey et al., 1987, Côté, 1994, Do÷anlar, 2002, IMF, 1984, 2004, McKenzie, 1999, 
McKenzie and Brooks, 1997, Vita and Abbott, 2004). In the face of the founders of the Bretton 
Woods agreement and some figures who believe that a fixed exchange rate system is more 
effective for stabilising the economy, Friedman (1953) stresses in one of his famous publications 
that it is the flexible exchange rate system that can encourage world trade. His arguments are that 
exchange rates that are free to vary, are in fact highly stable and that economic problems are 
easier to solve in a floating system. What makes the economy volatile is not exchange rate 
variability but endogenous problems. However, some argue that different exchange rate regimes 
have pros and cons in regards to economic growth and that there is no one system which suits all 
(Frankel, 2003).  
Frankel conducts a comprehensive comparative analysis among three empirical studies 
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conducted by Ghosh et al. (2000), Levy-Yeyati and Sturzenegger (2002) and Reinhart and 
Rogoff (2002) on the performance evaluation of different regimes, including the floating 
exchange rate systems, intermediate regimes (for example, currency boards) and fixed exchange 
rate systems. Among them, except Levey-Yeyati and Sturzenegger, whose study includes an 
evaluation of two kinds of regime classification systems; one is defined by the IMF and the other 
is established by the authors themselves, the other two follow the IMF classification. 
Surprisingly, only one of them came to the conclusion that the floater would do better than the 
other economies. The intermediate regimes, on the contrary, receive the most honour. Table 1 
depicts details of the three studies.  
In fact, emerging from the dynamic global economy, the merits of currency unions, 
currency boards or dollarisation have been closely followed by the academia and policymakers 
nowadays, and the successful leap of the European Monetary Union (EMU) from the European 
Exchange Rate Mechanism (ERM) in 1998 - 1999 seems to lend concrete support to the theory 
that an economy can become more promising with fixed exchange change regimes (Frankel, 
2003). Rose (2000, 2001, 2002, and 2004) has dedicated time to deriving evidence by conducting 
a large number of empirical studies of different countries, based on gravity models, using 
cross-sectional, time series, or panel data. His attempts have presented consistent results that are 
believed to provide a plausible backup for the theory that fixed rates help to develop trade and 
increase welfare, whereas national money is a kind of barrier to international trade (Rose and van 
Wincoop, 2000).  
Whats more, Arndt et al. (1985), among others, argue that flexible rates are inherently 
unstable and can severely damage international trade through both direct (for example, the effect 
of instability) and indirect (for instance, the monetary policy) effects. In particular, Meissner and 
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Oomes (2005, cited in Hammond and Rummel, 2005) suggest that a currency peg may be more 
favourable for countries that hope to use the same anchor as their trading partners, since more 
benefits are likely to come along. The view is generally supported by most of the participants at 
the second Chief Economist Workshop
3
 where it is agreed that most developing countries, if not 
all, employ pegged or limited flexible exchange rate regimes to maintain a comparative 
advantage, while the regime is most likely to change in line with the course of a countrys 
economic development (Hammond and Rummel, 2005). Besides the two extreme thoughts, there 
are, unsurprisingly, some economists who take a moderate position on the issue and argue that 
exchange rate volatility in effect has little to do with global trade. 
Krugman (1986) provides the theory that firms may have the ability of pricing to market 
using three static models: the supply and demand model of the price implications of exchange 
rates, a monopolistic price discrimination model and a simple oligopoly model. Evidence in the 
examination of aggregate US import prices and the data on US-German trade suggests that firms 
are able to adjust the prices of their exports to maintain the pricing level, in terms of the 
importing countrys currency. However, his findings also show that the phenomenon varies 
broadly across industries. Some sectors, such as machinery, tend to demonstrate a more 
significant effect than others. As a result, he continues by contending that exchange rate 
instability has little impact on both the prices and volumes of goods and services in world trade. 
Similar to Krugmans stand point, most theoretical studies, if not all, typically take the approach 
of investigating the behaviour of a hypothetical firm under preset conditions to discuss the 
impact of exchange rate regimes on international trade (Côté, 1994).  
                                                 
3 The second annual Chief Economist Workshop was organised by the Bank of Englands Centre for Central 
Banking Studies (CCBS), and assembled economists from more than 30 central banks. The objective was to provide 
a forum for delegates to exchange views on policies and share knowledge on the subject of exchange rate regimes 
and capital flows. 
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     In his comments upon a journal article of the day, which analyses exchange rate risk in 
eight Asian countries for several years including the pre- and post-breakdown period of the 
Bretton Woods agreement, Brodsky (1984) asserts the importance of taking risk aversion into 
consideration because a sudden large devaluation (or revaluation) of a countrys currency can 
unquestionably affect some people in deleterious (indeed, devastating) manner (p. 299). The 
idea has already taken root in a publication which was made available right after the 
abandonment of the Bretton Woods agreement by Either (1973). He builds his model on a 
risk-averse firm who needs to make decisions regarding the volume of goods to be imported and 
the amount of forward exchange cover to be acquired in the presence of exchange rate 
uncertainty. The exchange rate variability is determined by the standard deviation of the spot 
exchange rate. It is assumed that the price of the import is denominated in foreign currency and 
that the purchasing contract is made 90 days earlier before the amount is due to be paid. The 
level of profit is also supposed to be known by the firm for any given exchange rate value at the 
time when orders are placed. As a result, the difficulty of gauging the degree to which the 
exchange rate changes exert no impact on the level of trade, but do affect the firms decision 
regarding the level of forward cover to be taken. In fact it is unlikely for a firm to possess this 
knowledge about the earnings, so he revises the model to reflect the position of the firm when it 
faces this uncertainty. It is found that the level of trade goes in the opposite direction to exchange 
rate uncertainty, despite the fact that the significance of the response weakens as the firm tends to 
be more speculative.  
     Clark (1973, cited in Clark et al. 2004) reaches the same result by building a similar model, 
but in a simpler form. In his assumption, the firm produces only one kind of product which is 
exported entirely to a single foreign market. Since it is paid for in foreign currency and has no 
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access to the forwarding market, the proceeds of its exports are converted in to the spot rate. In 
addition, to minimise the cost of adjusting the production capacity, the firm avoids urgent 
changes in any production decision; therefore, it fails to promptly alter its plans in response to 
the exchange rate shifts. In such circumstances where the other variables are also kept constant, 
the firms profits change in accordance with variability of the exchange rate alone. If the 
managers of the firm are averse to risk, as the degree of exchange rate volatility increases, 
though its average level may be unchanged, the output decreases, and so does the volume of 
exports to reduce the exposure to risk. 
     While much literature suggests that the availability of a perfect forward market eliminates 
the effect of exchange rate volatility, if the exchange rate is the only source of uncertainty (for 
example, Ethier, 1973), Viaene and de Vries (1992) derive a different result that the volume of 
trade can still possibly be affected by spot exchange rate volatility, ultimately through its effect 
on the forward rate, even if a forward market does exist to allow firms to hedge the risk. 
According to their analysis, with competitive world trade, increasing volatility of the exchange 
rate does reduce both the import volume and the export volume when no forward market is 
available. When the forward market is taken into account, the change in exchange rate 
uncertainty generates a reverse effect on imports, opposite to exports. The result is ascribed to 
the fact that importers run counter to exporters in the forward market, and so do their attitudes 
towards movements in the exchange rate. Therefore, the position (positive or negative) of the 
aggregate net foreign currency of the country determines the impact of exchange rate volatility 
on trade flows in the presence of the forward market. 
Demers (1991) models the position of a risk-neutral competitive firm which is uncertain 
about the state of demand because of the uncertainty of the price level resulting from exchange 
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rate instability. His theory suggests that due to the irreversible nature of the investment, namely 
sunk costs, the firm will take a wait-and-see approach to await the unknown situation being 
clarified and so will make a more accurate appraisal of the investment environment. That is to 
say, the firm will invest less or even refrain from investing in physical capital until more 
informative signals are available, which leads to a contraction of production, as well as trade 
volume over time. 
     Franke (1991), on the contrary, presents a positive relationship between exchange rate 
volatility and the firms profitability in his theory which is grounded in a risk neutral firm in a 
monopolistic competition framework. It is assumed that the firm produces internationally traded 
commodities which are not impeded by administrative barriers. The products are sold in both the 
domestic market and foreign countries, to which the export is expected to be profitable. 
According to his hypothesis, exporting in this situation can be treated as an option which is not to 
be exercised if the profit level is not rewarding. In order to maximise the net present value of 
expected cash flows from the export, which are highly dependent on the real exchange rate, the 
decision regarding whether to enter or abandon a foreign market is made according to the 
profitability of the exports. The level of profitability is evaluated through the transaction costs, a 
factor by which the firm assesses the entry or exit costs. As his model demonstrates, the firms 
optimal cash flow is strictly convex in the exchange rate the present value of cash flows grows at 
a rate greater than that of the entry and exit costs. Consequently, the firm derives benefit from 
enlarged exchange rate volatility. 
     Apart from the proposition held by many researchers that the hedging opportunity seems 
to be able to provide a solution to the exchange rate risk, some others argue that a forward 
market may not be a panacea for the risk since it is not available everywhere, especially in less 
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developed countries. Moreover, even if the forward market is well developed, hedging is 
typically too expensive to be broadly applied. In effect, transactions are often undertaken without 
full cover being purchased, since it may cancel out profits (Côté, 1994, McKenzie, 1999). As a 
result, firms are still to some extent prone to exchange rate volatility. 
     Despite the argument made by most of the literature, leading to the conclusion that the 
unexpected changes in exchange rate movements are responsible for the deduction of 
international trade, there are some other factors that presumably influence traders behaviour. 
Gagnon (1992) suggests that inventories in the foreign country may serve as a buffer when an 
exchange rate risk faces merchants. With inventories on hand, trade-exporters have the option to 
sell the products at a new lower price or to hold on to partial shipments to wait for better trading 
terms. For this reason, he concludes that the trader under such a condition is exposed to less 
exchange rate risk and exchange rate variability causes minimal impact on the level of trade. In 
addition, as world trade evolves, it is improbable for any individual country to have only bilateral 
trading activities. Correspondingly, at a micro level, firms today are most likely to be involved in 
multi-national trading. The volume of trades is subject to more than one exchange rate; instead, 
the effect of exchange rate variability on the trade volume should be evaluated in a collective 
manner, since the movements in different exchange rates can compensate for each other (Côté, 
1994). The idea is found to be upheld by Cushman (1986) who highlights the importance of the 
inclusion of third-country factors when the exchange rate risk and aggregate trade flows are 
being evaluated. If an exporter sells products to multiple foreign markets, the shipments will be 
diverted from the markets where the least profits can be generated for several reasons, such as 
the exchange rate risk. The viewpoint is also accepted by Franke (1991). Researchers who fail to 
include the third-country exchange rate risk may find that the results in estimating bilateral trade 
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flow equations are erroneous. 
 
Empirical Studies 
Other than the above contributions from theoretical perspectives, there have also been 
tremendous amounts of empirical studies that add to the investigation into the relationship 
between exchange rate volatility and trade flows, particularly in the field of developed countries. 
Most of the earlier papers apply statistics at a lower frequency, such as quarterly or annual data, 
which may not satisfactorily reflect the degree of exchange rate variability (Pesaran and Pesaran, 
1997). In addition, many of them discuss the aggregate trade model, which is, a priori, based on 
an assumption that every trading sector has identical features. Furthermore, some earlier studies 
during the 1970s are criticised for having included inadequate observations from flexible 
exchange rate periods (Bailey et al., 1987) or mixed data from both fixed and floating exchange 
rate regimes (Arize et al., 2003), which may lead to premature conclusions because structural 
breaks may be a decisive influence and thus exchange rate volatility may not be properly 
estimated. In general, those classic studies that are most commonly referred to are found to have 
included mixed results; some suggest a positive impact of exchange rate instability on exports; 
whilst some argue that the opposite is true and the others find no significant link (McKenzie, 
1999). Table 2 offers a comparative analysis among several empirical studies on the trade effects 
of exchange risk. 
Hooper and Kohlhagen (1978) contribute one of the pioneering empirical studies from the 
literature. They analyse the impact of exchange rate uncertainty on bilateral and multilateral 
trade flows, in terms of prices and volume of traded goods, in sixteen countries including the 
United States, Germany and several other industrial countries over the period of 1965 to 1975. 
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As exchange rate uncertainty is treated as the prime issue, a relatively narrow scope is imposed 
on the examination. Their argument is that traders are primarily exposed to the variance of the 
future spot exchange rate, and other risks, such as policy change, capital control and trade 
barriers, which are to some extent offset by exchange rate fluctuations. Two linear regression 
equations derived from Ethiers (1973) model of market equilibrium for traded goods are 
employed in the study: 
191/1876543210 RR ccEHcEHcCUcYcPDcUCcUCccP GVVG    (2.8) 
191/1876543210 RR ddEHdEHdCUdYdPDdUCdUCddq GVVG    (2.9) 
where: 
P  is the price of exports (imports) specified in the exporters currency,  
q  is the export quantity, approximated by deflating the dollar value of each export flow by the 
local currency export price times the dollar value of the exporters currency,  
UC  is the unit cost of production in the exporters domestic market,  
UC  is the unit costs of the importers country,  
PD  is the domestic price index in the importers domestic market,  
Y  is the nominal income of the importing country,  
CU  is the capacity utilisation in the importers country,  
EH  is the expected value of the weighted average of the cost of foreign exchange to the 
importer,  
1RV  is the exchange rate risk for the importer and  
1/1 RV  is the exchange rate risk for the exporter.  
The exchange rate risk is measured by several techniques, including the variance of the 
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current forward exchange rate, the variance of the nominal exchange rate and the average (over 
thirteen weeks) absolute difference between the current spot rate and the previous forward rate. 
The authors emphasise that the later is the best proxy of risk because much of the data is 
collected from the adjustable pegged regime. The result suggests no significant impact of 
exchange rate volatility on volume or prices when aggregate trade data is applied, whereas it 
shows a marginally significant negative impact on trade volume in the case of U.S. imports from 
the suppliers in the United Kingdom. This individual case is attributed to the unique currency 
denomination of contracts, because in the case of U.S. imports, it is often the only exception that 
shipments are not invoiced in the exporters currency. Hence, the authors conclusion is that, in 
most of cases, importers bear most of the exchange risk and an increased exchange risk results in 
the deduction of trade prices; however, in the case of U.S. imports where a positive impact of 
exchange risk on prices is shown, the exchange rate risk is borne principally by exporters. 
Furthermore, it is also suggested that exchange rate uncertainty has a significant impact on prices 
but not on the volume of trade. 
Cushman (1983) continues testing the data from the same countries used in Hooper and 
Kohlhagens study, but with some modification in the specifications, including an extension of 
the sample period for two more years (1965-1977) and converting variables into real terms. The 
modified model is specified as follows: 
DaSaMaRaUCaUCaCUaYaaQ 876543210     (2.10) 
SbMbRbUCbUCbCUbYbbPX 76543210       (2.11) 
where, 
Q  is the quantity of exports. 
Y  is the real GNP in the importing country, except for France where Y is the industrial 
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production. 
CU  is the capacity utilisation in the importing country,  
UC  is the real unit costs in the importing country, defined as PDUCC / , where UCC stands for 
unit current costs as a combination of unit labour costs and an estimate of materials costs 
(defined by the OECD), and PD is the GNP deflator in the importing country 
UC  is the real unit costs in the exporting country, defined as  PDUCC / . 
R  is the real exchange rate, defined as the price of foreign exchange times the foreign price 
level divided by the domestic price level. 
M  is a four-quarter moving mean of theta where )1/(100  tt RRT  and the fourth quarter of M 
is the current one. 
S  is a four-quarter moving standard deviation of theta ending in the current quarter. It is also a 
proxy of riskiness. 
D  is the dock strike dummy variable for U.S. quantity equations. It is used to measure how 
much the actual trade differs from the normal trade during quarters affected by dock strikes. 
PX  is the real export price. 
The result indicates that the trade quantity is in a positive relation with the long-term 
expectation of an increase in the real exchange rate (an increase in TE ); however, it is reduced 
as the uncertainty increases (an increase in VT )4. Meanwhile, the currency of the contract 
denomination and other factors are responsible for price effects. These effects are also found to 
more than likely occur with a delay, which supports the authors idea that long-term effects may 
be significant. While Hooper and Kohlhagen suggest that exchange rate risk generates little 
effect on trade volumes, Cushman has found more evidence that the negative effects of risk are 
                                                 
4 The result is generally consistent with the findings in one of his later papers (Cushman, 1988) which tests U.S. 
bilateral trade flows during the floating period only. 
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presented in six cases (total sixteen). Similarly, the effects generally arise with some lag. 
Furthermore, unlike Hooper and Kohlhagens result, that risk affects price but not quantity, 
Cushman ventures a provisional conclusion that exchange rate risk produces more prominent 
effects on quantity rather than on price. 
Choudhry (2005) applies monthly data, ranging from January 1974 to December 1998, to 
examine the effect of exchange rate volatility on the real exports of the United States to Canada 
and Japan by applying Johansens multivariate cointegration method and the constrained error 
correction method to find the relationship between real exports and its determinants, including 
real income, export price ratio and exchange rate instability. The proxy of exchange rate 
variability is obtained from a univariate GARCH model. It is noteworthy that in this paper, both 
the nominal and real exchange rates are tested to verify whether there is a difference. The 
findings of his study suggest that no matter where exchange rate volatility is derived from, the 
result indicates a significant negative effect on real exports. He follows to recommend that policy 
makers have a closer look at the stability of the nominal and real exchange rates to eliminate 
ineffective trading policies. 
Klein (1990) exploits a fixed effect framework from an exporting firms perspective, based 
on arguments by Hooper and Kohlhagen (1978) and Giovannini (1988, cited in Klein 1990). 
According to Hooper and Kohlhagens models, the risk facing exporters increases as the degree 
of exchange risk enlarges, for which the export supply schedule is shifted to the left. As 
illustrated in Figure 2, when the supply curve moves to the new schedule, ESǯ, the equilibrium 
quantity of trade reduces from Q* to Qǯ and the new equilibrium price raises from P* to Pǯ, 
accordingly. On the contrary, Giovannini argues that prices should have been set by a risk-neutral 
firm before demand can be realised. What causes the crucial effect of exchange rate volatility on 
 26
trade is the demand and cost functions confronted by the exporting firm and its choice of 
invoicing currency. 
 
Figure 2: Supply and Demand Framework of Exports 
 
 
 
To examine whether the effect of exchange rate instability is ultimately dependent on the 
nature of cost and demand functions, Klein advocates analysing bilateral trade flows with pooled 
time series and cross sectional penal data. The export volume is disaggregated by the industrial 
sector to minimise the influence of different markets and sectors. His test starts with finding the 
effects of exchange rate uncertainty on the U.S.s bilateral exports value on seven industrial 
countries over the period 1978 to 1986 on a monthly basis. The exports are divided into nine 
commodity groups, specifically 1) food and animals, 2) beverages and tobacco, 3) crude 
materials, 4) fuels and lubricants, 5) oils and fats, 6) chemicals, 7) manufactured goods, 8) 
machinery and transport and 9) miscellaneous manufacturing. Netherlands, Canada, Japan, 
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France, Italy and Germany, as the important trading partners, are covered in the evaluation. The 
following regression equation is employed to capture the relationship between exchange rate 
volatility and the volume of a particular commodity to a single country. 
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where, 
itP  is the domestic currency price. 
itQ  is the quantity of exports to country i  during period t . 
itY  is a measure of national income in importing countries. Industrial production is used in the 
investigation for the frequency limit of other representative measures of economic activity, such 
as GNP or GDP. 
itRER  is the real exchange rate of the exporting countrys currency to country i .  
itV  represents the proxy of the real exchange rate volatility between the exporting country and 
the destination market i . 
T  stands for a time trend. 
tH  is an error term. 
The real exchange rate is measured by the monthly averages of the nominal exchange rate 
deflated by the consumer price index, which is then used to calculate the volatility by the 
standard deviation method. Klein also points out that the sign of 1E  is expected to be positive, 
in opposition to the sign of 2E , for the reason that as the national income of the importing 
country increases, the volume of exports may be boosted accordingly. The sign of 3E  cannot 
be determined in priori; however, as suggested by Hooper and Kohlhagen, the exchange risk is 
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amplified if it is negative, and the countrys exports are deteriorated in turn. 
     As volatility of the bilateral exchange rate, in theory, has an effect on the trading quantity 
from one country to another, when volatility between them deviates from volatility of other 
bilateral exchange rates that happen between either of them and other trading partners, Klein 
makes use of the weighted figures to proceed with the evaluation. The exports to one country 
from one category of the U.S.s production are measured in proportion to the total U.S. exports 
of that category of goods to all the tested countries. The total exports for a particular category to 
seven foreign markets are then measured with the relative weight being assigned. The result of 
the joint test shows that the real exchange rate volatility of all the countries impacts on the value 
of the U.S.s exports, while various effects appear across different categories of goods. Since 
most of the tests provide positive evidence, he concludes that the effect of real exchange rate 
volatility on risk-neutral firms may possibly encourage trade. 
Chou (2000) presents a careful paper discussing the effect of exchange rate variability on 
Chinas disaggregated exports to six major trading partners over the period from Q1 1981 to Q4 
1996. His analysis begins with the introduction of a conventional econometric model which has 
been broadly used in the literature on long-term export-demand relations for commodity i  with 
no specific structural changes, specified in the following form: 
ittittiit vPXE HEEEE  4321   (2.13) 
where, 
itE  is the logarithm of real exports of commodity i ; i  = 1, 2, , n. 
tX  is the logarithm of real income in the foreign country. 
itP  denotes the logarithm of relative prices. 
tv  is the proxy of exchange rate volatility. 
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itH  is the error term. 
Drawn on the literature, the sign of 2E  is supposed to be positive, that of 3E  is negative, while 
the sign of 4E  remains uncertain before the test is accomplished, since the effect of exchange 
rate variability has not been clearly proven. 
In his effort to capture the time-varying conditional variance of the real exchange rate, the 
ARCH model is applied.  
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where, 
tH  is the error term. 
1:t  is the information received during t-1 period. 
th  is the conditional variance. 
Besides the ADF test that is utilised to check whether a unit root exists in variables, given 
that the selected data are observed over an intensive reform period for which the result may be 
biased, test procedures, such as Zivot and Andrews (ZA) test, are employed to avoid a 
pseudo-nonrejection of the null hypothesis of a unit root. 
 Presented by Zivot and Andrews in 1992, the ZA procedure is developed to allow an 
estimated break in the trend function under the alternative assumption. The tests are undertaken 
with three augmented regression equations: 
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where tDU  and 

tDT  are dummy variables. 1 tDU  and Bt TtDT    if BTt !  while 
both of them become zero if the opposite is true. BT  stands for a possible break point. Model A 
considers a change in the level of the series, Model B allows for an adjustment in the slope of the 
trend function and Model C is the combination of both changes. 
The result of the ZA tests, using only one structural break, leads to a similar conclusion as 
the ADF unit root test, that the unit root hypothesis is rejected at the 5% significance level for the 
exports of the mineral fuels sector. Nevertheless, when the framework is extended to test two 
structural breaks, the null hypothesis cannot be rejected in all series, except for the exports of 
industrial materials. Therefore, owing to the varied unit root test results, to test for the long-term 
relationship between variables in each of the export categories, two techniques are used in the 
study. Johansens multivariate cointegration procedures (Johansen, 1988) are exploited for those 
tests composed of )1(I  variables, namely, exports of foodstuffs, exports of mineral fuels, 
exports of manufactured goods, total exports, the real effective exchange rate index and foreign 
income. For the test for the exporting of industrial materials which comprises an )0(I  series, a 
more recent approach known as autoregressive distributed lag (ARDL) is applied to overcome 
the limit.  
Newly developed by Pesaran and Shin (1999, cited in Chou, 2000), an attribute of the 
ARDL approach is that researchers can still test the long-term relationship between the 
underlying regressors, irrespective of whether they are )0(I , )1(I  or mutually integrated. The 
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following ARDL error-correction model (2.18) is employed to examine the long-term 
relationship for the variables specified in equation (2.13).  
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where, 
24E  denotes the exports of industrial materials. 
TGDP _  stands for weighted foreign income. 
EER  is the real effective exchange rate index. 
VAR  is exchange rate variability. 
F-statistics is then computed for the significance of the lagged level variables. However, the test 
result is not conclusive until the author removes the variable EER  and computes the F-statistics 
again.  
In conclusion, the evidence shows that exchange rate instability has a significant negative 
long-term effect on Chinas total exports and most of the key categories, even though the 
variability seems to exert a positive impact on exporting industrial materials. The result may be 
able to explain the governments reluctance to freely float Chinas currency, the renminbi (RMB), 
before the economy becomes more robust. 
Similarly, after conducting the unit root test for all the data series, de Vita and Abbott 
(2004) agree that the ARDL approach is the most appropriate method for performing the 
cointegration test when there is a mixture of I(1) and I(0) regressors. It is therefore used in their 
study to examine the long-term effect of exchange rate volatility on US exports to the rest of the 
world and five of its main foreign markets, including Canada, Mexico, Japan, the U.K. and 
Germany, for the period Q1 1987 to Q2 2001. The end date of Q2 2001 is selected purposely to 
(2.18)
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avoid any potential structural breaks arising from the resulting economic shock of the terrorist 
attacks on 11
th
 September. The standard long-term export demand model is employed to 
investigate whether the particular economic variables contribute to the dynamic export volume. 
It takes the form as follows: 
ttttt uVicpex  3210 EEEE   (2.19) 
where, 
tex  is real export volume. 
tp  denotes relative price, the ratio of US export prices to the price of the destination market 
denominated in USD dollars. 
tic  stands for income in the importing country. It is measured using real GDP for all countries 
except Germany where no real GDP data is available prior to 1991 and the industrial production 
index is taken as the substitute. 
tV  is the proxy of volatility which is measured by a moving average standard deviation of the 
logarithm of the real exchange rate. 
tu  is an error term. 
     In undertaking the ARDL bounds test, denotations of ty , the dependent variable and tx , 
the independent variable are those employed in equation (2.19). According to a unit root test, ty  
is an )1(I  dependent variable and tx  is a vector of )(dI  independent variable. ty'  is then 
used in the conditional error correction model (ECM) that takes the shape as follows: 
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where, 
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0c  and t  represents drift and time trend. 
yS  and xS  are the long-run coefficient matrices for 1ty  and 1tx  
tH , the residual, is ensured to be a white noise error by setting the short-term dynamic structure 
of ity '  and jtx ' . 
If the presence of cointegration between ty  and tx  is confirmed, the long-term model can be 
derived from equation (2.20), giving the model as follows: 
ttt vxty 444 210   (2.21) 
where,  
,/00 yc S 4  yc S/11  4  and yx SS /2  4  
Setting the assumption that the vector of tx  contains long-term forcing variables for ty , the 
cointegrating space is confined to unity. It is estimated by the variant of the bounds test based on 
the t -test for the hypothesis that 0:0  YH S . 
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If the null hypothesis is accepted, then it is principally accepted that tx  is long-term forcing. 
     The result of the study suggests that exchange rate volatility does have significant impact 
on US exports to most of the foreign markets evaluated, although the size and the sign of the 
effect are not constant across cases. Among them, the estimation for Japan in particular implies 
the risk averse nature of Japanese traders who, being importers, may stock up on inventories 
when the magnitude of volatility is augmented. This inference is supported by the findings of the 
positive and significant effect of exchange rate volatility in the test with Japan, while the 
economy of the country was suffering from weakening terms of trade during the period. 
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Siregar and Rajan (2004) try to find an answer to the question about the implication of the 
volatility of Indonesias currency (or the rupiah), and the rupiahs real exchange rate on both the 
countrys exports and imports with its major trading partner, Japan. Except for exchange rate 
volatility, the study also draws on two other variables: the terms of trade and the real foreign 
income. The data used in their test is observed primarily between Q1 1980 and Q2 1997. The end 
date is selected to avoid structural breaks arising from the East Asian financial crises. Two 
techniques are constructed in the paper to proxy real exchange rate volatility: a moving average 
standard deviation (MASD) of the variance of the exchange rate within the appropriate window 
of the moving average and a GARCH model to locate deviation from the mean. Johansens 
cointegration test, using both variability proxies, suggests the same result that the trading flows 
of Indonesia are adversely affected by exchange rate volatility during the pre-crisis period. 
Consequently, they extrapolate that the blameable cause for Indonesias poor performance in the 
trade sector in recent years is the inevitably exacerbated exchange rate instability due to the 
abandonment of pegged exchange rates. 
Also, Arize et al. (2003) use quarterly data over the period Q2 1973 to Q1 1998 from ten 
less developed countries (LDCs) in an attempt to find the evidence that exchange rate volatility 
depresses export flows. The proxy of real exchange rate uncertainty is constructed by the 
commonly used moving sample standard deviation. After the condition of stationarity of 
variables is verified using Hansen (1992, cited in Arize et al., 2003) tests, Johansens 
multivariate procedure is applied to test the long-run relationship, and the error-correction 
technique is exploited to obtain the short-term relationship. Similarly, they find that dynamic 
exchange rate movement has a negative effect on export demand in both the short-term and 
long-term in nine of the LDCs; they are Burkina Faso, Colombia, Costa Rica, Jordan, Kenya, 
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Korea, Myanmar, Pakistan and Venezuela.  
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III. Model Specification and the Methodology 
 
The Model: Standard Multivariate Autoregression Model 
     As briefly mentioned in the introductory section, considering the necessity of examining 
the real effect of exchange rate instability on the export volumes at disaggregated levels, in 
addition to the collective export volumes, data series from two individual categories which are 
diverse in nature are employed to cross validate the effect. Sectorally disaggregated data from 
two representative industries, the textile-related industry (T) and the electronic-related industry 
(E), are collected to proceed with the investigation. The former one is representative of a 
traditional and labour-intensive industry, in contrast to the later one, as a focal and 
capital-intensive industry in Taiwan. To evaluate the effect across the period of time essentially 
ranging from January 1989 to April 2005, a model that is capable of capturing the time varying 
effect is to be developed for this study. 
     Drawing on the literature, a traditional specification of the long-term equilibrium 
export-demand relation in a floating exchange rate regime is typically specified as equation (3.1) 
(Chou, 2000, Arize et al., 2000, among others): 
tttt
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t vPXE HEEEE  4321  (3.1) 
where, 
d
tE  denotes the logarithm of real exports of goods. 
tX  is the logarithm of real foreign income.  
tP  is the logarithm of relative prices. 
tv  is the logarithm of exchange rate volatility. 
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tH  is an error term. 
Despite the smaller scope under investigation, this paper follows the idea similar to the one 
developed by Klein (1990), whose model is derived from the theory suggested by Hooper and 
Kohlhagen (1978). As discussed in section II, the theory proposes that a risk-averse company 
will reduce the supply of exports to foreign markets as the exchange risk ramps up and few 
chances are available to eliminate the risk. Considering the economic characteristics of Taiwan, 
the hypothesis presumably fits the environment. As the Taiwanese dollar is not fully circulated 
around the world for political issues, being highly export-dependent, firms in Taiwan often have 
to use the U.S. dollar as the invoicing currency, no matter where the destination market is and 
with few exceptions
5
. As a result, a high concentration of foreign exchanges in the U.S. dollar is 
inevitable. Moreover, most of the studies point out the issue that hedging opportunities are not 
easily accessible in developing countries, as which Taiwan is supposed to be categorised
6
, it is 
hypothesised that domestically incumbent companies should be risk averse, rather than risk 
neutral. 
Except for exchange rate instability that most of, if not all, literature works have taken into 
account when the causes of export dynamics are being specified, more than a dozen other 
explanatory variables have also been discussed
7
. Among those variables, the most commonly 
considered ones are discussed in this paper; that is, the income level of the importing country and 
the real exchange rate. Thus, the quantity of exports can be presented as a function of these 
                                                 
5 While USD denominated transactions are the overwhelming majority, GBP, JPY and the Euro are also used in 
some cases. 
6 The categorisation is made by the government of Taiwan (Government Information Office, 2004, available at 
http://www.gio.gov.tw/taiwan-website/5-gp/yearbook/P135.htm) according to the standard of the United Nation. 
Because Taiwan has not been admitted by the UN as a legitimate country, there is no official record saying so. 
7 According to the summary, prepared by McKenzie (1999), of most influential studies, 15 variables are suggested 
to generate the effect. They are income, prices, capacity utilisation, exchange rates, exchange rate volatility, export 
earnings of oil producing nations, production costs, trade integration variable, money supply, interest rates, wages, 
tariff levels, transport costs, importer hedging variable and consumer tastes. 
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variables, giving the following equation:  
)_,_Re,( VolatilityEXEXalIncomefExport f  
The model is then constructed in the structure of equation (3.2). 
ttttt VRERYEX HEEEE  3210 lnln)ln(   (3.2) 
where, 
tEX  denotes the quantity of exports to the foreign market during period t . 
tY  is a measure of national income of importing countries. Industrial production index is used in 
the investigation for the frequency limit of other representative measures of economic activities, 
such as GNP or GDP. 
tRER  is the real exchange rate of the exporting countrys currency to the importing country.  
tV  represents the proxy of the real exchange rate volatility between the exporting country and 
the destination market. 
tH  is an error term. 
In addition, allowing for the possibility that Taiwan might also suffer from the regional contagion 
effect of the East Asian financial crisis during 1997 and 1998, the dummy variable of D  is set 
for the period ranging from July 1997 to March 1998 when the greatest turmoil is observed, 
giving the model specification as follows: 
ttttt DVRERYEX HEEEEE  43210 lnln)ln(   (3.3) 
As a time trend variable is typically included in the time series estimation, by adding T  into the 
equation, it is now rewritten as follows: 
ttttt TDVRERYEX HEEEEEE  543210 lnln)ln(   (3.4) 
It now becomes the model applied to examine the effect of each variable on export quantity of 
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the two individual categories, as well as the export volume of the total sectors. 
     In addition to the standard multivariate autoregression model, the methodological 
framework of this paper includes the modus operandi that follows. Two moving average standard 
deviation methods plus a GARCH-AR(1) model are used to measure exchange rate volatility 
with an attempt to provide a comparative view. The augmented Dickey-Fuller (ADF) unit root 
test is then employed for the stationarity verification. In regard with the cointegration test, 
Johansens approach is the first technique for a validation of the long-term relationship between 
variables, along with an extension of the discussion to the findings from the ARDL procedure. 
The mentioned tests are introduced in the remaining part of this section. 
 
The Measure of Exchange Rate Volatility 
Although the connection between exchange rate volatility and trade has been discussed for 
decades and a number of empirical researches have already made their contributions to the field, 
there is still a lack of results giving a convincing conclusion with regard to the underlying impact 
on the economy. With the attempt on reliable inferences, therefore, researchers have continuously 
strived to develop various approaches to measurements of data, in order to make them more 
representative. Although according to Lanyi and Suss (1982, cited in IMF, 1984) argument that 
there is no specific measure of exchange rate volatility that can be used as a proxy for the 
dynamic exchange rate behaviour, in fact, among all the variables that have been used, the 
measure of exchange rate volatility is still one of the most profoundly discussed subjects.  
Among almost a dozen measures of exchange rate variability (McKenzie, 1999), two of 
them are most common in the literature; that is, the moving average standard deviation method 
(MASD) (for instance, Koray and Lastrapes, 1989, Klein, 1990 and Arize et al., 2000) and the 
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(generalised) autoregressive conditional heteroscedasticity procedure (ARCH/GARCH) (see 
Chou, 2000 and Choudhry, 2005, among others). The former one appears most frequently in the 
studies in the 1980s and early 1990s whereas the later one is dominant in current studies 
(McKenzie, 1999). Koray and Lastrapes (1989), for example, who inquire into the general 
movements in exchange rate volatility over time, use MASD to extract the proxy, following 
Cushman (1983) and some others. However, McKenzie and Brooks (1997) argue that a method 
of such kind is problematic since it may potentially underestimate the variance of exchange rate, 
with ignorance of the information generated through the stochastic process. Hence, this paper 
employs not only the MASD method mentioned in the literature of the subject but also the 
ordinary moving average (MA) estimation, which is commonly seen in practice when investors 
are calculating volatility of the stock price. Moreover, because the data series of the exchange 
rate typically generates the residual presenting features of heteroskedastic, leptokurtic and 
clustering, it is suggested that GARCH model which is introduced to capture the volatility, and 
conditional on past performance, can produce a more representative substitute. The use of the 
conditional second moment
8
 to proxy exchange rate instability seems to be more economically 
relevant (Asseery and Peel, 1991, p. 174). Despite the fact that the proxy of exchange rate 
volatility given by either of these two methods leads to mixed results during the analyses, some 
of the literature exploits both of them when trying to make a comparison (de Vita and Abbott, 
2004, Sieregar and Rajan, 2004, among others). While de Vita and Abbott conclude that the 
MASD proxy is constantly prevailing when the volume of trade is evaluated at the sectoral level, 
the results are generally suggestive that neither one of them is more superior to the other, in 
particular when the dependent variable is set to be the export quantity. It is found that tests with 
                                                 
8 The second moment of a random variable is the expected value of the square of its deviations from the point of 
origin. 
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the export quantity as the dependent variable exhibit more unvarying results than those with the 
import quantity. With the purpose of verifying the performance of different proxies of exchange 
rate volatility against the backdrop of Taiwans small open economy, MASD, the ordinary 
moving average and GARCH approaches will be adopted in this study. 
The specification of the MASD model is typically presented as follows: 
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where, 
tV  denotes exchange rate volatility. 
RERln  is the real exchange rate in logarithm form. 
m  is the order of the moving average. According to the suggestion of Koray and Lastrapes 
(1989) and also for the monthly data that is employed in the investigation, 12 m  is 
determined. 
     For the wide-spreading application of the ordinary moving average method, the structure 
of the model can be written in various forms, while all of them follow the same specification. 
This study takes the form as follows: 
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of which the denotation follows the above MASD model. 
     The model of GARCH comes from a generalisation of ARCH. The purpose for ARCH is 
initially introduced by Engle (1982, cited in Ramanathan, 2002) to model heteroscedasticity of 
the time series, such as the U.K. inflation rate in his original study. However, the limitation of 
ARCH )( p  models is that when the order )( p  is large, the non-negativity constraint of 
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unconditional variance may go in the opposite direction; in other words, the principle that the 
conditional variance has to be confined to a positive value may be violated when the number of 
lags becomes excessive. Bollerslev (1986) then proposes an extended form to obtain more 
flexibility, known as GARCH ),( pq . His modification has been broadly applied in recent 
studies and described as the best way to proxy exchange rate volatility in the present day (Kroner 
and Lastrapes, 1993, Choudhry, 2005, among others). Furthermore, GARCH models are proven 
to be particularly successful in capturing the properties of exchange rate time series at high 
frequency (Kroner and Lastrapes, 1993). 
The conventional specification of the GARCH(1,1) model comprises of two equations, 
namely, the mean equation (3.7) and the variance equation (3.8): 
,lnln 110 ttt RERaaRER H' '   ),,0(~1 ttt hN:H   (3.7) 
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where, 
RER  is equal to the real exchange rate. 
D  is the mean. 
2
jtH  presents information about volatility between the previous period and the present, also it is 
an ARCH term. 
jth   denotes the forecast error variance of the last period, also it is a GARCH term. 
D , E  and J  are all restricted to values greater than zero, which is imposed to ensure a 
positive conditional variance, th  
There are three time series models that are conventionally evaluated to determine the best 
estimator of the mean equation; they are AR(1), MA(1) and ARMA(1,1) models. Their basic 
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specifications are presented as follows: 
AR(1): 1 tt bycy     (3.9) 
MA(1): 1 tt acy H     (3.10) 
ARMA(1): 11   ttt byacy H   (3.11) 
The ARCH-LM test is then performed to examine whether the residual from each of these 
models contains the ARCH effect. The presence of the ARCH effect, where the noise exhibits the 
characteristic of clustering, implies that the GARCH method is an ideal way of finding the proxy 
of exchange rate volatility. The conditional variance generated by the GARCH model can then be 
taken as the proxy after taking the square root of the value. The appropriateness of the three 
models (3.9)  (3.11) is evaluated by comparing the results of the adjusted R-square, the 
log-likelihood, the Akaike Information Criterion (AIC) and the Schwarz Bayesian Criterion 
(SBC). As a result, the residual tests of the three models, with lags equal to four, lead to the same 
conclusion of a significant ARCH effect (see Table 3 and Fig. 3-5 in the Appendix). Nonetheless, 
as the AR(1) model is then proven relatively more superior to the others to be the form of the 
mean equation (3.7), it is the GARCH-AR(1) model that is eventually used in this study. 
Equation (3.7) is therefore modified to the following.  
110 lnln ' ' tt RERaaRER   (3. 7a) 
Table 4 which holds the comparative analysis of the three models is enclosed in the Appendix.  
 
ADF Unit Root Test 
Before the long-term relationship between variables can be investigated using Johansens 
cointegration approach, it is crucial to identify the stationarity condition of the time series data. 
The test is especially imperative for those variables studied in the macroeconomic context, where 
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their movements often take the form of a random walk or a random walk with drift. If 
nonstationary series data are employed in the regression analysis, significant regression results 
are likely to be obtained when there is actually none, which is said to be the phenomenon of 
spurious regression. When the situation of spurious regression happens, the outcome of the 
analysis is misleading and unreliable consequently. While many empirical studies, if not all, have 
applied the ADF test in evaluation, Asseery and Peel (1991) in fact lay blame on the absence of 
stationary time series data for the inconclusive results in previous studies. However, it is also 
found that the ADF test does not guarantee one hundred percent accuracy; in fact, it appears to be 
a weak method of estimation (Dougherty, 2002). On the other hand, removing such a test that has 
been done by most of previous empirical studies from the coverage of this paper without a better 
replacement does not seem wise.  
The principal of the test is that the stationarity appears when a stochastic process has a 
mean and variance constant over time, and when the covariance between the two values from the 
series does not depend on the actual times at which the variables are observed, but on the length 
of time separating the two values. Alternatively, given ty  the stochastic process (time series), it 
is stationary if all of the following conditions hold for all values: 
P )( tyE , or constant mean 
2)var( V ty , or constant variance 
ssttstt yyyy J   ),cov(),cov( , or covariance depends on s  not t . 
The ADF unit root test used in this paper is developed by Dickey and Fuller (1979, 1981) and is 
most commonly applied in empirical studies.  
     Dickey and Fullers test is based on three models derived from random walk theory, 
including 1) the model with a lag, 2) the model with a drift and a lag, and 3) the model with a 
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drift, a lag and a time trend. They are written as follows: 
ttt yy HE  ' 1     (3.12) 
ttt yy HED  ' 10    (3.13) 
ttt Tyy HDED  '  110   (3.14) 
where, 
ty'  denotes the time series of ty , being differenced d  times to be made stationary.  
0D  is a drift. 
E  is a coefficient. 
tH  is an error term. 
To ensure that the error term fulfils the requirement of being white noise, additional terms are 
included and the models (3.12) - (3.14) are in turn specified as (3.12a) - (3.14a): 
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If the result cannot reject the null hypothesis that 0 E , then the time series of ty  has a unit 
root. In other words, it is nonstationary and cannot be used to predict the future trend.  
 
Cointegration Tests 
As a rule of thumb, when a time series variable is stationary, its statistic characteristic is 
constant over time; on the contrary, if the variable has a nonstationary feature, it must be 
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differenced d  times before being used in an analysis to avoid spurious regression. For example, 
if ty  and tx  are )(dI  variables, their difference, or a linear combination of them, such as 
ttt axyu   will most likely be )(dI . However, there is an exception to the rule. It is possible 
that tu  may be integrated in a lower order, for example )( bdI  , where 0!b . Since tu  is 
stationary, ty  and tx  will not deviate too far away from each other and share similar stochastic 
trends. In such a case, ty  and tx  are cointegrated with a long-term equilibrium relationship. 
The formal definition of cointegration is presented by Engle and Granger (1987) who suggest the 
approach known as the two-step method.  
     However, the Engle-Granger cointegration test is often criticised for having no clear 
definition of the asymptotic distribution and the problem of bias in smaller sample size (Enders, 
1995). On the other hand, an alternative cointegration test model, known as the maximum 
likelihood estimation procedure (Johansen, 1988, also see Johansen and Juselius, 1990), is more 
favourable as it is well-documented in most of the literature. For the attributes of the maximum 
likelihood approach, specifically, all cointegration vectors are estimated, the causal relationship 
between variables are considered and more than 2 variables can be handled, so it can be said that 
the model has a clear definition of the asymptotic distribution and can capture more reliable 
information through time series data. The model is built in a vector autoregression (VAR) 
framework which can be expressed as follows: 
tktkttt XXXX HP 333  ......2211   (3.15) 
where, 
P  is a random variable. 
13  ~ k3  is coefficient matrix. 
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k  denotes the length of lag. 
tHHH ,......, 21  are ),0( /PIIN , and 
01 ,......, XX k  are fixed. 
It is noteworthy that each of the variables should be virtually nonstationary and all of them are 
integrated of order one, while it is also mentioned that an enclosure of a stationary variable in the 
cointegrating relationship should have a negligible impact on the remaining coefficients and the 
asymptotic critical values of the test statistics (Engle and Granger, 1991, p. 14). Engle and 
Granger in the meantime also mention that dummy variables for regime changes, data 
corrections or seasonality can possibly be included in the cointegration evaluation, although they 
are not taken as I(1) or I(0). Therefore, the equation employed to conduct Johansen cointegration 
test procedures in this study takes the form of the following: 
DeVdRERcIPIbaEXP 00000 lnlnln    (3.16) 
where,  
EXP  is the export volume of total industries, the electronic sector or the textile sector. 
IPI  is the industrial production index, representative of the economic activities. 
RER  denotes the real exchange rate. 
V  represents the proxy of exchange rate volatility. It is measured by the GARCH model, the 
MASD approach and the ordinary moving average procedure. 
D  symbolises the dummy for the East Asian financial crisis for which the most turbulent period 
is evaluated ranging from July of 1997 to March of 1998. 
     However, although Johansens maximum likelihood estimation is broadly used in much 
literature, some express disapproval of the technique by saying that the result can be deceptive 
for the following reasons: 
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(1) Johansens maximum likelihood estimation tends to restrict data series to the first order; 
disobedience to it may lead to spurious cointegratoin. 
(2) The estimates are sensitive to divergence from the assumption of normality made on the 
residuals. 
(3) The specification of the lag length k  of the VAR model (3.8) is critical to the procedure.  
(4) Researchers found in Monte Carlo studies that the estimators from the Johansen procedure 
demonstrate large deviations and the possibility of outliers is high, though it does show less 
bias than other techniques (Maddala, 2001). 
The above gives the reasons for the growing popularity of the ARDL framework, a newly 
advanced method by Pesaran and Shin (1999). It has increasingly caught researchers attention 
and in practice has worked in many recent empirical studies (Chou, 2000, de Vita and Abbott, 
2004a, 2004b, among others) for its simplification of data processing. Since there is almost 
always a mixture of I(0) and I(1) series data in the macroeconomic context and the estimation 
outcome seems to be of more explanatory power after all the data series are confirmed to be I(1), 
a chance of misinterpretation emerges if researchers use Johansens procedure inadequately. 
Unlike Johansens procedure and other conventional econometric techniques, the ARDL 
approach is designed to examine the cointegration relationship between the variables irrespective 
of whether they are I(0) or I(1).  
There are two stages involved in the ARDL procedure, including the F-statistic test to 
identify the long-term relation between variables and the estimation of the coefficients of 
long-term relations. In the first stage, the F-statistic is computed for all variables, to test the 
significance of the lagged levels. As the asymptotic distribution of the F-statistic is atypical, 
researchers have to check the appropriate critical values with the statistical table developed by 
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Pesaran et al. (1996, cited in Pesaran and Pesaran, 1997) in the specific category. There are three 
categories specified depending on the existence of an intercept or a time trend in the underlying 
model. If the computed F-statistic is larger than the upper limit, the null hypothesis of no 
cointegration is rejected, meaning that long-term equilibrium exists between variables. On the 
contrary, if it is smaller than the lower limit, the null hypothesis cannot be rejected; in other 
words, there is no cointegration relation between variables. Nevertheless, if the value falls in 
between the upper and the lower limits, no conclusive inference can be drawn. 
Once the long-term relationship is confirmed, the second stage of the analysis can then be 
implemented to determine the lags of variables, to calculate the value of the coefficients and to 
evaluate the speed of the underlying industry to converge toward long-term equilibrium. The test 
of the second stage is conducted by an unrestricted error correction model (UECM) which can be 
presented as follows: 
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where, 
tEX  is the quantity of exports to the foreign market during period t . 
tY  is a measure of national income in importing countries. Industrial production is used in the 
investigation for the frequency limit of other representative measures of economic activity, such 
as GNP or GDP. 
tRER  is the real exchange rate of the exporting countrys currency to the importing country.  
tV  represents the proxy of the real exchange rate volatility between the exporting country and 
the destination market. 
T  denotes the time trend. 
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D  stands for the dummy variable for the East Asian financial crisis ranging from July 1997 to 
March 1998. 
     The hypothesis to be tested is the null of absence of the long-term relationship, described 
as: 
0: 43210     GGGGH  
against 
0: 11 zGH , 02 zG , 03 zG , 04 zG  
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IV. The Data 
 
The features of the data series applied in the analysis are described in this section. In 
connection with equation (3.3), the variables included are the real export volume, the economic 
activities of the U.S.A, the real exchange rate and the proxy of exchange rate instability. All the 
sample data are monthly series collected over the period from January 1989 to April 2005, 
covering 196 observations. The dependent variable is a logarithm of the real export volume, from 
two individual sectors, the electronic-related industry and the textile-related industry, and from 
the aggregate industries. The exports of the electronic-related industry accounts for the largest 
fraction of the overall exports in terms of quantity, and that of the textile-related industry being 
ranked fifth, over the observation period. The volume data are calculated by deflating the export 
value by an appropriate export price index: 
IndexiceExportValueExportVolumeExport _Pr_/__   
The data of the export values were made available on the website of the Bureau of Foreign Trade 
Taiwan (http://cweb.trade.gov.tw/) and the export price index was acquired from the Taiwanese 
AREMOS database. Consistent with conventional practice, industrial production index (IPI) is 
employed to proxy the national income of the U.S.A, since the other more favourable measures 
of economic activities, such as GDP or GNP, are not available in monthly frequencies (Choudhry, 
2005, Klein 1990, Do÷anlar, 2002, among others). The data of the U.S.A.s IPI are accessible 
from the online database of International Finance Statistic (IFS). The study employs the real 
exchange rate, instead of the nominal exchange rate, because of the fact that although the 
nominal exchange rate is what traders usually follow at a given point of time, fluctuations of 
other prices ought to be taken into consideration once the stretch of time concerned is extended 
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(IMF, 1984). To be more specific, when it is the long-term exchange rate effect under 
investigation, the real exchange rate is a more adequate object since the magnitude of real rate 
volatility is typically greater than that of nominal rate instability (Thursby and Thursby, 1985). 
The measurement of the real exchange rate in this paper is in line with the frequently taken 
approach that the nominal exchange rate is adjusted for relative movements in national price 
levels (Mussa, 1990). It is measured by the monthly average of the nominal exchange rate of the 
TWD against the USD deflated by the consumer price index (CPI), which can be presented as 
)/( df CPICPINERRER u .  
All of the compositions are in logarithm terms. The CPI of Taiwan is obtained from the 
Taiwanese AREMOS database which is also the source of the exchange rate data. The CPI of the 
U.S.A. is downloaded from the IFS database. The exchange rate variability, as discussed in the 
previous section, is evaluated by three methods; that is, the MASD approach, the ordinary 
moving average model and the GARCH process. 
 
 
 53
V. Empirical Results and Analysis 
 
     The empirical study begins with the computation of different proxies of exchange rate 
variability, followed by the ADF unit root test, long-term relationships examination and then the 
standard multivariate regression tests. Except the ARDL test that is run using the Microfit 
econometrics package, the other estimation is done with EView. 
 
Computation of Proxies of Exchange Rate Volatility 
The first estimation of exchange rate volatilities is the GARCH procedure. As suggested 
by previous studies (for example, Wang and Barrett, 2002), the result exhibits that the 
conditional distribution of the residuals significantly departs from normality with the 
characteristic of leptokurtosis. The finding that the assumption of normal distribution is 
noticeably violated does not divert from the discovery of many researchers (Wang and Barrett, 
2002, among others). Consequently, the Students t-distribution seems to be a better postulation 
to accommodate leptokurtosis. The comparison of AIC and SBC across the two specification of 
the conditional error distribution also suggests that the Student-t density distribution is indeed 
more favourable (Pesaran and Pesaran, 1997) (see Table 5 and Figure 6 in the Appendix). Drawn 
upon the comparison of the outcome of the GARCH procedure with that of the other two 
approaches, the ordinary moving average approach generates the greatest magnitude of volatility, 
followed by the GARCH (1,1) process and then the MASD method (see Figure 7 for the 
comparison). The result reflects that the MASD method does effectively smooth out the series 
and therefore the property of the dynamic exchange rate may not be sufficiently captured.  
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ADF Unit Root Test 
The data series of the three different volatility proxies, together with the other sample 
series, are then examined using the ADF test to determine the stationarity. The result of the ADF 
test with the constant as the only exogenous item appears generally similar to the literature that 
most of the data series are not stationary at levels, while the proxies of exchange rate instability 
are typically stationary without being differenced. In this study, except for the three volatility 
proxies, the export volume of the textile sector is also occasionally stationary at level. However, 
when the time trend is included in the estimation, the volume of total exports is also found to be 
stationary at level, which suggests that the time trend does impose some effect in the variable. 
The other variables then firmly reject the null hypothesis of a unit root after taking the first 
difference. Therefore, all the data series under investigation are either I(0) or I(1). Since the three 
series of exchange rate volatility proxies are all stationary at level as expected, tables 6 -10 
below summarise the test results of the other variables. (Also see Figures 8 for the graphs of all 
data series at level and first difference).  
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Table 6: Augmented Dickey-Fuller Unit Root Test on LEXP_ALL / D(LEXP_ALL) 
Exogenous ADF Statistics Lag
Constant
Level -0.0848 0 1% level -3.4639
5% level -2.8762
10% level -2.5747
1st difference -12.1112** 0 1% level -3.4641
5% level -2.8763
10% level -2.5747
Order of Integration I(1)
Constant & Trend
Level -3.9934* 0 1% level -4.0058
5% level -3.4330
10% level -3.1403
Order of Integration I(0)
Critical Value
 
Notes:  
1. The number of lag is automatically based on Schwarz Information Criterion (SIC), maximum 
lags=14. 
2. The asterisk (*) and (**) indicates that the null hypothesis of a unit root is rejected at 5% critical 
value and at 1% critical value, respectively. 
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Table 7: Augmented Dickey-Fuller Unit Root Test on LEXP_E / D(LEXP_E) 
Exogenous ADF Statistics Lag
Constant
Level -0.4187 1 1% level -3.4641
5% level -2.8763
10% level -2.5747
1st difference -13.07343** 0 1% level -3.4641
5% level -2.8763
10% level -2.5747
Order of Integration I(1)
Constant & Trend
Level -1.9805 1 1% level -4.0061
5% level -3.4332
10% level -3.1404
1st difference -13.0762** 0 1% level -4.0061
5% level -3.4332
10% level -3.1404
Order of Integration I(1)
Critical Value
Notes:  
1. The number of lag is automatically based on Schwarz Information Criterion (SIC), maximum 
lags=14. 
2. The asterisk (*) and (**) indicates that the null hypothesis of a unit root is rejected at 5% critical 
value and at 1% critical value, respectively. 
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Table 8: Augmented Dickey-Fuller Unit Root Test on LEXP_T / D(LEXP_T) 
 
Exogenous ADF Statistics Lag
Constant
Level -4.2826** 0 1% level -3.4639
5% level -2.8762
10% level -2.5747
Order of Integration I(0)
Constant & Trend
Level -4.1948** 0 1% level -4.0058
5% level -3.4330
10% level -3.1403
Order of Integration I(0)
Critical Value
 
Notes:  
1. The number of lag is automatically based on Schwarz Information Criterion (SIC), maximum 
lags=14. 
2. The asterisk (*) and (**) indicates that the null hypothesis of a unit root is rejected at 5% critical 
value and at 1% critical value, respectively. 
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Table 9: Augmented Dickey-Fuller Unit Root Test on LIPI / D(LIPI) 
Exogenous ADF Statistics Lag
Constant
Level -1.499 0 1% level -3.4637
5% level -2.8761
10% level -2.5746
1st difference -14.3055** 0 1% level -3.4639
5% level -2.8762
10% level -2.5747
Order of Integration I(1)
Constant & Trend
Level -1.9805 0 1% level -4.0056
5% level -3.4329
10% level -3.1403
1st difference -13.0762** 0 1% level -4.0058
5% level -3.4330
10% level -3.1403
Order of Integration I(1)
Critical Value
 
Notes:  
1. The number of lag is automatically based on Schwarz Information Criterion (SIC), maximum 
lags=14. 
2. The asterisk (*) and (**) indicates that the null hypothesis of a unit root is rejected at 5% critical 
value and at 1% critical value, respectively. 
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Table 10: Augmented Dickey-Fuller Unit Root Test on LRER / D(LRER) 
Exogenous ADF Statistics Lag
Constant
Level -0.5007 0 1% level -3.4637
5% level -2.8761
10% level -2.5746
1st difference -11.8241** 0 1% level -3.4639
5% level -2.8762
10% level -2.5747
Order of Integration I(1)
Constant & Trend
Level -2.2752 0 1% level -4.0056
5% level -3.4329
10% level -3.1403
1st difference -11.8036** 0 1% level -4.0058
5% level -3.4330
10% level -3.1403
Order of Integration I(1)
Critical Value
 
Notes:  
1. The number of lag is automatically based on Schwarz Information Criterion (SIC), maximum 
lags=14. 
2. The asterisk (*) and (**) indicates that the null hypothesis of a unit root is rejected at 5% critical 
value and at 1% critical value, respectively. 
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Cointegration Examinations 
     The results of ADF tests suggest that there is a mixture of I(0) and I(1) variables while 
none of them is I(2). Given that ADF test is known to have low power and that the failure to 
reject the null hypothesis does not necessarily lead to the conclusion that the series is 
nonstationary (Dougherty, 2002), this paper will still apply the most well-used cointegration test, 
Johansen cointegration test procedure, along with the ARDL method in order to give a 
comparative view.  
Three sets of Johansen cointegration test procedures are then derived from equation (3.20): 
 
(1) Total Export Volume 
DeGARCHVdRERcIPIbaALLEXP 00000 _lnln_ln    (5.1) 
DeMAVdRERcIPIbaALLEXP 00000 _lnln_ln     (5.2) 
DeMASDVdRERcIPIbaALLEXP 00000 _lnln_ln     (5.3) 
 
(2) Export Volume of the Electronic Industry 
DeGARCHVdRERcIPIbaEEXP 00000 _lnln_ln     (5.4) 
DeMAVdRERcIPIbaEEXP 00000 _lnln_ln      (5.5) 
DeMASDVdRERcIPIbaEEXP 00000 _lnln_ln     (5.6) 
 
(3) Export Volume of the Textile Sector 
DeGARCHVdRERcIPIbaTEXP 00000 _lnln_ln     (5.7) 
DeMAVdRERcIPIbaTEXP 00000 _lnln_ln      (5.8) 
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DeMASDVdRERcIPIbaTEXP 00000 _lnln_ln     (5.9) 
 
The test results of Johansen cointegration procedures employing equations (5.1) - (5.9) are 
summarised in tables 1119. The trend assumption is set to be a linear deterministic trend, 
following the suggestion of literature (Arize et al., 2000). 
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Table 11: Johansen Cointegration Test Results for Total Exports on Equation (5.1) 
*Proxy of Exchange Rate Volatility: Standard Deviation of GARCH Conditional Variance 
 
Period (adjusted): 1989M07 2005M04 (lags=4)
Trend assumption: Linear deterministic trend (restricted)
Series: LEXP_ALL LIPI LRER V_GARCH_R D01 
5% critical value
No. of CE(s) Eigenvalue Max-Eigen Statistic Critical Value Prob.
None 0.3625 85.0961 33.8769 0.0000
At most 1 0.1349 27.3788 27.5843 0.0531
At most 2 0.0716 14.0365 21.1316 0.3620
At most 3 0.0465 9.0069 14.2646 0.2856
At most 4 0.0006 0.1127 3.8415 0.7371
1% critical value
No. of CE(s) Eigenvalue Max-Eigen Statistic Critical Value Prob.
None 0.3625 85.0961 39.3701 0.0000
At most 1 0.1349 27.3788 32.7153 0.0531
At most 2 0.0716 14.0365 25.8612 0.3620
At most 3 0.0465 9.0069 18.5200 0.2856
At most 4 0.0006 0.1127 6.6349 0.7371
 Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level
 Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.01 level
 
 
According to the test result, equation (5.1) can then be rewritten as follows: 
DGARCHVRERIPIALLEXP 01233.0_51714.32ln29398.2ln88003.00082.17_ln  (5.1a) 
standard error    (0.09913)    (0.2445)      (5.9504)          (0.04099) 
t-statistic     (-8.8777*)    (-9.3836*)      (5.4647*)   (-0.3008) 
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Table 12: Johansen Cointegration Test Results for Total Exports on Equation (5.2) 
*Proxy of Exchange Rate Volatility: Standard Deviation of Ordinary Moving Average  
 
Period (adjusted): 1989M06 2005M04 (lags=4)
Trend assumption: Linear deterministic trend (restricted)
Series: LEXP_ALL LIPI LRER V_MA_R D01 
5% critical value
No. of CE(s) Eigenvalue Max-Eigen StatisticCritical Value Prob.
None 0.2287 49.3412 33.8769 0.0004
At most 1 0.1801 37.7215 27.5843 0.0018
At most 2 0.0579 11.3392 21.1316 0.6135
At most 3 0.0425 8.2477 14.2646 0.3541
At most 4 0.0004 0.0728 3.8415 0.7873
1% critical value
No. of CE(s) Eigenvalue Max-Eigen StatisticCritical Value Prob.
None 0.2287 49.3412 39.3701 0.0004
At most 1 0.1801 37.7215 32.7153 0.0018
At most 2 0.0579 11.3393 25.8612 0.6135
At most 3 0.0425 8.2477 18.5200 0.3541
At most 4 0.0004 0.0728 6.6349 0.7873
Max-eigenvalue test indicates 2 cointegrating eqn(s) at the 0.05 level
Max-eigenvalue test indicates 2 cointegrating eqn(s) at the 0.01 level
 
 
The summary of the test result on equation (5.2) can then be presented as follows: 
DMAVRERIPIALLEXP 0.033106_4.30878ln2.20597-ln0.8951117.39045_ln   (5.2a) 
standard error     (0.10404)    (0.25725)    (1.45623)     (0.04213) 
t-statistic      (-8.6037*)    (-8.5753*)      (2.95886*)     (0.78574) 
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Table 13: Johansen Cointegration Test Results for Total Exports on Equation (5.3) 
*Proxy of Exchange Rate Volatility: Moving Average Standard Deviation  
 
5% critical value
No. of CE(s) Eigenvalue Max-Eigen Statistic Critical Value Prob.
None 0.2157 46.1589 33.8769 0.0011
At most 1 0.1282 26.0660 27.5843 0.0772
At most 2 0.0676 13.3076 21.1316 0.4243
At most 3 0.0432 8.3994 14.2646 0.3395
At most 4 0.0006 0.1074 3.8415 0.7432
1% critical value
No. of CE(s) Eigenvalue Max-Eigen Statistic Critical Value Prob.
None 0.2157 46.1589 39.3701 0.0011
At most 1 0.1282 26.0660 32.7153 0.0772
At most 2 0.0676 13.3076 25.8612 0.4243
At most 3 0.0432 8.3994 18.5200 0.3395
At most 4 0.0006 0.1074 6.6349 0.7432
Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level
Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.01 level
 
 
The implementation of the test result to equation (5.3) leads to the following form: 
DMASDVRERIPIALLEXP 0043.0_70901.36ln2955.2ln89972.044543.17_ln   (5.3a) 
standard error     (0.09624)    (0.23852)      (5.66211)      (0.03875) 
t-statistic      (-9.34868*)    (-9.62388*)  (6.48328*)   (0.11081) 
 65
Table 14: Johansen Cointegration Test Results for the Exports of the Electronic Sector on 
Equation (5.4) 
*Proxy of Exchange Rate Volatility: Standard Deviation of GARCH Conditional Variance 
 
Period (adjusted): 1989M07 2005M04 (lags=4)
Trend assumption: Linear deterministic trend (restricted)
Series: LEXP_E LIPI LRER V_GARCH_R D01 
5% critical value
No. of CE(s) Eigenvalue Max-Eigen Statistic Critical Value Prob.
None 0.3311 75.9972 33.8769 0.0000
At most 1 0.1071 21.4048 27.5843 0.2525
At most 2 0.0972 19.3256 21.1316 0.0878
At most 3 0.0437 8.4419 14.2646 0.3356
At most 4 0.0042 0.8016 3.8415 0.3706
1% critical value
No. of CE(s) Eigenvalue Max-Eigen Statistic Critical Value Prob.
None 0.3311 75.9972 39.3701 0.0000
At most 1 0.1071 21.4048 32.7153 0.2525
At most 2 0.0972 19.3256 25.8612 0.0878
At most 3 0.0437 8.4419 18.5200 0.3356
At most 4 0.0042 0.8016 6.6349 0.3706
 Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level
 Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.01 level
 
The equation (5.4) can then be rewritten as follows: 
DGARCHVRERIPIEEXP 03806.0_23046.12ln82148.2ln26898.04662.18_ln   (5.4a) 
standard error     (0.093147)    (0.22972)      (5.59135)       (0.03851) 
t-statistic      (2.88774*)    (-12.2824*)   (2.18739*)    (-0.98828) 
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Table 15: Johansen Cointegration Test Results for the Exports of the Electronic Sector on 
Equation (5.5) 
*Proxy of Exchange Rate Volatility: Standard Deviation of Ordinary Moving Average  
 
5% critical value
No. of CE(s) Eigenvalue Max-Eigen Statistic Critical Value Prob.
None 0.2014 42.7268 33.8769 0.0034
At most 1 0.1752 36.6039 27.5843 0.0027
At most 2 0.0879 17.4762 21.1316 0.1507
At most 3 0.0389 7.5303 14.2646 0.4284
At most 4 0.0043 0.8266 3.8415 0.3633
1% critical value
No. of CE(s) Eigenvalue Max-Eigen Statistic Critical Value Prob.
None 0.2014 42.7268 39.3701 0.0034
At most 1 0.1752 36.6039 32.7153 0.0027
At most 2 0.0879 17.4762 25.8612 0.1507
At most 3 0.0389 7.5303 18.5200 0.4284
At most 4 0.0043 0.8266 6.6349 0.3633
 Max-eigenvalue test indicates 2 cointegrating eqn(s) at the 0.05 level
 Max-eigenvalue test indicates 2 cointegrating eqn(s) at the 0.01 level
 
 
The test result is then incorporated into equation (5.5) which is modified as follows: 
DMAVRERIPIEEXP 022998.0_90366.1ln77102.2ln25236.062943.18_ln   (5.5a) 
standard error   (0.09351)      (0.23121)    (1.30883)      (0.03787) 
t-statistic    (2.69878*)  (-11.9849*)    (1.45447)   (-0.60732) 
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Table 16: Johansen Cointegration Test Results for Exports in the Electronic Sector on Equation 
(5.6) 
*Proxy of Exchange Rate Volatility: Moving Average Standard Deviation  
 
Period (adjusted): 1989M06 2005M04 (lags=4)
Trend assumption: Linear deterministic trend (restricted)
Series: LEXP_E LIPI LRER V_MASD D01 
5% critical value
No. of CE(s) Eigenvalue Max-Eigen Statistic Critical Value Prob.
None 0.2002 42.4525 33.8769 0.0037
At most 1 0.1227 24.8820 27.5843 0.1067
At most 2 0.0816 16.1692 21.1316 0.2151
At most 3 0.0388 7.5243 14.2646 0.4291
At most 4 0.0033 0.6332 3.8415 0.4262
1% critical value
No. of CE(s) Eigenvalue Max-Eigen Statistic Critical Value Prob.
None 0.2002 42.4525 39.3701 0.0037
At most 1 0.1227 24.8820 32.7153 0.1067
At most 2 0.0816 16.1692 25.8612 0.2151
At most 3 0.0388 7.5243 18.5200 0.4291
At most 4 0.0033 0.6332 6.6349 0.4262
 Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level
 Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.01 level
 
 
The result of the cointegration test on equation (5.6) takes the form of the following: 
DMASDVRERIPIEEXP 03246.0_306111.14ln80569.2ln25124.06506.18_ln   (5.6a) 
standard error     (0.09231)     (0.22878)      (5.43078)      (0.03717) 
t-statistic      (2.72177*)    (-12.2639*)   (2.63426*)   (-0.87332) 
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Table 17: Johansen Cointegration Test Results for the Exports of the Textile Sector on Equation 
(5.7) 
*Proxy of Exchange Rate Volatility: Standard Deviation of GARCH Conditional Variance 
 
Period (adjusted): 1989M07 2005M04 (lags=4)
Trend assumption: Linear deterministic trend (restricted)
Series: LEXP_T LIPI LRER V_GARCH_R D01 
5% critical value
No. of CE(s) Eigenvalue Max-Eigen Statistic Critical Value Prob.
None 0.3408 78.7647 33.8769 0.0000
At most 1 0.1370 27.8535 27.5843 0.0462
At most 2 0.1096 21.9297 21.1316 0.0386
At most 3 0.0453 8.7665 14.2646 0.3061
At most 4 0.0039 0.7313 3.8415 0.3924
1% critical value
No. of CE(s) Eigenvalue Max-Eigen Statistic Critical Value Prob.
None 0.3408 78.7647 39.3701 0.0000
At most 1 0.1370 27.8535 32.7153 0.0462
At most 2 0.1096 21.9297 25.8612 0.0386
At most 3 0.0453 8.7665 18.5200 0.3061
At most 4 0.0039 0.7313 6.6349 0.3924
 Max-eigenvalue test indicates 3 cointegrating eqn(s) at the 0.05 level
 Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.01 level
 
Johansen cointegration test on equation (5.7) gives the following result: 
DGARCHVRERIPITEXP 09202.0_324211.15ln22513.5ln733848.295378.6_ln   (5.7a) 
standard error     (0.4000)      (0.98652)    (24.01207)        (0.16539) 
t-statistic      (6.8343*)    (-5.29653*)    (0.63819)      (0.55637) 
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Table 18: Johansen Cointegration Test Results for Exports of Textile Sector on Equation (5.8) 
*Proxy of Exchange Rate Volatility: Standard Deviation of Ordinary Moving Average  
 
Period (adjusted): 1989M07 2005M04 (lags=4)
Trend assumption: Linear deterministic trend (restricted)
Series: LEXP_T LIPI LRER V_MA_R D01 
5% critical value
No. of CE(s) Eigenvalue Max-Eigen Statistic Critical Value Prob.
None 0.2134 45.6039 33.8769 0.0013
At most 1 0.1920 40.5073 27.5843 0.0007
At most 2 0.1035 20.7645 21.1316 0.0562
At most 3 0.0407 7.8994 14.2646 0.3890
At most 4 0.0039 0.7442 3.8415 0.3883
1% critical value
No. of CE(s) Eigenvalue Max-Eigen Statistic Critical Value Prob.
None 0.2134 45.6039 39.3701 0.0013
At most 1 0.1920 40.5073 32.7153 0.0007
At most 2 0.1035 20.7645 25.8612 0.0562
At most 3 0.0407 7.8994 18.5200 0.3890
At most 4 0.0039 0.7442 6.6349 0.3883
 Max-eigenvalue test indicates 2 cointegrating eqn(s) at the 0.05 level
 Max-eigenvalue test indicates 2 cointegrating eqn(s) at the 0.01 level
 
 
The test result is then taken into equation (5.8), giving the following representation: 
DMAVRERIPITEXP 126457.0_08419.0ln382295.5ln84749.2913933.6_ln   (5.8a) 
standard error      (0.40142)     (0.99256)    (5.61868)       (0.16257) 
t-statistic       (7.09357*)  (-5.42265*)    (0.01498)    (0.77789) 
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Table 19: Johansen Cointegration Test Results for the Exports of the Textile Sector on Equation 
(5.9) 
*Proxy of Exchange Rate Volatility: Moving Average Standard Deviation  
 
Period (adjusted): 1989M06 2005M04 (lags=4)
Trend assumption: Linear deterministic trend (restricted)
Series: LEXP_T LIPI LRER V_MASD D01 
5% critical value
No. of CE(s) Eigenvalue Max-Eigen Statistic Critical Value Prob.
None 0.2495 54.5237 33.8769 0.0001
At most 1 0.1200 24.2870 27.5843 0.1250
At most 2 0.1055 21.1846 21.1316 0.0492
At most 3 0.0398 7.7102 14.2646 0.4089
At most 4 0.0030 0.5673 3.8415 0.4513
1% critical value
No. of CE(s) Eigenvalue Max-Eigen Statistic Critical Value Prob.
None 0.2495 54.5237 39.3701 0.0001
At most 1 0.1200 24.2870 32.7153 0.1250
At most 2 0.1055 21.1846 25.8612 0.0492
At most 3 0.0398 7.7102 18.5200 0.4089
At most 4 0.0030 0.5673 6.6349 0.4513
 Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.05 level
 Max-eigenvalue test indicates 1 cointegrating eqn(s) at the 0.01 level
 
Equation (5.9) can be then expressed as follows, after the test result is taken into account: 
DMASDVRERIPITEXP 09194.0_580941.20ln43475.5ln8378.294699.6_ln   (5.9a) 
standard error     (0.4004)    (0.99238)     (23.5575)        (0.16122) 
t-statistic      (7.0872*)    (-5.47648*)  (0.87365)     (0.57028) 
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     According to the result of the Johansen cointegration test, at least one cointegration 
relationship is discovered in all regressions at a 1% significance level; two are detected when the 
proxy of exchange rate volatility is calculated using the ordinary moving average method. At a 
5% significance level, the evaluation for the textile industry is found with three cointegration 
relationships when the proxy of exchange rate instability is derived from the GARCH method. 
As a result, cointegration relationship exists in all conditions, no matter whether the exports data 
is at disaggregated or collective level. Meanwhile, no obvious discrepancy is observed with 
different proxies of exchange rate instability. Table 20 below holds the précis of the outcome. 
 
Table 20: Summaries of the Number of Cointegration Relationships  
 
 
Significance 
Level 
All Electronic Textile 
5% 1 1 3 
GARCH(1,1) 
1% 1 1 1 
5% 2 2 2 
Ordinary MA 
1% 2 2 2 
5% 1 1 1 
MASD 
1% 1 1 1 
 
     As mentioned in the earlier section, the Johansen cointegration test is generally used to 
find out the relationship between nonstationary data series. As long as all the data series follow a 
similar pattern over time, they are cointegrated. Since the test is ideally conducted when all the 
series are nonstationary, the relatively more cointegration relationships found in the textile 
industry may be a result of the fact that the estimation is composed of an additional I(0) series; 
that is the export quantity of the sector itself. 
Industry 
Volatility 
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     In addition, the test results also exhibit mixed results in the effect of the national income of 
the foreign country. When it goes up, the demand of exports from Taiwans electronic and textile 
industries increases, whereas the negative sign of industrial production index at the collective 
level disapproves the theory. This may be the consequence of losing overall market share to the 
booming neighbouring markets, such as China, South Korea, etc. (Government Information 
Office, 2004, available at: http://www.gio.gov.tw/taiwan-website/5-gp/yearbook/P135.htm). 
Therefore, even when the national income of the U.S. increases, the total exports from Taiwan 
decreases. Nevertheless, the sign of the coefficient of the real exchange rate is consistent to be 
negative across all estimations, which is complying with most of findings of previous studies that 
suggest that the exchange rate generally has negative impact on a countrys exports. Additionally, 
exchange rate volatility is found to have a significant effect in 5 tests out of nine; three of them 
are discovered in the estimation of total exports and the others in the evaluation for the electronic 
sector. The positive sign suggests that firms in Taiwan are risk-neutral, rather than risk-averse. 
The dummy variable for the East Asian financial crisis does not show much significant effects. 
     In general, although the result of Johansens cointegration test indicates that, in line with 
most of the empirical studies, there is long-term relationship between economic fundamentals 
and the export volume by Taiwan, the fact that the data series used in the test procedures actually 
comprise, in any case, at least one stationary variable, namely the proxy of exchange rate 
variability, may potentially deteriorate the quality of the evaluation. The ARDL approach which 
tolerates both of I(0) and I(1) series is then conducted to cross check the findings. 
Strikingly, in the bounds test, which is the stage one of the ARDL process, only one of the 
nine tests generates an F-statistic larger than the upper limit when the dependent variable is the 
export volume of the electronic industry and the proxy of exchange rate is drawn from 
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GARCH(1,1) procedure. In other words, the null hypothesis of no long-term relationship 
between variables cannot be rejected in the overwhelming majority of evaluation. Although the 
bounds tests suggest insignificant cointegration relationship, it may be helpful to derive the 
long-term estimates by means of the ARDL-ECM approach on equation (3.21) to identify the lag 
structure with which the long-term relationship may emerge. To estimate the effect of different 
proxies of exchange rate volatility on the exports, three sets of equations were developed: 
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(2) Export Volume of the Electronic Industry 
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(3) Export Volume of the Textile Industry 
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     While the maximum number of lags is restricted to 12 for the monthly data under 
investigation, the lag structure is automatically assigned, based on Akaike Information Criterion 
(AIC), which is said to be a more favourable procedure in time series estimations (Ramanathan, 
2002). The computation of the bounds tests and equation (5.10)  (5.18) is summarised in Tables 
21  23. 
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Table 21: ARDL Estimates for Exports of All the Industries on Equations (5.10)-(5.12) 
Dependent Variable: LEXP_ALL
Estimation Period: 1990M2 to 2005M4
Case:
Trend and Intercept
k=3, confidence level=95%
I(0)=4.066; I(1)=5.119
IPI RER Volatility Time Trend Dummy ECM
Exports of Total Industries vs
Volatility Proxy = GARCH Coefficient 1.4915* -1.6009 11.4623 -0.0076* 0.0948 -0.1409
(11,12,5,0)ª T-Ratio (2.7688) (-1.3416) (0.5637) (-4.3408) (0.7394) (-1.8415)
F Statistic:  F(3, 140)=2.1352[0.099]
Exports of Total Industries vs
Volatility Proxy = Ordinary MA Coefficient 1.5811* -1.2838 -1.3109 -0.008* -0.106 -0.1477
(11,12,5,0) T-Ratio (3.0117) (-1.3194) (-0.3595) (-5.3478) (-0.8508) (-1.9566)
F Statistic:  F(3, 140)=2.3255[0.077]
Exports of Total Industries vs
Volatility Proxy = MASD Coefficient 1.5054* -1.5491 7.3266 -0.008* 0.1086 -0.1398
(11,12,5,0) T-Ratio (2.7234) (-1.2964) (-0.3723) (-4.2137) (0.8176) (-1.8169)
F Statistic:  F(3, 140)=2.3745[0.073]
 
Note:  
a. The chosen lags are reported as the values in parentheses. 
b. The asterisk denotes the value that is significant at a 95% level. 
c. The F statistic rejects the hypothesis of the existence of a long-term relationship 
between variables with all three proxies of exchange rate instability. 
d. The t-ratios indicate that none of the variables have a significant effect, with the 
exception of the industry production index and the time trend. 
e. The absolute value of the coefficient of the error correction model (ECM) exhibits 
moderate convergence toward long-term equilibrium. 
 76
Table 22: ARDL Estimates for the Exports of the Electronic Industry on Equations (5.13)-(5.15) 
Dependent Variable: LEXP_E
Estimation Period: 1990M2 to 2005M4
Case:
Trend and Intercept
k=3, confidence level=95%
I(0)=4.066; I(1)=5.119
IPI RER Volatility Time Trend Dummy ECM
Exports of Electronic Industry vs
Volatility Proxy = GARCH Coefficient 1.639* -2.2687* -27.6736 -0.004* -0.0117 -0.2165*
(2,12,0,1)ª T-Ratio (3.6462) (-2.5725) (16.2698) (-2.7167) (-0.1267) (-4.0415)
F Statistic:  F(3, 140)=6.4215[0.000]
Exports of Electronic Industry vs
Volatility Proxy = Ordinary MA Coefficient 1.6423* -2.3688* -7.9623* -0.004* -0.0553 -0.2426*
(2,12,0,0) T-Ratio (4.3065) (-3.1919) (-2.3698) (-3.3183) (-0.695) (-4.7348)
F Statistic:  F(3, 140)=5.2518[0.002]
Exports of Electronic Industry vs
Volatility Proxy = MASD Coefficient 1.6781* -2.3415* -19.4142 -0.004* -0.0786 -0.256*
(2,12,0,0) T-Ratio (4.2007) (-3.0703) (-1.455) (-3.065) (-1.0285) (-4.8355)
F Statistic:  F(3, 140)=5.4556[0.001]
 
Note:  
a. The chosen lags are reported as the values in parentheses. 
b. The asterisk denotes the value that is significant at a 95% level. 
c. According to the F statistic, the hypothesis of existence of a long-term relationship 
between variables is accepted in all of the three cases with different exchange rate 
volatility proxies. 
d. The t-ratios indicate that most of the variables have a significant effect, with the 
exception of the dummy variable and volatility measured using GARCH and MASD. 
e. The absolute value of the coefficient of the error correction model (ECM) exhibits 
relatively rapid convergence toward long-term equilibrium. 
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Table 23: ARDL Estimates for the Exports of the Textile Industry on Equations (5.16)-(5.18) 
Dependent Variable: LEXP_T
Estimation Period: 1990M1 to 2005M4
Case:
Trend and Intercept
k=3, confidence level=95%
I(0)=4.066; I(1)=5.119
IPI RER Volatility Time Trend Dummy ECM
Exports of Textile Industry vs
Volatility Proxy = GARCH Coefficient -0.8857 -1.8732 132.8134 -8194E-3 -0.9588 -0.1377
(11,2,0,0)ª T-Ratio (-0.2657) (-0.3723) (1.1179) (-0.0705) (-0.9526) (-1.8204)
F Statistic:  F(3, 140)=1.4611[0.228]
Exports of Textile Industry vs
Volatility Proxy = Ordinary MA Coefficient -0.9861 -1.8432 45.0205 -0.8951E-3 -0.8593 -0.1334
(11,2,0,1) T-Ratio (-0.2998) (-0.3737) (1.333) (-0.0831) (-0.869) (-1.8676)
F Statistic:  F(3, 140)=1.1264[0.341]
Exports of Textile Industry vs
Volatility Proxy = MASD Coefficient -1.2525 -2.3941 138.2713 -0.4973E-3 -0.898 -0.1334
(11,2,0,0) T-Ratio (-0.3522) (-0.4579) (1.1157) (0.0404) (-0.9029) (-1.8278)
F Statistic:  F(3, 140)=1.3291[0.267]
 
Note:  
a. The chosen lags are reported as the values in parentheses. 
b. The asterisk denotes the value that is significant at a 95% level. 
c. The F statistic rejects the hypothesis of the existence of a long-term relationship 
between variables with all three proxies of exchange rate instability. 
d. The t-ratios indicate that none of the variables have a significant effect. 
e. The absolute value of the coefficient of the error correction model (ECM) exhibits 
moderate convergence toward a long-term equilibrium. 
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     It is remarkable that the findings from the ARDL procedure diverts from that of the 
Johansen cointegration test. Only one set of the tests shows a long-term relationship between 
variables, among which the dependent variable is the electronic exports. The other two sets of 
tests demonstrate no long-term cointegration. The outcome of the study is in the meantime 
dissimilar to the conclusion made in most of the literature in which economic fundamentals are 
often found to have long-term relationships with international trades. Hence, by means of the 
ARDL long-run relationship model, variables in the Taiwan economy are found to be not 
cointegrated in total exports and the sector of textile products. While the extraordinary effect is 
counter to the finding from the approach of that discovered with the Johansen cointegration test, 
it is not a unique finding in the literature. Zanial (2004) who conducts an empirical study on 
Indonesian data during mid 1997 to mid 2002 also fails to find a long-term equilibrium 
relationship between exchange rate volatility and the export volume using the ARDL approach.  
In addition, according to the error correction estimation for the selected ARDL models, the 
coefficient of the error correction models built for the electronic industry is relatively larger than 
those of the models for the total exports and the textile industry. The later two have almost the 
same values. As the literature suggests, the bigger the absolute term of the value, the quicker the 
economy rebounds to the long-term equilibrium. Therefore, the economy of the electronic 
industry converges toward its equilibrium faster than that of the textile sector and the total 
economy. In other words, the electronic industry can return to its long-term equilibrium more 
rapidly after a shock occurs (Pesaran and Pesaran, 1997). It reflects the reality that the electronic 
industry in Taiwan has an attribute of short business cycles and tends to adjust to changes 
promptly.  
Comparing with Johansens methods, the estimations of ARDL do not only exhibit 
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different cointegration result, but also divergent effect of variables. While the negative sign of 
the real exchange rate stays the same across all the tests, the sign of the IPI is positive in the 
evaluation for the total exports and negative in the calculation for exports of the textile industry, 
which is contrary to the results of the Johansens procedures. Furthermore, exchange rate 
volatility generally shows negative impact on the electronic industry as opposed to the effect on 
the other sets of estimations using ARDL methods; in contrast, the impact of exchange rate 
volatility is positive in all the valuation using the Johansen cointegration procedures, although 
most of the cases are insignificant. Since the investigation of this study dose not entirely fulfil 
the requirement of the Johansens approach, the ARDL method that can be used when there is a 
mixture of I(0) and I(1) variables may generate a more reliable outcome in this study.  
In this case, the findings are consistent with most of literature that discover that the 
national income of the foreign market often has a positive impact and the real exchange rate 
normally exerts a negative effect on the underlying countrys exports. The effect of exchange rate 
volatility still remains controversial as what many of other empirical studies suggest. The finding 
about the time trend variable that is significant in the estimation for the total exports and exports 
of the electronic industry suggests that the export volume tends to change over time. Since the 
sign of the coefficient is negative, the export quantity decreases for approximately 0.8% and 
0.4% at the aggregate level and for the electronic industry, respectively. Additionally, the fact 
that none of the dummy variable is statistically significant seems to support the earlier 
observations that Taiwan was not involved deeply in the East Asian financial crisis. 
 
Standard Regression Tests 
     Because of a mixture of I(0) and I(1) variables involved in the examination, results of 
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these tests may not be of great value. However, it is worthwhile to conduct the evaluation for 
reference since most of previous empirical studies have done the same work (Klein, 1990, among 
others). Therefore, three sets, totalling nine regressions, will be conducted based on equation 
(3.4), giving equations (5.19)  (5.27). 
 
(1) Total Export Volume 
ttttt TDGARCHVRERIPIALLEXP HEEEEEE  543210 _lnln_ln   (5.19) 
ttttt TDMAVRERIPIALLEXP HEEEEEE  543210 _lnln_ln    (5.20) 
ttttt TDMASDVRERIPIALLEXP HEEEEEE  543210 _lnln_ln    (5.21) 
 
(2) Export Volume of the Electronic Industry 
ttttt TDGARCHVRERIPIEEXP HEEEEEE  543210 _lnln_ln    (5.22) 
ttttt TDMAVRERIPIEEXP HEEEEEE  543210 _lnln_ln     (5.23) 
ttttt TDMASDVRERIPIEEXP HEEEEEE  543210 _lnln_ln    (5.24) 
 
(3) Export Volume of the Textile Industry 
ttttt TDGARCHVRERIPITEXP HEEEEEE  543210 _lnln_ln    (5.25) 
ttttt TDMAVRERIPITEXP HEEEEEE  543210 _lnln_ln     (5.26) 
ttttt TDMASDVRERIPITEXP HEEEEEE  543210 _lnln_ln    (5.27) 
 
The regression results are summarised in Table 24 in the following. 
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Table 24: Summary of Regression Results on Equations (5.19)-(5.27) 
 
Industry vs Proxy of Volatility Constant IPI RER Volatility Trend Dummy R²
All vs GARCH 7.305* 1.0391* -0.5717* -3.5336 -0.007* -0.0182 0.962
(15.991) (10.214) (-3.778) (0.321) (-22.027) (-0.839)
All vs Ordinary MA 7.3778* 1.023* -0.6074* -0.9562 -0.007* -0.0183 0.963
(16.963) (10.689) (-4.187) (-1.256) (-23.879) (-0.862)
All vs MASD 7.4568* 1.0055* -0.6182* -1.1106 -0.007* -0.0232 0.963
(15.476) (9.729) (-4.084) (-0.313) (-21.361) (-1.099)
Electronic vs GARCH 11.8294* ˄ˁˈˋ˄ˊʽ -1.6435* -12.4275* -0.005* -0.0421 0.796
(18.523) ʻ˄˄ˁ˄˅˄ʼ (-7.77) (-2.502) (-10.777) (-1.386)
Electronic vs Ordinary MA 12.1898* 1.486* -1.7429* -1.4825 -0.005* -0.056 0.793
(19.833) (10.987) (-8.502) (-1.378) (-10.868) (-1.872)
Electronic vs MASD 11.5959* 1.5969* -1.621* -12.405 -0.005* -0.052 0.798
(17.294) (11.102) (-7.695) (-2.514) (-10.841) (-1.768)
Textile vs GARCH 20.7714* 0.001 -7.6778* 66.661 0.011* 0.1 0.291
(6.241) (0.001) (-6.965) (2.576) (4.305) (0.635)
Textile vs Ordinary MA 19.2538* 0.4835 -7.3524* 6.5729 0.009* 0.1898 0.289
(5.957) (0.68) (-6.821) (1.162) (3.96) (1.205)
Textile vs MASD 23.877* -0.3914 -8.2777* 84.6828* 0.0123* 0.1385 0.324
(6.861) (-0.524) (-7.571) (3.306) (5.013) (0.91)
 
Note:  
a. t -statistics are in parentheses. 
b. The asterisk denotes the value that is significant at a 95% level. 
 
Apart from the unusual statistics found in the textile industry section, the results of the 
regression tests are generally in line with the estimation of the ARDL procedures and also on the 
whole consistent with the proposition of many works of literature, that the national income level 
of the importing country usually shows positive signs and generates significant impacts on the 
trading activities (Klein, 1990). Drawing on the result, the three proxies of exchange rate 
instability, namely the standard deviation of the GARCH conditional variance, the ordinary 
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moving average and the moving average standard deviation, do not show clear evidence of 
substantial distinctions when assessed with all the tests, including the Johansens cointegration 
approach, the ARDL procedure and the regression estimation. Whether one of them is more 
exceptional as is claimed in previous studies is debateable (McKenzie, 1999). In effect, the 
assumption that firms in Taiwan are risk averse and hence exchange rate volatility impedes 
trading is not definite by the results of the investigation for the reason that, of the nine ARDL 
cointegration tests and nine regression tests, few of them supported the hypothesis. Although the 
discovery is counter to what is found using the Johansens approach and what have been shown 
in most of the past studies, the inconclusive effect of exchange rate volatility is not an unfamiliar 
finding. Bailey and Tavlas (1988) and Bélanger et al. (1992, cited in Côté, 1994), among others, 
also fail to find significant evidence that exchange rate variability has an impact on the trades 
(Also, see table 2 for summary of past empirical studies). 
Unlike the exchange rate volatility, the real exchange rate variable exhibits a significant 
effect on exports across all the tests for the first two sets of equations. The outcome implies that 
the short-term exchange rate fluctuation is more notably influential than long-term instability. 
Moreover, the insignificant dummy variable confirms the previous discussion, that the Taiwanese 
economy was relatively immune from the East Asian financial crises. The significant t -statistic 
of the time trend variable that is found to have negative coefficient indicates the decreasing 
volume in exports. The magnitude suggested by the standard regression tests is broadly 
compatible with what is found using the ARDL tests. However, one thing that is particularly 
conspicuous is the diverse R-square value. While the value is generally high in the estimation of 
total exports and the electronic exports, it is questionably small in the computation of the textile 
exports equations. The low R-square, together with the dismal result of the ARDL procedures for 
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this sector, suggests that the quantity of textile exports may not be largely affected by the 
selected variables, leading to the limited explanatory power of the equation. One of the major 
factors was probably the exclusion of the impact of the third country from the scope of the paper. 
Since the worldwide procurement of textile products has been increasingly concentrated in China 
where it is renowned for cheap labour, and also partly because of the geographical similarity, the 
market share of Taiwans textile industry in the U.S. is presumably penetrated by the competitive 
China market. In the meantime, due to various constraints, such as labour shortages, increasing 
overhead costs, prohibitive land prices, and environmental protection, textile companies that had 
made great contribution to the exports of Taiwan for past five decades were forced to migrate 
part of or entire of their businesses to China or Southeast Asia in order to remain competent 
(Government Information Office, 2004, available at: 
http://www.gio.gov.tw/taiwan-website/5-gp/yearbook/P135.htm). As a result, Taiwans textile 
industry has become less competitive for the discouragement of the government and the 
emerging neighbouring countries. Therefore, adding variables that can capture the structural 
transition may improve the evaluation. 
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VI. Conclusion Remarks 
 
This paper investigated the effect of real exchange rate volatility on real exports from 
Taiwan to the U.S. at both of collective and sectorally disaggregated levels. The three proxies of 
exchange rate instability contributed marginal differences in the estimation results, since none of 
them consistently exhibited statistically significant effects on the exports across all the tests. 
Although exchange rate instability is found to have significant impact on Taiwans exports by 
most of Johansen cointegration tests, merely few tests among the nine ARDL tests and the nine 
standard regression tests suggest the same. Hence, while many of previous empirical studies 
have found either negative or positive effect of exchange rate volatility on the export volume, it 
was found in this paper that the effect is not determined in the case of Taiwan. 
In addition to the volatility, the other variables represented mixed results in the estimations. 
The industrial production index, which is accepted through common practice as a substitute for 
economic activities, has been found with a positive sign in most of cases. This finding is 
supported by previous empirical studies and academic theories that suggest that the higher the 
income level is, the more demand for foreign goods is encouraged. On the other hand, the real 
exchange rate consistently demonstrated a significantly negative impact on the export volume in 
all of the tests, with no exception, which intimated the tendency of Taiwanese firms to promptly 
respond to short-term exchange rate shocks. It is noteworthy that the inference of the 
cointegration of selected variables did not hold across the evaluation. As the ARDL method 
provided a result almost entirely opposite to the one found by Johansens approach, an 
assumption that could possibly be made is that the long-term relationship between the 
fundamentals and the volume of exports by Taiwan is arbitrary and elusive. With the evidence 
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found, it is difficult to make the conclusion that there is a long-term relationship between exports 
of Taiwan and the economic fundamentals under investigation. 
Furthermore, given the inconclusive evidence in the evaluation of the textile industry and 
the divergence between the paper and other empirical studies in finding the long-term 
relationship between trading and major economic factors, further research is certainly needed. 
The impact of exchange rate volatility on bilateral trade flows in both value and volume terms 
may also be of interest for future investigation, to ascertain whether an arbitrary effect exists. 
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Appendix 
 
Figure 1: Exchange Rates and Relative Price Level between Taiwan and the U.S.A.  
(in logarithm term) 
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Note:  
LNER=logarithm of the nominal exchange rate 
LRER=logarithm of the real exchange rate 
R_PRICE=relative price level ( foreigndomestic CPICPI / ) 
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Table 1: Three Empirical Studies of Growth Rates across Regimes 
 
Ghosh, Gulde 
and Wolf 
(2000) 
Average Growth Rate 
(1975  1996) 
Growth (per capita) Coefficient, 
Conditioned 
 All Countries Lower-income All 
 GDP 
Per 
Capita
GDP
Per 
Capita
Per 
Capita 
Float 3.1 1.7 3.6 1.4 Norm = 0
Currency 
Board 
4.0 3.1 2.9 2.2 +2.1 ** 
Regular Peg 3.3 0.9 3.3 0.5 -0.8 *** 
 
 
Levy-Yeyati 
and 
Sturzenegger 
(2002) 
Average Growth Rate 
per capita 
(1974  2000) 
Growth (per capita) Coefficient, 
Conditioned 
 All Countries Non-industrial All Countries Non-industrial
 IMF LYS LYS IMF LYS LYS 
Float 1.0 1.9 1.7 Norm = 0 
Fix 1.2 1.5 1.3 -0.3 -0.8 ** -1.1 ** 
Intermediate 2.0 1.0 1.5 +0.5 * -1.0 *** -1.2 *** 
 
Reinhart and 
Rogoff (2002) 
Average Growth Rate  
(per capita) 
All Countries (1970  2001) 
 Standard 
Excluding Dual 
Rates 
Free Float 0.5 1.1 
Peg 1.4 1.7 
Limited 
Flexibility 
2.2 2.6 
Managed Float 1.9 1.5 
 
 
IMF = International Monetary Fund, LYS = Levy-Yeyati and Sturzenegger system 
Note: Significant level at 10% (*), at 5% (**) and at 1% (***). 
Source: Adopted from Fankel, J A (2003), Experience of and Lessons from Exchange Rate 
Regimes in Emerging Economies, p. 37 
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Table 2: Summary of Empirical Studies of Exchange Rate Volatility and Trade Effects 
 
Study Dependent 
Variables 
Exchange 
Risk Proxy  
Significance Data Time Countries
Clark & 
Haulk 
(1972) 
Aggregate 
real 
imports 
and exports 
Standard 
deviations of 
forward 
exchange rate 
over previous 
four quarters 
Not 
significant 
Quarterly 1952-62 Canada 
       
Makin 
(1976) 
Aggregate 
real 
imports 
Standard 
deviation of 
spot (forward) 
nominal 
exchange rate 
Not 
significant 
Quarterly 1960-73 U.S., 
Germany, 
Japan, 
Canada 
       
Kenen 
(1980) 
Growth 
aggregate 
real exports 
and fixed 
capital 
formation 
Mean and 
standard 
deviation of 
absolute 
monthly 
percentage 
change in 
nominal and 
real spot 
exchange rates
Not 
significant 
Annual 
Cross 
Section 
1974-76 33 
countries 
       
Akhtar & 
Hilton 
(1984) 
Aggregate 
export and 
import 
volume and 
prices 
Standard 
deviation of 
effective 
nominal 
exchange rate 
Yes for 
German 
export and 
import 
volume and 
U.S. export 
volume 
Quarterly 1974-81 U.S., 
Germany 
       
Hooper & 
Kohlhagen 
(1978) 
Bilateral 
export 
volume and 
prices 
Average 
absolute 
differences 
between the 
previous 
forward and 
current 
nominal spot 
rate 
Price effect 
significant in 
a majority of 
cases; 
volume effect 
significant 
only for 
US-UK flow 
Quarterly 1965-75 U.S., 
Germany, 
Japan, 
U.K., 
France 
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Study Dependent 
Variables 
Exchange 
Risk Proxy  
Significance Data Time Countries
Abrams 
(1980) 
Bilateral 
export 
volume 
Variance of 
previous years 
spot exchange 
rate; variance 
of monthly 
changes in 
previous years 
nominal 
exchange rate 
Yes when 
only one 
proxy is 
entered 
Annual 
(pooled 
cross 
section 
time 
series) 
1973-76 19 
developed 
countries 
       
Cushman 
(1983) 
Bilateral 
export 
volume and 
prices 
Standard 
deviationof 
current relative 
to previous real 
rate 
Volume 
effects more 
significant 
than price 
effects  
Quarterly 1965-77 U.S., 
Germany, 
Japan, 
U.K., 
France 
       
Coes 
(1981) 
Exports/ 
Sectoral 
production 
Integral 
difference in 
cumulative 
distribution of 
monthly real 
exchange rate 
and certain 
exchange rate 
Yes for all 
but two cases
Annual 1957-74 Brazil 
       
Bailey, 
Tavlas & 
Ulan 
(1987) 
Aggregate 
export 
volume 
Absolute 
percentage 
changes and 
standard 
deviation 
Yes for most 
of cases 
Quarterly 1973-84 11 OECD 
countries 
       
Bailey & 
Tavlas 
(1988) 
Aggregate 
export 
volume 
Absolute 
percentage 
changes and 
misalignment 
with long-term 
equilibrium 
Not 
significant 
Quarterly 1975-86 U.S.  
       
Klein 
(1990) 
Sectoral 
exports 
data 
Standard 
deviations of 
moving 
averages 
Significant in 
a few cases 
Monthly 1978-86 U.S.  
       
Asseery & 
Peel 
(1991) 
Aggregate 
export 
volume 
Squared 
residual from 
the ARIMA 
process 
Significant in 
all cases 
Quarterly 1972-87 U.S., 
U.K., 
W.G., 
Australia, 
Japan 
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Study Dependent 
Variables 
Exchange 
Risk Proxy  
Significance Data Time Countries
Bélanger et 
al. (1992) 
Import 
volumes of 
5 sectors 
Squared of 
deviations of 
90-day forward 
rate 
Not 
significant 
Quarterly 1975-87 U.S.  
       
Kroner & 
Lastrapes 
(1993) 
Aggregate 
export 
volume and 
price (joint 
estimation) 
GARCH 
model 
Yes for most 
of cases 
Monthly 1973-90 U.S., 
U.K., 
W.G., 
Japan, 
France 
       
McKenzie 
& Brooks 
(1997) 
Bilateral 
trade flows 
ARCH model Significant Monthly 1973-92 U.S., 
German 
       
Chou 
(1999) 
Sectoral 
exports 
data 
ARCH model Varied results Quarterly 1981-96 China 
       
Arize et al. 
(2000) 
Aggregate 
exports 
Moving 
sample 
standard 
deviation 
Significant 
for all cases 
Quarterly 1973-96 13 less 
developed 
countries 
       
de Vita & 
Abbott 
(2004) 
Sectoral 
export 
volumes 
Moving 
average 
standard 
deviation and 
the ARCH 
process 
Not 
significant in 
short-term 
but 
significant in 
long-term 
Monthly 1993-01 U.K. 
       
Siregar & 
Rajan 
(2004) 
Aggregate 
exports and 
imports 
Moving 
average 
standard 
deviation and 
the GARCH 
model 
Significant Quarterly 1980-97 Indonesia 
       
Choudhry 
(2005) 
Aggregate 
export 
volumes 
GARCH 
model 
Significant in 
most cases 
Monthly 1974-98 U.S. 
 
Sources: Adopted from Thursby and Thursby (1985), Hooper and Kohlhagen (1978), Cushman (1983), Bailey and 
Tavlas (1988), Asseery and Peel (1991), Kroner and Lastrapes (1993), Côté (1994), Chou (1999), Arize et al. (2000), 
de Vita & Abbott (2004), Siregar & Rajan (2004) and Choudhry (2005)
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Table 3: ARCH Effect Examination 
 
Dependent Variable:   
Sample (adjusted): 1989M06 2005M05 (lags=4)
Included observations: 192 after adjustments
MODEL F-Statistic Probability
AR(1) 2.819423 0.026465
MA(1) 2.72006 0.031015
ARMA(1) 2.659183 0.034201
2residual
  
 
Figure 3: Plot of the Residual from AR(1) Model 
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Figure 4: Plot of the Residual from MA(1) Model 
-.06
-.04
-.02
.00
.02
.04
.06
.08
1990 1992 1994 1996 1998 2000 2002 2004
DLRER Residuals - MA(1)
 
 
Figure 5: Plot of the Residual from ARMA(1) Model 
-.06
-.04
-.02
.00
.02
.04
.06
.08
1990 1992 1994 1996 1998 2000 2002 2004
DLRER Residuals - ARMA(1)
 100
Table 4: Selection of Mean Equation  
 
Dependent Variable: 
Sample (adjusted): 1989M02 2005M05
Included observations: 196 after adjustments
MODEL Adj. R-squared* AIC SBC Log Likelihood
AR(1) 0.019883 -5.445956 -5.412506 535.7037
MA(1) 0.016558 -5.440876 -5.407544 537.9263
ARMA(1) 0.016976 -5.437958 -5.387783 535.9199
RERln'
 
Note*: While all of the adjusted R-squared figures are generally low, the P-value determined by 
F-statistic test at the value considerably lower than 0.05 presents that these models are fit and the 
association between the real exchange rate of time t and that of time t-1 is statistically 
significant. 
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 Figure 6: Normality Test of Residuals from GARCH-AR(1) Model 
0
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Series: Standardized Residuals
Sample 1989M02 2005M05
Observations 196
Mean       0.026391
Median   0.018084
Maximum  4.619893
Minimum -3.045381
Std. Dev.   1.003964
Skewness   0.375178
Kurtosis   5.077780
Jarque-Bera  39.85498
Probability  0.000000
 
AIC SBC
Normal Distribution -5.44328873 -5.35966335
Student's t-distribution -5.49321355 -5.3928631  
 
 
Table 5: GARCH-AR(1) Model and Test Results 
 
Mean Equation: 1ln141771.000044556.0ln 'u ' tt RERRER  
Std. Error       (0.0010167)    (0.1417708) 
z-Statistic      (-0.4382583)    (1.8925558) 
Variance Equation: 1
22
1
2 8105155.0046046.0000035.0  uu ttt hh H  
Std. Error     (0.00005)  (0.04994)   (0.24616) 
z-Statistic    (0.67761)  (0.92202)   (3.29262) 
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Figure 7: Volatility of the real exchange rate measured by GARCH-MA(1), ordinary moving 
average and MASD approaches 
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Note:  
V_GARCH stands for volatility measured by the GARCH(1,1) process. 
V_MA is volatility computed by the ordinary moving average method which is classically used 
in calculation of the stock return. 
V_MASD represents volatility determined by the moving average standard deviation approach 
from the literature of relative subjects. 
 103
Figure 8: Stationarity of Sample Series 
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B. Export Volume of Electronic Sector 
(a) Level           (b) First difference (stationary) 
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C. Export Volume of Textile Sector 
 
(a) Level (stationary)           
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D. Industrial Production Index 
 
(a) Level           (b) First difference (stationary) 
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E. Real Exchange Rate 
 
(a) Level           (b) First difference (stationary) 
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F. Exchange Rate Volatility  GARCH 
 
(a) Level (stationary)           
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G. Exchange Rate Volatility  Ordinary Moving Average 
 
(a) Level (stationary)           
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H. Exchange Rate Volatility  MASD 
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