A generalized Chan-Paton construction is presented which is analogous to the tensor product of vector bundles. To this end open string theories are considered where the space of states decomposes into sectors whose product is described by a semigroup. The cyclicity properties of the open string theory are used to prove that the relevant semigroups are direct unions of Brandt semigroups. The known classification of Brandt semigroups then implies that all such theories have the structure of a theory with Dirichlet-branes. We also describe the structure of an arbitrary orientifold group, and show that the truncation to the invariant subspace defines a consistent open string theory. Finally, we analyze the possible orientifold projections of a theory with several kinds of branes.
Introduction
It is well known that the algebraic structure of open string theory is rather rich. For example, it is possible to attach Chan-Paton indices to open string theories [1] without destroying the structure of the underlying theory, and, as has become apparent recently, more elaborate constructions involving Dirichlet-branes are also possible [2, 3, 4, 5] . The traditional Chan-Paton constructions were classified some time ago using Wedderburn's theorem [6] ; in this paper we show that the new constructions can be understood as arising from tensor products of vector bundles over semigroups, and we classify the relevant semigroups completely. In a recent work [7] , we reexamined the algebraic structure of open string theory using the framework of open string field theory [8, 9, 10] . We showed that a classical string field theory can be constructed provided that the space of states has the structure of a homotopy associative star algebra A [11] with an odd invertible bilinear form. This structure is preserved if we tensor to A a homotopy associative star algebra a with an even form. In the case where a does not have any spacetime interpretation, the positivity of the string field action requires that the even form is positive definite on the cohomology of a. This restriction is strong enough to prove that all such constructions are physically equivalent to the familiar Chan-Paton constructions, where a is a direct sum of full matrix algebras. Unoriented string theories are then obtained as the restriction of the tensor space A⊗a to the subspace which is invariant under the action of the twist operator Ω = Ω⊗ω.
In this paper we generalize this construction in two directions, both of which use additional structure of A. On the one hand, we consider general orientifold group projections of a tensor theory A⊗a, and on the other hand, we modify the construction of a tensor theory itself. All of our considerations will be at the level of classical open string theory. Orientifold projections are possible if A has a symmetry which is described by a compact orientifold group G. We demonstrate that G is of the form G = G ∪ ΩG, where G is the subgroup of orientation preserving symmetries, and Ω ∈ G reverses the orientation. We then show how A can be truncated consistently to the invariant subspace under the action of G. This truncation can also be applied to the tensor theory A⊗a, whose orientifold group is (G × H) ∪ ( ΩG ×ωH) if A and a have the orientifold groups G = G ∪ ΩG and H = H ∪ωH, respectively. In this way we can obtain the non-supersymmetric theories with gauge groups SO(32 − n) × SO(n) × SO(32 − n) × SO(n) [3] . 1 To describe more general tensor products we consider theories which have the structure of a vector bundle over a semigroup S. (A semigroup is a set with an associative product.) This means that A decomposes into sectors A s which are labeled by elements s ∈ S, and that the product of the sectors is described by the product in S. If both A and a have this bundle structure, we consider the fiberwise tensor product A⊗ S a which again has the structure of a vector bundle over S, and we show that it defines a consistent string field theory. We are able to prove that the semigroup S that arises as the base space of an open string theory has to be a direct union of Brandt semigroups and trivial semigroups. Brandt semigroups have been classified completely, and they are characterized in terms of a group G and a positive integer n. In terms of string theory, the Brandt semigroup characterized by (G, n) arises in a configuration with n different types of D-branes, where, in addition, each open string sector decomposes into subsectors labeled by elements in G. We also analyze the possible twist truncations of tensor bundles, and we give the most general solution for the case where Ω 4 = +1. This analysis illuminates and generalizes that of Ref. [4] , where the combined system of D5-branes and D9-branes in type I string theory was considered.
A brief review of the tensor construction
Let us review briefly some aspects of the tensor construction by means of which an algebra a can be attached to an open string theory A. (More details can be found in [7] .) We shall mainly consider open string theories which possess the basic algebraic structure (i) A is a homotopy-associative star algebra.
(ii) A is equipped with an invertible odd bilinear form ·, · with cyclicity properties.
(iii) The sesquilinear form (A, B) = A * , c 0 B is positive definite on physical states.
A is a homotopy-associative algebra if there exist multilinear maps b n : A ⊗n → A, n ≥ 1, which satisfy a number of consistency conditions. Here b 1 is the BRST-operator Q, the map b 2 defines the string product, and b n for n ≥ 3 represent higher products. The consistency conditions imply, for example, that Q 2 = 0, and that Q is a derivation of the string product. A is a star algebra if there exists an involution * on A so that (b n (A 1 , . . . , A n )) * = ±b n (A * n , . . . , A * 1 ), where ± is a sign factor that will not be relevant here. The star conjugation enables one to impose a reality condition on the string field thus ensuring the reality of the action. The bilinear form in (ii) satisfies A, B = ± B, A , and the cyclicity conditions take the form A 1 , b n (A 2 , . . . , A n+1 ) = ± A 2 , b n (A 3 , . . . , A n+1 , A 1 ) , which make the bilinear form structurally similar to a trace on the algebra. In addition, A, B = B * , A * . The operator Ω 2 is a (not necessarily trivial) automorphism of the homotopy-associative algebra. In a twist invariant theory, we can restrict the theory to the eigenspace of Ω of eigenvalue +1, thereby preserving the classical master equation.
The algebra a is a homotopy associative star algebra equipped with an even bilinear form, but otherwise satisfying the exact analogs of (i) and (ii). This is sufficient to show that the tensor theory A ⊗ a can be given the structure of a homotopy associative star algebra with an odd bilinear form that satisfies conditions (i) and (ii). If a has no spacetime interpretation (as we will assume here), condition (iii) requires that the bilinear form on a is positive definite. It can then be shown that every such tensor theory is physically equivalent to one, where a is a direct sum of full matrix algebras a = ⊕ i M n i (C). In this case the bilinear form is a, b = Tr(ab), and star conjugation is hermitian conjugation.
Every matrix algebra M n (C) possesses twist operators ω which satisfy the analogs of (a)-(c) above. If A is twist invariant with twist operator Ω, then the tensor theory A ⊗ M n (C) is twist invariant, where Ω = Ω ⊗ ω. Since all (linear) automorphisms of M n (C) are inner, every twist operator ω is of the form ω(a) = Ja t J −1 , where J ∈ M n (C). If we demand that the automorphism ω 2 is equal to the identity (as in [7] but not necessarily here), it follows that there are two inequivalent choices J ± for the matrix J, J + = 1l and J − = 0 1l −1l 0 , where we have assumed in the second case that the matrix algebra is of even rank.
Symmetry groups and projections
As mentioned in the previous section, it is possible to truncate a twist invariant theory to the subspace of twist invariant states. While the resulting theory has an action that satisfies the classical master equation, the vector space of twist invariant states typically does not have the structure of a homotopy associative algebra any more. In this section we shall first consider truncations to the invariant subspace of orientation preserving symmetry groups; these constructions always lead to string theories whose underlying vector space possesses the structure of an homotopy associative algebra, and the classical master equation is therefore manifestly satisfied. We shall then explain how the general case of orientifold groups can be treated.
Suppose that a string theory has a (orientation preserving) symmetry described by a compact group G. This means that (i) G acts on A, i.e. every g ∈ G defines a linear map g : A → A, and g • h = (gh).
(ii) The bilinear form is invariant under G, i.e. g(A), g(B) = A, B for every g ∈ G.
(iii) The action of G commutes with the products, i.e.
(iv) There exists an involution on G, g → g * , so that (gA) * = g * A * for all g ∈ G.
We can then truncate the string field theory to the invariant subspace
First of all, A G inherits the structure of a homotopy-associative algebra, as (iii) implies that
Similarly, A G has a star structure because of (iv). Next, as G is compact, we may decompose A as A = R A R , where R labels the irreducible representations of G, and the subspace A R transforms as R under the action of G [12] . (In particular, A 1 = A G , where R = 1 is the trivial representation.) It then follows from (ii) that A G is orthogonal to A R for R = 1 [12] . This implies, in particular, that the bilinear form restricted to A G is invertible. It is then manifest that A G has the basic algebraic structure which guarantees that the associated master action satisfies the classical master equation [7] . This analysis can be generalized to the case where the symmetry is an orientifold group G, i.e. a group which also contains elements that reverse the orientation of the string. Mathematically speaking this means that there exists a group homomorphism σ : G → {1, −1} ≃ Z Z 2 (where σ(g) = 1 for order preserving group elements, and σ(h) = −1 otherwise), and that (iii) is modified to
where g ∈ G, e n (A i ) is the sign-factor of [7, (5.6) ], τ 1 = id, and τ −1 : (1, 2, . . . , n) → (n, . . . , 2, 1). The structure of the orientifold group is then described by 2 Proposition: If G contains an element Ω which reverses the order, then G has the structure G = G ∪ ΩG, where G is the subgroup of elements that preserve the order. Moreover, ΩG = G Ω.
Proof: We decompose G = G ∪ K, where G and K are defined by G = {g ∈ G : σ(g) = 1} and
Conversely it is clear that ΩG ⊂ K, and we have thus shown that G = G ∪ ΩG. We can use a similar argument to show that G = G ∪ G Ω, and it therefore follows that ΩG = G Ω.
To truncate the string theory to the invariant subspace of G, we truncate it first to the invariant subspace of G as before. Then, since G Ω = ΩG, the operator Ω preserves A G and we can truncate to the Ω-invariant subspace of A G as explained in [7] ; the resulting space is precisely the G invariant subspace of A. In particular, this demonstrates that the invariant subspace of an arbitrary orientifold group can be obtained as the truncation of a theory with a basic algebraic structure by a single order reversing element. 3 Orientifold group truncations can be applied to the original open string theory itself; the main interest, however, lies in the situation where it is applied to a suitable tensor theory. Suppose then that we are considering a tensor theory A⊗a, and suppose that an orientifold group H = H ∪ωH acts on the algebra a so that the analogues of (i), (ii), (iii'), (iv) hold for the even bilinear form, the products and the star conjugation defined on a.
If the original open string theory A has an orientifold group G = G ∪ ΩG, the tensor theory is readily seen to have the orientifold group (G × H) ∪ ( ΩG ×ωH), 4 where (g, h) ∈ G × H acts on (A⊗a) ∈ A⊗a as g(A)⊗h(a), and likewise for ( Ωg,ωh) ∈ ( ΩG ×ωH). If G and H have a common subgroup K, the tensor theory has the orientifold subgroup (K × K) ∪ ( ΩK ×ωK), and the theory can be truncated with respect to the diagonal orientifold subgroup.
As an example, let us consider an open string field theory in 10 dimensions defined by a NS sector without GSO projection. This theory has a natural G = Z Z 2 symmetry, where the non-trivial generator acts as (−1) Fw , and F w is the worldsheet fermion number operator ((−) Fw acts as (−1) on the open string tachyon, as (+1) on the massless vectors, etc.). In this case, the invariant subspace A G is the ordinary GSO projected NS open string (which we shall denote by NS(GSO)), and the eigenspace corresponding to the non-trivial representation of Z Z 2 is the NS open string with the opposite GSO projection (which we shall denote by NS(−GSO)). We take a = gl(n + m, C), and we define a H = Z Z 2 action on a by defining the non-trivial generator τ to act as
where A, B, C, and D are n × n, n × m, m × n, and m × m matrices, respectively. Actually τ is an inner automorphism of the matrix algebra, as τ (M ) = LM L −1 , where L = diag(1l n , −1l m ). This implies directly that (i) and (ii) hold. It is also easy to see that τ commutes with the transposition (ω(A) = A t ) and with the hermitian conjugation (star operation).
We can now truncate the tensor theory with respect to the diagonal Z Z 2 whose nontrivial element is (−) Fw ⊗ τ , and we find that the resulting theory is given by
We can then consider the Ω = +1 subspace, and the low lying states of this theory consist of gauge bosons in the adjoint representation of SO(n) × SO(m), together with tachyons in the bi-fundamental representation (n, m). The case n = m = 32 is precisely the open string sector of the SO(32) × SO(32) discussed in [3, 5] .
A more sophisticated example is provided by the theory which consists of an unprojected NS and an unprojected R sector, and which has a Z Z 2 × Z Z 2 symmetry generated by (−) Fs and (−) Fw , where F s and F w are the spacetime and worldsheet fermion number operator, respectively. The space of states then decomposes into four sectors which are labeled by [i s , i w ], where i s and i w denote the eigenvalues of (−) Fs and (−) Fw , respectively. Let a = M n (C) be the internal algebra, and consider the block diagonal matrices L 1 = diag(1l p , −1l q , 1lp, −1lq), and L 2 = diag(1l p+q , −1lp +q ), where n = p+q +p+q. We introduce a Z Z 2 ×Z Z 2 action on a which is generated by the commuting operators τ 1 and τ 2 , where
The matrix algebra a then decomposes into four sectors which are labeled by (τ 1 , τ 2 ), where τ i is the eigenvalue of the operator τ i . The truncation to the diagonal subgroup whose non-trivial elements are (−) Fs τ 1 and (−) Fw τ 2 , leads to a theory defined by i,j=± [i, j]⊗(i, j). If we truncate the theory further to the twist invariant sector, we obtain the gauge group SO(p)×SO(q)×SO(p)×SO(q) and the other lowest lying states are tachyons in the bifundamentals (p,p) and (q,q), massless fermions of one chirality in (p, q) and (p,q), and massless fermions of the opposite chirality in (p,q) and (p, q). The SO(32 − n)×SO(n)×SO(32 − n)×SO(n) theories considered in [3, 5] are of this type.
Open string vector bundles
So far we have only discussed tensor constructions where the resulting space of states is the full product space. We shall now consider tensor constructions which are analogous to the tensor product of vector bundles.
Bundle constructions and their tensoring
A string theory which is described in terms of a homotopy associative algebra A has the structure of a vector bundle over a semigroup S with zero if the following conditions are met (i) A has the decomposition A = s∈S A s , where for A i ∈ A s i , i = 1, . . . , n and n ∈ IN
(ii) There exists an involution * : S → S so that A * ∈ A s * for all A ∈ A s .
(iii) There exists an involution c : S → S, so that for A ∈ A s and B ∈ A t , A, B = 0 if t = c(s).
Sometimes we may also require that there exists an involution ω : S → S, so that for A ∈ A s , Ω(A) ∈ A ω(s) . We may assume without loss of generality that there exists only one s ∈ S, for which A s = ∅, and we shall write A 0 = ∅. (For otherwise, we can replace S by a semigroup where all s ∈ S for which A s = ∅ are identified.) With this definition, it is clear that the involutions c, * and ω all map 0 → 0. It is then natural to consider decompositions that are minimal in the sense that if s 1 s 2 = 0, there exists A i ∈ A s i , i = 1, 2 so that b 2 (A 1 , A 2 ) = 0.
Let us now consider the situation, where the string field theory A has the structure of a vector bundle over S. Let us furthermore assume that the algebra a that we wish to tensor to A satisfies the analogous properties to (i)-(iii) with respect to the same semigroup S and the same involutions c and * . Then we can define the fiberwise tensor product by the following construction. The ordinary tensor product A⊗a contains the subspace
This subspace has the structure of a homotopy-associative algebra, as (i) guarantees that A⊗ S a is closed under the various products. Furthermore, because of (iii), the restriction of the bilinear form to A⊗ S a is invertible, and the star operation is well-defined on A⊗ S a because of (ii). It thus follows that A⊗ S a has the basic algebraic structure which guarantees that the associated string field action satisfies the classical master equation. Furthermore, it is also clear from (4.2) that A⊗ S a has the structure of a vector bundle over S.
If S is an abelian group, we can define an action of S, the dual group of S, on A by ρ(ψ s ) = ρ(s)ψ s , where ψ s ∈ A s and ρ ∈ S. Then the decomposition of A can be interpreted as the decomposition into irreducible representations of S, and the fiberwise tensor product is just the truncation of the ordinary tensor product to the invariant subspace under the action of S. (Here ρ ∈ S acts on (A⊗a) ∈ A s ⊗a t as ρ(A⊗a) = ρ(s)ρ −1 (t)(A⊗a).) In particular, every projection of a tensor theory by an abelian group can be interpreted as a bundle tensor product; all presently known projection constructions are of this type. If S is a group, and if the fibration of A is trivial in the sense that A s ∼ = A e for every s ∈ S (where e is the group identity in S), then the fiberwise tensor product A⊗ S a is equivalent to the ordinary tensor product A e ⊗a.
Brandt semigroups
Before we exhibit some more explicit examples we want to show that the algebraic structure of the string field theory implies (under certain conditions to be explained below) that S is actually a union of Brandt semigroups [13] and trivial semigroups. In order to prepare for the discussion of this theorem, we want to introduce in this subsection some of the relevant notions. A Brandt semigroup is a semigroup with zero, for which (1) for every element s ∈ S, s = 0, there exist unique elements e, f and s ′ so that es = s, sf = s, and s ′ s = f . e, f and s ′ are called left-identity, right-identity, and inverse, respectively. 5
(2) If e and f are non-zero and satisfy ee = e and f f = f , then there exists s ∈ S so that esf = s.
If S is a semigroup satisfying (1) then S can be written as a direct union of Brandt semigroups S i , i = 1, . . . , n, where S i ∩ S j = {0} for all i = j, and s i s j = 0 for s i ∈ S i , s j ∈ S j , and i = j. Indeed, let e α , α = 1, . . . , N denote the non-zero idempotents in S, i.e. the elements e = 0 which satisfy ee = e. Because of (1) we can decompose S as a disjoint union
where S α,β consists of those non-zero elements in S for which e α is the left-identity and e β the rightidentity. We introduce a relation on the set {1, . . . , N } by defining α ∼ β if S α,β = ∅ (so that when α ∼ β, e α and e β satisfy (2)). This relation is reflexive as e α ∈ S α,α , it is symmetric, as s ∈ S α,β implies that s ′ ∈ S β,α , and it is transitive because ab = 0 if and only if the right identity of a equals 5 It follows directly from the uniqueness of the identities and the inverse that ee = e, f f = f , ss ′ = e and s ′ e = s ′ , f s ′ = s ′ [13] .
the left identity of b [13, Lemma 3.8]. The relation is therefore an equivalence relation, and we can decompose {1, . . . , N } into the various equivalence classes which we denote by ∆ i , i = 1, . . . , n ≤ N . We can then decompose S as a direct union
where each S i is a Brandt semigroup and the decomposition satisfies the above conditions.
The bundle structure of open string theory
We can now classify the possible base spaces of vector bundles which describe string theories; this result relies crucially on the cyclicity properties of the bilinear form.
Theorem: Let A be a string theory which has a minimal decomposition as a vector bundle over a semigroup S with zero. Furthermore, let us assume that every A s for s = 0 contains non-trivial physical states, and that c 0 maps each sector to itself. Then S is a direct union of Brandt semigroups and trivial semigroups (semigroups of the form T j = {e j , 0} where e j e j = 0.).
Proof: First we prove that c = * in S. For each s = 0 we consider a non-trivial physical state ψ s ∈ A s . Because of the positivity of the inner product it then follows that ψ * s , c 0 ψ s = 0. Since c 0 ψ s ∈ A s , (iii) (sect. 4.1) implies that ψ * s ∈ A c(s) , and since ψ * s ∈ A s * ((ii) sect. 4.1), it follows that c(s) = s * for all s = 0. On the other hand c(0) = 0 * = 0, and we have shown that c = * on S.
Next, let e j , j = 1, . . . , p denote the trivial elements of S, i.e. the elements which satisfy e j s = se j = 0 for every s ∈ S. S is then a direct union of the trivial semigroups T j = {e j , 0} and S 0 , where for every non-zero element s ∈ S 0 , there existsŝ ∈ S 0 so that either sŝ = 0 orŝs = 0. We want to show that S 0 is a direct union of Brandt semigroups. Let s ∈ S 0 be non-zero, and let us assume that sŝ = 0 for a suitableŝ ∈ S 0 . (The case whereŝs = 0 can be analyzed analogously.) Because of the minimality of the decomposition we can find A s ∈ A s and Aŝ ∈ Aŝ so that b 2 (A s , Aŝ) ≡ A s Aŝ = 0. As the bilinear form is non-degenerate, there exists A sŝ ∈ A (sŝ) so that A * sŝ , A s Aŝ = 0. Using the hermitian conjugation of the bilinear form together with the action of the star conjugation on products, this implies that A sŝ , A * s A * s = 0. Because of the cyclicity of the bilinear form we then have A * s , A * s A sŝ ) = 0, and therefore A * s A sŝ ∈ Aŝ. We can thus conclude that s * (sŝ) =ŝ; this implies, in particular, that s * s = 0. This identity holds whenever for a given s = 0, sŝ = 0. We can therefore apply the identity with (s,ŝ) being replaced by (s * , s), and we thus find that ss * s = s. This implies that ss * is a leftidentity, s * s a right-identity, and s * an inverse of s. In order to show (1) in the definition of the Brandt semigroup, it therefore only remains to prove that the two identities and the inverse are unique. Suppose then that e is a left-identity of s = 0. By the minimality of the decomposition we can then find A e ∈ A e and A s , A ′ s ∈ A s so that A ′ * s , A e A s = 0. Using the same arguments as above, this implies that A * e , A ′ s A * s = 0, and thus that e = ss * . The arguments for the uniqueness of the right-identity and the inverse are similar. This proves (1) . By the arguments of the previous section, it then follows that S 0 is a direct union of Brandt semigroups. This completes the proof.
Essentially the same proof can also be used to show that for every fibration of a full matrix algebra over a semigroup S, S has to be a direct union of Brandt semigroups. (In this case, it is clear that there are no trivial semigroups.)
The characterization of S as a direct union of Brandt semigroups and trivial semigroups is useful, as Brandt semigroups are completely classified [13] . (This is a special case of Rees' Theorem.) Indeed, every Brandt semigroup is uniquely characterized by a group G, and a positive integer n. The non-zero elements of the corresponding Brandt semigroup are described by triples (g, [i, j]), where g ∈ G, i, j ∈ {1, . . . , n}, and the semigroup product is defined by
This structure is realized in a configuration of n types of branes. In this case the theory decomposes into sectors [ij] The same also applies to the star conjugation, and we have ω = c = * on the semigroup S.
Multi-brane tensor theories
We shall now consider the fiberwise tensor product of a string field theory of the form (4.6) with a matrix algebra a. In order to proceed we have to decompose a = M N (C) as a vector bundle over the same semigroup S. This is done by choosing a partition of N into n positive numbers r 1 , . . . , r n (so that i r i = N ), and by decomposing every matrix a ∈ M N (C) into n 2 blocks, where we denote by a (ij) the (i, j) block which has r i rows and r j columns. We then decompose the matrix algebra M N (C) as
where (ij) is the subspace of those matrices for which all the non-zero entries lie in the (i, j) block. It is then obvious that (ik) × (lj) = (ij) δ kl . Furthermore, the bilinear form (defined by the trace) couples (ij) to (ji), and the star operation (hermitian conjugation) maps (ij) to (ji). Later on, we shall also define a twist operator ω which maps (ij) to (ji). The fiberwise tensor product gives then
This can be interpreted as a configuration, where we have r i branes of type i, where i = 1, . . . , n. The open strings that begin and end on the branes of type i (the [ii] sector) carry the gauge group U (r i ), and the total gauge group is U (r 1 ) × · · · × U (r n ). On the other hand, the open strings that begin on a brane of type i, and end on a brane of type j, i = j (the [ij] sector) transform in the bi-fundamental (r i ,r j ) of the gauge (sub)group U (r i ) × U (r j ).
In bosonic string theory Ω 2 = +1, but this need not be the case for fermionic strings, where there exist sectors for which Ω 2 = −1 [4] . Let us assume that the decomposition of A in (4.6) is such that all states in a given sector [ij] have the same Ω 2 eigenvalue which we denote by Ω 2 ij . As Ω 2 is an automorphism of the algebra A, it follows that
where i, j and k are arbitrary. We can choose i = j = k, and (5.3) then implies that Ω 2 ii = 1, for all i. Next we choose p 1 = 0 to be arbitrary, and we define n − 1 constants p i = 0, i = 2, . . . , n by Ω 2 j1 = p j /p 1 . It then follows from (5.3) that the general element is
On the other hand, it is easy to see that (5.4) defines a solution of (5.3) for every choice of p i = 0, i = 1, . . . , n. Two choices of p i which are related byp i = µp i define the same solution for Ω 2 ij . We shall be mainly interested in the case where Ω l = +1 for some integer l, and in particular, in the case where l = 4; in this case we can choose p i so that p i = ±1 for all i = 1, . . . , n.
We want to define the twist operator ω on a in such a way that Ω = Ω⊗ω satisfies Ω 2 = +1, so that we can project the theory to eigenstates of Ω of eigenvalue +1. 6 This implies that ω 2 must take the same eigenvalue ω 2 ij for all states in a given sector (ij), and that ω 2 ij = 1/Ω 2 ij . Because of (5.4), it then follows that ω 2 (a) = M −1 a M , M (ij) = p i δ ij 1l r i ×r i ,
where, as indicated, the matrix M is formed of diagonal blocks, each of which is a matrix proportional to the identity. As reviewed in section 2, ω is of the form 6) and since ω maps (ij) to (ji), K must be block diagonal, i.e. K (ij) = δ ij K i , where K i is an r i × r i matrix. Using Schur's lemma, it follows from (5.5) that K t K −1 = λM , where λ is some constant. This implies that K t i = λ p i K i and consistency requires that (λp i ) 2 = 1. For the case where Ω 4 = 1, p i = ±1, this implies λ 2 = +1, and by replacing p i by −p i if necessary, we may assume without loss of generality that λ = +1. In this case K t i = p i K i , and the matrix K i is symmetric for p i = +1, and antisymmetric for p i = −1. (As K is nondegenerate, r i must be even whenever p i = −1.) By a change of basis, we can bring K to canonical form
where J
+1 is the unit r × r matrix, and J (r) −1 is the symplectic r × r matrix (with r even). Finally, ω is then given as (ω(a)) (ij) = p j · J p i (a (ji) ) t J p j . (5.8)
It can be checked that the action of ω commutes with that of the star involution; this requires that K † K is proportional to the identity, which is readily verified. In the diagonal blocks the above action of ω gives (ω(a)) (ii) = p i · J p i (a (ii) ) t J p i .
This leads to a gauge group SO(r i ) for each p i = +1, and a gauge group U Sp(r j ) for each p j = −1. This is in accord with the result of [4] for the case of a system of 5-and 9-branes.
