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第1章	 序論 
	  
1.1 研究背景 
会議について，高橋は「会議とは，三人以上の参加者が共通の場で対面し，情報の伝達や
加工を行って問題の解決をはかること」と定義している[37]．さらに，共通の場で対面して
コミュニケーションを行うことを「対面コミュニケーション」と称し，「対面コミュニケーシ
ョン」のメリットとして以下の５つをあげている． 
1. 大勢に同時に情報伝達できる 
2. 相互の情報交換が可能である	 
3. 伝達情報に対する反応がわかる	 
4. 参加者同士の一体感が高まる	 
5. 参加者の知識向上に役立つ	 
	 会議はさまざまな問題を解決するために一般的に行われているものであり，会議の際には
「対面コミュニケーション」を行えるということが重要となっている．	 
	 また，同じく高橋は会議を機能別に４種類，参加人数により３種類に分類している[37]．
まず，機能別の分類として，伝達会議，調整会議，創造会議，決定会議の４種類がある．伝
達会議とは，情報の伝達とその確認を目指す会議のことを指す．調整会議とは，組織間や大
きな組織の中での部門間で様々な調整を行う必要があるため，目標に対して部門ごとの行動
が適切であるか，また部門ごとに重複行動など無駄がないかなどをチェックするものである．
創造会議は，問題解決会議とも呼ばれるもので，さまざまな課題に対して，問題点を分析し
たり，その解決策を考えたりするための会議である問題解決のために行うため，この創造会
議が最も大切な会議の形式と言える．最後に，決定会議とは，企業などの組織の行動を決定
するために意思決定をするための会議である．日本では，会議の前にすべての根まわしがす
んでいて，決定会議といってもただ議決をとるだけの形式的なものになっている場合が多い．
しかしながら，本来は討論の場であり，各自が自分の知恵を闘わせて討議しあう場である．
また，これらの機能別の会議は，一度の会議に必ずしも１種類であるわけではなく，一度の
会議に複数の種類の会議の機能が含まれる場合もある．	 
	 また，会議の参加人数の分類については，小集団会議，中集団会議，大集団会議の３種類
がある．小集団会議とは，人数としては３人以上１０人以下の会議である．小集団活動やし
っかりした討議が行えるため，創造会議や決定会議に適した規模の会議である．中集団会議
は，１０人から３０人程度の会議である．部長会や職場会といった各種委員会の会議などを
行う規模の会議であり，伝達会議や調整会議に適した人数である．最後に，大集団会議とは，
３０人以上の大人数の会議である．議長団と議事運営が事前にしっかり決まっている様な会
議であり，組合大会，社員総会，株主総会などの伝達会議を行うのが中心の会議の規模であ
る．	 
	 会議の機能別の分類とそれらに適した参加人数の分類の関係を表	 1-1 に示す．このよう
に，会議の機能別，参加人数別の分類を見ると，伝達会議や調整会議は多くの人に情報の伝
達や情報の交換を行うことが主である．そして，議長や司会などの役職が決まっていること
が一般的である．一方で，創造会議や決定会議は情報伝達や情報交換だけでなく，議論を行
う会議であり，司会などの役職を定めずに各自が積極的に討議に参加するという特徴がある．
そのため，参加者同士でのやりとりも多くなるので前述した「対面コミュニケーション」の
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メリットの恩恵がより大きい会議の種類であるといえる．	 
	 また，このような「対面コミュニケーション」のメリットは，言葉のやりとりだけでなく
人同士が直接会ってコミュニケーションを行う際に言葉以外の情報もやりとりしているため
に現れるものである．人同士が行うコミュニケーションは，バーバルコミュニケーションと
ノンバーバルコミュニケーションに分類される[42]．バーバルコミュニケーションは言語を
用いたものである．一方，ノンバーバルコミュニケーションは周辺言語や視線，表情，対人
距離，身ぶりといった言語以外の手段を用いるコミュニケーションである．さらにバーバル
コミュニケーションよりもノンバーバルコミュニケーションによってより多くの情報が伝達
されると言われている[18]．そのため遠隔会話でも対面時のようにノンバーバルコミュニケ
ーションを実現することが重要となる．	 
表  1-1 会議の機能と適した参加人数の関係  
	 会議の機能	 小集団会議	 
(3~10 人)	 
中集団会議	 
(10~30 人)	 
大集団会議	 
(30 人以上)	 
伝達会議	 情報伝達とその確認	 	 ○	 ○	 
調整会議	 組織間の情報調整	 	 ○	 	 
創造会議	 問題点の分析，解決策の立案	 ○	 	 	 
決定会議	 組織行動の意思決定	 ○	 	 	 
	 
一方で，通信技術の発達により，遠隔地にいる人と会話を行う手段としてビデオチャット
が普及している．さらに，現在では 1対 1だけではなく複数人での同時利用も可能となって
おり，会議を遠隔地間で行う遠隔会議も可能となり広く利用されている．しかしながら，ビ
デオチャットや遠隔会議といった映像と音声のみを用いた遠隔会話の場面では発話交替がう
まくいかずに発話衝突という問題が生じる．発話衝突とは二人以上の人が同時に発話してい
る状態である．遠隔会話では音声遅延が 300 msを超えると特に発話衝突の発生が顕著になる
と報告されている[45]．また，玉木らによると遠隔会議の場面では対面会議と比較して発話
衝突が 30倍近く起こると報告している[38]．発話衝突が起こると発話をあきらめて中断する
傾向が高く，沈黙が発生し消極的な会話になりかねない．また，有意義な意見が発話衝突に
より妨げられる可能性もある．さらに発話衝突が頻発すれば会話の中断により会議時間が無
駄に長くなるという問題にも繋がる． 
発話衝突の原因として発話予備動作が認知されにくくなるという点があげられる[38]．対
面での会話では，参与者の発話予備動作を読み取ることにより誰がいつ発話し始めるのかを
判断している．これにより発話衝突を回避し，円滑な発話交替を実現している．しかしなが
ら，遠隔会議の場面では発話予備動作が認知されにくいことにより発話衝突が起こりやすい
と示唆されている． 
	 一方で，実世界のコミュニケーションにおいて映像ではなく実体を持つロボットを用いる
ことの優位性を示唆する研究がある．Kiddらは実在のロボットと映像上のバーチャルエージ
ェントを比較する実験を行い，実世界でのコミュニケーションでは実在のロボットのほうが
適していることを報告している[15]．また，Shinozawa らは実在するロボットと映像上のエ
ージェントからユーザに提案を行う状況において，実在するロボットのほうが適切であるこ
とを示している[30]．	 
	 さらに，ロボットを介して非言語的な情報を伝達し遠隔コミュニケーションを支援する研
究が多数行われている[23][27][32]．このように，あたかもその人の分身であるかのように
遠隔地に存在感を表出するロボットのことをテレプレゼンスロボットまたはテレイグジスタ
ンスロボットと呼ぶ[34][35]．これらのことから，映像では認知されにくくなる発話予備動
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作を 3 次元的な実体を持つロボットを用いて伝達することにより，発話衝突を回避すること
が出来ると考えられる．	 
また，発話予備動作の具体的例として「腕組みをほどく」「身を前に乗り出す」「話者の方
へ向きを変える」などがある[42]．これらは人が無意識的に行っている動作であると考えら
れ，発話予備動作を伝達するには，人が会話中に相手に見せようと意識的に行う動作だけで
はなく，このような無意識的な動作こそテレプレゼンスロボットにより伝達する必要がある
と考えられる． 
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1.2 関連研究 
1.2.1 遠隔コミュニケーションを支援するロボット 
既存の遠隔会話を支援するロボットの研究は，ロボットを用いてノンバーバルコミュニケ
ーションを実現することを目的としている．  
既存のテレプレゼンスロボットとして，Paulos らはロボットに搭載したディスプレイに操
作者の顔を表示させる PRoP と呼ばれるロボットを開発し，テレプレゼンスについて報告し
ている[24]．さらに，Anybots社の QBも PRoPと同様に遠隔操作で移動が可能なロボットに
ディスプレイを搭載したテレプレゼンスロボットである[2]．そして，InTouchTechnologies社
の RP-7 も同様な構成のテレプレゼンスロボットである[8]．これらのロボットはノンバーバ
ル情報である表情と対人距離の表出が可能である．しかしながら，発話予備動作に関わる頭
部，体幹，腕部の動きが表現できないと考えられる． 
また，鈴木らは遠隔会議支援ロボットシステムを開発している[33]．これは卓上サイズの
移動ロボットにパン・チルトカメラを搭載した構成となっている．カメラのパン・チルト動
作と移動を組み合わせることにより注意喚起能力を高められることを報告している．このロ
ボットはノンバーバル情報である視線方向と対人距離の表出が可能である．そのため，発話
予備動作に関連する頭部動作は表現できるが，体幹，腕部の動きが表現できないと考えられ
る．また，遠隔操作者の顔を表出するディスプレイ等も搭載していないため，会話時に重要
となる表情を伝達することが不可能である． 
	 大塚らは MM-Space と呼ばれる，間・空間	 を隔てた会話の状況を実世界に再構成するため
システムを開発している[22]．これは，透過型スクリーンに遠隔参与者の等身大の人物像が
投影される構成となっており，さらにそのスクリーンはアクチュエータが接続されている．
このアクチュエータにより，遠隔参与者の顔のパン・チルトの動きに合わせて人物を投影し
たスクリーンをパン・チルトすることが可能となっている．スクリーン自体がパン・チルト
することにより遠隔参与者の視線方向をより分かりやすくすることを目指したシステムであ
る．しかしながら，スクリーンに投影されるは胸より上部分のみとなっているため，腕部の
動きが表現できないと考えられる．また，スクリーンを大きくしたとしても，表出される腕
の動きについてはスクリーン中の映像上の動きに限られる．	 
	 これら既存のテレプレゼンスロボットに関する研究や，製品化されたテレプレゼンスロボ
ットは，ロボットの身体性のもつ存在感や対人距離，視線方向に着目したものが多い．しか
し，人同士が対面してコミュニケーションを行う場面において伝達される非言語的な情報は
これだけに限らない．例えば，人は対面で会話する際，身振りを用いて相手とコミュニケー
ションを行うのが普通である．しかしながら，ここにあげたテレプレゼンスロボットは腕の
機構を持たないため身振りを表出することは出来ない．	 
	 
1.2.2 コミュニケーションにおける身ぶり 
	 一口に身振りといっても人がコミュニケーションの際に用いる身振りの種類は様々である．	 
	 エックマンによると，身振りは表象，例示的動作，情動表出，調整子，身体操作に分類さ
れる[44]．表象とは V サインやサムアップのようなメッセージを意図的に伝達するために使
われる身振りである．例示的動作は発話内容を協調したり補足したりする動作であり，言葉
と一緒に聞かなければその意味は明確には分からない．情動表出は情緒的な状態や反応を示
す身振りのことである．調整子は会話の進行を円滑にするための動作である．身体操作は頭
をかいたり唇をなめたりといった，身体のある部分を使ってほかのものに働きかける動作の
ことである．	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 また，喜多は身振りを機能によって，伝達内容の表現，コミュニケーションのメタ調節，
情動的きずなづくりに分類している[26]．伝達内容の表現には，V サインや OK サインといっ
た形と意味が社会的な取り決めによって恣意的に決められている「エンブレム」，形と意味が
固定しておらず動きと指示対象の形の類似性に基づいている「描画的ジェスチャー」，指差し
のような時空間的隣接性によって指示対象を示す「直示的ジェスチャー」がある．コミュニ
ケーションのメタ調節には，会話の流れを調節する機能が含まれる．これは，話す順番（タ
ーン）を相手に渡すつもりがあるかないかを示す，ターンの保持，ターンをとりたいという
意思表示を身振りによって行うものである．情動的きずなづくりは，例えば話し手と聞き手
が同時にうなずくといったようにコミュニケーションの参加者が同時に同じ身体の動きをす
るということがある．これにより会話の参加者間に情動的なきずながつくられるというもの
である．	 
	 これらのことからコミュニケーションにおける身振りには，伝達内容の表現，話者交替の
意思表示，親近感の形成といった機能があることが分かる．	 
	 また，Cassell らは，人の対面コミュニケーションの場面において，話し手が意識的に身
振りを表出している場面でなくとも，聞き手は常に身振りから情報を得ていることを示唆し
ている[3]．よって，意識的に表出された身振りだけでなく無意識的に表出された身振りも聞
き手に影響を与えており，コミュニケーション中に何らかの役割を果たしていると考えられ
る．	 
	 
1.2.3 身ぶりを表出するテレプレゼンスロボット 
井上らは遠隔地間のコミュニケーション用ロボットシステムとしてテレコミュニケーター
を開発している[7]．テレコミュニケーターの一つであるウェアラブルミニチュアヒューマノ
イドロボットは，人の肩に乗る大きさの小型ヒューマノイドロボットである．腕部各 4自由
度，頭部 3自由度を有しており腕部と頭部の動きを表現可能である．しかしながら，この自
由度の頭部と腕部をもつモデルにおいては，ディスプレイを搭載したものが開発されておら
ず，表情を伝達することは不可能である． 
石黒らは，外見やしぐさが人間と極めて近いアンドロイドロボットである ReplieeQ2[9]や，
ある特定の人間の分身ともいえる Geminoid[16]を用い，遠隔地での対話における存在感の伝
達効果を研究している．これらのアンドロイドロボットは，口の動きや頷き，呼吸時の胸部
の動きなど細かい動作により人間らしい表現を行っている．しかしながら，石黒らはアンド
ロイドの外見やしぐさによる人間らしさは評価しているものの，会話中の動作が発話交替に
もたらす影響については特に言及していない．さらに，腕を上げたり腰を捻ったりといった
大きな動作は行うことができない点や，仮想的な人物あるいは特定の人物に外見を似せてい
るために操作者とアンドロイドの外見の違いから違和感を感じてしまうと考えられる点から，
遠隔会議において発話予備動作を表出するデバイスとしては不向きであると考えられる． 
また，同じく石黒らは，科学館という不特定多数の人が来場する環境で Robovie-Mという
高さ 29cmの小型ヒューマノイドロボットを用いた会話実験を行っている[21][29]．Robovie-M
は全身で 22自由度を有し，身振りを行いながら会話が可能である．多人数会話である点は遠
隔会議と同一であるが，科学館の来場者が対話相手であるため頻繁に入れ替わりが起こる可
能性があり，遠隔会議の環境とは違いがある．また，ロボットとの対人距離や印象について
の評価はしているものの，発話交替や発話衝突については言及されていない． 
吉崎らはモーションキャプチャを利用して直感的な操縦を行うことができるテレプレゼン
スロボットを提案している[46]．モーションキャプチャのデバイスとして Kinect を利用して
おり，得られたデータから V-Sidoと呼ばれる姿勢制御システムを用いることにより転倒しな
い補正をかけながらロボットに動作を行わせることが可能となっている．実装されたテレプ
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レゼンスロボットは頭部にディスプレイと脚部各 6自由度，腕部各 3自由度，胴部 1自由度，
頭部 1自由度を有している．これにより，表情，体幹，腕部の動きを表出可能である．しか
しながら，頭部は 1自由度しか有していないため，うなずきや首をかしげるといった発話予
備動作を伝達することは不可能である． 
	 Tojo らは，多人数会話に参加するロボットを開発している[40]．この会話ロボットは頭部
の方向や体幹方向，身ぶりといった非言語情報を表出して会話に参与することが可能である．
しかしながら，これは自律型のロボットであり遠隔会話に用いるシステムではないものとな
っている．	 
	 既存の身振りを表出するテレプレゼンスロボットの研究として，葛岡らの GestureMan-3.5
があげられる[41]．GestureMan-3.5 は遠隔操作型のロボットで前後移動と回転が可能であり，
頭部には操作者の志向を表現するための頭と 3 眼カメラを搭載している．また，
GestureMan-3.5 の右側面には 5 自由度のロボットアームを搭載しており，先端には指差しを
している状態の手の模型が取り付けられている．これにより，対象物を指し示すことが可能
である．しかし，GestureMan-3.5 で扱う主な身振りは指さしであり，これは伝達内容の表現
を行う身振りの１つである「直示的ジェスチャー」にあたる．そのため，扱っている身振り
は話者交替の意思表示の身振りとは異なるものである．	 
	 また，舘らが開発した TELESARⅡは，人と同じサイズの人型マスタ・スレーブロボットで
ある[36]．操作者は外骨格型のマスタコクピットを用いて人型スレーブロボットを操作する
ことが可能であり，あたかも遠隔の環境にいるような感覚で精密な作業を行うテレイグジス
タンスを目指している．ロボットのスレーブアームは，方直交 3 自由度，肘 1 自由度，手首
直交3自由度，手8自由度５本指という自由度を持ち繊細な作業を行うことが出来る．TELESAR
Ⅱは遠隔環境での精密な動作の実現を目指しているが，その反面，操作のためのシステムも
大規模となり，少人数の参加する会議や会話の場面での運用は現実的ではない．	 
Adalgeirsson らは MeBot と呼ばれる卓上サイズの移動ロボットを開発している[1]．MeBot
は顔の映像を表示するパン・チルトと前後移動が可能なディスプレイを頭部として取り付け
ている．また，各 3自由度の腕の機構を有している．このロボットはノンバーバル情報であ
る表情，視線方向，対人距離，身ぶりの表出が可能である．そのため，発話予備動作に関す
る頭部，体幹，腕部の全動作が表現できる．MeBotは発話予備動作を表出するモダリティと
しては十分だと考えられる．しかしながら，MeBotの身ぶりの操作方法は MeBotの腕と同じ
機構のコントローラで操作するという方法である．この方法では発話予備動作を操作に反映
できないと考えられる．我々がこのように考える理由については次章で詳しく説明する．ま
た，MeBot を評価する実験では，1 対 1 の会話タスクにおいてロボットが動く場合と動かな
い場合についての印象の違いを主に評価している．そのため発話衝突や発話交替，発話予備
動作については一切評価していない．そのため MeBotの操作方法によって表出される身ぶり
が発話衝突の減少に有効であるかどうかは明らかになっていない． 
	 以上に述べたように，表情を表出するディスプレイに加え，うなずきや身を乗り出すとい
った発話予備動作を表出するための頭部，腕部，体幹に十分な自由度を有すと共に無意識的
身ぶりを伝達できる操作方法のテレプレゼンスロボットは見受けられない．また，発話衝突
の減少や発話交替に関してテレプレゼンスロボットにより表出される身ぶりの有用性は未だ
確認されていない． 
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1.3 研究目的 
	 遠隔コミュニケーションでは身振りが認知されにくくなるため，発話の予備動作などの話
者交替の意思表示の情報が十分に伝達されなくなる．そのため話者交替が適切に行われず，
発話衝突が起こるという問題が発生する．そこで，テレプレゼンスロボットを介して身振り
を表出することにより，身振りが認知されやすくなり話者交替が円滑に行えるようになると
考える． 
	 一方，人同士のコミュニケーションでは意識的なものだけでなく無意識的に表出された身
振りも情報を伝えているといわれている．そのため，テレプレゼンスロボットにおいても意
識的な身振りのみを表出するものでは身振り情報を十分に伝達できていないと考えられる．
よって，無意識的な身振りも含めて表出することが可能な操作方法が必要であると考える． 
	 本研究では無意識的身ぶりを伝達して表出可能なテレプレゼンスロボットを提案する．こ
のテレプレゼンスロボットは発話予備動作を表出する方法として身ぶりの操作方法に着目し
て設計を行う．また，無意識的身ぶりの伝達が発話衝突回避に有効であることを確かめるた
めの実験を行う． 
	 更に，本研究では遠隔多人数会話において発話機会を獲得するためのテレプレゼンスロボ
ットを提案する. 
	 提案システムでは，遠隔参与者の身ぶりを検出し, 他の参与者が話し手となっている際に
テレプレゼンスロボットが身ぶりを誇張表現することによって，遠隔参与者が聞き手の役割
を得やすくなるよう支援を行う. 身ぶりの誇張を行うことにより，遠隔参与者が聞き手にな
る機会と聞き手になってから次話者として発話を行う機会を増加させることができるものと
考える.
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第2章	 発話衝突減少のための身ぶりの表出 
2.1 意識的身ぶりと無意識的身ぶり 
	 本研究で扱う「意識的身ぶり」と「無意識的身ぶり」についての定義を行う．まず「意
識的身ぶり」は，相手に見せるという目的で表出した身ぶりと定義する．例えば，「あそこの」
と言いながら指さしをするといったものや「ボールがこう飛んで来て」と言いながら手を握
って拳をつくることによりボールを表現し，ボールの飛ぶ起動を手の動きで表すといったも
のである．次に「無意識的身ぶり」は．相手に見せるという目的は無く表出した身ぶりと定
義する．例えば，頭をかく，口元に手をやる，身を乗り出すと言ったものである．前項で紹
介した MeBotの身ぶりの操作方法は，ロボットと同じ機構のコントローラを動かすことによ
って行う．そのため，操作者が意識的に表出しようとした身ぶりのみが操作として現れ，ロ
ボットの身ぶりとして表出されると考えられる．そして，この操作方法では人の癖などの無
意識的な身ぶりは表出されないと考えられる．しかし，玉木らが挙げている発話予備動作の
例には，「身を前に乗り出す」「手を口および顔周辺へ持っていく，もしくはそこから下ろす
動作」といった人が無意識的に行っている動作が多く見受けられる．さらに，Cassell らは，
人は対面コミュニケーションの場面において，話し手が意識的に身ぶりを表出している場面
でなくとも，聞き手は常に身ぶりから情報を得ていることを示唆している[3]．よって，人が
無意識的に行っている身ぶりも相手に影響を与えておりコミュニケーションにおいて何かし
らの役割を果たしていると考えられる．これらのことから，無意識的身ぶりには発話予備動
作となるものが含まれていると推察できる．そして，無意識的身ぶりを表出することにより
発話衝突の回避を行うことが期待できる．そこで本研究では，テレプレゼンスロボットに無
意識的身ぶりを表出させることにより，発話衝突を回避するシステムを実現する． 
 
2.2 無意識的身ぶり取得方法 
無意識的身ぶりを表出するためには，まずその身ぶり自体を取得する方法が必要となる．
身ぶりを意識的か無意識的かに分別し，無意識的身ぶりのみを抽出するような方法は困難で
ある．しかしながら，無意識的身ぶりも何かしらの体の動作である．そのため操作者のすべ
ての動作を取得すれば，意識的か無意識的かの分別は出来ないが，無意識的身ぶりを含んだ
動きをロボットの操作に反映することが可能である． 
	 無意識的身振りを取得するための操作方法の必要条件は下記である． 
1. 操作者の身体動作を取得できること 
2. 操作者を拘束しないこと 
	 まず，1.について，無意識的身振りは意識的ではないにしろ操作者の身体動作として表れ
るため，操作者の身体動作すべてを取得すれば，意識的身振りと無意識的身振りの両方が取
得できると考えられる．2.については，操作者の体に何らかの装置を取り付けるなどして拘
束を行うと，普段の対面でのコミュニケーションでは表出される無意識的身振りが抑制され
る可能性があるためである． 
	 このような操作方法を実現させるための手段として，モーションキャプチャの技術を利用
することがあげられる．モーションキャプチャの手法は様々なものがあるが，身体に装着す
る必要のある外骨格型のものではなく，赤外線カメラを用いる光学的な手法を用いれば操作
者の拘束を最小限にして身振りを取得することが可能である． 
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提案システムのコンセプトを図 2-1 に示す．既存の遠隔会話支援ロボットでは，遠隔参与
者が受動型コントローラを操作することによりロボットの身ぶりを表出していた．しかし，
この手法では遠隔参与者が意識的に伝えようとした身ぶりしか操作に反映されないと考えら
れる．そのため，発話予備動作のような無意識的に行っている場合が多い動作についてはロ
ボットを介して十分に伝達することが出来ない．そして．発話予備動作が十分に伝わらない
ために発話衝突が発生しやすくなると考えられる．一方，本研究で提案する手法は遠隔参与
者の動きをモーションキャプチャで取得し，それをロボットの身ぶりの表出に反映させると
いうものである．遠隔参与者の無意識的な身ぶりも含めたすべて動きを操作に反映させるこ
とができると考えられるため，無意識的に表出される発話予備動作を，ロボットを介して他
の参与者に伝えることができると考えられる．そのため，伝達した発話予備動作から発話を
予期することができ発話衝突が減少することが期待される． 
	 
	 
図  2-1 無意識的身ぶり表出テレプレゼンスロボットのコンセプト  
2.3 テレプレゼンスロボットの必要条件 
	 提案するテレプレゼンスロボットの必要条件は下記の通りである． 
1. 人型であること 
2. 小型で卓上に置ける大きさであること 
3. 腕の機構を持つこと 
4. 身の乗り出しと左右の捻りが行えること 
5. 頭部が 3自由度で動作を行えること 
6. 顔の映像を表示できること 
7. 音声を伝達できること 
	 まず，1.について，テレプレゼンスロボットは人として認識されやすい形状であるほど存
在感が増すとため人型である必要がある．2.について，コミュニケーションの場の１つであ
る会議を例にとると，参加人数により会議の役割が変化するといわれている[37]．その中で
も 3~10 人ほどの人数でブレーンストーミングや問題解決策の議論などを行う創造会議は，
話者交替も頻繁に起こり参加者の表情や身振りが重要となる．そのため，少人数で行われる
会話はロボットを用いる必要性が高いと考えられ，テレプレゼンスロボットを用いる会話の
規模としては 3~10人程度が参加する少人数のものを想定する．そして，少人数の会話であ
ればロボットの小ささによる存在感の低下が起こりにくく，卓上に置けるほどの大きさであ
る方が取り回しがしやすいと考えられる．そのため，卓上における大きさである必要がある． 
3.4.5.は全て身振りを表出するために必要である．また，5.の頭部動作に関しては，視線方向
を表出するためにも必要となる．6.7.は既存のWeb会議でも用いられている要素であるため
テレプレゼンスロボットの場合にも必要である． 
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2.4 実装 
2.4.1 システム構成 
実装したテレプレゼンスロボットシステムの構成を図 2-2 に示す．遠隔側では，遠隔参与
者の頭部，体幹，腕部の動作をモーションキャプチャで取得し，遠隔参与者の表情と音声は
Webカメラとマイクにより取得する．遠隔参与者側で取得した頭部，体幹，腕部の動作，表
情，音声の情報は制御 PCによりインターネットを介し隣在側の制御 PCへと送られる．この
通信の実装は SkypeAPI を用いて行った．隣在側では受け取った情報をもとにテレプレゼン
スロボットにより遠隔参与者の身ぶりと表情を隣在参与者へと提示する．また，音声は制御
PC のスピーカを用いて提示する．隣在側から遠隔側への情報伝達は既存の Web 会議と同じ
構成である．隣在側では，テレプレゼンスロボットの背後に設置したWebカメラとマイクか
らそれぞれ隣在参与者の映像と音声を取得する．映像と音声は Skypeを用いて行い，制御 PC
によりインターネットを介して遠隔側の制御 PC へと送られる．遠隔側では，映像はディス
プレイを，音声はスピーカを用いて操作者へと提示される． 
 
図  2-2 システム構成  
2.4.2 テレプレゼンスロボット 
	 実装したテレプレゼンスロボットの外観を図 2-3 に示す．ロボットのプラットフォームと
して近藤科学株式会社製ヒューマノイドロボット KHR-3HV を用い，本研究でのテレプレゼ
ンスロボットの仕様を満たすように小型ディスプレイとサーボモータの追加を行った．この
テレプレゼンスロボットに用いられているサーボモータは全て，近藤科学株式会社の
KRS-2552HV である．KRS-2552HV の仕様をに表 2-1 示す．また，サーボモータの追加を行
った後のテレプレゼンスロボットの機構を図 2-4 に示す．身ぶりの表現度を高めるため頭部
2 自由度，腕部各 1 自由度のサーボモータの追加を行い，頭部 3 自由度，腕部各 4 自由度，
腰部の左右の捻り 1自由度，身の乗り出し仰け反り 1自由度を用いた身ぶりの表現が可能で
ある．これにより遠隔参与者の頭部と体幹，腕部動作を隣在参与者へと表出する．本研究で
は着座状態で会議を行うことを想定し，脚部の動きは表現しないものとした．そのため，図 
2-4のうち S12，S13，S16，S17，S18，S19の各サーボモータは本システムでは稼働させない．た
だし，遠隔参与者の代理のロボットとして人型である必要があるため，足であることが認識
できるように稼働させない脚部のサーボモータも取り付けたままにした． 
	 遠隔参与者の表情を表出については，テレプレゼンスロボットの頭部に取り付けた小型デ
ィスプレイを用いる．このディスプレイに遠隔参与者の顔の映像を映し出すことにより，表
情の表出を行う．本研究では，テレプレゼンスロボットの顔として違和感ができるだけ少な
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くなるよう大きさを考慮し，株式会社磁気研究所の 4.3インチ小型 USBディスプレイ Mimo 
um-430を用いた． 
	 
図  2-3 テレプレゼンスロボット外観  
 
表  2-1 KRS-2552HV 仕様  
寸法 L41[mm]×W21[mm]×H30.5[mm]
（突起部除く） 
定格電圧 9~12[V] 
重量 41.5[g] 
最大動作角度 270[°]（±135[°]） 
最大連続消費電流 訳 1.3[A]（11,1[V]時） 
最大トルク 14.0[kg・m] 
最大スピード 0.14[sec/60°] 
ギヤ比 31240:1 
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図  2-4 テレプレゼンスロボットの機構  
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2.4.3 モーションキャプチャ操作 
体幹と腕部の動作を取得するためのモーションキャプチャデバイスとして Microsoft 社製
の Kinectを用いた[19]．Kinectの外観を図 2-1に示す．Kinectは同社のソフトウェア開発キッ
トKinectforWindowsSDKを用いることにより深度センサーからの情報をもとに人物のボーン
を認識し，体の動きを各関節や手先位置などの 3次元情報として取得することが可能である
(図 2-6)．Kinectはモーションキャプチャデバイスとしては比較的安価である．また，一般的
なモーションキャプチャシステムは動作を取りたい人の体に専用のマーカを取り付ける必要
がある．それに対し Kinectは，体にマーカをつけることなく動作を取得でき，手軽に運用で
きるという特徴がある．そのため今回はモーションキャプチャデバイスとして Kinectを用い
た．Kinect を用いたモーションキャプチャにより，体幹，首，右肩，右肘，右手首，左肩，
左肘，左手首といった体の各部位の 3次元座標を取得することが可能である．本システムで
は，取得した各部位の 3次元座標から体幹の方向ベクトルや上腕のベクトルなどを算出し，
それらのベクトルの角度をロボットの各関節のサーボモータの目的角として動作のマッピン
グを行った． 
頭部動作の取得にはWebカメラと SeeingMachines社の faceAPIを用いた[28]．faceAPIの動
作の様子を図 2-7に示す．faceAPIは，Webカメラから入力された画像を元にリアルタイムに
顔の 3次元位置(x，y，z座標)と 3次元姿勢(パン，チルト，ロール)を取得可能である．faceAPI
は一般的に普及しているスペックのWebカメラの利用を前提としたソフトウェアである．そ
のため，本システムではWebカメラとしてロアス社の MCM-14BKを用いた．このWebカメ
ラは 130万画素で解像度は 1280×1024pixelである．本システムでは，faceAPIで取得された
3次元姿勢(パン，チルト，ロール)の各角度をテレプレゼンスロボットの頭部のパン，チルト，
ロールにあたるサーボモータの関節角に 1:1に対応させ，頭部動作を行うようにした．faceAPI
の頭部姿勢の計測範囲は，パン-30°~30°，チルト-20°~45°，ロール-90°~90°となっており，テ
レプレゼンスロボットの頭部サーボモータの動作可能角度は，パン-70°~70°，チルト-15°~30°，
ロール-65°~65°である．ロボットの頭部動作角度は他パーツとの干渉を考慮して制限してお
り，計測可能範囲よりも狭くなっているが，うなずく動作や見ている方向を表現するには十
分な動作範囲である． 
 
 
 
図  2-5 Kinect 外観  
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図  2-6 Kinect の骨格認識で取得可能な関節点  
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図  2-7 faceAPI の動作時の様子  
2.4.4 受動型コントローラ操作 
提案するシステムの比較対象として，コントローラ操作により身ぶりを表出するシステム
の実装を行った．システム全体の構成と用いるテレプレゼンスロボットはモーションキャプ
チャ操作を行うシステムと同一のものであるが，体幹と腕部の操作方法のみをコントローラ
操作に変更する．コントローラ操作を用いたシステムは，関連研究の章で取り上げた MeBot
の操作方法を参考にして実装を行った．具体的には，テレプレゼンスロボットの腕の動きに
ついては，ロボットと同じ機構を持つコントローラによりマスタ・スレーブ方式で操作し，
頭部の動きについては faceAPIを用いた操作を行う． 
コントローラとしては，テレプレゼンスロボットと同様にサーボモータを追加し頭部のサ
ーボモータのみを取り除いたもう一台の KHR-3HVを用いた(図 2-8)．遠隔地側では，藤科学
独自のデータ通信規格である ICS通信を用いて，受動型コントローラの各サーボモータの現
在の角度データを制御 PC へと取り込む．その後，モーションキャプチャ操作の実装と同様
に，SkypeAPIを用いてサーボモータの角度データを送信する．会議室側では，受信したコン
トローラのサーボモータ角度データをそのままテレプレゼンスロボットの各サーボモータの
目標角度として，制御マイコンへと命令を送信する．このようにして，コントローラを用い
てマスタ・スレーブ方式でテレプレゼンスロボットを介した身ぶり表出を行う． 
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図  2-8 受動型コントローラ外観  
 
2.4.5 音声・動作の遅延について 
音声の遅延が 300ms を超えると特に発話衝突の発生が顕著になると報告されている[45]．
我々が実装したシステムにおける音声の遅延は 100ms程度であり，音声遅延による発話衝突
への影響はほぼないと考えられる．また，テレプレゼンスロボットの動作の遅延について，
うなずくような小さな動きについては，約 100ms程度の遅延があった．一方で，腕を上げる
ような大きな動きでは，モーションキャプチャ操作にて約 600ms，受動型コントローラ操作
にて約 500msの動作遅延がみられた．玉木らは，発話予備動作が行われた後にその動作がそ
の後の発話確率に影響を与える持続時間があると報告している[38]．それによると，手の動
きと頭の動きが 1s，頷きが 3s の持続時間を有しているとしており，我々が実装したシステ
ムのロボットの動作の遅延はこれらの持続時間よりも短いため，遅延により発話予備動作と
しての効果が無くなることは無いと考えられる． 
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2.5 実証実験 
2.5.1 実験目的 
この実験の目的は，テレプレゼンスロボットの表出する無意識的身ぶりが会話中の発話衝
突の減少に有効であるかを明らかにすることである． 
 
2.5.2 比較条件 
本実験では，提案手法である「モーションキャプチャ操作条件」と「受動型コントローラ
操作条件」「対面会話条件」の 3種類を比較条件とする．受動型コントローラ操作条件では遠
隔参与者は受動型コントローラを用いてテレプレゼンスロボットを操作し，ロボットにより
表出される身ぶりは意識的身ぶりのみになると考えられる．一方，モーションキャプチャ操
作条件では意識的身ぶりに加えて無意識的身ぶりも表出されると考えられる．また，対面会
話条件はテレプレゼンスロボットを利用せずすべての参加者が直接会って会話を行うもので
あり，ロボットを介さない自然な会話との比較を行うために用意した条件である．これらの
比較により無意識的身ぶりが発話衝突に与える影響を検証する． 
	 
2.5.3 実験時の会話タスク 
	 本実験では，会議の機能別の種類として創造会議と決定会議を想定し，会話タスクとして
砂漠生き残り問題を用いた．また，会議の参与人数については，創造会議や決定会議に適し
ている 3 人から 10 人の小集団会議を想定し，よりシンプルな実験条件にするために最少人
数である 3人での会議とした． 
砂漠生き残り問題とは，砂漠で遭難しているという状況を想定し，リストアップされた道
具について生き残るために必要なものの優先順位を議論により決定するというタスクである．
実際に会話タスクに用いる道具のリストを表 2-2に示す．この会話タスクは 1 回あたり 4 分
間で行う．この会話 1回を 1セッションと呼ぶ．また，遠隔参与者となる被験者と操作条件
をそれぞれ変更し，会話タスクに用いる道具の組み合わせも別のものに変更して各セッショ
ンを行う．1 グループにつき 3 人の被験者がいるため，被験者と比較条件の組合せは，被験
者 A，B，C のうち 1 人が遠隔参与者となり提案手法で会話に参与する場合が 3 通り，被験
者 A，B，Cのうち１人が既存手法で会話に参与する場合が 3通り，被験者 A，B，C全員が
対面会話を行う場合が 1 通りとなる．よって，1 グループあたりのセッション数は合計 7 セ
ッションとなる． 
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表  2-2 砂漠生き残り問題の道具リスト  
 道具 
セッション１ ○	 １人につき１リットルの水 
○	 チョコレート 
○	 食塩の錠剤 
セッション２ ○	 防水シート 
○	 毛布 
○	 軽装のコート 
セッション３ ○	 拳銃 
○	 ナイフ 
○	 フライパン 
セッション４ ○	 マッチ 
○	 懐中電灯 
○	 赤と白模様のパラシュート 
セッション５ ○	 「食用に適する砂漠の動植物」という本 
○	 その地域の航空地図 
○	 携帯電話 
セッション６ ○	 ガーゼと包帯 
○	 人数分のサングラス 
○	 ウォッカ 
セッション７ ○	 コンパス(方位磁石) 
○	 消毒薬 
○	 化粧用の鏡 
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2.5.4 実験環境 
実験環境の構成を図 2-9に，会議室側と遠隔地側の様子をそれぞれ図 2-10と図 2-11に示す．
発話衝突は複数人が参加する遠隔会話で発生しやすい．そのため本実験では，3 人参加の多
人数会話を想定し，そのうちの 1人が遠隔参与者として遠隔地からロボットを操作して会話
に参加する．湯浅らによると多人数映像会話の場面において，視線一致環境では視線不一致
環境に比べて身振りの表出回数が半分になるという報告がある[12]．そのため，視線の不一
致により身振りの表出が減少することを避けるため，会議室側にはそれぞれの参与者を捉え
るカメラを設置した．そして，遠隔地側では遠隔参与者から見た対話者の角度が対面状態と
一致するように配置を調整した２台のディスプレイそれぞれにカメラの映像を映した．これ
により遠隔参与者が左の参与者に視線を向けている場合と右の参与者に視線を向けている場
合の顔の向きが明確に変化する．これにより，テレプレゼンスロボットの頭部の左右動作が
視線方向を表しやすくなる．また，会議室側に設置した２つのカメラはそれぞれ参与者をと
らえると共に，テレプレゼンスロボットの後ろ姿の一部も入るように調整した．これにより，
遠隔参与者はディスプレイの端に映るテレプレゼンスロボットを見ることができ，自分の意
図したようにロボットが動いているか確認できるようになっている． 
また，システムの動作テストを行った際に，ネットワークの不安定によりロボットの動作
にラグが発生することが分かっていた．ラグが会話に与える影響を出来る限り少なくし，操
作条件の違いが会話に与える影響を捉えやすくする実験設定が望ましい．そのため，本実験
ではネットワークを介しての通信は行わず，会議室側の参与者と同一の部屋にて遠隔参与者
がロボットの操作を行うものとした．その際に，会議室側の参与者と遠隔参与者の間に衝立
を設け，互いの姿が直接見えないように配慮した． 同一の部屋にて実験を行うため，音声チ
ャットは用いずに衝立を挟んでそのままの声で会話を行うこととした． 
	 また，会話中に手元に何かしらのものがあると，それをいじるような動作が発生してしま
う可能性がある．そのような会話とは関係なくものをいじるような動作が表れやすくなると，
会話中の身ぶりが減少したり，身ぶりの分類が困難になったりすると考え，会話中の被験者
には道具リストの書かれた紙などは持たせずに会話を行わせることとした．	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図  2-9 実験環境
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図  2-10 会議室側の様子  
 
図  2-11 遠隔地側の様子  
 22 
2.5.5 実験の流れ 
	 実験の流れを図 2-12に示す． 
	 まず実験全体に関する説明を行った後，ロボットの操作方法について説明する．その後，
3 人の被験者にそれぞれに実際にモーションキャプチャ操作とコントローラ操作の両方でロ
ボットを操作してもらい，１分間ほど操作を練習させる．次に，砂漠生き残り問題について
の説明を行い，会話を行う前の各被験者の意見を収集するために，優先順位の事前調査とし
て道具リストに各セッションでの３つずつの道具に優先順位をつけてもらう． 
	 その次に，会話タスクを行う．まず実験者が今回の会話で話し合ってもらう３つの道具を
口頭で読み上げる．その後，提示した３つの道具について実際の会話を４分間行わせる．実
験全体の説明の際に，４分間のうちに３人で優先順位の意見をまとめること，４分経つ前に
意見がまとまったとしても，道具の他の使い方がないかなど４分経つまで会話を続けること
を被験者に指示した．また，会話開始から３分でベルを 1鈴，４分で２鈴鳴らすことにより
会話時間の経過を被験者に伝えることとした．なお，被験者が時間の経過を意識しすぎない
ように時計やタイマーなどは被験者からは見えない位置に置いた．会話が終了したら，その
会話で決定した道具の優先順位を実験者に口頭で伝えてもらう．これらの流れを１回の会話
タスクとし，遠隔参与者訳になる被験者や比較条件を変えて合計 7回の会話タスクを行わせ
る．比較条件の順序については順序効果の影響がキャンセルされるよう考慮した．また，比
較条件と話し合う道具の組み合わせが異なるようにした． 
	 実験の最後のアンケートでは，ロボットや操作方法に対する印象や気付いたことについて
自由記述形式で回答させる． 
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図  2-12 実験の流れ  
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2.5.6 評価方法 
	 実験中の会話の様子を観察することによりモーションキャプチャ操作条件と受動型コント
ローラ操作条件での会話の評価を行う．評価の指標としては，会話中の発話衝突の回数と参
与者の発話ターン取得率を用いる．発話ターン取得率は，会話中における全発話ターンのう
ち，ある参与者が獲得した発話ターンの割合とする．	 
受動型コントローラ操作条件では意識的身ぶりしか表出されないが，モーションキャプチ
ャ操作条件では意識的身ぶりに加えて無意識的身ぶりも表出され，その身ぶりが発話予備動
作の役割を有していると考えられる．そこで，以下の仮説を立て検証を行う． 
	 
仮説 1:モーションキャプチャ操作条件は受動型コントローラ操作条件に比べてロボットを
介した参与者の発話ターン取得率が高い 
	 
仮説 2:モーションキャプチャ操作条件は受動型コントローラ操作条件に比べて発話衝突の
回数が少ない 
	 
これらの仮説が検証されれば，モーションキャプチャを用いた操作方法により無意識的な
身ぶりを表出でき，その身ぶりが発話衝突の回避と円滑な発話交替に有効であることが明ら
かになると考える． 
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2.6 実験結果と考察 
2.6.1 実験結果 
7 組(合計 21 人)の被験者に対して実験を行い，ビデオカメラを用いて実験時の会話の様子
を録画した．被験者は 20歳台の男性 17人，女性 4人であった．実験後にビデオカメラの映
像を見返し，テレプレゼンスロボットにより表出された身ぶりと各参与者の発話回数，会話
中の発話衝突回数のカウントを行った． 
各操作条件におけるテレプレゼンスロボットにより表出された身ぶりのカウントについて，
頭部の操作方法は提案手法と既存手法において同一のものを用いたため，今回は頭部の動作
による身ぶりは評価から除外し，体幹と腕による身ぶりを観察して分類と回数のカウントを
行った．1グループあたり提案手法と既存手法で 3セッションずつ行い，7グループ分のデー
タを取得したため，各条件で合計 21セッションのデータから身ぶりを観察した．いずれかの
条件において全セッションで合計 5回以上観察された身ぶりについて，セッションあたりの
平均回数を図 2-13と図 2-14に示す．グラフ中のエラーバーは計測値の標準偏差を表す． 
図 2-13に示した「手を前に出す」「片手を上げる」「手で方向を示す」といった身ぶりは他
の参与者の注意を引くために行われていたため，相手に見せる目的で表出した身ぶりと考え
られ「意識的身ぶり」とした．図 2-14に示した「話者へ身を乗り出す」「話者へ体を向ける」
「手を顔にやる」といった身ぶりは相手に見せる目的は無く表出した身ぶりと考えられ「無
意識的身ぶり」とした．各身ぶりについて Mann-Whitneyの U検定を行ったところ，「手で方
向を示す」身ぶりと「手を顔にやる」身ぶりについてモーションキャプチャ操作条件と受動
型コントローラ操作条件の間に有意水準 5%の有意差がみられた． 
各条件における参与者の発話ターンの取得率を図 2-15に示す．提案手法と既存手法につい
てはそれぞれ合計 21セッション，対面会話条件は 1グループあたり 1セッションを行ったた
め合計 7セッションのデータから発話ターン数のカウントを行った．また，条件別の平均総
ターン数は表 2-3のようになり，検定の結果，各条件の間に有意な差は見うけられなかった．
ターン取得率の 3 条件間において反復測定 1 元配置分散分析を行った結果，有意水準 1%の
有意差がみられた．3 条件間の組合せのどこに差があるのかをより詳細に明らかにするため
に，多重比較として Bonferroni の調整を用いた対応のある t 検定を行った．その結果，モー
ションキャプチャ操作条件と対面会話条件の間で有意水準 1%の有意差がみられ，受動型コ
ントローラ操作条件と対面会話条件の間で有意水準 5%の有意差がみられた．このことから，
直接会って会話を行う対面会話条件と比べて，遠隔地からロボットを介して会話に参加する
場合に遠隔参与者のターン取得率が有意に少なくなることが明らかとなった． 
	 各条件における 1 セッション中の発話衝突回数の平均を図	 2-16 に示す．発話衝突回数の
3 条件間において Kruskal-Wallis 検定を行った結果，有意水準 5%で有意差がみられた．そこ
で 3 条件間のどの組合せに差があるのかより詳細に明らかにするために，多重比較として
Bonferroniの調整を用いた Mann-Whitneyの U検定を行った．その結果，モーションキャプチ
ャ操作条件と受動型コントローラ操作条件の間に有意水準 5%の有意差がみられた．このこと
から，受動型コントローラ操作条件に比べてモーションキャプチャ操作条件での発話衝突回
数が有意に少なくなることが明らかとなった．	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表  2-3 セッション中の総ターン数の平均  
 Average of total 
turns per session 
Standard Deviation 
Proposed method 40.3 10 
Existing method 46.5 9.48 
Face-to-face 43.6 9.12 
 
 
図  2-13 ロボットにより表出された意識的身ぶりの回数  
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図  2-14 ロボットにより表出された無意識的身ぶりの回数  
 
 
図  2-15 遠隔参与者のターン取得率  
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図  2-16 発話衝突回数  
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2.6.2 考察 
テレプレゼンスロボットが表出する無意識的な身ぶりについては， 図 2-14の結果から「話
者へ体を向ける」身ぶりについては両条件でほぼ同数であった．これは，受動型コントロー
ラ操作条件の際に半数以上の被験者が，現在注目している参与者の方にロボットの体を向け
るという操作をこまめに行っていたため操作条件の違いにより明確な差がでなかったと考え
られる．「話者へ身を乗り出す」「体をのけぞる」「体を前後に揺らす」といった身ぶりについ
ては，有意差は確認されなかったもののモーションキャプチャ操作条件のほうが表出回数が
多い傾向であった．「手を顔にやる」身ぶりについては受動型コントローラ操作条件では表出
されず，モーションキャプチャ操作条件でのみ表出されていたことがわかる．以上のことか
ら，全体としては既存手法と比較して提案手法であるモーションキャプチャ操作条件のほう
がより「無意識的身ぶり」を表出していたといえる． 
また，図 2-13の結果からモーションキャプチャ操作条件と受動型コントローラ操作条件の
双方で，手を上げて相手の注意を引くといった意識的な身ぶりが表出できていた．「手で方向
を示す」身ぶりについてはモーションキャプチャ操作条件でのみ見うけられた．これは，モ
ーションキャプチャ操作のほうがより直感的な操作であったためであると考えられる． 
仮説 1 の「モーションキャプチャ操作条件は受動型コントローラ操作条件に比べてロボッ
トを介した参加者の発話ターン取得率が高い」については，図 2-15の結果からは仮説の立証
はされなかった．実験結果から，モーションキャプチャ操作条件と受動型コントローラ操作
条件のターン取得率はどちらも対面会話条件のターン取得率より減少する傾向にあることが
わかった．そのため，ターンの取得率は操作条件だけではなく他の要因が考えられる．要因
の 1つとして，遠隔参与者の得る隣在側の情報が映像と音声のみの既存の遠隔会話と同じも
のであることがあげられる．そのため遠隔参与者が隣在参与者の発話予備動作を見逃してい
る可能性が高い．このことが要因となり操作者がターン取得の機会を逃していたと考えられ
る．今後はターンの取得率に関しても対面条件と同等なものを目指す必要がある． 
仮説 2 の「モーションキャプチャ操作条件は受動型コントローラ操作条件に比べて発話衝
突の回数が少ない」については，図 2-16の結果からモーションキャプチャ操作条件の発話衝
突回数が有意に少ないことが確認された．そのため仮説は立証されたといえる．このことか
ら，モーションキャプチャ操作により無意識的な動作をロボットを介して伝達することは発
話衝突の回避に有効であるといえる． 
本研究は，玉木らの研究等において指摘されている「対面会話に比べて遠隔会話の方が発
話衝突が起こりやすい」という知見[38]に基づき提案を行っている．しかしながら，図 2-16
では，「対面会話と提案手法の間」と「対面会話と既存手法の間」に有意差が見うけられず，
対面会話に比べて遠隔会話の方が，発話衝突が起こりやすいという結果にはならなかった．
これについて 2つの原因が考えられる．1つ目の原因は，図 2-15から分かるように提案手法
や既存手法を用いた遠隔会話では，対面会話と比べて遠隔参与者のターン取得率が有意に減
少していることである．このことから遠隔参与者は対面会話と比べて会話に参加する機会自
体が減少していたことが分かる．そのため母数である発話回数自体が遠隔会話と対面会話と
で異なると考えられ，発話衝突回数を単純に比較することはできない．2 つ目の原因は，玉
木らの実験と今回の実験での実験環境の違いである．玉木らの実験では遠隔会話の際には参
与者全員がWeb会議システムを用いていた．そのため，他の参与者全員の発話予備動作に気
付きにくくなり発話衝突が起こりやすくなっていた．一方，今回の実験では二人の参与者が
対面会話をしているところに一人の遠隔参与者がロボットを介して会話に参加するというも
のであった．そのため，既存手法のロボットを介している遠隔参与者の発話予備動作は伝達
されづらいが，もう一人の参与者については対面会話と同一であるため発話予備動作は伝わ
りやすいままである．したがって，玉木らの実験環境よりも発話衝突は起こりづらくなるも
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のと考えられる．これら 2つの原因から，今回の実験結果として対面会話と遠隔会話におけ
る発話衝突回数に有意な差が表れなかったものと考えられる． 
各操作時の会話の印象や 3 人対面時とロボットを介した参与者がいる時の印象などを実験
後に回答してもらった記述形式のアンケートでは，いくつかの内容が多くの被験者に共通し
て表れていた．モーションキャプチャ操作条件の際の印象については，「自分が特に意識した
動きではないものもロボットに反映されたことがリアルだなと思った」「自分の何げない動き
にも反応してしまう」という記述がみられた．実験の際に被験者には，この実験が無意識的
身ぶりを伝達することの有無を比較する実験だということは伝えていなかった．それにも関
わらず，このような無意識的身ぶりに関する意見が得られたのは，ロボットの後ろ姿が遠隔
参与者の見るディスプレイに入るようにカメラをセットしており，リアルタイムに操作して
いるロボットの動作が確認できたためだと考えられる．ロボットの動作を操作者に見えるよ
うにしたのは，自分の代理となるロボットが他者からどのように見えているのか，思ったよ
うに動いているのかを操作者が確認できるようにするためであった．アンケートでこのよう
な意見が得られたことは，提案手法が無意識的身ぶりを表出していることを表すと同時に，
ロボットの表出する無意識的身ぶりを操作者が見ることで無意識的身ぶりが意識にあがって
しまうという問題が発生していることも表している．今後は本システムで操作者にフィード
バックする情報に関しても慎重に考慮する必要がある． 
受動型コントローラ操作条件での印象として，「人と話しながらの操作は難しかった」「話
をしながらロボットを動かすことに違和感があった．気付いたらロボットから手が離れてい
た」「操作し忘れることがある」といった記述がみられた．これは実験のビデオでも確認され
ており，話が盛り上がるとコントローラをつかんではいても全く動かさなかったり，完全に
コントローラから手を放して会話をしたりという様子がみられた．また，相手から見えない
にも関わらずコントローラを放した状態で手ぶりをするという場面もみられた．これは，コ
ントローラ操作でロボットを動かすということを被験者が初めて体験したため操作の熟練度
が足りなかったとも考えられるが，人は相手に何かを伝えるためだけでなく，自身が発話す
る際に単語検索や情報の組織化を行う過程に身振りが付随するという仮説がある[16][20]．こ
のことから，会話をしながら身ぶりを操作するということが通常の会話中の行動からかなり
逸脱したものであり，同時にこなすことは難しいため意識的な身ぶりの表現にも支障が出る
と考えられる．このように，無意識的身ぶりの減少だけが要因ではなく，このコントローラ
操作と会話を同時に行うことが認知的負荷を高くし，会話や発話交替，相手の発話予備動作
への注意が逸れやすくなったことも要因となり，発話衝突が起こりやすくなった可能性も考
えられる．もし，コントローラ操作で認知的負荷が高くなることが主な要因であった場合，
提案手法であるモーションキャプチャ操作条件と通常のビデオ会議はどちらもコントローラ
操作の必要がないため，発話衝突の回数に差が表れないという可能性もある．しかしながら，
モーションキャプチャ操作条件と通常のビデオ会議では身ぶりを表現する手段が 3次元的な
ロボットと 2次元的な映像という大きな違いがあり，身ぶりの注目のされやすさや存在感，3
次元的な方向を表す正確さでは，ロボットのほうが影響力があると考えられる．そのため，
通常のテレビ会議と比較し提案手法のほうが発話衝突を抑えることが出来ると推測される．
この点については今後，通常のビデオ会議についても比較条件として追加し効果の検証を行
う必要がある． 
3人対面時とロボットを介した参与者がいる時の印象の違いについては，「対面している時
の方が説得感があった．ロボットだと，テレビのように画面の向こう側にいる感覚だった」
「ロボット越しの相手に対しては話をふりにくかった」といった記述がみられた．また，自
身がロボットを介して参与している場合の印象については，「3人で会話しているというより，
2対 1で会話している感じがした」「やや会話の流れから疎外されて，会話におじゃましてい
る感じがした」という記述がみられた．このことから，普通に参与している人はロボット参
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与者に話しかけることに多少なりとも抵抗を感じると同時に，ロボットを介して参与してい
る人は会話に入りづらい印象を受けていることがわかる．これは，図 2-15にて示したターン
取得率の結果とも一致しており，会話への入りやすさを向上させることが今後必要であると
考えられる． 
また，実験のビデオの様子から，3 人対面時の場合と比べロボットを介して参与している
場合に身ぶりが減少している傾向があった．直接会って会話を行う場合と比較して遠隔地か
らディスプレイ越しに会話を行った場合に表出する身ぶりが減少することは，玉木らの研究
や片山らの研究においても確認されている[12][38]．このことから，遠隔参与者の身ぶりをそ
のまま伝達するだけでは，対面時と同等の身ぶりは表出できないと考えられる．そのため，
遠隔参与者の身ぶりをロボットで表出する際に誇張したり，身ぶりの回数を増加させたりす
る変換を行い，対面時と同等の効果を得られるようにする必要がある． 
 
2.6.3 結論 
本章では遠隔会話における発話衝突の問題を減少させるために，無意識的身ぶりを伝達し
て表出可能なテレプレゼンスロボットを提案し，実験により発話衝突が減少することを確認
した．音声と映像のみの遠隔会話の場面では発話予備動作が認知されにくくなり，発話衝突
という問題が発生する．そこで，3 次元的な実体を持つロボットを介して身ぶりを表出する
ことにより身ぶりが認知されやすくなると考えた．また，身ぶりの中でも無意識的に行って
いる身ぶりが発話予備動作を有するため話者交替において重要であると考え，提案したのが
無意識的身ぶりを表出可能なテレプレゼンスロボットである．そして意識的身ぶりのみを表
出する受動型コントローラ操作条件と，提案手法である無意識的身ぶりも表出するモーショ
ンキャプチャ操作条件を比較する実験を行い，提案手法が発話衝突を減少させることを確認
した． 
	 一方で，遠隔参与者のターンの取得率については，対面時と比較してテレプレゼンスロボ
ットを介して遠隔地から参与した場合に減少するという課題が残った．これは遠隔会議と対
面での会議の間での大きな違いであり，遠隔参与者のターン取得率が減少する課題を解決す
ることで，遠隔での会話を対面時の理想的な状態に近づけることができると考える．	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第3章	 発話機会獲得のための身ぶりの表出 
3.1 発話交替と参与役割 
	 ゴフマンは会話中の参与構造というものを提案している．参与構造の中では参与者の参与
役割というものを定義している[5]．参与役割には，例えば，現在話をしている話し手やその
話し手から注意を向けられてながら話を聞いている聞き手，話し手に注意を向けられてはい
ないが会話の輪に入って話を聞いている某参与者などがある．会話の参与者はこの参与役割
を，視線を手がかりにして理解していると言われている[43]．そして，多人数会話ではこの
参与役割が状況により入れ替わりながら会話が進んでいくこととなる．また，次に誰がどの
参与役割になるかは，発話内容や非言語情報（視線方向，姿勢，身ぶり等）によって決まる
といわれている．さらに，某参与者にくらべて，聞き手となっている参与者が次の話者にな
りやすいともいわれている．そのため発話機会を得る前段階として，他の参与者が話し手と
なっている時にその聞き手の参与役割になることが重要であるといえる[4]． 
 
3.2 発話機会獲得のための身ぶり 
	 ゴフマンの提唱した参与役割をもとに我々が作成した参与役割の状態遷移図を図 3-1 に
示す．某参与者と比べて聞き手の役割になっている参与者が一般的に次話者になりやすいと
いわれている．そのため，他の参与者が話し手である際にその話し手の注目を得て聞き手に
なっておくことが，次話者になるために重要である．話し手の注目を得るためには，非言語
的な手段で話し手に対して，自分は話に興味を持って聞いているということを示す必要があ
る．その際に用いられる具体的な非言語情報として以下のものがあげられる． 
• 頭部方向 
• うなずき動作 
• 相槌 
	 Goodwinによると，話し手は視線を使って誰に話しかけているのかを示し，受け手はその
視線を話し手に向けることで，話し手の話を聞いているということを伝えている[6]．そして，
このような話し手と受け手の間の相互の注目が会話の成立に不可欠であるといっている．ま
た，Kendon は，視線には他人の行動をモニタリングする機能，自らの態度や意図を表出す
る機能，会話の流れを調整する機能を有していると主張している[14]．参与者が誰を注視し
ているか計測するには視線方向を計測する必要がある．しかしながら，視線方向を計測する
装置は未だ高価であり，遠隔会議システムに導入するという点では非現実的である．その一
方で，より容易に計測が可能な頭部方向を視線の代用として用いるという試みが行われてい
る[10][13][25][31]．頭部方向は自身の興味の方向を示すため，それを話し手に向けることは
話に興味を持っているということを示す上で重要になってくる．うなずき動作については，
相手の話に合わせて行うことにより，話を聞いているということを示すことが可能である．
ここであげた相槌とは，「うんうん」「あー」「そうそう」のような声による相槌のことである．
声による相槌も，うなずきと同様に相手の話に合わせて行うことにより，話を聞いていると
いうことを示す効果があると考えられる．話を聞いている際にこれらの動作を表出すること
により，話し手の注意を引き，聞き手になりやすくなると考える． 
	 しかしながら，対面で会話を行う場合と比較して，ビデオチャットのようにディスプレイ
に映った相手に対して会話を行う際には身ぶりの頻度が減少するといわれている[38]．また，
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そのような場合には表出される身ぶり自体も小さい動作になると考えられる．そのため，頻
度が減少し動きが小さくなった動作をそのまま伝達しても対面会話時と同等の効果は得られ
ない．そこで，受け手になっていることを表す非言語情報を誇張して表出する必要がある． 
	 そこで，遠隔多人数会話において発話機会を獲得するためのテレプレゼンスロボットを提
案する． 
	 提案システムでは，遠隔参与者の身ぶりを検出し，他の参与者が話し手となっている際に
テレプレゼンスロボットが身ぶりを誇張表現することによって，遠隔参与者が聞き手の役割
を得やすくなるよう支援を行う．身ぶりの誇張を行うことにより，遠隔参与者が聞き手にな
る機会と聞き手になってから次話者として発話を行う機会を増加させることができるものと
考える． 
 
 
図  3-1 参与役割の状態遷移図  
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3.3 身ぶりの誇張方法 
	 頭部方向の誇張方法を表 3-1に示す．複数人での会話において遠隔参与者の頭部のパン方
向の動作は，現在の話者のほうを見るために頻出しやすい動作である．しかしながら，対面
での会話と比べて注目している方向に体ごと向くということは遠隔参与者にとってあまりな
い行動である．体幹方向というのは，頭部方向よりも変化する頻度が少なく一定であるため，
主要な興味の対象を示すと考えられる．そのため，遠隔参与者の頭部のパン方向の変化が少
ない時に，その方向を主要な興味の対象を示す方向と考え，それをテレプレゼンスロボット
の体幹方向で表出することで，頭部方向の誇張を行う． 
	 うなずき動作の誇張方法を表 3-2に示す．対面時と比べ遠隔参与者のうなずき動作は小さ
くなると考えられる．そのため遠隔参与者の頭部のチルト方向の動作を大きくしてロボット
に表出させる誇張を行う．テレプレゼンスロボットの頭部のチルト動作角度に限界がある場
合には，体幹のチルト動作も併用することで大きくうなずいているように見せる誇張を行う． 
	 相槌の誇張方法を表 3-3に示す．遠隔参与者はうなずきの頻度も少なくなると考えられる．
しかしながら，声による相槌については遠隔参与者であっても減少しにくい情報である．そ
こで，遠隔参与者が声による相槌を行った際に，テレプレゼンスロボットはうなずき動作を
表出することにより，音声情報だけであった相槌にうなずきという視覚的な情報を付与して
相槌を誇張する． 
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表  3-1 頭部方向の誇張  
 遠隔参与者 ロボット 
頭部のパン方向 ○ ○ 
体幹のパン方向 ☓ ○ 
 
表  3-2 うなずき動作の誇張  
 遠隔参与者 ロボット 
頭部のチルト方向 ○ ○ 
体幹のチルト方向 ☓ ○ 
 
 
表  3-3 相槌の誇張  
 遠隔参与者 ロボット 
相槌の音声 ○ ○ 
頭部のチルト方向 ☓ ○ 
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3.4 実装 
3.4.1 システム構成 
 システムの構成を図 3-2 に示す．テレプレゼンスロボットは第 2 章のものと同じ構成であ
り，映像と音声のやりとりも同様に Skypeを用いて行う．遠隔参与者側で取得したトラッキ
ングデータの送信は，SkypeAPIの提供が終了したため，代わりにソケット通信を用いて制御
用コンピュータ間の通信を行うように変更を施した．また，遠隔参与者への音声の提示はヘ
ッドフォンまたはイヤフォンを用いて行うものとした．これは，遠隔地側で遠隔参与者の相
槌の音声を取得する必要があり，会議室側の音声をスピーカで提示すると，相槌の音声取得
に支障が出るからである． 
 
 
図  3-2 システム構成  
3.4.2 モーションキャプチャデバイス 
遠隔参与者の動作を取得するためのモーションキャプチャデバイスとしては第 2 章と同様
にMicrosoft社製の Kinectを用いた．また，Kinectは同社のソフトウェア開発キット Kinect 
for Windows SDKを用いることにより，人物の骨格を認識の他に顔認識を行い顔の位置と方
向を取得することが可能である．そのため，今回は faceAPI は用いずに Kinect によって顔
の位置と方向を取得することとした．そして，Kinectはマイクロフォンを有しており，音圧
を取得することが可能である．本システムでは，Kinectから得られる骨格認識データ，顔認
識データ，音圧を入力情報として用いた． 
 
3.4.3 頭部方向の誇張 
	 頭部のパン方向については Kinect から得られる顔の方向のデータを利用した．遠隔参与
者の頭部のパン方向の変化が少ない時に，その方向を主要な興味の対象を示す方向とし，テ
レプレゼンスロボットの体幹のパン方向の動作として表出させるために，頭部のパン方向の
時間変化量の移動平均を算出した．その移動平均が閾値以下である時に，頭部のパン方向の
変化が少ない状態だとし，その時の頭部のパン方向にテレプレゼンスロボットの体幹のパン
方向を向かせるという実装を行った． 
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3.4.4 うなずき動作の誇張 
	 会話中において，頭部をチルト方向に動かす動作の大部分はうなずく動作を行うためであ
ると考えられる．そのため，Kinect から得られる遠隔参与者の頭部のチルト方向の時間変化
量が閾値以上である際に，テレプレゼンスロボットの頭部のチルト方向の目標角度を定数倍
するという実装を行った．また，定数倍したあとの目標角度がロボットの頭部チルト方向の
可動域を超える場合は，超えた分の角度を，体幹のチルト方向の目標角度に加算して体幹で
の誇張を行うものとした． 
 
3.4.5 相槌の誇張 
	 Kinect はマイクロフォンから取得される音圧データを元に簡易的に実装を行った．まず，
ノイズを除去するために音圧データの時間的な移動平均を算出した．その移動平均の音圧に
閾値を設け，その閾値以上ならば発話状態とした．相槌は短い発話だと仮定し，発話してい
ない状態が現在時刻から一定時間前まで続いており，その前の時間に一定時間以内の発話状
態があった場合には，相槌と判定するものとした．相槌と判定された際には，予め用意した
うなずき動作をテレプレゼンスロボットの表出させるように実装を行った． 
 
3.4.6 音声・動作の遅延について 
本システムにおける音声の遅延は 100ms程度であった．また，テレプレゼンスロボットの
動作の遅延について，うなずくような小さな動きについては，約 100ms程度の遅延があった．
一方で，腕を上げるような大きな動きでは約 600msの動作遅延がみられた． 
うなずきの誇張を行った際には，遠隔参与者がうなずき始めてからテレプレゼンスロボッ
トがうなずき始めるまでは，誇張なしの場合と変わらず約 100msの遅延であった．誇張によ
りうなずくための頭部チルト方向の動作角度が大きくなるため，遠隔参与者がうなずき終わ
ってからテレプレゼンスロボットもうなずき終わるまでには約 300msの遅延があった．誇張
なしの場合には約 100msであった． 
また，相槌の誇張でのうなずき動作について，発声終了からうなずき始めるまでの間に約
500ms，発声終了からうなずきのチルト角度が最大になるまでに約 1000msの遅延が見られた．  
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3.5 実証実験 
3.5.1 実験目的 
	 この実験の目的は，テレプレゼンスロボットの表出する誇張した身ぶりが会話中のターン
取得に与える影響を明らかにすることである． 
 
3.5.2 比較条件 
	 本実験では，提案手法である「誇張あり条件」と既存手法である「誇張なし条件」，そして
既存のビデオチャットを想定した「ディスプレイ条件」の 3 種類を比較条件とする．「誇張
あり条件」は遠隔参与者がテレプレゼンスロボットを介して会話に参与し，その際にテレプ
レゼンスロボットが遠隔参与者の身ぶりを誇張して表出する実験条件である．「誇張なし条
件」は，テレプレゼンスロボットを介して会話に参与するが身ぶりの誇張は行わず，そのま
まの身ぶりをテレプレゼンスロボットにより表出する．「ディスプレイ条件」では，既存のビ
デオチャットを想定しテレプレゼンスロボットの代わりに会議室側にディスプレイを配置し，
遠隔参与者の姿をそのディスプレイ上に映した状態で会話を行うという実験条件である．現
在一般的に利用されている遠隔会話手段であるビデオチャットと提案システムを比較するた
めに「ディスプレイ条件」を用意した． 
 
3.5.3 実験時の会話タスク 
	 本実験では，会議の機能別の種類として創造会議と決定会議を想定し，会話タスクとして
砂漠生き残り問題を用いた[11]．また，会議の参与人数については，創造会議や決定会議に
適している 3 人から 10 人の小集団会議を想定し，よりシンプルな実験条件にするために最
少人数である 3人での会議とした． 
	 砂漠生き残り問題とは，会話の参与者が砂漠で遭難したという状況を仮定してもらい，そ
の際に提示する 3種類の道具について砂漠で生き残るために必要度合いの優先順位を話し合
って決定するという会話タスクである．今回の実験では表 3-4に示す道具のリストを用いた． 
	 この会話タスクは 1回あたり 5分間で行う．この会話 1回を 1セッションと呼ぶ．遠隔参
与者となる被験者と実験条件をそれぞれ変更して実験を行う．1 グループにつき被験者が 3
人いるため，「誇張あり条件」で 3 通り，「誇張なし条件」で 3 通り，「ディスプレイ条件」
で 3通りの合計 9セッションを行う．  
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表  3-4 砂漠生き残り問題の道具リスト  
セッション１ ○	 防水シート 
○	 毛布 
○	 薄手のコート 
セッション２ ○	 拳銃 
○	 ナイフ 
○	 フライパン 
セッション３ ○	 ハサミ 
○	 ガムテープ 
○	 ハンマー 
セッション４ ○	 「食用に適する砂漠の動植物」という本 
○	 その地域の航空地図 
○	 携帯電話 
セッション５ ○	 ガーゼと包帯 
○	 人数分のサングラス 
○	 ウォッカ 
セッション６ ○	 方位磁石 
○	 消毒薬 
○	 化粧用の鏡 
セッション７ ○	 １人につき１リットルの水 
○	 チョコレート 
○	 食塩 
セッション 8 ○	 ロープ 
○	 リュックサック 
○	 雨傘 
セッション 9 ○	 マッチ 
○	 懐中電灯 
○	 赤と白模様のパラシュート 
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3.5.4 実験環境 
	 実験環境の構成を図 3-3に示す．3人参加の多人数会話を想定し，そのうちの 1人が遠隔
参与者として遠隔地を想定した別室からテレプレゼンスロボットを操作して会話に参加する
という構成となっている．実際の実験時の会議室と遠隔地の様子をそれぞれ図 3-4と図 3-5
に示す．「ディスプレイ条件」の際には，会議室に配置したテレプレゼンスロボットをディス
プレイに置き換えて実験を行う(図 3-6，図 3-7)．ディスプレイには遠隔参与者の上半身が
映るようにし，テレプレゼンスロボットの大きさとディスプレイ上に映る人の大きさが近く
なるようなサイズのディスプレイを用いて設置した．実際に用いたものは 24 インチの液晶
ディスプレイ（DEL ST2410b）である． 
	 また，音声の通話には一般に遠隔会議にも用いられている Skypeを利用し，音質や音声の
遅延なども実際の遠隔会議に近い状態になるようにした．今回の実験では，遠隔参与者の相
槌を取得する必要があり，他の参与者の話し声が外乱として強く作用する可能性があったた
め，遠隔参与者は会議室側の音声をヘッドフォンで聞くこととした．遠隔地側の音声はWeb
カメラのマイクロフォンで取得され，会議室側のテレプレゼンスロボットもしくはディスプ
レイの後ろの左右に配置したスピーカから出力される． 
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図  3-3 実験環境 (誇張あり条件，誇張なし条件 ) 
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図  3-4 会議室の様子 (誇張あり条件，誇張なし条件 ) 
 
 
図  3-5 遠隔地の様子  
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図  3-6 会議室の様子 (ビデオチャット条件 ) 
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図  3-7 実験環境 (ビデオチャット条件 ) 
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3.5.5 会話後の主観評価アンケート 
	 各会話についての印象や，会話中に会議室側の参与者が遠隔参与者に対して，または，遠
隔参与者が会議室側の参与者に対して，どのような印象を抱いたかの主観評価を取得するた
めにアンケートを行う．会議室側の参与者に遠隔参与者の印象を評価してもらうための質問
項目は表 3-5に示す 6項目，遠隔参与者に会議室側の参与者の印象を評価してもらうための
質問項目は表 3-6に示す 6項目を用意した．各質問項目について 7段階リッカート尺度を用
いた回答欄にて回答を行わせる． 
 
表  3-5 会議室側の参与者に遠隔参与者の印象を評価してもらうための質問項目  
質問番号 質問項目 
M-1 遠隔参加者があなたや話している人を見ていると感じた 
M-2 遠隔参加者が話を聞いていると感じた 
M-3 遠隔参加者が話に対する反応を返してくれていると感じた 
M-4 遠隔参加者が話したそうにしている様子に気付いた 
M-5 自分が話はじめてもいいタイミングがわかった 
M-6 遠隔参加者の動きに気づきやすかった 
 
 
表  3-6 遠隔参与者に会議室側の参与者の印象を評価してもらうための質問項目  
質問番号 質問項目 
R-1 他の参加者があなたや話している人を見ていると感じた 
R-2 他の参加者が話を聞いていると感じた 
R-3 他の参加者が話に対する反応を返してくれていると感じた 
R-4 他の参加者が話したそうにしている様子に気付いた 
R-5 自分が話はじめてもいいタイミングがわかった 
R-6 他の参加者の動きに気づきやすかった 
 
3.5.6 実験の流れ 
	 実験の流れを図 3-8に示す． 
	 まず実験全体に関する説明を行った後，ロボットの操作方法について説明する．その後，
3人の被験者にそれぞれに実際にロボットを操作してもらい，１分間ほど操作を練習させる．
次に，砂漠生き残り問題についての説明を行い，会話を行う前の各被験者の意見を収集する
ために，優先順位の事前調査として道具リストに各セッションでの３つずつの道具に優先順
位をつけてもらう． 
	 その次に，会話タスクを行う．まず実験者が今回の会話で話し合ってもらう３つの道具を
読み上げる．その後，提示した３つの道具について実際の会話を５分間行わせる．実験全体
の説明の際に，５分間のうちに３人で優先順位の意見をまとめること，５分経つ前に意見が
まとまったとしても，道具の他の使い方がないかなど５分経つまで会話を続けることを被験
者に指示した．また，会話開始から４分でベルを 1鈴，５分で２鈴鳴らすことにより会話時
間の経過を被験者に伝えることとした．なお，被験者が時間の経過を意識しすぎないように
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時計やタイマーなどは被験者からは見えない位置に置いた．会話が終了したら，その会話で
決定した道具の優先順位を実験者に口頭で伝えてもらい，その後，被験者それぞれに会話後
のアンケートを回答させる．これらの流れを１回の会話タスクとし，遠隔参与者訳になる被
験者や比較条件を変えて合計 9回の会話タスクを行わせる．比較条件の順序については順序
効果の影響がキャンセルされるよう考慮した．また，比較条件と話し合う道具の組み合わせ
が異なるようにした． 
	 実験の最後のアンケートでは，ロボットや操作方法に対する印象や気付いたことについて
自由記述形式で回答させる． 
 
 
図  3-8 実験の流れ  
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3.5.7 評価方法 
	 実験中の会話の様子を観察することにより 3 条件での会話の評価を行う．評価の指標とし
ては，参与者の発話ターン取得率を用いる．	 	 
	 今回は以下の仮説を立てて検証を行う．	 
	 
仮説 1: 誇張あり条件は誇張なし条件に比べて遠隔参与者のターン取得率が高い 
	 
仮説 2: テレプレゼンスロボットを用いた条件(誇張あり条件と誇張なし条件)はディスプレ
イ条件に比べて遠隔参与者のターン取得率が高い 
	 
	 仮説 1 については，誇張なし条件では遠隔参与者の減少したままの身ぶりをそのまま伝え
るので，他の参与者の注目を十分引くことができず聞き手となったりターンを取得したりす
ることに不利であると考えられる．一方で，誇張あり条件では減少した身ぶりを誇張するた
め，誇張なし条件よりも他の参与者の注目を引くことができ，ターンの取得につながると考
えたためこのような仮説を立てた．	 
仮説 2 については，ディスプレイ条件では遠隔参与者は平面上に映るため，存在感や向い
ている方向がわかりづらくなり会話中に重要な非言語情報の伝達が困難になると考えられる．
一方でテレプレゼンスロボットを用いた条件では，ロボットの 3次元的な存在感と向いてい
る方向のわかりやすさ，身ぶりへの注目のしやすさなどから，遠隔参与者の表出した身ぶり
が会話中に効果的に伝達され，その結果，遠隔参与者のターンの取得にも寄与すると考えら
れるためこのような仮説を立てた． 
 48 
 
3.6 実験結果と考察 
3.6.1 実験結果 
	 3 組（合計 9 人）の被験者に対して実験を行い，ビデオカメラを用いて実験時の会話の様
子を録画した．被験者は 20歳から 30歳台の男性 8人，女性 1人であった．実験後にビデオ
カメラの映像を見返し，各参与者のターン取得回数のカウントを行った． 
	 各条件における遠隔参与者のターンの取得率を図 3-9に示す．グラフのエラーバーは標準
偏差を示す．遠隔参与者のターンの取得率の 3条件間において Friedman検定を行った結果，
有意差はみられなかった． 
	 次に，各条件におけるセッションごとの総ターン数の平均を図 3-10 に示す．総ターン数
の 3 条件間において Friedman 検定を行った結果，有意水準 1%で有意差がみられた．そこ
で 3 条件間のどの組合せに差があるのかより詳細に明らかにするために，多重比較として
Bonferroniの調整を用いた Wilcoxonの符号順位検定を行った．その結果，誇張あり条件と
誇張なし条件の間に有意水準 5%の有意差がみられた．このことから，1セッションあたりの
総ターン数は，誇張なし条件に比べて誇張あり条件において有意に多くなることが明らかと
なった． 
	 各条件における遠隔参与者のターン取得数を図 3-11 に示す．遠隔参与者のターン取得数
の 3 条件間において Friedman 検定を行った結果，有意水準 5%で有意差がみられた．そこ
で，多重比較として Bonferroniの調整を用いたWilcoxonの符号順位検定を行った．その結
果，誇張あり条件と誇張なし条件の間に有意水準 5%の有意差がみられた．また，誇張あり
条件とディスプレイ条件の間に有意水準 10%の有意傾向がみられた．このことから，誇張な
し条件と比べて誇張あり条件のほうが遠隔参与者のターン取得数が多くなるといえる．また，
ディスプレイ条件と比べた場合には誇張あり条件のほうが遠隔参与者のターン取得数が多く
なる傾向がある． 
 
 
図  3-9 遠隔参与者のターン取得率  
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図  3-10 総ターン数の平均  
 
 
図  3-11 遠隔参与者のターン取得数  
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 また，各条件における主観評価アンケートついて，条件間に有意差の見られた質問項目の
結果を列挙する． 
	 まず，会議室側の参与者に遠隔参与者の印象を評価してもらうためのアンケートについて，
各質問項目での 3 条件間で Friedman 検定を行った結果，「遠隔参与者があなたや話をして
いる人を見ていると感じた」「遠隔参与者が話に対する反応を返してくれていると感じた」「遠
隔参与者が話したそうにしている様子に気付いた」「遠隔参与者の動きに気づきやすかった」
の 4 つについて有意差がみられた．そこで，多重比較として Bonferroni の調整を用いた
Wilcoxonの符号順位検定を行った． 
	 「遠隔参与者があなたや話をしている人を見ていると感じた」の質問項目については，誇
張あり条件とビデオチャット条件の間に有意水準 5%の有意差がみられた(図 3-12)．「遠隔参
与者が話に対する反応を返してくれていると感じた」の質問項目については，誇張あり条件
とビデオチャット条件の間に有意水準 10%の有意傾向がみられた(図 3-13)．「遠隔参与者が
話したそうにしている様子に気付いた」の質問項目については，誇張あり条件とビデオチャ
ット条件の間に有意水準 5%の有意差がみられた(図 3-14)．「遠隔参与者の動きに気づきやす
かった」の質問項目については，誇張あり条件とビデオチャット条件の間に有意水準 5%の
有意差がみられた．さらに，誇張なし条件とビデオチャット条件の間にも有意水準 5%の有
意差がみられた(図 3-15)． 
	 次に，遠隔参与者に会議室側の参与者の印象を評価してもらうためのアンケートについて，
各質問項目での 3 条件間で Friedman 検定を行った結果，「他の参与者が話したそうにして
いる様子に気付いた」という質問について有意差がみられた．多重比較として Bonferroni
の調整を用いた Wilcoxon の符号順位検定を行ったところ，誇張あり条件とビデオチャット
条件の間に有意水準 10%の有意傾向がみられた．さらに，誇張なし条件とビデオチャット条
件の間にも有意水準 10%の有意傾向がみられた(図 3-16)． 
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図  3-12 「遠隔参与者があなたや話をしている人を見ていると感じた」の質問項目の結果  
 
 
図  3-13 「遠隔参与者が話に対する反応を返してくれていると感じた」の質問項目の結果  
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図  3-14 「遠隔参与者が話したそうにしている様子に気付いた」の質問項目の結果  
 
 
図  3-15 「遠隔参与者の動きに気づきやすかった」の質問項目の結果  
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図  3-16 「他の参与者が話したそうにしている様子に気付いた」の質問項目の結果  
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3.6.2 考察 
	 仮説 1の「誇張あり条件は誇張なし条件に比べて遠隔参与者のターン取得率が高い」につ
いては，図 3-9の結果から，誇張あり条件と誇張なし条件の間に有意な差はみられず，仮説
の立証はされなかった．しかしながら，図 3-10 の結果から，誇張なし条件と比較して誇張
あり条件ほうがセッションでの総ターン数が有意に多くなっていることがわかる．また，図 
3-11に示された遠隔参与者のターン取得数についても，誇張なし条件よりも誇張あり条件の
ほうが有意に多くなっている．このことから，誇張なし条件と比べて誇張あり条件ではセッ
ション中のターンのやりとり自体が多く，より活発で盛り上がった会話であったと考えられ
る． 
	 このように，身ぶりの誇張を行った際にセッション中のターン数が多くなった理由として
は，身ぶりを誇張することにより，遠隔参与者の人が話を聞いている，会話にちゃんと参加
しているということが会議室側の参与者にとってわかりやすくなったからであると考えられ
る．この傾向については主観評価アンケート結果から推察できる． 
	 図 3-12の「遠隔参与者があなたや話をしている人を見ていると感じた」の質問項目にて，
有意差はみられなかったものの平均値としては誇張なし条件よりも誇張あり条件のほうが良
い評価となっていた．このことから，身ぶりの誇張により遠隔参与者からより見られている
という印象を会議室側の参与者に与えていると考えられる．この見られているという印象は
頭部方向の誇張を行ったために印象が高くなったと示唆される． 
	 また，図 3-13 の「遠隔参与者が話に対する反応を返してくれていると感じた」の質問項
目にて，誇張なし条件よりも誇張あり条件の平均値が高くなっていた．これは，うなずきの
大きさの誇張や，相槌の音声にあわせてうなずき動作を行わせる誇張を行ったために，より
反応を返してくれているという印象を受けたと考えられる． 
	 さらに，図 3-14 の「遠隔参与者が話したそうにしている様子に気付いた」の質問項目に
ついても，誇張なし条件よりも誇張あり条件の平均値が高くなっていた．これは，前述のよ
うに「見られている」印象や「反応を返してくれている」という印象をより与えていたこと
から，遠隔参与者が参与役割でいう「聞き手」になりやすくなっており，話者から注目され
ている状態が多くなったために「話したそうにしている様子」に気づいてもらう機会が増え
ていたのではないかと考えられる． 
	 このように，身ぶりを誇張することにより，遠隔参与者の人が話を聞いている，会話に反
応しているということが会議室側の参与者の注意を引きと考えられる．そのため，会話にち
ゃんと参加しているということが会議室側の参与者にとってわかりやすくなったため，会議
室側の参与者が遠隔参与者の様子を伺って待つようなことが少なくなり，セッション中の全
体のターン数が多くなったと考えられる．また，全体のターン数が増加しても遠隔参与者の
ターン取得率が有意に減少しなかった理由としては，遠隔参与者が聞き手の参与役割になり
やすくなったためと考えられる．そのため，全体のターン数が増加しても会議室側だけが盛
り上がってターンの交替を行うのではなく，遠隔参与者のターンの取りやすさは減少せずに
会話に参与できていたといえる． 
	 一方で，身ぶりの誇張がない場合は，身ぶりの大きさは小さくなり頻度も減少するため，
得られる反応が少なく，ちゃんと話を聞いているのかわかりづらくなる．そのため，遠隔参
与者の反応を待つことで会話の活発さが失われたのではないかと考えられる．一方で，誇張
あり条件の場合は，遠隔参与者の反応がわかりやすいため，反応を待つような気を使うこと
無く，より対面会話に近い状態で会話ができたと考えられる．これらのことから，身ぶりの
誇張を行うことにより，ターンの取得率を増加させることはできなかったものの，会話全体
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の総ターン数を増加させることができたと言える． 
 
	 仮説 2 の「テレプレゼンスロボットを用いた条件(誇張あり条件と誇張なし条件)はディス
プレイ条件に比べて遠隔参与者のターン取得率が高い」については，図 3-9の結果から，テ
レプレゼンスロボットを用いた場合とディスプレイを用いた場合で有意な差はみられず，仮
説は立証されなかった．しかしながら，平均値としてみるとディスプレイ条件よりもテレプ
レゼンスロボットを用いた 2つの条件のほうがターン取得率としては高くなっている．今回
は被験者が 9人と少なかったため統計的な有意差はみられなかったと考えられる． 
	 主観評価アンケート結果をみると，図 3-15 に示す「遠隔参与者の動きに気づきやすかっ
た」の質問項目については，誇張あり条件と誇張なし条件のテレプレゼンスロボットを用い
た両方の条件では，ビデオチャット条件とくらべて有意に平均値が高くなっていた．この要
因の一つとしては，2 次元的なディスプレイではなく 3 次元的な実体を持つロボットが動作
することにより，顔を向けたり体幹を向けたりする動作の方向がわかりやすく，遠隔参与者
が自分の方を見ようとする動きにより気づきやすくなったためと考えられる．また他に考え
られる要因としてはテレプレゼンスロボットのサーボモータの動作音があげられる．ビデオ
チャット条件では遠隔参与者の映像をディスプレイ上に映すため，遠隔参与者が動いたとし
ても衣擦れ音程度の小さな音が出る可能性はあるが特に目立つような音は出ない．一方で，
テレプレゼンスロボットを用いた条件の場合には，遠隔参与者の動きをロボットが表出する
ため，ロボットのサーボモータから動作音が発生する．また，遠隔参与者の動きがない場合
であってもロボットの姿勢を維持するためにサーボモータが稼働し続けるために，静止中も
サーボモータ動作音が発生し続けるが，動作時にはそれよりも大きい動作音が発生する．こ
のようなロボットの動作に伴ったサーボモータの動作音によって，会議室側の参与者はロボ
ットの動きに気づきやすくなり，それが遠隔参与者の動きに気づきやすいという印象を与え
る結果となったと考えられる．会話の様子を観察した結果，サーボモータの動作音に声が遮
られて聞き返すような場面は見受けられなかったため，ロボットのサーボモータの動作音の
大きさは，会話中の声が聞き取りづらくなるほどの影響を与えるものではなかった．そのた
め，サーボモータの動作音が会話を阻害するような悪影響を与えていた点は見受けられず，
動作音によってロボットの動きに気づきやすくなるという点では，会話中の遠隔参与者の動
きを際立たせて会議室側の参与者に伝えるメリットがあったと考えられる． 
	 図 3-16 の遠隔参与者から会議室側の参与者の印象を評価した質問項目である「他の参与
者が話したそうにしている様子に気付いた」について，誇張あり条件と誇張なし条件のテレ
プレゼンスロボットを用いた両方の条件では，ビデオチャット条件とくらべて平均値が高く
なる傾向がみられた．このことは，上述のようにディスプレイではなくロボットが遠隔参与
者の代わりに会議室で動くことにより会議室側の参与者の注意をより集めるため，会議室側
の参与者は遠隔参与者の方を見ることが多くなったと考えられる．そして，遠隔参与者がそ
の視線に気付いたために会議室側の参与者が話したそうにしている印象を受けたと考えられ
る． 
	 また，実験後のアンケートでは，「ロボットを介している方が身ぶり手ぶりが多かったよう
に思う」「ロボットを介している時は，顔の向きで話を聞いていると感じる」「（相手がロボッ
トで参加している場合は）前フリがあると発言するんだなというのが把握しやすい」「ディス
プレイの場合は画面を見ないとどっちを向いているのか分からなかった」というような意見
があった．このように，ロボットを用いることにより，その身ぶりや顔の方向がわかりやす
くなっているということが伺える． 
	 ロボットを操作した際の感想については，「ロボットが自分の意思にそぐわない動きをした
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時に，そちらに注意が向いてしまった」「ロボットがどのようなふるまいをしているのかが詳
しく分からず，不安に感じる」「操作のフィードバックがもうちょっと欲しかった」などの意
見が得られた．遠隔参与者は，ディスプレイの端にテレプレゼンスロボットの後ろ姿の一部
を見ることができるが，全体としてどのような振る舞いをしているのかは把握しづらい状態
であったためこのような意見が多かったと考えられる．今後は遠隔参与者側へ提示する情報
についても考慮していく必要がある． 
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第4章	 結論 
	 本研究では，遠隔会議において発話衝突と遠隔参与者の発話機会が減少するという問題を
解決するための，テレプレゼンスロボットの身ぶり伝達方法を提案した． 
	 発話衝突の問題については，無意識的身ぶりを伝達して表出可能なテレプレゼンスロボッ
トを提案し，実験により発話衝突が減少することを確認した．音声と映像のみの遠隔会話の
場面では発話予備動作が認知されにくくなり，発話衝突という問題が発生する．そこで，3
次元的な実体を持つロボットを介して身ぶりを表出することにより身ぶりが認知されやすく
なると考えた．また，身ぶりの中でも無意識的に行っている身ぶりが発話予備動作を有する
ため話者交替において重要であると考え，提案したのが無意識的身ぶりを表出可能なテレプ
レゼンスロボットである．そして意識的身ぶりのみを表出する受動型コントローラ操作条件
と，提案手法である無意識的身ぶりも表出するモーションキャプチャ操作条件を比較する実
験を行い，提案手法が発話衝突を減少させることを確認した． 
	 遠隔参与者の発話機会が減少するという問題については，遠隔参与者の身ぶりが減少する
ことが要因だと考え，遠隔参与者の身ぶりを誇張するテレプレゼンスロボットを提案した．
提案手法である誇張あり条件と既存手法である誇張なし条件，既存のビデオチャットの状況
を模したディスプレイ条件を比較する実験を行った．その結果，身ぶりの誇張により遠隔参
与者のターンの取得率を増加させるには至らなかったものの，誇張なし条件とくらべて会話
全体のターン数が増加する結果となった．  
	 今後の課題としては，会議室側の遠隔参与者の存在をロボットで補強するだけでなく，遠
隔参与者への情報提示を工夫することにより，遠隔参与者が疎外感を感じることなく会話に
参加できるようにシステムを発展してくことが考えられる．発展の方向性としては，遠隔地
側にもロボットを置き会議室側の参与者の身ぶりを伝達することや遠隔参与者に提示する映
像上で人の特定の動きを強調するエフェクトを重畳表示させるなどが考えられる．それらを
実現させるために，発話交替に関わりの強い特徴的な身ぶりを明らかにする必要があると考
えられる．それ元に，特徴的な身ぶりの表出に特化したロボットの設計や，それらの身ぶり
の映像上での強調が可能になると考えられる． 
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