Introduction
In recent years large-scale global optimization (GO) problems have drawn considerable attention. These problems have many applications, in particular in data mining, computational biology/chemistry. Numerical methods for GO are often very time consum-ing and could not be applied for high-dimensional nonconvex/nonsmooth optimization problems. Due to the nonconvexity/nonsmoothness, directly solving the primal prob-lems sometimes is very difficult; however, in this paper, their prime-dual Gao-Strang complementary problems enable us to elegantly and easily not only get the global optimal solutions of primal problems but also of canonical dual problems. The canonical duality theory (CDT) was originally developed for nonconvex/nonsmooth mechanics [7] . It is now realized that this potentially powerful theory can be used for solving a large class of nonconvex/nonsmooth GO problems [3, 9, 10, 12, 13, 14, 15] with applications to data mining clustering, sensor network problems, and molecular distance geometry problem [20] , etc.. In this paper, a CDT-unified GO algorithm is presented. According to the CDT, the proof of the convergent theorem for the algorithm is very easy and clear. High-dimensional nonconvex/nonsmooth GO examples (such as the minimization problem of Rosenbrock function) are tested by the new algorithm and numerical results pleasantly show that the new algorithm has a great promise for solving some GO problems.
The Algorithm and its Convergence
The algorithm is established from CDT [7] . In this paper we will solve the following nonconvex GO problem [18, 16] :
where X a ⊂ R n is a feasible space, V (Λ(x)) is not necessarily convex with respect to x and it is a so-called canonical function satisfying V * (ς) = sta{ ξ; ς − V (ξ)|ξ ∈ V} : V * → R,
Λ is a geometrically admissible (objective) mapping from the feasible space X a into a canonical measure space V, F (x) = x, f − 1 2 x, Ax , * , * denotes a bilinear form in R n × R n , f ∈ R n , A = A T ∈ R n×n are given, and * ; * represents a bilinear form which puts V and V * in duality. By (2)-(3), the nonconvex function P (x) in (1) can be rewritten as
In real applications, the objective operator Λ is usually a quadratic measure over a given a field [7, 18] and in finite space this quadratic measure can be written as [8, 18, 16] :
where B k ∈ R n×n is a symmetrical matrix, b k ∈ R n , c k ∈ R 1 for each k = 1, 2, . . . , m. Denote
and define S a = {ς ∈ R m |d(ς) ∈ Col(G(ς))} ,
where Col(G(ς)) is the space spanned by the column of G(ς), and G(ς) 0 stands for G(ς) is a semi-positive definite matrix (if detG(ς) = 0, G(ς) −1 should be understood as the generalized inverse [8, 18, 16] ).
The following algorithm is designed:
Algorithm 1 -A canonical dual theory algorithm.
Step 1. Call the subroutine Algorithm 2, or simply the Matlab's fsolve program if dimension of problems are less than a few thousands, to solve differential equations Ξ(x, ς) ′ = 0.
Step 2. Output the rootsς,x.
Step 3. Check whetherς ∈ S a are in S + a ; if so, then
Step 4. Pick up thexs that are satisfying G(ς)x = d(ς).
Theorem 1 (Convergence of the Algorithm)x generated by Algorithm 1 is the global optimal solution of (P).
Proof. By Theorem 3 of [18] and its reference [6] we know thatx generated by Algorithm 1 is a global optimal solution of (P).
The powerful of this simple algorithm can be easily demonstrated by easily and effectively solving the following benchmark test problems of GO, even calculated by hands on paper.
400 ς 2 and S + a = {ς ∈ R 1 |ς > −1} are got. Let Ξ(x, ς) ′ = 0 a critical point (x 1 ,x 2 ,ς) = (1, 1, 0) is got. We easily knowς = 0 ∈ S + a and satisfying G(ς)x = 2 0 0 2
global minimum of Rosenbrock function.
x and S + a = {ς ∈ R 1 |ς > 0} are got. Let Ξ(x, ς) ′ = 0 and three critical points of Ξ(x, ς): (x 1 ,ς 1 ) = (2.11491, 0.236417), (x 2 ,ς 2 ) = (−1.86081, −0.268701), (x 3 ,ς 3 ) = (−0.254102, −1.96772) are got, and a unique pointς 1 in S + a is got. Thus,x 1 = 2.11491 is the global minimal solution of the Double Well function. This can also be illuminated in Figure 1 . The canonical dual problem of Double Well function is:
which is equal to
that can be transferred into (but not equal to (because of the constant of ς 0 )) (this idea is communicated from Wu C.Z.)
and solved by Semi-Definite Programming (SDP) package SeDuMi 1 3 [24] (this idea is communicated from Wu C.Z. In this whole paper, this is the single idea of other researchers). However, after 6 circles in all 33 iterations SeDuMi 1 3 died at the solution 0.2585, which is still very far from the real global optimal solution 0.236417 of the dual problem (10) . This means the popular SDP package SeDuMi 1 3 has a poor performance for Double Well function minimization problem, compared with our Algorithm 1. But other strategies to solve the following dual problem of (1) are sought:
for example, one strategy is to replace (13) by the following quadratic semidefinite programming problem (QSDP)
where α, c, ς are vectors, and some known QSDP packages can solve (14) for lowdimensional problems and for high-dimensional problems we can design QSDP algorithms by ourselves. This is one direction of algorithm design for CDT. Another direction is to efficiently and effectively get the roots of Ξ(x, ς) ′ = 0 for Algorithm 1, i.e. to solve the m + n quadratic equations (15) given as follows.
For high-dimensional nonconvex GO problems, the finite element method (FEM)-based [25] subroutine of Algorithm 1 is well designed as follows.
Step 1 of Algorithm 1 is to find the roots of Ξ(x, ς) ′ = 0, i.e. the following m + n quadratic equations:
where
Algorithm 2 -A subroutine finding roots of (15) . E.g. the finite element discretized Ξ(x, ς) ′ method if the dimension of the problem is large than a few thousands.
Firstly the minimization problem for Rosenbrock function for (15) is tested. In global optimization, the nonconvex minimization problem of Rosenbrock function is a benchmark test problem that is extensively used to test the performance of optimization algorithms and approaches. The global minimum is inside a long, deep, narrow, parabolic/banana shaped flat valley. The shallow global minimum is inside a deeply curved valley. To find the valley and to converge to the global minimum is difficult. Detailed introduction to the difficulty of the problem and the excellence as the testing problem of GO can be referred to [19] .
Minimizing the Rosenbrock function:
, m = n − 1, and (15) is written as: Table  1 . We may see in Table 1 that the global minimal solution (1, . . . , 1) for (1) can be easily and accurately got by Algorithm 1, at the same time the global maximal solution (0, . . . , 0) for the (13) over S + a can be easily and accurately got by Algorithm 1 directly too. The smart Matlab's fsolve does not output any other solution in S/S + a . Chemical database clustering problem. Algorithm 1 is applied to solve the real chemical database clustering problem (34)-(35) of [27] , i.e.
, for all i, j = 1, 2, . . . , n (d ij is calculated from the original n by 9 dataset [27] ) and Y i ∈ R 2 , i = 1, 2, . . . , n. The Gao-Strang generalized complementary function for (21) is:
Choose the SVD-reduced initial solution Y 0 i , i = 1, 2, . . . , n [27, 29] and
as the initial solution for ς 0 ij in solving the following quadratic nonlinear equations of Ξ(Y, ς) ′ =0:
The global optimal prime or dual solution is got and the comparison of Algorithm 1 with the SD (steepest descent) method, CG (conjugate gradient) method, BFGS (approximated Newton) method, NR (Newton-Raphson) method, and TN (truncated Newton) method T-IHN (truncated incomplete Hessian Newton) method, etc can be made. The equations (24) are illuminated to make readers to easily understand the equations. When n = 2, i.e. i = 1, j = 2 there are the following 5 quadratic equations with 5 variables (with initial value (y 0 11 , y 0 12 , y 0 21 , y 0 22 ; ς 0 12 ) = (331.5590, −188.4908, 364.6889, −158.1010; 0)):
In (24), different database of [29] has different n. Numerical computational results of solving (24) will be updated.
For CDT, there are two research directions for its algorithm design. One is to design the CDT algorithm to solve (13) ; for example, one strategy is to design the quadratic semidefinite programming (QSDP) algorithm to solve (14) . Another research direction is to design the CDT algorithm to solve the special m + n quadratic (nonlinear) equations, with m+n variables, (15) ; for example, Newton-type iteration algorithms, gradient-type iteration algorithms, trust-region-type iteration algorithms, nonlinear finite-element-type algorithms, Hamiltonian system symplectic-type algorithms, etc are good strategy to solve (15) . Researchers may design a powerful CDT algorithm along these two directions to solve (13) and (15) respectively.
Advantages of Solving the Dual Problem Than Solving the Prime Problem
In this section, we still use the benchmark GO test problem, minimizing the Rosenbrock function, to illuminate some advantages of solving the canonical dual problem (13) compared with directly solving the prime problem (1) . By the CDT [7, 16] , the canonical dual problem of (16) is:
where ς 0 = 0. (26) is solved by the Discrete Gradient (DG) method [1] , a local search optimization solver for nonconvex and/or nonsmooth optimization problems, and the numerical computational results are listed in Tables 2-3 (where seed1 is the initial solution (x 0 ; ς 0 ) = (3, 3, . . . , 3; −2/3, −2/3, . . . , −2/3, 0) and seed2 is the initial solution (x 0 ; ς 0 ) = (100, 100, . . . , 100; 100, 100, . . . , 100, 0)).
In Tables 2-3 , we may see that the dual problem (26) can be elegantly, easily, quickly and accurately solved to get its objective function value 0.00000000, compared with the prime problem (16) . We may also see that (26) This shows the advantages of solving the dual problem (13) than solving the prime problem (1). We may use maximizing the canonical dual function of Colville function (see Example 3) to illuminate this point again.
It is known that directly solving the minimizing of Colville function is difficult. But, it is very easy to solving the following canonical dual problem: which is a simple problem of maximizing a concave function over a convex set: by watching Figure 2 ,ς = (0, 0) is easily known as the global optimal solution.
Thus, the following optimization algorithm designed to solve the canonical dual problem (14) is very necessary.
Algorithm 3 -An optimization algorithm to solve the Quadratic Semidefinite Programming (14).
In Example 6, (11) is equal to 
Introduction
Nonconvex minimization problem of Rosenbrock function, introduced in [15] , is a benchmark test problem in global optimization that has been used extensively to test performance of optimization algorithms and numerical approaches. The global minimizer of this function is located in a long, deep, narrow, parabolic/banana shaped flat valley ( Figure 1 ). Although to find this valley is trivial for most cases, to accurately locate the global optimal solution is very difficult by almost all gradient-type methods and some derivative-free methods. Due to the nonconvexity, it can be easily tested that if the initial point is chosen to be (3, 3, . . . , 3) , direct algorithms are always trapped into a local minimizer for problems with dimensions n = 5 ∼ 7 as well as n ≥ 4000; if the initial point is chosen at (100, 100, . . . , 100), iterations will be stopped at a local min with the objective function value > 47.23824896 even for a two-dimensional problem. This paper will show that by the canonical duality theory, this well-known benchmark problem can be solved efficiently in an elegant way.
The canonical duality theory was originally developed in nonconvex/nonsmooth mechanics [9] . It is now realized that this potentially powerful theory can be used for solving a large class of nonconvex/nonsmooth/discrete problems [10, 12] . In this short research note, we will first show the nonconvex minimization problem of Rosenbrock function can be reformulated as a canonical dual problem (with zero duality gap) and the critical point of the Rosenbrock function can be analytically expressed in terms of its canonical dual solutions. Both global and local extremal solutions can be identified by the triality theorem. Extensive numerical examples and discussion are presented in the last section.
Primal Problem and Its Canonical Dual
The primal problem is
where x = {x i } ∈ X = R n is a real unknown vector, α = 2N and N is a given real number. Clearly, this is a nonconvex minimization problem which could have multiple local minimizers.
In order to use the canonical duality theory for solving this nonconvex problem, we need to define a geometrically admissible canonical measure
The canonical function V : E a → R can be defined by
which is a convex function. The canonical dual variable ς = ξ * can be defined uniquely
Therefore, by the Legendre transformation, the conjugate function
Replacing
the total complementary function Ξ : X × S → R is given by
Let δ and δ be shifting operators such that δ ς i = ς i+1 and δ ς i = ς i−1 . We define δ ς 1 = 0. Then on the canonical dual feasible space S a = {ς ∈ S| ς i + 1 = 0 ∀i = 1, . . . , n − 2, ς n−1 = 0},
the canonical dual can be obtained by
Based on the complementary-dual principle proposed in the canonical duality theory (see [?]), we have the following result.
Theorem 1 Ifς is a critical point of P d (ς), then the vectorx = {x i } defined bȳ
is a critical point of P (x) and
This theorem presents actually an "analytic" solution form to the Rosenbrock function, i.e. the critical point of the Rosenbrock function must be in the form of (9) for each dual solutionς. The first version of this analytical solution form was presented in nonconvex variational problems in phase transitions and finite deformation mechanics [5, 6, 7] . The extremality of the analytical solution is governed by the so-called triality theory. Let
we have the following theorem:
Theorem 2 Suppose thatς is a critical point of P d (ς) and the vectorx = {x i } is defined by Theorem 1. Ifς ∈ S + a , thenς is a global maximal solution to the canonical dual problem on S + a , i.e.,
the vectorx is a global minimal to the primal problem, and
Theorem 2 shows that the canonical dual problem (P d + ) provides a global optimal solution to the nonconvex primal problem. Since (P d + ) is a concave maximization problem over a convex space which can be solved easily. This theorem is actually a special application of Gao and Strang's general result on global minimizer in in nonconvex analysis [13] .
By introducing
recently the triality theory (see [14] ) leads to the following theorem.
Theorem 3 Suppose thatς is a critical point of P d (ς) and the vectorx = {x i } is defined by Theorem 1.
− a of (x,ς), we have either
The proof of this Theorem can be derived from the recent paper by Gao and Wu [14] . By the fact that the canonical dual function is a d.c. function (difference of convex functions) on S − a , the double-min duality (15) can be used for finding the biggest local minimizer of the Rosenbrock function P (x), while the double-max duality (16) can be used for finding the biggest local maximizer of P (x). In physics and material sciences, this pair of biggest local extremal points play important roles in phase transitions.
Because ς n−1 = 0, we may know that S − a is an empty set. Thus, by Theorem 3 in this paper we cannot find a local maximizer or minimizer on S − a or its subset for P d (ς).
3 Numerical Examples and Discussion We try N=100 (when N=10 we find the numerical results are similar to N = 100), with the dimensions n=2∼10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 200, 300, 400, 500, 600, 700, 800, 900, 1000, 2000, 3000, 4000. We first set (3, 3, . . . , 3) (called seed1) as the initial solution for (P) (usually the feasible solution space is a box constrained between -2.048 and 2.048 [1, 16, 17] ). Numerical results (Table 1) show that to solve the primal problem (P), the DG method can easily and quickly get approximate global minimum solution tox = (1, 1, . . . , 1) with the approximate global optimal values at P (x) = 0, except for n=5∼7, 4000, where the DG method can only get a local minimum solution x = (−1, 1, . . . , 1) with P (x) = 4. Then we let x 0 = (100, 100, . . . , 100) (called seed2) be the initial solution for (P), searched in the intervals −500 ≤ x i ≤ 500, i = 1, 2, . . . , n. We find that the DG method was trapped into local optimal solutions but not getting any global minimum at all, even from a 2 dimensional problem (see Table 2 ), its objec-tive function value is 47.23824896. However, from Table 2 we can see that by the same DG method, the global maximum of the dual problem can be obtained very elegantly.
For (P d + ), the corresponding dimensions are 1∼9, 19, 29, 39, 49, 59, 69, 79, 89, 99, 199, 299, 399, 499, 599, 699, 799, 899, 999, 1999, 2999, 3999 . The initial solution is set as ς 0 = (−2/3, −2/3, . . . , −2/3, 0) (called seed1), the constraints ς i + 1 > 0, i = 1, 2, . . . , n − 1 were penalized into the objective function; by Ξ(x, ς) xn = 0 of formula (6), we can set the values of the last variable ς n−1 always being 0 (> −1). With these numerical computation settings, the DG method can easily and quickly solve all these test problems to accurately get a global maximizerς = (0, 0, ..., 0) with the optimal value P d (ς) = 0 ( Table 1) . By the fact that the canonical dual problem (P d + ) is a concave maximization over a convex open space, the DG method was not trapped into any local optimal solution. But, for the nonconvex primal problem (P) in dimensions n=5∼7 and 4000, the DG method was trapped into local minimizerx = (−1, 1, . . . , 1). If we set the initial solution as ς 0 = (100, 100, . . . , 100, 0) (called seed2) and repeat the calculations, our numerical results ( Table 2 ) show again that the canonical dual problem can be easily and quickly solved by the DG method to accurately get the global maximizerς = (0, 0, ..., 0) with the optimal solution P d (ς) = 0 for dimensions n = 1 ∼ The comparisons between (P) and (P d + ) in view of total number of iterations and total number of objective function evaluations (i.e. function calls) are listed in Tables  1-2 . Compared with (P d + ), the approximate global and local optimal solutions and their optimal objective function values of (P) are not accurate, and even cannot be obtained if the initial iteration is set to be x 0 = (100, 100, . . . , 100). In Table 1 , we can see that the total number of iterations and function calls for (P) are always greater than those for (P d + ). This means that (P d + ) costs less computer calculations than (P), though (P d + ) still can get accurate global optimal solutions and the global optimal objective function value. The initial solutions x 0 = (100, 100, . . . , 100) and ς 0 = (100, 100, . . . , 100, 0) respectively for (P) and (P d + ) are not practical for real numerical tests so that the total number of iterations and function calls of (P) are sometimes less than those of (P Example 2. For dimension n = 5, the Rosenbrock function has exactly two minima, one is the global optimal solution (1, 1, 1, 1, 1 ) with global optimal minimum value 0, and another minimum is a local minimum near (−1, 1, 1, 1, 1 ) with local optimal minimum value 4. Solution: By the DG method, the primal solution is (1, 1, 1, 1, 1, 1, 1 ), P (x 1 ) = 0 and the local minimal solution x 2 = (−1, 1, 1, 1, 1, 1, 1 This shows again that the DG iterations for solving the primal problem is trapped to a local min.
Example 5. Now we let n = 4000. The Rosenbrock function has many minima. The global optimal solution is stillx 1 = (1, . . . , 1) with P (x) = 0. One of local minima is nearby the pointx 2 = (−1, 1, . . . , 1) with P (x 2 ) = 4. which produce precisely the optimal value P d + (ς) = 0. Indeed, as long as n ≥ 5, the DG method is always trapped into the local minimizerx = (−1, 1, . . . , 1) if the initial solution is set to be x 0 = (−1.0005, 1.0005, . . . , 1.0005).
It is worth to note that both P (x) and P d (ς) are the sum of n − 1 items. This is convenient for MPI (Message Passing Interface) parallel computations. We may broadcast (MPI Bcast) the sum to n − 1 processes, each process calculates one item, and at last all the partials are reduced (MPI Reduce) onto one process to get the sum. Thus on Tambo machines of VLSCI (http://www.vlsci.unimelb.edu.au) we should be able to successfully solve (1) and (12) with at least 3.2767 × 10 7 variables if setting the maximal variables for the DG method to be 4000 (though the DG method and its parallelization version ( [3] ) can solve optimization problems with more than 4000 variables). The successfully tested MPI code is followed: 
Conclusion
This research note demonstrates a powerful application of the canonical duality theory for solving the nonconvex minimization problem of Rosenbrock function. Extensive numerical computations show that by using the same DG method, the canonical dual problem can be easily solved to produce global solutions.
