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Abstract 
Pearl (2000), Spirtes et al (1993) and Lauritzen (2001) set up a new framework to 
encode the causal relationships between the random variables by a causal Bayesian net- 
work. The estimation of the conditional probabilities in a Bayesian network has received 
considerable attention by several investigators (e. g., Jordan (1998), Geiger and Hecker- 
man (1997), Ileckerman et al (1995)), but, this issue has not been studied in a causal 
Bayesian network. 
In this thesis, we define the multicausal essential graph on the equivalence class of 
Bayesian networks in which each member of this class manifests a sort of strong type 
of invariance under (causal) manipulation called hypercausality. We then characterise 
the families of prior distributions on the parameters of the Bayesian networks which are 
consistent with hypercausality and show that their unmanipulated uncertain Bayesian 
networks must demonstrate the independence assumptions. As a result, such prior dis- 
tributions satisfy a generalisation of the Geiger and lieckerman condition. In particular, 
when the corresponding essential graph is undirected, the mentioned class of prior dis- 
tributions will reduce to the Hyper-Dirichlet family (see Chapter 6). 
In tile second part of this thesis, we will calculate certain local sensitivity measures 
and through them we are able to provide the solutions for the following questions: Is 
the network structure that is learned from data robust with respect to changes of the 
directionality of some specific arrows? Is the local conditional distributions associated 
with the specified node robust with respect to the changes to its prior distribution or 
with respect to the changes to the local conditional distribution of another node? Most 
importantly, is the posterior distribution associated with the parameters of any node ro- 
bust with respect to the changes to the prior distribution associated with the parameters 
of one specific node? Finally, are the quantities mentioned above robust with respect to 
viii 
the changes in the independence assumptions described in Chapter 3? 
Most of the local sensitivity measures (particularly, local measures of the overall 
posteriors sensitivity), developed in the last decade, tend to diverge to infinity as the 
sample size becomes very large (Gustafson (1994) and Gustafson et al (1996)). This is 
in contrast to our knowledge that, starting from different priors, posteriors tend to agree 
as the data accumulate. Here we define a now class of metrics with more satisfactory 
asymptotic behaviour. The advantage of the corresponding local sensitivity measures is 
boundedness for large sample size. 
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Chapter I 
Introduction 
Pearl's definition of causal Bayesian network (Definition 4.1) tells us how to read, from 
a single Bayesian network, a whole collection of now probability distributions which 
assert not only what will happen if we do not manipulate in the system but also what 
will happen if we manipulate cach node in that system (Section 4.2). In otlier words, 
a causal Bayesian network does not simply explains how things are, but it can assert 
what will happen if the system is controlled or manipulated. 
Pearl (2000) does not concentrate on the issue that, in practice, the conditional prob- 
abilities (in the factorisation of joint probability distribution associated with a Bayesian 
network, Equation (3.3)) in a Bayesian network usually need to be estimated. Therefore, 
in this thesis, we introduce a joint prior distribution on the conditional probabilities of 
a causal Bayesian network. More precisely, it is rational, from a Bayesian viewpoint, 
to ask what constraints we need to introduce on the prior distributions associated with 
these conditional probabilities of the Bayesian network (before imposing any manipula- 
tion) to make sure that its marginal mass function is consistent with the causal Bayesian 
network conditions (or consistent with the conditions introduced in Definition 4.1). It 
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might be expected that whether we were to learn the value of a conditional probabil- 
ity from some extraneous source or set this probability to some fixed value (e. g., by 
randomisation), it should be reasonable to substitute this value, that is, to manipulate 
the value of that probability to this known value and save the principle of the Bayesian 
network. 
In this thesis, we show that the constraints required to introduce prior distributions on 
the conditional probabilities are independence assumptions (introduced by Geiger and 
Heckerman (1997), or see (Theorem 5.1)). 
To link these independence assumptions and principles of causal models, we need to 
strengthen slightly the assumptions of factorlsation invariance manipulation (see Daneshkhah 
and Smith (2003a)). 
In Chapter 5, we introduce the hypercausal. Bayesian network that asserts a set of 
factorisations of densities which are invariant to a class of "do" operations larger than 
those considered by Pearl. This can be considered as a developed version of randomised 
manipulation introduced by Koster (2000) and Lauritzen (2001) (see Section 5.2). 
The multicausal essential graph maintains hypercausality for each member of the 
equivalence class of Bayesian networks represented by an essential graph (see Chapter 
6). The prior density on the parameters of each Bayesian network in this class must 
display a gencrallsation of the Geiger and lieckerman condition (Theorem 6.3). The in- 
terpretation and implication of using prior distributions of these forms will be discussed 
in Chapters 5 and 6. 
Chapter 2 consists of basic definitions, concepts and notation in graph tlicory which 
will be needed throughout this thesis. 
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In Chapter 3, we briefly examine learning in Bayesian networks with discrete vari- 
ables (Section 3.2) and learning equivalence class of Bayesian networks (Section 3.3). 
However, a characterisation of these classes by the essential graphs will be presented 
in Section 6.2. The parameter independence (local and global) assumptions which are 
very useful and crucial in characterisation of a prior distribution associated with each 
network structure in the equivalence class of Bayesian networks are introduced in this 
chapter (Section 3.3) along with some examples. 
We then review the Geiger and Ileckerman (1997) results related to characterisation 
of prior distributions corresponding to parameters of equivalent Bayesian networks in 
Subsection 3.3.1. We emphasis that the independence assumptions play a vital role in 
these characterisations. 
We introduce the causal models in Chapter 4. These models reveal the causal rela- 
tionships between the involved variables. Pearl (1995,2000) show that these models can 
be presented in terms of directed acyclic graphs. We review these causal mechanisms in 
Section 4.2. A causal model can be converted into a set of mathematical equations to 
yield an observational model. These models which are called functional causal will be 
studied in Section 4.3. As we said above, to make a connection between local and global 
independence assumptions with causality, we must justify the factorisation of causal 
Bayesian network in an appropriate way which would create randomised manipulation 
or more precisely contingent randomised manipulation. We introduce the randomised 
intervention which are originally introduced by Lauritzen (2001) and Koster (2000) (par- 
ticularly, in terms of the functional causal models) in Section 4.4. Learning of causal 
Bayesian networks will be presented in Section 4.5. In this section, we also include some 
results when there are some hidden variables in the causal Bayesian models. We identify 
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some now unanswered questions. 
In Chapter 7 local sensitivity analysis of the posterior quantities associated with a 
Bayesian network with respect to different sources of uncertainties will be studied. Local 
sensitivity analysis generally is reviewed in Section (7.2). Gustafson (1996b) calculated 
the local sensitivity measures of posterior quantities with respect to changes of the spe- 
cific stage in hierarchical models (Subsection 7.2.2). 
In Section 7.3, we study local sensitivity analysis in Bayeslan networks with respect to 
misidentification of distributional assumptions of likelihood and prior distributions, and 
misidentification of independence assumptions. 
A sensitivity analysis of Bayesian networks with dependent parameters is studied in Sec- 
tion 7.4. In this situation, we introduce the hierarchical models as prior distributions 
on the parameters of these networks, and then we use Gustafson's ideas to calculate 
the local sensitivity measures. But, in some levels of these priors, we would encounter 
unidentifiability of parameters. We make some suggestions to address this issue. 
We examine the relationship between the local cause and the local sensitivity in Sec- 
tion 7.5. In Section 7.6, we study asymptotic behavior of the specific form of the local 
sensitivity measure, and for the wide class of priors which are compatible with some 
reasonable mild conditions. 
In Chapter 8, we study the asymptotic behaviour of the local sensitivity measures 
introduced in Chapter 7. We also introduce now local sensitivity measures in terms 
of credible metrics. We will show that these local sensitivity measures display good 
asymptotic behaviour. 
In the last chapter, we produce a summary of our results and some further work is 
presented. 
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Chapter 2 
Introduction to Graphical Models 
In this chapter, we briefly introduce some basic and important concepts associated with 
the graphical models that throughout this thesis will be frequently used. These concepts 
can be studied in more detail in Cowell et al (1999) and references therein. 
In the next section, we briefly study conditional independence. In Section 2.2, the di- 
rected acyclic graph and the undirected graphs are introduced. 
2.1 Conditional Independence 
A graphical model (in a particular form, Bayesian network) is a probabilistic model 
based on the notion of conditional independence and dependence. Conditional indepen- 
dence is a fundamental notion in the analysis of interactions among multiple factors. 
The intuition behind the use of conditional independence is that a dependence relation- 
ship between two variables may disappear when a third variable is considered in relation 
with those two variables. 
Dawid (1979,1980) introduced and comPrelionsively studied conditional indepen- 
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dance. His definition of conditional independence is considered as an underlying concept 
in the probabilistic graphical models and clearly in this thesis. 
Let X= (Xv, VE V) be a finite set of variables. Lot Y1, Y2, Y3 denote any three 
disjoint subsets of variables in. X. 
Definition 2.1 (Conditional Independence) Yj is said to be conditimally in- 
dependent of Y2 given Y3, written (YI-LLY2 I Y3), if for all configurations yi, v2, y3 of the 
variables in Y1, Y2, Y3 satisfying p(Y3 = y3), it holds that 
P(yl ` YI 1 Y2 7- Y2 i 
Y3 ý Y3) : -- P(yl ý-- YI 1 Y3 : -- V3) - 
The definition above can be introduced over measurable sets A and B as follows, 
P(Yi E A, Y2 EBI Y3 = v3) = P(Yi EA1 Y3 = V3)P(Y2 EBI Y3 = V3), 
An equivalent relationship can be given by 
P(Yi EAI Y2 = y2, Y3 = v3) = P(Yi EAI Y3 = y, 3), (2.2) 
Note that, the conditional statement mentioned above between Y1, Y2 and Y3 leads us 
to this point that learning the value of Y2 does not give any additional information 
about YI, when we know Y3 = y3. Furthermore, since the conditional independence 
assumptions and the individual factors often have relatively clear substantive or causal 
interpretations, this manner of construction facilitates explanation, whether by a statis- 
tician to her client or by an expert system to its user. 
The previous definition may be seen as a factorisation criterion that tells, that the 
conditional probability of Yj given Y2 and Y3, is in fact a function of Y3 alone. Note 
that, when Y3 is trivial, Yj and Y2 are marginally independent. In fact, we say that two 
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set of random variables Y, and Y2 are marginally independent if their joint probability 
P(VltY2) factors like 
P(VI i Y2) ý P(VI)P(V2) - 
(2.3) 
But, if the conditioning set Y3 is not trivial, the joint probability factorizes as follows, 
P(YI 9 Z/2 
1 Y3 " V3) ý2 P(YI 1 Y3 ý-- V3)P(Y2 1 Y3 ý-- V3) t 
(2.4) 
if and only if Yj 11 Y2 I Y3. 
For more details about the properties and axioms of the conditional independence, see 
Dawid (1979,1980) and Cowell et al (1999). 
2.2 Directed and Undirected Graphs 
The directed acyclic graph plays a key role in the causal Bayesian networks that will be 
discussed in Chapter 4. Spirtes et al (1993) and Pearl (2002) represent causal Bayesian 
networks in terms of these graphs. Furthermore, it should be noticed that the condi- 
tional independences that are underlying a multivariate probability distribution for the 
variables in the domain of the problem in hand are reflected by the graphical structure 
of a Bayesian network, the so-called directed acyclic graph. In the next chapter, we 
will describe this sort of graph. The other component of a Bayesian network is a set 
of parameters, rendering a quantitative description of possible probability distributions 
(Section 3.2). 
But to introduce Bayesian networks and causal Bayesian networks in this thesis, we 
need to got familiar with the basic concepts of the acyclic graph and its properties that 
are defined and studied in this section. 
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First, lot us introduce a graphical model in the general form. A graph is a pair 
G= (V, E) where V is the set of vertices (or nodes) and E is the set of edges. The set of 
edges E is a subset of the set VxV of ordered pairs of nodes. It is assumed that E con- 
tains only distinct pairs of nodes so that there exist no loops, that is, (x, V) GE =*- x :? 6 
Example 2.1 The following figure illustrates a graph that supports the definition 
above, 
Figure 2.1: A graph with 8 vertices and 12 edges. 
In Figure 2.1 the set of vertices is V= JXI .... X8}, and the sot of edges is given by 
E=I (XI, X2), (XI, X3), (X2 
i 
X3) 
i 
V3 
i 
X4) 
i ... i 
(X5 
i 
X8) 
i 
(X6 
9 
X8)} 
- 
The edges in each graph can be all directed, all undirected or any combination 
thereof. Thus, each graph with respect to the kind of the edges between the nodes of 
the corresponding graph can be classified into directed graph, undirected graph or chain 
graph that are introduced and studied in this chapter. However, the focus of this thesis 
is on the directed graph or more precisely directed acyclic graph. 
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Given two nodes x and V, the edge between them is said to be undirected if and only 
if (x, y) EE and (y, x) (=- E, and written x-y. If (x, y) EE but (y, x) V E, the edge 
is called directed, and represented by x --ý y. Thus, x is a parent of y, and y is a child 
of x. The set of parents of a vertex V is denoted by pa(y), and the set of children' of a 
vertex x represented by ch(x). 
Example 2.2 In Figure 2.1, there are 9 directed edges and 3 undirected edges. Bor 
example, the edge between (Xj, X3) or (X2, X3) is directed, but the edge between X, and 
X2 or between X5 and X6 are undirected. The set of parents of X3 is pa(X3) = JXI, X21, 
and the set of children of X3 is given by ch(X3) = 
fX4}. 
A cycle of length n is a path' with the modification that the first and last vertex 
are identical xo = x,,. 
Definition 2.2 (Directed acyclic graph) A directed graph G= (V, E) is acyclic 
if it contains no directed cycle. 
Hereafter directed acyclic graph is abbreviated to the term DAG (we use DAGs for the 
directed acyclic graphs). 
Example 2.3 The following graph shown in Figure 2.2 is a DAG. 
Definition 2.3 (Undirected graph) An undirected graph is a pair (V, E), where 
'We need to define these sets to introduce the Mark-ov blanket used in Chapter 7. 
'A path of length n from x to y is a sequence x= xo,..., xn =y of distinct vertices such that 
(xi-l, xi) EE for all i=1,..., n. Thus a path can never cross itself and moving along a path never 
goes against the directions of arrows. A path from x to y is shown by x ý- y. 
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x5 :: ý: ý 
Xd 
xa 
x3 
--c 
x7 
CD 
c, )Z 
xe 
)l_-- 
Figure 2.2: A Directed version (DAG) of the graph shown in Figure 2.1. 
V is a set of vertices, and E is a set of unordered pairs jx, y} of distinct components of 
V. The endpoints of the edge e= Ix, V} are the vertices x and y. 
In other words, if all the edges of a graph are undirected, that graph is called undi- 
rected. The graphs shown in Figures 2.6 and 2.7 are the examples of undirected graphs. 
To study sensitivity analysis of the Bayesian. networks with the dependent parame- 
ters introduced in Section 7.4, we need to introduce neighbour(s). We introduce them 
in the following definition. 
Definition 2.4 (Neighbours) Vertex x is a neighbour of vertex y if fx, V} is in 
E. The set of neighbours 3 of x is introduced by ne(x) = IV EV: Ix, V} E E, }- 
To introduce some important concepts such as clique, we must define adjacent ver- 
tices. Two vertices will be called adjacent if they are linked together by an undirected 
31f X_Y, then we can also say that x and y arc neighbours. 
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edge. 
The following example helps us to understand the concepts introduced above. 
Example 2.4 The neighbours of X3 in Figure 2.1 is ne(X3) = JX1, X2, X4}. But, 
The adjacent set of X3 in Figure 2.1 is empty set. However, the adjacent set of X5 is 
fX6 
i 
X7} 
- 
Definition 2.5 (Subgraph) GA = (A, EA) is defined by a subset ACV and the 
induced edge set EA =En (A x A). It will be said that GA is an induced subgraph of 
G. 
An undirected graph G= (V, E) is said to be complete if and only if every pair of 
vertices is adjacent. A subset of vertices is complete if it induces a complete subgraph. 
Definition 2.6 (Clique) A clique is a maximal (with respect to C) complete 
subgraph 4. 
The decomposable graphs, used in Sections 6.2 and 7.3, are factorlsed in terms of 
cliques. For further details of clique and its properties, see Cowell et al (1999). 
Example 2.5 The following graph shown in Figure 2.3 is the induced subgraph of 
that is displayed in Figure 2.1 with the following set of vertices and edges: 
X4, X, 5, X6, X7} 
4 The clique in Definition 2.4 should be called marimal clique. 
11 
and 
EA =ý (X4, XS), (X4, X6), (X4, X7), (X5, X6), (X5, X7), (X6, X7)} - 
This subgraph is complete, because any two pairs of vertices in this subgraph are 
adjacent. There are 4 cliques with 3 vertices in this subgraph, for example, fX4, X, 5, X7} 
or JX4, X6, X7} creates a clique. 
Figure 2.3: A Subgraph of the graph shown in Figure 2.1. 
Definition 2.7 (Chain Graph) A graph that has no directed cycles is called a 
chain graph5. 
Example 2.6 The graphs are shown in Figures 2.1,2.2, and 2.3 are the examples 
of chain graphs. 
A chain graph' is formed by a non-empty set of chain components 7-(G). 
'Thus, undirected graphs and directed acyclic graphs arc both special cases of chain graphs 
6The essential graph introduced in Chapter 6 is a chain graph that is representing an equivalence 
class of Baycsian networks. 
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Deflnition 2.8 (Chain Component) The set of chain components of a chain 
graph corresponds to the set of connected components left after the removal of all di- 
rected edges in the chain graph. 
Example 2.7 In Figures 2.4 and 2.5, a chain graph and its set of chain components, 
, r(G) = 111,2,3,4}, f5,6}, f7,8}, f9,10}, fll}}, are shown, respectively. 
Figure 2.4: An example of a chain graph. 
It should be noticed that each node of a DAG G forms a chain component of G. 
Definition 2.9 (Ancestors and descendants) Given a DAG D, the set of its 
vertices x such that x ý-+ y but not V F-+ x are the ancestors an(V) and the descendants 
13 
8 
9 
Figure 2.5: The chain components associated with the chain graph shown in Figure 2.4. 
de(x) of x are the vertices V such that x ý-4 y but not y ý-* x. The descendants of x are 
the nodes V such that there is a path from x to y but not from y to x. 
It should be noticed that the definition above can be expressed in terms of the neigh- 
bours of the vertices between x and V if we define the path between x and y as follows: 
A path of length n is an ordered set P= (xo,..., x,, ) of vertices of D such that xi-I is 
a neighbour of xi, i=1, ..., n, and that P does not encounter the same vertex twice. 
A convenient way of characterising the set of distributions compatible with a given 
DAG is to list the set of conditional independencies that each such distribution must 
satisfy. These independencies can be read off the DAG by using a graphical (separa- 
tion) criterion called d-separation which plays a major role to identify causal relation- 
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ships between variables in the causal Bayesian network (this criterion is implicitly used 
throughout this thesis) . 
Consider three disjoint set of variables, X, Y, and Z, which are represented as nodes 
in a DAG G. To test whether X is independent of Y given Z in any distribution con- 
sistent with G, it is required to check whether the nodes corresponding to variables Z 
block all paths from nodes in X to nodes in Y. Blocking here can be interpreted as 
stopping the flow of dependency between the mentioned variables that are connected 
by the paths that will be introduced by the following definition presented by Pearl (1988). 
Definition 2.10 (d-separation) A path P is said to be d-separated (or blocked) 
by a set of nodes Z if and only if 
1. P contains a chain i --ý m --+ j or a fork i +- m --+ j such that the middle node m 
is in Z, or 
2. P contains an inverted fork- (or collider) i --+ m +-- j such that the middle node 
M7 is not in Z and such that no descendant of m is in Z. 
A set Z is said to be d-separate X from Y if and only if Z blocks every path from a node 
in X to a node in Y. 
Note that, in (causal) chains i --+ m --ý j and (causal) forks i 4-- m --ý j, the two 
endpoint variables (i. e., 1 and j) are marginally dependent but will be independent of 
each other (i. e., blocked) once they are conditioned on the middle variable (i. e., m). 
But, the inverted forks act the opposite way, that means if the two extreme variables 
'A vertex that has more than one parent is called hcad-to-head vertex. 
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are marginally independent, they will be dependent (i. e., connected through unblocked 
path) once they are conditioned on the middle node or any of its descendants. 
Note that the inverted fork discussed above in the graph theory literature is usually 
called immorality (or v-structure) that is formed by two non-adjacent vertices with a 
common child. 
A DAG that has no immoralities is said to be moral. A moral graph is more formally 
defined by Cowell et al (1999) as follows, 
Definition 2.11 (Moral Graph) For a DAG D, we define the moral graph of D to 
be the undirected graph D' obtained from D by first adding undirected edges between 
8 
all pairs of vertices which have common children and are not already joined , and then 
forming the undirected versiong of the resulting graph. 
A DAG that is not moral can be moralised by mamjinq those non-adjacent parents 
that induce an immorality, that is, joining them with an undirected edge, and dropping 
directions on the rest of edges in the given DAG D. The moralised version of a DAG D 
is denoted by D'. 
Exarnple 2.8 The moral graph associated with the graph shown in Figure 2.4 is 
presented below. 
The importance of moralisation is in building the inference toolbox for a probabilis- 
tic network determined by a chain graph. 
'Two vertices x and y arc said to be joined if (x, y) EE or (y, x) E E, (See Cowell ct al (1999). ). 
OThe undirected version G- of a graph G is the undirected graph obtained by replacing the directed 
edges of 0 by undirected edges. 
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7 7 
M2 46 
3 
Figure 2.6: The moral graph associated with the chain graph shown in Figure 2.4. 
One of the most important graphs is the decomposable graph which we briefly dis- 
cuss below. We introduce the characterisation of the prior distribution associated with 
the probabilities for the discrete decomposable graph in Chapter 3. 
Definition 2.12 (Decomposition of graph) Two induced subgraphs Cv, and 
Gv, are a decomposition of graph G if V, U V2 =V and V, \ V2 :A0 and V2 \ V, 54 0 and 
Gvinv2 is complete and E, U E, 2=E. 
The graph G is said to be decomposable, if it is complete or if there exists a decom- 
position of this graph into two decomposable subgraphs. 
This graph will be used in Chapter 6 associated with the undirected essential graph. 
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Definition 2.13 (Chordal graph) A chordal'O or triangulated graph is an undi- 
rected graph with no chordlessil undirected cycles on more than three vertices. 
The following theorem presented by Cowell et al (1999) shows the relationship between 
decomposability and chordality. 
Theorem 2.1 The following conditions are equivalent for an undirected graph G: 
1. G is decomposable; 
2. G is chordal; 
3. Every minimal (x, y)-separator is complete. 
Example 2.9 The figure below shows examples of chordal and non-chordal undi- 
rected graphs. Note that the graph on the left hand side is also decomposable. 
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Figure 2.7: Examples of undirected chordal (LHS) and non-chordal (RIIS) graphs. 
"'We use this graph to characterise the essential graph introduced in Section 6.2. 
"A chord in a graph is an edge joining two nodes already connected by a path. A chordless cycle of 
a graph G is a graph cycle of length at least four in G that has no cycle chord (See Cowell et al (1999)). 
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Chapter 3 
Learning Bayesian Networks 
3.1 Introduction 
This chapter gives a brief introduction to Bayesian networks. After defining a Bayesian 
network model, we focus on learning with Bayesian networks with discrete variables. 
We refer the interested reader to the following books and articles: Cowell et al (1999); 
Lauritzen (1996); Pearl (1988); Heckerman (1995) to get more comprehensive details 
about Bayesian networks and graphical models. 
A statistical model with a large collection of variables is typically computationally com- 
plex. To reduce the dimensionality of the statistical model some notion of independence 
is required. Graphical models can deal with this issue. A graphical model represents a 
collection of random variables by a graph; each node in the graph represents a random 
variable and the lack of an edge between two nodes represents a conditional indepen- 
dence assertion. These models have been studied in details in the references above and 
references cited therein. 
One class of graphical models that is constructed in terms of directed acyclic graphs 
is called Bayesian networks. This class will be extensively examined in this chapter and 
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throughout this thesis. 
We study the equivalence classes of Bayesian networks in Section 3.3, and a charac- 
terisation of these classes by the essential graphs will be presented in Chapter 6. The 
notion of equivalence plays an important role for the learning of Bayesian networks. 
Two network structures are equivalent if the set of distributions that can be represented 
using one of the structures is identical to the set of distributions that can be repre- 
sented using the other. Because equivalence is reflexive, symmetric, and transitive, the 
relation defines a set of equivalence classes over network structures. The main reason 
we consider equivalence classes of Bayesian networks is because, given the prior for any 
Bayesian network in a given equivalence class, we can derive the prior distribution as- 
sociated with any other element in the equivalence class. 
Useful assumptions that help us to define and characterise a prior distribution associ- 
ated with each network structure in the equivalence class of Bayesian networks are local 
and global parameters independence. We introduce these assumptions, introduced by 
Splegelhalter and Lauritzen (1990) and used by Geiger and Heckerman (1997) to charac- 
terise Dirichlet distributions associated with the parameters of Bayesian networks with 
two multinomial variables in Sections 3.2 and 3.3 respectively. In Chapters 5 and 6, we 
use these independence assumptions to elicit and characterise prior distributions asso- 
ciated with the parameters of the given single causal Bayesian network. 
In fact, throughout this thesis, we want to establish that if a Bayesian is prepared to 
make bold enough assertions within a single uncertain Bayesian network then this not 
only introduces independence relationships between parameters, but can also charac- 
terise prior families of distributions on these parameters. We believe this is a very 
useful way of thinking about this class of models. We will comprehensively study these 
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issues in Chapters 5 and 6. In order to do this, we need to review the characterisa- 
tion of prior distributions associated with parameters of equivalent Bayesian networks 
when independence relationships between parameters are assumed to be valid. The as- 
sumptions of local and global independence are used in this thesis in order to estimate 
conditional probabilities of a causal Bayesian networks and not for the purpose of se- 
lecting a Bayesian network. More precisely, it is not an assertion about a common prior 
to be used for the causal Bayesian network for the model selection as is more typical in, 
for example, Heckerman et al (1995), Cowell et al (1999) and Cooper and Yoo (1999). 
However, as I said earlier, the parts of their works that are technically relevant to this 
thesis will be presented. 
3.2 Introduction to Bayesian networks 
The graphical models contain a very wide class of the statistical models based on either 
directed acyclic graphs, undirected graphs, or a combination thereof. Among the cur- 
rent graphical models, Bayesian networks are certainly the most common and perhaps 
the most applicable. 
A Bayesian network B for a set of variables X= IXI,..., X,, } is a pair (G, 0), where 
G= (X, E) is a DAG' (or network structure), and 0 is a set of conditional probability 
distributions such that Oi E2 defines the conditional probability of Xi given its parents 
(pa(xi)) in G, that is, Oi = p(xi I pa(xi), 0). 
The basic decomposition scheme offered by DAGs can be explained as follows. Con- 
sider a probability function p defined over n (discrete) variables with arbitrary ordering 
X1, ..., X,,. The probability function p can be decomposed as a product of n conditional 
'DAGs is an abbreviated form of directed acyclic graphs. 
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probability functions as follows 
Xxi, ---, x. 
) = rlp(xi 1 xi, ---, xi-i). (3.1) 
i=l 
If xi is independent of all other predecessors given its parents, then, we can write 
P(Xi I xl,..., xi-1) = p(xi I pa(xi)) (3.2) 
The Equation (3.2) assigns to each variable Xi a select set pa(xi) of preceding vari- 
ables that are sufficient for determining the probability distribution of Xi. In other 
words, knowing the values of other preceding variables is redundant once we know the 
values of pa(xi). 
It is therefore obvious that, every probability function satisfying Equation (3.2) must 
decompose into the product 
P(XI,..., x. ) = flp(xi 1 pa(xi» (3.3) 
i 
where pa(xi) 9f xl,..., Xi-i} - 
Therefore, we can say that a DAG G is a Bayesian network if and only if the probability 
distribution associated with the Bayesian network admits the product decomposition 
given in Equation (3.3) imposed by G. 
We now briefly introduce learning of a Bayesian network from the data. Bayesian 
network learning will be done in two stages. In the first stage we learn about the net- 
work structure including introducing the nodes and the arrows between the nodes. The 
parameters associated with each node that can be represented as the conditional prob- 
ability distributions of the nodes given their parents are learned in the second stage. 
Throughout this thesis, the network structure is given and we focus on learning the 
conditional probabilities. Consider a Bayesian network of random variables all of which 
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are discrete and a set P of local probability distributions associated with each variable, 
i. e., p(xi I pa(xi)). The set of parameters 0 associated with the probabilities in P can 
be defined as 
Oijk == P(Xi =-- Xtý 1 pa(Xi) = pa(xi)j, 01), i=n, k= li, i= mi 
where Oijk stands for the parameter associated with the level k of ith variable and the 
level j of its parents. 
Thus, 2ij :,,,: (Oij, I'III 
OijIJ fgijk 
)1 '_5 Mi) 
1<kQ, where each component 
of 2i is positive and for fixed j, Elk'=10ijk 1, and therefore 0 0'., 1 <- i :ý n}. So 
Equation (3.3) becomes 
n 
p(xi I pa(xi), 2j) (3.4) 
where pa(xi) denotes to the values of the parent's set of xi. 
Spiegelhalter and Lauritzen (1990) make two key assumptions which greatly simplify 
the related computation and subsequent analysis. The first assumption is that of global 
independence whereby the parameter vectors Oi are assumed mutually independent a 
prior!. In fact, we can say that 
n 
PW = IIP(2i). (3.5) 
i=l 
This assumption alone allows us to express the joint distribution of x and 0 as 
p(xi I pa(xi), 0,,. )p(2i) (3.6) 
Note that from the equation above it can be concluded that gi may be considered 
as another parent of xi in a general Bayesian network. 
Therefore, the marginal likelihood density can be calculated as 
23 
nn 
p (20 p (x-,, 1) ý0- Ilp(xi I pa(xj), Pj)p(2j)ý. Oj = flp(xi I pa(xi)) (3.7) 
i=l 
where 
p(xi I pa(xi)) =f p(xi I pa(xj), 2j)p(2j)ýo,. 
is the expectation of the conditional probability table for xi. 
The second assumption is that of local independence whereby the parameter 0. de- 
composes into components corresponding to the levels of the factors in pa(xi)j. These 
components are assumed to be mutually independent a priorh Thus for the fixed k= k* 
mi 
P(gi) = IIP(Oijk-) (3.8) 
j=l 
Now consider a conditional probability distribution p(xi' I pa(xi)j*, Oi) = Oij-A; of the 
particular configuration of parent nodes. The local independence assumption expressed 
by the equation above can be considered as follows: for the specific set of levels pa(xi)j*, 
of pa(xi), Oij*k parameterises the conditional probability p(xý I pa(xi)i*, 2j), and condi- 
tional on xi Upa(xi)j*, Oij-k is independent of the remaining parameters 0- \ Oij. A;. The 
following example shows a simple Bayesian network that helps to understand better 
local and global independence assumptions. 
Example 3.1 Consider the following Bayesian network with two binary random 
variables X and Y. The parameters associated with the probabilities of X and Y are: 
2= J0.,, OyjX=j, OyjX=O}. Here, X=1 stands for success, and X=0 denote the 
failure of the corresponding event, likewise for Y. According to the Bayesian network 
in Figure 3.1, it is obvious that 0.,, is independent of {Oylx=,, Oylx=o} (since, there is 
no edge between 0., and f Oylx=,, Oylx=o}), that is, 0.., 11 f Oylx=,, Oylx=o}. Therefore, 
the global independence assumption holds. Similarly, because no edge exists between 
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Oyjx=j and Oyjx=O, we can say that the local independence assumption is also satisfied, 
Le, Ovlx=l 11 Ovlx=o. The prior distributions associated with these parameters, because 
x 
y 
oylx=l oylx=o 
% 
Figure 3.1: Representation of a Bayesian Network with two Binary variables. 
of the existence of local and global parameter independence, factorise as 
PM = P(O. )P(O"lx=I)P(Oylx=o) 
Later, in this chapter, the prior distributions associated with the parameters of this 
Bayesian network (and its equivalent Bayesian network discussed in the next section) 
will be characterised. It will be shown that the Beta distributions, according to Geiger 
and Heckerman's results, are the most appropriate prior distributions for these param- 
eters. 
Splegelhalter and Lauritzen (1990) indeed claimed that the independence assump- 
tions will make the computations more feasible. 
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3.3 Learning Equivalence Classes of Bayesian Networks 
In this section, we introduce notation and basic concepts of equivalence classes of 
Bayesian networks and their properties that are relevant to the topic of this thesis. 
Two network structures are said to be equivalent if the set of distributions that can be 
represented with one of those structures is identical to the set of distributions that can 
be represented with the other. More formally, the definition of two equivalent Bayesian 
networks is given below. 
Definition 3.1 (Equivalent Bayesian Networks) Two Bayesian network struc- 
tures 0 and C' are called equivalent if for every Bayesian network B= (G, 00), there 
exists a Bayesian network B' = (C, OG, ) such that B and B' assert the same set of 
conditional independence statements among the variables in the domain. 
Heckerman et al (1995) were interested in defining priors which were invariant to 
the specification of equivalence representative in its equivalence class. They wanted to 
choose a default prior for model selection, so that equivalent Bayesian networks (having 
the same likelihood) could be given the same prior. We use their results to make a 
connection between prior independence assumptions and causality, and to characterise 
prior distributions sympathetic to causal hypotheses on all Bayesian networks in the 
equivalence class defined by an essential graph (essential graph will be introduced in 
Chapter 6). 
We use the symbol C ; ý: s G' to denote that G and G' are equivalent. Note that 
equivalence is reflexive, symmetric, and transitive, therefore the relation ; Zts defines a set 
of equivalence class over network structures. 
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Definition 3.2 (Compelled Edge) A directed edge xye EG is called com- 
pelled in G if for any network structure (DAG) C' -- G, x --+ y Eg,. 
Note that for any edge in EG, if that edge is not compelled in G, then that edge is 
called reversible in G. In other words, there is some network structure G' -- G such that 
the mentioned edge has opposite direction. 
The characterisation of the equivalent network structures are given by Verma and Pearl 
(1990) in the following theorem. 
Theorem 3.1 (Verma and Pearl (1990)) Two network structures (DAGs) are 
equivalent if and only if they have the same skeletons and the same v-structures. 
The skeleton of any network structure is the undirected version of the graph that is 
obtained by ignoring the directionality of every single edge. A v-structure in a DAG G 
is an ordered triple of nodes (XI, X2, X3) such that G contains the arrow xI --+ X2 and 
X3 --* X2, and x, and X3 are not adjacent in G. 
A result that can be obtained from Theorem 3.1 is that for any edge participating in 
a v-structure in the given network structure G, if that edge is reversed in some other 
network structure GI then G is not equivalent with G'. 
The equivalence class of Bayesian networks can be represented by Acyclic partially di- 
rected graphs, or pattems 2. Patterns are graphs that contain both directed and undi- 
rected edges. Let 'P stands for the given pattern. Thus, the equivalence class of Bayesian 
networks associated with P, denoted by [P], is defined as: GE [P] if and only if G and 
P have the same skeleton and the same set of v-structures. Note that, from Theorem 
3.1, it can be concluded that a pattern containing a directed edge for every edge par- 
2 Patterns are sometimes called PDACs in the literature. 
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ticipating in v-structures, and an undirected edge for all other edges, uniquely identifies 
an equivalence class of Bayesian networks. 
It should be noticed that although Theorem 3.1 provides a practical way to determine 
whether two given Bayesian networks are Markov equivalent, it does not directly give 
a characterisation of the entire equivalence class [G] for the given Bayesian network 
(see Anderson et al (1997)). Furthermore, Anderson et al (1997) argued that since the 
number of possible orientations of all arrows that do not participate in any v-structure 
of a Bayesian network G grows exponentially with the number of such arrows, hence 
super-exponentially with the number of vertices, determination of the equivalence class 
[G] by exhaustive enumeration of possibilities becomes computationally infeasible as the 
size of G increases. 
Anderson et al (1997) therefore recommend the essential of a given DAG rather than 
Pearl's pattern to characterise the entire equivalence class [G]. This graph will be studied 
in Chapter 6. 
3.3.1 Parameter Priors for Bayesian Networks 
In this subsection, we present parameter priors for discrete Bayesian networks. Geiger 
and Heckerman (1997) showed that local and global independence assumptions for two 
Bayesian networks in their equivalence class were only possible if the prior of the joint 
probabilities associated with each of these Bayesian networks was Dirichlet. Therefore, 
in particular, all components including marginal and conditional probabilities of each 
Bayesian network were Dirichlet. Furthermore, Dawid and Lauritzen (1993) proved 
that the prior distribution associated with the discrete decomposable model is hyper- 
Dirichlet. They term a density that satisfies global independence a strong hyper-Markov 
law and show the importance of such laws in the analysis of decomposable graphical 
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models. We introduce these characterisations of prior distributions in this section and 
enclose some remarks on these works. The relevant results by Geiger and Heckerman 
(1997,1999), and Dawid and Lauritzen (1993) for model selection will be adapted to 
examine the relationship between independence assumptions and causality, and in an 
analogous way to characterize prior distributions associated with the parameters of 
causal Bayesian network. In other words, it is natural to ask how priors might be set 
up on the uncertain probabilities in the idle system (see Chapter 5) in a way which 
was invariant to equivalent Bayesian networks. In particular, if we required local and 
global independence for every Bayesian network compatible with a given PDAG (or 
more precisely essential graph that will be defined in Chapter 6), the relationship be- 
tween causality and these independence assumptions and a characterisation of the prior 
distributions can be deduced (see Chapters 5 and 6 for details). 
We next introduce Geiger and Heckerman's results. To compute prior densities asso- 
ciated with multinomial parameters for the given complete network structure in a closed 
form, Geiger and Heckerman (1997) made several assumptions. These assumptions in- 
cluding local and global independence and parameters modularity, have been used, by 
Cooper and Herskovits (1992), Madigan and York (1994), Geiger and Heckerman (1997), 
Yoo and Cooper (1999), and Cowell et al (1999) for model selection. 
To characterise prior distributions on the joint probabilities, consider the Bayesian 
networks shown in Figure 3.2. 
Suppose X and Y are two discrete random variables with finite domain, fxi}iý=, and 
fVj}'ý 1, respectively. We define Oij = p(X = xi, Y= Vj where .7= 
foij; i = 1'... 'k 1,..., n}. Lot 01. = 
fo i . 
}k-1 and OjIi = IOIi}, n=-JI, i=1 
0. 
where Oi. = p(X = xi) = Eý 10ij, and OjIi jýL Similarly, we can define Oj, OiIj, 
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Ojii 
81 (iD 
Oi. 
Figure 3.2: Representation of two equivalent Bayesian networks with two multinomial 
variables. 
Oj = JO. jl"-l and OlIj = lolj}k-1 using the obvious extension of this convention. j=l i=l 
Geiger and Heckerman (1997) summarised their main results in the following theo- 
rem. 
Theorem 3.2 Lot 10ij); 1<i :5k, 1 :5j :5n, EjEjOij = 1, where n, k are 
integers greater than 1, be positive random variables having a positive density p(2). If 
JOI., Oil,,..., OJlk} are mutually independent and f Oj, 0111,..., 011, J are mutually inde- 
pendent, then p(g) is Dirichlet. 
In other words, we can say that if these independence assertions are assumed to hold, 
and under the assumption of strictly positive densities, then a prior Dirichlet density 
for 0 is the only possible choice. 
Example 3.2 Let us consider the simplest case, that is, two equivalent Bayesian 
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networks with binary variables (k=n=2), the prior distributions associated with the joint 
probabilities of Bayesian network given in Figure 3.2 (LHS) and its equivalent Bayesian 
network given in Figure 3.2 (RHS) will be characterised respectively as 
p(O. 7, Oylx= Oylx=o) = B(a, ß) x B(al, ßi) x B(a2, ß2) 
and 
q(Oy, Oly=,, Oly=o) = B(a', fl') X B(Cil 1 C12) X 
L3()31 
1 
#2) 
where a =al +01,, 8 = a2+#2, a'= a, + C12,01 =01+02, 
0. =P(x= , 12), Oylx=I =P(Y= 11 X= 1,0) .... 0. xly=o = p(X = 11 Y=0,2), and 
2,10(X=I, Y=l)s s 
O(X=O, Y=O) I- 
In fact, p and q can be calculated from the joint prior distribution of probabilities, 
i. e., (2), as follows 
P(O., OVIX=l, oylx=o) = 0. (l - OW (2) 
and 
q(oy, 0. IY=l, 0. IY=o) = 0y(1 - OY)f (0) 
where f (2) = D(al,, 61, a2 , 
82) 
- 
Therefore, 
0., (1-0., ) P(O., Oylx=l, oylx=o) (3.9) 
y(1 -OY)q(oyeoxly=13oxly=o) 
The result above is generalised for n-variable case in the following theorem presented by 
Heckerman et al (1995). 
Theorem 3.3 Let C, and C2 be two complete network structures for U with 
variables ordering (xl,..., x.,, ) and (x,,, xl,..., Xn-1), respectively. If both structures 
have positive multinomial parameters that obey 
p(OG) = JGip(OU), i=1,2 (3.10) 
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and positive densities p(Og, ) that satisfy parameter independence, then p(! OLU), p(OGI) 
and p(OG, ) are Dirichlet. Here JGj denotes to the jacoblan transformation from Ou to 
gGi- 
To summarlse we can say that in the discrete case, when samples are of the complete 
vector (and are multinomial), then under the obvious parametrisation of the Bayesian 
network, if its defining conditional probabilities are all believed to be mutually inde- 
pendent a prior! (local and global independence) then under random sampling these 
probabilities will remain independent a posteriori. Furthermore if their prior density 
is believed a prior! to have (a conjugate) product of independent Betas (Dirichlets in 
the multinomial case) then their posterior density will also be a product of independent 
Betas (Dirichlets). These results are straightforward to establish (see Spelgelhalter and 
Lauritzen (1990) and Splegelhalter et al (1993)). In fact, we can say that it is very 
simple to estimate posterior distributions of important quantities when sampling of full 
vectors, independence of prior probabilities and Dirichlet margins are all appropriate. 
Rom the following, it can be concluded that the independence assumptions make 
computations of the required posterior quantities such as a posterior distribution, a 
posterior mean, and a posterior predictive distribution, and so on, more feasible. 
In model selection we note that Cowell (1996) gave a different method for assigning 
Dirichlet priors to the conditional probabilities of structurally different network given 
a Bayesian network with the discrete domain with a Dirichlet prior. Here the main 
aim was to find compatible Dirichlet priors of the parameters for the Bayesian net- 
works where the parameter prior is given for one of them and for the other one the 
structure is given. We can conclude that if the prior distributions of two structurally 
different Bayesian networks are close in some sense, then it is reasonable to have close 
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posterior distributions as well. But, there is an ambiguity about the predictions of 
the future observations. To overcome this issue, he suggests the use of an expectation 
of Kullback-Leibler distances over all possible future observations to assert a measure 
of distance between priors. Two of the most important assumptions that he consid- 
ered in his method were again global and local parameter independence. However, the 
likelihood-equivalence mentioned above is not considered in his study. 
Example 3.3 (BABIES) Splegelhalter and Cowell (1992) studied a real example 
concerned with the diagnosis of congenital heart disease in the first days of life on 400 
babies at Great Ormond Street Hospital for Sick Children. A Bayesian network for part 
of the disease spectrum is shown in Figure 3.3. 
This example examines the learning procedures on very sparse data. They concluded 
that initial subjective judgements should not be kept in a model uncritically. So, a se- 
quential monitoring device to enable criticism of prior judgements is introduced. 
Our major interest is to introduce global independence on the parameters associated 
with Figure 3.3. The parameters 0= 10,,, v=1.... 20} are globally independent of each 
other, if p(g) = r120 I p(O, ). As we showed this assumption enable us to factorise the V= 
joint probability distribution of 0 and X as express in (3.7). 
To make subsequent computation more feasible in this example with a relatively large 
set of variables, the local independence assumption should be considered. In fact by ap- 
pealing to this assumption, Ov can break into components corresponding to the different 
conflguration of pa(v). For instance, in the figure above, 013 can break into 9 com- 
ponents according to the different configurations of "Lung parenchyma? " and "Lung 
blood flow? ". The parameters associated with these 9 configurations are assumed to be 
marginally independent variables. Furthermore, this set of parameters would determine 
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Figure 3.3: The CHILD network: Directed acyclic graph representing possible diseases 
that could lead to a blue baby. 
the differences appearing in Chest X-ray corresponding to those configurations of its 
parents. 
In this thesis, we do not directly study the impact of the incomplete data on the 
learning of causal Bayesian networks, but we briefly examine the possible issues that 
might arise for learning of Bayesian networks (or causal Bayesian networks) when the 
data are incomplete. 
34 
Example 3.4 In Example 3.2, consider an incomplete case that is complete on an 
ancestral set only. In this case, X can be only observed either as X=0 or X=1. 
Now, suppose that X=0 is observed. Therefore the corresponding likelihood function 
is L(2 I ; 
L) = 0., and the posterior distribution is given by 
pffl 1X= 0) = ß(a, ß+ 1) x B(al, ßl) x B(al, ßl). 
where 0= (0. :, Ovi., ý:, Oyli).. 
Therefore, the posterior distribution retains the independence assumptions. 
Now, consider the case when Y is only observed in two possible ways. If Y=1 is 
observed, the likelihood becomes 
P(Y = 112) = 0.0ylx=l + (1 - 0. )Oylx=o 
and cannot be separately factorlsed into terms involving only single parameters. The 
posterior density is then as follows 
PW IY= 1) - B(a + 1,, 0) N B(Ol + li i6l) N B(Ce2s 132)+ 
B(a, P+ 1) x B(al, fli) x B(a2 +11 32) - 
Therefore, local independence assumptions are not satisfied here, and the posterior dis- 
tribution is a mixture of the Beta distributions. 
In choosing a Bayesian network, one consideration is to specify whether, and how, 
relationships between variables are causal. In Chapter 5, we will show that the Bayesian 
networks shown in Figure 3.2 (LHS) and 3.2 (R. HS) are causal, in a sense to be defined 
precisely later in Chapter 4, if and only if their prior distributions exhibit parameter 
independence assumptions. 
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A final result concerning local and global parameter independence is given by Rusakov 
and Geiger (2000). They show that local parameter independence is essential in the char- 
acterization of a Dirichlet prior for a discrete Bayesian network. They determine the 
minimal set of assumptions (including the local independence assumption) required to 
have a Dirichlet prior. They also present the functional form of prior distributions that 
arise under the global independence assumption alone. Although these functional forms 
are not closed forms, they can be used in a sensitivity analysis of the prior distribu- 
tion associated with the Bayesian networks corresponding to lack of local independence 
assumption. However, it is obvious that the computation of the sensitivity measures 
proposed in Chapter 7 will be complex for this purpose. But general theory with some 
examples of simpler cases will be studied. 
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Chapter 4 
Causality 
4.1 Introduction 
In recent years, graphical models have been used to represent and manipulate complex 
multivariate probability distributions. Several authors, such as Spirtes et al (1993), Pearl 
(1995,2000), Dawid (2000,2002) and Lauritzen (2001), apply these representations to 
study the causal relationships between variables for the given system, and modeling 
this manipulated system by helping graphical models. There are different frameworks 
for causal modelling based on the directed acyclic graph that are firstly introduced by 
Spirtes et al (1993) and mostly developed in Pearl (2000) with contributions, criticisms 
and discussions by other. For example, Dawid (2000) discussed and criticised Pearl's 
functional models framework of causal models that is closely related to counterfactual 
models. In 2002, he extended and defined the causality concepts for influence diagrams. 
Lauritzen (2001) studied the relationship between causal models and randomised trials. 
As we said earlier, one of the main objectives of this thesis is to examine the relation- 
ship between causal models and contingent randomised trials. Furthermore, we make a 
connection between the independence assumptions discussed in Chapter 3 and causality. 
We present these results in Chapters 5 and 6. It should be noticed that, throughout 
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this thesis, we assume that a pattern has already been chosen, and we want to elaborate 
this model with further causal assumptions. 
It has become clear that graphical models, in particular those based upon directed 
acyclic graphs, have natural causal interpretations and thus form a base for a language 
in which causal concepts can be discussed and analysed in precise terms. This chapter 
is dedicated to review and introduce basic concepts of causal models which are defined 
in terms of DAGs. 
4.2 Introduction to Causal Models 
The basic knowledge when reasoning under uncertainty is whether information on some 
events influences your belief of other events. 
When we build DAG models, we can see explicitly or implicitly that these models 
might be used to represent various causal relationships between variables. For example, 
consider the following pattern of dependencies among three events: A and B are de- 
pendent, B and C are dependent, but AIIC. Pearl (2000) provide an example of three 
such events describe above. This example would invariably portray A and C as two 
independent causes and B as their common effect, that is, A --ý B +- C. But, we would 
rather say that the arrows into B depict that the values of both A and C may influence 
the prediction of B. 
Pearl (1995) expresses causal mechanisms in terms of a DAG, which he attempts to 
identify from data. But, it should be noticed that causation cannot be obtained directly 
from the interpretation of DAG as conveyors of conditional independence statements. 
In fact, a DAG is valid for any set of recursive independencles along with any ordering 
of the variables, not necessarily causal or chronological. However, the ubiquity of DAGs 
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in statistical applications basically develops from their causal interpretation. Thus, it is 
unusual for DAGs to be applied in any variable ordering other than those which respect 
the direction of time and causation. 
There are advantages to building DAG models around causal rather than associa- 
tional information. These advantages are listed below. 
1. The possibility of eliciting more reliable judgements required in network (e. g., try 
ordering (X., X1, Xb, X, ) of variables in the Bayesian network shown in Figure 4.1). 
The conditional independence judgments are easily accessible only when they are an- 
chored onto causal relationships. 
2. To provide a representation of action and change (remodeffing). 
The following example will help us to see the advantages of construction DAG model 
in terms of causal relationships between variables involved in the model. 
Example 4.1 Lot us consider a very well-known survey that has been used by sev- 
eral authors such as Robins (1997) and Lauritzen (2001) concerned with a large group 
of AIDS patients (We assume that this population is so big that we can ignore sampling 
error). This study consists of four binary variables. We introduce briefly the variables in- 
volved in this example as follows. Let us denote a as the label for an initial, randomised 
treatment, where Xa =1 denotes that the patient has been treated with AZT, and 
X,, =0 indicates placebo. After a given period it is for each patient observed whether 
the patient develops pneumonia, corresponding to the variable 1, where X, displays that 
this is the case. We assume that all patients survive up to this point. Subsequently 
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a secondary treatment with antibiotics is contemplated, corresponding to the variable 
b. For ethical reasons, all patients who have developed pneumonia are treated with 
antibiotics, namely, Pr(Xb =IIX, = 1) = 1, whereas the treatment is randomised for 
the patients with X, = 0. Finally after a given period it is registered whether a patient 
has survived up to that time, corresponding to the variable s, where X., =I indicates 
that the patients has survived. 
The DAG describing causal relationships between variables in this example is given in 
Figure 4.1. This graph is only assumed causal with respect to intervention at f X., Xb}. 
Note that the missing arrow from X,, to Xb indicates that Xb is assigned by random! - 
sation. This point will be discussed in more details throughout this thesis. 
(95 X, (ýD 
Figure 4.1: DAG model indicating causal relationships between variables in example 
above. 
The Bayesian network shown in Figure 4.1 gives the following factorisation 
XX., Xbi Xli Xa) ' P(Xa)P(XI 1 Xa)P(Xb 1 XI)P(Xs 1 Xai Xli Xb)- 
In this example, the advantage of constructing the DAG model associated with inde- 
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pendence statements with the following ordering (X,,, X1, Xb, X, ) is not only that some 
of these statements are more clear with respect to others but also that the conditional 
independence assessments are convenient and reliable only in the case when they are 
anchored onto more reliable and available information such as causal relationships. 
The second advantage can be demonstrated by examining the following manipula- 
tion. The causal Bayesian network model corresponding to the intervention do(Xb 
can be obtained by cutting all arrows converging into node Xb and revising 
P(Xs I Xb) Xa) X0 - 
We can say that deleting P(Xb I X0 (and corresponding arrow) indicates that, whatever 
relationship was between X1 and Xb before the intervention above, this relationship is 
no longer valid after implementing the intervention. In fact, the situation of Xb win be 
specified under a new mechanism due to this intervention. 
The third advantage of building a DAG model around causal relationships between 
variables is ease of reconfiguration (See Pearl (2000)). 
In other words, the mechanism of the uncertain process would be changed by an 
external intervention. Subsequently the character of this change, that is, the total ef- 
fect of the intervention can be computed or predicated' by updating the probability 
distribution as it will be shown below (or by revising corresponding equations in the 
functional causal model that will be examined in Section 4.3). In fact, the connection 
between modularity and intervention can be considered as a function of both alteration 
and simulation (Pearl (2000)). 
For instance, the graph and corresponding joint distribution after performing the inter- 
'It can be said that probabilities do not predict effects of interventions. 
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vention do(Xb = 1), corresponding to Example 4.1, are respectively given by 
Figure 4.2: Graph indicating causal relationships between variables with respect to the 
intervention do(Xb = 1). 
P(Xa, -Xb)X'l) Xs 
1 do(Xb = 1» = P(Xa)P(XI 1 Xa)P(Xa 1 Xai Xli Xb = 1) 
where all terms on the right-hand side of the equation above, by virtue of autonomy, 
are the same as in Equation (4.1). 
A system is called idle when its variables are observed and their values are not ma- 
nipulated. Such data arise, for example, in cross sectional observational studies with 
no intervention. So, let p(jj) represent a probability mass function on a set X of dis- 
crete random variables consistent with the conditional independence relations coded in 
a Bayesian network G in an idle system. It is not unusual to want to make inferences 
about what will happen when specific variables in the system are manipulated to take 
certain values. 
Let p(-. T, I do(V = v)) denote the distribution resulting from the intervention do(V = v) 
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that manipulates on a subset V of variables and forces them to take values v. Denote by 
p. the set of all distributions p(x I do(V = v)), V including p(21), which represent 
no intervention (i. e., V= 0). 
The following example makes clear the difference between conditioning and manipula- 
tion in Bayesian networks. 
Example 4.2 Consider the Bayesian network given in the following figure. Here C 
represents nuclear core activity per hour; the maximum temperature of cooling system 
in an hour is represented by T; F indicates failure of cooling system in an hour. For 
simplicity, we will discretise the problem. So suppose, the possible values for T, F and 
C are respectively given by, (00 - 1000,1000 - 2000,2000 - 3000,4000+), (0,1) and 
(Normal, Critical, Meltdown). 
In the Bayesian network above, setting T to one of its values is just artificially increasing 
Nuclear Core Activity Failure of Cooling System 
0--<D-(D 
Maximum Temperature 
Figure 4.3: The Bayeslan network for the Nuclear Activity' Example 
the temperature. Clearly this will not affect core activity. However, conditioning on T 
(e. g., observing a high temperature at the value) is indicative of core activity. In both 
cases, if the failure of the cooling system is believed only to depend on T, then a natural 
extension of the unmanipulated Bayesian network is to make the obvious additional 
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assumptions that doing T will have the same effect as observing T, i. e., 
p(F I do(T = t)) = p(F IT= t). 
This motivates the following definition of a causal Bayesian network on a vector of 
measurements, x= (xi, i c. T = k}) (Pearl (1995)). 
Definition 4.1 (Causal Bayesian Network) A Bayesian network G is said 
to be a Causal Bayesian Network compatible with p,, if and only if the following three 
conditions hold for every p(. I do(V = v)) E pý,: 
(I) p(x I do(V = v)) is Markov relative to G; 
(H) p(xi I do(V = v)) =1 for all Xi EV whenever xi is consistent with V=v, and 
is otherwise zero; 
(M) p(xi I paj, do(V = v)) = p(xi I paj) for all Xi ýV whenever pai is consistent 
with V=v, and is otherwise zero. 
Causal Bayesian networks embody fierce assumptions. However there are many 
practical contexts, like the one above when this elaboration of a Bayesian network of an 
observational study is plausible. In such a context the causal Bayesian network encodes 
a large set of assertions efficiently in the form of a single graph. The formula in Defi- 
nition 4.1 imply that the distribution p(x I do(V = v)) resulting from an intervention 
do(V = v) will result the truncated factorisation 
p(E, I do(V = v)) = 11 p(xi I paj) V xi consistent with v, (4.2) 
fi1xivvl 
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and 
p(m, I do(V = v)) = 0, x not consistent with v. 
When G is a causal Bayesian network with respect to p,, the following two properties 
must hold. 
Property I For all i, 
p(xi I pai) = p(xi I do(Pai = pai)) 
Property2 For all i and for every subset S of variables disjoint for JXi, Pa(i)}, we have 
p(xi I do(S = s, Pai = pai)) = p(xi I Pai = pai) 
where Pai denote parent set of its child Xi. 
Note that in Example 4.2, the intervention do(C = Normal) remains invariant to 
changes in all mechanisms shown in this causal graph. More precisely, we can say that 
causal relationships remain invariant with respect to changes in the mechanism that 
governs the causal variables (e. g, T in the last example). 
It is more desirable to model data and information therein in terms of causal relation- 
ships rather than probabilistic models. The probabilistic claims such as marginal and 
conditional independencies, may be useful in testing of the initial hypotheses associ- 
ated with causal claims from uncontrolled observations. Furthermore, the probabilistic 
claims depend on the context in which those mechanisms are embedded. But, whatever 
judgments people express about the conditional independence statements for the given 
task are obtained based on the appropriate causal structure. Another point that can be 
made about the causal claims is that these claims are sensitive to only those mechanisms 
that mediate between the cause and effect. 
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4.3 Functional Causal Models 
In this section the relationship between a graphical Markov model represented by a DAG 
and structural equation models in which the functional relationships may be nonlinear 
will be discussed. In fact, by appealing of structural equation models 2, we can translate 
the causal model into a set of mathematical equations to yield an observational (statisti- 
cal) model. In this statistical model, certain assumptions must be made about the form 
of functional equations and corresponding sampling distribution of random variables 3. 
To assert causal influences, such us those determined by arrows in the DAG shown 
in Figure 4.1, denote independent physical mechanisms among the corresponding quan- 
tities, and these mechanisms can be exhibited by functional relationships contaminated 
by the source of confusions called random disturbances. Pearl and Verma (1991) and 
Pearl (2000) describe each child-parent relationship represented in terms of a directed 
graph G as a deterministic function given below 
(4.3) 
where pa.,; j stands for the parent set of variable Xi in G, and lei}! ', is the corresponding 
set of disturbances that are mutually independent and arbitrarily distributed. 
'It should be noticed that the structural equation model described above can be interpreted as an 
asymmetrical counterfactual mlation, and each equation within the set of equations describes a stable 
and independent mechanism. 
3In most cases, the random variables are assumed to be multivariate normal and the equations are 
additively linear. Each variable is normally associated with parameters such as variance, covarianccs 
etc. If there is sufficient information about the variables, these parameters can be assigned values and 
arc called fixed parameters. If there is not enough information or confidence to assign a value, the value 
may be estimated from the data. Such parameters are called free parameters. 
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Note that, often in the literature the variables Xj (j G pa,, j are called causal factors 
of Xj, and the set of equations represented in (4.3) is called the (recursive) structural 
equations system that can be considered as a mathematical representation of the sup- 
posed causal theory4 for X1, ..., 
The functions fj,... 'f, can be specified completely, or partly (e. g., linear) or not 
at all, depending on the degree of articulation of the causal theory. In the structural 
equation model given in (2.3), if functions fi, ---, f,,, disturbances (residual) variables 
c-,,, and sets pa.,, j C 
11, 
- -'i - 1}' 
(i = 1'... 'n) are given, then Xl,..., X,, can 
be defined recursively by the structural equations Xi =fi(XpaxjiCi)) i=l,..., n. 
The structural equations system can be represented by a DAG D= (X, E), where 
*X= (Xi; i=1, ..., n) is a set of vertices representing variables. 
4p E is a set of arrows: j --+ icE if and only if jG xp,, i. 
and graph D is called a causal graph for Xl,..., X, 
In the following example we give a structural equation representation of the DAG shown 
in Figure 4.1. 
Exarnple 4.3 The causal assumptions that are delivered by the model presented 
in the Figure 4.1 are given by the collection of the following equations, 
Xa = fa(ca), pa(Xa) = 
. XI = fl 
(X el), pa(xl) = 
Xb = fb(XI, cb), pa(Xb) =f Xl} 
X, =f, (X,, XI, Xb, c, ), pa(x, )=fXa, Xb, Xl} 
4 The causal theory is a substantive theory specifying causal mechanisms. 
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For instance, to represent the action do(Xb = 1) in the model above, we delete the 
equation Xb = A(XI) Q and replace it with Xb = 1. The modified model will contain 
all the information needed for computing the effect of the action on the other variables. 
Furthermore, the probability function induced by the modified (structural) model will 
be equal to that given by Equation (4.1*) and the modified graph will coincide with that 
of Figure 4.2. In other words, the equation associated with Xb indicates that regardless 
to the values of Xz and regardless to the possible changes that could be occurred in 
the equations associated with X., and X,,, if Vh Q were to assume to take 5 the values 
(xi, cb), Xb would then take on the value imposed by the function MX1 I CO- 
It should be noticed that the equation fb is only under influence of the set of variables 
who are neighbours of Xb and have converging arrows into Xb. 
Now, suppose Xi = fj(pa., j, ei), i=n is a recursive structural equation sys- 
tern with causal graph D defined above. The intervention in the structural equation 
systems is defined as follows 
Deflnition 4.2 Structural equation system after the intervention do(Xi = xi*) is 
the system X* f *(pax;, ej), 1, ..., n, which is defined recursively by: Jj 
Xj*, <i- 
0 =xe. 11 
X? =f? (pa, -, ej), fj* h, i> .7 .7j 
The following theorem can be immediately concluded. 
5Pcarl (1995) used the functional specification as a convenient language for specifying how the rc- 
sulting distribution would alter in response to external interventions. 
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Theorem 4.1 If D* = QL*, E*) is the (causal) graph obtained from D=(: L, E) 
by deleting all arrows j -+ i, then distribution of X* = (Xj*, j = 1,..., n) is Markov 6 
with respect to D*. Furthermore, it can be said that the marginal distribution of 
: 
L* ý{i} = (Xj*; j EV\ fi}), where V is Markov with respect to Dv\{il, V 
the induced subgraph obtained from D by deleting vertex i and all its adjacent arrows 
(both incoming and outgoing). 
Now, consider the situation where some variables are simultaneously forced to get 
specified values. In other words, consider a system with multiple external interventions. 
The characterisation of structural equation system and corresponding causal Bayesian 
network under multiple interventions are given below. 
Let ACV. The set of equations under the multiple manipulations, do(XA = x*) A 
is given by successive single manipulation do(Xi = xý), for iGA. If p(xl,..., X,, ) z 
rJ71 p(xi I pa(xi)) denote the joint density function of 
I= (Xi; i=1, ..., n) associated with the causal Bayesian network D, then the joint 
density function of this system after the manipulation do(XA = x* ) is given by A 
P(Xl,..., x, ldo(XA=x*))=Illf,? )(xi) 
11 p(xilpa(xi)) AS 
iEA iEV\A 
where 1A(x) stands for the indicator function that is 1 for xEA and 0 otherwise. 
As a result, we can say that the distribution of X* = (Xi*; iE V) is Markov with respect 
to D* that is obtained from the original graph D by deleting all arrows j --+ i (i E A). 
Moreover, the marginal distribution of X* = (Xj*; jEV\ A) is Markov with respect V\A 
'The causal Markov condition for the conditional independence relationships is: A node is indepen- 
dent of its non-descendants (i. e., non-effects) given its parents (i. e., direct causes). The causal Mark-ov 
condition permits the joint distribution of the n variables in a causal Bayesian network to be factored 
as in Equation (4.2). 
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to DV\A) the subgraph of D induced by V\A. 
Example 4.4 In Examples 4.1 and 4.3, the original structural equation system and 
corresponding causal graph are represented. The structural equation model and corre- 
sponding causal graph (Figure 4.4) with respect to the intervention do(X,, = 1, Xb = 1) 
are given respectively as 
X* =1 a 
Xl* = fl(Xa*; Q) 
XZ* =l 
X* ! "-- f 5s 
(xa* 
1 
Xl* 
I 
Xb*)Es) 
I 
Figure 4.4: Bayesian network associated with do(X,, = 1, Xb = 1). 
The structural equation model associated with the multiple interventions helps us 
to define the randomised intervention that ME be discussed in the next section and 
Chapter 5. 
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4.4 Randomised Intervention 
The idea of the randomised intervention that was introduced by Koster (2000), Robins 
(1997) and Lauritzen (2001) will be presented in this section. This idea will be devel- 
oped to the randomised contingent intervention in Chapter 5. 
Suppose that the multiple interventions do(Xi = xý), iEA are random and indepen- z 
dent, that is, p(do(XA = xý)) = RGA Pi* (4) , where pi* is some probability distribution7 Az 
on the state space of Xi. Then, the randomised intervention can be given in terms of 
the multiple intervention above as 
Definition 4.3 (Randornised Intervention) The multiple intervention do(XA = 
2; * ) is called randomised, if the interventions A 
do(Xi = xý) iEA are mutually independent and random, that is, S 
p(do(XA 2 xA*» ý 
11 pzý (x. ýý) 
ieA 
for some probability density function, pi*, that is defined on the state space of Xi. 
The joint density function of x= (xl,. .., x,, ) after enforcing the randomised inter- 
vention do(XA = x* ) is given by A 
p(xilpa, i). (4.4) 
iEA iEV\A 
Now, the question that might be asked here is: can we combine formulas associated 
with the densities of idle system (system with no intervention), system with the single 
intervention and system with the randomised manipulation into a single framework? 
'Note that the multiple interventions as discussed in the last section is usually considered as: 
p(do(XA = xý)) = iCA 1A(Xi)- 
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The augmented causal graph that is introduced by several authors such as Pearl (2000), 
Dawid (2002) can help us to find this framework. We first define the augmented causal 
graph given below. 
Suppose that we can force Xi to take its values in its domain, Xi. Let the decision 
variable 17'xi represent the intervention situation of variable Xi. Fxj takes its values 
in [f state space of Xj} Uf Oi*}] for iEACX as follows: if Fxj = Oi*, that means Xi 
takes its values naturally; but Fxj = Oj, where 0i E: f state space of Xj} (or Oi E Xj) 
represents a manipulation that set the value of Oi to a xi G Xi or set Xi to xi. 
Now, for each iEACX, an additional vertex Fxj and an additional arrow FXj --+ Xi 
are defined for the given DAG D= (X, E). The graph that is defined over X and new 
vertices fr. Yi}iEA is called the augmented graph and shown by 15 = (I, t), where 
I=XU IrXi}iC-A and t, =kxk. Note that all disturbance variables, ej, i=1.... n 
in the structural equation model corresponding to D and Fxj, i Cz A are independent. 
Dawid (2002) described the conditional distribution corresponding to the augmented 
nodes. The conditional distribution of specific node, Xi, given pa. 'i and specific value of 
Oi corresponding to the augmented node, i. e., Fxi, is the same as the original distribution 
of Xi given pa. ýýi if Oi = Oý; otherwise puts all its probability mass on Xi = xi. In other 
words, for Oi state space ofXi} UiEA, the joint distribution of (xi, paxi, 00 
is given by 
p(xi I paxi) if Oi = 0?; 
p(., vi, pa., j, Oj) =t (4.5) 
1.0i (xi) if Oi 0 Oi*. 
Similarly, the joint density of (xI, ... ) Xn if 
Od iEA) with respect to the randomised 
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intervention is given by 
AXI I ... )Xnjf0i}iEA)=Ilpý(oi)rjpi(xi, pa., i, oi) 
11 p(xilpa., i), z 
iEA iEA iEV\A 
where pý is some density that is defined on f OibeA, and pi(xi, paxi, Oj) is defined in 
Equation (4.5). 
In fact, f is a density which is decomposed with respect to the augmented graph 
f) = (. k, Jý, ), or P can be considered as a density for variables ki c- ±, iGV and 
Fi, iEA satisfying the following augmented structural equation model, 
9 ; ýi = hi (pa: ii, Fxi, ei)= 
fi (pa£i, ei) lf Fxi = oi*; 
,i (E A. if l'ixj 
9 Xi = fi(paýii, ei), iCV\A. 
Example 4.5 The augmented graph associated with the causal DAG shown in 
Figure 4.1 is given in the following figure 
Xb 
Eb 
Figure 4.5: The augmented DAG corresponding to the DAG shown in Figure 4.1. 
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I, Airthermore, p(X, = 11 do(X,, = 1, Xb = 1)) is computed as follows 
p(X, = 11 do(X,, = 1, Xb = 1)) = 
Exa'EXI E-XbAxa) X1 i Xbi 
Xs = 11 do(Xa = 1, Xb = 1)) = 
r'XaExVExbP(-ka = Xal -ki = Xh -kb = Xbi 
ks 11 Ra = li Rb 
r,,, = i, rb 1) = Exlp(±., 'ýl =Xiir4a = 1, Fb =I) x 
X1 R? ab 
It can be shown that 
f(Xs : 7-- 11 Xi 7-- Xi i 
Ra 7- 11 Rb : --: 1) ---2 P(Xs 11 XI 7-- XI) Xa ---: 1s 
Xb 
-2-- 1) 
and 
P(XI =XI 1 F. = 1,1"b= 1) =P(XI =XI 1 X. = 1) 
Therefore 
p(X, = 11 do(X = 1, Xb = 1» = S. rip(X, = 11 X, = x X = 1, Xb = 1) x 
Xxi = xi 1 X. = 1). 
4.5 Learning Causal Bayesian Networks 
There has been considerable recent research on the topic of learning causal Bayesian 
networks. Although this one is not central to the material in this thesis, there are reso- 
nances and analogous which make it helpful to finish this section with a brief survey of 
this contentious topic. 
It should be noticed that we assume that a pattern has already been chosen from 
data, and we want to elaborate this model with further causal assumptions. These issues 
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will be studied in more details in Chapters 5 and 6. 
Obviously, the first difficulty in learning a causal Bayesian network from data is that 
many Bayesian networks are equivalent. So it is only reasonable to expect to be able to 
learn pattern rather than Bayesian networks (DAGs) themselves. If we want to associate 
the direction of causality with the direction of an edge in a DAG then, because we can 
only learn about patterns, many of these directions will be inaccessible, and obstructing 
the inference of causality. A simple example is given in the following figure. 
GD -(: D G>-CD 
Figure 4.6: Two network structures (DAGs) are in the same equivalent class, and the 
edge direction can not be inferred from observational studies alone. The causal direction 
can be deduced by setting the value for node X externally. If X is causal ancestor of 
Y, this intervention is likely to lead to a changed value of Y. If, however, Y is a causal 
ancestor of X, this intervention will have no effect on Y. 
More formally, as we know the likelihood scores of two equivalent Bayesian network 
structures B and B' are the same for the likelihood computed from (2.3). As discussed 
earlier in this chapter, forcing a variable to take the specific value externally means 
that the respective node takes on this particular value with probability 1 irrespective of 
values of other nodes in the Bayesian network under study. Consequently, the contribu- 
tions of all those nodes that are subject to intervention effectively disappear from (3.5) 
and decomposition (4-2) will be obtained. This modification can destroy the symmetry 
within an equivalence class of Bayesian networks, that is, the likelihood scores for B and 
B' might no longer be the same, which may resolve the ambiguity about certain edge 
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directions. 
The second and potentially more serious difficulty is existence of possible hidden, 
unobserved variables. For instance, Figure 4.6 shows two network structures that ex- 
plain the conditional independence between two random variables. However, a third 
possibility is that both observed random variables depend on a third, hidden variable, 
as is shown in Figure 4.7. 
Figure 4.7: A representation of network structure between two observed variables X 
and Y and hidden variable H. 
Another example is given in Figure 4.8, where the network on the left hand side, 
which only includes observed nodes, is equivalent to the network structure on the right 
hand side, which contains two extra hidden nodes, H, and H2. By applying (3.5) to the 
graph with two hidden variables, it can be concluded that 
P(X, Y, Z, Hi, 112) -' 
p(X I HI)p(III)p(Z I Hi, H2)p(Y I H2)p(H2) = p(Hi I X)P(X)P(Z I HI) H2)P(H2 I Y)P(Y)- 
Then, marginalising over unobserved variables H, and H2, gives 
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Figure 4.8: The network structure on the left without hidden variables is equivalent to 
the network on the right hand side, with two additional hidden variables, HI and H2. 
- 
EII1 r XX) Yl Z) 7 J1I2P(XI Y' Z' Hl 1 H2) 
P(X)P(Y)EII, r', TI2P(Z 1 HI, II2)P(H2 1 Y)P(Hl 1 X) = P(X)P(Y)P(Z 1 X, Y) 
This result is identical to the decomposition that is obtained from the Bayesian network 
structure on the left hand side of Figure 4.8. Thus, two network structures in this figure 
are identical, and it is not possible to decide whether X and Y are causal ancestors of 
Z, or whether all these variables are controlled by some hidden causal ancestors. 
Spirtes et al (1999), in their study of a more complex case, argue that it is possible 
to characterise all network structures with latent variables that can result in the same 
set of independence relations over the observed variables, and such equivalence classes 
are called partial ancestral graphs. However, as opposed to PDAGs, it is not clear how 
to score a partial ancestral graph, which consists of many models with different numbers 
of latent variables, and this defies the Bayesian MCMC approach. 
But models with latent structure also contain other implications such as identiflability 
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issue which will be studied in Chapter 7. 
For example, in Figure 4.9, it can be concluded that, 
Cov(X, Y) x Cov(Y, Z) x Cov(X, Z) > 0. 
This graph is only automatically identifiable and exhibits other constraints if H is 
z 
Figure 4.9: The network structure with a latent variable, H, and 3 observable variables, 
X, Y, and Z. 
one dimensional random variable or two states (binary) discrete random variables. The 
identiflability of this sort of graphs were studied by Whiley and Titterington (2002) and 
reviewed in more details in Chapter 7. 
I should emphasise that my objective in this thesis is not model selection. We ac- 
tually study the estimation issues of the pattern that is already chosen from data, and 
from Bayesian perspective this model required some assumptions to enable a Bayesian 
to define prior distribution associated with the parameters of this model. In the next 
chapter, we first introduce the assumptions which are essential to define prior distribu- 
tions of the parameters of a causal Bayesian network. In Chapter 6, we characterise 
these prior distributions. 
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Chapter 5 
Hypercausality 
5.1 Introduction 
In this chapter we will make a connection between prior independence and causality. We 
also introduce the Hypercausal Bayesian network that asserts a set of factorisations of 
densities which are invariant to a class of "do" operations larger than those considered 
by Pearl. This requires us to develop the ideas of Koster (2000) and Lauritzen (2001) 
about randomised intervention. We will show that if a Bayesian network is assumed 
to be Hypercausal and we wish to learn about the probabilities defining it, then the 
prior distribution on the probabilities of the idle system' must exhibit local and global 
parameter independence. 
'Tile Bayesian network without any intervention is called idle system. 
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5.2 Relationships Between Causality and Parameter 
Independence 
Lot the vector X= (Xj, X2,..., Xk), of nodes of a Bayesian network G have its com- 
ponents Xj, 1<i:! ý k, listed in an order compatible with G and their corresponding 
vectors of probabilities 01,..., Ok compatibly with the partial order induced by the di- 
rected edges of the Bayesian network. Thus the parameters are listed: 01,..., Ok, where 
I=f Oijpaj(j), 1: 51: 5mj }. The components of 2i are taken in some arbitrary but fixed order 
within the vector. Rom the familiar rules of probability, we can write the general prior 
distribution for our study as 
k 
PW = 
rlp(2i I 
-oi-I), -Oi-I 
i=l 
Let 2A represent the subset of 0 whose indices are iEA, A is a subset of f 1, ..., 
k}. Here 
k is the total number of conditional probabilities needed to define G, or equivalently the 
number of components of 0. Let us consider each component of 2i as 
Oi(j)lp_, 
(, ) -= p(Xi = xi(j) 
I pai = pai(l)) 
where denotes the parameter associated with level j of the ith variable and the 
level 1 of its parents. Thus, 
Pi = fOi(j)lp,,, (, ), 
1 <- j: ý ni, I -< 
1: ý mi} 
where each component of Oi is positive and for the fixed I (the fixed level of parent or 
for the components in the same strata), Eý' = 1. Here ni and mi denote the j=j0i(j)jpaj(j) 
numbers of the states of the ith variable and its parents set, respectively. 
The vector 
2ý foilpai(j) 
:I <- 1: 5 mi, 1 <- i< k} 
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is said to exhibit local and global independence if 
2ilpai(l) ý (oi(l)lpai(I)i ... I 
Oi(ni)lpai(l)) 
are all mutually independent (Splegelhalter and Lauritzen (1990)). 
By the example below, we clarify the notations and concepts described above. 
Example 5.1 Consider again the causal Bayesian network shown in Figure 5.1, 
where the mentioned categories of values (in Example 4.2) of maximum temperature 
of cooling system in an hour (T), i. e., (00 - 1000,1000 - 2000,2000 - 3000,4000+) can 
be coded to 0,1,2,3, respectively. Similarly, the values of C, that is, normal, critical 
and meltdown are coded to 0,1,2 respectively. Finally, F is a binary variable that 
F=1 indicates the failure of cooling system in an hour. Let us rename C, T and F by 
X1, X2 and X3 respectively. Then, the parameters associated with F is given by 03 = 
(03(0)101 
.... 
03(0)131 03(1)10) 
... 
03(1)13) (such that EjL003(i)j1 = 1), where, for example, 
03(1)13 = P(F =11T= 3) and so on. If 01,22,03 are mutually independent of each 
other, then we say the parameters associated with each node of the Bayesian network 
above are globally independent. Furthermore, if (03(0)101 ---1 
03(0)131 03(1)10) ... 1 
03(1)13) are 
mutually independent of each other, then we say that the parameters associated with 
X3 are locally independent. 
5.2.1 Randomisation and Cause 
Although Pearl focuses on deducing causal relationships from observational studies, tra- 
ditionally causal effects have been more usually investigated using randomised trials 
in designed experiments. Thus, for example, to investigate the efficacy of a medical 
treatment A over an alternative treatment B, we would typically manipulate the system 
by randomising the allocation of the treatments. Similarly, in the example above, the 
failure of cooling system might be investigated by a series of randomised trials moni- 
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Nuclear Core Activity 
Maximum Temperature 
C 
0. 
T 
OT 
Failure of Cooling System 
TF 
OF 
Figure 5.1: The Bayesian network for the Nuclear Activity' Example 
toring failures within a range of temperatures. It is therefore natural to include such 
manipulations in any discussion of causation. 
Deflnition5.1 The contingent randomised intervention, do(2A = 2ý) on aBayesian 
network G whenever the contingent pai(j) arises, manipulates Xi to a value xi(j) accord- 
ing to the set randomising probabilities 
Oi'(j)lp_, 
(, )ý=p(Xi=: 
bi(j)lpai=pai(i)) foreachiEA. 
When several interventions are employed simultaneously the effect of the manipulation 
is calculated in an order compatible with G. 
A default choice for predicting the effect of a contingent manipulation conditional on 
the probability vector -0 
is to use the following definition which extends, in an obvious 
way the definition of Spirtes et al (1993) and Pearl (2000). 
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Definition 5.2 A Bayesian network is said to be Contingently Causal, if under the 
contingent manipulation 
do(Xi = , ýj(j) I pai = pai(l)) = 
do(Oi(j)lpai(l) = Oi(j)Ipaip)) I 
for all configurations of X consistent with fXj = xi(j) I pai = pai(, )} and pai(j), the 
joint mass probability function after this manipulation of the other variables follow the 
formula, 
p(x I Ot, do(Oi(j)lp,,, (, ) = 
Oi*(j)lp,,, 
(, ))) 
20 )'ý Oi*(j)lpai(l) 
v=l, k, vi4i 
For all configurations, pai(j) not consistent with fXj = &-i(j) I pai = pai(, )}, we set 
p(x 1 0t, do(0j(j)ip, (, ) = 
04 
i(i)1P-i(1») ý-- 
Here we have let 0'- denote the 0 vector with the ith component missing. 
Clearly, if we plan to randomise over A using 12A* then the randomisation should not 
influence other parameters in the system (See Daneshkhah and Smith (2003a)). 
Definition 5.3 Call a contingent randomised intervention do(2A = 2ý) on an 
uncertain Bayesian network 2, Bayes faithful if 
p(2A I do(2A = 01ý*4)) = p(gA) 
where A stands for the complement of A in k}, and p(2. A) is the Bayesian's prior 
marginal density on 2A. 
'If the conditional probabilities associated with each node for a given Bayesian network arc unknown, 
this Bayesian network will then be called uncertaim 
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5.2.2 Hypercausality and Randomisation 
We are now ready to define hypercausality. Effectively, this takes the extended Bayesian 
network -I. e., one that includes parameters in the Bayesian network as if they are random 
variables as in Figure 5.1-and demands causal consistency with this Bayesian network 
as well as the original Bayesian network. Let A,, =f1, ..., u}, 1<u<k. In terms of 
the constructions above we have the following definition. 
Definition 5.4 Say an uncertain Bayeslan network is a Hypercausal Bayesian net- 
work- if it is a contingently causal Bayesian network and for all Bayes faithful contingent 
interventions do(2A. = bA. ), 1<u<k, p(2A. I do(OA. = ýA. )) = p(gA. I ýA. ). Here 
A. denotes the comPlement of A, 
Pearl (2000) focused on the definition of intervention do(Xi = , ýj) for Bayesian 
networks with known probabilities. This can be thought of as a degenerate form of 
contingent randomised intervention on Oi on a contingently causal Bayesian network as 
1 if xi(j) = --7-i for aU j and I Oi(j)lpai(l) 
0 otherwise 
Koster (2000) has given a generallsation of this definition to the Randomised Causal 
Bayesian Network. Let us introduce his work by the following example that is chosen 
from Robins (1997). 
Now, let us consider the following manipulation 
* (xi) if xi(j) ---: &i for all j and I Oj(j)jpaj(j) 
Oi 
0 otherwise 
We can easily examine that his intervention formula under contingently causal Bayesian 
network (and hence causal Bayesian network) and the Bayes faithfulness assumptions 
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coincides with ours, conditional on Oi. 
However there are examples (see Daneshkhah and Smith (2003a)) when we may want 
to use different randomisations for different configurations of parents of Xj and there is 
absolutely no reason within this framework not to extend his definition to include this 
case. 
Before we can define an uncertain analogue of a causal Bayesian network, we first need 
to define unambiguously what is meant by "observing the probability Oj". It is most 
natural to follow Pearl and Example 5.2 and to define this conditioning as on the 'per- 
fect' estimate of a particular conditional probability in the Bayesian network obtained 
as a limiting proportion in an auxiliary sample from the same sample space. 
So assume a selection mechanism, acting on a random sequence fXj(j)[tj}t>j of obser- 
vations respecting the idle Bayesian network, which records fXj(j)[tj}t>j only for the m 
parent paj(j) configuration values associated with indices iGA, where m is the number 
of the components of A. 
Call the selected subsequence NAW}sýjli where WA(S) = fwi(si) A}, where si 
indexes the stis observation of the ith variable. We can now define 
P(OA I OA) ý IiM P(OA I fWA(S)}l<s<r) 
r ooo 
where inf si --+ oo as r --+ oo. 
The proof of this statement can be obtained directly, but in a tedious way, from 
Borel-Cantelli lemmas. Therefore, this will give us the standard formula for the condi- 
tional probability p(OA I OA), from the Bayesian viewpoint. 
This rather technical definition above allows us to examine more closely what as- 
sumptions on hypercausal Bayesian network model encodes. Consider the following 
example. 
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Figure 5.2: The Bayesian network with the dependent parameters of Example 5.2. 
Example 5.2 Consider the extended Bayesian network shown in Figure 5.2 with 
two binary random variables X and Y, where the parameters 0, , 0,1,,., and Oyl:,; =o 
are dependent. This dependency implies, for example, that if we learn the value of 
0.,, through, for example, observing an enormous sample of units where we record the 
X-margin only - then our assessment of the probability O. I.,, =, = p(Y = 11 X= 1) will, 
in general, change. This might occur if, for example, a higher than expected value for 
0.,: is associated with a 'bad scenario' which we believe would lead us to expect OYjx=j 
would be larger than expected as well. 
On the other hand, if we were to manipulate that system to take a randomised sam- 
ple on X so that p(X = 1) = 0.,,,, then by definition this randomisation should leave 
OYI..., =1 unchanged in the idle system. 
So if there is a prior dependence between 0, ' and 
0. j., =j, then we should not expect to 
be able to identify a randomly manipulated sys- 
tem from one learnt from an idle system. This model would then not be an hypercausal 
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Bayesian network. This argument can be extended to all combinations of values of these 
parameters, and suggests a close relationship between the hypercausal Bayesian network 
model assumption and local and global independence. 
Note that the reason we needed to introduce contingent randomisation was to be 
able to consider the separate manipulation of all components 2i of the probability vector 
0 to values other than zero and one. In this way we are able to perform all necessary 
manipulations of each of the components of the vector of probabilities in the extended 
Bayesian network. This heuristic argument motivates the following theorem. 
Theorem 5.1 0 is an hypercausal Bayesian network if and only if it exhibits local 
and global independence. 
Proof By the definition of Bayes faithfulness on this contingently causal Bayesian 
network 
p(2A. I do(! A. --'ý 
L. )) ý'-- PWA. ) 
so by the definition of an hypercausal Bayesian network, equivalently, the probabilities 
in the idle system satisfy 
P(gA,, ) ::: -- P(1,4,, I &J, 1 -< u 
<- 
Hence by definition of A,, 4=* 
10 (5.1) <U 2=1-ov 
-4=* G exhibits local and global independence. 
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Corollary 5.1 An hypercausal Bayesian network exhibits the property that for all 
Bayes faithful contingent interventions on OA, A C- f 1, -.., k}, 
p(2A I do(2A = 
bA)) 
= PWA I L)) 
Proof This follows trivially from equation (5.1). 
When estimating models, local and global independence is assumed almost universally- 
see e. g., Geiger and Heckerman (1997), Cowell et al (1999) and Cooper and Yoo (1999). 
In so doing these implicitly assume such models are at least consistent with hypercausal 
Byaeslan networks. The causal interpretation above is therefore one way of checking 
whether this assumption is appropriate in a practical situation. For example, if the 
root node X in the Bayesian network of Figure 5.1 concerned the failure of a compo- 
nent, I could ask myself whether taking a very large sample of such X'S in operational 
mode and observing their failure rate 0., could be expected to affect the system as a 
whole in the same way as if we simulated simply by randomising to failure with prob- 
ability 0.,,; artificially. Only if the answer was 'yes' should I proceed with this assumption. 
It is interesting to note that whenever we move between actual and simulated sce- 
narios we almost always implicitly make hypercausal assumptions. 
5.3 Discussion 
Because of the pioneering works of Robins (1986) and Spirtes et al (1993), recent studies 
of causality have mainly focussed on how to deduce causal relationships from observa- 
tional studies. But, causal assertions have traditionally been studied through manipu- 
lating treatments in randomised trials (see Smith (2002)). Components of a hypercausal 
Bayesian network model are therefore usually most strongly supported by the sort of 
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randomised contingent experiments we discuss in this thesis. From the subjectivist 
viewpoint, we contend that the bold part of the hypercausal hypothesis is that the 
Bayesian asserts that the process in the field will behave in the same way as it did under 
(analogous) carefully controlled randomised trials (not vice versa). This hypothesis will 
usually fail when, extraneous dependencies get introduced through not being able to 
control conditions in the field. Hypercausal priors (which demand identity of these two 
cases) allows us to think about this problem the right way round. 
When data is not exhaustive it is common for idle systems to exhibit extraneous 
dependencies not linked with science but with paucity of information. These dependen- 
cies in the idle system can be induced by misspecified priors, trial sample data sets on 
non-ancestral subsets of variables, selection variables and so on, quite spurious for any 
assessment of causality, but intrinsic for learning about the idle system. 
In our opinion it is these issues which make causal deductions from uncertain idle system 
so prone to mislead. 
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Chapter 6 
Essential Graphs and 
Multicausality 
6.1 Introduction 
In this section, we will review the essential graph that is introduced by Anderson et 
al (1997) to characterise the equivalence class of the Bayesian networks. Then, we 
introduce the multicausal essential graph on the equivalence class of Bayesian networks 
where each Bayesian network exhibits a strong form of manipulation causality called 
hypercausality. 
6.2 Equivalent Bayesian Networks and Essential Graph 
Two Bayesian networks (or more generally DAGs) are called Markov equivalent if they 
assert the same set of conditional independencies (two network structures are equivalent 
if the set of distribution that can be represented using one of the structures are equivalent 
to the set of distributions that can be represented using the other) assumptions among 
the variables in the domain. To make this concept clear, let us consider the Bayesian 
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network with three variables that is shown in Figure 6.1. 
According to the (causal) Markov condition', the conditional independent constraint 
Figure 6.1: In the Bayeslan network above, XjlLX3 I X2. 
for the Bayeslan network above is encoded by XI is independent of X3 given X2. 
There are two more different Bayesian networks over the same variable set and the same 
conditional independent restriction as follows 
and 
(D-&-G) 
Figure 6.2: Two Bayesian networks with the different structures but the same conditional 
independence statement. 
Therefore, we can conclude that the sets of discrete probability distributions that 
are Markov over the mentioned Bayesian networks above are actually similar together. 
Thus, these Bayesian networks are said to be Markov equivalent, or simply, equivalent. 
'Each variable is independent of its non-descendants, given its parents. 
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But, the following Bayesian network is not equivalent with the Bayesian networks above. 
Figure 6.3: The Bayesian network with the different conditional independent restriction, 
X, 11 X3, that is not equivalent with the Bayesian networks mentioned above. 
Because, the conditional constraint for this Bayesian network is: X, is marginally 
independent of X3. 
Theorem 6.1 Two Bayesian networks are equivalent if and only if they have the 
same skeletons and the same v-structures. 
A consequence of the theorem above is that for any edge involved in a v-structure in 
some Bayesian network G, if that edge is reversed in some other Bayesian network G', 
then G and G' are not equivalent. 
As we discussed in Section 3.3, Theorem 6.1 does not directly provide a characterisation 
of the entire equivalence class [G] for the given Bayesian network. Furthermore, since 
the number of possible orientations of all arrows that do not involve in any v-structure 
(immorality) of a Bayeslan network G grows exponentially with the number of such 
arrows. Hence, determination of the equivalence class [G] by exhaustive enumeration 
of possibilities, rapidly becomes computationally infeasible as the size of G increases. 
Anderson et al (1997) introduced an alternative approach based on the graph called 
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essential graph. The essential graph G* associated with a Bayesian network G is given 
in the following definition, introduced by Anderson et al (1997). 
Definition 6.1 (Anderson et al (1997)) The essential graph G* associated with G 
is the graph 
G*: = U(G'l G',,: ýý G), 
that is, G* is the smallest graph containing every G' e [G]. 
It is obvious that the essential graph G* associated with G is a graph with the same 
skeleton as G, but where an edge is directed (compelled) in G* if and only if it occurs as a 
directed edge with the same orientation in every G' E [G]. Clearly, all other edges of G* 
are undirected and together with the directed edges in G* are called the essential graph. 
Note that, every arrow that participates in Pearl's pattern is essential, but G may con- 
tains others essential arrows as well (see Anderson et al (1997) for details and examples). 
In fact, an essential graph is a chain graph with additional characterising proper- 
ties. These properties have been investigated by several authors (Chickering (1995) and 
Anderson et al (1997)). Anderson et al (1997) formalised the essential graph character- 
isation in the following theorem: 
Theorem 6.2 (Essential Graph Characterisation) A graph G= (V, E, ) is the es- 
sential graph for some Bayesian network D with vertex set V if and only if G satisfies 
the following four conditions: 
1. G is a chain graph. 
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2. For each chain component r C- T(G), the undirected graph G, is chordal. 
3. G has no induced subgraph of the form a --+ b-c. 
4. each arrow a --+ b in G is strongly protected, that is, it occurs in at least one of 
the following configurations as an induced subgraph of G: 
C 
8/) ab 
2(b 
C 
d 
The notation behind the last theorem is that there are directed edges which remain 
in the same orientation throughout all the Bayesian networks that form an equivalence 
class. It is said that these directed edges are essential. The characterisation mentioned 
in Theorem 6.2 allows us to devise and develop a polynomial-time algorithm to convert 
a Bayesian network into an essential graph and vice versa (see Anderson et al (1997) 
and Chickering (1995)). For example, the chain graph shown in Figure 6.4 is not an 
essential graph because the subset of vertices 14,5,6} makes a subgraph that violates 
condition 3 of the last theorem. 
There are some new works to characterise the essential graph. For example, Studeny 
(2002) presented an alternative characterisation of essential graphs. His characterisation 
is based on a special operation of legal merging of components and leads to an algorithm 
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Figure 6.4: A chain graph that is not essential. 
for converting a Bayesian network into the respective essential graph. He claims his 
algorithm avoids indicating essential (compelled) arrows. However, all the work that we 
develop in this chapter is based on the Anderson et al (1997) characterisation. 
6.2.1 The Multicausal Essential Graph 
As discussed above two Bayesian networks are Markov equivalent if and only if their 
mixed pattern (Verma and Pearl (1990,1992)) or their mixed essential graphs (Anderson 
et al (1997)) agree. It follows that Bayesian networks with the same essential graphs 
will be indistinguishable from each other and from an observational study of an idle 
system. Some of the earliest algorithms for deducing causality from Bayesian networks 
(e. g., Verma and Pearl (1990,1992) and Chickering (1995)) were based on the configura- 
tions of directed edges in essential graphs empirically fitted to exhaustive data sets from 
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a cross sectional experiment. The directed edges of these mixed graphs deduced from 
cross sectional data allowed them to make causal assertions about what might happen 
when the system was manipulated. 
Now suppose, on the basis of observations of an analogous idle system to the one 
under study, a Bayesian is confident in asserting a particular essential graph H as a 
valid hypothesis for another analogous unmanipulated system. The components of con- 
ditional probabilities of this new system are, however, uncertain and the researcher 
wants to make prior assumptions which are consistent with every hypercausal Bayesian 
network consistent with the given essential graph. How can this be achieved? 
In this part we define a concept of multicausality which asserts hypercausality for 
all Bayesian networks in the equivalence class of an essential graph. We show that the 
prior density on these probability parameters must satisfy a generalisation of the Geiger 
and Heckerman condition (see Theorem 2 in Geiger and Heckerman (1997)). In the 
special case when the essential graph is undirected, this family degenerates into the 
Hyper-Dirichlet family (see Dawid and Lauritzen (1993)). We conclude the section by 
discussing the interpretation and implication of using priors of this form in Bayesian 
networks. 
Now, lot us define the multicausal essential graph as follows, 
Definition 6.2 An uncertain essential graph, P is called multicausal if the prior 
distribution on the uncertain probabilities of every Bayesian network in the equivalence 
class corresponding to P, ([PI), is consistent with an Hypercausal Bayesian network. 
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An important subclass of essential graphs is one where all its components are undi- 
rected. This class is called the decomposable equivalence class. It is natural to ask how 
priors might be set up on the uncertain probabilities in the system in a way which is 
invariant to equivalent Bayesian networks. In particular, what is the family of priors 
which exhibit local and global independence for every Bayesian network compatible with 
a given essential graph? In 1993, Dawid and Lauritzen proved that, for decomposable 
essential graphs, the Hyper-Dirichlet family of distributions preserved global indepen- 
dence. Later, Geiger and Heckerman (1997) proved a much stronger result for a two 
node essential graph. They demonstrated that the two Bayesian networks in this equiv- 
alence class both exhibited local and global independence if and only if the joint prior 
distribution on its two nodes was Dirichlet. 
Explicitly, lot f? pij, 1<i< k-, 1<j :5 n}, be positive random variables that sum to 
unity and denote the multinomial parameters in the two way probability table on the 
two equivalent Bayesian networks with two nodes and one edge. Denote the Dirichlet, 
7)(a), density on 0 by 
r(c, ) 
P(2) fjiF 
I r(ai) 
where a=E, ý=Iaj. 
Geiger and Heckerman (1997) proved that for the priors on both Bayesian networks 
to exhibit local and global independence, it is necessary and sufficient that, using the 
obvious notation, the prior distributions on Oij, Oi., Ojli, O. j and Oilj are an Dirich- 
let. Furthermore the parameters of their respective densities D(aij) , D(al., ... I ak. 
), 
D(ajjII ... j ailk)i a.,, 
) and D(aill,..., ail,, ), would need to satisfy the further 
linear equations, ai. = Eý' jaij, a. j = Eýjaij and ailj = ajli = aij. 7= %= 
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Let us make this Dirichlet characterisation clear by a simple example on the two- 
binary-variable domain. We may assert that the database is a multinomial sample from 
the joint space X= fX, Y} with parameters 0= 10.,; y, 0,; g, O., y, 0.,, y}, where 
O., y = p(X = x, Y= Z/ 
12). We can consider two equivalent Bayesian networks as follows 
on these two variables: 
y x 
oyl. 
x 
0.1y 
-i-1) 
c )y 
Figure 6.5: Two equivalent Bayesian network structures for a two-binary-variable do- 
main 
Given parameter independenC02, parameter modularity3, likelihood equivalence 4, it 
turns out that we can compute the prior distribution for any network structure men- 
'For cach network structure the parameters associated with one node are independent of the pa- 
rametcrs associated with other nodes (It is called global independence). If the parameters associated 
within a node given one instance of its parents arc independent of the parameters of that node given 
other instances of its parent nodes, then we say parameters associated within that node are locally 
independent 
3 If a node has the same parents in two distinct networks structures, then the distribution of the 
parameters associated with this node arc identical in both structures 
4 This assumption is obvious, because we can write 0,,, = O. Ovjý = OyO. ý,,. 
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tioned above from the given prior distribution on 0. 
Now suppose we are given a density for the parameters of the joint space p,,, y (O., y, 0;, y, O., q). 
From this density, we can construct the parameter densities for the equivalent Bayesian 
networks mentioned above (shown in Figure 6.5). The parameters associated with the 
network structure x --+ y, (Ox, OyIx I 0.1j) are related to the parameters of the joint space 
by the following relations: 
O. y = O. Oyl. O: ky = (1 - 0. )Oyli 0:, p = 0.,; (l- oyl. ) 
Thus, we may obtain p,, --, y(O-,, 
Oyj. 
ý;, 
Oyp) from the given density by the following equation, 
Px--4y(ox I OYIX I OY1.0 ..: ix-ypx-y(oxyl o.; r-yl oxg) 
where J.,. y = 0.,, ý(l - 0., ) is the Jacobian of the transformation (see Geiger and Hecker- 
man (1997) and Heckerman et al (1995) for more details). 
By likelihood equivalence, that is, p.,, --, y(O--y, 
OiYl Oxg) --"ý PXýY(OXYI Ojýy, Oxg), we can 
similarly compute the prior distribution for the network structure x +- y using the 
Jacobian J. ýv = 
Oy(l - Oy) from the joint prior distribution, p,,. y(O., y, 
Ojy, 0.9), or 
from the prior density on the network structure x --+ V as follows, 
i 
Px-y(oyj Oxly) ox1p) = "X"-Ypx. y (ox, oyl., oylo i, y 
if p(O. y, 
0.9, Ojy) = D(al, a2, a3, a4), then we can obtain that 
p.,: -, y(O.,,, 
Oyl.,,, Oyp) = Beta(al + Cf21 a3 + CQ) x Beta(al, Ce2) x Beta(a3, a4) 
and 
p, ýy(Oy, 
0,1y, O, lg) = Beta(al + a3, a2 + a4) x Beta(al, a3) x Beta(a2, a4) 
as it is discussed in the general case above. 
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We have seen above that there is a direct link between local and global indepen- 
dence and hypercausal hypotheses. Such classes of local and global independence state- 
ments must therefore correspond to several simultaneous causal hypotheses made by 
the Bayesian within the equivalence class of Bayesian networks in the posited essential 
graph. 
Although the Geiger and Heckerman condition above is only valid for graphs with 
two variables, it is straightforward, using induction, to extend the Geiger and Heck- 
erman condition to characterise complete (and hence undirected) essential graphs H, 
all of whose Bayeslan networks exhibit local and global independence: see the following 
lemma. 
Lemma 6.1 If the prior distributions of all Bayesian networks consistent with a 
complete essential graph H with n variables (XI, -- .' Xn) exhibit local and global in- 
dependence, then the prior density on the joint probabilities OW of (XI, Xn) in H 
must be Dirichlet, n >- 2. 
Proof Go by induction on the number k of variables in H. The assertion is clearly 
true for k=2 by the Geiger and Heckerman condition. Suppose it is true for k=n-1 
and write X(r) = IXI,..., Xr}, 2<r<n. The essential graph HI of Figure 6.6 is valid, 
where, by the inductive hypothesis, the prior density on the joint probabilities 0('-') of 
X(n-1) is Dirichlet. Since the Bayesian network which introduces X,, first and the one 
that introduces X,, last both exhibit local and global independence, it follows that the 
two Bayesian networks associated with H' also exhibit local and global independence in 
their probabilities. The Geiger and Heckerman result now allows us to assert that 2.,, 
is Dirichlet. The well known properties of the Dirichlet now allow us to complete the 
inductive step. 
80 
Figure 6.6: The essential graph H' 
Example 6.1 There are several Bayesian networks consistent with the following 
essential graph that is shown in Figure 6.7. The edge between X, and X2 could be in 
either directed, and there are 6 configurations of directions of arrows on the triangle 
of nodes (X5, X6, X7). So this essential graph has an associated equivalence class of 12 
Bayesian networks. For example, let us consider two Bayesian networks associated with 
undirected edge between nodes X. 5 and X6 regardless of the direction of other undi- 
rected edges in this essential graph. Since we assume multicausality, these two Bayesian 
networks (one with edge X5 % X6 and another one with edge X5 ( X6) exhibit 
local and global independence. We now note that if we condition on any value of X4 
(the shared parent of X5 and X6), the conditional prior distributions on X5 and X6 
exhibit local and global independence whichever way around we condition X'5 and X6. 
Therefore, the Geiger and Heckerman condition must hold on X5 and X6 conditional 
on each value of X4. Indeed if we have this condition then it is easily checked that with 
local and global independence on other nodes we must have multicausality. 
We can claim the same thing on the Bayesian networks that are consistent with the 
essential graph shown in Figure 6.7: one with edge X, X2 and another one with 
X, ( X2 (without any shared parents). 
This motivates the following lemma and theorem. 
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Figure 6.7: The multicausal essential graph of Example 6.1. 
Lemma 6.2 The nodes of an undirected component subgraph of an essential 
graph H all share the same (directed) parents in H. 
Proof This is a direct consequences of Lemma (1) in Chickering (1995). 
Definition 6.3 The undirected cliques of an essential graph H are the maximally 
connected subsets of nodes/variables of H, all connected to one another by undirected 
edges. 
Theorem 6.3 let H be an essential graph. Then H is multicausal if and only if, 
for any particular Bayesian network G in the equivalence class defined by H, 
(i) The probability vector 0 of G exhibits local and global independence. 
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(H) The densities of the joint probabilities of the undirected cliques of H are Dirichlet 
conditional on each value of their (shared and directed) parent configurations in H. 
Proof Suppose H is multicausal. Condition (i) is implied by the definition. Choose 
an undirected clique C in H and condition on a value of its (directed) parent set-which 
by Lemma 6.2 is shared by nodes in C. Given this value of the parents, by the definition 
of 11, the complete essential graph on the nodes in C is valid, and the probabilities on 
these nodes exhibit local and global independence for all Bayesian networks consistent 
with it. Condition (H) now follows directly from Lemma 6.1. 
On the other hand, suppose H satisfies condition (i) and (11) and let Gý be any 
Bayesian network associated with H. According to Lemma 3.2 in Anderson et al (1997), 
for any two Bayesian networks G and G' associated with H, there exists a finite sequence 
G= D1,... ' D,, = G' of Bayesian networks, all in the equivalence class described by H, 
and where Di and Di+1,1 -< 
i<n-1, differ in exactly one edge direction. It is therefore 
sufficient to prove that if G exhibits local and global independence and condition (11) is 
met then G', differing by only one edge, also exhibits local and global independence. 
So assume that G' is obtained from G by reversing the edge (Xi, Xj) in G. Since both 
G and G' are associated with 11, (Xi, Xj) must be an undirected edge in H and so lie 
in one of its undirected cliques. By Lemma 6.2, (Xi, Xj) share (directed) parents. Note 
the elementary property that if the joint probabilities of X (2 C have a Dirichlet density 
then the joint probabilities of XE C1 9: C also have a Dirichlet density. So by (H) 
conditional on any value of their shared parents the density of the joint probabilities of 
(Xi, Xj) is Dirichlet. It follows from the Geiger and Heckerman condition that G' must 
also exhibit local and global independence. This completes the theorem. 
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SuPpose that all the variables IX, }, c-v are discrete-valued, that is, they take values 
in finite sets f Q,, }, Ejv. The model M(g) then considered for this set of variables is 
a decomposable graph5 (See Dawid and Lauritaen (1993)). Let Q denote the set of 
possible configurations of X= JX,; v (E V}: 
Q= 11 Q, 
VEV 
Then, an arbitrary distribution for 0 in M(9) is determined by the clique marginal 
probability tables Oc = f0c; CE C} as 
HCEC Oc(ic). 
HSES OSOS) 
where C is the set of cliques of 9 and S is the system of separators in a perfect ordering 
of the cliques. Note that the same set S may appear several times in the expression. For 
S=CnD where C and D are cliques, OS can be calculated by marginalisation either 
from OC or from OD- 
Bor each clique CEC, let 
ac=fac(ic); icEQC} 
be a given table of arbitrary positive numbers and let D(ac) denote the Dirichlet dis- 
tribution for Oc with the following density 
7r(OC I ac) oc 11 Oc(ic)ac('c)-l 
i0 GO c 
on the set where ri, Oc(ic) =1 and ac(ic) > 0. 
Now let us suppose that the collection of specifications D(ac), CGC are constructed 
in such a way that for any two cliques C and D in C we have: 
ac(icnD) ý-- aD(icnD) (6.2) 
'It should be noticed that the essential graph associated with this graph is undirected. 
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that is, if the cliques C and D overlap, then the parameters ac and aD are such that 
each implies the same marginal distribution for OcnD- 
Definition 6.4 For the perfect ordering of cliques ac = {aC}CEC there exists a 
unique Dirichlet distribution for 0=f Oc}cEc, that is called Hyper Dirichlet and de- 
noted by WD(ac), which is hyper Markov over M(g) and the distribution on each clique 
CEC is D(ac). 
Note that, it has been shown in Theorem 3.9 in Dawid and Lauritzen (1993) that 
there exists a unique "Hyper-Dirichlet" distribution for 0 over M(g) such that Oc has 
the marginal density 1)(ac) for all C Ej C 6. 
We can now state a corollary of Theorem 6.2. 
Corollary 6.1 If 1: 1 is undirected then it is multicausal if and only if the clique 
margins have a Hyper-Dirichlet distribution. 
Proof If H is undirected then the Bayesian network is decomposable. Because all 
the clique margins are (consistently) Dirichlet, the result now follows directly from the 
definition of the Hyper-Dirichlet distribution above (for further details, see Daneshkhah 
and Smith (2003b)). 
Gln practice, one would construct a hyper-DirichIct distribution by first identifying a perfect ordering 
of the cliques, for example, jCj,..., Cj. Place a Dirichlet distribution D(ac, ) on Oc,, next place a 
Dirichlet distribution D(ac, ) on Oc,, with parameters constructed by Equation (6.2) and realizations 
constrained so that Ocinc2 is identical for Oc, and Oc,. For each subsequent clique Ci, place a Dirichlet 
distribution on Oc, such that the parameters and the realizations of that distribution arc consistent with 
those specified for the previous cliques. 
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Moving to multicausal models, we have established that if a Bayesian is prepared 
to make bold enough causal assertions within a single uncertain Bayesian network then 
this not only introduces independence relationships between parameters, but can also 
characterise prior families of distributions on these parameters. We believe this is a very 
helpful way of thinking about this class of models. Note that this multicausal essen- 
tial graph characterisation concerns a single hypothesised model. It is not an assertion 
about a common prior to be used for causal Bayesian network for the model selection 
as is more typical in, for example see Geiger and Heckerman (1997), Cowell et al (1999) 
and Cooper and Yoo (1999) and references therein. 
6.3 Discussion 
How strong an assumption is multicausality, in learnt Bayesian networks? Although this 
assumption is almost universally made in practice, we would argue that this corresponds 
to a very unusual circumstance and demands very specific structures on prior information 
before it is valid. To illustrate this, consider supplementing the Bayesian network shown 
in Figure 6.5 with experimental evidence observing Y after we have randomised on X and 
conditioned on this value. The essential graph is X-Y so that the hyperessential prior 
is just a Hyper-Dirichlet prior which sets the joint density of V) = (V)oo, Vol, lo, 11), 
where V)ij = p(X = i, Y= j), i, j=0,1, having a Dirichlet density p(O I a) given by 
p(V) I a) = KO'0'000-'V)0'101-10"10-lo'll-1 10 11 
where K denotes to the normalising constant. Furthermore, 0., and 2YI.,, are distributed 
respectively as 
Ki (1 - 0.,; )'0- -10.,, ' ; 1- -1 
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and 
p(gylx) = K20yc', 11-10"Ol -loalo-l -I x Y11 PIX 
09,111of 
similarly, we have 
p(Oy) = K3 (I - Oy) a. 0-1 oy'll. 1-1 
and 
p(, Oly) = K467,11-10: 110-10: 01-10: ()O-l yp -ly - 19 
where ai. = ajo + ail , aj = aoj + aij, i, j=0,1, If,, I=1, -, 4, denotes to the 
normallsing constants, and 0.,, = V)11 + ýblo, OYI., OYP Oy -- Oll + V)01, 
O. JY = : 
ý-11 V510 
0, , and 0,,, Ig = 09 
Note that, in the distributions above, 0., 11 Oyl.,, and Oy-LLO., Iy. This supplementing ex- 
perimental evidence updates Oyl,,; retains 0., and keeps 0., 110,1.,,,. However, because the 
Geiger and Heckerman condition is no longer true a posteriori, Oy is no longer inde- 
pendent of 0.,, Iy, the posterior density is not HyPeressential and the new prior is not 
multicausal. So information other than data equivalent to the direct observation in the 
idle system of joint margins of (X, Y) will prevent us identifying the manipulated and 
the idle system, implicit in the multicausal assumptions. 
Note that the data affects the estimation of the idle margin of (X, Y) and this pre- 
vents the model from being an hypercausal Bayesian network. As we discussed above, it 
is therefore the idle system drifting away from the more scientific manipulated system- 
not vice versa 1 
Estimation of the probabilities in the idle model has introduced dependencies in the 
marginal Bayesian network due solely to the estimation process and spurious with re- 
spect to the mechanisms in the model. In particular, once the data set used to esti- 
mate the probabilities is large and exhaustive the model probabilities will be (almost) 
known and the model therefore (almost) hypercausal. These types of limiting results 
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and approximate Hypercausality are discugsed in more detail in Daneshkhah and Smith 
(2003b). 
It should be noticed that there are unique functional relationships between the hyper- 
parameters of the Dirichlet distributions characterised by Geiger and Heckerman and 
represented for the causal Bayesian network in this chapter. These relationships can 
help us to find out the given Bayesian network is a causal one. As we earlier discussed, 
in the Bayesian network, X --ý Y, we typically know more about the X than the Y. 
This implies that the hyperparameter associated with 0. ', is always larger than hyper- 
parameters associated with Oylx. For example, consider fixed, but small values for ao. 
and a,.. Then, we will obviously have small values for a00, a0l, alo, all, and for a. o 
and a. l. Therefore, the Geiger and Heckerman condition is valid. But, if we consider a 
Dirichlet prior with small values on ao. and a,., and large values on aoO and aol or, on 
alo and all (such that the mentioned functional relationships between hyperparameters 
is no longer valid), the Geiger and Heckerman condition cannot be valid. 
Furthermore, the importance of the parameter independence assumptions for the given 
causal Bayesian network can be indicated by using covariance matrix between the pa- 
rameters. We examine the covariance matrix between (Ox, O, 1x 1 Oy1j). If 
(Ox, Oy x Oy 
are mutually independent and jointly have Dirichlet distribution, then the mentioned 
covariance matrix will be 
(0 0. +cKi. 12 r. ' ',: +-. i. -+--1ý 
0 
0 
annQnl 
As we can see, considering any sort of constraints on the parameters will give a 
covariance matrix with different structure such that the previously existed relationships 
between hyperparameters is no longer valid. As a result, Geiger and Heckerman's char- 
acterisation of the prior distribution is not also valid, and we will face more complexity 
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when defining prior distributions and computing posterior quantities. 
This feature will be exacerbated by the fact that evidence about effects -perhaps 
symptoms- (in this case Y) is often more accessible than evidence about causes -perhaps 
diseases- (in this case X). So a spurious causal directionality in the Bayesian network 
from the idle system might thus be deduced just because of the form of the data or 
information we have, and is in this case reversed! 
To conclude: hypercausal Bayesian networks will tend to be rare and multicausal 
Bayesian networks even more so. In observational studies they can be expected to give 
many spurious indications of causal direction when parameters are being estimated. 
However the causal framework developed in this paper at least provides a vehicle through 
which to seriously discuss some of the more basic inferential consequences of priors as- 
suming local and global independence on the probabilities in a Bayesian network. 
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Chapter 7 
The Robustness of the Bayesian 
Networks 
7.1 Introduction 
As we know, in a Bayesian network, a joint probability distribution over a set of random 
variables can be represented by a set of local conditional probability distributions. To 
specify a Bayesian network, one defines a directed acyclic graph which encodes condi- 
tional independencies among the variables. Finally, one specifies the local conditional 
distributions and prior distributions associated with parameters of each node given its 
parents. 
The network structure and conditional distributions can be learned from data (e. g., 
Cooper and Herskovits (1992), Heckerman et al (1995), and Splegelhalter and Lau- 
ritzen (1990). Note that all of these authors assumed the essential statement, local and 
global independence, on the parameters of the corresponding Bayesian network to make 
learning issues more feasible. ) or, more commonly in systems applications, specified by 
experts. 
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Commonly, a Bayesian network is used to answer queries about the conditional distri- 
bution of a target variable (or a set of variables) given specific values of a subset of 
variables (usually called evidence variables). 
Some questions arise here: is the network structure that is learned from data robust with 
respect to changes of the directionality of some specific arrows? Is the local conditional 
distribution associated with the specified node robust with respect to the changes to 
its prior distribution or to the changes to the local conditional distribution of another 
node? Most importantly, is the posterior distribution associated with the parameters of 
any node robust with respect to the changes to the prior distribution associated with 
the parameters of one specific node? Finally) are the quantities mentioned above robust 
with respect to the changes in the independence assumptions described in the last chap- 
ters? 
Sensitivity analysis is concerned with understanding how changes in the model in- 
puts influence the outputs. So the robustness of the output of a Bayesian network can be 
investigated by performing a sensitivity analysis of the network inputs. For a Bayesian 
network, more specifically, a sensitivity analysis serves to yield insight in the relation 
between the various parameters, assumptions, or probability assessments, of the network 
and its output. 
One common approach to sensitivity analysis is to define reasonable ranges for each 
of the model parameters, vary each parameter from its lowest to highest reasonable 
values while holding the other variables fixed, and examine the resultant changes in the 
target value. This approach is known in the Bayesian literatures as global sensitivity 
analysis. But, in this thesis we will be more interested to see how sensitive are posterior 
quantities or the conditional probabilities with respect to small changes in the prior 
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distributions, or some essential assumptions such as independence assumptions. Such 
issues are addresses through what is called a local sensitivity analysis. 
Local sensitivity analysis of standard general Bayesian problem is studied by Gustafson 
(1994), Gustafson et al (1996), Ruggeri and Wasserman (1994) and will be reviewed in 
Section 7.2. Gustafson (1996b) studied the local sensitivity measure for hierarchical 
models. He calculated the local sensitivity measure of the posterior quantities associ- 
ated with the parameters of the specific stage' (stage of inference) with respect to small 
changes of prior distribution associated with the parameters of the another stage (stage 
of uncertain specification). He made some quantitative and qualitative conclusions that 
will be presented in Section 7.2. In this chapter with the similar terminology we want 
to calculate the local sensitivity measure for the posterior quantities of the specific node 
in a Bayesian network with respect to minor changes in the prior distribution associated 
with the parameters of the another node. We introduce the hierarchical prior distribu- 
tion for the Bayesian network with dependent prior distributions. But, when we have a 
large sample from a single population we find that we are immediately faced with iden- 
tifiability problems. However, identiflability can be retrieved by taking several samples 
from different populations, all known with respect to the same structure of Bayesian 
network. This study will be presented in Section 7.4. 
In Section 7.6 , we report a paper by Sivaganesan (1996) which examines the asymp- 
totic behaviour of the specific local sensitivity measure for some c-contamination classes 
of prior distributions under some mild conditions. The applications of these results 
in Bayesian networks will be given in this section. rAirthermore, we are interested to 
estimate posterior distribution associated with the multinomial parameters of a given 
'It should be noticed that stage in a hierarchical models is not a universal term. We present our 
meaning about stage in Section 7.3. 
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discrete Bayesian network from its equivalent Bayesian network. We have studied the 
asymptotic behaviour of the Hellinger distance between posterior distributions of the 
parameters of these two Bayesian networks in a working paper, and we have shown that 
this distance does not tend to zero (We have approximated this distance by the Laplace 
approximation, however, and have shown that this approximated distance tends to zero 
under some conditions. ). This is another motivation to study the asymptotic behaviour 
of the local sensitivity measures described in this section and represented in terms of 
the Hellinger distance. 
In Chapter 8, we study the asymptotic behaviour of the local sensitivity measures 
with respect to an arbitrary class of prior distributions. To show that the local sensitiv- 
ity measures introduced in this chapter for large enough sample size tends to zero, we 
introduce a new class of metrics which we could examine prior to posterior convergence 
and sensitivity issues in a Bayesian model. We use this new metric to study the asymp- 
totic behaviour of the local sensitivity measures derived for the several purposes for the 
Bayesian networks. 
In Section 7.5, we present some results regarding the local sensitivity measures with 
respect to the changes in the causal Bayesian networks. We show that when the pa- 
rameters are independent, the local sensitivity measures of any posterior quantity of 
arbitrary node with respect to small changes of the another node will be zero. However, 
when the parameters are not independent, we can not generally conclude this result, 
and this leads us to suggest a construct called approximate causality. 
In this thesis, we study only local sensitivity analysis in Bayesian networks with 
discrete variables. However, we note that these results can be extended in a relatively 
straightforward way to Bayesian network with continuous variables. 
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7.2 Introduction to the Bayesian Robustness 
Robust Bayesian analysis is the study of sensitivity of Bayesian answers to uncertain 
inputs such as sampling model, prior distribution, or loss function, or any combination 
of them. Bayesian sensitivity studies have recently seen an explosion of interest and 
literature on this subject. There are several reasons for this interest: foundational moti- 
vation, practical Bayesian motivation, and acceptance of Bayesian analysis (For details 
and examples for each reason see Berger (1984,1990,1994), Wasserman (1992)). 
Sensitivity analysis can be divided into two categories, global and local sensitivity. 
The common approach to assessing sensitivity is to measure the size of the class of 
posterlors (or perhaps just a particular posterior quantity) that arises from a specified 
class of priors. This is referred to as global sensitivity analysis. The fact that global 
analyses often entail a large and complex computational problem has lead to a recent 
explosion of interest in local sensitivity analyses (see Gustafon (1996a), Gustafson ot al. 
(1996) and references therein). The idea of a local analysis is to examine the rate at 
which the posterior changes, relative to the prior. In this section, we introduce several 
methods of evaluating the local sensitivity of posterior quantities. 
7.2.1 Local Sensitivity Analysis 
How much does a small change in the prior (or likelihood) affect our inferences? In this 
section, we review one class of methods that attempt to answer this question. This class 
of methods is represented by local sensitivity measure. Some reasonable candidates turn 
out to be inappropriate for a number of reasons (see Gustafson et al (1996) for reasons). 
The main focus of local sensitivity analysis is in multivarlate analysis. One of the 
most important questions in this case is: how sensitive is the posterior marginal den- 
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sity for one parameter when the prior distribution associated with another parameter 
changes? In this chapter, we want to answer the adapted question for a Bayesian net- 
work. 
Suppose a unique prior 7r is elicited, but small changes in the concentration of the prior 
distribution, caused errors in the elicitation process. Hence, measures which are 'func- 
tionally close' to 7r are considered and the behaviour of the posterior functionals, under 
infinitesimal departures from 7r, are studied. 
Now, we want to introduce some local sensitivity measures which will be used in this 
chapter. 
The first local sensitivity measure that will be considered in this section is Fydchet 
derivative, briefly described below. 
For the fixed prior distribution PEr, the posterior expectation for measures in 
AM(P) = fp+j: J EM} 
is calculated, where r is the class of all probability measures over parameter space, 19, 
and M is a subset of A consisting of all signed measures J with J(G) = 0. A is a normed, 
linear space as A=fJ >- 0: 11J11 < oo} with norm given by 11J11 = d(J, 0), where d is total 
variation metric. In particular, the distance between two probability measures P, QG Ir 
is defined by a function d: IP x 17 ) [0, oo) such that d(P, Q) = p(P - Q) = p(J). 
Where P and Q denote the prior distribution associated with the prior densities (mass 
functions) p and q respectively, and p-function satisfies in the following conditions: (i) 
p(j) = p(-J), (ii) p(cZ) = jelp(J), for some constant c, (111) p(JI + J2) :5 p(Ji) + p(J2) 
(see Gustafson (1996a, b)). 
Let Sýgf be the IY6chet derivative of the non-linear operator Tg :AR, that is, a 
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linear map on A satisfying 
Tp 
9, 
(5) = Tg(p + 5) - Tg(p) + o(IIJID - 
T*., p' measures how a small change in P affects the posterior expectation. In other words, 
roughly stated, inference about the function2 of interest, g(O) is robust when Tg is not 
changing rapidly at zero; that is, when TP has a small derivative at zero. The norm 9 
(the restricted norm) of P over M is defined by T91 
Ilt"llm = supsc-M. 
I 
T, -61,1 (7.2) 
which is considered as a sensitivity measure of the posterior when the prior varies in M. 
If A is considered as the set of all signed measures J= c(Q - P), then 
Am(P) = f(l -C)P+CQ, Q EIP} = fP+E(Q-P)} 
will be an c-contamination class of priors. 
Notice that the restricted norm defined in Equation (7.1) is not normallsed. For 
computational reason the following norm as a distance between two distribution func- 
tions is usually used (see Gustafson (1996 a, b), Gustafson, et al (1996) and Fernholz 
(1983)). The local sensitivity measure of P in the direction of Q is defined by 
S(P, Q; x) = lim 
d(Px, Q, x) (7.3) 
c--0 d(P, Qj 
Where Q, denotes the perturbation of P in direction Q. In addition to the linear 
perturbation(c-contamination class), recently the geometric perturbation that is given 
by dQ, cc [ý, a, ]'dp has been used. 
The 0-divergence distance between two probability measures is induced very useful class 
21t should be noticed that for a function g on the parameter space, the posterior expectation of g(O) 
can be thought of as a functional of the prior. 
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of the different distances such as Kullback-Liebler, Hellinger distance, Chi-squared dis- 
tance, etc. It is given by 
d D, O(P, Q) 0(up)dp dQ 
where 0 is a smooth convex function such that 0(l) = 0. The properties of these 
distances under linear and geometric perturbations are studied by Dey and Birmiwal 
(1994) and Dey, et al (1996). We shall briefly discuss some of these useful results. 
The local sensitivity measures based on the O-divergence (with the same definition as 
above) with respect to linear perturbation of the prior, likelihood, and both of them, 
are given receptively by 
d 
(f)(d x(f) 2Varp. ý'» 
S(P, Q; x) = 
Varp-(f)(ý9p) MQ(--, f) ) 
! 
d! 
2p,. 
(f7 
Varp&) mp (x, f) Varp (dQ) 
dp dp 
dpz q Vap. (f)(ý) mp(x, g) 2Varp. (f)( . 
m) 
SU, 94 = 
dp. 
Varf Varp(-1) f mp (x, f) 
dp. (g) Varp. (f)(1f) 
= 
mp(x, g) 2Varp. (f)(-dP.? f7j SU, g; P, Q; x) =- Varp(-dP-) d dQ mp(x, f) Varp(ýg p 
Similarly, the local sensitivity measures under geometric perturbation are, respectively, 
Varp. (f)(log 
dQ) 
S(P, Q; x) =d 
dp 
1 (7.4) Varp(logüpg) 
S(f, 9; x) = 
Varp-(f)(logi) 
7 Varp(logi) 
Varp. (f)(logv-) f SU, g; P, Q; x) =d Varp(logý2 
p) 
where, similarly, f is the elicited likelihood and g is the contaminated likelihood which 
belongs to a certain class L. 
The following points can be deduced from the results above: 
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4D S(P, Q; x) is free from the choice of the 0-functions; 
the local sensitivity measures above depend on specific variance ratios and the 
compatible Bayes factors; 
this measure is actually the n, 6chet derivative (see Fernholz (1983), Huber (1981), 
and Basu (1996) for details); 
the influence of the observation x can be assessed based on the measures above; 
" the relative sensitivity with respect to two different perturbed classes of priors 
(likelihood) can be achieved by the restricted norms; 
" the n, 6chet derivative with respect to Xolomogrove and Levy metric (Cuevas and 
Sanz (1988) and Basu (1996)) is investigated for the measures above. But, the 
study of the local sensitivity measures in terms of Hellinger distance is also promis- 
ing. Note that Beran (1977 a, b) considered this metric to study robustness with 
respect to location in classical approaches. 
The next sensitivity measure is suitable for assessing sensitivity to prior marginals. 
A perturbation to a prior marginal can be considered as a perturbation to the entire 
prior. Assume that we have parameterised 0 so that it can be partitioned as 0= (0, D1 
where we would Eke to assess sensitivity to the prior marginal P(O) (or denoted by 
PO) while keeping the prior conditional P(V) I ±) fixed. That is, the prior density is 
dQ(O)dP(V; 10), but we replace dQ(O) with dQ(O) + J. In analogy to the methods 
introduced above, we should specify the size of variation of the posterior expectation of 
g(2) under the perturbed prior. The posterior expectation of g(2) is given by 
T9(Q) -f 
g(g)L(21 x)dP(V) I O)dQ(O) 
f L(! 21 x)dP(? P I O)dQ(O) 
where L(O I x) stands for the likelihood function. 
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Hampel et al. (1986) represent a very simple local sensitivity measure in terms of the 
directional derivative of T at PO in direction Q. This derivative can be defined under 
weak conditions, and can be expressed in an influence function representation as follows 
T((l-c)P4i+cQ)I, =o= I. Pp(z)d[Q-Pol(z) (7.5) 
where Ir4p is given by 
Ir, p(z) = E'(g(2) - E'(g(2» 1ý= z)[ 
dlý 
W] (7.6) 
dP0 
Let El and P' denote the posterior expectation and posterior distribution respectively 
under the prior P. Note that the IFp term is useful, because it does not depend on the 
direction of Q, and so represents the local sensitivity to perturbations in all directions. 
Equation (7.5) only defines the influence function up to an additive constant. This func- 
tion can be standardized by requiring f IFp(z)dPA(z) = 0. However, Equation (7.6) is 
already in standardised form. 
This measure is used by Gustafson (1996a, b) to compute the local sensitivity mea- 
sure for hierarchical models. In the next section, we use the adapted version of this 
measure to study local sensitivity analysis for some misspecifications in Bayesian net- 
works. 
7.2.2 Some Aspects of Bayesian Robustness in Hierarchical Models 
In this part, we briefly examine local sensitivity analysis with respect to small Pertur- 
bations at various stages of a hierarchically specified prior. First, the general behaviour 
of sensitivity analysis across levels of the hierarchy is briefly examined. Then, the tech- 
nical matters of the local sensitivity measures associated with these models introduced 
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by Gustafson (1996 b) will be presented. 
The basic idea to use (Bayesian) hierarchical models (random-effects models in anal- 
ysis of variance, random coefficient regression models, Kalman filter theory, and Markov 
Chain, are some examples that can be expressed by hierarchical models) is to specify a 
joint distribution for data and parameters, through a succession of conditional distribu- 
tions. In particular, the conditional distribution of a data vector M given a parameter 
vector 01 is specified, followed by the distribution of 01 given a second parameter vector 
22, and so on. At some point the specification terminates, with the distribution Of 0k+1 
taken to be degenerate, that is, the conditional distribution for 0k+1 I ok is specified, 
where 0k+1 is a known hyperparameter. After collecting the data, an statistical infer- 
ence is based on the posterior distribution of the entire parameter (91, Ok) given data 
vector, x and hyperparameter, ok+l- 
In 1981, Goel and DeGroot showed that, for many measures of information, the gain 
in information decreases as one moves to higher levels of hyperparameters. They show 
that there is more information in the observation about first level of hierarchy than the 
other levels. In other words, for many of the widely used information measures (e. g., 
the expected information, the Entropy function, Kullback-Lelbler information, Reny! 
information divergence, etc), the information about the hyperparameters decreases as 
one moves to higher levels away from the data. Goel (1983) presents the same result for 
a wide class of information measure, based on the O-divergence distances. 
Gustafson (1996 b) presented some techniques for assessing local sensitivity with 
respect to uncertainties in prior marginals. He also extended these techniques to study 
the local sensitivity analysis associated with hierarchical models. We briefly present his 
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results in this section. 
Let Sij be a measure of sensitivity of the 2j (posterior marginal) with respect to uncer- 
tainty about the prior specification for 2i 1 2j+1 (prior conditional). One might postulate 
that Sij decreases as Ii - jj increases. That means, sensitivity will be lower when there 
are many stages interceding between the stage of uncertain specification and the stage 
of inference. This turns out to be only partly true. Let us consider two possible hierar- 
chical models, p and q, which differ only in 2i 1 2i+,. By the following lemma introduced 
by Gustafson (1996b), the result claimed above could be concluded (for more details, 
see Gustafson (1996 b), page 64. ). 
Lemma 7.1 Assume that f (011 X2) and 9(XI, X2) each have a joint density on 
the sample space (XI, X2) with respect to some dominating measure. If f (xi I X2) ý 
, 
q(Xi I X2) , then dTv (f (xi), &1)) < dTV (f (X2) i 9(X2)) , with equality if and only if 
f (X2) = 9(X2)- 
Where dTv denote the total variation distance. The total variation distance is a metric 
on probability distributions (P, Q) on a common a-algebra A on a sample space Q, and 
is defined as follows, 
dTv(P, Q) = sup JP(A) - Q(A) 1. AEA 
Let d(j) = dTv(p(Oj I x, Ok+, ), q(Oj I X) Ok+l)), for fixed j and x. Gustafson proved that 
d(j) is a strictly unimodal function, which is maximised at either j=i or j=i+1. 
Hence for perturbations at a particular stage of the hierarchy, sensitivity falls off 
as the level of inference moves away from the level of perturbation, in either direction. 
TWs is in agreement with the postulated behaviour discussed above. 
We will present a similar lemma in terms of the Hellinger distance in the next sub- 
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section, that is more useful to study the sensitivity analysis of Bayesian networks. The 
ideas of sensitivity analysis of Bayesian networks in many situations are derived in the 
analogous way that is introduced for sensitivity analysis of hierarchical models. 
We also adapt another version of this lemma (Lemma 8.1) that is appropriate to 
study asymptotic behaviour of a new sensitivity measure introduced in Chapter 8. A 
new proof is also given in Section 8.3. 
Gustafson (1996 a) argued that it is much harder to make general statements when 
the stage of inference is fixed and the stage of perturbation varies. In the special case 
for the normal model with known variances, it looks possible to make some progress. 
He considers the prior distribution for hierarchical normal model as follows: 
Oi 1 Oi+i = Oi+i + ei, 
where co,..., cl, are independently normally distributed, with respective variances 
U2 I Uk2 01 ... . The 
last stage of hierarchy, Le, Ok+1 isknown and ck+l : -- 0. 
He calculated the local sensitivity measure of the posterior mean of Oj with respect to 
small perturbation of the prior on ci. In other words, the location structure is held fixed 
and unchanged under perturbation, and the noise distribution is just perturbed. He then 
showed that when j is fixed and i varies over f 1, ..., j- 1}, the sensitivity measure and 
ui2 share the same ordering. This is also true when i is changing over fj,..., k}. It can 
therefore be concluded that the separation Ji - jJ does not play a role in the sensitivity 
ordering. ni irthermore, we can conclude that the stages of higher prior variances are 
more influential on inference at a particular stage. An important consequence is that 
inference will be sensitive to improper priors, a finding that agrees with Pericch! and 
Nazaret (1988). 
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7.3 Sensitivity Analysis in Bayesian Networks 
In this section the sensitivity of posterior quantities of Bayesian networks with respect 
to the following perturbations is investigated, using a local method described above. 
These perturbations are: (i) perturbation with respect to a prior distribution associated 
with a node or with respect to joint prior distribution associated with the subset of pa- 
rameters of the given Bayesian network, (R) perturbation with respect to independence 
assumptions between parameters of two nodes including global independence and local 
independence assumptions between configurations of each node. Furthermore, we can 
assess the affect of removing or adding one edge (or more) between two nodes in terms 
of well-known distances such as Hollinger distance. 
Before we start to present a sensitivity analysis of Bayesian networks with respect to 
the aforementioned perturbations, we should introduce the Hellinger distance and give 
the reasons why we prefer to use this distance here. 
To define Hellinger distance, let us denote P(O) and Q(O) as two probability distributions 
with respective densities p(O) and q(O) over a random variable (vector) 0- which in 
our applications will be considered as a collection of (conditional) probabilities - then 
Hellinger distance between these densities is given by 
H2(p(O), q(O)) 
f 
(Vp-(O) _ 
Vq(o))2 2 
00 
dO = 2[1 -f (p(O)q(O))"dO] 
0 
where 0 :5 H2(p(O), q(O)) 2. For more details see Smith (1995). 
For many purposes we favour the Hellinger metric (or its functionally equivalent 
symmetric Chernov separation) to apply in the computation of distance between pos- 
terior distributions associated with the graphical models, particularly with Bayesian 
networks. The first reason for this choice is that, unlike its competitors of the variation 
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and Kullback-Leibler separation measure, distances between such densities can often be 
written in closed form for the distributions we have in mind, like products of indepen- 
dent Dirichlet (Beta) distributions, so the algebraic examination of sensitivity is fairly 
straightforward. Secondly, unlike the Kullback-Leibler separation it is a proper metric 
so our intuition about distances cannot be distorted when using it. Thirdly it is shared 
most of the advantages and properties of both these alternatives, being topologically 
equivalent to the variation metric and is such that convergence in Xullback-Leibler im- 
plies convergence in Hellinger distance. 
To begin with, we study the sensitivity analysis of the mentioned aspects above over 
some special Bayesian networks, and go on to generalise this study for general Bayesian 
networks. 
It should be noticed that the structure of a hierarchical model is not the same as a 
Bayesian network. But, in Section 7.4, we will show that a Bayesian network can 
be considered as a two stages hierarchical model with one latent variable. Therefore, 
Gustafson's ideas might be useful for Bayesian networks to answer the following ques- 
tions: Do the quantities associated with the target variables change by altering the 
inference variables? Can we find out that the target variable is more sensitive with 
respect to the changes of which variable? Does the posterior marginal of the specific 
variable (or variables) alter by perturbing the prior distribution associated with some 
other specific variable?. 
First, let us consider a Bayesian network with the following decomposition of the 
joint probability distribution for which the global independence assumption is valid. 
11 p(x, I pa(v), 0, )p(O, ) 
VEV 
where x= (x,,, vG V) and the prior distribution is defined as p(2) fl,, c :v p(O, 
). 
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In this Bayesian network the local sensitivity measure of the posterior marginal dis- 
tribution of the specific parameter, for instance, Oj with respect to small Perturbation 
of the prior distribution associated with any other node, for example, Oj, i ý-' j, is zero. 
This is true since 
P(oj I a,: ) = 
p(Oj)p(xj I pa(j), Oj)f HVEVVi, j) f p(O,, )p(x,,, I pa(v), Ov)dOv}f f p(Oi)p(xi I pa(i), Oi)dOi} 
111vev\j J-p(Ov)p(xv I pa(v), 0, )dOv}f f p(Oi)p(xi I pa(i), Oi)dOi} 
equals to q(Oj I -. T) 
that is obtained by replacing p(Oj) by q(Oi) in p(Oj I ; E), where q(Oi) 
is a perturbed prior distribution of p(Oi). 
Therefore we can say that, subject to existence of the global parameter independence 
in a Bayesian network, perturbing the prior distribution of one node does not change 
the posterior quantity of other nodes. However, when the node of uncertain prior spec- 
ification and the node of inference are the same, the local sensitivity measure in terms 
of the Hellinger distance (or total variation distance) can be calculated as 
SH 
H2(p(o, 11), q(Oi I M)) 
i (m) H2(p(Oi), q(Oi)) 
or 
STV 
dTv (p(Oi I x) , q(Oi 
11)) 
-dTvp(Oi), q(Oi)) 
This study when the global independence assumption is not valid would be more 
complicated. For example, consider the Bayesian networks shown in Figure 7.2 with the 
following factorisation of joint probability distribution, 
k 
p(al, 11 P(X. " I x,, -i, 0OP(O', 
10. 
-1) 
(7.7) 
V=l 
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We denote the prior densities of two Bayesian networks with the same structure but 
xý T x, 
(D 11 
02 Ok 
Figure 7.1: The network structure with the dependent parameters. 
with different distributions on Oi I Oi-1, by p and q. To examine local sensitivity analysis 
for this Bayeslan network, we use Lemma 7.1. The modified version of Lemma 7.1 for 
the Hellinger distance is given in the following lemma. 
Lemma 7.2 Consider two different density functions, f (XI i X2) and 9(Xl i X2) on 
(XI, X2) defined on the sample space (Xi, X2), with respect to some dominating mea- 
sure. If f(X1 I X2) : -- 9(XI I X2)i then H2(f(X, ), g(X, )) :5V, '"2- H2 (f(X2)i9(X2))i with 
equality if and only if f 
(X2) 9 (X2) - 
Proof As we know, the Hellinger distance is defined as 
2 (f (XI), g(X, )) 
iI H= 2[l -ff 
(Xl) 2 g(XI) 2 dxll 
Rom the following inequalitieS3 
H2(f (X1 ), g(X, )) :5d TV (f (XI), g(XI)) :5 ýf2-H(f (XI), g(XI)) (7.8) 
3jt should be noticed that these inequalities arc valid for any two densities and with the same 
dominating measure. These inequalities imply that not only H is a metric but it is topologically 
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, and the results mentioned 
in Lemma 7.1, we can write 
H2(f (Xl)l g(X, )) ! ýdTV(f(XI)79(Xl))! ýdTV(f(X2))g(X2)): 5V21-I(f(X2)79(X2)) (7.9) 
By combining (7-8) and (7.9), the proof is complete, that is, 
H2 (f (X, ), g (X, )) :5 Vf2H(f (X2)) 9(X2)) - 
We denote Sij(x) the local sensitivity measure 4 of the posterior marginal, Oj with 
respect to uncertainty about the conditional prior specification of Oi I Oi-1. The follow- 
ing result can be obtained from Lemma 7.1. 
Corollary 7.1 Lot dTV(j) = dTv(p(Oj I x), q(Oj I x)), for fixed i. Then dTv(j) is 
a strictly unimodal function5, which is maximised at either j=i or j=i+1. 
Proof First consider the case in which 1 <- j<i, since the distribution of 
Oj- I Oj, x} is determined by 
ff rI.,,, -I)p(x, I x, -I, 0,, ) rl,,,, V\(,,, PA Oj =vp(O,, 
10,, dOj 
= q(Oj-l I Oj, ýc) f {r1VEVP(OV I Ot'-I)P(-"' I xj, Ov) rl,, Ev\j dO, } 
equivalent to dTV - small in dTV is equivalent to small in H. In particular, if H is bounded away from 
zero we can conclude that so is dTV and hencc betting schemes can be devised to penalise the use of 
an approximator. Furthermore, since dTv is complete over distributions, H must also be (See Smith 
(1995)). 
'Note that, SijUT can be calculated by any of the sensitivity measures that are introduced in Section 
7.2. 
51t should be noticed that the general 0-divergence between two densities p(Oj I x) and q(Oj I x) is 
given as 
DO(p(Oj I x), q(Oj I x)) = P(Oj I X)O("(o j 
X)) 
P(Oj X) 
, where we assume 
that 0 is a convex function with a bounded third derivative. There are several 
well-known ý-divcrgcnce measures. Por example, O(x) = U1 Ix - 11 defines the variational distance of Li 
norm and gX) = (. ýry _ 1)2 gives Hcllingcr distance. Therefore, the results mentioned in Corollary 7.1 
for the variational distance can be obtained for the Hellingcr distance. See Dey et al (1996). 
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Therefore, by the lemma above, we would say 
dTv(p(Oj-l I M), q(Oj-l 121)) < dTv(p(Oj I x), q(Oj 11)). 
Similarly, for the case i-1<j, we have p(Oj I Oj-j, g: ) = q(Oj I Oj-j, g), and by applying 
Lemma 7.1, we have 
dTv (p(Oj I T), q(Oj I I)) < dTv (p(Oj-l 121), q(Oj-l 11)). 
Therefore, the local sensitivity measure of the posterior marginal, Oj (i. e., Sij(2: )), should 
be more sensitive with respect to uncertainty about the prior specification for the con- 
ditional prior Oj I Oj_j or Oj_j I Oj-2. This result agrees with this point that VI -< 
j :5k, 
Oj-i. LOj-2 I Oj_j. That means the posterior marginal Oj would be sensitive with respect 
to perturbations on p(Oj I Oj_j) or p(Oj-l 1 Oi-2)- It should be noticed that if the orien- 
tation between nodes in the DAG shown in Figure 7.1 is changed, then the result above 
will no longer be valid. We will discuss this issue later in this chapter. Furthermore, 
one can pick up the possible relationship between the result above and causahty inter- 
pretation in terms of external intervention that will be studied in this chapter as well. 
Now, let us consider general Bayesian networks including Bayesian networks with 
dependent prior distributions. First, we introduce similar notation to that introduced 
in Chapter 5. 
Let the vector X= (XI, ---, Xk), of nodes of a Bayesian network have its components 
Xj, 1<i<k, listed in an order compatible with G and their corresponding vectors of 
probabilities -011 ,, II 
2k compatibly with the partial order induced by the directed edges 
of the Bayesian network. The general prior distribution can be then defined as 
k 
p(o_) = IIP(Q Q_l), Qi1 = {&.. 'i-1} 
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Each component of 2i is given by 
Oi(j)lp, 
i(, ) = p(Xi = xi(j) 
I pai = pai(l)) 
where Oi(j)lp,,, (, ) 
denotes the parameter associated with the level j of ith variable and the 
level I of its parents. Moreover, the joint mass function is defined as follows 
k 
pu: 12) =H 2" V=l For more details, see Chapter 4. 
Similarly, to assess the local sensitivity measures associated with the posterior marginal 
distribution of gj with respect to small perturbation of prior distribution of &, i 54 
E quation (7.4) can be used. 
The posterior marginal of 2j is calculated as 
0 
Ll 0 f FIV 
-OV{rlvev\Ii, jlp(2v 
1 iv -1)IP(Qj 1 oj-I)P(2i 1 0i) FIVEV\fil CLV 
Xej 1 a,: ) -f rlvk=l 2vlrlveV\{i, j} P(21,1 f -1)}P(2j 1 oi-1 )P(2i 1 -oi) 
IIVEV (T2,1 
ZO P(O -I Oj-1) f 
rL,,, 
Vvjl 
2"lrL,, 
Vvi,,, P(211 I 2v-, )}P(2i I 2i) FI"C-V\fjl ý0, 
- 
ý-j ; "j - 
f r1k 
12 
rjvV\ti, 
jl P2 
iqv-l)}P( I oj-l)p( I 0i) rlv, 
:v0 V= VI v 
2j 
-I- 
CLV 
If we perturb the prior distribution p(gi 10'-') by 
ql-(2i 1 -oi-1) = 
(1 - c)pffli 1 -oi-1) 
+ cq(2i 1 -0 
i-i ) 
a different distribution will be obtained for q, (2j I ýE). Because, we cannot factorise the 
integrals in the denominator and numerator of the fraction above into separated terms 
to enable us to cancel common terms. However, one can easily show that if there is 
global independence assumption between parameters, then q, % I x) = p% 121) and 
consequently the Hellinger distance between these two distributions is zero. That means, 
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in the presence of the global independence assumption, perturbing a prior distribution 
associated with parameters of one node will not change the posterior marginal of another 
node. It is the same result that we have obtained earlier. 
As we mentioned in Coror1lary 7.1, the local sensitivity measure would decrease as the 
node under inference moves away from the node under perturbation in any direction. 
Mirthermore, this general framework enables us to study sensitivity analysis with re- 
spect to the existence of the local independence assumption between parameters of one 
specified node. In this situation, the prior distribution associated with the parameters 
of Xi and given the level I of its parents is given by 
ni 
AM = 
IIP(Oi(v)lpai(i)) 
V=l 
where ni denote the number of the states of i", variable. But, the prior distribution for 
the same set of parameters without the local independence assumption is given by 
ni 
A-0i) = 
11 
P(Oi("')IP. i(I) 
10 V-1 0 V-1 Oi(I)Ipai(j)) 
.... 
Oi(v-l)lpai(, 
))- 
V=1 
i1pai(i) I i1pai(j) = 
Obviously, the computation of the Hellinger distance between the posterior distribu- 
tions associated with these prior distributions would be dependent on the structure of 
the Bayesian network under study (and the structure between parameters in the case of 
lack of independence assumptions). This computation would be usually infeasible. But, 
we could approximate it by numerical methods such as MCMC. 
Now, we want to assess the local sensitivity measure of the posterior quantities with 
respect to variations of the prior distributions or the mentioned assumptions for the 
Bayesian networks with the discrete variables. In this case, it should be easier to use the 
sensitivity measure presented in Equations (7.5) and (7-6). To ensure that the results ob- 
tained above are valid, we will calculate this measure under two assumptions associated 
with the parameters: (1) global parameter independence; and (ii) dependent parameters. 
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First, we consider the Bayesian network with the following factorisation, 
2) = 111 p(X, 1 pa(x., ), 0, )} x fl p(0, ) 
v=l v=I 
where PW = Flvk=l AM (i. e., the global independence assumption exists). To assess 
the sensitivity of posterior quantities of the specific node (nodes) with respect to per- 
turbations of prior marginals of the other nodes, 0 should be partitioned as 0= (0", 
where 0=2\0,. 
As described in the last section, to evaluate the local sensitivity measure of the pos- 
terior quantities with respect to the variations of the prior marginal, 0, with the fixed 
conditional prior distribution of 0 10, we can use the following local sensitivity measure 
ll =ff (117p'(z))2po,, (z)dzl21 (7.10) 
where Irp(z) = E'(g(2) - E(g(2) I x) 10,, = z)f 
('Ix)). 
Now, let us suppose each variable X, is distributed as a multinomial distribution 
with states fx, j :1 <_ t m, }, and the corresponding parameters are defined as 
0,, = p(x, I pa(x, ), 2) for v k. To define the baseline Prior distribution on each 
node (and the whole Bayesian network), we need to make some assumptions to make 
computations more feasible. The first assumption that we made already is global param- 
eter independence. The second assumption is local parameter independence. Therefore, 
for a fixed configuration pa(x, ) = pa*(x, ), the marginal prior of 0., is distributed as a 
Dirichlet distribution (see Splegelhalter and Lauritzen (1990) and Geiger and Heckerman 
(1997)), 
ov = (0, *1, ---, OV*, ) - D(a. *l, ..., av*, ) 
where 0, *t = p(X,, = x,, t I pa(x, ) = pa* (x, ), 2). 
Thus, the local sensitivity measure for the purpose mentioned above and with the com- 
plete data set can be calculated by (7.10). 
ill 
The following example would help to see how the local sensitivity measure defined above 
will be calculated for a Bayesian network that is consistent with the assumptions de- 
scribed above. 
Example 7.1 Let us consider the Bayesian network with three nodes that is shown 
in Figure 7.2. 
Figure 7.2: The representation of Bayesian network associated with the second sensitiv- 
ity example 
We assume each variable can takes three values, and the corresponding parameters 
are defined as follows 
Oi=P(X=xiltt) i=1,2,3 
Oij=P(Y=VijX=xj, L) i, j=1,2,3 
10ij = P(Z = zi IY= Yj, p) i, i=1,2,3 
where it = 0,, 0) - 
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By assuming the local and global parameters independence, the prior distributions 
associated with the parameters are Dirichlets with the following characterisations 
p(O) = D(al, a2, a3) , 
P(Oi) := 2)(Alii A2ii A3i) i=1,2,3, 
p(, Oi) =D(, rli,, r2i, 7-3j) i=1,2,3, 
If we observe the complete data set, for example, d, = (X = xi, Y= y2, Z= zi), then 
the likelihood function will be 
P(X :: -- XI iy : -- V2 iZ ---: Zl) 7- 
01021012 
The local sensitivity measure of posterior expectation of , for example, 
g(tj) = 
020231013 
with respect to small perturbation of p(ol), is given by, 
- 
010311PI2 
Vý-'NOO)II Edl (g(,, ) - E(g(p) I dj) 101 = 
ý1) f }2pojýj)dý1}12 
Pol (Z) 
where ýj C= (0,1) and p(Ol I di) = D(Allj A21 + 1i A31)- 
The local sensitivity measure above can be computed as follows, 
a2A23TI37'. 2A. I }2 +, 
a2A237'137.2A. 2j (T 1) }2Xf. 
A21 (A21 + 1) 
11119NOO)II =f N2 
1ý 4ýý 
al. \217'127.3. \. 3 al, 21orI2T3A. 3(731) 
(A. 1 + 1)A. 1 
a2. \237'137*. 2 }xf a2, 
\237'13*r. 2/\ 1(7'1) A21 
alT127'. 3A. 3 alA21712713 
As a numerical example, let hyperparameters take the following values, 
(al 4, a2 = 6, a3 = 3), (, \Il = 3,0\21 = 4,, \31 = 6), (, \12 = 4, A22 5,0\32 = 
(/\13 21 e\23 1i \33 = 5), (711 -T21 = 3,7-31 = 3), (712 = 617*22 4, T32 = 8), 
(7'13 2,7-23 5,733 = 3), 
then the local sensitivity measure will be jj! '9(p(Oj))jj = 0.3577. 
For the noninformative prior distribution &1) = D(All = 1j A21 = 1j, \31 = 1), the 
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norm above will be, JjSP-q(p(Oj))jj = 1.9841. 
Note that if the function of interest is in terms of Oj's only, then the local sensitivity 
measure6 of g(Oj) with respect to small perturbations to Oj's or 0j's will be zero. For 
example, in the last example if we chose g(g) = 01, then 
illgwolml = 
The result above is similar with the result that is obtained for the case in which the 
parameters were globally independent of each other. Therefore, we can say that the 
posterior quantities associated with the specified nodes will remain unchanged with re- 
spect to perturbation of the prior distributions on the other nodes. The methodology 
for evaluating the local sensitivity measure is similar when the parameters are not inde- 
pendent of each other but the computation in this case becomes tedious. The numerical 
methods (e. g., MCMC) to calculate the influence function, IF(z), and the posterior 
marginal distributions would be useful (see Gustafson(1996a) for the similar work in 
hierarchical models). 
Example 7.2 In this example, we present the local sensitivity analysis for the 
general discrete directed acyclic graph model. Let us consider this DAG model with the 
multinomial likelihood function as follows 
k 
All 12) = 
rl P(X,, I X,. (. V), 
20 
V=l 
GThe small values of the local sensitivity measure given the hyperparameters indicate some degree of 
robustness with respect to the choice of the perturbed prior. The inference of interest will be insensitive 
with respect to the choice of the priors if the local sensitivity measure is almost zero. However, how 
small the local sensitivity measure should be to conclude that the inference is not sensitive with respect 
to the choice of priors depends on the context under study. 
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By assuming local and global parameters independence, the prior distribution associated 
with parameters are given by 
k 
P(2) = 
11P(2j) (global independence) 
and 
ni 
p(2j=Hp(Oj(,, )jP., (j)), (local independence) 
V=1 
where pai(l) denote the level 1 of the parent configurations of Xj, and ni stands for the 
number of the states of i1h variables. 
It is usual to assign a Dirichlet distribution to the parameters associated with each node 
as follows 
O. -DI(ail,..., ai,, j), i=l,..., k, 1=11 Imi 
and therefore the prior distribution associated with -0 
is a Dirichlet product as follows 
k mi 
PM 
The likelihood function of 0 given data, x can be written as 
k mi 
rI H O"rpalil 
i(V)Ipai(l) 
Now, suppose we are uncertain about the prior distribution associated with 0 or a specific 
element of 0. Without loss of generality, we wish to study local sensitivity analysis with 
respect to uncertainly in p(21). We can represent this uncertainty by the following linear 
perturbation, 
(i -c)Di (all,.. -I alnj+CDl(, 31l, ---'fllnj 
The local sensitivity measure under this linear perturbation based on the V-divergence 
(including the Hellinger distance) is given by 
q(0 Ix) Varp(oll-) 
pe., ý s(P, q; -., r) =1 
Mq(X) 
}2 
eý, ) 
77p(M) 
Varp(gl) (q(0 » 
püý 
ü 
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where p= DI(all,..., alni), q= 'D, (, 3111 ... 031nji 1= (Xb ... X2) denote the 
data, p(. 11. ) and q(., I x) denote the posterior distributions with respective prior densi- 
ties p and q, mp(I.: ) = fol p(jz I gj)p(21)ýOj and similarly Mq(21) can be defined. 
it can be easily shown that 
p(211ýL)=Dl(all+xll,..., alnl+Xlnl), q(21 11) + X111 ... 1,31ni + XInJ 
(al) IP(ali + x1j) 17661) F171, r0ii + x1i) IP(aii) r(al + Nj) Mp FIý mq(')=FI!, 1=1jr(, 3jj) r(, 31+Nl) 
where N, E, ý=Ijxjj- 
Therefore, the local sensitivity measure in Equation (7-11) becomes 
r(, 31)ip(al + NI)Fj! " I r(ajj)1P(3jj + X1i) 12 S(p, q; X) =I- I-- x IP(al)r(, 81 + Nj) rj', ý='j r(, ai)r(cejj T x1j) 
r2(01+Nl) n, ip(,,, i+. ýi)r(2,6jj-ajj+xjj) 
r(., +Ni)r(201-al+Nl) "'=', (]P(, 6, i+Xli))2 
r2(gi) 'jý2, r(. ii)r(2)31i-alil 
"llm, 2 
2= i)) 
The smaller values of S(p, q, x) indicating some degree of robustness with respect to the 
choice of the prior (see Dey et al (1996) for more detail). 
Example 7.3 Here, we would like to study sensitivity analysis with respect to 
uncertainty of the directionality of an arrow between two nodes in the equivalence class 
of Bayesian networks. For simplicity, let us consider the equivalence class of Bayesian 
networks with two binary random variables. This class contains two Bayesian networks 
shown in the following figure. Let assume, we are uncertain about the direction of the 
arrow between X and Y. That is, it is not clear that the direction of the mentioned 
arrow is either X) YorX ( Y. 
To evaluate the local sensitivity measure, the following perturbed prior distribution is 
considered, 
P, (O., Oyl., Oyp) = (1 - c)p(O., OVI.,:, Oyj., j) + cq(Oy, O., Iy, O.,,;,, ý) 
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G) 0011- 00-11, 
Figure 7.3: The representation of the Bayeslan network with the discrete domain and 
its Markov equivalent. 
where p(. ) denote the prior distribution of the parameters associated with X)Y and 
q(. ) denote the prior distribution of the parameters of Y1X. In the perturbed prior 
distribution above, the base prior distribution is p and the contaminated part of the 
perturbed prior distribution is denoted by q. 
The local sensitivity measure for this purpose is given by 
Mq (X) 2 p7o"OYI., ovlt S(P, q; ij =( Z-'-' ) lysoxIfl) mp (2) -n, q(. ) ( 
q(OX, o- 
p 70.1-0 1-, --. -0 1-1 -2- y 
Geiger and Heckerman (1997) showed that the prior distributions associated with the 
parameters on these two equivalent Bayesian networks are Dirichlet as follows 
p(OX, OyIXj OyIj) = KO("' 
+112)-10: 
j(ýl3+a4)-loCtj 
-1 OQ2-1 OQ3-1 OCE4 -1 
X yIx -DIX YI-i 91-t 
and 
p(Oy, O.,, Iy, O.,; Ip) = 
KO("+a3)-lo(Ct2+a4)-loCkl-IOC93-loa2-IOC14-1 
yD -ly iib xIg 
ilp 
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where K stands for the normallsed constant (see Chapter 3 for details). 
Therefore, 
,x+0; 7.0 yl, 
)2(Oxo 
9x +0 äý oý1., 
)2 
E 
ýq 
(0., 0.1 
Y, 
0. (OXOY 
0202 P(O., ' 
Oylx 
1 
Oyli) 
p(ox, OYI., 0ylý-) 
1xi 
i 
(a, + 1)(a2 + 1)CflCe2 
(a, + C12 + 3) (al + a2 + 2) (a3 + a4 - 1) (a3 + a4-1--2) 
+ 
(al + 1)(Ce4 + 1)Cila4 
(al + a2 + 1) (a, + a2) (a3 + a4 + 1) (a3 + a4) 
+ 
2(al + 1)CQCilCe2 
(a, + a2 + 2)(al + a2 + 1)(a3 + a4 - 1)(a3 + a4) 
+ 
(a3 + 1)(a4 + 1)a3Ce4 
-+ (a, + a2 - 1)(al + a2 - 2)(a3 + a4 + 3)(a3 + a4 + 2) 
(Ce2 + 1)(a3 + 1)a2a3 
(a, + a2 + 1)(al + a2)(a3 + a4 + 1)(a3 + Ce4) 
+ 
2(a3 + 1)Ce3a4a2 
(a, + a2 - 1) (a, + a2) (a3 + a4 + 2) (a3 
+ C4 
2(a2 + 1)ala3a2 
(a, + a2 + 2)(al + a2 + 1)(a3 + Ce4 - 1)(a3 + a4) 
2(a4 + 1)Ce4ala3 
(a, + a2 - 1)(al + a2)(a3 + a4 
+ 1)(a3 + a4 T2) + 
4ala2a3a4 (7.12) 
(a, + a2 + 1)(al + a2)(Cf3 + a4 + 1)(a3 + a4) 
(OXIOXIVOXIP) 
Similarly, we can compute Eq(. jz)(P'(O.. OY, xý 0 Y1, 
ý) by replacing ai's by ai + xi in each term 
E in Equation (7-12). The equation associated with (q(O,, 
Ox I y! OXIO is called (7.12*). 
Furthermore, it can be shown that 
Mq(!, ) 
MPW 
Thus, S(p, q; gi) will be computed by plugging Equations (7-12) and (7.12*) into 
E 
(OXIOXI OX19) q(O 00) 
, q(. )(q 
- Xly' 
.. 
TIP 
. 
P(O"OYIx' y1j) 
and Eq Vi 0 (-i-:, -! )(P(Ox'O"1. 'O"I., )) 
respectively. 
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We can also evaluate the local sensitivity measure with respect to uncertainty of the 
local independence assumption of the specific node in a Bayesian network. 
Exarnple 7.4 As an example, let us consider the Bayesian network shown in the 
left hand side of Figure 7.4 above. For the purpose above, the following perturbed prior 
is suggested, 
PC(0.1 0,1., 0,1i) = (1 -, E)P(0., 0. ', 1., 0,1i) + 6q(O., oýJ 
where q(O.,, Oy) = p(O. )p(Oy), and p(Oy) = Beta(al + a3, a2 + a4) . 
Therefore, the required local sensitivity measure can be easily calculated as follows 
. I:, (p* (0-, OYI., Oyläý 1 Z: ), p* (0., OjI., Oyli S(p, q; 1,: ) = lirn Z "t'c 
cýO H(P, (0--, Oyl, Oyl£), p(O., OYI., OYIi» 
varp. ( q*(0 
Oyim)oyi£. lz» 
m(x 2 vy 1 ., Oy Im x 
q(Ox to 0 m(Z, p) varp 2! p(O., oy x0yi 
The small values of S(p, q; g) means the inference in terms of posterior distribution of 
parameters of those nodes is not sensitive to the local independence assumption. 
Exarnple 7.5 In this example, we want to assess local sensitivity analysis with 
respect to uncertainty about the prior distribution associated with the parameters on 
the cliques in the Bayesian networks shown in Figure 7.4. This graph consists of three 
cliques: C1 = jXi, X2, X3}, C2 = fX2, X3, X4}, C3 = fX4, X5, X6}, S2 = fX2, X3}, 
S3 = IX4}. Note that S2nS3 = 0. 
According to Figure 7.4, we can conclude that 
01 11 (02 
1 
03) 1104 11 (05 
1 
06) 
However, (02 1 0.3) and 
(05 
1 06) are dependent on each other. 
The likelihood function of the Bayesian network shown in Figure 7.4 can be written as 
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Figure 7.4: The representation of a Bayesian network with three cliques and disjoint 
separators. 
follows 
(011 
-01) 
02 
1 
03 
102) -03) 
04) 
IT4 1 
05) 06 
1 X5) 06) -" 
P(Ol i X1 1 
021 031 X21 X3)P(041 X4 1 X21 X3)P(05; 061 X5) X6 I X4) 
Let us assume that we are uncertain about the prior distribution associated with (01,02,03) - 
The following geometric perturbed prior distribution is appropriate for this purpose. 
plý(. )ql-f G) 
fopc(. )ql-f(. ) 
where 
q(01, xj, 021 03s X2) X31 041 X41 05) 06) X5i X6) 
t7(01 i X1 1 
02 
1 
03 
1 X2 i X3)P(04 i X4 
I X2) X3)P(05 1 
06 
1 X5 i X6 
I X4) 
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However, we can similarly define the perturbed prior distribution associated with un- 
certainty in 04 or (05,06)- 
The perturbed prior distribution, %, is defined as follows 
q, (. ) oc 
f(-1vX2sX3) 
IP C (Olt Xli 021 03) X2sX3)ql-r'(Oli Xlj 021 031 X2, X3)dx, dX2dX3} 
14 
fP(04j X4 1 X21 X3)( 
J(X5sX6) 
{P(05)061X5iX6 I X4)dx5dX6} 
or 
log q, (-) oc log 
J(-19X212: 
3) 
{Pf (011 Xb 02) 03) X21 X3)q1-t(Oj, xi, 02,031 X2, X3)dXldX2dX3}+ 
log 
14 
fP(04 
i X4 
I X2) X3) dX4} + 109 
f(XS)X6) 
N05) 061 X5i X6 I X4)dX5dX6} 
We can compute the local sensitivity measure for the purpose above under geometric 
(or linear) perturbation by the sensitivity measures presented in Equation (7.3) or (7.4). 
However, the computation of these measures should be infeasible and the numerical 
methods, such as MCMC, are required. 
This example helps us to define prior distribution for Bayesian networks with dependent 
parameters in terms of hierarchical prior distributions. We will study sensitivity analysis 
of these Bayesian networks in the next section. 
Example 7.6 (Forensic Science) In this example, we present an application of the 
local sensitivity analysis to study robustness of Bayesian network used in Forensic science 
with respect to uncertainty in the prior distributions associated with each variable. Now, 
we give the details of the Bayesian network, shown in Figure 7.5, associated with the 
assessment of Forensic Fibre Evidence in the discussion below. 
The forensic scientist compares evidence through the likelihood ratio of the proba- 
bility of evidence given the prosecution proposition Pr(E I C) versus the probability of 
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as, /3s 
Figure 7.5: 'IYansfer, persistence and recovery Bayesian network. 
evidence 7 given the defence proposition Pr(E 10). More precisely, the likelihood ratio 
is defined as follows: 
LR = 
Pr(Evidence 1 C) 
Pr(Evidence 10) 
where C denotes the prosecution proposition and is defined as 
C: The suspect wore the mask found at the crime scene at the time when the crime occurred, 
'The evidence in this case study is the number of retrieved fibres. 
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and 
C: The suspect is unconnected to the incident. 
Puch and Smith (2002) presented a Bayesian network (shown in Figure 7.5) for com- 
puting a distribution for the number Yt of fibres retrieved from the suspect's head hair 
that were originally transferred from the musk. 
They suggested the following distributions for the variables L and XO: 
L- Gam(aL, A), Xo IL- Pois(L) 
where L models the average number of fibres that are transferred to the offender's head 
hair and X0 models the actual number of transferred fibres. For details of the parameters 
aL, 6L, see Puch and Smith (2002). 
The variables X(O), Q(t) and X(t) model persistence. The following distributions are 
considered for these variables: 
Q(t) , Beta(Ce. , 
Pq) 
I X(t) - Bin(X(O), IIDQ(t)) 
where Q(t) models the proportion of fibres that persisted in the suspect's head up to 
time t without considering physical and head disturbance. The variable X(t) counts the 
number of fibres that persisted with success rate ADQW from the initially transferred 
fibres X(O). 
Finally, the variables X(t), S and Y(t) construct a model for fibre retrieval. They 
present the following distributions for the mentioned variables in this stage: 
Beta(a,, #, ), Y(t) - Bin(X(t), S) 
where S models the proportion of fibres that are retrieved in the laboratory. The vari- 
able Y(t) counts the number of fibres that are actually retrieved from the offender's hair 
given that the proportion of recoverable fibres is S and that the number of fibres on the 
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offender's hair is X(t). 
The aim of this network is to compute the marginal distribution of Y(t). Puch and 
Smith (2002) provide a software to calculate this distribution required in the likelihood 
ratio mentioned above. 
There are some sources of uncertainties to compute the marginal distribution of Y(t) 
which the likelihood ratio might be influenced by the changes of these uncertainties. 
These uncertainties are: the choice of hyper-parameters, the independence assumptions 
between parameters, the distributional assumptions considered for the variables and pa- 
rameters. 
To check whether the likelihood ratio might be influenced by changing these uncer- 
tainties, we can use the sensitivity measures introduced in this chapter. Unfortunately, 
the computation of these measures for this network is not feasible, and the numerical 
methods are required to calculate the marginal distribution of Y(t) and the correspond- 
ing likelihood ratio with respect to perturbation of the qualitative and quantative as- 
sumptions mentioned above. 
As we said above, the provided software enables user to compute the marginal distri- 
bution of Y(t) for the specified hyperparameters. Therefore, the sensitivity analysis 
can be implemented by changing the values of those hyperparameters and assessing the 
changes in the marginal distribution of Y(t) and the likelihood ratio by using this soft- 
ware. However, it most useful to do such sensitivity analysis within the context of the 
particular type of perturbations that one might find in the given practical situations. 
124 
7.4 The Sensitivity Analysis of the Bayesian Networks with 
Dependent Parameters 
In most of the last section, we studied the local sensitivity analysis of the posterior 
quantities to perturbations of prior distributions for the Bayesian networks under local 
and global independence assumptions on the parameters. Now, let us consider Bayesian 
networks where parameters are not locally and globally independent of each other. In 
this situation, the dependent structure between parameters can be defined by hierarchi- 
cal models. However, the dependency between two parameters can also be introduced 
using a latent variable. It should be noticed that the hierarchical models can be con- 
sidered as a DAG (see Guihenneuc-Jouyaux et al (1998) and Kirby-Splegelhalter (1994)). 
When we introduce the hierarchical prior distribution for the Bayesian network with 
the dependent prior distributions, identifiability issues need to be addressed. We give 
some suggestions to overcome unidentiflability. Finally, sensitivity analysis of these 
Bayesian networks will be assessed. 
7.4.1 Bayesian Identiflability for Hierarchical Models 
In hierarchical models, stagewise specification often introduces random effects, yielding 
an overall parametric model of high dimension. Typically, for at least some of the pa- 
rameters, there is a sense that the data provide little information (i. e., these parameters 
are weakly identified) and hence that the model is weakly identified. In particulaý, sup- 
pose that the Bayesian model is denoted by likelihood L(2 I x), prior 7r(2) and where 0 
is partitioned as 2= (11, ±). If 
j2l, -. X) = P(O 
121) 
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then we say that 0 is not identifiable. This means that, if observing data x does not 
increase our prior knowledge about ± given 01, then 0 is not identified by the data. 
Unidentifiabilitysoccurs in the most rudimentary hierarchical specification, 
p(x I 21)p(21 1 &(0). In addition, because 
p(O 121,2) oc L(11, ± I 1,: )p(O 121)p(21) (7.14) 
0 is not identifiable if and only if the likelihood is free of 0. Hence the formal definition 
of Bayesian unidentiflability (Dawid (1979)) is equivalent to a lack of identiflability in 
the likelihood. This hierarchical model is shown in Figure 7.6. 
It should be noticed that the data x are conditionally uninformative for 0 given 21 
(Since Equation (7.13) holds for this hierarchical model. ). 
Settimi and Smith (1999,2002) showed that for the graph given in Figure 7.7, 
if 01-LL02 10, and there is only knowledge on the margin (01,02) obtained by data, 
21 (XI i X2) , then the corresponding model 
for the probabilities is unidentiflableg (see 
Settim! and Smith (2000), Croft and Smith (2003) for more details and more examples 
of unidentifiable systems). 
The important message here is that considerable caution should be considered in 
analysing data, which contain the systematically missing observation, by hierarchical 
models. 
'More formally, a subset Go of the parameter space E) is unidentifiable for some data V if for all 
parameters 0 and 0' in Go the probability distributions arc such that p(*D 10) = p(D 10'). Therefore, the 
posterior inference on the unidcntiriable parameters will be extremely dependent on the prior settings 
in the model as it is shown above. 
'Note that, in the paper by Settimi and Smith (2000), 01 and 0 arc discrete. But the phenomena 
still holds if they arc continuous. 
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C 
0 
Figure 7.6: In the hierarchical model with the structure shown above, 0 is not identifi- 
able. 
In 2002, Whiley and Titterington consider the identifiability of the naive Bayesian. 
network with a binary, unobservable, root node and binary observable nodes. They de- 
fine a model is identifiable if and only if the matrix associated with the transformation 
between the model parameters and the parameters of the observable variables is of full 
rank'O. They show that this matrix is of full rank for the naive Bayesian network with a 
binary, unobservable, root node and 3 observable binary node. However, the parameter 
space for this model also contains a number of non-identifiable models (See Whiley and 
Titterington (2002) for some examples of these models. ). 
To make sure to have an identifiable model, one could impose the order (restriction on 
'OThis actually is on agreement with the result represented by Geiger an Heck-erman (1997) concerned 
with the characterisation of Dirichlet distribution 
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T 
Figure 7.7: The hierarchical model with unidentified parameters mentioned above. 
the order) on the hyperparameters associated with the variable (or node) that make the 
model identifiable (for example, Richardson and Green (1997) imposed the restriction 
on the order of the eigenvalues of the covariance matrix for the Gaussian Regression 
models. ). It should be noticed that this approach is recommended for the models with 
Gaussian distributions. 
Now, lot us consider the Bayesian network with hierarchical prior with three stages 
as is shown in Figure 7.8. 
The stages of this hierarchical prior are: Oi I 0j, 0i I ?P and 0 as the known stage. The 
relationships between parameters mentioned above can be considered as 
01 : -- 01 + 611 02 = al0i + C9202 + 62 03 = 02 + 63) 
q5=1'+c, i=1,2 
where a,, a2 ý: 0 and al + a2 -` 1- 
Let assume the normal distributions for the variables above as follows, 
cj-N(jj, Ej), i=1,2,3, c'j-N(2, Tj), i=1121 
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X2 
02 
Figure 7.8: The representation of Bayesian network with three stages hierarchical prior 
distribution. 
Oi I Oi - N(Oi, rj), i=1,2,3, oi 1,0 , N(V), Ti), i=1,2 and V) = V)*, 
where Ej, Tj denote the covariance matrices of ci and ci respectively, and 0* is a fixed 
value of 0. 
According to Lindley (1972, p. 46), "... unidentifiability causes no real difficulty in a 
Bayesian approach"; suitable proper priors (prior distributions) ensure proper posteriors 
for the model unknowns, hence model estimabilityll. Note that, in practice, ignorance 
or mathematical convenience often lead us to choose rather vague priors for at least some 
parameters (as Lindley and Smith (1972) considered vague priors on the parameters of 
the second stage in hierarchical model). 
"It should be noticed that it also means that any inference will then be very sensitive to the prior 
specification used. 
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It should be noticed that unidentiflability causes no real difficulty in a Bayesian approach 
if we have multiple sample or repeated measurements in the sense that is discussed below. 
Furthermore, note that we do not consider the identiflability as above. In fact, we 
believe that identiflability will be an issue on a Bayesian model if unidentifiable param- 
eters can affect the distribution of future observables. Otherwise the ways we set the 
priors will not make a predictive difference. 
Therefore, the posterior distribution associated with the parameters in the hierarchi- 
cal model shown in Figure 7.8 in terms of one sample would not be identifiable. In 
this situation, we need a large number of samples (repeated measurements) of d,. 
(W XW XW X1' 1213i :5 m), where m denote the number of repeated samples that is 
required to estimate or update 0 in identifiable way. In fact, when we have a large 
sample from a single population, we will find that we are immediately faced with iden- 
tiflability problems. However, this issue can be solved by choosing several samples from 
different populations, all known with respect to the Bayesian networks with the same 
structure. We can formalise this discussion as follows. Let us consider the variables of 
the hierarchical model shown above as {x(jj) :1<i<n, 1<j :5 m}, where i indexes 
observations of process j, and m different process (samples) are described by this model. 
According to each process, we have an estimation for 0, and hence the following set for 
m processes: {ý(j) :1<j :5 m}. Then, we can get consistent estimate of 0 (or logis- 
tic form of that) from these m points. Furthermore, we can consistently estimate the 
distribution of 0, and hence the covariance matrix of (01,02,03) given the observation 
collected from m processes mentioned above and fixed orientation of 0. 
Now, lot us define the hierarchical prior in the general form for the Bayesian network 
with k- variables, X= (XI, ---, Xk). If the parameters associated with these variables 
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are not independent, we can consider the hierarchical prior distribution with at most 
k-stages as 
k k-i k-i 
11 
P(Oi(l) 1 Oý2)) X ... X P(Oýj) X p(O(k)) P(01 
Ok) (11P(Oi I 
-O-t(l))) 
X 
where 0) C (O(j) k- I-I, --., 
0(j)j) can be considered as the parents of the parameters at the 
jth level, 0(j) n O(j) 54 0 for 1 y-L m, 1<1, m<k and O(k !4 ! ý. M -) 
denote the last and known 
stage. In fact, if 
p(E,, p(xi I pa(xi), 2) x p(2) 
then, the prior p(2) can be factorised as the hierarchical model in the following decom- 
position: 
VOi G 21 Oi ' PI (oi -0)) 1 P2(10-zýl) 
1 0ý2)),..., 2ýk-l) ,p (2ýk-l) --% %k& 
I Oýk)), Oýk) Oýk)) 
__z --z ' 
Pk+l ( 
--z 
(7.15) 
where 0= (01,..., 
Ok) 
- 
Note that, the hierarchical prior above has some advantages. First, if the hyperpa- 
O(k rameters 
0) 
j-Q 
) are of no interest for the inference (about 
-0), 
it is equivalent to 
consider the simpler hierarchical model with two stages as follows 
21 2i", - P(2 1411) 
and 
k-2 k-j 
]I 
P(0ý1)) 10 
2)) 
X ... xH P( 
(j) 
X p(o(k) oi 
The second advantage of hierarchical models that makes the computation of the corre- 
sponding estimators easier is given by the following lemma that is originally introduced 
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by Robert (2001): 
Lemma 7.3 For the hierarchical model given by 
X-P(--10), 0-pl(0101), --. ' 0. -p. +i(O. ), 
the full conditional of Oi given x and the Oj's (j 0 i) satisfies 
p(oi 1 x 0,01'... ' 
Ok) 
---: P(Oi 
1 Oi-li Oi+1)- 
It means that the conditional distributions in a hierarchical model only involve by local 
hyperparameters. So, this lemma could be useful to study the sensitivity analysis of the 
Bayesian networks with the dependent parameters. 
By using the local Mark-ov property on the moral graph 12 D', we can say that 
a-LLV \aI bl(a) (7.16) 
where bl(a) is the so-called Mark-ov blanketll of a. It can be found directly from the 
original DAG 7) as the set of a's parents, children, and children's parents: 
bl(a) = pa(a) U ch(a) U 1,8: ch(, 8) n ch(a) :, /- 
The same lemma can be presented for the Bayesian network with hierarchical prior as 
follows, 
Lemma 7.4 The conditional distribution of Oj(1) given x, and the &) Is (j 54 i) associ- .7 
ated with the Bayesian network described above with the hierarchical prior distribution 
is given by 
O(k-1) 0(1) 0(2) Ok) p(Oi(l) P(Oil) I Mr, 011 ... I 
Oki 01(l) 
iII bI (Oi(') 1-1 k-11 k-11 k .1 
12 The moral graph is obtained from the original DAG V, by adding undirected edges between all pairs 
of parents of cacti vertex which arc not already joined, and then making all edges undirected. 
13Thc Markov blanket is the set of neighbours of a in the moral graph D'. 
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Proof. As is discussed above, we can conclude that 
Oý1)-IL(. T, 0, ---, 
ok, 0(').... 
, 
o(k-1) o(1) o(2) ok) \ 0, (1) 1 bl(Oil)i 
111 1-, k-1) k-11 k 
Therefore, by using the following conditional independence statement 
A if BIC #ý Pr(A I B, C) = Pr(A I C) 
the proof is trivial. 
Example 7.7 Consider the following Bayesian network, shown in Figure 7.9, with 
the hierarchical prior distribution 
XI X2 ) X3 
Oil )k 012 )t 013 
022 
Figure 7.9: The Bayesian network representation with to the hierarchical prior distri- 
bution. 
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According to Lemma 7.4, the posterior quantities Of 012 are influenced by the neigh- 
bours Of 012, 
fXI, X2,021,022}, determined in the corresponding moral graph and shown 
in Figure 7.10. 
Figure 7.10: The moral graph corresponding the Bayesian network represented in Figure 
7.9. 
Therefore, we can conclude that the posterior quantities of 012 could be sensitive 
with respect to small perturbations Of 012 neighbours' distributions, and are not influ- 
enced by the rest of variables. Let us write the parameters involved in this hierarchical 
prior as Oij, i=k, i= (k -i+ 1), where k denotes the number of nodes. 
By this notation, we can say that the local sensitivity measure of the posterior quanti- 
ties of Oij is influenced by small perturbations of the prior distributions associated with 
100-I)j, 0(i_I)(j+I)I 0i(j_I)I 0i(j+1)) 0(i+l)(j-1)) 0(i+l)i}. 
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To compute the local sensitivity measure with respect to those perturbations men- 
tioned above, the following measure that is similar to the one used by Gustafson (1996b) 
will be considered. This measure for the posterior distribution of Oij with respect to the 
small perturbation on the prior distribution of, for example, Oi(j-, ) is given by 
lim 
H2 (p (Oij I T), P, (Oij I ýK)) 
f--+O H2(p(oij), p, (Oij)) 
where p, (Oij I x) denote the posterior distribution of Oij associated with the perturbed 
prior distribution, pc(0j(j_j)). 
As an example, lot us consider the local sensitivity measure of the posterior distribution 
Of 012 with respect to perturbation on the prior distribution of 021. The Hellinger dis- 
tance required to calculate this measure is given by 
H2 
021 (P(012 10211 022 
1 XI i X2) i Pe 
(012 10211 022 
1 Xl i X2)) 
'IpO21 2[l -2C2 
f 
P(012 1021) 022) Xl i X2) 
(012 10211 022 
1 XI i X2) 
11 
The integral part of equation above is calculated as 
where 
and 
A 
22 P(012 10211 0221 Xls X2)Yc2l(012 10211 0221 Xli -T2)'! 
ff 
2B2 B, 2 
P(XI)P(X2 I Xl i 
012)P(012 10211 022)P2 2 
1 1(021)PE (021)P(022)i 
Bi 
-*: -- P(Xl)P(X2 
I XI i 
012)P(012 10211 022)P(021)P(022) 
i 
B2 --` P(XI)P(X2 
I Xl) 012)P(012 10211 022)AE (021)P(022) 
The integral above is usually hard to calculate in the analytical way (even if the con- 
jugate priors are chosen. ). Therefore, the numerical methods such as MCMC can be 
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implemented to calculate these integrals. 
7.5 The Relationship Between a Manipulated Bayesian 
network and Sensitivity Measures 
In this section, we will study the possible relationship between a local cause that is 
defined in the causal Bayesian networks by forcing a node or a set of nodes to get spe- 
cific values and the local perturbation that we use to study the local sensitivity analysis 
throughout this chapter. In the other words, we want to answer the following question: 
Could the local cause be defined in terms of the local sensitivity for the given graphical 
model? 
Before we mention the general result, it is instructive to start with examining a sim- 
ple Bayesian network with two binary variables as shown in Figure 7.11. 
In Section 7.2, we show that the local sensitivity measure of the posterior expectation of 
00 
Figure 7.11: The representation of the Bayeslan network with the discrete domain and 
its Markov equivalent. 
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g(O) with respect to the small perturbation to the prior distribution of 0 is zero, subject 
to existence of global parameter independence. As we have learned (see Chapter 4), if a 
Bayesian network is causal, then the parameters associated with this Bayesian network 
must exhibit the local and global independence parameters. Therefore, the result ob- 
tained above for the causal Bayesian network is valid. 
The joint distribution of the causal Bayesian network shown in Figure 7.13 is fac- 
torlsed as 
Xx, v, 0,0) = P(x 1 0)P(y 1 x, 0)P(0)P(o) 
Now, if we do{O = ý}, then the representation above becomes 
p(x, y, 0,0 1 do(0 = ý}) = p(x 1 0)p(y 1 x, ý)p(0) 
Therefore, we can conclude that 
E(_q(0) 1e= (x, y), do{O = ý}) = EP£(0) (g(0) 1 s) = EP(O) (g(0) 1 e) 
That means, if the parameters in the causal Bayesian network are globally independent, 
then the inference in term of the posterior expectation of g(O) with respect to small 
perturbation to p(O) is robust. Equivalently, by the assumption above, doing 0=ý will 
not affect distribution of 0, and therefore, it could be concluded that the local sensitivity 
of posterior expectation of g(O) with respect to small perturbation to the distribution 
of 0 is zero. It should be noticed that doing 0=ý can be expressed as the local 
perturbation to p(O). Therefore, we can say that 
OJLO =ý, jj! '9(p(O))jj =0 4* dofO = ý} does not affect the distribution of 0 
This motivates the following theorem. 
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Theorem 7.1 If the parameters in the causal Bayesian network are globally inde- 
pendent, then, doing (Oi = 
Oj) does not have any effect on Oj, j 34 i, and equivalently, 
the local sensitivity of the posterior quantities of the function of Oj (j :A i) with respect 
to small perturbation to Oi is equal to zero. 
Proof The joint distribution of X= (X,, :vE V) in the causal Bayesian network 
which the parameters are a prior! independent of each other is given by 
p(M, rl p(x, I pax,,, 0, )p(O, ) 
vc-V 
Thus 
p(. T, gldo{Oi=Oi})= 11 [p(xlpax,, O, )p(O, )]xp(xilpaxi, Oi) 
'VGV\fi} 
and 
[I = E, (g(Oj) IX=x, do{Oi = 
Oi}) 
p(xj 1 pa(j), Oj)p(0j)g(0j)dOj 
= E(g(0j) 1X= x) =ß f p(xj 1 pa(j), Oj)p(0j)dOj 
The local sensitivity of the posterior expectation of g(Oj) with respect to small pertur- 
bation to P(Oi) (e. 9; p, (Oi) = (1 - c)p(Oi) + eq(Oi)) is given by the following norm 
Poi (z I X) I jj! P-Q(p(O)) 11 = [f lEx(g(O, ) -pI Oi = z) Poi (--) 
}, Poi (z)] 2 
Since the existence of global parameters independence, the norm above will be equal to 
zero, that is, jji'9(p(O))jj = 0. 
Note that, the same result can be obtained when the roles of Oi and Oj are reversed. 
These results motivate us to explore the causal Bayesian networks with weak form of 
dependency between parameters which is called, approximate causal Bayesian networks, 
and the causal relationships between the corresponding variables called approximate 
causality. 
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As we showed above the parameters in a causal Bayesian network must exhibit local 
and global independence. However, we speculate that there could be systems (particu- 
larly, Bayesian networks) with some sort of weak dependency between their parameters 
which under some external manipulation, this dependency could be destroyed or could 
be modelled in terms of combination of prior distributions with independence assump- 
tions. We could explore this dependency between parameters by the local sensitivity 
measures mentioned above. 
This is an exciting possible elaboration of the idea of causality which can be universally 
applied to any given prior distribution. However, results associated with such systems 
are beyond the scope this thesis and will be studied later. 
7.6 Asymptotic Behaviour of the Specific Local Sensitivity 
Measure 
It is very natural to expect that if the sample size becomes large enough, then the local 
sensitivity measures introduced in this chapter must become very small or more pre- 
cisely tend to zero. 
Many authors including Gustafson (1994,1996a), Gustafson et al (1996), Gustafson 
and Wasserman (1995) showed that this is generally not true (in the next chapter, we 
discuss this topic in more details). However, Sivaganesan (1996) claimed that, for a spe- 
cific form of local sensitivity measure, and for the class of priors which satisfy some mild 
conditions, local sensitivity measures (not as general as the local sensitivity measures 
introduced in this chapter) converge to zero asymptotically. This result is presented in 
this section, and we will apply this approach to study the asymptotic behaviour of the 
local sensitivity measure for very special classes of Bayesian networks. 
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It should be noticed that the main aim of this section is to study the asymptotic 
behaviour of the local sensitivity measure as an example. One can reallse that this mea- 
sure is very specific and shows quite good behaviour for some specific classes of prior 
distributions under some strong conditions. 
In the next chapter, we present a more general approach by defining a new class 
of metrics called credibility metrics whose asymptotic behaviour are very suitable and 
when they are used as local sensitivity measures, we do not need to restrict the classes 
of prior distributions or assume some strong conditions as the other authors including 
Sivaganesan (1996) did. 
Now, let g(O) be a function of interest, which is assumed to be differentiable. As 
described above, the local sensitivity measure for the purpose above can be written as 
S(P, q) = lim 
d2 (Eq, (9 (2) 11)1 Ep (9(2) 11» 
(7.17) 
c-+O di(q, (2), p(2» 
where d, and d2 stand for arbitrary distances between priors and posterior quantities, 
and q, (2) is considered as a perturbed density in the following class of prior distribution. 
IP = fqc(2) = (1 - c)p(2) + cq(2); qE Q} 
where r is called c-contamination class of prior distributions, and Q denote the per- 
turbed class of densities q(2) that is defined over the support of 0. 
As a diagnostic the supremum of the quantity in Equation (7.17) might be used over 
a perturbed class of prior densities. If both dl and d2 are total variation distances, then 
under some regularity conditions, 
Supqc=Q f P(a! I 2)lg(2) - Ep(g(212))jq(2)cý0 S(p, Q) = sup S(p, q) =- (7.18) 
qEQ MPW 
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where mp(j: ) =f P(-Ir 1 &(&2. 
The measure above over all priors, denoted by QA, becomes 
S(A QA) = SUP S(P, q) - 
supofp(z, I 2)f Ig(2) - Ep(g(2 I X))Il} (7.19) 
qEQ MPW 
Gustafson et al (1996) show that, under mild regularity conditions, the local sensitivity 
t 
measure introduced by Equation (7.17) increases at rate n2where k is the dimension of 
the parameter space. This surprising result is discussed further in Section 8.2. Thus, if 
we used this as a diagnostic we would conclude that the posterior becomes increasingly 
sensitive to the posterior as the sample size increase. 
Sivaganesan (1996) studied the asymptotic behaviour of the specific form of certain 
local sensitivity measure (in fact, he considered the local sensitivity measure with the 
linear derivative) given in Equation (7.18). He shows that this measure converges to zero 
under some conditions. He considered an uniformly bounded class, Q, of densities, q(2), 
on the support of parameter space. That is, there is aM< oo such that supo q(M <M 
for all qEQ. The regularity conditions required for the convergence of the posterior 
quantities with respect to each % C= r are assumed to be valid. In particular, it is 
assumed that p(g) is bounded, has bounded continuous derivatives, and p(OO) >0 (most 
of these conditions are not generally valid). Furthermore, it is assumed that 0 --+ 00, 
and 
i=- 1 i'V) --+ '(-Ow), n 
where 0 denote the maximum likelihood estimator, -00 
is the true value of 0,1(. ) denote 
the expected Fisher information matrix, 1(. ) = logp(. 12) and 
021(2) 
10J. 
'goi, goj -- 
Then, he shows that if qEQ have uniformly bounded densities (note that the class of 
priors considered by Gustafson et al (1996) was unbounded), S(p, Q) converges at rate 
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-I When qC n2. -Q has uniformly bounded densities with uniformly bounded derivatives, 
S(p, Q) is convergent at rate n-1. 
Furthermore, lot Q be given by 
Q= fq: L(2): 5 q(2): 5 U(2)} 
where L and U are bounded and continuous. Then 
I-I(07)-[U(O0) 
- L(O0)] ýý, AnS(p, -2- 7r p(0 
Example 7.8 Consider the Bayesian network shown in Figure 7.2 and studied 
earlier. Lot consider the baseline prior p(ft) as follows 
3 
PQI) = P(O) rl P(Oi)P(V)i) (7.20) 
i=l 
wherep(O)=D(al, a2, a3)jP(Oi)=I)(Alit, \2i; /\3i)i i=1,2,3, andp(V)i)=D(-rli,, r2i, -r3i), 
i=1,2,3. 
We want to assess the local sensitivity measure of the posterior expectation of 
g(L) = 020137P23 with respect to small perturbation of p(ol) = P(011 1 012) 031). The 
following class of perturbed priors, Q, will be considered, 
33 
QD q: q(ji) = D(al, a2, a3) 
11 1)(Ali) AN) A3i) D(771i, T2i) 7*307)(811 t, 
812) 013); 
i=2 
flliý: liAI0203iýý'li i=1,2,3} 
It can be shown that every density in the class above is bounded with the bounded 
continuous derivatives. 
The local sensitivity measure for the purpose above is given by 
where 
S(Pi QD) = 
S, pq(: -Q, 
f p(jj I L)(g(L) - 
mp(x) 
r(n) 333 ij. 11) ni, 
j, l 
r(Xijk) 
i, j=l j, l=l 
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JE3 
F3 X, jI, X. j, = Eý where xi.. = El lxijl, nVV E3 . 7= I=lXijkt Xii. 1= %= %= . 7= 1=lxijl, and 
3=j r(, Ilj \j)r(X. j. )r(, \, j + Xj. ) r(a)r(n) 11iLl r(ai + xi.. ) xX r(a + n) Ii, ý , r(ai)r(xi.. ) fjjý. , rlý , r(, \ij)r(, \j + X. j. )r(xij. ) Z= Z= -7 = 
rjý=j 113 
, 
r(, TyP(x.., )iP(TjI + X. jj) 3 I= 
rjý 
I 
r13 
3= =, 
r(-rjl)r(, ri T 
By using Stirling's approximation it can be shown that the local sensitivity above con- 
verges to zero at rate n-k - Where k denote the dimension of parameter space and n 
stands for the sample size. In the model presented in this example, k= 14. 
Another perturbed class that can be consider is given below: 
QDR = jq: L(p): 5 q(p): 5 U(tt)} 
where 
L(p) = 2)(VIi V21 V3) 
JID(Wli) 
W2is W3i)V(VIi, V2i, V3i) 
i=1 
and 
U(L) = V(Pb P2 i P3) 
rl 1)(01i, ON i 93i)V(Orli, UN, Or3i) 
i=1 
where for all ij = 1,..., 3, vi: 5 pi, wji :5 L)jj and vjj:! ý oji. 
Therefore 
(Ito) [U(ILO) - L(MO)] OnS(Pi QDR; A) 
27r P (, /t 
F (tlo) 
27r 
where go denote the true value of It, and (0j, ýjj, ýjj) stands for the maximum 
likelihood estimations, where 
oi ij = 
xij. and ýjj = 
x-j' 
n x. j. XJ 
Note that, the asymptotic results above are obtained under very strong conditions on 
the perturbed class of priors. In fact, these results are valid for the restricted classes of 
priors. We give more general results in terms of new class of metric and under weaker 
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conditions on the prior distributions and likelihood function in the next chapter. 
7.6.1 Discussion 
Gustafson et al (1996) pointed out that the asymptotic behaviour of the local sensitivity 
measures introduced in this chapter was very surprising. These measures displayed very 
high sensitivity of the posterior to prior, despite the increase in the sample size. By 
using Sivaganesan's notation, they showed that there are (c-contamination) classes such 
that the local sensitivity measure represented in Equation (7.18) does not tend to zero, 
as n --+ oo. The problem might have been the measures of sensitivity and/or the width 
of the class of the priors. But, Sivaganesan believed that the problem is in the classes of 
priors and it may be solved if we give up some priors. However, he removed point masses 
priors from the contaminating priors but, as pointed out in Gustafson et al (1996), that 
is not enough to claim that the local sensitivity measures converge to zero. 
Ruggeri (1996) claimed that if Sivaganesan considered more regular contaminating prior 
distributions, i. e. asking for uniformly bounded derivatives, besides uniformly bounded 
densities 14, he would find a larger rate of convergence. 
It seems reasonable to ask more requirements on the multi-dimensional priors which 
could be ended up with some specific classes of priors. 
Thus, the asymptotic results represented above are obtained under very strong con- 
ditions on some contaminating priors and for a specific local sensitivity measure. We 
present more general results in terms of a now class of metrics and under weaker condi- 
tions on the prior distributions and likelihood function in the next chapter. 
"By considering bounds on derivatives of higher orders, larger rates might be given. 
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Chapter 8 
Bayesian Convergence and 
Sensitivity under Credibility 
Metrics 
8.1 Introduction 
The local sensitivity analysis, as studied in the last chapter, is recognised for its com- 
putational simplicity, and its potential use in multi-dimensional and similar complex 
problems where global robustness investigation may be difficult. The major drawback 
of this approach is about the asymptotic bahaviour. It is reasonable that in most cases 
the influence of prior distribution on the posterior quantities becomes less important as 
the sample size tends to infinity. Gustafson (1994) reported that for the most classes of 
priors considered in the literature, the global robustness measures such as size of ranges, 
tends to zero as the sample size goes to infinity. Therefore, it is reasonable to expect 
that the local sensitivity measures must converge to zero asymptotically. 
Gustafson et al (1996) and Gustafson (1994) showed that for most general classes of 
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prior distributions the local sensitivity measures do not tend to zero, and even diverge 
for some multidimensional classes of priors. 
To overcome this issue, Gustafson et al (1996) restricted the class of contaminated 
priors to a particular parametric family and imposed some mild conditions on each 
element of this now class of priors. This approach is useful for some classes of prior 
distributions. 
Rirthermore, as we discussed in the last chapter, Sivaganesan (1996) indicated that 
a specific local sensitivity measure for some classes of prior distributions which satisfy 
some mild conditions would go to zero as the sample size tends to infinity. However, 
he reported these results for one-dimensional parameter space, and the mild conditions 
are not satisfied for most classes of prior distributions (see Section 7.6 for further dis- 
cussions) - 
In this chapter, we suggest defining the local sensitivity measures introduced in the 
last chapter in terms of a now class of metrics with which to examine prior to poste- 
rior convergence (LeCam and Yang (1990) and Schervish (1996)) and sensitivity issues 
(Gustafson at al (1996)) in a Bayesian model. 
We then focus on the posterior predictive distribution instead of posterior distribution. 
Although the computation of a posterior predictive distribution is more difficult, we 
believe that using posterior predictive distribution instead of posterior distribution for 
the local sensitivity measures produces more stable results. 
The methods are illustrated using estimated graphical models and various new 
asymptotic results are derived. In the first section of this chapter, we examine prior to 
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posterior convergence in terms of the total variation distance (and Hellinger distance). 
In Section 8.2, we show that the prior to posterior convergence in terms of the standard 
metrics introduced by Schervish (1996), and in terms of the R6chet derivative used as 
a local sensitivity measure by Gustafson et al (1996) are not appropriate. Section 8.3 is 
dedicated to introducing a now and more general class of metrics called credible Metrics 
whose asymptotic behaviour are very suitable and when used as a local sensitivity mea- 
sure, does not require us to restrict ourselves to a special class of priors. We also study 
the asymptotic behaviour of this metric by looking at the predictive distributions in this 
section. We believe that more stability can be obtained by using predictive distribu- 
tions. In Section 8.4, we study the asymptotic behaviour of the credibility metrics with 
respect to posterior distributions. Finally, we use these results to study the asymptotic 
behaviour of the local sensitivity measures derived for the several purposes in Bayesian 
networks. 
8.2 Introduction to the Bayesian Convergency 
In this section, we first examine some preliminary notations and concepts concerned 
with Bayesian convergence. We then examine the asymptotic behaviour of the local 
sensitivity measures studied in the last chapter. 
Lot P be the set of all probability measures on the parameter space and given a prior 
density p we denote p(. I x) the corresponding posterior density represented as 
p(0 1 x) - 
L(O 1 x)p(0) 
-f L(O 1 x)p(O)d0* 
Lot T: P -ý T denote some quantity of interest. For example, we might take T(P) = 
P(O I x) and T=P. In other words, the quantity of interest is the whole posterior 
distribution. Another example is Tg(P) =f g(O)p(O I x)dO, the posterior expectation of 
g(O). In this case T is the range of g. We might also be interested in the predictive 
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distribution of a new observation x. In this case T(P) is a probability distribution with 
the following density 
1 x) =1f(. 1 0)p(0 1 x)d0. (8.1) 
In the last chapter, we examined the sensitivity of a prior P in the direction of 
another prior Q, using the sensitivity measure 
S(P, Q) = lim 
d2(T(Q, ), T(P)) (8.2) 
C--ýo di (Q,, P) 
where Q is the perturbed prior distribution and can be either linear or geometric per- 
turbation of P, and d, and d2 denote any distances such as total variation distance or 
Hellinger distance. Unless otherwise stated, throughout this chapter we will assume that 
dl(.,. ) and d2(.,. ) mentioned in Equation (8.2) are both the total variation metrics. 
Note that if r9P then we can define S(P, ]P) = SuPQcrS(PQ). We will study the 
asymptotic behaviour of this sensitivity measure under the credible metric which is de- 
fined in the next section. 
In Chapter 7, it was shown that under mild regularity conditions S(P, 'P) (S(P, r) for 
many classes of r) increases at rate n2 , where k is the dimension of the parameter space. 
Therefore, if we use this quantity as a diagnostic we will conclude that the posterior 
becomes increasingly sensitive to the prior as the sample size becomes very larger. 
This is because, P comprises many unreasonable priors (e. g., priors which put all the 
mass at one point, or priors that have very noisy behaviour at their tails), Gustafson et 
al (1996) initially conjectured that this issue would be solved by restricting the class of 
priors to a subset r of P. But, they showed that this issue still remains as long as P 
is an interior point of r with respect to the density ratio metric that is introduced by 
DeRobertis (1978) and DeRobertis and Hartigan (1981) as follows 
J(P, Q) = log sup 
P(A)Q(Ac) 
A Q(A)P(Ac) 
where A can be any subset of the parameter space. 
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This is a very severe constraint on any prior family (precluding mixtures with distri- 
bution measures for example), but despite this, the type of divergence discussed by 
Gustafson and Wasserman (1995) will still occur under this prior family constraint. 
Gustafson et al (1996) consider the parametric priors as the restricted class of priors, 
and show that the diagnostic measure under this class of priors produces better asymp- 
totic behaviour (see Gustafson et al (1996) for details and examples). But this is rather 
unsatisfactory, because sensitivity then depends on a prior lying in a particular para- 
metric family: which is exactly the sort of dependence we want to avoid. 
They obtain the similar asymptotic behaviour when d, and d2 are the O-divergence dis- 
tances, and the geometric perturbation is used. 
8.3 A New Class of Metrics 
In this section, we sliall define a new class of metrics which exhibit better asymptotic 
behaviour in the study of Bayesian convergence and sensitivity analysis. For this pur- 
pose, we should first introduce some well known results for the total variation distance. 
Lot d(P, Q) be a metric on probability distributions (P, Q) on a common o- algebra 
C on a sample space 11. Unless otherwise stated throughout this paper we will assume 
that d(.,. ) is the (total) variation metric, so that 
d(P, Q) = sup JP(C) - Q(C) 1 (8.3) CEC 
The properties of the variation metric are well studied (Zolotarev (1983), Djaconis and 
r, Yeedman (1986), Reiss (1989), LeCam and Yang (1990), Rachev (1991), Smith (1995), 
and Gibbs and Su (2002)). This is because of its intimate links with the distance 
between betting preferences which commonly define, at least implicitly, Bayesian prior 
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distributions. Two well known properties that we will use extensively in this section 
are: 
If P and Q have the same dominating measure, with respective densities p and q 
then 
d(P, Q) jp(O) - q(O)jdO (8.4) 20 
2. The metric is invariant to transformations f in the following sense. If the trans- 
formation f: Q --+ W, 0 t--+ 0' is bijective and measurable and (Po, Qo), (Po', Qo, ) 
are two probability measures on 0 and 0' =f (0), then 
d(Po, Qo) = d(Po,, Qo, ) (8.5) 
There is also a well known result that, for a fixed known family of sample distribu- 
tions, the variation distance between two predictive distributions is no larger than the 
distance between their prior distributions. For completeness we state this result as a 
lemma. 
Lemma 8.1 If Po,. y and QO, x have respective densities, (with common conditional 
density p(xlO)) of XE Qx and 0 r= ý10, 
P(O, X) = P(O)P(Xlo) (8-6) 
q(O, x) = q(O)p(xlO) (8.7) 
where p(O) is the density of PO, the margin of POx on 0 and q(O) is the density of 
Q0, the margin of Qox on 0 then the total variation density d(.,. ) satisfies 
d(Px, Qx) :5 d(Po, Qo) (8.8) 
Proof 
d(Po, x, Qo, x) = sup I Po, x (C) - Qo, x (C) 1 (8.9) cec 
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So trivially, taking C= Co x Qx and C= E20 x Cx 
d(Po, Qo) :5 d(Po, x, Qo, x), (8.10) 
d(Px, Qx) :5 d(Po, x, Qo, x) 
Finally note that 
21Po, v(C) - Qo, x(C)i = 
lojec lp (0, x) - q(0, x) 1 dOdx 
ip(0) - q(O)lp(x10)dOdx 
1p(0) - q(0)1 fp(x10)dx}d0 
, cc, Ený 
where C' =fo : oEu.,,, En. cnfx =x}} c Qo 
=( lp(O)-q(O)IdO=2lPo(Cl)-QO(Cl)l do'c' 
So 
sup I Po, x (C) - Qo, x (C) 1 :5 sup I Po, x (C) - Qo, x (C) CC. C CEC 
The result follows. 
Thus, in particular, if 0 separates future observations from the past then by ensuring 
two posterior distributions are close is enough to ensures that two predictive distribu- 
tions are also close. 
Example 8.1 SUPPOSO Xl, X2,..., Xk, are independent identically distributed 
standard Gaussian N(O, 1) variables. Write X(I) =f X1, X2, ... ' X,, }. Note that 
Si(n) = n-I F, 7'. (j-1yý1 Xj is such that, for two different prior densities pj(O), j=1,2 
on 0, then note that for all n>0 and j=1,2 we have that 
P, (OIX(n) = X(n)) = pj(OISI (n) = si (n)) 
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We also have that 
Pj(S2(n)lx (n)) = 
fO 
EQ o 
Pj (S2 (n) I O)pj (Olx(n)) dO 
f 
Pj (82 (n) JO)pj (01 si (n)) dO 
OESIo 
f 
Pj (S2 (n) I 0')pj (O'Isl (n))dO' 
0c 91EOO 
So since we have 
Pi (S2 (n) 10') 7- Pi (S2 (1) 10) , N(O', 1) 
Pj(S2(n) IX(n)) ý 
fO'EOo 
Pj(82(1)10')pj(O'Isl(n))dO' 
II 
where 0' = n2o (Note here we replace 0 by 0' = n2owhen we calculate this integral, 
to get the exact analogue, but note that the variation distances between the priors of 0 
and 01 are the same because of scale invariance. ). Hence, in one sense the problem of 
predictive densities does not appear to depend on the number of observations observed 
n. In particular 
d(pi(S2(n) 1, (n)), P2(S2(n) IX(n))) 
does not depend on n. Since, from the above, for all n>0 
d(pi (OIX(n)), P2 (OIX(n))) ý: d(pi(S2(n) IX(n)) iP2(82(n) 
IX(n))) 
= d(pi(X2lXl)tP2(X21XI)) 
As Gustafson and Wasserman (1995) point out, this distance cannot converge as 
n --+ oo. This looks counter! ntuitive, since we know that, whatever the prior for 0, in 
X(n) 
i 
this circumstance, given , n-2(0-7) tends to a Gaussian N(O, 1) density, so the 
posterior densities are close to one another, spiking near T. That is until we remember 
that the variation metric is scale invariant, and we need to see the difference between 
the posterior densities appropriately magnified up onto the region to which 0 converges. 
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But if we have some way of fixing the scale of the deviation, then this is not so. For 
example, 
d(pi (Xn+l JX(n)) oP2(Xn+l 
IX(n))) =f IP(Xn+110)fPI(OIX(n)) -P2 (OIX(n))}IdO 
1 
P(Xn+l 10) IPI (OIX(71)) -P2(Olx(n)) 
jdO+ p(X, +1j0)(pI(OjX(n) )+P2 (OIX(n) ))dO 
OEB(-x, S) 
fOOB(-T, 
6) 
:5 Supfp(xn+i 10) :0E B(Y, J)}tl(B(Y, J)) + SUP{P(Xn+l 10) :00 B(Y, 5)}277(J) 
<(27r)-lflt(B(-x, J))+277(6)}--*O as n-ýoo 
so one stop ahead prediction of the next observation certainly converges. 
It should be noticed that we could link these results into Bayesian predictive inference, 
if we consider the distribution of 0 as a way of communication our betting preferences 
about future observables. These predictions will be stable if prediction about 0 are sta- 
b1c. So stability in terms of this (and in many other metrics) is consistent with ideas 
about Bayesian Sufficiency etc. However, this work is under study, but using posterior 
predictive distributions or making inference in terms of Bayesian predictive systems have 
been supported by several researchers. 
In the closest work to this thesis, Cowell (1996) investigated computation of compatible 
priors for the given network structure. Let P denote a probability model (for discrete 
variables) with distribution, P(, L 12) and prior distribution, P(2). For computational 
reasons, we may need to approximate P(2) by another prior distribution, Q(2), which 
is simpler to work with from a computational perspective. However, the approximated 
prior must capture as closely as possible the predictive properties of P(2). That can be 
achieved by minimising the Kullback-Loibler divergence between the predictive distri- 
butions of P, Q (the similar approach has been suggested in terms of Hellinger distance 
in the work in progress: Smith and Daneshkhah (2004), where we are looking for an 
alternative model with equivalent network structure with the given Bayesian network 
such that the direction of some nodes are not causally matter for the enough large data 
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set). Then, this approachl was used for matching hyper-Dirichlet priors of conditional 
probabilities for Bayesian networks with discrete variables, where prior distribution for 
one network (P) is given, but only the structure of the other network (Q) is known. 
Dawid (1997) argued that it is more reasonable to make inference in terms of pre- 
dictive distribution about the quantities that can indeed be observed than in terms of 
statements about unknown parameters of probability distributions. 
Suppose a sequence -X = 
(Xi, X2 .... 
) of uncertain quantities, in turn, can be observed. 
To make an inference about unknown parameters of the distribution of X, a sequence of 
forecasts for the (Xi) can be easily made. After observing the values j" = (xi, ..., Xn) 
Of Zn = (XI I ... i Xn) i we can make a 
forecast for the next quantity Xn+,. Then, we 
observe Xn+j and compare it with its forecast in an appropriate approach, and the whole 
process then repeated with n+1 replacing n. Dawid (1984) called this procedure, pre- 
quential forecasting. He showed that the prequential procedure is consistent and th-is 
consistency is attainable by using Bayeslan forecasting system and statistical forecasting 
system (both systems are behaving very well for any value of uncertain parameters). 
8.4 Credible Metrics Between Posterior Distributions 
In this section, we study the asymptotic behaviour of the new metric called credible 
metriesintroduced above for posterior distributions. The credible metrics are more con- 
ventionally based on posterior distributions. But, these measures are more stable in the 
sense that they at least do not diverge as we obtain more data. 
'He also used of matching moment and minimising the expected posterior of Kullback-Leibler diver- 
gence. This approach is also applied to reduce a mixture of conjugate priors to a smaller mixture 
(see 
Cowell (1996,1098) for details). 
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First, we present some more notations and definition in this section. Then, we 
present some results which approve the claim above. 
Lot PIA [Q I A] denote the conditional probability of P[Q] given an event A E= C, 
P(A) >0 and define 
dAlp) (Pi Q) = d(P I A, QI A) (8.12) 
Note that this is a pseudometric (i. e. all the metric axioms hold other than 
dAlpl (PI Q) =0 ý* P --, *2 Q) * 
Call a set A of events P-conditioning, if 
IQ} 9AC C+[P] 
where C+[P] = 10 G C: P(C) > 0}. 
For any P-conditioning set A denote 
dA(P, Q) = supIdA[pl (P, Q) : A[P) C- A} (8.13) 
Finally denote by P(P)-I- the set of probability measures with the same support as P. 
Lemma 8.2 If A is P-conditioning then dA(-, .) is a metric on P(P)+ 
Proof Let PQ, R E ]? (P)+. Since d(.,. ) is a metric on IP(P)+, we can then 
conclude that P 54 Q and dA(P, Q) ý: d(P, Q) > 0. Furthermore, since dAp] (P, Q) is a 
pseudometric for all A [P] Ei A, Nve have both dA(P, P) = supjdA[p, (p, P) : A[P] E A} = 
and dA(P, Q) = dA(Q, P) - 
Finally, again since dA[pj (P, Q) is a pseudometric for all A[P] e A, 
dA(P, Q) =sup{dA[pl(PQ): A[P] E A} 
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supf dAlpi (P, R) + dA[pl (R, Q) : A[P] E A} 
: 5sup{dA[P](P, R): A[P] G A}+ supIdA[pl(R, Q): A[P] (=-A} 
:5 dA(P, R) + dA(R, 
Note that this result does not rely on d(.,. ) being the variation metric. In particular, it 
works with the Hollinger metric as ivell. 
8.4.1 Further Properties of the New Metric 
To help understand the nature of this new class of metric, we make a few remarks here 
as some lemmas below. 
Lemma 8.3 If P is discrete and A contains all two point sets ji, j}, then the 
dA(P, Q) neighbourhoods of P are contained in DeRobertis (1978) density ratio spheres 
A. (P; C) =IQ: sup I log(pi)-log(qi) -log(pj)+log(qj) (8.15) 
ij 
Proof Suppose, without loss of generality that 
pi > qi 
Pi qj 
Then 
d(ij) (P, Q) =A 
qi piqj -pjqi p C-1 
Pi +pj qi + qj (pi+pj)(qi+qj) -- I+pc+p 
where c= "" =cxp{llogpi- log qi-logpj+ log qj pjqj 
Clearly df ij) (P, Q) is increasing in c ý: 1. Therefore, the result follows. 
So, for discrete variables, the topology defined by such a metric is at least as refined 
as topology defined by density ratio spheres. 
We briefly study the relationship between this metric and the difference of logarithms 
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of two densities associated with two Bayesian networks in Section 8.5. 
Now assume that A=C. Note that, for any set AEC 
WAWMý-- I P(O) q(O) IdO =1 P(O)j 
P(A) 
expft(O)} - IldO 
fA 
P(A) Q(A) P(A) 
fA 
Q(A) 
su 
P(A) 
p, iu-(A) 9xp f (0)} -'ý OGA 
where t (0) =I log p(O) - log q(O) 1. 
Now assume It(O)l < -T, and note that 
< 
4? (A) 
, 
q(O)dO fA expft(O)}p(O)dO fA < e, T(A) = fAp(O)dO 
which implies 
2dA (Pi Q) :ý exp {2r} -1 
Thus we have proved the following lemma. 
Lemma 8.4 Suppose probability measures P and Q have respective densities p and 
q with respect to the same dominating measures, and strictlY Positive on their shared 
support. Then if, for all c>0, there exist (small) values of r(c) > 0, if 0GA, A c: C 
I logp(O) -log q(O) I <, r 
then 
dA (PI Q) < c. 
it is clear therefore that although these metrics are much fiercer than the variation met- 
ric, the open set around P are rich, provided that A does not contain sets which are too 
improbable. In fact, we have a partial converse of tWs result. 
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Lemma 8.5 Suppose probability measures P and Q (P 0 Q) have respective 
continuous densities p, q with respect to the same dominating measures, non-zero on 
their shared support. For all r>0, write 
AU(T) =f0: lOgp(0) - lOg q(0) > T} 
Adr) :` {o : 109p(0) - 109 q(o) < -, rI 
Am(T) =to: llogp(o) -log q(0)1 <, r} 
Suppose there exists a value of 17 >0 such that, for all r< 17 
minIP(Au(, r)), P(AL(7))} >0 
Then for all c>0 there exits a value r>0 and a set C(r) c Q, P(C) >o 
dc(P, Q) > (1 - e-'). 
Proof First note that 
and 
P(Au(, r)) - Q(Au(, r)) = 
fAu(_) (p(O) - q(O))dO > (1 - e-')P(AU) 
Q(AL(7'))- P(AL(7)) : -- 
fAL(7*) 
(q(O) - p(O))dO > (e' - 1)P(AL) 
Now if p(Au(r)) = 0, then 
zo 
lp(O) - q(O)IdO d(P, Q) for 
.,: ý ýl 
foen (q(O) - p(O))dO + 
fAAf lp(O) - q(O)IdO <, r 
Similarly, if p(AL(7)) : '-- 
d(P, Q) :5 ýl 
foEo 
(p(O) - q(O))dO + 
fA, 
%f 
lp(O) - q(O)IdO < -r 
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Therefore, for all r 
minfji(Au(7-)), jL(AL(7'))} -: 
then P=Q in contradiction to our hypothesis. So, provided 7- is small enough, say 
j 77, then 
minf/. t(Au(7-)), y(AL(7*W >0 
which, since p is strictly positive in turn implies 
minjP(Au(, r)), P(AL('r))} >0 
It follows from the above that both Au and AL are such that P(Au(-r)) -Q(Au(, r)) >0 
and P(AL(O) - 
Q(AL(7)) > 0- 
If P(Au) - Q(Au) ý: Q(AL) - P(AL), then one can choose any subset BU of AU 
such that P(Bu) - Q(Bu) = Q(AL) - P(AL). This is clearly possible if P and Q are 
continues. On the other hand if P(AL) - Q(AL) ý: Q(Au) - P(Au), then one can choose 
any subset BL of AL such that P(BL) - Q(BL) = Q(AU) - P(AU). 
So under the conditions above we can construct two sets Bu, BL such that 
Bu =f0: logp(0) - log q(0) > -r} 
and 
BL = 10 : log p(0) - log q(0) < -, r} 
where P(C) = Q(C), and C= Bu U BL. Then, we can write 
dc (P, Q) = fc I TP, 
ýOcj 
- -Q'ýOýc Id0= 
I 
P(C) 
f 
fBu 
(p(O) - q(O))dO - 
fBL 
(p(O) - q(O))dO} 
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1 -7, )} 
= -ý-(C-) fQ(BU) (e7- 1) + Q(BL) (1 -e 
ý (1 eT) 
which implies 
dc(P, Q) > (I - e-') 
as required. 
So if we set A=C, this metric is not really new. It essentially demands that the 
log-densities of two distributions are close everywhere. Furthermore, this is not that 
practical, because it demands proportionate closeness in the tails of the density and it 
would be unrealistic to expect such levels of subjective certainty on sets with very small 
probability. Sets that have large prior probability do not affect the topology of dA(P, Q) 
as is demonstrated in the following lemma. 
Lemma 8.6 If P(A) >c>0 then for all c>0 there exits aJ such that if 
d(P(A), Q(A)) < J, then dA(P(A), Q(A)) < c. 
Proof 
2dA(P(A), Q(A)) -I 
P(L) 
- 
q(o) IdO fA T(-A) Q(A) 
lp(O)-q(O)IdO+l 1-11 lq(O)IdO 
P(A) 
fA 
P(A) Q(A) 
fA 
<1 
fA 
lp(o) - q(O)IdO + 
JP(A) - Q(A) I 
P(A) P(A)Q(A) 
< 
25 
+j 
J(2c+ 1- 5) 
c C(c - 5) C(c - J) 
Which for fixed values of c is continuous at zero and equal to zero when J=0. 
So, when considering limits, we will gain nothing over the variation metric by including 
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sets with higher than a threshold probability. It is the distances associated with small 
sets A which might contribute something new. However, when we learn through Bayes 
rule, typically, as our sample increases in size, the posterior densities associated with 
different priors will tend to concentrate round the same small open balls. It follows that 
there may be considerable gain by restricting our attention to the whole space together 
with small open balls. This provokes the following definition. 
Call dA(P, Q) = d'ýIO(P, Q) the (J, C)-credibility metric if 
A= fQ}UUJB(Oo; 5): Oo EC9Q, O <S <A} (8.16) 
where B(Oo; J) is a Euclidean open ball with center at 00 and diameter J, JZ(B(Oo; J)) is 
its dominating measure and d(.,. ) is the total variation metric. 
Write d, 6(PQ) = &IP(PQ). We see that, provided that the space of densities we 
consider is smooth enough, this metric gives the sort of limiting results we require. Fur- 
thermore, the type of smoothness conditions we need to impose seem relatively benign 
and plausible from a subject perspective. 
Explicitly, we can write dB(oc,; j) (P, Q) = d(P I B(OO; J), QI B(OO; J)). We show that, 
within a set Aa sufficiently "small" ball B(Oo, J) is not active in dA(P, Q), provided 
the log-densities of P and Q are defined and continuous at 00. So, P and Q can be 
very different in variation metric and still be close under this conditional metric. All we 
require is that both are sufficiently smooth. 
Lemma 8.7 Assume that for densities p and q of P and Q respectively, for all 
> 0, there exists a J(Oo : w, p) >0 such that, for all 0E B(Oo; J) 
I logp(o) - logp(oo) I<w 
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and, for all w>0, there exists a J(Oo; w, q) >0 such that, for all 0EB (0o; J) 
log q(O) - log q(Oo) I<w 
then 
IfI P(O) 
- lIdO < (6' - 1-i (B-)] BI P (0 0) 
< p(Oo)p(B(Oo; 
J)) 
< ew P(B(OO; J)) 
lIdO < (e' - B)] q(Oo) (1 
fB 
Iq 
(0) 
e-w < 
q(00)p(B(Oo; J)) < e, Q(B(Oo; J)T- 
Proof Note that for all 0E B(Oo; J) 
0) 
logp(0) - logp(0o)1 <w ý4* 1 
Pý(-00) < ew - 
so the first assertion follows. To prove the second assertion, note that 
P(B(Oo; J)) fB ( '(0) - 1)dO (p(Oo)li(B(Oo; 
j)) - 1) =I 
PP70 
p(B(Oo; J)) 
and substituting the first result gives 
P(B(Oo; J)) 
p(Oo)lt(B(Oo; 5)) 
which rearranges to the given expression. The last two inequalities hold simply by sub- 
stituting q for p. 
One immediate consequence of these inequalities is that they hold if and only if the 
corresponding conditions hold for the posterior distribution of a shared sampling model, 
and the log-likelihood is smooth and continuous at 00. For then, for example 
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1 logp(0 1 x) - logp(Oo 1 x)1 
=1 logp(0) + logp(x 10) + log 
1 
p(O)p(x 1 0)d0 
- log 
1 
p(O)p(x 1 0)d0 - (logp(0o) + logp(x 1 Oo» 
<1 logp(o) - logp(oo) 1+1 logp(-- 10) - logp(x 1 Oo) 1 
so that, for all w' > 0, provided J is chosen small enough, for all 0E B(Oo; J) 
1 logp(x 10) - logp(x 100)1 < W, 
and we obtain analogous inequalities for the posterior densities in B(OO; J). 
This is important. It means that, with a continuity condition on the likelihood, prior 
closeness with respect to this metric guarantees posterior closeness. We use this fact in 
the next section. 
Theorem 8.1 For all c>0, if P and Q satisfy the continuity conditions above, 
there exist values of 77 > 0, such that if J< 77 then 
dB(O,,; J) (P, 
Proof 
2dB(O(); S)(Pt Q) = 2d(P I B(Oo; J), QI B(Oo; J)) 
I p(o) q(O) -IdO < A(J) + B(J) + C(J) 
fOC=B(Oo; 
S) P(B(Oo; J)) Q(B(Oo; J)) - 
where, whenever log p, log q are continuous, 
A(J) =I 
P(O) P(00) 
-IdO 
fOC: 
B(Oo; S) P(B(OO; J)) P(B(Oo; 5)) 
P(00)A(B(Oo; J)) UIIfI P(O) - ljdO} P(B(00; J)) p(B(Oo; J)) OC=B(O,,;, S) P(OO) 
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which by the inequalities above 
A(J) < e(00; j, P)(ew(00; j, P) - 1) 
Similarly 
I q(Oo) q(O) _< ew(Oo; 
S, q) 
- 1) C(J) = 
fOGB(Oo; 
S) Q(B(Oo; 5)) Q(B(Oo; J)) 
IdO , (ew(00; 
6, q) 
and 
B(J)=Ii(B(Oo; J))l P(oo) q(00) 
P(B(Oo; J)) Q(B(Oo; J)) 
p(B(Oo; J))p(Oo) +I p(B(Oo; 
J))q(Oo) 
P(B(Oo; J)) Q(B(Oo; J)) 
which by the inequalities above, 
B(j) :5 (e(O,; 
Jjp) 
_ 1) (e(Oo; 
8, q) _ 1). 
Thus, for a given Oo, and P and Q, for all c>0, there is a value of J such that 
dB(Oý; J)(P, Q) <1f e'(01; 6, P) (e'(01; 6, P) + ew(Oo; 6, q) (&w(Oo; 8, q) 2 
+(ew(00; 8, p) + (ew(00; 8, q) 
as required. 
1 2w(Oo; Sp) 
_ 1) + (, 
2w(Oo; tiq) _ 1)} = (0 ,pQ, 6) = Uf+(e 60, 
A remark and some corollaries can be obtained form the theorem above and we Est 
them below. 
Remark 8.1 We note that it would be helpful if we could find, for any fixed P, 
conditions for the bound c(Oo, P, Q, 5) not to depend on 00 or Q, for then we could as- 
sert that the small open sets B(OO; J) were not active in the limit in any convergence in 
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confidence metrics. In fact, this is relatively straightforward. 
Corollary 8.1 Suppose that P has a differentiable log density with derivative 
D log p(O), bounded by M for all 0, i. e. 
IlDlogp(O)Ilo <M 
Then for all distributions Q with differentiable log-densities also bounded by M. For all 
e>0, there exists a value of 77 such that for all sets B(Oo; J), whenever J<q, 
dB(oo; 8)(Pj 
Proof This follows immediately from the lemma above, since if D log p(O), D log q(O) 
are bounded then they are automatically uniformly continuous in 00. 
it should be noticed that according to this corollary, we can write 
dB(oo; j) (P, Q) = d(P I B(Oo; 6), qI B(Oo; 5)). As we said before, B(OO; 5) is a sufficiently 
small ball in A which is not active in (5, C)- credibility metric, dA(P, Q) = d"11c(p, Q), 
where A is defined in Equation (8.16), and J is defined in Corollary 8.1. 
This is very useful. It implies, in particular, that two strictly positive unimodal bounded 
prior densities with sub-exponential tails will look locally similar in the sense of this met- 
ric. Later we will use this to relate the metric above to well-known results about robust 
families of priors. We could link this to the Gustafson's ides to restrict the class of prior 
distributions into a parameterised class of priors (see Smith and Daneshkhah (2004)). 
However, the result is also rather disturbing. In a practical setting, it is difficult to 
imagine how we might be confident in asserting the condition of this corollary, which 
makes strong statements about the tall behaviour of a prior density. Fortunately, the 
uniform continuity we require for the convergence of our metric can be obtained pro- 
vided we require closeness for sets B(Oo; 5) for which p(Oo) >c>0. 
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Corollary 8.2 Suppose that P has a continuous bounded density p at all points 
00, such that p(Oo) ý: cý > 0, and all distributions Q have a continuous bounded density 
q at all points Oo, such that q(Oo) ý: c>0. Suppose the sets Dp =f Oo : p(OO) ý: cP > 0} 
and Dq = 100 : q(Oo) ý: c. > 0} are compact. Then for all c>0 there exists a value of 
77 such that for all sets B(Oo : J), Oo c: Dp U Dq, whenever J< 77, 
dB(O,,; S)(P, 
proof The required uniform continuity is immediate from the compactness of the sets 
and the continuity and boundedness of p and q. So for small open sets in a credibility 
set, with sufficient smoothness assumptions we can expect all associated variation dis- 
tances to be small a prior!. 
The motivation behind of this corollary is that we may be able to assert densities 
which are close and do not wobble too much. (For more discussions and prior to poste- 
r1or analysis of these densities, see Smith and Daneshkhah (2004)). 
8.4.2 Convergence and Sensitivity Under 71-Credibility Metrics 
The usefulness of the credibility metrics arises from the following simple observation. 
Theorem 8.2 Suppose P* and Q* are the posterior distributions associated with 
P and Q respectively after %ve observe that 0 C= BEA. Then if A is closed under 
intersection, then 
dA(P* 7 Q*) :5 dA(P, Q) 
Proof. Since A is closed under intersection with B, AIB= JAI EA: A' =AnB, A 
A} g A. Hence, because 
dA(P*, Q*) = dA(P 110 EE B}, Q1 f0 (z- B}) = dAnB(Pt 
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the result is now immediate by definition. 
Note that this means that under an extended variation metric, learning about 0 
directly cannot increase neighbourhoods: in particular the Fr6chet derivative always 
reduces as zero-one information about 0 arrives. This is in strong contrast to the use 
of the ordinary variation metric for which this is untrue in general (see Gustafson and 
Wasserman (1995)). 
In particular, if our experiment tells us that 0 c- B(OO; 6) and 6 --+ 0 then, under the 
conditions of the two corollaries (8.1) and (8.2), the Fy6chet derivative does not diverge, 
and is bounded. 
There are more problems here when we learn through a sample distribution. 
Lemma 8.8 Prior small credibility closeness gives rise to posterior credibility close- 
ness with a likelihood continuous at all the relevant 00. 
We next show that the variation distance between posterior cannot explode if we use 
close priors that equals with smooth priors. 
Theorem8.3 Supposeforally >0 there exists avalueA suchthat, for all J<A 
and Q such that dA(P, Q) < 77, Q(Bc) <y where B U%T=l B(Oj; J) and for all w>0, 
there exists aA>0 such that for all J<A and all :1<i< m} 
1 logp(o) - logp(oi)i <w 
1 logp(x 10) - logp(x 1 Oi) 1<w 
then for all c>0, there exists aA>0 such that for aH J :5A, 
d(P 1 x, Q 1 x) < e. 
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Proof 
where 
d(Pi x, Qi x)= 
1 lp(0 1 x) - q(0 1 x)ld0 
ip(0 1 x) - q(0 1 x)id0 + lp(0 1 x) - q(0 1 x)id0 l=1 
fB(Oj; 
s) 
fBc 
(1,1 (6) + J, 2 (j) + 1,3 (6» + r 
IBC 
p(0 x)d0 + 
IBc 
q(0 1 x)d0 
< rT ,=, Ii' ( 6) + r, jý'=' 1 Ii2 
( 6) +Z Ii3 ( ä) +2 
p(oi x) 
- ilp(0 1 x)d0 ii (6) =11 
oeB(Oi; s) P(O X) 
:5 P(O (z- B(Oi : 5» supf lp(o' 
x) 
- 11 :0G B(Oi; 5)} p(0 x) 
P(O E B(Oi; 5))[e2' - 11 
Since 
1 p(oi 1 --) - 11 =1 exp[(logp(x 10) - logp(x 1 Oi» - (logp(o) - logp(oi»] - p(0 1 x) 
16 2w 11 
Similarly 
1< (0 E B(Oi; ö» [e2" -1] i- 
Finally 
12 (j) = i 
fB(oi; 
&) 
ip(Oi 1 x) - tj(Oi 1 x) id0 =, y(B(Oi; ö» lp(Oi 1 x) - q(oi 
p(B(Oi : 5))p(x I Oj) 
lp(Oi)Mi(q) - q(Oi)Mi(p)l 
Mi(p)Mi(q) 
where 
Mi(P) = 
fB(Oi; 
8) 
p(x I O)p(O)dO 
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Mi(q) = p(x I O)q(O)dO, 
and 
12 (5) = S(Oi, 5, x) x T(Oi, 6, x) i 
where 
oi p(Oi)M(B(Oi; 
5»p(x 1 Oi) s(ä, ý fB(O,; S)p(x 1 0)p(O)d0 
T(Oi, 5, x) = 
fB 
g; 8) p (X 10) q (0) 11 - -P'- Uý02,1) £q, 
poj) 1 d0 
fB(0,; 
6)p(x 1 0)q(O)d0 
(0i) 
sup{ll - 
p(o) 1-1 
:0E B(Oi; J)} 
p(Oi) q(O) 
== supf 11 -expl(logp(O) -logp(Oi)) -(log q(O) -log q(Oi))1} :01 B(Oi; 6)} :5 fe2111 _j} 
Now, note that 
S-I(oi, j, x) = 
fB(Oi; 
&) P(X I O)p(O)dO 
p(Oi)l, t(B(Oi; J))p(x I 0i) 
fjg(O,; 4 exp{[logp(x 10) - logP(x 1 Oi)1 - [logp(0) - logp(Oi)]}d0 
m(B(Oi; ö» 
ý: expl-2w} 
by hypothesis. 
So 
e" f e" - 
So 
2w 
_ 1)ýEi, 2.1[p(0 E B(0,; 6) d(P Q x): 5 (e 1 x) + Q(0 G B(Oi; 8) X) + e2w]} Z= + 2, y 
(e2" - 1) {2m + me2"} + 2-y =c 
By hypothesis, the function on the right hand side of the inequality above can be 
made as small as Ave like by choosing A small enough as it is required. 
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So, contrary to the assertion that it is necessary to restrict our class of prior distri- 
butions into a parametrised family of distributions, we can work with a general class 
of priors here. It is just needed to work with an appropriate extended variation metric 
above. 
It should be noticed that a similar theorem can be proved for posterior predictive 
distributions. As we discussed in the last section, however, working with predictive 
distributions because of complex computation is quite difficult, but by using them, we 
can avoid of the priors with unstable behaviours (with too much wobble). We present 
similar results as above for posterior predictive distributions. 
First, we should show that d(p(z I x), q(z I x)) is a lower bound for 
d(p(O I x), q(O I x)). That means, 
d(p(z 1 x), q(z 1 x» :5 d(p(0 1 x), q(0 1 x» 
where Az I x) = f0p(z I O)p(O I x)dO. 
F'or this purpose, we use the total variation distance as follows, 
0 
d(p(z I x), q(z I x)) 
f lp(z I x) - q(z I x)ldz 
fIf 
p(z I 0)(p(O I x) - q(O I x))dOldz 2 
'ý 0 
< 
If jp(z I O)Ilp(O I x) - q(O I x)IdOdz 
0 ý. 0 By some assumptions that will be mentioned in the following theorem, we are able to 
conclude that 
= ý' 
f jp(O I x) - q(O I x)jjf lp(z I O)Idz}dO 
f jp(O I x) - q(O I x)jdO 00 00 20 
= d(p(O I x), q(O I x)) 
We will then show that as n -* oo (or equivalently as A --+ 0), d(p(z I x), q(z I X)) would 
be very small (and bounded). 
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Theorem 8.4 Suppose the likelihood function p(x 1 0) is bounded by M, and 
suppose that any prior distribution P has a differentiable log density with derivative 
Dlogp(O) bounded by N, i. e., there exits N>0 such that for all 0, IlDlogp(O)II < N, 
and for any other arbitrary prior distribution and for all y>0 there exists A>0 
such that for all J :5A, Q(BI(Oo (x); J)) < y, where 00 (x) denote an estimation such as 
maximum likelihood. Then, for all c>0, there exists aA>0 such that for all J<A 
d(p(z 1 x), q(z 1 x» <c 
Proof 
We can write the equation below 
lp(z 1 x) - q(z 1 x)i = 
10 
p(z 1 0)Ip(0 1 x) - q(0 1 x)ld0 
as the following form 
-«ý 
IOCZB(Oo(x); 
8) 
P(z 1 0)ip(0 1 x) - q(0 1 x)ld0 + 
10«B(Oo(x); 
3) 
P(z 1 0)Ip(0 1 x) - q(0 1 x)ld0 
where B(Oo(x); J) is a open ball with center at Oo(x) and diameter J. 
It can be easily concluded that 
10 
p(z 10) lp(0 1 x) - q(0 1 x) 1d0 < 2M-f 
eB(Oo(x); 6) - 
By the hypothesis in Corollary 8.1, we can say that for all w>0 there exists A>0 
such that for all J<A 
I log p(O) - log q(O) I<w 
where p and q denote the densities associated with P and Q respectively. 
Therefore, by the results obtained from Theorem 8.3, the following inequality can be 
obtained 
10eB(Oo(x); 
8) 
p(z 10) lp(0 1 x) - q(0 1 x) 1 d0 < Me2w f e2w _ l} 
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Therefore, 
as required. 
lp(z 1 x) - q(z 1 x) 1 :5 Mý2, y +e 
2w {e 2w _ j}} =6 
More details and discussion with some applications can be found in Smith and Daneshkhah 
(2004). 
8.5 Credible Convergence in Estimated Bayesian Networks 
In this section, we briefly present some results associated with asymptotic behaviour of 
credibility metric for the Bayeslan networks. We present more results in full detail in- 
cluding the rate of convergence, approximate cause, and approximation of hypercausality 
in Smith and Daneshkhah (2004). 
Suppose we have a general Bayesian network over fXj, ---, X,, } and defined by 
JXpaj ii=2, ..., n}, with two different densities p and q consistent with this Bayesian 
network, so that 
nn 
p(21)=rlp(xilxp,,, ), q(gl)-=Ilq(xilxp,,, ) 
i=l i=l 
Then, by the triangular inequality, we can write 
n 
supjjogp(g)-jogq(j)j: 5E sup Ilogp(xilxp,, )-logq(xilxp,, )l 
-T i=l 
(Xitxpai) 
So clearly, to ensure closeness of these two joint densities, it is sufficient to have 
closeness of each conditional term in the product presentations mentioned in the equation 
above. 
On the other hand, we can write the DeRobertis's density ratio metric as 
sup I log (1(2,: 
)q(e) 
)1 :5 sup I logp(E) -log q(IZ) I +sup I logp(Z) -log q(d) I (Z' MI) p(. Tý)q(21) E 
172 
<2supjlogp(gZ)-logq(jj)j: 52E7j SUP J10gP(XijXpaj-logq(xj 
z 
Z= 
(xi, xp. i) 
I XpajI 
That means, De Robertis's metric and supx I logp(x) - log q(jj) I are topologically equiv- 
alent. Further studies can be found in Smith and Daneshkhah (2004). 
8.6 Discussion and Further Work 
In this chapter we define a new local sensitivity measures in terms of credibility metrics. 
We have shown that these metrics asymptotically behave better. We have argued that 
the corresponding Fr6chet derivative similar to the derivatives studied by Gustafson et 
al (1996) does not tend to zero. However, we do have uniform boundedness under appro- 
priate conditions. That means a close credible metric a prior! will give a close credible 
metric a posteriori. So, we do not get the sort of divergence that Gustafson et al (1996) 
derived with the total variation metric. 
During the study of material in Chapter 7 we discussed that general robustness mea- 
sures totally suitable for a thorough investigation of robustness of Bayesian networks. 
The necessary analysis, begun in this chapter has rather distracted us from analysis 
of sensitivity in Bayesian networks. We are currently applying the results obtained in 
Chapter 8 to the Bayesian networks, and developing some more results specific to the 
Bayesian networks with respect to possible situations that we did not considered in this 
chapter. Some of these developing works will be briefly discussed below. 
It is important to investigate how the theorems and lemmas introduced in this chapter 
are applicable to Bayesian networks. However, the proposed likelihood (multinomial 
distributions) and prior distribution (Dirichlet or product of Dirichlet's) for Bayesian 
networks with discrete variables would provide the conditions (especially, continuity 
condition) in the theorems and lemmas. But this still needs to be formally proved. 
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However, we have shown that the credibility metrics between two Dirichlet distributions 
for the small ball (as described in Theorem 8.1) around of the maximum likelihood, 
0 subject to the conditions mentioned in this theorem would be very small. However, 
more efforts are required to investigate the validity of the remaining conditions. This is 
now under study in the paper in progress by Smith and Daneshkhah (2004). 
Another inspiring work which still needs to be completed is related to the asymp- 
totic behaviour of the local sensitivity measures (or closeness distances). The local 
sensitivity measures introduced in this thesis including the credibility metrics as the 
closeness distances between densities can be usually represented in terms of difference 
between logarithms of the densities. In many cases, this difference would ensure that 
the Hellinger distance (or other equivalent distances or metrics), and thereby the cor- 
responding local sensitivity measure will at least be bounded for large enough sample 
sizes. We believe that if the difference between logarithms of two prior densities associ- 
ated with two equivalent Bayesian networks are very close in the sense described above 
(or more precisely as mentioned in Lemma 8.4), the Hellinger distance between cor- 
responding posterior distributions (or between predictive distributions, probably with 
more infeasibility in computation) will tend to zero as the sample size goes to infinity. 
Therefore, the direction of the reversible arrow(s) in the essential graph representing the 
equivalent class of these Bayesian networks no longer matters for large enough sample 
size. It is called approximate cause by Smith and Daneshkhah (2004). 
It should be noticed that the aforementioned closeness measures require a condition 
of density positivity. This condition should be valid for the likelihood and prior dis- 
tribution of Bayesian networks with discrete variables and the credibility metrics. The 
validity of this condition requires a formal investigation. 
174 
Another challenging work that we should consider here is the generallsation of 
Lemma 8.3 for the continuous variables. We claim that it could be done in an analogous 
approach in terms of histograms. 
During our study on the asymptotic behaviour of the local sensitivity measures, we 
implicitly derived this point that using of the predictive distributions instead of pos- 
terior distributions could represent better result. In this chapter, we have made some 
effort regarding to this point for the local sensitivity measures derived in terms of the 
credible metrics. We suspect that despite the complexity of computation, the deriva- 
tives involved in the aforementioned measures do indeed achieve convergence when we 
use the predictive distributions. 
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Chapter 9 
Conclusion 
In this thesis we have constructed prior families of distributions on the parameters of a 
causal Bayesian network. We have shown that if the relationships between variables in a 
Bayesian network are causally asserted within an uncertain Bayesian network, then the 
corresponding parameters must be locally and globally independent of each other. To 
enter these independence assumptions into a causal Bayesian network, we need to modify 
the assumptions of factorisation invariance introduced by Pearl (2000). This modified 
set of factorisation of densities are invariant to a new class of manipulations able to 
assert (contingent) randomised intervention. We called the causal Bayesian network 
associated with this new "do" operator, hypercausal Bayesian network (or hypercausal 
prior for a causal Bayesian network). In fact, the definition of hypercausal Bayesian 
network combine one's information about the parameters of the Bayesian network with 
the actual relationships in the world, as represented by the structure and the parameters 
of the Bayesian network. Our results (in Chapters 5 and 6) concern what kinds of prior 
information about parameters allow these causal relationships to be identified from ob- 
servational data (see Daneshkhah and Smith (2003a, b) for more detail). We then have 
defined the multicausal essential graph on the equivalence class of Bayesian networks 
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where each member of this class demonstrates hypercausality. It might be asked why 
someone would want to put down a prior over the parameters in an essential graph as 
described in Chapter 6 when the causal interpretation of the resulting parameters of 
interest. To deal with this confusion, it should be noticed that the multicausal essential 
graph characterisation, introduced in Chapter 6, concerns a single hypothesised model. 
it is not an assertion about a common prior to be used for causal Bayesian network 
for the model selection as is more typical in, for example, Cooper and Yoo (1999) and 
references therein. 
In Chapter 7, we reviewed current robustness measures and studied the local sen- 
sitivity analysis of the Bayesian networks with respect to some source of uncertainties 
in inputs such as misidentification in prior distributions and independence assumptions. 
Our approach, in some senses, are different with ones studied by Laskey (1993) (used 
an ordinary linear derivative as a sensitivity measure), Cozman (1996) (used convex set 
of distributions to study global robustness analysis). 
We have calculated the local sensitivity measures introduced by Basu (1996), Gustafson 
(1996a), and Wasserman (1992) (for general Bayesian models), and Gustafson (1996b) 
with respect to the uncertainties mentioned above for the graphical models: Bayesian 
networks with independent parameters; Bayesian networks with dependent parameters; 
decomposable graphical models. We have demonstrated that, subject to parameter in- 
dependence assumptions, perturbing the prior distribution of one node does not change 
the posterior quantity of other nodes. When the parameters are not independent, cal- 
culation of the local sensitivity measures is not feasible in some situations. We have 
defined an hierarchical prior distribution on these parameters and used Gustafson's idea 
to calculate and interpret the local sensitivity measures. In this case, one might be 
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faced with the Bayesian unidentiflability issue. We have made some points that might 
be useful to deal with this issue. However, more studies are required here to implement. 
We have made an effort to define the local cause in terms of the local sensitivity in 
the causal Bayesian network. We have addressed some issues that needed to be studied 
in Section 7.5. 
In Section 7.6, and Chapter 8, we have studied the asymptotic behaviour of the local 
sensitivity measures introduced throughout this thesis. Unfortunately, these measure 
tend to infinity as the sample size becomes large enough. Gustafson et al (1996) have 
tried to solve this problem by restricting the class of prior distributions. This suggestion 
might work for some rare examples (not even proved). 
They led us to construct a new general class of robustness measures in which the 
local sensitivity calculated in terms of these metrics exhibit more reasonable behaviour 
than standard ones and yet exhibit plausible levels of generality. We have shown that 
our measure at least bounded for the large sample size. We feel we have only scratched 
the surface of the study of this promising class of credibility metrics. A lot of works 
should be done to finished this study as we have mentioned them in detail in Chapter 
8. 
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