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RAYLEIGH PROCESSES, REAL TREES, AND ROOT
GROWTH WITH RE-GRAFTING
STEVEN N. EVANS, JIM PITMAN, AND ANITA WINTER
Abstract. The real trees form a class of metric spaces that extends
the class of trees with edge lengths by allowing behavior such as infinite
total edge length and vertices with infinite branching degree. Aldous’s
Brownian continuum random tree, the random tree-like object naturally
associated with a standard Brownian excursion, may be thought of as a
random compact real tree. The continuum random tree is a scaling limit
as N → ∞ of both a critical Galton-Watson tree conditioned to have to-
tal population size N as well as a uniform random rooted combinatorial
tree with N vertices. The Aldous–Broder algorithm is a Markov chain
on the space of rooted combinatorial trees with N vertices that has the
uniform tree as its stationary distribution. We construct and study a
Markov process on the space of all rooted compact real trees that has
the continuum random tree as its stationary distribution and arises as
the scaling limit as N → ∞ of the Aldous–Broder chain. A key tech-
nical ingredient in this work is the use of a pointed Gromov–Hausdorff
distance to metrize the space of rooted compact real trees.
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1. Motivation and background
It is shown in [Ald91a, Ald91b, Ald93] (see also [LG99, Pit02a]) that a
suitably rescaled family of Galton-Watson trees, conditioned to have total
population size n, converges as n→∞ to the Brownian continuum random
tree (CRT), which can be thought of as the tree inside a standard Brown-
ian excursion (more precisely, twice a standard Brownian excursion if one
follows Aldous’s choice of re-scaling). Aldous describes a procedure for rep-
resenting trees as closed subsets of ℓ1, and convergence is here in the sense of
weak convergence of probability measures on the this space of closed subsets
equipped with the Hausdorff distance.
The Brownian CRT can be obtained as an almost sure limit by growing
finite trees (that is, trees with finitely many leaves and finite total branch
length) in continuous time as follows (at all times t ≥ 0 the procedure will
produce a rooted tree Rt with total edge length t):
• Write τ1, τ2, . . . for the successive arrival times of an inhomogeneous
Poisson process with arrival rate t at time t ≥ 0. Call τn the n
th cut
time.
• Start at time 0 with the 1-tree (that is a line segment with two ends),
R0, of length zero (R0 is “really” the trivial tree that consists of one
point only, but thinking this way helps visualize the dynamics more
clearly for this semi-formal description). Identify one end of R0 as
the root.
• Let this line segment grow at unit speed until the first cut time τ1.
• At time τ1 pick a point uniformly on the segment that has been
grown so far. Call this point the first cut point.
• Between time τ1 and time τ2, evolve a tree with 3 ends by letting a
new branch growing away from the first cut point at unit speed.
• Proceed inductively: Given the n-tree (that is, a tree with n + 1
ends), Rτn−, pick the n-th cut point uniformly on Rτn− to give an
n+ 1-tree, Rτn , with one edge of length zero, and for t ∈ [τn, τn+1[,
let Rt be the tree obtained from Rτn by letting a branch grow away
from the nth cut point with unit speed.
The tree Rτn− has the same distribution as the subtree of the CRT that
arises from sampling twice the standard Brownian excursion at n i.i.d. uni-
form points on the unit interval, and the Brownian CRT is the limit (with
respect to a suitable notion of convergence) of the increasing family of rooted
finite trees (Rt)t≥0.
Again using the cut times {τ1, τ2, . . .}, a closely related way of growing
rooted trees (Tt)t≥0 can be described as follows (here again the tree at time
t will have total edge length t):
• Start with the 1-tree (with one end identified as the root and the
other as a leaf), T0, of length zero.
• Let this segment grow at unit speed on the time interval [0, τ1[, and
for t ∈ [0, τ1[ let Tt be the rooted 1-tree that has its points labeled
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by the interval [0, t] in such a way that the root is t and the leaf is
0.
• At time τ1 sample the first cut point uniformly along the tree Tτ1−,
prune off the piece of Tτ1− that is above the cut point (that is, prune
off the interval of points that are further away from the root t than
the first cut point).
• Re-graft the pruned segment such that its cut end and the root are
glued together. Just as we thought of T0 as a tree with two points,
(a leaf and a root) connected by an edge of length zero, we take Tτ1
to be the the rooted 2-tree obtained by “ramifying” the root Tτ1−
into two points (one of which we keep as the root) that are joined
by an edge of length zero.
• Proceed inductively: Given the labeled and rooted n-tree, Tτn−1 , for
t ∈ [τn−1, τn[, let Tt be obtained by letting the edge containing the
root grow at unit speed so that the points in Tt correspond to the
points in the interval [0, t] with t as the root. At time τn, the n
th cut
point is sampled randomly along the edges of the n-tree, Tτn−, and
the subtree above the cut point (that is the subtree of points further
away from the root than the cut point) is pruned off and re-grafted
so that its cut end and the root are glued together. The root is then
“ramified” as above to give an edge of length zero leading from the
root to the rest of the tree.
r R0 Rτ1− Rτ1 Rτ2− Rτ2
r
r
T0 Tτ1− Tτ1 Tτ2− Tτ2
r
❛
 
 
❛
 
❅
Figure 1 illustrates how the tree-valued processes (Rt; t ≥ 0) and
(Tt; t ≥ 0) evolve. (The bold dots re-present an edge of length zero,
while the small dots indicate the position of the cut point that is going
to show up at the next moment.)
The link between these two dynamics for growing trees is provided by
Proposition 4.1, where we show that Tτn− has the same law as Rτn− for
each n.
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The process (Tt)t≥0 is clearly a time-homogeneous Markov process and
we can run its dynamics (which we will refer to as root growth with re-
grafting) starting with any finite tree. The resulting process evolves via
alternating deterministic root growth and random jumps due to re-grafting
and is an example of a piecewise-deterministic Markov process. A general
framework for such processes was introduced in [Dav84] as an abstraction
of numerous examples in queueing and control theory, and this line of re-
search was extensively developed in the subsequent monograph [Dav93]. A
more general formulation in terms of martingales and additive function-
als can be found in [JS96]. Some other appearances of such processes are
[EP98, CDP01, DC99, Cai93, Cos90]. We note also that pruning and re-
grafting operations such as the one we consider here play an important role
in algorithms that attempt to reconstruct optimal phylogenetic trees from
data by moving through tree space as part of a hill-climbing or simulated
annealing procedure (see, for example, [Fel03]).
The crucial feature of the root growth with re-grafting dynamics is that
they have a simple projective structure: If one follows the evolution of the
points in a rooted subtree of the initial tree along with that of the points
added at later times due to root growth, then these points together form a
rooted subtree at each period in time and this subtree evolves autonomously
according to the root growth with re-grafting dynamics.
The presence of this projective structure suggests that one can make sense
of the notion of running the root growth with re-grafting dynamics starting
from an initial “tree” that has exotic behavior such as infinitely many leaves,
points with infinite branching, and infinite total edge length – provided that
this “tree” can be written as the increasing limit of a sequence of finite
trees in some appropriate sense. Moreover, by the remarks above about the
relationship between the processes R and T , this extended process should
have a stationary distribution that is related to the Brownian CRT, and the
stationary distribution should be the limiting distribution for the extended
process starting from any initial state.
One of our main objectives is to give rigorous statements and proofs of
these and related facts.
Once the extended process has been constructed, we gain a new perspec-
tive on objects such as standard Brownian excursion and the associated
random triangulation of the circle (see [Ald94a, Ald94b, Ald00]). For exam-
ple, suppose we follow the height (that is, distance from the root) of some
point in the initial tree. It is clear that this height evolves autonomously as
a one-dimensional piecewise-deterministic Markov process that:
• increases linearly at unit speed (due to growth at the root),
• makes jumps at rate x when it is in state x (due to cut points falling
on the path that connects the root to the point we are following),
• jumps from state x to a point that is uniformly distributed on [0, x]
(due to re-grafting at the root).
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We call such a process a Rayleigh process because, as we will show in Sec-
tion 8, this process converges to the standard Rayleigh stationary distribu-
tion R on R+ given by
R(]x,∞[) = e−x
2/2, x ≥ 0,
(thus R is also the distribution of the Euclidean length of a two-dimensional
standard Gaussian random vector or, up to a scaling constant, the distribu-
tion of the distance to the closest point to the origin in a standard planar
Poisson process). Now, if Bex := {Bexu ; u ∈ [0, 1]} is standard Brownian
excursion and U is an independent uniform random variable on [0, 1], then
there is a valid sense in which 2BexU has the law of the height of a randomly
sampled leaf of the Brownian CRT, and this accords with the well-known
result
(1.1) P{2BexU ∈ dx} = R(dx).
In order to extend the root growth with re-grafting dynamics to infinite
trees we will need to fix on a suitable class of infinite trees and a means of
measuring distances between them. Our path to extending the definition
of a tree to accommodate the “exotic” behaviors mentioned above will be
the one followed in the so-called T-theory (see [Dre84, DMT96, Ter97]). T-
theory takes finite trees to be just metric spaces with certain characteristic
properties and then defines a more general class of tree-like metric spaces
called real-trees or R-trees. We note that one of the primary impetuses for
the development of T-theory was to provide mathematical tools for concrete
problems in the reconstruction of phylogenies. We also note that R-trees
have been objects of intensive study in geometric group theory (see, for
example, the surveys [Sha87, Mor92, Sha91, Bes02] and the recent book
[Chi01]). Diffusions on an R-tree were investigated in [Eva00]. Some of the
results on the space of R-trees obtained in this paper have already been found
useful in the study scaling limits of Galton–Watson branching processes in
[DLG04].
Once we have an extended notion of trees as just particular abstract met-
ric spaces (or, more correctly, isometry classes of metric spaces), we need a
means of assigning a distance between two metric spaces, and this is provided
by the Gromov-Hausdorff distance. This distance originated in geometry as
a means of making sense of intuitive notions such as the convergence to
Euclidean space of a re-scaled integer lattice as the grid size approaches
zero or the convergence to Euclidean space of a sphere when viewed from
a fixed point (for example, the North Pole) as the radius approaches infin-
ity. Our approach is thus rather different to Aldous’s in which trees are
viewed as closed subsets of ℓ1 via a particular choice of embedding and dis-
tances are measured using the familiar Hausdorff metric. Although our use
of the Gromov-Hausdorff distance to metrize the space of R-trees turns out
to quite elegant and easy to work with, it also appears to be rather novel,
and thus much of our work in this paper is directed towards establishing
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facts about the structure of this space. However, we think that the resulting
mathematics is interesting in its own right and potentially useful in other
investigations where trees have hitherto been coded as other objects such as
paths (for example, [LG99, DLG02]). We remark in passing that the papers
[Pau89, Pau88] are an application of the Gromov-Hausdorff distance to the
study of R-trees that is quite different to ours.
We note that there is quite a large literature on other approaches to
“geometrizing” and “coordinatizing” spaces of trees. The first construction
of codes for labeled trees without edge-length goes back to 1918: Pru¨fer
[Pru¨18] sets up a bijection between labeled trees of size n and the points of
{1, 2, . . . , n}n−2. Phylogenetic trees are identified with points in matching
polytopes in [DH98], and [BHV01] equips the space of finite phylogenetic
trees with a fixed number of leaves with a metric that makes it a cell-complex
with non-positive curvature.
The plan of the rest of the paper is as follows. We collect some results
on the set of isometry classes of rooted compact R-trees and the properties
of the Gromov-Hausdorff distance in Section 2. We construct the extended
root growth with re-grafting process in Section 3 via a procedure that is
roughly analogous to building a discontinuous Markov process in Euclidean
space as the solution of a stochastic differential equation with respect to a
sufficiently rich Poisson noise. This approach is particularly well-suited to
establishing the strong Markov property. In Section 4 we establish the fact
claimed above that Tτn− has the same law as Rτn− for each n. We prove in
Section 5 that the extended root growth with re-grafting process is recurrent
and convergent to the continuum random tree stationary distribution. We
verify that the extended process has a Feller semigroup in Section 6, and
show in Section 7 that it is a re-scaling limit of the Markov chain appearing
in the Aldous–Broder algorithm for simulating a uniform rooted tree on
some finite number of vertices. We devote Section 8 to a discussion of the
Rayleigh process described above.
2. R-trees
2.1. Unrooted trees. A complete metric space (X, d) is said to be an R-
tree if it satisfies the following axioms:
Axiom 1 (Unique geodesics) For all x, y ∈ X there exists a unique
isometric embedding φx,y : [0, d(x, y)] → X such that φx,y(0) = x and
φx,y(d(x, y)) = y.
Axiom 2 (Loop-free) For every injective continuous map ψ : [0, 1] → X
one has ψ([0, 1]) = φψ(0),ψ(1)([0, d(ψ(0), ψ(1))]).
We refer the reader to ([Dre84, DT96, DMT96, Ter97]) for background on
R-trees. A particularly useful fact is that a metric space (X, d) is an R-tree
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if and only if it is complete, path-connected, and satisfies the so-called four
point condition, that is,
(2.1)
d(x1,x2) + d(x3, x4)
≤ max{d(x1, x3) + d(x2, x4), d(x1, x4) + d(x2, x3)}
for all x1, . . . , x4 ∈ X.
Recall that the Hausdorff distance between two subsets A1, A2 of a metric
space (X, d) is defined as
(2.2) dH(A1, A2) := inf{ε > 0; A1 ⊆ Uε(A2) and A2 ⊆ Uε(A1)},
where
(2.3) Uǫ(A) := {x ∈ X; d(x,A) ≤ ε}.
Based on this notion of distance between closed sets, we define the Gromov-
Hausdorff distance, dGH(X1,X2), between two metric spaces (X1, dX1) and
(X2, dX2) as the infimum of dH(X
′
1,X
′
2) over all metric spacesX
′
1 andX
′
2 that
are isomorphic to X1 and X2, respectively, and that are subspaces of some
common metric space Z (compare [Gro99, BH99, BBI01]). The Gromov-
Hausdorff distance defines a finite metric on the space of all isometry classes
of compact metric spaces (see, for example, Theorem 7.3.30 in [BBI01]).
Let (T, dGH) be the metric space of isometry classes of compact R-trees
equipped with dGH. We will elaborate T slightly to incorporate the notion
of rooted trees, and this latter space of rooted trees will be the state space
of the Markov process having root growth with re-grafting dynamics that
we are going to construct. We will be a little loose and sometimes refer to
an R-tree as an element of T rather than as a class representative of an
element.
Remark As we remarked in the Introduction, Aldous’s approach to formal-
izing the intuitive notion of an infinite tree and putting a metric structure
on the resulting class of objects is to work with particular closed subsets of
ℓ1 and to measure distances using the Hausdorff metric on closed sets. Seen
in the light of our approach, Aldous’s approach uses the distance between
two particular representative elements for the isometry classes of a pair of
trees rather than the two that minimize the Hausdorff distance. In general
this leads to greater distances and hence a topology that is stronger than
ours.
The following results says that, at the very least, T equipped with the
Gromov-Hausdorff distance is a “reasonable” space on which to do proba-
bility theory.
Theorem 1. The metric space (T, dGH) is complete and separable.
Before we prove Theorem 1, we point out that a direct application of
the stated definition of the Gromov-Hausdorff distance requires an optimal
embedding into a new metric space Z. While this definition is conceptually
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appealing and builds on the more familiar Hausdorff distance between sets,
it turns out to often not be so useful for explicit computations in concrete ex-
amples. A re-formulation of the Gromov-Hausdorff distance is suggested by
the following observation. Suppose that two spaces (X1, dX1) and (X2, dX2)
are close in the Gromov-Hausdorff distance as witnessed by isometric em-
beddings f1 and f2 into some common space Z. The map that associates
each point in x1 ∈ X1 to a point in x2 ∈ X2 such that dZ(f1(x1), f2(x2)) is
minimal should then be close to an isometry onto its image, and a similar
remark holds with the roles of X1 and X2 reversed.
In order to quantify the observation of the previous paragraph, we require
some more notation. A subset ℜ ⊆ X1 ×X2 is said to be a correspondence
between sets X1 and X2 if for each x1 ∈ X1 there exists at least one x2 ∈ X2
such that (x1, x2) ∈ ℜ, and for each y2 ∈ X2 there exists at least one
y1 ∈ X1 such that (y1, y2) ∈ ℜ. Given metrics dX1 and dX2 on X1 and X2,
respectively, the distortion of ℜ is defined by
(2.4) dis(ℜ) := sup{|dX1(x1, y1)− dX2(x2, y2)|; (x1, x2), (y1, y2) ∈ ℜ}.
Then
(2.5) dGH((X1, dX1), (X2, dX2)) =
1
2
inf
ℜ
dis(ℜ),
where the infimum is taken over all correspondences ℜ between X1 and X2
(see, for example, Theorem 7.3.25 in [BBI01]).
The following result is also useful in the proof of Theorem 1.
Lemma 2.1. The set T of compact R-trees is a closed subset of the space
of compact metric spaces equipped with the Gromov-Hausdorff distance.
Proof. It suffices to note that the limit of a sequence in T is path-connected
(see, for example, Theorem 7.5.1 in [BBI01]) and satisfies the four point
condition (2.1), (indeed, as remarked after Proposition 7.4.12 in [BBI01],
there is a “meta–theorem” that if a feature of a compact metric space can
be formulated as a continuous property of distances among finitely many
points, then this feature is preserved under Gromov-Hausdorff limits). 
Proof of Theorem 1 We start by showing separability. Given a compact
R-tree, T , and ε > 0, let Sε be a finite ε-net in T . For a, b ∈ T , let
(2.6) [a, b[ := φa,b( [0, d(a, b)[ ) and ]a, b[ := φa,b( ]0, d(a, b)[ )
be the unique half open and open, respectively, arc between them, and write
Tε for the subtree of T spanned by Sε, that is,
(2.7) Tε :=
⋃
x,y∈Sε
[x, y] and dTε := d
∣∣
Tε
.
Obviously, Tε is still an ε-net for T , and hence dGH(Tε, T ) ≤ dH(Tε, T ) ≤ ε.
Now each Tε is just a “finite tree with edge-lengths” and can clearly
be approximated arbitrarily closely in the dGH-metric by trees with the
10 STEVEN N. EVANS, JIM PITMAN, AND ANITA WINTER
same tree topology (that is, “shape”), and rational edge-lengths. The set of
isometry types of finite trees with rational edge-lengths is countable, and so
(T, dGH) is separable.
It remains to establish completeness. It suffices by Lemma 2.1 to show
that any Cauchy sequence in T converges to some compact metric space, or,
equivalently, any Cauchy sequence in T has a subsequence that converges
to some metric space.
Let (Tn)n∈N be a Cauchy sequence in T. By Exercise 7.4.14 and The-
orem 7.4.15 in [BBI01], a sufficient condition for this sequence to have a
subsequential limit is that for every ε > 0 there exists a positive number
N = N(ε) such that every Tn contains an ε-net of cardinality N .
Fix ε > 0 and n0 = n0(ε) such that dGH(Tm, Tn) < ε/2 for m,n ≥ n0.
Let Sn0 be a finite (ε/2)-net for Tn0 of cardinality N . Then by (2.5) for
each n ≥ n0 there exists a correspondence ℜn between Tn0 and Tn such that
dis(ℜn) < ε. For each x ∈ Tn0 , choose fn(x) ∈ Tn such that (x, fn(x)) ∈ ℜn.
Since for any y ∈ Tn with (x, y) ∈ ℜn, dTn(y, fn(x)) ≤ dis(ℜn), for all
n ≥ n0, the set fn(Sn0) is an ε-net of cardinality N for Tn, n ≥ n0. 
2.2. Unrooted trees with 4 leaves. For the sake of reference and estab-
lishing some notation, we record here some well-known facts about recon-
structing trees from a knowledge of the distances between the leaves. We
remark that the fact that trees can be reconstructed from their collection of
leaf-to-leaf distances (plus also the leaf-to-root distances for rooted trees) is
of huge practical importance in so-called distance methods for inferring phy-
logenetic trees from DNA sequence data, and the added fact that one can
build such trees by building subtrees for each collection of four leaves is the
starting point for the sub-class of distance methods called quartet methods.
We refer the reader to [Fel03, SS03] for an extensive description of these
techniques and their underlying theory.
Lemma 2.2. The isometry class of an unrooted tree (T, d) with four leaves
is uniquely determined by the distances between the leaves of T .
Proof. Let {x1, x2, x3, x4} be the set of leaves of T . The tree T has one of
four possible shapes:
❅❅  
 
   ❅❅x2 x4
x1
x3
(IV)
❅❅  
 
   ❅❅x2 x3
x1
x4
(III)
❅❅  
 
   ❅❅x2 x4
x1
x3
(II)
❅❅  
 
   ❅❅x1 x2
x4
x3
y1,2
y3,4
(I)
Figure 2 shows the 4 different shapes of a labeled tree with 4 leaves.
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Consider case (I), and let y1,2 be the uniquely determined branch point
on the tree that lies on the arcs [x1, x2] and [x1, x3], and y3,4 be the uniquely
determined branch point on the tree that lies on the arcs [x3, x4] and [x1, x3].
Observe that
(2.8)
d(x1, y1,2) =
1
2
(d(x1, x2) + d(x1, x3)− d(x2, x3))
d(x2, y1,2) =
1
2
(d(x1, x2) + d(x2, x3)− d(x1, x3))
d(x3, y3,4) =
1
2
(d(x3, x4) + d(x1, x3)− d(x1, x4))
d(x4, y3,4) =
1
2
(d(x3, x4) + d(x1, x4)− d(x1, x3))
d(y1,2, y3,4) =
1
2
(d(x1, x4) + d(x2, x3)− d(x1, x2)− d(x3, x4)),
Similar observations for the other cases show that if we know the shape of
the tree, then we can determine its edge-lengths from leaf-to-leaf distances.
Note also that
(2.9)
χ(I)(T ) :=
1
2
(d(x1, x3) + d(x2, x4)− d(x1, x2)− d(x3, x4))

> 0 for shape (I),
< 0 for shape (II),
= 0 for shapes (III) and (IV)
.
This and analogous inequalities for the quantities that reconstruct the
length of the “internal” edge in shapes (II) and (III), respectively, show
that the shape of the tree can also be reconstructed from leaf-to-leaf dis-
tances. 
2.3. Rooted R-trees. Since we are mainly interested in rooted trees, we
extend our definition as follows: A rooted R-tree, (X, d, ρ), is an R-tree
(X, d) with a distinguished point ρ ∈ X that we call the root. It is helpful
to use genealogical terminology and think of ρ as a common ancestor and
h(x) := d(ρ, x) as the real-valued generation to which x ∈ X belongs (h(x)
is also called the height of x). We define a partial order ≤ on X by declaring
(using the notation introduced in (2.6)) that x ≤ y if x ∈ [ρ, y], so that x
is an ancestor of y. Each pair x, y ∈ X has a well-defined greatest common
lower bound, x ∧ y, in this partial order that we think of as the most recent
common ancestor of x and y.
Let Troot denote the collection of all root-invariant isometry classes of
rooted compact R-trees, where we define a root-invariant isometry to be an
isometry ξ : (X1, dX1 , ρ1)→ (X2, dX2 , ρ2) with ξ(ρ1) = ρ2.
We want to equip Troot with a Gromov-Hausdorff type distance that
incorporates the special status of the root. We define the rooted Gromov-
Hausdorff distance, dGHroot((X1, ρ1), (X2, ρ2)), between two rooted R-trees
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(X1, ρ1) and (X2, ρ2) as the infimum of dH(X
′
1,X
′
2) ∨ dZ(ρ
′
1, ρ
′
2) over all
rooted R-trees (X ′1, ρ
′
1) and (X
′
2, ρ
′
2) that are root-invariant isomorphic to
(X1, ρ1) and (X2, ρ2), respectively, and that are (as unrooted trees) sub-
spaces of a common metric space (Z, dZ ).
As in (2.5), we can compute dGHroot((X1, dX1 , ρ1), (X2, dX2 , ρ2)) by com-
paring distances within X1 to distances within X2, provided that the dis-
tinguished status of the root is respected.
Lemma 2.3. For two rooted trees (X1, dX1 , ρ1), and (X2, dX2 , ρ2),
(2.10) dGHroot((X1, dX1 , ρ1), (X2, dX2 , ρ2)) =
1
2
inf
ℜroot
dis(ℜroot),
where now the infimum is taken over all correspondences ℜroot between X1
and X2 with (ρ1, ρ2) ∈ ℜ
root.
Proof. Indeed, for any root-invariant isometric copies (X ′1, ρ
′
1) and (X
′
2, ρ
′
2)
embedded in Z, and r > dGHroot((X1, ρ1), (X2, ρ2)),
(2.11) ℜroot := {(x1, x2); x1 ∈ X
′
1, x2 ∈ X
′
2, dZ(x1, x2) < r}
gives a correspondence between X1 and X2 containing (ρ1, ρ2) such that
dis(ℜroot) < 2r.
On the other hand, given a correspondence ℜroot between X1 and X2
containing (ρ1, ρ2), define a metric dX1∐X2 on the disjoint union X1 ∐ X2
such that the restriction of dX1∐X2 to Xi is dXi , for i = 1, 2, and for x1 ∈ X1,
x2 ∈ X2, by
(2.12)
dX1∐X2(x1, x2)
:= inf{dX1(x1, y1) + dX2(x2, y2) +
1
2
dis(ℜroot) : (y1, y2) ∈ ℜ
root}
– in particular, if the pair (x1, x2) actually belongs to the correspondence
ℜroot, then dX1∐X2(x1, x2) =
1
2dis(ℜ
root). We leave it to the reader to
check that dX1∐X2 is, indeed, a metric. Then (computing Hausdorff distance
within X1 ∐X2 using dX1∐X2) we have
(2.13) dH(X1,X2) ∨ dX1∐X2(ρ1, ρ2) ≤
1
2
dis(ℜroot).

We state an analogue of Theorem 1 for rooted compact R-trees.
Theorem 2. The metric space (Troot, dGHroot) is complete and separable.
Before we can prove Theorem 2 we need two preparatory results. The first
is a the counterpart of Corollary 7.3.28 in [BBI01] and presents convenient
upper and lower estimates for dGHroot that differ by a multiplicative constant.
Let (X1, ρ1) and (X2, ρ2) be two rooted compact R-trees, and take ε > 0.
A map f is called a root-invariant ε-isometry from (X1, ρ1) to (X2, ρ2) if
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f(ρ1) = ρ2, dis(f) := sup{|dX1(x, y)− dX2(f(x), f(y))| : x, y ∈ X1} < ε and
f(X1) is an ε-net for X2.
Lemma 2.4. Let (X1, ρ1) and (X2, ρ2) be two rooted compact R-trees, and
take ε > 0. Then the following hold.
(i) If dGHroot((X1, ρ1), (X2, ρ2)) < ε, then there exists a root-invariant
2ε-isometry from (X1, ρ1) to (X2, ρ2).
(ii) If there exists a root-invariant ε-isometry from (X1, ρ1) to (X2, ρ2),
then
dGHroot((X1, ρ1), (X2, ρ2)) ≤
3
2
ε.
Proof. (i) Let dGHroot((X1, ρ1), (X2, ρ2)) < ε. By Lemma 2.3 there exists
a correspondence ℜroot between X1 and X2 such that (ρ1, ρ2) ∈ ℜ
root
and dis(ℜroot) < 2ε. Define f : X1 → X2 by setting f(ρ1) = ρ2,
and choosing f(x) such that (x, f(x)) ∈ ℜroot for all x ∈ X1 \ {ρ1}.
Clearly, dis(f) ≤ dis(ℜroot) < 2ε. To see that f(X1) is an 2ε-net for
X2, let x2 ∈ X2, and choose x1 ∈ X1 such that (x1, x2) ∈ ℜ
root. Then
dX2(f(x1), x2) ≤ dX1(x1, x1) + dis(ℜ
root) < 2ε.
(ii) Let f be a root-invariant ε-isometry from (X1, ρ1) to (X2, ρ2). Define
a correspondence ℜrootf ⊆ X1 ×X2 by
(2.14) ℜrootf := {(x1, x2) : dX2(x2, f(x1)) ≤ ε}.
Then (ρ1, ρ2) ∈ ℜ
root
f and ℜ
root
f is indeed a correspondence since f(X1) is a
ε-net for X2. If (x1, x2), (y1, y2) ∈ ℜ
root
f , then
|dX1(x1, y1)− dX2(x2, y2)| ≤ |dX2(f(x1), f(y1))− dX1(x1, y1)|
+ dX2(x2, f(x1)) + dX2(f(x1), y2)
< 3ε.
(2.15)
Hence dis(ℜrootf ) < 3ε and, by (2.10), dGHroot((X1, ρ1), (X2, ρ2)) ≤
3
2ε. 
The second preparatory result we need is the following compactness cri-
terion, which is the analogue of Theorem 7.4.15 in [BBI01] (note also Exer-
cise 7.4.14 in [BBI01]) and can be proved the same way, using Lemma 2.4
in place of Corollary 7.3.28 in [BBI01] and noting that the analogue of
Lemma 2.1 holds for Troot.
Lemma 2.5. A subset T ⊂ Troot is pre-compact if for every ε > 0 there
exists a positive integer N(ε) such that each T ∈ T has an ε-net with at
most N(ε) points.
Proof of Theorem 2 The proof follows very much the same lines as that
of Theorem 1. The proof of separability is almost identical. The key step
in establishing completeness is again to show that a Cauchy sequence in
Troot has a subsequential limit. This can be shown in the same manner as
in the proof of Theorem 1, with an appeal to Lemma 2.5 replacing one to
Theorem 7.4.15 and Exercise 7.4.14 in [BBI01]. 
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2.4. Length measure. Recall that the root growth with re-grafting dy-
namics involve points being chosen uniformly at random on a finite tree. In
order to extend the dynamics to general rooted compact R-trees, we will
require the fact that rooted compact R-trees are associated with a natural
length measure as follows. Fix (T, d, ρ) ∈ Troot, and denote the Borel-σ-field
on T by B(T ). For a, b ∈ T , recall the half open arc [a, b[ from (2.6), and let
(2.16) T o :=
⋃
b∈T
[ρ, b[
the skeleton of T . Observe that if T ′ ⊂ T is a dense countable set, then
(2.16) holds with T replaced by T ′. In particular, T o ∈ B(T ) and B(T )
∣∣
T o
=
σ({]a, b[; a, b ∈ T ′}), where B(T )
∣∣
T o
:= {A ∩ T o; A ∈ B(T )}. Hence there
exist a unique σ-finite measure µ on T , called length measure, such that
µ(T \ T o) = 0 and
(2.17) µ(]a, b[) = d(a, b), ∀ a, b ∈ T.
In particular, µ is the trace onto T o of one-dimensional Hausdorff measure
on T .
Remark The terminology skeleton might seem somewhat derisory, since
for finite trees the difference between the skeleton and the whole tree is just
a finite number of points. However, it is not difficult to produce R-trees
for which the difference between the skeleton and the whole tree is a set
with Hausdorff dimension greater than one (the Brownian CRT will almost
surely be such a tree). This explains our requirement that µ is carried by
the skeleton.
Remark Elements of Troot are really equivalence classes of trees rather
than trees themselves, so what we are describing here is a way of associating
a measure to each element of the equivalence class. However, this procedure
respects the equivalence relation in that if T ′ and T ′′ are two representatives
of the same equivalence class and are related by a root-invariant isometry
f : T ′ → T ′′, then the associated length measures µ′ and µ′′ are such that µ′′
is the push-forward of µ′ by f and µ′ is the push-forward of µ′′ by the inverse
of f (that is, µ′′(A′′) = µ′(f−1(A′′)) and µ′(A′) = µ′′(f(A′)) for Borel sets
A′ and A′′ of T ′ and T ′′, respectively).
2.5. Rooted subtrees and trimming. Recall from the Introduction that
our strategy for extending the root growth with re-grafting dynamics from
finite trees will involve a limiting procedure in which a general rooted com-
pact R-tree is approximated “from the inside” by an increasing sequence
of finite subtrees. We therefore need to establish some facts about such
approximations.
To begin with, we require a notation for one tree being a subtree of an-
other, with both trees sharing the same root. We need to incorporate the fact
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that we are dealing with equivalence classes of trees rather than trees them-
selves. A rooted subtree of (T, d, ρ) ∈ Troot is an element (T ∗, d∗, ρ∗),∈ Troot
that has a class representative that is a subspace of a class representative
of (T, d, ρ), with the two roots coincident. Equivalently, any class repre-
sentative of (T ∗, d∗, ρ∗) can be isometrically embedded into any class rep-
resentative of (T, d, ρ) via an isometry that maps roots to roots. We write
T ∗ root T and note that root is an partial order on Troot.
All of the “wildness” in a compact R-tree happens “at the leaves”. For
example, if T ∈ Troot has a point x at which infinite branching occurs (so
that the removal of x would disconnect T into infinitely many components),
then any open neighborhood of x must contain infinitely many leaves, while
for each η > 0 there are only finitely many leaves y such that x ∈ [ρ, y]
with d(x, y) > η. A natural way in which to produce a finite subtree that
approximates a given tree is thus to fix η > 0 and trim off the fringe of the
tree by removing those points that are not at least distance η from at least
one leaf. Formally, for η > 0 define Rη : T
root → Troot to be the map that
assigns to (T, ρ) ∈ Troot the rooted subtree (Rη(T ), ρ) that consists of ρ and
points a ∈ T for which the subtree
(2.18) ST,a := {x ∈ T : a ∈ [ρ, x[}
(that is, the subtree above a) has height greater than or equal to η. Equiva-
lently,
(2.19) Rη(T ) := {x ∈ T : ∃ y ∈ T x ∈ [ρ, y], dT (x, y) ≥ η} ∪ {ρ}.
In particular, if T has height at most η, then Rη(T ) is just the trivial tree
consisting of the root ρ.
Remark Notice that the map described in (2.19) maps a metric space into
a sub-space. However, since isometric spaces are mapped into isometric
sub-spaces, we may think of Rη as a map from T
root into Troot.
Lemma 2.6. (i) The range of Rη consists of finite rooted trees.
(ii) The map Rη is continuous.
(iii) The family of maps (Rη)η>0 is a semigroup; that is, Rη′ ◦ Rη′′ =
Rη′+η′′ for η
′, η′′ > 0. In particular, Rη′(T ) root Rη′′(T ) for η′ ≥
η′′ > 0.
(iv) For any (T, ρ) ∈ Troot, dGHroot((T, ρ), (Rη(T ), ρ)) ≤ dH(T,Rη(T )) ≤
η.
Proof. (i) Fix (T, d, ρ) ∈ Troot. Let E ⊂ Rη(T ) be the leaves of Rη, that
is, the points that have no subtree above them. We have to show that E
is finite. However, if a1, a2, . . . are infinitely many points in E \ {ρ}, then
we can find points b1, b2, . . . in T such that bi is in the subtree above ai
and d(ai, bi) ≥ η. It follows that infi 6=j d(bi, bj) ≥ 2η, which contradicts the
compactness of T .
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(ii) Suppose that (T ′, d′, ρ′) and (T ′′, d′′, ρ′′) are two compact trees with
dGHroot((T
′, ρ′), (T ′′, ρ′′)) < ε.
By part (i) of Lemma 2.4 there exists a root-invariant 2ǫ-isometry f : T ′ →
T ′′. Recall that this means, f(ρ′) = ρ′′, dis(f) < 2ε, and f(T ′) is an 2ε-net
for T ′′.
For a ∈ Rη(T
′), let f¯(a) be the unique point in Rη(T ′′) that is closest
to f(a). We will show that f¯ : Rη(T
′) → Rη(T ′′) is a root-invariant 25ε-
isometry and hence, by part (ii) of Lemma 2.4, dGHroot(Rη(T
′), Rη(T ′′)) ≤
3
225ε.
We first show that
(2.20) sup{d′′(f(a), f¯(a)) : a ∈ Rη(T ′)} ≤ 8ε.
Fix a ∈ Rη(T
′) and let b ∈ T ′ be a point in the subtree above a such that
d′(a, b) ≥ η. Denote the most recent common ancestor of f(a) and f(b) on
T ′′ by f(a) ∧′′ f(b).
❛❛
❛
❛
❛
❛
❛f(a) ∧′′ f(b)
ρ′′
f(a)
f(b)
ρ′
a
b
Figure 3 illustrates the shapes of the trees spanned by {ρ′, a, b} and by
{ρ′′, f(a), f(b)}. The point f¯(a) lies somewhere on the arc [ρ′′, f(a)].
Then
(2.21)
d′′
(
f(a) ∧′′ f(b), f(a)
)
=
1
2
(
d′′(f(a), f(b)) + d′′(ρ′′, f(a))− d′′(ρ′′, f(b))
)
≤
1
2
(∣∣d′′(f(a), f(b))− d′(a, b)∣∣
+
∣∣d′′(ρ′′, f(a))− d′(ρ′, a)∣∣ + ∣∣d′′(ρ′′, f(b))− d′(ρ′, b)∣∣)
≤ 3ε.
If f¯(a) ∈ [f(a) ∧′′ f(b), f(a)] then we are immediately done. Otherwise,
f¯(a) ∈ [ρ′′, f(a)] and f¯(a) is a leaf in Rη(T ′′). Hence f(b) 6∈ Rη(T ′′), and
therefore
(2.22) d′′(f¯(a), f(b)) ≤ η.
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Furthermore,
(2.23)
d′′
(
f(a) ∧′′f(b), f(b)
)
= d′′(f(a), f(b))− d′′
(
f(a) ∧′′f(b), f(a)
)
≥
(
d′(a, b)− 2ε
)
− 3ε
≥ η − 5ε.
Combining (2.21), (2.22) and (2.23) finally yields that d′′(f¯(a), f(a)) ≤ 8ε
and completes the proof of (2.20).
It follows from (2.20) that
dis(f¯) = sup{|d′(a, b)− d′′(f¯(a), f¯ (b))| : a, b ∈ Rη(T ′)}
≤ sup{|d′(a, b)− d′′(f(a), f(b))| : a, b ∈ Rη(T ′)}
+ 2 sup{d′′(f(a), f¯(a)) : a ∈ Rη(T ′)}
< 2ε+ 2× 8ε
= 18ε.
The proof of (ii) will thus be completed if we can show that f¯(Rη(T
′)) is
a 25ε-net in Rη(T
′′). Consider a point c ∈ Rη(T ′′). We need to show that
there is a point b ∈ Rη(T
′) such that
(2.24) d′′(f¯(b), c) < 25ε.
If d′′(ρ′′, c) < 7ε, then we are done, because we can take b = ρ′ (recall
that f¯(ρ′) = ρ′′). Assume, therefore, that d′′(ρ′′, c) ≥ 7ε. We can then
find points c−, c+ ∈ T ′′ such that ρ′′ ≤ c− ≤ c ≤ c+ with d′′(c−, c) = 7ε
and d′′(c, c+) ≥ η. There are corresponding points a−, a, a+ ∈ T ′ such that
d′′(f(a−), c−) < 2ε, d′′(f(a), c) < 2ε, and d′′(f(a+), c+) < 2ε. We claim
that b := a− ∧′ a+ (the most recent common ancestor of a− and a+ in the
tree T ′) belongs to Rη(T ′) and satisfies (2.24).
Note first of all that
d′(b, a+) = d′(a− ∧′ a+, a+)
=
1
2
(
d′(a+, a−) + d′(ρ′, a+)− d′(ρ′, a−)
)
≥
1
2
(
d′′(f(a+), f(a−))− 2ε+ d′′(f(ρ′), f(a+))− 2ε
− d′′(f(ρ′), f(a−))− 2ε
)
≥
1
2
(
d′′(c+, c−)− 4ε+ d′′(ρ′′, c+)− 2ε− d′′(ρ′′, c−)− 2ε
)
− 3ε
= d′′(c+, c−)− 7ε
= η + 7ε− 7ε
η,
and so b ∈ Rη(T
′).
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Furthermore,
d′′(c, f(b)) ≤ d′′(c, c−) + d′′(c−, f(a−)) + d′′(f(a−), f(b))
≤ 7ε+ 2ε + d′(a−, b) + 2ε
= 11ε+
1
2
(
d′(a+, a−) + d′(ρ′, a−)− d′(ρ′, a+)
)
≤ 11ε+
1
2
(
d′′(f(a+), f(a−)) + 2ε+ d′′(f(ρ′), f(a−)) + 2ε
− d′(f(ρ′), f(a+)) + 2ε
)
≤ 14ε+
1
2
(
d′′(c+, c−) + 2ε+ d′′(ρ′′, c−) + 2ε− d′′(ρ′′, c+) + 2ε
)
= 17ε.
Therefore, by (2.20),
d(c, f¯ (b)) ≤ 17ε + 8ε = 25ε.
This completes the proof of (2.24), and thus the proof of part (ii).
Claims (iii) and (iv) are clear. 
Finally, we require the following result, which will be the key to showing
that the “projective limit” of a consistent family of tree-valued processes
can actually be thought of as a tree-valued process in its own right.
Lemma 2.7. Consider a sequence (Tn)n∈N of representatives of isometry
classes of rooted compact trees in (T, dGHroot) with the following properties.
• Each set Tn is a subset of some common set U .
• Each tree Tn has the same root ρ ∈ U .
• The sequence (Tn)n∈N is nondecreasing, that is, T1 ⊆ T2 ⊆ · · · ⊆ U .
• Writing dn for the metric on Tn, for m < n the restriction of dn
to Tm coincides with dm, so that there is a well-defined metric on
T :=
⋃
n∈N Tn given by
(2.25) d(a, b) = dn(a, b), a, b ∈ Tn.
• The sequence of subsets (Tn)n∈N is Cauchy in the Hausdorff distance
with respect to d.
Then the following hold.
(i) The metric completion T¯ of T is a compact R-tree, and dH(Tn, T¯ )→
0 as n→∞, where the Hausdorff distance is computed with respect
to the extension of d to T¯ . In particular,
(2.26) lim
n→∞ dGHroot((Tn, ρ), (T¯ , ρ)) = 0.
(ii) The tree T¯ has skeleton T¯ o =
⋃
n∈N T
o
n.
(iii) The length measure on T¯ is the unique measure concentrated on⋃
n∈N T
o
n that restricts to the length measure on Tn for each n ∈ N.
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Proof. (i) Because T¯ is a complete metric space, the collection of closed
subsets of T¯ equipped with the Hausdorff distance is also complete (see,
for example, Proposition 7.3.7 of [BBI01]). Therefore the Cauchy sequence
(Tn)n∈N has a limit that is (see Exercise 7.3.4 of [BBI01]) the closure of⋃
k∈N Tk, i.e, T¯ itself. It is clear that the complete space T¯ is totally bounded,
path-connected, and satisfies the four point condition, and so T¯ is a compact
R-tree. Finally,
(2.27) dGHroot((Tn, ρ), (T¯ , ρ)) ≤ dH(Tn, T¯ ) ∨ d(ρ, ρ) = dH(Tn, T¯ )→ 0,
as n→∞.
Claims (ii) and (iii) are obvious. 
3. Root growth with re-grafting
3.1. Beginning the construction. We are now ready to begin in earnest
the construction of the Troot-valued Markov process, X, having the root
growth with re-grafting dynamics.
Fix a tree (T, d, ρ) ∈ Troot. This tree will be the initial state of X. We
first recapitulate the strategy outlined in the Introduction. In line with that
semi-formal description, the “stochastic inputs” to the construction of X
will be a collection of cut times and a corresponding collection of cut points.
• Construct simultaneously for each finite rooted subtree T ∗ root T a
process XT
∗
with XT
∗
0 = T
∗ that evolves according the root growth
with re-grafting dynamics.
• Carry out this construction in such a way that if T ∗ and T ∗∗ are two
finite subtrees with T ∗ root T ∗∗, then XT
∗
t 
root XT
∗∗
t and the cut
points for XT
∗
are those for XT
∗∗
that happen to fall on XT
∗
τ− for a
corresponding cut time τ of XT
∗∗
. Cut times τ for XT
∗∗
for which
the corresponding cut point does not fall on XT
∗
τ− are not cut times
for XT
∗
.
• The tree (T, ρ) is a rooted Gromov-Hausdorff limit of finite R-trees
with root ρ (indeed, any subtree spanned by a finite ε-net and ρ is
finite and has rooted Gromov-Hausdorff distance less than ε from
(T, ρ)). In particular, (T, ρ) is the “smallest” rooted compact R-tree
that contains all of the finite rooted subtrees of (T, ρ).
• Because of the consistent projective nature of the construction, we
can define Xt := X
T
t for t ≥ 0 as the “smallest” element of T
root
that contains XT
∗
t , for all finite trees T
∗ root T .
It will be convenient for establishing features of the process X such as the
strong Markov property to introduce randomness later and work initially in
a setting where the cut times and cut points are fixed. There are two types
of cut points: those that occur at points which were present in the initial tree
T and those that occur at points which were added due to subsequent root
growth. Accordingly, we consider two countable subsets π0 ⊂ R
++×T o and
π ⊂ {(t, x) ∈ R++×R++ : x ≤ t}. (Once again we note that we are moving
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backwards and forwards between thinking of T as a metric space or as an
equivalence class of metric spaces. As we have written things here, we are
thinking of π0 being associated with a particular class representative, but
of course π0 corresponds to a similar set for any representative of the same
equivalence class by mapping across using the appropriate root invariant
isometry.)
Assumption 3.1. Suppose that the sets π0 and π have the following prop-
erties.
(a) For all t0 > 0, each of the sets π0∩ ({t0}×T
o) and π∩ ({t0}×]0, t0])
has at most one point and at least one of these sets is empty.
(b) For all t0 > 0 and all finite subtrees T
′ ⊆ T , the set π0∩ (]0, t0]×T ′)
is finite.
(c) For all t0 > 0, the set π∩{(t, x) ∈ R
++×R++ : x ≤ t ≤ t0} is finite.
Remark Conditions (a)–(c) of Assumption 3.1 will hold almost surely if π0
and π are realizations of Poisson point processes with respective intensities
λ⊗µ and λ⊗λ (where λ is Lebesgue measure), and it is this random mech-
anism that we will introduce later to produce a stochastic process having
the root growth with re-grafting dynamics.
It will be convenient to use the notations π0 and π to also refer to the
integer-valued measures that are obtained by placing a unit point mass at
each point of the corresponding set.
Consider a finite rooted subtree T ∗ root T . It will avoid annoying cir-
cumlocutions about equivalence via root invariant isometries if we work with
particular class representatives for T ∗ and T , and, moreover, suppose that
T ∗ is embedded in T .
Put τ∗0 := 0, and let 0 < τ
∗
1 < τ
∗
2 < . . . (the cut times for X
T ∗) be the
points of {t > 0 : π0({t} × T
∗) > 0} ∪ {t > 0 : π({t} ×R++) > 0}.
An explicit construction of XT
∗
t is then given in two steps:
Step 1 (Root growth) At any time t ≥ 0, XT
∗
t as a set is given by the
disjoint union T ∗∐]0, t]. The root of XT ∗t is the point ρt := t ∈]0, t]. The
metric dT
∗
t on X
T ∗
t is defined inductively as follows. Set d
T ∗
0 to be the metric
on XT
∗
0 = T
∗; that is, dT ∗0 is the restriction of d to T
∗. Suppose that dT ∗t
has been defined for 0 ≤ t ≤ τ∗n. Define dT
∗
t for τ
∗
n < t < τ
∗
n+1 by
(3.1) dT
∗
t (a, b) :=


dτ∗n (a, b), if a, b ∈ X
T ∗
τ∗n
,
|b− a|, if a, b ∈]τ∗n, t],
|a− τ∗n|+ dτ∗n(ρτ∗n , b), if a ∈]τ
∗
n, t], b ∈ X
T ∗
τ∗n
.
Step 2 (Re-Grafting) Note that the left-limit XT
∗
τ∗n+1− exists in the rooted
Gromov-Hausdorff metric. As a set this left-limit is the disjoint union
(3.2) XT
∗
τ∗n
∐]τ∗n, τ
∗
n+1] = T
∗∐]0, τ∗n+1],
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and the corresponding metric dτ∗n+1− is given by a prescription similar to
(3.1).
Define the (n+ 1)st cut point for XT
∗
by
(3.3) p∗n+1 :=
{
a ∈ T ∗, if π0({(τ∗n+1, a)}) > 0,
x ∈]0, τ∗n+1], if π({(τ
∗
n+1, x)}) > 0.
Let S∗n+1 be the subtree above p
∗
n+1 in X
T ∗
τ∗n+1−, that is,
(3.4) S∗n+1 := {b ∈ X
T ∗
τ∗n+1− : p
∗
n+1 ∈ [ρτ∗n+1−, b[ }.
Define the metric dτ∗n+1 by
dτ∗n+1(a, b)
:=


dτ∗n+1−(a, b), if a, b ∈ S
∗
n+1,
dτ∗n+1−(a, b), if a, b ∈ X
T ∗
τ∗n+1
\ S∗n+1,
dτ∗n+1−(a, ρτ∗n+1) + dτ∗n+1−(p
∗
n+1, b), if a ∈ X
T ∗
τ∗n+1
\ S∗n+1, b ∈ S
∗
n+1.
(3.5)
In other words XT
∗
τ∗n+1
is obtained from XT
∗
τ∗n+1− by pruning off the subtree
S∗n+1 and re-attaching it to the root.
Now consider two other finite, rooted subtrees (T ∗∗, ρ) and (T ∗∗∗, ρ) of T
such that T ∗ ∪ T ∗∗ ⊆ T ∗∗∗ (with induced metrics). Build XT
∗∗
and XT
∗∗∗
from π0 and π in the same manner as X
T ∗ (but starting at T ∗∗ and T ∗∗∗).
It is clear from the construction that:
• XT
∗
t and X
T ∗∗
t are rooted subtrees of X
T ∗∗∗
t for all t ≥ 0,
• the Hausdorff distance between XT
∗
t and X
T ∗∗
t as subsets of X
T ∗∗∗
t
does not depend on T ∗∗∗,
• the Hausdorff distance is constant between jumps of XT
∗
and XT
∗∗
(when only root growth is occurring in both processes).
The following lemma shows that the Hausdorff distance between XT
∗
t and
XT
∗∗
t as subsets of X
T ∗∗∗
t does not increase at jump times.
Lemma 3.2. Let T be a finite rooted tree with root ρ and metric d, and
let T ′ and T ′′ be two rooted subtrees of T (both with the induced metrics and
root ρ). Fix p ∈ T , and let S be the subtree in T above p (recall (3.4)).
Define a new metric dˆ on T by putting
dˆ(a, b) :=


d(a, b), if a, b ∈ S,
d(a, b), if a, b ∈ T \ S,
d(a, p) + d(ρ, b), if a ∈ S, b ∈ T \ S.
Then the sets T ′ and T ′′ are also subtrees of T equipped with the induced
metric dˆ, and the Hausdorff distance between T ′ and T ′′ with respect to dˆ is
not greater than that with respect to d.
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Proof. Suppose that the Hausdorff distance between T ′ and T ′′ under d is
less than some given ε > 0. Given a ∈ T ′, there then exists b ∈ T ′′ such that
d(a, b) < ε. Because d(a, a ∧ b) ≤ d(a, b) and a ∧ b ∈ T ′′, we may suppose
(by replacing b by a ∧ b if necessary) that b ≤ a. We claim that dˆ(a, c) < ε
for some c ∈ T ′′. This and the analogous result with the roles of T ′ and T ′′
interchanged will establish the result.
If a, b ∈ S or a, b ∈ T \ S, then dˆ(a, b) = d(a, b) < ε. The only other
possibility is that a ∈ S and b ∈ T \ S, in which case p ∈ [b, a] (for T
equipped with d). Then dˆ(a, ρ) = d(a, p) ≤ d(a, b) < ε, as required (because
ρ ∈ T ′′). 
Now let T1 ⊆ T2 ⊆ · · · be an increasing sequence of finite subtrees of
T such that
⋃
n∈N Tn is dense in T . Thus limn→∞ dH(Tn, T ) = 0. Let
X1,X2, . . . be constructed from π0 and π starting with T1, T2, . . .. Applying
Lemma 3.2 yields
(3.6) lim
m,n→∞ supt≥0
dGHroot(X
m
t ,X
n
t ) = 0.
Hence by completeness of Troot, there exists a ca`dla`g Troot-valued process
X such that X0 = T and
(3.7) lim
m→∞ supt≥0
dGHroot(X
m
t ,Xt) = 0.
A priori, the process X could depend on the choice of the approximating
sequence of trees (Tn)n∈N. To see that this is not so, consider two approxi-
mating sequences T 11 ⊆ T
1
2 ⊆ · · · and T
2
1 ⊆ T
2
2 ⊆ · · · . For k ∈ N, write T
3
n
for the smallest rooted subtree of T that contains both T 1n and T
2
n . As a set,
T 3n = T
1
n ∪ T
2
n . Now let ((X
n,i
t )t≥0)n∈N for i = 1, 2, 3 be the corresponding
sequences of finite tree-value processes and let (X∞,it )t≥0 for i = 1, 2, 3 be
the corresponding limit processes. By Lemma 3.2,
dGHroot(X
n,1
t ,X
n,2
t ) ≤ dGHroot(X
n,1
t ,X
n,3
t ) + dGHroot(X
n,2
t ,X
n,3
t )
≤ dH(X
n,1
t ,X
n,3
t ) + dH(X
n,2
t ,X
n,3
t )
≤ dH(T
1
n , T
3
n) + dH(T
2
n , T
3
n)
≤ dH(T
1
n , T ) + dH(T
2
n , T )→ 0
(3.8)
as n → ∞. Thus, for each t ≥ 0 the sequences (Xn,1t )n∈N and (X
n,2
t )n∈N
do indeed have the same rooted Gromov-Hausdorff limit and the process X
does not depend on the choice of approximating sequence for the initial tree
T .
3.2. Finishing the construction. In 3.1 we constructed a Troot-valued
function t 7→ Xt starting with a fixed triple (T, π0, π), where T ∈ T
root and
π0, π satisfy the conditions of Assumption 3.1. We now want to think of X
as a function of time and such triples.
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Let Ω∗ be the set of triples (T, π0, π), where T is a rooted compact R-
tree (that is, a class representative of an element of Troot) and π0, π satisfy
Assumption 3.1.
The root invariant isometry equivalence relation on rooted compact R-
trees extends naturally to an equivalence relation on Ω∗ by declaring that
two triples (T ′, π′0, π
′) and (T ′′, π′′0 , π
′′), where π′0 = {(σ
′
i, x
′
i) : i ∈ N} and
π′′0 = {(σ
′′
i , x
′′
i ) : i ∈ N}, are equivalent if there is a root invariant isometry
f mapping T ′ to T ′′ and a permutation γ of N such that σ′′i = σ
′
γ(i) and
x′′i = f(x
′
γ(i)) for all i ∈ N. We write Ω for the resulting quotient space of
equivalence classes.
In order to do probability, we require that Ω has a suitable measurable
structure. We could do this by specifying a metric on Ω, but the following
approach is a little less cumbersome and suffices for our needs.
Let Ωfin denote the subset of Ω consisting of triples (T, π0, π) such that T ,
π0 and π are finite. We are going to define a metric on Ω
fin. Let (T ′, π′0, π
′)
and (T ′′, π′′0 , π
′′) be two points in Ωfin, where π′0 = {(σ
′
1, x
′
1), . . . , (σ
′
p, x
′
p)},
π′ = {τ ′1, . . . , τ
′
r}, π
′′
0 = {(σ
′′
1 , x
′′
1), . . . , (σ
′′
q , x
′′
q)}, and π
′′ = {τ ′′1 , . . . , τ
′′
s }. As-
sume that 0 < σ′1 < · · · < σ
′
p, 0 < τ
′
1 < · · · < τ
′
r, 0 < σ
′′
1 < · · · < σ
′′
q , and
0 < τ ′′1 < · · · < τ
′′
s . The distance between (T
′, π′0, π
′) and (T ′′, π′′0 , π
′′) will
be 1 if either p 6= q or r 6= s. Otherwise, the distance is
(3.9) 1 ∧
(
1
2
inf
ℜroot,cuts
dis(ℜroot,cuts) + max
i
|σ′i − σ
′′
i |+max
j
|τ ′j − τ
′′
j |
)
,
where the infimum is over all correspondences between T ′ and T ′′ that con-
tain the pairs (ρT ′ , ρT ′′) and (x
′
i, x
′′
i ) for 1 ≤ i ≤ p.
Equip Ωfin with the Borel σ-field corresponding to this metric. For t ≥ 0,
let Fot be the σ-field on Ω generated by the family of maps from Ω into Ω
fin
given by (T, π0, π) 7→ (Rη(T ), π0∩(]0, t]×(Rη(T ))
o), π∩{(s, x) : x ≤ s ≤ t})
for η > 0. As usual, set F+t :=
⋂
u>tF
o
u for t ≥ 0. Put F
o :=
∨
t≥0 F
o
t .
It is straightforward to establish the following result from Lemma 2.6 and
the construction of X in Subsection 3.1, and we omit the proof.
Lemma 3.3. The map (t, (T, π0, π)) 7→ Xt(T, π0, π) from R
+×Ω into Troot
is progressively measurable with respect to the filtration (Fot )t≥0. (Here, of
course, we are equipping Troot with the Borel σ-field associated with the
metric dGHroot .)
Given T ∈ Troot, let PT be the probability measure on Ω defined by the
following requirements.
• The measure PT assigns all of its mass to the set {(T ′, π′0, π
′) ∈ Ω :
T ′ = T}.
• Under PT , the random variable (T ′, π′0, π
′) 7→ π′0 is a Poisson point
process on the set R++ × T o with intensity λ ⊗ µ, where µ is the
length measure on T .
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• Under PT , the random variable (T ′, π′0, π
′) 7→ π′ is a Poisson point
process on the set {(t, x) ∈ R++×R++ : x ≤ t} with intensity λ⊗λ
restricted to this set.
• The random variables (T ′, π′0, π
′) 7→ π′0 and (T
′, π′0, π
′) 7→ π′ are
independent under PT .
Of course, the random variable (T ′, π′0, π
′) 7→ π′0 takes values in a space of
equivalence classes of countable sets rather than a space of sets per se, so,
more formally, this random variable has the law of the image of a Poisson
process on an arbitrary class representative under the appropriate quotient
map.
For t ≥ 0, g a bounded Borel function on Troot, and T ∈ Troot, set
(3.10) Ptg(T ) := P
T [g(Xt)].
With a slight abuse of notation, let R˜η for η > 0 also denote the map from
Ω into Ω that sends (T, π0, π) to (Rη(T ), π0 ∩ (R
++ × (Rη(T ))
o), π).
Our main construction result is the following.
Theorem 3. (i) If T ∈ Troot is finite, then (Xt)t≥0 under PT is a
Markov process that evolves via the root growth with re-grafting dy-
namics on finite trees.
(ii) For all η > 0 and T ∈ Troot, the law of (Xt ◦ R˜η)t≥0 under PT
coincides with the law of (Xt)t≥0 under PRη(T ).
(iii) For all T ∈ Troot, the law of (Xt)t≥0 under PRη(T ) converges as η ↓ 0
to that of (Xt)t≥0 under PT (in the sense of convergence of laws on
the space of ca`dla`g Troot-valued paths equipped with the Skorohod
topology).
(iv) For g ∈ bB(Troot), the map (t, T ) 7→ Ptg(T ) is B(R
+) × B(Troot)-
measurable.
(v) The process (Xt,P
T ) is strong Markov with respect to the filtration
(F+t )t≥0 and has transition semigroup (Pt)t≥0.
Proof. (i) This is clear from the definition of the root growth and re-grafting
dynamics.
(ii) It is enough to check that the push-forward of the probability measure
PT under the map Rη : Ω → Ω is the measure P
Rη(T ). This, however,
follows from the observation that the restriction of length measure on a tree
to a subtree is just length measure on the subtree.
(iii) This is immediate from part (ii), the limiting construction in Subsection
3.1, and part (iv) of Lemma 2.6. Indeed, we have that
(3.11) sup
t≥0
dGHroot(Xt,Xt ◦ R˜η) ≤ dH(T,Rη(T )) ≤ η.
(iv) By a monotone class argument, it is enough to consider the case where
the test function g is continuous. It follows from part (iii) that Ptg(Rη(T ))
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converges pointwise to Ptg(T ) as η ↓ 0, and it is not difficult to show using
Lemma 2.6 and part (i) that (t, T ) 7→ Ptg(Rη(T )) is B(R
+) × B(Troot)-
measurable. We omit the details, because we will establish an even stronger
result in Proposition 6.1.
(v) By construction and part (ii) of Lemma 2.7, we have for t ≥ 0 and
(T, π0, π) ∈ Ω that, as a set, X
o
t (T, π0, π) is the disjoint union T
o∐]0, t].
Put
θt(T, π0, π)
:=
(
Xt(T, π0, π), {(s, x) ∈ R
++ × T o : (t+ s, x) ∈ π0},
{(s, x) ∈ R++ ×R++ : (t+ s, t+ x) ∈ π}
)
=
(
Xt(T, π0, π), {(s, x) ∈ R
++ ×Xot (T, π0, π) : (t+ s, x) ∈ π0},
{(s, x) ∈ R++ ×R++ : (t+ s, t+ x) ∈ π}
)
.
(3.12)
Thus θt maps Ω into Ω. Note that Xs ◦ θt = Xs+t and that θs ◦ θt = θs+t,
that is, the family (θt)t≥0 is a semigroup. It is not hard to show that
(t, (T, π0, π)) 7→ θt(T, π0, π) is jointly measurable, and we leave this to the
reader.
Fix t ≥ 0 and (T, π0, π) ∈ Ω. Write µ
′ for the measure on T o∐]0, t] that
restricts to length measure on T o and to Lebesgue measure on ]0, t]. Write
µ′′ for the length measure on Xot (T, π0, π). The strong Markov property will
follow from a standard strong Markov property for Poisson processes if we
can show that µ′ = µ′′. This equality is clear from the construction if T is
finite: the tree Xt(T, π0, π) is produced from the tree T and the set ]0, t] by
a finite number of dissections and rearrangements. The equality for general
T follows from the construction and part (iii) of Lemma 2.7. 
4. Connection with Aldous’s construction of the CRT
Let (Rt)t≥0, (Tt)t≥0, and (τn)n∈N be as in the Introduction. Thus (Tt)t≥0
has the same law as (Xt)t≥0 under PT0 , where T0 is the trivial tree.
Proposition 4.1. The two random finite rooted trees Rτn− and Tτn− have
the same distribution for all n ∈ N.
Proof. Let Rn denote the object obtained by taking the rooted finite tree
with edge-lengths Rτn− and labeling the leaves with 1, . . . , n, in the order
that they are added in Aldous’s construction. Let Tn be derived similarly
from the rooted finite tree with edge-lengths Tτn−, by labeling the leaves
with 1, . . . , n in the order that they appear in the root growth with re-
grafting construction. It will suffice to show that Rn and Tn have the same
distribution. Note that both Rn and Tn are rooted, bifurcating trees with
n labeled leaves and edge-lengths. Such a tree Sn is uniquely specified by
its shape, denoted shape(Sn), which is a rooted, bifurcating, leaf-labeled
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combinatorial tree, and by the list of its (2n−1) edge-lengths in a canonical
order determined by its shape, say
lengths(Sn) := (length(Sn, 1), . . . , length(Sn, 2n − 1)),
where the edge-lengths are listed in order of traversal of edges by first work-
ing along the path from the root to leaf 1, then along the path joining that
path to leaf 2, and so on.
Recall that τn is the nth point of a Poisson process on R
++ with rate t dt.
We construct Rn and Tn on the same probability space using cuts at points
Uiτi, 1 ≤ i ≤ n − 1, where U1, U2, . . . is a sequence of independent random
variables uniformly distributed on the interval ]0, 1] and independent of the
sequence (τn)n∈N. Then, by construction, the common collection of edge-
lengths of Rn and of Tn is the collection of lengths of the 2n−1 subintervals
of ]0, τn] obtained by cutting this interval at the 2n− 2 points
{X
(n)
i , 1 ≤ i ≤ 2n− 2} :=
n−1⋃
i=1
{Uiτi, τi}
where the X
(n)
i are indexed to increase in i for each fixed n. Let X
(n)
0 := 0
and X
(n)
2n−1 := τn. Then
(4.1) length(Rn, i) = X
(n)
i −X
(n)
i−1, 1 ≤ i ≤ 2n − 1,
(4.2) length(Tn, i) = length(Rn, σn,i), 1 ≤ i ≤ 2n− 1,
for some almost surely unique random indices σn,i ∈ {1, . . . 2n − 1} such
that i 7→ σn,i is almost surely a permutation of {1, . . . 2n− 1}. According to
[Ald93, Lemma 21], the distribution of Rn may be characterized as follows:
(i) the sequence lengths(Rn) is exchangeable, with the same distribution
as the sequence of lengths of subintervals obtained by cutting ]0, τn]
at 2n − 2 uniformly chosen points {Uiτn : 1 ≤ i ≤ 2n − 2};
(ii) shape(Rn) is uniformly distributed on the set of all 1× 3× 5× · · · ×
(2n − 3) possible shapes;
(iii) lengths(Rn) and shape(Rn) are independent.
In view of this characterization and (4.2), to show that Tn has the same
distribution as Rn it is enough to show that
(a) the random permutation {i 7→ σn,i : 1 ≤ i ≤ 2n− 1} is a function of
shape(Tn);
(b) shape(Tn) = Ψn(shape(Rn)) for some bijective map Ψn from the set
of all possible shapes to itself.
This is trivial for n = 1, so we assume below that n ≥ 2. Before proving (a)
and (b), we recall that (ii) above involves a natural bijection
(4.3) (I1, . . . , In−1)↔ shape(Rn)
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where In−1 ∈ {1, . . . , 2n − 3} is the unique i such that Un−1τn−1 ∈
(X
(n−1)
i−1 ,X
(n−1)
i ). Hence In−1 is the index in the canonical ordering of edges
of Rn−1 of the edge that is cut in the transformation from Rn−1 to Rn by at-
tachment of an additional edge, of length τn−τn−1, connecting the cut-point
to leaf n. Thus (ii) and (iii) above correspond via (4.3) to the facts that
I1, . . . , In−1 are independent and uniformly distributed over their ranges,
and independent of lengths(Rn). These facts can be checked directly from
the construction of (Rn)n∈N from (τn)n∈N and (Un)n∈N using standard facts
about uniform order statistics.
Now (a) and (b) follow from (4.3) and another bijection
(4.4) (I1, . . . , In−1)↔ shape(Tn)
where each possible value i of Im is identified with edge σm,i in the canon-
ical ordering of edges of Tm. This is the edge of Tm whose length equals
length(Rm, i). The bijection (4.4), and the fact that σn,i depends only on
shape(Tn), will now be established by induction on n ≥ 2. For n = 2 the
claim is obvious. Suppose for some n ≥ 3 that the correspondence between
(I1, . . . , In−2) and shape(Tn−1) has been established, and that the length of
edge σn−1,i in the canonical ordering of edges of Tn−1 is equals the length of
the ith edge in the canonical ordering of edges of Rn−1, for some σn−1,i which
is a function of i and shape(Tn−1). According to the construction of Tn, if
In−1 = i then Tn is derived from Tn−1 by splitting Tn−1 into two branches
at some point along edge σn−1,i in the canonical ordering of the edges of
Tn−1, and forming a new tree from the two branches and an extra segment
of length τn − τn−1. Clearly, shape(Tn) is determined by shape(Tn−1) and
In−1, and in the canonical ordering of the edge-lengths of Tn the length of
the ith edge equals the length of the edge σn,i of Rn, for some σn,i which is
a function of shape(Tn−1) and In−1, and hence a function of shape(Tn). To
complete the proof, it is enough by the inductive hypothesis to show that
the map
(shape(Tn−1), In−1)→ shape(Tn)
just described is invertible. But shape(Tn−1) and In−1 can be recovered
from shape(Tn) by the following sequence of moves:
• delete the edge attached to the root of shape(Tn)
• split the remaining tree into its two branches leading away from the
internal node to which the deleted edge was attached;
• re-attach the bottom end of the branch not containing leaf n to leaf
n on the other branch, joining the two incident edges to form a single
edge;
• the resulting shape is shape(Tn−1), and In−1 is the index such that
the joined edge in shape(Tn−1) is the edge σn−1,In−1 in the canonical
ordering of edges on shape(Tn−1).

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5. Recurrence and convergence to stationarity
Lemma 5.1. For any (T, d, ρ) ∈ Troot we can build on the same probability
space two Troot-valued processes X ′ and X ′′ such that:
• X ′ has the law of X under PT0 , where T0 is the trivial tree consisting
of just the root,
• X ′′ has the law of X under PT ,
• for all t ≥ 0,
(5.1) dGHroot(X
′
t,X
′′
t ) ≤ dGHroot(T0, T ) = sup{d(ρ, x) : x ∈ T}
•
(5.2) lim
t→∞ dGH
root(X ′t,X
′′
t ) = 0, almost surely.
Proof. The proof follows almost immediately from construction of X in Sec-
tion 3 and Lemma 3.2. The only point requiring some comment is (5.2). For
that it will be enough to show for any ε > 0 that for PT -a.e. (T, π0, π) ∈ Ω
there exists t > 0 such that the projection of π0 ∩ (]0, t] × T
o) onto T is an
ε-net for T .
Note that the projection of π0 ∩ (]0, t] × T
o) onto T is a Poisson process
under PT with intensity tµ, where µ is the length measure on T . Moreover,
T can be covered by a finite collection of ε-balls, each with positive µ-
measure. Therefore, the PT -probability of the set of (T, π0, π) ∈ Ω such
that the projection of π0 ∩ (]0, t]× T
o) onto T is an ε-net for T increases as
t→∞ to 1. 
Proposition 5.2. For any T ∈ Troot, the law of Xt under P
T converges
weakly to that of the Brownian CRT as t→∞.
Proof. It suffices by Lemma 5.1 to consider the case where T is the trivial
tree.
We saw in the Proposition 4.1 that, in the notation of the Introduction,
Tτn− has the same distribution as Rτn−. Moreover, we recalled in the In-
troduction that Rt converges in distribution to the continuum random tree
as t → ∞ if we use Aldous’s metric on trees that comes from thinking
of them as closed subsets of ℓ1 with the root at the origin and equipped
with the Hausdorff distance. By construction, (Tt)t≥0 has the root growth
with re-grafting dynamics started at the trivial tree. Clearly, the rooted
Gromov–Hausdorff distance between Tt and Tτn+1− is at most τn+1 − τn for
τn ≤ t < τn+1. It remains to observe that τn+1 − τn → 0 in probability as
n→∞. 
Proposition 5.3. Consider a non-empty open set U ⊆ Troot. For each
T ∈ Troot,
(5.3) PT {for all s ≥ 0, there exists t > s such that Xt ∈ U} = 1.
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Proof. It is straightforward, but notationally rather tedious, to show that if
B′ ⊆ Troot is any ball and T0 is the trivial tree, then
(5.4) PT0{Xt ∈ B
′} > 0
for all t sufficiently large. Thus, for any ball B′ ⊆ Troot there is, by
Lemma 5.1, a ball B′′ ⊆ Troot containing the trivial tree such that
(5.5) inf
T∈B′′
PT {Xt ∈ B
′} > 0
for each t sufficiently large.
By a standard application of the Markov property, it therefore suffices to
show for each T ∈ Troot and each ball B′′ around the trivial tree that
(5.6) PT {there exists t > 0 such that Xt ∈ B
′′} = 1.
By another standard application of the Markov property, equation (5.6)
will follow if we can show that there is a constant p > 0 depending on B′′
such that for any T ∈ Troot
lim inf
t→∞ P
T {Xt ∈ B
′′} > p.
This, however, follows from Proposition 5.2 and the observation that for any
ε > 0 the law of the Brownian CRT assigns positive mass to the set of trees
with height less than ε (which is just the observation that the law of the
Brownian excursion assigns positive mass to the set of excursion paths with
maximum less that ε/2). 
Proposition 5.4. The law of the Brownian CRT is the unique stationary
distribution for X. That is, if ξ is the law of the CRT, then
∫
ξ(dT )Ptf(T ) =∫
ξ(dT )f(T ) for all t ≥ 0 and f ∈ bB(Troot), and ξ is the unique probability
measure on Troot with this property.
Proof. This is a standard argument given Proposition 5.2 and the Feller
property for the semigroup (Pt)t≥0 established in Proposition 6.1, but we
include the details for completeness.
Consider a test function f : Troot → R that is continuous and bounded.
By Proposition 6.1 below, the function Ptf is also continuous and bounded
for each t ≥ 0. Therefore, by Proposition 5.2,∫
ξ(dT )f(T ) = lim
s→∞
∫
ξ(dT )Psf(T ) = lim
s→∞
∫
ξ(dT )Ps+tf(T )
= lim
s→∞
∫
ξ(dT )Ps(Ptf)(T ) =
∫
ξ(dT )Ptf(T )
(5.7)
for each t ≥ 0, and hence ξ is stationary. Moreover, if ζ is a stationary
measure, then∫
ζ(dT )f(T ) =
∫
ζ(dT )Ptf(T )
→
∫
ζ(dT )
(∫
ξ(dT )f(T )
)
=
∫
ξ(dT )f(T ),
(5.8)
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and ζ = ξ, as claimed. 
6. Feller property
The following result says that the law ofXt underP
T is weakly continuous
in the initial value T for each t ≥ 0. This property is sometimes referred to
as the Feller property of the semigroup (Pt)t≥0, although this terminology
is often restricted to the case of a locally compact state space and transition
operators that map the space of continuous functions that vanish at infinity
into itself. A standard consequence of this result is that the law of the
process (Xt)t≥0 is weakly continuous in the initial value (when the space of
ca`dla`g Troot-valued paths is equipped with the Skorohod topology).
Proposition 6.1. If the function f : Troot → R is continuous and bounded,
then the function Ptf is also continuous and bounded for each t ≥ 0.
We will prove the proposition by a coupling argument that, inter alia,
builds processes with the law of X under PT for two different finite values
of T on the same probability space. The key to constructing such a coupling
is the following pair of lemmas.
We require the following notion. A rooted combinatorial tree is just a con-
nected, acyclic graph with one vertex designated as the root. Equivalently,
we can think of a rooted combinatorial tree as a finite rooted tree in which
all edges have length one. Thus any finite rooted tree is associated with a
unique rooted combinatorial tree by changing all the edge lengths to one,
and any two finite rooted trees with the same topology are associated with
the same rooted combinatorial tree. If U and V are two rooted combinato-
rial trees with leaves labeled by (x1, . . . , xn) and (y1, . . . , yn), then we say
that U and V are isomorphic if there exists a graph isomorphism between U
and V that maps the root of U to the root of V and xi to yi for 1 ≤ i ≤ n.
Lemma 6.2. Let (T, ρ) be a finite rooted trees with leaves {x1, . . . , xn} =
T \T o. (recall the definition of the skeleton T o from (2.16)). Write η for the
minimum of the (strictly positive) edge lengths in T . Suppose that (T ′, ρ′) is
another finite rooted tree with dGHroot((T
′, ρ′), (T, ρ)) < δ < η16 . Then there
exists a subtree (T ′′, ρ′) root (T ′, ρ′) and a map f¯ : T → T ′′ such that:
(i) f¯(ρ) = ρ′,
(ii) T ′′ is spanned by {f¯(x1), . . . , f¯(xn), ρ′},
(iii) dH(T
′, T ′′) < 3δ,
(iv) dis(f¯) < 8δ,
(v) T ′′ has leaves {f¯(x1), . . . , f¯(xn)},
(vi) by possibly deleting some internal edges from the rooted combinato-
rial tree associated to T ′′ with leaves labeled by (f¯(x1), . . . , f¯(xn)),
one can obtain a leaf-labeled rooted combinatorial tree that is iso-
morphic to the rooted combinatorial rooted tree associated to T with
leaves labeled by (x1, . . . , xn).
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Proof. We have from (2.10) that there is a correspondence ℜroot containing
(ρ, ρ′) between T and T ′ such that dis(ℜroot) < 2δ. For x ∈ T \ {ρ}, choose
f(x) ∈ T ′ such that (x, f(x)) ∈ ℜroot, and put f(ρ) := ρ′. Set T ′′ to be the
subtree of T ′ spanned by {f(x1), . . . , f(xn), ρ′}. For x ∈ T define f¯(x) ∈ T ′′
to be the point in T ′′ that has minimum distance to f(x). In particular,
f¯(ρ) = f(ρ) = ρ′ and f¯(xi) = f(xi) for all i, so that (i) and (ii) hold.
For x′ ∈ T ′ \ {ρ′} choose g(x′) such that (g(x′), x′) ∈ ℜroot and put
g(ρ′) := ρ. Then f(T ) and g(T ′) are 2δ-nets for T ′ and T , respectively,
and dis(f) ∨ dis(g) < 2δ. For each i ∈ {1, . . . , n} and y′ ∈ T ′ we have
(ρ, ρ′), (xi, f(xi)), (g(y′), y′) ∈ ℜroot. Hence dT ′(ρ′, y′) < dT (ρ, g(y′)) + 2δ,
and dT ′(y
′, f(xi)) < dT (g(y′), xi) + 2δ. Now fix y′ ∈ T ′, and choose i ∈
{1, . . . , n} such that g(y′) ∈ [ρ, xi]. Then
(6.1)
dT ′(ρ
′, f(xi)) + 2dH
(
{y′}, [ρ′, f(xi)]
)
= dT ′(ρ
′, y′) + dT ′(y′, f(xi))
< dT (ρ, xi) + 4δ
< dT ′(ρ
′, f(xi)) + 2δ + 4δ,
and hence dH({y
′}, T ′′) < 3δ. Thus (iii) holds.
For x, y ∈ T ,
(6.2)
|dT (x, y)− dT ′′(f¯(x), f¯ (y))|
≤ |dT (x, y)− dT ′(f(x), f(y))| + dT ′(f¯(x), f(x)) + dT ′(f¯(y), f(y))
≤ dis(f) + 2dH(T
′, T ′′) < 8δ,
and (iv) holds.
In order to establish (v), it suffices to observe for 1 ≤ i 6= j ≤ n that, by
part (iv),
dT ′′(f¯(xi), f¯(xj)) + dT ′′(f¯(xj), ρ
′)− dT ′′(f¯(xi), ρ′)
≥ dT (xi, xj) + dT (xj, ρ)− dT (xi, ρ)− 3dis(f¯)
> 2η − 24δ
> 0.
(6.3)
Similarly, part (vi) follows from part (iv) and the observations in Sub-
section 2.2 about re-constructing tree shapes from distances between the
points in subsets of size four drawn from the leaves and the root of T ′′ once
we observe the inequality 124dis(f¯) < 16δ < η. 
Lemma 6.3. Let (T, ρ) be a finite rooted tree and ε > 0. There exists
δ > 0 depending on T and ε such that if (T ′, ρ′) is a finite rooted tree
with dGHroot((T
′, ρ′), (T, ρ)) < δ, then there exist subtrees (S, ρ) root T and
(S′, ρ′) root T ′ for which:
(i) dH(S, T ) < ε and dH(S
′, T ′) < ε,
(ii) S and S′ have the same total length,
(iii) there is a bijective measurable map ψ : S → S′ that preserves length
measure and has distortion at most ε,
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(iv) the length measure of the set of points a ∈ S such that {b′ ∈ S′ :
ψ(a) ≤ b′} 6= ψ({b ∈ S : a ≤ b}) (that is, the set of points a such
that the subtree above ψ(a) is not the image under ψ of the subtree
above a) is less than ε.
Proof. As in Lemma 6.2, denote by η the minimum of the (strictly positive)
edge lengths of T . Let (T ′, ρ′) be a finite rooted tree with
(6.4) dGHroot((T
′, ρ′), (T, ρ)) < δ <
η
16
,
where δ depending on T and ε will be chosen later. Set (T ′′, ρ′) and f¯ to be
a subtree of T ′ and a function from T to T ′′ whose existence is guaranteed
by Lemma 6.2 for this choice of δ. Let {x1, . . . xn} denote the leaves of T
and write x′i := f(xi) = f¯(xi) for i = 1, . . . , n.
Define inductively subtrees S1, . . . , Sn of T (all with root ρ) and S
′
1, . . . , S
′
n
of T ′′ ⊆ T ′ (all with root ρ′) as follows. Set S1 := [ρ, y1] and S′1 := [ρ, y
′
1],
where y1 and y
′
1 are the unique points on the arcs [ρ, x1] and [ρ
′, x′1], respec-
tively, such that
(6.5) dT (ρ, y1) = dT ′(ρ
′, y′1) = dT (ρ, x1) ∧ dT ′(ρ
′, x′1).
Suppose that S1, . . . , Sm and S
′
1, . . . , S
′
m have been defined. Let zm+1 and
z′m+1 be the points on Sm and S
′
m closest to xm+1 and x
′
m+1. Put Sm+1 :=
Sm∪]zm+1, ym+1] and S
′
m+1 := S
′
m∪]z
′
m+1, y
′
m+1], where ym+1 and y
′
m+1 are
the unique points on the arcs ]zm+1, xm+1] and ]z
′
m+1, x
′
m+1], respectively,
such that
(6.6)
dT ′(zm+1, ym+1) = dT ′(z
′
m+1, y
′
m+1)
= dT (zm+1, xm+1) ∧ dT ′(z
′
m+1, x
′
m+1).
Set S := Sn and S
′ := S′n.
Put z1 := ρ, and z
′
1 := ρ
′. By construction, the arcs ]zk, yk], 1 ≤ k ≤ n,
are disjoint and their union is S \{ρ}. Similarly, the arcs ]z′k, y
′
k] are disjoint
and their union is S′ \ {ρ′}. Moreover, the arcs ]zk, yk] and ]z′k, y
′
k] have
the same length (in particular, S and S′ have the same length and part (ii)
holds). We may therefore define a measure-preserving bijection ψ between S
and S′ by setting ψ(ρ) = ρ′ and letting the restriction of ψ to each arc ]zk, yk]
be the obvious length preserving bijection onto ]z′k, y
′
k]. More precisely, if
a ∈]zk, yk], then ψ(a) is the uniquely determined point on ]z
′
k, y
′
k] such that
dS′(z
′
k, ψ(a)) = dS(zk, a).
We next estimate the distortion of ψ to establish part (iii). We first claim
that for a, b ∈ S,
(6.7) |dS(a, b)− dS′(ψ(a), ψ(b))| ≤ 5γ,
where
(6.8) γ := max
1≤k,m≤n
|dS(yk, ym)−dS′(y
′
k, y
′
m)|∨ max
1≤k≤n
|dS(yk, ρ)−dS′(y
′
k, ρ
′)|.
To see (6.7), consider a, b ∈ S \{ρ} with a ∈]zk, yk] and b ∈]zm, ym] where
k 6= m. (The case where a = ρ or b = ρ holds “by continuity” and is left
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to the reader.) Without loss of generality, assume that k < m, so that
yk∧ym ≤ zm < b ≤ ym in the partial order on S and y
′
k∧y
′
m ≤ z
′
m < ψ(b) ≤
y′m in the partial order on S′. Note that yk ∧ ym and zk are comparable in
the partial order, as are y′k ∧ y
′
m and z
′
k. Moreover, by part (vi) of Lemma
6.2, yk ∧ ym ≤ zk if and only if y
′
k ∧ y
′
m ≤ z
′
k. We then have to consider four
cases depending on the relative positions of yk ∧ ym, a and y
′
k ∧ y
′
m, ψ(a).
Case I: yk ∧ ym < a ≤ yk and y
′
k ∧ y
′
m < ψ(a) ≤ y
′
k.
We have
(6.9) dS(yk, ym) = dS(yk, a) + dS(a, b) + dS(b, ym)
and
(6.10) dS′(y
′
k, y
′
m) = dS′(y
′
k, ψ(a)) + dS′(ψ(a), ψ(b)) + dS′(ψ(b), y
′
m).
By construction,
(6.11) dS(yk, a) = dS′(y
′
k, ψ(a))
and
(6.12) dS(b, ym) = dS′(ψ(b), y
′
m).
Hence
(6.13) |dS(a, b)− dS′(ψ(a), ψ(b))| = |dS(yk, ym)− dS′(y
′
k, y
′
m)| ≤ γ.
Case II: yk ∧ ym < a ≤ yk and ψ(a) ≤ y
′
k ∧ y
′
m < y
′
k.
Note that in this case zk ≤ yk ∧ ym. We again have
(6.14) dS(yk, ym) = dS(yk, a) + dS(a, b) + dS(b, ym),
but now
dS′(y
′
k, y
′
m) = dS′(y
′
k, ψ(a)) + dS′(ψ(a), ψ(b)) + dS′(ψ(b), y
′
m)
− 2dS′(ψ(a), y
′
k ∧ y
′
m).
(6.15)
Let yℓ be such that zk = yℓ ∧ yk = yℓ ∧ ym and hence z
′
k = y
′
ℓ ∧ y
′
k = y
′
ℓ ∧ y
′
m.
Observe from Subsection 2.2 that
dS′(ψ(a), y
′
k ∧ y
′
m)
=
1
2
(dS′(y
′
ℓ, y
′
m) + dS′(y
′
k, ρ
′)− dS′(y′k, y
′
m)− dS′(y
′
ℓ, ρ
′))− dS′(z′k, ψ(a))
≤
1
2
(dS(yℓ, ym) + dS(yk, ρ)− dS(yk, ym)− dS(yℓ, ρ)) +
1
2
4γ − dS(zk, a)
= dS(zk, yk ∧ ym)− dS(zk, a) + 2γ
≤ 2γ,
(6.16)
and hence
(6.17) |dS(a, b)− dS′(ψ(a), ψ(b))| ≤ 5γ.
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Case III: a ≤ yk ∧ ym < yk and y
′
k ∧ y
′
m ≤ ψ(a) < y
′
k.
Note that in this case, z′k ≤ y
′
k ∧ y
′
m. This case is similar to Case II, but we
record some of the details for use later in the proof of part (iv). Letting the
index ℓ be as in Case II, we have
dS(yk, ym) = dS(yk, a) + dS(a, b) + dS(b, ym)
− 2dS(a, yk ∧ ym)
(6.18)
and
(6.19) dS′(y
′
k, y
′
m) = dS′(y
′
k, ψ(a)) + dS′(ψ(a), ψ(b)) + dS′(ψ(b), y
′
m).
We have
dS(a, yk ∧ ym)
=
1
2
(dS(yℓ, ym) + dS(yk, ρ)− dS(yk, ym)− dS(yℓ, ρ))− dS(zk, a)
≤
1
2
(dS′(y
′
ℓ, y
′
m) + dS′(y
′
k, ρ
′)− dS′(y′k, y
′
m)− dS′(y
′
ℓ, ρ
′)) +
1
2
4γ
− dS′(z
′
k, ψ(a))
= dS′(z
′
k, y
′
k ∧ y
′
m)− dS′(z
′
k, ψ(a)) + 2γ
≤ 2γ,
(6.20)
and hence
(6.21) |dS(a, b)− dS′(ψ(a), ψ(b))| ≤ 5γ.
Case IV: a ≤ yk ∧ ym < yk and ψ(a) ≤ y
′
k ∧ y
′
m < y
′
k.
Letting the index ℓ be as in Case II, we have
(6.22) dS(zk, ym) = dS(zk, a) + dS(a, b) + dS(b, ym)
and
(6.23) dS′(z
′
k, y
′
m) = dS′(z
′
k, ψ(a)) + dS′(ψ(a), ψ(b)) + dS′(ψ(b), y
′
m).
Hence, from Subsection 2.2,
dS(a, b) − dS′(ψ(a), ψ(b))
= dS(zk, ym)− dS′(z
′
k, y
′
m)
= dS(yℓ ∧ ym, ym)− dS′(y
′
ℓ ∧ y
′
m, y
′
m)
=
1
2
(dS(ym, ρ) + dS(yℓ, ym)− dS(yℓ, ρ))
−
1
2
(dS′(y
′
m, ρ
′) + dS′(y′ℓ, y
′
m)− dS′(y
′
ℓ, ρ
′)).
(6.24)
Thus
(6.25) |dS(a, b)− dS′(ψ(a), ψ(b))| ≤
3
2
γ.
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Combining Cases I–IV, we see that (6.7) holds. We thus require an es-
timate of γ to complete the estimation of the distortion of ψ . Clearly,
|dS(yk, ym)− dS′(y
′
k, y
′
m)| ≤ |dT (xk, xm)− dT ′′(x
′
k, x
′
m)|
+ dT (yk, xk) + dT (ym, xm)
+ dT ′′(y
′
k, x
′
k) + dT ′′(y
′
m, x
′
m).
(6.26)
By (6.5),
dT (y1, x1) ∨ dT ′′(y
′
1, x
′
1) = |dT (ρ, x1)− dT ′′(ρ
′, x′1)|
≤ dis(f¯)
< 8δ.
(6.27)
For 2 ≤ k ≤ n there exists by construction an index i ∈ {1, 2, . . . , k−1} such
that zk ∈ [zi, yi] and z
′
k ∈ [z
′
i, y
′
i]. Applying the observations of Subsection
2.2,
(6.28)
dT (yk, xk) ∨ dT ′′(y
′
k, x
′
k)
= |dT (yk, xk)− dT ′′(y
′
k, x
′
k)|
= |dT (zk, xk)− dT ′′(z
′
k, x
′
k)|
≤
1
2
{|dT (xi, xk)− dT ′′(x
′
i, x
′
k)|
+ |dT (ρ, xi)− dT ′′(ρ
′, x′i)|+ |dT (ρ, xk)− dT ′′(ρ
′, x′k)|}
≤
3
2
dis(f¯)
≤ 12δ.
Thus, from (6.26),
(6.29) |dS(yk, ym)− dS′(y
′
k, y
′
m)| < (8 + 4× 12)δ = 56δ.
A similar argument shows that |dS(yk, ρ)−dS′(y
′
k, ρ
′)| < (8+2×12)δ = 32δ,
and hence γ < 56δ. Substituting into (6.7) gives
(6.30) dis(ψ) ≤ 5γ < (5× 56)δ = 280δ.
Moving to part (i), apply (6.28) to obtain
(6.31) dH(S, T ) ≤ max
1≤i≤n
d(yk, xk) ≤ γ < 56δ
and, by similar arguments,
(6.32) dH(S
′, T ′) ≤ dH(S′, T ′′) + dH(T ′′, T ′) < 59δ.
Finally, we consider part (iv). Suppose that a ∈ S is such that the subtree
of S′ above ψ(a) is not the image under ψ of the subtree of S above a. Let
k be the unique index such that a ∈]zk, yk] (and hence ψ(a) ∈]z
′
k, y
′
k]). It
follows from the construction of ψ that there must exist an index ℓ such that
either zk < a ≤ zℓ and z
′
k < z
′
ℓ ≤ ψ(a) or zk < zℓ ≤ a and z
′
k < ψ(a) ≤ z
′
ℓ.
These two situations have already been considered in Case III and Case II
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above (in that order): there we represented zℓ as yk ∧ ym and z
′
ℓ as y
′
k ∧ y
′
m.
It follows from the inequality (6.20) that the mass of the set of points a
that satisfy the first alternative is at most 2γn < 112δn. Similarly, from
the inequality (6.16) and the fact that ψ is measure-preserving, the mass
of the set of points a that satisfy the second alternative is also at most
2γn < 112δn. Thus the total mass of the set of points of interest is at most
224δn. 
Before completing the proof of Proposition 6.1, we recall the definition
of the Wasserstein metric. Suppose that (E, d) is a complete, separable
metric space. Write B for the set of continuous functions functions f :
E → R such that |f(x)| ≤ 1 and |f(x) − f(y)| ≤ d(x, y) for x, y ∈ E. The
Wasserstein (sometimes transliterated as Vasershtein) distance between two
Borel probability measures α and β on E is given by
(6.33) dW(α, β) := sup
f∈B
∣∣∣∣
∫
fdα−
∫
fdβ
∣∣∣∣ .
The Wasserstein distance is a genuine metric on the space of Borel proba-
bility measures and convergence with respect to this distance implies weak
convergence (see, for example, Theorem 3.3.1 and Problem 3.11.2 of [EK86]).
If V andW are two E-valued random variables on the same probability space
(Σ,A,P) with distributions α and β, respectively, then
dW(α, β) ≤ sup
f∈B
|P[f(V )]− P[f(W )]|
≤ sup
f∈B
P[|f(V )− f(W )|] ≤ P[d(V,W )].
(6.34)
Proof of Proposition 6.1 For (T, ρ) ∈ Troot and t ≥ 0, let
(6.35) Pt((T, ρ), ·) := P
(T,ρ){Xt ∈ ·}.
We need to show that (T, ρ) 7→ Pt((T, ρ), ·) is weakly continuous for each
t ≥ 0. This is equivalent to showing for each (T, ρ) ∈ Troot and t ≥ 0 that
(6.36) lim
(T ′,ρ′)→(T,ρ)
dW
(
Pt((T, ρ), ·),Pt((T
′, ρ′), ·)
)
= 0.
¿From the coupling argument in the proof of part (iii) of Theorem 3 (in
particular, the inequality (3.11)), we have that
dW(Pt((T, ρ), ·),Pt((T
′, ρ′), ·))
≤ dW(Pt((T, ρ), ·),Pt((Rη(T ), ρ), ·))
+ dW(Pt((Rη(T ), ρ), ·),Pt((Rη(T
′), ρ′), ·))
+ dW(Pt((Rη(T
′), ρ), ·),Pt((T ′, ρ′), ·))
≤ dW(Pt((Rη(T ), ρ), ·),Pt((Rη(T
′), ρ′), ·)) + 2η.
(6.37)
By part (ii) of Lemma 2.6, Rη(T
′) converges to Rη(T ) as (T ′, ρ′) converges
to (T, ρ), and so it suffices to establish (6.36) when (T, ρ) and (T ′, ρ′) are
finite trees, and so we will suppose this for the rest of the proof.
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Fix (T, ρ) and ε > 0. Suppose that δ > 0 depending on (T, ρ) and ε is suf-
ficiently small that the conclusions of Lemma 6.3 hold for any (T ′, ρ′) within
distance δ of (T, ρ). Let (S, ρ) and (S′, ρ′) be the subtrees guaranteed by
Lemma 6.3. From the coupling argument in proof of part (iii) of Theorem 3
we have
(6.38) dW (Pt((T, ρ), ·),Pt((S, ρ), ·)) < ε
and
(6.39) dW
(
Pt((T
′, ρ′), ·),Pt((S′, ρ′), ·)
)
< ε.
It therefore suffices to give a bound on dW(Pt((S, ρ), ·),Pt((S
′, ρ), ·)) that
only depends on ε and converges to zero as ε converges to 0.
Construct on some probability space (Σ,A,P) a Poisson point process Π0
on the set R++× So with intensity λ⊗ µ, where µ is the length measure on
S. Construct on the same space another independent Poisson point process
on the set {(t, x) ∈ R++ × R++ : x ≤ t} with intensity λ ⊗ λ restricted to
this set. If we set Π′0 := {(t, ψ(x)) : (t, x) ∈ Π0} ⊂ R
++ × (S′)o, then Π′0 is
a Poisson process on the set R++ × (S′)o with intensity λ⊗ µ′, where µ′ is
the length measure on S′ (because ψ preserves length measure). Now apply
the construction of Subsection 3.1 to realizations of Π0 and Π (respectively,
Π′0 and Π) to get two T
root-valued processes that we will denote by (Yt)t≥0
and (Y ′t )t≥0. We see from the proof of Theorem 3 that Y (respectively, Y ′)
has the same law as X under P(S,ρ) (respectively, P(S
′,ρ′)).
Define a map ψt from Yt = S∐]0, t] to Y
′
t = S
′∐]0, t] by setting the
restriction of ψt to S be ψ and the restriction of ψt to ]0, t] be the identity
map. Let dt and d
′
t be the metrics on Yt and Y
′
t , respectively. We will bound
the rooted Gromov-Hausdorff distance between Yt and Y
′
t by bounding the
distortion of ψt.
The cut-times for Y and Y ′ coincide. If ξ is a cut-point of Y at some
cut-time τ , then the corresponding cut-point for Y ′ will be ψ(ξ).
It is clear that the distortion of ψt is constant between cut-times. Write
Bt for the set of points b ∈ Yt such that the subtree of Y
′
t above ψt(b) is not
the image under ψt of the subtree of Yt above b. The set Bt is unchanged
between cut-times.
Consider a cut-time τ such that the corresponding cut-point ξ is in Yτ− \
Bτ−. If x and y are in the subtree above ξ in Yτ−, then they are moved
together by the re-grafting operation and their distance apart is unchanged
in Yτ . Also, ψτ−(x) and ψτ−(y) are in subtree above ψτ−(ξ) in Y ′τ− and
these two points are also moved together. More precisely,
(6.40) dτ (x, y) = dτ−(x, y)
and
(6.41) d′τ (ψτ (x), ψτ (y)) = d
′
τ−(ψτ−(x), ψτ−(y)).
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The same conclusion holds if neither x or y are in the subtree above ξ in
Yτ−. If x is in the subtree above ξ in Yτ− and y is not, then
(6.42) dτ (x, y) = dτ−(x, ξ) + dτ−(τ, y)
and
(6.43) d′τ (ψτ (x), ψτ (y)) = d
′
τ−(ψτ−(x), ψτ−(ξ)) + d
′
τ−(τ, ψτ−(y))
(where we recall that τ is the root in each of the trees Yτ−, Yτ , Y ′τ−, Y ′τ ).
Combining these cases, we see that
(6.44) dis(ψτ ) ≤ 2dis(ψτ−).
Moreover, if ξ ∈ Yτ− \Bτ−, then Bτ = Bτ−.
Also, for any t ≥ 0 we always have the upper bound
dis(ψt) ≤ diam(Yt) + diam(Y
′
t )
≤ diam(S) + diam(S′) + 2t
≤ diam(T ) + diam(T ′) + 2t
≤ 2diam(T ) + dGHroot((T, ρ), (T
′, ρ′)) + 2t
≤ 2diam(T ) + δ + 2t
=: Dt
(6.45)
Set Nt := |Π0 ∩ (]0, t] × S
o)| + |Π ∩ {(s, x) : 0 < x ≤ s ≤ t}| and write It
for the indicator of the event {Π0 ∩ (]0, t] × B0) 6= ∅}, which, by the above
argument, is the event that ξ ∈ Bτ− for some (cut-time, cut-point) pairs
(τ, ξ) with 0 < τ ≤ t. We have
dW(Pt((S, ρ), ·),Pt((S
′, ρ), ·)
≤ P[dGHroot(Yt, Y
′
t )]
≤
1
2
P[dis(ψt)]
≤
1
2
P
[
ε2Nt + ItDt
]
=
1
2
{
ε exp
(
µ(T )t+
t2
2
)
+ [1− exp (−εt)]Dt
}
,
(6.46)
and this suffices to complete the proof. 
7. Asymptotics of the Aldous-Broder algorithm
Given an irreducible Markov matrix P with state space V , there is a
natural probability measure on the collection of combinatorial trees with
vertices labeled by V that assigns mass
(7.1) C−1
∏
P(x, y)
to the tree T , where C is a normalization constant and the product is over
pairs of adjacent vertices (x, y) in T ordered so that y is on the path from
the root to x. For example, if P(x, y) ≡ 1/|V | for all x, y ∈ V , (so that
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the associated Markov chain consists of successive uniform random picks
from V ), then the distribution (7.1) is uniform on the set of |V ||V |−1 rooted
combinatorial trees labeled by V .
The Aldous-Broder algorithm [AT89, Bro89, Ald90] is a tree-valued
Markov chain that has the distribution in (7.1) as its stationary distribu-
tion. The discrete time version of the algorithm has the following transition
dynamics.
• Pick a vertex υ at random according to P(ρ, ·), where ρ is the current
root.
• If υ = ρ, do nothing.
• If υ 6= ρ:
– Erase the edge connecting υ to the unique vertex adjacent to υ
and on the path from ρ to υ.
– Insert a new edge between υ and ρ.
– Designate υ as the new root.
ρ1
PP
PP
P
❛ ❛
ρ2
PP
PP
PP
❛
ρ3 PP
PP
PP
ρ4
PP
PP
PP
❛
ρ1 
 ❅❅
❛
ρ1
ρ2❅
❅
❅  
 
❛
ρ1
ρ2
ρ3
 
 
 
ρ1
ρ2
ρ3
ρ4
  
❅❅
PPPPPP
Figure 4 illustrates Aldous-Broder algorithm in discrete time. Here
the dots mark the vertices that become the root in the next step. Once
the new root is chosen we erase the edge adjacent to the new root on the
path from the old to the new root and insert an edge connecting the old to
the new root. The bold edges in the picture present the edges introduced
recently.
It will be more convenient for us to work with the continuous time version
of this algorithm in which the above transitions are made at the arrival
times of an independent Poisson process with rate |V |/(|V |−1) (so that the
continuous time chain makes actual jumps at rate 1).
We can associate a rooted compact real tree with a rooted labeled com-
binatorial tree in the obvious way by thinking of the edges as line segments
with length 1. Because we don’t record the labeling, the process that arises
from mapping the continuous-time Aldous-Broder algorithm in this way
won’t be Markovian in general. However, this process will be Markovian in
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the case where P is the transition matrix for i.i.d. uniform sampling (that
is, when P(x, y) = 1/|V | for all x, y ∈ V ) and we assume this from now on.
The following result says that if we rescale “space” and time appropriately,
then this process converges to the root growth with re-grafting process. If
T = (T, d, ρ) is a rooted compact real tree and c > 0, we write cT for the
tree (T, c d, ρ) (that is, cT = T as sets and the roots are the same, but the
metric is re-scaled by c).
Proposition 7.1. Let Y n = (Y nt )t≥0 be a sequence of Markov processes that
take values in the space of rooted compact real trees with integer edge lengths
and evolve according to the dynamics associated with the continuous-time
Aldous-Broder chain for i.i.d. uniform sampling. Suppose that each tree Y n0
is non-random with total branch length Nn, that Nn converges to infinity
as n → ∞, and that N
−1/2
n Y n0 converges in the rooted Gromov-Hausdorff
metric to some rooted compact real tree T as n→∞. Then, in the sense of
weak convergence of processes on the space of ca`dla`g paths equipped with the
Skorohod topology, (N
−1/2
n Y n(N
1/2
n t))t≥0 converges as n → ∞ to the root
growth with re-grafting process X under PT .
Proof. Define Zn = (Znt )t≥0 by
(7.2) Znt := N
−1/2
n Y
n(N1/2n t).
For η > 0, let Zη,n be the Troot-valued process constructed as follows.
• Set Zη,n0 = Rηn(Z
n
0 ), where ηn := N
−1/2
n ⌊N
1/2
n η⌋.
• The value of Zη,n is unchanged between jump times of (Znt )t≥0.
• At a jump time τ for (Znt )t≥0, the tree Z
η,n
τ is the subtree of Znτ
spanned by Zη,nτ− and the root of Znτ .
An argument similar to that in the proof of Lemma 3.2 shows that
(7.3) sup
t≥0
dH(Z
n
t , Z
η,n
t ) ≤ ηn,
and so it suffices to show that Zη,n converges weakly as n→∞ to X under
PRη(T ).
Note that Zη,n0 converges to Rη(T ) as n→∞. Moreover, if Λ is the map
that sends a tree to its total length (that is, the total mass of its length
measure), then limn→∞Λ(Z
η,n
0 ) = Λ ◦Rη(T ) <∞ by Lemma 7.3 below.
The pure jump process Zη,n is clearly Markovian. If it is in a state (T ′, ρ′),
then it jumps with the following rates.
• With rate N
1/2
n (N
1/2
n Λ(T ′))/Nn = Λ(T ′), one of the N
1/2
n Λ(T ′)
points in T ′ that are at distance a positive integer multiple of N−1/2n
from the root ρ′ is chosen uniformly at random and the subtree above
this point is joined to ρ′ by an edge of length N−1/2n . The chosen
point becomes the new root and an arc of length N
−1/2
n that previ-
ously led from the new root toward ρ′ is erased. Such a transition
results in a tree with the same total length as T ′.
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• With rate N
1/2
n − Λ(T ′), a new root not present in T ′ is attached
to ρ′ by an edge of length N−1/2n . This results in a tree with total
length Λ(T ′) +N−1/2n .
It is clear that these dynamics converge to those of the root growth with
re-grafting process, with the first class of transitions leading to re-graftings
in the limit and the second class leading to root growth. 
Lemma 7.2. Let (T, d, ρ) ∈ Troot and suppose that {x0, . . . , xn} ⊂ T spans
T , so that the root ρ and the leaves of T form a subset of {x0, . . . , xn}. Then
the total length of T (that is, the total mass of its length measure) is given
by
d(x0, x1) +
n∑
k=2
∧
0≤i<j≤k−1
1
2
(d(xk, xi) + d(xk, xj)− d(xi, xj)) .
Proof. This follows from the observation that the distance from the point
xk to the arc [xi, xj ] is
1
2
(d(xk, xi) + d(xk, xj)− d(xi, xj)) ,
and so length of the arc connecting xk, 2 ≤ k ≤ n, to the subtree spanned
by x0, . . . , xk−1 is ∧
0≤i<j≤k−1
1
2
(d(xk, xi) + d(xk, xj)− d(xi, xj)) .

Lemma 7.3. Let Λ : Troot → R ∪ {∞} be the map that sends a tree to its
total length. For η > 0, the map Λ ◦Rη is continuous.
Proof. For all η > 0 we have by Lemma 2.6 that: Rη = Rη/2 ◦Rη/2, the map
Rη is continuous, and the range of Rη consists of finite trees. It therefore
suffices to show for all η > 0 that if (T, d, ρ) is a fixed finite tree and (T ′, d′, ρ′)
is any another finite tree sufficiently close to T , then Λ ◦ Rη(T
′) is close to
Λ ◦Rη(T ).
Suppose, therefore, that (T, d, ρ) is a fixed finite tree with leaves
{x1, . . . , xn} and that (T
′, d′, ρ′) is another finite tree with
dGHroot((T, d, ρ), (T
′, d′, ρ′)) < δ,
where δ is small enough that the conclusions of Lemma 6.2 hold. Consider
a rooted subtree (T ′′, d′, ρ′) of (T ′, d′, ρ′) and a map f¯ : T → T ′′ with the
properties guaranteed by Lemma 6.2. Set x′k = f¯(xk) for 1 ≤ k ≤ n.
Fix κ > 0. For 1 ≤ k ≤ n, write xˆk ∈ T for the point on the arc [ρ, xk]
that is at distance κ ∧ d(ρ, xk) from xk. Set xˆ0 := ρ. Define xˆ
′
0, . . . , xˆ
′
n ∈
T ′′ similarly. Note that Rκ(T ) is spanned by {xˆ0, . . . , xˆn} and Rκ(T ′′) is
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spanned by {xˆ′0, . . . , xˆ
′
n}. By Lemma 7.2,
Λ ◦Rκ(T ) = d(xˆ0, xˆ1) +
n∑
k=2
∧
0≤i<j≤k−1
1
2
(d(xˆk, xˆi) + d(xˆk, xˆj)− d(xˆi, xˆj)) .
and
Λ◦Rκ(T
′′) = d′(xˆ′0, xˆ
′
1)+
n∑
k=2
∧
0≤i<j≤k−1
1
2
(
d′(xˆ′k, xˆ
′
i) + d
′(xˆ′k, xˆ
′
j)− d
′(xˆ′i, xˆ
′
j)
)
.
Also observe that
d(xˆi, xˆj) = (d(x0, xi)− κ)+ + (d(x0, xj)− κ)+
− 2
[
(d(x0, xi)− κ)+ ∧ (d(x0, xj)− κ)+
∧
{1
2
(
d(x0, xi) + d(x0, xj)− d(xi, xj)
)}]
and
d′(xˆ′i, xˆ
′
j) = (d
′(x′0, x
′
i)− κ)+ + (d
′(x′0, x
′
j)− κ)+
− 2
[
(d′(x′0, x
′
i)− κ)+ ∧ (d
′(x′0, x
′
j)− κ)+
∧
{1
2
(
d′(x′0, x
′
i) + d
′(x′0, x
′
j)− d
′(x′i, x
′
j)
)}]
.
Now the function t 7→ (t−κ)+ is Lipschitz with Lipschitz constant 1 for all
κ > 0, and it follows that there is a family of Lipschitz functions Fκ, κ > 0,
with Lipschitz constants uniformly bounded by some constant C such that
Λ ◦Rκ(T ) = Fκ
(
(d(xi, xj))0≤i,j≤n
)
and
Λ ◦Rκ(T
′′) = Fκ
((
d′(x′i, x
′
j)
)
0≤i,j≤n
)
.
By construction |d(xi, xj)− d
′(x′i, x
′
j)| < 8δ, and so
|Λ ◦Rκ(T )− Λ ◦Rκ(T
′′)| ≤ 8δC
for all κ > 0.
Because dH(T
′, T ′′) < 3δ, we have
Λ ◦Rη(T
′′) ≤ Λ ◦Rη(T ′) ≤ Λ ◦Rη−3δ(T ′′).
Thus
Λ ◦Rη(T )− 8δC ≤ Λ ◦Rη(T
′) ≤ Λ ◦Rη−3δ(T ) + 8δC.
Since limδ↓0 Λ◦Rη−3δ(T ) = Λ◦Rη(T ), this suffices to establish the result. 
An alternative algorithm for simulating from the distribution in (7.1) in
the case of i.i.d. uniform sampling is the complete graph special case of
Wilson’s loop-erased walk algorithm for generating a uniform spanning tree
of a graph [PW98, Wil96, WP96]. Asymptotics of the latter algorithm have
REAL TREES 43
been investigated in [Pit02b]. Wilson’s algorithm was also used in [PR04]
to show that the finite-dimensional distributions of the re-scaled uniform
random spanning tree for the d-dimensional discrete torus converges to the
Brownian CRT as the number of vertices goes to infinity when d ≥ 5.
8. Rayleigh process
Suppose that we take the root growth with re-grafting process (Xt)t≥0
under PT for some T ∈ Troot, we fix a point x ∈ T , and we denote by
Rt the distance between x and the root t of Xt (that is, Rt is the height
of x in Xt). According to the root growth with re-grafting dynamics, Rt
grows deterministically with unit speed between cut-time τ for which the
corresponding cut-point falls on the arc [τ, x]. Such cut-times τ come along
at intensity Rt− dt in time, and at τ− the position of the corresponding cut-
point is uniformly distributed on the arc [τ, x] conditional on the past up to
τ−, so that Rτ is uniformly distributed on [0, Rτ−] conditional on the past
up to τ−. Consequently, the R+-valued process (Rt)t≥0 is autonomously
Markovian. In particular, (Rt)t≥0 is an example of the class of piecewise
deterministic Markov processes discussed in the Introduction.
In order to describe the properties of (Rt)t≥0, we need the following defi-
nitions. A non-negative random variable R is said to have standard Rayleigh
distribution if it is distributed as the length of a standard normal vector in
R
2, that is,
(8.1) P{R > r} = exp
(
−
r2
2
)
, r ≥ 0.
If R∗ is distributed according to the size-biased standard Rayleigh distribu-
tion, that is,
(8.2) P{R∗ ∈ dr} =
rP{R ∈ dr}
P[R]
=
√
2
π
r2e−
1
2
r2dr, r ≥ 0,
and if U is a uniform random variable that is independent of R∗, then UR∗
has the inverse size-biased standard Rayleigh distribution:
(8.3) P{UR∗ ∈ dr} =
r−1P{R ∈ dr}
P[R−1]
=
√
2
π
e−
1
2
r2dr, r ≥ 0.
Thus R∗ and UR∗ are distributed as the length of a standard normal vector
in R3 and R, respectively.
For reasons that are apparent from Proposition 8.1 below, we call the pro-
cess (Rt)t≥0 the Rayleigh process. We note that there is a body of literature
on stationary processes with Rayleigh one-dimensional marginal distribu-
tions that arise as the length process of a vector-valued process in R2 with
coordinate processes that are independent copies of some stationary centered
Gaussian process (see, for example, [Has70, MBB58, BS02]).
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Proposition 8.1. Consider the Rayleigh process (Rt)t≥0. Write Pr for the
law of (Rt)t≥0 started at r ≥ 0.
(i) The unique stationary distribution of the Rayleigh process is the stan-
dard Rayleigh distribution and the total variation distance between
Pr{Rt ∈ ·} and the standard Rayleigh distribution converges to 0 as
t→∞.
(ii) Under P0, for each fixed t > 0, Rt has the same law as R∧ t, where
R has the standard Rayleigh distribution.
(iii) For x > 0, the mean return time to x is x−1e
1
2
x2 .
(iv) If τn denotes the nth jump time of (Rt)t≥0, then as n→∞ the triple
(Rτn , Rτn+1−, Rτn+1) converges in law to the triple (U ′R∗, R∗, U ′′R∗),
where U ′ and U ′′ are independent uniform random variables on ]0, 1[
independent of R∗, and R∗ has the size-biased Rayleigh distribution.
(v) The jump counting process N(t) := |{n ∈ N : τn ≤ t}| has asymptot-
ically stationary increments under Pr for any r ≥ 0, and
(8.4)
1
t
N(t)→
√
π
2
, Pr − a.s.
as t→∞.
Proof. (i) Let Π¯ be a Poisson point process in R×R+ with Lebesgue intensity.
For −∞ < t <∞ let
(8.5) R¯t := inf{x+ (t− s) : (s, x) ∈ Π¯, s ≤ t}.
It is clear that (R¯t)t∈R is a stationary Markov process with the transition
dynamics of the Rayleigh process. Similarly, for r ∈ R+ and t ≥ 0, set
(8.6) Rrt = (r + t) ∧ inf{x+ (t− s) : (s, x) ∈ Π¯, 0 ≤ s ≤ t}.
Then (Rrt )t≥0 has the same law as the Rayleigh process under Pr.
Note that the event {R¯t > r} is the event that Π¯ has no points in the
triangle with vertices (t − r, 0), (t, 0), (t, r) and area r2/2. Thus P{R¯t >
r} = exp(−r2/2) and the standard Rayleigh distribution is a stationary
distribution for the Rayleigh process.
Let T r := inf{t ≥ 0 : Rrt = R¯t}. Note that R
r
t = R¯t for all t ≥ T
r.
Note that T r > t if and only if either R¯0 > r and Π¯ puts no points into the
quadrilateral with vertices (0, 0), (t, 0), (t, r + t), (0, r), or R¯0 ≤ r and Π¯
puts no points into the quadrilateral with vertices (0, 0), (t, 0), (t, R¯0 + t),
(0, R¯0). Hence
P{T r > t} = exp
(
−
r2
2
)
exp
(
−
1
2
(r + (r + t))t
)
+
∫ r
0
exp
(
−
1
2
(x+ (x+ t))t
)
x exp
(
−
x2
2
)
dx.
(8.7)
By the standard coupling inequality, the total variation between Pr{Rt ∈ ·}
and P{R¯t ∈ ·} is at most 2P{T
r > t}, which converges to 0 as t → ∞.
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This certainly shows that the standard Rayleigh distribution is the unique
stationary distribution.
(ii) Note that Rrt > x if and only if r + t ≥ t > x and there are no points
of Π¯ in the triangle with vertices (t − x, 0), (t, 0), (t, x) of area x2/2 or r +
t > x ≥ t and there are not points of Π¯ in the quadrilateral with vertices
(0, 0), (t, 0), (t, x), (0, x − t) of area ((x− t) + x)t/2 = x2/2 − (x− t)2/2. In
either case,
(8.8) Pr{Rt > x} = 1{r + t > x} exp
(
−
1
2
x2 +
1
2
((x− t)+)
2
)
.
Taking r = 0 gives the result.
(iii) Let Ty := inf{t > 0 : Rt = y}. It is obvious from the Poisson con-
struction that, for all x ≥ 0 and y > 0, Px{0 < Ty < ∞} = 1 and
Px[exp(uTy)] < ∞ for all u in some neighbourhood of 0. The Laplace
transforms Px[exp−λTy] are determined by standard methods of renewal
theory:
(8.9) Px[exp−λTx] =
Ux(λ)
1 + Ux(λ)
, λ > 0,
where by (8.8),
(8.10)
Ux(λ) :=
∫ ∞
0
dt e−λt
Px{Rt ∈ dx}
dx
=
∫ x
0
dt e−λt t e−xt+t
2/2 + P{R ∈ dx}
e−λx
λ
.
In particular, it follows easily that the mean return time of state x
(8.11) Px[Tx] = − lim
λ↓0
1
λ
Px[exp−λTx]
is the inverse of the density of R at x, that is x−1e
1
2
x2 , as claimed.
(iv) Let τ¯ := inf{t > 0 : R¯t 6= R¯t−}. By part (i), the joint distribution
of (Rτn , Rτn+1−, Rτn+1) converges to the joint distribution of (R¯0, R¯τ¯−, R¯τ¯ )
conditional on R¯0 6= R¯0−. Let C denote the intensity of the stationary point
process {t ∈ R : R¯t 6= R¯t−}. Then
P{R¯0 ∈ dx, R¯τ¯− ∈ dy, R¯τ¯ ∈ dz | R¯0 6= R¯0−}
= C−1 exp
(
−
1
2
x2
)
dx exp
(
−
1
2
(x+ y)(y − x)
)
dy dz
=
[
1
y
dx
]
×
[
C−1y2 exp
(
−
1
2
y2
)
dy
]
×
[
1
y
dz
](8.12)
for x < y and z < y. The result now follows from (8.2), which also identifies
C =
√
π/2.
(v) The stationary point process {t ∈ R : R¯t 6= R¯t−} is clearly ergodic by
construction, and it has intensity
√
π/2 from the argument in part (iv). For
any r > 0, it follows from the argument in part (i) that Rrt = R¯t for all t
46 STEVEN N. EVANS, JIM PITMAN, AND ANITA WINTER
sufficiently large, and so the result follows from the ergodic theorem applied
to {t ∈ R : R¯t 6= R¯t−}. 
Then the following corollary is a consequence of Proposition 7.1. See
[DGR02], where similar scaling limits are derived.
Corollary 8.2. For each N ∈ N, let (R˜Nt )t≥0 denote a continuous time
Markov chain with state space {1, . . . , N} and infinitesimal generator matrix
(8.13) Q˜N (i, j) :=


1/N, 1 ≤ j ≤ i− 1,
−(N − 1)/N, j = i,
(N − i)/N, j = i+ 1,
0, otherwise.
.
Write P˜N,r, r ∈ {1, . . . , N}, for the corresponding family of laws. If a
sequence (rN )N∈N, rN ∈ {1, . . . , N}, is such that limN→∞N−1/2rN = r∞
exists, then the law of N−1/2
(
R˜N
t
√
N
)
t≥0
under P˜N,rN converges to that of
the Rayleigh process (Rt)t≥0 under Pr∞ in the usual sense of convergence of
ca`dla`g processes with the Skorohod topology.
Acknowledgment: We thank Jean-Franc¸ois Le Gall and an anonymous
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