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論文要旨
1章 Introduction
多変量解析における仮説検定や推測問題に関連して，小標本の場合には精密理論，大標本の場合
には漸近理論が展開され発展してきた．これに加えて，近年の情報収集及び保存技術の進歩に併
せ，例えば， DNA マイクロアレイデータ等に見られる観測項目の数と標本の大きさがともに大
きい高次元データに対しての統計解析に関心が高まってきている．
本論文では多変量データや高次元データに関連したいくつかの問題を扱っている．第 2 章は
GMANOVAモデルにおける一般化多変量線形仮説に対する 4つの伝統的な検定法について精密
検出力の数値比較を行っている．第 3章と第 4章は主成分分析に関連した問題を扱っている．第 3
章は共分散行列の固有値全体についての信頼区間を与えている．第 4章は共分散行列の固有値の
小さいものたちの同等性についての検定法を提案している．
2章 Power Comparison for GMANOVA Tests
Potthoﬀ and Roy (1964) によって紹介された成長曲線モデルにおける一般化多変量線形仮説検定
問題を扱っている．この問題をGleser and Olkin (1970)により得られた標準型で表すと次のよう
になる．N × kの行列Xの各行が互いに独立に共通の共分散行列Σをもつ k変量正規分布に従っ
ているとする．ここに，
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である．ただし，ξij, i = 1, 2, j = 1, 2 は未知母数行列とし，Oを零行列とする．加えて，一般化
多変量線形仮説は仮説H : ξ12 = O と同値である．この仮説を検定する基準として，尤度比基準，
バートレット・ナンダ・ピライのトレース基準，ローレイ・ホテリングのトレース基準の 3つが
有名である．いま，Σ22·3 = Σ22 − Σ23Σ−133 Σ32,
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とする．このとき非心度パラメータ行列は
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で与えられる．その 3つの基準の検出力の大小関係を定める目安として，検定統計量の非心分布
の漸近展開より得られたローゼンベルグの条件がある (Rotheberg, 1977)．非心度パラメータ行列
Ωの固有値 ω1 ≥ ω2 ≥ · · · ≥ ωp ≥ 0の平均と分散をそれぞれ
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とする．ローゼンベルグの条件とは Ωについて
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が成り立つならば，漸近検出力の大きさの順序が
バートレット・ナンダ・ピライの検定 <尤度比検定 <ローレイ・ホテリングの検定 (2)
となり，不等式 (1)の不等号の向きが反転すると，(2)にある検出力の順序が反転する．これらに
ロイの最大固有値検定を加えた 4つの検出力の比較を p = 2 の場合において精確に行い，ローゼ
ンベルグの条件の確認と修正をすることが第 2章の目的である．モデルの標準型において，仮説
に伴う平方和積和行列 Shと誤差に伴う平方和積和行列 Seはつぎのように与えられる．
Se = W22 −W23W−133 W32,
Sh = (X12 −X13W−133 W32)′(I + X13W−133 X ′13)−1(X12 −X13W−133 W32),
Wij = X ′3iX3j .
尤度比検定統計量W = |Se|/|Se + Sh|の非心分布の確率密度関数はその積率を逆メリン変換する
ことにより得られる．
定理 1 p = 2のときW の確率密度関数は次のように与えられる．
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ここに (3)の因子にある g(w,n, b, κ)は次のように定義される．bが偶数のときは
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バートレット・ナンダ・ピライの検定統計量 V = tr(Se(Se + Sh)−1) の非心分布の確率密度関数
は変数行列 Se(Se + Sh)−1 の固有値の同時確率密度関数をたたみ込み積分をすることによって得
られる．ローレイ・ホテリングの検定統計量 T 2 = tr(ShS−1e ) の非心分布の確率密度関数について
は V の確率密度関数と同様な手順で得られる．ロイの最大固有値検定統計量R = ch1(ShS−1e ) に
ついては，(n− p− 1)/2が自然数のとき条件付き累積分布関数が陽に表せるため，その条件につ
いて期待値をとることによって得り累積分布関数を得ることができる．これら 4つの統計量の確
率密度関数はゾーナル多項式によって表されているために確率を数値計算することは一般には困
難である．しかし，p = 2の場合ゾーナル多項式がルジャンドル多項式によって表される (James，
1968)ことを利用することにより，容易に確率を数値計算できる．数値実験より，標本の大きさが
小さいときに，不等式 (1)が成立していても精密検出力の順序のパターンが不等式 (2)に従わない
ことがあることが確かめられた．加えて，ω2 = 0の近傍で尤度比検定が 4つの検定の中では最強
力になる傾向があることが見られた．
固有値の同時分布を p = 2の場合には検出力曲面を描くことができ，検出力の増加傾向を概観
することが可能である．検出力曲面と精密検出力の比較より，非心度パラメータの広い範囲でバー
トレット・ナンダ・ピライの検定が強力であることがわかった．
3章 A New Confidence Interval for all Characteristic Roots of a
Covariance Matrix
p変量ベクトル x1,x2, . . . ,xN は互いに独立に平均 µ，共分散行列 Σの正規分布に従うとし，Σ
の固有値を λ1 ≥ · · · ≥ λp > 0，標本共分散行列 S =
∑N
j=1(xj − x¯)(xj − x¯)′/(N − 1) の固有値を
1 > · · · > p > 0とする．
第 3章ではΣの全固有値の信頼限界を求めている．Konishi and Sugiyama (1981)より λ1 > λ2
であるとき，
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となる．ここに，記号
d→は分布収束を表す．また，λp−1 > λpであるとき，
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となる．1と pの間の相関係数の漸近展開より n >> λ1λp/(λ1 − λp) となるときに 1と pは漸
近的に無相関となる．故に (4)と (5)から λ1, . . . , λpの近似同時信頼限界を得る．
3
定理 5 共分散行列Σの固有値が λ1 > λ2 ≥ · · · ≥ λp−1 > λpであると仮定する．このとき
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の確率が漸近的に 1− εとなる．ここに，上式の定数 zαは標準正規分布の上側 α = 1−
√
1− ε%
点とする．
数値実験より定理 5の信頼区間は Anderson (2003)にある信頼区間より近似精度が高く，幅が狭
いものであることがわかった．
4章 Asymptotic Distribution of the LR Statistic for Equality of
the Smallest Eigenvalues in High-Dimensional Principal Compo-
nent Analysis
第 4章では仮説検定問題
H0 : λq+1 = · · · = λp = λ(未知定数)
を扱っている．この仮説に対する LR基準は
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で与えられる．ここに，m = p−qとする．pを固定してNを大きくすると，統計量−cm,n log V =
−cm,n logΛ2/N は漸近的には自由度 m(m + 1)/2 − 1の χ2 分布に従う (Lawley, 1956)．ただし，
cm,n = {n− (2m +1+ 2/m)/6 + λ2
∑q
j=1(λj − λ)−2}, n = N − q − 1とする．ここでは，nはm
より大きいという状況において，nとmを同時に大きくしたときの統計量 log V の漸近分布を導
出している．高次元における漸近理論を展開するために次を仮定する．
A1 : q; ﬁx, n →∞, m →∞, m/n → c ∈ (0, 1).
A2 : λj = O(m), j = 1, . . . , q.
これらの仮定の下で次の定理に示す尤度比統計量の漸近分布を得る．
定理 9 仮定 A1 と A2 の下で，統計量
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の帰無分布は標準正規分布に収束する．ここに，
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数値実験によって定理 9で述べた漸近正規性の有効性を調べた．pがN の 1/2近りでは χ2近似
より定理 9の正規近似のほうが精度が高いことがわかった．
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