Cell ensembles, originally proposed by Donald Hebb in 1949, are subsets of synchronously firing neurons and proposed to explain basic firing behavior in the brain. Despite having been studied for many years no conclusive evidence has been presented yet for their existence and involvement in information processing such that their identification is still a topic of modern research, especially since simultaneous recordings of large neuronal population have become possible in the past three decades. These large recordings pose a challenge for methods allowing to identify individual neurons forming cell ensembles and their time course of activity inside the vast amounts of spikes recorded. Related work so far focused on the identification of purely simultaneously firing neurons using techniques such as Principal Component Analysis. In this paper we propose a new algorithm based on sparse convolution coding which is also able to find ensembles with temporal structure. Application of our algorithm to synthetically generated datasets shows that it outperforms previous work and is able to accurately identify temporal cell ensembles even when those contain overlapping neurons or when strong background noise is present.
Introduction
Cell ensembles (or synonymously cell assemblies or cortical motifs) were originally proposed by Hebb [1] as subsets of synchronously firing neurons to explain brain activity underlying complex behaviors. Multiple studies have been done to find evidence for or against the neuronal ensemble hypothesis on datasets recorded from different areas of the brain inside different animals but no clear answer has been found yet [5, 3, 18, 9, 17] .
Especially in past two decades where it became possible to record large neuronal populations concurrently [13, 24, 25] methods such as Principal Component Analysis (PCA) [11] / Singular Value Decomposition (SVD) [32] , Independent Component Analysis (ICA) [29] or Non Negative Matrix Factorization (NMF) [26] have been applied to identify neurons repeatedly firing at the same time (see figure 1.1a) to find statistically significant ensembles and answer the question about their existence. While there are also more complex methods dealing with jitter in individual spike times [30] or the recurrence of motifs involving the ensembles themselves [26, 32] more complex motifs such as synfire chains [14] (see figure 1.1b) or motifs where only a single neuron is active at a certain time (see figure 1.1c) are still missed [29] .
With the increasing size of available datasets more powerful methods are required to not only handle low signal-to-noise levels but to also understand the formation and existence of ensembles with more complex temporal structures. In this paper we leverage sparsity constraints on neuronal activity to allow a simple and elegant mathematical formulation to identify ensembles completely unsupervised. We show that our proposed algorithm outperforms state-of-the-art methods on synthetic data. 
Related work
Santos, Ribeiro, and Tort [29] provide an overview of using principal and independent component analysis (PCA and ICA) to identify ensembles. Both require an estimation of the number of ensembles N e at first which is based on the number of significant eigenvalues of the correlation matrix. Significance is either established using random matrix eigenvalue distribution theory [2] or by shuffling the spike matrix to remove temporal correlation while preserving spike count distribution. PCA, which has been used for a long time to track cell ensembles [7] , computes the first N e principal components of the spike matrix and considers those to be the ensembles. Its biggest limitations are that two different ensemble patterns can be merged into a single component and that neurons shared between two ensembles are assigned lower weights than expected. Additionally negative values with no physical meaning are possible in the components. Recovering individual neurons which belong to a single ensemble is not reliably possible [23, 29] .
ICA decomposes a multivariate signal into additive subcomponents with the assumption that these are non-Gaussian and statistically independent from each other [6] . When used to learn ensembles it overcomes some of the problems of PCA-based methods: Individual neuron-ensemble membership can be recovered easily and neurons belonging to multiple ensembles are also correctly identified [29] . Again negative values are possible in the identified patterns leading to interpretation problems. For synchronous patterns Santos, Ribeiro, and Tort [29] recommend to use this method since it provides the best estimate. Temporal structure is however not part of this model and patterns such as synfire chains cannot be identified.
Carrillo-Reid et al. [32] use singular value decomposition (SVD) to identify synchronously firing neurons. They identify directionally sensitive ensembles in the visual cortex of mice and are able to correlate their activity to the time during which external stimuli were presented. They are also able to identify ensembles sensitive to natural scenes and show repeating activations of those by applying graph theoretical methods to the already identified ensembles. Unlike our method however the number of ensembles has to be estimated at first and only synchronously spiking neurons are considered in the first step. While they can find activity spread over time these have to have at least two neurons firing synchronously in every bin, such that synfire chains would not be identified again.
Billeh et al. [30] tried to identify almost synchronously firing neurons: Instead of relying on almost perfect synchronicity or on appropriate binning to ensure this condition they take into account that individual neurons belonging to a single ensemble will show a small jitter in their spiking time and used a dynamics-driven methodology based on the Markov Stability framework [20] to identify ensembles at multiple levels of granularity. While they are able to identify connections between neurons even if the activity is shifted in time they do not identify the exact motifs: Their result is the connectivity between neurons while we identify the connections and their temporal relation simultaneously instead.
Diego and Hamprecht [26] propose to use non-negative matrix factorization techniques to decompose binned spike matrix into multiple levels of synchronous patterns to identify a hierarchical structure of motifs. Again no temporal structure is taken into account and only neurons firing at the same time are considered.
Approaches based on one dimensional convolutional coding [21] have been used to recover spike trains of individual neurons from recorded Calcium fluorescence sequences [31, 28, 27, 22] . In these models each neuron is however treated independently and they have not been extended to model relationships between neurons. In order to extract motifs a novel optimization approach is required to replace the one dimensional with two dimensional filters.
We propose to adapt the idea behind non negative convolutional matrix factorization [16] , which has originally been developed to allow the extraction of motifs in audio processing, for the learning of motifs. This method only regularizes the activity of the learned motifs with a 1 prior which is too weak to recover motifs in neuronal spike trains. Instead we propose a different optimization technique that allows to regularize the motifs with a 1 and their activities with a much stronger 0 prior. This allows for a simple and elegant formulation to learn complex motifs from recorded spike trains. Let Y ∈ R n×m + be a matrix whose n rows represent individual neurons with their spiking activity binned to m columns. We assume that this raw signal is an additive mixture of l of motifs a i ∈ R n×τ + with temporal length τ convolved with a sparse activity signal s i plus noise (see figure 3.1) .
We address the unsupervised problem of simultaneously estimating both the coefficients making up the motifs a i and their activities s i . To this end, we propose to solve the following optimization problem:
The 0 norm is chosen for s since Diego and Hamprecht [31] have successfully used it to learn spike trains of neurons. For the ensembles themselves the 1 norm is used to enforce only few non-zero coefficients [15] . This problem is non-convex in general but can be approximated by initializing s to random noise and using a block coordinate descent strategy [10, Section 2.7] to alternatingly optimize for the two variables. The activities s are inferred using convolution matching pursuit [21, 4, 19] and the ensembles themselves using LASSO regression with non-negativity constraints [8] [12, 15] : Special care has to be taken to avoid missing parts of the motif due to the originally identified positions. Consider the ground truth ensemble seen in figure 3.2a. After a single iteration the learned ensemble could be any of the two wrong possibilities seen in figure  3 .2b. While the learned motif does indeed occur in real data it is not complete and can never be completed since there is no more space on the left or right to identify the missing associations. To overcome this problem the vectors a have to be chosen larger than required and centered after each iteration when possible: When there are enough empty rows on either side the whole motif can be shifted before the new ensemble activities s are identified. This does not increase the reconstruction error since the activities will also just be shifted by the same amount. When new coefficients a are learned in the next iteration there now is enough space to also capture the previously missed associations (see figure 3 .2c which can be completed in the next iteration).
Results on synthetic data
Since ground truth datasets are in general not available different synthetic data sets consisting of fifty neurons observed over one thousand time bins have been simulated to compare our method to existing work. A subset of the neurons is randomly assigned to belong to a single ensembles, others to multiple ensembles and the rest are not part of any ensemble and fire completely on their own. The ensemble activity itself is modeled as a Poisson process with a randomly chosen mean [29] and a refractory period of at least the length of the ensemble itself. Additionally spurious spikes of single neurons are added to simulate neurons firing out of sync. The percentile of neurons belonging to multiple ensembles, the fraction of spurious spikes and the temporal lengths of the ensembles have been varied to create different test cases.
For PCA and ICA based methods the number of ensembles is estimated using the Marchenko-Pastur eigenvalue distribution [29] . The sparsity parameter in O'Grady's sparse convolutive non-negative matrix factorization that resulted in the best performance was experimentally chosen [16] . Additionally the normalized correlation between the spike trains of each possible neuron-neuron combination has been calculated. If the correlation between neuron i and neuron j is higher than the correlation between i and any other neuron those two are assumed to be connected within an ensemble.
A simplified example dataset with twenty neurons, three temporal motifs and fifty spurious spikes per neuron can be seen in figure 4.1. When running our method with two different random initial states to identify five motifs with a temporal length of fifteen frames for ten iterations all three original motifs are learned successfully (figure 4.1c and 4.1d; the motifs have been sorted manually to match up with the ground truth). The two spurious motifs change depending on the random initial state while the true motifs always appear in the results. Neither PCA, ICA or scNMF are able to learn any true motif.
To evaluate the different methods a neuron association matrix is calculated from the learned ensembles by choosing a threshold above which neurons are assumed to belong to an ensemble and compared to the ground truth association matrix. The functional association between neurons has been used as an indicator of performance in previous work [23, 32, 30] but does not take the identification of the correct temporal motifs into account. We still chose this method since it works without limitations for synchronous motifs and also allows comparisons for the more complex cases.
We plotted three different ROC curves for the different temporal lengths τ = 1, 7 and 21 in figure 4.2. In the synchronous case (i.e. τ = 1, figure 4.2a) our proposed method performs as good as the best competitor. As expected PCA performance shows a huge variance since some of the datasets contain neurons shared between multiple ensembles and since extracting actual neuron-ensemble assignments is not always possible [23, 29] .
When temporal structure is introduced we are still able to identify associations between neurons with very high accuracy. Sparse convolutional matrix factorization is able to identify associations for short temporal motifs (τ = 7, figure 4.2b) but only we are able to accurately recover most associations in long motifs (τ = 21, figure 4 .2c). In order to study the stability of our results and the effects of the random initialization of the spike trains we use a non parameterized tests similar to the ones used by other methods to estimate the number of ensembles [29, 32] . Starting with the same generated
Figure 4.2: ROC curves for different temporal motif lengths: For each of the three experiments twenty different datasets (with different noise levels and amount of neurons shared between ensembles) were generated and all methods were run ten times with different random initialization. We show the mean ROC curve and its standard deviation averaged over all trial done on different synthetic datasets. dataset consisting of ensembles with no temporal motifs, i.e. subsets of neurons firing synchronously, we shuffle the spike trains of each neuron independently in order to preserve the spike distribution while destroying correlations between individual neurons. We then run our method ten times on the original and the shuffled dataset with different random initializations and compute the average neuron association matrix. Then all unique values inside both matrices are sorted and plotted in figure 4.3d. The point after a significant change in slope in the shuffled matrix is chosen as a threshold on the original matrix. Only five connections are discarded using this procedure. A synthetic dataset consisting of ten synchronous motifs with fifty neurons in total was generated. The spike vector for each neuron is shuffled independently to destroy all correlations. Our proposed methods is then run with ten different initial states on both datasets and the resulting average association matrices are computed. A threshold corresponding to a significant change in slope of the shuffled association matrix is chosen and applied to the unshuffled matrix. Using this method only five neuron-neuron associations are not identified.
Conclusion
Especially in the past two decades where the number of neurons that can be recorded simultaneously was drastically increased [13, 24, 25] many studies have been done to identify neurons firing in patterns to form motifs as originally suggested by Hebb [1] . While many algorithms have been developed almost all of those are limited to the identification of synchronous motifs only [11, 29, 26, 30, 32] . We have presented a new mathematical method for the identification of motifs that is not limited to synchronous activity. Our method leverages sparsity constraints on the activity and the motifs themselves to allow a simple and elegant formulation that is able to also learn motifs with temporal structure. The proposed algorithm extends convolutional coding approaches, which have previously already been successful in recovering spike trains from calcium fluorescence recordings [31, 28, 27, 22] and the identification of repeating patterns in audio data [16] , with a novel optimization approach to allow modeling of interactions between neurons.
Results on simulated datasets show that the proposed method outperforms others especially when identifying long motifs ( figure 4.2) .
We hope that these contributions allow to study more complex neuronal firing patterns and help to further the understanding of functional ensembles within the brain as originally suggested by Hebb.
