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The problem under consideration is to find a best uniform approximation to a 
functionffrom a set Kin the space of continuous functions. Conditions are derived 
on I( such that rhe selection operator mapping f to one of its best approximations 
is Lipschitzian. Their application is illustrated by approximation problems. ,B 1990 
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1. INTRODUCTION 
The main thrust of this work is to derive a set of conditions which ensure 
existence of Lipschitzian selections in approximation problems involving 
continuous functions. Their application is illustrated with relevant exam- 
ples in approximation. In an earlier paper [ 111, a set of conditions was 
developed by the author for similar investigations for the space of bounded 
functions. It was found that these conditions can be modified and applied 
uniformly to the spaces both of continuous functions and of bounded func- 
tions yielding results on selections. A partial converse indicating the 
necessity of some of these conditions is established. Their application to 
continuous functions, however, leads to special situations requiring further 
analysis which is also presented. 
Let S be any set. Let B= B(S) denote the space of real bounded func- 
tions on S with the uniform norm II.11. Similarly, when S is topological, let 
C = C(S) denote the space of real bounded and continuous functions on S, 
again, with the uniform norm. For convenience, let X= B of C. Let Kc X 
be a nonempty set. Given f in X, let d(f) denote the infimum of I\f - kl( 
for k in K. The problem is to find a best approximationf’ in K such that 
n(f)= Ilf-f’ll =inf(j]f--kJJ: kEK). (1.1) 
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A selection operator T is a nonlinear operator which maps each f in X to 
a best approximation f’. Such an operator T is a Lipschitzian selection 
operator (LSO) if it satisfies, for some least number c( T), 
for all f, h in X. An LSO T is an optimal Lipschitzian selection operator 
(OLSO) if c(T) d c(T’) for all LSO’s T’. We develop conditions on K 
under which these operators can be identified. 
Forfin A’, define K,-={k~K:k<fj and Kj={k~K:k>fj. Let 
f(s) = sup(k(sj: kE K$ s E S, 
f(s) = infjk(s): k E K.;-j, SE s. 
The three conditions stated below are identical for X= B or C. 
(1) If kEK, then k+aEKfor all real g. 
(2) Iff EX, thenfEK. 
(3) IffgX thenfe K. 
When ,“” and f are in K, they are called, respectively, the greatest 
K-minorant and the smallest K-majorant ofJ Note that condition (2) ((3jj 
implies that the pointwise maximum (minimum) of two functions in K is 
also in K. 
In Section 2, under conditions ( 1 ), (2) or ( 1 j, (3)> we identify an &SO T 
with c(T) = 2. If K is convex and all conditions hold, then we identify an 
OLSO T with c(T) = 1. In each of these cases. T maps J‘to its maximal or 
minimal best approximation or their mean. We also consider another 
problem. Given -fin X, let B(f) denote the infimum of ilf- kl[ for k in K,-. 
The problem is to find an .f’ in K, such that 
d(f)= lif-f’/l =inf{]lJ-kll: kEKf). (1.2) 
Under conditions ( 1) and (2) on K we identify the unique OLSO T with 
C(T) = 1 for this problem. In this case T maps .i’ to its maximal best 
approximation. An LSO mapping f to its maximal or minimal best 
approximation is shown to be an extreme point of all selection operators. 
A partial converse is also provided which shows that the existence of a 
maximal best approximation for Problems (1.1) and (1.2 j implies condi- 
tion (2 j. We remark that all the results of Section 2 except possibly the 
exact values of c(T) remain valid for any subspace X’ c B and Kc 2” 
which satisfy the conditions stated. 
Examples of approximation problems on continuous functions are given 
in Section 4. If S is a polytope, then conditions (1) and (2) hold for the 
problem of approximation by convex functions, Similarly, if S is compact 
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and convex they apply to approximation by quasi-convex functions. The 
third example in Section 4 is approximation by isotone functions on a 
rectangle in R” to which all conditions can be applied. Similarly, all 
conditions hold for the last problem of approximation by Lipschitzian 
functions. An analysis of the distance function specifying the distance of a 
point from a nonconvex set is presented in Section 3. The problems of L, 
approximation by convex and quasi-convex functions are considered in 
[12]. Finally, we note that results on continuous and Lipschitzian 
continuous selections are provided in [24, 9, 10, 141. 
2. MAIN RESULTS 
In this section we present results on Lipschitzian selections. Theorems 3.1 
and 3.2 of [ll] remain valid for Kc B or Kc C if conditions (i), (ii), (iii) 
of that article are replaced, respectively, by the weaker conditions (l), (2), 
(3) of Section 1. These two theorems are presented below in an abbreviated 
form and their proofs are outlined. Theorem 2.3, which is the partial 
converse mentioned in Section 1, is given later. An f’ is a maximal (mini- 
mal) best approximation to f iff 2 g (f’ < g) for all best approximations 
g toj By a nonconvex set we mean a set which is not necessarily convex. 
THEOREM 2.1. The following applies to Problem ( 1.1) with X= B or C 
and Kc X. 
(a) K nonvonvex. Zf K satisfies conditions (1) and (2), then A(f)= 
)I f -f\\/2, andf’ =f+ A(f) is the maximal best approximation tof. Further- 
more, jlf’ - h’ll < 2 11 f - hjl for all f, h E X. The operator T: X -+ K defined bj 
T(f) =f’ is an LSO with c(T) = 2. 
(b) K nonconuex. If K satisfies conditions (1) and (3), then (a) holds 
withfreplaced byfandf=f- A(f), ,h’ I 1% zcI is the minimal best approxima- 
tion to J 
(c) K comes. If K satixfies conditions (l), (2), and (3), then (a) and 
(b) above apply. Also, A(f) = I/f -f/(/2. A g in K is a best approximation 
if and or@ iff - A( f ) d g <f+ d( f ). Furthermore, iff’ = (f + f )/2, then f 
is a best apprkimation and Ilf’ - h’(l d (1 f - h(j for all f, h E X. The operator 
T: X-+ K defined by T(f) =f’ is an OLSO with c(T) = 1. 
THEOREM ‘2.2. The following applies to Problem (1.2) for a nonconvex 
Kc X. Zf K satisfies conditions (1) and (2), then f is the maximal best 
approximation to f and a(f) = Ilf -fll = 2A(f). The operator T: X-t K 
defined by T(f) = f is the unique OLSO with c(T) = 1. 
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Proofi. The proofs presented are for the above theorems or 
Theorems 3.1 and 3.2 of [ 111 under conditions (I j, (2 ), and (3 ). 
We first prove Proposition 2 .2 of [ll]. IfJ: hEXand (5= [if-/Ill then 
f- 6 d 11. Hence f- 6 d h, and f- 6 < 6 as f-6 E K by condition (1). By 
symmetry, I\.[- El] < j/-f- hj]. The rest of the proof is as in Section 3 of 
[I I]. Clearly, 3 = d(f) = I/ S-.f\l/2 in (c) fool~ows from j>j’aJ and 
f- oi <f+ B and 24 = Ilf-fjl. Th e exact values of c(T) are obtained GJi 
examples as in Cl 1] or [9, p. 212 J. The outline of the proof is complete. 
THEOREM 2.3 Suppose that condition (1) holds Jar K 
(a) (For Problem (1.1)). Assume that the point\vise maxi~7un7 (mini- 
mum i of t)C*o ,functions in K is also irz K. If rhe maximal (minimal) bed 
approximation to .f exists, then condition (2) ((3 )j holds. In this case. the 
maximal (minimal) best approximation equals f + A(f) (f - A (f ) ). 
(b) (For Problem (1.2)). Assume that the poipztwise maxinzum of t:i’i/ 
.functions in K is also in K. If the maximal best approximarion to f exists, 
then condition (2) holds. Ir? this case, the maximai best approximation 
equals 17: 
Proqf We establish (a); the proof for (b) is similar. Suppose that .,$ 
is the maximal best approximation. Then f - J(j) <f <f t d(f). If 
,$ = .f’ - A(f), then fO d J; and hence, by condition (I), ,fO E Ki: We show 
that fO =J Suppose not; then there exists k in iuf- such that for some s in 
S we have k(s)>f,(s). Let g= max(k,J,j; + A(f). By the hypothesis of the 
theorem we have gE K. Clearly, f-d(f) ,< g<f+ A(fj. Consequently. g 
is a best approximation and g(s) >f’(s). Hence f’ is not maximal. a 
contradiction. Thus, for all k in &., k < fO holds. Hence .?= fa and condi- 
tion (2 j holds. Also, f’ = f+ d( f ). The proof of the miminal case is similar. 
The proof is complete. 
A unique best approximation is both the maximai and minima! best 
approximation. Hence d(f) = ~~f-f\//2 of Theorem 2,1(c) and Theorem 
2.3(a) yield the following for Problem (1.1): Suppose condition (1) holds 
and the pointwise maximum and minimum of two functions in K is also 
in K. Then a best approximation g is unique if and only if<‘-.,“= 5 for some 
6 3 0. In this case 6 = 2A(f) and g =f- d(f) =f+ d(f), 
Let 2 be the vector space of all operators with domain X and range in 
X. Let YcZ be the set of all selection operators T with domain X and 
range K for Problem (1.1). Clearly, Y is not necessarily convex. It is convex 
if K is convex. Furthermore, the set of all Do’s 7 is convex if K is convex 
and in this case c(T) is a convex function of T ES]. T in Y is defined to 
beanextremepointofYifT=1T,+(l-/l)T,,O<~<1,forsomeT,and 
Tz in Y implies that T, = T, = T [S]. 
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PROPOSITION 2.1. The LSO T defined in Theorem 2.1(a) (2.1(b)), tvhich 
maps f to its maximal (minimal) best approximation, is an extreme point of 
Y. 
Proof. We prove the result for Theorem 2.1(a). Let T= AT, + (1 - A) T2, 
0 < 1 < 1, where T1 and T, are in Y. Since T(f) is the maximal 
best approximation to f, we have Ti(f) < T(f), i = 1,2. Since 
T=lT,+(l-l)T,, we have 
which gives Ti(f) = T(f), i = 1,2. The proof is complete. 
We remark that a similar result holds for the LSO T defined in 
Theorem 2.2. It would be interesting to know the nature and properties of 
extreme points of all LSo’s. 
3. DISTANCE FUNCTIONS AND NONCONVEX SETS IN R” 
The results of this section pertain to analysis of a function specifying the 
distance of a point from the complement of a convex set. 
We denote the Euclidean norm of s in R” by IsI. Let 2 be the closure of 
A c R”. Let also D(s, r) and d(s, r) denote, respectively, the open and 
closed balls with center s and radius r in R”. For ‘4 c R”, define the 
distance function d(s, ‘4) for s in R” by 
d(s, .4)=inf(Js-tJ: tEA:, 
[6, 7, 121. It is known that d is Lipschitzian, i.e., 
I& A)--(& A)1 d Is- tl. (3.1) 
It can be easily shown that there exists t in 2 such that d(s, A) = 1s - tl. If 
A is convex, then so is 2 and such a t is unique [6], and d is a convex 
function of s [12]. Furthermore, in this case, if t and v in A are nearest to 
s and U, respectively, then It-v\ < js- ~1, i.e., the mapping s + t is 
Lipschitzian. We examine the properties of d when A is not necessarily 
convex and has a special structure. 
We briefly describe some terminology used in the sequel. Let S c R” be 
convex. Then aff(S), called the affme hull of S, is the smallest afline set con- 
taining S. Clearly SC aff(S). Let T denote aff(S). If PC SC R”, where P 
and S are convex, then we denote by int(P) the interior of P when regarded 
as a subset of T with its relative topology. That is, stint if and only if 
there exists some Y > 0 such that D(s, r) n Tc P. 
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hfMA 3.1. Let P c S c R”, where P and S ape cower and S is chea’. 
Let sEint(P) and ~EP~S. i%en &+(i-AjtEintjP)for aN O</l<(l. 
Also, P and int(P) are concex. Furthermore, aff(Pj = affiS) jf and ormh $ 
int( P) f 4. (f id(P) # 9 therz int(P)= P. 
PlooJ The proof is similar to that of Theorems 6.1 and 6.2 of [8] and 
hence not given here. Note that the concepts of the relative interior ri C 
and of int C of a convex Cc R” used in that proof are different from int(Pj 
the concept we have defined. However ri P= int(P) if int(P) ~4. 
hoPosIrION 3.1. Let P c int(S) c R”, where P and S are comes, S is 
closed, int( P) # I#, atzd P # S. Therz d(s, S’\, P), s E R”, is a concacejkncij’nn $ 
s OH P c S. (It is Lipschitz continuous on R” bj! i 3. Z )). 
Proqfi For simplicitly denote djs, S’\P) by d(s). Note that d(s) > 0 for 
s in S if and only if s E int(P). Now let s, TV *F- 0 < i, < 1, and 
~4 =As + (1 - A) t. Suppose that d(s) > 0 and d(t) > 0. By definition of ri, we 
conclude that the sets D(s. d(s))n S and D(f, d{tl)n S are contained in 
int(P) c P. Let E be the convex hull of these two sets. Then since int(P) is 
convex, we have EC int(P). It is easy to verify that D(u, M(s) + 
(I-J)d(t))nScE. It follows that d(u)~,~d(s)fII-%)d(t), which is the 
inequahty for concavity of L!. If d(s)=d(r) =O, then this inequality hoIds. 
Now suppose that d(s) > 0 and G!( rj = 0. Then s E it-n(P) and t E .F’,,int(Pi. 
Define 
Then F is convex (in fact a cone with apex t) and I E H,,,F. 
we have Fc int(Pj. Then as before we have D(u, Ad(s) j n S c F and d(z)) z 
k!(s.j. Thus n is concave on P, We note that the concavity of d on P aiso 
follows from its concavity on int(Pj, continuity on P5 and a simple hmit 
argument using Lemma 3.1. The proof is complete. 
To prove the next proposition, we note that if d(s) is a concave function 
on a cenvex set .4cR”, then the sets (5~.4: d(~)>rj and {s~rl:~~‘(s)ar] 
are convex for all 1’ [7]. 
hoPOsrTION 3.2. Assume fhat the hypothesi s of Prop0sitk.q 3.1 ho!.&. 
For r > 0, su#kiently small, &he 
Q= {s~S:d(.s, S’.P)>+ (3.2) 
Then Q is nonenrpt~.~ coIzre.=<, int(Q j = Q, atin Q c inti P) 
Prooji There exist s in P and a>0 such that d(s. n) n SC P. For 
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0 < Y < a, Q defined by (3.2) is not empty. For convenience, let E = S\ P. It 
is easy to see that 
and, by convexity, 
int(P)= {sES:d(s, E)>O) 
0 = (s E S: d(s, E) 3 r}. 
Thus, Q c Q c int( P). By Proposition 3.1 we have that d(s, E) is concave 
on H and also continuous. By (3.2), we conclude that Q is convex and 
int(Q) = Q. The proof is complete. 
We remark that Q = S/F, where 
F= u {B(s, r): s E E). 
F and Q may be called parallel sets [ 111. The results of this section, which 
are also of independent interest, may be used to obtain certain results in 
Section 4. However, the latter have been established by different methods. 
The results of this section will be referenced in other works. 
4. APPROXIMATION PROBLEMS 
We present examples of four approximation problems on C and one on 
B. We recall from convexity theory that a set Kc X is a cone if Ak E K 
whenever k E K and i >, 0. A cone K is a convex cone if k + h E K whenever 
k, h E K. For convenience, we denote the set (SE S: k(s) > a} by {k> IX}. 
Similar notation will be used for other sets. 
EXAMPLE 4.1. Approximation by convex functions in C. 
Let S c R” be a polytope. A polytope is defined to be the convex hull of 
finitely many points [8]. It is compact and convex by definition. It is also 
locally simplicial [S]. We use this property to derive our results. Let 
C= C(S) and K be the set of all convex functions in C. It is easy to verify 
that K is a closed convex cone. Clearly, condition (1) holds for K We 
consider problems (1.1) and (1.2) in this setting. The greatest K-minorant 
off is called the greatest convex minorant off: 
PROPOSITION 4.1. If f E C then f is convex and continuous. Hence f is the 
greatest convex minorant ofj 
Proof. Since f is the pointwise supremum of convex functions, it is 
convex. Since S is locally simplicial, continuity of f on S follows from 
Corollary 17.2.1 and Theorem 10.2 of [8]. The proof is complete. 
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The proposition shows that condition (2j also holds for K. Hence 
Theorems 2.1 (a) and 2.2 apply. The operator T defined in Theorem 2.I(a 1 
is an LSO with c(T) = 2. The example given in [9, p. 2123 on S= [O, 1] 
with f,, and f continuous shows that c( T’) >, 2 for all LSO T’. Thus T is an 
QLSO with c(T) = 2. 
EXAMPLE 4.2. Approximation by quasi-convex functions in C. 
Let 5’ c R” be convex and compact. and C = C!,Sj. .A function k in 
B = B(S) is called quasi-convex if 
for all s, I in S, all 0 < 2 d 1 [7]. Equivaiently. k in B is quasi-convex if ene 
of the following conditions holds: (i) {k< of is convex for ail real 2, 
(ii) {k < @j is convex for all real N. Let K be the set of all quasi-convex 
functions in B. It is easy to verify that K is a closed cone but it is cot 
convex. Clearly, K satisfies condition (1). We consider I’roblems if. 1) and 
(1.2 j in this setting. The greatest K-minorant of ,f is called the greatest 
quasi-convex minorant off: 
Let bT be the set of all convex subsets of S. Since s, ~E.U, it is not 
empty. For .4 c R”: we denote by co(A) the convex hull of A. i.e,, the 
smallest convex set containing ‘4. 
PROPOSITION 4.2. Letfc+ C and dejke 
f"(P) = inf{f( t): t E s’;P], PE,“(, 
f(s)=sup{fO(P): PE17, sES!,P;s, s s s. 
Then f is quasi-convex and continuous. It is the grea!esf quasi-comes 
minorani of ,f Furthermore, an h in B is the grearest quusi-comex nkormt 
off if and onl~y if? for all real x, 
{h<M) =co(f <x), (4.1 ) 
or, equicalently, jar all real o[, 
(h<a} =co{f<a). (4.2j 
Pro?f We first show that f is continuous by assuming rhat f is the 
greatest quasi-convex minorant, and (4.1) and (4.2) apply to .{ We will 
prove these assertions independently later. Since f E C, if8 a_) is compact. 
Hence, by (4.2), its convex hull (f< ‘2) is compact. Thus (.f> x), is open 
in S. Again, {f< a) is open in S and by a result similar to [7. p. 78, 
Theorem G] for relative topologies and by (4.1), its convex hull (.f< a). is 
open in S. Thus f is continuous. 
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The equivalence of (4.1) and (4.2) is established below. The rest of the 
proof including that of the validity of (4.1) is a minor modification of the 
proof of Theorem 3.1 of [lo]. However, for the convenience of the reader 
we show that f is the greatest quasi-convex minorant of jI 
Lets,tES,O<;i<l,andu=~s+(l-~)t.Given&>O,thereexistsPin 
17 with u E S\%P such that -f(u) <f’(P) + E. Since P is convex, we conclude 
that SE S\P or YE S\P. Hencef’(P) f max(f(s), f(t)) and,fE K. Clearly, 
f”(P) <f(s) for all P in I7 with s in S\P and, hence, f < j Thus i < k if 
kEK. Now let keK, SE& and Q= (zES:k(t)<k(s)}. Then QeZ7 and 
s E S\Q. Hence k’(Q) 3 k(s) and k > k. Hence I$ = k. If k E K and k <f, 
then we conclude that k’(P) <f”(P j for all P in Z7, which gives k = I; <J 
Thus f is the greatest quasi-convex minorant of $ 
To show the equivalence of (4.1) and (4.2), suppose that (4.1) holds for 
all c(. We show (4.2). Then 
{ha+n {h~cc+~/~~)=~~~{f~a+l/m}, 
m ,P2 
where m denotes a positive integer. Hence it suffices to show that 
co(f~aj = n co{f<cr+ ~~~~~~~ (4-3 j
M 
Let A,,= {f<a+ l/m3. Since {f<cl) c A, for each 112, we conclude that 
the left-hand side of (4.3) is contained in the right-hand side. To show the 
reverse inclusion, let s E n,, co(,4,). Then s E co(A,,) and, by Caratheodory’s 
theorem [7, 81, there exist points s~,~, 0 < idn, in A, such that 
SECO(S~,,). Hence, s=~~A~,~s~,~, where Ai,,, 2 0 and xi il,, = 1. By com- 
pactness of [0, l] and S, some subsequences of (Ai,,) and (.s~,,~) converge 
for each i, as m -+ L;O, to some 2; and si with C Ai= 1 and s = C ,Ii.si. By 
continuity off we have f(si) < IX for all i. Thus s E co(f < LX}. Hence (4.1) 
implies (4.2). Now suppose that (4.2) holds for all 01. Then 
(h-)=U {126a-l/m}=UcoCf~a-l/m}. 
“I m 
Hence, to show (4.1), it suffices to show that 
co{f<a}=~co(f~~-l/m). (4.4) 
“Z 
Clearly, the right-hand side of (4.4) is contained in the left-hand side. 
Hence, let t~co{f<~( ). Then there exist tj, 0 < i < n, with f( ti) < CI such 
that SECO(~~). Hence .f(ti) < M - l/m, for some nzo and all i. Thus 
SECO{f<cr- l/r?z,l and (4.2) implies (4.1). The proof is complete. 
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We conclude that condition (2) holds for Kn C. Hence, Theorems 2. i (a ) 
and 2.2 apply to X = C and Kn C. The operator T: C + Kn C defined by 
Theorem 2.1(a) is an LSO with C(T) = 2. The example given in 1107 OE 
S= [O? 31 with fn and f continuous shows that c(T’) 22 for al1 LSO T’~ 
Hence T is an OLSO with c(T) = 2. 
EXAMPLE 4.3. Approximation by isotone functions and its variants on 
B and C. 
We first introduce this problem on B. Let S be any set. Le; II be rhe set 
of subsets of S such that 4, SEII and 17 is closed under arbitrary unidns. 
Motivation for this definition of I7 comes from the special case of partially 
ordered sets given later in this section. A function k in B = B(S) is called 
&isotone if (k > a} E ZI for all real CI. Let Kc B be the set of all ZI-isotone 
functions. It is easy to verify that K is a cone. We show that it is closed. 
Suppose (k,) is a sequence in K such that Ilk,, - ,k\/ = 6,, ---f 0 for some k in 
B. Then 
which shows that k E K and K is closed. Clearly, condition (I) holds for K. 
We consider problems (1.1) and (1.2) in this setting. Note that Example 4.2 
may be transformed to this setting. 
PROPOSITION 4.3. LetfE B and dqfine 
f’(P) = inf(f(r): t E P>! PELT, (4.5) 
f(s)=sup(fO(P): PER;SEPj, s E s. (4.6) 
Then f~ K and is the greatest K-rninoranf of J: 
ProoJ: We first show that .f~ K. Let A = {,f> x>. If SEA, then ihere 
exists P, E II such that s E P, and f “(P,) > ~1. Now if u E P,, then clearly 
f(u)>f‘“(PS)>x Hence AIP, and A=U{P,:~EA] is in fl. Thus 
f~ K. Clearly, f’(P)<f(s) for all P in I7 with s in P. Hence f< .f In 
particular. k 6 k if k E K. Suppose now that k E K. Let E > 0, s E 5, 
and P=jr~S:k(t)>k(.s)-E). Then Pcl7 and REP. Hence k(s)> 
k*(P)> k(s)-5 or k>k. Thus t%= k. If kEK and ic<S, then cieariy 
k = k <]i Thus f is the greatest K-minorant ofJ: The proof is compiete. 
Thus condition (2) also holds for K and Theorems 2.1 (a) and (2.2 ) 
awb. 
Now suppose that ff is closed under both arbitrary unions and inter- 
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sections. Let K be defined as before. Then K is a closed convex cone. Note 
that the convexity of K follows from the equality, 
(k+h>a)=lJ ((k>6}n(h~cr-6)). 
Closure of I7 under both unions and intersections implies that k E K if and 
only if {k >, N > E 17 for all or. For s E S let U, be the intersection of all sets 
P in 17 such that s E P. Then U, E Zi’ and is the smallest set in Ii’ containing 
s. Similarly, let V, be the union of all sets P in 17 such that s E S\P. Then 
V, E I7 and is the largest set in 17 such that s E S\V,. 
PROPOSITION 4.4 Let f G B and define 
f(s) = inf(f(t): t E U,}, s E s, (4.7) 
f(s)=sup{f(t):tES\V,}, s E s. (4.8) 
Then f and f E K and are, respectively, the greatest K-minorant and the 
smallest K-majorant of J: 
Proof: Clearly, (4.5) and (4.6) give (4.7) under the stronger conditions 
of the proposition. To show the assertion concerning J define 
17’ = { S\,P: P E I7). Then 17’ is closed under arbitrary unions and inter- 
sections. Clearly, k E K if and only if {k B E} E 17 for all c(, which is equiva- 
lent to ( -k > LX) E f7’ for all IX. Thus - K equals all k in B such that 
{k > CI 1 E I7’ for all a. Then, by the proof for f as applied to -K and ZI’, 
we conclude that the greatest - K-minorant of -f exists in -K. Substi- 
tuting -f for f and S\ V, for U, in (4.7) we verify that it is given by -f: 
Then fin K is the smallest K-majorant off: The proof is complete. 
Thus conditions (2) and (3) hold for K and Theorems 2.1 (c) and 2.2 
apply. 
We now specialize the results to a partially ordered set. A partial order 
< on S is a reflexive, transitive, but not necessarily an antisymmetric rela- 
tion [SJ. A subset U of a partially ordered set S is called an upper set if 
s E U, t E S, and s < t implies that t E U. Similarly, L c S is a lower set if 
s E L, t E S, and t ,< s implies that t E L. Clearly 4, S are both upper and 
lower sets and U is an upper set if and only if L = S\U is a lower set. A 
function k in B is said to be isotone (order preserving) if k(s) <k(t) when- 
ever s < t. Let ZIO be the set of all upper sets of S. Then, clearly ZZ, is closed 
under unions and intersections. The following lemma is immediate. 
LEMMA 4.1. k on S is isotone !f and on/y if it is II,-isotone. 
For this case’ Proposition 4.4 applies. We obtain f and f by (4.7) and 
(4.8), where U, and L, = S\V, are, respectively, the smallest upper and 
lower sets containing s. Clearly U, = {t: s 3 t} and L, = (t: t d s}. 
LIPSCHITZIAN SELECTIONS 3: 
Theorems 2.1 (c) and 2.2 then hold. See [IS] for such a problem with addi- 
tional constraints. 
Now we consider an application to C. Let S= x { [ui, bi]: 1 <i< IS 1 c R’, 
where ai < bi, and d be the usual partial order on vectors. We let C = C(S) 
and K be the set of all isotone functions in C. It is easy :o verify that K is 
a closed convex cone. 
hOPOSITION 4.5. Let f E C and defiine 
.f(s)=min[f(r):tES, t3s), 
f(s)=max(f(t): YES, t,<s). 
Then .f and f E K and are, respectively, the greatest K-minorant and mai/2sr 
K-ma;iorant~*f ./: 
Proqi: The expressions for f and f follow from the above discussion. 
Clearly, f and f are isotone. We show-that f is continuous. For simplicity, 
we prove this when SC R2; the proof for the general case is similar. Let 
s = (s,. s2) denote an element of R2. By uniform continuity ofj: given F > 0, 
there exists 6 > 0 such that if s, TV S and 13 - tJ < 6 then 1 f(s) -f(r)\ < E. 
For such s, t in S, suppose first that $4 f. Without loss of generality, 
assume t,<s, and t,>s,. Let L’=(s,,L~). Define U,=(UE.!?U>S) for 
u = s, I, D, Then, by the definition off and ,J we have 
.,fis)=min(inf{f(u): UE bis’.\,U,).j(~~)), 
f(t) = min(inf[j(u): ZIE U,‘,.,rT,.),./“(o)). 
Let u E CT, - U, and IV= (sr, uz). Then 11’ E U,. and /I\.- III < 6. Hence 
j(u) >S(~V) -E and 
Then, we have At) as(o) - E and also .f(s) <f(c) since s d L’. Hence 
f(s) - ,f(t ) < E. In a symmetric manner, we have f( t) - f(s ) < E. Now if s < ? 
then we may similarly show that If(s)-.f(t)l GE. Hence f is continuous 
and is in K. Similarly, f is continuous and is in K. Now if k, h E K and 
k <f < h, then clearly K<f< f < h. Thus the last assertion of the proposi- 
tion is established. The proof is complete. 
We conclude that Theorems 2.1(c) and 2.2 apply. 
hAMPLE 4.4. Approximation by Lipschitzian functions in C. 
Let 5 be a real compact interval and C = C(S). Let K be ah functions k 
in C satisfy’ying, for some fixed M and x [ I], the condition 
jk(s)-k(r)1 <M/s-t;“. (4.3) 
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It is easy to verify that K is closed and convex. We consider problems (1.1) 
and (1.2) in this setting. Clearly, condition (1) holds for K. 
It is easy to show that both f and f satisfy (4.9) and, hence, are in K. 
Thus conditions (2) and (3) hold fo; K. Then Theorems 2.1(c) and 2.2 
apply. 
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