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Abstract 
 
Many practical applications of diffusion NMR, ranging from biomedical to industrial, entail the 
measurement of low-concentration solutes in non-deuterated, compositionally complex systems. 
The aim of this article is to present examples of robust, versatile diffusion experiments that can 
be used with non-deuterated solvents and at non-ambient temperatures. Specifically, three 
experiments are presented in detail: CONVEX, which combines excitation-sculpting solvent 
suppression with double-echo convection-compensating PGSE; DQDiff, which implements 
double-quantum filtered diffusion measurements in a convection-compensating mode; and 
applications of Oscillating-Gradient Spin-Echo (OGSE) to systems with homonuclear scalar 
couplings. These examples are based on the recent work by the authors and relate to a variety of 
systems, ranging from simple solutions to colloidal and polymeric systems. Besides the applied 
aspects, we review the general methodology used to treat the effects of diffusion and flow in 
NMR experiments, and apply this theory to derive the diffusion attenuation expression for each 
of the experiments presented. The paper should be useful to beginners as well as advanced users 
of general NMR wishing to learn about diffusion measurements.  
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INTRODUCTION  
 
Applications of diffusion NMR   
Pulsed field gradient (PFG) NMR has long been a powerful and versatile method for measuring 
molecular transport and diffusion (1-5). The last decade saw significant advances in diffusion 
probe design, with the most notable outcomes being increased stability of gradient amplifiers and 
increased availability of actively shielded gradient coils. As NMR diffusion measurements have 
become easier to carry out technically, they have also become ubiquitous in applications dealing 
with progressively more “difficult” samples, including systems that involve compositional 
complexity or morphological heterogeneity. Examples of such applications include analysis of 
biofluids (6-8), measurement of protein-ligand binding (9,10), diffusion-weighted MRI (11), and 
spectroscopy of cellular systems and tissues (5,12,13) and biomaterials (14,15). Non-biomedical 
uses include industrial and engineering applications (16-18), colloidal systems (19-23), and 
polymeric materials (24,25).  
 
Common challenges  
The samples studied in real-life biomedical and industrial applications are usually spectrally 
crowded, studied in non-deuterated media, and often at non-ambient temperatures. Each of these 
factors complicates the measurement of diffusion.  
 
Solvent signal. Measuring low-intensity peaks in the presence of much larger peaks is inherently 
difficult, because a limited dynamic range of the analog-to-digital converter (ADC) cannot both 
accommodate the large solvent signal and accurately digitize small solute signals (26,27). One 
approach that can be used with large molecules is to measure the diffusion attenuation curve 
starting from a gradient amplitude where the water signal is significantly diffusion-attenuated. 
This approach is sub-optimal because it fails to make full use of the available attenuation range 
of the solute signal. Replacement of the solvent with a deuterated analog is another common 
strategy; however, this is usually either impossible or undesirable in biological samples, and can 
be prohibitively expensive in industrial applications. Therefore, solvent suppression is often a 
pre-requisite for obtaining high-quality 1H diffusion spectra from these samples (28-30).  
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Spectral crowding. Overlapping of spectral peaks can seriously complicate diffusion 
measurements, especially when the peaks in question belong to different molecules possessing 
different diffusion coefficients. Separation of the individual diffusion coefficients in this 
situation requires sophisticated data processing methods (1,31,32), and even then is not always 
possible. Multiple-quantum filtering can alleviate the problems arising from spectral crowding 
by eliminating peaks that are not part of a scalar-coupled spin system (8,33).  
 
Thermal convection. Thermal convection arises from the Rayleigh – Bérnard instability (34) and 
depends on the magnitude and the direction of the temperature gradient within the sample, as 
well as the geometry and physical properties of the sample. Convection is often present when 
aqueous samples are studied at the physiological temperature (37 oC), and generally becomes 
more pronounced at lower solvent viscosity. In a closed sample, it results in additional signal 
attenuation or, in severe cases, convection oscillations in diffusion-attenuation plots (35). 
Moderate convection can easily remain undiagnosed and lead to an overestimation of the 
diffusion coefficient. Therefore, diffusion measurements at non-ambient temperature or in low-
viscosity liquids often require the use of convection-compensating techniques (1,29,33,36,37).  
 
High-resolution NMR and diffusion measurements  
One approach to combining diffusion experiments with various modalities of high-resolution 
NMR is the development of “hyphen-DOSY” techniques, such as COSY-DOSY (38). This 
approach is modular and has general applicability; however, it also has two drawbacks: 1) adding 
a third dimension to the dataset can significantly increase the execution time of the experiment, 
and 2) in rapidly relaxing molecules, the increase of the pulse sequence length can incur a 
penalty in the S:N ratio. This article focuses on an alternative approach and examines how 
solvent-suppression and spectral-editing techniques can be incorporated in NMR diffusion 
experiments without increasing the length of the pulse sequence (8,28,29,33). The objective is to 
create robust, versatile diffusion experiments that can be used with non-deuterated solvents and 
at non-ambient temperatures. Specifically, three experiments are presented in detail: CONVEX, 
which combines excitation-sculpting solvent suppression with double-echo convection-
compensating PGSE; DQDiff, which implements double-quantum filtered diffusion 
measurements in a convection-compensating mode; and applications of Oscillating-Gradient 
Spin-Echo (OGSE) to systems with homonuclear scalar couplings. These examples are based on 
the recent work by the authors and relate to a variety of systems, ranging from simple solutions 
to colloidal and polymeric systems (29,33,39,40). 
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PFG NMR AND DIFFUSION: BASIC THEORY   
In this section, we review the general design principles of PFG NMR diffusion experiments, as 
well as the theory used to treat the effects of diffusion. We begin by considering the PGSE 
experiment and introducing the concept of diffusion-sensitive magnetization helix. This is used 
qualitatively to illustrate the origin of diffusion attenuation in PFG NMR experiments. We then 
introduce the concepts of diffusion wave vector, coherence order, and coherence transfer 
pathway, and show how these can be used to obtain the general diffusion attenuation expression 
that can be applied to an arbitrary pulse sequence. Because of an emphasis on measurements at 
non-ambient temperatures, we also include the effects of non-uniform flow and convection, and 
consider the formal requirements for convection compensation in an NMR pulse sequence.  
 
PGSE experiment. One of the most commonly used PFG NMR experiments is the pulsed-field 
gradient spin echo (PGSE), which is shown in Fig. 1A. It is also one of the simplest diffusion 
experiments, which makes it a very instructive example to consider (1,2,4). A perfect 90o (π/2) 
RF pulse excites a uniform “comb” of transverse magnetization; for example, a (π/2)x pulse 
aligns the magnetization in the +y direction at every point within the sample. This magnetization 
pattern is insensitive to diffusion, because the detected signal does not depend on where in the 
sample the spins that gave rise to it were located. It is rendered diffusion-sensitive by the 
application of a field-gradient pulse of duration δ and amplitude g. Assuming that the field 
gradient is in the z direction, the phase that spins acquire in the rotating frame is ∆φ1 = γ × 
(−Blocal) × (time) = −γgzδ, and the complex transverse magnetization can be written as 
M0exp(−iγgzδ). The gradient pulse therefore winds the magnetization into a helix of pitch 
2π/γgδ. The helix generates no net NMR signal, because transverse magnetization with a phase φ 
is opposed by that with the phase φ + π. For a non-zero signal to be detected, the helix must be 
refocused, i.e., the magnetization brought back into alignment. This is accomplished by the 180o 
(π) refocusing RF pulse and the second gradient pulse. A πy RF pulse converts the magnetization 
pattern from exp(−iγgzδ) to exp(iγgzδ); i.e., the local phase of the magnetization vectors is now 
+γgzδ. Unless the spins underwent a translational displacement along z during ∆, their transverse 
precession during the second gradient pulse is identical to that during the first δ. The 
accumulated ∆φ2 = −γgzδ nulls the local phase of magnetization vectors at every z, thus 
refocusing the helix back into a comb.  
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The picture is subtly different if spins have the ability to change their z positions during ∆. Full 
refocusing will only be achieved for the spins whose position z has not changed during this 
interval. The spins that have moved to a different z will accumulate a phase ∆φ2 that is different 
from their original phase in the magnetization helix (∆φ1), and therefore will not be fully 
refocused. Quantitatively, the relative amplitude of the echo at ts = 2∆ is given by the well-
known expression for PGSE diffusion attenuation (1,41):  
 ( ) ( ) 2 30 D gS g S e 2 2 δ⎛ ⎞− γ δ ∆ −⎜ ⎟⎝ ⎠=  [1] 
 
where D is the diffusion coefficient of the measured species, and ∆ is the separation between the 
two rectangular gradient pulses. The interval ∆ is called the diffusion interval, because this is 
where the diffusion effects manifest themselves. Equation [1] is also valid for stimulated-echo 
(PGSTE).  
 
Diffusion wave vector. Having to keep track of the phases of the magnetization at different z 
values is both cumbersome and redundant. A magnetization helix is uniquely described by its 
direction and tightness, together known as the diffusion wave vector q. The transverse 
magnetization pattern can then be written as  
 ( , ) -iM M e ⋅+ += q rq r  [2] 
 
where r is the spatial position within the sample; i = √−1; and q⋅r is a vector scalar product. 
Diffusion in free solution causes the amplitude of the helix, |M+|, to decay, but does not affect the 
q vector: the latter is only changed during application of field gradients, i.e., when the 
magnetization helix is either wound or unwound. For example, in Fig. 1 the q vector remains 
constant between the end of the first gradient pulse and the beginning of the second gradient 
pulse (from t = δ + y to ∆ + y) and has projections qx = 0, qy = 0, qz = γgδ during this time 
interval (assuming that g is applied along z). The vector q takes zero value (q = 0) after the 
magnetization has been refocused (t = ∆ + δ + y).  
 
Coherence order. In order to facilitate the calculation of what happens to the wave vector q 
during a pulse sequence, it is useful to introduce two auxilary tools − coherence order (p) and 
coherence transfer pathway (CTP). Both concepts arise from density matrix and product operator 
(PO) formalisms. Coherence order can be defined as the multiple of the Larmor frequency ω0 = 
γB0 that describes free precession of the respective density matrix element: i.e., coherence of the 
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order p evolves as exp(ipω0t). The vector model of NMR can be translated into the coherence-
order language in the following way. Longitudical magnetization has coherence order p = 0, 
while transverse magnetization has p = ±1. A π/2 pulse acting on equilibrium longitudinal 
magnetization excites p = +1 and −1 with equal weights; these co-existing coherence orders need 
to be treated separately when analyzing the evolution of magnetization during the pulse 
sequence. A π pulse inverts the sign of p. Only RF pulses effect a change of p; free precession or 
scalar-coupled evolution (whether with or without field gradients) leave p unchanged. Detected 
signal is generated only by S− (p = −1); therefore, usually only one of the initially excited 
components p = +1 and p = −1 give rise to a detectable signal. In a system of several coupled 
spins, or spins S > ½, the initial π/2 RF pulse excites only single-quantum coherences p = ±1, 
while subsequent π/2 pulses have the capacity to excite multiple-quantum coherences | p | > 1. 
This minimal list of coherence-order rules should be sufficient for understanding the analysis of 
the diffusion experiments presented in this paper. Students who are interested in a more 
extensive digression into the product operator theory can find an excellent treatment with a 
minimal amount of mathematics in references (42-44). A more comprehensive, but also more 
abstract, treatment is given in (45-48).  
  
Coherence transfer pathway (CTP) is the sequence of coherence orders through which the 
magnetization is filtered during the pulse sequence. In PGSE, the magnetization follows the CTP 
(0, +1, −1), as shown in Fig. 1B. [We neglect the coexisting CTP (0, −1, +1) because only p = −1 
yields a detectable signal during acquisition.]   
 
The great advantage of the CTP approach is that it considerably simplifies the job of keeping 
track of the evolution of the magnetization helix. The spatial wave vector q can be calculated 
from the past history of the coherence order p and field gradient g by simple integration:  
 
0
( ) ( ) ( )
t
t p t t dt′ ′ ′= γ∫q g  [3] 
 
where g includes both pulsed and static field gradients, and γ is the magnetogyric ratio. The 
result of this integration for PGSE is shown in Fig. 1C. In addition to the CTP rules listed above, 
in PFG NMR we also require for q to be zero at the beginning of the FID:  
 ( ) 0st =q  [4] 
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Equation [4] is simply a formal restatement of the requirement that magnetization must be 
refocused prior to acquisition. A CTP that satisfies Eq. [4] is said to satisfy gradient-selection 
rules. Phase cycling is another component of CTP selection; we will come back to the topics of 
gradient and phase-cycled CTP selection when dealing with multiple-quantum filtering.  
 
Generalized treatment of diffusion and flow. The knowledge of the evolution of q, which can 
be calculated for a given CTP using Eq. [3], makes the treatment of diffusion effects in PFG 
NMR experiments very straightforward. It can be shown (1,2) that, in the presence of 
unrestricted diffusion and uniform flow, the signal S detected following an arbitrary PFG NMR 
pulse sequence can be generally expressed as  
 
2
0 0
( ) ( )
( ) (0)
t ts s
D q t dt i t dt
S q S e e
− ⋅∫ ∫=
v q
 [5] 
 
where v is the velocity of the flow, and ts is the duration of the pulse sequence (from the first RF 
excitation pulse to the beginning of signal acquisition). In diffusion experiments, we are directly 
interested only in the first exponential factor in Eq. [5]. This factor provides the theoretical form 
of signal attenuation due to diffusion, and the value of D is usually extracted by its least-squares 
fitting to the measured diffusion decay points. For the reader interested in the details of the 
derivation of Eq. [5], we note that it can be obtained by solving symbolically the 
diffusion−convection equation with the added precession and relaxation terms of the Bloch 
equation (2). It is assumed that no gradient or RF pulses are applied during acquisition; both the 
sample and the RF field inside it are homogeneous; and that Eq. [4] is satisfied for the selected 
CTP.  
 
It is apparent form Eq. [5] that, ultimately, the knowledge of q(t) is all that is required to 
calculate the theoretical diffusion attenuation for any given pulse sequence. In the following 
sections, we will show how this general approach can be applied in practice to produce diffusion 
attenuation expressions for specific pulse sequences, including Eq. [1] that is valid for the PGSE 
experiment with rectangular gradient pulses. It is important to remember that, in general, each 
pulse sequence will have its own, unique diffusion attenuation expression, and that these should 
not be used inappropriately for the wrong type of experiment or incorrect gradient pulse shapes.  
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Equation [5] can be extended to non-uniform flow (including convection) by making the 
assumption that either the flow is slow, or its velocity field is constant in time. The total signal 
then behaves as  
 
( )2
0 0
( ) ( )
( ) (0)
t ts s
D q t dt i t dt
V
S q S e e d
− ⋅∫ ∫≈ ×∫ v r q r  [6] 
 
where the second exponential is integrated over the volume of the sample.  
 
Convection compensation. Analysis of Eq. [6] explains the origin of convection-induced signal 
attenuation that was mentioned above. The distribution of v(r) in a closed sample has a zero 
average but a non-zero width; integration of terms of the type exp(−ivqt) + exp(+ivqt) over a 
distribution of v values yields a function that tends to decay with increasing q. The second 
exponent in Eq. [6] is therefore a source of additional signal attenuation, which can often be 
confused with diffusion attenuation. To avoid an overestimation of the diffusion coefficient, it is 
important to use convection compensation whenever there is a potential for the signal to be 
affected by convective flow. The same Eq. [6] shows a general way in which convection 
compensation can be implemented in a PFG NMR pulse sequence. If the evolution of the 
diffusion wave vector satisfies the condition  
 
0
( ) 0
st
t dt =∫ q  [7] 
 
then the second exponential in Eq. [6] is identically equal to 1. Within certain approximations, 
this means that the dephasing imparted to the magnetization by a dispersive flow is refocused 
when the sign of q is inverted. The detected signal is therefore insensitive to flow, whether the 
flow is uniform or non-uniform. The normal refocusing condition, given by Eq. [4], also applies 
and must be satisfied in addition to Eq. [7]. Equations [4] and [7] are the formal criteria that 
define the family of convection-compensating pulse sequences (37). A typical practical 
realization of this approach is a double echo where q is positive during the first echo and 
negative during the second (36).  Besides diffusion experiments, this approach to convection 
compensation has been successfully used in general high-resolution PFG NMR spectroscopy 
(35). In the next section, we will present an example of a hybrid water-suppressing diffusion 
experiment containing convection compensation.   
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As a theoretical digression, we note that the possibility of reversing the effects of flow and 
convection is in itself instructive and interesting to consider from a broader perspective of 
nonequilibrium thermodynamics; a detailed intermediate-level discussion can be found in (49). 
Convection is a locally-coherent process, while the diffusion process is stochastic and random. 
The convection equation is invariant to a change of sign of the time variable, but the diffusion 
equation is not invariant under the transformation t → −t. In the language of nonequilibrium 
thermodynamics this means that convective flow is a microscopically reversible process, while 
the diffusion process is irreversible. A practical NMR implication of this somewhat esoteric 
statement is that a magnetization helix that has undergone diffusion attenuation cannot be made 
to “grow” again. However, the effects of flow on the NMR signal can be reversed, as long as the 
flow remains non-chaotic, either by the reversal of flow velocity (usually possible only in theory) 
or the selection of the opposite-sign coherence order (which is easily implemented in practice).  
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CONVEX: PGSE WITH SOLVENT SUPPRESSION  
In this section, we consider how solvent suppression can be implemented in diffusion 
experiments. For a beginner, references (50) and (51) will be helpful as background reading on 
the principles of excitation-sculpting water suppression, and reference (52), as a description of 
Watergate.  
 
Solvent suppression is well-established in general NMR spectroscopy. In the first approximation, 
the approaches can be separated into the following groups:  
1) schemes that aim to avoid excitation of the solvent magnetization altogether, e.g., selective 
excitation or presaturation of the solvent peak;  
2) non-gradient filtering schemes, e.g., relaxation filtering or phase-cycled multiple-quantum 
filtering;  
3) schemes that selectively refocus the uniformly excited magnetization, e.g., gradient-selected 
multiple-quantum filtering or selective echo refocusing.  
In the context of diffusion experiments, the third strategy is particularly attractive, for two 
reasons: (1) it generally offers excellent baseline and phase properties of the solvent-suppressed 
spectrum, as well as great suppression efficiency; and (2) since most PFG NMR diffusion 
measurements are echo-based, it offers the possibility of naturally incorporating solvent 
suppression based on selective refocusing into the existing diffusion pulse sequence. An example 
of this approach is the PGSE-WATERGATE experiment proposed in 2002 by Price et al (28). It 
combines the PGSE experiment (41) with WATERGATE water suppression (52) by replacing 
the hard π PGSE refocusing pulse of Fig. 1A with a selective pulse that rotates off-resonance 
magnetization by π but leaves on-resonance magnetization intact. The latter can be implemented 
as a (selective π/2) − (hard π) − (selective π/2) sandwich, which was used in the original 
WATERGATE (52), or as a binomial π pulse (28,53). The important feature in either 
implementation is that the selective π pulse refocuses the magnetization of off-resonance solute, 
but not the on-resonance solvent. Solvent suppression is therefore achieved by combining it with 
the diffusion functionality without an increase in the duration of the pulse sequence.  
 
In 2004, we proposed a similar approach based on a combination of double-echo convection-
compensating PGSE (36) and excitation-sculpting solvent suppression (50). The experiment, 
named CONVEX for CONVection compensation/EXcitation sculpting (29), is shown in Fig. 2. 
It is based on a double-echo PGSE, with the first echo block being from t = 0 to 2∆1 and the 
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second from 2∆1 to ∆1(2+2/C). Each echo block also serves as an excitation-sculpting water-
suppression unit. The water signal is placed on-resonance. If a single-axis (i.e., z-only) gradient 
probe is used, the amplitudes of the two gradient pairs should be relatively-prime numbers (51); 
our typical choice is C = g2 : g1 = 5 : 7. Water suppression is achieved by combining the standard 
hard π PGSE refocusing pulse with a soft π pulse that selectively inverts water magnetization. 
Therefore, within each spin-echo block, water magnetization experiences a cumulative 360o 
rotation and is not refocused, while off-resonance solute magnetization experiences a 180o 
rotation and forms an echo at each of the two positions marked with the arrows in Fig. 2A.  
 
The duration of the soft π pulses used in the CONVEX experiment is determined by the trade-off 
between spectral selectivity and keeping the duration of the pulse sequence to a minimum. The 
spectral width of the selective excitation is inversely proportional to the pulse duration; at the 
same time, increasing the pulse duration leads to increased J-modulation effects and reduction of 
the S:N ratio due to relaxation. Our experience is that a Gaussian pulse of 2 ms duration is 
optimal in most situations. The shape of the pulse is not critical, as long as it enables the spectral 
width of water suppression to be small. The power of the soft pulse needs to be optimized for 
water suppression efficiency for each given sample and parameter set. This involves choosing a 
small value of the gradient strength (usually g1 ~ 0.05 T/m) and varying the RF power of the soft 
pulse, with the aim of determining the power that provides the smallest residual water signal. 
This optimization is the only additional setup cost that the CONVEX experiment entails and it 
normally takes ~10-15 min. CONVEX fully retains the excellent baseline and phase properties of 
excitation-sculpting spectra, as will be seen from the examples below. This more than justifies 
the additional setup time.  
 
Convection compensation in CONVEX is achieved by setting the two echo times in inverse 
proportion to the amplitudes of the gradient pairs:  
 2 1 1 2: :g g C= ∆ ∆ =  [8] 
 
Equation [8] is essentially a specific implementation of Eq. [7]. This is immediately apparent 
from Fig. 2C, which shows the plot of q(t): the areas of the positive and the negative trapezoids 
in this plot are equal, which means that Eq. [7] is satisfied. This makes CONVEX suitable for 
measurements of the diffusion coefficient in the presence of thermal convection. The diffusion 
attenuation of a CONVEX sequence with rectangular gradient pulses is given by  
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 ( ) ( ) ( )
2
2
1 1
11
30
CD g C
S g S e
2 2 ⎡ ⎤δ( + )− γ δ ∆ + −⎢ ⎥⎢ ⎥⎣ ⎦=  [9] 
 
We will show how Eq. [9] is derived in the next section, and will also give the attenuation 
expressions for common non-rectangular pulses. (Our own preference is usually the trapezoidal 
gradient pulse, for which the signal attenuation is given by Eq. [16] below.) Although Eq. [9] 
differs from the original Stejskal−Tanner expression, Eq. [1], it has the same general form. The 
diffusion attenuation exponent in both expressions is proportional to q2max multiplied by an 
effective diffusion time. The resulting Stejskal−Tanner plot, ln S vs g2, is linear for both 
expressions. We note that some NMR fitting software has a limited choice of built-in fitting 
functions, in which case the user may be restricted to using Eq. [1] for fitting all diffusion data. 
In this case, CONVEX data may be fitted using the following effective values of the parameters 
of Eq. [1]:   
 
2
1 2
1
1
1
eff
eff
eff
C
C
C
γ = γ +
+∆ = ∆ ⋅ +
δ = δ
 [10] 
 
However, we reiterate that Eq. [1] should not be used literally to analyze CONVEX data.  
 
The original CONVEX paper provides examples of its application to small molecules and a 
medium-size protein (lysozyme) (29). It demonstrates that the experiment provides excellent 
water suppression and convection compensation, while maintaining well-behaved baselines and 
phasing of the spectra. An indicator of the performance of the experiment is the usable range of 
signal attenuation in Stejskal−Tanner plots, i.e., the vertical range (in decades) over which the 
Stejskal−Tanner plot can be visually characterized as linear. In the tests presented in (29), the 
usable attenuation range of CONVEX typically exceeded that of double-echo convection-
compensating PGSE (36) by between 0.5 and 1 orders of magnitude.  
 
We now present a previously unpublished case study that demonstrates that CONVEX can also 
be useful in the absence of convection. A 16-residue peptide penetratin 
(RQIKIWFQNRRMKWKK, MW 2247.8 g/mol) was studied at ambient temperature in non-
deuterated phosphate-buffered saline (PBS) using CONVEX and conventional PGSE; CONVEX 
was used exclusively for the purpose of water suppression. Penetratin is a cell-membrane 
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penetrating peptide; understanding its diffusion behavior is important in the context of its 
interaction with cell membranes and membrane mimicking environments (54). A comparison of 
representative CONVEX and PGSE spectra of the peptide (0.54 mM) at pH 6.37 is shown in Fig. 
3. Because no convection was present, a comparison of CONVEX and single-echo PGSE is 
allowed. To accommodate the large water signal, the PGSE spectra had to be acquired with a 
receiver gain 1024 times lower than for the CONVEX spectra; the number of transients acquired 
in each experiment was 32. Relative diffusion attenuation values in both sets of spectra shown in 
Fig. 3 were 8% and 49%; attenuation in the last spectrum acquired (not shown) was ~95%. The 
pairs of spectra shown are therefore representative of the beginning and the middle of the used 
attenuation range. Both CONVEX spectra are noisy but have a flat baseline and good phase 
behavior, and the dataset is suitable for the measurement of the diffusion coefficient: the average 
D = (2.0 ± 0.1) × 10−10 m2 s−1. The PGSE spectra, on the other hand, have extremely poor 
quality: in the lower-g spectrum, ghost images from the water signal completely obscure the 
small penetratin peaks, and the only recognizable solute peak is the impurity at 1.1 ppm. 
Penetratin peaks become visible in the higher-g spectrum; however, a significant part of the 
signal attenuation range has already been lost at this stage. The baseline fluctuations caused by 
the water peak are still significant compared with the peak heights, rendering the solute peaks 
almost impossible to integrate with any acceptable degree of accuracy. Overall, the PGSE 
spectra were unusable throughout the range of signal attenuation. CONVEX was then 
successfully applied to measure the diffusion of penetratin at a series of concentrations ranging 
from 1 mM to 8 mM at pH 7.18 and saline osmolality 293 ± 9 mM, with the objective of 
determining whether the peptide exhibited self-aggregation under these conditions. The resulting 
plot of D as a function of penetratin concentration, C, is shown in Fig. 4, along with the values of 
D corrected for the hard-sphere obstruction effect (55),  
 ( )0 1 2D D= − φ  [11] 
 
where φ is the volume fraction of the solute and D0 is the diffusion coefficient in the infinite-
dilution limit. The normalized plot has an essentially zero slope: s = (0.5 ± 2) × 10−13 m2 s−1 
mM−1. This means that D(C) is adequately explained by the non-interacting hard-sphere model, 
and the data provide no evidence of self-aggregation of penetratin in the concentration range, and 
at the pH, used. This example shows how application of CONVEX can yield a robust 
measurement of diffusion in situations where the diffusion coefficient is inaccessible by the 
traditional PGSE method.   
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DERIVING THE EXPRESSION FOR CONVEX DIFFUSION 
ATTENUATION   
In this section, we demonstrate how Eq. [9] is derived from Eqs. [5] and [3]. We hope that the 
reader who is unfamiliar with the derivation will come to understand the algorithm involved and 
be able to apply it to other diffusion experiments.  
 
Derivation of the diffusion attenuation expression for a given pulse sequence involves the 
following steps:  
1) Specify the time dependence of the field gradients, g(t);  
2) Determine the coherence transfer pathway, p(t), selected by the pulse sequence;  
3) From p(t) and g(t), calculate the time dependence of the wave vector q(t) according to Eq. [3], 
and confirm that q(ts) = 0;  
4) Integrate −Dq2(t) from t = 0 to ts according to Eq. [5] to obtain the diffusion attenuation 
exponent.  
 
Function g(t) is normally a part of the pulse sequence itself. By referring to Fig. 2A, we can write 
g(t) for a CONVEX experiment with rectangular gradient pulses as  
 
1 1 1
1 1 1 1 1
for and ;
for 2 2 and (2 1/ ) (2 1/ ) ;
0 at all other times
g y t y y t y
Cg y t y C y t C y
≤ ≤ δ + ∆ + ≤ ≤ ∆ + δ +
∆ + ≤ ≤ ∆ + δ + ∆ + + ≤ ≤ ∆ + + δ +  [12] 
 
The selected CTP can be determined by referring to the coherence-order rules listed in the Basic 
Theory section. The only CTP that satisfies these rules and produces a detectable signal during 
acquisition is (−1, +1, −1):  
 
1
1 1
1 1
1 for 0 ;
1 for (2 1/ );
1 for (2 1/ ) (2 2 / )
t
t C
C t C
− < ≤ ∆
+ ∆ < ≤ ∆ +
− ∆ + < ≤ ∆ +
 [13] 
 
This CTP is shown in Fig. 2B. (We note that the on-resonance water magnetization experiences 
the additional soft π pulses and therefore is not described by Eq. [13]; but because calculating the 
diffusion attenuation of water in meaningless in a water-suppressing experiment, we are only 
concerned with the off-resonance magnetization of the solute.)  
 
The evolution of q is easily found by substituting Eqs. [12] and [13] into Eq. [3]:  
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1
1 1
1 1 1
1 1
1 1 1
1 1 1
1 1 1
1
for ;
for ;
for ;
0 for 2 ;
for 2 2 ;
for 2 (2 1/ ) ;
for (2 1/ ) (2 1/ ) ;
0 from (2 1/ ) toacqu
g x y t y
g y t y
g x y t y
y t y
Cg x y t y
Cg y t C y
Cg x C y t C y
C y
−γ ≤ ≤ δ +
−γ δ δ + ≤ ≤ ∆ +
γ ( − δ) ∆ + ≤ ≤ ∆ + +δ
∆ + +δ ≤ ≤ ∆ +
+γ ∆ + ≤ ≤ ∆ + +δ
+γ δ ∆ + +δ ≤ ≤∆ + +
−γ ( − δ) ∆ + + ≤ ≤ ∆ + + δ +
∆ + + δ + isition
 [14] 
 
For convenience of notation, the time variable x used in Eq. [14] is the local time within the 
respective time intervals of Fig. 2A; i.e., for the interval corresponding to the first gradient pulse, 
x varies from 0 to δ, while the global time for this interval varies from y to δ+y. Equation [14] 
can be readily converted into the global-time notation, but this is not necessary. The integration 
of −q2(t) in Eq. [5] is additive in time and therefore can be carried out in the local-time notation, 
as long as the integration limits and the variables are selected accordingly. The result of this 
bookkeeping exercise is  
 
2 2 2 2 2
1 1 1
0 0 0 0 0
2 2
1
0 0
( ) 0 ( ) ( ) ( ) ...
... ( ) 0
st yy y
C y
q t dt dx g x dx g dx g dx
Cg x dx dx
1
1
∆ −δ−δ
∆ / −δ−δ
− = − − −γ − −γ δ − −γ δ −
− −γ ( − δ) −
∫ ∫ ∫ ∫ ∫
∫ ∫
 [15] 
 
where the terms for the first four and the last two of the twelve time intervals of Fig. 2A are 
shown. Simplifying the complete Eq. [15] and inserting the result into the diffusion factor of Eq. 
[5] directly yields Eq. [9].  
 
Integration of the diffusion attenuation expressions is greatly facilitated by the Mathematica 
routine given in Appendix A. We leave it to the interested reader to derive the CONVEX 
attenuation expressions for trapezoidal gradient pulses,  
 ( ) ( ) ( )
2 2 2
2
1 1
1 1 11
3 60
C C CD g C
S g S e
3 2 32 2⎡ ⎤δ ( + ) δτ ( + ) τ ( + )− γ ∆ δ + − − +⎢ ⎥30⎢ ⎥⎣ ⎦=  [16] 
 
and for half-sinusoidal gradient pulses,  
 ( ) ( ) ( )
2
21
14 1 1
0
D g C C
S g S e
2 2
2
γ σ ⎡ ⎤− ∆ + − σ( + )⎣ ⎦π=  [17] 
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The variable τ in Eq. [16] is the duration of the on- and the off- trapezoidal ramps; δ is now the 
effective duration of the trapezoidal pulse (i.e., the total duration minus the duration of one 
ramp); and σ in Eq. [17] is the duration of the half-period sinusoidal pulse.  
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DOUBLE-QUANTUM FILTERING   
In this section, we consider an example of implementation of double-quantum filtering (DQF) in 
a convection-compensating diffusion experiment. The material presented here requires an 
understanding of the principles of gradient selection and the basic rules of the product operator 
formalism (both of which were reviewed in the Basic Theory section), and within the PO 
formalism, understanding of scalar-coupled evolution and the principles of in-phase and 
antiphase coherences (42). A detailed understanding of phase cycling is not required, but 
knowledge of its basic principles will be useful (44,46).  
 
Multiple-quantum (MQ) filtering has numerous uses in diffusion NMR, including solvent 
suppression (8); heteronuclear spectral editing (56,57); as a general way of amplifying the 
effective strength of magnetic field gradients (58-60); and as a substitute for line-narrowing in 
liquid-crystalline systems (59). In this section, we briefly review the principles of MQ filtering, 
especially gradient-selected filtering, and demonstrate why its gradient-selected implementation 
is perfectly suited for PFG diffusion experiments. We also consider an example of its application 
to diffusion measurements: a recently proposed phase-sensitive, convection-compensating DQF 
diffusion experiment (DQDiff) (33).   
 
Multiple-quantum filtering is essentially the selection of coherence transfer pathway(s) that 
include, in one or more stages in the pulse sequence, a coherence order | p | > 1. An example of 
this will be presented shortly; for the timebeing, we note that the CTPs in Figs. 1B and 2B are 
single-quantum (SQ) because they contain only coherence orders +1 and −1. As with any CTP 
selection, MQ filtering can be achieved either by the appropriate phase cycling or by gradient 
coherence selection (46,61,62). Despite their nominal similarity, the two methods are 
substantially different. Phase-cycled CTP selection exploits the fact that, when the phase of an 
RF pulse that effects a coherence order change ∆p is incremented by an angle φ, the phase of the 
signal is incremented by −φ∆p. It is therefore possible to cancel out the signal from an unwanted 
CTP by adding several FID transients acquired with the appropriately set phases of RF pulses. 
Full cancellation of unwanted signal components requires very high temporal stability of the 
spectrometer.  
 
In gradient-selected MQ filtering, the signal from unwanted CTPs is eliminated by means of 
dephasing. We have already encountered this phenomenon while introducing Eq. [3]. Transverse 
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magnetization is said to be dephased when it is wound into a helix with a non-zero wave vector 
q. No net signal is detected while | q | > 0. To generate a detectable signal, the magnetization 
needs to be refocused according to Eq. [4]; in the PGSE example this was achieved by inverting 
the coherence order and applying a gradient pulse of the same area as the first gradient pulse. 
Only the magnetization filtered through CTP (0, +1, −1) of Fig. 1B is refocused; in effect, the 
gradients in the PGSE experiment act as a CTP filter by rejecting CTPs such as (0, 0, −1), which 
could otherwise “leak through” due to relaxation and imperfect RF pulses. The refocusing 
condition of Eq. [4] can be restated as +1⋅gδ + (−1)⋅ gδ, where +1 and −1 are the coherence 
orders effective during the first and the second gradient pulses, respectively. Equations [3] and 
[4] can be generalized for an arbitrary pulse sequence and CTP (p1, p2, ..., pn) as (46,61)  
 
1
0
n
i i i
i
p g
=
δ =∑  [18] 
 
where gi and δi refer to the gradient pulse applied when the required coherence order is pi. The 
terminal coherence order is pn = −1, and the zero-sum in Eq. [18] provides for the terminal qn = 0 
(i.e., the refocusing of the magnetization before acquisition).  
 
Two important observations should be made at this point. First, unlike phase cycling, gradient 
CTP selection does not involve having to cancel unwanted signal components in successive FID 
transients. If only one CTP satisfies Eq. [18], then the selection can be practically 100% efficient 
within a single transient. Gradient selection is therefore regarded as a “cleaner” way of MQ 
filtering. The second observation is that gradient coherence selection can be naturally 
incorporated into PFG diffusion experiments, because the latter already entail using field 
gradients to wind a magnetization wave vector q and to refocus it at q = 0 prior to detection. 
Merging the two functionalities means that the gradients used for coherence selection are also 
used for the measurement of diffusion, and the duration of the whole pulse sequence is 
minimized.  
 
To illustrate how this approach can be applied in practice, consider the experiment which we 
have called DQDiff: it is a phase-sensitive, convection-compensated DQF diffusion experiment 
(33). Its pulse sequence is shown in Fig. 5. DQDiff is, in fact, a family of diffusion experiments 
which incorporate gradient-selected double-quantum filtering through a single CTP. Pulsed field 
gradients g1−g6 both sensitize the sample to diffusion and select the required CTP. The gradient 
values shown in Fig. 5 select the CTP (1, −1, 2, −2, 1, −1). Alternative pathways, such as (−1, 1, 
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2, −2, 1, −1), can be selected through the appropriate choice of the gradient values based on Eq. 
[18]. The sets of gradient amplitudes suitable for a given CTP are not unique; the “best” set must 
be determined through a screening process based on the uniqueness of the selected CTP; its 
suitability for convection compensation; and resistance to coherence leaks due to imperfectly set 
RF pulses and delay lengths. This computationally voluminous process is described in detail in 
the original paper (33); the gradient values (8 : −8 : −7 : 7 : 8 : −4) appear to yield the best 
practical results. The diffusion attenuation for the selected CTP can be found using the approach 
described in the previous Section and Appendix A; the result is   
 ( ) ( ) ( )20 D g PU QT V x W y RS g S e 2 2− γ δ + + + + δ=  [19] 
 
where U should be set to 1/4J; the meaning of the parameters T, δ, x, and y is evident from Fig. 
5; and the unitless quantities P, Q, R, V, and W are given by  
 
( )
( )
2
5 5
2
1 1 2 2 1 1
2 1
2
3
4 4 1 1 2 2 3 3 4 4
1
3 3 4 4 1 1 2 2 3 3 4 4
5 5
1
2
2 2 2 2
( ) (2 2 )
1
3
i i i i
i i
i i
i
i i j j
i j j
P c p c p c p c p c p
Q c p c p c p c p c p c p
V W c p c p c p c p c p c p
R c p c p
= =
=
= =
⎛ ⎞= + + +⎜ ⎟⎝ ⎠
⎛ ⎞= + + + +⎜ ⎟⎝ ⎠
= − = + + + +
= −
∑ ∑
∑
∑∑
 [20] 
 
Equations [19] and [20] are somewhat cumbersome; however, the general form of Eq. [19] is 
similar to Eq. [1] in that the plot of ln(S) vs q2 (Stejskal−Tanner plot) is linear with the slope 
proportional to −D.  Mathematica code provided in Appendices A and C should assist with the 
derivation of Eqs. [19] and [20]. We encourage the advanced user of diffusion NMR to do this as 
an exercise in calculating the diffusion attenuation for complicated pulse sequences (although the 
collection of terms in the resulting expressions can be somewhat tedious).   
 
The appropriate choice of the gradient values provides CTP selection in DQDiff, but by itself 
does not provide convection compensation. The latter is achieved by setting the value of x to  
 1 1 2 2 3 3 4 4 5 5 1 1 2 2 3 3 4 4CC
3 3 4 4 3 3 4 4
3 2 2 2 2c p c p c p c p c p c p c p c p c px U T y
c p c p c p c p
+ + + + + + += − − ++ +  [21] 
 
where it is assumed, following Eq. [18] and p6 = −1, that g6 = p1g1 + p2g2 + p3g3  + p4g4 + p5g5. 
Obviously, only the gradient sets for which 0 < xCC < U − δ are suitable for convection 
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compensation. Interestingly, setting x = xCC eliminates both x and y from the diffusion 
attenuation expression:  
 ( ) ( ) ( )20 D g H U I T RS g S e 2 2− γ δ + + δ=  [22] 
 
where R is given by Eq. [20], and  
 
( )
( )
2 2 2 2 2
1 1 2 2 3 3 4 4 1 1 2 2 5 5 2 2 5 5
2
1 1 2 2 1 1 2 2 3 3 4 4 3 3 4 4
3 ( ) (3 2 )
2 2( ) ( )
H c p c p c p c p c p c p c p c p c p
I c p c p c p c p c p c p c p c p
= − + − + + − + +
= − + − + + −
 [23] 
  
To conclude this Section, we draw the reader’s attention to the relationship between the general 
structure of the DQDiff pulse sequence and the phase properties of the resulting NMR spectra. 
The three sequential echoes (SQ − DQ − SQ) provide for the refocusing of the chemical shifts, 
and the 1/4J echo time of the last SQ echo enables the detection of scalar-coupled nuclei in the 
negative in-phase mode. DQDiff experiment is therefore phase-sensitive, similar to other 
recently developed MQF diffusion experiments (8). The two significant advantages of phase-
sensitive detection over magnitude-mode detection are the following: (1) the retention of natural 
NMR line shapes, which preserves the spectral resolution; and (2) zero-average noise, which, 
unlike the all-positive noise of magnitude spectra, avoids the introduction of bias into spectral 
peak integrals. Phase-sensitive implementation of MQF diffusion experiments is therefore to be 
recommended over magnitude-mode detection.  
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MEASUREMENT OF DIFFUSION COEFFICIENTS IN THE PRESENCE 
OF SCALAR COUPLINGS    
In this Section, we consider yet another modification of the spin-echo experiment, oscillating-
gradient spin echo (OGSE), as review the features of this experiment that make it particularly 
attractive in the case of J-modulated diffusion spectra. Basic understanding of scalar-coupled 
evolution is a prerequisite for this Section (42). A basic understanding of restricted diffusion 
would also be an advantage (63), as would be some background knowledge of the history of 
OGSE experiment (2,4).  
 
In the previous Section, we saw that the presence of homonuclear scalar couplings in the studied 
molecule can be used to the experimenter’s advantage through the application of multiple-
quantum filtering. However, J-couplings can also complicate the measurement of diffusion. 
Consider the PGSE experiment shown in Fig. 1 (or, in fact, any spin-echo experiment), and 
suppose that the subject molecule contains a pair of like scalar-coupled spin-1/2 nuclei (e.g., a 
two-proton AX system). The acquired spectrum will in general be a combination of the in-phase 
and the antiphase components, with the in-phase contribution modulated as cos(2πJ∆) and 
antiphase as sin(2πJ∆). For the commonly encountered values 3JHH = 7 Hz and ∆ = 20 ms, it is 
easy to see that the detected spectrum will be a nearly equal mixture of the in-phase and the 
antiphase contributions, as the respective cosine and the sine functions will have comparable 
amplitudes. A simulated example of this is shown in Fig. 6. The spectrum at ∆ = 1/8J appears to 
be incorrectly phased; when it is phased to resemble an absorption-mode spectrum, the 
lineshapes are broadened at the wings and depressed in the center. The problem, of course, lies 
not with incorrect phasing, but with the fact that the spectrum is of mixed phase to start with. 
While it is still possible to integrate the peaks in it, the integrals suffer from the loss of the 
effective S:N ratio and can be biased by the distorted lineshapes.  
 
This problem is easy to circumvent if the diffusion coefficient is ∆-independent: the diffusion 
interval ∆ can then be set to 1/4J (producing a pure antiphase spectrum), 1/2J (pure negative in-
phase), or ~1/20J (predominantly in-phase spectrum), each of which yields correct line shapes. 
However, in two classes of systems the apparent diffusion coefficient Dapp can be inherently 
time-dependent: (1) systems with restricted or obstructed diffusion and (2) systems with 
intermediate chemical exchange. Some of the practical examples include tissues; suspensions of 
cells; microporous materials; polymers; and gels. In these situations, a time-dependent apparent 
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diffusion coefficient Dapp(t) is often observed. The knowledge of the dependence Dapp(t) is 
important because it can be used as a probe of the characteristic size of the microstructure or the 
characteristic time of the exchange processes. Therefore, there is a need for a method that 
enables the measurement of Dapp(∆) at an arbitrary diffusion time while preserving the resolution 
and the quality of pure-phase spectra in the presence of scalar couplings.  
 
Such a method is found in oscillating-gradient spin echo (OGSE) which is shown in Fig. 7. The 
OGSE experiment was originally proposed at least 20 years ago and has since been successfully 
used for probing the short-time limit of Dapp(t) in porous materials, as well as the spectrum of the 
velocity autocorrelation function in the presence of slow motion or restricted diffusion (2,3,64-
66). Diffusion attenuation for the OGSE pulse sequence is given by  
 ( ) ( ) 22 2
3
40
D g
nS g S e
2 3− γ σπ=  [24] 
 
where n is the (integer) number of periods in the sinusoidal gradient pulse and σ is its full 
duration (65). Equation [24] can be obtained using the Mathematica code given in Appendices A 
and D.  
 
Two features of OGSE are relevant to the measurement of the time-dependent Dapp(t): (1) 
molecular displacement in OGSE is measured on the time scale of σ rather than ∆; and (2) 
diffusion attenuation is independent of ∆, as seen from Eq. [24]. This means that, with respect to 
the design of diffusion experiments, OGSE offers an additional degree of freedom not available 
in PGSE.  The PGSE effective diffusion time t is linked to the echo time ∆ by the relationship t = 
∆ − δ/3, and therefore pure-phase PGSE acquisition is not compatible with the use of an arbitrary 
diffusion time in the presence of J-modulation. In OGSE the effective diffusion time is 
independent of the echo time; therefore the echo time can be set to 1/2J, while the diffusion time 
can be chosen to interrogate the transport or exchange processes in the studied system. OGSE 
thus enables the acquisition of pure-phase diffusion spectra at an arbitrary diffusion time.  
 
An example of the practical application of this approach is a recent study of the diffusion of 
propofol in a micellar system (39). Propofol is a commonly used intravenous anesthetic; its 
chemical structure is an aromatic phenyl ring with two isopropyl sidechains in the ortho-
positions. Its NMR spectrum contains four distinct multiplets with two distinct 7-Hz scalar 
couplings between them, as well as an uncoupled OH peak. In a single-echo experiment, the 
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value of ∆ required to produce a pure phase spectrum is therefore 35 ms (pure antiphase) or 70 
ms (pure in-phase). The value of the diffusion coefficient of propofol determined at ∆ = 10 − 12 
ms was found to be significantly exaggerated (by up to 25% compared to the benchmark value 
obtained at ∆ = 70 ms). At the same time, OGSE measurements carried out at ∆ = 70 ms and σ = 
10 ms yielded unbiased values of D.    
 
A “bonus” feature of OGSE is that a single-echo OGSE pulse sequence is convection-
compensated on the time scale of ∆. This is apparent from Fig. 7C, which shows q is positive 
during the first gradient pulse and negative during the second, with the overall time integral of q 
equal to zero. This makes single-echo OGSE a particularly attractive approach for systems where 
diffusion of small-molecule solutes needs to be studied at non-ambient temperatures, e.g., 
suspensions of red blood cells and drug delivery vehicles.  
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CONCLUSIONS  
 
A wide range of practical applications of diffusion NMR, from biomedical to industrial, entails 
the measurement of the diffusion coefficients of solutes at low concentration in non-deuterated, 
compositionally complex systems. These measurements are inherently difficult because the small 
solute peaks must be measured quantitatively in the presence of much larger, often overlapping, 
solvent and other peaks. In this review we demonstrate some of the available strategies that can 
be used in these situations. We have not attempted to comprehensively review the field of 
diffusion NMR but have dealt specifically with four common complications encountered with 
“real-life” systems: large solvent peak; spectral crowding; J-modulation; and thermal convection. 
While the focus is kept primarily on the practical aspects of diffusion measurements, we note 
that the topic also touches on some of the general problems of pulse sequence design. In 
particular, a question that remains open is the sensitivity of the DQDiff, but not the CONVEX, 
experiment, to radiation damping. The methods presented here will assist users of diffusion 
NMR in numerous applied areas, including analysis of biofluids; measurement of protein-ligand 
binding; spectroscopy of cellular systems, tissues and biomaterials; as well as colloidal and drug 
delivery systems and industrial and engineering applications.  
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APPENDIX A: Calculation of diffusion attenuation for an arbitrary pulse sequence   
 
(*  
This Mathematica program performs the derivation of the diffusion attenuation expression  
for the CONVEX pulse sequence with rectangular gradient pulses:  
Momot & Kuchel, JMR 169 (2004) 92-101.  
 
To adapt it for use with other pulse sequences, do the following:   
 
- define the time intervals of Fig. 2A in the array intervals so that:  
      element 1 = 0,  
      element 2 = end of interval 1 and beginning of interval 2, ...  
- define the coherence orders in the array co  
- define the time dependence of the gradient strength in the array f[tt_].  
      For shaped gradient pulses, this will be an array of functions, each of which uses 
      the "local" times to describe the shape of each pulse (as shown in Eq. [12]).  
      For example, to define a half-sine gradient pulse of length s and strength g, put g Sin[p tt/s]  
         in the respective interval.   
      Calculated symbolic q values are also reported in the local-time notation.  
       
The length of arrays co and f should be one less than the length of intervals.  
When defining user variables, avoid using d, v, x or xx.  
 
The plots of g(t) and q(t) are constructed for exemplary, commonly used values of the pulse 
sequence parameters.   
In the symbolic answer, no numerical values are assigned to any of the parameters.  
To switch off the plotting of g(t) and q(t), replace the option DisplayFunction Æ $DisplayFunction 
in the two Plot commands with DisplayFunction Æ Identity.  
Functions fg[ ] and fq[ ] are required only for the plotting of g(t) and q(t). These functions do not  
    affect the diffusion attenuation factor and can be eliminated, together with the Plot commands.  
    For other pulse sequences, if plotting is required, you may need to redefine fg and fq and  
    introduce the appropriate new variables.    
 
The resulting diffusion attenuation factor may need to be simplified manually to obtain  
    the desired grouping of the terms and factorization.  
The integral of -q^2 is stored in the variable es.  
Convection effects are calculated in the second cell.  
Convection-compensating pulse sequences should yield "Exp[0]".    
 
A Mathematica file of this program is available upon request from K. Momot.  
To cite this program, please cite the main article.  
  *)  
 
Off[General::"spell1"]; 
Off[General::"spell"]; 
 
(* USER-DEFINED VARIABLES AND FUNCTIONS *)  
 
c=.;  
intervals={0, y,δ+y, ∆1,∆1+y,∆1+δ+y, 2 ∆1, 2 ∆1+y,2 ∆1+δ+y, ∆1 (2 + 1/c),  
           ∆1 (2 + 1/c) + y, ∆1 (2 + 1/c) + δ + y, ∆1 (2 + 2/c) }; 
co={-1,-1, -1, 1, 1, 1, 1, 1, 1, -1, -1, -1};  
f[tt_]:={0, g1, 0, 0, g1, 0,  0, c g1, 0, 0, c g1, 0};  
fg[x_, yy_, del_, bigdel_, cc_]:= Block[{tmp, sys, times, pos, nn},  
      sys = {y → yy, δ → del, c → cc, ∆1 → bigdel, g1 → 1};  
      times = intervals //. sys;  
      nn = Length[times];  
      tmp = 0;  
      pos = place[x, times];  
      If[pos m 0 || pos m nn,  
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              tmp = 0,  
              tmp = f[x-times[[pos]]][[pos]] //. sys ];  
        Return[tmp]     ];  
fq[xx_, yy_, del_, bigdel_, cc_]:= Block[{tmp, sys, times, pos, nn},  
        sys = {y → yy, δ → del, c → cc, ∆1 → bigdel, g1 → 1, γ → 1};  
        times = intervals //. sys;  
        nn = Length[times];  
        tmp = 0;  
        pos = place[xx, times];  
        If[pos m 0 || pos m nn,  
               tmp = 0,  
               tmp = (q[[pos]] //. sys) //. {x → (xx - times[[pos]])} ];  
        Return[tmp]     ];  
(* END USER-DEFINED VARIABLES AND FUNCTIONS *)  
 
dummy=.;  
d = .;  
nq=Length[co];   
If[nq≠Length[intervals]-1, Print["Array sizes inconsistent!"],];  
q=Array[dummy, nq];  
econtr=Array[dummy,nq]; 
For[i=1, i <= nq, i++,  
     q[[i]]=If[i>1,  
     ((q[[i-1]] //. {x -> intervals[[i]]-intervals[[i-1]]})+  
        co[[i]] Integrate[γ f[t][[i]], {t, 0, x}] ) // FullSimplify,  
      co[[i]] Integrate[γ f[t][[1]], {t, 0, x}] ] 
    ];  
Print[" q = ", q];  
Print["    Consistency check for q: "];  
Print[" Initial q = ", (q[[1]] /. {x → 0} // FullSimplify)];  
For[ic = 1, ic ≤ nq-1, ic++,  
     tmp = (q[[ic+1]] //. {x → 0}) - (q[[ic]] //.  
            {x → intervals[[ic+1]] - intervals[[ic]] }) // FullSimplify;  
     If[tmp m 0,  
         Print[" End of interval ", ic, ": consistent: ",  
            (q[[ic+1]] //. {x → 0})],  
         Print[" ***** End of interval ", ic,  
           ": Inconsistent q! *****  -> ", (q[[ic+1]] //. {x → 0}),  
           "   ",  (q[[ic]] //. {x → intervals[[ic+1]] - intervals[[ic]] })],  
         Print[" *** End of interval ", ic, ": Undetermined q ***  -> ",  
           (q[[ic+1]] //. {x → 0}), "   ",   
           (q[[ic]] //. {x → intervals[[ic+1]] - intervals[[ic]] }) ]  
         ]   
      ];  
endq = (q[[nq]] /. {x → intervals[[nq+1]]-intervals[[nq]]} // FullSimplify);  
If[endq m 0,  
    Print[" End of interval ", nq," = terminal q = ", endq],  
    Print[" *** TERMINAL q IS NON-ZERO: ", endq],  
    Print[" *** TERMINAL q MAY BE NON-ZERO: ", endq]  
   ];  
 
place[xx_, lst_]:=Block[{ii, pos, nn, found},  
        found = False; pos = -99999; nn = Length[lst];  
        ii = 1;  
        If[xx < lst[[ii]], found=True; pos=ii-1, ];  
        While[(ii < nn) && (found m False),  
                ii++;  
                If[xx < lst[[ii]], found=True; pos=ii-1, ]  
              ];  
         If[xx ≥ lst[[nn]], found=True; pos=nn, ];   
         Return[pos]      ];  
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Plot[fg[t, 0.1, 1, 5, 5/7], {t, -1, 25}, PlotStyle → {RGBColor[1, 0, 0],  
      Thickness[0.003]}, PlotPoints → 500, PlotRange → All,  
      DisplayFunction→$DisplayFunction];  
Plot[fq[t, 0.1, 1, 5, 5/7], {t, -1, 25}, PlotStyle → {RGBColor[1, 0, 0],  
      Thickness[0.003]}, PlotPoints → 500, PlotRange → All,  
      DisplayFunction→$DisplayFunction];  
 
n=Length[q];  
For[i=1, i<=n, i++,  
     econtr[[i]]= -Integrate[q[[i]]^2,  
            {x, 0, intervals[[i+1]]-intervals[[i]]}] // FullSimplify 
    ]; 
 
ea=Sum[ econtr[[i]], {i, 1, n}] // Expand;   
es=FactorTerms[ea, τ] // Simplify;  
Print[" Diffusion attenuation factor = Exp[", d es,  "] "];  
 
 q =  {0, -g1 x γ, -g1 γ δ, -g1 γ δ, g1 γ (x-δ), 0, 0, c g1 x γ, c g1 γ δ, c g1 γ δ,  
       c g1 γ (-x+δ), 0} 
 
    Consistency check for q:  
 
 Initial q =  0 
 End of interval  1 : consistent:  0 
 End of interval  2 : consistent:  -g1 γ δ 
 End of interval  3 : consistent:  -g1 γ δ 
 End of interval  4 : consistent:  -g1 γ δ 
 End of interval  5 : consistent:  0 
 End of interval  6 : consistent:  0 
 End of interval  7 : consistent:  0 
 End of interval  8 : consistent:  c g1 γ δ 
 End of interval  9 : consistent:  c g1 γ δ 
 End of interval  10 : consistent:  c g1 γ δ 
 End of interval  11 : consistent:  0 
 End of interval  12  = terminal q =  0 
 
Diffusion attenuation factor = Exp@ 13 dg1
2γ2 δ2HH1+ c2L δ − 3H1+ cL ∆1LD
 
 
(* Effects of convection:  
constant-velocity flow multiplies the diffusion-attenuated signal by  
the time integral of Exp[i v.q(t)] - see, e.g., Jerschow & Mueller, JMR 125 (1997) 372-375.  
We can find this integral in the same way we calculated the diffusion attenuation integral,  
except that q rather than q^2 is  integrated.   *)  
 
convcontr=Array[dummy,n];  
v = .;  
For[i=1, i<=n, i++,  
     convcontr[[i]]=(Integrate[q[[i]],  
            {x, 0, intervals[[i+1]]-intervals[[i]]}]) // FullSimplify 
    ]; 
conve=Sum[ convcontr[[i]], {i, 1, n}] // Expand;  
If[conve m 0,  
    Print[" Pulse sequence is convection-compensated: ",  
      "Convection attenuation factor = Exp[", Ç v conve, "] "],     
    Print[" Pulse sequence is not convection-compensated: ",  
      " Convection attenuation factor = Integral(Exp[", Ç v conve, "]) "],   
    Print[" Pulse sequence may be convection-uncompensated: ",  
      " Convection attenuation factor = Integral(Exp[", Ç v conve, "]) "]   
   ];   
       
 Pulse sequence is convection-compensated:  Convection attenuation factor = Exp[ 0 ] 
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APPENDIX B: Input for the PGSE pulse sequence.  
 
To perform the derivation of Eq. [1] for the PGSE pulse sequence with rectangular gradient 
pulses, the Mathematica code in Appendix A needs to be modified as follows:  
intervals={0, δ, ∆, ∆+δ}; 
co={1, 0, -1};  
f[tt_]:={g, 0, g};  
fg[x_, sig_, bigdel_]:= Block[{tmp, sys, times, pos, nn},  
      sys = {σ → sig, ∆ → bigdel, g → 1};  
... 
fq[xx_, sig_, bigdel_]:= Block[{tmp, sys, times, pos, nn},  
      sys = {σ → sig, ∆ → bigdel, g → 1};  
... 
 
Plot[fg[t, 2, 5], {t, -1, 12}, PlotStyle → {RGBColor[1, 0, 0],  
...  
Plot[fq[t, 2, 5], {t, -1, 12}, PlotStyle → {RGBColor[1, 0, 0],  
...  
 
These lines should replace the respective lines in the original code. The line “c=.;” can be 
eliminated. Note that the parameters of the Plot commands can be arbitrary within legal limits; 
these parameters do not affect the evaluation of the diffusion attenuation factor.   
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APPENDIX C: Input for the DQDiff pulse sequence.  
 
The derivation of Eqs. [19] and [20] requires the following modifications of the code in 
Appendix A:  
intervals={0, to1, to1+δ, tj, 
           tj+to1, tj+to1+δ, 2 tj, 
           2 tj+to2, 2 tj+to2+δ, 2 tj+t2q, 
           2 tj+t2q+to2, 2 tj+t2q+to2+δ, 2 tj+2 t2q, 
           2 tj+2 t2q+to1, 2 tj+2 t2q+to1+δ, 3 tj+2 t2q, 
           3 tj+2 t2q+to1, 3 tj+2 t2q+to1+δ}; 
co={p1, p1, p1,  p2, p2, p2, p3, p3, p3, p4, p4, p4,  p5, p5, p5, -1, -1};  
f[tt_]:={0,  g c1,  0,  
         0,  g c2,  0,  
         0,  g c3,  0,  
         0, g c4,  0,  
         0,  g c5,  0,  
         0,  p1 g c1 + p2 g c2 + p3 g c3 + p4 g c4 + p5 g c5}; 
 
 
fg[x_, yy1_, yy2_, del_, tjj_, t2qq_,  
    cc1_, cc2_, cc3_, cc4_, cc5_, pp1_, pp2_, pp3_, pp4_, pp5_]:=  
   Block[{tmp, sys, times, pos, nn},  
   sys = {to1 → yy1, to2 → yy2, δ → del, c1 → cc1, c2 → cc2, c3 → cc3,  
          c4 → cc4, c5 → cc5, γ → 1, tj → tjj, t2q → t2qq,  g → 1,  
          p1 → pp1, p2 → pp2, p3 → pp3, p4 → pp4, p5 → pp5};  
...  
fq[xx_, yy1_, yy2_, del_, tjj_, t2qq_,  
    cc1_, cc2_, cc3_, cc4_, cc5_, pp1_, pp2_, pp3_, pp4_, pp5_]:=   
   Block[{tmp, sys, times, pos, nn},  
   sys = {to1 → yy1, to2 → yy2, δ → del, c1 → cc1, c2 → cc2, c3 → cc3,  
          c4 → cc4, c5 → cc5, γ → 1, tj → tjj, t2q → t2qq,  g → 1,  
          p1 → pp1, p2 → pp2, p3 → pp3, p4 → pp4, p5 → pp5};  
... 
 
Plot[fg[t, 15, 0.1,  3, 35, 5, 1, -1, -0.875, 0.875, 1, 1, -1, 2, -2, 1],  
  {t, -1, 160}, PlotStyle → {RGBColor[1, 0, 0], Thickness[0.003]},  
  PlotPoints → 500, PlotRange → All, DisplayFunction→$DisplayFunction];  
Plot[fq[t, 15, 0.1,  1, 35, 5, 1, -1, -0.875, 0.875, 1, 1, -1, 2, -2, 1],  
  {t, -1, 160}, PlotStyle → {RGBColor[1, 0, 0], Thickness[0.003]},  
  PlotPoints → 500, PlotRange → All, DisplayFunction→$DisplayFunction];  
...  
 
The line “c=.;” can be eliminated. Collection and grouping of the terms needs to be performed 
manually and can take some effort; however, it is easy to verify that the answer produced by 
Mathematica is equivalent to the expressions given in Eqs. [19] and [20].  
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APPENDIX D: Input for the OGSE pulse sequence.  
 
The derivation of Eq. [24] requires the following modifications of the code in Appendix A:  
intervals={0, σ, ∆, ∆+σ}; 
co={1, 0, -1};  
f[tt_]:={g Sin[2 Pi nn tt/σ], 0, g Sin[2 Pi nn tt/σ]};  
fg[x_, sig_, bigdel_, nper_]:= Block[{tmp, sys, times, pos, nn},  
      sys = {σ → sig, nn → nper, ∆ → bigdel, g → 1};  
... 
fq[xx_, sig_, bigdel_, nper_]:= Block[{tmp, sys, times, pos, nn},  
      sys = {σ → sig, nn → nper, ∆ → bigdel, g → 1};  
... 
 
Plot[fg[t, 2, 5, 1], {t, -1, 12}, PlotStyle → {RGBColor[1, 0, 0],  
...  
Plot[fq[t, 2, 5, 1], {t, -1, 12}, PlotStyle → {RGBColor[1, 0, 0],  
...  
 
The line “c=.;” can be eliminated.   
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Figure Captions  
 
 
 
Figure 1.  The PGSE experiment: (A) the pulse sequence; (B) the selected coherence transfer 
pathway; (C) time dependence of the amplitude of the wave vector q defined in Eq. [3]. The 
expression for diffusion attenuation for the case of rectangular-pulsed field gradients is given by 
Eq. [1]. 
 
 
 
 
 
Figure 2.  The CONVEX experiment: (A) the pulse sequence; (B) the selected coherence 
transfer pathway; (C) time dependence of the amplitude of the wave vector q. In the pulse 
sequence, the solid rectangles represent the hard RF pulses; the shaped curves are selective π 
pulses acting on the magnetization of water; and the hatched rectangles are field gradient pulses. 
The amplitudes of the gradient pairs and echo times relate to each other as shown in Eq. [8], with 
a typical choice C = 5 : 7. The duration of the soft pulses is determined by the desired spectral 
width of water suppression; their power is optimized for the minimum residual water signal. The 
maxima of the two spin-echoes are marked with the arrows and occur at 2∆1 and ∆1(2+2/C); the 
hard π pulses are centered within their respective spin-echo blocks for optimal spectral baseline. 
The start of signal acquisition is made to coincide with the maximum of the second echo.  
 
 39
 
Figure 3.  Representative diffusion spectra of 0.54 mM penetratin acquired using: (A) PGSE; 
(B) CONVEX. The diffusion intervals were ∆ = 5 ms in (A) and ∆1 = 4.4 ms, ∆2 = 6.16 ms in 
(B). Effective gradient pulse length δ was 1 ms in both measurements. The gradient pulse 
amplitudes were incremented up to 7 T m−1 in PGSE and 5 T m−1 in CONVEX; the values for 
the spectra shown here are: 1.133 T m−1 (lower PGSE), 3.164 T m−1 (upper PGSE), 0.972 T m−1 
(lower CONVEX), 2.583 T m−1 (upper CONVEX). Diffusion attenuation values in both pairs of 
spectra were 8% and 49%. No peaks could be reliably integrated in the PGSE spectra. In the 
lower spectrum, the only recognizable solute peak is an impurity at 1.1 ppm (marked with an 
arrow). The other apparent peaks in this spectrum are in fact ghost images from the water peak. 
In the CONVEX spectra, six spectral regions were integrated; these are shown with horizontal 
brackets. The average diffusion coefficient obtained from the six integrated regions was D = (2.0 
± 0.1) × 10−10 m2 s−1.  
 
 
 
Figure 4.  Concentration dependence of the diffusion coefficient of penetratin in PBS (room 
temperature; pH 7.18; osmolality 293 mM). The solid circles are uncorrected data; the empty 
triangles are the values corrected for the hard-sphere obstruction effect according to Eq. [11]. 
The solid points correspond to the average D values from the six peaks shown in Fig. 3; the error 
bars correspond to the standard deviations of the six-measurement sets. The slope of the 
corrected plot is effectively zero; therefore, the data provide no evidence of self-aggregation of 
penetratin under the conditions used.  
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Figure 5. DQDiff experiment: (A) pulse sequence with the relative gradient amplitudes 8 : −8 : 
−7 : 7 : 8 : −4; (B) the CTP selected by these gradients; (C) time dependence of q. The gradient 
values shown were chosen using a screening procedure described in text. These values select the 
single CTP shown in (B) and allow for its convection compensation by adjusting the positions of 
the gradient pulses relative to the RF pulses (x and y).  
 
 
 
 
 
 
 
Figure 6. Simulated spin-echo line shapes of an AX system: in-phase (∆ = 1/2J); antiphase (∆ = 
1/4J); and mixed-phase (∆ = 1/8J). The spectra were simulated by numerically calculating the 
evolution of the density matrix in a Hahn echo experiment (∆ν = 150 Hz, J = 7 Hz, intrinsic T2 = 
100 ms for both spins), digitizing a 512-point FID, and Fourier transforming it. The spectra were 
normalized by exp(-2∆/T2) to enable their comparison.  
 
 
 
 
 
 
Figure 7. The OGSE experiment: (A) the pulse sequence; (B) the CTP; (C) time dependence of 
q. Unlike pulse sequences with non-oscillating gradient pulses (such as those shown in Figs. 1, 2, 
and 5), OGSE gradients do not act as a CTP selector because q is refocused at the end of each 
gradient pulse. (An alternative way of thinking of it is that the average value of each gi in Eq. 
[18] is zero.) Therefore, phase cycling is a requirement for the selection of the correct CTP; a 
commonly used scheme is EXORCYCLE − a four-step phase cycle where the receiver is 
incremented by 180o every time the phase of the π pulse is incremented by + or −90o.   
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