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Temperature-dependent dynamic correlations in
suspensions of magnetic nanoparticles in a broad
range of concentrations: a combined
experimental and theoretical study
Alexey O. Ivanov,a Sofia S. Kantorovich,*ab Vladimir S. Zverev,a
Ekaterina A. Elfimova,a Alexander V. Lebedevc and Alexander F. Pshenichnikovc
The interweave of competing individual relaxations influenced by the presence of temperature and
concentration dependent correlations is an intrinsic feature of superparamagnetic nanoparticle suspensions.
This unique combination gives rise to multiple applications of such suspensions in medicine, nanotechnology
and microfluidics. Here, using theory and experiment, we investigate dynamic magnetic susceptibility in a
broad range of temperatures and frequencies. Our approach allows, for the first time to our knowledge, to
separate clearly the effects of superparamagnetic particle polydispersity and interparticle magnetic
interactions on the dynamic spectra of these systems. In this way, we not only provide a theoretical
model that can predict well the dynamic response of magnetic nanoparticles systems, but also deepen
the understanding of the dynamic nanoparticle self-assembly, opening new perspectives in tuning and
controlling the magnetic behaviour of such systems in AC fields.
1 Introduction
In the last few decades, the amount of various technological
and medical applications, relying on the dynamic response of
magnetic nanoparticles, has steadily grown.1–8 The complexity
of the dynamic behaviour and the size of the particles, however,
still pose a challenge for the development and bottom-up
design of suitable smart magnetic soft nanomaterials. In mole-
cular systems, AC susceptometry is a well-developed technique
and is widely used to characterise the structure and the proper-
ties of polar liquids and electric dipolar soft matter.9–14 In the
case of magnetic relaxation in magnetic soft materials,15–18 the
response to an AC magnetic field strongly depends on the type
of magnetic building blocks. Thus, for example, magnetic
nanoparticles can be superparamagnetic or blocked.19,20 In
order to carefully control the properties of magnetic nano-
particles, various approaches have been recently proposed.
Firstly, to change the shape of the particles, producing, for
example, ellipsoids or rods,21–29 or even more extravagant
shapes such as cubes and stars.30–33 Secondly, one can modify
the internal structure of the particles by varying the chemical
composition34,35 or creating core–shell particles with various
types of agglomerates serving as the core, thus providing
particle internal anisotropy.36–41 High demand for specific
magnetic building blocks stems from the potential for diagnostics,
therapy and in vitro analysis.2,42–45 One of the examples, based on
the dynamic magnetic relaxation of magnetic particles, is the
so-called magnetic hyperthermia, usually applied alone or in
combination with other treatments (phototermia or chemo-
therapy) to destroy cancer tumours.46–51 In this method, it is
absolutely essential to predict the frequencies and the char-
acteristic relaxation scales of the systems depending on the
particle anisotropy, granulometric composition and magnetic
phase concentration.52–54
Traditional methods to do this are based on the Debye-like
approach, in which magnetic nanoparticles are treated as an
ideal superparamagnetic ‘‘gas’’.53,55 Despite being very simple
and clear, this method ignores the inherent and sometimes
crucial interparticle correlations, providing as such the incor-
rect low-frequency behaviour. The latter is known to differ
significantly from the so-called Langevin law, even for the
systems where the dipolar interactions have the same order
as thermal fluctuations.56 Stronger interparticle or intermole-
cular interactions can lead to a broad range of structuring57,58
and self-assembly16,59,60 in soft matter, which cannot but affect
the dynamics of these systems. Several attempts to incorporate
the dipole–dipole interaction into the theoretical description of
dynamic spectra are known.61–64 The main conclusion of these
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works is that the dipolar correlations slow down the dynamics
and result in larger relaxation time-scales.61–63 The role of
magnetic dipolar interactions in the specific absorption rate
was actively studied both theoretically and experimentally.65–68
In these studies, it was shown that the interparticle correlations
might lead to the decrease, as well as to the increase, in the
hypothermia efficiency depending on the magnetic particle
size. This result together with the results of the study reported
in ref. 69 underline the crucial part of polydispersity and
interactions in the dynamic magnetic response and specific
absorption rate. In general, it was shown both in simulations
and experiments that complex nanoparticles with the ferromag-
netic core and ferrimagnetic shell morphology can enhance the
efficiency of hyperthermia.70 Another combined theoretical and
experimental investigation of hyperthermia was recently carried
out at the level of mean-field for the model core–shell particle.71
Unfortunately, these approaches cannot be directly applied to
predict or analyse the dynamic spectra of magnetic dipolar
nanoparticle systems, as they lack an intrinsic feature of the
latter, namely, particle polydispersity. The numerical work on
hyperthermia, in which polydispersity was addressed, showed
that the dispersion of the local heating can change a lot with the
particle average size.72 To this extent, earlier this year, we put
forward a new theoretical approach73 based on the analytical
solution of the Fokker–Plank equation with an additional term
allowing for the interparticle interactions and system poly-
dispersity. We tested our theory against Brownian dynamics
computer simulations but only for the monodisperse case.74
In this manuscript we investigate, both theoretically and
experimentally, how the solutions of polydisperse magnetic
nanoparticles respond to a weak, linear polarised, harmonic,
external field. Importantly, polydisperse magnetic nanoparticles
suspended in a liquid carrier exhibit various magnetic relaxa-
tions depending on their size. It is also the particle size that, on
the other hand, defines the strength of the magnetic dipole–
dipole interaction. The latter, as already mentioned above,
cannot but influence the dynamics of the system and may lead
to a qualitative change in the response. Here, we accurately
separate all these factors, obtaining seven samples with an
identical particle size distribution different only in the nano-
particle volume fraction. Changing the frequency of the applied
AC magnetic field from 10 to 105 Hz, we measure dynamic zero-
field complex susceptibility at five different temperatures in the
range of almost 100 K for all samples. We apply the previously
developed theory to determine both its validity range and to
explain the spectra observed in the experiment. Along with a very
good agreement between our theoretical approach and the
experimental data for dilute samples, we show that at high
nanoparticle concentrations and low temperatures, the slow
response seems to be caused by the presence of large particle
structures in which magnetic moments are very strongly corre-
lated and cannot react fast enough to the externally applied
magnetic field.
The structure of the paper is as follows. First, we describe in
detail our experimental approach. Next, we explain the basic
idea of the theory. The main results of the paper are split into
parts: we start with sample verification using static magnetic
measurements, then we analyse the dynamic response of dilute
systems and pinpoint the validity range of our theoretical model,
and, finally, we analyse the magnetic dynamic susceptibilities of
dense systems. The paper ends with a brief conclusion.
2 Experimental
For our experiments we chose to use a standard magnetite-in
kerosene ferrofluid, with nanoparticles in it being stabilised by
oleic acid. The average particle diameter is of the order of
10 nm. To get the basic samples we first use the known method
of repeptisation or modification of magnetic fluid,75,76 which
involves the replacement of the carrier liquid. With this pur-
pose, some amount of isopropyl alcohol in quantity enough for
sedimentation of magnetite particles was added to the magne-
tite colloid, prepared using the chemical condensation techni-
que. The sediment obtained was separated from the disperse
media, washed several times with isopropyl alcohol (for the
removal of free oleic acid), and, after drying, was again peptised
in kerosene. Secondly, kerosene was added gradually under
continuous mixing and careful control of nanoparticle peptisa-
tion. The sample, obtained in this way, is unavoidably poly-
disperse. Thus, the magnetic properties of the basic sample
were carefully analysed to obtain the parameters for the nano-
particle size distribution. In order to follow the main idea of
this study and to produce samples that differ only in the
nanoparticle concentration, preserving the granulometric com-
position, we employed the dilution procedure77 and verified it
in the later work.56 Monitoring of sedimentation stability was
performed according to the equilibrium susceptibility by the
method described earlier.77 The dilution degree was selected in
such a way that the initial static susceptibility of two subse-
quent samples differed by a factor of approximately 1.5 at room
temperature. In order to check that the granulometric compo-
sition of all samples is preserved, we provide an additional
analysis in Section 4.1. Static magnetisation was determined by
the sweep method,78 in which differential magnetic suscepti-
bility wdiff(H) of the fluid is directly measured and the magne-





where H is the magnetic field strength inside the fluid. The
differential magnetic susceptibility was measured at a fre-
quency of 0.5 Hz, i.e., sufficiently low to ignore relaxation
processes. The strength of the static component of the applied
field, generated by a long liquid-cooled solenoid, did not exceed
300 kA m1. The strength of the probing AC field varied in the
range from 300 to 3000 A m1 depending on the permanent
component. The measurement error of the magnetisation was
not larger than 0.5%. The initial (zero-field) static susceptibility for
the basic sample was 5.13 and the saturation magnetisation was
41.1 kA m1. The magnetisation curve can be found in Section 3.1.
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mutual induction bridge. The experimental set-up was tested
extensively and ensures a high accuracy of the analysis of
diluted solutions.79 In addition, it allows us to measure at
infra-low frequencies less than 10 Hz. The latter capability
is especially important for the present study: it makes it
possible to study the effects related to the slow magnetic
relaxation and to elucidate the low-T behaviour of magnetic
nanoparticles. Susceptibility measurements are based on the
comparison between the output voltages of two mutual-
induction coils, one of which contains the sample with a
magnetic fluid. Depending on the frequency range two differ-
ent analog-to-digital converters were used to measure the
voltages. Due to the technical demand, the latter frequency
ranges were 1–400 Hz and 100 Hz–100 kHz. In the experiment,
the phase shift was measured. In this way, we reduced the
error-bars for the real part of the dynamic spectrum up to
0.5% and for the imaginary part the measurement errors did
not exceed 2%.
Dynamic susceptibility was measured at five different tem-
peratures: T1 = 232 K; T2 = 252 K; T3 = 273 K; T4 = 300 K and
T5 = 337 K. According to the estimate, the temperature within the
set-up in the experiment was defined with a precision of 0.2 K.
Finally, we created seven differently concentrated samples
with an identical granulometric composition, for which we
measured temperature-dependent series of both static and
dynamic magnetic responses. The sketch, illustrating the
experimental procedure, is shown in Fig. 1.
3 Theoretical approach
3.1 Static magnetic properties
The method to describe particle size polydispersity in magnetic
fluids has been thoroughly studied by many authors (see ref.
75,76,80 and references therein). The common conclusion is
that the nanoparticle size distribution is very close to the log-
normal one. However, the latter was shown to have a clear
disadvantage:56 log-normal distribution has a slowly decaying
long tail in the region of large particles, which leads to the
overestimatoin of the mean dipole moment and as a result to
the wrong prediction of the magnetic properties of the system.
Hence, here we chose a more reliable gamma-distribution, for







Gðaþ 1Þ : (2)
Here and below, x denotes the diameter of the nanoparticle
magnetic core, and x0 and a are the distribution parameters
characterising the maximum ax0 and the width (1 + a)
1/2,
respectively.
If we assume that all nanoparticles do not interact with each
other and independently react to an applied constant magnetic
field H, then at a given temperature T, the magnetisation obeys











where kBT is the thermal energy, m0 is the vacuum magnetic
permeability, n stands for the number of particles per unit
volume, and m(x) = pM0x
3/6 is the magnetic moment of a
nanoparticle with magnetic core diameter x and saturation
magnetisation of the bulk material M0. Note that the latter
changes with T. The Langevin zero-field (initial) susceptibility
wL depends on the p(x)-weighted mean-squared magnetic
moment hm2i and has the form wL = nm0hm2i/3kBT. This value
determines the initial slope of the magnetisation curve (3). Linear
n-dependence holds true for only the limit of infinite dilution. At
finite concentrations the interparticle correlations cannot be
neglected.83–98 All of the aforementioned theories agree in the
first-order correction to the Langevin law and provide the following
expression for the static initial susceptibility of the samples:
w1(0) = wL(1 + wL/3), (4)
where zero specifies the zero frequency of the AC probing field.
This expression can be accurately derived in the framework of
the modified mean-field approach of the first order (MMF1).99
This first-order expansion was shown to adequately describe
the magnetic response of the low-concentrated ferrofluids at
room temperature, but to be insufficient while dealing with low
T and higher n, as those introduced in the previous section. For
this reason, to describe accurately the static magnetic proper-
ties of our samples, we use the extension of MMF1, whose
applicability is well extended to the range of parameters of
interest. The second order correction to the Langevin law,
similar to the first order one, is based on the assumption that
Fig. 1 The sketch of the experimental procedure. The seven samples are
named S1–S7 starting from the most diluted to the most concentrated
one. The corresponding values of the static initial susceptibility are
provided for each sample, and the numbers below are the saturation
magnetisations of the samples in kA m1; both susceptibility and magne-
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the particles in the system react not only to the applied
magnetic field, but are also subjected to the effective field,
generated by all other dipoles in the system. In the MMF2
(modified mean-field of the second order) approach, the total
field acting on a random particle contains more terms that its
MMF1 analog and can be written as92,99










As a result, the magnetisation M(H) and the initial
susceptibility are








Earlier we used MMF2 approach (5), (6) to extract p(x) from
magnetic measurements.56 This technique is called magneto-
granulometric analysis. Its main idea is based on finding x0 and
a from the measured initial susceptibility and saturation mag-
netisation solving the system of algebraic equations. The
obtained distribution is later verified by plugging it into
eqn (6) and comparing with the whole measured magnetisation
curve. In our case, when six different samples were obtained via
dilution of the most concentrated one, the additional check of
the granulometric composition preservation was performed
through comparing theoretically predicted and measured initial
static susceptibilities for all samples in a broad range of tem-
peratures [T1–T5]. For such a strong temperature variation, one
needs to take into account the change in the number concen-
tration n due to the carrier liquid thermal expansion and the
T-dependence of the nanoparticle core magnetisation M0:
34,100,101
n(T) = n(T*)[1  b1(1  j)(T  T*)], (7)
M0(T) = M0(T*)(1  b2T2)/(1  b2T*2),
where T* stands for a reference temperature, b1 E 0.97 
103 1/K is the coefficient of thermal expansion of the carrier liquid
(kerosene), and b2 E 8  107 1/K2 is the temperature correction
coefficient for M0 (magnetite). In these expressions, the magnetic
nanoparticles are considered as thermally incompressible (as com-
pared to the carrier liquid), and j stands for the volume fraction of
metallic nanoparticles. For magnetite nanoparticles we use below
the value M0(T* = 293) = 480 kA m
1 at room temperature.
3.2 Weak field dynamic magnetic response
One of the unique features of the magnetic nanoparticle
suspensions is a coexistence of two different magnetic relaxa-
tion mechanisms: Brown and Neél.102,103 The first one involves
the mechanical rotation of a nanoparticle as a rigid body to
reorient the magnetic moment frozen within the crystallo-
graphic axes. Brownian rotation has a characteristic time tB =
3Zvh/kBT, which is determined by the particle hydrodynamic
volume vh = pxh
3/6 (xh being a hydrodynamic particle diameter),
and the carrier viscosity Z. This mechanism is realised by mainly
large particles, whose magnetic anisotropy energy is high enough to
suppress thermal fluctuations of the nanoparticle magnetic
moment, i.e. to avoid superparamagnetic behaviour. The probability
for a nanoparticle to be superparamagnetic is defined by the ratio
s = Kv/kBT, where v = px
3/6 in the magnetic core volume and K
denotes the internal anisotropy constant. The magnetic
moment in this case relaxes via the Neél mechanism, which














that depends on the particle characteristic relaxation time scale
t0 B 10
9 s. Note that Z, t0 and K change with temperature. In
this study, we used experimental values for the dynamic
effective viscosity; for t0 we used the 1/T dependence.
105 For
the anisotropy constant K several approximations are known.
One of those is the power-law relation with the bulk
magnetisation106 K(T) B [M0(T)]
k, where for a simple uniaxial
crystal k = 3. Another, more accurate one, predicts a non-
monotonic dependence instead.107 Both of them, however, state
the growth of K on cooling in the studied temperature range.
For each magnetic nanoparticle in the system, its most
probable relaxation is the shortest of tN and tB, which is why
it is common to use the following expression for the relaxation
time as a function of the particle size:
t(x) = tNtB/(tN + tB). (9)
In the traditional Langevin-like assumption of non-interacting
magnetic nanoparticles, one can write the dynamic zero-field
susceptibility in a classical Debye108 form, where the relaxation
times enter as simple statistical weights:
wD(o) = wD0(o)  iwD00(o),
wD














Even though the usage of the expressions (10) seems to be
overwhelming, there are at least two main problems to be
considered. Firstly, the static limit of the Debye susceptibility
is nothing but wL, which can only describe the initial suscepti-
bility of an ideal superparamagnetic gas. Secondly, for a given
p(x), the position of the wD00(o) maximum does not change with
nanoparticle concentration, which contradicts the experi-
mental results (known16 and presented below).
Recently, we extended the MMF1 approach (4) to the case of
the weak AC magnetic field.73 This work resulted in the
expressions for the dynamic magnetic response as an expan-
sion in Debye susceptibilities:
w0ðoÞ ¼ wD
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Importantly, these expressions are the exact results of the
first-order perturbation theory and have the quadratic precision
in n. Besides, in the zero-frequency limit, the real part
w0(o - 0) = w1(0) (see eqn (4)). Unlike earlier attempts to allow
for interparticle interactions,61–64 this approach does not con-
tain any Weiss-type singularities and properly allows for nano-
particle polydispersity. The latter is of crucial importance for
describing real experimental systems. At the same time, these
expressions could not be applied to concentrated systems, since
the region of validity of the MMF1 model is limited by the value
of the Langevin susceptibility wLo10 (compare eqn (4) and (6)).
4 Results and discussions
4.1 Verifying the granulometric composition upon dilution:
static case
The measured static magnetisation curve of the basic sample is
shown in Fig. 2. The magnetogranulometric analysis used
allows for the following parameters of the basic sample to be
found: nanoparticle concentration n = 12.6  1023 m3,
gamma-distribution parameters x0 = 0.83 nm and a = 11.15.
The distribution maximum is 9.3 nm and the mean diameter of
the nanoparticle magnetic core is 10.1 nm, so the majority of
particles are very small. The distribution width is approximately
0.28, meaning that the distribution is rather narrow (Fig. 2,
inset), and the large particle fraction B20 nm does not exceed
1%. Using the parameters obtained in MMF2 magnetisation
(5), (6) we obtain a very accurate description of the experimental
magnetisation curve in Fig. 2 in the whole range of magnetic
field strengths. It should be noted that the Langevin magneti-
sation underestimates the experimental data significantly.
To verify the obtained nanoparticle granulometric composi-
tion, we calculated the temperature dependence of the static
initial magnetic susceptibility for all samples S1–S7 on the basis
of MMF2 theory (6) under the conditions when the temperature
corrections (7) are taken into account. The comparison is shown
in Fig. 3 for the whole experimental temperature range T1T5.
The close agreement between experimental data and theoretical
predictions substantiates our assumption about preserving the
nanoparticle polydispersity in the samples under study. In
addition, it is worth mentioning that the static magnetic proper-
ties of our samples are quite far from the ideal paramagnetic
behaviour as seen from the inset of Fig. 3, where the measured
susceptibility (triangles) increases with concentration much
faster than the linear Langevin dependence (crosses).
4.2 Dynamic spectra analysis
4.2.1 Experimental curves. We start describing the
dynamic magnetic properties with the most concentrated sam-
ples S4–S7 (Fig. 4). Even though, if comparing plots for S4–S7,
the low-frequency limit of the susceptibility increases basically
by a factor of 2, and the particle concentration differs by more
than 50%, the qualitative behaviour at each given T is the same
for all samples. At the lowest temperature 232 K (crosses) the
real part w0 of the initial susceptibility decreases logarithmically
with the probing field frequency f starting from approximately
100 Hz. The corresponding experimental values for these
samples are situated on some straight lines (note that a
logarithmic scale is used for the frequency axis). In the range
of 10 Hz the trend to the low-f limit is rather weakly pro-
nounced. At the same time, for the lowest temperature, the
imaginary part w00 of the susceptibility exhibits a small max-
imum for frequencies of the order of 1 kHz. In the frequency
range studied, the decrease of w0 becomes smoother on heating.
For the highest temperature 337 K (orange circles) the real part
remains basically constant for each sample. Simultaneously,
the imaginary part decreases with T, so that no actual energy
absorption by these magnetic fluids can be observed in the
frequency range below 100 kHz. The dynamic susceptibility of
Fig. 2 Static magnetisation curve for the basic sample (T = 285 K).
The symbols show the experimental data; the solid line is the MMF2
theoretical prediction (6); the dashed line describes ML(H) (3) for the same
p(x). Inset: Magnetic core size distribution p(x) with parameters determined
from the magnetogranulometric analysis (x0 = 0.83 nm, a = 11.15).
Fig. 3 Temperature dependence of the static initial magnetic suscepti-
bility for samples S1–S7. Experimental data are shown by different sym-
bols; solid lines represent the results of eqn (6) for the corresponding
sample parameters with an identical p(x). Inset: Static initial magnetic
susceptibility versus magnetic phase concentration jm at 300 K; experi-
mental data are given by triangles; the curve represents the MMF2 pre-
diction (6); the crosses show the corresponding values of the Langevin
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samples S1–S3 with lower nanoparticle concentrations exhibits
a similar behaviour, as seen from Fig. 5. The difference is that
the real parts of these samples saturate at frequencies higher
than that of concentrated samples. The region of saturation
starts in this case around 1 kHz.
Analysing the discovered tendency, we must conclude that at
higher temperature the magnetic moments of all nanoparticles
are rotating at a time scale smaller than 105 s, and so even for
the frequency 100 kHz the magnetic response of all samples is
close to the static one. However, hundred degrees temperature
decrease drastically changes the situation for concentrated
samples. At the lowest temperature magnetic fluids S1–S7 seem
to contain some structural units, whose magnetic relaxation is
very slow, up to 101 s. On the one hand, these units are most
probably temperature reversible: we see no signature of slow
magnetic relaxations at T 4 T2. On the other hand, the impact,
if any, of these units on the static magnetic susceptibility turns
out to be too small to be measured. One of the possible
explanations for the arising low-frequency response can be
related to the fact that magnetic moments are forming a certain
arrangement with strong internal correlations and low overall
intrinsic magnetisation. Topologically similar structures were
recently observed in Monte Carlo simulations,109–111 where
dipolar hard spheres at low temperatures form percolating
networks, in which the building blocks possess a vanishing
magnetic moment. The existence of ‘‘magnetically slow’’ units
will be assessed in more detail in the following sections.
4.2.2 In the mean-field range. As mentioned above, MMF1
is only valid for the samples with wL { 10. This allows us to
apply the dynamic MMF1 model from eqn (11) to at most first
three samples (S1–S3). For this purpose, we use the obtained
distribution p(x) and known experimental values for the effec-
tive viscosity (see Table 1), assuming the existence of the non-
magnetic layer on the nanoparticle surfaces of width 3 nm
(2.2 nm of the oleic acid shell attached to the surface of the
Fig. 4 Dynamic spectra of samples S4–S7. Both real w0 and imaginary w00
parts of the zero-field dynamic susceptibility are presented at different
temperatures T1–T5 as indicated in the legend. Experimental data are
shown by symbols.
Fig. 5 Dynamic spectra of samples S1– S3. Both real w0 and imaginary w00
parts of the zero-field dynamic susceptibility are presented at different
temperatures T1–T5 as indicated in the legend. The symbols show the
measured data, the results of approach (11) are plotted with lines.
Table 1 Sample parameters: effective viscosity and anisotropy constant
T1 T2 T3 T4 T5
Z, mPa s S1 6.1 4.0 2.7 1.7 1.1
S2 9.3 5.7 3.7 2.3 1.4
S3 21.1 12.6 8.0 4.7 2.9
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nanoparticle and the disordered surface of the magnetic core,
whose thickness can be estimated to be of the order of the lattice
constant, i.e. B0.8 nm for magnetite75,76,80). The value of
anisotropy constant K was chosen as the fitting parameter in
the range of 10–30 kJ m3.15 Theoretical curves are plotted in
Fig. 5, and the fitted K for each temperature are given in Table 1.
The agreement between the dynamic MMF1 model and the
experimental data for S1 is quite accurate, both for the real part
and for the imaginary part for temperatures T2T5. Some minor
disagreement occurs for the real part spectrum at the lowest
temperature T1.
Based on this success, we applied the dynamic MMF1 model
with the same found K(T) values (Table 1) to describe the
dynamic spectra of samples S2 and S3. In general, we should
conclude that for also these samples, at high temperatures
T3T5, our theory describes the experimental results very nicely.
An expected tendency is observed: the higher the nanoparticle
concentration, the larger the deviations of the experimental data
from the theoretical predictions. It is obviously caused by the
violation of the validity limits of the MMF1 approach.
To clarify the physical reasons for the spectral changes with
temperature we calculated the size dependence of both relaxation
times tN and tB, plotted in Fig. 6a, as well as the effective relaxation
time t(x) from (9). One can see that, at the lowest temperature, for
sample S1, the transition between two mechanisms occurs for the
particles with magnetic core diameter 16 o x o 18 nm. With
increase in temperature this crossover shifts towards larger parti-
cles. At T5, one can barely see magnetic nanoparticles with
Brownian relaxation smaller than 24 nm. It is worth mentioning
here that, looking at the magnetic core size distribution presented
in the inset of Fig. 2, it is clear that the portion of particles with
x 4 24 nm is simply negligible in the systems under study. This
explains why the imaginary part of the susceptibility at T5 exhibits
no maximum in the range of frequencies plotted in Fig. 4 and 5
and the real part for all samples at T5 stays practically constant. In
other words, the energy absorption at high temperatures occurs
only at frequencies of the order of 100 kHz, and there are no signs
of clustering, induced by increasing nanoparticle concentration, in
this T-regime. Once the temperature starts decreasing, the inter-
particle correlations come into play: the dynamic spectra stop
being directly related to the individual nanoparticle relaxation
times. However, in the intermediate temperature regime, there is
still no reason to talk about any type of self-assembly in the
nanoparticle suspension, otherwise the mean-field approach
would have failed to describe the dynamic response. Indeed, we
observe that the mean-field approach of (11) starts deviating from
the experimental data at the lowest T1 even for the most dilute
sample S1. This limitation not only sets the range of our theore-
tical approach validity, but also indicates the range of nanoparticle
concentrations and temperatures at which the intensity of the
interparticle correlations, both short- and long-range ones,
becomes high enough to basically suppress the individual
relaxations replacing them by very complex collective dynamics.
4.2.3 Beyond mean field. In the static case, at high and
moderate values of T, it is known that on increasing the
nanoparticle concentration, the MMF1 model described by
eqn (4) underestimates static magnetic susceptibility as it
neglects multi-particle correlations. These correlations can be
taken into account analytically only partially, and the MMF2 (6)
model proves to be a reasonable extension, for example.
Unfortunately, at the moment, there is no clarity of how to
apply this type of expansion to the case of the applied AC
magnetic field. One can, though, speculate here, looking at
T4T5 curves in Fig. 4, that this kind of approach can still work.
As for lower temperatures, a detailed comparison of Fig. 4, 6b
and 7 and the inset of Fig. 2 reveals a different tendency. In
concentrated samples S4–S7, the low-T low-f relaxation
becomes more pronounced with increasing n (see crosses in
Fig. 4). At the same time, the relaxation times in this tempera-
ture regime, as shown in Fig. 6b, also increase drastically with
nanoparticle concentration and even go above 102 s. At this
frequency one can see a clear decay of w0 in Fig. 4. However, one
cannot attribute this decay exclusively to the particles with slow
magnetic relaxation: looking at w00 for T1, shown in Fig. 7, one
sees that the maximum is at a frequency of B103 Hz, but this
maximum is highly pronounced and shifts to higher frequencies
upon dilution. The latter, besides demonstrating the necessity
to include dipolar correlations while describing the dynamic
response (in contrast to the Debye approach), evidences the
Fig. 6 Relaxation time of a nanoparticle versus its magnetic core dia-
meter x. (a) Sample S1, temperatures are indicated in the plot. The solid
lines are t(x) from (9) for the corresponding temperatures; tN is plotted
with the dotted line for T1; tB is presented with the dashed-dotted line for
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presence of highly correlated and weakly responsive structures,
rather than individual particles with Brownian magnetic relaxa-
tion corresponding to 102 s (x 4 19 nm), whose molar portion
obtained from p(x), shown in the inset of Fig. 2, is below 1%.
In the upper plot of Fig. 7, T = T1, one can see that for all
samples the value of w00 at frequencies of about 105 Hz is lower
than that in the range 103–104 Hz. This changes, however, with
increasing temperature. Thus, already at T2 this trend is
inverted and at T3 the low-f maximum is basically replaced by
a plateau, especially for low concentrated samples S1–S3. It
means that the structures, formed at low T, release the particles
on heating, and the latter become less correlated. This effect
becomes smaller with decreasing nanoparticle concentration.
From the three temperature plots in Fig. 7, one can conclude
the temperature at which the correlated structures are formed.
For our samples it occurs between 240 and 250 K. This interval
can be determined by comparing the low-f maximum value to
the values at f = 105 Hz at T1 and T2. At the same time, the life-
time of these correlated structures is not sufficient enough to
affect the static magnetic response of the samples. Finally, it is
crucial to underline that the carrier remains liquid in the
complete range of studied temperatures.
5 Conclusions
In this paper, we present a combined experimental and theore-
tical study aimed at analysing the dynamic zero-field suscepti-
bility of magnetic nanoparticle suspensions. A specific feature
of magnetic nanoparticles suspended in a liquid carrier is that
they can exhibit various magnetic relaxations depending on
their size. Thus, the polydisperse system is expected to respond
to the AC fields in a unique way depending on the particle size
distribution. On the other hand, the inherent magnetic inter-
particle correlations, which change with temperature and
nanoparticle concentration, cannot but affect the dynamics of
the system and might lead to a qualitative change in the
response. In order to carefully separate all these dependencies,
we obtained seven samples with an identical particle size
distribution different only in the nanoparticle volume fraction
by using a basic sample. The particle size distribution was first
defined by magnetogranulometry based on static magnetic
measurements and then verified comparing a reliable theore-
tical model (MMF2) to the initial static zero-field susceptibility
measured for all the seven samples. As a next step, we mea-
sured dynamic zero-field complex susceptibility at five different
temperatures in the range of almost 100 K for all samples. The
response we obtained for different nanoparticle concentrations
turned out to be qualitatively similar and showed a very strong
temperature dependence. Here, it is worth mentioning that the
carrier remained liquid in all the experiments. At high tem-
peratures, the real part of the spectra of the magnetic response
remains basically constant, and the imaginary parts show almost
no maxima in the investigated frequency range (10–105 Hz). This
clearly changes at lower temperatures, at which the real part
shows a rapid decrease at rather low frequencies (102 Hz), and the
low frequency maximum starts being clearly observable. In order
to elucidate the physical origin of this behaviour at low concen-
trations, we applied an earlier developed mean-field approach,73
in which the dipolar correlations are accurately considered. Apart
from finding a very good agreement between our theoretical
approach and the experimental data for dilute samples, we also
managed to show how, in this concentration range, the magnetic
correlations determine the dynamic response, which is clearly
different from the Debye superposition of individual nanoparticle
magnetic relaxations. Beyond the mean-field limit, when
the concentrations of magnetic nanoparticles are high and
the temperature is low, we perform a thorough analysis of the
dynamic spectra, extensively comparing them to the individual
particle relaxation times. This allows us to conclude that the
slow response cannot be attributed to a very small fraction of
large magnetic nanoparticles, but is rather caused by the
presence of large particle structures in which magnetic
moments are very strongly correlated and cannot react fast
enough to the externally applied magnetic field. However, the
Fig. 7 Experimental results for the imaginary part of the dynamic zero-
field susceptibility for samples S1–S7 (as indicated in each curve) at
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correlations in this parameter range are dynamic and their
signature cannot be found in the static magnetic response. This
unique combination of competing individual relaxations accom-
panied by the presence of temperature and concentration depen-
dent correlations can be observed to such a large extent in the
systems only of superparamagnetic nanoparticles. This also
provides the basis for various applications of such suspensions
in medicine, nanotechnology and microfluidics.112–118 Thus, we
believe that a deeper understanding of the dynamic correlated
structure formed in the suspensions of magnetic nanoparticle
suspensions opens up new perspectives in tuning and control-
ling their magnetic behaviour in AC fields.
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