For a non-commutative ring R, we consider factorizations of polynomials in R [t] where t is a central variable. A pseudo-root of a polynomial p(t) = p 0 +p 1 t+· · · p k t k is an element ξ ∈ R, for which there exist polynomials q 1 , q 2 such that p = q 1 (t − ξ)q 2 . We investigate the rational relationships that hold among the pseudo-roots of p(t) by using the diamond operations for cover graphs of modular lattices.
Introduction
The theory of polynomials with noncommutative coefficients and central variables was initiated by Wedderburn, Dickson and Ore (see, e.g., [18] ,Chapter 5. 16 and [22] ). There is a significant literature on polynomials with matrix coefficients and their factorizations into linear factors, for example, [3, 14, 21] . For factorizations of noncommutative polynomials in a more general setting see, for example [19, 20] .
Let R be an arbitrary ring, and consider the ring R[t] where t commutes with all elements of R. Since t is central, every product a 1 · · · a r with a i ∈ R ∪ {t} is equal to a monomial of the form at d , and every element of R[t] has a normal form p = p 0 + p 1 t + · · · + p k t k . As usual, for α ∈ R, the evaluation p(α) is defined to be p 0 + p 1 α + · · · + p k α k , and α is a zero of p if p(α) = 0. Some familiar properties of polynomials over commutative rings fail for non-commutative rings. The identity pq(α) = p(α)q(α) need not hold. While every zero of q is a zero of pq, a zero of p need not be a zero of pq. A degree d polynomial may have more than d distinct zeros, e.g., the polynomial t 2 + 1 over quaternions has infinitely many roots.
Following [23, 7] , an element ξ ∈ R is a pseudo-root of p provided there exist polynomials q 1 , q 2 ∈ R[t] such that p = q 1 (t − ξ)q 2 . We call ξ a right root of p if q 2 = 1, and a left root of p if q 1 = 1. It is easy to verify that ξ is a zero of p if and only if ξ is a right-root of p. Let Z(p) be the set of zeros of p and Λ(p) be the set of pseudo-roots of p. If the polynomial p(t) factors as (t − α 1 ) · · · (t − α d ), then α 1 , . . . , α d are pseudoroots, and α d is a zero. For R commutative, of course, every permutation of the factors is a factorization, and Z(p) = {α 1 , . . . , α d }. In the non-commutative case, a permutation of a factorization need not be a factorization, and a polynomial may have many factorizations that are not equivalent under permutation.
Throughout the paper, we assume that R is a division ring. Therefore R[t] is a left principal ideal ring and the set of monic polynomials is in 1-1 correspondence with the left ideals. Thus R[t] with the divisibility order is a lattice L(R) with join operation lcm(p 1 , p 2 ) (least common multiple) equal to the unique monic generator of the left ideal R[t]p 1 ∩ R[t]p 2 , and meet operation gcd(p 1 , p 2 ) (greatest common divisor) equal to the unique monic generator of R[t]p 1 + R[t]p 2 . 1 This lattice is necessarily modular (see Section 2.5.) Connections among pseudo-roots for polynomials over division rings is given by the famous Gordon-Motzkin theorem (see [15] or Chapter 5.16 in [18] ): The zeros of any polynomial p lie in at most deg(p) conjugacy classes of R and if p factors as (t − α 1 ) . . . (t − α d ) then each zero of p is conjugate to some α i .
Exact conjugation formulas connecting zeros and pseudo-roots over division rings were given by Gelfand and Retakh in [10] (see also [11, 6] ). They expressed coefficients of polynomial p = t n + a 1 t n−1 + · · · + a n as rational functions of zeros ξ 1 , . . . , ξ n provided that the roots are in generic position (see Section 2.7).
The following simple example from [10] is instructive.
Example 1.1. Given elements x 1 , x 2 ∈ R that are "suitably generic", there are unique elements x ′ 1 and x ′ 2 such that (t − x ′ 1 )(t − x 1 ) = (t − x ′ 2 )(t − x 2 ). Call this polynomial p(t). Then x 1 , x 2 , x ′ 1 , x ′ 2 are all pseudo-roots of p(t) with x 1 , x 2 being zeros. We can express x ′ 1 and x ′ 2 as rational functions of x 1 , x 2 via the formulas x ′ 1 = (x 1 − x 2 )x 1 (x 1 − x 2 ) −1 , x ′ 2 = (x 2 − x 1 )x 2 (x 2 − x 1 ) −1 , and can express x 1 , x 2 as rational functions of x ′ 1 , x ′ 2 via the formulas
, provided that the needed inverses are well-defined (this is what is meant by the above requirement that x 1 , x 2 be "suitably generic"). However, one cannot (in general) rationally express either x 2 or x ′ 2 in terms of x 1 , x ′ 1 [1] . This example suggests the following general problem: given a set B of pseudoroots of a polynomial p and another pseudo-root α is α rationally generated by B? This is the focus of the present paper.
To formalize our problem, we need a way to specify individual pseudo-roots of a polynomial. As we now describe, there is a natural directed graph whose edges correspond to pseudo-roots of p. For monic polynomials q, r, q is a right divisor of r, denoted q| → r, if there is a polynomial s such that r = sq. The polynomial s is unique, and is denoted by r/q. Let G = G(R) be the directed graph on vertex set R M [t], the set of monic polynomials in R[t], whose arc-set A(R) consists of pairs q → r for all q, r such that q| → r and deg(q) = deg(r) − 1. Every arc q → r can be naturally associated to an element ψ(q → r) = t − q/r of R. 1 In the non-commutative setting there are two different gcd operations and two different lcm operations, depending on whether one focuses on left or right ideals; in this paper our choice of gcd and lcm is determined by our focus on left ideals. Let G p = G p (R) be the restriction of G(R) to the set div(p) of right divisors of p, and let A p be the arc-set of G p . In the case of present interest where R is a division ring and p is factorizable, G p is the cover graph of the lattice of divisors of p, i.e., for any divisors q and r of p, q| → r if and only if there is a directed path from q to r in G p . It is easy to check from the definitions that for every q → r ∈ A p , ψ(q → r) is a pseudo-root of p, and every pseudo-root is representable in this form for some (not necessarily unique) arc of A p .
The lattice div(p) is, in general, infinite and so is the set of pseudo-roots of p, and one gains greater control over the problem by restricting to certain natural finite sublattices, that were studied by Lam and Leroy [19] . If S ⊆ R is finite, then the set of polynomials that vanish at every s ∈ S is a left ideal and so is generated by a unique monic polynomial, which we denote by f S . Polynomials of the form f S were studied by Lam and Leroy [19] , who called them Wedderburn polynomials. In the case that R is a field, f S is just the product π s∈S (t − s). As shown by Lam and Leroy (see [19] ) for any subset S, the set {f T : T ⊆ S} is closed under gcd and lcm 2 and is thus a sublattice of L(R). We denote this sublattice by L S . Note that L S is a finite sublattice of the lattice div(f S ), and has at most 2 |S| elements (polynomials). The sublattices of the form L S give a rich source of examples of finite sublattices of L(R).
Let G S be the subgraph of G fS consisting only of the vertices in L S and the arcs between them and write A S for the set of arcs of G S . Then, as above, each arc q → r corresponds to a pseudo-root ψ(q → r) of f S . Let Λ S denote the set of pseudoroots of f S corresponding to the arc set A S . We refer to Λ S as S-pseudo-roots. It is easy to see that if deg(f S ) = k then every directed path from the maximal element f S to the minimal element 1, consists of a sequence f k = f S , f k−1 , . . . , f 0 = 1 of polynomials where deg(f j ) = j. If a j is the pseudo-root associated to the arc f j → f j−1 then the product (t − a k )(t − a k−1 ) · · · (t − a 1 ) is a factorization of f S . In this way every path from f S to 1, corresponds to a factorization of f S into linear factors where each factor is t minus a pseudo-root.
For a subset B of R let Φ(B) denote the closure of B under ring operations and inversion of units. For a subset S we want to consider the restriction of this closure to the set Λ S of S-pseudo-roots. More precisely, for B ⊆ Λ S , let Φ S (B) = Φ(B) ∩ Λ S , i.e., the set of S-pseudo-roots that are rationally generated by B. The map Φ S : P(Λ S ) −→ P(Λ S ) is a closure map on Λ S (see Section 2.1), and our goal is to provide a partial description of this map.
Under the correspondence between arcs of A S and S-pseudo-roots Λ S , the closure operator Φ S on Λ(p) can be interpreted as a closure operator on the set A S of arcs of
While Φ S depends on the ring-theoretic structure of S within R, it was observed in [7] that Φ S can be partially captured by a natural closure on the arc-set A S , introduced in work of I. Gelfand and Retakh [10, 11] , that depends only on the graph structure of G S . This closure, called the diamond-closure, and denoted by ⋄ can be described briefly as follows (see Section 2.3 for a more precise definition). In this paper we investigate the ⋄-closure for finite graphs G that are cover graphs of modular lattices. This includes the motivating situation that the grapn G is equal to G S for S ⊆ R. We give an explicit description of ⋄-closed sets (Theorem 3.3) and use this to describe a simple procedure (see Theorem 3.11) for determining ⋄(B) for any subset B of arcs. In particular, this provides a sufficient condition for a set of pseudo-roots in Λ S to rationally generate all of Λ S . In the special case that the lattice is distributive, we can use the Birkhoff representation for distributive lattices to provide a more explicit characterization of connected diamond-closed sets (Theorem 4.5) which yields a simpler sufficient condition for a set of pseudo-roots of Λ S to rationally generate Λ S . Our methods can be also applied to more general situations including skewpolynomials (see [LL]), linear differential operators [GRW] and principal ideal rings [CDK]. If λ and µ are closure operators on the same set X, we say that λ is weaker than µ provided that λ(A) ⊆ µ(A) for all A ∈ X. This is equivalent to the condition that every µ-closed set is also λ-closed.
Preliminaries
An alignment on the set X is a collection C of subsets of X that includes X and is closed under arbitrary intersection. It is well-known and easy to show that there is a one-to-one correspondence between the alignments on X and closure spaces on X as follows: Given a closure λ on X, the set of λ-closed sets is an alignment, and an alignment C induces a closure map λ C (A) = ∩ C∈C:A⊆C C for which C is the set of closed sets.
2.2.
Finite directed graphs. For a set X, an arc over X is an ordered pair (x, y) with x = y. We denote an arc by x → y and say that x is the tail of the arc and y the head. We write Arcs(X) for the set of all arcs over X. A directed graph (digraph) on X is a set A of arcs over X.
For
We may omit the subscript if A is clear from context. A vertex x is isolated in A if it belongs to no arc of A. The vertex set spanned by A, denoted V (A), is the set of vertices that are not isolated in A. If V (A) = X we say that A spans X.
Note that a connected set of arcs need not span the entire vertex set. The maximal connected subsets A 1 , . . . , A K of A are called the arc-components of A. The arc-components partition A. The sets X(A i ) partition X(A) and are called the vertex-components of A.
For B ⊆ A we define arcspan A B to be set of arcs of A that join two vertices belonging to the same vertex-component of B, Thus arcspan A B is the maximal subset of A whose vertex-components are the same as the vertex-components of B.
2.3.
Diamond-closure. We now introduce some non-standard notation particular to this paper. A pair of arcs x → y and x → z having the same tail is called an out-V and is denoted x → [[y, z]] and a pair of arcs y → w and z → w have the same head is called an in-V and is denoted [
The intersection of diamond-closed subsets is diamond-closed, so is an alignment on the set Arcs(X), and has an associated closure map ⋄ A : 2 Arcs(X) −→ 2 Arcs(X) , where ⋄ A (B) is the intersection of all diamond-closed subsets that contain B. In most situations, the set A is understood from context and we write simply ⋄ for ⋄ A . We say that B is a ⋄-generating set for set C if C ⊆ ⋄(B).
Lattices, Modular lattices and Modular lattice diagrams.
Let L be a complete lattice with operations ∨ (join) and ∧ (meet) and associated partial order ≤ defined by x ≤ y provided x ∨ y = y, or equivalently x ∧ y = x. A complete lattice necessarily has a unique minimum element,0 =0 L = ∧ x∈L x and a unique maximum element1 =1 L = ∨ x∈L x.
We restrict attention to lattices of finite length, i.e., those for which there is an upper bound on the length of the longest chain (totally ordered set).
Since L is complete, the join and meet of any subset A of elements is well-defined, and are denoted, respectively by A and A.For A = ∅, A =0 and A =1.
We say y covers x in L (equivalently x is covered by y), provided that x < y and for all z such that x ≤ z ≤ y we have z = x or z = y. The cover set C L is the set of arcs x → L y with x, yt ∈ L such that x covers y. Since L has finite length, x < y if and only if there is a directed path from y to x in the cover graph.
The height function of lattice L of finite height is the function h = h L : L −→ N, given by h L (x) is equal to the length (number of arcs) of the longest directed path from0 to x in C L . Thus h L (0) = 0. The height of L, h L is defined to be h L (1).
The cover set of a lattice of finite height is connected, since there is a directed path from any element to0 L . When y → L x we have h(y) ≤ h(x) + 1. We say that L is ranked provided that h(y) = h(x) + 1 whenever y covers x. We note the following well-known fact. Proposition 2.1. For a height-bounded lattice L, L is ranked if and only if for any y, x with y > x, every directed path from y to x in the cover graph has the same length.
A sublattice K of L is a subset closed under ∨ and ∧. Every subset of L with one element is a sublattice, and we say that a sublattice is non-trivial if it contains at least two elements of L. As a finite lattice, K has a minimum0 K and1 K which need not be the same as0 L and1 L . The intersection of sublattices is a sublattice, so the set of sublattices is an alignment on L. For Y ⊆ L, the intersection of all sublattices containing Y is denoted Y L and is called the sublattice generated by Y .
If x, y ∈ K and x covers y in L then clearly x covers y in K, but the converse does not hold. For example, one can have a sublattice K for which C L [K] is empty (i.e, K contains no pair of elements that comprise a cover in L.) Thus the cover set C K contains the induced set of arcs C L [K], and the containment may be proper. We say that K is cover-
We say that K is a connected sublattice if C L [K] is connected. A cover-preserving sublattice is necessarily connected (since C K is connected) but a connected sublattice need not be cover-preserving. We have the following simple but useful criterion for a lattice to be cover-preserving:
Proof. Assume K is cover-preserving. Let x, y ∈ K with y > x. Then there is a directed path y = y 0 , . . . , y k = x in C K , and since C K = C L [K], this path also lies in C L .
Conversely, assume that for all x, y ∈ K with y ≥ x there is a directed path in C L from y to x with all elements in K. Suppose w covers v in K; we need that w covers v in L. Since w > v, by assumption there is a directed path w = w 0 , . . . , w k = x in C L with all elements in K. If k > 1, then y > y 1 > x contradicts that y covers x in K, so k = 1 and y covers x in C L .
Next we consider the diamonds in C L . We say that x, y are ∨-neighbors, denoted x ∼ ∨ y, provided that x ∨ y covers both x and y. It is easy to check that x ∼ ∨ y if and only if the cover graph has an out-V with heads x,y, and this out-V is
Similarly, we say that x, y are ∧-neighbors denoted x ∼ ∧ v provided that x and y cover x ∧ y. Then x ∼ ∧ y if and only if the cover graph has an in-V with heads x, y and this in-
In this case we say that x, y are diamond -neighbors denoted x ∼ ⋄ y, and let D(x, y) denote this diamond. This is the only possible diamond with x and y as the middle vertices. (1) L is modular.
(2) The relations ∼ ∨ , ∼ ∧ and ∼ ⋄ are the same.
(3) L is ranked and the height function satisfies h(x)+h(y) = h(x∧y)+h(x∨y) for all x, y.
The second characterization is of special interest for us. A lattice is distributive if ∧ distributes over ∨ (and, equivalently, ∨ distributes over ∧). In particular, distributive lattices are modular. Any sublattice of the lattice of all subsets of some set (with operations ∪ and ∩) is distributive (and every distributive lattice is isomorphic to such a lattice). As noted in the introduction, it was shown in [19] that for every finite subset S of R there is a unique monic polynomial f S such that the ideal R[t]f S is the intersection of the ideals R[t](x − s) for s ∈ S. The set {f T : T ⊆ S} ordered by right divisibility is a sublattice, denoted L S of the lattice L(R) of polynomials in R[t] under right divisibility with f ∧ g equal to the greatest common right divisor and f ∨ g equal to the least common left multiple. The graph G S was defined to be the cover graph of the lattice L S , and its arc set is denoted A S .
The following observation (essentially from [7] ) can be interpreted as saying that the rational closure on Λ S is at least as strong as the ⋄-closure on A S : 2.7. An example: the diamond closure of a generic subset S includes all S-pseudo-roots. Gelfand and Retakh [8] showed that if X is a suitably generic set of elements of division ring R, then X rationally generates the entire set Λ X of X-pseudo-roots. Here the genericity requirement on X = {x 1 , x 2 , . . . , x n } is that any Vandermonde submatrix It is easy to show that ⋄(S) includes all arcs T ∪ {u} → T ( by induction on T ) and therefore ⋄(S) = A S . By Proposition 2.4 this implies that all S-pseudo-roots are rationally generated by S.
Diamond-closure in a finite modular lattice
In this section we provide a simple description of the diamond-closed sets of modular lattice of finite length. Throughout this section L denotes an arbitrary finite modular lattice and C L is its cover set.
We note the following easy observation:
The set ⋄(S) can be constructed from S by the following direct procedure: If there is any diamond D spanned by S that is not contained in S then replace S by S ∪ D. The definition of ⋄(S), implies that this operation preserves diamondclosure, and therefore when the process terminates (which it must by finiteness), we have ⋄(S). In particular, S ⋄-generates A if this procedure produces all of A. This direct construction provides little insight into the structure of sets that ⋄generate A. We will give a more explicit characterization of ⋄(S) for graphs arising from modular lattices that is (1) easier to check for a given set S, and (2) provides more insight into the structure of sets that ⋄-generate A. Our characterization is particularly simple when L is distributive.
3.1.
Diamond-closed sets of finite modular lattices. We begin by observing that every sublattice of a finite lattice L is diamond closed with respect to the graph C L : More generally, a sublattice packing of L is a set K = {K 1 , . . . , K s } of disjoint sublattices. Define C K = i C L [K i ], i.e., the union of the arc-sets induced by the C L on each K i . (This is a subset of, but not necessarily the same as, the arc-set induced by C L on i K i since it doesn't include arcs between different K i .) Then C K is diamond-closed, (since the union of diamond-closed subsets of arcs that are pairwise disconnected is diamond-closed).
The main result of this section is that for modular lattices these are the only diamond-closed subsets, and further we can restrict the K i to be cover-preserving sublattices of L. (This is not true for non-modular lattices.) We say a sublattice packing K is a CS-packing if all of its members are cover-preserving sublattices. Theorem 3.3. Let L be a finite modular lattice. For S ⊆ C L (i.e., a set of arcs in the cover graph) the following are equivalent:
(1) S is diamond-closed.
(2) Each arc-component of S is induced from C L by a cover-preserving sublattice.
Proof. The implication (2) ⇒ (3) follows from the definitions of C L (K) CS-packing, and the fact that every cover-preserving sublattice is connected. We have already noted the implication (3) → (1). It remains to prove (1) ⇒ (2). For this it is enough to consider the case that S is connected and show that there is a cover-preserving sublattice K such that S = C L [K]. The general case follows by applying this result to each connected arc-component of S.
We'll need some additional facts about finite modular lattices. Some of these facts are well-known, we include their easy proofs for completeness. Throughout this proof, L denotes an arbitrary modular lattice of finite length with height function h and x and y are arbitrary elements of L. Proof. All but the first equality follow from the third part of Theorem 2.3. The fact that d(x, y) ≤ 2h(x ∨ y) − h(x) − h(y) follows by constructing a path from x to x ∨ y (by ascending the lattice) and then from x ∨ y to y (descending the lattice).
Next we show d(x, y) ≥ h(x∨y)−h(x∧y). We prove this by induction on d(x, y). The result is trivial when d(x, y) = 1. Suppose d(x, y) > 1 and let x = x 0 , . . . , x s = y be a shortest path from x to y. Then x 1 , . . . , x s must be a shortest path from Proof. Assume S contains a path from x to y of length d(x, y). We prove that S has an up-down path of the same length (the argument for a down-up path is similar). For a path P , and for 1 ≤ i < j ≤ d(x, y) we say that i, j is an inversion if step i is a down step and step j is an up step. Let P = x 0 , . . . , x d(x,y) be the induced path of length d(x, y) from x to y with the fewest number of inversions. We claim that P has 0 inversions, and so is an up-down path. Suppose for contradiction that P has an inversion. Then there is an index i such that step i is down and step i + 1 is up.
. Thus we can replace x i by x i−1 ∨ x i+1 in the path to get a path in S with fewer inversions to contradict the choice of P . Therefore P has 0 inversions. So it suffices to show that there is a path from x to y satisfying (P1) or (P2). Let P be a shortest path from x to y and let z be the vertex after x in the path. Assume that x covers z (the case x is covered by z is similar). If z ∧ y = x ∧ y then (P2) holds. So assume z ∧ y < x ∧ y; by Proposition 3.4 we have z ∨ y = x ∨ y. As before we have e(z, y) = e(x, y)−1 and so by induction d(z, y) = e(z, y). 
We are now ready to prove the implication (1) ⇒ (2) of the theorem. Let S be diamond-closed; as noted earlier, we may assume S is connected. Let K be the set of elements of L that belong to some arc of S. We show that K is a cover preserving sublattice and that S = C L [K]. Suppose x, y ∈ K. Lemma 3.8 implies that S contains a path of length d(x, y) from x to y, and therefore Lemma 3.7 implies that S contains both an up-down path and a down-up path of length d(x, y) and so by Proposition 3.6, x ∨ y and x ∧ y belong to K, and so K is a sublattice.
Next we show that K is cover-preserving. Since S ⊆ C L [K], by Proposition 2.2 it suffices to consider a pair x, y ∈ K with y > x and show that S contains a directed path from y to x. By Lemma 3.7, there is an up-down path in S from y to x of length d(x, y). By Lemma 3.6 the up segment of this path ends with x ∨ y = y, which means the path has no up steps and is therefore directed.
Finally we show S = C L [K]. By definition of K, S ⊆ C L [K]. To show the reverse implication, suppose y → x ∈ C L [K]. By the previous paragraph, there is a directed path from y to x in S which must consist of the single arc y → x and so y → x ∈ S.
This completes the proof of Theorem 3.3.
We note the following: Corollary 3.9. For any finite modular lattice L:
(1) The mapping K −→ C K is a one-to-one correspondence between coverpreserving sublattices of L and connected diamond-closed subsets of C L . (2) The mapping K −→ C K is a one-to-one correspondence between CS-packings of L and diamond-closed subsets of L.
3.2.
Constructing the diamond-closure in finite modular lattices. The results of the previous subsection yield an explicit description of the closure of a set A of arcs. For the case that A is connected we have: For general A, Corollary 3.9 implies that there is a unique CS packing K(A) such that ⋄(A) = C K(A) . The following procedure can be used to determine K(A):
(1) Let Y be the set of vertex components of A.
(3) While K contains two distinct sublattices K, K ′ with nonempty intersection, remove K, K ′ from K and add K ∪ K ′ L .
Theorem 3.11. For any finite modular lattice L and A ⊆ C L , the above procedure terminates with K = K(A).
Proof. Since K is initially finite, and shrinks in size by one during each iteration of the while loop, this procedure terminates. Let K * be the final value of K and let K 0 be the initial value of K.
We 
Diamond-closure in distributive lattices
Theorem 3.11 describes the diamond-closure operation for a finite modular lattice. In this section we give a simplified description in the case that L is a finite distributive lattice.
We first use the Birkhoff representation theorem for distributive lattices to give a convenient way to describe the sublattices and the cover-preserving sublattices of a distributive lattice.
4.1.
Representing distributive lattices and sublattices. Let (Q, ≤) be a set with a quasi-order (i.e. a transitive and reflexive relation) Such a relation splits Q into equivalence classes where x and y are equivalent provided that x ≤ y and y ≤ x and ≤ induces a partial order on the equivalence classes. A partial order is a quasi-order where all equivalence classes have size 1.
We adopt the convention that every quasi-ordered set is equipped with distinguished elements0 Q and1 Q such that0 Q ≤ x ≤1 Q for all x ∈ Q and0 Q <1 Q . We refer to such a quasi-order as pointed. The equivalence classes of0 Q and1 Q may have size larger than 1, but these classes must be distinct. A downset of (Q, ≤) is a subset D satisfying (1) if x ≤ y ∈ Q and y ∈ D then x ∈ D, (2)0 Q ∈ D and (3)
The requirement that Q be pointed and that a downset satisfy conditions (2) and (3) are non-standard but useful for stating our results, especially the description of connected diamond-closed subsets given by Theorem 4.5.
An extension of a pointed quasi-order (Q, ≤) is a pointed quasi-order (Q, ≤ * ) that is at least as strong as ≤, i.e. x ≤ y implies x ≤ * y.
The set D(Q, ≤) of all downsets of (Q, ≤) is an alignment on Q. When this alignment is viewed as a lattice under set inclusion, ∧ corresonds to set-intersection (as for any alignment) and ∨ coincides to set union since D(Q, ≤) is closed under union. For example, if (Q, ≤) is the trivial ordering containing only relations x ≤ x, then D(Q, ≤) is just the lattice 2 Q of all subsets of Q. In general, D(Q, ≤) is always a sublattice of the lattice 2 Q of all subsets of Q, and is thus distributive. These are the only finite distributive lattices:
Theorem 4.1. (Birkhoff [2] ) For every finite distributive lattice L, there is a pointed partially ordered set (P, ≤), unique up to isomorphism, such that L is isomorphic to D(P, ≤).
Note that if (Q, ≤) is a quasi-order then D(Q, ≤) is isomorphic to D(P, ≤) where (P, ≤) is the pointed partial order on equivalence classes of Q mentioned earlier.
In what follows we consider an arbitrary finite distributed lattice represented as (P, ≤) for some pointed partial order (P, ≤). As the members of D(P, ≤) are sets, we denote this lattice by L rather than L, and denote subsets of L by caligraphic latters, and members of L by upper case letters.
As we now describe, this representation provides an easy way to describe sublattices of L, cover-preserving sublattices of L, the sublattice generated by an arbitrary subset of L, and the diamond closure of subsets of arcs of the closure graph. Theorem 4.2 establishes a natural correspondence between sublattices of D(P, ≤) and extensions of (P, ≤). In preparation we need some notation.
For Y ⊆ D(P, ≤), the partial order ≤ Y on P is defined by i ≤ Y j provided that every member of Y that contains j also contains i. If i ≤ j, then we necessarily have i ≤ Y j (since every downset of (P, ≤) that contains j also contains i) and so (P, ≤ Y ) is an extension of (P, ≤).
The following is a natural extension of Lemma 4.3 [24] with some differences in notation. There is a one-to-one correspondence between the sublattices of L and the extensions (P, ≤ * ) of (P, ≤) given by the following inverse maps:
• Extension (P, ≤ * ) maps to sublattice D(P, ≤ * ) of L.
• Sublattice M maps to extension (P, ≤ M ) Furthermore, for an extension (P, ≤ * ), D(P, ≤ * ) is a cover-preserving sublattice of L if and only if all equivalence classes of (P, ≤ * ) other than E 0 = E 0 (P, ≤ * ) and E 1 = E 1 (P, ≤ * ) have size exactly one.
Proof. First we show that the map (P, ≤ * ) to D(P, ≤ * ) is a one-to-one map from the set of extensions of P to the set of sublattices of L. For any extension (P, ≤ * ) of (P, ≤), D(P, ≤ * ) is a sublattice of L that is closed under intersection and union. The map is one-to-one: If (P, ≤ * ) and (P, ≤ # ) are distinct quasi-orders, without loss of generality suppose i ≤ * j and i is not ≤ # j. D(P, ≤ # ) includes the set {h ∈ P : h ≤ # j} and since this set contains j and not i, it is not a member of D(P, ≤ * ). Hence D(P, ≤ * ) = D(P, ≤ # ).
Next This implies that the map sending (P, ≤ * ) to D(P, ≤ * ) is a bijection from the set of extensions (P, ≤ * ) of (P, ≤) to the set of sublattices of L, and that the inverse map sends the sublattice M of L to the extension (P, ≤ * ).
Suppose now (P, ≤ * ) is an extension of (P, ≤). We want to show D(P, ≤ * ) is cover-preserving if and only if the classes of (P, ≤ * ) other than E 0 and E 1 have size 1.
We first note the following easy fact. Proof. Suppose D − C is ≤ * -equivalence class that is ≤ * -maximal among equivalence classes inside D. Then C ∈ D(P, ≤ * ) since j ∈ C ⊆ D and i < * j implies i < j (since ≤ * is an extension of ≤) and so i ∈ D (since D ∈ D(P, ≤)) and i ∈ D − C since D − C is ≤-maximal among equivalence classes inside D. Furthermore D covers C in D(P, ≤ * ) since for Z satisfying C ⊂ Z ⊂ D, Z is not a union of ≤ * -equivalence classes and so is not in D(P, ≤ * ).
Conversely, suppose C ∈ D(P, ≤ * ) and D covers C in D(P, ≤ * ). Then D − C is a union of ≤ * -equivalence classes. Let E ⊆ D − C be an equivalence class that is ≤ * -maximal among classes contained in D − C. Since D − C is a downset, E is also maximal among classes in D and therefore D covers D − E ≥ * C in D(P, ≤ * ) which implies D − E = C since D covers C in D(P, ≤ * ). Now suppose D(P, ≤ * ) is a cover-preserving sublattice of D(P, ≤) and suppose E is an ≤ * -equivalence class other than E 0 and E 1 . Select an arbitrary j ∈ E and let D = {i ∈ P : i ≤ * j}. Then D ∈ D(P, ≤ * ) and E ⊆ D is a ≤ * -maximal equivalence class in D. By Proposition 4.3, D covers D − E in D(P, ≤ * ) and since D(P, ≤ * ) is cover-preserving, D covers D − E in D(P, ≤). Applying Proposition 4.3 applied to D(P, ≤), E is a ≤-equivalence class, and therefore has size 1 since ≤ is a partial order.
Conversely, suppose all ≤ * -equivalence classes other than E 0 and E 1 have size 1. Let C, D ∈ D(P, ≤ * ) with D covering C. By Proposition 4.3, D − C is a ≤ *equivalence class. It is not E 1 (since1 ∈ D, and it is not E 0 (since0 ∈ C), and therefore it has size 1. Since C ⊂ D ∈ D(P, ≤) and |D − C| = 1 we also have C covers D in D(P, ≤). Therefore D(P, ≤ * ) is cover-preserving.
Corollary 4.4. Let (P, ≤) be a finite partial order and suppose S is a subset of D(P, ≤).
(1) The sublattice generated by S is equal to D(P, ≤ S ).
(2) If S is connected then D(P, ≤ S ) is cover-preserving.
Proof. Let K be the sublattice generated by S. For the first part, Theorem 4.2 implies that the K = D(P, ≤ K ). We claim this equals D(P, ≤ S ). Since S ⊆ K, D(P, ≤ S ) ⊆ D(P, ≤ K ). Since S is a subset of the sublattice D(P, ≤ S ), then K = D(P, ≤ K ) is a subset of D(P, ≤ S ).
The second part is an immediate consequence of Corollary 3.10.
We can now describe the diamond-closure of a connected subset A of arcs in the cover graph of a distributive lattice. For disconnected subsets, we can specialize the general procedure for diamondclosure for modular lattices in Section 3.2 to distributive lattices. As above, let L = D(P, ≤) be a distributive lattice. The two main tasks required to carry out this procedure are (1) Determining the sublattice generated by a connected subset of elements, and (2) Determining whether two sublattices have nonempty intersection. By Theorem 4.2, the sublattice generated by Y is D(P, ≤ Y ), which implements (1). To carry out (2), we make the following definitions: If (P, ≤ 1 ) and (P, ≤ 2 ) are quasiorders on the same set P then (P, ≤ 1∪ ≤ 2 ) is the transitive relation obtained by taking the transitive closure of the union of the relations. We say that (P, ≤ 1 ) and (P, ≤ 2 ) are compatible if in (P, ≤ 1∪ ≤ 2 ),0 P and1 P are in different equivalence classes.
Proposition 4.7. Let L = D(P, ≤) be a distributive lattice and let (P, ≤ 1 ) and (P, ≤ 2 ) be extensions. Then D(P, ≤ 1 ) ∩ D(P, ≤ 2 ) is nonempty if and only (P, ≤ 1 ) and (P, ≤ 2 ) are compatible.
Proof. Let ≤ 3 denote the transitive closure of ≤ 1 ∪ ≤ 2 . Let D = {j ∈ P : j ≤ 30 P }. If ≤ 1 and ≤ 2 are compatible then1 P ∈ D, and so then D ∈ D(P, ≤ 1 ) ∩ D(P, ≤ 2 ). Conversely, suppose C ∈ D(P, ≤ 1 ) ∩ D(P, ≤ 2 ). Then for all i ∈ P − C and j ∈ C we have neither i ≤ 1 j nor i ≤ 2 j, and thus the same property holds for ≤ 3 . Thereforê 1 P and0 P are in different equivalence classes with respect to ≤ 3 .
So if (P, ≤ 1 ) and (P, ≤ 2 ) are compatible, then D(P, ≤ 1 ) ∪ D(P, ≤ 2 ) is connected. The lattice spanned by this union corresponds to D(P, ≤ Y ) where Y = D(P, ≤ 1 ) ∪ D(P, ≤ 2 ). It is easy to verify that i ≤ Y j if and only if i ≤ 1 j and i ≤ 2 j, so that ≤ Y =≤ 1 ∩ ≤ 2 . Using this, we obtain the following procedure for obtaining the diamond-closure of an arbitrary subset A of the arcs of D(P, ≤).
(1) Let {A 1 , . . . , A k } be the connected components of A.
(2) For i ∈ {1, . . . , k} let Y i = L(A i ), and let (P, ≤ i ) be the extension (P, ≤ Yi ). Let P be the set consisting of all of the quasi-orderings {≤ i : i ∈ {1, . . . , k}}. 
