




　　内容提要 :本文基于 Q 型因子分析的基本思想 ,结合对应分析方法 ,建立了一种适用于大型数据库聚类的方
法。该方法既解决了 Q 型因子分析算法效率方面的问题 ,也解决了传统对应分析法中缺乏客观分类标准、信息损
失严重等多种缺陷 ,在实证分析中也取得了良好的效果。
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Abstract :Based on the idea of Q2mode factor analysis and correspondence analysis , this paper proposes a new clustering
approach to fit for large2scaled database. The approach is effective in calculation which is an obstacle in Q2mode factor analysis.
Additionally , this approach overcomes the subjectivity of traditional correspondence analysis and avoids the lost of information. The
validity of the proposed approach is verified with a case.
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　　一、引言





析[8 —10 ] 。因此 ,该方法并不能直接应用到数据挖掘
领域。Guttman ( 1941 ) 以 内 部 一 致 性 ( internal
consistency)作为计算准则[11 ] ,Benzécri (1969) 基于对
数据矩阵的重新标度 ,分别从不同角度证明了对应
分析中 R 型因子解和 Q 型因子解的对偶性 ,从而为
解决 Q 型因子分析运算速度上的瓶颈提供了思路。
本文正是基于 Benzécri 对应分析的基本思路 ,在卡
方距离框架下构造了一个与经典 Q 型因子分析类
似的因子载荷阵 ,并给出了因子得分的求解方法。









　　对于由 n 个样品和 p 个变量构成的 n ×p 初始
数据矩阵 ,Q 型因子分析就是把 n 个样品分别表示为
k 个公共因子和一个特殊因子的线性加权和。即 :
Oi = ai1 F1 + ai2 F2 + ⋯+ aik Fk +εi
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其中 , Oi 表示第 i 个随机样品 , F1 , F2 , ⋯, Fk 为公共
因子 ,εi 为特殊因子。O 是由 n 个样品构成的随机向
量。矩阵 A 称为因子载荷阵 ,系数 aij称为因子载荷 ,
它表示了第 i 个样品对第 j 个公共因子的相对依赖
程度。可以证明因子载荷阵满足如下两个性质 :
性质 1 :因子载荷阵 A 就是随机向量 O 和 F 的
协差阵。即
Cov(O ,F) = A (3)
如果数据是经过行标准化的 ,则矩阵 A 就是随
机向量 O 和 F 的相似系数矩阵 , aij就是 Oi 和 Fj 的
相似系数。
性质 2 :样品 Oi 的方差可以分解为公因子解释
的方差和特殊因子方差两部分。即















i2 + ⋯+ a
2
ik (4)
从空间几何的角度来看 ,在 k 维因子空间中 ,
样品 Oi 可以用向量 Oi = ( ai1 , ai2 , ⋯, aik )′表示 ,并
且对应于因子空间中的一个点。对于标准化过的数






ij ≈ 1 ,即因子空间中的样品点都大致落在单位









类。这样 ,如果提取 k 个因子 ,样品将被分为 2 k
类。图 1 中 ,在 F1 上有较大正载荷的 Q1 和 Q2 归为
一类 ,在 F2 上有较大正载荷的 Q3 和 Q4 归为一类 ,






然而 ,通过算法分析可以知道 ,若对一个由 n
个样品和 p 个变量构成的数据矩阵进行Q 型因子分
析 ,必须要求一个 n ×n 协差阵的特征根及相应的
特征向量 ,其算法的时间复杂度为 O ( n3 ) ,也就是
说其运行时间大致与 n3 成正比。那么 ,当样本容量





了Benzécri 对应分析的思路 ,利用对应分析中 R 型









方距离空间。设原始数据矩阵 X = ( xij ) n ×p 。首先 ,
对原始数据矩阵进行变换 , 得到过渡矩阵 Z =
( zij ) n ×p 。其中
zij =
xij - xi . x . jΠx . .
xi. x . j
则可以证明 , p 阶方阵 ∑c = Z′Z 就是卡方距离意
义下 p个变量点的协差阵 ,而 n阶方阵 ∑r = ZZ′就
是卡方距离意义下 n 个样品点的协差阵 ,且 ∑r 和
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∑c 具有完全相同的非零特征根λ1 ,λ2 , ⋯,λk ( k ≤
min{ n , p} - 1) 。同时可以证明 ,若 u j 为特征根λj 关
于 ∑c 的特征向量 ,则特征根λj 关于 ∑r 的特征向
量 vj = Zu j 。
这样 ,就建立了对应分析中 R 型因子分析和 Q
型因子分析的关系。也就是说 ,不再需要 n 对阶方
阵 ∑r 求特征根和特征向量 ,而可以从 p 阶方阵
∑c 出发直接得到 R 型因子载荷阵
B = (u1 λ1 ,u2 λ2 , ⋯,u k λk ) (5)
以及 Q 型因子载荷阵




如前所述 ,矩阵 ∑c = Z′Z和矩阵 ∑r = ZZ′分
别代表了卡方距离意义下变量点的协差阵和样品点
的协差阵。因此有与式 (3) 类似的结论 : Q 型因子载
荷 aij 代表了样品Qi 与因子 Fj 在卡方距离意义下的
协方差 ,即
aij = Covχ2 ( Oi , Fj ) ② (7)
为了得到一个能够代表样品与因子之间相似系
数的因子载荷阵 ,需要对式 (6) 中的因子载荷阵A进
行一定的加工。






Oi 在卡方距离意义下的方差 ,记为Varχ2 ( Oi ) 。因此 ,






ij ( i = 1 ,2 , ⋯, n) ,得到一个标准化的因子载
荷阵 A 3 , 即


















Covχ2 ( Oi , Fj )









= a 3ij (10)
即 a 3ij 代表了样品 Oi 与因子 Fj 在卡方距离意义下
的相似系数。





ij ≈ Varχ2 ( Oi ) 。
从而新的因子空间中向量 O 3i 的长度 :








































3 进行方差最大旋转③。即寻找一个旋转矩阵 T ,
使得旋转后载荷阵 A 3r = A
3
T 每一列元素的绝对值





型因子分析中 ,所有的样品被分别聚在 k 个因子轴
的周围 ,因此可以用公因子来代表各类 ,用 Q 型因
子得分来解释各类的特征。同样地 ,在对应分析聚
















准 ;二是将 k 维因子载荷投影到 2 维空间中 ,经常导致严重的信息损
失。
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估计因子得分①:
f̂ ( j) = (A′A)
- 1
A′(Xχ2 ( j) - Xχ2 ) ( j = 1 ,2 , ⋯, p) (12)
其中 ,A 为 Q 型因子载荷阵 ,Xχ2 ( j) 和 Xχ2 分别为卡方
距离框架之下的样品点向量和样品点均值向量。即










Xχ2 = ( p1. , p2. , ⋯, pn. )′
其中 ,






xij , pi. = ∑
p
j = 1














以及每一步骤的时间复杂度。其中 , n 为样本容量 ,
p 为变量个数 , k 为提取的因子数 , i 为提取因子时
的迭代次数 , r 为因子旋转的迭代次数③。
　　表 1 对应分析聚类法的时间复杂度
算法步骤 时间复杂度
1 计算过渡矩阵 Z O ( np)
2 计算 p 阶方阵 ∑c = Z′Z O ( np2)
3 求解 R 型因子载荷 O ( ip3)
4 利用 R 型解得到 Q 型解 O ( npk)
5 对 Q 型因子载荷阵进行旋转 O ( nrk2)




　O ( np) + O ( np2 ) + O ( ip3 ) + O ( npk) + O ( nrk2 )







析的变量共有 5 个 ,分别为市话费、长话费、漫游费、
信息费和新业务费④。这里提取 3 个因子 ,从而将
10 万名手机用户分为 6 类。
表 2 为旋转后Q 型因子载荷阵。从该表中可以
清晰地看到不同手机用户的聚类结果 :在因子 1 上
具有较大正载荷的用户被分到第 1 类 ,具有较大负
载荷的被分到第 2 类 ;在因子 2 上具有较大正载荷
的被分到第 3 类 ,具有较大负载荷的被分到第 4 类 ;
在因子 3 上具有较大正载荷的被分到第 5 类 ,具有
较大负载荷的被分到第 6 类。
　　表 2 旋转后 Q型因子载荷阵(截选)
类
别










139 3 3 3 3 0288 　0. 901 　0. 004 　0. 434 1 +
139 3 3 3 3 9359 0. 903 - 0. 012 0. 214 1 +
138 3 3 3 3 9857 0. 669 0. 174 0. 458 1 +
… … … … … …
135 3 3 3 3 5712 - 0. 916 - 0. 287 0. 168 1 -
138 3 3 3 3 9997 - 0. 842 - 0. 523 - 0. 119 1 -
139 3 3 3 3 6027 - 0. 811 - 0. 366 0. 175 1 -
… … … … … …
138 3 3 3 3 6198 - 0. 351 0. 926 - 0. 140 2 +
138 3 3 3 3 7820 0. 054 0. 995 - 0. 086 2 +
138 3 3 3 3 3228 - 0. 159 0. 819 - 0. 499 2 +
… … … … … …
138 3 3 3 3 5656 - 0. 308 - 0. 912 - 0. 217 2 -
138 3 3 3 3 4766 0. 362 - 0. 839 - 0. 237 2 -
139 3 3 3 3 1533 0. 097 - 0. 954 - 0. 244 2 -
… … … … … …
139 3 3 3 3 1990 - 0. 080 0. 554 0. 826 3 +
139 3 3 3 3 8959 - 0. 141 0. 368 0. 918 3 +
139 3 3 3 3 3326 - 0. 569 0. 085 0. 817 3 +
… … … … … …
138 3 3 3 3 8195 - 0. 154 0. 519 - 0. 793 3 -
135 3 3 3 3 9515 0. 485 0. 203 - 0. 846 3 -
138 3 3 3 3 7388 - 0. 165 - 0. 333 - 0. 927 3 -
… … … … … …







均不大 ,一般在不超过 30 次迭代后达到收敛。
值得注意的是 ,这里并非直接针对 R 型因子载荷进行方差
最大旋转。此处的“旋转后 R 型因子载荷”是标准化后的 R 型因子
载荷在上述 Q 型因子旋转之后得到的因子空间中的坐标。即首先
对初始 R 型因子载荷阵 B 每一行除以卡方距离意义下变量点标准
差 ,得到一个标准化的 R 型因子载荷阵 B 3 ,然后对其直接右乘上述
Q 型因子旋转矩阵 T。
在回归法中 ,需要对协差阵求逆 ,而由对应分析的理论可
知 ,样本协差阵 ∑r 是一个降秩矩阵 ,因此 ,这里无法使用回归法估
计因子得分。
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户在各种话费上的均值。结构表 3 —表 5 的信息可
以清晰地看出 6 类不同用户群体的消费特征。因子
1 正方向所代表的第 1 类用户群体的消费特征为高
漫游费、低市话费 ,该类用户月平均市话费仅不到
30 元 ,漫游费却平均高达 7115 元 ,可将此类用户命
名为“商务型用户”。因子 1 负方向所代表的第 2 类
用户恰好与第 1 类相反 ,其特征是高市话费、低漫游
费 ,其月平均市话费为 4716 元 ,平均漫游费仅为 111
元 ,可将此类命名为“本地型用户”。
第 3 类用户群体特征为新业务费比例较高 ,月
平均为 2214 元 ,几乎接近市话费的水平 ,可命名为
“新兴型用户”。与之相反的是第 4 类用户 ,他们几
乎不使用新业务 ,新业务费月平均不到 1 元 ,称其为
“传统型用户”。
第 5 类是信息费比例较高的用户群体 ,月平均




　　表 3 旋转后 R型因子载荷阵
变量 因子 1 因子 2 因子 3
市话　 - 0. 972 - 0. 002 0. 058
长话　 - 0. 162 - 0. 058 - 0. 098
漫游　 0. 770 - 0. 462 - 0. 436
信息　 0. 372 0. 030 0. 928
新业务 0. 310 0. 930 - 0. 196
　　表 4 不同用户群体在各种话费上的均值
第 1 类 第 2 类 第 3 类 第 4 类 第 5 类 第 6 类
市话 29. 4 47. 6 24. 5 65. 9 18. 2 47. 5
长话 5. 3 2. 9 2. 3 8. 6 1. 5 6. 5
漫游 71. 5 1. 1 5. 4 18. 5 3. 9 10. 9
信息 6. 0 2. 9 6. 9 2. 6 15. 8 1. 1
新业务 5. 3 1. 6 22. 4 0. 9 1. 1 12. 0
样本容量 15893 60176 13780 10484 21141 4878
　　五、结语






有 p 个变量 ,则对应分析聚类法将最多可以将其分
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