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ABSTRACT
COMPUTATIONAL OPTIMIZATION METHODS FOR MODELING THE
EFFECT OF MUSCLE FORCES ON BONE STRENGTH ADAPTATION
by
Catherine Siena Florio
An improved understanding of the mechanical influences that alter the strength of a bone
can aid in the refinement of the wide array of currently available techniques to counteract
the losses of bone strength that occur due to age or disuse both on Earth and in Space. To
address this need, computational modeling methods to quantitatively analyze and
compare the effects of mechanical factors on the strength of a targeted bone within a
multibone, multimuscle system are developed and implemented in this work. Through a
more detailed representation of the system in which the bone acts and the creation of a
model that does not require experimentally based parameters, the developed techniques
eliminate many of the difficulties that have often hindered these musculoskeletal
phenomena from being studied with the tools and methods readily employed in the
investigation of their inert mechanical counterparts.
The computational techniques developed couple the determination of the muscle
forces acting within the system studied, the stresses they induce within the bones of the
system, and the ensuing adaptations of the shape of one of these bones, altering its
strength. This is accomplished through the use of gradient based optimization methods,
finite element methods, and gradientless optimization methods, respectively.

The

developed gradientless optimization methods in this work progress the bone shape design
toward one with a more uniform state of stress through the relative effects of measures of
the local stress state, the global stress state, and the variation of the local stress state over

the region being optimized.

Quantitative measures of the progression towards a

uniformity of the stress state during the optimization process are defined so that relative
changes can be directly compared between the various mechanical factors studied.
Similarly, methods are developed to independently assess the ability of the conditions
studied to induce bone shape alterations that improve the strength of the bone under a
standard set of loading conditions.
The implementation of the model in a parametric study of methods to improve the
resistance of the tibia bone to stress fractures demonstrates its ability to evaluate the
effects of various loading conditions, with forces and stresses studied ranging three
orders of magnitude. From this investigation, loading modes are identified that improve
the bone's strength in the fracture prone region by up to 20%.

The developed

computational modeling techniques eliminate the difficulties inherent in the experimental
investigation of mechanically based alterations to bone strength and provide a means for
the improved understanding and, ultimately, better control of these adaptive phenomena.
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CHAPTER 1
INTRODUCTION

1.1

Objective

An improved understanding of the mechanical influences that alter the strength of a bone
can aid in the refinement of the wide array of currently available techniques to counteract
the losses of bone strength that occur due to age or disuse. To address this need, the work
presented focuses on the development and implementation of computational modeling
methods to investigate the effects of mechanical factors on bone strength.

These

modeling methods consist of:
1. The ability to determine the forces acting on a bone, including those produced by
individual muscles,
2. The ability to determine the distributions and amounts of local material accretion
or resorption that occur due to biological functional adaptation phenomena in the
bone structure and that result in changes to the bone's overall shape, and
3. The ability to correlate the shape changes to relative measures of the bone's
capacity to resist the loading conditions it typically encounters so that
comparisons among various strength changes can be made.
The first part of this work consists of the development of these modeling methods. Their
application, through parametric studies of a multimuscle, multibone, single leg system in
the second part of this work, demonstrates the capability of these techniques to
quantitatively compare the effects of specific mechanical factors on the strength of a
fracture prone region of a bone that is part of the musculoskeletal system investigated.
Numerical mathematical optimization methods coupled with finite element
structural analysis methods are used in the modeling techniques developed in this work.

1
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Using optimization methods, the forces acting on the bones and the resulting shape
changes are determined. Through finite element methods, the stress and strain fields that
drive these shape changes are found. The results of the finite element structural analysis
are also used to calculate measures of the relative change in the mechanical behavior of
the bone due to the alteration of its shape. These measures quantify the ability of each
studied set of loading parameters to improve the bone's effectiveness at resisting typically
encountered forces and, hence, to improve its strength.
This investigation furthers the understanding of the relationship between
mechanical factors and bone strength adaptation and expands and enhances the currently
available approaches to its study. By developing these computational modeling methods,
means for quantitative, objective comparisons of bone loss mitigation techniques are
introduced. Through their use, insight is gained into the effects of the forces produced by
the musculoskeletal system on the local changes to the shape and strength of its bones.
While applied to one representative system in this investigation, the methods created can
be utilized to study any musculoskeletal system desired. The knowledge gained through
this work and the subsequent employment of the developed modeling techniques can be
useful in the creation of exercise regimens that successfully improve bone strength,
particularly in regions that might be especially susceptible to fracture.

1.2

Motivation For Study

The investigation of the strength adaptations of bone and the application of the resulting
insight learned about these phenomena to the prevention of the detrimental effects of
decreased bone strength has been the focus of much research. A review of the foundation
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of this field, with a focus on the areas which currently demonstrate an incomplete
understanding and, thus, served as an impetus for the present work, will be discussed.

1.2.1 Strength Adaptation of Bone
"Nature is ever at work building and pulling down, creating and destroying, keeping
everything whirling and flowing, allowing no rest but in rhythmical motion, chasing
everything in endless song out of one beautiful form into another." - John Muir, Our
National Parks, 1901
1.2.1.1 Functional Adaptations of Living Systems.

A living organism, like any

mechanical system, is comprised of numerous subsystems that each performs a specific,
individual, often localized task.

Also, as in mechanical systems, these subsystems

interact with each other as well to create the overall function of the entire system within
the global environment. When the environment of an inert mechanical system changes,
either the values of the operating parameters or the design of the system must be altered.
In mechanical systems, this must be done either manually by an engineer or operator or
automatically through a programmed feedback control system to maintain a relatively
constant prescribed level of system performance, which is often related to the system's
efficiency. In contrast to the mechanical systems that require external influences to
modify system function, biological systems have internal control mechanisms, driven by
biological phenomena, to automatically react and adapt to environmental changes.
French physiologist Bernard noted in 1857, "All the vital mechanisms, however varied
they may be, have only one objective, that of preserving constant the condition of the
entire organism." [1]. The resulting changes due to these biological phenomena are
called "functional adaptations".
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The concept of the "functional adaptation" of individual subsystems to local or
global environmental changes is related to Lemarck's early theory of evolution developed
in 1809 called "Acquired Inheritance".

This theory stated the widely observed

phenomenon of "use and disuse", that "parts of the body used extensively to cope with
the environment become bigger and stronger while those that are not used deteriorate"
[2], could be inherited and lead to evolution of a species. While this inheritance theory
was later disproved and replaced with Darwin's Theory of Natural Selection, the concept
inspired further investigation into the processes of "functional adaptation" in individual
organisms. In the late 1880's a biologist studying the form and function of bones on the
cellular level, Wilhelm Roux, explained that the "functional adaptation" of bones occurs
through a "quantitative self-regulating mechanism" controlled by a "functional stimulus"
[3].

This inspired more investigation into the processes that drive "functional

adaptations".
Use/disuse functional adaptation phenomena have been widely observed in many
systems in both animals and plants. One of the most common examples is the increase in
muscle size due to weight lifting exercises. For example, the muscles of the arm will
grow larger in order to enable the generation of the larger force needed to overcome this
increased resistance exerted by their external environment. Similar processes are seen in
plants. Because plants are fixed in place, their responses to environmental changes are
often related to the patterns of their growth that create the overall structure of the plant
[2] and, therefore, are much more noticeable than many of the adaptations in animals.
Thicker regions are observed on the upwind side of tree trunks to resist bending stresses
induced by wind [4, 5]. Similar phenomena are observed in the curved nature of tree

5
branches in response to locally high bending stresses created by the weight of the limb
itself [4, 5]. A series of experimental studies based on these observations were performed
in the 1970's where weights were hung on growing trees while variations in trunk
diameter and material properties at different cross sections along the length of the tree
trunks were measured and tracked with time.

Correlations made between these

measurements and calculated stress field variations showed thicker diameters and denser
material ("compression wood") in regions of locally high stress [6, 7].
In addition to changes in the external or global environment, functional
adaptations can also occur due to changes within the local environment. Often these
happen when some system components are damaged or change their functional
efficiency. For example, when one lung is removed, the other lung will often grow to fill
the entire chest cavity in order to maintain the total volume of air exchange of the two
normal lungs [8, 9]. Other times, changes in one subsystem trigger alterations in a related
one. For example, as a muscle grows larger due to increases in external environmental
loads, such as during weight lifting, systems that provide nutrients to the muscle must
react to this change, just as more coal, air, and water are needed to accommodate the
increased power needs when a larger sized turbine is added to a coal power plant. In the
biological system, blood vessels provide the nutrients to the muscles. More branches in
the vascular system are formed to bring "fuel" to the increased volume of the larger
muscle. This increased branching leads to a need for an overall greater supply of blood
to the muscle, causing an increased blood flow volume in the vessels leading to the
muscle, thereby increasing the pressure in these vessels. To accommodate the increased
flow volume, as in the lung example above, the inner diameters of the blood vessels
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increase. To counter the increased flow pressure inside the vessels, as in the tree trunk
subjected to bending loads, the outer diameters of the blood vessels also increase. In this
way, local changes to the circulatory system allow the overall organism to maintain
overall efficient functional performance despite changes to its environmental
requirements [10-12].
1.2.1.2 Function of Bone and Types of Bone Tissue.

Just like the respiratory,

circulatory, and muscular systems of animals and the structure of plants, adaptation of the
skeletal system occurs based on environmental changes. The changes in bones are
related to their two major functions: as a means of structural support and as a reservoir
for mineral storage.

In order to appreciate the adaptations that occur in bone, an

understanding of the basic structure and function of bone is required.
The first role of bone is that of structural support. This function is influenced
mainly by the size and the shape of the bone. As in the tree example discussed above, the
size and shape of the bone responds to environmental changes by adding volume
(material accretion) or removing volume (material resorption) at the bone's surfaces. The
hard, dense material that comprises the bone's surface and creates its shape is called
cortical bone tissue (Figure 1.1).

Cortical bone tissue is a structure of collagen

strengthened by calcium phosphate crystals [13]. With its high mineral content, cortical
bone has a very low porosity (5-10%) [13-15]. Because of the low porosity, cortical bone
acts mechanically like a near-solid material, such as a ceramic [14]. Collagen fiber
orientation, degree of mineralization, and porosity variations affect the mechanical
properties, and properties can vary with direction, making the material typically
transversely isotropic [14]. The rigid, solid behavior of the cortical bone tissue provides
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protection to internal systems, for example in bones such as the ribcage and skull, and
creates a sort of beam system through which movement is created, for example, in the
bones that comprise the extremities like the arms, legs, and fingers. Because a bone
made completely of this solid material would be very heavy, and, therefore, require
significant energy both to initiate and stop motion, the cortical bone tissue that creates a
bone's shape and the majority of its strength is restricted to a relatively thin outer shell
[13] (Figure 1.1). The interior of the bone is often hollow or filled with a much less
dense, more porous, and, therefore, mechanically different material called cancellous
bone tissue (Figure 1.1).

Figure 1.1 Basic structure and location of the two types of bone tissue.
Source: "cancellous bone." [Photograph]. In Encyclopedia Britannica. Retrieved from
http://www.britannica.com/EBchecked/media/101316/Longitudinal. Accessed 10/14/13. With permission.

The second role of bone is that of a mineral reserve. This function is mainly the
responsibility of this less dense cancellous bone tissue.

Cancellous bone tissue is

comprised of the same material as cortical bone. However, it is highly porous (50-95%)
[15]. In regions that contain both types of bone tissue, the porosity of the bone varies
continuously from cortical to cancellous materials (Figure 1.1) so there are no specific
geometric, mechanical, and densometric boundary distinctions between two types of bone
tissues [14].

Nonetheless, the differences do affect the behavior of the materials.
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Mechanically, cancellous bone tissue behaves like an isotropic porous rigid foam-like
material [13]. The highly porous structure of cancellous bone tissue is often filled with
bone marrow, blood vessels and other structures that allow for direct and easy ion
exchange with the mineral crystals that form the cancellous bone tissue structure.
Therefore, the mineral content of the cancellous bone tissue is constantly altered,
allowing it to rapidly address the calcium, phosphorous, and other mineral needs of the
nervous, circulatory, and muscular systems [16]. Alterations in the mineral content affect
the structure, mass, density, and, therefore, overall material strength of the cancellous
bone tissue.
While the two functions of the bone appear to be separated by the two types of
bone material tissues, in fact, both cortical and cancellous bone perform each of these
functions, although on different scales. Because of its very high mineral content, cortical
bone tissue does provide for mineral needs of the body's systems, especially in response
to long term changes. Because of the very large plastic deformation range of cancellous
bone tissue and the soft materials that often fill its pores, it has good energy absorbing
abilities.

Energy from the potentially large forces that can be exerted on bones is

attenuated by this porous cancellous material, and its struts act as a truss-like structure to
direct stresses away from the more brittle cortical tissue on the bone's surface [13].
Therefore, alterations to both the structure and mineral content of both types of bone
tissue have an effect on the overall structural and mineral storage functions of a bone.
1.2.1.3 Functional Adaptation of Bone.

The control mechanisms that create the

functional adaptations of bone occur through two independent processes to alter the
overall strength of the bone, often referred to as "whole bone strength" to differentiate it
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from the strength of the bone tissue material itself. In this work, however, the whole
bone strength is referred to simply as bone strength.

As with all other functional

adaptations, a bone's strength modification creates a structure suitable for it to operate
appropriately in its immediate environment.

As in mechanical design, an object's

strength can be adjusted through material choice (thereby adjusting its intrinsic
properties) or its shape (hence modifying its extrinsic properties). The example of the
functional adaptation of the tree showed that both the density of the trunk and the size of
its diameter can be altered to withstand increases in environmental load. The same is true
for bone. Changes to bone size or shape can occur by material accretion or resorption on
both the endosteal (inner) or periosteal (outer) surface of cortical bone, locally
strengthening or weakening the bone structure. Changes to mineral can content occur
both in the cortical and the cancellous bone tissue, altering the total mass and, therefore,
density, thereby affecting the intrinsic material properties.

Modifications to the

connections within the network of struts creating the porous structure of the cancellous
bone tissue also occur, altering the "stress flow" in the material, thereby affecting its
response to applied loading in an additional manner. Thus, both the size/shape of the
bone and its material properties can be adjusted to alter the bone's ability to resist applied
forces so that a steady level of performance may be maintained while operating
efficiently within the whole body system. Figure 1.2 depicts the material regions of a
typical long bone and their mechanisms for adaptation.
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Figure 1.2 Typical long bone structure and strength adaptation mechanisms.
Ties Between Bone Biology and Mechanical Design
Observations of these adaptation phenomena and the relationships between bone's "form
and function" have been recorded for centuries. In his seventeenth century studies of
human anatomy, Galileo, famous for his interest in mechanical devices, discussed the
"mechanical implications of the shapes of bones" [14]. These observations helped give
rise to more formal scientific investigations into mechanical design in nature. By the
eighteenth century, observations of functional adaptations of individual bones during the
lifetime of a living being were documented and concepts about the processes involved in
these changes began to be developed.

In studying cadavers in 1776, pathologist

Alexander Monro described the processes of the adaptive changes of the shape and
structure of bone as the "perpetual waste and renewal of the particles which compose the
solid fibers of the bone" [17]. Additionally, he noted that there are changes in these
processes with time that result in age-related differences in the overall structure of bones.
For example, he described the long bones, such as those of the arms and legs, of older
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people to be "thinner and firmer in their sides" and to have "larger cavities" than their
younger counterparts [17].
In the nineteenth century, as more formal mechanical and material testing
methods began to be developed and improved and engineering theory and analysis
techniques became more prevalent, more thorough investigations of the causes driving
the observed changes to bone's geometric and material properties became possible. A
number of human anatomy books, including those by Bougery and by Bell in the 1830's
discussed the concept that bone may be optimized for maximum strength with minimum
mass [18].

In 1858, a textbook by Humphrey discussed the idea of "absorption and

deposition" of bone as part of a process to control the "shape and lightness" of the bone
both in its interior volume and exterior surfaces [18]. By 1876, the interdependence of
the adaptations to both the bone's material properties and structure and its function was
beginning to form as Rauber suggested that a bone's strength depends on "the material,
the microscopic structure" as well as "the shape of the whole bone" [18]. While to
engineers, this does not seem like a radical concept since it is the basis for the design and
analysis of solid objects, the application of mechanical design principles to biological
tissues and structures was new to biologists, whose research had traditionally viewed
biological materials as unique and who had focused on chemical, cellular, or other innate
drivers to their existence and behavior.
Linking engineering theory and analysis to the study of the relationships between
form, function and adaptation of bone widened extensively near the end of the nineteenth
century. In 1866, a structural engineer regarded for his work on the structural analysis
technique of graphical statics, Culmann, noted how the pattern of struts in the cancellous
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bone tissue region of a femur, documented in drawings by anatomist von Meyer, was
similar to the set of stress trajectories he had recently calculated in a curved bar with a
similar loading pattern to that which was said to be imposed on the femur bone [16].
Upon this comparison, von Meyer suggested that cancellous bone "arranged itself along
principal stress trajectories" [16, 18]. Though bone biologist contemporaries of Culmann
were not well-versed in structural analysis theories themselves, this concept grew
amongst their ranks, and, in 1869, a paper summarizing these ideas was published by a
surgeon named Wolff. In this publication, Wolff declared that there was a "perfect
mathematical correspondence" between the structure of cancellous bone and the bone's
stress trajectories and that this mathematical correspondence is "necessary in the structure
of bones" [16, 18]. Extending this correspondence to the functional adaptation of bone
that he had been studying at the time, biologist Roux defined "pressure or tension" as the
stimulus that invokes the observed changes in bone strength [3]. These publications
escalated the collective excitement of the researchers studying bone biology about a
mathematical "proof" of their centuries worth of observations. The misunderstanding of
engineering stress analysis by Wolff and his colleagues relating to differences between
the basic material properties of Culmann's beam and cancellous bone tissue and to the
nonuniqueness of stress trajectories has since lead engineers to doubt the existence of a
"perfect mathematical correspondence" [3, 14, 16]. However, because of its tidiness, this
theory sparked an era of study into the relationships between the mechanical properties of
bone, its behavior under loading, and the processes behind functional adaptation, with a
focus on cancellous bone tissue.
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Driven by the quest to find the "mathematical correspondence" described by
Wolff and the improved experimental capabilities [18], much of the bone research in the
early to mid-twentieth century focused on the material properties of bone. From this
research, a better sense of the properties of bone and their variations based on "species,
age, sex, diet, state of health...and microscopic structure" [19] lead to theoretical and
experimental work in the mid-twentieth century to explain the biological mechanisms
behind the functional adaptation of bone. In the late twentieth century and into the
twenty-first century, with the increase in computer resource capabilities and numerical
analysis methods, work has focused on the mathematical modeling of this phenomenon in
an attempt to better understand and predict the mechanical influences on bone strength.
Effects of Bone's Functional Adaptations on its Overall Strength
Influenced by the focus on links between cancellous bone structure and calculated stress
trajectories and by the study of the intrinsic material properties of bone tissue, much of
the work on the functional adaptations of bone has moved away from the very early
observations of size and shape changes and towards the internal alterations in cancellous
bone density and composition. Because of the bone's function as a mineral reserve, rapid
and significant modifications to mineral composition can occur, allowing for its relatively
easy study and experimental alteration. Developments in X-ray and other scanning
technologies have readily allowed for the experimental measurement and clinical
monitoring of these density changes without the invasive or postmortem methods often
necessary to study bone's geometric changes. However, because cortical bone tissue is
approximately twenty times stronger and forty times stiffer than cancellous bone tissue
[16, 17], these relatively rapid modifications in the cancellous bone tissue can have little
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effect on the mechanical performance of the bone [17]. While cortical bone tissue has
significantly more calcium content than cancellous bone tissue, its state is less transient,
maintaining relatively stable material properties despite fluctuations of the bone's overall
mineral content [16, 17]. Consequently, the adaptations of bone's intrinsic properties,
while important in its ability to supply minerals for use in the processes of other systems,
might have less importance on the bone's ability to sufficiently withstand applied forces.
Studies of the material properties of both cortical and cancellous bone tissue have
shown relatively little variation with age, species and even many diseases [13, 20].
Greater strength differences of bone structures have been related to bone shape and size,
for instance comparing a rib to a femur to a finger bone.

Additionally, strength

differences for the same bone of animals, such as the femur bone, have been found to
vary almost linearly with size [13]. This follows mechanical stress and design theory that
changes in geometry are often more effective at modifying an object's behavior than are
changes in the material properties.
While geometric changes in bone typically occur at a slower rate than
mineral/density changes, bone growth can occur rapidly to significantly alter bone
strength when necessary. For example, temporary structures, called fracture calluses,
form in weakened areas of bone, such as surrounding a fracture, to quickly reduce
stresses at the fracture site while improving overall bone strength during healing [13, 16,
17, 21]. Figure 1.3 shows an example of a fracture callus that formed near a hip fracture,
which has been additionally stabilized by an implanted device.

A similar type of

structure is a bone spur, which often grows near an arthritic joint to reduce joint stresses
by increasing the joint contact area [17]. In addition to these "support patches", slower
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changes to overall bone shape can also alter bone strength.

Following Monro's

eighteenth century observations of the increased inner diameter of older bones, radial
expansion of both the inner and outer surfaces of long bones has been observed both with
age, disease or paralysis [17, 22]. It is thought that these changes in bone geometry
compensate for concurrently observed decreases in the material properties of the bone
tissues in these conditions. Additionally, some studies have shown that bone size, not
bone density, better predicts an increased risk of stress fractures [23-26]. Based on these
observations, a return to the early focus on overall bone geometry in driving and
controlling bone strength has been suggested [27, 28].

(a)

(b)

Figure 1.3 Bone callus formed near a fracture of the femoral neck in the hip. (a) fracture
(b) callus formation.
Because it is changes in the bone's mechanical environment and bone's role in
structural support that often results in adjustments to the way the bone behaves under
applied loading, it has been theorized that mechanical factors outweigh any genetic or
chemical factors driving modifications to the bone's strength [20, 29]. Accordingly, it is
possible for the analysis of the functional adaptations of bone to follow the methods used
in the engineering analysis and design of inert mechanical components.
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1.2.2 Loss of Bone Strength
The functional adaptations of bone strength create a structure with suitable strength to
operate appropriately under the immediate loading conditions that it typically encounters.
However, sometimes these adaptations create a bone structure too weak to withstand
everyday loads, resulting in an increased risk of fracture. These negative effects of
functional adaptation arise for a variety of reasons under various conditions. Because of
the potentially detrimental effects, significant research into the causes of this weakening
has been carried out.
1.2.2.1 Age and Disease Related Losses. The most common reasons for decreased bone
strength are related to age. Age related changes in bone strength have been ascribed to
the two main phenomena resulting from changes in bone material quality and the
intensity of loading on bone structures. Bone typically has processes to repair damaged
areas as a means to prevent the propagation of damage that could eventually lead to
fractures and, ultimately, failure of the bone structure. These normal processes remove
small sections of bone and replace them with new material over time. On average 5% of
cortical bone and 25% of cancellous bone is replaced by these processes per year [14].
During these repair activities, cavities are created where old or damaged bone is
removed. The complete replacement of the bone to fill these cavities can take up to six
months [17]. With age, the time to complete this repair process increases, leaving more
cavities over a longer period of time, and leading to a more porous material at any given
time [17]. Additionally, the slower repair rates with age have been found to lead to
longer periods of mineralization of the bone structure before removal and replacement.
This causes an overall stiffer, though more porous material, increasing the bone material's
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brittleness and susceptibility to fracture [30]. Mechanical measurements of bone strength
have found a 4-7% decrease in ultimate strain and a 30% reduction in ultimate tensile
strength of cortical bone from age 30 to age 80 [17].

Therefore, with age, the bone

material becomes, stiffer, more brittle and more likely to fracture under smaller stresses.
The increased stiffness with age was what Monro qualitatively noted in his eighteenth
century description of the "firmer" quality of older bones. Hence, age can deplete the
quality of the bone material itself.

Interestingly, similar changes have been observed

even in younger people due to diseases that change these bone repair phenomena or the
metabolic rates of mineral usage [22]. Figure 1.4 shows the change in bone density near a
hip joint with age.

(a)

(b)

Figure 1.4 Comparison of bone density distribution in the proximal femur (near the hip
joint) of a (a) 36-year-old and an (b) 73-year-old bone.
The second phenomenon that can decrease bone strength with age is related to the
loads applied to whole bone structure. Muscles have been shown to create larger forces
on bones than any associated with gravity, body weight, or impact [13, 14, 20, 31-33].
Muscles are attached to bones near the joints, allowing a large angular rotation to be
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generated by small muscle contractions, allowing for efficient motion of the body system.
This configuration, however, is opposite to that which would benefit efficient resistance
to external forces. It can be thought of in terms of the design of a lever, where the joint is
the fulcrum, the weight applied to the end of the bone is the load to be moved, and the
muscle applies the necessary force to move this weight. Thus, the closer the force to
oppose the weight is to the fulcrum, as is the case with the attachment location of the
muscles, the larger its required magnitude to move the weight at the end of the bone.
More simply, as noted by seventeenth century mathematician and physiologist Giovanni
Borelli, strong muscle forces are required to carry even light weights [14]. These large
muscle force magnitudes often create large stresses on the bones to which they are
attached and can, therefore, stimulate local functional adaptations in bones. In fact, a
strong correlation between muscle strength and bone strength has been observed. As a
result, decreases in muscle strength can lead to decreases in bone strength.
A reduction in muscle strength has been noted with age due to a combination of
decreased activity and physiological changes. In fact, as much as a 50% reduction in
muscle strength can occur by age 75 [32]. This age related decrease in muscle strength
alters the mechanical environment of the bones to which the muscles are attached and can
directly lead to subsequent age related decreases in bone strength. Similar changes have
been observed with other causes of decreased muscle strength such as paralysis, long
term immobilization, or significant alterations in exercise activity [34].
1.2.2.2 Losses in Microgravity. In addition to the local changes that result from muscle
forces, bone strength can also be altered due to changes in global environmental
conditions, for example changes in gravity. Because of the reduced magnitudes of body
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forces in microgravity, functional adaptations are initiated upon arrival in the new
"weightless" environment to alter the performance of all physiological systems so that the
whole body system can operate efficiently within the new global environment. In these
cases, the adaptive responses create a weaker bone that may be sufficient for this new
environment with typically smaller magnitude loads.

However, should larger

environmental forces resume, such as return to Earth or arrival on another planet, the
potential for fracture of these weaker bones can increase. Therefore, significant research
has been performed to understand the effects of microgravity on bone strength.
Measurements of changes in bone density (or mass) have been performed on
practically every US and Soviet space mission starting with Gemini and Soyuz [35-39].
Gemini and Apollo missions had X-ray equipment on board to measure hand and foot
bone densities. In the Gemini missions, which each lasted no more than two weeks, 323% losses in bone density were reported. Apollo missions included calcium balance
studies using blood and urine sampling and found significant decreases in calcium
balance due to increased calcium excretion over these two-week missions, leading to the
conclusion that bone density changes were directly related to systemic calcium losses.
The Skylab missions of the early 1970's focused extensively on life science studies.
During these one to three month missions, bone resorption markers and calcium excretion
were found to increase. However, significant variation in bone density changes were
noted between astronauts, ranging from 0-7% decreases from pre-flight measurements
[36]. Longer Soviet flights on Soyuz and Mir missions, ranging from two to six months,
also showed a wide variety in the amounts of bone loss measured, from no losses at any
site to up to a 20% loss in density at the heel [36, 38]. Recent increases in measurement,
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medical, and space technologies have lead to more sophisticated studies on the joint
Russian, American, and international missions using the Space Shuttle and the
International Space Station. Average monthly losses in bone density were determined to
correspond to average monthly calcium ion losses [36, 40], and correlations between
these losses and muscle atrophy measurements have been made [40, 41].
While significant variations in quantitative measures have been reported, general
trends in the musculoskeletal adaptations to microgravity have emerged. Muscle mass,
force and power as well as bone mineral density and systemic calcium ion levels all have
been found to reduce with time spent in microgravity. Muscle atrophy has been shown to
occur much faster than bone strength reductions, with significant muscle loss after only
eight weightless days [40] while cancellous bone density changes were not noticeable
until almost a month and cortical density decreases after two months [39, 42] in space.
Muscle and bone losses were found to be most significant in distal regions, at the ends of
the limbs far from the center of the body, [39, 43, 44] with up to a 20% reduction in
muscle size in the lower leg muscles that control ankle movement [40] and up to a 20%
loss in heel bone density [36, 38]. Corresponding measurements of the strength of
muscles that control hip motion diminished less than those of the ankle, ranging only
from 10% to 15% of their initial, pre-flight, abilities [40]. The changes in hip muscle
strength correlated with the up to 10% decrease in the bone density in the vertebrae of the
lower back that has been reported due to weightlessness, near where these muscles act
[45]. In addition to the faster rate of losses, the amount of cancellous bone density losses
have been measured to be as much as twice those in the cortical bone [39].
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Changes in bone and muscle strength have been found to be linear with time in
microgravity. Rapid losses in both muscle size and bone density, especially in the
cancellous tissue, have been observed upon initial entry into space, followed by slower
and more controlled losses that became constant with time [40]. After nine months of
one mission, muscle mass approached 70% of the pre-flight value [41].
In addition to a better understanding of the mechanisms of muscle and bone
weakening due to microgravity, the recovery due to increased global environmental
gravitational conditions has also been monitored. As with measured losses, a significant
variation in the amounts and rates of recovery has been reported. However, notable
trends have been uncovered. Muscle recovery occurs faster than bone recovery [46],
with muscle volume increasing exponentially with time [40]. The rate of bone formation
was found to increase upon return from space, while the bone resorption (decay) rates
continued to increase, though at slower rates, for some time after return [47].
Additionally, cortical bone mass appears to reach its preflight value faster than the
cancellous bone tissue [39]. With time, however, pre-flight strengths returned, indicating
the alterations are reversible. It should be noted that while bone density measurements in
microgravity changed significantly from pre-flight values during these studies, they were
still within clinically normal limits.

Therefore, no

space-induced osteopenia or

osteoporosis has been observed [37] and no osteoporotic fractures have resulted upon
reambulation [48].
The potential negative effects of functional adaptations of the musculoskeletal
system and the knowledge gained from their study, especially as a result of space travel,
has lead researchers to develop ways to artificially invoke or control these phenomena to
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modify bone strength even when internal or external environmental conditions would
drive changes differently. Such forced, controlled, alterations to the natural bone strength
adaptation phenomena target both the intrinsic (material) and extrinsic (shape) bone
property changes. Therefore, regardless of the cause, whether it be related to age, disuse,
disease or environmental conditions, the levels of bone strength reduction can be lessened
and the strength may even be increased by modifying the rates and amounts of bone
shape and density changes through the use of various interventions and countermeasures.

1.2.3 Current Countermeasures
Currently, two main methods to artificially alter the functional adaptation of a bone's
strength have been developed.

Each one targets a different strength modification

mechanism to focus on maintaining or improving bone strength through adjustments to
both the intrinsic and extrinsic properties of bone's mineral content and shape.
1.2.3.1 Pharmaceutical

Based

Countermeasures.

Pharmaceutical

based

countermeasures, from nutritional supplements to prescription drugs, target changes to
the intrinsic mechanical properties of bone through alterations in the amount or rate of
change in bone density by directly controlling its mineral content and porosity.
Implementation of this type of countermeasure is often straightforward by administering
consistent quantities of certain chemicals that affect the biological bone adaptation
processes over time or supplement the minerals that are stored in bones. Because they
target the amount and distribution of minerals in the bones, which can be easily measured
clinically, their effectiveness can be easily quantified and tracked with time.
Many pharmaceutical based countermeasures specifically target changes in bone
density through direct alteration of biochemical processes in the bone tissues and cells.
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Specifically, they artificially change the rates of release of minerals, mainly from the
cancellous bone tissue, where the quantity of minerals in bone naturally fluctuates
significantly. This is accomplished by slowing the repair processes in the bone tissue,
thus reducing the release of minerals from the bone tissue and the resulting material
porosity that occurs during these repairs [14, 36]. This leaves a denser, and, therefore,
stronger material. However, there have been some concerns of potentially unwanted side
effects of these pharmaceutical agents, like bisphosphonates, alendronates, and
ibandronates, the most significant of which is the potential for increased risk of fracture.
Bone fractures usually begin in the cortical rather than the cancellous region of
the bone [28]. The reasons for this are twofold. First, cortical bone tissue is on the outer
surface of a bone and is, therefore, subjected to higher stresses simply due to geometry.
Second, the dense, nonhomogenous nature of the cortical bone material and the
interspersed pores make it more susceptible to the development and propagation of
cracks.
In a nonhomogeneous material, cracks form when local variations in a region
result in stresses beyond the material's yield strength. They propagate when the strain
energy stored in the material due to the deformation caused by the application of an
external load is sufficient enough to break the bonds of atoms in the material surrounding
the crack [49]. As occurs in inert materials, the relatively large and sparse pores that
occur in cortical bone tissue usually dissipate the strain energy, stopping crack
propagation. However, if the pores are close enough and numerous enough, and the
strain energy stored in the material from the applied load is large enough, cracks can
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propagate far enough to span the distance between neighboring pores, resulting in long
continuous discontinuities that can potentially result in the structural failure of the object.
In bone, the material in a region with a small localized crack is usually removed
and replaced under normal repair processes that occur at a regular rate. However, when
the rate of the replacement and repair processes is reduced through the use of
pharmaceuticals, a large network of small cracks may result. Under sufficient loading
and, therefore, energy input, this network of cracks is prone to combining through the
process described above. The resulting larger structural defect can lead to a significant
reduction in the bone strength, and with enough crack growth, can result in the structural
failure of the bone [14, 20, 28, 50, 51]. By slowing the rate of the natural repair
processes, the use of these pharmaceutical agents also results in greater mineralization of
the cortical bone tissue.

This is believed to create a stiffer, more crystalline, and

therefore, more brittle material [30]. Such a brittle material is more susceptible to crack
growth and fracture since less internally stored strain energy from the applied forces is
dissipated through local plastic deformation and more energy is, therefore, available for
crack propagation [49].
Despite the risks, pharmaceutical based methods, which use biochemical means to
slow the loss of bone strength, can contribute to a reduced potential for fracture under
typically activities for those individuals with significant weakening of their bone
structures. However, while these types of countermeasures can successfully limit loss of
bone strength, they do not stimulate bone formation [50]. Additionally, because they
work systemically, their function cannot be restricted only to specific locations that are
weakened and even locations with little or no noted strength reductions are affected [50,
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52]. Finally, by targeting the loss of bone minerals, they cause the greatest changes to
the cancellous bone tissue rather than the cortical tissue where most fractures initiate
[28]. Therefore, alternative or supplemental methods may be necessary to address these
limitations. One such method is the mechanical based countermeasures.
1.2.3.2 Mechanical Based Countermeasures. Mechanical based countermeasures, such
as exercises, work to improve bone strength by stimulating increased formation of
material on the surfaces of the bone [50] despite the reduction in bone material or density
that might be naturally occurring in the interior volume in response to internal or external
environmental conditions. They target the cortical regions of bone, where fractures most
likely occur [28], to change the shape of the whole bone structure as explained in
Subsection 1.2.1.3. These shape changes, though usually more subtle than the bone
density changes, can often have a greater impact on bone strength [18, 20] and, therefore,
might contribute more significantly to the mitigation of losses in bone strength than other
countermeasures with the benefit of few potentially adverse side effects.
While external mechanical devices can aid in this means of controlling and
altering the bone strength adaptation mechanisms that are related to bone's function as a
structural support [10], mechanical countermeasures often act through the dependencies
between bone strength and muscle strength that were described in Subsection 1.2.2.2.
While nonmechanical factors, like hormones and metabolic and biochemical factors,
which are the targets of pharmaceutical countermeasures, do contribute to bone strength,
the relationships between changes in muscle strength and changes in bone strength have
been shown to be quite pronounced [31]. Additionally, mechanical countermeasures, like
exercise, can target specific regions of weakened bone and can have beneficial effects on
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other physiological systems that are not possible with biochemical agents that target
specific cellular processes consistently throughout the whole skeletal system. A study
that directly compared the effects of mechanical and pharmaceutical countermeasures on
bone and muscle loss and recovery showed that both intervention methods resulted in a
reduction in bone loss over no use of countermeasures. However, those that partook in
exercise interventions also showed a reduced amount of muscle loss that was not seen
with the pharmaceutical countermeasures, allowing for a quicker recovery to normal
function.

Therefore, the use of mechanical countermeasures may be beneficial by

mitigating the loss of bone strength and concurrently mitigating the negative aspects of
the functional adaptations that may also occur in other physiological systems due to the
environmental changes.
Despite its potential benefits, quantifying the effectiveness of mechanical based
countermeasures is more difficult than it is for pharmaceutical based ones. The reasons
for this difficulty are varied and related to the wide variety of available exercise
regimens, individual capabilities, the inability to provide specific controlled dosages of
exercise as can be done with pharmaceutical methods, and the less direct correlations
between clinical measurements of bone geometry and bone strength than have been
established for bone density measurements.

The effects of mechanical loading and

exercise countermeasures on changes in bone strength have, therefore, been the subject of
significant research.

1.2.4 Experimental Studies of Mechanical Countermeasures
Although mechanical countermeasures have the potential to maintain and improve bone
strength with few adverse effects, the types of mechanical countermeasures are more
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diverse than pharmaceutical methods.

Additionally, the mechanisms behind their

function and the resulting effects are less understood. Therefore, research has been
undertaken to examine the relationships between loading magnitude and type of load on
changes in bone strength. The study of the functional adaptation of bone can be carried
out either by applying or by removing loads that directly interact with the studied bone.
1.2.4.1 Effect of Reduced Load.

Studies of decreases in environmental forces can be

readily performed and easily controlled. Through investigations of immobilized subjects,
trends in the functional adaptations of bone that lead to a loss of bone strength can be
examined.

The effects of immobilization on bone strength can be observed in the

paralyzed, those subjected to long hospital stays, or even in those who have to wear a cast
due to a fracture. Therefore, experimental methods for studying the ways bone adapts to
immobilization typically mimic these three conditions. Animals have been subjected to
severed nerves, tendons, spinal cords. They have had their limbs plastered in casts,
wrapped in bandages and even suspended. Humans have also been subjected to casting
and periods of time of restricted activity while confined to a bed. In fact, human bed rest
studies began as early as the 1940's [53] where plaster casts immobilized subjects from
waist down while they lay in hospital beds.
From these studies [16, 54, 55], a number of trends in bone density and mineral
content have emerged. The initial response to immobilization has been found to occur in
the highly changeable cancellous bone tissue region through increased resorption of bone
material and increased levels of minerals, especially calcium, in blood and urine. The net
amount of loss becomes constant with time of immobilization, when losses temporarily
stop. A brief increase in strength is usually then noted, sometimes returning to pre-

28
immobilization levels. Then, the decrease in strength occurs again, at a slower rate than
initially upon immobilization, until a new steady state strength level is achieved, which is
lower than that prior to immobilization. Cortical bone tissue has been observed to follow
the same trends although the response is slower and less dramatic. The change in bone
density has been shown to be fully reversible upon remobilization. These trends in bone
density due to immobilization follow those observed due to microgravity described
above. In addition, comparison of the results of bed rest studies with observations of the
losses incurred by astronauts and cosmonauts in space show analogous amounts of
mineral changes [56].
While fewer investigations have examined the geometric changes of cortical bone
due to reduced environmental forces, a series of canine studies in the late 1970's
examining the changes in the geometry of the cortical regions of long bones over time
due to cast immobilization [54, 55] provided insight into significant trends. These studies
found that the decreases in bone size were greater the more distal the location on the
immobilized limb so that the bones in the toes had a greater response than those near the
shoulder. Changes were found in both in the porosity of the cortical bone tissue and its
overall shape. While the changes in the porosity were initially rapid and transient, even
returning to pre-immobilization levels despite being immobilized, changes to geometry
were slower in response and longer in duration. Losses of bone material were noted on
both the inner and outer surfaces of the cortical bone. These trends in cortical bone
geometry changes with location and time were consistent with those observed in other
studies for bone density due to immobilization and spaceflight.
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1.2.4.2 Effect of Increased Load. While immobilization has proven to be a good model
for loss of bone strength, the experimental study of the response of bone to increased
loading has been more challenging. Experiments have been performed on many different
animals, often involving the surgical implantation of load application fixtures and strain
measurement devices. Through X-rays, changes in bone density and shape with time are
typically tracked as a result of specified loading protocols.

Additionally, at the

completion of the study, animals are often sacrificed to obtain histological data such as
bone mineral content and types and distributions of bone cells present.
Similar to the studies of the effects of loading on trees where specified weights
were hung and changes in trunk geometry were noted [7], these animal studies often
involve the external application of specified loads to individual bones so that changes in
bone structure can be observed with time. One of the first of these studies was a series of
experiments using rabbits [57, 58]. Ferrous wires were surgically inserted through the
tibia bone of rabbits and bending loads were repeatedly induced by alternating the
direction of a magnetic field surrounding the ends of these wires induced by an
electromagnet. After a number of weeks of repeated load application, measurements
taken from X-rays of the loaded bones were compared to those from initial X-rays. New
growth was found to occur at both the inner and outer cortical surfaces in the regions
perpendicular to the bending axis where large bending stresses are expected. A similar
study was later performed on turkeys [59]. While the loading mechanism was different
(bending loads were induced through mechanically loading a pin inserted through a
turkey's leg), the resulting growth in the turkey's bone subjected to the bending load
corresponded well to the observations seen in the rabbit experiment. Differences in the
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amounts of growth observed due to the variations of the magnitudes and durations of the
applied forces in these studies indicated to these researchers that there is a strong
relationship between the load magnitude and the amount of bone strength adaptation.
Instead of inducing a specified external load on an animal's bone, artificial
manipulation of the internal environment of a sheep's leg has also provided insight into
relationships between applied forces and functional adaptation of bone [60]. The front
leg of a sheep is comparable to the arm of a human, where the lower part contains two
parallel bones: a radius and an ulna. In this study, one bone, the ulna, was removed.
Changes in the density and measured surface strains of the remaining bone, the radius,
were examined. Similar to the study of adaptation in the lungs explained in Subsection
1.2.1.1, over time, new bone volume was added to the side of the radius where the ulna
was such that it eventually replaced almost the entire volume that was removed. Under
normal walking loads, the measured strains on the outer surface of the radius initially
increased significantly upon removal of the ulna.

With the added bone volume,

however, these strains returned to values similar to those before the ulna was removed.
These early experimental studies provided measurable evidence of the existence
of a direct relationship between applied forces and alterations in bone shape. Based on
these results, researchers began to investigate how to actively control the strength
adaptations of bone through prescribed loading modes and activities.
1.2.4.3 Effect of Exercise Mode. The first step in the study of controlled bone strength
adaptation was the understanding of the effects of currently performed exercises.
Because increases in applied loads have been shown to increase bone size and density
and because the changes in bone mass have been shown to lag behind, but parallel, the
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changes in muscle mass, the effects of different exercises on bone strength have been
extensively studied both in animals and in humans in order to identify loading patterns
that trigger the greatest increases in bone strength.

Both prospective clinical

investigations, comparing prescribed exercise regimens to carefully controlled groups
whose exercise activities were limited, and retrospective studies, examining the bone
geometry and density of bones from athletes of various sports, have been performed.
Additionally, significant work has been conducted to develop exercise routines for
astronauts that help maintain bone and muscle strength while accommodating both the
time and space limitations typical to a space station environment.
Animal studies of the effects of exercise on geometric changes, and, therefore,
likely strength changes, of bones have been numerous. The exercise studies eliminate the
need for the complex fixtures, invasive surgeries to attach load applying mechanisms to
the bones, and the artificial loading patterns of the earlier experiments reviewed above.
Additionally, because actual motions and activities are used, their results have more
direct clinical implications. These animal studies usually compare the effects of activities
on measures of bone strength such as geometric dimensions or density. Non-exercising
groups that just went about normal activities are often used as a reference. An early
study of this type done in the 1970's [61] examined the timing as well as the amounts of
change in cortical bone geometry of adult hamsters that were allowed access to an
exercise wheel. Both initiation and termination of increased rates of bone growth were
found to lag behind initiation and termination of exercise. This showed that the benefits
of exercise exceed the time spent performing the activity.
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Treadmills have often been used as a means of controlling increases in
environmental loading for these animal studies. Such studies have successfully verified
trends in loading intensity on bone mass increases by comparing conditions in animals
that are immobilized, normally ambulating, and subjected to increased activity through
controlled "exercise" speeds using these treadmills [62]. Under such activities, the
beneficial increases in extrinsic (geometric) properties were found to be greater than
those for intrinsic (material) properties of cortical bone tissue [63]. Additionally, these
controlled speed treadmill investigations have been able to show the importance of
atypical loading modes of the same intensity as typical modes on the changes in bone
strength, such as swimming versus walking at the same rate for a land mammal [64].
Based on the results of these animal studies, human clinical investigations into the
effects of various exercise types on bone strength adaptation have been undertaken.
Because of the difficulties in controlling the behavior of humans as exactly as can be
done with animal experiments, more varied conclusions have resulted.

Some studies

have shown that exercise in adults produces only a slight impact on skeletal geometry and
a moderate impact on bone density [65]. Others have concluded that exercise does not
add new bone material, but only acts to prevent bone loss [27, 65, 66]. Still others have
shown significant impact of exercise on both bone size and density [67].
The variation in the conclusions drawn by these studies is related to the
difficulties in quantifying changes in both environmental loading and bone strength.
Many studies have only measured reaction forces between the whole body and the
ground [26] or whole body accelerations [68] to estimate the magnitude of bone loading.
In these investigations, measures of bone strength changes were often limited to bone
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mass [65, 66]. While both of these types of measurements are easy to obtain, they do not
accurately depict the complete mechanical conditions or adaptive responses.
Additional complications to these studies of the effects of exercise regimens in
humans are related to the study protocols themselves as well as to the subject's
compliance to these protocols. Mixed loading modes are often used, with combinations
of high and low intensity activities, such as running, jumping, and isometric exercise,
allowing no means to isolate effects of the type of activity on observed strength changes.
Compounding all of these issues are significant difficulties in accounting for activities
outside the study time and the small amount people who actually complete the full study
from start to finish [66, 68].
Retrospective studies comparing the properties of bones of different athletes have
provided means for more control in the identification of loading parameters, since the
athletes studied often partake in the specialized activities over longer periods of time in
more repeatable patterns than the non-athlete subjects enrolled in short-term exercise
programs. Such studies have resulted in similar conclusions as those drawn from the
animal experiments. For example, activities, like squash or soccer, that provided "novel
strains" most different from those of typical activities, have been found to induce the
greatest changes in bone strength regardless of the intensity of the activity [69]. Unlike
the animal studies where the local mechanical environment was usually measured
through the use of strain gages, in these human investigations typical or atypical loads
were classified based on measurements of whole body reaction forces. In this manner,
the variations in the local mechanical environment that may have induced the changes
was not identified in these studies.
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Effect of Exercise Mode in Microgravity
Like the studies in space that have helped to better understand bone loss mechanisms,
studies of the effects of exercise on bone strength gains are more controlled in
microgravity with better compliance than Earth-bound investigations. Such studies are
valuable in applying the knowledge gained from animal and clinical experiments of
adaptation mechanisms to the implementation of practical and efficient exercise
regimens. While early space missions by the US and Soviets used mainly treadmill and
stationary bikes [44, 52], these activities have since proven to be better suited for
reducing the cardiovascular deconditioning "functional adaptations" that also occur in
microgravity rather than attenuating the musculoskeletal losses [33, 70]. Bungee cord
harnesses in combination with a treadmill were found to be better at reducing losses in
bone density in space through simulating an increased gravitational force, but they did
not fully eliminate the losses caused by living in microgravity [71]. These results led to a
focus on methods to increase the whole body loads. Weight systems, flywheels and
friction ramps have all been studied with limited success [33, 36, 38, 52, 71]. Because
increased bone formation in addition to reduced bone resorption has been observed in bed
rest studies where resistance exercises were incorporated [71], such exercises became the
prominent loading mode in many studies. Of the different types of resistance exercises,
isometric loading methods have shown a great benefit in reducing losses to muscle
strength during global reductions in environmental mechanical forces [70] and in
improving bone strength during recovery upon return to "normal" conditions [46].
Isometric exercises are those where a constant force is supported in a constant position,
such as when holding up a weight or attempting to move a fixed object. Based on this
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information, resistance exercises have dominated bone and muscle loss mitigation
exercise protocols for space flight programs.
Resistance bands have been on every US space flight since Skylab, even the early
Soviet missions, and are still currently available on the International Space Station [44].
However, the bands have had persistent problems including the inability to generate
sufficient force intensities to induce bone formation and the breakage of the bands due to
overuse [72, 73]. In 2009, a more complex resistance force exercise mechanism was
installed on the International Space Station.

Through the use of vacuum cylinders, a

flywheel mechanism to simulate movement of free-weights, and a cable pulley
mechanism to control the stroke of each exercise, this machine could provide twice the
resistance of the bands. The software interface of the system could provided feedback on
the magnitude and direction of the resulting force generated so that user-customized goals
could be created and performance could be analyzed. The astronauts currently using this
equipment are required to perform heel raises, squats and deadlifts to target the muscles
controlling ankle, knee, and hip [72, 74-76] for thirty to sixty minutes a day, three to six
days a week [77, 78]. Early results have shown that, although some post-flight losses
were still noted, the use of this equipment improved the attenuation of bone loss, during a
six to eight month timeframe, over previously used exercise devices [78, 79]. Through
the more controlled studies performed in the development of efficient exercise regimes
for those spending long times in space, resistance exercises have emerged as the
prominent means of maintaining musculoskeletal fitness in microgravity. However, as
evidenced by the lengthy bone loss mitigation exercise regimens currently required on the
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International Space Station, the most economical and efficient routines that also minimize
both exercise time and complexity of exercise equipment have yet to be developed.
Experiments on animals and humans both on Earth and in Space have provided
significant insight into the effects of various types of loading modes on bone strength
adaptation responses and have directed researchers towards the basic types of exercise
countermeasures to losses of bone strength with the most potential for benefit. However,
a wide range of approaches to mechanical means of maintaining bone strength is still
being used which has lead to an equally wide range of reported effectiveness. Therefore,
before mechanical based countermeasures can be efficiently and effectively implemented
both on Earth and in Space, further investigation is necessary. Strength loss mitigation
methods that target regions of bone with the most the significant consequences of or
susceptibility to weakening must be identified. Additionally, methods to quantify the
changes in bone strength for a more scientific comparison must be developed.
Computational analysis methods and simulations often have been used to help understand
physical systems that are difficult to study experimentally. Therefore, they may be
beneficial in the investigation of exercise countermeasures to losses of bone strength.

1.3

Computational Modeling of Bone Strength

Studies of living subjects have been able to show basic correlations between the applied
forces and bone strength adaptation, demonstrating the relative effects of loading modes
and intensities. In animal experiments, due to variations in animal ages, species, sizes,
and types of bone studied as well as duration of study and methods used to quantify
strength changes, absolute correlations and trends have been difficult to identify [55, 57,
63]. In addition to the inter-subject variations, significant problems in study design,
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patient compliance and uncontrolled external influences have limited the successful
isolation of loading parameters on bone strength adaptation in human exercise studies
[80]. The quantification of strength changes in these experimental and clinical studies
has often focused on the easily measured bone mineral density, considering only the
intrinsic material property changes and ignoring the extrinsic geometric changes that may
better correlate with bone strength [27]. Because computational models are often used in
mechanical analyses to gain insight into phenomena that are difficult to measure, isolate,
or see through experimental means, they are well suited to examine the relative effects of
specific parameters that have the potential to induce the greatest bone strength
adaptations without the variability in study subject and restrictions in measurements that
have limited experimental and clinical investigations.

A review of this use of

computation modeling methods follows.

1.3.1 Application of Computational Modeling to Study Bone Strength Adaptation
Computational modeling methods have been used to complement physical experiments.
For example, to quantify the effects of bone loss countermeasures that were studied
experimentally, finite element analyses have been employed [78, 81]. In such work,
imaging scans of actual bones are made before treatment and at regular intervals. The
scanned images are analyzed, the material properties and geometric boundaries are
deduced, and finite element models are generated. The response of the whole bone
structure to various sets of boundary conditions can then be predicted to determine the
effects of the combined changes in density or geometry that resulted from the
experimental alterations in the bone's mechanical environment. Such studies can reveal
the interactions or the effects of treatments on material property and geometric variations
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within a bone as well as the relative effects of these changes on bone strength in ways
that cannot be achieved through standard experimental measurements alone.
Modeling methods can also be used independently of physical studies to simulate
the bone strength adaptation phenomena. Because changes to both intrinsic and extrinsic
properties occur under mechanical loading simultaneously, experimental and clinical
researchers are unable to separate the two types of adaptive responses of bone strength.
Computational modeling and simulation techniques, however, can be developed to isolate
each adaptive response and systematically alter input loading parameters so that specific
trends and relationships can be revealed and quantified.
Following the physical experiments, previous computational studies have often
focused on material property changes. The predictions of these models are often based
on images of density distributions of strut configurations in cancellous bone tissue
regions from experimental or clinical studies. However, because geometric changes are
not as easily examined experimentally, even though they are thought to significantly
affect bone strength, the computational study of shape changes of bone may be quite
beneficial in understanding and controlling bone strength adaptation phenomena.

1.3.2 Bone Shape Adaptation Modeling Methods and Current Limitations
Despite the many different computational models that have been developed to simulate
bone shape adaptation, all follow the same basic iterative optimization procedure. They
start with the numerical solution of the structural analysis of the bone being optimized
under the given loading conditions. The response of the bone to this loading that drives
the shape adaptations can be represented through various measures of the mechanical
state, such as deformation, strain, stress, strain energy density, or even components or
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gradients of these measures, that are calculated at discrete points along the bone's
surfaces from the numerical structural analysis.

Based on the distribution of the local

mechanical state of the bone, local material accretion or resorption is determined using
numerical models that represent the effects of the bone's strength adaptation phenomena,
moving the local mechanical response measures toward a specified optimization goal.
The shape changes of the bone are simulated by moving the locations of the discrete
points on the boundary surfaces, typically either nodes or shape control points, where the
local mechanical state was calculated.
Using such methods, the governing conservation equations are usually solved
quasi-statically, and the shape optimization progresses iteratively, so that the total mass
of the system remains constant for each structural analysis.

The same boundary

conditions are typically applied to the new shape at each iteration, though variations in
loading regimes can be incorporated as well. The simulations are run until a specific goal
or a physical size limit is reached. Alternatively, iterations may represent physical
quantities of time, such as days, and simulations may be run over a specified time period.
While finite element methods are most common, because only the surface profiles are
changed in these models, boundary element methods have also been employed [82-84].
While this basic modeling method has been followed since the computational
modeling of bone strength adaptation began in the 1970's, significant research has
focused on three major areas to improve the model predictions. The first area relates to
the specific mathematical model simulating the effects of the bone's strength adaptation
phenomena.

The second area relates to the selection of mathematical optimization
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method and convergence criteria. The final area relates to the representation of the
physical system and boundary conditions. Each area will be discussed in detail.
1.3.2.1 Model Drivers and Parameters. Many different types of measures have been
proposed as the "functional stimulus" (measure of the local mechanical state and
threshold values to trigger bone loss or growth) cited by early researchers as the driver
and controller of bone's functional strength adaptations. The review of models presented
here is representative of the majority of previously proposed models. Early studies
focused on strain tensor components as the "functional stimulus" driving the geometric
changes in bone, indicating that there may be a different response for each tensor
component [85-89]. Later studies used more averaged effects like strain energy density
[90-93] or von Mises stress [94, 95]. Other studies have driven the strength changes by
principal stresses and strains [96-98], strain rates [99-101], and spatial gradients of strain
or strain energy density [100, 102-105]. Some studies have compared experimental
results of bone shape adaptation to computational models, either simulating the
adaptation process itself or just representing the mechanical response to the applied load,
to compare trends in bone growth or decay with trends in various mechanical measures to
determine which measure may be the most appropriate growth driver [96, 99, 100, 103,
104]. Despite these numerous and diverse studies, no mechanical measure has been
conclusively found to be directly proportional to observed changes in bone shape. In fact,
some studies have even indicated that different measures may control accretion and
resorption [85, 102].
Because the modeling methods of bone strength adaptation follow a basic
feedback control system, threshold values of the mechanical measure are required to
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trigger the cellular activities causing strength adaptation and to define the amounts of
change at each surface location. Similar to the determination of the mechanical measure
that acts as this functional stimulus, many researchers have attempted to determine these
threshold values. The growth and decay thresholds have been the same value [87, 91] or
different values [85, 93, 106] and even varied by location [107]. The use of different
threshold values for accretion or resorption results in a range of mechanical responses to
external loading that trigger no strength adaptations to the bone often, called the "lazy
zone" [29, 59, 106]. Researchers using the lazy zone believe that there is a range of
typically encountered mechanical states over which nonmechanical factors control the
slight amount of adaptation that occurs [103]. Despite the many studies, ranging from the
application of strain gages on actual bones in living subjects to finite element modeling,
like the functional stimulus, no definitive conclusions have been made about the number
of thresholds, their values or even the actual existence of any such parameter [108].
In addition to the mechanical measure driving the model and the threshold values
triggering adaptation phenomena, the rates of material accretion or resorption are often
specified within the developed computational model. Like the threshold values, these
rates can be constant or based on location, such as the outer (periosteal) or inner
(endosteal) surfaces, and may even vary based on whether accretion and removal occurs
[91, 92]. It has even been proposed that the rate is different for different model measures,
such as each strain tensor component in a strain tensor driven model [89].
The parameters discussed in this section, especially the rates and threshold values,
are often specified for the particular conditions studies. Most parameters are typically
selected that correlate experimental observations with the model prediction [89, 92, 109-
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112]. Yet, the selection of model parameters in this manner may limit the application of
the model to systems and conditions similar to the experiments on which the parameter
selections were based. Therefore, alternative means of determining the parameters or
formulating the numerical model are necessary.
1.3.2.2 Optimization Methods and Stopping Criteria. The second area of significant
research in the development of bone strength adaptation models is the selection of the
mathematical optimization method and convergence or stopping criteria. Because the
shape strength changes of the bone are thought to be a response to an external trigger or
"functional stimulus", the adaptations are believed to be moving the bone's strength
towards a particular goal. The use of computational modeling methods to simulate the
strength adaptation phenomena in bone and to predict the resulting changes to the bone's
shape requires the understanding and specification of this optimization goal.
Conceptually, the goal of the functional strength adaptation of bone is to create a
structure suitable to withstand the forces likely to be imposed on it. Similar to the design
of mechanical components, this implies that certain strength requirements are necessary.
For example, the failure stress of the bone structure must be greater than stresses caused
by applied loads. Observations of bone strength adaptations have noted that growth
occurs in regions of high stress/strain and decay occurs in regions of low stress/strain.
The growth and decay threshold values used in many of these computational models
actually function as optimization goals, causing greater amounts of growth or decay in
regions with greater variances from the threshold values. By driving the local surface
stresses or strains towards the threshold values, the variation over the surface is reduced.
The threshold values (or optimization goals) can easily be arbitrarily selected in
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computational models. For example, they can be a specific design criterion, such as a
maximum or minimum stress during the function of an inert mechanical part. However,
the global designation of a singular absolute stress or strain value that bone cells use to
drive adaptation in all circumstances seems unlikely. Rather, a relative measure of
variation is more probable. Nonetheless, the simplicity of this type of model has lead to
its widespread selection of threshold values often only to match an experimental result.
Models that are driven by selected "threshold values" that trigger growth or decay
usually follow the form:
Local Growth = Rate * (Local Value - Threshold Value)

(1.1)

Xnew = Xold + Local Growth

(1.2)

where X is the location of a point on the surface and the optimization goal is
minimization of (Local Value - Threshold Value). The calculation of the growth at each
discrete point on the surface is repeated iteratively as the measure of the local mechanical
state changes with each iterative change to the boundary surfaces. Such a routine is often
called a gradientless or zeroth-order optimization scheme because the gradient of the
optimization function is not used in the search for the optimal solution [113]. Because
only the optimization function itself is used, as in Equation 1.1, gradientless optimization
methods are less mathematically rigorous than traditional gradient based methods. These
gradientless optimization methods do not achieve a unique solution and do not find
global optima.

Instead, the identification of specific, somewhat arbitrarily selected,

convergence criteria to define when the model has reached its "optimal state" is required.
Nonetheless, when systems start close to their optimal state, as in bone shape
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optimization where the amount of shape changes are limited, or when a precise optimum
is not necessary, such methods can be efficiently employed [113, 114].
Some models have been developed that take advantage of the mathematical
simplicity of the gradientless optimization methods without the burden of selecting model
convergence criteria by attempting to choose a rate (Equation 1.1) that represents actual
progress with time [93]. Models are then run until a specific length of time is reached
rather than until a specific convergence criterion is met. These rates are often arbitrarily
selected to create shapes that correspond to a validation case of a specific experimental
set of conditions and, therefore, may not be applicable to other situations. While these
might allow simulations to more closely replicate experimental results, difficulties can
arise when trying to compare effects of different loading or boundary conditions using
these same model parameters.
The need for the selection of specific threshold values, growth rates, and
convergence criteria can be eliminated through the use of gradient-based methods. In
such cases, an optimization goal, such as minimizing the variation of stress or strain over
the surface, is written in the form of a function, the gradient of which leads the search for
unique local, and sometimes global, optimization solutions.

Because these methods

require the determination of the gradient of the optimization function with respect to each
design parameter (here discrete points on the boundary surfaces of the bone), the number
of gradient calculations required and their subsequent application can be computationally
prohibitive, especially for complex, three dimensional shapes [115]. Thus, while they are
more mathematically rigorous and more apt to result in unique optima, gradient-based
mathematical optimization techniques are more difficult to execute and require more
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computational resources than gradientless method, limiting their applicability to the
simulation of bone strength adaptation.
Despite the significant number of computational models of bone strength
adaptation that simulate the shape changes of bone, there has been no consensus on the
most appropriate optimization methods, growth driver measures and modeling parameters
(thresholds, rates, etc.). Many models are based on correlations to specific experimental
studies and few use specific convergence or stopping criteria. Therefore, the ability to
use such computational models to quantitatively compare the effects of a wide range of
loading and geometric conditions is currently limited.
1.3.2.3 Representation of Physical System. Many of the current computational models
that predict adaptive shape changes of bone simplify the bone geometry, the boundary
conditions, or both.

As in any numerical model of a physical system, such

simplifications are used to reduce the computational resources and the total study time
required. Research has been undertaken to understand the effects of the simplifications
on the ability of the models to appropriately simulate the strength adaptations.
The first area of simplification studied is the geometry. In general, the more
complete the representation of the shape of an object, the more accurate its resulting
structural analysis.

However, because modeling of bone shape changes in response to

external loading conditions is computationally intensive, geometric simplifications are
often employed. The most basic of these is the study of a two-dimensional cross-section
of the midshaft of a long bone, simplified as a thick circular or oval annulus [85, 86, 92,
93]. While the relative trends in load-based strength adaptations are properly reflected in
these models, the simplifications ignore the effects of axial variations and may, therefore,
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limit the accuracy of the actual shape predictions. Three dimensional geometries [116],
and models that account for regions of both cortical and cancellous bone tissues have
been shown to give a better representation of the mechanical state of the bone [112].
The use of multibone, multisegment systems [117, 118] and the inclusion of
supplemental structures such as cartilage, tendons, and ligaments [119] can provide even
more accurate predictions.
Like geometry, the effect of the representation of the boundary conditions has
been extensively studied. Because muscles often produce the major forces on bones, the
way these forces are included in the computational model can significantly affect the
structural analysis. Studies have shown that simplifications of the distribution of the
forces on the bone's surface [120, 121] can cause significant variations in predicted
mechanical behavior. The appropriate distribution of the muscle loads considers both the
inclusion of individual muscles, as compared to grouping the effects of muscles with
similar functions [122], and the accurate representation of the connection of the muscle to
the bone, both in size of contact area and amount of contact rigidity [119-121, 123].
An investigation of the extent of model complexity necessary to appropriately
simulate the behavior of a femur bone under loading at the hip has been performed [123].
In this study comparisons were made between the deflection predicted by a model with
varying levels of geometric and boundary condition accuracy and those measured
experimentally. While the most complete model produced results most similar to the
experimental measures, the study found that the simplifications made to the boundary
conditions had a much greater impact on the model results than did the geometric
simplifications.
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1.3.2.4 Current Bone Shape Adaptation Models. Despite the realized need, most
current bone shape adaptation models are still limited in their incorporation of more
realistic geometries or boundary conditions. This is, in part, due to the computational
intensity required to alter the bone shape while maintaining the integrity of the
discretization, which increases with increased model complexity. The lack of significant
advancement of bone shape adaptation modeling methods is also related to the historic
and ongoing experimental focus on material property adaptations to alter bone strength.
While many of the numerical bone strength adaptation models have focused on changes
in bone density, insight into the effects of various modeling features can also be applied
to bone shape adaptation simulations.
Computational models of the adaptation of material properties of bone have
shown the effects of the model complexity on the predicted adaptive changes. Models
with more complete representations of the muscle activity have resulted in more
conservative changes in bone density because the grouping of muscles imparts larger
localized forces, resulting in regions of high stresses that drive greater adaptive responses
[122]. Studies have shown that even small changes in the load distributions on the bone
can result in significant differences in the resulting changes in density distributions [120,
121]. Some models have included both shape and material property adaptations, showing
a better prediction of the mechanical state of the bone and resulting density distributions
with the more accurate depictions of the cortical and cancellous tissue [124].
Despite these recommendations, many of strength adaptation models still have
significant simplifications. Because many studies have focused on the adaptations of the
upper (proximal) part of the femur bone, the geometry modeled is often limited only to
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this region [122, 124]. The artificial, fixed boundary constraints placed on the cut surface
in such truncated models can significantly affect the stress distributions and, therefore,
adaptation predictions [123]. Other models have used more complete geometries but
have reduced the boundary conditions either by applying only resultant forces instead of
individual muscle forces [44] or by reducing the attachment of a muscle to the bone to a
single node [112]. Each of these simplifications results in higher stress values near the
regions of force applications than if more realistic boundary conditions were applied.
As shown, the ability of current bone strength adaptation models to accurately
represent the system studied is currently limited, restricting the reliability of the
predictions made. While more complex to develop and more computationally intensive
to execute, numerical models including more complete physical systems, such as multiple
bones and individual muscles, can reduce the need for artificially imposed boundary
conditions, improving the predicted stress state and the ability to accurately simulate
bone strength adaptations. Additionally, computational models that are not dependent
upon the arbitrary selection of parameters that control the initiation, execution, and
termination of the model can lead to more equitable quantitative comparisons between
varied bone loss mitigation methods.

Models that include both of these aspects may

significantly improve the current capabilities in the development of effective
countermeasures to reductions in bone strength.
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1.4

Scope

This work addresses the limitations of current bone shape adaptation models, particularly
the difficulties in their widespread use for comparative studies of the effects of loading
conditions on local changes in bone strength. The developed modeling method directly
couples the determination of the activity of individual muscles in a multisegment leg
system with the structural analysis of the bones to which they attached and the prediction
of the resulting changes in bone strength, allowing for a more complete representation of
the physical system. Numerical optimization and finite element methods are employed in
the first part of this work (Chapter 2 through Chapter 4) to create a shape adaptation
model that is independent of experimentally matched or arbitrarily selected parameters,
allowing for the ability to directly compare widely varied conditions. The capabilities of
the validated model are revealed in the second part of this work (Chapter 5) when the
developed model is used to identify combinations of hip, knee and ankle joint angles and
net forces generated by the leg acting on a fixed surface that achieve the greatest
improvements in the strength at a specified location within the bone system. Through this
work, the developed modeling method is shown to enhance the current capabilities to
predict bone shape adaptation, allowing for more exacting analyses of these phenomena.
More importantly, the development and application of the method presented here
demonstrates its potential for improving the effectiveness of mechanical countermeasures
to losses of bone strength, specifically those that can target regions which may be
especially prone to fracture.

CHAPTER 2
PROBLEM FORMULATION

To achieve the research goals of this work, the development and application of a
modeling method that can be used to compare the bone shape adaptations in a
musculoskeletal system under various conditions, the problem investigated must be well
defined. It was desired that the model could accurately predict both the individual
muscle activities and the resulting bone shape strength adaptations under various
conditions in a detailed representation of a musculoskeletal system independently of
experimentally or arbitrarily selected parameters. The motivation behind this work was
to develop means to assess the effectiveness of mechanical countermeasures to bone loss
and to determine combinations of bone joint configurations and loading conditions that
may be most beneficial to improving bone strength in critical locations in a
musculoskeletal system. This chapter discusses the details of the development of the
modeling technique, the system modeled, including modeling assumptions, and the
process for the application of the developed method.

2.1

System Modeled

The leg was selected as the focus of studies performed to illustrate the effectiveness of
the modeling method developed in this work, although the modeling methods can be
applied to any musculoskeletal system. The leg muscles, which are typically the largest
and strongest of the whole body, can generate forces spanning a number of orders of
magnitude, resulting in significant variations in the stress and strain distributions in the
bones to which they are attached. Because bone strength adaptations, which are driven
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by these distributions, are thought to be closely associated with changes in muscle forces,
applying the developed bone shape adaptation model to such a system verifies its
function under a broad domain of loading conditions.
The weakening of the bones in the leg may result in a reduced functional
mobility, potentially leading to a loss of independence or even serious injury.
Consequently, a focus on methods to counteract these losses may be of importance for
conditions both on Earth and in long term space travel. As reviewed in Chapter 1,
experimental and clinical studies have shown that the majority of disuse related bone loss
occurs in the lower extremity, with increasing amounts of loss the more distal the
location (further towards the foot) [36, 54, 125]. Therefore, this distal leg region (Figure
2.1b) may most benefit from bone strengthening methods.
The function of the entire leg musculoskeletal system, from pelvis to foot, was
modeled in this study, and strength adaptations were simulated for the tibia bone. A local
region of this bone was targeted for strengthening because of its susceptibility to fractures
that may result in impaired mobility. Figure 2.1 illustrates the system investigated.
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(a)

(b)

(c)
Figure 2.1 Full leg musculoskeletal system studied. (a) Included bone segments from
pelvis to foot (b) Included muscles and joints (c) Distal portion of the leg from knee to
foot: location of potential significant bone loss selected for strength adaptation
investigation.
Figure 2.1a and 2.1b Source: "patella."[Art]. In Encyclopedia Britannica. Retrieved from
http://www.britannica.com/EBchecked/media/47969/Skeletal-and-. Accessed on 10/14/13. Copyright 2005
by Encyclopedia Britannica, Inc. With permission.
Figure 2.1c Source: "clam: muscles." [Art]. In Encyclopedia Britannica. Retrieved from
http://www.britannica.com/EBchecked/media/2567/Rigid-skeletons-. Accessed 10/14/13 Copyright 1994 by
Encyclopedia Britannica, Inc. With permission.
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2.1.1 Anatomical Model of the Leg
The function of the modeled leg was limited to that which occurs in the two-dimensional
plane depicted in Figure 2.1a, a sagittal plane in which forces are directed either
anteriorly (towards the front), posteriorly (towards the back), superiorly (up towards the
head) or inferiorly (down towards the foot). Any forces out of this plane were assumed
to be negligible and, therefore, were not included. As a result, some modifications to
actual anatomical geometry of the leg system components were made are noted as
necessary.
The model included four bony segments and ten muscles. The muscles selected
were those that cause flexion and extension of the hip, knee, and ankle joints. The
selection of the included muscles was verified through comparison to muscle sets used in
experimental investigations of muscle activity for similar leg functions [126, 127]. The
bony segments included were selected based on the attachment locations of the included
muscles. In this way, the complete function of each muscle was internal to the system
studied, limiting the artificial boundary conditions applied to the system modeled.
The ten major leg muscles included in this model are listed in Table 2.1. The
bones to which they are attached, whether they are located on the front (anterior) or back
(posterior) of the leg, and their main functions are also listed in this table. Because only
two-dimensional forces in the sagittal plane were simulated in this study, the locations of
muscle attachment on all bony segments were projected onto a sagittal plane through the
midline of the long bones (femur and tibia).
Based on the locations of attachment of the included muscles, four bony
segments, the pelvis, femur, tibia and foot, were chosen for inclusion in the system
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modeled. The geometry of the pelvis was projected onto the same sagittal plane through
the midline of the long bones as the muscle force vectors.

Because of the two-

dimensional simplification of the muscle forces in this model, the offset geometry of the
femoral neck was not included. Because the fibula neither carries weight bearing loads
nor shows significant changes with age or exercise [128-130] it was excluded from this
model and the lower leg segment consisted only of the tibia. The foot segment was
represented as a solid structure, without the representation of individual bones.
Table 2.1 Muscles Included in the System Studied
Muscle

Location

From

To

Function
Hip Flexion/
Knee Extension
Hip Flexion/
Knee Extension

Sartorius

Anterior

Pelvis

Tibia

Rectus Femoris

Anterior

Pelvis

Tibia

Iliacus (Ipsoas)

Anterior

Pelvis

Femur

Hip Flexion

Gluteus Maximus

Posterior

Pelvis

Femur

Hip Extension

Long Head Biceps Femoris

Posterior

Pelvis

Tibia

Hip Extension/
Knee Flexion

Tibialis Anterior

Anterior

Tibia

Foot

Ankle Flexion

Soleus

Posterior

Tibia

Heel

Ankle Extension

Gastrocnemius

Posterior

Femur

Heel

Ankle Extension/
Knee Flexion

Vastii (Vastus Lateralis)

Anterior

Femur

Tibia

Knee Extension

Short Head Biceps Femoris

Posterior

Femur

Tibia

Knee Flexion

The basic representation of the musculoskeletal system of the leg is described
above. As with any mechanical model, assumptions were made in order to create a well
defined system to investigate. These assumptions allowed the model to be analyzed
using mathematical approximations of system behavior with acceptable efficiency and
accuracy and will be described in the next section.
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2.1.2 Model Definitions and Assumptions
A number of assumptions were employed in the definition of this model to clarify the
system components included, simplify the system representation, and specify the range of
conditions over which the model is valid. Specifically, assumptions were made regarding
the representation of the geometry and function of the bone and muscle components, and
the types of activities that could be simulated using the developed model.
2.1.2.1 Representation of the Bone Segments and Interfaces.

As described in

Subsection 2.1.1, the model contained four bone segments: the pelvis, the femur, the
tibia, and the foot.

Because the muscle forces were limited to two-dimensions, as

described above, the bone geometry, while three-dimensional, was simplified. The femur
and the tibia were approximated as circular cylinders along their entire lengths, except at
the joint ends. The pelvis and the foot were approximated as linear extrusions of
appropriate cross-sections, each with a unique, uniform thickness.
The overall geometry of the bones in the model was based on one published
source and represented an average healthy adult male, based on a height of 1.77m and
mass of 66.5kg [131]. In the reference study used, major bony landmarks were measured
for a number of cadaveric and skeletal specimens and then scaled to the average size.
These locations were reported based on four local coordinate systems, one on each bone
segment:

the right anterior superior iliac spine (ASIS) for the pelvis, the greater

trochanter for the femur, the tibial tuberosity for the tibia, and the calcaneus, or heel, for
the foot, with the pelvis coordinate system also used as the global coordinate system.
The locations of the bony landmarks, relative to each segment's local coordinate system
found in the literature [131, 132], were used to guide the development of their
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representative geometries. Figure 2.2 depicts the bone segments and coordinate systems
used for this model.

Figure 2.2 Bone segments and reference coordinate systems used.
Femur and Tibia
The overall shapes of the femur and tibia bones were created as initially circular cylinders
with concave/convex joint ends (see Figure 2.3). The length of the femur, 0.435m, was
taken as the distance from the center of the hip joint to the bottom of the femoral
condyles [131]. The length of the tibia, 0.386m, was determined to be the distance
between the knee and ankle joint centers [131]. The greater trochanter was used to
approximate the location of the hip joint center [133]. Figure 2.3a shows an anterior
view of the bones near the hip joint and the approximation used in this model and Figure
2.3b, the sagittal view. The locations of the knee and ankle joint centers within the
defined local coordinate systems were taken directly from the published reference [131].
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(a)

(b)

Figure 2.3 Skeletal system near hip joint and simplified model used in this study
(a) anterior view (b) sagittal view.
Figure 2.3a: Source:
"pelvic girdle". [Art]. In Encyclopedia Britannica. Retrieved from
http://www.britannica.com/EBchecked/media/47813/Anterior. Accessed on 10/14/13. Copyright 2007 by
Encyclopedia Britannica, Inc. With permission.
Figure 2.3b: Source:
"patella."[Art]. In Encyclopedia Britannica. Retrieved from
http://www.britannica.com/EBchecked/media/47969/Skeletal-and-. Accessed 10/14/13. Copyright 2005 by
Encyclopedia Britannica, Inc. With permission.

The dimensions of the widths, or outer diameters, of the femur and tibia used in
this model were selected based on a survey of measurements of cadaveric bones from the
literature. Because the human femur and tibia do not have uniform or circular crosssections, like in the simplified geometry used in this study, much variety in reported
measurements of the dimensions of these bones was found depending on the location
along the shaft and the orientation of the measuring device with respect to the bone's
planes (eg. frontal, or z-y in Figure 2.2, and sagittal, or x-y in Figure 2.2). While the
dimensions vary significantly at the end regions of the bones near the joints, the midshaft,
or diaphyseal region, has been reported as fairly uniform and nearly even in the frontal
and sagittal planes. For the average human adult male the femoral shaft diameter has
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been reported as 29mm with less than 10% difference between frontal and sagittal
dimensions [134, 135], and the tibial width has been reported as 28mm [136]. Because
the width of the tibia has been reported to be similar to that of the femur, and for
simplicity in the model approximation, the outer diameters of both the tibia and the femur
were 30mm in this study.

This value has been used previously in published

computational models of the long bones of the leg [93, 95].
Because the midshaft of the diaphyseal region of the long bones, such as the
femur and the tibia, is hollow, the thickness of this cortical shell must be properly
represented.

The cortical wall thickness in the shafts of long bones is often assumed to

be uniform [86, 87].

An outer radius twice that of the cortical shell thickness in the long

bone shafts has been consistently measured for humans as well as many other land
mammals [13, 14, 134, 137-140].

If both the tibia and femur bones are represented as

simple hollow circular cylinders with a 30mm outer diameter, then this ratio gives a
cortical wall thickness of 7.5mm and an inner diameter of 15mm. These dimensions fall
within the range of published measurements of actual human adult bones [135].
At the ends of the femur and tibia bones, near the hip, knee, and ankle joints, the
hollow cortical shell is filled with cancellous bone. The necessity of simulating this
tissue configuration was the subject of a preliminary study.

Models were created

depicting the femur and tibia as either solid structure made of cortical bone tissue, a
hollow structure made of cortical bone tissue, or a composite structure with a hollow
cortical shell and cancellous bone tissue-filled end regions each comprising 12% of the
total length of the bone [140]. For simplicity, the material composition of the pelvis and
foot followed the same options: either completely made of cortical bone tissue,
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completely hollow, or completely filled with cancellous bone tissue. A single static load
was applied to the foot, and the bottom surface of the pelvis was constrained in all
degrees of freedom. These preliminary studies were carried out using ANSYS v.12.1
[141], the commercial finite element code that was used throughout the work presented.

Femur

Tibia

Pelvis

Foot

(a)

(b)

(c)
Figure 2.4 Comparison of von Mises stress distributions for same loading and boundary
conditions and geometry for (a) hollow cortical shell (b) cortical shell with cancellous
where appropriate (c) solid cortical geometries.
The comparison of the stress and displacement distributions in models
representing the femur and tibia as solid cortical components, hollow cortical shells, or
hollow cortical shells with cancellous bone tissue at the ends showed that, while the solid
cortical model was the most rigid and the hollow the most flexible, nearly identical stress
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distributions resulted for all cases except at the locations of highest displacement and at
the locations of the joint interfaces (Figure 2.4).

On average, the inclusion of the

cancellous bone tissue showed a 13% reduction in the deflection over the completely
hollow case but a 20% increase in deflection over a completely solid case. Similarly, the
stresses in the model with cancellous bone tissue at the ends of the long bones showed
approximately a 5% decrease in maximum stress values over the completely hollow case
and about a 5% increase in the maximum stress values of the completely solid case. The
inclusion of the cancellous bone reduced the stress concentrations at the joint interfaces
compared to the completely solid geometry while also decreasing the maximum stresses
due to the large deflections of the completely hollow geometry. Therefore, the inclusion
of the cancellous bone tissue at the ends of the femur and tibia and in the interior regions
of the foot and pelvis was justified. In all the bony volumes, the two regions of different
bone tissue material were modeled as independent volumes in perfect contact with each
other through the use of shared nodes at the interfaces [16, 17, 119]. Figure 2.5 depicts
the simplified geometry and the actual bone geometry for the femur (Figure 2.5a) and the
tibia (Figure 2.5b).
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(a)

(b)

Figure 2.5 Model representations of the (a) femur (sagittal view) (b) tibia (anterior view)
used in this investigation. Insets show image of actual bone.
Figure 2.5a inset: Source: "patella." [Art]. In Encyclopedia Britannica. Retrieved from
http://www.britannica.com/EBchecked/media/47969/Skeletal-and-muscular. Accessed 10/14/13. Copyright
2005 by Encyclopedia Britannica, Inc. With permission.
Figure 2.5b inset: Source: Adapted from "radius: radius, ulna, fibula, and tibia." [Art]. In Encyclopedia
Britannica. Retrieved from http://www.britannica.com/EBchecked/media/47235/The-radius. Accessed
10/14/13. Copyright 2007 by Encyclopedia Britannica, Inc. With permission.

Pelvis
The pelvis geometry was modeled as a two-dimensional, sagittal view of the adult human
pelvis, extruded by a uniform thickness. The profile geometry was created from a series
of thirty-five points taken from a three-dimensional mapping of the human pelvis of a
medium sized male (1.74m tall, 76kg mass) [132]. This published study mapped 123
bony landmarks from a number of skeletal pelvises and then averaged these mappings for
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six size groups for both male and female human adults. The thirty-five points selected
for the creation of the pelvis profile used in this work were those that created a cross
section slice of the pelvis at a location that aligns with the midplane of the femur bone.
Care was taken to ensure that all points of attachment of the muscles used in this study to
the model of the pelvis developed for this work were accommodated for in the creation of
this cross-sectional profile either directly or as a projection onto this plane. Verification
of this placement of the muscle attachment points was made through comparisons to
published drawings of the sagittal view of the entire human leg [142]. Similarly, the
profile of the pelvis developed here was verified through visual comparison to
publications of the human skeleton [143, 144].
As described above, the developed two-dimensional profile became a threedimensional bone segment through a linear extrusion of uniform depth, which was twice
the diameter of the femoral bone, or 60mm. This value was selected to reduce artificial
numerical effects that might result at the hip joint interface between the simplified pelvis
and femur bone geometries.
The pelvis was modeled as a cortical shell with the entire inner volume filled with
cancellous bone tissue [17]. (See Figure 2.6.) For simplicity, the cortical wall thickness
of the pelvic bone segment in this model was approximately the same as that used for the
femur and tibia bones. However, to accommodate the profile shape, a 7.2mm shell
thickness was used.
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Figure 2.6 Model representation of the pelvis used in this investigation. Inset shows
actual bone.
Inset Source:
"chimpanzee: pelvis." [Art]. In Encyclopedia Britannica. Retrieved from
http://www.britannica.com/EBchecked/media/45433/Comparison-of-the-pelvis.
Accessed 10/14/13.
Copyright 2005 by Encyclopedia Britannica, Inc. With permission.

Foot
As with other bone segments, the foot geometry was modeled based on published
measurements of the locations of boundary-defining bony landmarks for an averaged
sized adult male [131, 145]. Similar to the pelvis, the foot boundary was based on a slice
through the midplane of the adjoining long bone, here, the tibia. The locations of the
ends of the heel and the long toe (or second toe) were used to define the overall length of
the foot, 252mm. The length of the calcaneous, or heel bone, measured 57mm from the
end of the heel to the approximate center of ankle joint. The profile was verified through
comparisons to published anatomical drawings of the foot [146]. The simplified foot
generated for this model had a uniform depth defined as the distance from the first to the
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fifth metatarsal (toe bones) and measuring 60mm [131].

Because the forefoot is

comprised of many small bones, it was assumed to be a solid volume of cortical bone
tissue. Cancellous bone tissue was included only in the hind foot region, from the heel to
the navicular tubercle [131, 146]. In this region, a uniform cortical shell 7.5mm in
thickness was assumed, following the cortical thickness used for the femur, tibia, and
pelvis bone segments. (See Figure 2.7.)

Figure 2.7 Model representation of foot used in this investigation. Inset: X-ray of actual
human foot for comparison.
Inset Source: "X-ray: X-ray of a human foot." [Photograph]. In Encyclopedia Britannica. Retrieved from
http://www.britannica.com/EBchecked/media/136119/X-ray-of-a-human-foot. Accessed 10/14/13. With
permission.

Joints
Based on the studies reviewed in Subsection 1.2.4.3, static, isometric loading may lead to
the best improvement in bone strength. The joint interfaces in the models developed in
this work were created to simulate the function of the hip, knee, and ankle joints under
this kind of activity, which maintains constant joint angles. Under these kinds of static
loading conditions, the proper transfer of forces from one bone segment to the next is of
importance. Therefore, ensuring the appropriate simulation of the joint function over a
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large range of motion was not necessary. As such, the mating geometries at the joints
were simplified considerably.
Contacting geometries at the hip joint were modeled as a concave hemisphere in
the inferior (bottom) region of the pelvis and a convex hemisphere at the superior (top)
end of the femur bone (Figure 2.8a). For the ankle joint, matching concave and convex
linearly extruded curves were used (Figure 2.8c). The knee joint geometry was the most
complex of the three joints included in this model (Figure 2.8b). The basic shape was
approximated using published anatomical drawings of the mating ends of the femur and
the tibia [143, 144, 146]. The femoral condyles on the distal end of the femur bone were
included, but only roughly approximated. The geometry was further modified to prevent
interference between the femur and the tibia as the knee joint was rotated through 90° of
flexion. The joint geometry was verified through a comparison of the distance between
the tibial tuberosity, which is the location of the origin of the tibia's local coordinate
system, and the knee joint surface on the superior (top) end of the tibia in this model to
the approximately 32mm reported in published literature [147].

(a)
Figure 2.8 Joint interfaces used in this model for (a) hip (b) knee (c) ankle.
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(b)

(c)
Figure 2.8 Joint interfaces used in this model for (a) hip (b) knee (c) ankle. (Continued)
The mating joint surfaces of the four bone segments in this model were in direct
contact and remained so during loading and unloading of the bones. The soft tissues at
the joints, cartilage and ligaments, were not modeled directly. Instead a joint contact
model that simulated compliance between mating surfaces was employed to simulate the
function of these soft tissues under the fixed limb conditions investigated. The joint
contact model allowed mating nodes, elements and surfaces to remain independent for
each bone volume but simulated the interactions of these components during load
application. A series of preliminary studies was performed to determine the appropriate
joint contact modeling parameters.
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In simulating the cartilage-on-cartilage mating surfaces, frictionless joint contact
was assumed and an augmented Lagrange multiplier contact algorithm with flexibleflexible contact pairs was used [148, 149]. ANSYS's built in contact module, which uses
this method, was employed. ANSYS provides five standard contact models to simulate
such an interaction. Each has a series of accompanying parameters that allow the contact
algorithm to be adjusted for the particular conditions simulated.

During these

preliminary joint surface interaction studies, each of these contact models and their
associated parameter settings were compared to a reference case in which the joints of the
leg were modeled as rigidly united mating volumes with shared nodes and, therefore,
included no joint compliance.
The contact models and parameters investigated varied in the type and the amount
of relative motion allowed between mating surfaces and how the pairs of mating nodes
were identified.

The three main joint interaction (contact) models available in the

software used were evaluated. These models selected mating (contacting) nodes by
directly comparing the nodal coordinates from the contacting pair of surfaces. The first
model ties the contacting nodes to prevent motion both tangential to (sliding) and motion
normal to (separation) the contacting surfaces. The second model allows for tangential
but not normal motion (sliding but not separation). The third model allows for both
normal and tangential motion (sliding and separation) of contacting nodes.

Two

additional models were studied that were slight modifications of the first two described.
These used tolerance bands, rather than exact positions, to determine nodal contact status
for the tied node and no separation, sliding only, surface interactions, respectively. The
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range of the tolerance band used in these contact models was a percentage of the
thickness of the element directly adjacent to the contacting surface.
Modeling parameters related to how much motion between mating nodes (or
compliance) is allowed for each of the five motion model types considered were studied.
Compliance at the joint interface was simulated in the contact models through the use of
a contact spring stiffness. The contact stiffness value was a percentage of the elastic
modulus of the contacting materials. Comparisons were made for contact stiffness values
equaling 1%, 10% and 100% of the cortical bone elastic modulus. Because the contact
model is solved iteratively, the contact stiffness value can either be adjusted by the
contact algorithm based on the values calculated at each iteration or held constant for the
entire solution. Both methods were compared in this preliminary study. The five contact
models and their additional parameters were evaluated for solution stability and run time.
The maximum von Mises stress and maximum deflection within the entire model and
locally at each joint were compared. Based on the results of the preliminary investigation,
the joint contact model parameters used for the remainder of the study were chosen.
The five main types of contact models were first examined. When compared to
the model that allows for no separation or sliding through tied contacting nodes, it was
found that models that allowed for sliding or both sliding and separation resulted in a two
and four fold increase in runtimes, respectively, and the same order of magnitude
decrease in measures of solution stability. The sliding or sliding and separating models
also resulted in 80% and 60% higher contact stresses, respectively, compared to the tied
node models. The models that allowed for separation and sliding had slightly lower
contact stresses than the model that allowed only for sliding due to the ability for gaps or
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openings to form between the contacting surfaces, thus releasing the contacting node
couples from the calculations. These separation and sliding models also allowed for
nearly twice the overall model maximum deflection than the tied node models because
more motion at the joint was allowed. This increased motion lead to decreased stresses at
locations far from the joints and significantly increased stresses locations near the joints,
for example, at locations where impingement between mating volumes occurred due to
the reduced restriction on the motion at the joints. Such models that allow for freer
motion may be most appropriate when large alterations in joint angles due to the applied
loads are expected, which was not the case for the desired modeling conditions.
When compared to the rigidly fixed model, the tied node model had the most
similar overall von Mises stress distributions, with a slight (5-10%) increase in overall
deflection and significantly decreased stresses near the joints due to the greater joint
compliance.

Hence, even though relative motion (sliding and separation) between

contacting surfaces was restricted by the tied node model, the compliance added by the
contact model improved the representation of the loading response at the joints without
affecting the overall prediction of the bone stresses due to applied loads. Therefore, this
type of restriction might be most appropriate for modeling a static loading condition for a
fixed limb configuration where no changes in joint angles are expected.
The inclusion of a tolerance band to determine the contact status of node pairs
improved the solution stability by as much as 80%. The tolerance band used in this study
was 5% of the thickness of the model element underlying the contact element. Therefore,
the element size in the joint region can affect the amount of stability improvement. To
investigate this effect, the mesh near the joint contact surfaces was varied up to 50%.
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While no changes in overall stress magnitudes or distributions were found far from the
joints, significant differences were noted in the contact stresses and in the von Mises
stresses in regions surrounding the contacting surfaces.

Thus, the mesh size near the

joints in models that include a tolerance band based selection of contacting pairs should
be selected to ensure stability of the contact model solution while limiting the stress
concentration effects of boundary condition discontinuities at the contacting surfaces.
As the value of the contact stiffness parameter increased, the overall maximum
model deflection and the maximum von Mises stress near the joints decreased. However,
the relationships between the stiffness parameter and these results were not linear. The
greatest differences with variation in the contact stiffness, 40% in deflection and 60% in
stress, occurred between joint contact stiffness values of 1% and 10% of the elastic
modulus of cortical bone, while only a 10% decrease in deflection and a 1% decrease in
stress occurred between joint contact stiffness values of 10% and 100% of the elastic
modulus of cortical bone. The run times varied only slightly due to these differences in
joint compliance. A 15% overall decrease in run time with similar nonlinear trends was
found over the range of contact stiffness values studied. In contrast to using a constant
value of contact stiffness, when this parameter is allowed to vary during the solution of
the contact model, the run time increased eightfold and the maximum stress varied as
much as 150%. Based on this study, a contact stiffness of 10% of the elastic modulus of
the underlying cortical bone showed the most significant beneficial effect on local and
contact stresses without adverse effects on the solution stability or the overall stress
distributions. This value correlates, in order of magnitude comparison when considering
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the element size of the mesh used in this study [150], to the modulus of the actual
cartilage that comprises the actual joint interfaces [151].
Based on this study of the available joint contact models and related parameters,
the model selected for use in this work included tied nodes to prevent relative motion of
contacting surfaces, but allowed for a 90% reduction in material compliance at the joints
(10% contact stiffness). It was desired that the stiffness value remained constant during
the solution of the contact model and that a tolerance band of 5% of the underlying
element thickness was used to determine the contact status of selected tied nodes. With
the representation of the bones and their interfaces established, the representation of the
muscles within the model was next determined.
2.1.2.2 Representation of Included Muscles.

Of the almost fifty muscles/muscle

segments in the human leg [152], ten muscles which are known to contribute most to the
production of sagittal plane forces were selected for inclusion in this model (See Table
2.1). While other muscles may contribute to the activities studied, their major function is
out of the plane considered here, and, so, their effect is assumed to be negligible [153156].
As described in Subsection 1.3.2.3, an accurate representation of the boundary
conditions, especially the muscle forces, is important in predicting realistic responses of
musculoskeletal systems to applied loads. As such, care was taken when selecting
modeling parameters related to the muscle forces, particularly the bone attachment areas
over which the muscle forces were applied, the lines of action of the muscle forces within
the system studied, and the cross sectional areas of the muscles, which were used in the
determination of the muscle force magnitudes.
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The first consideration in the representation of the muscles in the model
developed for this work was related to the way in which the forces functioned in the
model. Physically, muscles attach to bones via connective tissue called tendons, which
have much smaller cross-sectional areas than do the muscles. As described in Subsection
1.2.3.1, previously published studies have shown that stress concentrations can develop if
a muscle force is represented through only a single node. Therefore, in this model, the
muscle forces acted on bones over areas representing the average cross sectional diameter
of human tendons, regions 9mm in size [13, 157-159].
The next modeling area to be defined is the representation of forces generated by
the muscles.

Muscles were not modeled physically.

Instead, the geometric model

developed contained only the bones of the musculoskeletal system analyzed, and the
muscles were represented as forces acting upon these bones. Accordingly, the locations
and areas of the force application and the directions of the muscle force vectors had to be
defined.

Because a multi-bone system was considered in this work, muscles acted

completely within the system analyzed so equal muscle force magnitudes were applied at
both locations of attachment. (See Figure 2.12 for a definition of these points.) These
locations were determined from the literature [131]. The muscles were assumed to act as
straight lines between these origin and insertion points [160]. When necessary, such as
when this straight line passed through the bone geometry, intermediate points were used
to better define the muscle force path [156]. (See Figure 2.9.) Additional forces were not
applied at these intermediate points. They were only used to change the direction of the
force vector around a joint, such as around the knee. These lines of action of each muscle
force were dependent on the relative orientation of the bony segments.
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Figure 2.9 Example of use of intermediate point in muscle force line of action about the
knee joint.
By defining the joints crossed by each muscle and where they act on each bone in
the system, the effects of each muscle on the motion or stability of each joint can be
better understood. Table 2.2 defines the joints crossed by each muscle included in the
model used in this work. It also lists whether the muscle acts on the front (anterior) or
the back (posterior) of the leg system modeled, giving an indication of whether it
increases the angle of the joint it crosses (called extension) or decreases it (called
flexion). Figure 2.10 shows the overall physical model of the musculoskeletal system of
the leg used in this work. The included bony segments, joints, and the lines of action of
the muscles for a straight leg configuration are shown. In this figure, an illustration of an
average sized adult male is placed alongside the developed model for reference.
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Table 2.2 Joints Crossed By Each Muscle
MUSCLE
Sartorius
(SART)
Rectus Femoris
(RF)
Iliacus (Ipsoas)
(IL)
Gleuteus Maximus
(GM)
Long Head Biceps Femoris
(LHBF)
Tibialis Anterior
(TA)
Soleus
(SOL)
Gastrocnemius
(GAST)
Vastii
(VAST)
Short Head Biceps Femoris
(SHBF)

Location

HIP

KNEE

Anterior





Anterior





Anterior



Posterior



Posterior



ANKLE



Anterior



Posterior



Posterior



Anterior



Posterior





Figure 2.10 Full musculoskeletal model of the leg system used in this study with samescaled image of average adult male, indicating appropriate assembly height of model.
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A geometric parameter not included in the physical model, but important in the
determination of individual magnitudes of muscle forces as described in Chapter 3 is the
physiological cross sectional area of the muscle (PCSA). The PCSA is widely used as a
measure of the overall size of the muscle and is an indicator of the relative muscle
strength [161]. The PCSA is calculated as the ratio of the volume of the muscle to its
length. Both of these physical parameters are usually measured from cadaveric or MRI
studies. While their values can vary significantly between individuals for a given muscle
or even between different states of muscle activation for the same activity performed, the
relative sizes of the muscles within a system and, therefore, their relative force producing
capabilities and strengths are similar between different individuals.
Because the PCSA is often used to determine the individual muscles forces, the
effect of the variability of the values of the PCSA used in these models has been the
subject of much study.

While the values of the muscle PCSA used to predict muscle

forces have been shown to significantly affect the muscle force magnitudes, the trends in
the relative muscle forces in a given musculoskeletal system are repeatedly predicted,
regardless of the PCSA values used [162, 163]. This is important because these trends
can be directly compared to trends in experimental measurements of the electrical activity
produced by active muscles.

Interestingly, resultant forces made from the sum of

individual muscle forces, have been shown to be less sensitive to the values of PCSA
used, as the sum acts to "balance out" the differences [163].
The physiological cross sectional areas of the ten muscles used in this study were
defined as the average of the measurements reported in eight published studies [163-171].
Because of the wide range of values reported for many of the muscles, the average was
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taken excluding the extreme reported values. Table 2.3 shows the average and extreme
PCSA measurements from the literature surveyed for the muscles included in this model.
In order to understand the effects of these exclusions, the differences between the average
including and excluding the extremes are reported. Refer to Table 2.2 for key to muscle
name abbreviations.
Table 2.3 Average Physiological Cross Sectional Areas (PCSA) Reported in the
Literature for the Muscles Used in this Study (cm2)

Muscle

Average

Max

Min

Average
Excluding
Extremes

Difference
of Average
Excluding
to Average
Including
Extremes

SART
RF
IL
GM
LHBF
TA
SOL
GAST
VAST
SHBF

3.9
33.9
21.7
49.4
30.2
18.0
118.0
44.6
79.1
9.3

5.9
54.1
31.0
60.8
48.0
39.5
230.0
68.0
147.8
19.4

2.7
9.2
8.8
32.3
9.1
8.5
38.0
17.0
16.5
4.7

3.6
36.5
23.0
51.0
31.6
18.1
97.8
40.9
90.0
9.9

-8%
8%
6%
3%
5%
1%
-17%
-8%
14%
6%

Note: Data averaged from values reported in [163-171].

The musculoskeletal model described above, while developed to sufficiently
represent all of the basic functional components of the musculoskeletal system studied,
does contain significant simplifying assumptions. Therefore, the use of this model, as is
the case for any model, whether numerically or experimentally based, is valid only under
the circumstances specified. The valid system conditions selected in this work were
based on those that have experimentally produced the most significant effects on overall
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bone shape, and, therefore, bone strength adaptations, as reported in Chapter 1. The
specific system conditions studied will be explained next.

2.1.3 System Configurations Studied
The assumptions used in the generation of the models of the bone geometry and muscle
placement and in the models of the interfaces of the bony segments at the joints described
in Subsection 2.1.2 limited the types of activities that could be simulated using the
developed system representation. The limitations restricted the types of forces generated
by the system investigated.

The model of leg musculoskeletal system studied used in

this work, from pelvis to foot, while three-dimensional in geometry, was symmetric at the
midplane and considered only forces in the sagittal plane. Therefore, the actions studied
using this model were limited to this plane and included flexion or extension of the hip,
knee or ankle joints.

Torsion about the long axis of the leg and out-of-plane forces or

motions, such as abduction or adduction, were considered negligible.

As follows,

muscles whose main actions were these kinds of out-of-plane forces were excluded from
the model. Such an assumption simplified the process for the determination of the
individual muscle forces by limiting the size of the set of unknowns, and this approach
has been widely used [153-156].
The joint contact model chosen for this work, described in Subsection 2.1.2.1,
restricted the relative motion at the hip, knee, and ankle joints. Therefore, the model was
limited to the study of static activities or dynamic activities simulated through iterative,
quasi-static approximations. The current study did not consider any dynamic loads and
focused only on static, isometric exercises. Isometric exercises are those where the joint
angles do not change due to muscle activity, such as when applying a resultant force
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against an immovable object or when holding a weight at a particular location for a given
period of time.
2.1.3.1 Specific Limb Configurations Studied and System Parameters Used. The
study of isometric loading of the leg using the developed model was applied to three
different limb configurations. While all other aspects of the musculoskeletal model and
finite element mesh were identical for each configuration studied, by varying the hip,
knee, and ankle joint angles, the joint interfaces and muscle force vectors varied.
Therefore, the effects of a range of loading conditions could be compared as is discussed
in Chapter 5. Figure 2.11 shows the three configurations studied, including the lines of
action for each included muscle. The global coordinate systems and the local coordinate
systems for each bony segment are shown as are the boundary constraints. The top of the
pelvis was fixed in all degrees of freedom, representing the mass of the upper body. The
toe, through which the resultant load was applied to a fixed surface in the parametric
loading studies conducted in the second phase of this research, was also constrained in all
degrees of freedom. The three limb configurations are named for the angle created
between the longitudinal axis of the tibia bone and the global y-axis so that the 0°
configuration is that shown in Figure 2.11a, the 45° configuration is that shown in Figure
2.11b, and the 90° configuration is that shown in Figure 2.11c.
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(a)

(b)

(c)
Figure 2.11 Bone segments, lines of action of muscle forces, local and global coordinate
systems, and boundary constraints for (a) 0° (b) 45° (c) 90° limb configurations studied.
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The geometry was created using three-dimensional solid CAD modeling
techniques and then discretized. This process is now explained in detail. Because a joint
contact model was used in analyzing this leg system, each bony segment, the pelvis, the
femur, the tibia, and the foot, remained an independent volume. The geometries for each
volume were created separately using the three-dimensional CAD modeling software
Pro/Engineer Wildfire 4.0 [172].

The local coordinate systems for each bone volume

defined in Subsection 2.1.2.1 were created. From these local coordinate systems, each set
of muscle origin and insertion points defined in [131] were marked. The bone volumes
were then assembled using this same CAD software to create the configurations shown in
Figure 2.11. The assembly global coordinate system coincided with the local coordinate
system of the pelvis.

Lines, which denoted the muscle force vectors, were drawn

connecting the origin and insertion points for each muscle in each assembly.
A number of geometric measurements were taken from this model, using the
CAD software's built-in tools for use in determining the individual muscle forces, bone
stresses and relative orientation of the bone segments in each configuration studied.
Translation and rotation measurements were taken between the global assembly system
and the local coordinate system for each segment in each limb configuration assembly for
the cases shown in Figure 2.11. These measurements were used in the finite element and
the bone shape adaptation models to transform the nodal positions from the global to the
local coordinate systems or to move bone segments to the desired study configurations.
Table 2.4 lists the coordinate system transformation parameters.
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Table 2.4 Coordinate Transformations from Global to Local for Each Bony Segment

Configuration

0°
45°
90°

Coordinate
Name
X (m)
Y (m)
Theta Z (deg)
X (m)
Y (m)
Theta Z (deg)
X (m)
Y (m)
Theta Z (deg)

Pelvis
LCSYS
(Anterior
Superior
Iliac
Spine)
0.0000
0.0000
0.0
0.0000
0.0000
0.0
0.0000
0.0000
0.0

Femur
LCSYS
(Greater
Trochanter)

Tibia
LCSYS
(Tibial
Tuberosity)

Foot LCSYS
(Calcaneous)

-0.0560
-0.0894
0.0
-0.0560
-0.0894
45.0
-0.0560
-0.0894
0.0

-0.0560
-0.5393
0.0
0.2000
-0.4274
-45.0
-0.1139
-0.5094
-90.0

-0.1120
-0.9521
0.0
-0.1116
-0.6598
-45.0
-0.4987
-0.4534
-90.0

Additionally, the directions of each of the muscle vectors were defined for the
three limb configuration cases in Figure 2.11 as the angle between the "muscle lines of
action" and the global y-coordinate (see Figure 2.12). The directions of each muscle
force (Figure 2.11) acting on each bone segment as defined in Figure 2.12 are provided in
Tables 2.5 through 2.7. Note that the "origin bone" is the bone connected to the muscle
that is located most proximal (closest to whole body center), while the "insertion bone" is
the bone connected to the muscle that is located most distal (furthest away from whole
body center).
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Y
Origin Bone

origin

Muscle 'A' Force
from Origin Bone

X
Global
Coordinate
System

insertion
Joint

Muscle 'A' Force
from Insertion Bone

Insertion Bone

Figure 2.12 Definition of angle, , used to define the direction of the muscle force on
each bone segment. All angles are defined with respect to the global Y-coordinate, with
counterclockwise as positive.
Table 2.5 Angular Direction, , of Muscle Force Application on each Bone Segment for
the 0° Configuration (degrees)
Muscle
SART
RF
IL
GM
LHBF
TA
SOL
GAST
VAST
SHBF

Origin Bone
Pelvis
Pelvis
Pelvis
Pelvis
Pelvis
Tibia
Tibia
Femur
Femur
Femur

Origin 
177.044
177.321
164.173
-161.278
-177.568
-166.182
173.370
175.145
180.000
180.000

Insertion Bone
Tibia
Tibia
Femur
Femur
Tibia
Foot
Foot
Foot
Tibia
Tibia

Insertion 
-2.956
-2.679
-15.827
18.722
2.432
13.818
-6.629
-4.855
0.000
0.000
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Table 2.6 Angular Direction, , of Muscle Force Application on each Bone Segment for
the 45° Configuration (degrees)
Muscle
SART
RF
IL
GM
LHBF
TA
SOL
GAST
VAST
SHBF

Origin Bone
Pelvis
Pelvis
Pelvis
Pelvis
Pelvis
Tibia
Tibia
Femur
Femur
Femur

Origin 
-144.008
-141.915
177.440
-156.614
-138.266
148.818
128.371
132.857
-135.000
-143.1585

Insertion Bone
Tibia
Tibia
Femur
Femur
Tibia
Foot
Foot
Foot
Tibia
Tibia

Insertion 
-45.000
-45.000
-2.560
48.676
41.723
-31.182
-51.629
-47.143
-45.000
-31.183

Table 2.7 Angular Direction, , of Muscle Force Application on each Bone Segment for
the 90° Configuration (degrees)
Muscle
SART
RF
IL
GM
LHBF
TA
SOL
GAST
VAST
SHBF

Origin Bone
Pelvis
Pelvis
Pelvis
Pelvis
Pelvis
Tibia
Tibia
Femur
Femur
Femur

Origin 
176.720
177.039
164.173
161.278
178.405
103.818
83.370
87.857
-180.000
171.841

Insertion Bone
Tibia
Tibia
Femur
Femur
Tibia
Foot
Foot
Foot
Tibia
Tibia

Insertion 
-90.000
-90.000
-15.827
18.722
-1.594
-76.182
-96.629
-92.143
-90.000
-8.159

With the locations of the muscle force application and force directions defined,
the moments arms that each muscle created about each joint it spanned were determined
from the CAD model assemblies for each of the 0°, 45° and 90° configurations defined in
Figure 2.11. (Refer to Table 2.2 for identification of the joints crossed by each muscle in
this model.)

The muscle force moment arms were also measured from the assembled

geometric models using the software's built-in tools. To calculate the moment arms, an
imaginary cut was made in the leg system studied just above (proximal to) each joint
working from the foot towards the pelvis. The muscles force lines that were severed with
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this cut were identified.

Lines perpendicular to the severed muscle force lines (or

projections of these lines) were drawn and extended to the joint centers. The lengths of
these lengths were the measured joint moment arms. Figure 2.13 shows an example of
how the joint moment arms were calculated for the 45° configuration.

YGlobal

(a)

XGlobal

(b)
Figure 2.13 Determination of muscle force moment arms about each joint in the system
studied. Representative case: 45° configuration for (a) ankle (b) knee and (c) hip joints.
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YGlobal

XGlobal

(c)
Figure 2.13 Determination of muscle force moment arms about each joint in the system
studied. Representative case: 45° configuration for (a) ankle (b) knee and (c) hip joints.
(Continued)
The muscle moment arm values used in this model for each configuration studied
are listed in Table 2.8. The sign of the muscle force moment arm in the "direction" of the
moment arm length was determined based on the direction of the moment created by the
severed muscle force. For example, if the muscle created a counterclockwise (positive)
moment about the joint, the moment arm of the muscle about this joint was positive. If
the muscle created a clockwise (negative) moment about the joint, the moment arm of the
muscle about the joint was negative. (Refer to Figure 2.13.)
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Table 2.8 Moment arms of Muscles Forces about Joints (m)
Hip Muscles
0°
45°
90°
Muscle
Configuration Configuration Configuration
SART
0.039857
0.081664
0.039402
RF
0.037319
0.066296
0.037032
IL
0.023704
0.035214
0.023704
GM
-0.038279
-0.019778
-0.038279
LHBF
-0.034780
-0.023170
-0.035110
Knee Muscles
0°
45°
90°
Muscle
Configuration Configuration Configuration
SHBF
-0.015000
-0.480569
-0.048057
LHBF
-0.016955
-0.047179
-0.046797
GAST
-0.018331
-0.039411
-0.039411
VAST
0.015000
0.015000
0.015000
RF
0.017690
0.015728
0.015339
SART
0.018198
0.015903
0.015393
Ankle Muscles
0°
45°
90°
Muscle
Configuration Configuration Configuration
TA
0.074938
0.074938
0.074938
GAST
-0.052330
-0.054429
-0.054429
SOL
-0.050894
-0.050874
-0.050894
Note: Direction indicates the creation of a CCW (+) or CW (-) moment.

The identification of the locations of the joint centers was necessary in order to
measure these moment arms. (Refer to Figure 2.13 for illustration of each joint center).
Some deviations from the locations listed in the reference used [131] were made to
accommodate the bone volume geometries created for this model. Because the muscle
forces were assumed to act only in a two dimensional plane, and because the end
geometries of the long bones in this model ignored the widening as the joints were
approached, the location of the greater trochanter listed in [131], which is also the
location of the femur's local coordinate system, was used as the center of rotation of the
hip [133].

The center of the arc on the distal geometry of the femur was used at the
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center of rotation of the knee. The center point of contact between the tibia and foot
geometries was taken as the center of rotation of the ankle joint. Despite the deviations
from the locations of the joint centers reported in [131], the position of these landmarks
in this model with respect to each local coordinate systems correlate well with those
reported in the literature.
It should be noted that many different methods have been developed in the
published literature to determine muscle moment arms [163, 170, 173-175].

These

methods often rely on complex curve fits to experimental measurements of muscle
lengths and joint centers over a range of joint angles in a functioning system. The
methods described here were based on straight line connections between measurements
of bony location markers which were averaged over a wide range of subjects and, hence,
are approximations of the actual distances which may be measured in a singular
functioning musculoskeletal system. However, the current method is repeatable, not
reliant upon curve fit approximations, and, therefore, suitable for the purposes of the
comparative studies in this work.
Because static isometric conditions were studied in this work, the net force by the
leg system was constant, acting at a fixed region between the toe and an immovable
surface (Figure 2.11).

Therefore, to solve the conservation of angular momentum

equations for each static set of loading conditions in this, the moment that was generated
by the reaction force from the fixed surface about each joint was required. The distances
between the joint centers and toe region over which the force acts, with respect to the
global coordinate system, were measured in CAD model assemblies for each
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configuration (set of joint angles) studied using the same built in software tools used to
measure the muscle force moment arms and are listed in Table 2.9.
Table 2.9 Resultant/Reaction Force Moment Arms About Joints (m)
Moment Arm
Component
(Global CSYS)

0°
Configuration

45°
Configuration

90°
Configuration

HIP
X
Y
Z
X
Y
Z
X
Y
Z

0.195000
0.105597
-0.0639824
-0.764144
0.0
0.0
KNEE
0.195000
-0.191388
-0.465663
-0.467159
0.0
0.0
ANKLE
0.195000
0.0926434
-0.0639824
-0.183128
0.0
0.0

-0.465663
-0.615000
0.0
-0.195000
-0.465663
0.0
-0.195000
-0.639824
0.0

With the geometry and the boundary conditions defined, the model was next
prepared for the structural analyses under the varied loading conditions studied. This
analysis was performed through the use of finite element modeling methods. Therefore,
the CAD model bone volumes were discretized into a finite element mesh. Each bony
segment volume was only meshed once. The parameters in Table 2.4 were used to
transform the meshed volumes into each of the three configurations in Figure 2.11.

2.1.4 Discretization of the Geometry
The preprocessing for the finite element analysis of the bone volume geometries created
to represent the pelvis, femur, tibia, and foot was performed using the commercial finite
element software package ANSYS/Mechanical APDL [141]. The geometry developed in
the CAD software (Pro/Engineer Wildfire 4.0 [172]) was imported into the finite element
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software through the use of neutral IGES files.

Each bone volume was imported

separately and assembled within the finite element software using the global coordinate
system defined in Subsection 2.1.3. The interior volumes for the cancellous regions were
created in the ANSYS pre-processor as well. Following the preliminary contact material
model studies in Subsection 2.1.2.1, common surfaces between the cancellous and
cortical bone regions were shared so that no relative motion at the material interfaces
occurred. Additionally, regions where loads were applied or constraints were induced
were separated from the rest of the bone surfaces. However, common lines were shared
at the interfaces. These load/constraint regions were appropriately labeled for ease of
subsequent selection. Finally, the local coordinate systems of each bone segment used in
the development of the geometry and its transformations were added to the finite element
model for each of the three configurations shown in Figure 2.11. The bone volumes were
next discretized to create the finite element mesh used in the analysis (Figure 2.14).
A combination of 20-node tetrahedral elements and 8-node hexahedral elements
were used. In general, hexahedral elements were used for regular geometry, such as the
cylindrical regions of the femur and tibia, allowing element sizes to be directly
controlled. As described in Chapter 4, hexahedral elements with no mid-side nodes were
used so that the shape adaptations could be simulated through customized subroutines in
ANSYS. The tetrahedral elements were used for interior volumes or exterior volumes
with irregular geometry, such as the pelvis, foot, and the regions of the femur and tibia
near the hip, knee and ankle joints as well as the central core in each cylindrical region.
Figure 2.14 shows the designations of element types for each region of the model. A
transition layer of pyramidally shaped elements was used at interfaces between the
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hexahedral and tetrahedral element types. At the contacting surfaces of the joints, special
surface elements necessary for the execution of the joint contact analysis were placed on
top of the tetrahedral elements at the mesh at the end regions of each bone segment
volume. Figure 2.15 shows the meshed contacting surfaces used.

(a)

(b)

(c)

(d)

(e)
Figure 2.14 Locations of types of elements used (a) pelvis (b) near hip joint (c) near
knee joint (d) near ankle joint (e) foot.
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(a)

(b)

(c)

Figure 2.15 Meshed contacting surfaces for (a) hip (b) knee (c) ankle joints.
The development of the mesh for the leg bone system studied was constrained by
two factors. The first factor is related to the approximation of the porous bone material
as a continuum.

Both cortical and cancellous bone are porous materials made of

structural units called osteons. Therefore, they are not uniform homogeneous continua as
assumed in the finite element analysis methods used in this work. In order for the
continuum assumption to be valid, the element size of the model's finite element mesh
must be at least an order of magnitude greater than the characteristic size of the material
modeled [176]. Because the focus of this study was on cortical bone strength, the
element size for the entire model was limited by the characteristic size of the cortical
bone tissue material. Since the cortical bone tissue is much less porous than cancellous
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bone tissue, [13, 15, 17], its characteristic size was assumed to be that of an osteon,
which ranges in size from 100-300m [16]. As a result, the minimum element size for
the mesh created in this model was one millimeter. The second factor that limited the
mesh developed in this work is related to the maximum model node limit of 256,000
nodes imposed by the available software license.
The cylindrical regions of the femur and the tibia meshed with hexahedral
elements were divided into a number of volumes in order to control the element size and
to create a mapped mesh. (Refer to Figure 2.16 during this discussion of the mapped
mesh). The mesh in the cortical region in these bone volumes had a radial spacing of
1.875mm. The mesh in the corresponding cancellous region had a radial spacing of
2mm, graded by a ratio of 0.5 so that the element size started out the same as the
adjoining cortical elements, and got smaller as the radial coordinate decreased. In the
theta direction, around the circumference of the cylindrical regions, element sizes were
also graded to be smaller in the anterior and posterior regions, where the muscle forces
were applied, and larger 90° from these regions. Because the sagittal (symmetry) plane
was closest to the region of applied muscle forces, the smallest elements were placed in
this region. The angular size of the elements was 4.3° for the first ±17.2°. It increased
to 6.4° until ±36.4° when the element size increased again to 10.72° until the ±90°
location. In the axial direction, the mesh was varied so that the smallest element sizes
were in locations of muscle force or constraint application.

The mesh gradually

transitioned to larger elements away from these regions. The cancellous regions, with
hexahedral elements, had identical mapping to the corresponding cortical regions in the
angular and axial directions in regions where both types of tissue were present.
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In regions with tetrahedral elements, meshes were automatically created using
ANSYS's built in meshing algorithms. Various levels of refinement, using the built in
refinement tools, were applied so that the tetrahedral elements were visually similar in
size to the mapped, hexahedral element region. Further refinement was applied to the
regions of muscle force application. The mesh at the contacting surfaces was based on
preliminary study of the effect of element size on contact model results discussed above.
Each muscle force was applied over a region the size of an average tendon, as
explained in Subsection 2.1.2.2.

If the muscle force occurred in where tetrahedral

elements were used, this region was circular. If it occurred where a hexahedral mesh was
used, the region was square. The force application area was divided into two zones to
allow for a stepped transition from a central core of highest magnitude forces to a region
with a moderately lower magnitude located next to the surrounding nonloaded elements.
The nodes in the central one-third of the total muscle force application area incur twice
the load applied to nodes in the surrounding 2/3 of the total application area. Because of
the mapped hexahedral mesh in the femur and tibia regions, the muscle force attachment
areas were assigned a constant element size in both these inner and outer zones for all
muscle force areas. In the pelvis and foot regions with the tetrahedral mesh, however, the
number of nodes in each region and at each muscle force area varied because the mesh
could not be directly controlled. This variation in the node count in the muscle force
application area was accounted for in the assignment of the nodal muscle force values.
Preliminary mesh sensitivity studies were performed for the effect of mesh on
both the von Mises stress distributions and on the resulting shape changes to the bone's
surface geometry. Refinement of the mesh was limited, however, due to the limits on the
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maximum allowable number of nodes within an analyzed model. The selected mesh
created the least alterations in results with node distribution variation while meeting the
node limit criteria. The final finite element model contained a total 184,067 elements and
242,066 nodes. Figure 2.16 shows the final mesh used arranged in the 0° configuration.
With use of the coordinate system transformations described in Subsection 2.1.3.1, this
mesh was the same for each limb configuration studied.

Figure 2.16 Final mesh used for all studies in this work.
2.2

Material Models

The appropriate modeling of the behavior of a material is crucial to its analysis.
Therefore, a significant amount of research has been published on the material properties
of cortical and cancellous bone tissue. As a living structure, these material properties can
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vary. This is due to a wide number of factors including density, which is related to
porosity and amount of mineralization, age, species, previous load history, location
within the body or position within an individual bone, loading orientation, type of load,
and even genetic factors.

Hence, unlike many manmade materials, the material

properties of bone tissue, even of "healthy" individuals, can have a wide range of
reported values [13, 177-180].
Because of this variation, significant research has been undertaken to develop
empirical models, through both experimental and computational means, relating the
factors listed above and the material properties so these models can be used to predict
bone behavior [13, 31, 178, 179, 181, 182]. Most models contain correction factors and
other constants that fit the mathematical model to a particular set of experimental data.
Therefore, such models may be limited in their universal application. Nonetheless, some
generalized descriptions of bone material behavior can be made.
Bone tissue, both cortical and cancellous, behaves elastically, and sometimes
viscoelastically. It is generally agreed that bone tissue is an anisotropic, composite
material that can behave nonlinearly at increased strain rates. However, depending on the
model's application, the specific system conditions, the scale of the system considered
(cellular vs. tissue level vs. whole bone level), and even the type of bone studied,
simplifications can be made that significantly reduce the computational complexity.
Such simplifications include assumptions of linear elasticity and transverse or full
isotropy [14]. Of the physical parameters that affect the mechanical properties of cortical
and cancellous bone tissue, density and orientation are most influential [14].
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Because the intent of this work is a comparative study of the relative effects of
various loading regimens on the cortical bone strength adaptation, a detailed, highly
accurate model of the material behavior of cortical and cancellous bone is not necessary.
The selection of the material properties used in this model is explained below.

2.2.1 Properties of Cortical Bone Tissue
Many of the material properties of cortical bone tissue are affected by load magnitudes
and rates of loading [14, 90, 178, 182]. Therefore, simplifications to the material models
can be achieved by limiting the range of applied loads. The loads considered in this study
were selected so that developed stresses remained in the elastic range, justifying the use
of elastic material models in this work.
The yield strength of cortical bone material has been reported to range from 80150 MPa under tensile loads, 100-160 MPa under compressive loads, and 160-180 MPa
under bending loads [178]. While cortical bone tissue is viscoelastic with the stiffness,
strength, and brittleness all increasing with increased strain rate [14], the viscous effects
have a negligible effect on the bone's response under a wide range of loading frequencies
[178]. Because only static loading is considered in this work, viscoelastic effects were
assumed to have a negligible effect.
The strength of cortical bone varies linearly with porosity and with
mineralization, and, hence, linearly with density. However, because only shape changes
are considered in the strength adaptations simulated in this investigation, the density of
cortical bone is assumed to be uniform throughout the bone volumes and constant with
time. Therefore, the strength of the cortical bone was considered a constant in this work.
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For reference purposes in this study, an average value of those listed above, 150 MPa,
was considered to be the yield strength of cortical bone tissue.
The elastic modulus of cortical bone is reported to vary exponentially with
porosity and also exponentially with mineralization. However, because the density of the
bone is assumed to be constant with location and time in this study, a constant modulus
was used in this work. Cortical bone tissue, especially in the long bones like the femur
and tibia, is typically considered to be transversely isotropic, with the properties in the
transverse plane about half those in the longitudinal plane, or along the longitudinal axis
[16]. Nonetheless, cortical bone tissue has often been modeled as an isotropic material
[183, 184]. Because of the complex loading in the bone system studied in this work, the
transversely isotropic material model for the cortical regions of the long bones (femur
and tibia) was warranted. Because there is no dominant loading direction in these foot
and pelvis regions, fully isotropy was assumed in these regions. Table 2.10 summarizes
the material properties used in this model. Note that the directions x and z describe the
local transverse plane while direction y describes the local axial direction of the long
bone as in Figure 2.11. Because the Poisson's ratio of cortical bone ranges from 0.28 to
0.48, a mid-range value was used in this work.
Table 2.10 Cortical Bone Tissue Material Properties (GPa except )
For Femur and Tibia from [185]
Material Property
Value
Ex
9.55
Ey
9.55
Ez
16.61
Gxy
3.28
Gyz
4.74
Gxz
4.74
0.37


For Pelvis and Foot
Material Property
Value
E from [183]

from [184]

16.35

0.34
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2.2.2 Properties of Cancellous Bone Tissue
Cancellous bone tissue is significantly more porous than cortical bone tissue (Figure 1.1),
with its porosity ranging from 50-95%. This porosity varies significantly with location
and time, causing the measurement of cancellous bone properties to be appreciably more
difficult than that of cortical bone tissue. Because of its considerable porosity, empirical
and analytical relations developed for engineering foams are often used to determine the
mechanical properties of cancellous bone tissue [13]. In addition, because of its very
porous nature, the material properties of cancellous bone tissue are affected not only by
the density, but also by the orientation of the struts that create the porous structure of the
material [14].
While the yield strain of the cancellous bone tissue is a constant that is equal to
the slope of the yield stress versus stiffness curve, this material does not reach an ultimate
stress and fail after yielding [14]. Instead, the stress remains fairly constant or increases
slightly with strain as the pores collapse upon each other as a result of buckling, not a
bending failure of their struts [14]. As a result, the cancellous bone tissue has significant
plastic deformation after yielding and, therefore, energy absorption ability [13].
Because of the wide range of reported values of the material properties of
cancellous bone tissue and the transient nature of the strut orientation and material
density, it is often modeled as an isotropic material [16].

This simplification is

acceptable in the current work because of the focus on the cortical bone tissue and
strength of the whole bone structure.

Because the Poisson's ratio of cancellous bone

tissue is difficult to measure due to its porosity, a value of 0.3 is often used in the
published literature [16] and was used in this study.
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The modulus of elastic of cancellous bone tissue is, on average, 70-80% of that of
cortical bone tissue and is widely reported to range from 8-14 GPa [16].

However, to

determine the most appropriate value of the elastic modulus of the cancellous bone tissue
for use in this work, a preliminary study was performed to compare the effects of three
different values of an isotropic elastic modulus of cancellous bone tissue: 8 GPa, 11 GPa,
and 14 GPa. In these studies, the cortical bone tissue of all bone components was
modeled as an isotropic material (modulus of 16.35 GPa, Poisson's ratio of 0.34). A
number of loading conditions with these different cancellous bone material properties
were compared in order to ensure the effect was due to choice of the material property
and not that of the boundary conditions. The geometry of the model was as described in
the preliminary study of the effect of the inclusion of cancellous bone tissue in
Subsection 2.1.2.1 and Figure 2.4.

Over the three modulus values considered, the

variation in the maximum model deflection was slight (<5%) and decreased linearly with
increasing stiffness. There was little difference (<0.5%) in the maximum model von
Mises stress. Because of the small effect of the cancellous bone elastic modulus on the
overall behavior of the system modeled, a mean value of the reported range of the
cancellous bone elastic modulus, 11 GPa, was chosen for use in this work.
With the geometric and material models of the system studied fully established
and the boundary conditions and loading parameters identified, the system is fully
described and can be analyzed. The analysis is achieved through mathematical modeling
methods which use equations that govern the behavior of the system in terms of the
response due to the material properties and the response due to the system configuration.
The governing equations and the solution methods used in this work are now described.
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2.3

Governing Equations and General Modeling Techniques

Just as with any mechanical system, the musculoskeletal system studied in this work must
satisfy basic governing and constitutive equations. The behavior of the materials within
the system can be described by material model constitutive equations. The operation of
the defined musculoskeletal system itself is described by the basic laws of conservation
of momentum, mass, and energy. The additional observed behavior of biological systems,
like the bone strength adaptation studied in this work, that occur due to physiological
processes can also be described mathematically with the development of relations that
express the results of these processes in terms of the parameters that control the
processes. The explanation of the mathematical modeling of the behavior of the bone
tissue and the governing equations related to the conservation of system mass,
momentum and energy that are implemented in this work are discussed in detail as are
methods for their solution. Basic methods used in this work to predict the individual
muscle activity and bone strength adaptation, the focus of Chapters 3 and 4, respectively,
are introduced.

2.3.1 Constitutive Equations of the Cortical and Cancellous Bone Material
The bulk (also called tissue level or apparent level) properties of bone tissue under the
loads imparted by everyday activities are usually represented using continuous,
homogeneous, linear, elastic, isotropic or transversely isotropic models [16]. Therefore,
the bone is considered to be a Hookean material, and there is a linear relationship
between stress and strain in the bone materials studied in this work. The constitutive
equations for a Hookean, isotropic and transversely isotropic material are presented in the
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Lagrangian coordinate system using tensor notation unless otherwise noted. The
descriptions, relations, equations and derivations written here are based on [16, 186].
The relationships between strain and displacement are called the kinematic
relations and are written in Voigt (engineering) form as (from [186]):

i 

ui
xi

(2.1)

where i= 1, 2, 3 or x, y, z

for normal strains depicting the change in length and as

 ij 

ui u j
+
, i j
x j xi

(2.2)

where i, j = 1, 2, 3 or x, y, z

for shear strains depicting the change in angle.
The expressions for strain can be written in tensor form as (from [186]):
1  u u 
εij   i  j 
2  x j xi 
where i, j = 1, 2, 3 or x, y, z

(2.3)

Normal strains are indicated by i=j and shear strains are indicated by i≠j. The strain
tensor is symmetric. It should be noted that shear strains written in engineering or Voigt
form (ij, i≠j) are twice those written in the strain tensor form (ij, i≠j) [186] so that the
values of the engineering shear strain components (ij, i≠j) are twice the tensor shear
strain component values:
ij =½ij, i≠j

(2.4)
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For a given body (in this work, the bone) to remain homogeneous and continuous
during the deformation due to an applied load, thus ensuring that no voids open within
the material, a piecewise continuous strain and displacement field must be maintained
[186]. This means that the strain tensor at a point (ij, i,j=1, 2, 3 or x, y, z) must be a
continuous function of displacement (ui, i=1, 2, 3, or x, y, z). In other words, the strain
tensor in Equation 2.3 must be twice differentiable in xi. This requirement leads to six
compatibility (or continuity equations) [186, 187].

 211  2 22
 212


2
x22 x12
x1x2

(2.5a)

 2 23
 2 22  2 33


2
x32 x22
x2x3

(2.5b)

 213
 211  2 33

2
x32 x12
x1x3

(2.5c)

 211
   23 13 12 





x2 x3 x1  x1 x2 x3 

(2.5d)

 2 22
   31 12  23 





x3x1 x2  x2 x3
x1 

(2.5e)

 2 33
  12  23  31 





x1x2 x3  x3
x1 x2 

( 2.5f)

Directions 1, 2, and 3 are any orthogonal set of directions, typically Cartesian x, y, and z.
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Because cortical bone is modeled as a linearly elastic material for the small strains
considered in this work, the constitutive equation describing this Hookean material is
simply (from [16]):

 ij  Cijkl  kl
where i,j,k,l = 1, 2, 3 or x, y, z

(2.6)

Cijkl results in a 6x6 matrix of the elastic constants called the elastic constant matrix (or
stiffness matrix).
Taking the inverse of Equation 2.6 leads to [16]:

 kl  K klij ij
where i,j,k,l = 1, 2, 3 or x, y, z

(2.7)

Kklij is the inverse of Cijkl, is also a 6x6 matrix, and is referred to as the elastic compliance
matrix.
The thirty-six unique components of the elastic constant matrix, Cijkl, describe the
elastic behavior of the material. With thirty-six unique components, there are no
relationships between the material orientation and behavior, and the material is
anisotropic. The number of unique components in the elastic constant matrix (and,
therefore, its inverse, the elastic compliance matrix) can be reduced if the material
displays some degree of symmetry with respect to the three orthogonal directions (1, 2, 3
or x, y, z).

Such orthotropic materials have planes of symmetry where material

properties are independent of direction within the plane.
Orthotropic materials exhibit orthotropic symmetry, meaning they have three
mutually perpendicular planes of mirror symmetry [16]. In such materials, there are three
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main planes in which the material properties do not depend on direction. These planes are
mutually orthogonal and their normals define three orthogonal directions. This reduces
the number of unique constants in the elastic matrix in Equation 2.6 to nine [186].
Specifically, the elastic constant matrix of an orthotropic material is composed of
relationships between three Young’s moduli (Ei) that are used to describe the dependency
of normal stress on normal strain,

 ii  Ei ii
where i = 1,2,3

(2.8)

three shear moduli (or moduli of rigidity) (Gij) that describe the dependency of shear
stress and shear strain,

 ij  Gij  ij or  ij  2Gij  ij i  j
where i,j = 1,2,3

(2.9)

and three unique Poisson’s ratios (ij) that describe the lateral contractions of the volume
that result from axial strains.

 ij  

 ii
, i j
 jj

(2.10)

where i,j = 1,2,3

For orthotropic elastic materials, the elastic compliance matrix is symmetric,
shown in engineering form as:
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(2.11)

where

 12

E1



 21

E2

,

 13

E1



 31

E3

E2



 32

E3

(2.12)

The relationships listed in Equation 2.12 ensure that work cannot be extracted from the
closed system process of elastically deforming the material so that the changes to the
material system satisfy the Second Law of Thermodynamics [186].
Transversely isotropic materials, where two of the three orthogonal planes exhibit
the same uniform properties, further reduce the number of unique elastic constants to
five. In addition to the three orthogonal planes of symmetry, there is a plane of isotropy
(constant properties).

The five unique elastic constants are created by imposing these

additional restrictions on the orthotropic material model:

E1=E2,





G23=G13,

G12 

E1
2(1   12 )

(2.13)
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Finally, an isotropic material displays full isotropic symmetry where all planes are
planes of mirror symmetry and planes of isotropy and where material properties are the
same in all directions. This reduces the elastic compliance matrix to depend on only two
unique elastic constants, representing a common Young’s modulus (E) and a common
Poisson’s Ratio ( with the restrictions that:
E1=E2=E3=E,




E
G23=G13=G12= G 
2(1  )

(2.14)

The elastic constant matrix (stiffness matrix) is found by taking the inverse of the
elastic compliance matrix, so that the constitutive equation of an orthotropic material, in
engineering form, becomes (from [16]) :

 1  23 32
 E E
2 3
 11  
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0   13 
  2 
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G12 

(2.15)

1  12 21  23 32  31 13  2 21 32 13
E1 E2 E3

For transversely isotropic and isotropic materials, the simplifying restrictions in
Equations 2.13 and 2.14 can be substituted into the Equation 2.15, respectively. For fully
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isotropic materials, the two unique constants have special names, the Lamé constants, 
and G, and the constitutive equation in engineering (Voigt) form in Equation 2.15 can be
written in terms of the Lamé constants as (from [186]):
 11    2G


0 0 0  11 
  


  2G

0 0 0   22 
 22   
 33   

  2G 0 0 0   33 
 


0
0
G 0 0   2 23 
 23   0
   0
0
0
0 G 0   213 
 13  


0
0
0 0 G   212 
 12   0
where the constants are defined as  

(2.16)

E
E
and G 
.
(1  )(1  2 )
2(1  )

Cortical bone tissue is typically modeled as a transversely isotropic material in the
long bones, with the radial and circumferential directions having the same properties and
the longitudinal (or axial in the long bone) having different properties [13, 17, 178]. It
has also commonly been represented as a fully isotropic material [184]. In this work, the
transversely isotropic material models were applied to the cortical bone in the femur and
tibia while fully isotropic cortical bone models were applied to the pelvis and the foot as
explained in the previous section.
Cancellous bone tissue is typically described as anisotropic due to its extreme
porosity and its very labile (or constantly changing) nature [16]. However, unless the
behavior of cancellous bone is the focus of the study, its material properties are most
frequently approximated using isotropic material in models [16] and will be done so in
this study as explained previously.
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2.3.2 Governing Equations

With the material properties of the bone defined, the governing equations were applied to
ensure that mass, energy and momentum are conserved within the musculoskeletal
system studied. This section reviews the mathematical descriptions of these "balance
principles" used in this work. The equations presented here are general for any continua
[188].

In this section, the system will be explained and its governing equations,

especially as applied to the developed models, will be discussed.
2.3.2.1 Conservation of Mass. In the model used in this research, both the cortical and

the cancellous bone tissue materials were assumed to be a uniform continuum and their
properties constant with time.

All intrinsic material properties in this model were,

therefore, homogenous. Hence,
Grad (  (x, t ))  0

(2.17)

for all times t during the analysis and all locations x in the model. In Equation 2.17  is
the density.
While the material properties remain constant with time in the bone strength
shape adaptation model in this work, the overall volume changed as the bone's shape
iteratively adapted to the applied loads. Because the density is assumed to be constant,
this volume change results from an addition or removal of bone material, or mass, over
time. However, because the developed model simulates the effects of the shape strength
adaptation and not the actual biological processes, the analysis is performed in such a
way that the incremental mass changes are not considered.

Specifically, the
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shape/strength adaptation phenomena investigated in this work are separated into two
distinct phases, the load application phase and the shape adaptation phase.
In the first phase, the bone volume, in its current state, is loaded by a set of
external forces. Under the load application, the shape changes have yet to occur, and so
the total system mass remains constant. This phase determines the measures of the
system's response to the load that are used to drive the adaptation of the bone's shape
towards a more uniform stress/strain distribution. In this way, this stress analysis is
performed for a closed mass system each time the load was applied. This can be
represented mathematically by:

m    (x, t )dv  const  0


(2.18)

for all times t during the load application phase of the iterative analysis and for each bone
segment volume v defined by the region,of the bone system geometry with a mass of
m.
In the second phase of the modeled phenomena, the results of the first phase are
used to simulate the strength adaptation of the cortical bone region. While the model did
not directly simulate the biological adaptation processes themselves, it predicted the
resulting effects on the bone's shape. Because the shape is changed in this second phase
of the analysis, the mass of the entire system does change with iteration (representing
time). Therefore, in the second phase of the analysis, the adaptation model indirectly
accounted for the changes to the system mass through the prediction of the shape changes
to the whole bone surface, or boundary, profile. The shape change is assumed to occur
instantaneously directly after the load was applied.
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By separating the model in two distinct phases, the analysis of the response to the
applied mechanical load in the first phase occurs for a closed mass system. Because the
analysis is repeated iteratively with "time", the boundary of the closed mass system
changes between analysis iterations. The total mass of the closed system at each iterative
cycle of the load application and adaptive response to the load (mi) is equal to sum of the
mass at the end of the previous iteration and the instantaneous, incremental change in
mass that resulted from the alterations of the profiles of the bone's boundary surfaces in
response to the applied loading at the completion of the adaptation prediction phase of the
current iteration. Therefore, while the total mass of the bone may vary from one iteration
to the next, during the performance of the mechanical (finite element stress) analysis, the
system mass remains constant. This conservation of mass during subsequent mechanical
analyses after shape adaption is summarized in Equations 2.19 through 2.21.

m1  



dv  const1  0 during iteration 1

iteration1

m2  



dv  const2  0

during iteration 2

iteration2

(2.19)

(2.20)


mn  



dv  constn  0 during iteration n

iterationn

m1  m2    mn

(2.21)
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2.3.2.2 Conservation of Energy. In addition to the changes in the physical system

controlled by the conservation of mass, the energy within the system studied must be
preserved. The application of this balance principal to the models developed in this work
is discussed.
First Law of Thermodynamics
The First Law of Thermodynamics, or the conservation of energy in a closed system, can
be represented over a particular time interval as (from [189]):
Esystem = Qnet – Wnet


(2.22)

where E is the total energy, Q is the amount of energy input to the closed system and W
is the work done by the closed system. Like the conservation of mass, the First Law
(conservation of energy) was not considered directly in this model.

Instead, an

explanation of the energy transfer of the studied system is presented here. The system
boundaries are the bone surfaces, and only the set of bones, not the muscles, are included.
Therefore, a closed system was considered. The muscles are considered force generators
to supply energy to the bone system examined. This energy is assumed to trigger the
bone's adaptive response. The energy applied to the bone system from the muscles is
used to deform the bone material. Because the bone is assumed to be perfectly elastic,
when the load was released, the energy is fully released from the system. However, the
deformation of the bone structure during the load application is assumed to trigger
cellular processes that result in the removal or addition of material to the bone's surface
through energy sources in addition to the strain energy created by the mechanical
deformation of the bone under the external load. This cellular energy is not directly
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considered in this work, but its effects are modeled as the changes to the bone's surface
geometry.
Second Law of Thermodynamics
The Second Law of Thermodynamics states that entropy production must be nonnegative
for any material system.

The Second Law of Thermodynamics is satisfied in the

modeling techniques employed in the current research through the use of a compliant set
of constitutive equations describing the material behavior. These constitutive equations
established the relationships between the material property parameters: the Young’s
moduli (E), the shear moduli (G) and the Poisson’s ratios (). Based on the material
symmetry, these properties may vary with direction as discussed in the previous section.
To comply with the Second Law of Thermodynamics, the work done on a
perfectly elastic material, such as the one in this model, to deform it must be nonnegative.
Strain energy per unit volume is a measure commonly used to quantify this energy
transferred to a material during deformation.

Therefore, by the First Law of

Thermodynamics, this strain energy is equal to the work done on a perfectly elastic
material to deform the material, since there are no losses due to heat and no other means
of energy dissipation are considered [16, 186, 188]. Thus, the strain energy per unit
volume (or strain energy density) of the deformed perfectly elastic material can be
expressed as:
1
1
 / volume  tr (σε )   1111   22 22   33 33    23 23   1313   1212
2
2

(2.23)

where is the strain energy and ij and ijare the stress and strain tensors components in
Voigt notation.
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This Law imposes additional restrictions on the elastic constants for orthotropic
materials, where properties varied only along three orthogonal planes.

For such a

material, compliance to the Second Law of Thermodynamics requires the following:
E1>0, E2>0, E3>0, G23>0, G13>0, G12>0,
1-2332>0,

1-1331>0,

1-1221>0,

1 12 21  23 32  3113  2 21 3213 >0,

 12

E1



 21

E2

,

 13

E1



 31

E3

 23

,

E2

(2.24)


 32

E3

The relations in Equation 2.24 can be reduced for transversely isotropic and isotropic
materials using the simplifications in Equations 2.13 and 2.14. The isotropic material,
the simplest form of these material property restrictions is:
E>0,
1->0,

G>0,
1  3 2  2 3 >0

(2.25)

2.3.2.3 Conservation of Momentum. The final balance principle that must be satisfied

in the system's governing equations is the conservation of momentum.

The model

studied in the proposed work was statically or quasi-statically loaded. Thus, there is no
net linear or angular momentum changes in the system at each analysis iteration. As
such, the sum of the forces acting on the system and the sum of the moments acting on
the system were both zero. [188]
Because the system studied is the set of bones only, surface forces, or tractions,
are applied to the surfaces of the bone to account for externally applied forces including
the muscles forces, the weight of the soft tissues surrounding the bones of the body
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segment (for example the upper leg on the femur), and other externally imposed forces.
The body forces acting on the bones are related to the gravitational forces, or the weight
of the bones. For the conservation of momentum analysis of these multibone systems,
contact forces are assumed to be internal to the system.

Under these static conditions,

the conservation of linear momentum (balance of forces) can be expressed as:
0

 tds   bdv



(2.26)



where t is the surface traction, ds is the incremental surface area, b is the body force per
unit volume, dv is the incremental volume,  is the surface boundary and  volume
studied. Because isometric loading conditions where joint angles remained constant, the
conservation of angular momentum with r as the force moment arms is expressed as:
0

 r  tds   r  bdv



(2.27)



In this study, the momentum due to the weight of the bones and soft tissues is
assumed to be small compared to that due to the muscle forces and externally applied
forces. Therefore, no body forces are included in these models, and the surface tractions
do not include the weight of the tissues surrounding the bones. Conservation of linear
momentum is achieved through balancing these surface tractions.

Conservation of

angular momentum is achieved by balancing the moments created by these surface
traction forces about the system joints (hip, knee, ankle, etc.).

The methods used to

solve these balance equations are reviewed in Subsection 2.3.4 and discussed in detail in
Chapter 3.
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2.3.3 Finite Element Approximations

The constitutive and governing equations described in Section 2.3.1 were used to find the
stresses and strains within the bone that drive its strength adaptations modeled in this
work. Because of the complex geometry, loading conditions, and material models used
in the multi-bone system studied in this work, finite element methods were employed to
determine the local variations of the "shape adaptation drivers" so that they may be used
in subsequent shape adaption prediction models. The specific finite element methods
used in this work and applied to the bone system modeled are described following [190].
The basic steps of any finite element analysis can be described as applied to the
bone system in this work. The geometry of the bone is discretized into distinct elements.
The elements are defined by a set of distinct points, or nodes. The external forces applied
to the bones are distributed over each element through the application of the forces onto
these discrete nodes. The constitutive and governing equations are applied to each
element. Continuity between elements is ensured at each node. Finally, based on the
governing equations, displacements, stresses, and strains are calculated at each node to
describe the bone system's response to the applied surface loads and boundary
constraints.
The loads applied to the surfaces of the system studied (surface tractions) are
found using the momentum balances Equations 2.26 and 2.27. The specific solution
methods used for the musculoskeletal system studied in this work will be discussed
further in the next section. Through the application of the constitutive equations, the
principles of minimum total potential energy and virtual work are utilized at each element
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to create the expressions required to find the nodal displacements that resulted from these
external loads.
The cancellous and cortical bone materials that comprised the system modeled are
assumed to be perfectly elastic so that the potential energy of each element, , as
described by the application of the First Law of Thermodynamics (Equation 2.22) to this
system, is simply defined as the difference between the internal strain energy, , stored in
the element and the work, W, done by the external forces, F, acting on the element [186]
(remembering that the body forces were considered negligible in this model):

   W

(2.28)

The work done on the element is simply the product of the forces, F, and the nodal
displacements that they cause, U.

W  FU

(2.29)

The internal strain energy stored in each element  is written as the integral of the strain
energy density (strain energy per unit volume of the element) defined in Equation 2.23
over the elemental volume v so that:



1 T
σ εdv
2 

where  is the elemental volume and  and are the stress and strain tensors.

(2.30)
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The strain energy of the perfectly elastic material element is written in terms of
strain only using the constitutive equation for a linearly elastic material (Equation. 2.11).
In matrix form, this is expressed as:

σ  Cε

(2.31)

where C is the symmetric elastic constant matrix described in Equation 2.15.
Substituting Equation 2.31 into Equation 2.30 resulted in an expression for the strain
energy in terms of strain only:



1 T
ε Cεdv
2 

(2.32)

In finite element analysis modeling, the calculations above are performed at each
of the elements and the solutions are stored only at the nodes. The spatial variation of
any calculated parameter (such as the displacement) throughout an element is, therefore,
determined by the use of a type of interpolation within the element using a shape
function. The shape function, S, defines the variation of the displacement within the
entire element in terms of the displacement at each of the nodes associated with the
element. The number of shape functions used to describe this spatial variation over an
element is equal to the number of nodes in the element. The form and complexity of
these shape functions are based on the number of nodes in the element and the node
positioning within the element and are unique for each element type. The displacement
at any point can then be found through the sum of the products of the shape functions S
and displacements U at each node. For example, for the 8-node hexahedral elements
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used in this model, the displacements u, v, and w in the local x, y, and z directions are
described as the sums below where i represents the nodes of the element:
8

u   SiU xi
i 1

8

v   SiU yi
i 1

(2.33)

8

w   SiU zi
i 1

With the displacements defined, the strain-displacement relations in Equation 2.3 can be
used to describe the strain as the derivative of the displacements in Equation 2.33.
Because the nodal displacements are constant values at a given solution iteration, the
nodal strain and displacement are related through the derivatives of the shape functions
and can be written in the matrix form presented in Equation 2.34, where B is a matrix of
the derivatives of each of the shape functions with respect to the coordinate directions
(for example x, y and z).

ε  BU

(2.34)

Substituting Equation 2.34 into the expression for the strain energy, Equation 2.32,
yields:



1
UT BT CBUdv

2

(2.35)
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Substituting Equations 2.35 and 2.29 into the expression for the potential energy of each
element in Equation 2.28 results in:



1
UT BT CBUdv  FU

2

(2.36)

To find the minimum potential energy, which is required for the stability of the perfectly
elastic element, the derivative of Equation 2.36 with respect to displacement U must be
equal to zero. So that:
 1
 
T T
 FU   0
 V ( U B CBU )  
U  2
 U

(2.37)

or VB TCBU  F  0

(2.38)

where V is the element volume, a scalar.
In this finite element formulation, each element can be seen as a spring so that the
nodal displacements of an element U are linear functions of the forces applied to the
nodes of a particular element, F, and the proportionality constant is called the equivalent
element stiffness or Kequ. Thus, the spring-like behavior of the element can be described
through the relation:
F  K equ U

(2.39)

Therefore, substituting Equation 2.39 in Equation 2.38, the equivalent elemental stiffness
Kequ can be expressed in terms of the element shape functions and the material

constitutive properties as:
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K equ  VB TCB

(2.40)

In summary, at each element, the external forces applied to the nodes, the volume
of the element, the initial locations of the nodes, the constitutive and strain-displacement
relations, and the shape functions are used in the relations in Equations 2.39 to find the
nodal displacements of the element as a result of the applied nodal forces. In turn, the
nodal displacements are used with the strain displacement relations Equation 2.34 to find
the nodal strains. Finally, the constitutive equations of the material being modeled, as in
Equation 2.31, can be used to find the nodal stresses. Force balances are applied from
one element to the next to ensure continuity of the solution and to determine the nodal
displacement, strain and stress throughout the body studied. The distribution of these
nodal values describes the overall response of the solid body to the applied loads and can
then be used in further studies such as failure analyses or bone strength adaptations.
The constitutive and governing equations and the finite element methods
presented here were the basis for the means to analyze the response of the system
described in Sections 2.1 and 2.2 under various loading conditions. Two additional
model components were required in order to complete the development of the methods
used to simulate bone shape adaptation in the work.

The first component is the

determination of the magnitudes of the muscle forces imposed on the bones which is
necessary to specify the bone's mechanical environment. The second component is the
determination of the bone shape adaption which is necessary to convert the response of
the bone to the loading, as determined by the finite element methods described in this
section, to the changes to the surface profile that ultimately alter the bone's strength. A
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brief description of the methods used to develop these modeling components is now
explained. More details on the muscle force model and the shape adaptation model are
provided in Chapters 3 and 4, respectively.

2.3.4 Muscle Force Model

Because the number of muscles in a musculoskeletal system typically far exceeds the
number required satisfy the momentum balance equations (Equations 2.26 and 2.27), the
system is indeterminate. As a result, it cannot be solved using standard systems of
equations means, and a number of methods have been suggested to find the magnitudes
of the muscle forces. Both methods developed in the field of engineering mechanics as
well as applications assumptions about the system based on its anatomy or physiology
have been employed.

Early solution methods developed by researchers applied

simplifying assumptions so muscle with common functions were grouped and others
were eliminated to make the system determinate [191]. More recently, mathematical
optimization methods have been employed [192]. A detailed review of the methods that
have been applied to a muscle system is given in Chapter 3.

However, a general

overview of optimization based solution methods, criteria used to design the specific
methods applied to the current work, and the associated modeling assumptions relevant to
the system studied, is now presented.
Mathematical optimization methods find the optimal (minimum or maximum)
solution to a problem given a specified goal. Usually, a series of constraints over which
the solution must be valid are also imposed. The goal and constraints are often a function
of the design variables, which are the set of unknowns for which the solution is required.
Mathematical optimization methods can be as simple as taking the derivative of a
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function and finding the values of the independent variables that make the derivative
equal to zero. These methods can also be quite complex, iteratively finding a set of
values that satisfy the given criteria through a series of numerical calculations that
attempt to progress towards a stated goal and adjusting the direction of this progression
whenever it moves away from this goal. Mathematical optimization methods are often
used in many different engineering design problems including the modification of
physical features, such as the values of an object's critical dimensions to meet weight or
strength criteria, the modification of system functional parameters, such as flow rates, to
meet thermal criteria, and the adjustment of system inputs values, such as temperature
and chemical quantities, to meet power efficiency criteria.
In applying the same kinds of optimization methods to determine the muscle force
magnitudes in a musculoskeletal system, it is assumed that, while many different
combinations of muscles can produce the same results, a given group of muscles
functions in a repeatable manner. Furthermore, there is a particular combination of
muscle forces that make the set of muscles operate most efficiently to perform a given
function. The optimization goal, therefore, is a mathematical definition of the efficient
operation of a muscle set.
The selected goal of the optimization of the muscle force activity has varied
significantly among the models developed in the published literature, ranging from
minimizing the sum of individual muscle forces [127], to minimizing muscle stresses
[193], to minimizing muscle fatigue [192]. The muscle forces used in these optimization
goals are usually weighted to reflect the relative force-generating ability in each muscle
[127, 194]. The weighting factor can be a reference force [192] or a physical measure of
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the muscle such as size [193] or the anatomical makeup of the muscles themselves [195].
The mathematical terms in the optimization goals comprised of the unknown muscle
forces can be linear [191] or nonlinear [127]. Despite the wide variety of optimization
goals that have been used in previous investigations, published comparative studies
showed no significant differences in the resulting muscle forces [194, 196-199] given an
adequate level of complexity of the physical representation of the system.
As with the optimization goal, the particular mathematical optimization method
used has also been the subject of much study. Both linear and nonlinear optimization
goals using both analytical and numerical solution methods producing both global and
local solutions have been suggested [127, 163, 193, 196, 198]. A number of methods
were compared in this work and will be discussed in Chapter 3.

Based on this

comparison, one method was selected for its suitability to both the specific system and
boundary conditions studied as well as its ability to be incorporated into the methods for
the prediction of the adaptations of bone strength developed in this work. Because the
developed model was intended to be used to compare the effects of various activities on
bone strength adaptations, the ability of the model to be applied to many different loading
cases with no changes to the programming code was important.
As with any mathematical model of a physical system, the validity of the muscle
force optimization technique is contingent upon a series of limiting assumptions. In the
development of a model to determine the individual muscle forces in this work, the
following assumptions were used. Muscle forces can only produce tensile forces [127].
This assumption was represented by the set of constraints in the mathematical
optimization model.

The musculoskeletal system studied was assumed to undergo
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isometric loading only such that joint angles remained constant, and there was no net
angular momentum about each joint in the system. This assumption became the second
set of constraints in the mathematical optimization model, which ensured the balance of
moments created by the fixed-joint angle musculoskeletal leg system.
Other assumptions limiting the operation of the muscle force magnitude model
were related to the physiological function of the muscles themselves. Typically, the
magnitude of the force generated by a muscle is influenced by changes in the muscle
length and the rate of these changes. However, because joint angles were assumed to
remain constant in the activities studied in this work, the effects of these force-velocity
relationships were assumed to be negligible [155] and, so, not included in the developed
model. The magnitude of the force generated by a muscle is also affected by the
instantaneous length of a muscle during the activity studied in relation to a reference
length in the "resting" position of the particular limb containing the muscle. Because the
joint angles were not at the extremes of their ranges of motion for the activities studied in
this work, the instantaneous and resting lengths were not significantly different.
Therefore, the effect of the force-length relationships was assumed to be negligible [156]
and was not included in the developed methods.
The developed optimization method used in this work was based on previously
developed methods from the literature. Modifications were made to improve its function
and stability for the particular application examined in this study. The function of the
specific muscle force magnitude optimization model created for this work was validated
through quantitative comparisons to published numerical and experimental studies of the
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individual muscle force activity for a given isometric exercise. The development and
validation of this model is presented in Chapter 3.
As with the determination of individual muscle force magnitudes that create a
particular function of a musculoskeletal system, predicting the changes in strength of a
bone due to variations in these muscle forces can also be thought of as an optimization
problem. The goal of the resulting modifications to the bone's shape is defined in relation
to the desired behavior of the bone with respect to these forces. Therefore, mathematical
optimization methods were also applied to the simulation of bone shape strength
adaptations in the developed computational model. A brief description is next presented.
Details are provided in Chapter 4.

2.3.5 Bone Shape Adaptation Model

While experimental and clinical studies of shape adaptations to bone strength have been
performed for centuries, the numerical simulation of these phenomena has only been
investigated for about fifty years. It was during this time that computational capabilities
and resources became sufficient to simulate and analyze the complex geometry and
behavior of systems such as bones. Early theoretical and analytical mathematical models
[87, 106] were soon followed by numerical simulations of these theoretical models [88,
91]. As the field of computational engineering modeling and analysis grew, methods to
address the numerical difficulties specifically related to simulating bone shape alterations
were found and more extensive numerical studies were possible. A brief summary of the
basic concepts of these types of modeling methods and their application to the current
work is now presented. A more detailed review of the published work that lead to the
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development of the final model in this work is found in Chapter 4 as is a thorough
description of the currently developed model.
Most of the computational models simulating the shape alterations that result in
the strength adaptation of cortical bone follow some basic modeling assumptions. As
noted previously, the computational model of bone strength/shape adaptation developed
in this work did not directly simulate the actual biological processes that contribute to the
initiation, propagation, and termination of the shape strength adaptations. The simulation
simply linked the changes in the loading environment with the changes in bone surface
profile in a way that was representative of known biological phenomena. Therefore, the
energy input required to grow new bone material and the energy release when bone
material is removed was not directly modeled (see Subsection 2.3.2.2) [87, 200].

In

many of these kinds of studies, the nodes of the finite element generated during the
discretization of the geometry for the finite element analyses represent the bone cells that
collect and relay the signals of changes in mechanical conditions as well as produce the
resulting structural changes to the bone surface [201, 202]. Applying this assumption to
the developed model, the locations of the surface nodes are moved as a result of measures
of the local (nodal) stress state. In this work, only the shape adaptations in skeletally
mature adults were considered. Therefore, material accretion or resoption did not occur
in the longitudinal, or axial, direction, and the bone shape was only modified normal to
the "cylindrical" surfaces as represented in Figure 1.2 [16, 17]. Finally, the current model
assumed that the direction of the loading (tensile vs. compressive or clockwise or
counterclockwise torsion and moments) had no effect on the predicted adaptations [57].
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As described in Chapter 1, the alterations in the shape and, therefore, strength of
the cortical bone tissue region of long bones function to reduce the locally high stresses
or to increase the locally low stresses, resulting in a more uniform distribution of surface
stresses. As a result, the prediction of the surface profile changes due to variations in its
mechanical stress state can be thought of as a type of optimization problem with the goal
of creating uniformity in the surface stresses, or more generally, in the state of stress of
the bone's surface. Like the optimization methods used to determine the muscle force
magnitudes discussed in the previous section, many different numerical models have
been developed to predict the shape and strength changes of cortical bone. The methods
vary both in the particular measure used to describe the stress state at the bone's surface,
often referred to as the "mechanical stimulus", and in the mathematical method used to
solve the optimization problem.
A large amount of both numerical and experimental research has been devoted to
determining the local mechanical measure that drives the shape changes.

Average,

equivalent, and principal stresses and strains, individual components of the stress and
strain tensors, energy measures such as strain energy density have all been suggested as
the mechanical stimulus behind bone strength adaptations, as have gradients of these
values with time and space [87, 96, 100, 106]. Preliminary studies in this work examined
the effects of using different measures of the mechanical state of the bone as the part of
the optimization goal and are more thoroughly discussed in Chapter 4.
An equally large number of studies in the literature have examined the specific
mathematical optimization methods used to predict these shape changes. Gradient-based
methods, such as the ones used in the model to determine the muscle force magnitudes,
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and less mathematically rigorous ones, such as gradientless optimization methods, that
find both local and global optima have been employed [203-208].
The techniques that have been developed to simulate bone's shape and strength
adaptations are similar to the shape optimization methods created to design inert
mechanical components based on size and strength criteria. In these shape optimization
methods, the set of unknown "design variables" is typically the locations of the points
defining the surface profile. In this work surface node positions are used, but shape
control points that describe geometries, like those used in the b-splines and Bezier curves
to approximate surfaces can also be used as the design variables [209].

However,

because of the geometric complexity of the typical bone surface, even with significant
simplifications, the number of unknown design variables in these shape optimization
problems is often very large, even when using line or surface control points rather than
finite element nodes. The optimization methods selected for this work were required to
function relatively efficiently to calculate the changes to the locations of surface nodes on
a three-dimensional mesh.
The optimization usually proceeds iteratively. The local mechanical stress state
of the bone is typically determined through finite or boundary element methods based on
a prescribed set of boundary conditions (loads or constraints).

To obtain loading

conditions on bone due to the muscles, the magnitudes of the independent muscle forces
must be found. The local growth or decay of the bone at discrete points along the surface
is simulated through a mathematical relation that converts the value of the measure of
local mechanical stress state of the bone to the amount of change of the local positions of
points (nodes) describing of the bone's surface. The boundary conditions are applied

129

again, the distribution of the local mechanical state determined, and the new surface
profile formed. The process is repeated until a prescribed stopping criterion is achieved.
The mathematical equation used in many of these models is:
Growthk (l )    Measurek (l )  Measure threshold 

(2.41a)

Xk+1(l) = Xk(l) + Growthk(l)

(2.41b)

where l is the lth node or control point, α is a constant (but can also be a function of
system variables), "Measure" is the selected measure of the local mechanical state of the
bone, such as von Mises stress, strain, or strain energy density and "threshold" is a
reference value of this measure against which each local measure is compared. The nodal
position Xk(l) is changed at each optimization iteration to Xk+1(l)

by the amount

calculated by the "Growth" relation. This process is applied to each surface node or
control point after the solution of structural analysis, which is usually performed using
finite element or boundary element methods, to determine the new position of each
surface point. Values of local measures below the threshold value trigger resorption, and
values above the threshold trigger material accretion. This threshold value may be a
constant value determined by experimental measures [210] or a failure limit of the
material, such a maximum allowable stress [211, 212]. It can vary with location [89],
magnitude of applied load [91] or even iteration, such as an average measure calculated
from the current mechanical state of the bone [213]. The threshold may also include a
range of values over which no material shape changes occur [214]. The value scales
the amount of growth or decay and is sometimes taken as the rate of adaptation or step
size of the optimization process.
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Because the value/values of the mechanical state measure's threshold, the rate of
shape change, , and the growth relation itself (i.e. changing from linear to nonlinear)
can all alter the local nodal positions and the overall predicted bone shape, much research
has been undertaken to determine the values of these parameters that can properly predict
experimental observations. However, because, in many of these models, the parameters
are chosen to match experimental measurements of accretion or decay of the cortical
bone surface at a particular time or a particular load, this often results in models that are
applicable only to the conditions of the experimental study used to determine the model
parameters.

Therefore, despite the significant amount of different bone strength and

shape adaptation models in the published literature, their universal application is often
limited. Because the intent of the current work was to develop modeling techniques to
compare the effectiveness of various loading conditions on improving local bone
strength, a model with results independent from the arbitrary selection and adjustment of
parameters driving the predictions was required.

Extensive effort to develop a

computational bone shape adaptation model that meets these more universal application
criteria was put forth in this work and is described in detail in Chapter 4.
In addition to adaptation modeling methods, stopping or convergence criteria
must also be defined. Many bone shape adaptation models simply choose  to be a rate
and run the simulation over a specific period of time [88, 90, 93, 112]. By stopping the
model this way, no indication of the level of approach to the optimization goal of
lowering peak stress and improving uniformity of the stress distribution in the bone is
calculated. While, as with the selection of modeling parameters, this may be suitable
when comparing the numerical predictions to experimental observations, difficulties arise
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when trying to compare the effects of different loading modes or conditions different than
in the particular experiment from which the model was generated. Therefore, significant
work was performed as part of this study to develop such model convergence criteria, and
this work is discussed in Chapter 4.
A model that is universally applicable to many different loading conditions must
be able to appropriately predict the mechanical response and the resulting shape adaption
over the entire bone surface and then compare the resulting change in the behavior of the
bone that has developed for the different loading conditions. Progress towards methods
for such a comparison is subject of the final phase of the model development.

2.4

Method for Comparison of Effectiveness of Strength Adaptation Techniques

The modeling methods developed in this work not only must accommodate the numerical
determination of the alterations to the surface profile of the bone resulting from changes
to the boundary conditions and loading environment of the bone, but also must permit
the tracking of the resulting variations in stress and strain distributions at discrete
locations within the bones studied. By complying with these conditions, the methods of
this work are capable of quantitatively comparing measures of the effectiveness in
improving bone strength of the shape change that result from each set of loading
conditions studied. The development of such a comparative measure is described.

2.4.1 Typical Geometric Measures of Bone Strength

Since the early clinical observations and experimental models, a direct correlation
between bone size and strength has been noted. Many experimental models simply
tracked the amount of bone growth either by changes in a particular linear dimension,
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such as a radius or bone thickness measured at a discrete point, or changes in more
regionalized dimensions, such as the area of a cross-section, as the quantitative measure
of the improvement in bone strength under a particular load [57, 59, 60, 63, 69]. If these
dimensional measurements increased, the bone was said to be strengthened and the
loading conditions mitigated bone losses. If the values of these measurements decreased,
the bone was said to be weakened and the loading conditions were not conducive to bone
strengthening. These dimensional measurements are simple to repeatedly track with time
using a series of X-rays.
As medical imaging technology became more sophisticated, more complex
measures of bone geometry could be compared between living subjects. Area moments
of inertia about particular axes and polar moments of inertia could be automatically
calculated using the software supplied in CT or similar imaging devices. The ability of
the bone to resist bending or torsional loads could be directly compared [100, 130, 215].
With the increased use of computational models to analyze medical imaging scans
or even to simulate bone shape changes as a result of loading conditions, more specific
and numerous quantitative measures of the changes to a bone's geometry became
available. Geometric measures such as the perimeter [25, 130] of the endosteal (inner)
and periosteal (outer) surfaces, measures of circularity [130], section modulus, [130],
radius of gyration, center of gravity, and principal axes of the principal moments of
inertia [216] have all been reported in addition to the radii [93], area (both of the entire
cross-section and just the cortical region) [95, 112, 130], moments of inertia [112, 130,
217], and cortical thicknesses [64, 218-221] previously used.
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All of these measures can be correlated to an object's strength. However, the
universality of the conclusions drawn based on each of these measures is often limited to
changes in the ability of the bone to resist a particular mode of loading.

For example,

cross-sectional areas are related to compressive loads; area moments of inertia are related
to bending loads about particular axes; polar moments of inertia are related to torsional
loads; section moduli combine bending and torsional loading as do measures of
eccentricity like centers of gravity and circularity.
combinations of numerous modes of loading.

However, bones are subjected to

It has been shown that measures of

combined loading strength, such as section moduli, correlate better with measures of
bone density [130], which are often used as an indicator of whole bone strength.
There are limitations to the use of such geometric measures to indicate strength
changes. First, these measures are often taken at one particular location and, therefore,
indicate a local strength, not the overall strength of the whole bone studied. Some
attempt at addressing this concern has been made by performing these calculations at
multiple cross-sections over the length of the bone and considering the changes in the
extreme values of these measurements [217]. In doing so, however, the understanding of
relative changes at particular locations is lost. Second, because these measures are often
indicators of one particular mode of loading, changes that increase the resistance to one
particular loading mode may make the bone weaker in another. Finally, attempts to
create quantitative values that are combinations of these geometric measurements that
address strength resistance to a number of loading modes, such as through the use of
dimensionless parameters, are often not possible. This is because dimensional analysis
methods assume that the relative shapes remain the same and only size changes. Bone
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shape adaptation, like shape optimization in mechanical design, is not a simple scaling of
the geometry, but a complete alteration of the surface profile.
While geometric measures can give a rough idea of strength changes, if a more
precise quantitative comparison of strength resistance is desired, alternative methods are
needed. Because bone strength adaptation through alterations in shape is similar to
structural shape optimization in the design of inert mechanical components, research in
that field was examined to determine an effective means of comparison in this work.

2.4.2 Measures of Strength Changes in Shape Optimization

The general mechanisms for the strength adaptations of bone and the shape optimization
in mechanical component design are similar. Both involve the accretion or removal of
material on the surfaces of the object. Likewise, their goals are related to the reduction in
the overall variation of the stress distribution on the object's surface or a reduction of the
overall maximum stress within the object [203]. Often the goal of structural shape
optimization is a reduction in the maximum stress in the component due to a particular
load set to a value below the yield strength. This load set is usually the most extreme
load typically encountered by the device studied. Thus, the inert mechanical component
is designed such that its weakest location will not fail under this specific condition.
Similarly, the adaptive changes to bone alter its strength to reduce extreme stress at
locally weaker locations in response to the typical mechanical environment.
Such a concept is applicable to the determination of comparison criteria for
various bone strengthening loading schemes. While the different exercises or loading
sets usually produce improvements in bone strength under the particular applied load or
the exercise, the strength improvements may not result in the ability of the newly shaped
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bone to resist a different set of loads than those applied to create this new geometry.
Therefore, a beneficial means of comparison would be to subject the newly shaped bones
that are created by the different loading conditions studied to a common set of loads and
calculate the strength measures under this one loading condition using the newly adapted
(optimized) bone shapes.

As the design of mechanical components employs shape

optimization to improve strength for an extreme loading condition, the choice of the
comparison load set for bone strengthening analysis should represent an extreme
typically encountered load. Improvements in the ability of the newly shaped bone to
resist this common comparison load would represent a measure of effectiveness of the
exercise on improving the bone's strength.

2.4.3 Selection of the Comparison Load Set

As discussed in Chapter 1, disuse models, from bed rest an immobilization studies on
earth to measurements of those spending time in near weightlessness, have shown that
loss of bone and muscle strength (often measured by bone density and muscle volume)
increases at locations that are more distal along the leg. Thus, a bone strengthening
routine that can target the losses in the distal portion of the leg may be beneficial. The
strengthening of a targeted location was the objective of the studies in the second part of
this work (Chapter 5) where the developed modeling methods were applied.
2.4.3.1 Observed Bone Fractures in the Distal Portion of the Leg. There have been

many reports of stress fractures in the tibia upon relatively significant and sudden
changes in muscle forces. For example, stress fractures occur after resuming weight
bearing following immobilization due to a previous bone fracture [222]. Stress fractures
of bone have also been reported after surgeries that alter the muscle force balance in
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otherwise normal bones, such as after joint replacement surgery [222]. Finally, these
fractures have been reported after increasing physical activity due to job demands [223],
sporting activities [25, 26, 224], or military activities [24, 225]. Most of these stress
fractures do not occur upon the first episode of increased load, but after a few weeks of
the new loading pattern [224, 226, 227].

These observations indicate the potential

hazards of suddenly subjecting a bone to significantly increased loading. This intensified
loading condition can occur not only in those conditions described above but also upon
changes in gravitational forces, such as a return to Earth or arrival to another planet after
spending long times in a near-weightlessness environment. Therefore, the methods to
prevent such fractures can be beneficial.
2.4.3.2 Specific Location of Fracture. Most of these kinds of fractures, especially due

to increased activity, occur in the distal portion of the tibia. Stress fractures due to
running have been observed at a location one-third of the length of the tibia measured
from the ankle joint [228]. Fractures typically are located in the cortical tissue only,
usually on the posterior (back) side of the bone, and rarely go through the entire diameter
of the bone [224]. Fractures frequently occur eight to twelve weeks after increased
activity [223, 224, 227, 229]. This might be enough time for muscles to increase their
strength but before the bone strength is fully increased. Interestingly, a thickening of the
cortical bone has been observed in the region of the stress fracture immediately after the
fracture but before a callus has the chance to form [224]. This could be related to the
initiation of strength adaptation of the bone shape due to increased stress/strain in the
region even before the fracture caused noticeable failure of the bone structure. The
common observations in the locations of stress fractures due to increased weight bearing
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activities, particularly walking, running, or marching seem to indicate a common cause.
2.4.3.3 Loading Modes related to Stress Fractures of the Tibia. Much research has

been undertaken to determine why stress fractures often occur in the distal tibia. Through
the use of gait analysis and subsequent kinematic calculations, greater impact forces, hip
and ankle angles, muscle forces and loading rates have all been associated with stress
fractures in the tibia [230]. More detailed studies have attempted to separate the effects
of each of these possibilities to determine the activities or conditions that may induce
such failures to the otherwise healthy bone structure. A study of drop jumps, simulating
the impact forces upon landing during running or marching, measured the strains on the
bone directly through surgically attached strain gages [231]. While high impact forces
between the body and the ground were found during drop impact, the values of the
recorded maximum bone strains were no higher for running, implying that the positioning
of the upper body and joint angles throughout the leg improved the ability of the
musculoskeletal system to "absorb this impact" and prevent its transmission to the bones.
Similarly, calculations of the stress in the bone of an averaged size person under loading
conditions that represented increased "training exercises" were found to be well below
the fracture strength of bone tissue material [232]. From these observations, it has been
suggested that stress fractures might occur in regions where large amounts of remodeling,
which temporarily weakens the bone, coincide with regions of high stress.
More specific studies correlating the phases of gate to ground reactions and
muscle forces have provided additional insight into the mechanisms of stress fractures.
Significant bending moments in the sagittal plane have been found to increase distally
from the knee to the ankle during the stance phase of gait, with the maximum moment
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occurring at mid-stance [26, 233]. This bending stress, thought to be related to the large
muscle forces required to oppose the reaction forces generated at the knee and to keep the
knee joint stable, has been shown to cause large tensile loads on the posterior side of the
bone, the location most noted for distal tibia stress fractures. Measurements of the
ground reaction forces during running have shown that the most variability between
individuals in the magnitude and direction of the ground reaction force also occurred
during mid-stance, presenting the possibility of large, odd-directed loading in the tibia
[234]. These studies demonstrate the likelihood of a relationship between high muscle
forces and stress fracture. They also implicate the forces generated during mid-stance,
rather than the impact forces imposed during landing, as a probable cause of these
fractures. This explanation correlates well with the previously noted observations that
the stress fractures often occur after a few weeks of altered activity as muscles
strengthen.
Although the reviewed studies seem to explain the conditions conducive to stress
fracture in the tibia, the development of stress fractures in the presence of these factors is
not universal. When comparing the ground reaction forces generated by people who have
developed stress fractures to those who have not, no significant differences in the
magnitude or direction of these loads were found [26]. Likewise, stress fractures of the
distal tibia do not occur in every individual who experiences a sudden increase in weightbearing loads. In mathematical terms, the loading conditions may be "sufficient" for the
stress fracture to occur, but other factors are required to provide the "necessary
conditions" for the fracture to actually form.

Therefore, much research has been

performed to identify the unique factors that are specific only to the group of individuals

139

that have incurred stress fractures. The identification of such factors would allow for the
prediction of increased susceptibility to this type of bone damage.
2.4.3.4 Correlations of Bone Strength Measures to Stress Fractures in the Tibia.

Various measures of the intrinsic and extrinsic properties of bone have been compared
between people who have sustained stress fractures to those who have not but have
undergone identical military or athletic training. The occurrence of stress fractures has
not been found to correspond to specific trends in the intrinsic material properties of the
bone such as bone mineral density, mineral content, or cortical porosity [24-26, 226].
However, correlations between stress fractures and the extrinsic geometric properties
have been uncovered. Smaller absolute geometric measures, such as total cross-sectional
area, cortical area, diaphyseal width, and moments of inertia related to bending in the
sagittal plane have all been associated with increased incidence of stress fractures [24-26,
225, 226]. Even when these measures were weighted by body size for a more direct
comparison between subjects with and without stress fractures, those who sustained
fractures were found to have smaller sized tibial shafts, especially at the "fracture prone"
distal third of the tibia, than those who had no fractures [24, 26]. Therefore, it has been
suggested that measures of the size of the distal tibia could be used to identify an
increased risk for stress fracture. Such an identification could permit these individuals to
undergo additional exercises to increase the bone's size prior to the standard military or
athletic training [24] or even prior to increased activity after prolonged disuse from
injury, disease or time spent in microgravity.
2.4.3.5 Comparison Case Definition. The review above indicates that the likelihood of

the development stress fractures in the distal tibia during increased activity is directly
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related to the tibia bone's geometry and that the cause of the stress fracture is directly
related to muscle forces induced on the tibia bone itself.

Therefore, the prevention of

stress fractures may be achieved through the development of exercises (or sets of muscle
loads) that improve the strength of the tibia bone in the commonly damaged region
located one-third of the length of the tibia from the ankle joint.
These clinical observations can be translated to mechanical design criteria for
application in the computational modeling and analysis methods developed in this work.
The loading conditions that cause stress fractures of the distal tibia in those individuals
that are at risk for such failure of the cortical bone structure were selected as the critical
design load. As such, the ability of the distal tibia to resist loads that may cause stress
fractures was selected as the comparison criteria for the analysis of the effectiveness of
the various exercises examined in this study. Specifically, the maximum stress developed
at the location of most of these fractures, the cross-section at one-third of the length of
the tibia from the ankle joint, under stress-fracture inducing loads, was chosen as the
quantitative measure of comparison of the effectiveness of the individual exercise loading
and bone configuration cases studied in this work. The lower this maximum stress value
when the shape adapted bone system is placed in the comparison case configuration and
subject to the comparison case "design" load, the further away the bone material is from
the yield or fracture strength of the cortical bone tissue and the less likely the stress
fracture is to occur.
In order to more clearly define the stress fracture inducing, critical design load,
the conditions at mid-stance during running were further analyzed. Based on the review
in Subsection 2.4.3.3, it is this loading environment where large bending moments are
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induced in the distal tibia, increasing the potential for stress fractures.

To incorporate

this loading environment into the developed model, the limb configuration (joint angles),
joint moments, and lines of action of the muscle forces must be explicitly defined. From
this information, the magnitudes of individual muscle forces and the resulting stress
distributions on the bones of the leg system can be determined.
The mid-stance phase of running, jogging, or walking corresponds to the time
when the foot is in most contact with the ground. At this time, maximum support
moments develop at the joints, minimum horizontal forces, and maximum vertical thrust
ground reaction forces, up to three times the body weight, occur as the foot prepares to
lift the leg or, depending on the speed of gait, the entire body off the ground in a phase of
gait called "push off" [235-241]. At this stage of gait, the ankle acts to generate the
impending liftoff power, the knee acts to absorb energy from the recent landing and the
hip acts to stabilize the upper body [241]. Many experimental measurements have been
performed on human subjects walking, running or jogging in order to determine joint
angles and joint moments through the complete gait cycle, including the mid-stance
point.

Therefore, the joint moments and angles necessary to defined the system

configuration for the comparison analysis in this work were obtained from the published
literature. The particular values of the joint moments and angles used, which are listed in
Table 2.11 were taken from a study of a healthy adult male of weight 79kg (170lb)
jogging at 2.72m/s (6mi/hr) [241]. These values were consistent with those derived from
a number of other similar studies [236-238, 240]. Because stress fractures are prevalent
both in runners and in the military where significant marching occurs, jogging was
deemed a suitable comparison activity that averaged the speeds of these two common
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activities. The descriptions of the local bone segment coordinate systems with respect to
the global coordinate system as described in Subsection 2.1.3 are presented in Table 2.12.
The angles defining the lines of actions of the muscle forces as in Subsection 2.1.3 and
Figure 2.12 are presented in Table 2.13. The muscle moment arms, determined using the
same methods as Subsection 2.1.3 and Figure 2.13 are listed in Table 2.14. In this
preliminary study, the resultant force created by the system for this comparison case was
identified through prescribed moments about the hip, knee and ankle joints.
Table 2.11 System Parameters for Comparison Case - Midstance Jogging
Joint Moment (N-m)
CCW+
-30
180
160

Joint

Hip
Knee
Ankle

Joint Angle (deg)

20
45
20

Table 2.12 Coordinate Transformations from Global to Local for Each Bony Segment

Transformation
X (m)
Y (m)
Theta Z (deg)

Pelvis
LCSYS
(Anterior
Superior
Iliac Spine)

Femur
LCSYS

Tibia
LCSYS

(Greater
Trochanter)

(Tibial
Tuberosity)

(Calcaneous)

0
0
0

-0.0560
-0.0894
0

0.0632
-0.5366
0

-0.1568
-0.8749
0

Foot
LCSYS
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Table 2.13 Angular Direction, , of Muscle Force Application on Bone Segment (Refer
to Figure 2.12) (degrees)
Muscle

SART
RF
IL
GM
LHBF
TA
SOL
GAST
VAST
SHBF

Origin
Bone
Pelvis
Pelvis
Pelvis
Pelvis
Pelvis
Tibia
Tibia
Femur
Femur
Femur

Origin 

-166.244
-165.113
169.688
-156.615
-161.505
168.096
148.570
152.886
-160.000
-166.329

Insertion
Bone
Tibia
Tibia
Femur
Femur
Tibia
Foot
Foot
Foot
Tibia
Tibia

Insertion 

-25.000
-25.000
-10.312
30.183
18.495
-11.904
-31.430
-27.114
-25.000
13.671

Table 2.14 Perpendicular Distance Between Muscles and Joints (m)
Muscle
SART
RF
IL
GM
LHBF

Hip
0.06135
0.53141
0.02967
-0.028
-0.0318

Muscle
SHBF
LHBF
GAST
VAST
RF
SART

Knee
-0.0407
-0.0428
-0.0395
0.015
0.01556
0.01567

Muscle Ankle
TA
0.07189
GAST -0.0543
SOL
-0.0498

Unlike the static isometric loading conditions compared in this work, where the
joint angles remain constant during loading, jogging is a dynamic activity. Therefore, the
angular acceleration of the joints and linear acceleration of the bone segments must be
considered in the conservation of momentum equations used to calculate the individual
muscle forces (Equations 2.26 and 2.27). However, only one particular instance of the
jogging cycle, midstance, was considered as the condition with the greatest potential for
stress fracture in this comparison case. At midstance, the leg is fixed to the ground and
the linear acceleration of each body segment and the angular accelerations of each
segment about the ankle, knee and hip joints are typically small [242, 243]. Therefore,
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accelerations can be neglected, and the system can be considered static at the moment in
the jogging cycle used as the "critical load" condition in this study. In verification of this
assumption, the published literature has shown that comparisons of calculations made
using balances of linear and angular momentum that include or neglect the body segment
linear and joint angular accelerations result in small overall differences, even at the hip,
which is the location of the largest accelerations at the midstance point of gait [243].
To compute the effects of the studied loading conditions on the improvement of
the bone's strength, the optimized geometry was subjected to the "critical design
conditions" of mid-stance jogging. The same geometry, mesh, material properties, joint
contact model, and methods of applied loads as in the predictions of the shape changes of
the tibia bone resulting from these exercises as described earlier in Chapter 2 were
employed.

Additionally, the same set muscles were assumed to be involved in this

activity and to act at the same locations on the bones of the system. Therefore, only the
locations of the boundary constraints had to be determined for this comparison condition.
At midstance of the gait cycle during jogging, the center of pressure of the foot in
contact with the ground is at a location approximately 70% of the foot length from the
heel [244]. Based on this, in the model used in this work, a square region centered at a
location 70% of the model's foot length from the foot reference coordinate system at the
calcaneous, or the heel, was fully constrained against translation in all directions. This
region was the full width of the foot bone volume and had a length of one half of this
dimension. The top of the pelvis was similarly constrained to indicate connection with
the upper half of the body. The final limb configuration for this comparison case is
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shown in Figure 2.15. The lines of action of muscle forces are represented in red, and the
applied boundary constraints are shown in blue.

Figure 2.17 Limb configuration and boundary conditions for comparison case.
2.5

Summary

This chapter has provided the full definition of the problem investigated in this work and
the basic methods used for its analysis. The system studied was the bones of the leg from
pelvis to foot. Contact between the bones at the hip, knee and ankle joints was simulated.
Cancellous bone tissue and cortical bone tissue were included at the appropriate
locations. Cortical bone tissue was modeled as a transversely isotropic material, while
cancellous bone tissue was given fully isotropic material properties. The forces acting on
the leg were restricted to a two-dimensional sagittal plane. The bone geometry, however,
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was three-dimensional in shape, though simplified to accommodate the two dimensional
forces. Ten major muscles imparted the loads on the bone system.
The strength shape optimization of the tibia was predicted under a number of
different isometric loading conditions. Under all conditions, the resultant force between
the toe and a fixed surface was prescribed as were the hip, knee and ankle joint angles.
Varying the resultant force direction, the effect of the set of muscle force magnitudes was
studied, while varying the joint angles allowed for the investigation of the effect of
muscle force direction. The effectiveness of the new bone geometries that resulted from
the adaptation processes due to these various conditions in improving the bone strength
was compared by subjecting each to a common loading case. Because stress fractures in
the distal portion of the tibia have been identified as a potential hazard to ambulation in
many situations, the newly shaped tibia bone was studied, as part of the whole leg
system, under conditions of mid-stance during jogging, a condition where stress fractures
are likely to occur. The reduction in the maximum von Mises stress at the location likely
to fracture from that induced on the pre-adapted shape was then compared for the shape
adapted geometry produced by each loading condition/set of joint angles studied. The
case that demonstrated the greatest decrease in this measure was deemed most effective
at improving the tibia bone strength.
In order to complete these comparative studies, significant work was done to
develop the necessary computational modeling methods.

These techniques coupled

optimization methods with structural analysis methods to determine the magnitudes of
the individual muscle forces, the response of the bone system to these forces and the
ensuing shape changes to the tibia bone. The modeling methods were developed in this
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work so that they could be used to study the diverse system configurations and boundary
conditions desired for the comparative studies explained with no changes to the
computational code and with no dependency upon experimentally or arbitrarily selected
parameters. The developed methods had a basic iterative algorithm. From the given joint
angles and net resultant isometric force, the individual muscle forces were fully
determined through a mathematical optimization method and applied to the multi-bone
system. A structural analysis was performed using finite element methods to determine
the local mechanical state along the bone's surfaces. Based on a measure of this state, the
changes in the positions of local discrete points on the surface, representing local material
accretion or resorption, were calculated using another optimization method.

These

surface points were then moved accordingly. Criteria to indicate the completion of the
simulation were checked and the process was either repeated or was terminated. The
goal of the muscle force magnitude optimization is related to the efficient operation of the
set of muscles studied. The goal of the bone shape adaptation optimization is related to
improved uniformity of the bone's structural response to these muscle forces.
The remaining chapters discuss the development and application of modeling
methods to analyze these problems. Much work was done in the development of the
modeling methods in order to meet the goals of independence from experimentally based
or arbitrarily selected parameters, of universal application with no alterations to the
programmed code, and of the direct quantitative comparisons of the effectiveness of each
set of loading conditions/configurations on improving the strength of the bone. The
components of the full modeling method, the muscle force magnitude model, the finite
element model, and the bone shape strength adaptation model were developed and
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validated independently. They were then coupled for use in the comparative study
described above.
The work described in Chapter 3 constitutes the first component of the methods
developed in this work to predict and compare bone strength adaptations due to variations
in muscle activity. Specifically, the chapter focuses on the development and validation of
the modeling methods to determine the individual muscle force magnitudes that are
applied to the multi-bone system.

CHAPTER 3
MUSCLE FORCE MODEL

3.1

Introduction

The mechanical environment of any bone is directly related to the muscles that act on and
around it. As discussed in Chapter 1, because the musculoskeletal system has evolved
with a focus on movement rather than force resistance, muscles act on the bones near the
joints. This allows for more efficient motion control as small linear displacements of the
muscle (small contraction) can result in large angular displacements of the limb.
However, the close location between the muscle force attachment point and the joint
center results in the necessity for relatively large muscle forces to resist the moments
generated when a weight or other force acts at the end of the limb (Figure 3.1). As a
result, muscle forces are often some of the largest forces acting on a bone or system of
bones, and the proper simulation of the mechanical environment of a bone relies on the
proper estimation of the muscle forces acting on it.

Figure 3.1 "Mechanical disadvantage" of muscle forces in external load resistance.

149

150

The studies reviewed in Subsection 1.3.2.3 emphasized the importance of the
accuracy in the representation of the boundary conditions over the accuracy in the
representation of the physical geometry in predicting the response of a bone to
encountered loading.

Therefore, the development of the appropriate methods to

determine the magnitudes and distributions of the muscle forces acting on the surfaces of
a system of bones was necessary in this study of the adaptations of bone strength to
changes in its mechanical environment. This chapter discusses the development and
validation of a modeling method to determine the individual muscle forces acting on a
bone, specifically within a multi-segment, multi-bone system.

3.2

Background

As discussed in Chapter 2, the resolution of the magnitude of the force generated by each
individual muscle in a system is a redundant, indeterminate problem.

Because the

accurate representation of the activity of individual muscle forces is important in the
analysis of the behavior of bone systems, many different methods that have been
developed in the field of solid mechanics have been applied to these musculoskeletal
systems to resolve the indeterminacy. The suitability of these methods has often been
determined though comparisons of the trends in muscle force magnitudes predicted by
models to trends in the electrical currents generated by active muscles as measured
through electromyography or EMG. A review of some of the methods that have been
used is given here.
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3.2.1 Numerical Models to Determine Muscle Force Magnitudes

Early methods of determining muscle force magnitudes involved reducing the number of
unknown values in the momentum conservation equations to the same number of these
balance equations, thereby converting the indeterminate system of equations to a
determinate one. This was achieved through simplifying the defined system model [191].
Muscles that were known to work together or act over the same regions and result in the
same function were grouped together to form a single unknown force. Additionally, the
inactivity of other muscles was assumed to eliminate them from the system of unknowns.
As computational resources began to increase in the 1960's, many numerical methods to
solve more complete mathematical models of physical systems began to be developed.
One of these emerging fields was that of numerical optimization, where indeterminate
problems could be solved through iterative "searches" towards mathematically stated
"goals" or "objectives". Such methods were initially applied to musculoskeletal systems
by researchers studying the muscle activity during walking or "gait" in the early 1970's,
when linear optimization goals, such as finding the minimum sum of muscle force
magnitudes, were used to find the "optimal configurations" of muscle forces in the
walking leg [191].

These optimization problems were usually constrained by

compliance to the momentum balances in the system and by ensuring that only tensile
muscle forces resulted, since muscles cannot produce compressive forces [127]. While
the constraints applied to these models have not varied significantly between these early
models and present times, many different objective functions, depicting the optimization
goal, have been used.
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To explore which goal may be the most appropriate in predicting muscle activity,
more complex goals were developed in response to advances in more evolved
computational methods and resources, and relative comparisons were made among the
resulting muscle force predictions for different goals and to EMG measurements. These
later developed optimization goals were often nonlinear and involved weighting factors
to account for variations in load carrying capacity of different muscles in the systems
analyzed. An early study of these more complex goals compared the predictions of the
minimization of linear and nonlinear, weighted and nonweighted sums of muscle forces
[127]. The muscle forces were weighted through the normalization of each muscle force
by the maximum possible static, or isometric, force the muscle could exert.

While the

different numerical models resulted in similar force magnitudes for many of the muscles
studied in the walking leg system modeled, the nonlinear, weighted optimization goals
were found to best match EMG data in terms of predicted muscle activity and intensity.
In order to prevent overprediction of muscle force magnitudes, additional constraints of
the maximum allowable muscle forces were incorporated into these methods. As a result
of this early investigation by Pedotti and Krishnan [2], muscle force prediction models
began to focus on the application of various nonlinear optimization methods and the
inclusion of various weighting factors.
In the early 1980's, an optimization criterion [193] was developed by
Crowninshield and Brand based on previous studies of the relationships between muscle
force magnitude, geometry, and ability of muscles to hold a constant force over time.
Because it had previously been shown that the maximum time a muscle could hold a
force of a particular magnitude (intensity) was inversely related to the magnitude of the
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force raised to a power, p, and that the maximum force a muscle can produce is linearly
proportional to the size of the muscle, this optimization criterion used a nonlinear sum of
muscle forces weighted by the muscle size to represent a maximum of muscle endurance.
This endurance optimization was thought to be important in repetitive activities such as
walking. By weighting the muscle force magnitude by the size of the muscle generating
the force, a measure of muscle "stress" was created. The muscle size was represented by
a standard anthropometric measure of the average muscle cross sectional area, called the
physiological cross sectional area or PCSA, which is calculated as the muscle volume
divided by its length [245].

The basic optimization criterion developed is shown in

Equation 3.1, where n is the number of muscles in the system studied and Fl, is the lth
muscle's force magnitude, and PCSA and p are as defined above.

n

F

Z (F)    l

PCSA
l 
l 1 

p

(3.1)

In studies of the application of this criterion, the methods' developers used a
Euclidean norm of this optimization goal, the pth root of the sum, to ensure the
optimization function has equivalent units to the optimized variable, the muscle stress,
and to reduce the overall magnitude of the objective function as they investigated the
effect of the value of p. However, they noted that this normalization is not required.
Parametric studies involving this power, p, showed that the predicted muscle force
magnitudes were relatively insensitive to powers (p) of greater than two.
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Later models expanded on these two main forms of the optimization criteria, the
muscle force normalized by maximum muscle force magnitude or the muscle force
normalized by the muscle size. Additional linear and nonlinear weighting factors were
incorporated to better represent muscle structure and physiology. For example, the
inclusion of measures of the relative amounts of muscle fiber types were thought to better
predict fatigue resistance, and, therefore, endurance [246]. As the understanding of the
function of muscle fibers grew, additional terms were added to the optimization goals to
include the specific aspects of their anatomy and behavior. These types of goals focused
on the activation of the muscle rather than the amount of muscle force generated [195].
Rather than absolute muscle forces [127] or stresses [193], optimization goals that
considered these values in other models were normalized by the maximum generated
forces or the maximum allowable stresses [247] under the assumption that the
musculoskeletal system "recruits" additional muscles to generate the necessary forces
only as single muscles approach their individual maximum strengths.
As the number of muscle force prediction models and the methods for solving
numerical optimization problems grew, the research began to shift focus towards studies
comparing these numerical models and developing tools to determine which might be
most applicable to the study of musculoskeletal systems. Despite the large number of
these kinds of studies, researchers have failed to show one model to be superior to the
others in predicting the muscle force activity and intensity. Yet, the results of these
comparative studies provided important insight into both the function of the models and
the function of muscle force activation and activity in actual systems.
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3.2.2 Comparison Studies of Muscle Force Prediction Models

Studies have been undertaken to compare optimization goals, constraints, and solution
methods for determining the individual muscle force magnitudes in these indeterminate
musculoskeletal system models.

Comparisons have been made both between different

models and between models and experimental results.

Because there is no proven

method to convert quantitative measures of electrical activity in muscles to resulting
magnitudes of generated forces, comparisons to EMG activity are usually qualitative,
comparing relative intensities of muscle forces within the system studied to those of the
electrical currents in the muscles measured by EMG [127, 245].

Some general

conclusions from these works will be reviewed.
It is widely agreed that nonlinear optimization criteria result in muscle force
activities and intensities that correlate more closely with experimental measurements than
do linear criteria and nonlinear optimization criteria are, therefore, preferable [127, 192194, 196, 197, 248]. Linear optimization methods have been found to "unnaturally"
require the orderly addition of muscle forces where one muscle force is maximized
before another is activated, necessitating not only the appropriate designation of the
maximum muscle forces in the constraint equations, but also accurate enforcement of
inter-muscle relationships, both of which are difficult to define [192, 248].

Nonlinear

schemes have been found to predict more muscle activity for force sharing in synergistic
muscles (with similar functions) and opposition forces for stability in antagonistic
muscles (with opposing functions), higher joint contact forces, and "improved continuity
of predicted muscle activity" during a gait, or walking, cycle than linear schemes [196,
248]. It has also been suggested that while both the sum of the squares or cubes of the
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muscles stresses are able to achieve muscle force predictions that are very similar to each
other and to trends in EMG activity, the cubed criteria may be less dependent upon
constrained values of minimum or maximum force [197]. The minimization of the sum
of the cubes of the muscle stresses, thus, may predict extensive load sharing to keep the
individual muscle forces as low as possible [248] while the minimization of the sum of
the square methods may be implemented more efficiently [197] and may provide more
realistic load sharing than the minimization of the sum of linear or cubic terms [248].
Other studies have concluded that these nonlinear schemes eliminate the need for
maximum or minimum force criteria altogether [193].
Methods that weighted the muscle forces with physiological parameters such as
PCSA, moment arms, and relations between muscle forces and activity properties like
amounts and rates of muscle length changes, fiber content, or activation, improved
correlation with experimental EMG data trends over methods that use linear or nonlinear
sums of muscle force magnitudes alone [192, 194, 195, 197, 246]. For example, it was
found that minimizing the sum of muscle forces alone gives greater preference and,
therefore, greater predicted muscle force magnitude to muscles with the largest moment
arms. This may result in unrealistically large forces for very small muscles [192] and,
depending on the muscle location/moment arm, result in an equal force for all muscles
regardless of their state [194]. The minimization of muscle stresses (forces weighted by
areas) accounts for the relationships between the force generation capability and the
muscle size by giving preference to muscles with the largest product of the muscle
moment arm and the cross-sectional area [192]. However, use of the minimization of
muscles stresses may overestimate the forces in larger muscles [194].
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These weighted optimization models are quite sensitive to variations in the values
of the physiological parameters used [163, 194, 197, 198].

Therefore, highly reliable,

well established or subject-specific data are required as values for these weighting
parameters.

Alternatively, when these values are not verifiable or available, the

optimization method should depend on as few physiological parameters as possible. For
example, while PCSA, joint center locations, and muscle attachment points have been
long studied and are widely available for various populations, relative amounts of
different types of muscle fibers or relationships between amounts and rates of change of
muscle length and resulting forces for specific muscles and across different populations
are much less established and, therefore, less reliable for use in generic or general models
[195, 197, 198, 245]. In addition to being used as "weighting values", the parameters
involved in the physical model of the system studied, including the dimensions of the
system components, muscle attachment points, and joint centers, as well as the number of
degrees of freedom allowed, can also significantly affect the predicted muscle force
magnitudes [198, 199].
The results of most studies have demonstrated that the minimization of the sum of
nonlinear powers of muscle stresses sufficiently predicts observed trends in muscle
activity and intensity for both force sharing over muscles of similar function and joint
stability in muscles of opposing functions without significant dependence on artificial
force limitation constraints and choice of physiological parameters [153, 192, 193, 197,
247-249]. Additionally, such a model is thought to be most appropriate when studying
static or quasi-static activities within a normal range of motion such as isometric
exercises, where a force is generated but the joint angles do not change, and walking,
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where the joint angles vary over a relatively small range and the forces are not generated
too rapidly [248, 250].
Based on this review, the minimization of a sum of nonlinear powers of muscle
stresses was selected as the optimization criterion for the models developed in the current
study. Because of the relative indifference to powers greater than two in early studies
[193] and the concern of over-dispersing the resultant load to individual muscles when
minimizing the sum of cubic terms in more recent studies [248], the minimization of the
sum of the squares of the muscle stresses was selected.

Further, the model was

constrained to satisfy the momentum balances and to prevent the development of
compressive muscle forces. However, even with the optimization criteria and constraints
established, the published literature has presented significantly varied numerical
optimization solution routines. Therefore, initial investigations were undertaken to select
an appropriate solution method that could be incorporated into the overall bone strength
adaptation model developed in this work.

3.3

Muscle Force Model Development

The overall goal of this research was to create a computational model to predict the
effects of various loading conditions on changes in bone strength. The model was to
appropriately simulate both the local mechanical environment acting on the bone and its
response to changes in this environment. The model was then to be used in a variety of
conditions to compare the resulting strength adaptations. Therefore, the model must be
capable of handling many different loading conditions and must be able to automatically
and iteratively determine and apply individual muscle forces to a discretized bone
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geometry so that local changes in bone shape can be determined. Using these criteria,
preliminary studies were first performed to determine an appropriate numerical
optimization routine to use in the overall modeling routine component responsible for
generating the required muscle forces.

The selected optimization method was then

incorporated into a subroutine that could automatically be called from within a finite
element code to calculate and apply the muscle force loads. The developed model was
validated through comparisons to published studies.

3.3.1 Preliminary Studies

A number of numerical optimization methods have been used in published literature to
determine the individual muscle forces given a nonlinear optimization goal with linear
constraints as chosen for the conditions studied in the current work (Chapter 2). In
general, optimization schemes work by searching for a point within a feasible solution
space that minimizes (or maximizes) an objective function (goal) [251]. In unconstrained
numerical optimization methods, the search direction moves through all space in a way
that iteratively reduces (or increases) the objective function until a minimum (or
maximum) is found. In constrained optimizations, the solution space can be reduced as
the search is limited to only the subset of space that satisfies the equality and inequality
constraint equations. The various optimization methods differ by how the feasible space
is searched for this optimal solution set [252].
As described in Section 3.2.2, the selected optimization problem for the
determination of the muscle force magnitudes is in the general form shown in Equations
3.2 and 3.3 for muscle forces acting in a two-dimensional plane.
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 Fl 
Minimize Z (F )   

l 1  PCSAl 
n

2

(3.2)

Constrained by g (F )  0

Where g(F) is in the form g(F)  A F  b

(3.3)

T

Z(F) is the optimization goal (objective function). F is an array of the force magnitudes
for the l muscles studied (the design variables or "unknowns"). Fl is the magnitude of the
lth muscle force in a direction along the length of the muscle. PCSAl is the physiological
cross-sectional area of the lth muscle, n is the total number of muscles in the system.
g(F) is an array of length n+m containing the system constraints. m is the number of

momentum balance equations to be satisfied (depends on degrees of freedom of the
defined system). AT is a matrix of coefficients of the muscle force magnitudes in the
constraint equations. b is an array of the constants in the constraint equations.
In the specific problem investigated in this study, there are n inequality
constraints and m equality constraints. The first n constraints (inequality) ensure that no
compressive forces are generated and are of the form:

gq (F)  0, q  1n, gq (F)  Fl

(3.4)

where Fl is the force vector generated by the lth muscle.
The last m constraints (equality) ensure the momentum balance equations are
satisfied and are of the form:
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g q (F )  0, q  n  1 n  m,
n

g q (F)  M m   rlm  Fl

(3.5)

l 1

where Mm is the moment vector due to the net reaction force acting between the system
studied and the external environment about the mth joint, and rlm is the vector defining the
lth muscle's moment arm about the mth joint.
Because the function defining the optimization goal is continuous and
differentiable with respect to the design variables, and functions defining the constraints
are linear with respect to the design variables, a number of standard numerical or
analytical methods could be employed. In the literature, three main methods have been
used to solve similar problems: a Lagrange multiplier method [127, 163, 192, 194, 249],
sequential quadratic programming [163, 198], and gradient projection optimization [193].
Each of these was explored for its effectiveness of implementation based on the
requirements discussed above. For each method, a code was specifically written or a
commercial code was implemented to solve a representative optimization problem
obtained from the literature. Results were compared to each other and to those published
in the literature for the cases considered. Because of their more widespread use, the
Lagrange multiplier and the sequential quadratic programming methods were considered
first.
The Lagrange multiplier method is an analytically based type of optimization
procedure [252]. In this method only equality constraints are considered. Therefore, in
the current problem, only the constraints in Equation 3.5 were used where m, the number
of rotational degrees of freedom in the system (joints in the system). The constraint
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equations gq(F) in Equation 3.5 are rearrange so each is in the form gq(F) = 0 in Equation
3.6, and the objective equation, or optimization goal Z(F) is restated as shown in
Equation 3.7. F is a vector consisting of the set of all the design variables for the
optimization problem, the muscle force magnitudes.
n

g q (F)   rlm  Fl  M m  0, where q  1 m

(3.6)

l 1

 Fl 
Z (F )   

l 1  PCSAl 
n

2

(3.7)

The optimization goal Z(F) in Equation 3.7 is then combined with the equality
constraint equations gq(F) in Equation 3.6 to form a Lagrange Equation in Equation 3.8
where λq are the Lagrange multipliers.
m

L  Z (F )   q g q (F ), where q  1 m
q 1

(3.8)

The partial derivative of the Lagrange Equation (Equation 3.8) is found for each
unknown muscle force (design variable) in F and each Lagrange multiplier in λ. Each
partial derivative is set to zero and the system of equations is solved for the unknown
muscle forces and Lagrange multipliers. Because the inequality constraints (Equations
3.4) cannot be directly incorporated into the Lagrange equation, their compliance has to
be ensured after the basic Lagrange Multiplier optimization scheme is completed. Any
member of F (design variables) that is found to be negative is set to zero and eliminated
from the system of equations. The remaining members of F are "reset" to unknown, and
the optimization routine is repeated until all remaining muscle force magnitudes are
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positive. This solution set is the set of "active" muscles and the magnitudes of these
muscles are the optimum solution.
The sequential quadratic programming method requires a quadratic optimization
goal (optimization function) and linear equality or inequality constraint equations. If
either the optimization function or the constraint equations are of higher order, they are
reduced into a series of equations of the appropriate order, hence the name "sequential
quadratic programming", or SQP [253].

In general, this method uses a function of the

gradient of the objective function as the search direction along which the optimal solution
is thought to be located. Specifically, the potential optimal solution set, F, is updated at
each iteration through the use of the following equation:

Fk 1  Fk  Bk Z (Fk )

(3.9)

where Bk is an approximation of the inverse of the Hessian matrix of the objective
function Z(F) evaluated at a specific point in the design space, k. The search direction is
then iteratively updated until a local optimum is found [254]. The specific SQP method
used in these preliminary studies was applied directly from a commercial mathematical
programming and analysis package.

This package uses a second order Quasi-Newton

general-use formulation of the SQP method called the Broyden-Fletcher-GoldfarbShanno method (BFGS) to update the search direction, This method approximates the
gradient of the nonlinear objective function through a Taylor series expansion, thus
approximating the Hessian matrix of the objective function (optimization goal) [255].
The BFGS formulation, used in this method, for updating the approximation of Bk is
thought to be "superior to all such known...algorithms" [203]. However, the SQP
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method finds only local optima. Therefore, multiple repetitions of the solution must be
performed with different starting values to determine global optima.
Because the Lagrange multiplier and the SQP methods have been the optimization
methods most extensively used to resolve individual muscle force magnitudes in the
reviewed literature, their application to the model developed in this work was
investigated thoroughly.

The SQP method was applied through the use of the

commercial mathematical programming and analysis software MATLAB [256]. For
simplicity of comparison the code for the Lagrange multiplier method was also written
using the MATLAB software, which has a C-based programming language and an
extensive library of predefined mathematical functions.
These two optimization methods were applied to a musculoskeletal system
previously analyzed using these same two methods as reported in the literature [163].
This system was also previously studied experimentally [126]. In the conditions studied,
the nine-muscle leg system generated a specified resultant force between the foot and a
fixed plate through isometric muscle contraction so that the joint angles remain constant.
Twelve loading conditions were studied. The resultant force was generated in twelve
directions, one every 30° with the same magnitude for each.

All twelve loading

directions were studied to give an indication of the effectiveness of each method for
application to a variety of loading conditions. The model predicted muscle activity for
each configuration using each optimization model was compared. Figure 3.2 shows the
basic system investigated. The nine muscles included in this simplified system (Figure
3.3) were two ankle extensors (Gastrocnemius and Soleus), two knee extensors (Rectus
Femoris and Vastii), two hip extensors (Gluteus Maximus and Long Head Biceps
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Femoris), two hip flexors (Rectus Femoris and Iliacus), and three knee flexors
(Gastrocnemius, and Short and Long Heads of the Biceps Femoris). The moment arms
and muscle PCSAs for these muscles included in this muscle force model are listed in
Table 3.1.

Figure 3.2 General depiction of system configuration and activity investigated in the
preliminary muscle force validation model, including boundary conditions and resultant
force generated by the leg.

Figure 3.3 (a) Musculoskeletal model used in the preliminary muscle force validation
model, depicting the included muscles and approximate functional locations. (b) Specific
directions studied of resultant force depicted in Figure 3.2. See Table 3.1 for muscle
names corresponding to numbers.
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Table 3.1 Geometric Data for Muscles Used in Preliminary Muscle Force Model
ID

Muscle

Function

PCSA
(cm2)

Moment
Arm about
Ankle (m)

Moment
Arm about
Knee (m)

Moment
Arm about
Hip (m)

1

Tibialis Anterior

Ankle Flexor

11.5

0.0298

---

---

2

Soleus

Ankle Extensor

92.5

0.044

---

---

3

Gastrocnemius

44.3

0.044

0.0138

---

4

Vastii

98.1

---

0.0329

---

5

Rectus Femoris

20.1

---

0.0329

0.0279

Ankle Extensor,
Knee Flexor
Knee Extensor
Knee Extensor,
Hip Flexor

Short Head of
Biceps Femoris
Long Head of
Biceps Femoris

Knee Flexor

6.1

---

0.025

---

Knee Flexor,
Hip Extensor

45.5

---

0.025

0.0619

8

Iliacus

Hip Flexor

31.0

---

---

0.0317

9

Gluteus
Maximus

Hip Extensor

44.3

---

---

0.0368

6
7

In the previously published work [163] used as a basis for this comparison to the
methods developed here, extensive algebraic manipulations were employed to apply the
Lagrange multiplier method, and the commercial software, MATLAB, was selected to
apply the SQP method.

To reduce the required algebraic manipulations in the

implementation of the Lagrange Multiplier method in the current work, the full sum of
the squares of the individual muscle stresses was used to define the objective function in
this current work, not the normalized sum as described in [193]. Because the SQP
method results in only local optima, four different initial guesses were used in this study:
All muscles were initially either 0N, 100N, 500N, or 1000N.
In undertaking the current study, conditions were found where both the Lagrange
multiplier and SQP method may predict the same optimal solution for each loading case.
However, extensive manual manipulations of each of these optimization models were
required in the current work to properly implement each method. For the SQP method,
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the initial guess had to be repeatedly modified until a global solution was found. For the
Lagrange multiplier method used in this work, iterative 'zeroing' of negative resulting
muscle forces and repeated solving of the optimization problem was required.

The

published literature used as a comparison in this study [163] reached the global optimal
solution through extensive algebraic manipulations of the Lagrange multiplier equation
and by subjecting the muscle force magnitudes to additional constraints, such as
maximum values. When applying the same "manual modeling adjustments" to different
resultant loading directions (but same loading magnitudes) for the system studied,
different solutions resulted for each modeling method compared (Lagrange multiplier and
SQP). Therefore, different initial guesses or algebraic manipulations were required for
each loading condition and studied and each solution method. Additionally, in some
directions, the "zeroing" procedure in the Lagrange multiplier optimization method
implemented in this work resulted in only two remaining unknowns that were required to
satisfy three unique constraint equations. Because this created an undetermined
optimization problem, additional constraints on muscle force magnitudes, such as
maximum values, were imposed, as in the comparable published work using this method.
Figures 3.4 and 3.5 show representative results for an individual muscle's
predicted magnitude for the Lagrange multiplier method and the SQP method developed
in this work. The local optima found with the SQP method for each of the initial guesses
are also presented. For some muscles, such as the Tibialis Anterior shown in Figure 3.4,
all methods predicted nearly the same muscle activity (zero or nonzero magnitude) and
intensity (magnitude value), and the results of the SQP method were insensitive to the
initial guess under all loading conditions.

For other muscles, such as the Gastrocnemius
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(Figure 3.5), there was significant variation in both the predicted muscle activity and
intensity with the optimization method used for some loading directions while other
loading directions showed relative independence from the optimization method.
1000

Lagrange Multiplier
SQP Initial 0N
SQP initial 100N
SQP initial 500N
SQP initial 1000N
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Figure 3.4 Predicted force magnitudes for tibialis anterior muscle for various net loading
conditions using different optimization methods during the muscle force model validation
studies.
500

Muscle Force (N)

400
300

Lagrange Multiplier
SQP Initial 0N
SQP Initial 100N
SQP Initial 500N
SQP Initial 1000N

200
100
0
30

60

90

120

150 180 210 240 270 300
Loading Direction (Degrees)

330

360

Figure 3.5 Predicted force magnitudes for gastrocnemius muscle for various net loading
conditions using different optimization methods during the muscle force validation
studies.

Figure 3.6 shows the values of the optimization goal for the runs conducted for
the SQP method starting with different initial values. For example, for the 60° loading
direction, different initial guesses for the SQP method resulted in different goal values,
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requiring multiple runs to find the lowest optimization goal value. Yet, for the 120°
direction, all initial guesses resulted in the same optimization goal, indicating the global
optima was reached regardless of the initial guess. Still for others, such as the 30°
direction, multiple, but not all, initial guesses resulted in the same optimization goal
value. This may indicate that for some loading directions there may be multiple local
optima over the range of force magnitudes studied and the initial guess selected, while for

Optimization Goal (N2/mm4)

others there may be only one local optima over the range investigated.
9000
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SQP Initial 500N
SQP Initial 1000N
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Figure 3.6 Resulting optimization goal (minimum sum of the muscle stresses) for
various net loading conditions using different optimization methods during the muscle
force validation studies.

In Tables 3.2 though 3.6 the model predicted relative muscle force intensities for
groups of muscles with the same function are compared.

Regardless of absolute

magnitude of the forces, if a true "optimal" solution was found, the distribution of the
muscle forces to achieve a net action (such as moment about a particular joint in a
particular location) should be the same regardless of the model used. The variations in
the predicted muscle forces shown in the tables for the different optimization methods
and initial guesses are an indication of the inconsistency in the solutions using these
Lagrange multiplier and SQP methods for a range of loading conditions of interest.
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While the optimization methods compared in this preliminary study may be
sufficient for investigating a single loading condition, their automated application to a
variety of loading conditions, as required in the model developed in this work, is
cumbersome due to the manipulations required and the need for multiple initial guesses.
Additionally, the resulting solutions are often inconsistent. Therefore, an alternative
optimization method was used that resulted in the determination of a global optimum
with the application of only one initial feasible solution and no modifications to the
programming code for different conditions or systems studied.
Table 3.2 Muscle Force Model Validation: Comparison of Ankle Extensors Prediction:
Gastrocnemius Force as a Percentage of Soleus Force
Lagrange
SQP 0N
SQP 100N
SQP 500N
SQP 1000N

30°
None
None
None
None
None

60°
None
None
None
None
None

90°
None
None
None
None
None

120°
None
None
None
None
None

150°
None
None
None
None
None

180°
None
None
None
None
None

210°
G only
23.55%
S only
G only
S only

240°
G only
99.75%
S only
S only
S only

270°
G only
22.95%
22.25%
S only
65.32%

300°
G only
22.76%
21.42%
S only
135.06%

330°
22.69%
28.56%
22.94%
22.94%
22.94%

360°
S only
33.33%
80.90%
3.56%
22.94%

Table 3.3 Muscle Force Model Validation: Comparison of Knee Extensors Prediction:
Rectus Femoris Force as a Percentage of Vastii Force
Lagrange
SQP 0N
SQP 100N
SQP 500N
SQP 1000N

30°
60°
90°
120°
150°
41.74% 64.16% 84.50% 114.00% 213.42%
160.32% 161.98% 341.77% 114.00% 213.40%
41.74% 64.17% 410.44% 114.00% 213.40%
41.74% 163.19% 84.49% 114.00% 213.40%
41.74% 64.17% 84.49% 114.00% 213.40%

180°
None
None
None
None
None

210°
None
None
None
None
None

240°
None
None
None
None
None

270°
None
None
None
None
None

300°
None
None
V only
None
None

330°
V only
V only
V only
V only
V only

360°
2.26%
21.87%
17.28%
7.71%
2.28%

Table 3.4 Muscle Force Model Validation: Comparison of Hip Extensors Prediction:
Gluteus Maximus Force as a Percentage of Long Head Biceps Femoris Force
Lagrange
SQP 0N
SQP 100N
SQP 500N
SQP 1000N

30°
None
None
None
None
None

60°
None
None
None
None
None

90°
None
None
None
None
None

120°
None
None
None
None
None

150°
None
None
None
None
None

180°
None
L only
L only
L only
L only

210°
L only
L only
L only
L only
L only

240°
L only
L only
L only
L only
L only

270°
L only
L only
L only
L only
1.06%

300°
L only
L only
L only
L only
L only

330°
56.51%
56.53%
56.51%
56.51%
L only

360°
219.08%
167.39%
318.65%
107.34%
224.40%

Table 3.5 Muscle Force Model Validation: Comparison of Hip Flexors Prediction:
Rectus Femoris Force as a Percentage of Iliacus Force
Lagrange
SQP 0N
SQP 100N
SQP 500N
SQP 1000N

30°
41.14%
142.26%
41.14%
41.14%
41.14%

60°
39.59%
78.57%
39.60%
78.91%
39.60%

90°
38.94%
86.11%
92.25%
38.93%
38.93%

120°
38.42%
38.41%
38.41%
38.41%
38.41%

150°
37.74%
37.75%
37.75%
37.75%
37.75%

180°
I only
I only
I only
I only
I only

210°
None
I only
I only
I only
I only

240°
None
I only
I only
I only
I only

270°
None
I only
I only
I only
I only

300°
None
I only
I only
I only
I only

330°
None
None
None
None
None

360°
R only
R only
R only
R only
R only
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Table 3.6 Muscle Force Model Validation: Comparison of Knee Flexors Prediction:
Short Head Biceps Femoris Force as a Percentage of Long Head Biceps Femoris Force
Lagrange
SQP 0N
SQP 100N
SQP 500N
SQP 1000N

30°
None
None
None
None
None

60°
None
None
None
None
None

90°
None
None
None
None
None

120°
None
None
None
None
None

150°
None
None
None
None
None

180°
210°
240°
L only 179.16% 88.60%
22.23% 10.86% 9.88%
22.23% 10.86% 8.59%
22.23% 9.21% 10.48%
22.23% 10.86% 8.86%

270°
38.09%
6.45%
6.40%
6.69%
6.58%

300°
8.03%
4.37%
4.39%
4.37%
2.92%

330°
L only
L only
L only
L only
L only

360°
L only
L only
L only
L only
L only

3.3.2 Optimization Method Used in Developed Model

While the Lagrange multiplier and sequential quadratic programming methods (SQP)
may be more widely used in the published literature for the determination of individual
muscle force magnitudes, the gradient projection method has also been used, specifically
in the work that initially established the sum of the squares of the muscle forces as a
potential optimization goal [193]. Like the SQP method, the gradient projection method
finds only local optima. However, if the objective function (optimization goal) is convex,
then the optima found by this solution method are also global [114]. A convex function
has a positive semidefinite Hessian. In the particular problem used in this study, the
objective function is the sum of the squares of the muscle stresses, where the muscle
stresses are defined as the ratio of the muscle force magnitude to the muscle PCSA
(Equation 3.2). Therefore, the set of unknowns are the muscle force magnitudes and the
Hessian of the objective function is a diagonal matrix of all positive numbers whose (l,l)
terms are all constant and equal to

2
. The determinant of this Hessian matrix is
( PCSAl )2

constant and always positive, making the Hessian of the objective function positive
definite and satisfying the criteria of a convex function. All constraints in this model are
linear and their second derivatives are zero. Therefore, the Hessian of the constraint
matrix was positive semidefinite. Both the objective function and the constraints were
positive semidefinite, making the complete optimization problem analyzed in this work a
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convex problem. Thus, the gradient projection method will find its global optima. The
use of the gradient projection method for determining the muscle force in the current
work, may, therefore, resolve some of the issues with universal applicability of the
solution method found with the use of the Lagrange multiplier and SQP methods as
reported in the preliminary studies discussed in Subsection 3.3.1.
The gradient projection optimization method, a form of the method of steepest
descent, uses the gradient of the objective function as the search direction [257]. This
search direction, normal to the objective function, produces the most rapid reduction in
the objective function value towards a local minimum. The gradient projection method
restricts the search for optima to the subspace of the feasible solution space that is tangent
to the set of constraints that are exactly satisfied (equal to zero) at the current solution
point. These constraints include all equality constraints and those inequality constraints
that are equal to zero. The subset of constraints that are exactly satisfied is called a
"working set" of active constraints. They indicate the extreme locations, the boundary,
of the feasible space thereby reducing the search region from a volume to a surface and
reducing an inequality problem to one comprised solely of equality constraints.
Restricting the search to only this subset is done by projecting the gradient of the
objective function onto this surface defined by the active constraints. This provides the
sufficient conditions for any point found along any search direction using this method to
be a potential local optimum.
The method proceeds iteratively by finding a working set of active constraints, a
search direction, and a step size along the search direction to move from one set of values
of the unknown variables to another until an optimum value of the objective function is
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reached. Each working set is a "guess" of the actual set of active constraints that
produces the optimal solution. Therefore, this working set is modified at each iteration.
Because the search direction is projected onto this active working set, the search can also
change direction at each iteration. The step size along this search direction towards the
optimization goal can affect both the efficiency and accuracy of the solution. As a result,
many different methods have been developed to determine this step size. The one
followed in this study was developed specifically for problems with linear constraints,
and it is often referred to as Rosen's Gradient Projection Method [253, 257].

For any

version of the gradient projection method, if the initial guess of the optimal point is
within the feasible region and the initial search direction is feasible (tangent to the
working set of active constraints), then all subsequent iterations will also produce feasible
solutions for the unknown set of design variables, working set and search direction.
[254]. A basic description of the method and the procedure for its implementation [114]
will be explained followed by specific modifications employed for the current work.
3.3.2.1 Gradient Projection Optimization Method. The problem to be optimized is as

in Equation 3.2 and Equation 3.3, where a set of design variables, F, will produce the
smallest value of the defined objective function, Z(F), within a set of n inequality and m
equality constraints, g(F). By rearranging the linear constraints so they are all in a form
of g(F)≤0 , the coefficients of the unknown variable F in this set of equations can be
placed into matrix, AT, and a vector of the constant terms in these constraint equations, b,
can be created. At each iteration the "working set" of active constraints consists of all
equality constraints and any inequality constraints with a value when evaluated at the
particular set of values of the design variables F equal to zero. The coefficient matrix of
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active constraints NT is a submatrix of AT. Because the constraints are linear, these
coefficient matrices AT and NT also define the gradient g  F  of all or just the active
constraint functions, respectively. At each iteration, the active constraint matrix NT is
modified so that gradients of inequality constraints are added or removed. The gradients
of equality constraints are always part of the active constraint matrix NT and are never
removed.
The feasible solution is updated at each iteration through the relation:

Fk 1  Fk   S

(3.10)

S is a vector defining the search direction and  is the step length along the search

direction. The procedure requires the calculation of S and along with F at each
iteration.
The first step in the gradient projection optimization method is the determination
of the search direction, defined as:
S   P Z (F )

(3.11)

P is the projection operator on the gradient of the objective function Z(F). The negative

ensures the reduction of the value in a progression towards the solution minima. In
problems with linear constraints, such as the one in this work, P is a square matrix with
dimensions equal to the length of the vector of design variables F. Specifically, P creates
an orthogonal projection (See Appendix A) of the gradient of the objective function onto
the set of gradients of active constraints (NT) and is defined as:
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P  I  N(NT N)1 NT

(3.12)

The calculated search direction S is tangent to the set of active constraints, and, thus, is
feasible [203] if:
NT S  0

(3.13)

Because NT and S change with each iteration, the validity of this equation must be
checked at each iteration.
With the search direction found, the step length along the search direction is next
calculated. The gradient projection method works by modifying the "working set" of
active constraints until one is found that minimizes the objective function (optimization
goal). If Equation 3.10 is substituted into Equation 3.2, then the constraints, g(F), are
shown to be linear functions of the step length, . Additionally, because the working set
of active constraints is updated at each iteration, inactive constraints can become active
constraints at points (sets of design variables F) when the constraint, evaluated at the
particular point in the design space, F, is equal to zero. As a result, the step length, ,
can be calculated along the search direction as the distance between the current point, Fk,
and the updated solution point, Fk+1, where an inactive constraint becomes active and
thus added to the "working set" of constraints. This step length can be derived through
the substitution described above and subsequent algebraic manipulation noting that active
constraints g j  Fk 1   0 :
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j  

g j  Fk 
ATj S

, j are inactive constraints only

(3.14)

where g j  Fk   A Tj Fk  b j

Because Fk is always a feasible solution and only the inactive constraints are considered,
gj(Fk) are always less than zero and so negative. Therefore, because the constraints, g(F),
are a function of the step length, , the sign of the derivative of each inactive constraint,
gj(Fk), with respect to  g j  Fk   ,gives an indication of whether there is movement
to or from the inactive constraint along the positive search direction. Because the goal is
to add a new constraint to the "working set", the step should be towards the constraint or
in the positive direction. This is achieved through the consideration of only the sets
that achieve positive derivatives or:

dg j
d j

 ATj S

Fk

 0 , j are inactive constraints only

(3.15)

In determining this step size, it is desired to move to the next nearest inactive
constraint along the search direction. Therefore, the set of step lengths to reach all
inactive constraints is first restricted only to those with positive steps (so that they may be
encountered while traveling along the search direction). Of these, the closest inactive
constraint, the one with shortest step length, is selected as a candidate for possible
inclusion into the working set. This shortest step length required to get to this constraint
from Fk is selected as the  in Equation 3.10. The added constraint expands the feasible
solution surface in the search for the local optima.
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If a local optimum is encountered along the current search direction between the
current position and the next closest inactive constraint, then there is no need to add or
remove constraints.

In this case, the location of the local optimum (minimum) is

considered to be the next solution set, Fk+1. The step along the search direction that
moves from the current position to the local minimum, Fk+1, is defined such that, by using
Equation 3.10 in the objective function Z(Fk+1) in Equation 3.2, Z is minimized.
As currently inactive inequality constraints can be added to the "working set",
currently active inequality constraints can be removed from the "working set",
constricting the feasible solution space to a smaller range. The Kuhn-Tucker conditions
provide a means for this removal and set the necessary conditions for a feasible point to
be a local optimum. These Kuhn-Tucker conditions are now defined and their use in the
gradient projection optimization method is explained.
The projection of the gradient of the objective function over the set of active
constraints can be expressed as the gradient of the Lagrangian of the optimization
problem itself evaluated at the new feasible solution set Fk+1 such that:

L  Z (Fk 1 )  i gi (Fk 1 ) , i are active constraints only

(3.16)

L  Z (Fk 1 )  igi (Fk 1 ) , i are active constraints only

(3.17)

with k as the optimization iteration counter. Solving for the Lagrange multipliers i using
only the active constraint matrix NT gives:
λ    N T N  N T Z  Fk 1 
1

(3.18)
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The Kuhn-Tucker conditions state that if S   PZ (F ) , the projection of the
negative gradient of the objective function onto the set of active constraints, is zero and
the Lagrange multipliers of the active inequality constraints are nonnegative, then the
point may be a local optimum.

Therefore, in order for the working set of active

constraints to form a solution set that contains a local optimum, the inequality constraints
that produce negative Lagrange multipliers must be removed from the "working set".
This removal is done one at a time, with the most negative Lagrange multiplier removed
first. The new set of active constraints is used to create a new NT matrix and the resulting
new search direction is found based on this updated, smaller "working set".

The

Lagrange multipliers of this new "working set" are found and the process is continued
until all Lagrange multipliers of the active inequality constraints are nonnegative.
If the updated search direction, based on the removal of all active constraints with
corresponding negative Lagrange multipliers, evaluated at the current feasible solution
point F is equal to zero, then F is a local optimum. If this updated search direction is not
zero, then the new active constraint found during the determination of the step length
may be added to the "working set" of active constraints only if the derivative of that new
active constraint with respect to the step size, as in Equation 3.15, evaluated for the
updated search direction, is positive. This positive derivative means that the constraint
that is to be added is in the direction of minimizing the objective function and so will
help to further reduce the objective function's value. Once the constraint is added, the
Lagrange multipliers of the new "working set" are found, and the "working set" of active
constraints is again adjusted until all of their Lagrange multipliers are nonnegative. If
constraints are again removed, the search direction, S, in Equation 3.4 is again updated.
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If the search direction is still not zero, a new step length  and an updated feasible
solution Fk+1 are found in the execution of the next solution iteration. The iterative
process stops when the search direction, S in Equation 3.4, which is the projection of the
gradient of the objective function onto the feasible solution surface, is equal to zero,
indicating that a local optimum (minimum) of the objective function is found.
3.3.2.2 Application of Gradient Projection Optimization to Current Model. A code

was written, based on published descriptions of the basic gradient projection optimization
method [114] and its numerical implementation [203, 253, 254], as explained in
Subsection 3.3.1 and Subsection 3.3.2.1, specifically to solve the problem analyzed in
this work: the determination of the magnitudes of the muscle forces in a musculoskeletal
system by minimizing the sum of the muscle stresses. For more effective and efficient
code development, MATLAB [256] software was used to generate the gradient projection
method code, to take advantage of its extensive built in mathematical functions,
especially in linear algebraic operation. However, the developed though the method
could be written in any general programming code. The major code components are
described below.
A main program was written to define the physical constants of the model, listed
in Table 3.1 as well as the moments about each joint resulting from the reaction between
the fixed plate and the net force generated by the leg system in Figures 3.2 and 3.3. The
initial feasible guesses for the set of muscle force magnitudes F1 for each of the twelve
resultant load direction cases studied were also included in this main program. The main
program calls a function (subroutine) to execute the gradient projection optimization
method. The subroutine evaluates the solution at each iteration of the optimization
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method to check if the solution conforms to the stopping criteria (either optimal solution
found or maximum number of iterations achieved) and either executes the next
optimization iteration or stops the program.
The objective function, its gradient, and all of the constraint equations, which
would need to be updated depending on the system analyzed, are contained in the
subroutine that implements each gradient projection iteration. Prior to the execution of
the initial optimization iteration, the convexity of the defined problem and the feasibility
of the initial guess are verified and the initial search direction is calculated.

The

subroutine performs the gradient projection optimization routine to find the updated
feasible solution Fk+1, the updated search direction S and the updated value of the
objective function Z(Fk+1) for each iteration and passes this information back to the main
program to determine whether or not an optimal solution has been found. In addition to
executing the gradient projection algorithm, this subroutine creates and maintains an
accounting of the current "working set" of active constraints. A separate subroutine was
written to handle the addition and removal of constraints from the "working set". This
subroutine is called by the gradient projection optimization subroutine as necessary.
Some modifications to the optimization method described in Subsection 3.3.2.1
were made in the code written for this work to aid in the numerical stability of the
routine. A widely noted concern with the computational implementation of the gradient
projection method of optimization is a tendency to "zigzag" around the optimal solution
but never reach it [114, 203, 253, 254]. This usually occurs as active constraints are
repeatedly added and removed because of their small, nonzero values.

Therefore, the

first change was the use of a ±0.01 tolerance band to select active inequality constraints.
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Similarly, the second modification involved the use of a small tolerance band, on the
order of 10-5, to address issues resulting from roundoff error when other comparisons to
zero were required, such as may occur in determining compliance to the Kuhn-Tucker
conditions. Finally, QR factorization was employed to simplify many calculations and
to ease concerns of illconditioning in calculating the projection, determining compliance
to the Kuhn-Tucker conditions and when adding and removing active constraints to the
system [203, 254] (See Appendix A). QR factorization decomposes any matrix into the
product of a square orthonormal (unitary) matrix Q and an upper triangular matrix R.
LQ factorization is similar, but uses a lower triangular matrix L. The inverse of the

orthornormal Q matrix is not only easier to calculate but also better conditioned than
terms such as those involving the constraint coefficient (gradient) matrix such as NTN.
Additionally, the triangular matrix is particularly useful when solving for the Lagrange
multipliers required in both the Kuhn-Tucker evaluations and in the adjustments of the
active set. While both QR and LQ factorization were tested in the program written for
this work, no differences in the resulting optimal solution sets were found. Because of
QR factorization's more widespread use and its reduced susceptibility to roundoff errors

when solving the least squares problem to find the Lagrange multipliers in the
optimization routine [258], the QR factorization method was incorporated into this code.
The code written to perform the muscle force optimization was validated before
being implemented in the full multisegment bone strength adaptation model.

This

validation is next discussed.
3.3.2.3 Validation of Muscle Force Optimization Model. To verify the code developed

to find individual muscle force magnitudes using the gradient projection optimization
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method described in Subsection 3.3.2.2, predictions of muscle force activity using this
code were compared to those of two alternative optimization methods:

Sequential

Quadratic Programming optimization using a commercial software package [256] and
the results of published computational studies using a Lagrange Multiplier method [163,
259] for the system described in Subsection 3.3.1 under each of the twelve loading
directions described in Figure 3.3. Additionally, these predicted values were judged
against trends in published experimental EMG measurements [126] of the same segment
of the musculoskeletal system and under the same loading conditions.
Comparisons between the individual muscle activities for each loading condition
studied predicted by the model and recorded from the EMG data are shown in Figure 3.7,
where the intensity of each muscle's generated force is normalized by the maximum force
value (or EMG signal strength) generated by that muscle over the twelve loading
directions examined. This normalization was necessary because EMG, which measures
the intensity of the electrical signals generated by the muscles from locations on the
surface of the skin, cannot be directly correlated to muscle force magnitudes but can
indicate only relative trends in muscle activity [193].

Very good agreement between all

of the numerical models compared was shown. Additionally, the numerical models
showed similar trends in the relative muscle intensity with each resultant loading
direction as the experimental EMG measurements. Differences between the numerical
and experimental models were more significant and caused by a number of reasons.
First, the numerical models predicted the muscle forces that were necessary to only create
the given resultant force, while the experimental measurements recorded additional
muscle activity such as the muscle force required to hold the leg at the studied, static
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configuration [126]. This is well displayed for the muscles that act on the ankle and hip
joints, such as the soleus and the gluteus maximus which function near the constrained
model locations. Second, the numerical models assumed that the muscles acted within
one plane.

Actual musculoskeletal geometry and attachment is three-dimensional,

producing out of plane forces and moments that were assumed negligible in the model
but whose effects on the included models were recorded in the reference experimental
studies.

Finally, because the muscle force magnitudes were predicted using an

optimization routine with a mathematically based optimization goal, the relative amounts
of activity in muscles that have the same function may be different from EMG
measurements since the actual recruiting of muscle activity may not exactly follow the
mathematical rules numerically applied.
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Figure 3.7 Comparisons of the normalized muscle forces magnitudes predicted by the
various optimization models for the twelve loading directions considered.
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Figure 3.7 Comparisons of the normalized muscle forces magnitudes predicted by the
various optimization models for the twelve loading directions considered. (continued.)
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Comparisons of the muscle force magnitudes predicted by the three numerical
models show little differences. For most muscles and loading directions, any difference
was under 0.001%.

The largest differences, though still less than 0.1%, were seen in

predictions of the 180°, or posteriorly directed, force. Using a maximum stress of the
muscle tissue of 1MPa (100 N/cm2) [193], no muscle was found to have a safety factor
less than two, indicating that failure of the muscle tissue under the forces predicted by the
model was unlikely and implying that the predictions were physiologically reasonable.
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The analysis of the muscle stresses also showed that the muscle force optimization model
used in this work did not predict that any one muscle loading was at the maximum
allowable load as has been seen with other models [192].

This indicates that the

developed model distributed the required loads over a number of muscles with common
function and did not maximize the force in one muscle before recruiting another. The
combined comparison and analysis of numerical solution to commercial optimization
software and published methods and of the predicted trends to experimental
measurements validates the proper function of the developed code for the gradient
projection optimization of muscle force magnitudes for isometric actions of the leg.
To examine the efficiency of the author developed gradient projection
optimization method program when compared to other numerical optimization methods
studied, including the sequential quadratic programming from the commercial software,
the number of iterations required by each method to solve each loading case studied is
presented in Figure 3.8. In general, trends in the number of iterations with loading
direction were similar for each optimization method, with more iterations required for the
posteriorly directed resultant (180° through 360°) forces than for the anteriorly directed
ones (30° through 150°).

However, the sequential quadratic programming method

required two to four times more iterations to find the optimal set of muscle force
magnitudes than did the gradient projection method. The number of iterations presented
for the SQP method did not include the multiple restarts for necessary multiple initial
guesses.
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Figure 3.8 Comparisons of number of iterations to solution for the numerical
optimization methods studied.

Computational studies of muscle activity and intensity that predict actual force
magnitudes can reveal relationships between the forces generated by muscles within a
studied system not seen from trends in the electrical activity recorded by EMG. For
example, each muscle's relative contribution to the net moments about each joint (ankle,
knee and hip) can be quantified. Additionally, each muscle's contribution to the defined
function of the muscle in the musculoskeletal system operation as described in Table 3.1
can be determined. In this way, dominant synergistic (same function) and antagonistic
(opposing function) muscles can be identified. The number of synergistic or antagonistic
muscles may also indicate the level of difficulty of the optimization process.
To understand the predicted relative influence each muscle had on the total
muscle-generated joint moment, the ratio between the signed moment produced by each
individual muscle and the total signed joint moment due to the reaction forces generated
in the system from the net resultant load could be calculated. Positive values would
indicate that the muscle force produced a moment in the same direction as the reaction
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force, while negative values would indicate that the muscle produced a moment in the
opposite direction. By using the signs of these moments, synergistic (same functioned)
and antagonistic (opposing functioned) muscle activities could be identified. The relative
magnitudes of these ratios provide an idea of which muscles dominate which actions.
Ratios with a magnitude of one would indicate the moment produced by the muscle was
equal to that produced by the reaction force. A magnitude greater than one would
indicate that the muscle produced a moment larger than that produced by the reaction
force. For a static system such as the one considered in this investigation where there is
no net angular momentum and no net moment, these muscle-generated moments that are
larger than those produced by the reaction force should always be balanced by a moment
generated in the opposite direction by an antagonistic muscle to produce a net muscle
moment equal to that caused by the reaction force.

This method also provides an

additional method to verify the model's function. This model appropriately predicted
both synergistic and antagonistic muscle activity.
Likewise, the relative contribution of the predicted forces between muscles that
perform the same function about a joint (synergistic muscles) could be analyzed and
compared to the relative values of their physiological parameters (such as moment arms
and cross-sectional areas). Flexor and extensor muscles for the ankle, knee and hip were
each compared separately (Table 3.7). In this validation study, the relative contributions
of such synergistic muscles to the total force varied with the resultant loading direction
studied and were not directly proportional to the relative size of the muscles or location
of action of the muscles relative to the joints. Thus, while the physiological parameters
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did affect the resulting values of the individual muscle forces, they did not have sole
influence over the results predicted by this model.
Table 3.7 Muscle Force Model Validation: Predicted Relative Influence of Geometric
Parameters on Synergistic Activity
Ankle
Force
Extensors:
Moment
Arm
Gastrocnemius
as % of Soleus
Area
Ankle Flexor:
ONLY Tibialis
Anterior

30°

60°

90°

120°

150°

180°

neither

neither

neither

neither

neither

neither

210°

240°

270°

300°

Gast Only Gast Only Gast Only Gast Only

330°

360°

23%

Sol Only

100%
48%

Force
Moment Arm
Area

Knee
Force
Extensors:
Moment
Arm
Rectus Femoris
as % of Vastii
Area
Knee Flexor:
Force
Gastrocnemius
as % of Long Moment Arm
Head Biceps
Femoris
Area
Knee Flexor:
Force
Short Head
Biceps Femoris
Moment Arm
as % of Long
Head Biceps
Area
Hip Extensors:
Force
Gluteus
Maximus as % Moment Arm
of Long Head
Biceps Femoris
Area
Force
Hip Flexor:
Rectus Femoris Moment Arm
as % of Iliacus
Area

42%

64%

84%

114%

213%

neither

neither

neither

neither

neither

Vastii only

2%

16%

29%

33%

40%

13%

LHBF Only

10%

8%

5%

2%

100%
20%
neither

neither

neither

neither

neither

LHBF only
55%
97%

neither

neither

neither

neither

neither

22%

LHBF only LHBF Only

100%
13%
neither

neither

neither

neither

neither

LHBF only LHBF only LHBF only LHBF only LHBF only

57%

219%

neither

RF only

59%
97%
41%

40%

39%

38%

38%

IL Only

IL Only

IL Only

IL Only

IL Only

88%
65%

These studies have validated the use of the developed program to predict the
individual muscle forces in a musculoskeletal system using a gradient projection
optimization method and an optimization goal to minimize the sum of the squares of the
muscle stresses. The developed model does not require the artificial constraints of
arbitrary maximum muscle force values and can be used for a variety of loading and sets
of joint angles (geometric configurations) with only minor manual interaction to input the
specific momentum balance equations for the system investigated. Additionally, these
studies have shown how having quantitative values of individual muscle force
magnitudes can provide significant insight into the locally generated muscle forces,
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which are often difficult to measure experimentally, to determine how they contribute to
the net resultant force, which is more readily measured through experimental means.
Finally, the ability to determine muscle force magnitudes allows for the study of the
response of the bone to the muscle loads, the intent of the next phase of the model
development which is discussed in Chapter 4.

3.3.3 Application of the Muscle Force Model

Next, a method was developed to integrate the validated muscle force optimization model
with the structural analysis used to predict the effect of these individual muscle forces on
the stress state of the bones to which they are attached. The goal of the method is to take
a given physical activity or resultant force generated by the whole musculoskeletal
system, determine the individual muscle forces that create this net force, and apply these
loads a model of the bone system to the local stress distributions in these components.
The modeling method developed here can then be used to drive the bone strength
adaptation models as discussed in Chapter 4. In this section, the method to couple the
muscle force optimization and the structural analysis will first be explained.

Then

representative applications will be presented in order to demonstrate its function and
usefulness towards the understanding the behavior of skeletal system under muscle loads.
3.3.3.1 Model Linking Muscle Force Optimization to Bone Stress Analysis. The

analysis of the response of the bone system to applied muscle loads and appropriate
boundary constraints was performed through the use of commercial finite element
software ANSYS [141].

The finite element code was customized through the

development of a user-defined Fortran subroutine (called a User Programmable Feature
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or UPF) to execute the muscle force magnitude optimization code that was described in
Subsection 3.3.2. The muscle force optimization program is an independently operating
executable program that outputs the muscle force magnitudes to ANSYS through the use
of a C-shell around the developed MATLAB code described in Section 3.3.2. This
executable program was called from a Fortran subroutine in ANSYS, the structural
analysis solver. As stated in Subsection 3.3.2.2, the use of MATLAB is not required for
the operation of this modeling method. The same procedure could have been carried out
completely within a user defined Fortran subroutine if additional code was written to
replicate the built-in MATLAB linear algebra functions used for modeling efficiency in
the developed code. To automate the execution of the model for any system studied, a
script written in the ANSYS programming language (ANSYS Parametric Design
Language or APDL) was used to assign the modeling parameters for both the muscle
force model and the finite element model, run the muscle force optimization, apply the
appropriate muscle forces returned from the user subroutine, apply other boundary
conditions, run the structural analysis and examine the results. In this way, the individual
muscle force magnitudes found from the optimization program were directly applied to
the finite element model of the system of bones studied.
3.3.3.2 Effect of Muscle Force Activity on Stress Distribution in Bones.

The

procedure described in Section 3.3.2.2 was used to analyze the effects of the muscle
forces on the bones in the system described in Subsection 3.3.1 under a number of
loading conditions. Specifically, the effect of variation of the direction of the resultant
force generated between the foot and the fixed plate was studied. Four of the twelve
resultant force directions in Figure 3.3, representing the 90°, 180°, 270° and 360°
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directions, all with the same magnitude, were examined. The resulting von Mises stress
distributions and displacement distributions were compared to examine the trends in the
response of the bones in the system to variations in the muscle force activity and
intensity.
A similar physical model to the one described in Chapter 2 was used for this
investigation as shown in Figure 3.9.

However, the shapes of many of the bone

components were simplified. The geometry of the pelvis was represented as a rectangle
with rounded corners. The foot geometry was reduced to a symmetric inverted V-shape
with the heel at one end and the toe at the other. All hip, knee and ankle joints were
represented by concave and convex hemispheres. Cancellous bone tissue was included as
described in Chapter 2. In the configuration investigated in this study, the joint angle at
the hip was 45° while that at the knee and ankle was 90°. The bottom surface of the
pelvis (torso) section was fixed in all degrees of freedom as was the flat surface
representing the toe region of the foot. Because this was a comparative study to examine
the function of the model, the simplification of the geometry was justified. All material
properties and joint interaction models described in Chapter 2 were used in this study.
Figure 3.9 shows the model used.
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Figure 3.9 Simplified skeletal model used in study of lower extremity isometric loading.

The distributions and extreme values of the von Mises stress and displacement
within the complete model as well as each individual bone volume were compared.
Additionally, stresses at the contacting interfaces, such as contact pressures and frictional
stress, contact convergence measures, like chatter, were all examined to understand the
model function and the effects of the muscle force. Significant results for the von Mises
and displacement distributions as well as the joint contact pressures are discussed here.
The muscle activity for each resultant loading direction studied is presented in
Table 3.8, depicting both the predicted magnitude and the relative intensities of the
muscle forces based on the ratio of the individual muscle's magnitude to the maximum
magnitude of any active muscle force that contributes to the resultant force. The table
also identifies the muscle both by relative position (front of leg (anterior) or back of leg
(posterior)) and resulting muscle action (flexion or extension). In general, the muscle
force magnitudes that act to create an anteriorly or posteriorly (front or back) directed
resultant force were the greatest, with the anteriorly directed resultant force requiring the
greatest muscle magnitudes. A superiorly (towards the torso) directed resultant force
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required muscle force magnitudes about half of the anteriorly directed resultant. An
inferiorly (away from the torso) directed resultant force required muscle forces an order
of magnitude smaller than all of the other loading directions studied.
Table 3.8 Muscle Activity and Intensity for Loading Cases Studied
Muscle

Location

Action

90°
(Anterior)

180°
(Superior)

270°
(Posterior)

360°
(Inferior)

1 - TA

Anterior

Ankle Flexor

671 (41%)

201 (25%)

77 (5%)

0

2 - SOL

Posterior

0

0

0

114 (28%)

3 - GAST

Posterior

0

0

484 (33%)

0

4 - VAST

Anterior

758 (46%)

0

0

403 (100%)

5 - RF

Anterior

640 (39%)

0

0

9 (2%)

6 - SHBF

Posterior

Knee Flexor

0

65 (8%)

75 (5%)

0

7 - LHBF

Posterior

Knee Flexor,
Hip Extensor

0

294 (37%)

1460 (100%)

23 (6%)

8 - IL

Anterior

Hip Flexor

1640 (100%)

796 (100%)

639 (44%)

0

9 - GM

Posterior

Hip Extensor

0

0

0

50 (12%)

Ankle
Extensor
Ankle
Extensor,
Knee Flexor
Knee
Extensor
Knee
Extensor,
Hip Flexor

Joint moments from the net resultant force can also help to explain muscle
activity. The joint moments caused by the reaction force on the foot due to the leg acting
on the fixed plate are listed in Table 3.9. Positive joint moments from the reaction force
at the plate required ankle extensors, knee flexors and hip extensors to counterbalance
them. Negative joint moments required ankle flexors, knee extensors and hip flexors for
counterbalance. Additional antagonistic muscle activities were necessary to fully balance
the total moments about each joint. As expected, the joint moments created by opposing
net resultant forces (anterior/posterior and superior/inferior) had nearly equivalent
magnitude.
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Table 3.9 Input Joint Moments due to Reaction Force (N-m) (CCW+)
90° (Anterior)
180°(Superior)
270°(Posterior)
360°(Inferior)

Ankle
-20
-6
19
5

Knee
-46
9
45
-13

Hip
-70
-7
70
3

By considering these net joint moments, as in Table 3.9, in the analysis of the
muscle activity, an understanding of the relative intensities of the muscle forces between
resultant force cases emerges. This is a useful tool when comparing system behavior
under varied loading conditions. For example, in this study, to create an interiorly
directed resultant force, ankle and hip flexors and knee extensors were required. To
create a superiorly directed force, ankle, knee, and hip flexors were needed. One of the
active knee flexors also acts as a hip extensor, causing the hip flexor muscle force
magnitude to be greater than if the hip flexor was acting alone to achieve the desired net
hip joint moment. To create the posteriorly directed force, knee flexor and hip and ankle
extensors dominated, but they were modulated by their respective antagonistic muscles.
Of these active muscles, those that spanned both the knee and hip joints were most
influential. Finally, to generate the inferiorly directed resultant force (360o), the knee
extensors created the majority of the force. Ankle extensor activity was also significant,
while hip muscle activity was slight, mostly due to the activity of the knee extensor
muscles that spanned both ankle and knee joints. The activity of the knee extensor was
modulated by antagonistic muscle activity that created an opposing moment about the
ankle to adjust the net moment to meet the equilibrium conditions.
These descriptions of active muscle forces and their relative magnitudes for each
net resultant force can in understanding the responses of the bones to different loading
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conditions in the system studied. The stress and displacement distributions in the bones
due to the muscle activity are described next and compared for the four net resultant
loading directions studied. This analysis provides an example of how a model such as the
one developed here could be used to improve the understanding of the behavior of a
musculoskeletal system beyond the standard experimental measurements of EMG
activity, net resultant forces, and joint angles.
Von Mises Stress and Displacement Distributions and Joint Contact Pressures
As the direction of the resultant load at the toe changed direction from forward towards
the front of the body (anterior 90°) to inwards towards the torso (superior 180°) to back
away from the body (posterior 270°) to outwards towards the foot (inferior 360°), the
locations of maximum deflection and stress resulting in the musculoskeletal system
shifted from the hip towards the foot (Figures 3.10 and 3.11). The largest deflections and
stresses occurred for anteriorly and posteriorly directed forces. The smallest stresses and
displacements (by an order of magnitude) occurred for the inferiorly directed forces.
Stress concentrations were observed at all edges of the joint contact regions, at the
locations where boundary condition discontinuities occur, and at areas of muscle force
application. High contact pressures were found at the knee and ankle especially for the
posteriorly (270o) directed load (Figure 3.12). Less extreme but relatively high contact
pressures were found at the hip for the anteriorly directed load. The smallest contact
pressures were found at the joints for the superiorly and inferiorly directed loads. Basic
trends with loading direction in each bony segment and joint are briefly discussed to
provide a better understanding of regional variations due to the change in direction of the
resultant force.

For comparisons of active muscles and resulting displacement
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distributions refer to Figure 3.10. In all descriptions of von Mises stress distributions,
refer to Figure 3.11. For changes in joint contact pressure refer to Figure 3.12.
4
6

Fresultant

5
8

8
1

7

1

Anterior

Fresultant

Superior

Number
Name
Number
Name
1
Tibialis Anterior
6
Short Head of Biceps Femoris
2
Soleus
7
Long Head of Biceps Femoris
3
Gastrocnemius
8
Iliacus
4
Vastii
9
Gluteus Maximus
5
Rectus Femoris

6

4

5

8
1

7
3

Posterior

Fresultant

9

7

2

Fresultant

Inferior

Figure 3.10 Active muscles and displacement distributions for muscle force model
verification study.

Torso (Pelvis)
For the anterior and superior resultant loads, the location of highest stress was at the
upper, or anterior side edge of the hip joint (Location A in Figure 3.11) while for the
posterior and inferior loading cases, two high stress regions occurred. One was at the
bottom, or posterior side, edge of the hip joint (Location A1 in Figure 3.11). The second
was at the common attachment point of the hip extensor muscles (the gluteus maximus
and the long head of the biceps femoris) on the posterior side of the pelvis bone on the
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same side as A1, but further down the vertical face of the pelvis. This area corresponds
to the zone where large hip flexor muscle force magnitudes in the anterior and superior
loads and the large hip extensor forces in the inferior load were applied.
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Figure 3.11 von Mises stress distributions for muscle force model verification study.

Hip
The contact pressures at the hip joint followed the trends in the maximum stresses at the
torso with high stresses on the anterior side near point A in Figure 3.12 on the anteriorly
directed load to the posterior side near point B on the inferiorly directed load case (at the
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edges of the contact region).

The superior and posterior loading cases showed a

transition in the location of maximum contact pressure within the contact area from a
more anterior to a more posterior location, between the edges of the contact region. The
posterior shift in the location of maximum contact pressure was related to the shift from
active hip flexor muscles in the anteriorly directed and superiorly directed resultant load
cases to active hip extensors in the inferiorly directed resultant load as well as the slight
joint compliance allowed by the joint contact model. For the posteriorly directed load,
hip flexors were joined by knee flexors working both to pull the femur in the posterior
direction. This shifted the location of the contact pressure posteriorly, resulting in a more
intermediate location of high contact force.
Femur
The largest stresses in the femur under the anteriorly and superiorly directed resultant
forces occurred at the location of attachment of the hip flexor muscle as it had the largest
force magnitude (location B in Figure 3.11).

While this very large force acted over a

small area, its effect on the bone stress was modulated by the deflection of the largely
hollow bone (Figure 3.10). Depending on the resultant load and the direction of the net
joint moments, contact occurred at the hip and knee joints resulting in a region of
relatively high stresses, for example as near location A in Figure 3.11. For the inferiorly
directed case, the effects of the maximum muscle force in the femur were modulated by
the bending caused by other muscle activity for a more evenly distributed stress over the
femur surface (Location D in Figure 3.11).
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Figure 3.12 Contact pressures in hip joint for muscle force model verification study.

Knee
The analysis of the contact pressures at the knee joint follows the same characteristics as
those of the hip. In the anteriorly directed resultant load, knee extensors were active,
trying to pull the tibia anteriorly to increase the angle between the femur and the tibia.
This loading increased the contact pressure on the anterior side of the knee joint. In the
superior and posterior directions, knee flexors dominated, working to reduce the knee
joint angle. This lower angle brought the contacting surfaces closer together due to the
compliance imposed by the joint contact model.

To create the inferiorly directed
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resultant force, both knee flexors and extensors were active. Since one muscle force no
longer dominated, the contact pressures at the edges of the mating joint surface regions
on each bone volume were reduced.
Tibia
The regions of high stress in the tibia were mainly the areas near the muscle force
application (Figure 3.11) and near the joints. For the anteriorly and the posteriorly
directed loads, a localized region of high stress occurred near the knee joint, on the
posterior side where the femur and tibia contact at point C in the Figure 3.11. For the
anteriorly and inferiorly directed load, knee extensors contributed to the majority of the
load on the tibia, causing a region of very high stress at muscle attachment (point E in
Figure 3.11). The region of attachment of the knee extensors on the posterior side of the
tibia was the zone of highest stress in the superior and posterior loading directions.
Under these conditions, the pull of these muscle forces on the tibia caused large
deflection (Figure 3.10) and a resulting region of high bending stress on the anterior side
(point F in Figure 3.10).
Ankle
The trends in the contact pressure described the hip and knee were consistent with those
at the ankle joint. The anteriorly directed resultant load caused a high positive contact
pressure on the anterior side of the joint. This opposite trend was observed for the
superior, posterior and inferior loading directions, where a high contact pressure was
found on the posterior edge of the joint. This shift corresponded to the decreased
magnitude of the ankle flexor muscle force moving from the anteriorly directed resultant
force to the superiorly directed and posteriorly directed forces, for which the ankle
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extensor forces were also required. For the inferiorly directed force, no ankle flexor
activity occurred and only the ankle extensor soleus was active, increasing the pressure at
the posterior side of the joint as the muscle attempted to increase the angle between the
foot and tibia.
Foot
The changing muscle activity in the region surrounding the ankle joint for each resultant
load direction impacted the stresses and displacements in the foot. The region of high
stress and displacement in the foot shifted from the toe and ankle flexor muscle
attachment point in the anteriorly directed load, to the heel and attachment of the ankle
extensor muscles in the inferiorly directed load (Figures 3.10 and 3.11). Localized
regions of high stress are also found under the arch of the foot for the posteriorly and
inferiorly directed resultant loads (point G in Figure 3.11), likely due to the combination
of the ankle flexor muscle loads on the heel and the displacement constraint at the toe
(Figure 3.9).
3.3.3.3 Conclusions. The modeling techniques to determine the individual muscle forces

that generate a known resultant force and directly couple these calculated muscle force
magnitudes to the analyses of the resulting response of the skeletal system to which the
muscles are attached have been proven to be useful in examining the relationships
between resultant loads generated by the bone/muscle system, the muscle activity and
intensity of the forces generated by each of the muscles considered in the leg system
studied, and the resulting state of stress of the bones and the joints within the system.
For example, the use of the modeling methods in a verification study revealed how the
stress state of the bones in a musculoskeletal system can be significantly altered simply
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by changing the direction of a constant magnitude net resultant force generated by the
system of muscle forces studied. This verification study demonstrated the ability of such
a model to determine the individual muscle forces generated within a given system that
together to produce a desired activity and the resulting changes to the local mechanical
environment of the bones within this system that they induce.

The use of these

techniques can not only provide insight into the system behavior, but can also provide the
input necessary to study subsequent system responses, such as bone shape adaption. In
Chapter 4, the tools to predict the alterations in bone strength due to the variations in the
local mechanical environment of the bone are discussed.

CHAPTER 4
BONE STRENGTH ADAPTATION MODEL

4.1

Background

As discussed in Chapter 1, because both the intrinsic properties of bone, such as material
density, and the extrinsic properties, such as the overall shape, change in response to
variations in the bone's mechanical environment, it is not possible to separate these two
effects using physical experiments or clinical studies. However, through the use of
numerical simulations, the effects of each mode of adaptation can be isolated and the
intersubject variation introduced by studying living systems can be eliminated to reveal
insight into the adaptive behavior of a musculoskeletal system in a more controlled
fashion.
The computational modeling of the phenomena of bone strength adaptation
emerged in the 1960's to 1970's after the rise of computational resources and the related
development of numerical tools to solve more complex mechanical problems. At the
same time, significant research focused on using these new computational tools, like
finite element analysis and numerical optimization, to efficiently automate mechanical
design processes. Because both bone strength adaptation processes and mechanical
design processes have a similar goal, to prevent failure of a system component, the
modeling and analysis methods developed for one area of study can often be applied to
the other.
Bone strength adaptation occurs both by changing the internal structure of the
bone, thereby modifying its porosity and density (intrinsic properties), and by modifying
its external surface, thereby altering the overall shape (extrinsic properties). Similarly,
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the automated design of inert mechanical components, structural optimization, is divided
into two main areas [260]. In topology optimization, the internal structure is altered, such
as the arrangement of struts in a truss or the local mechanical properties. In shape
optimization, the boundary surfaces of the object are altered, changing the external
structure that interfaces with the environment. A subset of shape optimization is size
optimization, where the overall profile remains the same, but the dimensions change,
such as modifying the diameter of a cylinder or the length of a beam. Because the fields
of modeling bone shape strength adaptation and structural optimization parallel one
another both in their theories and in the processes involved, the application of numerical
solution methods to these two fields is similar. The development of new methods and
techniques for improved solution efficiency and stability in one of these fields can be
applied to benefit studies in the complementary field.
The general numerical methods for modeling both the intrinsic and extrinsic
property adaptations in both fields of study follow the same procedures [88, 91, 98, 207,
261-263]. A structural analysis is performed, usually through finite element or boundary
element methods. A mathematical model that relates the local mechanical state of the
object under loading to the adaptive changes in the local structure of the component (i.e.
the incremental changes to the bone or component size/shape) is applied. The discretized
geometric model is modified at control points (such as nodes) based on the adaptation
model. The control point positions may then be additionally adjusted to ensure that the
discretized geometric model retains its integrity after the design modifications. The
process is repeated iteratively until the optimization goal, such as a sufficient decrease in
the maximum stress in the model, is reached.
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Following the experimental investigations of bone strength adaptation, most of
the attention of the complementary numerical studies has been on the intrinsic design
properties, or the modification of the bone density and cancellous bone structure. The
reasons for this are mainly twofold. First, because the modification of the bone density
and cancellous structure has been more extensively studied experimentally and because
methods to measure and visualize these changes with time are readily available,
experimental validation to the developed modeling methods is more feasible [110, 264].
Second, the modeling methods used to simulate the changes to the internal structure are
simpler to execute than those related to shape optimization. The modeling of internal
adaptation of bone strength (or topology optimization in inert objects) consists of
modifying the material properties of each element in the discretized geometry based on
its local mechanical state [90, 265]. While methods are needed to prevent extreme
discontinuities between the properties of neighboring elements or nodes [109, 202, 266268], the mesh structure remains constant and so there is no need to modify the geometric
discretization during the analysis.
In contrast, during the shape optimization process and simulations of bone
strength shape adaptation, the entire mesh structure is modified based on local variations
of the bone's (or mechanical component's) response to the applied loads as calculated
through the stress analysis. Although the necessity of altering the mesh as the simulation
progresses is noted in reported computational models of bone shape adaptation [93, 95],
much of the work in developing methods to maintain the integrity of the model during the
optimization process has been accomplished by those in the field of structural
optimization. Even in some of the first numerical shape optimization methods developed
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in the 1970's [269, 270], it has been noted that the movement of the surface boundary
may result in extreme mesh distortions causing inaccurate and, therefore, unreliable,
results from the structural analysis.

For this reason, automatic node smoothing or

remeshing on both the external surfaces and in the interior volume has been suggested to
ensure an appropriate mesh is consistently maintained throughout the analysis [204, 209,
212, 271-278].
The validation of bone shape adaptation models is more difficult than that of bone
density adaptation models because accurate cross sectional slices of the bone often give
the best views of the changing profiles. However, measurements of these sections cannot
be easily obtained on living subjects. Traditionally, comparisons of model results were
made to actual bone systems by examining the bones of animals sacrificed at the end of
the experimental period. As such, only one snapshot in time was used to show the effect
of the loading on the bone adaptation which provided no indication of the state of
"convergence" of the growth. While newer imaging methods can obtain geometric data
without the need to sacrifice the subject, the issue of the "stopping point" remains. As a
result, numerical models of bone shape adaptation are often developed to create the same
growth patterns as observed in experimental studies [82, 89, 112], and their function is
limited to studying the same systems that were investigated experimentally. Similarly,
many of these shape optimization modeling methods have been developed to study a
singular problem, such as determining the radius of a fillet in a mechanical component
that sufficiently reduces a stress concentration [209, 261, 272, 279-281], limiting the
region of optimization to a small portion of the overall component investigated. In
contrast to these previously defined methods, the objective of the current research was to
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compare diverse system conditions using only one model.

The modification of the

currently available techniques to meet this modeling design goal was the focus of this
segment of the current study.

4.2

Model Development

The model developed in this work followed the same basic procedure described in
Section 4.1. However, to achieve the research goal of universal applicability of the
developed model, the definition of the main model features, the shape adaptation model
driver, the optimization solution methods, the mesh refinement methods, and all the
solution parameters, including stopping criteria, had to allow for more general use. Each
of these modeling components will be reviewed in terms of previously developed models
as reported in the literature and how these components were modified towards meeting
the model design goals of this work.

4.2.1 Optimization Method

The methods used to determine the set of unknown design variables that define the
optimal surface shape in the simulation of bone adaptation or in the design of mechanical
components fall into two main categories: gradientless and gradient-based optimization.
Gradient-based optimization methods were described in Chapter 3 and used for finding
the muscle force magnitudes. Gradientless optimization methods are less mathematically
rigorous. They merely iteratively step a calculated value towards a target value along a
linear path. Descriptions of these methods and their use in shape optimization/bone
shape adaptation will be reviewed, and conclusions will be drawn about their potential
benefit to the current research objectives.
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4.2.1.1 Gradient-based Optimization Methods. Gradient-based optimization routines

are mathematically rigorous methods that result in a unique local optimum. They are
often described in the function form by:
minimize Z ( x, u (x))
with the constraints g (x, u( x))  0

(4.1)

where x is the set of design variables and u is any function of these design variables. In
structural shape optimization, the optimization goal Z can be a function of any calculated
parameter derived from the structural analysis. In the finite element formulations for
shape optimization [213], the design variables x are often simply the nodal coordinates.
However, they can also be parameters or values derived from the nodal coordinates or
can be some intermediate "control" points that influence the locations of the nodes.
These control points are often used to reduce the number of design variables for which to
solve [269]. In these situations, a mapping is employed such as:
p  x (x)

(4.2)

where p are the nodal coordinates, x are the design variables, and x maps from the
design variables to the nodal coordinates.
The gradient-based methods that have been used in the past in structural
optimization problems are diverse and include the Method of Steepest Descent, Gradient
Projection (used in the developed muscle force magnitude optimization model of Chapter
3), Conjugate Gradient (Fletcher-Reeves), Davidson-Fletcher-Power, Broyden-FletcherGoldfarb-Shanno, the Penalty Methods, Lagrange Multiplier Methods, and Newton and
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Quasi-Newton Methods [203, 252]. Each requires the calculation of the gradient of the
objective function Z(x) and the constraints g(x) with respect to the design variables x
[269]. Because the objective and constraint equations are typically a function of the
results of the structural analysis, they depend on the shape of the object described by the
design variables x. These methods require sensitivity analyses, which are the individual
perturbations of each design variable to examine its effect on the optimization goal [269].
Specifically in shape optimization, sensitivity analyses evaluate the gradient of the
response measure (Z) with respect to the shape parameters (design variables (x)) that
describe the geometry of the domain being optimized [282].
Difficulties arise in calculating these gradients and performing these sensitivity
analyses in two major ways. First, the number of gradient calculations depends on the
number of design variables. While the finite element nodes are the best choice for design
variables because, due to their close proximity, they allow for the most variation of the
surface geometry. However, their use comes at high computational expense. Methods to
reduce the number of design variables to alleviate the computational burden focus on
averaging or regionalizing surface nodes through the use of superelements [204] and Bsplines, Bezier curves, and the like [207, 261]. However, even with these smaller sets of
design variables, the number of required gradient calculations can be quite significant,
especially when examining three-dimensional surfaces [207, 269]. Second, because they
are based on structural analyses, the optimization goals and gradients are often
nonlinearly dependent upon the design variables [269]. While differentiation by finite
differences as well as analytical and semi-analytical approaches have been developed to
estimate these gradients, the approximations can be a large source of error and often
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require extensive code development and access to the finite element structural source
code itself [207, 283]. Because of these difficulties, less computationally intensive and
mathematically rigorous methods were sought in the practical execution of structural
shape optimization, especially when studying three-dimensional, complex shapes as in
the current work.
4.2.1.2 Gradientless Optimization Methods. While gradient-based methods result in a

unique optimal solution, their implementation in shape optimization is often difficult.
Zero-order, or gradientless, methods eliminate the computational difficulties of the
gradient-based methods and can be implemented completely external to the numerical
structural analysis solvers, which is especially useful when utilizing commercial software
with little direct access to the source code [284]. These mathematical methods were
originally developed in the 1950's, not specifically for mechanical design applications,
but they were dismissed by mathematicians in the 1970's because of their slow rate of
convergence and lack of absolute proof of convergence.

Interest in gradientless

optimization methods was revived in the 1990's with the increased use of high
performance computing and "simulation-based optimization" [113].
There are two main types of gradientless optimization methods. Direct search
methods step along a varying direction with a varying step size while looking for smaller
and smaller (or larger and larger) numbers in a "sequential examination of trial solutions"
[113]. Examples of these kinds of methods are the Simplex, Compass, Pattern Search,
Coordinate Search, Line Search, and Powell methods, which differ based on how to find
the step size [113]. The second type is often referred to as "biologically based" methods
due to their widespread use in simulating natural phenomena. These methods are even
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simpler to implement than direct search methods as they just move a design variable to a
new guess based on the difference between the value of a measure related to the design
variable and that of a selected "goal" [94].
While gradientless methods are much easier to implement and less
computationally intensive to execute than gradient based ones, there are some limitations.
Many of the direct search methods are often restricted in the relationships between the
optimization goal and the design variables. For example, Simplex methods require linear
relationships [113]. Other methods may be able to handle highly nonlinear optimization
functions but do not converge for a large number of design variables [203]. Still other
methods may be simple to execute but are very inefficient. Examples of these include
many of the univariate methods that essentially just "change one design variable at a
time" [114]. In all of these direct search methods, termination criteria is important, as
improperly selected criteria can miss the optimum and either never converge or converge
to the wrong solution [113].
The so-called "biologically-based" optimization methods do not have a prescribed
mathematical algorithm. Instead, they systematically step towards a particular goal using
the form:
xk 1 (l )  xk (l )  U k (l )

where U k (l )    k (l )   ref



(4.3)

where x(l) is the design variable at a particular location (point) l,  (l ) is a measure of the
local stress state at a point,  ref is a desired stress state,  is a coefficient, usually
controlling the rate of change, and k is the optimization iteration counter. In structural
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shape optimization of a mechanical component, the reference value is usually a specified
stress value such as a yield strength, which is often scaled by a safety factor. For bone
shape adaptation simulations, it is typically the threshold value that is thought to trigger
bone growth or decay. The idea behind the use of this type of model in studying the
functional adaptations of living components is based on the observation that "biological"
systems progress towards a state with few variations [7, 94, 285, 286]. Critics believe
these kinds of methods cannot guarantee a mathematical optimum and may even fail to
reduce the maximum stresses in mechanical component design [213].

Nonetheless,

because of their ease of use and similarity to feedback control system models, this type of
gradientless optimization method has been widely implemented to predict shapes of both
biological and inert objects [4, 11, 87, 90, 112, 209, 281, 287-294] and has even been
used to simulate the internal adaptation of bone density and in structural topology
optimization [265, 267, 295].
While not as commonly applied to solve shape optimization and bone adaptation
problems, global optimization methods such as evolutionary, simulated annealing, and
particle swarm have been implemented [206, 252]. These are gradientless methods that
have the potential to reach a global optimum. In these methods, local optima are first
found near different initial conditions. Then, the optimum of these local optima is found.
Global optimization methods follow stochastic processes which have no iterative
improvements, requiring many cycles of trial and error with a number of starting values
or initial conditions. The chances of finding an optimum value with these methods often
decrease with an increasing number of design variables, and it has been suggested that for
three-dimensional shapes, a small number of design variables should be used and the
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design domain should be limited to a small local range surrounding these points [208].
For these reasons, their practical application to structural optimization is limited.
Based on this review of the types of shape optimization and bone adaptation
simulation methods that have been developed, the gradientless, biologically-based
method was chosen for application to this work. A gradient-based method, such as the
one developed for the muscle force magnitude model would ensure a unique, optimal
solution and such gradient-based methods were investigated for their potential application
to the shape adaptation models in this work. However, the large number of design
variables involved in the three dimensional models of interest and the use of commercial
finite element software for the structural analyses, which limits access to the data
necessary to compute the required gradients, prohibited the feasible application of the
gradient based methods in this work.
In choosing to use the least mathematically rigorous of the available gradientless
optimization methods to compare the effects of various loading conditions on the ensuing
bone shape changes, the appropriateness and repeatability of the resulting optimal
solution must be assured. Work was undertaken in a number of areas to ensure the ability
of the developed model to produce a unique and repeatable solution. Significant work
was done in selecting the model parameters: the factor,  in Equation 4.3 and the
reference value stress, ref, in the same equation. Additionally, the development of a
uniform stopping or convergence criteria was required so that direct comparisons could
be made between the conditions developing in the various systems studied which may
have different configurations, geometry, and loading. Finally, a mechanical measure of
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the local mechanical state had to be selected to drive the shape adaptation model. The
development of each of these modeling components is discussed in detail.

4.2.2 Model Driver: Measure of Local Stress State

There are many different measures of the state of stress of a local region in an object.
Some common measures include the stress and strain tensors, principal stresses and
strains, von Mises stress, and strain energy density. Each one provides unique insight
into the behavior of the object under the applied load as the measure explains the
response of the object to the applied load in a different way. For example, some are
directional measures, while others depict the overall state in all directions. Still other
measures describe the intensity of the particular type of behavior induced in the object as
a response to the applied load. A wide variety of measures have been used by others to
drive the bone shape adaptation simulations in previously developed models.
Accordingly, a number of measures were considered for the model developed in this
work.

Because many different models have been published with many different

conclusions as to which measure best correlates with changes in bone strength, a review
of the application of these model drivers to the gradientless optimization methods in
previously published works and their potential for inclusion in the model developed in
this work will be discussed.
4.2.2.1 Strain or Stress Tensors. Many models of bone strength adaptation have been

driven by stress or strain values [17]. Early quantitative models of bone adaptation
related peak strain values to changes in the curvature of long bones and suggested that
stresses above a "minimum effective stress" activated adaptive responses in bone tissue.
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Because strain gages are often used in animal studies to determine the mechanical state of
the bone [296-298], the value of this "minimum effective stress" was often represented
by experimentally measured strain taken in regions of bone with observed load-induced
growth or decay [299].

Based on these early conceptual models, more rigorous

mathematical adaptation models were developed, correlating the contribution of each
strain tensor component to the local changes in bone shape in a direction normal to the
bone's surface through a relation similar to that used in Equation 4.3: [87]
U k (l )   ij  l   ij (l )   ijref (l ) 

(4.4)

where Uk(l) is the change in the position of the point l on the surface of the bone in the
direction normal to the surface for the optimization iteration k. In this model, each strain
tensor component may have a different growth rate coefficient (step size),  ij , and
reference value,  ijref , each of which can vary from point to point on the surface. It was
expected that these model parameter values would be determined experimentally, and,
while they were permitted to vary from point to point, it was implied that they were likely
the same for all points on the surface considered.

This model allowed for each

component of the strain tensor to affect the local bone adaptation in a different manner
and with a different weight. For example, normal strains could be made to cause greater
changes than shear strains with the proper selection of the  ij and  ijref parameters. As a
result many subsequent studies looked for evidence of these direction dependent and
localized effects to quantify these relationships.
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While some techniques found the values of these model parameters through trial
and error until the model predicted shapes or amounts of growth matched those found
experimentally [89], others tried a more rigorous approach. Finite element analyses of
the experimental loading conditions were performed on geometries representing the
bones studied experimentally. Magnitudes of strain tensor components were compared to
determine their correlation with regions where large amounts of growth or decay were
observed experimentally. However, the conclusions drawn by comparing finite element
results to experimental observations were often conflicting. For example, various models
have correlated growth with either high circumferential strains [181], longitudinal strains
[59] or shear strains [300]. While this tensor based model in Equation 4.4 allows the
adaptation to be dependent on loading mode, not just magnitude, difficulties arise when
the effect of the sign of the strain tensor components is considered. Again, conflicting
conclusions have been drawn about this effect as well, with various studies either
including or neglecting the sign of the component in the model [85, 301, 302]. Strain and
stress tensor based methods may be very generalized and may be able to account for the
effects of each type of directional load. However, in addition to the complexity of having
to vary the effects of all the individual tensor components, the experimental based nature
of obtaining the modeling parameters and the conflicting results amongst varying
applications limits the global applicability of such tensor based models.
4.2.2.2 Scalar Stress/Strain Measures. The use of an averaged, scalar measure of the

local stress state eliminates the need to determine the relative importance or effect of each
strain mode (tensor component) on local bone shape adaptation, which was a major
drawback of the tensor based model. One of the first mathematical models of bone

217

adaptation used differences between the values of a scalar measure of the actual stress on
the bone's surface and an optimal stress value, which was a measure of the failure stress
of the bone weighted by a factor of safety [303]. The use of such a failure-based measure
is similar to many of the structural shape optimization models that were being developed
contemporaneously. Because many of these shape optimization models were developed
by those in engineering structural analysis fields, the influence of failure analysis
methods led to the use of scalar measures of the local state of stress as model drivers. For
example, many of the structural shape optimization models for predicting "optimal"
designs of inert mechanical components being developed at the same time as bone
adaptation models used stress values such as von Mises stress [94] or maximum principal
stress [211] that were typically compared to maximum limits in failure theories. Other
models chose a single tensor component deemed most influential for the loading
conditions studied, such as maximum tangential stress when optimizing the curvature of a
stress concentration [212]. These scalar-based models reduced the complexity of the
growth equations tremendously to:
U k (l )    l   k (l )   ref 

(4.5)

where  k (l ) can be any measure of the state of stress at a point l for the current iteration
k. Although they follow the same form as the tensor based model, only a single set of
parameters is needed, not one for each strain tensor component. The reference value,

 ref , in these models, is usually considered to be the same for all locations in the system.

218

Likewise, while the scaling factor coefficient could vary by location, it typically is a
constant   l  =with both location on the surface x(l) and optimization iteration k.
As in the selection of an appropriate failure theory to analyze the potential of an
object to break under a particular loading condition, the selection of this scalar stress
measure in these shape optimization methods is usually based on the particular loading
conditions studied. This is often suitable for structural shape optimization where the
component is designed to resist a particular extreme loading condition based on its
function. However, this method of selecting the model driver measure might present
difficulty in bone adaptation models because bones are subjected to a wide variety of
loading conditions daily.
4.2.2.3 Strain Energy.

A scalar measure of the mechanical state of a system that

incorporates all the stress and strain tensor components is the strain energy. This is a
measure of the energy that is stored within a body due to the work on the system from the
applied force and the ensuing deformation.

Originally, strain energy was used as a

measure of the state of local stress (or model driver) in bone adaptation simulations
modeling the change of the density of cancellous bone with loading [304]. Based on its
successful use in that application, strain energy based adaptation drivers were later
applied to bone shape change adaptation models [90]. The idea of energy transfer to the
bone from the external loads as the driver for bone strength adaptation is based on the
"hysteresis energy theories" of material fatigue and thermodynamic considerations of
biological processes, where the mechanical energy applied to the bone can be used to
induce the chemical reactions that result in the addition or removal of bone material.
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The relevance of energy as an adaptation driver becomes more apparent when
considering the function of "mechanoreceptor" cells, which are located in many
biological tissues, including bones, and are affected by mechanical deformation. Cell
membranes, the outer boundaries of individual cells, contain channels through which ions
can pass [2]. The ions are used in local chemical processes to alter biological functions,
from regulating fluid flow to activating a muscle fiber. Their release can be triggered by
any number of stimuli. In mechanoreceptor cells, the ions are released or absorbed as a
result of a mechanical stimulus. In these cells, deformation of the cell membrane causes
the ion channels to open or close. It had been proposed that this deformation implies that
the mechanoreceptor cell actually "measures" the amount of deformation (strain) as a
stimulus for subsequent biological phenomena [84]. However, more recent theories
suggest that the process is based on an energy transformation.
In these energy based theories, the work done to achieve the elastic deformation
of the cell membrane results in a change in the free energy of the open or closed state of
the ion channel [305]. There are fibers in the interior of the cell, which are connected to
the ion channels, that rearrange upon the mechanical stimulus. This occurs in part for
structural support and in part for storage of the strain energy from the applied mechanical
load. It is the rearrangement of these fibers that causes the channels to open or close
[306], altering the chemical state and physical configuration of the cell, and driving
physiological processes.
The use of strain energy as a driver in computational bone shape adaptation
models has two benefits. First, it is a scalar measure that incorporates all stress and strain
tensor components. This allows all modes of the mechanical behavior to be taken into
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account without concern about the orientation of the coordinate systems or the direction
of the load. Second, while the complete system energy balance has not been fully
considered in the discussion above, the information regarding the relationships between
the cellular response to a mechanical stimulus and the transfer of mechanical energy to
the chemical energy for biological processes provides a sound physical basis for the use
of strain energy density as a driver for bone strength adaptation models. This is an
improvement over a model based on arbitrary correlations to experimental observations.
Many bone shape adaptation and structural shape optimization methods have used strain
energy density as the driving measure [90, 93, 307-309]. Additionally, an object with a
uniform strain energy density is often regarded as the most strong and stiff design
possible [310].
4.2.2.4 Gradients. In addition to the measures of the state of stress, some studies have

suggested that it is not the local values of these measures but their spatial gradients in
various directions that drive the adaptive response in bones. Most of these studies have
been based on comparing experimental observations to the results of numerical stress
analyses of the initial and final geometries.

Some investigators have found high

circumferential strain gradients correlate best with regions of bone formation [100, 311,
312].

Others have proposed that strain gradients drive bone growth, while strain

magnitudes drive decay [313]. Still others have stated that adaptation is controlled by
strain energy density magnitudes but the results of the adaptation produce a more uniform
strain energy density distribution, reducing the high strain energy density gradients [103].
Based on many of the shape optimization models, all with optimization goals of
uniformity of stress or reductions in peak stress/strain concentrations, this explanation of
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the strain energy density driving the adaptation towards more uniform strain energy
distribution seems most feasible and consistent with experimental observations.
4.2.2.5 Comparisons of Adaptation Model Drivers. Because of the wide range of

measures of the mechanical state of an object and the equally wide range of proposed
drivers of bone strength adaptation models (or functional stimuli for the strength
adaptations of bone), numerous studies have been performed to determine which
measures correlate most closely with experimental observations of bone growth or decay.
In some of these studies, stress analyses were performed on models created from images
bone shapes made at different times in experimental studies and trends in the distribution
of the mechanical measures of the local stress state over the system predicted by the
model were compared with trends in the experimentally observed alterations in bone
geometry [96, 100, 311, 313, 314]. In other studies, experimental measurements from
strain gages directly applied to bones were compared to macroscopic and microscopic
changes in bone structure and shape [181, 300, 301]. In still other studies, models with
different drivers were developed, and the resulting geometries were compared to
experimentally observed changes in the bone structure [103, 104]. Strain and stress
tensor components, von Mises stress and strains, principal stresses and strains, strain
energy density, gradients of all of these quantities in Cartesian and cylindrical
coordinates, and even rates of changes of these measures with time have been examined.
Not surprisingly, the conclusions of these studies varied greatly. In general, however,
they all indicated that models in which multiple components of stress, strain or both were
incorporated in some form produced better correlation with observed trends in changes in
bone shape with load.
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In order to understand the effects of different model drivers on the predicted bone
shape adaptations, a preliminary study was undertaken [315] to examine the abilities of
these various adaptation models over a wide range of loading conditions. The results of
models driven by strain tensor components (developed and coded in this preliminary
study of the current work), and models driven by Mises stress [95] and strain energy
density [93] reported in the literature were compared for a simple initially circular
cylinder under basic and combined loading modes. Specifically, axial, torsional, and
bending loads as well as combinations of axial and bending, of axial, bending, and
torsion, and of bending, torsion, and surface forces, which roughly approximate the
loading modes induced by the muscle forces, were examined. Because the strain tensor
component driven model was developed and run in this work, a better understanding of
its function was also achieved from this study.
Each model followed the same "biological-based" gradientless optimization
model (Equation 4.3). The strain tensor model followed Equation 4.4 (written here in
summation form, rather than tensor notation, for simplicity) :
6

xk 1 (l )  xk (l )    (i )   k (l , i )   ref (i ) 

(4.6)

i 1

The reference strain  ref (i ) and coefficient  (i) for each of the i=6 strain tensor
components (three Cartesian normal and three Cartesian shear strains in Voigt notation)
could be different, but in the model used in this preliminary study these parameters were
held constant over the optimizing surface and with iteration for each set of conditions
studied. This is similar to the von Mises stress driven and strain energy density driven
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models used for comparison that had a constant growth rate and reference value, which
varied only for each loading case studied.
The initial geometry of each model compared in this preliminary study was a
circular hollow cylinder. However, the published strain energy density driven model was
two-dimensional, varying only the radial and angular dimensions, while the von Mises
based and tensor component based models were three dimensional, allowing for variation
in the axial direction. Each used linear elastic material models. The strain energy density
driven model considered the cortical bone to be transversely isotropic, while the other
models used fully isotropic material properties. Each model incorporated some form of
nodal smoothing or mesh adaptation to prevent largely skewed elements as the element
shapes were altered. All models also allowed for the independent change of both the
inner (endosteal) and outer (periosteal) surfaces of the cylinder (bone), applying the same
growth model to each surface. No specific convergence criteria were used; instead the
models were stopped either arbitrarily or as the amount of growth per iteration decreased.
While the basic features of the resulting shapes of the bones were similar for the
different models, the characteristics of the execution of these models differed
significantly. Each model, the two from the literature [93, 95] and the one developed in
this work, used arbitrarily selected loading and reference values, with no common
correlation between these values, especially in the mixed mode loading case.
Additionally, in each model examined, the reference value was different for each loading
case studied. For the strain tensor based model, each tensor component had a different
reference value, even for the same loading case. Because of these differences in the
particular values of the applied loads and model parameters used, only qualitative
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comparisons of resulting shapes were performed. Figure 4.1 shows the shape changes for
each of the six loading modes considered as predicted by the strain tensor based model
developed in this work.

Figure 4.1 Changes in shape predicted by developed strain tensor based model for the
basic and mixed load modes considered. (a) Axial compression (b) Torsion (c) Bending
(d) Bending + axial compression (e) Bending + axial compression + torsion (f) Bending +
torsion + surface force.

The descriptions of the behavior of the bone shapes under the various loading
modes were very similar amongst the three model drivers compared. Because of the
differences in the nodal measures and the threshold or reference stress values, the relative
magnitude of the nodal measure with respect to that of the threshold determined whether
growth or decay (apposition or resorption) would occur. However, the relative trends in
shape change with the surface locations were consistent between the three models,
regardless of the reference values and values of applied load chosen. Axial loading
(Figure 4.1a) resulted in uniform and equal growth (or decay) on both inner and outer
surfaces. Torsional loads (Figure 4.1b) caused uniform surface changes in the opposite
direction on the inner and outer surfaces, with greater amounts of change on the outer
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than on the inner surface. Bending (Figure 4.1c) brought growth to the inner and outer
surfaces near the region of maximum stress and decay to both surfaces along the neutral
bending axis. Combination loads produced asymmetric shapes. Adding a bending load
to the uniform axial compression (Figure 4.1d) resulted in an egg-shaped geometry where
the inner and outer surfaces were no longer concentric. This is similar to many of the
images of the resulting shape changes to actual bones undergoing this type of mixed
mode loading in experimental studies [58, 59]. Adding torsion to this combination
(Figure 4.1e) rounded out the shape, producing less variation in wall thickness around the
bone's circumference. Finally, the combination loading with surface forces (Figure 4.1f)
produced an asymmetric geometry at a cross section through one of the force application
areas similar to the shape of a femur bone cross-section [316, 317].
While the three distinct model drivers, strain tensor components, von Mises stress,
and strain energy density produced very similar trends, the direction and amount of
movement of the surfaces were directly dependent upon the relative differences in the
magnitudes of the reference value and the value of the measure of the nodal stress state.
Therefore, model predictions were directly controlled by the choice of reference value in
relation to the magnitude of the applied load. In the author developed strain tensor
model, the "sign" of these measures was also a factor. The effect of direction was
removed with the use of two reference values of the same magnitude but of opposite
signs for each strain tensor component, the proper reference value was used based upon
corresponding nodal value.
The use of six strain tensor components allowed for the effect of each tensor
component on growth to be revealed. However, because the model in Equation 4.6
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summed the difference between nodal tensor component values and their respective
reference values, one mode of loading could dominate over another simply by the choice
of the reference value used. For example, if a reference value for a shear strain tensor
component is chosen to be a non-zero number, but the particular loading mode on the
bone being studied results in no shear strain at the node in question, then the difference
between nodal and reference values might be relatively large, resulting in a significant
amount "growth" predicted by the model due to this shear strain component even though
no shear strain existed. This would seem to violate energy balance laws (First Law of
Thermodynamics) as the model would predict growth without any mechanical energy
input. The model could be altered to eliminate the terms that reference nonexistent tensor
components loads. However, the implementation would be difficult as the model would
have to be varied for each individual node. To avoid this, in applications of the strain
tensor-based model, even by its original developers, only the dominate tensor
component(s) have been used in Equation 4.6 [84].
In most bone adaptation models, the gradientless optimization parameters, the
reference value, ref, the scaling coefficient, , and even the stopping criteria, are
arbitrarily selected or based on experimental measurements. This might be sufficient for
qualitative comparisons, for the identification of basic trends in strength changes for a
given load, or to simulate an experimental study to gain further insight [84]. However, in
order to be able to use computational techniques to compare various conditions that are
not studied experimentally, as is desired in this work, a less empirically based model with
no case-dependent alterations is required. These preliminary computational studies have
demonstrated the interdependency of the parameters involved in biologically based
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gradientless optimization methods, complicating their independent selection. Such an
independent selection of parameters is necessary for a general application model, as is the
objective of this work. Therefore, the more consistent definition of these modeling
components was a significant focus of the current research. The determination of the
modeling methods and parameters that allow for general non system-specific bone
adaptation modeling is the subject of the following sections.
For the remainder of this work, the strain energy density was used as the model
driver measure. This selection was made, in part, because of the appeal of using a single
scalar, nonnegative value that accounts for the complete stress state rather than a series of
values, each with their own sets of parameters and signs, as in the strain tensor based
models.

Additionally, because the strain energy density measure is based on the

fundamental transfer of energy within the musculoskeletal system, from the mechanical
energy imparted on bones from their environment, to the energy that is used in the
biological processes that produce bone strength adaptations, the use of such a driver
allows the function of the complete system to be considered. Similar conclusions about
the benefits of the use of this strain energy density measure have been drawn in the
literature [90].

4.2.3 Reference (Threshold) Value

While the goal of many optimization problems is the minimization or maximization of
the value of some measure or function of a measure, the goal of gradientless "biologicalbased" or "feedback control-based" optimization methods is to minimize the difference
between the value of a measure of the system performance and a particular reference
value.

Therefore, unlike more structured optimization methods, an additional
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requirement for biologically based gradientless optimization methods is the selection of
this particular reference value. In models of bone strength adaptation, like in feedback
control systems, this reference value is often referred to as a "threshold". When the
system measure is above threshold, the bone is strengthened through the addition of bone
material. When the measure is below the threshold, the bone is weakened through the
removal of the material. In theory, the process continues until the system measure
becomes equal to the threshold value throughout the "design set".
The threshold values in many previously developed bone shape adaptation models
have been based on experimental measurements, often using strain gages attached to the
surfaces of animal bones. In these experimental observations, it was noted that the
magnitude of the strain required to initiate the apposition (growth) of bone material on
the cortical surface was not the same as the value at which the resorption (decay) of bone
material from the surface started [59, 60, 298]. These kinds of observations have led
researchers to believe that there was a range of strains (or, more generally, mechanical
stimuli), corresponding to typical daily activities, under which no adaptation occurs [29,
299]. Developers of numerical models to simulate the bone strength adaptation then
began to use two threshold values, one to trigger "decay" and one to trigger "growth"
(Figure 4.2).

Figure 4.2 Typical shape adaptation model. Note: The curves for growth and decay
need not be linear nor their slopes equal.
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The range of values between these two thresholds has been referred to as the "lazy
zone" or "equilibrium zone" [106] (yellow line in Figure 4.2). Some models have used
continuous transitions to the lazy zone (orange and light-green dashed curved corners in
Figure 4.2) to improve numerical stability [82, 309] or to improve the representation of
the observed phenomena [51, 106, 299]. Without these threshold transition regions, the
solution near the threshold may oscillate between growth and decay or growth and no
growth, resulting in a zigzagged surface pattern as the nodes oscillate individually such as
in Figure 4.3a. Figure 4.3b depicts the oscillation of the mechanical stimulus, here the
strain, about the unitary threshold value, alternatively moving the node from a state of
decay to a state of no change.
Sector slice at
radial coordinate
= 45°.
Inner surface on
left.
Outer surface on
right.
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Figure 4.3 Effect of stimulus-growth curve. Preliminary model using a lazy zone and no
transition region near thresholds. (a) Oscillations of nodal growth on both inner and outer
surfaces of a hollow cylinder. (b) Oscillations of strain value at a node about the
threshold value (red dashed line).
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The particular values of the thresholds used in many numerical models are often
obtained from experiments and, consequently, are in terms of strain, denoted by . The
value of the "growth threshold" typically used in the literature is 3000, and that of the
"decay threshold" is 1000   .

This "growth threshold" value

corresponds with peak strain under everyday activities measured in many different
animal studies [17]. Because the experimental methods used to obtain these "threshold
values" often involved strain rosettes, the reported magnitudes most closely correspond to
maximum principal strains rather than specific strain tensor components [60, 318]. This
makes the use of these multiple threshold values somewhat difficult in models that do not
use the maximum principal strain as a driver measure. Though it is possible to calculate
the strain energy density from strain rosette measurements, values for all principal
stresses are required, not just the maximums that are often reported in the literature [307].
The use of experimentally based strain measurements for threshold values makes the
model highly dependent upon experiments and on the particular loading modes for which
test data exists. Many models have avoided this complication by setting the width of the
"equilibrium" or "lazy" zone to a percentage of the threshold [82, 90, 93, 309, 319].
Under such assumptions, the reference value is usually either arbitrarily selected or based
on the specific loading condition studied. In a sort of "compromise", it is also possible to
set a trigger for growth or decay based on the principal strain values obtained
experimentally but with an adaptation model driven by the nodal value of a more
complete measure of the local state of stress, such as strain energy density.
Many studies have been undertaken to understand the effect of threshold value on
model predictions [85, 86, 95, 104, 112, 319, 320]. Each study has emphasized the
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significant effect of the value of the threshold relative to the value of the local mechanical
measure at the location along the bone surface that is being altered, regardless of whether
the same threshold value is used to trigger growth or decay or whether two separate
threshold values are used. The relationship between the threshold value and that of the
local stress state defines not only the amount of shape change, but also its direction
(adding or removing material).
For example, Figure 4.4 shows data from two preliminary versions of the model
using the strain tensor reference measure and either a point threshold value or a range of
reference values (lazy zone) [315]. By tracing how the values of the strain tensor
components at a particular node compare to the reference values selected by each
threshold type model, the effect on the growth (decay is negative growth) per iteration of
the use of either a point threshold or a lazy zone can be clearly understood. In this figure,
the nodal strain tensor component values are identical for each type of reference model
used (point (a) or range (b)).

However, their relationships to the reference values

(identified by the regions noted as "Grow" "Decay" or "No Change") are not. The
different threshold types employed lead to differences in the amount of growth, as seen in
the outer surface growth curves (solid lines) in Figure 4.4 for the two threshold models
examined.

As the mechanical conditions change, the value of one strain tensor

component at the node may meet its threshold and move into the "lazy zone" of no
growth, eliminating its further contribution to the overall nodal growth.

With this

component no longer affecting the nodal growth, another tensor component may begin to
dominate the growth behavior, generating an abrupt change in the amount of nodal
growth per iteration as seen in the inner growth curve (dashed line) between 60 and 80
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iterations for the threshold range, lazy zone model in Figure 4.4. The large discontinuity
in the growth trends at the inner surface for the range threshold model results from the
shift from radial strain dominated growth and axial strain dominated growth.
Because of the high dependency of the predicted shape changes on the threshold
value in all of these models, it has been suggested that altering the specific threshold
value of the actual physiological bone system through pharmaceutical methods could
beneficially alter the bone structure with no mechanical intervention [51]. However, this
interdependency between threshold value and bone shape change has limited the practical
application of these models for use in quantitative comparisons of relative amounts of
shape strength change. Further, the employment of a "lazy zone" has been said to "thwart
a unique solution" since its results in many "equilibrium" states [321].

A recent

experimental study has even questioned the existence of the lazy zone completely. The
study reports a linear relationship, with no discontinuities ("lazy zone"), in both cortical
and cancellous bone adaptations in response to both small applied strain values usually
associated with disuse weakening and to large applied strains associated with overuse
strengthening (300 to 5000 [322]. This suggests that there may not be a standard
or even any threshold value at all.
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Figure 4.4 Effect of reference value: preliminary model using strain tensor based
reference measure and either (a) a point reference value or (b) a range reference value.
Note: To eliminate the effect of strain direction, growth behavior (and threshold values)
were equal in magnitude for either positive or negative strains.

In line with this recent observation the changes in bone shape with amount of
local strain induced in the bone, mechanical structural shape optimization models are not
normally based on "universal" threshold values.

Instead, the optimization "goal"

(reference/threshold) is often specific to the loading conditions studied, such as a
maximum allowable stress. The goal of these shape optimization studies is to drive the
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design towards a stress measure level in the high stress region that is lower than the level
under which failure is likely. In many of these structural shape optimization models, the
growth driver portion of the optimization goal expression is normalized by the threshold
value to reduce amount of growth predicted due to the amount of variation within the
optimization design set [211, 212, 281] as in:
 k (l )   ref 
U k (l )   

 ref

(4.7a)

A few bone shape adaptation models have applied a condition-specific goal,
rather than the more common physiologically based, threshold trigger value.

For

example, the effect of a disturbance to a bone system was investigated using the predisturbed conditions as the optimization goal so that each design variable had its own
individual optimization goal, its pre-disturbance stress, and the shape of the bone was
modified to attempt to eliminate the effect of the disturbance on the system's behavior
[90], leading to the growth equation:
 k (l )   ref (l ) 
U k (l )   
 ref (l )

(4.7b)

where  ref (l ) is the "undisturbed" reference value for node l.
Some structural shape optimization models also have not used a constant
reference value.

Instead, the reference value has changed with each optimization

iteration based on the current mechanical state of the object studied. Alternatively, some
models have used the stress at a point far from the region of high stress [323] or the
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maximum or minimum stress on the surface to be optimized as the reference value [324].
Others have used more global measures of stress, such as averaged values over the
boundary of the surface being optimized [213, 281, 325]. By using global reference
values that are calculated based on the current stress state of the object rather than a
predetermined value, a reduction in local stress variations is achieved that inherently
considers the applied boundary conditions. This eliminates the potential to artificially
push the system behavior toward an arbitrarily selected, irrelevant state. It also removes
the need to modify the model based on the particular conditions studied.
While the reference value or threshold discussed in this section are generally tied
to a physical quantity or measure in these gradientless optimization models, the scaling
factor (coefficient), , is more abstract. Although the parameter could be correlated with
time, the scaling factor has often been used to control the stability of the "search" for the
optimal state. The selection of this factor in both bone adaptation and shape optimization
models is reviewed next, with a focus on the relevance to the needs of the comparative
type model to be developed in this work.

4.2.4 Growth Rate (Step Size)

In creating a computational model that represents the effects of bone strength shape
adaptation processes, challenges arise in balancing model behavior with computational
stability. Because the "gradientless" optimization methods neither directly depict specific
physiological phenomena nor result in mathematically rigorous solutions, much care
must be taken to ensure the parameters used result in physically realistic predictions as
well as unique and repeatable solutions. Upon initial examination of Equation 4.3, the
scaling factor coefficient (growth rate or step size)  seems of little consequence.
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However, the factor has a strong association with model features such as convergence,
numerical stability, and mesh distortion, and plays a significant role in the overall model
function and predicted shape. The methods for selecting the value for the scaling factor
and the effects of these selections are now discussed.
Like the threshold measure, the "growth rate," α, in bone shape and strength
adaptation models has traditionally been based on physical observations of changes in
size and shape of a bone with time for a particular load. While a single value for the
growth rate is normally used for all points on the adapting surface in many of these
models, the constant can theoretically vary with location and even direction of growth
[86, 87, 89]. For example, experimental observations have noted that the apposition
(growth) of bone material is more prevalent on the periosteal (outer) surface of long
bones while resorption (decay) is more often noted on the endosteal (inner) surface [17,
29]. In terms of a numerical model, this implies that the growth rate is not only different
on the inner and the outer surfaces but also, on each surface, the rate of decay is different
from the rate of growth. This can be visualized as different slopes for the red (decay) and
green (growth) curves in Figure 4.2 and different shape adaption models plots entirely to
describe the behavior of the inner and outer surfaces.
The rate of change of inner and outer diameters of hollow, long bones has been
the subject of both controlled prospective studies, where current bone changes based on
given loads were investigated, and retrospective studies, where dimensions of bones of
different ages were measured and trends determined. Reported values from controlled
experiments have ranged from a decay rate of 5.4 m/day on the inner surface of the
bones of immobilized dogs to a growth rate of 260m/day in forced distraction of
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fractured bones in rats [216]. Measured diameters of human bone specimens from
various aged subjects have been used to calculate growth rates that have ranged from
1m/year to 50m/year [317, 326-328].

Figures 4.5 and 4.6 summarize the data

reported from two sources for the changes in a leg bone and finger bone respectively.
These experimental measurements, however, cannot be used as the growth rate constant
in the models because these values represent the entire "growth" xk 1  xk in Equation
4.3. Nonetheless, they provide an order of magnitude basis for this parameter.
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Figure 4.5 Changes in femoral shaft diameter with age. Data plotted based on values
reported in [317].
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Figure 4.6 Changes in metacarpal diameter with age. Similar trends are seen as in the
much larger femur bone where increases in inner diameter (decay) occurred at a greater
rate than increases in outer diameter (growth). Note: Data plotted based on values
reported in [22].
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While it is clear that the coefficient, of Equation 4.3 is not truly an independent
value, a parametric study was performed using one of the loading conditions discussed in
Subsection 4.2.2.5 to understand the effects of changes in the "growth rate" coefficient
(step size) and to potentially select values for the currently developed model. To ensure
that the results were not dependent upon the loading mode chose, the mixed torsion,
bending, muscle force load was applied to an initially circular cylinder (image (f) in
Figure 4.1). Because the data in Figures 4.5 and 4.6 suggest there may be different rates
for growth and decay on the inner and outer surfaces, ten combinations of periosteal
(outer) growth rate (OGRTE) and decay rate (ODRTE) and endosteal (inner) growth
(IGRTE) and decay rate (IDRTE) listed in Table 4.1 were investigated. A strain energy
density driven model was used, with the reference value taken as the current surface
average strain energy density. A normalized difference from nodal to reference value
was incorporated as in Equation 4.8 so that the nodal growth model was written as:

 SEDk (l )  SEDkSurfAvg 
U k (l )  
SEDkSurfAvg
*

(4.8)

*
where  is either OGRTE, ODRTE, IGRTE or IDRTE depending on the surface on

which the node is located and the sign of  SEDk (l )  SEDkSurfAvg  .
Table 4.1 Parameters Used for Study of Effect of Growth Rate
Rate Set 1
Rate Set 2
Rate Set 3
Rate Set 4
Rate Set 5
Rate Set 6
Rate Set 7
Rate Set 8
Rate set 9
Rate set 10

OGRTE
1.00E-04
1.00E-04
1.00E-05
1.00E-05
1.00E-05
1.00E-05
1.00E-05
1.00E-05
1.00E-05
1.00E-05

ODRTE
1.00E-07
1.00E-05
1.00E-05
1.00E-07
1.00E-07
1.00E-07
1.00E-07
1.00E-06
1.00E-07
1.00E-07

IGRTE
1.00E-07
1.00E-06
1.00E-05
1.00E-07
1.00E-07
1.00E-07
1.00E-07
1.00E-06
1.00E-07
1.00E-07

IDRTE
1.00E-05
1.00E-04
1.00E-05
1.00E-04
1.00E-05
5.00E-05
2.50E-05
2.50E-05
1.50E-05
2.00E-05
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The final geometry for each of these ten sets of growth rates (scaling factors or
step sizes) is shown in Figure 4.7. While each showed the same basic trends that resulted
from the use of the strain tensor based model and arbitrary growth rate and threshold
value as presented in Figure 4.1, significant differences were noted in the local amounts
of growth. The variations in the shapes shown in Figure 4.7 indicate that the "growth rate
factor" coefficient does not simply scale the shape changes because each node moves
independently based on its local state of stress. Hence, the selection of this value will
likely affect any quantitative comparisons between different loading conditions.

1
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7

3

8

4

5

9

10

Figure 4.7 Variations in shape changes resulting from the use of different growth rate
factors.

Because the experimental data of bone dimensions did not offer a repeatable and
consistent rate of growth with time or for different load application, and because
preliminary studies using the growth rate factor showed that its selection can alter the
shape predictions, computational mechanical shape optimization methods were consulted
to investigate their non-biological use of the "scaling factor" coefficient α in an attempt to
find methods to be used for quantitative comparisons of the strengthening ability of
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various loading modes. In the study of optimizing inert mechanical component design,
the coefficient α from Equation 4.3 does not have a physical meaning. It is simply an
arbitrarily selected "scaling factor" used to control model stability and convergence.
Because the "gradientless" biologically based optimization methods are not
mathematically rigorous and, therefore, do not result in a unique solution, the effect of
this scaling factor, or step size, is important and has been the subject of much study.
The scaling factor,  in shape optimization models, as in Equation 4.3, is a
parameter that is used to improve convergence, reduce instability, decrease the amount of
mesh distortion, and control the progression of the solution [212, 289, 323, 324, 329]. If
this value is too large, the solution may diverge [289] or cause extreme mesh distortion
[212].

In some models this factor has been selected through a series of iterative

preliminary studies [324, 329]. In others, it was a function of the mesh [209, 212, 330].
In determining this mesh-dependent factor,  has been required to limit the step size
(change in node/point position) for each node, or design point, to a specified fraction of
the current element size, such as 5% or 10% [212, 330]. Some models have decreased
this scaling factor with each iteration to force "convergence" [212]. Other models have
suggested that choosing  to maintain a constant step size throughout the optimization
[289].

Still others have proposed decreasing this scaling factor (step size) if the

difference between the nodal and reference values increases (diverges) and increasing the
scaling factor if the difference decreases (converges) [323]. The inclusion of limits for
minimum or maximum changes in element size per iteration have also been
recommended [331].
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Based on these previous model designs, a preliminary study was undertaken to
modify the currently developed model in Equation 4.8 to incorporate a variable growth
rate scaling factor (step size) and add growth per iteration limits in an attempt to reduce
the model dependency on the arbitrary selection of this parameter. One structural shape
optimization technique included a method to alter this scaling coefficient/step size to
control the progression of the optimization using a three term factor where R is a
characteristic dimension of the shape being optimized and S and  are defined as shown
in Eq. 4.9 [323]:

  RS 
0  S  1 is an arbitrary constant

  0.5 if diverging ( SEDk (l ) - SEDSurfAvg )  ( SEDk 1 (l ) - SEDSurfAvg )

(4.9)

  1.1 if converging ( SEDk (l ) - SEDSurfAvg )  ( SEDk 1 (l ) - SEDSurfAvg )
l is the location (node) being optimized.
The initial radius of the surface being optimized, either the inner radius or outer
radius of the initially circular cylinder, was selected as the characteristic dimension R
used in this preliminary model that automatically alters this growth rate (step size),
based on model conditions. Following the suggestions from the literature, the value of
S used in this model was 0.2 [323]. Using the recommendations from the structural shape
optimization models reviewed, the growth at each node per iteration was limited by a
maximum change of 5% of the element's characteristic size in the direction of growth.
Despite the automated selection of this model parameter, the use of this modified
model resulted in similar issues as were faced when using any arbitrarily chosen constant
 (Figure 4.7).

By plotting the change in the variable which is calculated
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automatically by this new model, with iteration (Figure 4.8a) and comparing it to the
average growth with iteration over the surfaces being optimized (Figure 4.8b), it is clear
that the growth is directly affected by the value of this scaling factor (step size) α.
Additionally, it was discovered that the criteria used to alter the scaling factor with
iteration caused the factor to follow the local oscillations in the nodal strain energy
density with iteration (Figure 4.9).
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Figure 4.8 Trends in growth per iteration follow those of scaling factor (growth rate)
that change with iteration (a) growth rate factor (b) nodal growth averaged over the
optimized surface.
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Figure 4.9 Oscillations in a formulation of the scaling factor that changes with iteration.
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These preliminary studies showed that the currently available means for
determining the growth rate coefficient (step size),  in the shape optimization and bone
adaptation models reviewed are inappropriate for use in a more general purpose model,
such as the one developed, in this research because they do not allow the model to
function independent of and do not provide a consistent means for defining its value.
This dependency is one of the main reasons the gradientless optimization method used
does not ensure a unique optimum. As stated previously, this gradientless optimization
method does not result in the "strongest" design.

Instead, it simply "enhances the

strength" of the design [324]. Therefore, the determination of the amount of strength
enhancement that is sufficient to reduce concern of failure of the object under anticipated
loading conditions is another modeling component required in a universally applicable
modeling tool that uses biologically-based gradientless optimization methods.

The

"sufficient" modifier on the reduction in the likelihood of failure is quantified through the
selection of convergence criteria and is the subject of the next section of this chapter.

4.2.5 Convergence Criteria and Convergence Measure

As with the other components of the gradientless optimization method used in this work,
the criteria selected to indicate that the strength of the component has been "sufficiently
enhanced" due to the alterations in shape have varied greatly amongst bone strength
adaptation and mechanical shape optimization models.

Many of the bone shape

adaptation models have described the growth rate factor as an actual measure of change
with time, thereby using time as a measure of model progress.

However, as was

demonstrated thus far, the optimized shape is directly influenced by the value of the
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growth rate coefficient (step size) in the majority of these models. In addition, the
effect of this parameter is interrelated with the effect of the reference threshold value ref.
Therefore, to use the developed modeling methods to directly compare the effects of
varied boundary conditions and configurations, a strong and repeatable convergence
(stopping) criterion that is not influenced by the other modeling components is required.
In structural shape optimization methods, where the goal is to reduce the
maximum stress over a design field (surface or curve) to a level such that the structure is
less likely to fail, the strength depends mainly on one specific geometric feature, such as
the curvature of a fillet or the shape of a hole. In such conditions, there are a small
number of design variables, usually at node where boundary conditions are not applied,
and one mode of loading. Many of these models define convergence simply based on a
measure of the approach to the threshold value at each design variable (node). Usually,
the minimum and maximum values of the mechanical measure for the set of design
variables are identified. Convergence is, therefore, declared in these methods when these
values become acceptably close to the reference threshold value [209, 211].
Alternatively, convergence can be declared when the difference between the minimum
and the maximum values of the measure of the state of stress at each of the design
variables is less than a prescribed value, indicating a decrease in overall variation [323].
In problems with a large number of design variables, such as those nodes that
define an entire surface rather than a small design region or curve, applied boundary
conditions at the design variables may prevent the singular absolute maximum or
minimum nodal value from successfully approaching the threshold value. In such cases
more global measures of the reduction in the variation of the mechanical measures of the
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local stress state at the design variables are implemented. For example, the standard
deviation of the differences between the local mechanical measures over the design field
and the reference value has been used as a measure of convergence [281]. Other models
have used a ratio between the local stress value and a stress value far from the design
field as a normalized measure of the stress at the surface that is undergoing the
optimization process [289].

Each of these techniques is a method to quantify the

variation of the mechanical state of stress within the set of design variables (nodes).
Alternatively, some structural shape optimization methods have not used solely a
measure of the variation of the stresses in the design field at the current state (or shape) as
a measure of convergence. Instead, the methods have compared values of the variation in
the stress field over an optimizing surface from one iteration to the next [289] or from the
initial to the current configuration [209]. This eliminates the need to set a particular
value of acceptable variance, which may depend on the conditions in the system studied,
and, instead, considers only the relative changes as a result of the alterations to the shape
of the body being optimized.
Because the objects that are being optimized are often only one component of a
larger system, the range of possible locations of the design variables that comprise the
optimizing region is not infinite. Instead, the potential changes to the object's shape are
limited by physical constraints. These size limits are imposed as additional criteria by
which to stop the optimization solution. Therefore, the final shape may not achieve the
necessary reduction in the failure potential of the object but would, instead, reach a
dimensional limit of its functional range.
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The three-dimensional bone geometries being optimized in this work, while
relatively simple in initial shape, have a large number of design variables, on the order of
thousands of nodes. Boundary conditions are directly applied on some of these nodes.
The large number of design variables prohibits the use of many of the convergence
methods discussed above. The direct application of loads and constraints to nodes that
are included in the design space presents a difficulty when determining measures of the
design goal, a reduction in the variation of the local mechanical state over the surface
being optimized. Where boundary conditions are applied, any measure of the mechanical
state of the design variables (nodes) at that location may never be significantly altered.
Because of the large number of design variables and the application of loading/boundary
conditions on the optimizing surface inherent to a three-dimensional bone shape
adaptation model, the reviewed methods for determining convergence criteria cannot be
used. Because clearly defined and consistently applied stopping criteria are important in
comparative use of a shape adaptation model, a number of preliminary studies were
developed and carried out to examine means of defining convergence criteria that are
independent of the applied boundary conditions or system studied.
With this goal of facilitating independent modeling methods in mind, a number
of convergence criteria were investigated.

In these preliminary studies, the growth

driver in Equation 4.8 was used, repeated here for convenience.

 SEDk (l )  SEDkSurfAvg 

U k (l )   
SurfAvg
SEDk

(4.8)
redisplayed
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Based on this growth equation, three main convergence measures were investigated: the
local measure of the mechanical state, SEDk (l ) , the local mechanical measure normalized
by the reference value

SED k (l )
SEDkSurfAvg

, and the growth driver term (excluding the direction of

 SEDk (l )  SEDkSurfAvg 
 , which is a measure of how different the local measure
growth), 
SurfAvg
SEDk
at a particular node is from the average at all locations. Trends in minimum, maximum,
average, median, and standard deviation of each of these measures were examined as
were the changes in these measures with iteration. A direct difference between the
measure quantities at given iterations, Measurek (l )  Measurek  5 (l ) , and a relative
difference in the measure quantities between iterations,

Measurek (l )  Measurek 5 (l )
,
Measurek 5 (l )

were both investigated. In addition, averages and standard deviations of these differences
over a number of iterations were also computed and compared.

Despite the many

measures considered in these preliminary studies, all failed to produce a strong,
repeatable correlation with observed reductions in the variation of the stress state over the
surface being optimized. Additionally, trends with the measures considered were found
to be dependent upon other model components, especially the growth rate factor (step
size) . However, these preliminary studies provided insight into the behavior of the
distribution of the local mechanical stress state of an object during the alterations in its
shape with the intention to reduce the variation in this distribution. These results of these
studies will be briefly summarized.
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In these preliminary studies, to investigate the influence of the convergence
criteria, a three-dimensional initially circular hollow cylinder was examined. Both the
inner and outer surface profiles were automatically altered based on local values of the
strain energy density as in Equation 4.9. The bottom surface was fixed in all degrees of
freedom, and a uniform compressive force was applied normal to the top surface. In this
loading configuration, the strain energy density on the cylindrical side surfaces that were
being optimized was fairly uniform except near the regions of applied load and
constraint. As the shape changed with the optimization, the values of both the minimum
and maximum nodal strain energy density decreased, but the average nodal value of the
strain energy density over the optimizing surface actually increased. Figure 4.10 shows
the distribution of the nodal strain energy density values. While the spread in the strain
energy density values at the nodes decreased with iteration, the number of nodes at the
extremes of the range of energy density values remained fairly constant. Therefore, a
simple measure of the nodal stress state may not provide sufficient information about the
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uniformity of the set of design variables necessary to determine model convergence.
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Figure 4.10 Distribution of nodal SED values for representative case with shape
adaptation iteration.
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The use of a convergence measure that includes a more global representation of
the mechanical state of the shape being optimized, such as the local strain energy density
normalized by the surface averaged value of this measure, provided a better indication of
the increased uniformity in the strain energy density with optimization iteration in the
case studied. However, the effects of locally extreme values still played a significant role
in the trend and value of the convergence measure with iteration. For example, the
maximum difference,

 SEDk (l ) SEDk 1 (l ) 
max 

 , showed discontinuities with
SurfAvg
SEDkSurfAvg
1
 SEDk


iteration. These discontinuities corresponded to the shifts in the location of the node at
which the convergence measure was at its maximum value each iteration (Figure 4.11).

Figure 4.11 Potential convergence measure of maximum change in ratio of nodal to
surface average strain energy density between iterations. Discontinuities resulting from
changes in location of maximum value of convergence measure make it unacceptable.
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When using the absolute value of the full ratio used in the growth driver equation

 SEDk (l )  SEDkSurfAvg 
(Equation 4.9),
, a better behaved trend in the decrease of the
SEDkSurfAvg
convergence measure with iteration was found. Additionally, when the surface averaged
value of this measure was used, rather than the absolute extrema of the nodal values for
the basis, a smoother curve resulted (Figure 4.12a). With a constant growth rate factor,
this curve shows that, on average, the amount of growth per iteration was getting smaller
because the nodal values were approaching the surface average value.
To find when the change in the convergence measure from one iteration to the
next was sufficiently small to stop the optimization computation, differences in this
surfaced average measure between iterations were plotted (Figure 4.12b). As noted in the
figure, false convergence may be triggered depending on the convergence threshold
selected.

A smoother (more averaged) variation with iteration was obtained using

standard deviation over a number of iterations instead of just the difference between
sequential iterations (Figure 4.12c). The use of the standard deviation was suggested in
the literature for optimization with a large number of design variables [281]. While the
results showed a convergence measure that did generally decrease with increased number
of iterations, the measure did not have a single minimum, making it unclear as to where
the proper stopping point should be defined. Additionally, depending on the relative
values of the nodal mechanical measure and the reference threshold in the optimization
function (Equation 4.8), an absolute convergence threshold value selected for one
system/parameter set may not achieve the same convergence for another.
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Figure 4.12 Issues developed with the use of the change in the average of the nodal
growth drivers over the optimizing surface. (a) Average of nodal growth drivers over the
surface being optimized (b) Difference between iterations of the average of nodal growth
drivers over the surface being optimized (c) Standard deviation over twenty-five
iterations of average of nodal growth drivers over the surface being optimized.

When applying the convergence measure shown in Figure 4.12 to the model
where the growth rate factor changed based on the value of the convergence measure, as
in Equation 4.9, the interdependency of the two modeling components was exposed
(Figure 4.13). What initially seemed to be model convergence may simply be an effect
of the change in the growth rate coefficient (step size), since based on the model used,
as the convergence measure decreases the  value is lowered, reducing the growth per
iteration.
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Figure 4.13 The trend in convergence measure as ratio of difference in nodal and surface
average strain energy density to surface average strain energy density (a) in a model
where the growth rate coefficient α changes with iteration (b). Varying the way the
growth rate changed based on the convergence measure did not significantly alter these
trends.

These preliminary studies using convergence measures common to shape
optimization models demonstrate the need for the development of a new convergence
measure for use in the universally applied model developed in this work.

Such a

convergence measure must not only be independent of the influence of other model
parameters, such as the growth rate, but also must consider the possible effects of the
extreme nodal values. Finally, the convergence measure must focus on quantifying
changes in the level of uniformity of the mechanical state on the optimized surface rather
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than a reduction of either extreme or average values.

The development of the

convergence measure ultimately used in this work as further discussed in Section 4.3.
The ability of the convergence measure to appropriately capture the conditions at
which the uniformity produced by the object's response to the applied boundary
conditions has sufficiently improved to increase the object's strength is dependent upon
the accuracy of the calculated nodal values of the mechanical measure of the local stress
state. The accuracy of the solution of the structural analysis when using finite element
methods is directly dependent upon the quality of the discretization, or the mesh.
Therefore, the maintenance of the quality and integrity of the mesh during the shape
optimization process is necessary. Methods to achieve this are discussed as the final
required modeling component in the development of computational methods to predict
the adaptations of the shape and strength of bone.

4.2.6 Mesh Adjustment Methods

Because shape optimization methods alter the overall geometry of an object, the
discretization of this geometry, required for the numerical structural analysis, is affected
by the iterative changes to the boundary surfaces as the mesh is stretched, compressed,
and distorted. The need to adjust the mesh during the iterative geometric has been a
noted requirement for bone shape adaptation and mechanical shape optimization routines
regardless of the optimization solution method chosen or system parameters defined [93,
94, 204, 205, 207, 212, 213, 261, 271, 272, 276, 281, 330, 332-334]. As with all the
other model components reviewed thus far, a wide range of methods have been suggested
to adjust the mesh during the shape optimization process in order to maintain its integrity
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despite the geometric changes. These methods are first reviewed before their application
to the model developed in this work is discussed.
Two main types of mesh adjustment methods are used in shape optimization
routines:

nodal smoothing and relocation, known as mesh adaptation, and mesh

refinement and coarsening, known as remeshing. In mesh adaptation the same number of
elements and nodes are kept, but the locations of the nodes that define the size and shape
of the elements are adjusted to eliminate large distortions. In mesh refinement new
elements are formed and old elements are removed either by combining or dividing
current elements or by completely removing all nodes and elements and creating a new
mesh without the limitations imposed by the current mesh structure. As described in
Section 4.4, the shape adaptation modeling methods developed in this work require the
continuous identification of a constant number of surface nodes.

Therefore, in

incorporating mesh adjustment methods to the current model, only the mesh adaptation,
node smoothing methods were considered. In the current model, these methods were
used to adjust the nodes on the optimized surfaces as well as the nodes in the internal
volume of the modeled bone geometry.
Two methods of mesh adaptation, where nodes are relocated but not eliminated or
added, were used in this work. In the first method, often referred to as Laplacian
smoothing, the coordinates of all nodes are changed based on some weighted local
measurement, for example, a weighted average of a characteristic of all the elements
attached to a given node [335]. This weighting factor can be related to the shape of the
elements, such as skewness, or the nodal solution such as stress, strain, displacement,
strain energy or gradients of these measures [336]. In the second method, referred to as
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spring smoothing, the edges of the elements that connect nodes are idealized as a network
of springs. As the element boundaries are "displaced" due to the shape changes, the
"springs" are stretched or compressed, imparting "forces" within the spring system
proportional to the amount of "displacement" (change) of the boundary surface. The
nodes are moved to restore an equilibrium of the "spring forces" connecting them [337].
4.2.6.1 Interior Node Smoothing. Although the outer surface nodes are the focus of the

shape optimization processes, the importance of modifying the locations of the interior
nodes is directly related to the consistent accuracy of the finite element analysis required
for the proper prediction of the shape alterations [204, 209, 273]. Without moving these
interior nodes, the elements near the optimizing surface become extremely distorted, as
the nodes on the surface move, but the interior nodes of those surface elements remain
fixed as in Figure 4.14. Interior node smoothing methods typically move the internal
nodes in proportion to the changes in the locations of the external nodes. The simplest
requirement is to maintain the original even spacing between the interior nodes as the
boundary surfaces are altered. Such a requirement was used in this work. Spring
smoothing mesh adaptation methods were followed to fulfill this requirement [337].
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Figure 4.14 Extreme element distortion without interior node smoothing.

In the spring smoothing method, the system of connected nodes in the meshed
geometry is represented as a system of connected linear springs. At the initial nodal
positions, before any surface shape adaptation occurs, the spring system is in equilibrium.
As the adaptation simulation moves the surface nodes, dimensionless “spring forces”,
proportional to the displacement along the imaginary springs connected to each of the
surface nodes, are generated following a dimensionless form of Hooke’s law. The forces
are propagated through the connected nodes as:
ni

Fi   kij  x j  xi 

(4.10a)

j

where j represents the index of the neighboring node, i is the node with the force Fi and
ni is the number of neighboring nodes connected to node i. The effective spring constant
kij of the spring connecting node i to node j is defined as:
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kij 

1

x

i

 x j   x i  x j 

(4.10b)

Thus, the movement of the internal nodes as a result of the smoothing is inversely
proportional to the pre-smoothed distance between neighboring nodes i and j before the
surface nodes are moved by the shape adaptation model in the given solution iteration.
With the amount of displacement of the outer nodes known from the shape
adaptation model, the displacements of the interior nodes required to create uniform
element sizes in the system are calculated through a system of equations patterned after
force equilibrium equations for a system of connected linear springs. For a geometry
such as the hollow cylinder used in this work, the interior nodes are moved in proportion
to the shape adaptation model predicted changes in the positions of the inner and outer
surface nodes of the hollow cylinder representing the bone volume, denoted as
x1 and x N , respectively. The amount of change to the locations of the interior node,
therefore, propagates from these known displacements on the boundaries to maintain the
uniform mesh.
In the model used in this work, the use of hexahedral elements in the adapting
bone region and the limitation no axial growth, the direction of shape adaptation is
limited only to changes normal to the adapting surface. Thus, only interior nodes were
only required to be adjusted along radial lines. The application of the spring smoothing
method to the model in this work, therefore, reduces the general model to a onedimensional set of springs where each interior node is only connected to two "springs",
and each surface node is connected only to one "spring". This reduces the coefficient
matrix in the system of force equilibrium equations in Equation 4.10a to a simple band
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matrix.

Preliminary studies using a customized code to perform this smoothing

demonstrated that a uniformly spaced radial mesh can be achieved maintained regardless
of whether the surface is decaying (Figure 4.15a) or growing (Figure 4.15c).

(a)

(b)

(c)

Figure 4.15 Effect of interior node smoothing routine to maintain equally spaced radial
nodes. (a) initial mesh (b) decaying outer surface (c) growing outer surface.

4.2.6.2 Surface Node Smoothing. Because the discrete points on the boundary surface

move independently from one another in the gradientless shape optimization routines,
locally high values of the measure of the local mechanical state (stress, strain, strain
energy density, etc) could result in significant mesh distortions even though the interior
nodes are uniformly distributed from the implementation of the spring smoothing routine.
For example, in Figure 4.16a one location may grow much more than the others if a stress
concentration occurs. Alternatively, there can be an abrupt transition in growth; for
example when going from a loaded to an unloaded region (Figure 4.16b). In order to
allow for a more gradual transition between the abrupt changes in amounts of predicted
growth, smoothing methods are generally applied to these surface nodes.
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(a)

(b)

Examples of extreme local variations in nodal growth during shape
Figure 4.16
optimization. (a) Effect of a local stress concentration. (b) Effect of a change in loading
state.
As with the other components of bone strength adaptation models, methods
devised to handle model-developed discontinuities are based in physiological
phenomena. In the development of numerical models of the changes in the distribution
of bone density (modifications of intrinsic material properties) due to loading, researchers
have found that discontinuities in the material properties resulting from model predicted
strength often caused numerical instabilities.

To address these instabilities, it was

hypothesized that the model should incorporate "communications" between cells that
may alter their individual response to mechanical stimuli [202, 338]. Mullender et. al.
developed a "spatial influence function" to simulate this phenomena [202]. In such a
model, the response at a location Q to a mechanical stimulus is the sum of the response of
all surrounding locations, each weighted by a function related to the distance between the
locations of the growing node and that of its neighbors. The further the neighbor is from
the node, the less influence it has on the node's growth. Specifically, the response at a
location Q is modified from Equation 4.6 to:
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where di (l ) is the distance from location l to a neighboring location i, D is a reference
dimension (an arbitrarily selected characteristic distance) and  k (i ) is the measure of the
mechanical state at the neighboring node i at the current iteration k. While originally
developed for models of changes to bone density distribution, in this work, the method
was applied in preliminary studies as a means to adjust the surface nodes near the large
growth discontinuities such as those in Figure 4.16.
Upon application of this modified shape adaptation model with integral nodal
smoothing, some issues emerged. At a particular cross section, the smoothing effect was
increasingly noticeable as the value characteristic distance, D, in Equation 4.11, was
found to increase. This characteristic distance controls the reach at which the mechanical
state of one location is allowed to influence the state at another. Therefore, with the
selection of a large value for the characteristic distance compared to the typical element
size in the mesh used, the state of neighboring nodes has a larger effect on the response at
a particular location. As seen in Figure 4.17, when this distance value becomes sufficient
enough, the local variations are lost, and the predicted shape may no longer be
representative of the variations in the local mechanical state.
The limited practical application of the spatial influence smoothing method of
Equation 4.11 to three-dimensional shapes is largely due to two main features: the
required summing of all the effects of nodes and the selection of the arbitrarily parameter
D. First, the "spatial influence" smoothing method sums the effects that the mechanical
states of all nodes have on the change in the location of the given node, weighted by their
distance from the changing node. This essentially gives nodes in the middle of the
volume twice as many influential neighboring nodes as those nodes located at the ends of
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the volume, causing disproportionate changes.

To adjust for this skewed influence of

neighbors, it is possible to modify the characteristic distance of influence, D, based on the
location of the particular node. However, this introduces additional arbitrarily selected
modeling parameters, including the distances at which adjustment need to be made and
the level of adjustment, further complicating the model and making its universal
application unlikely. Additionally, because the method sums the effects of all nodes, the
growth at each node is greater than the growth that would be caused by its own
mechanical state, potentially inflating the predicted shape changes.

(a)

(b)

(c)

(d)

Figure 4.17 Effect of characteristic distance in spatial influence function. (a) 25%

(b) 65% (c) 90% and (d) 130% of initial distance between neighboring nodes.
Second, in the simple two dimensional model presented in Figure 4.17 the
characteristic distance, D, can be manually adjusted based on visual inspection of the
resulting geometry or can be set to a value based on the discretization of the geometry,
such as the average element size (similar to Figure 4.17c).

In a more complex three-

dimensional mesh or with more involved boundary conditions, however, the element size
is not likely to be uniform. Applying the spatial influence method of Equation 4.11 to a
non-uniform mesh results in an inconsistent distribution of the effect of the neighboring
nodes simply due to the manner in which the geometry studied was discretized.
Additionally, because the method depends on the arbitrary selection of the characteristic
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distance, and because it does not directly consider the local variations in mechanical state
of neighboring nodes, extreme and discontinuous amounts of growth can still result,
especially in regions surrounding the boundary conditions.
Because of these limitations, as with the other modeling components reviewed
thus far, studies of structural shape optimization methods, rather than bone strength
adaptation models, were consulted to find more consistently surface node smoothing
methods that could be universally applied to a wide range of geometries and boundary
conditions. In these shape optimization methods, the "smoothing" is not integrated
directly into the optimization function itself. Instead, changes to the nodal positions
predicted by the shape optimization models are first calculated and then adjusted based
on specified smoothing routines.
In many structural shape optimization routines, nodal smoothing methods that are
typically employed use some form of an averaged value of the predicted local change in
the nodal position to modulate the amount of nodal growth and smooth the new profile
that results. In the simplest of these methods, the nodal growth is modified so that the
final changes to the position of a node become the arithmetic average of the shape
optimization predicted changes in the position of that node and those of its nearest
neighbors [281]. Other methods further scale this value by a constant fraction [213],
making a weighted average. Such weighted averages can be used on their own or can
evolve into more complex smoothing methods.
One of the most popular grid smoothing methods was developed in the late 1960's
based on an approximation of the discrete Laplacian, since it was observed that numerical
approximation to the solution of the Laplace equation has an averaging effect [336]. This
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method uses the locations of the centroids of the elements that share a common node to
relocate that common node in the following way:
N
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N

is the smoothed location of the node at the current optimization

iteration. This node is shared by N elements. X ck (i ) is the location of the centroid of the
ith neighboring element at the current iteration and wk(i) is a weighting factor associated
with that element. The weighting factor can be any nodal parameter that varies smoothly,
such as nodal positions, displacements, strains, or stresses, or it can be an arbitrarily
selected value 0  wk (i )  1 .
A variation of this method adds a relaxation factor to the nodal position
expression. This is referred to as "relaxed weighted barycentrage" technique [335]:

X kSmooth (l )  1  r  XOrig
(l ) 
k

r
N

N

 w (i)X
i 1

k

Orig
k

(i )

N

 w (i)  1
i 1

(4.13)

k

where N is the number of directly neighboring nodes (attached by element edges) or
centroids of elements that share the common node. In this method, the weighting factors
must sum to unity, with a relaxation factor 0  r  1 used to further smooth the nodal
positions. Variations of this method have been applied to "regularize" meshes during
shape optimization processes and even in some bone adaptation simulations [112].
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These smoothing methods are intended to be used iteratively until a sufficient
amount of smoothing is reached (multipass filtering) [335, 336]; however, a single
iteration can be applied when only a small amount of smoothing is desired [112, 213,
281]. Many methods have applied mesh adaptation only in regions of the mesh that have
triggered a flag indicating high mesh distortion. Alternatively, it has been used over the
entire mesh as a means for promoting progress towards mesh regularization.

For

additional control of the mesh alterations during the shape optimization processes, limits
to the amount of node motion that can occur during each optimization iteration, referred
to as move limits, have been imposed as a method to maintain mesh integrity [330]. It
has been suggested that these limits be used in conjunction with the Laplacian smoothing
methods, especially those with relaxation [335], to prevent large changes in nodal
positions due to the smoothing process.

The move limits function similar to the

constraints limiting the maximum allowed muscle forces values used in some gradientbased muscle force magnitude optimization routines.
Based on this review, a preliminary model using iterative Laplacian smoothing
with relaxation and move limits was developed for the three-dimensional bone shape
adaptation model in this work. The iterative smoothing in this preliminary model was
stopped when the maximum change in the nodal position over the surface being
smoothed was less than 10% of the average nodal move limit on the adapting surface per
shape adaptation iteration.

The move limit per shape adaptation iteration was defined

based on preliminary studies which showed that when an element shrank by more than
approximately 20%, the element Jacobian became inverted, indicating significant mesh
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distortion. The move limit imposed in this model was related to the prevention of this
element inversion before the internal spring smoothing method could be employed.
Because of the computational intensity of the internal node smoothing method
described in Subsection 4.2.6.1, it was implemented only once every five shape
optimization iterations in the developed model. The move limit was such that the total
change of the element size over these five iterations could not exceed 20% before the
internal smoothing was invoked. Consequently, the move limit per iteration of each
surface node was defined as 4% of the distance between the current positions of surface
node and the first closest interior node along the radial line (direction of growth) at each
optimization iteration. This is consistent with models in the published literature that
prevent more than a 5% change in nodal position per shape optimization iteration [330].
In this preliminary model, the following smoothing equation was used based
relaxed weighted barycentrage model in Equation 4.13 as:
r N
 wk (i)U kOrig (i)
N i 1
SEDk (i )

U kSmooth (l )  1  r  U kOrig (l ) 
wk (i ) 

(4.14)

N

 SED ( j )
j 1

k

where U k (l ) is the change in nodal position at node l calculated from current
optimization iteration, N is number of surrounding nodes and the gradient of the nodal
strain energy density is used as the weighting function. The calculation of this nodal
SED gradient is explained in Appendix B. The use of strain energy density is often
employed as a measure of deformation as well as material behavior. The gradient
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provides information about the direction of this deformation. Therefore, the strain energy
density gradient is a good measure of the element distortion with which to weight the
repositioning of the surface nodes [334]. This smoothing was applied to all surface
nodes, regardless of the level of difference in growth between their neighbors. Despite its
ability to successfully smooth regions of large discontinuities and growth levels overall
convergence could not be achieved using this relaxed form of the Laplacian smoothing
method.
The reason for this is related to the relaxation component of the smoothing
routine. In regions of nearly uniform nodal growth and SED values, Equation 4.14
reduces to:
r


U kSmooth (l )  1  (1  N )  U kOrig (l )
 N


(4.15)

and convergence is never achieved, regardless of the choice of the relaxation factor r,
r


since the term 1  (1  N )  will always be greater than 1. Additionally, confounding
 N


effects described by Equation 4.15 is still the issue of selecting the relaxation factor, r. In
the implementation of this method, the selection of an appropriate relaxation factor for
the particular model studied typically requires a series of preliminary trials.

This

precludes its implementation in a more universally applied model. Therefore, alternative
methods to the relaxed Laplacian smoothing of the surface nodes were investigated.
One such method was previously developed [334] to eliminate the arbitrary
selection of the weighting or relaxation factors by prescribing an expression for their
determination. This is a weighted Laplacian smoothing method without the additional
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relaxation, following the basic form in Equation 4.12. The conditions at the node being
smoothed and those of the neighboring nodes, rather than at the centroids of attached
elements as in Equation 4.12, are included in the calculations. The movements of the
node along the individual coordinate direction (for example Cartesian X, Y, and Z) are
computed separately in this method. The smoothing equations follow accordingly:
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The weighting factors wkx (i ), wky (i ), and wkz (i ) are based on the gradients of the nodal
strain energy density in each of these coordinate directions and are dependent upon the
magnitude of the directional strain energy density gradients. Specifically,
 1
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While the surface nodes only change position in the radial direction in the current work,
to capture the complete variation of the SED gradient that could lead to the growth
discontinuities, the entire gradient of the SED was used instead of the gradient only in the
direction of node movement. Therefore, the smoothing model in this work is:
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The ability of this SED gradient based method to smooth the changes in positions
of the surface predicted by the shape adaptation model developed in this work, in
conjunction with the spring based interior node smoothing method described in the
previous subsection, was investigated in another preliminary study in this work. An
initially circular hollow cylinder with a series of regional forces applied to its outer
surface was subjected to the shape optimization model with the iterative surface node
smoothing method invoked every iteration and the single-pass interior node smoothing
method invoked every five iterations. The surface node smoothing iterations stopped
when the maximum change in the nodal growth due to the smoothing was 10% of the
nodal move limit (described above). The effect of the inclusion of the surface node
smoothing is shown in Figure 4.18. The dramatic difference between these two meshes
demonstrates the import of the inclusion of node smoothing methods on the accuracy of
the bone shape adaptation and mechanical shape optimization predictions.
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(a)

(b)

Figure 4.18 Shape optimization routine run using (a) no nodal smoothing methods and
(b) with nodal smoothing methods.

4.2.7 Summary
When first conceived, the numerical prediction of the alterations in a bone's shape
that occur as a result of its strength adaptation phenomena paralleled the methods being
developed to optimize the mechanical design of structural components.

As

computational capabilities improved and the interest in the prediction of bone strength
adaptation grew, more researchers entered the field, and the study of the optimization of
the strength of living material diverged from that of the inert. The focus of the bone
strength adaptation model development became the development of means to represent
the actual biological phenomena rather than the prediction of their effects. Empirical
models, developed to correspond to experimental measurements of bone surface strains
or high-tech images of bone shapes, have driven the recent literature in this field.
Though much progress has been made since start of the field of study, when it was said,
"The whole subject of adaptive ontogenic changes in bone is of great interest and has
attracted a thick fluffy coating of wooly thinking," [339] the lack of a sound
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mathematical and theoretical basis still limits the usefulness of these computational
model of bone strength adaptations.
Because of the wide variety of experimental observations and measurements,
many empirical based models currently used in numerical bone adaptation studies are
valid only for the singular situation used to develop them.

Because they must be

reformulated for each condition studied, they cannot, and often are not, used to compare
the effects of various mechanical loading conditions or configurations. As shown in this
chapter, the goals of structural shape optimization are the same as those of bone strength
adaptation, a reduction in the local variation of the bone's response to the mechanical
environment.

Therefore, the methods used in their study are often similar.

As

demonstrated in this section, the progress made in the computational techniques for
mechanical shape optimization, which often have a more rigorous mathematical,
scientific, or engineering basis, can be applied to the study of the bone strength
adaptation. Such modeling methods are less dependent upon experimentally determined
or arbitrarily selected parameters.

The set of modeling techniques developed and

described in this chapter can be used to study a variety of conditions so that direct
comparisons can be made between different systems.

Therefore, these model

components help reach the goal of this study, the independent and universal modeling
analysis of mechanical bone adaptation.
Based on the requirements of the current structural bone adaptation modeling
method developed in this work, the reviews of previous work and the results of the
preliminary studies presented here, a structural shape optimization based numerical bone
adaptation model has been devised that has made significant progress towards an
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universally applied bone adaptation modeling technique that need not dependent upon
experimental parameters and need not be adjusted based on the conditions or system
examined. The specific modeling components developed and included will now be
discussed.

4.3

Final Developed Bone Shape Adaptation Model

The model to predict the alterations to the shape of a bone under the influence of its
mechanical environment developed as part of this research was intended to simulate the
relationship between the local mechanical state and the local amounts of accretion or
resorption of cortical bone tissue material on the endosteal (outer) and periosteal (inner)
surfaces of a bone that was part of a three-dimensional representation of a multi-segment
musculoskeletal system.

While many models have been previously developed with a

similar purpose, the goal of this work was to improve the universal applicability of such a
model. Specifically, the design of techniques developed in this work focused on a
decreased dependence on experimentally based or arbitrarily selected parameters and
providing a more consistent definition of the main features of the model so that it could
be used to quantitatively compare the effectiveness of various loading conditions in
improving the strength of targeted regions of the bone. Using the insight gained from the
review of previously developed bone strength adaptation and structural shape
optimization models discussed in Section 4.2 combined with the results of the
preliminary studies presented, a modeling method was established that met these design
objectives. In this section, the creation of the final form of the developed bone shape
adaptation model and the procedure for its implementation are presented.
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4.3.1 Interrelationships Between Reference Value, Growth Rate, and Convergence
The alterations in the bone's shape were determined using the gradientless biologically
based shape optimization method of the general form in Equation 4.3, repeated here for
convenience:
xk 1 (l )  xk (l )  U k (l )
U k (l )   ( k (l )   ref )

(4.3)

where xk (l ) is the current position of node l,  k (l ) is the value of the local measure of
the current state of stress,  ref is the threshold value of this measure,  is the growth rate
constant (step size), xk 1 (l ) is the new position of node l, and U k (l ) is the amount of
change in the location of node l. The strain energy density was selected as the measure of
the local state of stress used as the "functional stimulus", or mechanical driver, for the
bone strength adaptation processes simulated in this work (See Section 4.2). Based on
the assumption of no axial growth, the shape modifications occurred only in the local
radial direction so that xk (l ) represented the radial coordinate of the location of the
surface node l with reference to a local cylindrical coordinate system over the
optimization process.
Despite the extensive study of the effects of the reference (threshold) value,  ref ,
growth rate (step size), , and convergence criteria, the definition of these main model
features were not selected in Section 4.2. Instead, their interrelationships were examined.
Individually and in combination, they directly control the amount of change in the
position of each node at each shape optimization iteration as well as the total amount of
growth that forms the final optimized shape. The preliminary studies also demonstrated
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the current difficulties in determining methods for the consistent definition of these
parameters independent of the conditions or the system studied. However, insight into
their necessary features was also gained. For example, the use of a model derived
reference value that is calculated based on the current state of stress in the body being
optimized was found to induce alterations to the objects shape that were more relative to
the conditions being studied than driving the object to an arbitrarily selected stress state.
Additionally, the interactions of the bone segments in this model with each other as well
as with the muscles that exert forces on them and the conditions external to system
examined that restrict their motion, the three-dimensional models for which the
simulation techniques are developed contain regions of locally high or low stress that will
always remain high (or low) regardless of the geometric alterations that occur around
them. Finally, because the growth rate (step size) directly controls the amount of change
with iteration, convergence measures that simply compare one iteration to the next may
not give a true representation of the progression of the geometry to an optimized state but
may really only indicate the effects of this growth rate. These issues must be resolved in
order for the developed model to achieve the desired modeling design objectives.
In the preliminary studies reviewed in Subsection 4.2.3, a number of model
derived reference values based on the current state of the optimized body were suggested.
A stress at a region far from the stress concentration area, a maximum or minimum value
and an average value of stress over the optimized surface were all considered for use in
this model. However, because the geometry being optimized in this study is three
dimensional with a large number of nodes (design variables) and directly applied
boundary conditions, the use of an absolute maximum or minimum nodal value does not
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give a good representation of the state of the entire body since regions of high stress will
remain near the loaded or constrained areas. Additionally, the selection of a region far
from the stress concentration would be dependent upon the loading condition and, thus,
vary between cases studied, limiting the universal applicability of the developed
modeling techniques. An average value over the set of design variables studied could
give a more global measure of the overall stress state over the surface being optimized, it
can represent a goal in the progress towards its uniformity of the local stress state in the
design region. Therefore, the surface averaged strain energy density (SED) was pursued
as a potential reference value in the developed model.
In the discretization of a three-dimensional body, some variation in element size
and node location is necessary to appropriately capture the mechanical state of the object.
For example, more nodes are often required near the boundary conditions where the state
of stress may vary significantly with location, and fewer nodes may be needed far from
these locations where more constant distributions of stress are expected, as shown in
Figure 4.19. If an arithmetic average of nodal strain energy densities is used, weight is
given to locations with a large number of nodes, even if these regions account for a
relatively small portion of the overall surface area. To eliminate this artificial meshdependent weighting, which would tend to skew the average value towards the stress
concentration values, an elemental area weighted average was employed. Instead of
being weighted by node density, the average strain energy density used in this model was
weighted by surface area of the exposed face of each element belonging to the optimizing
surface. In this way, elements with small areas (where there is a high node density)
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would carry less weight than elements with large areas, and a more sparse node density,
reducing the heavy contribution of the denser spaced nodes near areas of high stress.

Figure 4.19 Variation of nodal distribution in locations of applied boundary conditions.
Specifically, the elemental area weighted average strain energy density was
calculated using nodal values of the strain energy density and coordinates of these surface
nodes. First, an elemental strain energy density was found by taking the arithmetic mean
of the strain energy density of the nodes that create the exposed face of the element on
the optimizing surface. Using the coordinates of these nodes, the area of this face was
also calculated. The surface area weighted average elemental strain energy density was
then defined as follows:
M

EleAWSurfAvg
k

SED



 SED (e) A (e)
k

e 1

M

 A ( e)
k

e 1

N

SEDk (e) 

k

 SED (n)
k

n 1

N

(4.19)

276
where SEDk(n) is the strain energy density at each of the nodes at the N corners of
exposed face of the element e on the optimizing surface, and SEDk(e) is called the
elemental strain energy density for that element e. Accordingly, Ak(e) is the area of this
exposed face of element e. M is the total number of elements with exposed faces on the
optimizing surface. N is the number of nodes that define the element face, for example
N=4, for an eight-node hexahedral element. Using this element area weighted surface
averaged strain energy density as the reference (threshold) value, in growth (shape
optimization) equation becomes:
U k (l )    SEDk (l )  SEDkEleAWSurfAvg 

(4.20)

This formulation eliminates the arbitrary or experimentally based selection of the
reference (threshold) value and allows the optimization to be driven towards uniformity
based on a global measure of the current stress state of the body being optimized.
In the growth driver equation (Equation 4.20), the wide range of nodal strain
energy density values (Figure 4.20a) among the nodes in one system with one load as
well as between nodal results for various systems under a range of loading cases hinders
the widespread application of this driver. The value of the step size (growth rate)  must
continually be adjusted for each node, often by orders of magnitude, to prevent extreme
element distortion and to ensure maintain consistency with the move limit defined in
Section 4.2. Preliminary studies showed that the currently available methods to alleviate
the dependence on and automate the selection of the growth rate (scaling) factor α
artificially alter the shape optimization process and interfere with the accurate prediction
of effects of the local mechanical or stress state on the bone shape and strength.
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Different methods to reduce the range of variation in an attempt to make this
parameter, α, independent of the loading conditions have been previously suggested.
Many shape optimization methods have used a normalized growth driver [211, 212, 281]
resulting in a growth (shape optimization) equation as in Equation 4.21:
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When implemented in the optimization of a three-dimensional surface with thousands of
design variables (nodes) and directly applied boundary conditions, the normalization does
sufficiently reduce the variation of the growth driver value so as to avoid the prohibitive
extreme mesh distortion that results without adjustment of α (Figure 4.20b).
In statistical analyses, many predictions of the behavior of a population are based
on calculations over a standard distribution. In such a group of normally distributed data,
their average is equal to zero and their standard deviation is equal to one. An arbitrary
normally distributed set of data can be converted into a standard by normalizing the
difference between the individual value and the group's average by the standard deviation
of the group, allowing for easier calculation of subsequent measures. This transformation
method from an arbitrary normal distribution X of a set of data to a standard distribution,
Z, called standardization, can be written as [340]:

Z

 X  Avg 
StDev

(4.22)
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Similar to normalization, standardization imposes the added advantage of controlling the
mean and the spread of the transformed population in a predefined and repeatable
manner.
The standardization transformation is of a similar form to the growth driver
expression in the current model, and its application to the shape adaptation model would
reduce the dependency on the growth driver (step size), α, because the large spread of
values would be reduced to a manageable and predictable range. In the application of
this "standardized growth driver" to the shape optimization function (Equation 4.20), the
elemental area weighted standard deviation was used for a more equitable measure of the
conditions across the optimized surface and was calculated following a similar process to
that described for the elemental area weighted surface average:
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where Ak(e), SEDk(e) and M are as described in Equation 4.19.
As shown in Figure 4.20c, when implemented, the standardized growth driver
appropriately reduces the variation in the nodal growth that resulted from the nonnormalized difference between the local and global measures of the stress state was used
to drive the adaptive behavior (Figure 4.20a). While the distribution of the nodal strain
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energy density over a typical bone surface is not a true normal distribution, it is a
sufficient approximation for the purposes of this application. The few nodes that still
produce growth values outside of this standard deviation of one are likely nodes that
involve the direct application of boundary loading or constraints and can be handled
through the implementation of the move limits without a detrimental effect on the
resulting shape predictions. Consequently, the standardization of the growth driver was
used in this work.
U k (l )    SEDk (l )  SED
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Figure 4.20 Histogram of growth driver measures for nodes on the optimizing surface of
a 3-D cylinder (a) basic (b) normalized (c) standardized.
In order to ensure that this new growth driver in the shape optimization function
really does eliminate the model's dependency upon the growth rate scaling factor (step
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size), , a preliminary study was performed using this new model. Mixed bending and
compressive loads were applied to an initially circular hollow cylinder with a fixed
bottom surface. The applied force levels were varied by orders of magnitudes with a
constant growth rate (step size), α, to test the model dependence on this parameter.
Although the nodal strain energy density values differed by two orders of magnitude over
the cases studied, the distribution of the strain energy density with location was the same
for the different loads (Figure 4.21a).

More importantly, after hundreds of shape

adaptation iterations, the resulting shape predictions were identical in both magnitude and
distribution independent of the load magnitude (Figure 4.21b). By using the standardized
growth driver, the model's dependency upon the growth rate (step size) factor was
eliminated, furthering the models progress towards the stated research goal of universal
applicability.
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Figure 4.21 Representative results of shape optimization using standardized growth
driver. Final (a) strain energy density (b) radial coordinate of surface nodes along the
length of the cylinder (Z coordinate) at angular coordinate, ϴ= 0°.
The last modeling component needed to resolve the development of the bone
shape adaptation modeling technique in this research was the conditions required to stop
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the optimization process. As discussed in Subsection 4.2.5, because of its mathematical
laxity and inability to determine a unique optimum, there is no consistent, definitive way
to note the completion of a biologically based gradientless optimization process.
Techniques similar to those for defining convergence of other iterative numerical
methods are often employed, where either the change in a measure is tracked from one
iteration to the next or the process continues until a measure reaches a threshold value.
The use of such criteria implies that the measure used to track convergence will stop
changing when the goal is achieved. The implied goal of the shape optimization models
developed in this work is the uniformity of the strain energy density over the surface
being optimized. As previously mentioned, the persistent outliers in the strain energy
density levels that result from the imposed boundary conditions prevent a fully uniform
state of stress over the optimized surface. Therefore, criteria to define "nearly uniform"
were required.
Convergence measures for shape optimization models have handled outliers in
different ways. In some models, these outliers denote targeted regions for the design
optimization, and, therefore, convergence is measured by the reduction in the magnitudes
of the maximum values, minimum values, or the variance between them. Such criteria is
most beneficial when the number of design variables is small, such as the optimization of
a fillet curve in a two dimensional representation [209, 323]. In other models, these
outliers are extraneous and so are eliminated from the convergence calculations. Because
of the large number of design variables in the shape optimization methods developed in
this work, the nodes that are outliers and the nodes that are targeted for mediation depend
upon both the geometry and the loading conditions. Because statistical analysis methods
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are useful in determining outliers of large populations through prescribed quantitative
means, the use of statistical analysis methods was explored in the development of
convergence criteria for this work.
The most commonly used statistical methods for extracting outlier members of a
dataset rely on standard deviations. Outliers are typically defined as any points greater
than three standard deviations away from the average of a set. A potential convergence
criterion using this concept was investigated.

In this preliminarily developed

convergence model, the number of design variables (nodes) with strain energy density
values more than three standard deviations away from the surface averaged value was
tracked. Convergence was said to be achieved when the number of these outliers was
reduced by a particular amount.

When this modeling concept was implemented,

however, the number of these defined outliers did not significantly change because these
outlier values were related to the nodes closest to the boundary loads and constraints.
Various multiples of standard deviations were also considered; however, none resulted in
a reliable method for identifying improved uniformity.
In statistical analysis, the most typical members of a dataset are often defined by
creating a subset called the "interquartile range". Here, the set members are sorted
numerically.

The data is then divided into four groups with an equal numbers of

members in each group. The most typical data is said to lie in the middle two groups, the
"interquartile range". In an attempt to exclude outliers in the measure of convergence in
the bone shape optimization model developed in this work, only data in the interquartile
range was considered. The convergence measure was the average strain energy density
value of this range, and convergence was said to be achieved when this measure was
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reduced a specified amount or stopped changing.

Upon use of this attempted

convergence criteria, however, it was found that the strain energy density average
sometimes increased and the amounts of change varied based on the conditions modeled,
limiting the potential use of the method as a universal convergence criteria.
The concept of the quartiles inspired another potential method for determining the
achievement of the optimization goal. Instead of examining the most common values,
the first and last quartiles, the extreme values, were considered. These subsets consisted
of the top and bottom 25% of the data values. Therefore, they represented the "extreme"
nodal strain energy densities. By representing the first quartile as the arithmetic mean of
the members of this subset, extremely low nodal values (absolute minimums) are
tempered.

Similarly, the use of the average of the members of the fourth quartile

moderates the extremely high values and eliminates the reliance on the absolute
maximums. This method ensured a consistent number of data points to be analyzed and a
well-defined convergence value.
The averages of the first and fourth quartiles, can be considered equivalent
"maximum" and "minimum" model values, and so can be used in the same manner that
the absolute nodal maximum and minimum of the model strain energy density have been
previously employed to signal convergence in shape optimization models. Specifically,
the change from the initial difference between the equivalent model minimum and
maximum (called the "Q14Spread" in this work) at each optimization iteration can be
used as a convergence measure. Convergence can be said to be achieved at the iteration
when the Q14Spread is reduced from its initial value by a specified amount.
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The effectiveness of such a convergence method at quantifying the change in the
variation of the mechanical state of the surface nodes (design variables) was
demonstrated through the use of histograms of nodal strain energy density with iteration
of the shape optimization process as in Figure 4.22. Between the initial (Figure 4.22a)
and final (Figure 4.22b) shape optimization iteration of a representative shape
optimization problem, the variation of the nodal strain energy densities was clearly
reduced even though the number of extreme values (in the bins labeled "more" in Figure
4.22) increased slightly and the mode and median of the dataset increased. The change in
the Q14Spread from that of the initial (pre-optimized) shape presents a quantitative
measure of the reduction in variation of the state of stress over the optimizing surface. In
this example, the Q14Spread is reduced by about 50%.

A 50% reduction in the

Q14Spread was selected as the convergence criterion in this work.
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Figure 4.22 Histogram of nodal SED values depicting quartile average method for
convergence (a) initial (b) final nodal variation over the optimized surface.
4.3.2 Summary
This bone shape strength adaptation model, which is independent of any experimentally
derived or arbitrarily selected parameters, does not require any modifications or additions
to its modeling parameters, components, or techniques based on the system or conditions
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studied. Moreover, it uses predefined, quantitative criteria to determine when sufficient
improvement of the uniformity of the stress state over the optimized surface is achieved,
and contains means to maintain the integrity of the mesh, ensuring accuracy of the
structural analysis on which the shape optimization is based.
The basic function of the modeling method developed is as follows. Changes to
the profile of the bone's outer (periosteal) and inner (endosteal) cortical surfaces are
simulated through the movement of surface nodes in the local radial direction (normal to
the surface) by an amount that is directly proportional to the statistically standardized
value of the nodal strain energy density on the optimizing surface.

Spring based

smoothing of the interior volume nodes and strain energy density gradient based
Laplacian smoothing of the external surface nodes as well as a maximum "move limit"
and a constant growth rate (step size) that does not depend on the modeled conditions are
used to prevent extreme mesh distortion during the optimization process. The changes to
the shape of the bone studied are stopped when the change in the difference between the
average of the upper and lower quartiles of the nodal strain energy density over the
optimizing surface is reduced from its initial value by 50%.
The components of developed model allow for the consistent prediction of the
alterations to the shape of the bone in response to the local variations in the state of stress.
Because all system conditions studied with this model are subjected to the same features,
parameters and stopping criteria, the response of the adapted bone to different
environmental conditions could be directly quantitatively compared.

Hence, the

developed model has realized the desired design objective of universal applicability to aid
in the evaluation of the strengthening ability of a wide range of conditions.

The
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conversion of the theoretical description of the bone shape adaptation model to practical
implementation using numerical computational methods is next presented.

4.4

Implementation of the Developed Bone Shape Adaptation Model

The developed computational bone shape adaptation model described in this chapter is
based on the accurate calculation of local measures of the mechanical state in order to
modify the shape at discrete, but close, points over the optimizing surface. Because finite
element methods divide a volume into many smaller volumes joined together by discrete
points, or nodes, numerical shape optimization and finite element analysis have been a
natural pairing since their early development [204, 269, 280]. Following this coupling,
the developed bone shape adaptation model was incorporated into a commercial finite
element code through the use of customized subroutines, just as was the muscle force
magnitude optimization model (Chapter 3). The implementation of the customized code
incorporates all of the modeling components described in this section. To provide a
complete presentation of the modeling technique created in this work, the programming
methods for linking of the numerical muscle force magnitude optimization model
presented in Chapter 3 with the computational shape optimization model presented in this
chapter is also described. While the method will be explained in detail, the general
process is depicted in a flow chart in Figure 4.24, which can be referred to as needed.
The shape optimization function will first be discussed, followed by its function within
the whole muscle developed model.
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4.4.1 Shape Adaptation Model Function
For the shape optimization model to function within a commercial finite element code,
tools to access and modify the finite element model and its solutions were used. The
commercial code used in this work, ANSYS Version 12.1, has two types of programming
features to access the model database and control its function: a Fortran-based scripting
language (ANSYS Parametric Design Language (APDL)) that contains many built in
functions to execute ANSYS commands and extract model data, and user-defined
subroutines (called User Programmable Features (UPF)) that work directly within the
ANSYS solver allowing the user to alter the solver function or model data directly. As
with the muscle force magnitude optimization, both features were used for the bone shape
strength optimization simulations.
The shape optimization process used in this work is an iterative procedure where
the bone's surface boundary is progressively adjusted based on the current conditions
until sufficient uniformity of its stress state is achieved. These iterations involve both the
determination of the state of stress on the optimizing surfaces and the resulting shape
changes. In the computational implementation of the model developed in this research,
an APDL script was created to input the model parameters, control the iterations, track
convergence, and execute both the structural analysis and the shape changing procedures.
The movement of the surface and the calculation of the measures to drive this movement
were commanded through a UPF Fortran subroutine functioning within a customized
version of ANSYS. The simulation of the shape adaptation was achieved through the
movement of each node on the optimizing surface by an amount dependent upon the state
of stress (mechanical state) at that node. The developed subroutine used data directly
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from the ANSYS finite element model database, such as the nodal coordinates and
solution of the structural analysis, along with geometric model and shape optimization
model parameters input using the APDL script.

These parameters, such as basic

geometric dimensions, growth rate (step size), move limits, and size limits, were entered
into the APDL script so that they could easily be changed, as required, based on the
loading and model conditions studied, without having to recompile the customized
ANSYS executable.
The developed node moving (shape optimization) subroutine (UPF) has five main
functions. First, it calculates the unit normals (moving directions) and converts nodal
coordinates from the ANSYS database from global to required local Cartesian and
cylindrical coordinates. Second, it calculates the strain energy density and its gradient.
Third, it calculates the amount of growth per node. Fourth, it smoothes these nodes and
imposes move limits. Finally, it checks if the new surface boundaries reach any growth
limits, requiring the model to stop before convergence is reached, and it checks for
convergence. Each one of these functions is discussed.
In order to perform these functions, various data are passed to the growth
predicting subroutine from the APDL script from which the subroutine is called. Flags
are passed identifying the iteration, load case, and surface being optimized (endosteal or
periosteal).

Information about the "design variables", or set of nodes defining the

optimizing surface, including identification numbers, global coordinates, and strain tensor
components, is sent from the ANSYS database as is information about the orientation of
the bone cylinder being optimized via the identification of its local coordinate system.
Geometric parameters like the initial element spacing of the initially mapped mesh,
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which are used to calculate the move limits are also passed. In addition, data regarding
the grouping of the nodes by location are necessary as are data regarding the constraint
status of the nodes, which are used to identify the nodes on the optimizing surface that
are restricted from moving. The locations of the transition from hollow to cancellous
filled the interior bone volume are also passed from the script, as the identities of the
nodes on the internal surface in the cancellous region does not change shape. Predefined
geometric boundary limits, like values of the maximum and minimum cortical thickness
and radius allowed are passed from the APDL script to the UPF subroutine, as they are
necessary when checking for the need to stop the optimization process before
convergence is reached. Finally, the material properties are passed to the growth model
subroutine so that the nodal strain energy densities can be calculated.

4.4.1.1 Growth Direction and Coordinate Transformations. The first function of the
shape optimization subroutine is to determine the direction along which each surface
node moves. Based on the assumptions listed in Chapter 2, adult bone only changes
shape in the transverse planes (no longitudinal (axial) growth). Therefore, this model
allows growth of each node only in the local radial direction. A unit vector along the
central axis of the initially circular cylinder, with the origin at the distal end near the
ankle, is defined as the local z-axis in the growth region of the bone being optimized. A
unit vector is drawn from the origin of this local coordinate system to each surface node
and then projected onto a plane perpendicular to the local z-axis through the given
surface node. This projected vector, defined in the global coordinate system, identifies
the growth direction, Nk(l), at any optimization iteration k, for each node l.

290
In addition to the determination of the growth direction, many aspects of the node
moving shape optimization model require transformations of the nodal coordinates from
the global coordinate system in which nodal coordinates are stored in the ANSYS model
database to coordinate systems local to the orientation of the bone whose shape is being
optimized within the musculoskeletal system configuration studied.

This Cartesian

transformation is performed knowing the local z-coordinate direction and the local
coordinate system origin as defined above.

To ensure that the orientation remains

consistent between cases studied, the transformation is made without introducing any
extraneous spin about the global z-axis. The orientation of the local coordinate system is
defined by assuming that the local y-axis is aligned with a vector normal to the plane
framed by the local z-axis and the global x-axis [341]. Specifically, with the local z-axis
ezL defined as above, the coordinate transformations are as follows:

L
y

ezL  exG
e  L G
ez  ex

(4.25a)

exL  eyL  ezL

(4.25b)

where L represents the local bone coordinate system and G represents the global model
coordinate system.

Details on the numerical implementation of this procedure are

provided in Appendix B. Because of the cylindrical geometry of the bone volume
studied, the cylindrical representation of the local coordinate system is also calculated.
This cylindrical representation of the local coordinate system and the subsequent nodal
positions are useful in identifying, grouping, and sorting nodes throughout the shape
optimization process.
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4.4.1.2 Calculation of the Strain Energy Density and its Gradient.

The second

function of this shape optimization user defined subroutine was to calculate the
mechanical measure driving the gradientless optimization procedure. As discussed in
Subsection 4.2.2, the strain energy density was selected as the measure of the nodal state
of stress from which the amount of nodal growth was calculated. This measure is
calculated using the nodal strain tensor values and the material properties. The strain
tensor data is obtained directly from the model database. The material properties are
input to the ANSYS structural analysis model through the APDL script and passed to the
user defined Fortran subroutine from this script. For simplicity, the strain energy density,
SED, was calculated solely as a function of strain through the equation [85]:
1
SED  tr  σε 
2
and substituting in σ = Cε

(4.26)

where ε and σ are the engineering strain components and stress components (using strain
components in Voigt (vector) form so that k (k=4,5,6) are ij = 2ij for i≠j in the strain tensor
matrix) and C is the elastic constant matrix. As described in Chapter 2, the cortical bone
material was assumed to be transversely isotropic with the following material property
relations (Equation 2.13 repeated here for convenience).

E1=E2,  G23=G13, G12 

E1
2(1   12 )

(4.27)

Therefore, the elastic coefficient matrix is (modified from Equation 2.15 which presented
this matrix for an orthotropic material):
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Where  N  1  212  2 23 32  2 21 32 13
The strain energy density is then calculated as follows [21, 186]:

1
1
1
SED  C11 112   22 2   C33 332  C1211 22
2
2
2
2
C13 33 11   22   2C44  23  132   2C6612 2

(4.29)

where Cij are the components of the elastic coefficient matrix in Equation 4.28 and ij are
the strain tensor components.
Finite difference methods were used to find the discrete approximations of the
gradient of the strain energy density [342]. These gradients were necessary for the node
smoothing routine and are calculated in each cylindrical direction separately(r, , z).
From these components, the magnitude of the total gradient is found for all nodes i:

SED (i ) 

SED (i )
SED (i )
SED (i )
θ
z
r

z
r
2

2

 SED (i )   SED (i )   SED (i ) 
SED (i )  
 
 

    z   r 

(4.30a)

2

(4.30b)
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At most locations, the fourth order accurate finite difference approximation was used.
However, in some locations, such as for the gradient in the radial direction or near the
ends of the optimizing surface in the z direction, second order accurate or central
difference approximations were necessary. The ends of the optimizing surface were
considered to be the top and bottom of the cylindrical growth region at the outer surface
and the start of the cancellous filled regions at the inner surface. Appendix B has more
details on the calculations of the nodal strain energy density gradients.
In order to identify the neighboring nodes in the gradient calculations, the surface
node identifier numbers are sorted first by their local theta coordinate and then by their
local z-coordinate and assembled into a matrix. Because of the large number of nodes to
be sorted, the heap sort procedure was employed as it is an efficient Nlog2N process that
sorts the data directly in place with no need for extra memory to use as temporary
auxiliary storage [258]. Heap sorting is also used for other sorting processes in this
developed model as required. Details on this sorting routine are found in Appendix B.

4.4.1.3 Calculation of Amount of Nodal Growth. The third function of the shape
optimization/node moving subroutine was to calculate growth. In Subsection 4.3.1, the
growth equation chosen for this work was stated as:

Uk

 SED (l )  SED
(l )  

EleAWSurfAvg
k

k

EleAWStDev
k

SED



(4.23)
restated

This equation allows for the arbitrary selection of the growth rate (step size), α without
affecting the resulting shape change predictions because the standardized nodal strain
energy density used to drive the growth typically results in a value on the order of -1 to 1.
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Because its value did not affect the predicted shape, the growth rate (step size) was
selected to ensure a small change in element size per shape optimization iteration for
most nodal strain energy densities. Because growth only occurred in the radial direction
in this model, the initial radial step size of the mapped hexahedral mesh in the adapting
volume, a value of 1e-5 was used as the growth rate (step size), α.
The calculation of the element area weighted average and standard deviation of
the elemental strain energy density is described in Subsection 4.3.1. The sorted node
matrix, with the theta-coordinate increasing in each row and z-coordinate increasing in
each column, is employed to identify the nodes that define each element face so that their
coordinates and strain energy densities can be properly used. The element exposed
surface area is approximated as:
A(e)  ravg z

ravg 

1 4
 ri
4 i 1

(4.31)
(4.32)

   j   j 1 

(4.33)

z   k   k 1 

(4.34)

i are the nodes on the four corners of 8-node hexahedral element on the optimized
bounding surface, j and j+1 are neighboring nodes along the theta direction, and k and
k+1 are neighboring nodes along the z direction. Because the mapped mesh was regular
in theta and z coordinates, the element surface areas remained rectangular and the method
of area calculation remained valid throughout the analysis. Using these elemental areas,
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the weighted average and standard deviation of the local strain energy over the
optimizing surface are calculated from Equations 4.19 and 4.24 and the nodal growth is
subsequently determined through Equation 4.23 and stored.

4.4.1.4 Mesh Adjustment. Before the nodes are moved, adjustments to the calculated
magnitudes of growth are imposed through the surface nodal smoothing routines. This is
the fourth function of this user defined subroutine. First adjusted are the nodes which
should not move based on their imposed constraints or their locations within the model.
Information about the constraint status of each node from the model database is used in
the customized subroutine to prevent any constrained nodes from moving. Those nodes
are marked as constrained and have their growth magnitudes set to zero, regardless of the
calculated value from shape adaptation model. Additionally, nodes at the very ends of
the optimizing surfaces that connect to nonadapting elements in other regions of bone are
prevented from moving by also forcing zero-magnitude growth. Specifically, on the
outer surface, there was a zero growth row of nodes at each end of the cylindrical region
before the knee and ankle joint geometries. On the inner surface, the row of nodes that
first share cortical and cancellous elements was also restricted from growing.
Because one layer of nodes at the transition elements is prevented from moving,
significant distortion may arise as the free nodes of these elements begin to change
position.

Such distortion can cause stress concentrations that propagate into the

surrounding elements. Additionally, these transition regions already have high stress
concentrations as they are typically either near areas of large force application at the
joints and muscle attachments on the outer surface or near material or geometric
transitions like from the hollow to cancellous filled inner bone volume. Because of the
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large strain energy density values that develop in these transition regions and the
resulting large amount of growth that would occur based on the nodal adaptation model
(Equation 4.23), mesh distortion is likely to occur in these regions. This situation is not
addressed with the smoothing methods developed in this model thus far. Instead, special
rules were established for the movement of the nodes in this transition region that were
not based on the nodal strain energy densities or their gradients.
On the outer surface, where boundary conditions may be directly applied to the
nodes, the stress concentrations are potentially very large. A transition region with a
length equal to the diameter of the initial cylindrical outer surface was defined, following
Saint-Venant's principle [186]. A quadratic adjustment is imposed in this region of the
outer surface as follows:
  Z (l )  Z zero   Orig
(l )  
 U k (l )
Dini


2

U

Smooth
k

(4.35)

where l is the nodal point, Z(l) is the local axial coordinate of node l, Zzero is the local
axial location at the border with the boundary condition, U kOrig (l ) is the pre-smoothed
nodal growth, Dini is the initial diameter of the optimizing surface, and U kSmooth (l ) is the
post-smoothed growth. The effect of creating this transitional growth region on the outer
surface is shown in Figure 4.23a.
On the inner surface, the strain energy density variations are less extreme and are
mainly a result of the discontinuities between the material properties, geometry and
element type from the hollow region to the cancellous filled region.

Because the

magnitude of the strain energy density variation is likely less extreme on this inner
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surface than on the outer surface, the model assigns a linear transition in nodal position
over the first three node layers from the start of the inner surface. Figure 4.23b shows
representative adjusted regions on the inner surface.

(a)

(b)
Figure 4.23 Node adjustment on external (periosteal) surface near nongrowing regions.
(a) quadratic on outer (periosteal) (b) linear on inner (endosteal) surface.
One final set of nodal adjustments was performed based on a check of violations
of prescribed move limit.

As described in Subsection 4.3.1, the maximum allowable

amount of change in the position of each surface node per iteration was 4% of the
element size. Limits are imposed on both the amounts of increase and decrease in
element size in the developed model. If the change in a node's position is found to
exceed its move limit in the direction of its predicted growth, the growth is adjusted to be
the value of the corresponding move limit. Because too high a value of decay can cause
element inversion and the inability to solve the structural analysis, every surface node has
its own decay limit to prevent element inversion. This decay limit is calculated from the
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distance between the node and the first interior node with the same theta and z
coordinates.

These limits are imposed on the growth control the distortion of the

elements, especially between the interior node smoothing iterations (Subsection 4.2.6.1).
Because the consequences of high elemental growth are not as dire as that of high
elemental decay, the move limit in the growth direction is based on the original element
size and, hence, remains the same for every node throughout the optimization.
In the execution of the mesh adjustment procedure, the special transition
conditions described above are implemented first. The gradient based smoothing methods
described in Subsection 4.2.6.2 (Equation 4.18) are then implemented only on the nodes
that were not already adjusted as a result of these special conditions. The smoothing
based adjustments to the nodal growth are made sequentially based on the location of the
nodes on the optimizing surface, starting from the node with theta, , and z values of
zero. Because more variation typically occurs in the z rather than the theta direction,
smoothing proceeds first in the direction of increasing z before theta is updated. Once
one full sweep of node smoothing over the optimized surface is completed, the process is
repeated iteratively until the maximum change in any one node position due to the
smoothing is less than 10% of the average nodal decay growth limit over the surface
being optimized.
Because these smoothing operations are all adjustments to the magnitudes of the
growth, the change in nodal position is found only after nodal smoothing through:
X k 1 (l )  X k (l )  U k (l ) N k (l )

(4.36)
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where X k (l ) defines the current location of the node l in the global Cartesian coordinate
system, U k (l ) is the amount of growth (positive is grow, negative is decay), and N k (l ) is
a vector defining the growth direction in the global Cartesian system described above.
The global coordinates of each of the nodes in the design set are updated in the ANSYS
model database to these newly calculated values and the shape of the meshed
representation of the bone is altered.

4.4.1.5 Calculation of Convergence Measures. The fifth and final function of the
shape optimization subroutine is the calculation of the convergence measures.

As

described in Subsection 4.3.1, the model may be stopped when either convergence is
achieved or a size limit is reached.
As described in Section 4.3, the developed convergence measure is based on the
equivalent extreme values of the range of the nodal strain energy density over optimizing
surface. These equivalent extreme values and their difference (Q14Spread) are calculated
in the developed Fortran subroutine with the help of the heap sort method to identify the
upper and lower quartile sets. The value of the convergence measure is found for each
surface at each shape optimization iteration and passed to the APDL script to check for
sufficient reduction from the initial value of this measure to stop the process.
There were four size limits used to stop the model independent of the
convergence measure:

maximum outer diameter, minimum inner diameter, and

maximum and minimum cortical (wall) thickness.

All size limits are parameters

identified through the APDL script and passed to the Fortran subroutine for comparison
to the calculated values of these measures based on the nodal growth at each iteration.
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Flags are triggered when these size limits are reached, sent back to the APDL script, and
used to stop the analysis.
The limits for the maximum outer diameter and minimum inner diameter were
based on the distances between the surface nodes and the central cylindrical axis (local zaxis). For the minimum inner diameter limit to be reached, the minimum distance must
be less than the initial element size in the radial direction of the mapped mesh. For the
maximum outer diameter limit to be reached, the maximum of this distance must be
greater than half of the maximum outer diameter of the human tibia bone. While the
average maximum measured mid-shaft diameters for bones of various ages and races has
been reported as 38.5mm [343], this value was increased 50% to 58mm for the stopping
criteria in this work because the developed shape optimization program was expected to
predict large growth at areas of direct load application.
The maximum and minimum thicknesses were calculated by finding the
maximum distance between pairs of nodes on the inner and outer surface with same theta
and z coordinates. The threshold for the minimum cortical thickness of 2mm was derived
from measurements of the bones of the paralyzed [344]. As with the maximum outer
diameter, the maximum cortical thickness of the normal human bone, 12.5mm [345,
346], was increased 50% to 19mm for the maximum thickness threshold value.
The calculations of the convergence and stopping measures complete the
operation of the shape adaptation subroutine. This routine to move the nodal positions
based on their stress state is one part of the overall developed model to predict the
strength adaptations of a bone. The basic function of the complete numerical process
from the establishment of the geometric model to the optimal design is next discussed.
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4.4.2 Complete Shape Optimization Routine
Because the model was designed to function completely within a commercial finite
element program, the numerical shape optimization routine in this work is directed
through a script written specifically to command the commercial finite element code as
well as to perform necessary programming functions using data from the finite element
program's model database. The overall numerical procedure is presented in the flow
chart in Figure 4.24. The APDL script directs the ANSYS processes by defining the
system modeled and the system and other model parameters and controlling the
simulation and its subsequent analyses. It has four main functions: to set and apply
model parameters for both the built-in numerical structural analysis and the customized
shape optimization, to establish the means for efficient simulation and subsequent
analysis based on this strength adaptation modeling, to execute all user programmable
subroutines (that calculate growth, assign node motion, carry out node smoothing,
implement growth constraints, and calculate convergence measures), and to control the
flow of the simulation including its initiation and termination.

Each one of these

functions is discussed in detail within the context of the overall function of the developed
bone shape strength adaptation modeling methods.
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Figure 4.24 Basic operation of computational bone shape adaptation model.
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4.4.2.1 Preliminary Tasks. Before the iterative shape adaptation optimization procedure
was carried out, a number of preliminary processes were performed to establish the
geometry, the discretization, and the parameters used during the analysis.

These

preliminary tasks are first described. While the development of the geometry and mesh
were done manually, the majority of this preliminary work was accomplished through
automating the tasks using the APDL scripting. In this way, the developed program
could be applied to any geometric model with few modifications.
The bone volume geometries and their assembly into the limb configurations
studied (Figure 2.8 or Figure 5.1) were first created using a three-dimensional CAD
software (Pro/Engineer Wildfire 4.0 [172]). Using the CAD software and the definition
of the muscle attachment points from the literature [131], the muscle force angular
directions (Tables 2.5 through 2.7) were found, as were the moment arms of the defined
reaction force at the toe about each joint in the system (Table 2.8).

While each

configuration was made using the CAD software to determine these physical parameters,
only the assembled bone geometry of the 0° configuration (Figure 2.8a) was imported
into the finite element software, through a neutral format file, and meshed as described in
Chapter 2. Contacting regions were identified and appropriate properties were assigned
based on the preliminary studies discussed in Chapter 2.
Groups of nodes and elements were created and named to aid in the execution of
the structural analysis and the shape adaptations. The cortical and cancellous bone
regions of each bone segment were defined as were the areas where the muscle forces
and displacement constraints were applied. Groups of nodes to define the growth region
on the endosteal (inner) and periosteal (outer) surfaces were established. Using the
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mapped mesh of the growth region of the bone, lists of unique theta and z coordinate
values were established to ease the selection of desired nodes during the adaptation and
surface smoothing processes. Additionally, groups of radial nodes with common z and
theta coordinates, sorted from inner to outer surface, were established for use in the
internal spring smoothing routine.
The geometric modeling components were defined and established. The local
coordinate systems described in Table 2.4 were defined. These local coordinate systems
were used to transform the discretized straight leg bone system model to the proper
system configurations studied including the 0o, 45o, and 90o configuration models
(Figures 2.8b and 2.8c), directly within the finite element model. In each of these
discretized multibone leg models, the mesh was disassociated from the bone volumes and
the volumes were removed so that the nodes of the mesh were free to move as directed by
the bone shape adaptation simulations.
Next, the information used by the muscle force magnitude optimization program
was established. The data in Tables 2.3, 2.8 and 2.9 defining the physiological cross
sectional area, and the moment arms between the locations of the applied muscle forces
and the joint centers were entered through the APDL script and stored in the model
database for each of the three limb configurations studied (0o, 45o, and 90o). A flag
system was established to signal the appropriate set of data to be used by the Fortran
subroutine that performs the muscle force optimization procedure for the conditions
studied in each investigation. Parameters to store the resulting individual muscle force
magnitudes were created in the APDL script so the values could be used in subsequent
procedures.
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Then, the parameters directly related to the bone strength adaptation studied were
identified in the APDL script. By defining the parameters this way, they became part of
the model database, but they could still be easily altered so that the developed numerical
model could be used for different systems or configurations without significant changes
to the user defined subroutine and customized version of ANSYS. The initial cylindrical
dimensions (inner and outer diameters and length) and relative locations of the transition
between cancellous filled and hollow regions of the bone undergoing the shape
optimization were then identified and assigned. The points used to define the central axis
of the growing bone cylinder were created. The constant growth rate factor (step size)
used in the shape optimization procedure was defined. Finally, all the parameters used to
stop the progress of this optimization process were set. These include the convergence
threshold, the maximum size limits, and the maximum number of iterations allowed.
Finally, the material properties selected in Chapter 2 for the particular cortical and
cancellous bone regions identified in Figures 2.5 through 2.7 were defined in the APDL
script and applied to the appropriate groups of elements during the execution of the
structural analysis. Through this automated manner of assigning the material properties,
the values used could be easily modified, if necessary.

4.4.2.2 Execution and Control of the Bone Strength Adaptation Simulation. As
mentioned previously, the optimization routine is run through the execution of a
developed APDL script. This iterative process applies the boundary conditions, performs
the finite element structural analysis, calculates the change in nodal position and alters
the surface profiles accordingly, smoothes the mesh as required, checks the model results
for compliance with stopping criteria and ends the simulation as appropriate. Because the
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developed adaptation model allows for the study of the effects of multiple load sets, the
script tracks not only the optimization iteration, but also stores the specific load set being
applied, so that these multi-load simulations can be undertaken. Data necessary to
understand the model function and analyze changes in the bone strength are collected,
stored, and output for use in subsequent calculations
Each iteration starts with the application of the boundary conditions. Constraints
are applied as defined in the problem statement in Chapter 2. The muscle forces are
calculated directly through the user programmable feature subroutine described in
Chapter 3 using the appropriate data for the system configuration studied, which was
passed directly from the APDL script.

From the magnitudes of the muscle forces

returned from the muscle optimization program and the muscle force angles and the node
groups established in the preliminary processes, individual forces are applied to each
node in the predefined muscle force groups as explained in Chapter 2. If a node is
subjected to more than one muscle load, the force components are simply added.
Because the model is capable of applying a repeated series of load sets, the muscle force
magnitudes are cleared at the end of each adaptation iteration and reapplied in the next.
With these boundary conditions applied, the finite element structural analysis is
performed. The components of the strains at each of the nodes on the outer and inner
surfaces determined from the structural analysis are extracted from the model database
and stored in previously defined vector parameters in the defined surface groups. This
data is used to calculate the nodal growths in the shape adaptation subroutine.
Additionally, the strain component values at the first two radial levels of interior nodes
from each surface were also extracted from the model database and stored into a series of
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matrix parameters. These strain values are necessary in determining the strain energy
density gradients used in the surface node smoothing routine. These strain tensor data as
well as information identifying corresponding nodes are passed to the shape optimization
routine, which is executed twice for each load set at each iteration, once for the set of
nodes on the outer surface and then again for those on the inner surface. A series of flags
is used to control the information passed to the optimization subroutine. The flags
indicate the surface currently being optimized, ensuring proper data is sent to the
subroutine and the appropriate data is returned and stored.
While the calculations of the changes in the positions of the surface nodes are
carried within the UPF subroutine, the amount of change for each node is passed back
from the growth subroutine to the ANSYS database through the ADPL and stored for use
in the interior node smoothing routine. Because the interior node smoothing is performed
only every fifth iteration, the total change of the surface node positions over five
iterations is retained from the growth routine and is summed for input into the interior
smoothing routine. If the iteration is a multiple of five, the interior node smoothing
procedure is executed in another Fortran subroutine to calculate the amount of change in
the interior node positions based on the changes to the boundary surfaces as per
Subsection 4.2.6.1. The values of the global coordinates of these interior nodes are
updated in the ANSYS model database, resulting in the regular maintenance of evenly
spaced radial nodes over the course of the optimization process.
While the shape optimization subroutine checks on the size limits and sets flags if
conditions are met for the termination of the optimization simulation at each iteration, if
the size limits are not reached, achievement of convergence is tested only every five
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iterations within the APDL script. At this time the Q14Spread from the current iteration
is compared to Q14Spread at the start of the optimization simulation through the relation
previously defined in Subsection 4.3.1:
 Q14 Spread k  Q14 Spread1

if 
 0.5  , then
Q14 Spread1


Stop Growth: Convergence is Achieved

(4.38)

where k is the iteration count. Because the inner and outer surfaces could converge
independently, one surface may continue growing while the other may have stopped.
While the continued growth of one surface may influence the strain energy distribution
on the other surface, growth was not restarted if the Q14Spread on the converged
(stopped) surface fell below this 50% threshold. If a multiload case is studied, the
changes to the surface profile continue until the convergence criteria is met for all of the
load sets. After both inner and outer surfaces achieve convergence or a size limit is
reached, a final stress analysis is performed using the final bone shape, and the process
ends.
Data necessary for the subsequent analyses are output from the shape adaptation
subroutine and APDL script at each iteration for later use.

Such data include the

individual growth and final nodal coordinates, strain component values, and strain energy
density values and their gradients for each optimization iteration. Convergence data and
surface averaged measures at each iteration are also retained. Additionally, images of
von Mises stress or displacement distributions or the mesh itself are automatically
obtained and stored through the APDL script.
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If convergence thresholds are not achieved and no size limits are reached, the
optimization process continues. If a single load case is being studied, the muscle force
magnitudes calculated in the first iteration can be reapplied in subsequent iterations. In
this situation, the iteration count is updated, and the shape optimization is repeated
without the re-execution of the muscle force magnitude optimization program. If a
multiload case is being studied, additional checks are required to determine if the load
just applied is the final case in the set.

If it is not, the iteration count is not updated.

However, the load set count is updated.

The new muscle force magnitudes are

calculated through the execution of the muscle optimization subroutine. The new forces
are applied to the model for structural analysis and the next shape optimization iteration
is performed. If the final resultant force of the multiload case has been applied, then the
iteration count is updated, the load set count is reset. Because one optimization iteration
may contain a number of subsets for the multiload cases, the growth rate scaling factor α
defined in Subsection 4.3.1, which is set based on internal node smoothing occurring
every five iterations, is scaled by the number of load cases in the multiload set so that the
extreme mesh distortion can be better controlled.
After repeated iterations of this process, either convergence, a size limit, or a
maximum number of iterations criterion is met and the process is terminated. The
resulting shape is then used in the comparison case study described in Chapter 2. The
newly optimized system geometry is placed in the comparison configuration through the
coordinate transformations in Table 2.11. Using the comparison case resultant joint
moments in Table 2.10 and the physical system parameters in Tables 2.12 and 2.13, the
individual muscle force magnitudes are calculated and applied to the system containing

310
the optimized tibial shape. A single structural analysis in this comparison configuration
with the system containing the new tibia shape is performed, and data are collected to
quantify the effectiveness of each "optimized" shape at improving the bone's ability to
resist this comparison (critical design load) condition at a fracture prone region. This
completes the bone shape strength adaptation optimization process.
While the function of each modeling component was validated during its
development, a preliminary study was performed to verify the function of the complete
numerical model, without the final comparison. The straight leg configuration (0o) was
examined under the four loading directions used in the model defined in Figure 4.1.
Visual comparisons were made of the change in geometry and the von Mises stress
distribution in a cross section at one third of the tibia length from the ankle for each
individual case (Figure 4.25). The applied boundary conditions are also shown, with the
net generated resultant force at the toe shown for reference along with the resulting
displacement distributions.
The comparison, while only visual, clearly shows the different shapes and effects
on the von Mises stress distribution that can result by altering the mechanical
environment of the tibia bone. Depending on the resultant force direction, for a constant
magnitude load, either increases or decreases in the uniformity of the state of stress in a
local region can result. The final cross sectional shapes in this figure are similar to the
results in Figure 4.1, the preliminary study of the adaptations under the basic
combinations of loading modes.

For example, the anteriorly directed loading case

(Figure 4.25a) in this straight leg configuration showed bending dominate loading at the
comparison location (Similar to Figure 4.1c), while the inferiorly directed loading case
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(Figure 4.25d) more closely reflected the effects of the combination of compression and
bending (similar to Figure 4.1d). The similarities in the local shape changes under
similar loading modes predicted using the currently developed methods with model based
parameter values and those of the preliminary studies using arbitrarily selected
parameters adds to the validation of the function of the current bone shape strength
adaptation model. The comparisons of the initial to final local von Mises distributions
for each optimizing loading case over the course of the optimization show that the model
can demonstrate an improvement of the uniformity state of stress induced by a repeated
load under a particular loading condition. The variation of the resulting changes between
these cases confirms the need to use a singular, independent load set under which to
compare the relative changes in bone strength due to the varied loading conditions.

Note:
von Mises stress
contour scales
are different for
each case but are
the same for
initial and final
within a case.

Note:
Displacement
contour scale
is the same
for all cases.

(a)

(b)

(c)

(d)

Figure 4.25 Preliminary study to verify function of complete bone shape adaptation
model. (a) anteriorly (b) superiorly (c) posteriorly and (d) inferiorly directed resultant.
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The modeling method described in this section has met the design goals
established for the first part of this research.

It functions repeatably without the

dependency on arbitrarily selected parameters and without any modifications based on
the conditions studied. It has a clearly defined convergence measure which is directly
related to the optimization goal of improved uniformity and is not artificially altered by
isolated extreme values.

Additionally, the direct coupling of the muscle force

optimization model provides a more complete representation of the mechanical
environment under which the bone strength adaptations occur. Finally, the multisegment
skeletal model, with joint contact and appropriate depiction of the cortical and cancellous
bone tissue, improves the accuracy in the structural analysis used to drive the shape
adaptations. These modeling improvements allow for the direct quantitative comparison
of vastly different conditions on shape-based strength changes in bone, a task which has
been difficult using previously developed models. The application of the developed
model is the subject of the second part of this research and the topic of Chapter 5.

CHAPTER 5
COMPARATIVE STUDIES

5.1

Description

The objective of the first phase of this work was to create a means to quantitatively
compare the effects of various loading conditions on the predicted shape strength
adaptations of a bone through the development of a computational modeling method.
This was successfully completed as described in Chapters 3 and 4. The objective of the
second phase of this work was to use the developed model to compare the effects of
different loading conditions on the changes in strength of a fracture prone region of bone.
In addition to identifying loading modes that may reduce the risk of fracture in a
particular region of bone, the "design goal" of the shape optimization studies in this
second phase of work, these comparative studies were intended to demonstrate the ability
of the developed modeling method to quantitatively evaluate the effects of specific
mechanical factors on the strength of a fracture prone region within a system of bones.
The leg system chosen for this investigation, and the targeted strengthening region,
susceptible to stress fractures, was located a distance one-third of the length of the tibia
from the ankle.
The use of the developed model to determine targeted and efficient strengthening
methods is especially useful in environments where mechanical countermeasures to bone
weakening may be limited by physical space, gravitational forces, and time available to
devote to exercise. It was with this focus that the comparative studies presented here
were performed using the modeling method developed in the first phase of this work.
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5.1.1 Cases Studied
In these comparative studies, the strength adaptations of the tibia bone were investigated
under the isometric generation by a leg system of a force at the toe against a fixed
surface. Under the static conditions studied, the direction of this net resultant force of the
ten muscles and four bony components included in the model of the system studied
(Figure 5.1) was varied, but the magnitude of this force remained the same for all cases
considered. The resultant forces directions studied were defined to coincide with each of
the four global coordinate directions, as shown in Figure 5.1. Note that in Figure 5.1
these selected loading directions are referenced in three ways: by global direction vectors,
angular coordinate, and anatomical direction. In this chapter all three descriptors are
used interchangeably. In addition to the repeated generation of a force between the toe
and the fixed surface in each of the four loading directions depicted, the sequential
generation of pairs of these single resultant forces was also studied, for example, the
repeated generation of an anteriorly directed load, followed a posteriorly directed load,
rather than another anteriorly directed load. Lastly, the sequential generation of all four
loading directions in a clockwise rotation, anteriorly, then inferiorly, then posteriorly,
then superiorly, as in pedaling a bicycle, was studied. The examination of the shape
optimization (strength adaptations) of the tibia bone as a result of these eleven loading
conditions was repeated for the leg system arranged into each of the three configurations
depicted in Figure 5.1. These configurations, 0°, 45°, and 90° were named based on the
orientation of the axis of the tibia bone with respect to the global y-axis. The leg system
with the optimal tibial bone geometry created under each of the thirty-three conditions
studied was then arranged into a configuration representing the mid-stance phase of
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jogging, a condition thought to induce stress fractures of the distal tibia. The muscle
forces generated during this jogging condition were applied to the leg bone system
modeled and a static structural analysis was performed. Stresses generated in the tibia
bone, particularly at the targeted region susceptible to stress fractures, were then
compared for each "optimal" bone geometry under this common loading condition, as
outlined in Section 2.4. The specific single and multiload cases examined in these
comparative studies for each limb configuration studied are listed in Table 5.1. The load
cases in this table were used in each of the three limb configurations in Figure 5.1 for a
total of thirty-three optimization studies.

Table 5.1 Loading Cases Studied for Each Limb Configuration
Direction (As in Figure 5.1) and Name
[1,0,0] (Anterior or A) 0°
One Load Case

[0,1,0] (Superior or S) 90°
[-1,0,0] (Posterior or P) 180°
[0,-1,0] (Inferior or I) 270°
[0,1,0] and [0,-1,0] (S-I) 90°-270°
[1,0,0] and [-1,0,0] (A-P) 0°-180°

Sequence of Two Load
Cases

[0,1,0] and [1,0,0] (S-A) 90°-0°
[-1,0,0] and [0,-1,0] (P-I) 180°-270°
[1,0,0] [0,-1,0] (A-I) 0°-270°
[-1,0,0] [0,1,0] (P-S) 180°-90°

Sequence of Four Load
Cases

[1,0,0] [0,-1,0] [-1,0,0] [0,1,0] all around (A-I-P-S)
0°-270°-180°-90°
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(a)

(b)
YGlobal

XGlobal

(c)
Figure 5.1 Loading conditions and system configurations used for comparative studies,
indicating the definition of the net resultant force directions. (a) 0° (b) 45° and (c) 90°
configurations.
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To compare the effects of each loading case and leg configuration on the resulting
shape changes and strength adaptations of the tibia bone, certain data were tracked with
iteration and at convergence, so that they could be used in subsequent analyses for each
optimization case studied. Global changes to the tibia bone were understood through the
tracking of four parameters that were defined in Chapter 4, namely the Q14Spread, the
convergence measure, the element area weighted surface average and standard deviation
of the elemental strain energy density.

To reveal local trends, nodal strain energy

density, amount of change in nodal position, and the local radial coordinate of each
surface node (based on the local tibial Cartesian coordinate system in Figure 5.1) were
tracked over the optimization process at representative locations over each surface
studied.

In particular, trends at local angular coordinates of 0°, 90°, 180° and 270°

around the circumference of the bone and at local axial coordinates of one-sixth, onethird, one-half, two-thirds, and five-sixths of the total length of the optimizing region on
both the inner (endosteal) and outer (periosteal) surfaces gave a representation of the
behavior over the entire surface. Additionally, for each cross-section created normal to
the axial direction at these five axial locations, the minimum and maximum von Mises
stress and strain energy density of nodes on the outer circumference were recorded for
each iteration.

Because geometric measurements have been suggested as indicators of

strength, the area, moment of inertia, and the polar moment of inertia at each of these
cross-sections defined in the local tibial coordinate system (Figure 5.1) were also tracked
with iteration. As an indication of the asymmetry and overall size of the optimized
shape, the center of gravity as well as the maximum radial coordinate of the outer surface
were measured for these cross-sections at each optimization iteration. Once the optimal
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tibial geometry for given set of conditions was determined, measures of the state of stress
in the bone under the common ("critical design load") mid-stance jogging conditions,
such as the nodal von Mises stress and displacement, were determined and compared
amongst all the optimized geometries resulting from the thirty-three cases studied based
on combinations of loading conditions studied in Table 5.1 and limb configurations in
Figure 5.1. Through the analysis and comparison of the values and trends in these
measures, insight can be gained into not only the most and least effective loading
conditions to strengthen the distal tibia, but also into the causes of the shape alterations
that occur for each loading case studied. These analyses work towards achieving the
goals of this phase of the study to better understand the function of the developed shape
optimization (strength adaptation) model and to use the model to determine the effects of
specific mechanical factors on the strength of a fracture prone region of a bone.
All cases were run on one of two workstations: A 64-bit LINUX Redhat v5.3
machine with dual quad core 2.40 GHz processors and 12 GB RAM and a 64-bit
Windows7 machine with dual quad core 2.70 GHz processors and 16 GB RAM. ANSYS
v12.1 was used for each analysis. The customization with user defined subroutines was
compiled using the Intel Fortran Compilers v10.1 for LINUX and for Windows
respectively. MATLAB v2010b (for LINUX or Windows 7) was used to run the muscle
force magnitude optimization program and either GCC 4.1 (for LINUX machine) or
Visual Studio 2008 (for Windows machine) was used to create the independent
executable of this muscle force magnitude code. Run times ranged from two to twelve
days, depending on the particular conditions studied.
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Because the study was one of comparisons, it was important to ensure that the use
of the different software and hardware did not affect the results. To allay this concern,
one identical case was run on both machines. The Q14Spread was used as a comparison
measure because it is a function of the finite element analysis, the muscle force
magnitude optimization, and the calculations within the user defined Fortran subroutine.
Throughout the shape optimization studies, the difference in the Q14Spread calculated by
each machine was 0% (to seven decimal places). It was, therefore, concluded that the use
of two different machines did not adversely affect the results of the comparative studies
and helped to expedite its execution.
Before the initiation of this thirty-three case parametric study, two issues had to
be resolved. The first was related to the order of the load application in the sequential
multiload cases. The second was related to the choice of the constant magnitude of the
resultant force whose direction changes with each case studied. These issues were the
subject of two final preliminary studies.

5.1.1.1 Effect of Load Order.

The effect of the order of the sequence of load

application for multiload cases on the resulting system performance and shape
predictions was investigated. For this study, the superiorly and inferiorly directed loads
were sequentially generated in the straight leg 0° configuration (Figure 5.1) either with
the superiorly directed load generated before or after the inferiorly directed resultant load.
The cases were run to convergence or maximum size limit, whichever was first achieved.
The data described above resulting from the superiorly directed resultant force portion of
the sequential multiloadset was then compared. Specifically, convergence measures and
element area weighted surface averaged strain energy density were tracked with iteration
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for both the inner and outer surfaces under each load order studied. Additionally, plots of
the variation of the nodal strain energy density, growth per iteration and local radial
coordinate for the last iteration for both inner and outer surfaces were created for each
load order case studied. Finally, the geometric measures of the optimal tibial bone shapes
generated from each case were calculated at the one-third length cross section. Based on
the comparisons of these measures, conclusions could be drawn about the order of load
application to be used in the comparative studies.

Convergence Measure
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-20%

Outer: I-S
Inner: I-S
Outer: S-I
Inner: S-I

-25%
-30%
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150

200

250

300

Iteration

Figure 5.2 Comparison of convergence measure with iteration for the superiorly directed
load as the first or the second load in the multiple load sequence.
The average difference in the convergence value over the course of the study was
1% on the outer surface and 8% on the inner surface. Because the inner surface (pink
lines in Figure 5.2) proceeded in the converging direction at the start of the optimization
before diverging, the larger difference on the inner surface was due to the difference in
the iteration where the change from converging to diverging occurred. The difference is
noticed because comparisons were made in the convergence measure of only one of the
two loadsets in the multiload case examined. That is, when this superiorly directed
resultant load was the second in the series, it underwent one additional shape
optimization step (that under the inferiorly directed loadset) than the case where it was
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applied first (before the inferiorly directed loadset). While small, the presence of this
additional shape change iteration was noted when the sign of the convergence measure
changed.

Of the measures studied, the series order had the greatest effect on the

Q14Spread because it considered the extreme values over the surface and, therefore,
represented the largest possible differences in nodal values over the optimization domain.
Both the average and maximum difference of the element area weighed surface averaged
strain energy density resulting from the superiorly directed loadset applied either first or
second in the multiple load case studied differed by less than 0.5%.
Visually, the trends in nodal strain energy density, growth per iteration, and radial
dimension for both the inner and outer surfaces showed little difference as a result of the
applied load order. As a representation of these observed trends, the nodal strain energy
density with axial position along the ϴ=0° location of the outer surface is presented in
Figure 5.3a. Similarly, the nodal growth per iteration of the inner surface along the same
location is shown in Figure 5.3b. Finally, the geometric measures listed above of each of
the cross-sections studied differed by less than 1%, most by less than 0.1%.
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Figure 5.3 Comparison of (a) nodal strain energy density and (b) growth at ϴ = 0° on
outer surface for initial and final iterations for the superiorly directed load as the first or
the second load in the multiple load sequence.
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This study demonstrated that the order of the sequential load application in
multiload set cases does not significantly affect the resulting distributions of strain energy
density or shape changes. Therefore, the order of application of loads of a multiload case
was not critical in these parametric studies.

5.1.1.2 Effect of Load Magnitude.

In the comparative studies in this work, the

direction, not the magnitude of the resultant force generated by the leg against a fixed
plate, is varied.

In order to select this magnitude, a series of preliminary studies were

performed for the same single, anteriorly directed resultant force case using a number of
values spanning an order of magnitude: 50N, 75N, 100N, 125N, 150N, 200N, 500N. To
ensure that the trends found were not simply an effect of the particular direction selected,
the anteriorly directed force, this analysis was also performed for an inferiorly directed
resultant force.
For both directions of the resultant force studied, the change in its magnitude did
not change the distribution of the individual muscle force magnitudes (muscle activity)
calculated using the muscle force optimization model, as the optimization resulted in
muscle force magnitudes that were scaled by the same amount as the input resultant force
direction. In general, the von Mises stress distributions, nodal strain energy densities,
and final optimized tibial bone geometry varied little with each magnitude of the
generated muscle force direction studied. This can be seen from a comparison of the von
Mises stress distribution for the 50N, 100N and 500N cases shown in Figures 5.4a
through 5.4c with the stress contour scales as appropriate multiples of that used for the
50N case (2x for the 100N and 10x for the 500N). These figures depicts the optimal
shape predicted by the model and the resulting stress distributions in the tibia bone on the
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outer surface and at a cross section one third of the bone's length from the ankle joint, the
targeted strengthening region in this study of the application of the modeling techniques
developed in this work.

(a)

(b)

(c)

Figure 5.4 Representative von Mises stress distributions after shape optimization for
different resultant force magnitudes but same direction. (a) 50N (b) 100N (c) 500N.
Of the two loading direction cases used in this preliminary study of the effect of
magnitude of the resultant load, one met the convergence criteria while the other one
reached a size limit before convergence could be achieved. For the case where a size
limit was reached, the model stopped after a different number of iterations for each
resultant force magnitude studied (variation about 10%), resulting in slightly more
variation in the final geometry and nodal stresses amongst resultant force magnitudes
studied for under this loading direction than for the loading direction where all
optimization cases met the convergence criteria. For example, for loading direction when
convergence was reached, the greatest variation in the nodal measures amongst the
magnitudes studied was less than 1%, but for the loading direction which met the size
limits before convergence, the same variation was <5%.
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Some effect of the absolute individual muscle force magnitude was noted even
though the relative amounts of individual muscle activity were the same for each
magnitude case of a given loading direction. While, qualitatively, the von Mises stress
(and, consequently, the strain energy density) distributions appeared to be nearly the
same, slight variations in nodal values occurred. Figure 5.5a shows a representative case
of the first iteration of calculated growth for each shape optimization under a given load
direction for the magnitudes listed. The trends in the values of each followed those in
Figure 5.5b of the ratio of element area weighted surface average to the element area
weighted surface standard deviation.

Recalling that growth is proportional to

 SEDk (l )  SEDkEleAWSurfAvg 

 , it is clear that the trends in nodal growth in Figure 5.5a
SEDkEleAWSurfStDev


followed the ratio of the average to standard deviation of the strain energy density over
the optimizing surface.

Because the data in Figure 5.5 is for the first iteration of

calculated growth, it is a function directly of the state of stress in the bone due to the
applied individual muscle forces, and is not related to the alterations in the stress state
that occur due to the shape adaptation optimization process. Thus, the magnitude of the
resultant force that is generated by the leg system does have a small (<10%) local effect
on the stress (strain energy density) distribution resulting from the individual calculated
magnitudes of the muscle forces even though their relative distribution is consistent over
the resultant force magnitudes studied. These local stress effects slightly altered the
surface average and standard deviation of the elemental strain energy density used in the
growth equation and, therefore, causes slightly different amounts of nodal growth.
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Figure 5.5 Effect of magnitude of resultant force on (a) local nodal growth and (b) global
variation stress state over the surface for the first shape optimization iteration.
While the scaling of the individual muscle force magnitudes may have a small
effect on the local state of stress and ensuing nodal growth, the overall changes in the
shape, and, therefore, strength of the bone have been shown to not be altered
significantly. Additionally, the collective effect of the relative magnitudes of these
individual muscle forces, such as in their generation of a particular resultant force, has
demonstrated a much greater effect on the bone shape strength adaptations, as seen in the
differences in optimized geometry under different loading modes in Figure 4.1. Based on
this preliminary investigation, the selected value of the magnitude of the net resultant
force generated by the leg system was determined not to adversely affect the comparative
studies of the relative differences in bone shape strength adaptations that result from the
various system conditions investigated. Therefore, the loading conditions compared in
the studies presented in this chapter are based on the generation of a 100N net static,
isometric, resultant force by the leg between the toe and a fixed surface. This magnitude
is consistent with that measured during similar static exercises of the leg in published
studies [347] and is approximately one-third of the reported value of the isometric fatigue
limit of the leg [348].
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These two final preliminary investigations complete the model development and
definition for its application in the comparative studies in this work. Because the relative
values of the individual muscle force magnitudes have a significant effect on the bone's
shape adaptations, the analysis of the results of the described comparative studies begins
with an investigation of the individual muscle forces that are generated to create the
prescribed net resultant forces in the three limb configurations examined (Figure 5.1).

5.2

Comparisons of Muscle Force Magnitudes

As discussed throughout this work, the mechanical environment of a bone is largely
defined by the activity of the attached muscles that pull on the bone in response to more
global environmental factors, such as the interaction between a system of muscles and
bones and externally imparted forces. The activity of the muscles, represented by a set of
individual muscle force vectors, therefore, depends not only on the externally imparted
forces that they must resist or overcome, but also on the relative orientation and
arrangement of the bone and muscles that comprise the system. By analyzing the effects
of the system configuration and the externally applied loads on the activity of individual
muscle forces, a better understanding of the mechanical environment of a bone system,
which, in turn, drives the bone strength adaptations, is achieved. Accordingly, before the
presentation of the changes in the shape of the tibia as a result of the net resultant forces
and relative orientations of the leg bone segments in Figure 5.1 and Table 5.1, a
discussion of the muscle activity generated for each of these conditions is required. As
needed, refer to Figure 5.1, depicting the muscle force lines of action, orientation of the
bony system components and the net resultant forces generated. Comparisons are made
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amongst the sets of muscle forces that generate the four net resultant loading directions in
the three system configurations studied.

5.2.1 Activity of Individual Muscles
As shown in the validation studies presented in Chapter 3, insight into the
musculoskeletal system behavior can be gained by analyzing the activity of individual
muscles based on their locations of attachment and actions induced in the system studied.
Muscles with common actions are called functional groups, and there were six in this
study: hip flexors, hip extensors, knee flexors, knee extensors, ankle flexors and ankle
extensors. As their names imply the groups function either to increase (extend) or
decrease (flex) the joint angles in the leg by moving the lower (more distal) segment
towards the upper (more proximal) one. Based on the anatomy near the joints, the hip
and ankle flexion occurs in the counterclockwise direction, through the pull of the
muscles attached to the anterior (front) surfaces of the leg bones, while the knee flexion
occurs in the clockwise direction, driven by the activity of the muscles on the posterior
(back) surfaces of these bones.
Because the "function" of these groups is defined by the directions of the rotations
they induce about each of the joints and because an angular momentum balance is used in
the determination of the individual muscle forces, an analysis of the moments generated
by each functional group and each muscle within each group is helpful in understanding
the specific set of muscle activities that work together to create each net resultant force
studied. In each case studied, a desired resultant force generated by the entire leg system
between the toe and a fixed plate is defined. Based on the relative orientation of the bony
components in the system, the foot, tibia, femur, and pelvis and their overall dimensions,
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the moments the muscles must generate about the hip, knee and ankle joints to create and
maintain this force against the fixed surface can be determined (Tables 5.2 through 5.5
for the four resultant force cases studied). The individual muscles needed to create these
joint moments are then selected, through the optimization process described in Chapter 3,
corresponding to their defined "function", and their intensities are determined through
that optimization routine as a function of relative orientations the bony segments in the
system and the directions of both the individual muscle forces and the net resultant force.
The magnitudes of the forces generated by the individual muscles in this study (a
representation of each muscle's activity and intensity during a particular system function)
are shown in Figures 5.6a through 5.6d for the four studied directions of the net resultant
force generated by the leg in each of the three configurations considered. In these
figures, the functional groups and locations of attachment of each muscle are identified
for a better understanding of its function within the system. The ability of these load sets
to create a 100N force in the desired net resultant force direction at the toe of each system
configuration studied will be discussed based on the respective functions of each
individual muscle and its specific positioning within the systems studied. While a similar
analysis could be performed examining the moments generated by each muscle about
each joint, the muscle forces directly affect the local stress state of the bone, which drives
the functional adaptations, and, therefore, is of greater interest in this work.
Some muscles considered in this developed model create moments about more
than one joint. As described in Table 2.2, four of the ten muscles studied create moments
about two joints. Therefore, while the force exerted by such a muscle may be generated
with the main objective of producing a moment about one joint, its arrangement within
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the system will cause it to create another moment about an additional joint. If this second
moment is not needed for the generation of the net desired system function, other muscles
must be activated with the opposing function to counter this extraneously generated
moment. This "antagonistic" muscle activity is important to the system function, as,
while it may reduce the moment generated about a joint, it increases the forces on the
bones in the system, thus contributing to their overall stress state which drives the
strength adaptations studied in this work.
While a static isometric loading condition is studied in this work, the muscle
activity may be better understood when considering the "actions" each muscle and the
resultant force direction induce. Therefore, in this way of understanding the muscle
function, their actions may be described as "inducing a small rotation" about a joint even
though no such action actually occurs under the conditions studied.

Similarly, the

anteriorly and posteriorly directed force (in the global x-direction in Figure 5.1) may be
considered as actions to kick a ball, and the superiorly and inferiorly directed forces (in
the global y-direction in Figure 5.1) may be considered as actions to climb a stair or
stomp a foot. Figures are arranged in this chapter to allow for direct comparisons.
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Figure 5.6 Comparison of muscle activity of the leg in the three configurations studied
to create an (a) anteriorly (b) posteriorly (c) superiorly and (d) inferiorly directed static
resultant force between the toe and a fixed surface.
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Figure 5.6 Comparison of muscle activity of the leg in the three configurations studied
to create an (a) anteriorly (b) posteriorly (c) superiorly and (d) inferiorly directed static
resultant force between the toe and a fixed surface. (Continued)
5.2.1.1 Anteriorly Directed Resultant Force. The anteriorly directed resultant force is
caused by counterclockwise moments about each joint in each configuration studied
(Table 5.2). Therefore, the main activity is in the hip and ankle flexor and knee extensor
muscles (Figure 5.6a). The differences in the relative intensity of the individual muscles
within each of these functional groups are related to the positioning of the muscles within
the system. Of the four muscles that are active under this configuration, two act on both
the hip and the knee joints. Because the sartorius muscle has a cross sectional area that is
ten times smaller than that of the rectus femoris and the optimization process minimizes a
function of muscle stresses, the sartorius creates a very small force compared to the
dominant the rectus femoris muscle force, and its activity is nearly negligible.
The tibialis anterior muscle, ankle flexor, activity increases with increasing ankle
moment (Table 5.2) in the progression through the 0°, 45°, and 90° configurations as the
angle between the foot and tibia remained fixed, maintaining a constant moment arm
between the tibialis anterior muscle and the joint center, while the orientation of the tibia
transitions from parallel to the global y-axis to parallel to the global x-axis (Figure 5.1).
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In the 0° configuration, the anteriorly directed muscle force is generated by
progressively increasing moments about the ankle, knee and hip joints.

The ankle

moment generated by the tibialis anterior muscle has already been discussed in the
previous paragraph. The large rectus femoris muscle contributes most significantly to the
anteriorly directed resultant force in this configuration, with a force nearly two orders of
magnitude more than that of any other muscle. It functions to generate the hip moment
nearly completely itself, with only slight help from the sartorius muscle. The moment
that the rectus femoris generates about the knee is amplified by a small amount of
additional activity by the vastii, which acts only on the knee. From this load set, the
anteriorly directed resultant force imparted by the straight leg on the fixed surface can be
thought of as a ball being kicked forward at the foot mainly as a result of a
counterclockwise rotation about the hip joint.
In the 45° configuration, with both hip flexed at 45° and the knee flexed at 90°,
the knee extensor muscles dominate the generation of the anteriorly directed net resultant
force. Both the rectus femoris and vastii muscles are very active, with the magnitude of
the vastii twice that of the rectus femoris (Figure 5.6a). This smaller magnitude of the
rectus femoris muscle force despite the larger magnitude of the moment about the hip
compared to the knee (Table 5.2) is, in part, due to the increased moment arm between
the rectus femoris muscle and the ankle joint with the flexion of the hip in this
configuration (Figure 5.1).
The large knee extensor activity can be explained in terms of the "small rotations"
induced about the hip and knee joints to create the anteriorly directed "kick" at the toe.
With the femur at a 45° angle with the global y-axis, an increase in flexion

332
(counterclockwise rotation) at the hip caused by the rectus femoris muscle would tend to
move the femur towards the global positive x-axis, making it more horizontal (parallel
with the anteriorly directed net resultant force). This reduces the ability of the rectus
femoris to contribute to the generation of an anteriorly directed resultant force simply
through the rotation of the femur about the hip joint. In contrast, the tibia makes a -45°
angle with the global y-axis, and an increase in extension (counterclockwise rotation) of
the knee joint by the vastii and rectus femoris muscles would cause the tibia to approach
the global y-axis, making it more vertical (normal to the anteriorly directed net resultant
force). This increases the horizontal component of the muscle forces (or the forces
generated by the movement of the foot at the end of the tibia rotating about the knee).
This described activity is the desired resultant force direction. Therefore, from this load
set, the anteriorly directed resultant force generated by the leg in the 45° configuration
can be thought of mainly as a kicking a ball at the foot due to a counterclockwise rotation
about the knee joint.
In the 90° configuration, the femur is in the same orientation as it is in the 0°
configuration, but the knee is flexed at 90°, making the tibia parallel to the global x-axis
(the anterior-posterior direction) (Figure 5.1). In this configuration, the rectus femoris
muscle, which couples hip flexion and knee extension (or counterclockwise moments
about each of these joints), dominates, and there is no additional individual knee extensor
activity (Figure 5.6a). In fact, the antagonistic knee flexor muscles, the short head of the
biceps femoris and the gastrocnemius that create opposing, clockwise moments about the
knee joint, are slightly active to modulate the large moment generated about the knee due
to the rectus femoris muscle.
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As in the 45° configuration, the relative muscle activity can be understood when
considering the relative orientations of the femur and tibia with respect to the direction of
the resultant force. In this 90° configuration, the tibia is parallel to the global x-axis and
pointed in the posterior direction with respect to the knee joint. When extending the knee
from this position through a counterclockwise rotation, the force at the toe due to this
rotation would initially have a very large vertical component and will not significantly
contribute to the net anteriorly directed force at the toe, parallel to the global x-direction.
With the femur aligned with the global y-direction, a small rotation about the hip joint
would cause a force at the knee to have a very large horizontal component, which is the
desired force direction. Therefore, the anteriorly directed resultant force in the 90°
configuration can be thought of a forward "rolling" action of a ball at the toe by the foot
mainly through a counterclockwise rotation about the hip joint.

Table 5.2 Moments Created About Joints by the Active Set of Muscles when Generating
an Anteriorly Directed Net Resultant Force (CCW+) (N-m)
Ankle
Knee
Hip

0°
6.4
46.6
88.6

45°
18.3
46.7
76.4

90°
19.5
19.5
61.5

5.2.1.2 Posteriorly Directed Resultant Force. The joint moments generated to create
the posteriorly directed (negative global x-direction) resultant force are equal in
magnitude and opposite in direction from the anteriorly directed (positive global xdirection) resultant force (Table 5.3). However, the muscle activity is more varied
(Figure 5.6b). While the majority of the active muscles are on the posterior side of the
bone system, there is some antagonistic ankle flexor activity. In all of the configurations
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studied, the hip extensor muscles dominate the generation of the posteriorly directed
force with varying contributions of the knee flexors and ankle extensor muscles, as the
long head biceps femoris creates moments about both the knee and hip joints and the
gastrocnemius causes moments about the knee and ankle.
In the 0° configuration, the hip extensors and knee flexors show nearly equal
intensities of activity. The long head of the biceps femoris creates the largest force with
the gluteus maximus and gastrocnemius generating about two-thirds of its magnitude,
each amplifying the hip extension and knee flexion activity, respectively, of the long
head biceps femoris muscle (Figure 5.6b). Because the gastrocnemius also acts to extend
the ankle, the relatively large magnitude of this force creates a large moment about the
ankle that is modulated through the antagonistic tibialis anterior ankle flexor activity.
Therefore, the posteriorly directed force at the toe in this straight leg configuration can be
thought to be generated by large hip extension (clockwise rotation) and knee flexion
(clockwise rotation) to pull the entire leg backwards towards the heel (negative global x).
Under the 45° configuration, the hip extensors are dominant, with three times the
total force of the knee flexors. This force distribution is driven by the very large gluteus
maximus force. The large increase in this force over the 0° configuration is due, in part,
to the decrease in its moment arm about the hip joint as the hip is flexed at the 45° angle
(Figure 5.1b). Similarly, the decrease in the magnitude of the long head of the biceps
femoris muscle force over that generated in the straight leg configuration is partly offset
by the increase in the distance between its line of action and the center of the knee joint
as described in Chapter 2 (Figure 5.1b). Because no additional moment about the knee is
needed to create the net knee joint moment desired, the ankle moment is generated
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completely by the soleus, which acts only on the ankle joint. The analysis of the relative
intensity of the hip extensor to the knee flexor muscle forces in generating a posteriorly
directed resultant force in this 45° configuration follows the descriptions of the
conditions for the anteriorly directed force in this configuration. However, while the
orientation of the bones with respect to the global coordinate system is the same in this
analysis, the posteriorly directed force is generated by oppositely directed moments about
the joints, resulting in opposite behavior of the system due to muscle activities.
The analysis proceeds with the similar "imaginary" small rotations about the
joints. Further extension of the hip joint from this 45° position would bring the femur
more vertical, increasing the horizontal component of the force generated by the motion
of the knee (and below) resulting from the rotation of the hip, enhancing the resultant
force generated in the desired direction. In contrast, the further flexion of the knee would
bring the tibia more horizontal, increasing the vertical component of the resultant force
generated at the ankle (and below) against the fixed surface, which is not the desired
effect. This analysis helps to explain the dominance of the hip extension functional
group when generating the posteriorly directed "back kick" in the 45° configuration.
A similar trend is seen in the 90° configuration with the posteriorly directed
loading, which results in very high hip extensor muscle forces (Figure 5.6b). In this
configuration, the gluteus maximus muscle generates a force more than three times that
of the long head biceps femoris and soleus.

As in the 45° configuration, the

gastrocnemius has a minor, insignificant role relative to the other active muscles. No
antagonistic muscle force activity is generated in this configuration.
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Following the "small rotation" analysis, it is easy to see that a clockwise rotation
of the hip joint in this configuration would create a horizontally directed force at the knee
and below, while that of the knee would create a vertically directed force at the ankle and
below. Thus, the "back kick" action seen in the 45° configuration is repeated in the 90°
configuration. The ankle extensor (soleus) activity is used to translate forces generated
by the hip and knee rotations from the ankle to the toe, the location of the resultant force
generation, while maintaining the 90° orientation between the tibia and the foot.

Table 5.3 Moments Created About Joints by the Active Set of Muscles when Generating
a Posteriorly Directed Net Resultant Force (CCW+) (N-m)
Ankle
Knee
Hip

0°
-6.4
-46.6
-88.6

45°
-18.3
-46.7
-76.4

90°
-19.5
-19.5
-61.5

5.2.1.3 Superiorly Directed Resultant Force. The superiorly directed resultant force
acting to pull the toe upwards, results in more variation in the active muscles among the
three configurations studied and significantly smaller muscle force magnitudes (Figure
5.6b) than the anteriorly or posteriorly directed forces to create the much smaller resultant
joint moments (Table 5.4). The generation of this resultant force direction in the 0°
configuration is dominated by the anteriorly attached muscles while that in the 90°
configuration is dominated by the posteriorly attached muscles. As can be deduced, the
45° configuration has the most diverse muscle activities for this resultant force direction.
In the 0° configuration, the leg is straight, and the superiorly directed force
corresponds to the lifting of the toe, as in a toe tap. All the joint moments are the same
because the joints are in line, parallel to the superiorly directed resultant force vector.
Because the moment arm of the tibialis anterior muscle to the ankle joint is the largest, it
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creates the smallest of the active muscle force magnitudes. With all the joint moments
the same, the vastii generates the largest muscle force because it has the smallest moment
arm about the joint on which it acts compared to the other active muscles in this
condition. The vastii acts about the knee joint only and the line of action is parallel to that
of the resultant force. Therefore, it contributes significantly to the "upwards" pulling of
the foot. Finally, the rectus femoris generates the largest force of the muscles that act on
hip joint. Although the iliacus and sartorius were also active, their cross-sectional areas
were much smaller and, therefore, produced minimal forces.
The analysis used in the posteriorly and anteriorly directed resultant force under
the 90° configuration can be applied to understand the muscle activity to direct the
resultant force superiorly in this 90° configuration, where the hip and knee had equal
magnitudes of clockwise joint moments (hips extension/knee flexion) and the ankle had a
very slight extension moment. The superiorly directed resultant force at the toe in the
90° bent back configuration is generated mainly through knee flexor activity. Because of
the relatively large moment arms of the knee flexor muscles about the knee joint in this
configuration, the long head biceps femoris and gastrocnemius muscles produce forces of
moderate magnitudes. Because the ankle does not require as large a moment as that
which is generated by the gastrocnemius in its contribution to knee flexion activity, the
antagonistic tibialis anterior muscle forces are activated to modulate the moment induced
by this ankle extensor. The clockwise hip moment is enhanced by the gluteus maximus,
which acts solely to further pull the toe upward.
In the 45° configuration, the superiorly directed load can be thought of as folding
up the leg, as occurs when the toe is being pulled up off the ground to take a step.
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Therefore, all flexor muscles are activated to pull the toe "inward" or more proximal.
The most activity occurs about the knee joint since it is in the middle of the
configuration, and the knee flexor activity must be sufficient to compensate for the knee
extensor moment that is generated by the rectus femoris muscle as a secondary result of
its produced hip joint flexion. Therefore, the rectus femoris and the long and short heads
of the biceps femoris and the gastrocnemius and the tibialis anterior muscles all act in
concert to create the superiorly directed force at the toe in this bent leg 45° configuration.

Table 5.4 Moments Created About Joints by the Active Set of Muscles when Generating
a Superiorly Directed Net Resultant Force (CCW+) (N-m)
Ankle
Knee
Hip

0°
19.5
19.5
19.5

45°
9.3
-19.1
10.6

90°
-6.4
-46.6
-46.6

5.2.1.4 Inferiorly Directed Resultant Force. As with the anteriorly and posteriorly
directed resultant forces, the joint moments required to generate the inferiorly directed
resultant force are equal in magnitude and opposite in direction to those which generate
the superiorly directed force (Table 5.5). However, the resulting individual muscle
activity is very different (Figure 5.5d). While it is expected that the active muscles used
to create the inferiorly directed resultant force would generate opposite moments
(antagonistic activity) to those that produce the superiorly directed one, the muscle force
magnitudes to induce the moments are very different.

In fact, the muscle force

magnitudes required to generate the inferiorly directed force are three to four times
greater than those to create the superiorly directed forces in the bent leg configurations.
First, however, the straight leg configuration is discussed.
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In the 0° configuration, the knee flexors dominate to push the toe down, with
nearly equal intensities from the long head biceps femoris muscle pulling up on the tibia
and gastrocnemius muscle pulling up on the heel, both creating clockwise rotations about
the knee that result in the downward action at the toe. The activity of the gastrocnemius
muscle also works to create the required clockwise ankle moment to further push the toe
downward, in the desired resultant force direction. Because the gastricnemius activity
produces a clockwise moment about the ankle greater than what is required to crate the
net resultant force, the tibialis anterior muscle must generate an antagonistic,
counterclockwise, modulating moment. The short head biceps femoris adds a little to the
knee joint moment created by the long head of the biceps femoris as does the gluteus
maximus muscle in creating a counterclockwise rotation about the hip joint.
It is interesting that the gastrocnemius and the long head of the biceps femoris
both work to flex the knee but actually create opposing moments about the knee joint
since one attaches on the femur side and the other attaches on the tibia side. This
configuration has direct implications on the stress state that is created by when both of
these muscles are active, as in these superiorly and inferiorly directed resultant forces,
since the moments induced by one muscle on the tibia would oppose moments induced
on the tibia by the other muscle.
In the 90° configuration, the activity is dominated by the knee extensor muscles
that would rotate the lower leg counterclockwise and move the ankle downward, creating
a large force parallel to the global negative y-direction at the toe. Thus, the vastii muscle
force is very large, aided by the rectus femoris muscle force. The hip flexor force of this
muscle would aid in the downward movement of the toe as the knee rotates forward. A
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small tibialis anterior muscle force generates the small ankle flexor moment that prevents
the ankle from extending in this fixed limb configurations under the forces generated by
the other active muscles.
Finally, in the 45° configuration, in direct opposition to the muscle activity
required to generate the superiorly directed resultant force, the hip, knee and ankle
extensors work together to "unfold" the leg from this bent position as when climbing a
stair or propelling during a run. The relatively large moment arms at the soleus and
gluteus maximus in combination with the larger joint moment at the knee result in very
large vastii muscle forces compared to the other two active muscles. It is interesting to
note that because of the function of the muscles selected for inclusion in this study, the
inferiorly directed force can be generated by muscles that act only on one joint each,
eliminated the need for the modulation of the resulting joint moments with antagonistic
muscle activity as was seen in the superiorly directed resultant force.

Table 5.5 Moments Created About Joints by the Active Set of Muscles when Generating
an Inferiorly Directed Net Resultant Force (CCW+) (N-m)
Ankle
Knee
Hip

0°
-19.5
-19.5
-19.5

5.2.1.5 Relative Muscle Force Intensity.

45°
-9.3
19.1
-10.6

90°
6.4
46.6
46.6

In many experimental studies, the

measurement of the electrical activity in an individual muscle is used as an estimate for
the intensity of the activity of a muscle in the system investigated.

To obtain a

quantitative measure of this relative activity of the set of muscles within the system, the
strength of the recorded electrical signals of each individual muscle is often normalized
to the maximum value in the active set [126]. In Chapter 3, the usefulness of this
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normization process in understanding the contribution of each individual muscle to the
overall system function was demonstrated, even when the actual muscle force magnitudes
were known. Therefore, such an analysis was performed with the predicted muscle force
magnitudes for each of the cases modeled in this comparative phase of the work to better
compare the relative intensities of the individual muscle forces for each of the conditions
studied. The ratio of the individual muscle force magnitudes to maximum magnitude of
all active muscles for each loading direction and limb configuration are presented in
percentage form in Table 5.6.

Table 5.6 Relative Intensity of the Individual Muscle Force Magnitudes for the Set of
Active Muscles in Each Loading Case Considered

Anterior
Attachments

Posterior
Attachments

IL
SART
RF
VAST
TA
GM
LHBF
SHBF
GAST
SOL

[1,0,0] Anterior
0°
45°
90°
0.3%
0.1%
0.4%
1.0%
0.6%
1.0%
100.0% 51.0% 100.0%
13.3% 100.0% 0.0%
3.6%
12.1% 18.1%
0.0%
0.0%
0.0%
0.0%
0.0%
0.0%
0.0%
0.0%
5.0%
0.0%
0.0%
3.0%
0.0%
0.0%
0.0%

[-1,0,0] Posterior
[0,1,0] Superior
0°
45°
90°
0°
45°
90°
0.0%
0.0%
0.0%
0.2%
0.4%
0.0%
0.0%
0.0%
0.0%
0.8%
1.1%
0.0%
0.0%
0.0%
0.0% 75.4% 79.2% 0.0%
0.0%
0.5%
0.0% 100.0% 0.0%
0.0%
36.8% 0.0%
0.0% 38.0% 57.6% 22.2%
55.5% 100.0% 100.0% 0.0%
0.0% 92.5%
100.0% 34.9% 28.1% 0.0% 100.0% 100.0%
9.5%
0.0%
0.1%
0.0% 17.6% 9.6%
60.5% 1.6%
5.3%
0.0% 30.3% 48.4%
0.0% 11.4% 24.4% 0.0%
0.0%
0.0%

[0,-1,0] Inferior
0°
45°
90°
0.0%
0.0%
0.2%
0.0%
0.0%
0.7%
0.0%
0.0% 68.2%
0.0% 100.0% 100.0%
23.9% 0.0%
4.7%
11.2% 41.8% 0.0%
86.6% 0.0%
0.0%
9.3%
0.0%
0.0%
100.0% 0.0%
0.0%
0.0% 14.3% 0.0%

In the cases where the anteriorly attached muscle forces dominate, either the
rectus femoris or the vastii consistently produced the largest forces while the sartorius
and the iliacus provided only minor additions. This directly follows the relative sizes of
their physiological cross-sectional areas and verifies that the model predicts force
magnitudes that are capable of being generated by the individual muscles (as muscles
with smaller areas cannot generate as great forces as can larger sized muscles). The
tibialis anterior muscle, which is the sole ankle flexor on the anterior side of the bone
system modeled, usually produces a force with a much lower magnitude than any of the
knee flexor and hip extensor muscles acting on this "front" side of the bone, especially
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when the others dominate. This could be due in part to its muscle size, as it is half the
size of the rectus femoris and about one quarter that of the vastii. However, the relatively
small tibialis activity is also due to its relatively large moment arm about the ankle joint
when compared to similar distances for the other anteriorly attached muscles on the leg.
When the posteriorly attached muscles dominate, it is the long head of the biceps
femoris or the gluteus maximus that provides the majority of the force intensity in most
of the conditions examined. This is likely due to the relatively large size of these muscles
(Table 2.3). The matching of antagonistic muscle force magnitudes is readily seen using
this "normalization" analysis.

For example, the ankle extensor function of the

gastrocnemius is essentially eliminated by the greater ankle flexor tibialis anterior force
in the superiorly directed load in the 45° configuration.
Presenting the muscle force magnitudes in this manner is also helpful in
comparing cases. For instance, in the 0° configuration, the same muscles are active to
produce a posteriorly and an inferiorly directed resultant force. However, their relative
intensities are different, with the gluteus maximus and long head of the biceps femoris
having a much greater influence in the posteriorly directed force and the gastrocnemius
having dominance in the inferiorly directed force.
Through the use of the developed muscle force magnitude optimization model,
the behavior of the individual muscle forces could be revealed and quantified. By
analyzing the magnitudes of the forces generated by the ten muscles in this study, their
contributions to overall system function could be better understood. In analyzing the
changes in bone strength that these individual muscle forces induce, their effect on the
stress distribution within the adapting region of the bone is important. While the local
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stress state is affected by the behavior of the entire system in response to the combination
of muscle forces and external forces, it is directly impacted by the forces of the muscles
directly attached to the adapting bone by the activity of the muscles that act nearby.

5.2.2 Activity of Muscles Local to the Tibia Bone
Eight of the ten muscles in the selected system directly affect the tibia bone, the site of
bone shape strength adaptation simulation in this work. Therefore, it is worthwhile to
consider their behavior in the various conditions examined in this comparative study as a
way to better understand the shape adaptations that occur. The attachment of muscle
directly to the tibia occurs entirely in the upper one third of the bone, near the knee.
Three knee extensors function in this proximal region. Two, the rectus femoris and the
vastii, attach at the same location on the anterior side of the bone, while the third, the
sartorius attaches just five millimeters below. Just slightly above this, towards the knee
by one centimeter but on the opposite (posterior) side, both the long and short heads of
the bicep femoris, the knee flexors, attach to the tibia. Five centimeters below this, also
on the posterior side, acts the soleus, the ankle extensor. The ankle flexing anterior
tibialis acts an additional five centimeters towards the ankle from the soleus but on the
anterior side. Though not directly attached to the tibia bone, the gastrocnemius straddles
it on the posterior side, attaching directly above the knee and below the ankle at the heel,
thereby directly influencing the behavior of the tibia bone. Figures 5.7a through 5.7d
depict the magnitudes of the forces generated by these muscles at each location at which
they act upon the tibia bone.
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Figure 5.7 Comparison of magnitudes of the forces generated by the eight muscles
directly influencing the behavior of the tibia bone in this investigation. The figure shows
the activity under the three leg configurations specified that work together to create an
(a) anteriorly (b) posteriorly (c) superiorly and (d) inferiorly directed static resultant force
on a fixed surface at the toe. * does not attach directly to the tibia bone.
5.2.2.1 Anteriorly Directed Resultant Force. The knee flexors that act together on the
tibia in the same location, the vastii and rectus femoris, produce substantially greater
forces than any other active muscles that contribute to the anteriorly directed force for all
three configurations. The net forces generated by these muscles are generally two to
three orders of magnitude greater than any of the other active muscles on the anterior side
of the bone (Figure 5.7a). The next largest forces are generated by the tibialis anterior.

5.2.2.2 Posteriorly Directed Resultant Force. The posteriorly directed load shows a
slightly more distributed set of muscle force magnitudes across the muscles in the system
studied, especially at the 90° configuration (Figure 5.7b). For this posteriorly directed
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loading, the largest force in all configurations is usually at the location of attachment of
the long and short head of the biceps femoris, the knee flexors. In the 0° configuration,
the gastrocnemius and the tibialis anterior were also quite active, the first likely
contributing to the knee flexion and the later modulating the secondary effect of the first,
the ankle extension. The large gastrocnemius force likely induces a significant bending
load on the tibial bone. In the 45° configuration, the biceps femoris muscle dominates,
with the largest of all the forces applied to the tibia bone. The soleus adds to the
posteriorly directed bending induced on the bone. In the 45° configuration, there are a
number of small muscle forces. The gastrocnemius force likely does not induce much
bending on the bone, and there are also very slight, likely inconsequential, forces applied
by the vastii and rectus femoris. At the 90° configuration, only the soleus and biceps
femoris muscles generate significant, nearly equal, forces on the tibia bone, with the
magnitude of the long head of the biceps femoris generating the smallest force that it
creates in all three configurations while the soleus produces a force nearly equal to what
it generates under the 45° configuration.

5.2.2.3 Superiorly Directed Resultant Force. While the total magnitude of the muscle
forces generated to create the superiorly directed resultant force are much smaller than
those to create the anterior or posterior forces, the relative magnitudes of the forces on the
tibia bone are similar to those found in the other loading directions. The vastii/rectus
femoris muscles apply a combined force at their common attachment point that is almost
an order of magnitude greater than that by the tibialis anterior muscle at the 0° orientation
(Figure 5.7c). In the 90° orientation, the biceps femoris muscles are the only forces
directly applied to the posterior side of the bone. The moderate gastrocnemius force
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induces some effects by bending and the tibialis anterior likely generates a moment about
the ankle to modulate its effect at that joint. The 45° orientation shows a more even
distribution of forces with the posteriorly attached biceps femoris and the anteriorly
attached knee extensors almost directly opposing, with less than half its magnitude. The
tibialis anterior produces a slight but significant force on the anterior side of the bone,
while the small gastrocnemius force produces a minor amount of bending.

5.2.2.4 Inferiorly Directed Resultant Force. Of the four loading conditions studied,
the inferiorly directed force requires the most variation in the active muscles from one
configuration to the next. In the straight leg, 0° configuration, only the biceps femoris
muscle acts directly on the posterior side of the tibia, and a very slight force occurs on the
anterior side, resulting from the tibialis anterior. The gastrocnemius muscle, acting on
the posterior side of the leg but not directly on the tibia bone, generates a force almost
equivalent in magnitude to that of the biceps femoris muscles, creating a substantial
bending effect. In the 90° configuration, the majority of the forces acting on the tibia
occur at the vastii/rectus femoris attachment location, with a slighter, two orders of
magnitude smaller, force from the tibialis anterior muscle that act more distally but on the
same side of the bone. The 45° configuration shows a similar but less intense dominance
of the forces at the vastii/rectus femoris muscle attachment point. However, the 45°
configuration requires an ankle extension action from the soleus rather than the ankle
flexion moment from tibialis anterior that occurs in the 90° case.
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5.2.3 Comparison Case
For completeness of the study of muscle activity for the conditions examined in this
work, the loading conditions in the comparison (critical load) case described in
Section 2.4 are presented. Refer to Figure 2.15 and Table 2.10 for a description of the
system configuration and joint moments. In this mid-stance jogging loading condition,
the leg was at a configuration between that of the 0° and the 45° cases used in the
strength adaptation cases studied, with the hip joint flexed by 20°, the knee joint flexed
by 45°, and the ankle joint flexed by 20°. Similar to the static, isometric shape adaptation
studies, the comparison mid-stance jogging condition was assumed to be instantaneously
static (See Chapter 2). However, because of the large momentum changes of the body
just before and after this mid-stance stage of the jogging cycle, the joint moments,
especially at the ankle and the knee, were much greater than any of the isometric
activities generated by the thirty-three conditions studied, with a moment about the ankle
of 160N-m, that about the knee of 180N-m and that about the hip of 30N-m. These
moments were generated mainly by hip and knee extensor and ankle flexor muscles.
Figure 5.8 shows the muscle force magnitude distribution.
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Figure 5.8 Magnitudes of muscle forces required to generate the hip, knee and ankle
moments induced in the leg at the mid-stance point in a jogging cycle.
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The main active muscles each function only about one joint, generating the
necessary joint moments with relatively no antagonistic activity required. At this midstance point in the jogging cycle, the active muscles must create the momentum change
from landing to preparing for pushoff of the leg for the next cycle. The vastii, knee
extensor, exerts the greatest force in the entire system configuration.

The gluteus

maximus acts alone to create the hip joint extensor moment, for if the long head biceps
femoris muscle was active to aid in the creation of this clockwise moment about the hip
joint, the knee extensor activity would have to increase even more than its already large
force to counter the moments that would result from the second function of the biceps
femoris as a knee flexor. The sole ankle flexor in the study, the tibialis anterior muscle,
creates a substantial force to generate the very large moment required to alter the body's
momentum at this stage of the jogging cycle. Because the model neither considered all
of the leg muscles nor the effects of the soft tissues and ligaments in tempering the
moments about the leg joints, the muscle force magnitudes predicted by the model in
these conditions may be slightly greater than what actually is exerted by the muscles
studied. Nonetheless, this set of muscle forces gives a good indication of the extreme
(critical design load) conditions that may induce stress fractures in the distal tibia.
Therefore, this model is likely to be an effective tool in comparing the strength
improvements predicted by the developed model that result from the various loading
conditions examined in this phase of the current work.
This study of how the magnitudes of the individual muscle forces vary due to the
change in the relative orientations of the bones to which they are attached and of the
relationships of these magnitudes due to the variation in the direction of the net generated
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resultant force for a given configuration of the leg is beneficial to the understanding the
behavior of the entire system under investigation. Because local influences on the system
drive the bone strength adaptive phenomena, this understanding is crucial to the analysis
of the growth patterns and shape changes in the strength adaptation processes in a bone.
As a result, the above analysis will be referred to within the descriptions of the results of
the model-predicted shape/strength changes under the conditions studied.
The shape optimization (strength adaptation) model developed in this work was
applied to the bone system described to convert an initially uniformly circular cylindrical
tibia bone to shapes "optimized" to resist each of the thirty-three conditions
(combinations of limb configurations and net resultant loads) studied. As described in
previously, the effectiveness of these optimal bone shapes at improving the bone's
strength in a region of the distal tibia susceptible to stress fractures was then evaluated by
subjecting the leg system modeled, with each optimal tibial bone shape, to loading
conditions thought to induce these stress fractures, those of mid-stance jogging.
Comparisons of measures of the strength of each optimized bone shape, specifically at a
location one-third of the tibial bone length from the ankle under this common loading
condition (critical design load), were then made so that loading conditions that might be
most beneficial at mitigating the risk for this kind of fracture might be identified. This
evaluation is next discussed.

The optimal bone shapes from each of the loading

conditions examined will first be described followed by the changes in the von Mises
stresses that they induce compared to the original initially circular cylindrical geometry at
the targeted strengthening location. The correlations between the shape changes and the
resulting stress changes under this comparison load will be emphasized.
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5.3

Performance of Optimized Geometries under Mid-Stance Jogging

The developed shape strength optimization modeling method was applied to the tibia
bone of the multibone multimuscle leg system described previously and depicted in
Figure 5.1. The initial geometry of the region of this bone to be optimized was a
uniformly circular hollow cylinder.

Changes to the bone's shape from this regular

geometry could, thus, be readily identified.

To determine the changes in the bone

strength due to these shape adaptations, an initial, baseline, static analysis was performed
on this initial hollow circular cylindrical geometry under the same mid-stance jogging
(critical load) conditions as was imposed on each of the "optimized" tibial bone
geometries that resulted from each of the thirty-three loading conditions in this
comparative study.

The change in the maximum von Mises stress at the location

susceptible to stress fracture under this comparison mid-stance jogging loading, the cross
section of the bone at a distance one-third of the length of the tibia from the ankle, from
that was occurred in the original uniform circular hollow cylinder, was selected as the
quantitative measure of comparison of the effectiveness of each loading condition
studied. Finally, the effect on the entire system performance was examined through
comparisons of the von Mises stress distributions throughout the whole leg system.

5.3.1 Changes to the Cross-sectional Shape at the Fracture Prone Region
As reviewed in Chapter 2, the literature has suggested that the smaller the diameter of a
tibia bone at a location one-third of the length of the bone away from the ankle, the more
likely a stress fracture is to occur. Therefore, an initial measure of the effectiveness of a
particular set of adaptation-inducing conditions at reducing the occurrence of a stress
fracture is an examination of the change in size of the bone at this location. This analysis
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was performed in two ways. First, a visual evaluation of the resulting shape changes was
performed from using images taken from the adapted geometric mesh, indicating
locations and relative amounts of growth and decay in the region of interest. Next,
geometric measures of the resulting shapes of the cross-sectional area of the tibial bone at
the one-third length targeted strengthening location were determined.

5.3.1.1 Qualitative Comparisons of "Optimized" Geometry at Targeted Region. A
visual evaluation of the changes in bone strength at the selected comparison location
gives a basic indication of the limb configurations and loading modes that may be more
conducive to resisting stress fractures in the distal portion of the tibia bone. In Figures
5.9 through 5.11, the final cross sectional geometries that resulted from the bone shape
optimization process under each of the eleven loading conditions studied for the 0°, 45°,
and 90° configurations, respectively, is superimposed on that of the initial circular hollow
cylindrical geometry from which the optimization began. In part (a) of each of these
figures, the resulting geometry from all eleven loading conditions is presented for visual
comparison. In part (b) of these figures, for only the single load cases, the resulting inner
and outer boundary curves are plotted with dimensional reference to give a quantitative
feel for the amounts of change that have occurred due to the optimization processes.
0° Configuration
From the images in Figure 5.9a, it is clear that resorption (decay) occurred on both the
endosteal (inner) and periosteal (outer) surfaces of the bone at this comparison location
under nearly every loading condition imposed on the limb in the 0° configuration. In
general, the predicted changes were greater on the inner surface. While many of the
loading conditions imposed on this straight leg configuration resulted in resorption at all
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points on both surfaces at the targeted region, those loadsets involving a posteriorly or
inferiorly directed resultant force showed some accretion of bone material, causing slight
growth, mainly on this inner surface (Figures 5.9a (c) and (d) and Figure 5.9b). The
changes from the initially circular cylinder were quite small under this 0° configuration,
especially in the sequential application of all four load directions. The relatively small
amount of changes to the profile of the outer surface at this location compared to the
alterations to the inner surface is noticeable in Figure 5.9b.

Figure 5.9a Comparison of change in shape at the transverse one-third tibial length
cross-section for cases indicated for the 0° configuration. Note: Red curves are the initial
geometry and black curves show the optimized shape.
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Figure 5.9b Superimposed final geometries of four single load cases, the one four-load
case (all around) and the initial geometry, for reference, at the one-third cross section for
optimization under the 0° configuration.
45° Configuration
In contrast to the 0°, straight leg, configuration, larger amounts of growth (accretion) and
decay (resorption) occurred at the location targeted for strengthening in response to most
of the loading conditions investigated under the 45°, bent leg configuration. Almost all
of the eleven loading conditions applied to this bent leg configuration showed the same
basic patterns of shape change: growth on the endosteal (inner) and periosteal (outer)
surfaces near the ϴ=0° and ϴ=180° locations (±x-directions in Figure 5.10) with decay
on both surfaces at the ϴ=90° and ϴ=270° locations (±y-directions in Figure 5.10). The
only case that did not follow this pattern was the posteriorly directed resultant force,
which displayed decay along both inner and outer surfaces at all points of the studied
cross section. In general, these 45° configuration cases showed slight asymmetry about
the y-axis, with thicker regions (more growth/less decay) on the positive x-axis side.
Some of the important observations about these shape changes are summarized below.
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Aside from the posterior case, the resulting "optimal" geometries can be grouped
by similar features that correspond to the varying relative amounts of growth at specific
locations amongst the eleven loading cases studied. The anterior (Figure 5.10a(a)),
inferior (Figure 5.10a(d)), and anterior-inferior (Figure 5.10a(h)) cases are nearly
identical, with very large growth at the outer surfaces along the local x-axis (ϴ=0° to
ϴ=180° locations) and very large amounts of decay along the local y-axis (ϴ=90° to
ϴ=270° locations). Lesser amounts of the same direction of growth occurred on the inner
surface for this group.

The posterior-inferior (Figure 5.10a(g)) and anterior-posterior

(Figure 5.10a(i)) cases shared many of the same features of the single load anterior and
inferior cases, including the greater growth on the positive x-axis (ϴ=0°) location, but
these cases presented less overall growth along the local x-axis on the outer surface and
more decay along the local y-axis on the inner surface.

Under the superiorly directed

resultant force (Figure 5.10a(b)), the growth pattern at this targeted comparison crosssection was very similar to that under the anterior loading, but with the asymmetry
reversed, where the larger amount of change is along the negative x-axis (ϴ=180°) rather
than the positive x-axis (ϴ=180°). The multiload superior-inferior (Figure 5.10a(j)) and
superior-anterior (Figure 5.10a(e)) then followed with more symmetric growth, but with
the larger amount of growth and decay than what was seen in the single load
anterior/inferior group.

Finally, the posterior-superior (Figure 5.10a(f)), anterior-

posterior (Figure 5.10a(i)), and four-load case (Figure 5.10a(k)) sets followed the patterns
of the superior-inferior and superior-anterior sets with slightly more symmetric shapes
and less overall amounts of growth or decay.
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Figure 5.10a Comparison of change in shape at the transverse one-third tibial length
cross-section for cases indicated under the 45° configuration. Note: Red curves are the
initial geometry and black curves show the optimized shape.
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Figure 5.10b Superimposed final geometries of four single load cases, the one four-load
case (all around) and the initial geometry at the one-third cross section under the 45°
configuration.
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90° Configuration
Many of the changes in the geometry from the initially uniform circular cylinder at this
targeted strengthening region under the eleven loading sets imposed on the leg in the 90°,
bent back, configuration were similar to those seen in the 45° and 0° configurations. The
geometric changes resulting from the anterior (Figure 5.11a(a)) and inferior (Figure
5.11a(d)) loading were nearly identical to those seen in the 45° configuration. Similarly,
the changes resulting from the posterior (Figure 5.11a(c)) and superior loading (Figure
5.11a(b))

under this 90° bent back configuration were similar to the superior and

posterior loading, respectively, under the 0° straight leg configuration, with the
posteriorly directed force resulting in slightly thicker region on the negative x-side and
the superiorly directed force producing the opposite conditions. This follows the rotation
of the tibia from the 0° configuration to the 90° configuration, as the globally defined
posteriorly directed force[-1 0 0] in the 0° configuration points to the heel while the
superior direction[0 1 0] also points to the heel in the 90° bent back configuration.
The multiload cases showed similar grouping patterns as the 45° bent leg
configuration. The anterior, inferior and combined anterior-inferior cases were nearly
identical to those in the 45° configuration. The anterior-posterior, posterior-inferior,
superior-anterior and superior-inferior were also similar to anterior/inferior shape, but
with less change to the overall outer surface profile. These cases followed the asymmetry
of the non-anterior/inferior load set which it contained (For example, the anteriorposterior follows the posterior single case asymmetry). The posterior-superior (Figure
5.11a(g)) set showed the smallest amount of change in shape, as the opposing
asymmetries seem to negate each other when applied in sequence. Finally, the four load
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case (Figure 5.11a(k)) showed similar, but less extreme features as the cases combining
the anterior or inferior loads with those of the posterior or superior sets and more overall
symmetry as all four individual load cases contribute to this the final shape.

Figure 5.11a Comparison of change in shape at the transverse one-third tibial length
cross-section for cases indicated under the 90° configuration. Note: Red curves are the
initial geometry and black curves show the optimized shape.
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Figure 5.11b Superimposed final geometries of four single load cases, the one four-load
case and the initial geometry at the one-third cross section under the 90° configuration.
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5.3.1.2 Quantitative Comparisons of "Optimized" Geometry at Targeted Region.
To gain a better understanding of the relative amounts of change in the geometry of this
fracture-prone region of the tibia bone in the shape optimized for each of the thirty-three
conditions studied, geometric measures were calculated for each resulting cross-section.
The area, moment of inertia, polar moment of inertia, maximum radial dimension and
coordinates of the center of gravity were calculated for each "optimal shape" at the
targeted one-third length location. Each of these measures gives an indication of the
strength of a shape of this cross-section. However, because each geometry measure is
related to the strength under a particular mode of loading, as discussed in Chapter 4, this
information alone is not sufficient to predict the general strength or behavior of the bone
under normal, varied, daily activities.

Nonetheless, the amount of change in these

measures from the initially circular cylinder gives an indication of the relative geometric
alterations caused by the shape optimization and, hence, an indication of the potential
strength improvement. The ratio of the value of each geometric measure of the targeted
cross-section of the "optimal" geometry created from each of the imposed loading
conditions in each leg configuration studied to that of the initially circular hollow
cylinder was used as a quantitative measure of the geometric changes induced.
0° Configuration
In all of the loading conditions studied for this straight leg configuration, all conditions
resulted in approximately 10% to 15% reductions in the measures of geometry at the onethird length from the ankle location susceptible to fracture (Figure 5.12b). In general, the
moment of inertia about the x-axis decreased the most, due to the thinning along the yaxis (ϴ = 90°-270° locations). The polar moment of inertia, which considers the changes
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along both the x-axis and the y-axis, decreased the next greatest amount. Relative change
in the moment of inertia about the y-axis (as a result of the decay at the (ϴ = 0° and ϴ =
180° locations) and the cross-sectional area from the initially circular hollow cylinder
were typically similar to each other and less than the changes to the other moments of
inertia. The maximum radial dimension changed very little from initial as noted through
Figure 5.9. The center of gravity (Figure 5.18a) shifted anteriorly (positive x-direction ϴ
= 0°) for the posteriorly directed loading, but it moved posteriorly for all the other loads,
indicating a thickening on the anterior side of the bone compared to the posterior side of
the bone at this cross section only for the posterior, anterior-posterior, and posteriorsuperior loading cases. This "asymmetry" was observed in the qualitative comparisons in
Figure 5.9. The inferior, followed by the superior loading directions, produced the
greatest shift to the posterior (negative x-direction ϴ = 180°) side of the bone, indicating
that the combination of changes to the outer and inner surfaces of the bone at the cross
section studied resulted in a shape that was thicker posteriorly than on the anterior side.
In comparing the single load cases, the inferiorly and the posteriorly directed
resultant force conditions produced very similar geometries, with the inferior resulting in
slightly less changes than the posterior. Similar trends were found for the superiorly and
the anteriorly directed resultant force conditions, with the superior causing slightly more
changes to the initial geometry than the anterior.
In each multiple load case, the sequential loading of different conditions produced
more moderate changes in the shape and resulting geometric measures than the single
load cases of which they were comprised. For example, the single load superior and
anterior cases produced greater changes than the combination of either of these with any
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other single load case. The exception to this observation was the combination of the
posterior-inferior loading condition, which resulted in the least amount of change at this
fracture prone location. As seen in the very small shift in center of gravity from the
uniform circular cylinder for the posterior-inferior combined load in Figure 5.12a, the
change in geometric measure in Figure 5.12b, and the images in the change in crosssection in Figure 5.9a, the opposing asymmetries of the single load posterior and inferior
cases negate each other when applied sequentially. The trends in these geometric
measures quantify the qualitative observations discussed in the previous section.
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Figure 5.12 Change in geometric measures from initially circular cylinder for loading
conditions studied in 0° configuration. (a) center of gravity (b) measures of cross-section.
45° Configuration
In the 45° configuration, similar correlations between the visual observations of shape
change and the relative values of geometric measures were found as in the 0°
configuration.

The coordinates of the center of gravity (Figure 5.13a) confirm the

observations of the relative amounts of asymmetry of growth under each of the loading
cases. For example, the x-coordinate of the center of gravity for the anterior alone case
shifts much more than for the combined anterior-superior loading conditions, resulting in
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less "asymmetry" due to the combined case.

The area, moments of inertia, and

maximum radial dimension for the examined cross-sections under the 45° configuration
changed more than under the 0° configuration (Figure 5.13b). The trends in the geometry
matched the visual descriptions of the shape changes, with a very large, nearly two-fold,
increase in the moment of inertia about the local y-axis in most cases, due to the large
growth in the x-direction, and a significant (nearly 20%) decrease in that about the local
x-axis, with the noted decay in the y-direction for many of the loading conditions studied.
The more moderate, 10% to 20%, increases in area, polar moment of inertia, and
maximum outer radial dimension followed, as there was a net material increase under
these loading conditions.
The posteriorly directed case in the 45° configuration was unique, with growth
patterns that did not follow the others. The geometric changes were more similar those
created under many of the loading directions in the 0° leg configuration, with a decrease
in all the geometric measures to coincide with the decay observed on all surfaces. Subtle
differences between the geometric measurements of different load cases, reveal
conditions which could not be ascertained from the visual inspections, including the
slightly larger changes in growth under the anteriorly directed load compared to the
inferiorly directed load and, likewise, the greater changes under the superior-inferior over
the superior-anterior loading cases. These measurements can be used to compare the
cases with a common loading direction. For example, the application of an inferiorly or
anteriorly directed load after the application of a superiorly or posteriorly directed one
increased the overall growth over either the superiorly or posteriorly directed loads alone
but decreased that of the inferiorly or anteriorly directed loads.
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Figure 5.13 Change in geometric measures from initially circular cylinder for loading
conditions studied in the 45° configuration. (a) center of gravity (b) measures of crosssection
90° Configuration
Similar trends as in the 0° and 45° configurations were revealed in the 90° configuration,
though, in general, the shape changes were not as extreme as were seen in the 45° and 0°
cases. The trends in the opposing direction of the asymmetric geometry resulting from
the posterior and superior loading shown in Figure 5.11 were revealed in the measures of
the location of the center of gravity (Figure 5.14a). The large growth in the anterior,
inferior and anterior-inferior cases was clearly observed using the ratio of the change in
the geometric measures from the initial to the "optimal" geometry in Figure 5.14b.
Moreover, the nearly equivalent magnitudes of the geometric measures for these
anterior/inferior cases under both the 90° and 45° configurations confirmed their visual
similarities. The grouping of the results from the anterior and the inferior loading and
from the posterior and superior loading was more distinct under the 90° loading than in
the 45° loading, similar to the grouping of superior and anterior loading cases in the 0°
conditions. Additionally, through these geometric measures, the similarity between the
superiorly directed resultant force in the 90° configuration (Figure 5.14b) and the
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posteriorly directed resultant force (Figures 5.13b) was deduced. Finally, the moderation
of the extremes of the two groups using multiload cases, like the posterior-superior and
posterior-anterior cases, is revealed through center of gravity measurements Figure 5.14a.
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Figure 5.14 Change in geometric measures from initially circular cylinder for loading
conditions studied in the 90° configuration. (a) center of gravity (b) measures of crosssection.
The general trends in the geometric changes from the initial circular cylinder at
this targeted region as a result of the shape optimization (strength adaptation) presented
above give a general indication of the changes to the mechanical response of each system
to a particular loading condition that is dependent upon that geometric measure. For
bending stress depends on the area moments of inertia, the stresses induced by torsion are
related to the polar moment of inertia of its cross-section, and the resistance to an axially
applied force is controlled by the cross-sectional area of an object.

However, a specific

system, biological or inert, rarely is subjected to only a single mode of loading.
Therefore, these geometric measures are not sufficient as a general measure of the bone's
overall strength, and alternative means of quantifying the change in the ability of the
bone shape to resist failure at the location of interest are necessary.
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5.3.2 Changes to State of Stress at the Fracture Prone Region
The bone shape adaptation model developed in this work is based on variations in the
local measures of strain energy density. As discussed in Chapters 2 and 4, the strain
energy density is used as a measure of the local state of combined stress in the bone that
drives the shape strength adaptations, tying the energy transferred to the bone from
externally applied loads to the energy used to perform the bone strength adaptation
processes. Also as explained in Chapter 4, the von Mises stress is a measure of the stress
generated in a body by an applied force that is related to the energy required to cause its
failure by the distortion that occurs due to this transferred energy. Therefore, because the
von Mises stress links the concepts of the strain energy density used to drive the
optimization model with the predictions of resulting strength of the optimized object,
changes to the von Mises stress in the targeted fracture prone were location from that of
the pre-optimized uniform circular hollow cylinder were compared amongst the eleven
loading sets imposed on each of the three limb configurations studied.
The use of a common comparison set of loading conditions (critical design load)
can expose "optimal designs" from the various conditions studied that create the greatest
decrease in the maximum von Mises stress in the stress fracture-prone targeted region
under the mid-stance jogging conditions, which are believed to induce stress fractures in
the region of interest. In addition to the nodal maximum von Mises stress, changes in the
spread between the minimum and maximum von Mises stresses over the boundaries of
the cross-section of interest helped to rank the cases examined by indicating change in
uniformity.
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5.3.2.1 0° Configuration. The von Mises stress distribution for the bone shapes created
under the straight leg 0° configuration are shown in Figure 5.15. Most "optimized"
shapes resulting from the eleven loading conditions for this configuration had in a larger
maximum stress at the fracture-prone location than the initially circular cylinder and,
therefore, did not improve the bone strength under the criteria defined in this model. The
posteriorly directed resultant force, which predicted, uniquely amongst the conditions
studied, material accretion on the inner surface of the anterior side of the bone, did result
in a slightly smaller (by <5%) maximum von Mises stress than the original geometry at
the location studied. Two cases produced maximum stresses at this location that were
only slightly greater than the original geometry. The geometry from the inferiorly
directed resultant force had a 5% greater maximum von Mises stress than original
geometry, and the combination of these posterior and inferior cases produced a less than
1% increase. The superiorly directed load, closely followed by the anteriorly directed
load, resulted in the greatest almost 50% increase in the von Mises stress. The remainder
of the combined loads resulted less, but still significant, increases in the von Mises stress
under the comparison conditions, increasing the likelihood of failure of the bone under
the conditions specified. These trends within the resulting geometries were consistent
both on the inner (Figure 5.15b) and outer surfaces (Figure 5.15a).
For each "optimized" tibia design at the fracture-prone cross-section targeted for
strengthening, these observed changes from the initially circular cylinder in the stress
distribution resulting from the "critical load" mid-stance jogging load were ranked.
Specifically, the percentage change over the initially circular cylinder in the maximum
nodal von Mises stress, minimum nodal von Mises stress, and the spread between these
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two for each of the conditions studied, were considered (Table 5.7). Regardless of the
measure: minimum, maximum, or spread, the ranking of the load cases under the straight
leg configuration was the same.

Only the posteriorly directed resultant load decreased

the maximum von Mises stress as well as the variation of the stress over the crosssection's perimeter on both the inner and outer surface at the targeted stress fracture prone
location. However, the improvement was very slight.

Table 5.7 Comparison of Changes in Extrema and Spread of Nodal von Mises Stress at
the One-Third Tibial Length Comparison Location for Adaptations made under the
0° Configuration
Outer (Periosteal) Surface
Loading Case
Posterior
Inferior-Posterior
Inferior
Anterior-Posterior
Posterior-Superior
All_Around
Superior-Anterior
Anterior-Inferior
Superior-Inferior
Anterior
Superior

Inner (Endosteal) Surface

MAX
VMS

MIN VMS

MAX-MIN
VMS

MAX
VMS

MIN VMS

MAX-MIN
VMS

-4%
0%
5%
28%
29%
30%
33%
33%
35%
43%
47%

1%
-1%
-10%
75%
75%
78%
85%
85%
82%
107%
101%

-5%
1%
6%
25%
26%
27%
30%
30%
32%
39%
43%

-13%
0%
9%
18%
20%
26%
31%
31%
37%
43%
50%

-78%
13%
102%
159%
154%
106%
128%
128%
56%
168%
158%

-9%
-1%
3%
9%
12%
21%
25%
25%
36%
35%
44%

Interestingly, this improvement in strength could not be discerned from the
geometric data alone at this cross section, as all measures of these "optimized crosssectional geometries" had values that were smaller than the initially circular cylinder.
Additionally, the geometry of the inferiorly directed load actually showed the least
reduction in these measures geometric. The only measure where the posteriorly directed
load was noticeably different than the other cases was in the center of gravity, where this
measure indicated an increased asymmetry under the posteriorly directed load set.
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Although the multiload cases containing the posteriorly directed load showed similar,
though less significant, thickening in this region, a decrease in the von Mises stress did
not result. Therefore, in this three-dimensional model, it is clear that the changes in a
single cross-section are not the sole influence on the stress state in this section but are
affected by that of the surrounding regions along the local tibial bone axial direction. The
behavior in the surrounding regions is not considered when examining geometric
measures of a singular slice of the bone and changes in the geometry and behavior of the
system. This observation verifies the use of the modeling methods developed in this work
as a means to evaluate the effectiveness of the strength changes in the bone over the
standard two-dimensional geometric measurements that have traditionally been used.
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Variation With Theta at 1/3 Length
- Outer - 0° Configuration
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Figure 5.15 Variation in von Mises stress under comparison load along the (a) outer and
(b) inner perimeters at the one-third cross section for the straight leg 0° configuration.
Note: In these graphs, the =0° position corresponds to the positive x-coordinate in
Figure 5.9b.
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5.3.2.2 45° Configuration. The von Mises stress along the boundaries of this targeted
cross-section for the various optimized geometries resulting from the loading conditions
on the leg in the 45° configuration (Table 5.8, Figure 5.16) follow the groups defined
based on their shapes (Figure 5.10). In general, there was a reduction in the maximum
von Mises stress in almost all cases on both the inner and outer surfaces, with the inner
surface having a greater reduction. Only the posterior alone case had a maximum von
Mises stress on the inner surface that was more than that of the original geometry (20%,
following that of the outer surface). The geometries resulting from the posterior alone and
the posterior-superior loads had the largest increase in von Mises stresses under this
comparison condition, 20% and 7% greater than the original uniform circular cylinder on
the outer surface, respectively.

The posterior-inferior and anterior-posterior group

resulted in only a slight (3%) reduction in maximum von Mises stress on the outer
surface. The superior-anterior and superior-inferior group showed a more significant
reduction, 16% on outer surface. The optimal geometries from the anterior, inferior and
combination of the two resulted in the greatest reduction of von Mises stress, 22%.
It is interesting to note that the anterior and inferior loading conditions resulted in
optimal geometries at this cross-section (Figure 5.10a (a) and (d)) very similar to those
which resulted under pure bending loads in the preliminary shape adaptation model
develop studies presented in Figure 4.1. To better understand this, the behavior of the
bone system under these loads was examined. The flexed knee and hip and the large
knee extensor muscle forces at the proximal tibia pulled the knee towards the pelvis.
With the constrained toe, this established conditions in the tibia very similar to the pure
"beam" bending mode from that preliminary study. The anterior and inferior loading
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conditions had a similar limb configuration and dominant knee extensor muscle activity
acting directly on the tibia as the mid-stance jogging comparison condition. These
similar system conditions may have contributed to the high ranking of the geometries
optimized under the anteriorly and inferiorly directed resultant forces, as they were
"designed" to resist loading conditions similar to those selected as the comparison state.
As in the 0° configuration, the ranking of the loading cases under the 45°
configuration was consistent for minimum, maximum, and spread of von Mises stress,
and also on the inner and the outer surfaces. The only difference noted between rankings
on the inner and outer surface arises between the superior and all around cases where
their ranking on the inner and outer surfaces is reversed, through very similar. In this
tabular form of comparison, the qualitatively observed groupings amongst the similar
optimized geometries at the given cross-section is noticeable, more so in the maximum
values of the von Mises stress, which were more closely tied to the applied muscle forces,
than in the minimum values.
All optimized geometries created under loads applied to the 45° configuration
except the posterior alone and the posterior-superior cases improved the strength at this
fracture prone location. Those resulting from the anterior and inferior loads, alone or in
sequence, were most effective under this critical design load. Although the posteriorbased loads under this 45° configuration were least effective at improving the local bone
strength amongst the others formed under this bent leg arrangement, the stresses in these
shapes were less than those created in most of the shapes optimized under the 0° straight
leg configuration. This indicates that the bent leg configuration may be more conducive
to strengthening the distal tibia than the straight leg configuration.
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Figure 5.16 Variation in von Mises stress under comparison load along the (a) outer and
(b) inner perimeters at the one-third cross section for the 45° configuration. Note: In
these graphs, the =0° position corresponds to the positive x-coordinate in Figure 5.10b.
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Table 5.8 Comparison of Changes in Extrema and Spread of Nodal von Mises Stress at
the One-Third Tibial Length Comparison Location for Adaptations made under the
45° Configuration
Outer (Periosteal) Surface
Loading Case
Anterior-Inferior
Anterior
Inferior
Superior-Inferior
Superior-Anterior
Superior
All Around
Anterior-Posterior
Inferior-Posterior
Posterior-Superior
Posterior

MAX
VMS
-22%
-22%
-21%
-17%
-16%
-11%
-10%
-3%
-3%
7%
21%

5.3.2.3 90° Configuration.

MIN VMS
-18%
-14%
-11%
13%
11%
8%
12%
19%
15%
53%
9%

MAX-MIN
VMS
-23%
-22%
-22%
-19%
-17%
-12%
-11%
-4%
-4%
4%
22%

Inner (Endosteal) Surface
MAX
VMS
-37%
-36%
-35%
-35%
-34%
-22%
-30%
-20%
-19%
-6%
20%

MIN VMS
166%
154%
163%
215%
211%
139%
203%
68%
85%
78%
8%

MAX-MIN
VMS
-49%
-48%
-50%
-48%
-50%
-32%
-44%
-26%
-26%
-12%
21%

The von Mises stress distributions resulting from the

optimized shapes under the eleven loading conditions applied to the leg in the 90°
configuration were similar to the 45° configuration; however, the grouping between the
geometry resulting from the posteriorly directed and superiorly directed resultant load
and that from the anteriorly and inferiorly directed loads was more distinct (Figure 5.17).
Because of this closer grouping, multiload sets containing one load from each of these
groups had more similar stresses as their optimized geometries were nearly identical,
resulting in much less change than the single load cases comprising them (Figure 5.11).
As in the 45° case, the posteriorly and posterior-superior combination (and now the
superior alone as well) resulted in weaker bone structure at this one-third length
comparison location under the selected comparison mid-stance jogging load.

The

optimized geometry from the posteriorly directed load showed a maximum von Mises
stress at the targeted region 30% greater than that of the originally uniform hollow
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circular cylinder. Similarly, the superiorly direct load increased the maximum stress by
20% and their combination did so by 15%. The difference in the increase in stress due to
the posterior and superior load cases at the targeted region despite their very similar
geometric measures (Figure 5.14b) can be deduced by the center of gravity measurement
(Figure 5.14a). A visual inspection of their cross sections (Figure 5.11) showed nearly
identical trends and amounts of geometry changes between these two cases but with
oppositely directed asymmetry. The posterior case thinned more on the anterior (ϴ=0°,
positive local x-coordinate) side, weakening the bone where there were greater stresses in
the comparison (critical design) case. In contrast, the superiorly directed load thinned
more on the posterior (ϴ=180°, negative local x-coordinate) side, leaving a slightly
thicker and, therefore, stronger geometry where the stress was greater.
Similar to the 45° configuration, the anteriorly and inferiorly directed resultant
forces and their sequential application resulted in a 22% reduction in the maximum von
Mises stress on the outer surface. As noted in the above section, the resulting geometry
under these loadings between these two bent leg configurations is similar (Figures 5.10
and 5.11). Also, as in the 45° configurations, the relative changes to the von Mises stress
on the inner surface were almost double those on the outer surface, but followed the
trends of the outer surface. The exception was the superior case, which showed a greater
increase in von Mises stress on the outer than on the inner boundary of this cross-section.
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Figure 5.17 Variation in von Mises stress under comparison load along the (a) outer and
(b) inner perimeters at the one-third cross section for the 90° configuration. Note: In
these graphs, the =0° position corresponds to the positive x-coordinate in Figure 5.11b.
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When listing the ranking (Table 5.8) of the effectiveness of the geometries
optimized under the loading cases applied to the 90° configuration to reduce stresses at
this fracture prone region, a pattern similar to that of the 45° case emerges with two main
differences. First, the superiorly directed load had a higher ranking applied to the 45°
configuration than in the 90° configuration. A small improvement in strength at this
comparison location was seen under this loading in the 45° configuration, while the
optimized geometry under this loading direction in the 90° configuration weakened the
bone significantly. Second, despite their quite visible changes in geometry the multiload
cases with combinations of single loads from each of the two main groups, resulted in
nearly no change in strength over the initially uniform cylinder, as measured by the
maximum von Mises stress on the outer surface.

Table 5.9 Comparison of Changes in Extrema and Spread of Nodal von Mises Stress at
the One-Third Tibial Length Comparison Location for Adaptations made under the
90° Configuration
Outer (Periosteal) Surface
Loading Case
Anterior-Inferior
Inferior
Anterior
Superior-Inferior
Superior-Anterior
All_Around
Inferior-Posterior
Anterior-Posterior
Posterior-Superior
Superior
Posterior

MAX
VMS
-22%
-22%
-21%
-2%
-1%
-1%
-1%
0%
15%
20%
28%

MIN VMS
-16%
-13%
-14%
30%
25%
31%
21%
21%
1%
10%
12%

MAX-MIN
VMS
-22%
-23%
-22%
-4%
-3%
-3%
-2%
-1%
16%
20%
29%

Inner (Endosteal) Surface
MAX
VMS
-36%
-36%
-35%
-16%
-16%
-14%
-12%
-11%
18%
16%
39%

MIN VMS
153%
159%
160%
24%
31%
87%
153%
159%
-62%
27%
33%

MAX-MIN
VMS
-48%
-48%
-48%
-19%
-18%
-20%
-22%
-22%
23%
15%
39%

376
While the trends in the cross sectional geometry gave a good indication of the
trends in the von Mises stress distributions at the particular cross section, because the
shape adaptation method developed in this work is applied to a component of a complex
assembly of three-dimensional geometries, not just a two dimensional cross-section of a
single bone, the variations in local shape and state of stress in one location affected the
conditions throughout the bone studied. Therefore, in understanding the trends discussed
above, clarity can be gained by examining the shape changes and resulting von Mises
stress distributions under the mid-stance jogging critical load condition throughout the
tibia bone for each of these "optimized" geometries.

5.3.3 Changes to the Overall Shape of the Tibia
The trends in the von Mises stress at the fracture prone region discussed in the previous
section did not directly follow those of the cross sectional geometry at that location,
indicating that the shape of the bone being optimized as well as its interaction with the
other bones within the system studied under the applied load affects the local stress state.
Therefore, the investigation of more global variations in the optimized tibial geometries
was required. In addition to aiding the understanding of the changes of strength in the
targeted location of likely stress fracture, which was the goal of the comparative studies
in this work, by examining these more global variations, a better appreciation of the
changes in the stresses within the studied system under this comparison "critical design"
load set that result from the inclusion of the optimized tibial bone shapes is also gained.
While the adaptations in each optimized geometry analyzed resulted in a more uniform
strain energy density under each of the thirty-three particular combination of load case
and limb configuration studied, it is important to understand the effects that these changes
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have on the overall bone strength under other "typical" loads before recommendations
about their inclusion in strengthening routines are made. For while the changes to the
bone shape due to a set of loading conditions may improve its strength one location of the
tibia as desired, an undesirable weakening in another location may also result.

5.3.3.1 Effect of Optimal Geometries on Stress Distributions under Comparison
Load. The von Mises stress distributions under the comparison loading conditions in the
sagittal midplane of the leg modeled using all thirty-three the "optimal" tibial bone
geometries that were created as a result of the various loading conditions studied under
the 0°, 45° and 90° configurations are presented in Figures 5.18, 5.19 and 5.20,
respectively. Through these cross sectional views, the alterations to the inner and outer
surface profiles for each "optimized geometry" along the axial length of the bone are also
shown. In addition, the von Mises stress distribution over the transverse cross-section of
the bone at the one-third length comparison location is presented in these figures, as this
location, prone to stress fractures under the jogging loading conditions simulated, was the
focus of the study. While the profiles of the bone all around its boundary surfaces were
altered during the shape optimization processes simulated in this work, because the
muscle force vectors only functioned in this sagittal two-dimensional plane, the presented
images well represent the variations in the behavior of the bone that result from the shape
optimizations under the conditions studied. In the images in these figures, the local bone
coordinate system shown is at the comparison location, where the transverse crosssection was taken. The bone geometry with the colored stress contours in these images
also depict the (scaled) deflection behavior induced in the bone system under the critical
design load jogging conditions, while the outlined images of the bone geometry portray
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the undeformed shape and resulting stress contour lines, for reference. The same stress
contour ranges (top left for sagittal section, top right for transverse section) are used for
all images presented in these three figures, and all deflections are scaled by the same
factor so that comparisons can be made directly. The loads applied to the tibia bone
geometry during the mid-stance jogging behavior are depicted in red arrows, and the
behavior of the original, uniform circular cylinder before optimization is shown at the top
of each image for reference. The changes to the overall shape of the tibia bone under
each of the loads are first described, followed by the effects that these changes have on
the von Mises stress distributions throughout the tibia bone under the application of the
comparison "critical design" load set.
In all optimization cases, the region of application of the largest muscle forces
(vastii and rectus femoris muscles for the cases with active knee extensors and biceps
femoris muscle for cases with active knee flexors) showed very localized, very
significant growth. Regions of generally large, but less extreme growth were observed at
the attachment areas of other active muscles acting directly on the tibia, such as the
tibialis anterior (ankle flexor) and soleus (ankle extensor) muscles. This large growth is
not likely to occur in actual bone system as the bone is naturally wider in the region
where muscles attach, thereby reducing the stresses induced by these muscles. This
initially wider region was not included in the current model simplification. However,
since the focus of the study was on the distal region of the bone, away from these areas of
muscle force application, the exclusion of this geometric feature did not adversely affect
the results of the study.
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In the 0° straight leg configuration, three main patterns of growth were identified
due to the application of the single load sets (Figure 5.18). The anteriorly and superiorly
directed loads (Figure 5.1a) showed similar patterns of thinning of the cortical wall in the
distal end of the bone (near the ankle) and thickening in the proximal end (near the knee)
on both the anterior (ϴ=0°) and posterior (ϴ=180°) sides of the bone. The posteriorly
and inferiorly directed resultant forces produced shapes under the 0° configuration that
had significant thinning on the posterior side of the proximal end of the bone, just under
the region of large growth where the biceps femoris muscle attaches to the tibia bone.
The inferiorly directed load case also exhibited thinning in the anterior distal region of
the bone and thickening in the posterior distal and anterior proximal regions. Under the
posteriorly directed resultant load in this 0° configuration, the posterior side of the bone
became thinner than the anterior side of the bone, which displayed slight thickening
throughout the length. As a result of the sequential application of two or more of these
loads in this straight leg configuration, the geometric attributes discussed for the single
load cases were combined, enhancing or maintaining common effects and reducing
differences, and resulted in more moderate amounts of change throughout. For example,
the opposing thinning and thickening in common regions of the bone under the posterior
and superior load cases "cancel" each other in the combined sequential posterior-superior
case (Figure 5.18).
Under the 45° configuration (Figure 5.19), the anteriorly and inferiorly directed
loads had similar patterns of growth and decay over the surface of the tibia bone studied,
with a thickening of the cortical wall that was the greatest at the most distal location, near
the ankle, and gradually reduced proximally, towards the knee.

In these cases the
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anterior side of the bone showed slightly more thickening than the posterior side of the
bone. The superiorly directed load resulted in a similar shape, but with significantly
more thinning on the proximal end of the bone and more prominent shaping near the
tibialis anterior muscle attachment location. In contrast, the posteriorly directed load
resulted in a thickening in the proximal region of the bone, near the knee, gradually
thinning distally along the length of the tibia approaching the ankle. As with the 0° case,
the combinations of these loads tempered these extreme effects.

For example, by

applying the anteriorly directed load after the superiorly directed load, the desired
thickening in the distal region near the stress fracture prone area was retained, however,
the detrimental extreme thickening in the proximal region near the knee was reduced
(Figure 5.19). Similarly, the extreme distal thickening and proximal thinning of the
anterior and inferior loading cases can be nearly fully neutralized through the sequential
application of a loading case that, on its own, resulted in opposing shape alterations, such
as the superior or posterior loads, so that a nearly uniform cortical wall thickness was
maintained.
As described in the 0° configuration, the prominent muscle forces acting directly
on the bone in each load case under the 45° configuration resulted in local "disturbances"
to these general trends (Figure 5.19). The anterior and inferior cases produced large
region of growth near the knee extensor (rectus femoris/vastii) muscle attachment on the
anterior side of the bone. The superior load case also showed this effect due to the knee
extensors, but was additionally affected by the knee flexor (biceps femoris muscles) and
the ankle extensor (tibialis anterior) muscles.

Finally, the posteriorly directed load
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showed the direct effects of the knee flexor (biceps femoris) and the ankle extensor
(soleus) muscles on the locally large amounts of bone growth.
Consistent with the observed trends at the one-third cross section, the anteriorly
and inferiorly directed loads under the 90° configuration resulted in nearly identical shape
patterns over the length of the tibia bone to those that occurred under the 45°
configuration (Figure 5.20).

In this bent back configuration, the posteriorly and

superiorly directed resultant loads induced similar growth trends on the anterior (positive
x-direction or ϴ=0°) side of the bone, with thickening in the proximal end of the tibia
bone and thinning proceeding distally. Under the posteriorly directed load, this trend was
followed on the anterior side only. It was reversed, on the posterior (negative x-direction
ϴ=180°) side, with thickening in the distal end, and thinning proceeding proximally.
Under the superiorly directed load, the variation in posterior side of the bone followed
that of the anterior side but with less thickening and more thinning.

As reported the

other limb configurations, the multiload cases showed a blending of characteristic
features of the single loads results, with opposite trends offsetting each other while
maintaining like trends. For example, the distal thinning and proximal thickening of the
superior case is counterbalanced by the distal thickening and proximal thinning of the
inferior case in the combined superior-inferior case to create near uniform thickness
throughout the length of the bone (Figure 5.20).
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Figure 5.18 von Mises stress distribution under comparison load at sagittal mid-plane
cross-section and transverse one-third length cross-section for 0° configuration for the
"optimal geometry" resulting from the loading cases studied.
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Figure 5.19 von Mises stress distribution under comparison load at sagittal mid-plane
cross-section and transverse one-third length cross-section for 45° configuration for the
"optimal geometry" resulting from the loading cases studied.
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Figure 5.20 von Mises stress distribution under comparison load at sagittal mid-plane
cross-section and transverse one-third length cross-section for 90° configuration for the
"optimal geometry" resulting from the loading cases studied.
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5.3.3.2 Change in Cortical Thickness along Length of "Optimized" Tibia Geometry.
For a more exact comparison between the changes to the geometric features and their
effect on stresses developed under the "critical design" comparison condition of the midstance jogging, the changes with axial location in relative thickness and radial dimensions
(total nodal growth) on the inner and outer surfaces of the "optimal" geometries created
under the thirty-three conditions studied (Figure 5.1) can be examined. These axial
changes in geometry were examined at three distinct locations on the perimeters of the
bone: on the anterior (ϴ=0° along the local positive x-direction), posterior (ϴ=180° or
along the local negative x-direction), and medial (ϴ=90° along the local positive ydirection). Because of the symmetry of the geometry and the loading about the sagittal
(local x-z) plane in this model (shown in Figures 5.18 through 5.20) assumed in this
work, the changes to the lateral side of the bone were the same as those to the medial side
and are, therefore, not presented.

The focus in this review is on the similarities and

differences in the optimal shapes under the various conditions studied. Figures 5.9,
through 5.11 are useful to aid in understanding of Figures 5.18 through 5.20 and Figures
5.21 through 5.26.
Anterior (ϴ=0°) Side of the Bone
On the anterior ϴ=0° side of the optimized tibial bone shape, some distinct trends in the
cortical bone thickness in the hollow region are noted amongst the optimized geometries
resulting from the single load sets under the three limb configurations studied (Figure
5.21). The anteriorly, superiorly, and inferiorly directed forces in the 0° configuration,
the posteriorly directed force in the 45° configuration, and the posterior and superiorly
directed forces in the 90° configuration all result in optimal shapes that are thinner than
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the original geometry in the distal region and gradually thicken to greater than the
original geometry in the proximal region.

The inferior resultant force in the 0°

configuration diverges from this trend in the proximal region (near normalized Z=0.67 in
5.21a) as the growth along this axial line is disturbed by the effects of the tibialis anterior
muscle force which causes a spike in growth followed by a slight, brief, dip into decay
just proximal to the muscle force. The posteriorly directed force in the 0° configuration
follows that of the inferiorly directed force on this ϴ=0° side of the bone except that
there is no distal decay. The anteriorly and inferiorly directed loads in the 90° and 45°
configurations, on the other hand, show opposing trends along the length of the bone on
this ϴ=0° side, with a thicker geometry on the distal end and a thinner geometry on the
proximal end. The magnitudes of the thickness over the length of the bone in these four
conditions are nearly identical. In the 45° configuration, the superiorly directed force
follows a similar trend as these anterior and inferiorly but with less thickening distally
and some thinning proximally after the disturbance caused by the tibialis anterior muscle
(near the normalized Z = 0.67 location in Figure 5.21b).
Within this hollow bone region, the tibialis anterior muscle, when active,
produces the local disturbance in the trend in the bone thickness at the normalized Z =
two-thirds location seen in all plots in Figure 5.21. While not acting directly in the
hollow region, the effect of the large knee extensor muscle forces results in the sharp
increase in bone thickness just before the proximal cancellous region of the tibia bone
(near the normalized Z = 0.83) in many of the cases examined at this (ϴ=0°) location.
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Figure 5.21 Change in thickness along the length of the hollow region of the tibia bone
at the ϴ=0° (anterior) side as a result of the shape adaptation optimization for the single
load cases. (a) 0° (b) 45° (c) 90° configuration.
In examining the total amount of nodal growth along the inner and outer surfaces
of the anterior (ϴ=0°) side of the tibia bone (Figure 5.22), the significant local effect of
the directly applied tibialis anterior and rectus femoris muscle forces is clearly seen in the
proximal (normalized Z > 0.5) half of the bone as the two large spikes in total growth
(near normalized Z =0.67 and 0.83) on the outer surface plots (left side of Figure 5.22)
and the small spikes at these locations and overall disturbance in the patterns of growth
seen on the inner surface plots (right side of Figure 5.22) for many of the load cases in
the three configurations studied, such as the superiorly directed load in the 0° or 45°
configurations (blue curves). The more widespread effects seen in the gentler, smoother
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regions of the growth curves, such as in the distal half (normalized Z < 0.5) of the bone
away from the applied muscle forces results from the growth related to the indirect
effects of the muscle force loading and bone constraints, such as the bending that was
discussed above under the inferiorly and anteriorly directed resultant loads in the 45° or
90° configurations. This relationship between the stress distributions resulting from the
thirty-three loading cases/limb configurations and the ensuing distributions of the local
growth is discussed in more detail in Section 5.4.
Under the 45° and 90° configurations, the growth on the outer surface on this
anterior (ϴ=0°) side of the bone was much greater than on the inner surface although the
trends in growth and decay were the same on both surfaces (Figure 5.22b and 5.22c).
This common trend in shape change on both inner and outer surfaces amplifies either the
thickening or thinning that occurs under the particular conditions examined as the two
surfaces work in harmony. Under the 0° configuration, however, (Figure 5.23a) the
changes on the inner surface are much greater than those on the outer surface, and they
dominate the overall changes in the bone's thickness (Figure 5.21). In fact, under the
posterior loading in this 0° configuration, the thickening observed on the (ϴ=0°) anterior
side of the bone at the one-third distal tibia length cross section in Figure 5.9 and Figure
5.21 is a result of the changes to the inner rather than the outer surface.
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Figure 5.22 Total growth along the length of the tibia bone on the ϴ=0° (anterior) side
for the outer (left plots) and inner (right plots) surfaces as a result of the shape adaptation
optimization for the single load cases (a) 0° (b) 45° (c) 90° configurations.
Posterior (ϴ=180°) Side of the Bone
On the opposite (posterior, ϴ=180°) side of the bone, the optimal shapes caused by the
conditions studied also display some interesting trends (Figure 5.23). The inferiorly
directed force in the 0° configuration as well as the posteriorly directed force in the 90°
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configuration and the anterior and interior load sets in the 45° and 90° configurations all
resulted in distal thickening (near the ankle) on this ϴ=180° (posterior) side of the bone,
gradually reducing to thinning near the proximal (near the knee) end of the hollow region
of the tibia bone compared to the size of the initial cylinder. The posteriorly directed
load in the 0° configuration followed the same trend of increased thinning from the ankle
to the knee along the ϴ=180° position, but throughout this hollow region, this load case
resulted in decay, except for the very slight thickening at the start of the hollow region
near the ankle (Figure 5.23a).
In contrast, a thinning in the distal region gradually increasing to a thickening in
the proximal region is seen in the anteriorly and superiorly directed forces under the 0°
configuration, the posteriorly directed force of the 45° configuration and the superiorly
directed force under the 90° configuration at this ϴ=180° (negative x-direction, posterior)
side of the tibia bone. The posterior 45° and superior 90° cases result in nearly identical
trends, with small changes in the thickness of the cortical wall in this hollow mid-shaft
region of the tibia bone over much of the bone length. In all these cases, the initial
thinning in the distal end converts to thickening near the knee. In most of the cases
studied, in fact, all cases under the 45° configuration, the general trends on the anterior
side of the bone match the trends in the posterior side of the corresponding load cases.
However, the posteriorly directed load under the 90° and 0° configuration and inferiorly
directed load under the 0° configuration show opposite trends in thickening and thinning
on the anterior and posterior sides of the bone. This results in the very asymmetric
geometry at the targeted comparison one-third cross-section as seen in Figures 5.9a (c)
and (d), 5.11a (c), and the shifts in the center of gravity as shown in 5.12a and 5.14a.
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Figure 5.23 Change in thickness along the length of the hollow region of the tibia bone
on the ϴ=180° (posterior) side as a result of the shape adaptation optimization for the
single load cases (a) 0° (b) 45° (c) 90° configuration.
Similar observations can be made in the nodal growth on the inner and outer
surfaces of the posterior side of the bone that were used to explain the growth on the
anterior side in the previous section regarding the relatively large amount of growth on
the inner surface under the 0° leg configuration (5.22a and 5.24a). Similarly, the general
trends of the growth on inner surface following that on the outer surface as seen in many
of the plots on this posterior side of the bone such as the superior and anterior 45° and
90° cases (Figures 5.24b and 5.24c). It is interested that, as in the 45° case with the
superiorly directed load on the ϴ=0° anterior surface, in the 90° configuration on the
posterior ϴ=180° surface (5.24c), the posteriorly directed load (green lines) results in
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much smaller total growth on the outer surface compared to the anterior (yellow lines)
and inferior directions (pink lines), while on the inner surface all three have nearly the
same amount of growth. This might be due to the number of shape adaptation iterations
completed before achieving convergence and is examined in more detail in Section 5.4.
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Figure 5.24 Total growth along the length of the tibia bone at ϴ=180° (posterior) on the
outer (left) and inner (right) surfaces as a result of the shape adaptation optimization for
the single load cases (a) 0° (b) 45° (c) 90° configuration.
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While less dramatic than on the anterior and posterior sides, the geometric on the
medial ϴ=90° and lateral ϴ=270° sides of the bone are not inconsequential and have an
important effect on the stresses developed in the optimized shape. These trends are less
complex, mostly resulting in thinning over the length of the bone in the locations studied
for all loading conditions and limb configurations (Figures 5.25 and 5.26). Slight growth
was observed, however, on the inner surface of distal end on this medial side in the 0°
configuration under the posterior and inferiorly directed resultant forces (Figure 5.9a
(c),(d), Figure 5.25a, Figure 5.26a (right). This growth thickened this distal region of the
bone contributing the high placement in the ranking of these cases in strength
improvement amongst the loading cases studied in this straight leg configuration.
Variation With Z at ϴ=90°
0° Configuration

0.020
0.015
0.010
0.005

C
a
n
c
e
l
l
o
u
s

C
a
n
c
e
l
l
o
u
s

F
i
l
l
e
d

0.025
Superior
Inferior
Anterior
Posterior
Initial
Minimum
Maximum

F
i
l
l
e
d

C
a
n
c
e
l
l
o
u
s

0.020

Thickness (m)

Thickness (m)

0.025

Variation With Z at ϴ=90°
45° Configuration

0.015
0.010
0.005

F
i
l
l
e
d

(a)

(b)
Variation With Z at ϴ=90°
90° Configuration

0.025

Thickness (m)

0.015
0.010
0.005

F
i
l
l
e
d

Superior
Inferior
Anterior
Posterior
Initial
Minimum
Maximum

0.000
0.00 0.17 0.33 0.50 0.67 0.83 1.00
Normalized Z

0.000
0.00 0.17 0.33 0.50 0.67 0.83 1.00
Normalized Z

0.020

C
a
n
c
e
l
l
o
u
s

C
a
n
c
e
l
l
o
u
s

C
a
n
c
e
l
l
o
u
s

F
i
l
l
e
d

Superior
F
i
l
l
e
d

Inferior
Anterior
Posterior
Initial
Minimum
Maximum

0.000
0.00 0.17 0.33 0.50 0.67 0.83 1.00
Normalized Z

(c)
Figure 5.25 Change in thickness along the length of the hollow region of the tibia bone
at ϴ=90° as a result of the shape adaptation optimization for the single load cases (a) 0°
configuration (b) 45° configuration (c) 90° configuration.
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Figure 5.26 Total growth along the length of the tibia bone at ϴ=90° (medial and lateral)
side on the outer (left) and inner (right) surfaces as a result of the shape adaptation
optimization for the single load cases (a) 0° (b) 45° (c) 90° configuration.
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Sequential Load Application
As noted in the qualitative descriptions of the shape changes in Subsection 5.3.3.1, the
sequential application of single loads that, separately, caused opposing trends in shape
resulted in more moderate adaptations of the two. For example, (Figure 5.27a) while one
single load may result in significant decay in a region of the bone, when included in
sequential application with another single load that causes significant growth in the same
region, the decaying effect of one is nearly completely offset by the growing effect of the
other. The combination of a single load case that causes increasingly thickening with
axial location with a case with causes increasing thinning over the same location results
in nearly uniform shape over the surface studied (Figure 5.27b). Finally, in Figure 5.27c,
the sequential application of two individual load cases with parallel trends with axial
location but different amounts of growth results in a nearly averaged amount of the two.
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Figure 5.27 Tempering effect of sequential application of individual load sets on shape
changes (a) 0° (b) 45° (c) 90° configuration.
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5.3.4 Changes to the von Mises Stress Distribution in the Tibia Bone
The goal of any shape optimization problem is to use the alterations in the shape of an
object to induce changes in its state of stress. As discussed in the previous section,
significant deviations from the initially uniform hollow circular cylinder emerge as the
result of the shape optimization processes performed on the tibia bone under the thirtythree conditions examined in this comparative study. While their effect on the von Mises
stress distribution at the location targeted for strengthening was investigated in
Subsection 5.3.2, the effect of the shape changes throughout the whole tibia bone on its
stress distribution resulting from the application of the comparison (critical design load)
mid-stance jogging conditions provides a better understanding of the overall strength of
each optimized shape and gives insight into the effects of the various geometric features
created within these optimized geometries in response to each loading set that was used
to drive the shape adaptations. Trends in the changes in the nodal von Mises stress under
the comparison conditions at the same representative locations along the optimizing
surfaces as have been studied in the above subsections were examined.
In each configuration studied and under all load sets, the large amounts of growth
in the regions of the applied muscle forces had a significant impact on the von Mises
stress both at the location of muscle force application and in the bone material
surrounding this region. When a load in the comparison configuration was applied near
or at the same location on an optimal geometry, studied where significant growth
occurred due to an applied muscle force during its shape optimization process, the von
Mises stress significantly decreased, sometimes more than 50% over the stresses in that
location for the initial uniform hollow circular cylinder. However, in the region of bone

397
immediately surrounding the load application site, the typically stresses increased nearly
as much as they were reduced in the large growth region. This effect is pronounced in
areas where the growth due to the load application transitioned very rapidly to decay. An
example of this is in the area near the active tibialis anterior and knee extensor
attachment locations under the 45° configuration (Growth under adaptive load see Figure
5.22b, von Mises stress under comparison case loads see Figure 5.28b) Also, in each
location examined, the changes in the von Mises stress on the inner surface generally
followed those on the outer surface (as seen in the above referenced figures). Following
are some interesting observations regarding the changes in the nodal von Mises stress in
the optimized bone compared to that of the initially circular cylinder and its relation to
the shape changes along the length of the bone at the anterior (ϴ=0°), posterior (ϴ=180°)
and medial/lateral (ϴ=90°) locations around the boundaries of each optimized bone.
While the trends in the changes in the von Mises stress (Figure 5.28) follow the
trends in changes in bone thickness in the regions of large growth (Figure 5.21), such as
where muscles forces acted in the shape optimization loading in the proximal region of
the bone, the trends in these two features were not directly proportional in regions where
the change in shape was more subtle, such as in the distal region of the bone, as the state
of stress in this region was related to the more global response of the bone to the loading
conditions exerted upon it. This is well represented along the anterior (ϴ=0°) face of the
bone under the 0° straight leg configuration. All four single loading directions had nearly
parallel changes in bone thickness (Figure 5.21a) in the distal region of the bone, with the
anterior and inferior having the greatest amount of thinning, the posterior showing slight
thickening, and the superior following in between. The von Mises stress under the
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comparison conditions in the shape optimized under the posteriorly directed load, as
expected, showed a decrease in this region due to the slight thickening (Figure 5.28b).
Similarly, the inferiorly directed load showed a slight increase in stress due to the
thinning in the most distal region of the bone, but then displayed a slight decrease as the
optimized geometry became thicker than the original geometry near the middle of the
bone. In contrast, while the trend in thickness in this region of the geometry optimized
under the superiorly and anteriorly directed forces was very similar to that of the inferior
case, the resulting changes in von Mises stress were very different, as they showed a
constant increase in stress despite the eventual thickening over the original geometry.
The stress in this distal region is directly related to the changes in the geometry in the
proximal region, namely the very large growth that occurred due to the knee extensor
muscle forces in the superior and anterior loading cases that created the geometry (Figure
5.22a). Because the knee extensor muscles are also active in the mid-stance jogging
comparison case, their force is applied to the surface this very thickened region, creating
a larger bending moment in the tibia that for the initial geometry, and contributing to the
larger stresses in the distal tibia despite the shape changes in this region.
This undesired effect of increased applied moment with increased regional growth
in the area of load application is a limitation of the current model. In the modeling
method developed in this work, it was assumed that the loading imposed on the bones of
the system due to the applied muscle forces was consistent for all optimized bone
geometries under the comparison load. As just described, however, this was not the case
when the shape optimization resulted in a region of very large growth where a muscle
force is to be applied. The muscle force magnitudes applied to the bones in the mid-
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stance jogging comparison model were the same in all cases compared, regardless of the
tibial geometry. These muscle forces were calculated based on the moment arms in the
initially uniform circular cylinder. When large growth occurred in these regions, as in the
superior and anterior based loads in this 0° straight leg configuration and, similarly, in
other configurations, the moment arm from the muscle force vector acting at this location
to the joint about which acts is increased, creating a larger bending moment in the system
and resulting in larger bending stresses simply due changes in the region of the muscle
force application, not necessarily due to a weakening of the bone in the high stress
region. It is this, rather than differences in the shape changes in the optimized geometry
due to the anterior and superior loads over that of the inferior load, that is the likely cause
of the significantly increased von Mises stress measured in these cases.
The significant (greater than two-fold) increase in the von Mises stress at this
same anterior (ϴ=0°) due to the shape optimized under the superiorly directed resultant in
the 45° configuration (Figure 5.28b), however, is not due to unintentional alterations in
the applied load described above. Instead, it is directly related to the extreme thinning
noted in Figure 5.18 and Figure 5.21b. A similar, though less intense, increase occurs on
the opposite (posterior ϴ=180°) side of the bone also due to the thinning shown in Figure
5.15 and Figure 5.23b. This extreme weakening of the bone makes this optimization
loading condition unfavorable despite the relatively significant nearly 10% decrease in
stress at the fracture prone comparison one-third distal location. The thinning in this
region was especially undesirable as it occurred near the stress concentration resulting
from transition from the hollow to cancellous filled interior volume of the bone geometry.
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Figure 5.28 Change in nodal von Mises stress along the length of the tibia bone at the
anterior (ϴ=0°) side on the outer (left) and inner (right) surfaces as a result of the shape
adaptation optimization for the single load cases (a) original von Mises stress distribution
for reference (b) 0° configuration (c) 45° configuration (d) 90° configuration.
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On the posterior (ϴ=180°) side of the bone there was no direct loading in this
comparison (critical design) case. As a result, the effect of the geometric changes could
be more readily observed, unclouded by the extreme changes from the direct application
of muscle forces. For example, for the bone geometry optimized under the superiorly
directed resultant force in the 90° configuration (Figure 5.20), the gradual thickening of
the bone on the proximal region of this posterior side (Figure 5.23c) resulted in a
moderate decrease in a stress concentration in the original geometry, especially on the
inner surface, (5.29d) due to transition from a hollow to a cancellous filled inner core of
the bone under the bending loading in the tibia bone from the "critical" jogging condition.
Despite the relatively small stresses and changes in stress that occurred on the
medial (ϴ=90°) side of the bone, the changes in von Mises stress in this location are a
strong example of the indirect effect of shape changes on alterations in local bone
strength. The stresses in this region were nearly uniform for the initial geometry (Figure
5.30a). Likewise, changes in shape of the bone at this location were also relatively
uniform over much of the optimizing region of the tibia bone (Figures 5.25 and 5.26).
However, despite this uniformity, the resulting changes in the von Mises stress along this
(ϴ=90°) location normal to the loading plane, varied quite significantly (Figure 5.30 b, c,
and d) for the shapes optimized in all conditions studied. These changes in stress at this
medial location correlate well with the variations in stress that occurred along the axial
length of the bone due to the shape changes on the anterior (ϴ=0°) and posterior
(ϴ=180°) sides which were within the plane of loading and experienced greater
alterations. This demonstrates the importance of using a three-dimensional representation
of the bone geometry, even when a two-dimensional loading pattern is considered.
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Figure 5.29 Change in nodal von Mises stress along the length of the tibia bone at the
posterior (ϴ=180°) side on the outer (left) and inner (right) surfaces as a result of the
shape adaptation optimization for the single load cases (a) original von Mises stress
distribution for reference (b) 0° configuration (c) 45° configuration (d) 90° configuration.
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Figure 5.30 Change in nodal von Mises stress along the length of the tibia bone at
medial (ϴ=90°) on the outer (left) and inner (right) surfaces as a result of the shape
adaptation optimization for the single load cases (a) original von Mises stress distribution
for reference (b) 0° configuration (c) 45° configuration (d) 90° configuration.
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The analysis of the effects of the shape changes over the whole adapting bone
demonstrated the import of examining the whole stress field as a result of the
optimization to ensure that undesirable effects do not develop at other locations while a
beneficial improvement in strength is achieved at the targeted strengthening location. As
in the qualitative descriptions of the overall shape changes and resulting von Mises stress
distributions at the beginning of this section, the overall improvement of the bone
strength, rather than the greatest improvement in one region, might be found through use
of a multi-load set that maintains the beneficial strengthening in the target region, but
mitigates the undesired weakening that may occur in other regions.
This discussion of the effects of shape change on the von Mises stresses under a
particular load completes the objective of part of the second phase of this research, to use
the developed model to directly compare the effects of various loading conditions on
changes in bone strength. The final goal of this phase of the work was to use the results
of the comparative case to understand the conditions within the function of the developed
modeling method that led to the optimized shapes for the thirty-three conditions studied.
Therefore, an analysis of the evolution of these "optimal" shapes was performed.
Through this analysis, a better understanding of the relationship between the loading
patterns and the shapes that reduce the variations in the local states of stress induced by
them. Additionally, the function of the developed model under a wide range of loading
modes and magnitudes is explored.
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5.4

Evolution of the Optimal Shapes

The analysis of the function of the optimal shapes under the comparison "critical design
load" mid-stance jogging conditions in Section 5.3 was used to solve the overall design
problem examined in this work: finding a set of static loading conditions that would
induce changes to the shape of a tibia bone such that it is "optimally" suited to resist
stress fractures. However, the development of the alterations to the shape of the bone
from the initially circular cylinder under each of the thirty-three static loading conditions
studied as potential mechanisms for reducing the risk of fracture is essentially a set of
thirty-three mechanical design problem. In each problem the "optimal" shape of the bone
to function within a particular system configuration that best resists the particular set of
loading conditions imposed is found.

Therefore, each of these thirty-three design

problems could be solved using the developed shape optimization/strength adaptation
modeling method.
As described in Chapter 4, this optimization method was driven by the
standardized nodal strain energy density, which considered how the difference between
the nodal strain energy density and the average strain energy density over the surface
being optimized compared to the standard deviation of the strain energy density over the
surface. Further, the completion of the evolution of the optimal shape was defined based
on either the achievement of a particular relative reduction in the variation of the strain
energy density over the optimizing surface, which defined "convergence", or the
approach to one of a number of defined size limits.

Therefore, to understand the

evolution of each optimized shape, the manner in which the completion of the adaptations
was signaled and the resulting changes to the surface average and standard deviation of
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the local strain energy density should be examined. This section begins with a discussion
of the convergence of each of the thirty-three cases studied. It then compares the more
global changes in the mechanical state of the optimizing surface through measures of
average and variation of the local strain energy density. Finally, the shape changes are
examined through correlations between local nodal strain energy density, global strain
energy density, and the ensuing changes in the positions of the surface nodes.

5.4.1 Convergence
The first step in the comparison of the convergence of each of the loading cases studied is
the determination of the manner in which the simulation ended. Next, a comparison of
the "path to convergence" as measured by the change in the Q14Spread, a measure of the
variation in nodal strain energy density over the optimizing surface (see Chapter 4), from
that of the initial case is considered for both inner and outer optimizing surfaces.
Because the multiple load cases required the convergence of each of its components to
signal the satisfaction of the optimization goal, the full data only for the single load cases
is presented. Additional remarks are made about the alterations to the convergence trends
resulting from the sequential application of multiple loads.

5.4.1.1 Stopping Criteria Achieved. The manner in which the "optimal" geometries
used in the analysis in Sections 5.2 and 5.3 were reached may influence the conclusions
drawn about its performance and selection for use in designed bone strengthening
activities targeted at fracture prone regions. Therefore, the identification of the method
of the completion of the simulation (achieved the defined convergence or size limit) is
important.
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0° Configuration
In this straight leg configuration, every case reached the maximum cortical wall thickness
criteria before it achieved convergence on both the inner and the outer surfaces. This size
limit was attained either at the region of the knee extensor (vastii and rectus femoris)
attachment on the anterior side of the tibia or the region of knee flexor (short and long
heads of biceps femoris) on the posterior side of the tibia, depending on the muscle
activity for the particular conditions examined. In the single load cases, the full inner
region of the muscle force application area (see Chapter 2 for description) grew
uniformly to the maximum thickness. In the multiple load cases, however, due to the
variation in the applied magnitude and distribution of muscle forces on the system, the
maximum thickness criteria was achieved only at the single node in the center of the
force application area.
Specifically, the superior, anterior, anterior-posterior, superior-anterior, and
anterior-inferior cases reached a maximum thickness because of the knee extensor muscle
forces, while the inferior, posterior, superior-inferior, posterior-inferior, posteriorsuperior, and all around loading cases reached the maximum thickness value due to the
knee flexor muscle forces. This information provides insight into the loading mode that
dominated the behavior of the bone shape changes under the sequential application of
multiple loads. Under this straight leg configuration, for each single load case, the
dominate muscles were identified as the knee extensors for the anteriorly and superiorly
directed resultant loads and knee flexors for the posteriorly and inferiorly directed loads
(Figure 5.7). All double load cases containing anterior loading, with its very large knee
extensor muscle forces, reached maximum thickness value where these muscles attached.
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However, all double load cases containing either posterior or inferior loads reached
maximum thickness at the knee flexor attachment location. This was true even for the
superior-inferior and all around cases where the muscle forces that generated the
superiorly directed resultant were double in magnitude from those to create an inferiorly
directed one, implying that the localized growth under regions of high stress was greater
in these knee flexor based conditions than the knee extensor based ones.
The maximum number of iterations reached before the maximum thickness or
convergence was achieved on each the inner and outer surfaces for all load cases studied
in this 0° configuration is shown in Figure 5.31. Only the inner surface of the superiorly
directed resultant load achieved the 50% reduction in the Q14Spread from that of the
initial geometry (convergence criterion) in this straight leg configuration.

Of the

remaining surfaces and loading conditions, all single load cases reached the maximum
thickness at nearly the same iteration. The majority of the double load cases achieved
maximum thickness at common iteration count as well, slightly greater than the single
load cases. Because maximum thickness was the stopping criterion and all cases stopped
after approximately the same number of optimization iterations, it is likely that the
maximum growth per node limit was reached for every iteration so that these regions of
very high stress near the applied loads noted above grew at a constant rate, independent
of the specific value of the strain energy density and particular load case studied. The
two double load sets, superior-anterior and posterior-inferior,

that had the smallest

number of iterations to maximum thickness, likely reached the maximum growth limit
under both loading conditions, despite the reduction of the step size per iteration based
on the number of loadsets involved (i.e. α=α/2 in Equation 4.23 for double load case).
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Figure 5.31 Iterations to convergence or size limit for the cases studied under the 0°
straight leg configuration.
45° Configuration
In this 45° configuration, all single load cases as well as the anterior-inferior double load
case reached convergence on both inner and outer surfaces. Additionally, all other
double load cases reached convergence on the inner surface only, meaning both sets of
loads reached convergence on the inner surface but not on the outer surface.

Only the

four-loadset case (all around) did not achieve the defined convergence on either surface.
The convergence behavior for these cases is presented in Figure 5.32.
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Figure 5.32 Iterations to convergence or size limit for the cases studied under the 45°
conditions.
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Of the cases that did not fully converge, the anterior-posterior, posterior-inferior
and posterior-superior reached a maximum thickness limit at the attachment point of the
short and long head of the biceps femoris just below the knee on the posterior side of the
bone. The superior-inferior, superior-anterior and all around cases reached a minimum
thickness limit at the ϴ=270° location just above the cancellous filled region on the distal
end (near the ankle). This region was noted as a high stress location under the bending
loads in the comparison mid-stance jogging conditions (Section 5.3) due to the geometric
transition from the cancellous filled solid to hollow geometry. The zone was also flagged
as a potentially high stress location, requiring specially developed node smoothing
methods to be applied (Chapter 4). The attainment of a minimum thickness at this
ϴ=270° location, which is not in the plane containing the applied muscle forces, parallels
the adaptive behavior seen under a bending load (Figure 4.1), implying that bending may
be the major loading mode in the tibia bone under these conditions.
90° Configuration
Under the 90° configuration, only three of the four single loading conditions, the
inferiorly, anteriorly, and posteriorly directed resultant load sets achieved full
convergence on both inner and outer surfaces before a size limit was reached. The
superiorly directed case achieved the defined convergence only on the inner surface.
Further, the combination of the anterior and inferior loads achieved full convergence
while the four load set case and the posterior-superior case attained the convergence only
on the inner surface (Figure 5.33). Similar to the 45° configuration, all cases that did not
reach convergence met a maximum size limit at the attachment location for the biceps
femoris muscles.
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90° Configuration
350

Iteration

300

*

*

*

250
200

X
X

150

*
X

100
50
0

* = Converged Both
Inner and Outer
X = Converged Inner Only

Load Set Case

Inner
Outer

Figure 5.33 Iterations to convergence or size limit for the cases studied under the 90°
conditions.
5.4.1.2 Trends in Convergence Measure.

To better understand the convergence

behavior of the load cases studied, plots of convergence measure with iteration were
analyzed. From these convergence plots, the converging (increased uniformity) or
diverging (increased variation) behavior of each set of conditions studied was identified
by the slope of a plot of the convergence measure versus optimization iteration.
0° Configuration
While all outer surfaces moved towards increased uniformity, the inner surface of the
posteriorly directed and inferiorly directed resultant forces did not (Figure 5.34). The
behavior of the model at the interface between the hollow cortical shell and the
cancellous filled region, with the discontinuities in materials and geometry may have
been responsible for the nonconvergence of the inner surface in these cases. This zone
has been identified as a high stress area, subject to additional smoothing. It may not be
possible to reduce the stress in this region by shape changes alone. Interestingly, in
contrast to the posteriorly and inferiorly directed forces, the inner surface converged
faster than the outer for the anteriorly and superiorly directed resultant force cases in this
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configuration, indicating a greater reduction in the variation of the stress state over the
inner surface.
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Figure 5.34 Convergence measure with iteration for the single load cases in the 0°
configuration. (a) anteriorly (b) superiorly (c) posteriorly (d) inferiorly directed resultant
forces.
Because the location of maximum thickness was found to vary with loading
conditions, a further look into the convergence behavior of the multiload combinations of
these individual load cases under this configuration was warranted. In the multiload
cases, a sequence of applied loading conditions is iteratively repeated to create the shape
changes (See Chapter 4 for details of this process). First, the shape changes due to the
stress state under one loadset. Then, the next load is applied to the new shape, and it is
further altered. Therefore, the resulting shape is not the optimal geometry to improve the
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uniformity of the strain energy density under a single load condition. Rather, it is the
"best" under all of the loads applied during the optimization process. In Figure 5.35, the
convergence measure for all single and multiload cases containing an anteriorly directed
load is presented. In the multiload cases, the data that is plotted is a measure of the
variation of the nodal strain energy density values under the anteriorly directed resultant
force loading condition for the geometry that was altered due to a the sequential
application of a series of loadsets, only one of which was the anteriorly directed load
under which this convergence measure was calculated. Instead of the gradual approach
to constant state of uniformity as occurred under only one loading condition (Figure
5.35a), the diverging behavior in the multiload cases (Figures 5.35b through e) indicates
that the sequence of multiple loads applied to this straight leg configuration did not make
it stronger under the anteriorly directed loading condition, which was only one part of the
total loading to which the bone was subjected. This exemplifies the need to study the
independent loading conditions by which to compare the effectiveness of the particular
prescribed loading sets in improving the bone's strength rather than the optimizing load
itself. Additionally, although the location of the maximum thickness for the multiload
sets containing the anterior load occurred at the same location as that which developed
under the single load anterior case, the convergence trends clearly did not follow the
single load case.
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Figure 5.35 Convergence with iteration for the anteriorly directed resultant force
component of any single or multiload case in the 0° configuration. (a) anterior (b)
anterior-posterior (c) superior-anterior (d) anterior-inferior (e) all around.
In contrast, the same analysis performed on the posteriorly directed load showed
similar trends from single to multiload (Figure 5.36). While none of the multiload cases
achieved as high a convergence value as the single load case, and while the rate of
change in the variation of the convergence differed between the cases, the basic trends
were very similar, indicating that the effects of posterior loading conditions may have a
dominant influence over the optimizing behavior of the bone in this 0° straight leg
configuration.
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Figure 5.36 Convergence with iteration for the posteriorly directed resultant force
component of any single or multiload case in the 0° configuration. (a) posterior (b)
anterior-posterior (c) posterior-superior (d) posterior-inferior (e) all around.
45° Configuration
Unlike the 0° configuration, many of the load cases under the 45° configuration displayed
strong convergence on both inner and outer surfaces (Figure 5.37). All surfaces showed
converging trends even if the convergence criteria was not reached before a size limit
was. In all cases, the inner surface convergence value was greater than that of the outer
surface, and the inner surface converged more quickly than the outer surface, in as little
as one-fifth of the number of iterations of outer surface convergence. Upon convergence,
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the inner surface convergence measure did not become nearly as constant as in the 0°
configuration. Instead, it continued to increase, although at a decreasing rate nearly
parallel to the slope of the convergence measure for the outer surface..
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Figure 5.37 Convergence measure with iteration for the single load cases in the 45°
configuration. (a) anteriorly (b) superiorly (c) posteriorly (d) inferiorly directed resultant
forces.
The multiload cases followed the trends of the single load cases. Unlike in the 0°
configuration, however, the double load cases were not simply intermediate versions of
the two single load cases. Instead, some had very different behavior. For example,
because the surface strain energy density must converge under all loading conditions
before the bone stops changing shape, many convergence curves under one of the loads
in a load set increased well above the convergence criteria as they awaited the
convergence of another load set in their application sequence. The only load case, under
all the loads studied in this 45° configuration, to exhibit diverging behavior was the outer
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surface under the posteriorly directed resultant force in the four-load set (all around) case,
which showed a slight diverging trend initially, but then proceeded towards converging
behavior, although this case never met the convergence criterion.

These varying

multiload behaviors are exhibited in the four-load all around case (Figure 5.38).
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Figure 5.38 Convergence measure with iteration for the load sets of the all around four
load case in the 45° configuration. (a) anteriorly (b) superiorly (c) posteriorly
(d) inferiorly directed resultant forces.
90° Configuration
While not all cases reached the defined convergence criteria, none of the load cases
imposed on the leg system in the 90° configuration, either alone or in a multiload set
presented, any diverging behavior. While the superiorly directed load case did not reach
the convergence threshold before it attained the maximum thickness, it was nearly at
convergence and can be classified as converged (Figure 5.39).

Similar to the 0°
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configuration, the behavior of the individual cases within the mutliload set followed that
of the corresponding single load case but with smaller slopes and, therefore, slower paths
towards convergence. The only exception is the anterior-inferior case where, as noted for
the comparison geometry and von Mises stress distributions, the convergence behavior
for the single anterior and inferior cases and their combination were all nearly identical.
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Figure 5.39 Convergence measure with iteration for the load sets of the four load case in
the 90° configuration. (a) anteriorly (b) superiorly (c) posteriorly (d) inferiorly directed
resultant forces.
5.4.1.3 Average and Variation of Elemental Strain Energy Density on Surfaces. The
optimization goal of the developed bone shape strength adaptation model was to reduce
the variation of the nodal strain energy density over the surface being optimized. In order
to better understand the convergence behavior of the cases studied, trends in the average
and standard deviation of the strain energy density over the optimizing surfaces were
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studied. These measures are used in the statistical standardization of the nodal strain
energy density that drives the shape adaptation model. Therefore, both their initial values
and their change over the optimization process can provide information about progression
of the model behavior towards the optimization goal. Because of the wide range of
average and standard deviation values for the cases compared, a relative measure of the
variation, the ratio of the standard deviation to the average, was used, in addition to the
direct values of the average and standard deviation, to compare the cases studied. This
ratio was intended to normalize the measure of the local strain energy density variation
over the surface being optimized for a more consistent comparison between cases.
0° Configuration
While no surface reached the desired amount of improved uniformity of the stress state in
the optimizing surface under the straight leg configuration except the inner surface for the
superiorly directed load, it was desired to better understand the progress of each case
studied towards the stated optimization goal. The trends in the change in average and
standard deviation of the strain energy density over the optimizing surface for the single
load cases were found to be representative of all eleven loading conditions in this straight
leg configuration, as the trends in the multiload cases followed those of the single load,
though with less pronounced features. The change in the average and standard deviation
of the local strain energy density as a result of the optimization process for the periosteal
(outer) and endosteal (inner) surfaces are presented in Tables 5.10 and 5.11, respectively.
Initially, the anteriorly directed load resulted in the largest average and standard
deviation of the strain energy density over the outer surface by more than twice the value
of the measures of the nearest load set, posterior loading. The inferiorly directed load
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had the smallest average and standard deviation of the strain energy density by more than
an order of magnitude. On the outer surface, all cases had values of the standard
deviation much greater than those of the average of the strain energy density. On the
inner surface, however, the inferior and posterior loading had the standard deviation of
the strain energy density less than that of the average, indicating a fairly uniform initial
distribution of strain energy density under those loads.
On completion of optimization, the standard deviation on the outer surfaces
decreased by about 60% for all cases, while the average increased by almost 30% for the
superiorly and anteriorly directed resultant loads and stayed about the same for inferiorly
and posteriorly directed loads. The change in standard deviation on the inner surface was
not as consistent. For the anterior and superior loads, the variation at the inner surface
decreased by approximately 20%, but for the posterior load, the variation nearly doubled,
while, for the inferior load, this value remained about the same. Despite the increases,
all variations on the inner surface were of smaller magnitude than the average on the
inner surface at the end of the optimization.
When comparing the change in the normalized measure of the surface variation
(ratio of standard deviation to average of the local strain energy density), all cases had
about the same level of improvement in the variation of the local strain energy density on
the outer surface, with the inferiorly directed loadset having slightly more improvement
and the anteriorly directed load having slightly less improvement. On the inner surface,
however, only the superior and the anterior loads showed a reduction in the variation of
the strain energy density while the variation under the inferior case did not change
significantly, and that under the posterior case worsened.
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While the change in the variation of the strain energy density over the outer
surface was greater than the inner surface, its overall variation was still significantly more
than that of the inner surface, resulting in comparatively lower convergence values
(Figures 5.34b and c). For the superior and anterior cases, the standard deviation of the
strain energy density over the inner surface was initially greater than the average.
Because the value of the standard deviation of the strain energy density eventually fell
below that of the average, a greater "convergence", or reduction in extreme values was
generated when compared to the outer surface, whose standard deviation of the strain
energy density remained above the average value over the optimization process.

Table 5.10 Change in Element Area Weighted Average and Standard Deviation of SED
on Outer Surface - Single Load Cases 0° Configuration
Outer 0° Configuration

Superior

Inferior

Anterior

Posterior

SEDAvg
SEDstdev
SEDAvg
Final
SEDstdev
SEDAvg
Final/Initial
SEDstdev
Initial STDEV/Avg
Final STDEV/Avg
Final/Initial STDEV/Avg

199.6
1101.7
246.0
449.8
1.23
0.41
552%
183%
0.33

55.8
224.7
54.1
77.0
0.97
0.34
403%
142%
0.35

801.5
5335.1
1073.7
2051.8
1.34
0.39
666%
191%
0.29

306.2
2263.6
325.2
782.6
1.06
0.35
739%
241%
0.33

Initial

Table 5.11 Change in Element Area Weighted Average and Standard Deviation of SED
on Inner Surface - Single Load Cases 0° Configuration
Inner 0° Configuration
SEDAvg
Initial
SEDstdev
SEDAvg
Final
SEDstdev
SEDAvg
Final/Initial
SEDstdev
Initial STDEV/Avg
Final STDEV/Avg
Final/Initial STDEV/Avg

Superior
49.4
65.8
51.6
40.6
1.04
0.62
133%
79%
0.59

Inferior
38.9
11.4
37.6
12.4
0.97
1.09
29%
33%
1.14

Anterior
176.6
238.4
213.9
164.9
1.21
0.69
135%
77%
0.57

Posterior
135.8
38.8
132.1
70.8
0.97
1.82
29%
54%
1.86
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45° Configuration
Under the 45° configuration, the averaged strain energy density and its standard deviation
over both the inner and outer surfaces decreased during the optimization process for all
load sets in all single and multiple load cases. The trends in the multiload cases generally
followed those of the single load cases.

The data for the single load cases are

summarized in Tables 5.12 and 5.13.
There was a two orders of magnitude difference in the average and standard
deviation of the local strain energy density over the outer surface amongst the four single
load cases that were studied and almost a three orders of magnitude difference for the
inner surfaces under the single load cases studied in this configuration. On both surfaces,
the anteriorly directed force produced an average and standard deviation of strain energy
density that was an order of magnitude greater than did the inferiorly directed forces,
whose values, in turn, were an order of magnitude larger than those of the posterior case.
The values for the posteriorly directed load case were approximately twice those of the
inferiorly directed load.
Despite these large differences in magnitude, the average strain energy density on
the outer surface decreased about the same amount for each case, approximately 35% to
40%, with the biggest changes occurring from the inferior and posterior load cases and
smallest for the superior and anterior cases. The change in the standard deviation of the
strain energy density over the surface was also about the same for all these single load
cases in the 45° configuration, approximately 50%, corresponding to the 50% decrease in
Q14Spread required for the convergence that was reached by all these cases, as discussed
in the previous section. This decrease in both standard deviation and average of the strain
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energy density over the surfaces being optimized implies that not only does this 45°
configuration show more improvement in uniformity of the strain energy density over the
cases in the 0° configuration, but it also decreases the maximum stress over the outer
surface, both indicators of an overall improvement in strength of the bone. As seen in the
convergence trends, the anteriorly and inferiorly directed forces displayed very similar
behavior in the changes in both the average and standard deviation of strain energy
density over the optimizing surface. Despite the large differences in magnitude of these
measures, the ranking of these cases by the changes in these global surface measures as a
result of the optimization process matched the ranking created in Table 5.8 of the strength
improvement at the one-third location under the mid-stance jogging conditions.
Similar trends were seen for the single load cases on the inner surface as was
described for the outer surface; however the changes in these strain energy density
measures were larger, likely due to the lack of directly loaded nodes. The surface
average strain energy density decreased over the optimization process by about 50% for
all cases, with a greater decrease for the anterior and inferior load cases and a smaller
decrease for the superior load case. The standard deviation of the local strain energy
density over the inner surface for these individual load cases decreased approximately
75%, with the smallest decrease for anterior load case and greatest for posterior load case.
This large decrease in the standard deviation of the strain energy density over the inner
surface also corresponded with the plot of the convergence measure for the inner surface
with optimization iteration (Figure 5.37). As the shape changes to the outer surface
continued past the point of inner surface convergence, they continue to affect the local
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stress state on this surface altering the overall variation (standard deviation) over the
surface.

Table 5.12 Change in Element Area Weighted Average and Standard Deviation of SED
on Outer Surface - Single Load Cases 45° Configuration
Outer 45° Configuration
SEDAvg
Initial
SEDstdev
SEDAvg
Final
SEDstdev
SEDAvg
Final/Initial
SEDstdev
Initial STDEV/Avg
Final STDEV/Avg
Final/Initial STDEV/Avg

Superior
196.0
273.2
129.4
131.6
0.66
0.48
139%
102%
0.73

Inferior
7851.0
8656.4
4696.2
4207.8
0.60
0.49
110%
90%
0.81

Anterior
40434.2
43855.9
23788.2
21292.4
0.59
0.49
108%
90%
0.83

Posterior
339.6
675.7
221.2
339.8
0.65
0.50
199%
154%
0.77

Table 5.13 Change in Element Area Weighted Average and Standard Deviation of SED
on Inner Surface - Single Load Cases
Inner 45° Configuration
SEDAvg
Initial
SEDstdev
SEDAvg
Final
SEDstdev
SEDAvg
Final/Initial
SEDstdev
Initial STDEV/Avg
Final STDEV/Avg
Final/Initial STDEV/Avg

Superior
49.2
53.3
30.1
14.3
0.61
0.27
108%
47%
0.44

Inferior
2170.7
2104.2
923.8
543.0
0.43
0.26
97%
59%
0.61

Anterior
11334.4
10879.8
4616.6
2691.8
0.41
0.25
96%
58%
0.61

Posterior
96.2
126.4
50.0
37.5
0.52
0.30
131%
75%
0.57

In comparing the standard deviation of the local strain energy density normalized
by the surface average of the strain energy density for each case, the posterior loading
condition initially resulted in the largest variation over both the inner and outer surfaces,
with the standard deviation of the local strain energy density nearly twice the average
outer surface value and about one-third greater than the average value on the inner
surface. In contrast, the anterior loading condition showed the least initial variation in the
local strain energy density, with the standard deviation only 10% greater than the surface
average on the outer surface and nearly equal to the average (5% less) on the inner
surface.
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90° Configuration
For the four single loading conditions studied in the 90° configuration, similar trends as
the 45° configuration were seen in the magnitudes of the surface average and variation of
strain energy density but with a more distinct grouping in the load cases. Also, as with
the 45° configuration, both the average and standard deviation of the local strain energy
density over the surface decreased for all cases studied on both surfaces optimized.
The inferior and anterior load cases had values of average and standard deviation
of the local strain energy density more than two orders of magnitude greater than the
posterior and the superior load cases. The average and standard deviation of the strain
energy density over the outer surface of the geometry under the inferior load were three
times those of the anterior load case, while the superior load case's were also about three
times those of the posterior load case. However, when normalizing the initial standard
deviation with these initial outer surface average values, the superior and posterior cases
showed twice the variation of the inferior and anterior. These two groups, which were
also seen in the geometric comparisons of Section 5.3, were well matched, with nearly
equivalent ratios for the superior and posterior load cases and for the inferior and anterior
load cases. While the measures of the decrease in absolute average showed a 10%
greater decrease for the cases with the larger values of the strain energy density (anterior
and inferior), the opposite was true when looking at the standard deviation normalized by
the surface average, where the superior and posterior cases showed a greater reduction in
surface variation over the anterior and inferior cases. Similar trends were found for the
inner surface. In contrast to the conclusions drawn for the 45° configuration, the direct
measurement of the decrease in average and variation of the standard deviation, rather
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than the use of this normalized value, resulted in a ranking of load cases that matched
those of the maximum von Mises stress at the targeted one-third cross section (Table 5.9).
While correlations between the use of global measures of the optimizing loadset
and the performance of the optimized geometry under a different common critical design
loadset were noted, they were inconsistent in predicting the ability of the optimized
geometry to improve the strength in a local region, which was the goal of the studies in
Section 5.3. Therefore, the global measures presented in this section cannot be used to
universally predict the local behavior of the optimized geometry under loads different
than that under which it was optimized. Thus, the comparison studies used in this work
of the performance of the geometries, that were optimized under different load
conditions, under a common, critical design, loadset was shown to be necessary.

Table 5.14 Change in Element Area Weighted Average and Standard Deviation of SED
on Outer Surface - Single Load Cases = 90° Configuration
Outer 90° Configuration
SEDAvg
Initial
SEDstdev
SEDAvg
Final
SEDstdev
SEDAvg
Final/Initial
SEDstdev
Initial STDEV/Avg
Final STDEV/Avg
Final/Initial STDEV/Avg

Superior
168.6
337.6
115.9
170.1
0.69
0.50
200%
147%
0.73

Inferior
45201.0
49774.0
26661.6
23908.5
0.59
0.48
110%
90%
0.81

Anterior
12280.4
13266.9
7166.0
6395.6
0.58
0.48
108%
89%
0.83

Posterior
62.4
129.3
42.5
61.4
0.68
0.47
207%
144%
0.70

Table 5.15 Change in Element Area Weighted Average and Standard Deviation of SED
on Inner Surface - Single Load Cases - 90° Configuration
Inner 90° Configuration
SEDAvg
Initial
SEDstdev
SEDAvg
Final
SEDstdev
SEDAvg
Final/Initial
SEDstdev
Initial STDEV/Avg
Final STDEV/Avg
Final/Initial STDEV/Avg

Superior
53.5
60.6
30.8
19.8
0.58
0.33
113%
64%
0.57

Inferior
12637.7
12373.4
5250.0
3082.2
0.42
0.25
98%
59%
0.60

Anterior
3439.0
3251.6
1404.0
811.1
0.41
0.25
95%
58%
0.61

Posterior
22.6
21.6
15.6
9.6
0.69
0.45
96%
62%
0.64
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As compared to the normalized ratios of the standard deviation to the surface
average strain energy density for the load cases in the 0° configuration, the initial
variation of the strain energy density over the outer surface for the 90° configuration was
more uniform. The magnitude of the standard deviation of the strain energy density on
both optimizing surfaces for both the 45° and 90° configurations were smaller than for
the 0° configuration for all load sets studied. The optimization processes in the 45° and
the 90° configuration resulted in better convergence for the cases studied compared to
those for the 0° configuration. Additionally, both the 45° and 90° configurations resulted
in a decrease in the overall surface average standard deviation, while the straight leg
configurations showed an increase in the surface averaged strain energy density as a
result of the optimization process. These results could indicate that there may be a limit
to the effectiveness of the shape adaptations in improving the strength of an object based
on the initial amount of variation over the surface imposed by the applied loading
conditions. The shape changes may be more effective at improving the strength where
the initial variation of the local stress state of the optimizing surface is moderate, where
the initial global measures of the stress state of the optimizing inner and outer surfaces of
the hollow cylinder are similar, and where the initial conditions of the system being
optimized are within a certain range of the local optima. These findings follow the
suggestions that have been made in the literature about the appropriate use of gradientless
optimization methods being limited only to systems whose initial state is close to a local
optimal value (see Chapter 4).
The discussions of the convergence behavior of the shape optimization model
under the thirty-three conditions studied in this phase of the research and of the changes
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in average and standard deviation of strain energy density over each surface provided
insight into the progress each "shape design problem" made towards its optimization goal
of improved uniformity of the local stress state on the optimizing surface under each
given applied set of muscle loads. This can help identify the physical design features that
are useful in improving this uniformity under a given set of loading conditions. In order
to identify how these physical design features arose during the optimization process,
however, the study of relationships between the changes to the local stress state, global
state of stress, and variation of the stress state over the optimizing surface that drive these
local shape changes is necessary.

5.4.2 Similar Stress Distributions under Load Sets Studied
The shape optimization model developed in this work is driven by the variation in the
distribution of strain energy density (stress) over the surface being optimized. Therefore,
as shown in Section 5.1, load sets that induce similar von Mises stress distributions over
the optimizing domain, even if scaled by orders of magnitude, result in similar alterations
to the shape both in the magnitude and distribution of local growth. In the evaluation of
the effectiveness of optimal tibial shapes derived from various loading conditions on
improving the bone's resistance to stress fractures under the "critical design" mid-stance
jogging conditions (Section 5.3), similar states of stress under this common load were
observed in optimal shapes with similar geometric features, even if they were formed
using different sets of muscle activities and even limb configurations.

In order to

understand these similarities, the stress distributions in the tibia bone under the loading
conditions from which the optimal shapes were derived were examined. The groups of
bone shapes compared in this analysis are based on observations discussed in Section 5.3.
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0° Configuration
Under the 0° configuration, the optimal tibia shapes and resulting alterations in strength
for the four single load conditions were distinctly separated into two groups: the
anteriorly and superiorly directed resultant forces and the posteriorly and inferiorly ones
(Table 5.7). A comparison of the relative muscle activities described in Section 5.2 that
together create these resultant loads under this leg configuration (Table 5.6) revealed
similar active muscles although different relative magnitudes of the forces generated by
these muscles for the members of each group so that one was not simply a scaled version
of the other. Additionally, previous subsection showed that the average strain energy
density differed four- to six-fold and the standard deviation of the local strain energy
density over the surface varied almost an order of magnitude between group members
(Tables 5.10 and 5.11). Therefore, the analysis of the individual muscle activity in
Section 4.2 was consulted to determine the loading features responsible for inducing the
similar shape changes amongst these group members in this straight leg configuration.
Anteriorly and Superiorly Directed Resultant
First examined was the anterior/superior load case group that resulted in the thinning of
the cortical wall (Figures 5.18, 5.21, 5.23, 5.25) at the distal one-third region in this
straight leg configuration, causing an overall increase in maximum stress at the targeted
region under the comparison critical design jogging conditions (Table 5.7) and making
these conditions the least effective of all studied at preventing stress fractures. Both load
cases used all of the anteriorly attached muscles included in the model to create these net
resultant force directions in this straight leg configuration (Table 5.6). The largest of
these forces were generated by the rectus femoris, the vastii and the tibialis anterior
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muscles (Figure 5.6). As described in Section 5.2, the anteriorly directed resultant force
was dominated by hip flexion, resulting in the very large rectus femoris muscle force,
generating more than 80% of the sum of the active muscle force magnitudes. Also, as
previously described, the superiorly directed load required significant moments about all
three joints. Therefore, the active muscle force magnitudes were more diverse, with large
forces both from the rectus femoris and the vastii and a significant contribution from the
tibialis anterior of about 35% of the maximum (vastii) muscle force, compared to the 5%
(of maximum rectus femoris force) contribution in the anteriorly directed case. However,
because the vastii and the rectus femoris muscles attach to the tibia at same location, they
act as a single force with a magnitude equal to the sum of the forces generated by each
one, making their combined generated force two orders of magnitude greater than that
which is generated by the tibialis anterior muscle, and making and relative effect of the
tibialis anterior muscle between these two load cases negligible. The common resulting,
stress contours (Figure 5.40), therefore, form the nearly identical "optimal" shapes
described in Section 5.3.

(a)

(b)

Figure 5.40 Similarities between von Mises stress distribution and displacement under
(a) anteriorly and (b) superiorly directed resultant force at toe for 0° configuration. Note:
von Mises stress contours and deflection scales on each are different.
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Posteriorly and Inferiorly Directed Resultant
The posteriorly and inferiorly directed resultant directions were created, not surprisingly,
by mainly posteriorly attached muscles in this 0° configuration (Table 5.6).

The

posteriorly directed force was created by a combination of hip extension and knee flexion
(Figure 5.6) with dominant forces on the tibia bone from the biceps femoris and
secondarily by the gastrocnemius (Figure 5.7), acting against the fixed toe and pelvis to
deflect the knee joint anteriorly (towards the toe) in a cantilever like manner (Figure
5.41). In this load case, the tibialis anterior aided in the forward pull of the knee.
The inferiorly directed resultant force was dominated by the direct flexion of the
knee, with large gastrocnemius and biceps femoris muscle forces.

With a smaller

contribution from the tibialis, the bending from the gastrocnemius dominated. Despite
these small local differences, the overall deflection patterns and the resulting stress
distributions were very similar between these two cases (Figure 4.51) and resulted in
similar "optimal" shapes. Because of the slightly larger stresses near the ankle, these two
cases cause slight improvements in the bone's strength in the distal one-third region.

(a)

(b)

Figure 5.41 Similarities between von Mises stress distribution and displacement under
(a) posteriorly and (b) inferiorly directed resultant force at toe for 0° configuration. Note:
von Mises stress contours and deflection scales on each are different.
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45° Configuration
The anteriorly and inferiorly directed resultant load cases applied to the 45° configuration
caused very similar predicted shape changes in the tibia (Figures 5.10 and 5.19) despite
requiring rather different active muscles and relative intensities of these muscles (Table
5.6). Specifically, the anteriorly directed resultant force required activity in all of the
anteriorly attached muscles, dominated by the knee extensor, to "kick" the foot forward.
These muscles, acting at a common location on the tibia, generated more than 90% of the
sum of the active muscle force magnitudes (Figure 5.6, Table 5.6). In contrast, the
inferiorly directed force required muscles on both the anterior and posterior sides of the
system, with active knee, hip, and ankle extensors working to "unfold" the bent leg and
direct the force at the toe downward (Table 5.6, Figure 5.6). As in the anteriorly directed
load case, the knee extensor dominated both cases, with almost an order of magnitude
greater force than the only other active muscle acting on the tibia, the ankle extensor.
As in the anterior and superior load cases in the 0° configuration, the stresses
within the system at the 45° configuration generated by the anteriorly and inferiorly
resultant force directions were dominated by the effects of the knee extensor muscle
forces (Figure 5.41), pulling the tibia bone, at the knee, anteriorly, along its cylindrical
axis, inducing significant bending in the tibia and femur bones and rotating the foot up
about the toe as the deflection of the system is resisted by the constraints at the toe and
the pelvis. Despite a five-fold difference in both the surface average and standard
deviation of the local strain energy densities and significantly different active muscles,
because of the dominant knee flexors, the adaptive response of these two cases was
nearly identical.
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(a)

(b)

Figure 5.42 Similarities between von Mises stress distribution and displacement under
(a) anteriorly and (b) inferiorly directed resultant force at toe for 45° configuration. Note:
von Mises stress contours and deflection scales on each are different.
90° Configuration
The anteriorly and inferiorly directed resultant forces also produced similarly adapted
shapes when applied to the leg arranged in the 90° configuration. As described in
Section 5.2, in this 90° arrangement, the anteriorly directed force is achieved mainly
through activity about the hip joint, resulting from significant forces generated by the
rectus femoris muscle on the anterior side of the system, despite the slight activity on the
posterior side of the bone (Table 5.6). In contrast, the inferiorly directed resultant force is
generated mainly through the knee extensor vastii muscle despite having activity in all of
the anteriorly attached muscles modeled (Figures 5.6 and 5.7). However, as described for
the other configurations, because the vastii and rectus femoris act at the same location,
they induce the same effect on the system modeled (Figure 5.43).

As in the 45°

configuration, this dominant system force pulls the tibia at the knee along its cylindrical
axis, against the constraints at the foot at the pelvis, creating a significant bending in the
tibia, forming similar stress distributions and invoking a similar adaptive response.
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(a)

(b)

Figure 5.43 Similarities between von Mises stress distribution and displacement under
(a) anteriorly and (b) inferiorly directed resultant force at toe for 90° configuration. Note:
von Mises stress contours and deflection scales on each are different.
These noted similarities in the predicted shape strength adaptations that occur despite the
differences in the individual muscle forces acting on the bone system and the orders of
magnitude differences in the surface averaged strain energy densities induced in these
varied cases highlight the importance of two features in the developed model. The first is
the ability to study a wide range of loading conditions and magnitudes without the need
to adjust any of the model parameters or functions. The second is the necessity of
analyzing a complete musculoskeletal model with multiple bone segments and individual
muscles, including the appropriate simulation of their contact interaction between bones.
The common behavior of the different optimized bones to an applied load likely would
not have been revealed without inclusion of the interactions of the other components of
the leg system studied. Because of the similarities, only one from each group included in
the study of relationships between the nodal strain energy density and nodal growth that
caused the evolution of each of the optimal shapes analyzed.
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5.4.3 Shape Adaptation Optimization Process Under Conditions Studied
The determination of loading conditions most conducive to preventing stress fractures
consists of a series of structural optimization problems, where the best (optimal) bone
shapes to resist each of the particular loading/configuration conditions examined is first
found. The effectiveness of each of these shapes at resisting a common load is then
calculated to identify loading conditions that create bone shapes that can withstand this
extreme "critical design load". The evolution of each of these "optimal bone designs"
occurs through the use of the developed shape optimization model, which is based on the
statistically standardized nodal strain energy density, which considered local and global
measures of the stress state, and its standard deviation state over the optimizing surface.
To better understand the relationships between these local and global measures of
the state and variation of the stress over the optimizing surface and the ensuing changes
in the local shape that drive the bone towards the "optimal" shape under the particular set
of conditions, a detailed examination of the progressive changes in the local nodal strain
energy density within the tibia bone and the alterations in the positions of the surface
nodes during the simulated adaptation processes was undertaken.

Because the

standardized value of the nodal strain energy density was used to drive the growth, the
changes to the average and standard deviation of the strain energy density over the
optimizing surfaces due to the ensuing shape changes had a significant effect on the
amount of nodal growth per iteration and were likewise tracked and analyzed.
Additionally, these measures were tracked with each optimization iteration at
representative locations along the optimizing surfaces. Specifically, as in Section 5.3,
three positions on the perimeter of the bone were analyzed along the axial length of the
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adapting surface: anterior side (ϴ=0°, positive local x-axis), the medial side (ϴ=90°,
positive local y-axis), and the posterior side (ϴ=180°, negative local x-axis). Particular
nodes were also selected along these angular coordinates on the optimizing surfaces at
lengths one-sixth of the total tibial length apart. These analyses were performed for the
shape optimization processes of both the endosteal (inner) and periosteal (outer) surfaces
of the tibial bone. Representative cases of the eleven loading cases in the three leg
conditions studied are presented. Additional data can be obtained from the author.

5.4.3.1 Shape Optimization under the 0° Configuration. Based on the analyses in
Subsection 5.4.2, two unique stress distributions arose from the eleven loading conditions
studied in the straight leg 0° configuration, that of the posteriorly and of the superiorly
directed resultant force. From this 0° configuration, these two cases were the best and
worst performers, respectively, at reducing the potential for stress fracture in the distal
region of the tibia bone under the jogging, critical comparison, load case. Therefore, they
were subjected to this investigation to understand the differences in their local and global
stress states that drove the shapes to these relative extremes under the 0° configuration.
As found in the comparisons of the optimized shapes from the mutliload sets in
Section 5.3, the adaptations resulting from each load set in the sequential series of
multiple resultant forces both complemented and countered each other to create more
moderate changes than either single load cases. To better understand this behavior, the
combination of the posterior and superior loadcases was also studied. These cases are
representative of the modeled shape optimization behavior of the system studied. While
the discussions are particular to these three cases, the analysis methods and insight gained
can be applied to similar features resulting from any similar studied conditions.
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Changes in Global Stress State during Surface Optimization
To understand the state of stress within the tibia bone being optimized, it is important to
understand the loads imposed on it both directly through attached muscles and indirectly
through the interaction with neighboring bony components, each with their own directly
attached muscles. While the muscle activities for each set of conditions studied were
described in detail in Section 5.2, they are summarized for each case studied.
Posteriorly Directed Resultant
The posteriorly directed resultant force in this straight leg configuration had four active
muscles near the tibia: three acting in two locations directly on the tibia bone, the tibialis
anterior on the anterior surface one third the length of the tibia from the knee joint and
the short and long heads of the biceps femoris on the posterior side directly under the
knee joint, and one, the gastrocnemius, straddling the tibia bone, connecting the posterior
side of the femur, just above the knee joint, to the heel. The gluteus maximus indirectly
influenced the behavior at the tibia through the contacting interface at the knee joint
between the femur and the tibia. This lead to a fairly complex state of stress within the
entire leg system, particularly within the tibia bone, as seen in Figure 5.44a.
Superiorly Directed Resultant
All three main active muscles that create the superiorly directed resultant load in this
straight leg 0° configuration acted directly on the tibia bone at two unique locations on
the anterior side of the bone: the tibialis anterior described above and the rectus femoris
and vastii muscles acting at the same point just below the knee joint. This lead to a
simpler stress state in the tibia bone under this load set (Figure 5.45a).

438

Figure 5.44 Comparison of von Mises stress distributions under posteriorly directed
resultant force in the 0° configuration for (a) initial geometry and final geometry created
by (b) superior alone and (c) posterior-superior loading cases.
Notes: Red dashed line indicates targeted strengthening location. Legends used for each
contour plot identified by matching "*"'s.
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Figure 5.45 Comparison of von Mises stress distributions under superiorly directed
resultant force in the 0° configuration for (a) initial geometry and final geometry created
by (b) superior alone and (c) posterior-superior loading cases.
Notes: Red dashed line indicates targeted strengthening location. Legends used for each
contour plot identified by matching "*"'s.

440
A general understanding of the effective progression of the shape to create a state
of uniform stress can be gained by tracking the average and standard deviation of the
local strain energy density over each surface during its optimization. Through the growth
driver function (Equation 4.23), the nodal growth is directly dependent on the difference
between the nodal strain energy density and the average of the local strain energy density
over the surface being optimized and inversely dependent on the standard deviation of
this strain energy density over this surface. While the overall change in each measure as
a result of the optimization was compared as an indicator of achievement of the
optimization goal in Section 5.4.1, the trends in these measures are now discussed in
relation to their contribution to the evolution of the optimized shape.
The changes in the surface average and standard deviation of the strain energy
density over the course of the optimization under the posterior and superior load cases are
presented in Figures 5.46a and 5.46b, respectively, for the outer surface and in Figures
5.47a and 5.47b for the inner surface. These plots show both of these measures for each
loading direction as part of a single load case and also as part of the sequential
application of the two in a multiload case. The relative changes in the average and
standard deviation of the strain energy density directly affect the nodal growth, and their
combined effects drive the converging or diverging behavior shown in Figures 5.34(b)
and (c) and 5.36(b). Alterations in the von Mises stress distributions under these two
loads due to the resulting shape changes are shown in Figures 5.44 and 5.45.
Posteriorly Directed Resultant
In general, the average strain energy density of the outer surface increased only 10% over
the course of the optimization under the posteriorly directed load alone (Figure
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5.46a(top)). In contrast, the standard deviation under this single load case on the outer
surface decreased over 70% (Figure 5.46b(top)).

This lead to a trend towards

"convergence" (Figure 5.34c) and to a decrease in the overall measure of surface
variation (ratio of standard deviation to average in Table 5.10).
The trends in the changes with optimization iteration of the average and standard
deviation of the strain energy density over the inner surface under this single load
posteriorly directed case in the 0° configuration differed slightly from those of the outer
surface. The average strain energy density over the inner surface decreased only slightly
over the optimization process (5%) while the standard deviation nearly doubled.
Therefore, the surface variation (ratio standard deviation to average in Table 5.11)
increased, resulting in a diverging trend of the convergence measure in Figure 5.34c.
Superiorly Directed Resultant
The changes of the global measures of stress state on the tibial surfaces due to the shape
optimization under the superiorly directed load were quite different than those for the
posteriorly directed load. The average strain energy density under this loading condition
increased, nearly linearly, by approximately 25% on the outer surface (Figure
5.46a(bottom)). This contrasts with the decrease and then increase trend that was seen
under the posterior load may be related to the differences in complexity of the surface
state of stress for each case described above. Because the posteriorly directed load case
had many direct and indirect forces of similar magnitudes acting on the tibia, changes in
the geometry might give each one varying amounts of dominance over the course of the
shape optimization.

Like in the posteriorly directed load, the standard deviation of the

strain energy density on the outer surface decreased under the superiorly directed load
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more than two-fold from its initial value. The scaled trends of standard deviation with
iteration are nearly identical for the posterior and superior cases (Figure 5.46b). This
increase in average and decrease in standard deviation lead to an overall decrease in the
measure of the surface variation of the strain energy density (ratio of standard deviation
to average in Table 5.10) and a trend towards convergence (Figure 5.34b) for the outer
surface under the superiorly directed load.
The nearly constant average strain energy density on the inner surface over the
course of the optimization, similar to the posteriorly directed load, was coupled with a
decreasing standard deviation of the strain energy density, rather than the increasing one
of the posteriorly directed load (Figure 5.47), to lead to a trend in convergence under the
superiorly directed load for the inner surface (Figure 5.34b). In fact, the inner surface
under the superiorly directed load was the only one to reach full convergence under the
0° configuration.
Sequential Loading of Posteriorly and Superiorly Resultants
On the outer surface, the sequential generation of the posteriorly directed and superiorly
directed loads resulted in an increase in the surface average, a decrease in the surface
standard deviation, and an overall trend towards convergence under each loading
condition, though this trend was very slight for the superior portion of the sequential load
(Figure 5.46 and 5.36b). In general, the strain energy densities on bone surfaces were
less uniform under either load after optimization from the combined loads than from the
single loads alone. The multiload case resulted in slower rates of decrease of the standard
deviation of the strain energy density over the surface, leading to a larger increase of the
surface averaged value. These trends quantify the observation previously stated that
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under the multiload sets, the resulting geometry is optimized for neither load set in
particular but for the combination of the sets used. It is interesting to note that while the
values were different, the trends in the average strain energy density over the outer
surface for the posterior portion of the sequential posterior-superior case and the superior
portion of the multiload posterior-superior case were very similar. Even more interesting
is the fact that the trends in standard deviation of the strain energy density on the outer
surface for both the single load posterior and superior cases and their respective single
load components of the multiload case were almost indistinguishable despite the values
of the superior cases being half the values of the posterior cases.
[-1,0,0] Posterior - Elemental Area
Weighted Surface Avg SED

3.55E+02

2.4E+03

P Alone
P from P-S

3.45E+02
3.35E+02
3.25E+02
3.15E+02

1.8E+03
1.5E+03
1.2E+03

3.05E+02

9.0E+02

2.95E+02
0

25

50

75 100
Iteration

125

150

6.0E+02

175

0

[0,1,0] Superior - Elemental Area
Weighted Surface Avg SED

2.80E+02

25

50

75
100
Iteration

125

150

175

[0,1,0] Superior - Elemental Area
Weighted Surface StDev SED
1.2E+03

S Alone
S from P-S

2.65E+02

S Alone
S from P-S

1.1E+03

2.50E+02

SED (Pa)

SED (Pa)

P Alone
P from P-S

2.1E+03

SED (Pa)

SED (Pa)

[-1,0,0] Posterior - Elemental Area
Weighted Surface StDev SED

2.35E+02
2.20E+02

9.0E+02
7.5E+02
6.0E+02

2.05E+02

4.5E+02

1.90E+02
0

25

50

75 100
Iteration

(a)

125

150

175

3.0E+02
0

25

50

75
100
Iteration

125

150

175

(b)

Figure 5.46 Comparison of (a) element area weighted average and (b) standard deviation
of strain energy density on the outer surface for the single load case by itself and as part
of a double load case. Posterior alone and posterior component of the sequential posterior-superior load
set (top). Superior alone and superior part of the sequential posterior-superior load set (bottom). Note each
plot has a different scale so features of each curve can be revealed.
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Figure 5.47 Comparison of (a) element area weighted average and (b) standard deviation
of strain energy density on the inner surface for the single load case by itself and as part
of a double load case. Posterior alone and posterior component of the sequential posterior-superior
load set (top). Superior alone and superior part of the sequential posterior-superior load set (bottom). Note
each plot has a different scale so features of each curve can be revealed.

Unlike the outer surface, the trends in the standard deviation and average of the
local stress state over the inner surface under the posterior and superior loads due to
multiload sets were significantly different from those of the single load cases (Figure
5.47). The sequential loading caused an increase in both the surface average and the
standard deviations of the strain energy density over the inner surface under the posterior
as well as the superior cases. The relative amounts of increase, however, caused the
posteriorly directed load from the multiload case to follow the convergence trends of the
single load (Figure 5.36b). That of the superior load was quite different, however, with a
diverging trend under the multiload conditions despite the fact that it was the only case to
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reach full convergence under the single load application. Therefore, the trends indicate
that the multiload case affected the inner surface more strongly than it did the outer
surface and caused the "optimal" shape to be "less optimal" for either load case than the
shapes generated by each loadset alone but best suit both loads comprising the set.
Changes to Stress Distributions and Shape
The trends in the changes to the global measures of the state of stress on the optimizing
surface, the surface average and standard deviation of the strain energy density, described
above, can be considered in combination with trends in local nodal strain energy density
to reveal the ability of the developed shape optimization model to locally altering the
surface profile of the bone geometry so that a more uniform state of stress is approached.
The examination of the relationships between these values over the optimization process
can help explain the specific conditions in the tibia bone and leg system that led to the
"optimal designs" considered in Section 5.3 and how these optimal designs perform
under the load for which they were optimized. Such an analysis was undertaken using
the posteriorly directed resultant force alone and as part of a multiload set where it is
applied in sequence with a superiorly directed load case. A similar study was completed
for the superiorly directed load case.
Posteriorly Directed Resultant Load
Because the shape adaptations are driven by the variations of the local stress state over
the optimizing surface, it is first important to understand the variations in the original
initially circular geometry due to the "optimizing" load sets studied. These result from
the directly applied muscle forces (explained above) and the interactions between the
bone segments (which result from the limb configuration).
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The bone system in the 0° configuration under the posteriorly directed resultant
load generation is depicted in Figure 5.44. The stress distributions over the deflected
geometries for the initial, uniformly circular hollow cylindrical geometry, that optimized
under the posterior load case alone, and the optimized geometry from the multiload
posterior-superior case are depicted along with the active muscles acting on the bones.
The regions of high stress of importance in the tibia under these conditions are indicated
by red arrows, and regions of locally low stress of importance are identified by blue
arrows. The stress states near the hip and knee joints are also depicted in this figure.
In the initial geometry in the straight leg configuration under the posterior
loadcase (Figure 5.44a), locally high stresses occur near the knee flexor load application
area on the posterior (ϴ=180°) side of the bone just below the knee and on the anterior
(ϴ=0°) side of the bone where the ankle flexor tibialis anterior muscle acts. Locally high
regions of stress, though at much lower magnitudes than the regions under the direct load
application, also occur near the transition from the hollow to cancellous filled internal
region of the bone. Additionally, locally high stresses are related to the bending stresses
in the tibia induced by the applied muscle forces. These occur on the midshaft anterior
side and on the distal posterior side near the end of the hollow portion of the bone. A
region of locally low von Mises stress occurs on the anterior side of the bone just above
the tibialis anterior muscle force as the direction of the stresses in the bone changes from
being pulled down and front by the tibialis anterior muscle to being pulled up and back
by the biceps femoris muscles. A similar region is located on the posterior side.
The correspondence between the regions of locally high von Mises stress, strain
energy density, and growth can be seen by comparing the plots in Figures 5.44 and 5.48.
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The regions of initially high and low stress can easily be identified as the large peaks and
valleys of the blue curves in the plots of the axial distribution of the strain energy density
at the three locations along the outer surface of the tibia bone in Figure 5.48a. The initial
changes to the shape due to this initial stress state in the uniform circular cylinder under
this posteriorly directed resultant load are shown in analogous blue curves in Figure
5.48b. For example, the strain energy density caused by the biceps femoris muscle on the
180° (posterior) side of the bone (Figure 5.48b, bottom, near normalized Z=1) was so
large that it resulted in the attainment of the maximum growth limit throughout the
optimization process (Figure 5.48b, bottom).
In the final optimization iteration (pink lines in Figure 5.48) significant growth
per iteration remained at the locations of direct muscle force application (right side).
This large amount of growth over the optimization process resulted in an almost fourfold
decrease in the strain energy density (left side of figure) at these locations. Despite the
decrease, the strain energy density (and von Mises stress) in these muscle force
application area still remained relatively high, even in the "optimal" bone shape (5.48 and
5.44). Because of the hollow geometry, the relatively large tibialis anterior muscle force
caused a locally high strain energy density (and stress) region near its attachment
(normalized z=0.67). This propagated around the bones surface, though at significantly
less intensity than at the force application point, as seen by location A in Figure 5.48 at
the 90° (medial) location and at the 180° (posterior) location and remained throughout the
optimization process (Figures 5.48 and 5.44).

The end (boundary) effects are also

prominently shown in the plots of nodal strain energy density with axial location,
especially at the proximal end (normalized z=1 in Figure 5.48a) at the 90° location, likely
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due to the large biceps femoris load just below and the no-growth constraint just above
where the cylindrical geometry transitions to that of the knee joint. A smaller effect is
also seen at the bottom of the tibia near the ankle (normalized z=0 in Figure 5.48a),
especially at the 180° location, likely due to bending stresses induced by the
gastrocnemius muscle and by the no-growth constraint on this end of the growth region.
Away from these effects of the applied boundary conditions, between the onesixth and one-half length axial locations, the stresses transition more gradually and the
shape changes are less dramatic (Figures 5.48 and 5.44). It is important to note that the
selected targeted strengthening region is in the middle of this zone, and it is, therefore,
not directly affected by the applied force and constraint boundary conditions.

In this

region, the stresses (strain energy density) on the anterior (ϴ=0°) side increase
proximally, from the ankle towards the knee, resulting in a gradual thickening of the bone
from ankle to knee on this anterior (ϴ=0°) side. In contrast, the region of high stress in
the distal region of the posterior (ϴ=180°) side of the bone near the ankle gradually
decreases moving proximally towards the knee. The relative magnitudes between this
nodal strain energy density and the surface averaged and standard deviation values
control the amount and direction of the trains. Nearly uniform decay occurs on the
medial and lateral sides of the bone in this mid-shaft region, resulting from the near
uniform, relatively low magnitudes of the local strain energy density.
The shape alterations resulted in an improvement of the uniformity of the stresses
away from the boundary conditions and a reduction in the very large stresses induced by
the muscle forces near these boundary conditions. However, some of the shape changes
adversely increased the stresses induced in regions far away from the directly applied
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boundary conditions. For example, the thinning in the posterior side of the of the bone
under these loading conditions allowed it to flex more under the applied load, increasing
the stress near that material and geometric transition to the cancellous-filled region (point
B in Figure 5.48 and red contours in Figure 5.44b).
Both the posteriorly directed resultant force alone and in sequence with the
superiorly directed resultant load induced very similar changes to the nodal strain energy
density and amount of growth at the final iteration (nonconverged) at locations far from
the applied loads in this mid-shaft region where the targeted strengthening region is
located (Figure 5.48 pink solid (single load) versus dashed (multiload) lines).

The

changes, however, were generally more moderate than those of the single load case. For
example, near the location of the tibialis anterior attachment, the single load case caused
a greater reduction in the locally high strain energy density from the anterior tibialis
muscle activity in the posteriorly directed resultant case than occurred in the two-load set.
For this multiload set, the region above the tibialis anterior muscle force grew thicker and
so the region surrounding the muscle force application grew less prominently than under
the single load case. This is because the superiorly directed loadset induced large stresses
in this region (Figure 5.45a), causing a relatively large amount of growth that offset and
overcome the decay in this region described above due to the posterior case (Figure 5.44b
and c and Figure 5.48 (top)). Similar phenomena occurred on the posterior (ϴ=180°)
side of the bone, tempering the extreme decay in the region on this side of the bone that
results in the very thin shape under the single posterior load case (Figure 5.44b and
5.48b) and improving the stress in the region just below the knee flexor biceps femoris
muscle force (Figure 5.44c).
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Figure 5.48 Posterior load, case 0° configuration, outer surface: Variation of (a) nodal
strain energy density and (b) growth with axial location Z at three locations along the
surface: anterior side (ϴ=0°), medial side (ϴ=90°), and posterior side (ϴ=180°) due to
shape optimization single load or in series with superior load case.
The tracking of the nodal strain energy density and growth per iteration at discrete
points along the axial lines studied in Figure 5.49 can provide addition insight into the
shape optimization process and resulting adaptations to the bone's strength. The direct
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correlation between the amount of nodal growth per shape optimization iteration and the
difference between the nodal strain energy density and the average of this measure over
the design surface is clear, such as in the large growth seen in regions of very high stress.
However, the dependence of the amount of nodal growth on the inverse of the surface
standard deviation results in some interesting trends that are not as easily discerned.
On the anterior (ϴ=0°) side of the bone, Figure 5.49a (top), it is quite apparent
that the trend in the nodal strain energy density with iteration at the two-thirds length
location, where the tibialis anterior muscle acts, is almost opposite that of the growth at
the same node Figure 5.49b (top) for the single load posterior case. The nodal strain
energy density is approximately an order of magnitude larger than the surface averaged
value for this load case, but it is approximately the same order of magnitude as the initial
surface standard deviation (Table 5.10 and Figure 5.46). Therefore, following Equation
4.23, the initial growth (Figure 5.49b (top)) is essentially proportional to the ratio of the
nodal strain energy density (Figure 5.49a(top) and the surface standard deviation (Figure
5.46b(top)) (the growth rate factor  was selected as 1e-5 in this study). While the
surface standard deviation decreases rapidly (Figure 5.46), the nodal strain energy density
and surface average remain relatively constant, leading to a large amount of growth per
iteration driven by the large decrease in the standard deviation in the denominator of
Equation 4.23. As the optimization progresses, the large growth leads to a decrease in the
node's strain energy density. At the same time, the surface averaged strain energy density
begins to increase significantly and at an increasing rate while the change in the standard
deviation slows. This causes the magnitude of the numerator and denominator of the
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growth driver to be comparable and slows the growth at this node to a near constant value
as seen in Figure 5.46b(top).
At this same location, it is also quite noticeable that while the trend and
magnitude of the nodal strain energy density for the multiload case (dashed lines) is very
similar to that of the single load case (solid lines) over the optimization process, the
resulting growth is very different (Figure 5.49 top). From Equation 4.23, this can be
explained by to the differences in the trends in surface average and standard deviation of
the strain energy density for these two cases (Figure 5.46).

Both the single and the

multiload cases start the same with the very high strain energy density driving the
growth, resulting in a relatively large initial amount of growth. However, the combined
greater increase in the average value and slower decrease in the standard deviation seen
for the multiload case (Figure 5.46), with the slightly greater decrease in the nodal strain
energy density with iteration, allow the numerator (difference between nodal and average
strain energy density) and denominator (standard deviation) of the growth driver
expression (ratio of the two in Equation 4.23) to become more comparable earlier in the
optimization process. This leads to the constant growth seen at this location over most of
the optimization process for the multiload case.
On the medial side 90° position (Figure 5.49(a)middle and 5.44b), both the nodal
strain energy density and the surface averaged value are closer in magnitude and trend,
leading to a near constant difference between these two values over the course of the
optimization. The amount of growth (or here decay) with iteration, however, continually
gets larger (Figure 5.49b(middle)). This change directly follows the trend of the inverse
of the standard deviation of strain energy density, for as the standard deviation gets
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smaller with iteration (Figure 5.46 b(top)), the amount of growth per iteration increases
(Figure 5.49).
In some instances, the effect of the average value dominates the trending nodal
growth during part of the optimization process and that of the standard deviation controls
another part of the optimization. For example, on the outer surface at the 180° location,
the trend in the five-sixths location is very different from that of the other locations
(Figure 5.49(bottom)). Initially, the nodal strain energy density at that location is very
small, as this is in the low stress region identified above (Figures 5.44a and 5.49a). The
numerator of the growth driver portion of Equation 4.23, the difference between the
nodal strain energy density and the surface average value, is, therefore, negative and
relatively large compared to the other nodes depicted in Figure 5.49a, which have values
closer to the surface average. This leads to a relatively large amount of initial decay at
this location (Figure 5.49b(bottom)) compared to the other nodes in the plot. Yet, the
decrease in the standard deviation is sufficient enough to still influence the increasingly
decaying rate of growth per iteration. As the cortical wall gets thinner in this region, the
nodal strain energy density increases (Figure 5.49a(bottom)) and the value of the
numerator gets smaller, decreasing the amount of decrease in the growth per iteration.
Eventually, as the nodal strain energy density increased enough towards the average
value and the rate of change of the standard deviation declined enough with the increased
uniformity of the stress state, the influence of the numerator increases (Figures 5.49 and
5.46 and 5.44b). Eventually, the increasing nodal strain energy density in this thinning
region is large enough that the numerator takes control over the growth per iteration trend
as the switch to growth at this location is approached just before the size limit is reached
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(Figure 5.49). Simply put, the bone in this originally low stress region was getting "too
thin" (stresses "too high") requiring a switch from decay to growth to reduce the
possibility of fracture at this point.
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Figure 5.49 Posterior load case, 0° configuration, outer surface: Variation of (a) nodal
strain energy density and (b) growth with optimization iteration at discrete axial locations
(% total tibial length) and three locations along the surface: anterior side (ϴ=0°), medial
side (ϴ=90°), and posterior side (ϴ=180°) due to shape optimization due to single load or
in series with the superior load case. Note: The "alone" case is identified by solid lines and the
component of the multiload case by dashed lines.
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A similar analysis can be performed on the inner surface. On this surface, the
trends are similar to the outer surface, but less extreme due to the lack of directly applied
loads. While the increased uniformity of nodal strain energy density over the surface is
evident in the trends of strain energy density over the optimization process in Figure 5.50
and 5.51, the convergence measure (Table 5.11 and Figure 5.47) indicated an overall
increase in the variation over the surfaces as a result of the shape changes. This is likely
due to the stress concentrations that develop in the corners of the inner surface's transition
to the cancellous-filled region, shown as local spikes in strain energy density and growth
in the plots in Figure 5.50 near the one-sixth and five-sixths locations and in the small
region of relatively large von Mises stress Figure 5.44b (red arrow). It is interesting to
note that, as seen on the outer surface, the tibialis anterior muscle affects the stresses and
growth on inner surface at the 90° (medial) and 180° (posterior) sides (regions of slightly
higher growth and strain energy density near the two-thirds location in Figure 5.50).
On this inner surface, the sequential loading brought more variation in the strain
energy density of the "optimal" design under the posterior loadset than did the single case
alone under the same loads (Figure 5.50). These observed trends are likely due to the
alterations in the deflection patterns and stress states under the applied load that occur
due to differences in active muscle sets and resulting large growth regions for the
posterior and superior load cases. These indirect effects of the addition of significantly
increased thickness without increased load (either on the anterior side for the posteriorly
directed loading or the posterior side on the superiorly directed loading) alter the
behavior of the bone under the applied load sets (Figure 5.44).
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Figure 5.50 Posterior load, case 0° configuration, inner surface: Variation of (a) nodal
strain energy density and (b) growth with axial location Z at three locations along the
surface: anterior side (ϴ=0°), medial side (ϴ=90°), and posterior side (ϴ=180°) due to
shape optimization single load or in series with superior load case.
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When examining the change in the nodal values with iteration, more uniform
trends with location along the inner surface are seen than on the outer surface (Figure
5.51 vs Figure 5.49). Opposite to the trends on the outer surface, the surface average
strain energy density decreased with iteration on the inner surface (3%) while the
standard deviation increased (more than two-fold) (Figure 5.51, Table 5.11).

The

decreased average value on the inner surface is related to the lack of directly applied
loads to the surface so that the shape changes can have more of an effect on the local
stresses. The increased standard deviation is likely due to the stress concentration near
the transition to the cancellous filled region described above and the increasing
uniformity elsewhere on the bone, creating a wider range of values over the surface.
There are two important differences in the relative values of the average and
standard deviation in this inner surface compared to the outer (Figure 5.47(top)). First,
the average strain energy density was twice that of the standard deviation over the inner
surface during the optimization process, showing much less variation compared to the
outer surface, where the standard deviation was up to eight times the average. Second,
aside from the locations concentrations near the transition to the cancellous region, the
nodal and average values of the strain energy density were very similar on the inner
surface. Because the nodal strain energy density and its average and standard deviation
over the inner surface had relatively equal weight by magnitude alone, the combined
relationships between the values of the nodal strain energy density and the average and
standard deviation of the strain energy density over the inner surface had a relatively
direct influence on the amount of growth at each iteration. This contrasts the behavior on
the outer surface under the loading conditions studied, where the differences between
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these values were up to an order of magnitude and the growth was driven mainly by the
changes to this very large magnitude of standard deviation of the nodal strain energy
density over the surface.
The interrelationships between these measures with comparable values are shown
through an example tracking the nodal strain energy density and its surface average and
standard deviation with the nodal growth per iteration over the optimization process.
Specifically, the changes in a single node were examined on the anterior (ϴ=0°) side of
the inner surface at a location far from the applied muscle forces and constraints, at an
axial location one-third of the tibial length from the ankle, during the optimization
process under the single load posteriorly directed loadcase. The inner surface average
strain energy density remains nearly constant during the optimization at a magnitude near
that of the initial nodal strain energy density of many of the points on this anterior surface
of the tibia bone. The standard deviation over the surface is initially about three times
less than this magnitude, but slightly greater than initial difference between the nodal and
surface averaged strain energy density (Figures 5.47 and 5.51a(top)). The trend in growth
on the anterior (ϴ=0°) surface can be explained as follows.

Because the standard

deviation (denominator of the growth driver expression of Equation 4.23) is greater than
the difference between the nodal strain energy density and the surface average strain
energy density (numerator of the growth driver expression of Equation 4.23), initially,
there is a relatively small amount of growth at this node. Over the first few iterations, the
standard deviation changes little (Figure 5.47b(top)); however, the nodal strain energy
density increases relatively rapidly (Figure 5.51a(top)), moving away from the nearly
constant surface average value and increasing the numerator value over that of the
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standard deviation in the denominator of the growth driver expression. Thus, the nodal
growth initially follows the change in nodal strain energy density (Figure 5.51(top)). As
the change in the standard deviation increases from its initial rate (Figure 5.47), it gains a
slightly greater influence over the growth, reducing the rate of increase of growth from
the linearly increasing difference between the nodal strain energy density and surface
average. Eventually, as both the standard deviation and the nodal strain energy change
linearly with iteration, and as the surface average remains relatively constant, the change
in both the numerator and denominator of the growth rate expression is constant over the
optimization process and the amount of growth per iteration at this node stops changing.
This results in a nearly constant amount of growth at this node for each iteration for the
remainder of the optimization process.
The influence of the increasing value of the standard deviation of the strain
energy density is also shown through the study of the changes of a specific node on the
inner surface with optimization iteration. At the (ϴ=90°) medial location, the nodal
strain energy density remains nearly constant throughout the optimization process (Figure
5.51a(middle)). Because the surface average of the strain energy density also remains
constant (Figure 5.47a(top)), the numerator of the growth driver expression does not
change. Therefore, the progression of the amount of nodal growth with iteration over the
optimization process depends only on the changes to the standard deviation of the strain
energy density over the inner surface. Because it increases nearly linearly (Figure 4.47),
the amount of growth per iteration decreases nearly linearly (Figure 5.51b(middle)) as it
is proportional to the inverse of the standard deviation.
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Figure 5.51 Posterior load case, 0° configuration, inner surface: Variation of (a) nodal
strain energy density and (b) growth with optimization iteration at discrete axial locations
(% total tibial length) and three locations along the surface: anterior side (ϴ=0°), medial
side (ϴ=90°), and posterior side (ϴ=180°) due to shape optimization due to single load or
in series with the superior load case. Note: The "alone" case is identified by solid lines and the
component of the multiload case by dashed lines.
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As was observed for the outer surface, the addition of the sequential application of
the nearly opposite loading conditions of the superiorly directed loadcase to the
optimization of the bone shape under the posteriorly directed loadcase did not
significantly alter the trends in the nodal strain energy density and resulting local growth
on the inner surface except at regions nearby the areas of application of muscles that were
active under either of these loading conditions. In these regions the trends in strain
energy density and growth with iteration on the inner surface were more significantly
influence as the effects of the alterations to the strain energy density and profile described
previously for the outer surface propagated inward to affect the stress state on the inner
surface.
A similar analysis follows for the superiorly directed load set. The concepts used
to relate the changes to the average and standard deviation of the strain energy density
over the optimizing surface, the changes to the nodal strain energy density, and the
resulting nodal growth could be applied to any situation modeled.

The detailed

presentation using the posteriorly applied load provided a good understanding of the
model function. As such, a detailed analysis of these relationships will not be presented
for further load sets examined. Instead, differences will be highlighted between cases
studied and interesting phenomena will be noted.
Superiorly Directed Load
The tibia bone had a simpler state of stress under the superiorly directed loading than
under the posteriorly directed resultant loadcase that was described above (Figure 5.45a).
Under this loading condition in the straight leg configuration, there were three regions of
relatively higher stress that occurred on the anterior face at the proximal end of the bone.
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The first two were at the locations of attachment of the knee extensor muscles and the
tibialis anterior muscle (red arrows). The third location of high stress was in the area
between these muscle force application regions. High stresses occurred there directly as
the two muscle forces pulled nearby regions of bone in opposite directions because the
directions of the muscle forces were nearly parallel to the global y-coordinate in this
straight leg configuration. While the stresses induced on the anterior side of the bone
were large due to the directly applied muscle forces, a region of relatively high stress also
occurred on the posterior side of the bone in response to the bending induced by the
muscles on the anterior side in the straight leg configuration. The stresses on both sides
of the bones then gradually decrease proceeding distally towards the ankle.
Plots of axial variation of nodal strain energy density (Figure 5.52) followed the
observed trends in the von Mises stress contours described above (Figure 5.45a). At the
0° (anterior) location, two local maxima, one at the two-thirds spot and the other just
above the five-sixth location, were observed, corresponding to the regions of attachment
of the tibialis anterior and the active knee extensor muscles to the tibia bone, with the
strain energy density at the knee flexor attachment location, an order of magnitude
greater than that at the tibialis anterior location. A nearly uniform region of elevated
strain energy density, through less so than at the locations of direct muscle force
attachment, was shown between the two local maxima corresponding to the observed
high stress region in the contour plot. On the 180° side of the bone, with no direct load
application, the trend in strain energy density followed an asymmetric skewed paraboliclike curve, with the peak correlating to the region of high von Mises stress in Figure 5.45
(red arrow on posterior side near end of the hollow region). This is related to high stress
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region is that of maximum deflection in the hollow bone induced by the direct pull of the
muscles on the opposite (anterior) side. The gradual decline of the strain energy density
from this region towards the ankle, noted in the stress contours is clearly seen in the plot
of the strain energy density in Figure 5.52a. As in the posteriorly directed load, the 90°
(medial) location showed a transition between the anterior and posterior sides through a
relatively low, nearly uniform, strain energy density, similar to the stresses that would be
found a bending axis. A local region of high stress at the same axial location as the area
of

muscle force application demonstrates the dispersion of the muscle's effects

throughout the region and serves, in part, to transition some of these stresses to the
posterior side of the bone.
The geometry optimized under this single load case successfully reduced the
stresses related to the muscle force through large amounts of local growth (Figure 5.52),
with the location of knee extensor force application reaching the maximum growth limit
throughout the optimization process. As typical to the shape adaptation model function,
regions of high stress (and strain energy density) showed increased growth while the
regions of low strain energy density in the distal region showed decay. When applied in
sequential series with the posteriorly directed load, the changes in the bone shape due to
the multiload case resulted in growth patterns and von Mises stress distributions under
the superiorly directed component of the load set that were more similar to the superior
alone case than was seen for the posteriorly directed load case. In the 90° location, the
geometry generated by the sequentially applied posterior and superior load sets (dashed
pink line) resulted in a more uniform stress distribution that the superiorly directed alone
(solid pink line) far from the load application regions (Figure 5.52a(middle)).

464
0°

0°

3.6E+04

8.0E-05

Initial
Final-S Alone
Final S from P-S

3.0E+04

6.0E-05
4.0E-05

Growth (m)

SED (Pa)

2.4E+04
1.8E+04
1.2E+04

2.0E-05
0.0E+00

0.0E+00
0.00

0.17 0.33 0.50 0.67
Normalized Length Along Z

0.83

-4.0E-05
0.00

1.00

SED (Pa)

1.0E+02

Initial
Final S Alone
Final S from P-S

6.0E-05
4.0E-05

7.5E+01
5.0E+01

0.17 0.33 0.50 0.67
Normalized Length Along Z

0.83

Initial
Final from S Alone
Final S from P-S

6.0E-05

0.17 0.33 0.50 0.67 0.83
Normalized Length Along Z

1.00

Initial
Final from s Alone
Final S from P-S

4.0E-05

9.0E+02
6.0E+02

2.0E-05
0.0E+00

-2.0E-05

3.0E+02
0.0E+00
0.00

Initial
Final S Alone
Final S from PS

180°
8.0E-05

Growth (m)

SED (Pa)

1.2E+03

0.0E+00

-4.0E-05
0.00

1.00

180°
1.5E+03

2.0E-05

-2.0E-05

2.5E+01
0.0E+00
0.00

1.00

8.0E-05

Growth (m)

1.3E+02

0.17 0.33 0.50 0.67 0.83
Normalized Length Along Z

90°

90°
1.5E+02

Initial
Final from S Alone
Final S from PS

-2.0E-05

6.0E+03

0.17 0.33 0.50 0.67 0.83
Normalized Length Along Z

(a)

1.00

-4.0E-05
0.00

0.17 0.33 0.50 0.67 0.83
Normalized Length Along Z

1.00

(b)

Figure 5.52 Superior load, case 0° configuration, outer surface: Variation of (a) nodal
strain energy density and (b) growth with axial location Z at three locations along the
surface: anterior side (ϴ=0°), medial side (ϴ=90°), and posterior side (ϴ=180°) due to
shape optimization single load or in series with posterior load case.
While the general correlation between regions of high stress and large growth
(and between low stress and small amounts of growth) are valid in the conditions studied,
in tracking the nodal strain energy density and growth with iteration, it is clear, as has
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been seen in the other cases presented, that the trends in these two measure do not always
follow. Because the trends in the standard deviation and the average of the strain energy
density over the outer surface of the bone studied are different for this superiorly directed
resultant force case than for the posterior case, an illustrative example of their relative
effect is presented.
Over the outer surface, the average strain energy density increased linearly and
significantly (25%) under the superiorly directed loadcase. This is in contrast to the
posteriorly directed load case where the strain energy density first slightly decreased
before it eventually results in a maximum 8% increase over the initial state (Figure 5.46).
Unlike the trends in the surface average value, the trends in the standard deviation of the
strain energy density over the surface under the superiorly directed load was nearly
indistinguishable from that of the posteriorly directed loadcase, aside from magnitude.
When comparing the magnitudes of these global measures of the state of stress over the
outer surface from the two single load cases, the superiorly directed loadcase had a
standard deviation that was more similar in magnitude to the surface average than
occurred under the posteriorly directed load by almost 25% (also confirmed by ratios
presented in Table 5.10).
The ways in which these two features of the global stress state affect the growth
of the bone and the resulting changes in strength can be seen at the 0° location (anterior
side) at the two-thirds location, near the attachment point of the tibialis anterior (Figure
5.53(top)). Initially, there was a relatively large difference between the nodal strain
energy density at this point and the average of this measure over the surface, compared to
the values at the other locations along the anterior surface of the bone. Therefore, despite
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the even larger standard deviation of the strain energy density over the surface, the
numerator in the growth driver expression of Equation 4.23, corresponding to the how
different the stress state at a particular node is from the average over the surface, had a
greater influence on the growth of the node because, although there is much variation
over the surface (large standard deviation), this node is "more different" than the rest. As
the cortical wall thickness increased near this node (Figure 5.21), the strain energy
density in this location decreased. Despite this decrease, the corresponding thinning in
other parts of the bone shape (Figure 5.21) increased the strain energy density such that
the overall average increased (Figure 5.46), making the conditions at the examined node
more similar to the average surface conditions than under the initial geometry. This
results in a smaller numerator in the growth driver expression of Equation 4.23. As the
nodes over the surface approach a more common value through relative changes in the
local thickness over bone volume, the standard deviation of the strain energy density
(denominator in Equation 4.23) also decreased.
The decrease in the standard deviation, with a nearly exponential decay (Figure
5.46b (bottom)), was initially much faster than that of the relative difference between the
nodal strain energy density and the reference value, which progressed more linearly
(Figure 5.53a(top) and Figure 5.46a(bottom)). This resulted in a slight increase in the
amount of growth per iteration (Figure 5.53b(top)) despite the decreasing nodal strain
energy density because the decrease in the standard deviation of the strain energy density
drove the changes in the growth at this location. As the optimization progressed and the
strain energy density of the surface nodes became more uniform (Figure 5.34b) the rate
of change of the standard deviation decreased, resulting in slightly less growth per
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iteration, as both the numerator and denominator varying nearly linearly with iteration.
As the rates of change in both the numerator and denominator become more similar, the
amount of growth per iteration at this location changed less between iterations and a
constant amount of growth eventually resulted. Note that the growth itself did not stop,
as the nodal strain energy density was still far from equaling the surface average value.
The analysis simply showed how the growth per iteration became constant, meaning that
the relationships between the nodal strain energy density, surface averaged strain energy
density and the standard deviation of this measure over the surface remained constant.
Under the combined loading condition, the changes in the growth and strain
energy density under a single load set were similar to those of the multi-load sets with
slightly different magnitudes due to the modifications to the stress state from the growth
caused by the influences of the second loadset on the alterations to the bone shape. For
example, under the posterior loading conditions (Figure 5.48a(bottom)) the location of
the biceps femoris attachment on the 180° side had a large reduction in strain energy
density under both the single and the mulitload conditions. However, the high stress and
high growth region occurred over a greater area when combined with the superiorly
directed load. This is related to the more gradual variations of the strain energy density
along 180° side from the bending induced under the superiorly directed load (Figure
5.52a(bottom)).

This smoother growth over the length of the cylinder under the

superiorly directed loading also helped to reduce the significant thinning directly distal to
this high growth knee flexor muscle force application region on the posterior (180°) side
of the bone that was caused by the posteriorly directed loading (Figure 5.45).
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Figure 5.53 Superior load case, 0° configuration, outer surface: Variation of (a) nodal
strain energy density and (b) growth with optimization iteration at discrete axial locations
(% total tibial length) and three locations along the surface: anterior side (ϴ=0°), medial
side (ϴ=90°), and posterior side (ϴ=180°) due to shape optimization due to single load or
in series with the posterior load case. Note: The "alone" case is identified by solid lines and the
component of the multiload case by dashed lines.
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Under this superiorly directed resultant force, the trends in the strain energy
density and growth on the inner surface were similar to those on the outer surface, though
less extreme. For this reason more uniformity over the distal surface near the ankle,
between approximately the one-sixth and two-thirds locations on this inner surface, was
achieved as a result of the single superiorly directed resultant force in all three locations
examined (Figure 5.54 (solid pink line)). Due to the shape changes under the superiorly
directed load, the influence of the muscle application forces, which caused a relatively
large amount of growth initially (blue lines, Figure 5.54b) on this inner surface as the
stresses (strain energy) propagated through the cortical bone thickness, was nearly
eliminated (solid pink lines Figure 5.54b), and the growth in the force application region
on the inner surface was nearly the same as that in other regions on that surface that were
outside the influence of the boundary conditions. Even the local peaks in the nodal strain
energy density at ends of the interior node growth region that have been seen in all
studied cases due to the transition to the cancellous filled region were significantly
reduced under this superiorly directed loading direction in the straight leg configuration.
Thus, all over the inner surface, the variation of the strain energy density was reduced,
resulting in the achievement of convergence for the inner surface under this single mode
of loading, the only of its kind in this straight leg configuration study.
This improved uniformity of the strain energy density on the inner surface under
the single superiorly directed load case, however, was not maintained when followed
directly by a posteriorly directed load case in the sequential series of these two loads,
particularly on the posterior (180°) side. While under the superiorly directed load, this
location had no directly applied loads and a smooth, gradual increase in strain energy
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density (and growth) from the distal end of the bone near the ankle to the proximal end
near the knee. This gradual transition from one end to the other was eventually reduced
to nearly a constant value over the length of the bone due to the shape optimization under
the superiorly directed load (Figure 5.54 (bottom), Pink line or Figure 5.24a (superior dark blue line)). In contrast, the posteriorly directed load resulted in thinning in this
region (Figure 5.50 (bottom), Figure 5.24a (posterior -green line)). The combined load,
therefore, created a geometry that did not have as thickened a cortical bone to resist the
bending-type loading than the geometry created by the superior alone did.

With

geometry resulting from the combined load having an increased amount of overall
deflection compared to the geometry created from the superiorly directed force alone, the
stress concentration at the transition to the cancellous fill region was no longer reduced in
the combined superior-posterior case as was seen under the single superiorly directed
load case, and the variation over the surface of this "optimal geometry" under the
superiorly directed load increased, accordingly (Figure 5.54a(bottom)).
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Figure 5.54 Superior load, case 0° configuration, inner surface: Variation of (a) nodal
strain energy density and (b) growth with axial location Z at three locations along the
surface: anterior side (ϴ=0°), medial side (ϴ=90°), and posterior side (ϴ=180°) due to
shape optimization single load or in series with posterior load case.
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Figure 5.55 Superior load case, 0° configuration, inner surface: Variation of (a) nodal
strain energy density and (b) growth with optimization iteration at discrete axial locations
(% total tibial length) and three locations along the surface: anterior side (ϴ=0°), medial
side (ϴ=90°), and posterior side (ϴ=180°) due to shape optimization due to single load or
in series with the posterior load case. Note: The "alone" case is identified by solid lines
and the component of the multiload case by dashed lines.
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Under the 0° configuration, muscle forces acted in directions closely aligned with
the components of the global coordinate system, and, therefore, also aligned with the four
main resultant loading directions studied. As a result, the stress state in the tibia was
often directly related to the application of the muscle forces generated to create the
desired resultant force. This more regional effect of the muscle forces resulted in locally
very high stresses (strain energy densities) causing large averages and standard deviations
over the surface being optimized and, consequently, localized regions of very large
growth. Because of these isolated regions of very large growth, the average was biased
towards these outliers despite the element area weighted factors used to reduce the
variations. Accordingly, decay (bone resorption) occurred in many locations over the
length of the bone, especially away from the regions where the muscle forces acted.
With no directly applied loads and a smaller standard deviation of the strain energy
density over the inner surface, there was no extreme local growth and widespread decay,
and convergence was achieved on the inner surface for the superiorly directed force.
While local variations in growth occurred between the load cases studies from the
varied relationships between nodal strain energy density and the average and standard
deviation of the strain energy density over the optimizing surface, the characteristics of
the "optimized" bone geometry under all load sets in the straight leg 0° configuration was
the same: proximal and anterior thickening and distal and posterior thinning as the region
of large growth was localized to the region of muscle main force application. Because
the targeted fracture prone region was in the distal end of the bone, none of the loading
modes applied to this straight leg configuration significantly improved the bone's strength
in this region and, under many of the loads, the strength actually worsened.
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In the 45° and 90° configurations, the tibia bone was rotated the named amount
with respect to the global y-coordinate. Therefore, the directions of the muscle forces in
the leg system studied are not fully aligned with the global coordinate system (and
resultant force directions) as occurred in the 0° configuration. More complex loading on
the tibia bone typically result as compared to the 0° configuration, which may be
beneficial to the strengthening of the distal tibia, the optimization goal in this study. As
discussed in Subsection 5.4.2, a number of the loading sets studied resulted in similar
stress distributions for each of these configurations. Therefore, like in the straight leg
configuration, only loading modes that result in unique stress states are presented. For
the 45° configuration, these were the anteriorly, posteriorly, and superiorly directed
resultant forces. For the 90° configuration, these were the inferiorly, posteriorly, and
superiorly directed resultants. Because of the combined similarities, the evolution of the
optimal tibial bone shapes under all six unique loading conditions for both the 45° and
90° configuration are discussed together.

5.4.3.2 Shape Optimization under the 45° and 90° Configurations.

When the

resulting "optimal" tibial bone geometries from these individual load cases were
examined under the comparison loading condition in Section 5.3, it was found that the
anteriorly and inferiorly directed resultant forces generated under both the 45°
configuration and the 90° resulted in very changes to the bone geometry from the
uniform initially circular cylinder, and, therefore, changes to the stress state under the
common critical design load jogging comparison case. The same was found to be true for
geometries resulting from the posteriorly directed resultant load generated by the leg in
the 45° configuration and the superiorly directed resultant load in the 90° configuration.
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Amongst these groups, the convergence behaviors during the optimization
processes under each limb configuration and load set (Figures 5.37 and 5.39) and the
relative changes in the surface average and standard deviation of the strain energy density
resulting from the loads on the initially circular uniform cylinder to the same loads on the
optimal shape (in Tables 5.12 through 5.15) were also very similar. Specifically, the
changes in the average and standard deviation of the strain energy densities varied no
more than 1% over both the inner and outer surfaces resulting from the four single load
cases comprised of the inferiorly and anteriorly directed loads in the 45° and 90°
configurations. Similarly, these measures varied less than 5% between the posteriorly
directed load in the 45° and those from the superiorly directed load in the 90°
configurations.

While these measures of the changes on the outer surface for the

superiorly directed resultant in the 45° configuration and the posteriorly directed force in
the 90º configuration were similar (< 5%), these measures for their inner surfaces varied
by almost 20%. Representing their group, the anteriorly directed resultant force in the
45° configuration and the inferiorly directed force for the 90° configuration were plotted
together. Similarly, the posteriorly directed resultant force in 45° configuration and the
superiorly directed force in the 90° configuration were presented together. Because of
their inner surface differences, the superiorly directed load in the 45° configuration and
the posteriorly directed load in the 90° configuration were plotted separately.
While the trends in the global measures of the stress state and muscle activity for
each of these loading conditions was studied in detail above, the similarities among the
members of each group defined here are highlights so that trends in their growth patterns
could be discovered.
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Average and Standard Deviation of Strain Energy Density over the Optimizing Surface
In general, for the 45° and 90° configurations, the magnitudes of the average and
standard deviation of the strain energy density over the optimizing surface were more
comparable than they were in the 0° configuration described above, where the measure of
standard deviation of the strain energy density was orders of magnitude greater than the
surface average. Unlike in the 0° configuration, for all cases in these two bent leg
configurations, both of these measures of the global state of stress decreased with
optimization iteration. However, their magnitudes and exact trends varied. Because the
magnitudes of the average and standard deviation of the strain energy density over the
surface were of similar order in these bent leg configurations compared to those in the
straight leg case, the relative dominance of the average and standard deviation of the
strain energy density (numerator and denominator in the growth driver expression of
Equation 4.23) often changed over the course of the optimization. The specific trends in
these global measures over the optimizing surfaces for each loadset studied are shown in
Figure 5.56. These relationships are used to understand the relative changes in growth
with respect to the local and global measures of stress state on the optimizing surface.
Anterior-45° and Inferior-90°
The anteriorly directed load in the 45° configuration and the inferiorly directed load in
the 90° configuration resulted in similar magnitudes and trends of the average and
standard deviation of the strain energy density over the optimizing surfaces (Figure 5.56a
and Figure 5.56b). The magnitudes of these measures were slightly greater for the
inferior-90° case than the anterior-45° case over the course of the optimization case for
both the inner and outer surfaces. For both loading conditions, the standard deviation of
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the strain energy density on the outer surface was initially greater than the average.
However, because the outer surface standard deviation initially decreased at a more rapid
rate than the average, its magnitude eventually became less than that of the average.
While similar trends occurred on the inner surface, with the initial rapid decrease at
different rates followed by the slower parallel changes with iteration, the average of the
strain energy density always remained greater than the standard deviation on the inner
surface, and the difference in their magnitudes increased over the optimization. Both
global measures of the stress state on the inner surface for both the inferior-90° and
anterior-45° cases decreased parallel to each other after both cases attained inner surface
convergence.

The rate of change of these measures on the outer surface also became

parallel for both cases upon the completion of the inner surface shape changes.
Posterior-45° and Superior-90°
The trends in the global stress state measures for the posteriorly directed resultant force in
the 45° configuration and the superiorly directed resultant force in the 90° configuration
were nearly identical. However, their magnitudes were significantly different, with the
measures of the posterior-45° case nearly double those of superior-90° (Figures 5.56c and
5.56d). Additionally, in these cases, the standard deviation of the strain energy density
over the outer surface was initially almost twice the corresponding average value. Over
the course of the optimization process, this difference decreased, ending with about a
50% difference. This is directly related to the greater rate of reduction of the standard
deviation than that of the average on the outer surface.

In contrast, the average and

standard deviation on the inner surface, started closer in magnitude. As the standard
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deviation of the strain energy density on this surface decreased at a greater rate than the
average, its magnitude eventually became less than that of the average.
Superior-45°
This superiorly directed resultant under the 45°configuration had a standard deviation of
the strain energy density on the outer surface that initially was 25% greater in magnitude
than the surface average. Similar to all of the cases reviewed, the standard deviation fell
at a greater rate than did the average, ending with a magnitude approximately the same as
the average (Figure 5.56e). On the inner surface, the magnitude of the surface average
remained greater than that of the standard deviation of the strain energy density
throughout most the optimization process (Figure 5.56h). With no directly applied forces
on the inner surface, the magnitude of the standard deviation, though initially greater than
the average, rapidly became smaller. At completion, the standard deviation of the inner
surface strain energy density was approximately 50% less than the average. The
magnitude of both measures on the inner surface was nearly constant after convergence.
Posterior-90°
The trends in the global measures of stress state for the posteriorly directed load in the
90° configuration were similar to those of the superior-45° with a few notable
differences. Throughout the outer surface optimization the standard deviation of the
strain energy density remained greater than the surface average, although their difference
progressively decreased nearly 70%. In contrast, the standard deviation of the strain
energy density over the inner surface was consistently less than the average, and their
difference increased from nearly the same value to almost a 50% difference. The overall
global measure changes in these conditions were less than those for the superior-45° case.
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Figure 5.56 Surface average and standard deviation for the following resultant load
directions and joint configurations (a) anterior 45°/inferior 90° outer surface (b) anterior
45°/inferior 90° inner surface (c) posterior 45°/superior 90° outer surface (d) posterior
45°/superior 90° inner surface (e) superior 45° outer surface (f) superior 45° inner
surface (g) posterior 90° outer surface (h) posterior 90° inner surface.
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Active Muscles and Resulting von Mises Stress Distribution
The similarities between the loading cases in the various configurations can be better
understood through a comparison of their active muscles. As with the trends in the
standard deviation and average of the strain energy density over the optimizing surfaces,
while the muscle activity was already reviewed in Section 5.2, a comparison of the
muscle forces related to loading conditions that resulted in common optimal shapes may
help understand the system features that lead to the similarly evolved geometries.
Anterior-45° and Inferior-90°
To create the anteriorly directed net resultant load in the 45° configuration, the vastii,
rectus femoris and tibialis anterior muscles were most active, with the vastii muscle
generating the greatest force. These three muscles also were most active in the creation
of the inferiorly directed resultant force in the 90° leg configuration (Figures 5.57a(a) and
5.58a(a)). In this inferior-90° case, while the vastii muscle force still had the greatest
magnitude, the rectus femoris muscle contributed slightly more and the tibialis anterior
slightly less than in the anterior-45° configuration. Nonetheless, the dominant vastii
muscle force was opposed by the fixed constraints at the toe and pelvis, rotating the foot
clockwise and bending the tibia bone, inducing the greatest tibial stresses in the anterior
(front 0°) distal (near ankle) region. The optimal shape, therefore, was created to resist
this mainly bending load through a thickening in the distal portion and a thinning in the
proximal (near the knee) end of the modeled bone (Figures 5.57b(a) and 5.58b(a)).
Posterior-45° and Superior-90°
To create the posteriorly directed force in the 45° configuration, the hip extensor gluteus
maximus muscle force was greatest, pulling the leg backwards and indirectly affecting

481
the tibia through the contact with the femur and bending induced throughout the
constrained leg bone system modeled. Of the forces directly affecting the tibia bone, the
biceps femoris and the soleus muscles acted on the proximal region (near the knee) of the
posterior side of the bone, the tibialis anterior muscle acted on the anterior side (Figure
5.57a(b)). While the biceps femoris muscle created the largest force magnitude, all of
these muscle forces were significant, combining to create a local, posteriorly directed
bending of the tibia bone just below the knee with regions of relatively large stresses on
the proximal one-third of the bone, directly related to the forces of the attached muscles.
This stress pattern lead to proximal growth and distal decay (Figure 5.58b(b)), similar to
many loading conditions in the 0° configuration.
The superiorly directed load in the 90° configuration resulted in a similar loading
patterns as the posterior-45° case, with slightly different stress distributions due to
different patterns and intensities of muscle forces. Under these loading conditions, the
biceps femoris muscles was dominant, and the gastrocnemius, rather than the soleus,
acted as the main ankle extensor, countered by a smaller magnitude force by the tibialis
anterior muscle.

This lead to slightly more bending, though generally the same

distribution of stresses, in the tibia bone and the same prediction of greater growth near
the knee near the active muscles and less near the ankle far from the high load region
(Figure 5.57a and b(b) and 5.58a and b(c)).
Posterior-90°
The muscles used to create the posteriorly directed resultant force in the 90°
configuration were similar to that that created this force in the 45° configuration
excluding the tibialis anterior muscle. As in the 45° configuration, the gluteus maximus
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dominated the overall muscle function in the whole leg system. The biceps femoris and
soleus muscles contributed to the majority of the loading directly on the tibia bone, with
the biceps femoris generating a slightly greater force (Figure 5.57a (b)). This lead to a
slight bending about the ankle and growth in both the proximal and the distal ends of the
bone, with more growth more on posterior than on the anterior side. (Figure 5.58b(b)).
Superior-45°
The superiorly directed force in the 45° configuration resulted from a more complex
system of muscle forces than the other load sets reviewed, with significant muscle
activity both on the anterior and posterior sides of the bone, resulting in a sort of
combination of all of the above discussed loading modes. While the biceps femoris
muscle generated the greatest force magnitude to flex the knee and extend the hip, it was
countered by nearly as great a magnitude of the rectus femoris muscle force opposing this
action. Similarly, the gastrocnemius functioned to pull the heel towards the femur to
extend the ankle, while the tibialis anterior muscle acted on the foot in the opposing
rotation (Figure 5.57a (c)). This combined loading pattern lead to a somewhat sinusoidal
bending of the tibia. With the proximal region pulled towards the femur and the distal
region bent towards the toe, it contained features of the loading patterns and their
resulting stress from all of the groups studied. Specifically significant stresses were
developed near the ankle, in the distal region of the tibia, due to the knee flexor muscle
forces similar to those found under the anterior and inferior load cases in both the 45° and
90° configurations, and smaller, but relatively significant, stresses from the activity of the
knee flexor muscle seen in the posterior-45° case were developed in the proximal region
of the bone near the knee. Because the magnitudes of the forces generated by the active
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muscles were similar and because many of the muscles with opposing functions were
active, their effects were more regionalized than the previously discussed cases that had
one clear dominant muscle action that caused a single major effect over the whole bone.
The combination of these muscle forces acting directly on the bones and the contact
behavior at the joints transferring their effects from one region to the next, resulted in the
complex state of stress, and hence, shape changes, due to this loading mode.
The comparison of the muscle force patterns, with emphasis on the dominant
muscle force or actions in each load set, helped to understand the similarities that were
identified in the stress distributions and optimal shapes between seemingly different
loading conditions. How the distributions of these muscle forces and bone stresses were
converted to the variations in bone shape for these configurations is next discussed. In
many of the figures depicting trends in nodal values, plots for all the common conditions
or locations discussed are arranged on the same page to allow for direct comparisons.
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Figure 5.57a von Mises stress distributions on leg system with initial tibial bone
geometry in the 45° configuration for the (a) anteriorly (b) posteriorly (c) superiorly
directed resultant force.
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Figure 5.57b von Mises stress distributions on leg system with optimal tibial bone
geometry in the 45° configuration for the (a) anteriorly (b) posteriorly (c) superiorly
directed resultant force.
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Figure 5.58a von Mises stress distributions on leg system with initial tibial bone
geometry in the 90° configuration for the (a) inferiorly (b) posteriorly (c) superiorly
directed resultant force.

487

Figure 5.58b von Mises stress distributions on leg system with optimal tibial bone
geometry in the 90° configuration for the (a) inferiorly (b) posteriorly (c) superiorly
directed resultant force.
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Trends in Nodal Strain Energy Density and Growth with Location and Iteration
Similar to the analysis performed for the 0° configuration, the study of the relationships
between the changes in the state of stress and shape under loading conditions in these
bent leg configurations can reveal information about the conditions studied and provide
insight into the common system features that resulted in similar growth, and, therefore,
strength, patterns. While many of the features described in the previous section for the 0°
configuration, such as the basic interrelationships between the local and global stress
state and variations, the effects of the abrupt geometric and material transitions, and the
local effects of the large stresses induced by the directly applied muscles, are also
observed for these bent leg conditions, some trends specific to these bent leg conditions
have been revealed.

Their understanding can lead to better control of strength

distributions of bone through a better design of the imposed loading conditions.
Anterior-45°/Inferior-90°
As described in the section above comparing the muscle activity required to generate
these loading conditions in these two limb configurations, under the mainly bending
loading induced in the tibia by the dominant knee extensor muscles under these
condition, the strain energy density was greatest in the distal end, near the ankle and
decreased almost linearly towards the knee on both the anterior (0°) and posterior (180°)
sides of the tibia bone (blue lines in Figure 5.59). The growth in the bone followed this
relatively simple strain energy density distribution (Figure 5.59), with material accretion
on the distal end and resorption on the proximal end, resulting in the final shape (Figure
5.57b(a)) that resembled a uniform stress beam. This near uniformity in the strain energy
density distribution, resulting from the induced shape changes, is shown in the
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representative plots of the nodal strain energy density distribution along the axial length
of the "optimal" bone geometry (pink lines in Figure 5.59). As in the straight leg 0°
configuration, locally large amounts of strain energy density and growth occur where the
muscle forces act directly, and the propagation of these local effects is demonstrated in
the plots at the 90° (medial) location where slight increases in growth and strain energy
density result in the final geometry near the region of applied knee extensor muscle
forces, despite being out of the loading plane and away from directly applied forces.
The changes of the nodal strain energy density and growth at the surface locations
studied with optimization iteration (Figure 5.60) demonstrate their convergence toward
uniformity. To understand this trend, the factors driving these changes were analyzed.
Initially, both the nodal growth and strain energy density change rather rapidly following
similar rapid changes in the standard deviation of the strain energy density (Figure
5.56a). The nodal locations with the biggest difference between the local strain energy
density and the surface average value (numerator in the growth driver Equation 4.23)
then result in the largest relative amount of growth to create greater changes in the
locations that are further away from the reference (average) value. As the nodal strain
energy density approaches a more common value, the changes in the average and
standard deviation of the strain energy density begin to occur at the same rate and the
changes in the growth per iteration begin to follow those of the nodal strain energy
density, driving the nodal growth to common value (Figure 5.60). It is interesting to note
that while the nodal strain energy density under the inferior-90° case are slightly larger
than those induced by the anterior-45° case, so are the surface average and standard
deviation values that complete the growth driver expression, leading to nearly equal

490
growth between the cases seen in Figures 5.59 and 5.60, verifying the model dependence
on variations of the local stress state rather than absolute magnitudes.
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Figure 5.59 Outer surface variation of (a) nodal strain energy density and (b) growth
with axial location Z at three locations along the surface: anterior side (ϴ=0°), medial
side (ϴ=90°), and posterior side (ϴ=180°) due to shape optimization under the anteriorly
directed resultant load in the 45° configuration (solid lines) and the inferiorly directed
resultant load in the 90° configuration (dashed lines).

491

0°

0°
1/6
Length
1/3
Length
1/2
Length
2/3
Length
5/6
Length
average

1.8E+05

1.1E+05
7.0E+04
3.5E+04

2.0E-05
1.0E-05
0.0E+00

-1.0E-05
-2.0E-05

0.0E+00
0

50

100 150
Iteration

200

250

0

300

50

1/6
Length
1/3
Length
1/2
Length
2/3
Length
5/6
Length
average

4.0E+04
3.2E+04
2.4E+04
1.6E+04
8.0E+03

250

-6.0E-06

0.0E+00
50

100 150
Iteration

200

250

1/6
Length

-9.0E-06

1/3
Length

-1.1E-05

1/2
Length

-1.2E-05

2/3
Length

-1.4E-05

5/6
Length

300

0

50

180°
1.8E+05
1.4E+05
1.1E+05
7.0E+04
3.5E+04
0.0E+00
100 150
Iteration

(a)

250

200

250

300

4.0E-05

300

1/6
Length
1/3
Length
1/2
Length
2/3
Length
5/6
Length

3.0E-05

Growth (m)

1/6
Length
1/3
Length
1/2
Length
2/3
Length
5/6
Length
Averag
e

50

100 150 200
Iteration

180°

2.1E+05

0

300

-7.5E-06

-1.5E-05

0

SED (Pa)

100 150 200
Iteration

90°

90°

4.8E+04

SED (Pa)

1/6
Length
1/3
Length
1/2
Length
2/3
Length
5/6
Length

3.0E-05

Growth (m)

SED (Pa)

1.4E+05

4.0E-05

Growth (m)

2.1E+05

2.0E-05
1.0E-05
0.0E+00
-1.0E-05
-2.0E-05
0

50

100 150 200
Iteration

250

300

(b)

Figure 5.60 Outer surface variation of (a) nodal strain energy density and (b) growth
with optimization iteration at discrete axial locations (% total tibial length) at three
locations along the surface: anterior side (ϴ=0°), medial side (ϴ=90°), and posterior side
(ϴ=180°) due to shape optimization under the anteriorly directed resultant load in the 45°
configuration (solid lines) and the inferiorly directed resultant load in the 90°
configuration (dashed lines).
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Other than the spikes in the strain energy density at the transition from the hollow
to the cancellous region under this anterior or inferior loading case, which are the largest
of all seen in this 90° configuration, the trends in the strain energy density and growth on
the inner surface (Figure 5.61) follow those described for the outer surface (Figure 5.59).
While the effect of directly applied loads is not as significant on the inner surface, the
propagation of the high stresses induced by the muscle loads through the bone volume is
noticeable, for example in the slight disturbance at the two-thirds location along 0° line
due to the activity of the tibialis anterior muscle in the anterior-45° case.
In the trends of changes in the nodal growth and strain energy density with
iteration in Figure 5.62, the more rapid decrease in the strain energy density on the inner
surface compared to that on the outer surface (Figure 5.61), resulting in the more rapid
convergence for the inner surface in these cases (Figures 5.37 and 5.39). Note that Figure
5.62 depicts the change in strain energy density over the course of the nearly 300
optimization iterations, but growth only in the first 80 before convergence. Because the
surface average strain energy density on the inner surface was always greater than its
standard deviation but the standard deviation changed (decreased) at a greater rate than
the average did, the nodal growth on the inner surface was driven by the difference from
surface averaged strain energy density for nodes with stress states far from that of the
average average and by the changes to the standard deviation for nodes with stress states
more similar to that of the average.
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Figure 5.61 Inner surface variation of (a) nodal strain energy density and (b) growth with
axial location Z at three locations along the surface: anterior side (ϴ=0°), medial side
(ϴ=90°), and posterior side (ϴ=180°) due to shape optimization under the anteriorly
directed resultant load in the 45° configuration (solid lines) and the inferiorly directed
resultant load in the 90° configuration (dashed lines).
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Figure 5.62 Inner surface variation of (a) nodal strain energy density and (b) growth
with optimization iteration at discrete axial locations (% total tibial length) at three
locations along the inner surface: anterior side (ϴ=0°), medial side (ϴ=90°), and
posterior side (ϴ=180°) due to shape optimization under the anteriorly directed resultant
load in the 45° configuration (solid lines) and the inferiorly directed resultant load in the
90° configuration (dashed lines).
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Posterior-45°/Superior 90°
This next pair of loads that was shown to have similar stress distributions and loading
patterns is the posterior-45° and the superior-90° loadcases. Unlike the anterior/inferior
group, the magnitudes of these stresses and resulting strain energy densities for these two
cases were very different, with the posterior-45° case values nearly double those of the
superior-90° case. Therefore, their presentation on the same graph involves two different
scales with the posterior-45° case on the left hand scale and the superior-90° case on the
right hand scale. Once scaled, the similar trends in strain energy density and growth were
revealed. For ease of comparison, plots of common measures for different locations or
conditions are arranged on the same page in this work.
In addition to the magnitudes discussed there were some differences in the
muscles active in these two conditions (Table 5.6). The biggest difference between the
two cases was in the activity of the tibialis anterior and the soleus muscles. The tibialis
anterior (ankle flexor) muscle was only active in the superior-90° case as seen in the large
spike at the two-thirds location at the ϴ=0° location in Figure 5.63a(top). This local
disturbance, however, did not significantly alter the trend in strain energy density along
the axial line at the ϴ=0° from following the same curve as that of the posterior-45° case
which had no anteriorly attached muscles (compare dashed to solid lines in this figure).
Similar trends are seen due to the soleus (ankle extensor) muscle, which was only active
in the posterior-45° case as can be seen as a local disturbance in the ϴ=180° location near
the five-sixths location (Figure 5.63a(bottom)). The local differences between the two
cases related to the activity of two muscle forces are also revealed in the plots of change
in growth and strain energy density with iteration at the tracked nodes near their region of
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application: ϴ=0°, two-thirds length and and ϴ=180°, five-sixths locations (Figure 5.64).
While these local differences are significant on the proximal end of the tibia bone where
the muscles act, they have little effect far from the region of load application, such as
near the distal end of the bone, the targeted strengthening region.
Trends in growth with iteration on the outer surface showed decay in the distal
region and varying amounts of growth in the proximal region of the bone for both of
these conditions (Figure 5.64). Under these posterior-45° and superior-90° loading
conditions the standard deviation of the strain energy density over the outer surface was
greater than the average throughout the optimization but the decrease in this variation
was greater than that for the average, causing change in the dominant global value during
the optimization process and based on local nodal conditions. For example the change in
nodal strain energy density at the 0°, five-sixths location (Figure 5.64a(top)) deceased at
about the same rate as the standard deviation. Because the average value was relatively
comparatively constant, the change in the numerator in the growth driver expression in
Equation 4.23 essentially followed the change in the nodal strain energy density, which
was the same as that of the denominator in the growth driver equation, resulting in a
nearly constant amount of growth at this location with iteration.
The trends on the inner surface (Figures 5.65 and 5.66) generally followed those
on the outer surface. As in some of cases in the 0° configuration, because the standard
deviation was relatively smaller and was decreasing faster than the average surface strain
energy density, larger amounts of growth ensued on the inner surface compared to the
outer surface where the global conditions were more similar (Figure 5.56.

The

disturbances from the applied muscle forces on the outer surface that propagated to the
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inner surface for the initial geometry and the large the strain energy density at the
proximal end near the knee near the cancellous bone region was significantly reduced due
to the inner surface shape adaptations.
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Figure 5.63 Outer surface variation of (a) nodal strain energy density and (b) growth
with axial location Z at three locations along the surface: anterior side (ϴ=0°), medial
side (ϴ=90°), and posterior side (ϴ=180°) due to shape optimization under the
posteriorly directed resultant load in the 45° configuration (solid lines) and the superiorly
directed resultant load in the 90° configuration (dashed lines).
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Figure 5.64 Outer surface variation of (a) nodal strain energy density and (b) growth
with optimization iteration at discrete axial locations (% total tibial length) at three
locations along the surface: anterior side (ϴ=0°), medial side (ϴ=90°), and posterior side
(ϴ=180°) due to shape optimization under the posteriorly directed resultant load in the
45° configuration (solid lines) and the inferiorly directed resultant load in the 90°
configuration (dashed lines).
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Figure 5.65 Inner surface variation in (a) nodal strain energy density and (b) growth
with axial location Z at three locations along the surface: anterior side (ϴ=0°), medial
side (ϴ=90°), and posterior side (ϴ=180°) due to shape optimization under the
posteriorly directed resultant load in the 45° configuration (solid lines) and the superiorly
directed resultant load in the 90° configuration (dashed lines).
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Figure 5.66 Inner surface variation of (a) nodal strain energy density and (b) growth
with optimization iteration at discrete axial locations (% total tibial length) at three
locations along the surface: anterior side (ϴ=0°), medial side (ϴ=90°), and posterior side
(ϴ=180°) due to shape optimization under the posteriorly directed resultant load in the
45° configuration (solid lines) and the superiorly directed resultant load in the 90°
configuration (dashed lines).

501
Posterior-90°
The posteriorly directed load under the 90° configuration had loading conditions and
resulting stress distributions that were unique among the cases studied. The strength
adaptations in the tibia were driven by the effects of the posteriorly attached muscles.
Specifically, the nearly equivalent effects of the long head biceps femoris pulling the
proximal posterior region of the bone towards the pelvis and the soleus pulling the same
region to the heel (Figure 5.67a(bottom) and Figure 5.58a(b)) caused a locally high stress
region near their locations of attachment and between these regions as the material is
stretched in the two opposing regions by these muscles. Additionally, more disperse
effects occur as their forces displaced the system bones against the constraints on the top
of the pelvis and at the toe resulting in a sinusoidal-like deflection curve along the length
of the bone. The high stress region was found on the anterior side of the bone near the
transition from the hollow mid-shaft to the cancellous filled volume (Figure 5.58a (b) red
arrow) is a direct result of this deflection as are the large strain energy densities on either
end on anterior side of the bone and a near zero stress region between the one-third and
one-half locations as the bone behavior switches from flexing anteriorly to flexing
posteriorly (Figures 5.58a and b). The shape changes follow with slight growth on the
distal end near the ankle, significant growth near the knee, and a region of decay from the
one-sixth to the two-thirds locations (Figure 5.67a and b).
On the posterior (180°) side of the tibia bone, the bending behavior caused by the
soleus was dominant over the majority of the length and the local effects of the two
applied muscle forces controlled the adaptations in the proximal region. Because these
were the only forces acting directly on the adapting bone and they were nearly equal in
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value, the growth in both of these regions was very high, meeting the maximum growth
per iteration criterion throughout the optimization process (Figure 5.67b(bottom)).
As in the other conditions studied, the 90° (medial) location incorporated the
effects of the applied loads on the posterior side with disturbances to match the location
and trend in peak strain energy density at the axial level of muscle force application. The
effect of the decay in the mid-region was also apparent in this 90° location as the strain
energy density that was initially uniform becomes parabolic over the length of the bone
as a result of this decay at the ϴ=0° location (Figure 5.67).
The trends in growth per iteration showed a nearly constant state of stress and
decay in the region from one-sixth to two thirds, with the smallest stress and largest
decay near the one-third location under this posterior-90 configuration (Figure 5.68).
This was likely the transition point in the deflection curve from bending "towards the toe"
in the distal region of the bone, driven by the soleus, to bending the "towards the heel" in
the proximal region of the bone, driven by the biceps femoris muscle. The significantly
different trend in strain energy density and growth at the five-sixths level can be related
to the activity of the soleus muscle that attaches near this location. On the plot of growth
with axial location (Figure 5.67), this five-sixths level is at the end of the region of
muscle force application and is one of large changes in growth and strain energy density
over short distances. Therefore, the tracking of changes at this single point (Figure 5.68)
may not be representative of the true trends in this area of large gradients in the strain
energy density except that the relatively large strain energy density in this region resulted
in a large amount of growth. The slight changes in growth were related to the relatively
small changes in the nodal and global strain energy density in the nodal locations studied.
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Figure 5.67 Posterior load, 90° configuration, outer surface: Variation of (a) nodal strain
energy density and (b) growth with axial location (% total tibial length) at three locations
along the surface: anterior side (ϴ=0°), medial side (ϴ=90°), and posterior side (ϴ=180°)
due to shape optimization.
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Figure 5.68 Posterior load case, 90° configuration, outer surface: Variation of (a) nodal
strain energy density and (b) growth with optimization iteration at discrete axial locations
(% total tibial length) at three locations along the surface: anterior side (ϴ=0°), medial
side (ϴ=90°), and posterior side (ϴ=180°) due to shape optimization.
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The trends over the inner surface due to this posterior-90° condition generally
followed the behavior in this region of the outer surface with the exception of the noted
spikes from the transition from hollow to the cancellous region. With changes in shape
only from approximately the one-sixth to the five-sixths locations, the inner surface
escaped the main effects of the applied muscles as they occurred more proximal to this
region. Nonetheless, the effects of the muscle forces close to this region (soleus on the
180° location) were clearly seen and significantly reduced during the optimization
process so that, unlike on the outer surface, the proximal, posterior region went from
extremely large amount of growth per iteration to slight decay per iteration region before
the convergence criteria was met and all shape changes stopped.
On the inner surface (Figures 5.69 and 5.70), the value of the average strain
energy density was greater than that of its standard deviation. Although both of these
measures had similar initial magnitudes, the standard deviation decreased at a faster rate
with iteration (Figure 5.56h). As convergence was approached, the variation over the
surface was, therefore, smaller. Although the difference between the nodal and average
strain energy density was also reduced as both measures decreases as convergence was
approached, the very small standard deviation dominated the growth driver expression
caused the larger amount of growth on the inner surface(Figure 5.69b) compared to outer
surface (Figure 5.67b). This is similar to the behavior demonstrated under some loading
conditions in both of the other limb configurations, especially that of the straight leg.
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Figure 5.69 Posterior load case, 90° configuration, inner surface: Variation of (a) nodal
strain energy density and (b) growth with axial location Z at three locations along the
surface: anterior side (ϴ=0°), medial side (ϴ=90°), and posterior side (ϴ=180°) due to
shape optimization.
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Figure 5.70 Posterior load case, 90° configuration, inner surface: Variation of (a) nodal
strain energy density and (b) growth with optimization iteration at discrete axial locations
(% total tibial length) at three locations along the surface: anterior side (ϴ=0°), medial
side (ϴ=90°), and posterior side (ϴ=180°) due to shape optimization.
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Superior-45°
As described above, the superiorly directed force acting on the leg in the 45°
configuration resulted from a large number of active muscles with many different
functions and areas of attachment. Additionally, with their relatively small and more
comparable magnitudes all had a significant effect on the behavior of the tibia bone in
this load case and the resulting shape alterations. As described in Section 5.2, to create
the superiorly directed force in the 45° configuration is to fold the leg inward, flexing the
hip, knee, and ankle joints, using a wide range of active muscles, many of which act on or
near the tibia, creating a quite complex state of stress in this bone being optimized.
Along the anterior surface, the rectus femoris created a relatively large force near
the knee, inducing a bending moment on the bone tibia bone from this load application
point at the knee toward the foot, which was constrained at the toe. This caused the large
stresses, and, therefore, growth near the ankle joint at the distal end of the bone (Figure
5.57a (c)) and an overall deflection pattern similar to that of the anterior and inferior
cases (Figure 5.57a(a)).
On the posterior side, however, the long head biceps femoris, acting at nearly the
same elevation of the rectus femoris (both within the cancellous region) generated the
greatest force magnitude, pulling in a direction normal to the bone surface and causing a
deflection in the proximal region of the bone near the knee joint that was similar to that
which was seen in the posterior-90° case (Figure 5.58a(b)). Unlike the posterior-90°
case, however, in the superior-45° case, the tibialis anterior muscle also produced a
relatively significant force pulling the bone towards the toe, approximately at a 45° angle
from its surface. The component of this force acting normal to the bone surface, in
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combination with the bending load, countered the deflection caused by the opposing pull
of the biceps femoris muscles in this slightly more distal location and caused a region of
very low stress at an axial location between these two forces, at the start of the hollow
(and more flexible) region of the bone.
This combination of the generally local behavior of muscle forces acting at
various locations over the surface in the "sinusoidal" deflection described above and seen
on the plots of strain energy density and growth with axial location (Figures 5.71 and
5.72). On the anterior and posterior surfaces, the higher strain energy density near the
ankle was reduced proceeding towards the knee, resulting in relatively large growth near
the ankle and decay as this proximal muscle force region was approached. Large local
spikes in strain energy density and growth occurred near the locations of attachment of
the biceps and rectus femoris and tibialis anterior muscle forces, and the region of very
low stress between the tibialis anterior and rectus femoris muscle forces resulted in decay
(Figure 5.71). In the final shape (Figure 5.57b (c)), the location of this thinning cortical
wall at the beginning of the hollow region further would likely weaken an area that is
already a subject to larges stresses and strains and potential fracture as it was in a hollow
region right near a solid, cancellous filled one, whose cortical shell grew additionally
thicker as a result of the local influences of the biceps and rectus femoris muscle forces
acting this region.
At the 90° location, the initially nearly uniform strain energy density away from
the boundary conditions converged in a similar manner as the anterior/inferior load cases
previously discussed, with decay occurring over the length of the bone at this location.
The patterns in the stain energy density and growth in the proximal region at this medial
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location was affected by the muscle loads acting on the anterior and posterior sides of this
region near the knee. Additionally, a region of significantly less decay occurred at this
medial location at the same axial location as the extreme thinning on the anterior surface,
resulting from an increase in stress in this location.
An examination of the trends in strain energy density and growth at points along
these curves with iteration reveals the consolidation of the strain energy densities and
growth in the distal two-thirds of the bone and the nearly constant decay at the five-sixths
locations.

The shape optimization process significantly reduced the stresses at the

locations of muscle force application, and drove the distal one-third of the bone to near
uniformity, with the generally increasing amounts of growth just below the muscle force
application region and decreasing amounts of growth more distally.
Trends on the inner surface followed those on the outer surface without the
extremes from the direct muscle force application. Although, as in the other cases, with
magnitude lost from propagation through the cortical shell, the effects of these muscle
forces were still prevalent. The nearly parallel changes to the nodal strain energy density,
surface averaged strain energy density, and standard deviation of strain energy density
over the surface with iteration (Figure 5.56f, Figure 5.74) caused a constant amount of
growth over much of the inner surface with optimization iteration. However, if the
change in the nodal strain energy density was large enough, the nodal growth could
generally follow that of the strain energy density over most of the optimization (Figure
5.74) as, based on the growth driver expression in Equation (4.23), the effect of the
standard deviation was greatest only in the early iterations when its change per iteration
was most significant.
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Figure 5.71 Superior load case, 45° configuration, outer surface: Variation of (a) nodal
strain energy density and (b) growth with axial location Z at three locations along the
surface: anterior side (ϴ=0°), medial side (ϴ=90°), and posterior side (ϴ=180°) due to
shape optimization.
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Figure 5.72 Superior load case, 90° configuration, outer surface: Variation of (a) nodal
strain energy density and (b) growth with optimization iteration at discrete axial locations
(% total tibial length) at three locations along the surface: anterior side (ϴ=0°), medial
side (ϴ=90°), and posterior side (ϴ=180°) due to shape optimization.

513
0°
8.0E-05

4.8E+02

Initial
Final

4.0E+02

Growth (m)

SED (Pa)

2.4E+02
1.6E+02

4.0E-05
2.0E-05
0.0E+00

-2.0E-05

8.0E+01
0.17
0.33
0.50
0.67
Normalized Length Along Z

0.83

-4.0E-05
0.00

1.00

90°
4.8E+02

6.0E-05
Growth (m)

SED (Pa)

2.4E+02
1.6E+02

4.0E-05
2.0E-05
0.0E+00

8.0E+01

-2.0E-05

0.0E+00
0.00

-4.0E-05
0.00

0.83

1.00

180°
4.8E+02

8.0E-05
Initial
Final

4.0E+02

2.4E+02

Initial
Final
0.17
0.33
0.50
0.67
0.83
Normalized Length Along Z

1.00

180°
Initial
Final

6.0E-05
Growth (m)

3.2E+02
SED (Pa)

1.00

90°

3.2E+02

0.17
0.33
0.50
0.67
Normalized Length Along Z

0.17
0.33
0.50
0.67
0.83
Normalized Length Along Z

8.0E-05

Initial
Final

4.0E+02

4.0E-05
2.0E-05

0.0E+00

1.6E+02

-2.0E-05

8.0E+01
0.0E+00
0.00

Initial
Final

6.0E-05

3.2E+02

0.0E+00
0.00

0°

0.17
0.33
0.50
0.67
Normalized Length Along Z

(a)

0.83

1.00

-4.0E-05
0.00

0.17
0.33
0.50
0.67
Normalized Length Along Z

0.83

1.00

(b)

Figure 5.73 Superior load case, 45° configuration, inner surface: Variation of (a) nodal
strain energy density and (b) growth with axial location Z at three locations along the
surface: anterior side (ϴ=0°), medial side (ϴ=90°), and posterior side (ϴ=180°) due to
shape optimization.
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Figure 5.74 Superior load case, 45° configuration, inner surface: Variation of (a) nodal
strain energy density and (b) growth with optimization iteration at discrete axial locations
(% total tibial length) at three locations along the surface: anterior side (ϴ=0°), medial
side (ϴ=90°), and posterior side (ϴ=180°) due to shape optimization.
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5.5

Overall Performance

In this chapter, the implementation of the model developed through the work described in
the previous chapters was discussed. The application of the developed model to solve a
specific design problem was beneficial in two ways. First, a quantitative comparison of
the effectiveness of varied mechanical influences (derived from sets of active muscle
forces and relative orientations of the bone system component) at improving the strength
in a targeted fracture prone region of a bone in the system studied can aid in the
development of exercise regimens for people that may be especially susceptible to
fracture of this targeted region. Second, the use of the developed model to study a wide
range of conditions can not only verify that the model successfully analyzes the type of
system for which it was designed, but can lead to a better understanding of its function in
predicting the "optimal" bone shape and of its modeling and simulation capabilities.

5.5.1 Stress Fracture Resistance
In this second phase of work, the developed model was used to analyze exercise-based
means for reducing the risk of stress fractures in the distal tibia that may occur under a
jogging-based load. Specifically, the strength adaptations in this fracture-prone region of
the tibia bone under various loading conditions (Table 5.1) and with the leg positioned in
different configurations (Figure 5.1) were found using the developed coupled muscle
force optimization/bone shape strength adaptation model.

The conditions studied

involved static isometric loads created in the leg system modeled by generating a
resultant force at the toe against a fixed surface in various directions at a given consistent
magnitude. Both the repeated generation of a single load direction and the sequential
generation of loads in a series of directions were evaluated.
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The optimized bone shape designs were then subjected to the "critical design
loading" conditions within the full leg model positioned appropriately for the mid-stance
phase of jogging. The muscle forces to generate the typical joint moments at this point of
moderate jogging were calculated and applied to bone system. The maximum von Mises
stress under these jogging conditions at the targeted region, a distance one-third of the
length of each "optimized" tibia "design" from the ankle, were compared. Based on the
resulting change in the maximum von Mises stress at this location compared to that
generated in the initially uniform circular hollow cylindrical geometry, the bone
geometries that "strengthened" the bone significantly were selected and the loading
conditions used to generate these "optimal" geometries were identified. Specifically, for
each limb configuration studied (Figure 5.1), the best performing "optimal" tibial bone
design generated by the optimization process due to one of the eleven loading cases
considered (Table 5.1) was selected for comparison to the other "winners" to determine
the "overall" best performing tibial bone geometry (design) and the conditions which
induced these changes.

Similarities and differences among all the "optimal tibial

designs" generated by each of the thirty-three conditions studied as well as among the
features of the conditions themselves were examined so that recommendations linking
mechanical influences to beneficial shape adaptations could be made.

5.5.2 Conditions that Improved the Bone Strength in the Targeted Region
Of the three limb configurations studied, the distal tibia region was best strengthened
when the knee was flexed. The most beneficial conditions occurred under the majority of
the eleven loading conditions analyzed in the 45° configuration with the knee flexed at
90° and the hip flexed at 45°. Likewise, the same loads generated by the leg positioned

517
in the 0° straight leg configuration were generally least effective at strengthening the
distal region of the tibia bone. There was more division between effective and ineffective
load sets when examining the leg positioned at the 90° configuration with the knee flexed
90° and the hip in the neutral (straight leg) position.
The optimal bone geometries formed due to the anteriorly and inferiorly directed
resultant forces generated by the leg in 45° and 90° configurations as well as the
sequential generation of these two loads by the leg in these two configurations were
nearly identical and all resulted in a 22% reduction in the maximum von Mises stress
under the jogging conditions studied, over those induced by in the initially circular
uniform cylindrical geometry. These represented the best overall performance of all of
the conditions evaluated. A number of other loading conditions resulted in improved
performance. Six other loading conditions generated by the leg in the 45° configuration
caused improvement in the strength of the targeted distal region of the bone. Four
improved the strength by 10% to 20% while the remaining two showed only a 3%
reduction in the maximum von Mises stress under the comparison jogging conditions. In
the 90° configuration, four other loading direction sets resulted in geometry that slightly
reduced (1% to 2%) the stresses in the tibia bone under the potentially stress-fracture
inducing mid-stance jogging conditions. Only one loading condition in the 0°
configuration generated an optimal geometry that successfully reduced the maximum von
Mises stress at the selected comparison location: the posteriorly directed resultant force,
with a decrease in maximum von Mises stress of 5% over the initial circular uniform
cylinder.

518
5.5.3 Conditions that Weakened the Bone in the Targeted Region
Many varied loading conditions in the three leg configurations evaluated failed to
decrease the von Mises stress at this targeted region under the critical design load chosen.
Under the 0° straight leg configuration most of the cases resulted in decay in the
comparison region as they functioned mainly to strengthen isolated regions near the
muscle forces attachment areas in the proximal region of the bone. While the inferiorly
directed load and the sequential combination of the inferiorly and posteriorly directed
resultant forces only showed slight weakening (less than 5% increase in von Mises
stress), the von Mises stress generated in the optimal bone geometry created under the
remaining nine cases were 30% to 50% greater than the initial uniform circular cylinder.
In fact, the geometry optimized under the superiorly directed resultant force, followed
closely by the anteriorly directed resultant force, in this straight leg configuration
performed the worst of the optimal shapes resulting from all of the loads in all the leg
configurations studied under the comparison jogging conditions in this stress fracture
prone region.
Under the 45° configuration, only two cases, the posteriorly directed resultant
force and the sequential generation of the posteriorly and superiorly directed resultant
forces failed to reduce the von Mises stress in the targeted region of the tibia bone. The
bone shape optimized under the posteriorly directed force increased the maximum von
Mises stress in this region by 20% while the combination case caused a 7% increase over
that induced in the initially circular uniform cylinder under the same loading conditions.
Under the 90° configuration, these posteriorly and superiorly directed resultant
forces again failed to produce geometries stronger in the targeted region than the initially
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uniform hollow circular cylinder. The geometry optimized under the single posteriorly
directed resultant force increased the stresses by 28% while that of the superiorly directed
load increased the stress by 20% and their sequential combination by 15%.

The

remaining load sets in this 90° configuration were all combinations of one of the winning
loading directions (anterior and inferior) and one of the losing loading directions
(posterior and superior). Each of these mixed combinations resulted in a geometry that
showed negligible (less than 2%) changes in the bone strength at the targeted region.
The resulting performance of these multiload cases followed the observations that
the individual values and trends in the nodal von Mises stress, strain energy density, and
growth on surfaces of geometries generated by the combination of the basic loading
directions were tempered, somewhat averaged, versions of each of the individual load
sets combined to create the sequential multiload condition. It was observed that, in these
multiload cases, similar features remained while opposing features offset each other,
resulting in the less extreme changes in the stresses under the comparison critical design
loading condition for "optimal" geometries created by the multiload cases compared to
those created by the single load cases.

5.5.4 Common Features of Effective Strengthening Conditions
A comparison of geometric features of the best and worst performing tibial bone
geometries optimized under the thirty-three conditions studied did not reveal a single
geometric measure that correlated directly with the results of the comparison case.
However, there were some general trends noted.

Typically, the best performing

geometries had a thickened cortical wall on the anterior side of the tibial bone at the cross
section targeted for strengthening, which generally resulted in a shift of the center of
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gravity in this direction.

The inverse was generally true for the worst performers.

However, this was not an absolute rule. For example, the superiorly directed resultant
force case in the 90° configuration resulted in a tibial design geometry that increased the
stress under the jogging load by 20%. However, it had a substantial anterior shift in its
center of gravity, as this shift occurred from significant decay on the posterior side of the
bone rather than growth on the anterior side (Figure 5.20). Additionally, under the 0°
configuration, both the inferiorly and posteriorly directed loads resulted in nearly the
same changes in cross sectional area and moments of inertia. However, the posterior load
resulted in a 5% decrease in maximum stress in the jogging conditions while the
inferiorly directed load resulted in a 5% increase. This can be directly related to anterior
thickening of the geometry under the posteriorly directed load and the posteriorly
thickening of the inferiorly directed load (Figure 5.18).

The region of beneficial

thickening corresponded to the region of maximum stress under the critical design load
mid-stance jogging comparison condition.
Further insight into the conditions that induced alterations to the bone shape
resulting in beneficial changes to the targeted fracture prone region was gained when
examining the response of the tibia bone to each of the thirty-three conditions studied.
The anterior and inferior cases under the 45° and 90° configurations resulted in nearly
pure bending in the tibia bone, with the main load applied near the knee joint and the
constraint at the toe resisting the most deflection near the ankle. In these conditions, the
anterior surface of the tibia bone is deflected anteriorly with the greatest deflection near
the comparison location (as in Figure 5.57a(a)). In fact the final optimized geometry
under these loading conditions closely resembles a uniform stress cantilever beam
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(Figures 5.57b(a) and 5.58b(a)). This deflection pattern is very similar to that which
occurred under the comparison jogging loading condition. In fact, this bending, said to
be due to the very large muscle forces during midstance jogging, has been thought to be
the condition that induces a distal tibia stress fracture in a sufficiently weak bone [233].
Based on the observations of the multiload cases, it is not surprising that the geometries
optimized to resist the loading conditions similar to the one used to compare the
strengthening effectiveness would perform better that those optimized under different or
more mixed mode conditions.
The comparisons of the changes over the length of the tibia revealed the
importance of examining the effects of the optimized shape on the stress state over the
entire bone surface. Many of the cases that resulted in significantly increased bone
strength in the distal targeted region also induced significant thinning and decreased
strength in the proximal region of the bone. Therefore, mixed multiload loadsets that
have similar, desirable performance in the targeted region but opposing strengthening
abilities in regions that may be adversely affected by either alone may be more beneficial
than singly targeted loading conditions.

5.5.5 Overall Model Performance
In the analysis of the thirty-three loadsets in this comparative study, the developed
coupled muscle force-bone shape adaptation model was subjected to a large array of
conditions. Muscle forces magnitudes were calculated ranging from 2N to 10e3N. In
each case, the predicted muscle activity and individual muscle force intensities that
worked together to properly generated the correct joint moments and resultant forces.
The muscle forces were appropriately scaled to their abilities based on their sizes and the
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active muscles predicted were a proper mix of synergistic and antagonistic forces when
required. Additionally, they resulted in reasonable muscle stresses, within the functional
ranges most reported for muscle tissue material.
Similarly, the shape adaptation model handled the conditions induced by these
muscle forces over bone surfaces that had standard deviations in the resulting strain
energy density ranging from 100Pa to 50e3Pa with no alterations to the functional
features or parameters. This indicated that the model could handle not only a wide range
of loading conditions but a large variation of local stress state under a single loading
condition without having to make manual or even automated adjustments to the model
scheme.

Because the model predicted adaptations to an initially uniform circular

cylindrical tibial bone geometry under the near full cantilever bending that resembled the
uniform stress beam, the ability of the developed model to improve the uniformity of the
stress state over the optimizing surface was validated.
The developed convergence criteria consistently stopped the model, and, together
with the use of the common comparison case, allowed for the direct quantitative
comparisons of the strengthening effectiveness of various conditions as presented in this
chapter. Finally, the node smoothing routines appropriately prevented extreme mesh
distortion during the shape optimization process, allowing the finite element solution
methods to properly predict the stress states that drove the bone shape adaptation
simulations. Through these comparison cases, the powerful capabilities of the developed
modeling method were revealed.

CHAPTER 6
SUMMARY, CONCLUSIONS, AND FUTURE WORK

6.1

Summary and Conclusions

In this work, new modeling techniques were developed and implemented to investigate
the effects of mechanical factors on bone strength. These methods determine the forces
acting on a bone within a multibone, multimuscle system, simulate the ensuing alterations
to the bone shape, and predict the effects that these shape adaptations have on the ability
of the bone to resist the loads imposed on it during typical activities that may induce
fractures in weakened regions of the bone. This was accomplished through the coupling
of computational optimization techniques with finite element methods. The intent of the
work was to develop a tool with which to quantitatively analyze, compare, and develop
techniques to counteract the losses of bone strength that occur with disuse or age by
identifying weak regions in the bone structure and targeting them for strengthening. This
tool can help improve the understanding of the relationships between variations in
loading conditions and alterations in bone strength as many currently available models
that simulate bone strength adaptation are limited in their universal application because of
their extensive reliance upon parameters based on experimental or clinical observations.

6.1.1 Model Development
The long bones studied in this model were considered mechanical components of the
complete mutisegment musculoskeletal system that operates within the whole body
system to provide the system with movement and force resistance.

Therefore, the

stresses within the bone volumes are a result of the complex mixture of both direct and
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indirect forces. The direct forces acting on a bone are generated by the muscles that are
attached to it. Indirect forces on a bone come from within the musculoskeletal system
studied, imposed by the interactions between the bones of the system and by the muscle
forces acting upon these other bones that result in a whole system response. Indirect
forces can also come from external sources applied to the whole body system or from
bone or muscle components not part of the particular system studied. Because these
stress distributions drive the shape and strength adaptations being simulated in this work,
the model used included the bony segments of the complete bone system that surrounded
the targeted bone (the entire leg) as well as the major muscles acting on these system
bones to produce the desired resultant forces or activities studied. Additionally, the
effects of the externally applied forces to this subsystem of the whole body
musculoskeletal system were represented through the appropriate application of
constraints to the modeled geometry.
The computational techniques developed couple the determination of the muscle
forces acting within the system studied, the stresses they induce within the bone, and the
ensuring shape adaptations of the bone studied which alter its strength. Using knowledge
from the field of structural analysis, gradient based optimization methods were employed
to solve the indeterminate system of angular momentum balance equations for the
magnitudes of the forces generated by individual muscles modeled that work together to
generate a net resultant static force by the leg against a fixed surface. Using knowledge
from the field of structural design, gradientless optimization techniques were employed to
determine the "optimal" bone designs that reduced the variations of the stress state over
the optimizing surfaces. The bone designs developed included alterations to both the
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outer (periosteal) surface of the long bone studied and the inner (endosteal) surface of its
central hollow (diaphyseal) region.

Customized code was written to perform these

optimizations. They worked directly within a commercial finite element code, which was
used to perform the structural analysis of the leg bone system studied based on the
applied individual muscle forces.

Using the structural shape optimization model

developed, the nodes of the meshed bone geometry in this finite element model were
moved based on the stress distributions resulting from the modeled muscle activity. This
process was iteratively repeated until a sufficient reduction in the surface stress variation
was achieved or a size limit was reached. The effectiveness of each of the resulting
optimal bone geometries created under varying load conditions at improving the
maximum stress at a desired location during a particular, critical design load, activity, or
action of the system studied was then compared. The varying loading conditions studied
to induce the shape strength changes in this model could be anything from different net
resultant forces generated to the alteration of the relative orientations of the bony
components of the system studied.
For the model to be able to compare the effects of a wide range of conditions, it
had to be independent of load case specific model parameters or features and needed a
common, consistent stopping or convergence criteria in both the determination of the
muscle forces and the changes to the bone shape. This was achieved in the muscle force
optimization model through the selection of the optimization goal and the numerical
optimization solution method for a gradient-based optimization routine.

However,

because gradientless optimization methods were employed for the shape optimization of
the bone, due to their efficient implementation in analyzing complex three-dimensional
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design surface, an absolute optimum could not be identified by the optimization solution
method used alone. While many similar published bone shape adaptation models have
selected arbitrary parameters to control the growth per iteration and define the completion
of the optimization process, for the modeled developed in this work to function
consistently to directly compare a wide range of conditions, it required no arbitrarily
selected or experimentally determined model parameters to drive the model function.
Instead, nodal growth in the developed model was based on the current stress state of the
bone surface being optimized. Additionally, a measure of the overall change in the
variation of the stress over the surface being optimized was development to explicitly
define when "sufficient" improvement in stress uniformity was achieved. These features
complied with the design objectives of universal applicability and the independence from
experimentally based model parameters.
The muscle force optimization portion of this model was based on one previously
developed in the literature. Specifically, the sum of the squares of the muscle stresses
was minimized through the use of a gradient projection optimization method.

The

optimization goal essentially used the size of a muscle as a weighting factor for its
generated force magnitude, thus ensuring that each muscle was capable of generating the
magnitude of the force predicted for it by the model. Because this optimization function
(sum of the muscle stresses) was convex, the gradient projection optimization method
resulted in global optima, and a unique solution was found. This eliminated the need for
the repeated solution of the optimization problem with various initial guesses to ensure a
global optimum was found, which would have prohibited its automatic, coupled use in
the modeling method developed in this work. The computational implementation of the
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gradient projection method was modified slightly in this model to improve its numerical
stability.
Many gradientless optimization methods that have been developed for both bone
strength adaptation and structural shape optimization were explored for their use in the
developed modeling methods.

These methods are generally based on the iterative

progression of the value of a measure of the stress state of the particular system modeled
towards that obtained from a reference system. However, most of these previously
developed models were designed to solve a single specific problem and, therefore,
incorporated model parameters that were satisfactory for the problem investigated
without regard to its function in optimizing another system. Additionally, because the
gradientless optimization methods are less mathematically rigorous than the gradient
based ones used in this work to determine the individual muscle forces, they do not
necessarily reach a global or even a local optimum. Instead, these models are typically
stopped when the measure of the mechanical state of the system studied is sufficiently
close to the selected threshold value. While this is adequate for the study of a single,
particular system, it lacks the consistency necessary for use in comparative studies.
To allow for a more universal application of the model developed in this work,
three main modeling features were developed. First, the optimization model was driven
not by a selected threshold value as many of its predecessors, but by one that represented
the global state of stress on the surface being optimized.

Based on the statistical

standardization of a set of data, this growth driver threshold value was the surface
averaged value and the growth driver expression was normalized by the standard
deviation of the measure of the stress state over the optimizing surface. Therefore, the

528
growth at each node was proportional to the ratio of the difference between the value of a
measure of the state of stress at the particular node and the average of this measure over
the surface to the variation (standard deviation) of that stress state measure over the entire
surface being optimized.

Second, the convergence of the model, which measured the

progression of the optimization towards uniformity of the stress state over the surface
being optimized, was based on a statistical method of identifying groups of extreme
values. Through the use of quartiles, the progress of the set of measures of the nodal
stress states towards uniformity was quantified by tracking the difference between the
"effective extremes" over the optimizing surface, the difference between the average of
the lower 25% of the surface nodes and the average of the upper 25% of the surface
nodes. The uniformity was said to be sufficiently improved when this difference was
reduced 50% from its value at the start of the optimization process. Last, because of the
potential for large changes in the shape of the model over the optimizations performed
using this developed model, surface as well as internal nodal smoothing methods were
developed and implemented for this work to maintain the integrity of the meshed
representation of the bone volume being optimized during the course of the study,
ensuring the accuracy of the results of the structural analysis that drives the shape
adaptation predictions. These features allowed the developed model to be used to
compare a wide range of conditions without the need to alter any component of the
optimization model. In this work, the measure of the state of stress used to drive the
shape optimization model was the strain energy density.
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6.1.2 Model Implementation
While the modeling techniques developed could be applied to any system, to understand
its capabilities, the leg was the focus of study in this work as the muscles of the leg can
generate a wide range of force magnitudes. The tibia bone was the targeted of the
strength adaptation, specifically, the distal portion of this bone, near the ankle. This
region of the tibia has been shown to be significantly affected by the reduction of strength
that occurs with disuse. Additionally, it is often the site of stress fractures, even in bones
with normal densities. Therefore, methods to mitigate the risk of stress fractures in both
normal and weakened bones would be beneficial to both "weakened" and "healthy"
bones. The musculoskeletal model used included bony segments representing the pelvis,
femur, tibia, and foot, and the ten major muscles that cause the flexion and extension
actions of the hip, knee and ankle joints. The isometric activity generated by this leg
system was assumed to be resisted at the foot and was represented by a fixed constraint,
and the effects of the rest of the body on the leg system studied were simulated by a fixed
constraint at the top of the pelvis.
In a series of parametric studies, the developed modeling techniques were used to
determine a number of tibial bone "designs" optimized under a variety of potentially bone
strengthening activities. The effectiveness of each of these bone "designs" in resisting
the conditions thought to induce stress fractures, those of mid-stance jogging, was then
studied as the "comparison critical design load case".

The specific loading conditions

compared were based on the leg arranged in three unique positions or "configurations": a
straight leg arrangement (0° configuration), a bent leg configuration (45° configuration)
with hip flexed 45° and knee flexed 90°, and a bent back configuration (90°
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configuration) with the hip in its neutral, neither flexed nor extended, position and its
knee flexed at 90°. A net static isometric force was generated by the leg against a fixed
surface at the toe. Eleven loading cases were then considered, each with the same
magnitude of the resultant force of 100N but with varying directions and number of loads
applied. Four single load cases with the resultant load directed in each of the four global
coordinate directions, six double load cases with the sequential generation of pairs of
these four basic directions, and one four-load case with all four basic directions
sequentially applied in a clockwise order. The leg was arranged so that, in the straight
leg 0° coordinate system, its long axis was aligned with the global y-coordinate (superiorinferior direction as positive-negative y-axis), the toe pointed toward the global positive
x-axis (anterior direction) and the heel toward the global negative x-axis (posterior
direction). The cylindrical axis of the tibia was aligned with the global z-axis.
Of all the arrangements studied, the 45° configuration resulted in more loading
conditions that improved the tibia bone's strength in the fracture prone region. This was
followed by the 90° configuration. The 0° straight leg configuration resulted in only one
case with a slight improvement in the strength of the fracture prone region.
Of all the cases considered, the tibial bone design geometries that were optimized
under the anteriorly directed resultant force, the inferiorly directed resultant force, and
their sequential combination in both the 45° and 90° leg configurations all produced a
22% improvement in the targeted region over an uniformly circular hollow cylindrical
geometry. Though all producing nearly identical optimal geometry, they differed over an
order of magnitude in their surface averages and standard deviations of the strain energy
density. None of these "winning" conditions were derived from the same set of active
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muscles. Additionally, even in the active muscles that were common to each of these
loading conditions, no similarities in absolute or relative magnitudes of their generated
forces could be found. What was noticed among these common performing loading
conditions were very similar ratios of initial average to standard deviation of the strain
energy density over the optimized surface (a measure of the initial variation of the
parameter over the surface being optimized). In addition, all of these cases had a very
large knee extensor force that resulted in almost pure bending of the tibia bone about a
point near the ankle joint. These loading conditions lead to a thickening of the cortical
bone geometry near the ankle (distal) end of the bone in the region of highest stress and a
gradual thinning of the cortical bone shell toward the location of the load application near
the knee (proximal) end of the bone. This gradual transition between the thickened and
thinned region of the bone had the tapered look of a uniform stress beam.
Similarly the "worst" performers, such as the posteriorly directed resultant force
in the 45° and 90° configurations, had more complex loading patterns and stress
distributions in the tibia bone, with smaller stresses near the ankle and larger stresses near
the knee. The distribution of stress resulting from these loading conditions induced the
greatest growth near the knee and caused decay in the distal tibia, the targeted
strengthening region in this study. These cases also tended to have a bending deflection
towards the posterior side of the bone (towards the heel) as opposed to more deflection
toward the toe (anterior side) which occurred under the loadsets found to be more
"beneficial" at strengthening this region.
In addition to features relating to loading patterns or stress distributions, there was
a trend found with the resulting asymmetry in growth at the region of interest. It was
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observed that a thickening on the anterior side of the bone was shown to be beneficial
over its inverse, thickening on the posterior side. An example of this is a comparison
between the posteriorly directed loading in the 0° configuration which resulted in anterior
thickening and a slight (5%) improvement in strength (decrease in resulting stresses) and
the inferiorly directed loading in the same configuration, which, while resulting in the
very similar geometric measures such as cross sectional area and moments of inertia, but
demonstrated anterior thinning and posterior thickening, resulting in a slight (5%)
increase in the stresses at the comparison location.
Therefore, the common features to suggest improved strengthening of a bone (or
even similar shape adaptation trends) are not related to patterns of muscle activity, limb
configurations, magnitudes of muscle forces, or even geometric measures. Instead, the
similarities in stress distributions, represented by stress contour patterns, were shown to
be the best indicator of general performance. Thus, unlike muscle strength, where there
is only one mode of loading (tensile stress), the strength of a bone cannot be directly
inferred by the magnitude of the force acting on it.

Because of the complex states of

stress that arise in most bones, a number of combinations of loads acting on the bone
(through various combinations of muscle forces and limb configurations) can create
similar patterns in stress.

This explains the nearly identical strength improvements

resulting from significantly different sets of muscle activities and limb configurations in
the comparative studies in this work. While this reasoning is helpful in understanding
and predicting the general adaptive behavior in a musculoskeletal system, the comparison
of the relative improvements in the bone strength can only be achieved through the use of
a comparison load case method, such as the one used in this work.
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Based on this analysis, combinations of loading modes and limb configurations
that induce bending stresses in the tibia bone, similar to what occurs in the jogging
"critical design load" comparison case, were most beneficial at improving the strength in
the distal tibia where stress fractures can occur, especially during mid-stance jogging.
However, the optimal geometries developed under these loading modes, as stated, are
similar to uniform stress beams. Therefore, while they can improve the strength in the
distal region near the ankle, they can have significant amounts of decay in the proximal
region near the knee. This decay is undesirable in many loading conditions, as it occurs
where many of the muscles act directly on the tibia bone and a thicker geometry would be
more beneficial. In this study, while the single load cases generally resulted in more
extreme shape changes, making them the "best" and "worst" performers based on the
design criteria in this parametric study of strengthening the distal one-third of the tibia,
the combinations of the loading modes showed more moderate changes. Specifically,
similar features were maintained, such as in the multiload case of the anteriorly and
inferiorly directed loads in the 45° configuration, where the same changes in shape and
bone strength were produced as were in the single load anterior or inferior cases
implemented separately in this study.

In contrast, opposing features at common

locations, such as the thickening of the tibia under the anteriorly directed load in the 45°
configuration and the thinning under the posteriorly directed load in the same
configuration, tend to cancel each other, reducing the effect of either one. Thus, the
desired features, such the thickening of the fracture prone region, created under one
loading condition may be maintained, and its undesirable consequences of the
optimization, such as the thinning in another region that may increase its risk of fracture,
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may be mitigated through the sequential application of an appropriately selected second
load case that thickens both regions. While the bone may not have as uniform a stress
state as would occur under a single load, the bone would not be weakened in one area just
so that the targeted area could be strengthened.
Many of the 0° configuration cases showed poor improvement in strength and
reached the growth limit before attaining the desired reduction in surface variation of the
strain energy density. In contrast, many in the 45° configuration succeeded in both of
these tasks. There were no distinct trends in the set of active muscles or the magnitudes
of the muscle between these two configurations. Additionally, there was no trend in
magnitude of average or standard deviation of the strain energy density over the
optimizing surface, as many of the cases that proved beneficial in the 45° configuration
had averages and standard deviations of the nodal strain energy densities that were two
orders of magnitude greater than those of the 0° configuration. The difference, however,
appeared to lie in the relative magnitude between the average and the standard deviation
of the strain energy density over the optimizing surface. The cases that failed to converge
using the developed model and resulted in poor strengthening performance were the ones
that had a very large variation of the strain energy density over the optimizing surface
compared to the surface average value of the strain energy density (ratio standard
deviation to average). This essentially means that if the initial state of the model (as
measured by the diversity of the nodal strain energy density strain energy density) is very
far from its optimization goal (defined as a uniform strain energy density over the surface
being optimized), then final shape would have to be very different from the initial shape
to achieve the desired reduction (meaning that much to the initial shape would be
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required), which may not occur before the size limit is reached. It has been said that
because these gradientless optimization methods are not mathematically rigorous, the
initial conditions must be close to the desired optimal conditions for the method to
properly find the optimal state desired. Thus, under some loading conditions, it seems
that there may be a limit to the effectiveness that the changes in shape from an initially
circular cylinder have on changes in strength.
The use of this developed model to study the effects of mechanical conditions on
changes in bone shape and strength allows the tracking of the relative influence of the
local measures of the stress state of the bone, the global measure of the overall state of
stress, and the global variations in the stress state over the surface being optimized on the
local changes to the bone shape. The use of the statistical standardization of the nodal
strain energy density as the driver of growth essentially changes the local shape based on
the ratio of the variance of the local nodal strain energy density from the surface averaged
value to the variation (standard deviation) of all of the nodes on the surface being
optimized. Thus, when one of these three measures, local strain energy density, average
strain energy density or its standard deviation over the surface is much larger than the
others, it dominates the shape changes. This was demonstrated in the description of some
of the conditions in the comparison studied in Chapter 5, especially for the 0°
configuration cases, which had a very large standard deviation of the strain energy
density in relation to the nodal and average strain energy density values and resulted in
the relatively small amounts of growth in most areas of the bone studied. In contrast,
when the magnitudes of these three measures are more similar, the dominate measure of
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stress can alter throughout the optimization process, modifying the resulting growth
patterns on its way to convergence.
The limitations of the current model are related to the assumptions used in its
development and should be noted. Because the model is optimization based, not time
based, it cannot be used to predict exact amounts of changes in bone shape or strength
over the course of an experimental or clinical study. It can only be used to quantify the
relative effectiveness of one loading mode over another. While a three-dimensional bone
geometry was used, the loading applied only acted in the two-dimensional plane and the
effects of out of plane forces were not considered. Additionally, the developed model
currently only simulates static loading conditions.

Although static, resistance-based

exercises have been shown to significantly improve bone strength over more dynamic
modes such as walking, the changes in the bone shape and strength due to dynamic
loading might still be of interest. Finally, as discussed above, the model developed has a
limit to the range of ratios of standard deviation to the average of the local stress state of
the optimizing surface over which it can effectively predict shape changes to improve the
uniformity of the mechanical state (stresses or strain energy density) within the region
being considered.
The implementation of the developed modeling technique demonstrated its
effectiveness at comparing the varying abilities of a wide range of loading conditions to
strengthen a targeted region of a bone within a multisegment musculoskeletal system.
Because the model determines the magnitudes of the individual muscle forces within this
multisegment system, its use to analyze each of the loading conditions studied gave
insight into the function of the model as well as the effects of variations in the local
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mechanical environment on bone strength and shape adaptation. Thus, it enhances the
currently available capabilities to predict bone shape adaptation, allowing for more
thorough studies of this phenomenon. Therefore, the developed modeling method can be
a useful tool in analyzing and developing mechanical means for targeted bone
strengthening. It can be used to develop new exercise regimes or to understand the
effects of current ones in order to refine the wide array of currently available techniques
to counteract the loss of bone strength that can occur due to age or disuse both on Earth
and in Space.

6.2

Future Work

The future implementation and further development of the model can improve the
understanding and modeling of bone strength adaptation. In addition to the study of basic
loading conditions, like the ones investigated in this work, the developed modeling
techniques can be used to study loading patterns that more closely represent typically
suggested bone strengthening exercises so that the regions of bone that these exercises
target could be identified and the relative effectiveness of the proposed exercises could be
determined. The model can be employed to study other systems, such as the arm, or
other bones within the current leg system modeled, such as the femur.
Means of improving the current function of the developed model can be
suggested. The current methods for surface nodal smoothing in the developed could be
enhanced to eliminate some small regions of zigzagging that were noticed near the areas
of very large stresses and stress gradients, such as near the boundary constraints.
Additionally, the values of the muscle force moment arms used in the muscle force
magnitude optimization methods could be adjusted with the progression of the
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optimization model to modify the muscle forces so that consistent joint moments are
produced despite the growth that may occur in their areas of muscle force application. To
potentially reduce these large amounts of growth, the geometry of the modeled bone
shape could be modified to be more similar to that of a natural bone, with a general
widening in the regions near the joints where many of the muscles act. This would likely
reduce the stresses in the region and the resulting extreme, and unrealistic, local growth
predicted by the model.

The region of high stress on the inner surface directly

neighboring the cancellous filled region could be eliminated from the convergence
calculations, or its effect could be modified, so that the convergence measure is more
representative of the change in mechanical state for most of the surface studied rather
than being driven by these stress concentration areas.

Finally, alterations in the

developed computational code could be performed to allow the model to run more
efficiently, reducing the overall runtimes.
In addition to the function of the numerical optimization and structural analyses
models, alterations to the current geometric system model can be suggested. More realist
bone geometry or the incorporation of the effects of other soft tissues, such as cartilage or
ligaments at the joints, could alter the high stresses that resulted in these regions using the
current model. Muscles that produce forces out of the sagittal plane could be included in
the model so that their effect on the changes in bone strength could be identified. Finally,
the geometry of the bone system studied, the optimization model used to determine the
muscle forces, and the methods to perform the structural analysis could be altered to
allow for the simulation and prediction of the effects of dynamic loading.
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Despite being studied for centuries, the observed adaptations of bone shape and
strength with age, load, and disuse that has fascinated researchers and laypeople alike is
still of great interest. Yet, the difficulties in separating the desired mechanical effects on
the alterations to bone shape and strength from all the other mechanical impositions on a
bone during normal daily activities through experimental means have limited the
progression of the understanding of the relationships between specific mechanical
influences and the observed adaptations. Computational tools such as the ones developed
in this model eliminate these difficulties and provide means for improving the
understanding and, ultimately, the better control of these adaptive phenomena.

APPENDIX A
ORTHOGONAL PROJECTIONS AND QR FACTORIZATION
This Appendix explains the mathematical concepts of orthogonal projections and QR
factorization, and their application to determining the eigenvalues results from a set of
linear least squares equations. These concepts were used in this work in the development
of the code to perform the gradient projection optimization used to find the individual
muscle force magnitudes as described in Chapter 3.

A.1 Orthogonal Projections
A projection method moves all the points along a vector "a" in a particular direction until
the points encounter a subspace. In an orthogonal projection the projection direction is
orthogonal, or normal, to the subspace. An orthogonal projection of a vector onto a
subspace can be used to find the point on the subspace closest to the vector [349]. This
can be achieved through the application of an orthogonal basis of a subspace as described
here. Although the method is valid for complex space, the present application is a
physical problem in real space and so this discussion is limited to real space.
Defining to be a subspace of real space.

Let Q be an orthonormal basis for

For reference, a basis is a set of linearly independent vectors that span a subspace
[251, 349]. An orthonormal basis is a set of linearly independent vectors that are all
orthogonal to one another and that span a subspace [251]. Let z be a vector defined
within the real space.
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z   QQ T z

(A.1)

and P  QQT

(A.2)

z  is the projection of z onto the subspace . In the more familiar two-dimensional

space, this is analogous to determining the orthogonal x- and y- components of a vector z
by projecting it onto the orthogonal planes through the use of dot products between z and
the unit normals for each of these planes [251].
Similar to this "dot product" example, the vector z can be written as a linear
combination of two orthogonal vectors z  and z  that lie in two generalized (not
necessarily planar) subspaces  and   , where   is the orthogonal complement of  .
Therefore the projection of z onto   is (from [349]):
z   I  Q Q T  z

(A.3)

And P  I  QQT

(A.4)

where I is the identity matrix.
Orthogonal projections are used in the gradient projection optimization method to
determine the direction in which to search for the optimal solution. The search direction
is defined as the projection P of the negative of the gradient of the optimization goal, F,
or Z (F) , onto the surface comprised of the constraints that are exactly satisfied (equal
to zero) or "active". The surface comprised of this subset of constraints is used in
determining the search direction, as it defines the boundary of the feasible region where
extreme (or optima) values would likely be located. The gradient of the optimization goal
is used because it defines the largest rate of change of the optimization function. The
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negative of the gradient is used to reduce the value of the optimization function (in a
minimization problem). An orthogonal projection is used to establish the search for the
point that minimizes the optimization goal specifically amongst the set of points most
likely to be an optimum (this subspace defined by the active constraints) as described
above. [114, 203]
Because gradients are normal to their functions, if the constraint functions are
linear, and thus their gradients are scalar, then the gradients of these constraints form a
set of vectors that establish a basis of the subspace normal, or orthogonal, to the space
formed by the constraints. So if the projection onto the space defined by the gradients of
the constraints is given by:
Z (F )    P Z (F )

(A.5)

then the desired projection onto the subspace of the constraints themselves is :
 Z ( F )     I  P   Z ( F )

(A.6)

Even though P , or  I  P  , is desired, the projection onto its orthogonal
complement, P , is used because it is convenient to calculate the gradients of the
constraint functions. The gradients of the constraints, while normal to the constraints,
may not be normal to each other, and so typically do not form an orthonormal basis of the
orthogonal complement of the subspace of the active constraints.

However, an

orthonormal version of this set of vectors can be found through QR factorization.
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A.2 QR Factorization
QR factorization is used in the model described in Chapter 3 to calculate the orthogonal
projections as described above. The QR factorization (or decomposition) process factors
an n x p matrix X into the product of an n x p orthogonal matrix Q and a p x p upper
triangular matrix R with positive diagonal elements [349]. Similar outcomes can be
achieved by factoring the matrix to an orthogonal matrix Q and a lower triangular matrix

L. This is called LQ factorization [258].

However, only QR is described in this

appendix based on [349]. In general it takes the form:
X  QR

(A.7)

or because the inverse of an orthogonal matrix is equal to its transpose:

R
QT X   
0

(A.8)

The first p columns of Q form an orthonormal basis for the subspace of X,  , called
Q  . The last p-k columns of Q form a basis of the complementary subspace whose

vectors are orthogonal to X,   , called Q  . Therefore Equation A.1 can be written as :

 QT X   R 
QT X   T    
 Q X   0 

(A.9)

or
Q T X  R

(A.10)
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QT X  0

(A.11)

Q X and R are unique, but Q  is not. It can be any orthonormal basis of the orthogonal
complement of X,   .
In this work, specific code was not developed for QR factorization. Instead a preprogrammed built-in function in MATLAB was implemented.
The QR factorization is applicable to the calculation of orthogonal projections.
As mentioned above, a matrix of the gradients of the constraint functions is formed in the
gradient projection optimization method to form a basis of the orthogonal complement of
the subspace of active constraints. If the constraints take the general form of Equation
3.3:
g j  Fk   ATj Fk  b j

(A.12)

where j are only the "active constraints" and F is the unknown, in this case the muscle
force magnitudes, then
g j  Fk   A Tj  NT

(A.13)

The columns of N contain the gradient of the active constraints and form a basis for the
orthogonal complement of the subspace of active constraints. The symbol N is most
commonly used, but A j is also widely implemented. [114]
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To find the orthonormal basis of the gradients of the constraints, QR
factorization can be used to find the orthonormal factor of N. Applying Equation A.8 to

N with Q  R  N gives:

QT N  R

(A.14)

where Q   NR 1

(A.15)

Thus, QT   NR 1   R T N T

(A.16)

T

From Equation A.5, the projection of F onto the subspace of the constraints is [114]:
 Z ( F )     I  P   Z ( F )

(A.17)

where P  Q  Q T

(A.18)

from Equation A.2. Using Equations A.7 and A.16 in Equation A.18 [349]
Then, P  NR 1R T N T

(A.19)

or rewriting P  N  R T R  N T

(A.20)

1

Putting Equation A.7 in terms of N[349]:
N  Q R

(A.21)

So, NT   Q  R   R T QT

(A.22)

Therefore, NT N  R T QT Q  R

(A.23)

T
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But, because Q  is orthogonal, QT Q   1 and:

NT N  RT R

(A.24)

Substituting Equation A.24 into Equation A.20:
P  N  N T N  N T
1

(A.25)

Then, substituting Equation A.25 into Equation A.17 gives :





 Z (F )    I  N  N T N  N T  Z (F )



1

(A.26)



Often the projection term I  N  N T N  N T is simply called P. Therefore, Equation
1

A.26 defines the search direction S for the gradient projection optimization method
(Projection of the gradient of the optimization function onto the orthogonal complement
of the solution space) described in Chapter 3's Equations 3.11 and 3.12 [114] shown here
for reference.

S  PZ (F)

(3.11)

P  I  N(NT N)1 NT

(3.12)

A.3 Linear Least Square and Eigenvectors by QR Factorization
To more efficiently solve the eigenvalue problem for least squares problems, QR
factorization is often used. The method is applied in the gradient projection method to
the following components of the current model: to solve for the Lagrange multipliers,
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which are eigenvalues [188], in checking for satisfaction of the Kuhn-Tucker conditions
when determining if a feasible solution is an optima, and in adding or removing active
constraints to the system (See Chapter 3). A linear least squares method is also used to
numerically solve for Lagrange multipliers in order to reduce susceptibility of error
amplification. [203]
In general, the linear least squares problem is a sort of optimization of the form
[349]:
2

find b where y  Xb 2  minimum

(A.27)

where X is a known n x p matrix of rank p and y is a known vector of length n
QR factorization of the X matrix leads to an n x n orthonormal matrix Q and p x p upper
triangular matrix R (Equation A.9) so that :

 QT X   R 
Q X T  
 Q X   0 

(A.28)

 QT y   z 
z  QT y   T     
 Q y   z  

(A.29)

T

z can be defined as

In this equation, QT is an orthogonal (orthonormal) matrix and whose Euclidian norm is
unitarily invariant or:

y  Xb 2  QT  y  Xb 
2

2
2

(A.30)
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Substituting in Equations A.28 and A.29 into Equation A.30 yields:
2

2
z  R
y  Xb 2  Q y  Q Xb        b  z   Rb 2  z 
2
 z   0  2
2

2

Since z 

2

T

T

2

is a constant, y - Xb

2
2

minimized when z x  Rb

2
2

2
2

(A.31)

is minimized. Therefore,

2

z   Rb 2 is minimized when it is equal to zero or z   Rb .

Thus, solving for the unknown b (which could be, for example, the Lagrange multipliers
 in the Kuhn-Tucker conditions) :
Rb  z   QT y

(A.32)

R is an upper triangular square matrix. Hence, solving for b is straightforward with Q T
and y known.

Recall that Q T consists of the first p rows of QT so that Q T is a p x n

matrix.
The method described was used in the program written in this work for the
gradient projection optimization to eliminate the need to calculate the inverses of
matrices that may be ill-conditioned when determining the of eigenvalues of the system
[203].

APPENDIX B
MATHEMATICAL TOOLS EMPLOYED IN COMPUTATIONAL MODELING
OF BONE SHAPE ADAPTATION

This appendix explains the mathematical tools used in the developed model of bone
shape adaptation. The means to transform the definition of nodal positions between
various coordinate systems is first discussed. Next, efficient means for sorting a large
array of data, used in a number of applications in the developed model is described.
Finally, the calculation of the weighting factor for the surface node smoothing method
implemented in this shape adaptation model, the magnitude of the gradient of the nodal
strain energy density, is presented.

B.1 Coordinate Transformations

The transformations of the definition of a point from a global coordinate system to a local
coordinate systems requires both a rotation to reorient the coordinate directions and a
translation to adjust the location of the origin. A rotation matrix R and a translation
matrix S were defined so that for the Cartesian coordinate system,



L  RSG

(B.1)



where L represents the position vector of a point relative to the local bone Cartesian


coordinate system and G represents the position vector of the same point relative to the
global coordinate system. The R rotation matrix and the S translation matrix are derived
below.
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The rotation used in the coordinate transformation in this work was performed in
order to preserve the x, y, z unit vector right handedness of the global Cartesian
coordinate system.

This maintains the same orientation between different

transformations so that the local x-direction always points anteriorly and the local zdirection always points axially along the length of the bone. Because the z-direction is
aligned with the axis of the tibia bone (cylinder), the z-direction is considered the "driver"
direction. Therefore, the local coordinate system is rotated about a fixed point without
introducing any extraneous spin until the global z-coordinate becomes aligned with the
local z-coordinate [341]. Physically, this can be represented by using the global zcoordinate as a joystick with the global x- and y-Cartesian axes firmly attached and
moving the joystick to the local coordinate system where no relative rotation is possible
about the axis of the joystick [341]. The presentation of this coordinate transformation
follows that explained in [341].
The local z-coordinate is known. Therefore, it can be proposed that the unit
vector in the local y-direction is normal to the plane formed by the global Cartesian
coordinate x-direction and the local z-direction, or the cross-product of these two:

e yL 

ezL  exG
ezL  exG

(B.2)

where the superscript L represents the local bone coordinate system and the superscript G
represents the global system coordinate system and e are unit vectors.
The unit vectors ezL , exG and eyL form a right handed system of this order such that

eyL is normal to both ezL and exG as well as the projection of ezL onto the ezG eyG plane.
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The local x-direction can then be found because it must form an orthogonal right handed
system in the order, eyL ezL exG so that :

exL  eyL  ezL

(B.3)

Based on Equations B.2 and B.3, if a point on the local z-coordinate axis has
coordinates represented by (A,B,C) in the global coordinate system, then a vector along
this local z-direction in the global system is:

e 
L
z

AexG  BeyG  CezG
R1

(B.4)

R1  A2  B 2  C 2
Following Equation B.2, the unit vector along the local y-axis is:

e 
L
y

0exG  CeyG  BezG
R2

(B.5)

R2  B 2  C 2
Following Equation B.3, the unit vector along the local x-axis is:

L
x

e

B


2

 C 2  exG  ABeyG  ACezG
R1R2

(B.6)
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Arranging this into matrix form so that:

e L  Re G
 C 2  B2

 R1R 2

R 0

 A
 R1


 AB
R1R 2
C
R2
B
R1

(B.7a)
 AC 

R1R 2 
B 
R2 

C 
R1 

(B.7b)

In this work, the point (A,B,C) on the local z-axis used in the determination of this
rotation matrix was a point created to define this cylindrical axis as described in Section
4.4.1.1.
The final step in the transformation from global to local coordinate systems is the
translation of the origin. The translation is defined as the vector from the old to the new
and so is defined as the vector :

S  POG  POL

(B.8)

where POG and POL are the origins of the global and local coordinate systems as defined in
the global system. So if POL is defined as  POX , POY , POZ  and POG is [0,0,0] then

- POX 


S  - POY 
- P Z 
 O 

(B.9)
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Putting this all into matrix form, the coordinate transformation becomes:

 C 2  B2

 X L   R1R 2
 L 
Y    0
ZL  
   A
 1   R1
 0


 AB
R1R 2
C
R2
B
R1
0

 AC
R1R 2
B
R2
C
R1
0


0
1

00
0
0   0

1 

0
1
0
0

G
0  POX   X 
 
0  POY   Y G 
1  POZ   Z G 
 
0
1   1 

(B.10)

with all terms defined above.

B.2 Heap Sorting
Heap sorting was applied extensively in the numerical modeling methods developed in
this work [258]. Unlike many other common sorting methods, such as bubble sorting,
heap sorting is very efficient because it sorts in place rather than requiring auxiliary
storage space to temporarily hold the data being rearranged. In general, it uses a "sift-up"
and "sift-down" process to rearrange the data by direct comparison of neighbors to result
in a list of data sorted in ascending order. Each data point is either moved down or up
from its initial "slot" in a method that has been compared to the retirement of an
executive and the promotion of the next capable subordinate [258]. The method works
by comparing the value of a datapoint at the halfway point from the first unsorted value
from the top of a list to the bottom of the list. If this lower slotted point has a smaller
value, then the algorithm takes the data in that first unsorted upper slot and puts it at the
bottom of the heap of unsorted values. The algorithm then looks at the next two lower
slots in the data list to see which one has a smaller value. The smaller one is put at the
top of the heap and the comparisons are repeated. As the lowest value datapoints begin
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filling in the top slots, the "half way" comparison point shifts down in the data list,
decreasing the size of the unsorted heap. The process is repeated until there is only one
data slot remaining, which will be filled with the largest valued datapoint.

B.3 Calculation of the Gradient of the Strain Energy Density
As presented in Chapter 4, the gradients of the nodal strain energy density, which were
used in the surface node smoothing method code written for this work, were calculated
using finite difference based discrete approximations [342] of

SED SED
SED
,
, and
r

z

based on the nodal values of the local strain energy density and the relative locations of
the nodes themselves. Depending on the location and number of neighboring nodes,
different approximations were implemented. For example, for all gradients in  and for
all gradients in z at nodal positions at least three nodes away from the ends of the
optimizing surface, the approximations were fourth order accurate:
SED (l )  SED(l  2)  8SED (l  1)  8SED(l  1)  SED(l  2)


12
SED (l )  SED(l  2)  8SED (l  1)  8SED(l  1)  SED(l  2)

z
12z

(B.11)

The ends of the optimizing surface were considered to be the top and bottom of
the cylindrical growth region of the outer surface of the bone and the start of the
cancellous filled region on the inner surface of the bone. To handle the gradients in z
near the ends of the optimizing surface, other discrete approximations were necessary
because there were no longer enough local nodes on either side of the desired node to
compute the fourth-order accurate approximation. Specifically, for the last node at the
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ends of the optimizing surface, a second order accurate approximation was used. For the
bottom of the optimizing surface, the following approximation using the two nodes above
the final row was implemented:
SED(l ) 3SED(l )  4 SED(l  1)  SED(l  2)

z
2z

(B.12)

For nodes at the top of the optimizing surface a similar approximation was made using
the value at the top row and the two nodes lower this top row:
SED(l ) 3SED(l )  4SED(l  1)  SED(l  2)

2z
z

(B.13)

When nodes were one row in from the end surface, they still did not have enough
nodes on either side to implement the fourth-order accurate method. In these situations, a
central difference approximation was used:
SED (l ) SED (l  1)  SED (l  1)

z
2 z

(B.14)

In the radial direction, only the gradients of the surface nodes were of interest.
Therefore, Equation B.13 was applied:
SED(l ) 3SED(l )  4SED(l  1)  SED(l  2)

r
2r

(B.15)

For each of these gradients, the r , z , and   terms were assumed to be the
average distance between the neighboring nodes used in the calculation.

This was
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required because the mesh spacing was not always uniform. For example, in calculating
the gradient in the theta direction in Equation B.11:

 

1
 (l )   (l  1)    (l  1)   (l  2)    (l  1)   (l )    (l  2)   (l  2)  
4

(B.16)

And in calculating the central difference approximation in Equation B.14:

z 

1
 z (l )  z (l  1)    z (l  1)  z (l )  
2

(B.17)

Similarly, in Equations B.13 and B.12 the z was calculated as Equations B.18 and B.19,
respectively :

z 

1
 z (l )  z (l  1)    z (l  1)  z (l  2)  
2

(B.18)

z 

1
 z (l  2)  z (l  1)    z (l  1)  z (l )  
2

(B.19)
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