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contained in an initial sample of m individuals taken from the popula-
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additional unobservable sample of size m′ ≥ 1. As a by-product of our anal-
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1. Introduction
The Wright-Fisher (WF) model is a popular discrete-time model for the evolu-
tion of gene frequencies in a population. Consider a population of individuals,
i.e. chromosomes, and assume that each individual has an associated genetic
type, with X being the set of possible types. In the classical WF model the pop-
ulation has constant (large) size N and it evolves in discrete non-overlapping
generations according to the following random processes: i) each individual in
the next generation chooses, uniformly at random, an individual in the current
generation and copies it, with the choice made by different individuals being
independent; ii) the type of each progeny of an individual of type i ∈ X is i
with probability 1 − δ, and j with probability δpi,j , that is mutations occur
with probability δ ∈ (0, 1) per individual per generation, according to a Markov
chain with zero-diagonal transition matrix P = (pi,j)i≥1,j≥1. Two additional
common assumptions are that P has a unique stationary distribution and that
the evolution of the population is neutral, namely all variants in the population
are equally fit and are thus equally likely to be transmitted. The assumption
of neutrality allows for a crucial simplification of the above WF evolution. In-
deed under this assumption the random process describing the demography of
the population becomes independent of the random process describing the ge-
netic types carried by the individuals. Although rather simple, the neutral WF
model captures many important features of the evolution of human and other
populations, thus providing a statistical model which is at the basis of most
existing inference methods in population genetics. We refer to the monographs
by Ewens [9] and Tavare´ [34] for a comprehensive and stimulating account on
the WF model.
In the WF model one can describe the genetic composition of the population
at any point in time by giving a list of the genetic types currently present, and
the corresponding proportion of the population currently of each type. Note
that such a description corresponds to giving a probability measure on the set
X of possible population types. In such a framework one obtains a discrete time
probability-measure-valued Markov process, namely a discrete time Markov pro-
cess whose state space corresponds to the space of the probability measures on
X . As the population size N becomes large a suitable rescaling of the Markov
process converges to a diffusion limit: time is measured in units of N genera-
tions, and the mutation rates are rescaled as N−1. The limiting process, called
the Fleming-Viot (FV) process, is formulated as a diffusion process whose state
space is the space of probability measures on an arbitrary compact metric space
X . See Ethier and Kurtz [7] and references therein for a rigorous treatment
with a view towards population genetics. Intuitively, the FV process can thus
be thought of as an approximation to a large population evolving in time ac-
cording to the WF model. For instance, the classical WF diffusion on the set
[0, 1] is a special case of the FV process which arises when there are only two
possible genetic types and one tracks the population frequency of one of the
types.
The coalescent arises by looking backward in time at the evolution described
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by the WF model. See, e.g., the seminal works by Griffiths [13], Kingman [22],
Kingman [23] and Tavare´ [33], and the monographs by Ewens [9] and Tavare´ [34].
Consider a population evolving in time as a WF model with scaled mutation
rate α = θ/(2N), for θ > 0, and with parent-independent transition matrix
P . In the large N population limit the genealogical history of a sample of m
individuals from the population may be described by a rooted random binary
tree, where branches represent genealogical lineages, i.e., lines of descent. The
tree initially has m lineages for a period of time Tm, after which a lineage is lost
for the occurrence of one of the following events: i) a mutation according to the
transition matrix P ; ii) a coalescence, namely a pair of lineages, chosen uniformly
at random and independently of all other events, join. Recursively, the times
Tk, for k = m,m − 1, . . . , 2 for which the tree has k lineages are independent
exponential random variables with parameter 2−1k(k − 1 + θ), after which a
lineage is lost by mutation with probability kθ/(k(k− 1 + θ)) or by coalescence
with probability k(k−1)/(k(k−1+θ)). When θ = 0, the resulting random tree is
referred to as the m-coalescent, or simply the coalescent, and was first described
in the seminal work of Kingman [22]. When θ > 0 the process is a coalescent
with mutation, with antecedents including Griffiths [13]. As shown in Donnelly
and Kurtz [5], in the large N population limit the m-coalescent describes the
genealogy of a sample of m individuals from a population evolving as the FV
process. There exists even a natural limit, as the sample size m → +∞, of the
m-coalescent. This can be thought of as the limit of the genealogy of the whole
population, or alternatively as the genealogy of the infinite population described
by the FV process.
This paper considers the problem of making ancestral inference, i.e. infer-
ence on the genealogy of a genetic population, from a Bayesian nonparametric
predictive perspective. The statistical setting we deal with can be described as
follows. We consider a population with an (ideally) infinite number of types,
and we assume that the population’s composition evolves in time according to
a neutral FV process whose unique stationary distribution is the law of the
Dirichlet process by Ferguson [10]. From a Bayesian perspective, the law of the
FV process, or its dual law determined with respect to the Kingman’s coales-
cent process, plays the role of a nonparametric prior for the evolution of the
population. Given the observed data, which are assumed to be a random sam-
ple sample of m individuals from the population at time t > 0, we characterize
the posterior distribution of some statistics of the enlarged (m+m′)-coalescent
induced by an additional unobservable sample of size m′ ≥ 1. Corresponding
Bayesian nonparametric estimators, with respect to a squared loss function, are
then given in terms of posterior expectations. Of special interest is the poste-
rior distribution of the number of non-mutant lineages surviving from time 0 to
time t, that is the number of non-mutant ancestors in generation t in a sample
at time 0. This, in turn, leads to the posterior distribution of the time of the
most recent common ancestor in the (m + m′)-coalescent. As a by-product of
our posterior characterizations we introduce a class of Bayesian nonparamet-
ric estimators of the probability of discovery of non-mutant lineages. This is a
novel class of estimators which can be thought of as ancestral counterparts of
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the celebrated Good-Turing type estimators developed in Good [11] and Good
and Toulmin [12].
Ancestral inference has had much attention in the statistical literature, both
in practical data analysis, and from a theoretical and methodological point of
view. See, e.g., Griffiths and Tavare´ [15], Griffiths and Tavare´ [16], Stephens and
Donnelly [32], Stephens [31] and Griffiths and Tavare´ [17]. Given an (observable)
random sample sample of m individuals from the population at time t > 0, most
contributions in the literature have aimed at making frequentist or Bayesian in-
ference on quantities related to the genealogy of the sample, e.g., the number of
non-mutant lineages, the age of the alleles in the sample, the time of the most re-
cent common ancestor, the age of particular mutations in the ancestry, etc. This
is typically done in a parametric setting by using suitable summary statistics
of the data, or by combining the full data with suitable approximations of the
likelihood function obtained via importance sampling or Markov chain Monte
Carlo techniques. In this paper, instead, we introduce a Bayesian nonparametric
predictive approach that makes use of the observed sample of m individuals to
infer quantities related to the genealogy of an additional unobservable sample.
For instance, how many non-mutant lineages would I expect a time t ago if I
enlarged my initial observable sample by m′ unobservable samples? How many
of these non-mutant lineages have small frequencies? In the context of ances-
tral inference, these questions are of great interest because they relate directly
to the speed of evolution via the rate of turnover of alleles. See Stephens and
Donnelly [32] and references therein for a comprehensive discussion. Our ap-
proach answers these and other questions under the (prior) assumption that
the genealogy of the population follows the Kingman coalescent. To the best of
our knowledge, this is the first predictive approach to ancestral inference in this
setting.
The paper is structured as follows. In Section 2 we recall some preliminaries
on the neutral FV process and Kingman’s coalescent, we introduce new re-
sults on ancestral distributions, and we characterize the posterior distribution
of the number of non-mutant lineages at time t back in the enlarged (m+m′)-
coalescent. A suitable refinement of this posterior distribution and a class of
Good-Turing type estimators for ancestral inference are also introduced. In Sec-
tion 3 we show how to implement our results, and we present a numerical illus-
tration based on genetic data. Section 4 contains a discussion of the proposed
methodology, and outlines future research directions. Proofs are deferred to the
Appendix.
2. Ancestral posterior distributions
All the random elements introduced in this section are meant to be assigned
on a probability space (Ω,F ,P), unless otherwise stated. Let X be a compact
metric space. For any θ > 0 and any non-atomic probability measure ν0 on X ,
let Π(θν0) be the distribution of a Dirichlet process on X with base measure
θν0. We refer to Ferguson [10] for a definition and distributional results on the
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Dirichlet process. In our context θ will correspond to the mutation rate, ν0 to
the stationary distribution of the mutation process, and Π(θν0) to the stationary
distribution of the population type frequencies in the diffusion limit. For any
n ≥ 0 let dn(t) = P[D(t) = n] where {D(t) : t ≥ 0} is a pure death process,
D(0) = +∞ almost surely, with rate λn = 2−1n(n − 1 + θ). It is known from
Griffiths [13] that
dn(t) = (−1)n
∑
i≥n
ρi(t)
(
i
n
)
(n+ θ)(i−1)
i!
, (2.1)
where
ρi(t) = (−1)i(2i− 1 + θ)e−λit
for each t > 0. Here and elsewhere, for any nonnegative x we use x(0) = x[0] = 1
and, for any n ≥ 1, x(n) = x(x + 1) · · · (x + n − 1) and x[n] = x(x − 1) · · · (x −
n+ 1), i.e. rising and falling factorial numbers. If α = θ/(2N), with α being the
mutation rate of the WF model, then D(t) is the number of non-mutant lineages
surviving from time 0 to time t > 0 in the large N population limit of the WF
model when the sample size m→∞, and λn is the total backwards-in-time rate
of loss of lineages when there are currently n lineages. The pure death process
{D(t) : t ≥ 0} is typically referred to as the ancestral (genealogical) process.
See, e.g., Griffiths [13] and Tavare´ [33] for a detailed account on the ancestral
process.
Let PX be the space of probability measures on X equipped with the topol-
ogy of weak convergence. The neutral FV process is a diffusion process on PX ,
namely a probability-measure-valued diffusion. Here we focus on the neutral FV
process {µ(t) : t ≥ 0} whose unique stationary distribution is Π(θν0). Among
various definitions of this FV process, the most intuitive is in terms of its tran-
sition probability functions. In particular Ethier and Griffiths [6] shows that
{µ(t) : t ≥ 0} has transition function P (t, µ,dν) given for any t > 0 and µ ∈ PX
by
P (t, µ,dν) =
∑
n≥0
dn(t)
∫
Xn
µ(dZ1) · · ·µ(dZn)Π
(
θν0 +
n∑
i=1
δZi
)
(dν). (2.2)
For each t > 0 and µ ∈ PX , the transition probability function (2.2) is a (com-
pound) mixture of distributions of Dirichlet processes. More precisely, recalling
the conjugacy property of the Dirichlet process with respect to multinomial
sampling (see, e.g., Ferguson [10]), Equation (2.2) reads as the posterior law of
a Dirichlet process with base measure θν0, where: i) the conditioning sample is
randomized with respect to the n-fold product measure µn; ii) the sample size n
is randomized with respect to the marginal distribution of the ancestral process,
i.e. dn(t) in (2.1).
Consider a population whose composition evolves in time according to the
transition probability function (2.2). Given a sample Ym(t) = (Y1(t), . . . , Ym(t))
from such a population at time t > 0, the m-coalescent describes the genealogy
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of such a sample. We denote by CYm(t) the m-coalescent of the sample Ym(t),
and by Dm(t) the number of non-mutant lineages surviving from time 0 to time
t in CYm(t). The distribution of Dm(t) was first introduced by Griffiths [13],
and further investigated in Griffiths [14] and Tavare´ [33]. In particular, Griffiths
[13] showed that
P[Dm(t) = x] = (−1)x
m∑
i=x
ρi(t)
(
m
i
)(
i
x
)
(x+ θ)(i−1)
(θ +m)(i)
(2.3)
for any x = 0, . . . ,m and each time t > 0. If Tr denotes the time until there
are r ≥ 1 non-mutant lineages left in the sample, then the following identity is
immediate:
P[Tr ≤ t] = P[Dm(t) ≤ r]. (2.4)
Note that (2.4) with r = 1 gives the distribution of the time of the most re-
cent common ancestor in the sample, which is of special interest in genetic
applications. For any m ≥ 1 the stochastic process {Dm(t) : t ≥ 0} may be
thought as the sampling version of the ancestral process {D(t) : t ≥ 0}. Indeed
it can be easily verified that (2.3) with m = +∞ coincides with the probability
(2.1). There are two different, but equivalent, ways to describe the evolution of
{Dm(t) : t ≥ 0} with respect to the transition probability functions (2.2). Let
Ym be a sample from the population at time 0, i.e. a sample from a non-atomic
probability measure. The first way follows Kingman’s coalescent and looks back-
ward in time: based on Ym, for any t > 0 define D
∗
m(t) to be the total number of
equivalent classes in the m-coalescent starting with {1}, . . . , {m}, that is D∗m(t)
is the total number of non-mutant ancestors of Ym at time −t in the past.
An alternative way is forward looking in time and follow the lines of descent:
based on Ym, for any t > 0 define D
∗∗
m (t) to be the number of individuals that
have non-mutant descendants at time t. It is known from the works of Griffiths
[13] and Tavare´ [33] that D∗m(t) and D
∗∗
m (t) have the same distribution, which
coincides with (2.3).
2.1. New results on ancestral distributions
We start by introducing a useful distributional identity for Dm(t). For any
n ≥ 0 let (Z∗1 , . . . , Z∗n) be independent random variables identically distributed
according to a non-atomic probability measure and, for any m ≥ 1, let Xm =
(X1, . . . , Xm) be a random sample from a Dirichlet process with atomic base
measure θν0 +
∑
1≤i≤n δZ∗i . The random variables (Z
∗
1 , . . . , Z
∗
n) will be used to
denote the genetic types of the ancestors. In order to keep track of the different
ancestors, we add the non-atomic requirement for the law so that different ances-
tors will be represented by different types. Due to the almost sure discreteness
of the Dirichlet process, the composition of the sample Xm can be described
as follows. We denote by {X∗1 , . . . , X∗Km} the labels identifying the Km distinct
types in Xm which do not coincide with any of the atoms Z
∗
i ’s. Moreover, we
set
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i) Mm = (M1,m, . . . ,Mn,m) where Mj,m =
∑
1≤i≤m 1{Z∗j }(Xi) denotes the
number of Xi’s that coincide with the atom Z
∗
j , for any j = 1, . . . , n;
ii) Nm = (N1,m, . . . , NKm,m) where Nj,m =
∑
1≤i≤m 1{X∗j }(Xi) denotes the
number of Xi’s that coincide with the label X
∗
j , for any j = 1, . . . ,Km;
iii) Vm =
∑
1≤i≤Km Ni,m denotes the number of Xi’s which do not coincide
with any of the labels {Z∗1 , . . . , Z∗n}.
Observe that the statistic (Nm,Mm,Km, Vm) includes all the information of
Xm, i.e., (Nm,Mm,Km, Vm) is sufficient for Xm. See Appendix A.1 for a de-
tailed description of the distribution of (Nm,Mm,Km, Vm). Now, consider the
random variable
Rn,m =
n∑
i=1
1{Mi,m>0}. (2.5)
Precisely, Rn,m denotes the number of distinct types in the sample Xm that
coincide with the atoms Z∗i ’s. In the next theorem we derive the distribution of
Rn,m, and we introduce a distributional identity between Dm(t) and a suitable
randomization of Rn,m with respect to {D(t) : t ≥ 0}. See Appendix A.1 for the
proof.
Theorem 2.1. For any m ≥ 1 let Xm be a sample from a Dirichlet pro-
cess with atomic base measure θν0 +
∑
1≤i≤n δZ∗i , for n ≥ 0. Then, for x =
0, . . . ,min(n,m)
P[Rn,m = x] = x!
(
n
x
)(
m
x
)
(θ + x)(m−x)
(θ + n)(m)
. (2.6)
Furthermore,
Dm(t)
d
= RD(t),m (2.7)
for each t > 0, where {D(t) : t ≥ 0} is the death process with marginal distribu-
tion (2.1).
The distributional identity (2.7) introduces a Bayesian nonparametric inter-
pretation on the sampling ancestral process {Dm(t) : t ≥ 0}, in the sense that it
establishes an interplay between Dm(t) and the sampling from a Dirichlet pro-
cess prior with atomic base measure θν0 +
∑
1≤i≤n δZ∗i . Intuitively, the identity
(2.7) can be explained by taking the view of the forward looking description of
the evolution of {Dm(t) : t ≥ 0}. Starting at time 0 with an infinite number of
individuals sampled (at random) from a non-atomic probability measure, the
number of non-mutant lineages that survive at time t > 0 is described by the
ancestral process {D(t) : t ≥ 0}. Now, consider a random sample Ym of m
individuals at time 0, that is a random sample from a non-atomic probability
measure which allows us to distinguish individuals. Then the sampling ancestral
process {Dm(t) : t ≥ 0} describes the number of non-mutant lineages surviving
at time t, for any t > 0. The transition probability function (2.2) then says
that conditionally on D(t) = n, the genetic types of the descendants (including
mutants) of the m individuals at time t correspond to a sample from a Dirichlet
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process prior with atomic base measure θν0 +
∑
1≤i≤n δZ∗i . That the popula-
tion size remains constant comes from the Wright-Fisher approximation. Given
D(t) = n, the genetic types of the Dm(t) ancestors must have types that belong
to {Z∗1 , . . . , Z∗n}, the distinct types of the D(t) = n ancestors. The distribution
of Dm(t) is independent of the exact distribution of Z
∗
1 , . . . , Z
∗
n as long as they
are distinct. Thus the conditional distribution of Dm(t) given D(t) = n is simply
the distribution of Rn,m.
We now present a novel refinement of the ancestral distribution (2.3). Such
a refinement takes into account the lines of descent frequencies at time t > 0
of lines beginning at individual roots at time 0 and surviving to time t; these
frequencies do not include new mutants. Among the Dm(t) non-mutant lineages
surviving from time 0 to time t, we denote by Dl,m(t) the number of non-mutant
lineages at time t in the past having frequency l at time 0, for any l = 1, . . . ,m.
We are interested in the distribution on Dl,m(t). Let Xm be the usual random
sample from a Dirichlet process with atomic base measure θν0 +
∑
1≤i≤n δZ∗i ,
and define
Rl,n,m =
n∑
i=1
1{Mi,m=l}.
Precisely, Rl,n,m denotes the number of distinct types in Xm that coincide with
the atoms Z∗i ’s and have frequency l. From the discussion above it is clear that,
given D(t) = n, Dl,m(t) has the same distribution as Rl,n,m. Thus we obtain
that
Dl,m(t)
d
= Rl,D(t),m, (2.8)
and the marginal distribution of {D(t) : t ≥ 0} is given by(2.1). Note that the
random variable Dl,m(t) represents a natural refinement of Dm(t) in the sense
that
Dm(t) =
m∑
l=1
Dl,m(t).
We stress the fact that
∑m
l=1 lDl,m(t) may be different from m, since frequency
counts do not include new mutants. Although a large amount of literature has
been devoted to the study of distributional properties of Dm(t), to the best of
our knowledge Dl,m(t) has never been investigated, and not even introduced,
before. In the next theorem we derive the distribution of Rl,n,m. See Appendix
A.1 for the proof.
Theorem 2.2. For any m ≥ 1 let Xm be a sample from a Dirichlet pro-
cess with atomic base measure θν0 +
∑
1≤i≤n δZ∗i , for n ≥ 0. Then, for x =
0, . . . ,min(n, bm/lc)
P[Rl,n,m = x] =
m!
(θ + n)(m)
min(n,bm/lc)∑
i=x
(−1)i−x
(
i
x
)(
n
i
)
(θ + n− i)(m−il)
(m− il)! , (2.9)
where min(n, bm/lc) denotes the minimum between n and the integer part of
m/l.
S. Favaro, S. Feng, and P. A. Jenkins/BNP analysis of Kingman’s coalescent 9
According to the distributional identity (2.8), the distribution of Dl,m(t)
follows by combining the ancestral process (2.1) with the distribution (2.9), for
any l = 1, . . . ,m. As a representative example of the distribution of Dl,m(t),
we consider the case l = 1. The distribution of D1,m(t) is of special interest
because it corresponds to the sampling ancestral distribution of ”rare” non-
mutant lineages with frequency 1, i.e. non-mutant lineages composed by a unique
individual. If we apply the distribution (2.1) to randomize n in (2.9) with l = 1,
then
P[D1,m(t) = x] (2.10)
=
m∑
j=x
(−1)j−x
(
j
x
)(
m
j
)
×
m∑
i=j
ρi(t)(−1)i
(
m−j
i−j
)
(θ + i− j)(m−i)(1− i− j)(i−j)
(θ + i+ j − 1)(m−i+1)(1− θ +m− i)(i−j)
for any x = 0, . . . ,m and each t > 0. The study of finite and asymptotic prop-
erties of Dl,m(t) is out of the scope of the present paper, and it is deferred to
future work. In the rest of this section we introduce a Bayesian nonparamet-
ric predictive approach to ancestral inference under the prior assumption that
the composition of the population evolves in time according to (2.2). In particu-
lar, we consider a sample Ym+m′(t) = (Y1(t), . . . , Ym(t), Ym+1(t), . . . , Ym+m′(t))
from such a population at time t > 0 and we make use of (2.7) and (2.3) to
determine the conditional, or posterior, distribution of Dm+m′(t) given CYm(t).
A natural refinement of this conditional distribution is also obtained by means
of the identity (2.8).
2.2. Ancestral conditional distributions
Let Xm be a sample from a Dirichlet process with atomic base measure θν0 +∑
1≤i≤n δZ∗i and, for any m
′ ≥ 0, let Xm′ = (Xm+1, . . . , Xm+m′) be an addi-
tional sample. More precisely Xm′ may be viewed as a sample from the condi-
tional distribution of the Dirichlet process with base measure θν0+
∑
1≤i≤n δZ∗i ,
given the initial sample Xm. We refer to Appendix A.2 for a detailed descrip-
tion of the composition of Xm′ . We denote by Mj,m′ =
∑
1≤i≤m′ 1{Z∗j }(Xm+i)
the number of Xm+i’s that coincide with the atom Z
∗
j , and we introduce the
random variable
Rn,m+m′ =
n∑
i=1
1{Mi,m+Mi,m′>0}, (2.11)
which denotes the number of distinct types in the enlarged sample Xm+m′ =
{Xm,Xm′} that coincide with the atoms Z∗i ’s. Observe that if we set m′ = 0
then Rn,m+m′ reduces to Rn,m in (2.5). We also introduce the following random
variable
R˜l,n,m′ =
n∑
i=1
1{Mi,m′>0}1{Mi,m=l}, (2.12)
S. Favaro, S. Feng, and P. A. Jenkins/BNP analysis of Kingman’s coalescent 10
which is the number of distinct types in the additional sample Xm′ that coincide
with the atoms Z∗i ’s that have frequency l in the samples Xm. In the next the-
orem we derive the conditional distribution of Rn,m+m′ given (Nm,Mm,Km),
and the conditional distribution of R˜l,n,m′ given (Nm,Mm,Km). Interestingly,
it turns out that such conditional distributions depend on (Nm,Mm,Km) solely
through the statistics Rn,m and Rl,n,m, respectively. See Appendix A.2 for the
proof.
Theorem 2.3. For any m ≥ 1 and m′ ≥ 0 let Xm+m′ be a sample from a
Dirichlet process with atomic base measure θν0 +
∑
1≤i≤n δZ∗i , for n ≥ 0. Then
one has
i) for x = y, . . . ,min(n, y +m′)
P[Rn,m+m′ = x |Nm = nm,Mm = mm,Km = km] (2.13)
= P[Rn,m+m′ = x |Rn,m = y]
= (x− y)!
(
n−y
x−y
)(
m′
x−y
)
(θ +m+ x)(m′−x+y)
(θ + n+m)(m′)
;
ii) for x = 0, . . . ,min(y,m′)
P[R˜l,n,m′ = x |Nm = nm,Mm = mm,Km = km] (2.14)
= P[R˜l,n,m′ = x |Rl,n,m = y]
=
(
y
x
)
(θ + n+m)(m′)
×
y∑
i=y−x
(−1)i−(y−x)
(
x
y − i
)
(θ + n+m− i(1 + l))(m′).
Therefore, Rn,m and Rl,n,m are sufficient to predict Rn,m+m′ and R˜l,n,m′ , re-
spectively.
The predictive sufficiency of Rn,m in (2.13) plays a fundamental role for de-
riving the conditional counterpart of the sampling ancestral distribution (2.3).
In particular, consider a population whose composition evolves in time accord-
ing to (2.2), and let Ym(t) be a sample of m individuals from the population
at time t. Furthermore, for any m′ > 1 let Ym′(t) = (Ym+1(t), . . . , Ym+m′(t))
be an additional unobservable sample. The identity (2.7) and the sufficiency of
Rn,m imply that the conditional distribution of Dm+m′(t) given Dm(t) can be
obtained by randomizing the parameter n in (2.13) with respect to the distri-
bution
P[D(t) = n |Dm(t) = y] = P[Rn,m = y]P[D(t) = n]P[Dm(t) = y] , (2.15)
where P[Dm(t) = y] =
∑
n≥0 P[Rn,m = y]P[D(t) = n], and the distributions of
Rn,m, Dm(t) and D(t) are in (2.6), (2.3) and (2.1), respectively. Then, we can
write
P[Dm+m′(t) = x |CYm(t)] (2.16)
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= P[Dm+m′(t) = x |Dm(t) = y]
=
(
m
y
)(
m′
x−y
)
(θ + y)(x−y)(m+m′ + θ)(y)P[Dm+m′(t) = x](
m′+m
x
)
(θ +m)(x)P[Dm(t) = y]
for any x = 0, . . . ,m + m′ and each t > 0. Note that the probability (2.16)
with m = 0 reduces to the unconditional ancestral distribution (2.7). Moments
of (2.16) are obtained by randomizing n, with respect to (2.15), in the cor-
responding moments of (2.13) given in (A.25). Equation (2.16) introduces a
novel sampling ancestral distribution under the Kingman coalescent. Observe
that, due to the identity (2.4), the distribution (2.16) leads to the conditional
distribution of the time Tr until there are r non-mutant lineages left in the
(m+m′)-coalescent.
We now consider a refinement of (2.16) which takes into account the frequency
counts of non-mutant lineages. Specifically, we determine the conditional distri-
bution of the number D˜l,m′(t) of non-mutant lineages surviving from time 0 to
time t in Ym′(t) whose frequency in the lineages ancestral to the initial sample
Ym is l. As a representative example we focus on l = 1. Due to (2.8) and the
sufficiency of Rl,n,m to predict R˜l,n,m′ , the conditional distribution of D˜1,m′(t)
given D1,m(t) is obtained by randomizing the parameter n in (2.14) with respect
to the distribution
P[D(t) = n |D1,m(t) = y] = P[R1,n,m = y]P[D(t) = n]P[D1,m(t) = y] , (2.17)
because P[D1,m(t) = y] =
∑
n≥0 P[R1,n,m = y]P[D(t) = n], and the distribu-
tions of R1,n,m, D1,m(t) and D(t) are in (2.9), (2.10) and (2.1), respectively.
Then, we have
P[D˜1,m′(t) = x |CYm(t)] (2.18)
= P[D˜1,m′(t) = x |D1,m(t) = y]
= (−1)x
(
y
x
)
P[D1,m(t) = y]
y∑
k=0
(−1)y−k
(
x
y − k
)
×
m∑
j=y
(−1)j−y
(
j
y
)(
m
j
)
×
m∑
i=j
ρi(t)
(i− j)!
i∑
n=j
(−1)n
(
i−j
i−n
)
(θ + n− j)(m−j)(θ + n+m− 2k)(m′)
(θ + n+ i− 1)(m+m′−i+1) ,
for any x = 0, . . . ,m′ and each t > 0. Moments of (2.18) are obtained by
randomizing the parameter n, with respect to (2.17), in the corresponding mo-
ments of (2.14) given in (A.28). We stress that the sufficiency of Rl,n,m to predict
R˜l,n,m′ plays a fundamental role for determining the conditional distribution of
D˜l,m′(t).
If we interpret the FV transition probability function (2.2) as a prior distri-
bution on the evolution in time of the composition of the population, then the
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conditional distributions (2.16) and (2.18) take on a natural Bayesian nonpara-
metric meaning. Specifically, they correspond to the posterior distributions of
Dm+m′(t) and D˜1,m(t), respectively, given the initial sample Ym(t) whose an-
cestry CYm(t) features Dm(t) non-mutant lineages of which D1,m(t) are of fre-
quency 1. Given the information on Dm(t) and D1,m(t) from the initial observed
sample, the expected values of (2.16) and (2.18) provide us with Bayesian non-
parametric estimators, under a squared loss function, of Dm+m′(t) and D˜1,m(t).
It is worth pointing out that Dm(t) and D1,m(t), and in general the m-coalescent
{CYm(t) : t ≥ 0}, are latent quantities, in the sense that they are not directly
observable from the data. However, one can easily infer Dm(t) and D1,m(t),
as well as the mutation parameter θ, from the observed data and then combine
their estimates with the posterior distributions (2.16) and (2.18). This approach
for making predictive ancestral inference will be detailed in Section 3. We con-
clude this section with a proposition that introduces an interesting special case
of the posterior distributions (2.16) and (2.18). See Appendix A.2 for the proof.
Let
D˜m′(t) = Dm+m′(t)−Dm(t)
be the number of new non mutant lineages, that is D˜m′(t) is the number non-
mutant lineages at t back in the additional sample of size m′ which do not
coincide with any of the non-mutant lineages at time t back in the initial sample
of size m.
Proposition 2.1. Consider a population whose composition evolves in time
according to the FV transition probability function (2.2). Then for each t > 0
one has
P[D˜1(t) = 1 |CYm(t)] (2.19)
= P[D˜1(t) = 1 |Dm(t) = y]
=
(y + 1)(θ + y)P[Dm+1(t) = y + 1]
(m+ 1)(θ +m)P[Dm(t) = y]
and
P[D˜1,1(t) = 1 |CYm(t)] (2.20)
= P[D˜1,1(t) = 1 |D1,m(t) = y]
=
y
P[D1,m(t) = y]
×
m∑
j=y
(−1)j−y
(
j
y
)(
m
j
)
×
m∑
i=j
ρi(t)
(i− j)!
i∑
n=j
(−1)n
(
i−j
i−n
)
(θ + n− j)(m−j)
(θ + n+ i− 1)(m+1−i+1) .
Proposition 2.1 introduces two Bayesian nonparametric estimators for the
probability of discovering non-mutant lineages surviving from time 0 to time
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t > 0. This proposition makes explicit the link between our results and the work
of Good [11], where the celebrated Good-Turing estimator has been introduced.
Given a sample of size m from a population of individuals belonging to an
(ideally) infinite number of species with unknown proportions, the Good-Turing
estimator provides with an estimate of the probability of discovering at the (m+
1)-th draw a species observed with frequency l in the initial sample. Of course
l = 0 corresponds to the case of the probability of discovering a new species at
the (m+1)-th draw. Within our framework for ancestral inference under the FV
prior assumption (2.2), the probabilities (2.19) and (2.20) may be considered
as natural Bayesian nonparametric counterparts of the celebrated Good-Turing
estimators. Precisely: (2.19) is the Bayesian nonparametric estimator of the
probability of discovery in one additional sample a new non-mutant lineage
surviving from time 0 to time t > 0; (2.20) is the Bayesian nonparametric
estimator of the probability of discovery in one additional sample a non-mutant
lineages surviving from time 0 to time t > 0 and whose frequency is 1 in the
initial sample.
3. Illustration
In this section we show how to use the results of the previous section by applying
them to real genetic dataset. Consider a population whose composition evolves
in time according to the FV transition probability function (2.2), and suppose
we observe a sample of m individuals Ym taken from a Dirichlet process with
base measure θν0. Recall that, under this assumption on the evolution of the
population, the law of the Dirichlet process with base measure θν0 is the unique
stationary distribution of the neutral FV process. The sample then consists of
a collection of Km = k ≤ m distinct genetic types with corresponding frequen-
cies (N1, . . . , Nk) = (n1, . . . , nk). In particular if p
(m)(n1, . . . , nk) denotes the
probability of a sample Ym, which features k genetic types with frequencies
(n1, . . . , nk), then
p(m)(n1, . . . , nk) =
θk
(θ)m
k∏
i=1
(ni − 1)!; (3.1)
see Ewens [8] for details. With a slight abuse of notation, we denote by X |Y a
random variable whose distribution coincides with the conditional distribution
of X given Y . As we pointed out at the end of Section 2, in order to apply the
posterior distributions (2.16) and (2.18) we have to estimate the unobservable
quantities (θ,Dm(t)) and (θ,D1,m(t)), respectively. Using a fully Bayesian ap-
proach, estimates of (θ,Dm(t)) and (θ,D1,m(t)) are obtained as the expected
values of the posterior distributions of (θ,Dm(t)) and (θ,D1,m(t)) given Ym,
with respect to some prior choice for θ. For simplicity we focus on the posterior
distributions of Dm(t) |Ym and D1,m(t) |Ym, and we resort to an empirical
Bayes approach for estimating θ. Specifically, we use the maximum likelihood
estimate for θ originally proposed by Ewens [8], which is obtained from the like-
lihood (3.1) by numerically finding the root of a certain polynomial in θ. From
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the point of view of ancestral inference, the distributions of Dm(t) |Ym and
Dl,m(t) |Ym correspond respectively to the questions: How many non-mutant
genetic ancestors to the sample existed a time t ago? And how many non-
mutant genetic ancestors existed whose type appeared with frequency l among
those ancestors?
First we consider the posterior distribution of Dm(t) |Ym. Under the King-
man coalescent model in which mutation is parent-independent, the distribu-
tion of this random variable is straightforward: indeed it is well known that
the distribution of Dm(t) |Ym coincides with the distribution of Dm(t), for any
t > 0. This holds because the coalescent process for a sample of size m can be
decomposed into its ancestral process {Dm(t) : t ≥ 0}, and a skeleton chain
taking values in marked partitions of the set {1, . . . ,m}. See Watterson [35]
and references therein for details. These two processes are independent, and the
sample Ym is informative about only the skeleton chain. Thus, the distribution
of Dm(t) |Ym is given by (2.3). In particular if we denote by θˆ the maximum
likelihood estimate of θ, then an estimate of Dm(t) is given by the following
expression,
Dˆm(t) =
m∑
i=1
ρi(t)(−1)ii!
(
m
i
)
(θˆ +m)(i)
,
which is the expected value of the distribution (2.3) with θ replaced by its
estimate θˆ. Thus, we can plug in the estimate (θˆ, Dˆm(t)) to the posterior dis-
tribution (2.16) and then predict the number of non-mutant lineages surviving
from time 0 to time t in the enlarged sample of size m + m′, given the initial
observed sample of size m. Observe that under parent-independent mutation
the information of the initial sample Ym affects the prediction only through the
estimate θˆ.
The posterior distribution of Dl,m(t) |Ym is not trivial. Differently from the
distribution of Dm(t) |Ym, which is independent of Ym, the sample Ym is
informative for Dl,m(t). In order to derive the distribution of Dl,m(t) |Ym, one
strategy would be to study a posterior analogue of the marked-partition-valued
process introduced in the work by Watterson [35], and then project it onto
its block sizes. The resulting formulas are, however, unwieldy. Our preferred
approach is via Monte Carlo simulation, since the posterior transition rates of
Dl,m(t) |Ym evolving backwards in time are easy to describe. In particular, if
we set
D·,m = {(D1,m, D2,m, . . . , Dm,m) (t) : t ≥ 0}
then the transition rate matrix for D·,m when currently
∑
1≤l≤m lDl,m(t) = x
is
qD·,m,D′·,m
=
x(x+ θ − 1)
2
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×

lDl,m(t)
x
if D′·,m(t) = (D1,m, . . . , Dl−1,m + 1, Dl,m − 1, . . . , Dm,m)(t)
l = 2, . . . ,m
D1,m(t)
x
if D′·,m(t) = (D1,m − 1, . . . , Dm,m)(t)
−1 if D′·,m(t) = D·,m(t)
0 otherwise,
with initial condition
(Dl,m(0) |Ym) =
∣∣∣∣∣
{
y ∈ X :
m∑
i=1
1{y}(Yi) = l
}∣∣∣∣∣ .
See Hoppe [21] for details on qD·,m,D′·,m . In words, lineages are lost at rate
x(x+θ−1)/2. At such an event, the lineage selected to be lost is chosen uniformly
at random. If that lineage contributed to D1,m(t) then we recognise this loss as
having been caused by mutation, otherwise its loss was due to coalescence. The
stochastic process D·,m can be regarded as a time-evolving counterpart to the
allelic random partition introduced by Ewens [8], whose stationary sampling
distribution is the Ewens-sampling formula, and is clearly straightforward to
simulate.
We now present a numerical illustration of our approach. We reconsider the
electrophoretic dataset in Table 1 of Singh et al. [29], who sampled m = 146
family lines of the fruit fly Drosophila pseudoobscura at the xanthine dehydro-
genase locus. This organism is well studied in evolutionary biology, and it is
especially used to address questions on the nature of speciation. It is thought to
have diverged from its sister species Drosophila persimilis about 589,000 years
ago. See Hey and Nielsen [19] and references therein for details. It is therefore
important to quantify relative levels of genetic diversity either shared between
the two species or private to one of them. One might ask how much of the genetic
diversity observed by Singh et al. [29] existed intact at the time tdiv the two
species diverged. In other words, what is the distribution of (D·,m(tdiv) |Ym)?
The process commences back in time from an initial allelic partition inferred
from the sample Ym:
D·,146(0) = (10, 3, 7, 0, 2, 2, 0, 1, 0, 0, 1, 0, . . . , 0, 1, 0, . . . , 0),
where the most common allele (the rightmost 1) has multiplicity equal to 68.
The reader is referred to the work of Singh et al. [29] for details on these data.
Using a different dataset, Hey and Nielsen [19] estimated tdiv = 0.34 in units
of 2Ne generations, where Ne is the diploid effective population size (these
units are appropriate when appealing to the coalescent timescale). The use of
the maximum likelihood estimate θˆ = 9.5, and the application of the simulation
process described above, result in a Monte Carlo sample of D·,m(tdiv) |Ym which
is summarized in Figure 1. In particular, from Figure 1, posterior means are
Dˆm(tdiv) = 2.31, with narrowest 95% credible interval [0, 4]; and Dˆ1,m(tdiv) =
1.58, with a narrowest 95% credible interval [0, 3]. In other words, with high
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probability almost all genetic variability, as summarised by the total number of
lineages Dm(t) and the total number of singleton lineages D1,m(t), is lost as far
back as tdiv.
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Fig 1. An approximation of D·,m(tdiv) |Ym using the data of Singh et al. [29] and 104 Monte
Carlo replicates, summarized by (a) Dm(tdiv) |Ym and (b) D1,m(tdiv) |Ym. Also shown are
the predictions from equation (2.3) (black squares).
As discussed above, Equation (2.16) and Equation (2.18) provide us with a
quick predictive distribution for the following question: if we take an additional
sample of size m′, how much additional genetic variability in the historical pop-
ulation that existed at the divergence time is uncovered? This question is infor-
mative because it provides a window into levels of diversity in an unobservable
historical population with respect to alleles existing in the modern day. This
in turn governs the levels of divergence that we might expect between the two
modern species. Equation (2.16) provides a distribution on the total number of
non-mutant lineages ancestral to the enlarged sample given Dm(t) lineages an-
cestral to the original sample, while Equation (2.18) provides a distribution on
the number of singleton (frequency 1) lineages ancestral to the original sample
that are also discovered in the additional sample. If we plug the (rounded) pos-
terior means Dˆm(tdiv) = 2 and Dˆ1,m(tdiv) = 2 to (2.16) and (2.18) respectively,
along with the maximum likelihood estimate θˆ = 9.48, then we obtain the pre-
dictive distributions shown in Figure 2. It is clear that, if we regard increasing
the initial sample size by m′ as a method of “ancestral lineage discovery”, then
this method is rather inefficient. With high probability, the total number of an-
cestral lineages is still two, and at most increases to three, even if the sample size
is increased by 50. Figure 2(b) shows that at least some of this inefficiency is due
to the fact that the two singleton alleles ancestral to the original sample are also
ancestral to members of the additional sample; it is moderately easy for these
alleles to be rediscovered in the additional sample, at least for sufficiently large
m′. Note that these observations are not surprising since the additional lineages
coalesce rapidly with each other as we go back in time. Because of shared ances-
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try, taking additional samples in a coalescent framework is far less informative
than the random sampling typically possible in other statistical models.
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Fig 2. (a) The probability P[Dm+m′ (tdiv) = x | Dm(tdiv) = 2] that there are x non-mutant
lineages ancestral to an enlarged sample of size m + m′, given that there were two lineages
ancestral to the original sample. (b) The probability P[D˜1,m′ (tdiv) = x |D1,m(tdiv) = 2] that
x of the two singleton lineages ancestral to an original sample of size m are also ancestral to
some members of the additional sample of size m′.
It is worth remarking that the idea of estimating the allelic configuration of
an unobservable historical population, as described above, has broader utility.
Very sophisticated models have been formulated in population genetics, encom-
passing a variety of phenomena we have ignored in this paper: nucleotide-level
mutation, changes in historical population size, population substructure, and so
on. It turns out that inference under these models can be phrased in terms of
the predictive, or conditional sampling, distributions associated with an addi-
tional sample of size m′, which in turn depend on the genetic types of lineages
ancestral to the original sample. See Stephens and Donnelly [32] for a detailed
account. Under these more sophisticated models, such predictive distributions
are usually intractable, but Stephens and Donnelly [32] showed that if they can
be approximated then exact Monte Carlo based inference is still possible by
applying an importance sampling correction to this approximation. Thus, many
population genetic inference problems can be reduced to the following: design a
decent approximation to the predictive distribution associated with an enlarged
sample. See, e.g., De Iorio and Griffiths [4], Griffiths et al. [18], Hobolth et al.
[20], Li and Stephens [24], Paul and Song [27], Paul et al. [28], Sheehan et al. [30]
and Stephens and Donnelly [32]. Now the tractability of the model studied in
this paper becomes crucial: it can be used as a guide for more complex models.
Indeed, this is the strategy taken by Stephens and Donnelly [32] and Hobolth
et al. [20].
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4. Discussion
We introduced a Bayesian nonparametric predictive approach to ancestral in-
ference. This approach relies on the FV transition probability function (2.2)
as a nonparametric prior assumption for the evolution in time of the composi-
tion of a genetic population. That is, backward in time the Kingman coalescent
is assumed to be the prior model for the genealogy of the population. Under
this prior assumption, and given a sample of m individuals from the popu-
lation at time t > 0, we showed how to derive the posterior distributions of
some quantities related to the genealogy of an additional unobservable sample
of size m′ ≥ 1. Our posterior analysis built upon the distributional identity for
Dm(t) introduced in Theorem 2.2, which provides a Bayesian nonparametric in-
terpretation of the sampling ancestral process. In particular, we determined the
posterior distribution of the number Dm+m′(t) of non-mutant lineages surviving
from time 0 to time t in the enlarged sample of size m+m
′
which, in turn, leads
to the posterior distribution of the time of the most recent common ancestor.
This result has then been extended to the number D˜l,m′(t) of non-mutant lin-
eages having frequency l, for any l = 1, . . . ,m, surviving from time 0 to time
t. Our results allowed us to introduce a novel class of Bayesian nonparametric
estimators which can be thought as Good-Turing estimators in the context of
ancestral inference.
This paper paves the way for future work towards predictive ancestral in-
ference under the Kingman coalescent. A first important problem consists in
investigating the asymptotic behavior of the statistics introduced in this paper.
The asymptotic behaviour of Dm(t) for small time t was first investigated by
Griffiths [14]. If m → +∞ and t → 0 such that mt is constant, then Dm(t)
appropriately scaled converges in distribution to a Gaussian random variable.
Furthermore, if t goes to 0 faster with m2t being bounded above, then m−Dm(t)
will be approximated in distribution by a Poisson random variable. Besides ex-
tending these asymptotic results to Dl,m(t), it would be interesting to character-
ize the large m′ asymptotic behavior of the posterior distributions of Dm+m′(t)
and D˜l,m′(t). Such a characterization would be useful to obtain large m
′ ap-
proximations of these posterior distributions. Work on this is ongoing. Another
problem consists in investigating the posterior distribution of other statistics of
the additional sample. Apart from statistics related to the age of alleles, it seems
natural to complete our analysis by determining a posterior counterpart of the
distribution of Dl,m(t). This requires one to study the conditional distribution
of Rl,n,m+m′ =
∑
1≤i≤n 1{Mi,m+Mi,m′=l} given Xm. While this conditional dis-
tribution can be derived by means of techniques similar to those developed in
this paper, we expect that Rl,n,m+m′ will be a function of Xm through Rn,m
and (R1,n,m, . . . , Rl,n,m). Such unwieldy sufficient statistics could make difficult
the randomization of Rl,n,m+m′ |Rn,m, (R1,n,m, . . . , Rl,n,m) over the parameter
n.
Kingman’s coalescent is a special case of a broader class of so-called Λ-
coalescent models, which have been generalized further to the Ξ-coalescents,
whose genealogies allow for simultaneous coalescence events each involving pos-
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sibly more than two lineages. We refer to the monograph by Berestycki [1] for a
comprehensive and stimulating account of these generalizations of the Kingman
coalescent. In particular Ξ-coalescents arise in genetics as models of diploid pop-
ulations with high fecundity and highly skewed offspring distributions; that is,
in some generations the offspring of a single individual can replace a substantial
fraction of the whole population. See Mo¨hle and Sagitov [26] for a biological in-
terpretation of the Ξ-coalescent. Another direction for future work is in Bayesian
nonparametric predictive ancestral inference for these broader classes of coales-
cent models. This seems to be a much more challenging task, as far fewer results
are available. For example, Mo¨hle [25] showed that there is no simple analogue
of the Ewens-sampling formula except in a few special cases. Furthermore, al-
though there exists a construction of the Ξ-Fleming-Viot process to describe
the forwards-in-time evolution of the population, there seems to be no tractable
expressions for its transition function as in (2.2), nor even a known stationary
distribution in general. See Birkner et al. [2] for details. It may be therefore dif-
ficult to give a natural Bayesian nonparametric interpretation of the underlying
genealogical process.
Appendix
A.1. Proofs of Section 2.1
Let Xm be a sample from a Dirichlet process with atomic base measure θν0 +∑
1≤i≤n δZ∗i . Recall from Section 2.1 that we {X∗1 , . . . , X∗Km} the labels identi-
fying the Km distinct types in Xm which do not coincide with any of the atoms
Z∗i ’s. Moreover, we defined the following quantities: i) Mm = (M1,m, . . . ,Mn,m)
where Mj,m =
∑
1≤i≤m 1{Z∗j }(Xi) denotes the number of Xi’s that coincide
with the atom Z∗j , for any j = 1, . . . , n; ii) Nm = (N1,m, . . . , NKm,m) where
Nj,m =
∑
1≤i≤m 1{X∗j }(Xi) denotes the number of Xi’s that coincide with the
label X∗j , for any j = 1, . . . ,Km; iii) Vm denotes the number of Xi’s which
do not coincide with any of the labels {Z∗1 , . . . , Z∗n}, i.e., Vm =
∑
1≤i≤Km Ni,m.
Note that the sample Xm may be viewed as a a random sample from a posterior
Dirichlet process given the sample (Z∗1 , . . . , Z
∗) featuring n distinct types. Since
the distribution of a sample of size n from a Dirichlet process (Ewens [8]) fea-
turing Jn distinct types with corresponding frequency Qn = (Q1,n, . . . , QJn,n)
is
P[Jn = jn,Qn = qn] =
1
jn!
(
n
q1,n, . . . , qjn,n
)
θjn
(θ)(n)
jn∏
i=1
(qi,n − 1)!,
then the distribution of Xm from a Dirichlet process with atomic base measure
θν0 +
∑
1≤i≤n δZ∗i is
P[Nm = nm,Mn = mm,Km = km, Vm = vm]
=
θn+km
(θ)(n+m)
θn
(θ)(n)
∏n
i=1(1− 1)!
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×
(
m
vm
)(
m− vm
m1,m, . . . ,mn,m
) n∏
i=1
(1 +mi,m − 1)!
× 1
km!
(
vm
n1,m, . . . , nkm,m
) km∏
i=1
(ni,m − 1)!
=
θkm
(θ + n)(m)
(
m
vm
)(
m− vm
m1,m, . . . ,mn,m
) n∏
i=1
mi,m! (A.1)
× 1
km!
(
vm
n1,m, . . . , nkm,m
) km∏
i=1
(ni,m − 1)!. (A.2)
In addition to the above preliminaries on the distribution of the random sam-
ple Xm, for any n ≥ 1, x ∈ {1, . . . , n} and 1 ≤ τ1 < . . . < τx ≤ n, let
M(τ1,...,τx),m = (Mτ1,m, . . . ,Mτx,m) be a collection of x components of Mm. We
denote by S(n, k) the Stirling number of the second kind, and by Cn,x the set of
x-combinations without repetition of {1, . . . , n}, i.e., Cn,x = {(c1, . . . , cx) : ck ∈
{1, . . . , n}, ck 6= cl, if k 6= l} for any x ≥ 1, and Cn,0 = ∅. See Charalambides [3]
for details.
Proof of Theorem 2.1. We start by determining the distribution of the
random variable Rn,m, and then we show the distributional identity for Dm(t).
In order to compute the distribution of Rn,m, we start by computing the corre-
sponding r-th descending factorial moments. By the Vandermonde formula, we
can write
E[(Rn,m)[r]] =
r∑
s=0
(
r
s
)
(−1)s(n− s)[r−s]E[(R∗n,m)[s]] (A.3)
where R∗n,m =
∑
1≤i≤n 1{Mi,m=0}. A repeated application of the Binomial the-
orem leads to write the r-th moment of the random variable R∗n,m as follows
E[(R∗n,m)r |Vm = vm,Km = km] (A.4)
=
n∑
x=1
r−1∑
i1=1
i1−1∑
i2=1
· · ·
ix−2−1∑
ix−1=1
(
r
i1
)(
i1
i2
)
· · ·
(
ix−2
ix−1
)
×
∑
c(x)∈Cn,x
E
[
x∏
t=1
(1{Mct,m=0})
ix−t−ix−t+1 |Vm = vm,Km = km
]
=
r∑
x=1
S(r, x)x!
∑
c(x)∈Cn,x
P[Mcx,m = (0 . . . , 0︸ ︷︷ ︸
x
) |Vm = vm,Km = km],
where
P[Mcx,m = (0 . . . , 0︸ ︷︷ ︸
x
) |Vm = vm,Km = km] =
(n− x)(m−vm)
(n)(m−vm)
, (A.5)
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and
P[Vm = vm] =
(
m
vm
)
(θ + n)m
(n)(m−vm)(θ)vm . (A.6)
Therefore, by combining Equation (A.4) with Equation (A.5) and Equation
(A.6) one has
E[(R∗n,m)[r]] = r!
(
n
r
)
(θ + n− r)(m)
(θ + n)(m)
,
and from (A.3)
E[(Rn,m)[r]] =
r∑
s=0
(
r
s
)
(−1)s(n− s)[r−s]s!
(
n
s
)
(θ + n− s)(m)
(θ + n)(m)
(A.7)
=
r!
(θ + n)(m)
r∑
s=0
(
n− s
r − s
)
(−1)s
(
n
s
)
(θ + n− s)(m).
The distribution of the random variable Rn,m follows from the factorial moments
in Equation (A.7). In particular, for any x = 0, . . . ,min(n, bmc), we can write
the following
P[Rn,m = x]
=
∑
y≥0
(−1)y
x!y!
E[(Rn,m)[x+y]]
=
1
(θ + n)(m)
∑
y≥x
1
x!
(−1)y−x(y)[x]
y∑
s=0
(
n− s
y − s
)
(−1)s
(
n
s
)
(θ + n− s)(m)
=
1
(θ + n)(m)
n∑
s=0
(−1)s
(
n
s
)
(θ + n− s)(m)
n∑
y=s
(−1)y−x
(
y
x
)(
n− s
y − s
)
=
(−1)−x
(θ + n)(m)
n∑
s=0
(−1)n−s
(
n
s
)(
s
n− x
)
(θ + n− s)(m)
=
(−1)n
(θ + n)(m)
n+x∑
s=n
(−1)s
(
n
s− x
)(
s− x
n− x
)
(θ + n− s+ x)(m)
=
(
n
n−x
)
(θ + n)(m)
x∑
s=0
(−1)s
(
x
s
)
(θ − s+ x)(m)
= x!
(
n
x
)(
m
x
)
(θ + x)(m−x)
(θ + n)(m)
,
where the last equality arises by an application of the Vandermonde identity.
This proves (2.6). As regards the distributional identity (2.7), let us randomize
the distribution of Rn,m on n with respect to the distribution (2.1). We can
write∑
n≥x
dn(t)x!
(
n
x
)(
m
x
)
(θ + x)(m−x)
(θ + n)(m)
(A.8)
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=
∑
n≥x
∑
i≥n
ρi(t)(−1)−n
(
i
n
)
(θ + n)(i−1)
x!
i!
(
n
x
)(
m
x
)
(θ + x)(m−x)
(θ + n)(m)
=
∑
i≥x
i∑
n=x
ρi(t)(−1)−n
(
i
n
)
(θ + n)(i−1)
x!
i!
(
n
x
)(
m
x
)
(θ + x)(m−x)
(θ + n)(m)
=
∑
i≥x
ρi(t)
1
i!
(
m
x
)
x!(θ + x)(m−x)
i∑
n=x
(
i
n
)
(−1)n(θ + n)(i−1)
(
n
x
)
(θ + n)(m)
.
Let us focus on the second factor appearing in the last expression, namely the
term
∑i
n=x
(
i
n
)
(−1)n(θ + n)(i−1)
(
n
x
)
/(θ + n)(m). In particular we can rewrite it
as
i!(−1)x
(i− x)!x!
i−x∑
n=0
(−1)n
(
i− x
n
)
(θ + n+ x)(i−1)
(θ + n+ x)(m)
(A.9)
=
i!(−1)x
(i− x)!x!(m− i)!
i−x∑
n=0
(−1)n
(
i− x
n
)∫ 1
0
yθ+n+x+i−1−1(1− y)m−i+1−1dy
=
i!(−1)x
(i− x)!x!(m− i)!
∫ 1
0
yθ+x+i−1−1(1− y)m−x+1−1dy
=
i!(−1)x
(i− x)!x!(m− i)!
Γ(m− x+ 1)Γ(θ + x+ i− 1)
Γ(θ + i+m)
.
Finally, by combining the expression (A.8) with the expression (A.9) one obtains
what follows∑
n≥x
dn(t)x!
(
n
x
)(
m
x
)
(θ + x)(m−x)
(θ + n)(m)
=
∑
i≥x
ρi(t)
1
i!
(
m
x
)
x!(θ + x)(m−x)
× i!(−1)
x
(i− x)!x!(m− i)!
Γ(m− x+ 1)Γ(θ + x+ i− 1)Γ(θ + x)Γ(θ +m)
Γ(θ + i+m)Γ(θ + x)Γ(θ +m)
=
∑
i≥x
ρi(t)
1
i!
(
m
x
)
x!
i!(−1)x
(i− x)!x!(m− i)!
Γ(m− x+ 1)(θ + x)(i−1)
(θ +m)(i)
=
m∑
i=x
ρi(t)
(
m
i
)
i!(−1)x
(i− x)!x!
(θ + x)(i−1)
(θ +m)(i)
,
which, after some rearrangement of terms, coincides with the sampling ancestral
distribution (2.3). This proves the distributional identity (2.7), and the proof is
completed.
Proof of Theorem 2.2. The proof is along line similar to the first part of
the proof of Theorem 2.1. We start by determining the r-th factorial moments
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of the random variable Rl,n,m. In particular, by a repeated application of the
Binomial theorem
E[(Rl,n,m)r |Vm = vm,Km = km]
=
n∑
x=1
r−1∑
i1=1
i1−1∑
i2=1
· · ·
ix−2−1∑
ix−1=1
(
r
i1
)(
i1
i2
)
· · ·
(
ix−2
ix−1
)
×
∑
c(x)∈Cn,x
E
[
x∏
t=1
(1{Mct,m=l})
ix−t−ix−t+1 |Vm = vm,Km = km
]
=
r∑
x=1
S(r, x)x!
∑
c(x)∈Cn,x
P[Mcx,m = (l . . . , l︸ ︷︷ ︸
x
) |Vm = vm,Km = km], (A.10)
where
P[Mcx,m = (l . . . , l︸ ︷︷ ︸
x
) |Vm = vm,Km = km] = (xl)!
(
m−vm
xl
)
(n− x)(m−vm−xl)
(n)(m−vm)
,
(A.11)
and the distribution of the random variable Vm is given in (A.6). Therefore, by
a combination of Equation (A.10) with Equation (A.11) and Equation (A.6) one
obtains
E[(Rl,n,m)[r]] = m!r!
(
n
r
)
(m− rl)!
(θ + n− r)(m−rl)
(θ + n)(m)
. (A.12)
Finally, the distribution of the random variable Rl,n,m then follows from the
factorial moments (A.12). In particular, for any x = 0, . . . ,min(n, bm/lc), we
can write
P[Rl,n,m = x] =
∑
y≥0
(−1)y
x!y!
E[(Rl,n,m)[x+y]] (A.13)
=
∑
y≥0
(−1)y 1
x!y!
(x+ y)!
(
n
x+ y
)
× m!
(m− (x+ y)l)!
(θ + n− x− y)(m−(x+y)l)
(θ + n)(m)
.
The expression (A.13) coincides, after some simplification and rearrangement
of terms, to (2.9). In particular, the sum over the index y ranges between x
and min(n, bm/lc), where bm/lc denotes the integer part of m/l. The proof is
completed.
A.2. Proofs of Section 2.2
Let Xm be a random sample from a Dirichlet process with base measure θν0 +∑
1≤i≤n δZ∗i . Recall that Xn may be viewed as a a random sample from a
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posterior Dirichlet process given the sample (Z∗1 , . . . , Z
∗) featuring n distinct
types, and that the distribution of Xn is given in Equation (A.1). We start
by describing the composition of an additional sample Xm′ , for m
′ ≥ 0. Let
{X∗Km+1, . . . , X∗Km+Km′} be the labels identifying the Km′ distinct types in
the sample Xm′ which do not coincide with any of {Z∗1 , . . . , Z∗n, X∗1 , . . . , X∗Km}.
Moreover, let
i) Mj,m′ =
∑
1≤i≤m′ 1{Z∗j }(Xm+i) be the number of Xm+i’s that coincide
with Z∗j , for any j = 1, . . . , n,
ii) Nj,m′ =
∑
1≤i≤m′ 1{X∗j }(Xm+i) be the number of Xm+i’s that coincide
with X∗j , for any j = 1, . . . ,Km +Km′ .
Additionally, let Nm′ = (N1,m′ , . . . , NKm,m′ , NKm+1,m′ , . . . , NKm+Km′ ,m′) and
Mm′ = (M1,m′ , . . . ,Mn,m′). Also, we denote by Vm′ the number of Xm+i’s
which do not coincide with any of the labels {Z∗1 , . . . , Z∗n, X∗1 , . . . , X∗Km}, i.e.,
we can write
Vm′ =
Km′∑
i=1
NKm+i,m′ .
In a similar way, we denote by Wm′ the number of Xm+i’s which do not coincide
with any of the labels {Z∗1 , . . . , Z∗n, X∗Km+1, . . . , X∗Km+Km′}, i.e., we can write
Wm′ as
Wm′ =
Km∑
i=1
Ni,m′ .
We can write the conditional probability of (Nm′ ,Mm′ , Vm′ ,Wm′ ,Km′) given
(Nm,Mm,Km), where Nm, Mm, and Km have been defined in Section 2. This
may be viewed as the natural conditional (posterior) counterpart of (A.1). In
particular, by a direct application of Equation (A.1), we can write the following
probability
P[Nm′ = nm′ ,Mm′ = mm′ , Vm′ = vm′ ,Wm′ = wm′ ,Km′ = km′ (A.14)
|Nm = nm,Mm = mm,Km = km]
=
θn+km+km′
(θ)(n+m+m′)
θn+km
(θ)(n+m)
∏n
i=1(1 +mi,m − 1)!
∏km
i=1(ni,m − 1)!
×
(
m′
vm′ , wm′ ,m′ − vm′ − wm′
)
×
(
m′ − vm′ − wm′
m1,m′ , . . . ,mn,m′
) n∏
i=1
(1 +mi,m +mi,m′ − 1)!
×
(
wm′
n1,m′ , . . . , nkn,m′
) km∏
i=1
(ni,m + ni,m′ − 1)!
× 1
km′ !
(
vm′
nkn+1,m′ , . . . , nkn+km′ ,m′
) km′∏
i=1
(nkm+i,m′ − 1)!
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=
θkm′
(θ+n+m)(m′)∏n
i=1mi,m!
∏km
i=1(ni,m − 1)!
×
(
m′
vm′ , wm′ ,m′ − vm′ − wm′
)
×
(
m′ − vm′ − wm′
m1,m′ , . . . ,mn,m′
) n∏
i=1
(mi,m +mi,m′)!
×
(
wm′
n1,m′ , . . . , nkn,m′
) km∏
i=1
(ni,m + ni,m′ − 1)!
× 1
km′ !
(
vm′
nkn+1,m′ , . . . , nkn+km′ ,m′
) km′∏
i=1
(nkm+i,m′ − 1)!
To simplify the notation we define Am(nm,mm, km) = {Nm = nm,Mm =
mm,Km = km} and Bm′(vm′ , wm′ , km′) = {Vm′ = vm′ ,Wm′ = wm′ ,Km′ =
km′}. Furthermore, with a slight abuse of notation, we denote by X |Y a random
variable whose distribution coincides with the conditional distribution of X
given Y .
Lemma A.1. For any n ≥ 1, x ∈ {1, . . . , n} and 1 ≤ τ1 < . . . , < τx ≤ n, let
M(τ1,...,τx),m′ = (Mτ1,m′ , . . . ,Mτx,m′) be a collection of x components of Mm′ .
Then
P[M(τ1,...,τx),m′ = m(τ1,...,τx),m′ |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)]
(A.15)
=
(
m′ − vm′ − wm′
mτ1,m′ , . . . ,mτx,m′ ,m
′ − vm′ − wm′ −
∑x
i=1mτi,m′
)
×
(n+m−∑kmi=1 ni,m −∑xi=1(1 +mτi,m))(m′−vm′−wm′−∑xi=1mτi,m′ )
(n+m−∑kmi=1 ni,m)(m′−vm′−wm′ )
×
x∏
i=1
(1 +mτi,m)(mτi,m′ )
.
Proof. We start by determining the conditional distribution of the random
variable (Vm′ ,Wm′ ,Km′) given the sample Xm. This is obtained by suitably
marginalizing the distribution (A.14) over (Nm′ ,Mm′). In particular, with this
regards, if
S(0)m′−vm′−wm′ ,n =
{
(mi,m′)1≤i≤n : mi,m′ ≥ 0 ∧
n∑
i=1
mi,m′ = m
′ − vm′ − wm′
}
,
S(0)wm′ ,km =
{
(ni,m′)1≤i≤km : ni,m′ ≥ 0 ∧
km∑
i=1
ni,m′ = wm′
}
,
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and
Svm′ ,km′ =
(nkm+i,m′)1≤i≤km′ : nkm+i,m′ ≥ 1 ∧
km′∑
i=1
nkn+i,m′ = vm′
 ,
then
P[Vm′ = vm′ ,Wm′ = wm′ ,Km′ = km′ |Am(nm,mm, km)] (A.16)
=
θn+km+km′
(θ)(n+m+m′)
θn+km
(θ)(n+m)
∏n
i=1mi,m!
∏km
i=1(ni,m − 1)!
×
(
m′
vm′ , wm′ ,m′ − vm′ − wm′
)
×
∑
S(0)
m′−v
m′−wm′ ,n
(
m′ − vm′ − wm′
m1,m′ , . . . ,mn,m′
) n∏
i=1
(mi,m +mi,m′)!
×
∑
S(0)w
m′ ,km
(
wm′
n1,m′ , . . . , nkm,m′
) km∏
i=1
(ni,m + ni,m′ − 1)!
× 1
km′ !
∑
Sv
m′ ,km′
(
vm′
nkm+1,m′ , . . . , nkm+km′ ,m′
) km′∏
i=1
(nkm+i,m′ − 1)!
Now, we apply Vandermonde formula and Theorem 2.5 in Charalambides [3]
in order to solve the above summations. In particular, we have the following
identities
i)
∑
S(0)
m′−v
m′−wm′ ,n
(
m′ − vm′ − wm′
m1,m′ , . . . ,mn,m′
) n∏
i=1
(mi,m +mi,m′)! (A.17)
= (n+m−
km∑
i=1
ni,m)(m′−vm′−wm′ )
n∏
i=1
mi,m!
ii)
∑
S(0)w
m′ ,km
(
wm′
n1,m′ , . . . , nkm,m′
) km∏
i=1
(ni,m + ni,m′ − 1)! (A.18)
=
(
km∑
i=1
ni,m
)
(wm′ )
km∏
i=1
(ni,m − 1)!
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iii)
1
km′ !
∑
Sv
m′ ,km′
(
vm′
nkm+1,m′ , . . . , nkm+km′ ,m′
) km′∏
i=1
(nkm+i,m′ − 1)! (A.19)
= |s(vm′ , km′)|
where |s(n, k)| denotes the signless Stirling number of the first type (see Char-
alambides [3]). By combining (A.16) with identities (A.17), (A.18) and (A.19)
we obtain
P[Vm′ = vm′ ,Wm′ = wm′ ,Km′ = km′ |Am(nm,mm, km)]
=
θn+km+km′
(θ)(n+m+m′)
θn+km
(θ)(n+m)
∏n
i=1mi,m!
∏km
i=1(ni,m − 1)!
×
(
m′
vm′ , wm′ ,m′ − vm′ − wm′
)
× (n+m−
km∑
i=1
ni,m)(m′−vm′−wm′ )
n∏
i=1
mi,m!
×
(
km∑
i=1
ni,m
)
(wm′ )
km∏
i=1
(ni,m − 1)!|s(vm′ , km′)|
=
θkm′
(θ + n+m)(m′)
(
m′
vm′ , wm′ ,m′ − vm′ − wm′
)
(A.20)
×
(
n+m−
km∑
i=1
ni,m
)
(m′−vm′−wm′ )
(
km∑
i=1
ni,m
)
(wm′ )
|s(vm′ , km′)|,
Accordingly, from the probability (A.20) we can write the following marginal
probability
P[Vm′ = vm′ ,Wm′ = wm′ |Am(nm,mm, km)]
=
vm′∑
km′=0
θkm′
(θ + n+m)(m′)
(
m′
vm′ , wm′ ,m′ − vm′ − wm′
)
× (n+m−
km∑
i=1
ni,m)(m′−vm′−wm′ )
(
km∑
i=1
ni,m
)
(wm′ )
|s(vm′ , km′)|
=
1
(θ + n+m)(m′)
(
m′
vm′ , wm′ ,m′ − vm′ − wm′
)
(A.21)
×
(
n+m−
km∑
i=1
ni,m
)
(m′−vm′−wm′ )
(
km∑
i=1
ni,m
)
(wm′ )
(θ)(vm′ ).
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By combining (A.14) with (A.20) one obtains the conditional distribution of the
random variable (Nm′ ,Mm′) given (Nm,Mm,Km, Vm′ ,Wm′ ,Km′). In particu-
lar,
P[Nm′ = nm′ ,Mm′ = mm′ |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)]
=
[
θkm′
(θ + n+m)(m′)
(
m′
vm′ , wm′ ,m′ − vm′ − wm′
)
×
(
n+m−
km∑
i=1
ni,m
)
(m′−vm′−wm′ )
(
km∑
i=1
ni,m
)
(wm′ )
|s(vm′ , km′)|
]−1
×
θn+km+km′
(θ)(n+m+m′)
θn+km
(θ)(n+m)
∏n
i=1mi,m!
∏km
i=1(ni,m − 1)!
×
(
m′
vm′ , wm′ ,m′ − vm′ − wm′
)
×
(
m′ − vm′ − wm′
m1,m′ , . . . ,mn,m′
) n∏
i=1
(mi,m +mi,m′)!
×
(
wm′
n1,m′ , . . . , nkn,m′
) km∏
i=1
(ni,m + ni,m′ − 1)!
× 1
km′ !
(
vm′
nkn+1,m′ , . . . , nkn+km′ ,m′
) km′∏
i=1
(nkm+i − 1)!
=
[
(n+m−∑kmi=1 ni,m)(m′−vm′−wm′ )(∑kmi=1 ni,m)wm′ |s(vm′ , km′)|]−1∏n
i=1mi,m!
∏km
i=1(ni,m − 1)!
(A.22)
×
(
m′ − vm′ − wm′
m1,m′ , . . . ,mn,m′
) n∏
i=1
(mi,m +mi,m′)!
×
(
wm′
n1,m′ , . . . , nkn,m′
) km∏
i=1
(ni,m + ni,m′ − 1)!
× 1
km′ !
(
vm′
nkn+1,m′ , . . . , nkn+km′ ,m′
) km′∏
i=1
(nkm+i − 1)!.
The distribution (A.22) leads to the conditional distribution (A.15). For any
x ∈ {1, . . . , n}, let 1 ≤ τ1 < . . . < τx ≤ n let Jn,x = {0, . . . , n}/{τ1, . . . , τx}.
Also, let
S(0)m′−vm′−wm′−∑xi=1mτi,m′ ,n−x
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=
(mi,m′)i∈Jn,x : mi,m′ ≥ 0 ∧ ∑
i∈Jn,x
mi,m′ = m
′ − vm′ − wm′ −
x∑
i=1
mτi,m′
 .
Marginalizing (A.22) over S(0)m′−vm′−wm′−∑xi=1mτi,m′ ,n−x, S(0)wm′ ,km and Svm′ ,km′
one obtains, by simple algebraic manipulations, the marginal conditional distri-
bution
P[M(τ1,...,τx),m′ = m(τ1,...,τx),m′ |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)]
=
[
(n+m−∑kmi=1 ni,m)(m′−vm′−wm′ )(∑kmi=1 ni,m)(wm′ )|s(vm′ , km′)|]−1∏n
i=1mi,m!
∏km
i=1(ni,m − 1)!
×
∑
S(0)
m′−v
m′−wm′−
∑x
i=1
m
τi,m
′ ,n−x
(
m′ − vm′ − wm′
m1,m′ , . . . ,mn,m′
) n∏
i=1
(mi,m +mi,m′)!
×
∑
S(0)w
m′ ,km
(
wm′
n1,m′ , . . . , nkn,m′
) km∏
i=1
(ni,m + ni,m′ − 1)!
× 1
km′ !
∑
Sv
m′ ,km′
(
vm′
nkn+1,m′ , . . . , nkn+km′ ,m′
) km′∏
i=1
(nkn+i,m′ − 1)!
=
[
(n+m−∑kmi=1 ni,m)(m′−vm′−wm′ )]−1∏n
i=1mi,m!
×
∑
S(0)
m′−v
m′−wm′−
∑x
i=1
m
τi,m
′ ,n−x
(
m′ − vm′ − wm′
m1,m′ , . . . ,mn,m′
) n∏
i=1
(mi,m +mi,m′)!
=
[
(n+m−∑kmi=1 ni,m)(m′−vm′−wm′ )]−1∏n
i=1mi,m!
× (m
′ − vm′ − wm′)!
∏x
i=1(mτi,m +mτi,m′)!
(m′ − vm′ − wm′ −
∑x
i=1mτi,m′)!
∏x
i=1mτi,m′ !
×
∑
S(0)
m′−v
m′−wm′−
∑x
i=1
m
τi,m
′ ,n−x
(m′ − vm′ − wm′ −
∑x
i=1mτi,m′)!∏
i∈Jn,x mi,m′ !
×
∏
i∈Jn,x
(1 +mi,m +mi,m′ − 1)!
=
[
(n+m−∑kmi=1 ni,m)(m′−vm′−wm′ )]−1∏n
i=1mi,m!
(A.23)
× (m
′ − vm′ − wm′)!
∏x
i=1(mτi,m +mτi,m′)!
(m′ − vm′ − wm′ −
∑x
i=1mτi,m′)!
∏x
i=1mτi,m′ !
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×
(
n+m−
km∑
i=1
ni,m −
x∑
i=1
(1 +mτi,m)
)
(m′−vm′−wm′−
∑x
i=1mτi,m′ )
×
∏
i∈Jn,x
mi,m!,
follows by a direct application of Theorem 2.5 in Charalambides [3]. The ex-
pression (A.23) coincides with the conditional distribution of Mm(τ1,...,τx),m′
given (Nm,Mm,Km, Vm′ ,Wm′ ,Km′) displayed in (A.15), and the proof is com-
pleted.
Proof of i) Theorem 2.3. We compute the r-th descending factorial mo-
ment of the random variable Rn,m+m′ given (Nm,Mm,Km). In particular, by
a direct application of the Vandermonde formula, we can write the following
identity
E[(Rn,m+m′)[r] |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)]
=
r∑
s=0
(
r
s
)
(−1)s(n− s)[r−s]E[(R∗n,m+m′)[s] |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)],
where R∗n,m+m′ =
∑
1≤i≤n 1{Mi,m+Mi,m′=0}. A repeated application of the Bi-
nomial theorem leads to write the r-th moment of the random variable R∗n,m+m′
as follows
E[(R∗n,m+m′)r |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)]
=
n∑
x=1
r−1∑
i1=1
i1−1∑
i2=1
· · ·
ix−2−1∑
ix−1=1
(
r
i1
)(
i1
i2
)
· · ·
(
ix−2
ix−1
)
×
∑
c(x)∈Cn,x
E
[
x∏
t=1
(1{Mct,m+Mct,m′=0})
ix−t−ix−t+1 |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)
]
=
r∑
x=1
S(r, x)x!
×
∑
c(x)∈Cn,x
E
[
x∏
t=1
1{Mct,m+Mct,m′=0} |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)
]
=
r∑
x=1
S(r, x)x!
×
∑
c(x)∈Cn,x
P[Mc(x),m +Mc(x),m′ = (0, . . . , 0︸ ︷︷ ︸
x
) |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)].
Then we can use (A.15) to obtain an expression for the conditional probability
of Mc(x),m′ given Am(nm,mm, km) and Bm′(vm′ , wm′ , km′). In particular, from
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(A.15) we have
E[(R∗n,m+m′)[r] |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)] (A.24)
= r!
∑
c(r)∈Cn,r
r∏
i=1
1{mci,m=0}
× (n+m−
∑km
i=1 ni,m − r)(m′−vm′−wm′ )
(n+m−∑kmi=1 ni,m)(m′−vm′−wm′ ) .
Finally, we marginalize the last expression with respect to the distribution of
the random variable (Vm′ ,Wm′) | (Nm,Mm,Km). Them by combining (A.24)
with (A.21), and using the fact that (A.24) does not depend on Km′ , we can
write
E[(R∗n,m+m′)[r] |Am(nm,mm, km)]
= r!
∑
c(r)∈Cn,r
(θ + n+m− r)(m′)
(θ + n+m)(m′)
r∏
i=1
1{mci,m=0},
and
E[(Rn,m+m′)[r] |Am(nm,mm, km)]
=
r∑
s=0
(
r
s
)
(−1)s(n− s)[r−s]s!
∑
c(s)∈Cn,s
(θ + n+m− s)(m′)
(θ + n+m)(m′)
s∏
i=1
1{mci,m=0}
=
r∑
s=0
(
r
s
)
(−1)s(n− s)[r−s]s!
(θ + n+m− s)(m′)
(θ + n+m)(m′)
∑
c(s)∈Cn,s
s∏
i=1
1{mci,m=0}
=
r∑
s=0
(
r
s
)
(−1)s(n− s)[r−s]
(θ + n+m− s)(m′)
(θ + n+m)(m′)
(n− rm)[s]
=
r!
(θ + n+m)(m′)
r∑
s=0
(
n− s
r − s
)
(−1)s
(
n− rm
s
)
(θ + n+m− s)(m′),
(A.25)
where rm =
∑
1≤i≤n 1{mi,m>0}. The distribution of Rn,m+m′ | (Nm,Mm,Km)
follows from (A.25). In particular, for any x = rm, . . . ,min(n,m
′ + rm), we can
write
P[Rn,m+m′ = x |Am(nm,mm, km)]
= P[Rn,m+m′ = x |Rn,m = rm]
=
∑
l≥0
(−1)l
x!l!
E[(Rn,m+m′)[x+l] |Rn,m = rm]
=
1
(θ + n+m)(m′)
∑
l≥x
1
x!
(−1)l−x(l)[x]
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×
l∑
s=0
(
n− s
l − s
)
(−1)s
(
n− rm
s
)
(θ + n+m− s)(m′)
=
1
(θ + n+m)(m′)
n∑
s=0
(−1)s
(
n− rm
s
)
(θ + n+m− s)(m′)
×
n∑
l=s
(−1)l−x
(
l
x
)(
n− s
l − s
)
=
(−1)−x
(θ + n+m)(m′)
n∑
s=0
(−1)n−s
(
n− rm
s
)(
s
n− x
)
(θ + n+m− s)(m′)
=
(−1)n
(θ + n+m)(m′)
n+x∑
s=n
(−1)s
(
n− rm
s− x
)(
s− x
n− x
)
(θ + n+m− s+ x)(m′)
=
(
n−rm
n−x
)
(θ + n+m)(m′)
x−rm∑
s=0
(−1)s
(
x− rm
s
)
(θ +m− s+ x)(m′). (A.26)
The expression (A.26) coincides, after applying the Vandermonde identity, to
the conditional distribution of Rn,m+m′ given Rn,m in (2.13), and the proof is
completed.
Proof of ii) Theorem 2.3. Similarly to Part i), we compute the r-th de-
scending factorial moment of the random variableRn,m+m′ given (Nm,Mm,Km).
As a first step, we observe that we can rewrite Equation (2.12) in the following
way
R˜l,n,m′ =
n∑
i=1
(1− 1{Mi,m′=0})1{Mi,m=l} = Rl,n,m −
n∑
i=1
1{Mi,m′=0}1{Mi,m=l},
and
E[(R˜l,n,m′)[r] |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)]
=
r∑
s=0
(
r
s
)
(−1)s(rl,m − s)[r−s]E[(R˜∗l,m,m′)[s] |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)].
where rl,m =
∑
1≤i≤n 1{mi,m=l} and R˜
∗
l,m,m′ =
∑
1≤i≤n 1{Mi,m′=0}1{Mi,m=l}.
By a repeated application of the Binomial theorem we can write the following
expression
E[(R˜∗l,m,m′)r |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)]
=
n∑
x=1
r−1∑
i1=1
i1−1∑
i2=1
· · ·
ix−2−1∑
ix−1=1
(
r
i1
)(
i1
i2
)
· · ·
(
ix−2
ix−1
)
×
∑
c(x)∈Cn,x
E
[
x∏
t=1
(1{Mct,m′=0}1{Mct,m=l})
ix−t−ix−t+1 |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)
]
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=
r∑
x=1
S(r, x)x!
×
∑
c(x)∈Cn,x
E
[
x∏
t=1
1{Mct,m′=0}1{Mct,m=l} |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)
]
=
r∑
x=1
S(r, x)x!
×
∑
c(x)∈Cn,x
x∏
t=1
1{mct,m=l}E
[
x∏
t=1
1{Mct,m′=0} |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)
]
=
r∑
x=1
S(r, x)x!
×
∑
c(x)∈Cn,x
x∏
t=1
1{mct,m=l}P[Mc(x),m′ = (0, . . . , 0︸ ︷︷ ︸
x
) |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)]
=
r∑
x=1
S(r, x)x!
×
∑
c(x)∈Cn,x
x∏
t=1
1{mct,m=l}
(n+m−∑kmi=1 ni,m −∑xi=1(1 +mci,m))(m′−vm′−wm′ )
(n+m−∑kmi=1 ni,m)(m′−vm′−wm′ ) ,
i.e.,
E[(R˜∗l,m,m′)[r] |Am(nm,mm, km), Bm′(vm′ , wm′ , km′)] (A.27)
= r!
∑
c(r)∈Cn,r
r∏
t=1
1{mct,m=l}
(n+m−∑kmi=1 ni,m −∑ri=1(1 +mci,m))(m′−vm′−wm′ )
(n+m−∑kmi=1 ni,m)(m′−vm′−wm′ ) .
Finally, we marginalize the last expression with respect to the distribution of the
random variable (Vm′ ,Wm′) | (Nm,Mm,Km). By combining (A.27) with (A.21)
one has
E[(R˜∗l,m,m′)[r] |Am(nm,mm, km)]
= r!
∑
c(r)∈Cn,r
r∏
t=1
1{mct,m=l}
(θ + n+m−∑ri=1(1 +mci,m))(m′)
(θ + n+m)(m′)
= r!
(
rl,m
r
)
(θ + n+m− r(1 + l))(m′)
(θ + n+m)(m′)
and
E[(R˜l,m,m′)[r] |Am(nm,mm, km)] (A.28)
=
r∑
s=0
(
r
s
)
(−1)s(rl,m − s)[r−s]s!
(
rl,m
s
)
(θ + n+m− s(1 + l))(m′)
(θ + n+m)(m′)
.
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Accordingly, the distribution of Rn,m+m′ | (Nm,Mm,Km) follows from (A.28).
In particular, for any x = 0, . . . ,min(rl,m,m
′), we can write the following ex-
pression
P[R˜l,m,m′ = x |Am(nm,mm, km)]
= P[R˜l,m,m′ = x |Rl,n,m = rl,m]
=
∑
y≥0
(−1)y
x!y!
E[(R˜l,m,m′)[x+l] |Rl,n,m = rl,m]
=
∑
y≥0
(−1)y 1
x!y!
x+y∑
s=0
(
x+ y
s
)
(−1)s(rl,m − s)[x+y−s]
× s!
(
rl,m
s
)
(θ + n+m− s(1 + l))(m′)
(θ + n+m)(m′)
=
∑
y≥x
(−1)y−x 1
x!(y − x)!
y∑
s=0
(
y
s
)
(−1)s(rl,m − s)[y−s]
× s!
(
rl,m
s
)
(θ + n+m− s(1 + l))(m′)
(θ + n+m)(m′)
=
rl,m∑
y=0
(−1)y−x
(
y
x
) y∑
i=0
(
rl,m − s
y − s
)
(−1)s
(
rl,m
s
)
(θ + n+m− s(1 + l))(m′)
(θ + n+m)(m′)
=
rl,m∑
s=0
(−1)s−x
(
rl,m
s
)
(θ + n+m− s(1 + l))(m′)
(θ + n+m)(m′)
rl,m∑
y=s
(−1)y
(
y
x
)(
rl,m − s
y − s
)
=
rl,m∑
s=0
(−1)−x
(
rl,m
s
)
(θ + n+m− s(1 + l))(m′)
(θ + n+m)(m′)
×
rl,m−s∑
y=0
(−1)y
(
y + s
x
)(
rl,m − s
y
)
=
rl,m∑
s=0
(−1)−x
(
rl,m
s
)
(θ + n+m− s(1 + l))(m′)
(θ + n+m)(m′)
(−1)rl,m−s
(
s
x− rl,m + s
)
.
Proof of Proposition 2.1. Recalling the definitions of the random vari-
ables Rn,m and Rn,m+m′ , let R˜n,m′ = Rn,m+m′ − Rn,m, that is the number of
distinct types in the additional sample Xm′ that coincide with the atoms Z
∗
i
that are not in the initial sample Xm. In other terms R˜n,m′ denotes the number
of new types induced by Xm′ that coincide with the atoms Z
∗
i . From (2.13), we
can write
P[R˜n,1 = 1 |Rn,m = y] = E[R˜n,1 |Rn,m = y] = n− y
θ + n+m
. (A.29)
See also the factorial moment formula (A.25) with r = 1 and m′ = 1. Also, from
S. Favaro, S. Feng, and P. A. Jenkins/BNP analysis of Kingman’s coalescent 35
(2.14),
P[R˜l,n,1 = 1 |Rl,n,m = y] = E[R˜l,n,1 |Rl,n,m = y] (A.30)
= y
(
1− θ + n+m− (1 + l)
θ + n+m
)
.
See also the factorial moment formula in Equation (A.28) with r = 1 andm′ = 1.
The proof is completed by simply randomizing the parameter n appearing in
(A.29) and in (A.30) with respect to the distribution (2.15) and (2.17), respec-
tively.
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