Abstract: Novel solution algorithms and results based on a genetic algorithm for solving the hydrothermal generation scheduling (HTGS) problem are presented. This is a nonlinear, combinational optimisation problem which aims to minimise the total fuel costs of a power system while satisfying various local and coupling constraints. This results in a complete and efficient HTGS software package for system operation planning needs. In the thermal unit commitment subproblem, the difficult minimal uptimeidowntime constraints are embedded and satisfied throughout the proposed encoding and decoding algorithms. Therefore, the global optimum of the problem can be approached with rather high probability. In the hydroelectric scheduling subproblems, complete solution algorithms and encoding/decoding techniques are proposed for solving different types of hydro plants involving hydraulically independent plants (HIPs), hydraulically coupled plants (HCPs), and pump-storage (PIS) plants. In the proposed approach, the hydraulically coupled plants which are located on the same river are solved concurrently. The difficult water balance constraints caused by hydraulic coupling are embedded and satisfied throughout the proposed encoding and decoding algorithm. The software package is applied with great success to the actual Taipower system, which consists of 34 thermal units, two HIPs, three HCPs, and four P/S units. = system load demand in hour t = system transmission network losses in hour t = start-up cost of thermal unit i = shut-down cost of thermal unit i = state of unit i in hour t = 1, unit is on-line = 0, unit is off-line = continuous on/off line hours till hour t positive: on-line negative: off-line = minimal uptime of unit i = minimal downtime of unit i = water volume of reservoir j at the end of = specified final water volume of reservoir j = natural inflow into reservoirj in hour t = water discharge of hydro plant j in hour t = water spillage of hydro plant j in hour t = water travel time from plant j ~ 1 to plant j = up ramp rate limit of thermal unit i = down ramp rate limit of thermal unit i hour t Rji(Pii) = spinning reserve contribution of unit i for Rh: (PL,) = spinning reserve contribution of plant j for
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Introduction
The operation of a power system is characterised by having to maintain a high degree of economy and reliability [l] . In view of this, hydrothermal generation scheduling (HTGS) plays an important role in power system operation planning. HTGS is mainly concerned with both hydro unit scheduling and thermal unit dispatching, and is more difficult than the scheduling of an all-thermal system. The objective of HTGS is to determine the optimal schedules and generation output of both hydro and thermal units while satisfying various constraints, in order to meet forecasted load demand fluctuation over a future period. The exact optimal solution to the HTGS problem can be obtained by exhaustive enumeration of all hydro and thermal unit combinations at each time period. However, the burden of computation makes this unacceptable for realistic applications. Conven-tional methods for solving the HTGS problem are based on decomposition approaches that involve a hydro and a thermal subproblem [24] . These two subproblems are usually coordinated by Lagrange multipliers, then the optimal generation schedules of both hydro and thermal units are obtained via repetitive hydrothermal iterations. A well-recognised difficulty is that the solutions to these two subproblems may oscillate between maximum and minimum generations with slight changes of the multipliers [4] . As a result, the solution cost usually gets stuck at a local optimum rather than at the global optimum. However, the optimality of solution is very important to electric utility.
Even a small reduction in percentage production cost may lead to a large saving of money. Obviously, a complete and efficient algorithm for solving the HTGS problem is still in demand.
Recently, a global optimisation technique known as genetic algorithm (GA) has emerged as a candidate for many optimisation applications due to its flexibility and efficiency. GA is a stochastic searching algorithm. It combines an artificial 'survival of the fittest' principle with genetic operators abstracted from nature to form a surprisingly robust mechanism that is very effective at finding optimal solutions to complex realworld problems [5, 61 . GA has been successfully applied in various areas such as loss minimisation [7] , hydroelectric scheduling [8] , economic dispatch [9] , and so on.
In this paper, a new GA approach is developed for solving the HTGS problem for the coming 24 h period. One of the advantages of the new approach is the use of stochastic operators rather than deterministic rules to obtain the global optimum in order to escape from local optimums where other methods might land. In the proposed GA approach, the thermal subproblem can be solved entirely independently. No multiplier coordination is required in the solution procedure, hence the oscillation problem can be completely precluded. In addition, unit commitment (UC) is performed for the remaining thermal load profile (load profile minus hydro generations) and the resulting thermal cost is returned as the 'fitness' of the hydro generation schedule. The optimal solutions of both hydro and thermal units are concurrently obtained within the evolutionary process of fitness. A representative test example based on the actual Taipower system is presented and analysed to illustrate the capability of the proposed approach in practical applications.
Problem description and formulation
Objective function and constraints
The HTGS deals with the problem of obtaining the optimal generation schedules for both hydro and thermal units. It aims to minimise the total fuel costs of thermal units while satisfying various constraints. With discretisation of the total scheduling time into a set of shorter time intervals (say, one hour per interval), the HTGS can be mathematically formulated as a constrained combinational optimisation problem as follows:
subject to the following constraints:
(ii) Water dynamic balance with travel time (iii) Thermal generation and ramp rate limits
,<C2:5Q1 
Hydro plant classification
Hydro plants differ, for example, in their watersheds, storage capacity, discharge requirements, and unit characteristics. We may group these units into the following categories: (i) Run-of-river plant (ROR): A ROR plant has little storage capacity; water not flowing through the turbine is spilled over. Output of a ROR plant therefore depends heavily on river flow conditions and thus might not be optimally dispatched.
(ii) Hydraulically independent plant (HIP): An HIP is hydraulically isolated from other hydro plants. There is no coupling between individual plants except through the electric transmission network. Most of these plants have some storage capacity.
(iii) Hydraulically coupled plants (HCPs): In HCPs, the water outflow from one plant may be a very significant portion of the inflow to one or more other plants which are located downstream. The scheduling of HCPs is more complex and more difficult than the scheduling of other types of hydro plants because they are coupled both hydraulically and electrically.
(iv) Pumped-storage (PIS) plant: A P/S plant, which consists of an upper and a lower reservoir, is designed to save fuel costs by generating during peak load with water in the upper reservoir, which would be pumped up during light load hours.
Equivalent hydro plant model
The number of hydro units is generally much greater than the number of hydro plants. Therefore, in practical hydrothermal coordination problems, it is advantageous to model hydro generation at the plant (or reservoir) level to reduce the size of the problem. An equivalent plant model can be obtained using an off-line mathematical procedure which maximises the total plant generation output under different water discharge rates [2] . The generation output of an equivalent hydro plant is a function of the water discharge through the turbine and the net head (or the content of reservoir). The quadratic discharge-generation function used in this paper as a good approximation of hydro plant generation characteristics, considering the head effect, is:
where coefficients aJt-*, pit-' and yit-l depend on the content of reservoir j at the end of hour t -1. In this work, the read-in data include five groups of a, p, y coefficients that relate to different storage volumes, from minimum to maximum. Then, the corresponding coefficients for any reservoir volume are calculated by using a linear interpolation between the two closest volumes [3] .
Modelling of P/S plants is divided into generating mode and pumping mode. In the generating mode, the characteristic of a PIS plant is similar to normal hydro plants as shown in the first quadrant of Fig. 1 . In the pumping mode, since all PIS units of Taipower are designed for constant power pumping, the characteristic function of a P/S plant is a discrete distribution as shown in the third quadrant of Fig. 1 . 
Brief review of the genetic algorithm
The genetic algorithm (GA) is essentially a search algorithm based on the mechanics of natural selection and natural genetics. It combines solution evaluation with randomised, structured exchanges of information between solutions to obtain optimality. GA is a robust approach because no restrictions on the solution space are made during the search process. The power of this algorithm comes from its ability to exploit historical information structures from previous solution guesses in an attempt to increase the performance of future solution structures [5] .
By simulating the 'survival of the fittest' criterion of Darwinian evolution among chromosome structures, the optimal solution is sought by randomised information exchange. While randomised, GA is not a simple random walk. It efficiently exploits historical information to speculate on new search points with expected improved performance. In every generation, a new set of artificial chromosomes is created using bits and pieces of the fittest of the old ones. The three prime operators associated with the GA are reproduction, crossover, and mutation. Reproduction is simply an operation whereby an old chromosome is copied into a 'mating pool' according to its fitness value. More highly fitted chromosomes (i.e. with better values of the objective function) receive a greater number of copies in the next generation. Copying chromosomes according to their fitness values means that chromosomes with a higher value have a higher probability of contributing one or more offspring in the next generation.
Crossover is an extremely important component of the GA. It is a structured recombination operation. This operation is similar to that of two scientists exchanging information. This study applies a new crossover technique known as uniform crossover. The uniform crossover exchanges bits, according to a randomly generated mask, between the parent chromosomes to create two new chromosomes. The '1' in the random mask means bits swapping and the '0' means bits replicating, as shown in Fig. 2 . Although reproduction and crossover effectively search and recombine existing chromosomes, they do not create any new genetic material in the population. Mutation is capable of overcoming this shortcoming. It is an occasional (with small probability) random alternation of a chromosome position, as shown in Fig. 3 . This provides background variation and occasionally introduces beneficial materials into the population.
Execution sequence
The execution sequence for solving the HTGS problem is shown in Fig. 4 : (i) Subtract the expected generation output of all hydro plants and nuclear units from the actual system load curve. The expected generation output of hydro plants can be obtained from historical records or by the peak-shaving method [lo] (ii) Use GA to solve the optimal generation schedule for thermal units. This task is the so-called 'unit commitment'. (iii) Use GA to solve the optimal generation schedules for HIPS, HCPs, and PIS plants in sequence. These tasks belong to the class of 'hydro-thermal coordination' which deals with not only hydro plants scheduling, but also thermal units dispatching. Fig. 5 depicts conceptually the proposed GA approach for hydrother-mal coordination. Each chromosome in the population corresponds to an encoding of the generation schedule. To solve the hydroelectric system, the HIP subprogram is solved first because it does not check spinning reserve. The remained selection is to execute HCP or P/S subprogram first. The authors tried and found the two converged solutions from these two different sequences were nearly the same. Executing HCP first got a lower solution cost than executing P/S first although the difference is less than 0.02%. 
Encoding and decoding
Implementation of a problem in a GA starts from the parameter encoding, i.e. the representation of the problem. The encoding must be carefully designed to utilise the GA's ability to efficiently transfer information between chromosome strings and achieve the objective function of a problem.
I Thermal system encoding:
If N represents the number of thermal units, an N x 24 matrix is needed to represent a complete operation schedule. 
Thermal system decoding:
Evaluation of a chromosome is accomplished by decoding the encoded chromosome string and computing the corresponding chromosome's fitness value. For ease of exposition, consider a 24h case and assume that the ith unit has the following operation data: (i) minimal uptime = 6h (ii) minimal downtime = 5 h (iii) initial status (IS) = -2 (i.e. the ith unit has already been off line for 2h)
The detailed decoding procedure that decodes the raw onioff status U: into the actual onioff schedule Ulr is illustrated in Fig. 8 and is Exumple of proposed decoding algorithm for thermal systev1 Fig. 9 illustrates the decoding scheme for a hydroelectric system. For an HIP or an HCP, first decode each gene of the chromosome string to obtain the normalised discharge q i in decimal values as shown in Fig. 9a . Then, translate the normalised value qJt to the actual value (11) where and @ and Q, " denote, respectively, the upper and lower bounds oCQi. For an HCP, because of the hydraulic coupling, the discharge of an HCP is constrained by (i) the discharge limits of that plant (ii) the storage limits of the reservoir of that plant (iii) the storage limits of the reservoir of the downstream plant. Combining these constraints, the upper and lower bounds of the discharge of plant j in hour t can be derived as [SI:
Hydroelectric system decoding:
(-yT: For a Pis plant, the first bit of a gene is used to identify whether the plant is in generating or in pumping mode. If it is in generating mode, the decoding algorithm is similar to an HIP. If it is in pumping mode, each bit of '1' indicates one pumping unit as shown in Fig. 9b .
Fitness function
In order to emphasise the 'best' chromosomes and speed up the convergence of the evolutionary process, fitness is normalised into the range between 0 and 1. The fitness function of the ith chromosome in the population is defined as:
where cost(i) is the corresponding solution cost of the ith chromosome, and cost(min) is the solution cost of the highest ranking chromosome, i.e. the presently best chromosome, and k is a scaling constant (k = 50 in this study).
Numerical example
The proposed GA approach was implemented in a sofiware package and tested on the Taipower generation system. This software package was written in Salford Fortran language and executed on a 486-66 personal computer. In addition to the common constraints listed in Section 2, the Taipower system has two additional characteristics that increase the difficulty of the problem [11] :
(i) The Taipower system is an isolated system, thus it must remain self-sufficient at all times. The 300MW system spinning reserve requirement must be satisfied each hour.
(ii) The large load fluctuations, especially at the noon lunch-break hours, are difficult to handle by thermal units due to their ramp rate limits. Detailed characteristic data of the hydroelectric system are given in Tables 1 and 2 (ii) The storage capacity of Sun-Moon Lake is large enough to be able to ignore its storage limitations.
(iii) Chin-Shan is a must-run unit because it is connected to Taipower's Automatic Generation Control (AGC) system. However, it has only a small reservoir.
(iv) There is a one hour travel time delay for water between the Chin-Shan and Ku-Kuan plants.
The thermal system consists of 34 thermal units involving six large coal-fired units, eight small coalfired units, seven oil-fired units, ten gas turbine units, and three combined cycle units. For data on the characteristics of the 34-unit thermal system, please refer to [9] . The generation output of the six nuclear units are prescheduled as read-in data. The software is tested on a weekday load profile as shown in Fig. 11 . The optimal schedules for both hydro and thermal units are shown schematically in [12, 131 which show the total generation profile of the hydroelectric system and the complete hourly MW schedules for the individual thermal plants, respectively. From the above study, several interesting and important observations can be summarised as follows: (i) The generation profile of both the hydroelectric system and the thermal system basically follow the load 456 fluctuation that is consistent with our economic expectation.
(ii) Water is a very valuable natural resource. The hydroelectric system, excluding the P/S plant, contributes 12,488MWh in one day. The hydroelectric plants are also the major source of system spinning reserve due to their fast response characteristics. (iii) The Ming-Hu PIS plant pumps up during off-peak hours and generates during peak load hours, resulting in a cost saving of 5.73 million NT dollars in one day. (iv) The dispatching results of the coupled HCPs created by the proposed GA approach do not spill any valuable water resource. (v) The reason the hydro plants do not generate to their maximum during peak hours is because of the system spinning reserve requirement.
(iv) The difficult minimal uptime/downtime contraints and ramp rate limits of each thermal unit are all satisfied. 
Conclusions
This paper presents a new methodology based on a GA for solving the daily HTGS problem of the Taipower system. For software subprograms for dispatching thermal units, HIPS, HCPs, and P/S plants have been developed and have been integrated as a complete, efficient software package. One of the advantages of the proposed approach is the flexibility of GA for modelling the difficult water balance constraints due to hydraulic coupling and the minimal uptime/downtime constraints of thermal units. The effects of net head and water travel time of hydro plants are also considered. Numerical results from an actual utility system indicate the attractive properties of the GA approach in practical application, which are a highly optimal solution and more robust convergence behaviour.
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