Bifurcation and chaos near sliding homoclinics  by Battelli, Flaviano & Fečkan, Michal
J. Differential Equations 248 (2010) 2227–2262Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Bifurcation and chaos near sliding homoclinics
Flaviano Battelli a,1, Michal Fecˇkan b,∗,2
a Dipartimento di Scienze Matematiche, Università Politecnica delle Marche, Via Brecce Bianche 1, 60131 Ancona, Italy
b Department of Mathematical Analysis and Numerical Mathematics, Comenius University, Mlynská dolina, 842 48 Bratislava, Slovakia
a r t i c l e i n f o a b s t r a c t
Article history:
Received 10 August 2009
Revised 3 November 2009
Available online 25 November 2009
MSC:
34C23
34C37
37G20
Keywords:
Bernoulli shift
Chaotic behaviour
Discontinuous systems
We study the chaotic behaviour of a time dependent perturbation
of a discontinuous differential equation whose unperturbed part
has a sliding homoclinic orbit that is a solution homoclinic to a
hyperbolic ﬁxed point with a part belonging to a discontinuity sur-
face. We assume the time dependent perturbation satisﬁes a kind
of recurrence condition which is satisﬁed by almost periodic per-
turbations. Following a functional analytic approach we construct
a Melnikov-like function M(α) in such a way that if M(α) has
a simple zero at some point, then the system has solutions that
behave chaotically. Applications of this result to quasi-periodic sys-
tems are also given.
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1. Introduction
One of the most fascinating phenomena which may occur in nonlinear dynamics (NDS) is the
appearance of chaos with the consequent sensitive dependence on initial conditions. Usually the ex-
istence of such a chaotic behaviour is associated with the existence of transversal homoclinic point
of the period map of NDS with the corresponding invariant Smale horseshoe. When the equation is a
small amplitude, periodic perturbation of an autonomous equation with a homoclinic orbit, the exis-
tence of such transverse homoclinic points can be veriﬁed by means of a perturbation approach, by
now known as the Melnikov method, which has proved to be a very powerful method [8,22,23,41,50]
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ential equations is well developed.
On the other hand discontinuous (non-smooth) differential equations (DDE) occur in several sit-
uations such as in mechanical systems with dry frictions or with impacts or in control theory,
electronics, economics, medicine and biology (see [10,13,15,20,30–33] for more references). Recently
attempts have been made to extend the theory of chaos to differential equations with discontinuous
right-hand sides. To give few examples: planar discontinuous differential equations are investigated
in [28,29], piecewise linear three-dimensional discontinuous differential equations are investigated
in [5,36,38] and weakly discontinuous systems are studied in [3,4,16,17]. Melnikov type analysis is
also presented for DDE in [11,14,26,27,34,51]. An overview of some aspects of chaotic dynamics in
hybrid systems is given in [12]. A survey of controlling chaotic differential equations is presented
in [18]. The switchability of ﬂows of general DDE is discussed in [39].
In [6] the problem is studied of bifurcations from homoclinic orbits whereas in [5] chaotic be-
haviour of solutions is proved for time perturbed discontinuous differential equations in a ﬁnite-
dimensional space, when the homoclinic orbits of the unperturbed problem cross transversally the
discontinuity manifold. Thus, it is natural to argue if a similar behaviour arises also when sliding
homoclinic orbits are concerned. The purpose of this paper is to give an aﬃrmative answer to this
question. It has been observed in [5,6] that one of the problems we have to face with, studying
discontinuous differential equations, is the loss of smoothness of invariant manifolds, a problem per-
sisting also in the sliding case. Moreover in the sliding case the additional problem arises that during
the sliding time the system should be considered only on the discontinuity manifold, thus reducing
the dimension of the system. However, we show in this paper that the method used in [5] to prove
chaotic behaviour can be arranged to handle the case of sliding homoclinic orbits and leads to a
similar conclusion.
Typical examples of sliding motions are in relay controllers, impact oscillators and stick-slip friction
systems where the stick motion corresponds to sliding. Many non-smooth models can be found in [1,2,
4,9,19,21,31,32,36,43–45]. Sliding homoclinic solutions to pseudo-saddles (saddles lying on discontinu-
ity curves/lines) of planar DDE are studied in [21,31] both numerically and analytically. A theoretical
discussion on sliding homoclinic solutions to saddles of planar DDE is presented in [31]. However, we
have not found any concrete example in literature with a sliding homoclinic orbit to a saddle, except
in [2] where an example is given with two discontinuity lines. In our opinion the reason why it is
so diﬃcult to ﬁnd examples is because, when the discontinuity manifold is linear, the DDE must be
nonlinear in the open subset the equilibrium point belongs to and this makes computations harder.
Of course, one can imagine a linear system of ODE with a sliding homoclinic orbit to a nonlinear dis-
continuity manifold. But one can reduce to the linear discontinuity manifold (and then to a nonlinear
equation) by a simple change of variables and, for computational reasons, it is better to work with
linear discontinuity manifolds. For this reason we plan to investigate in some detail an example of a
DDE exhibiting chaotic behaviour as a consequence of Theorems 6.4–6.6, in a forthcoming paper [7].
Here we only anticipate that our example will be obtained by modifying the planar DDE
y˙ = z,
z˙ = y − 1
2
y3 + yz for z < e− 4
√
3π
9 ,
y˙ = z,
z˙ = y − 1
2
y3 + (y − q)z for z > e− 4
√
3π
9 , (1.1)
which has a sliding homoclinic orbit to a saddle (0,0) for any q  36.1 (this fact will be rigorously
proved in [7]). We decided to postpone this example to another paper since, as we tried to show
earlier, computations are awkward, in spite of the rather simple structure of system (1.1).
The plan of this paper is as follows. In Section 2, we introduce the problem and basic assumptions
as well as the deﬁnition of sliding orbit. Sections 3 and 4 deal with local analysis of dynamics close
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we prove that the sliding homoclinic orbit of the unperturbed equation is approximated by a fam-
ily {zm(t)}m∈Z of piecewise C1-smooth solutions of the perturbed equation with small jumps at the
discontinuity surface.
Our basic result is stated in Section 5 (Theorem 5.2) where a bifurcation function is derived by
equating to zero all these jumps and those of two consecutive solutions zm(t) and zm+1(t) near the
ﬁxed point, and solving this system of inﬁnitely many equations, essentially by the Lyapunov–Schmidt
method. We obtain then the result that if the perturbed system satisﬁes some kind of recurrence
condition (cf. (5.40)), the existence of a simple zero of a certain Melnikov-like function guarantees
existence of continuous, piecewise C1-smooth solutions of the perturbed system shadowed by the
homoclinic orbit (see Corollary 5.5).
Using results of the previous section, chaos is derived in Section 6 for general perturbations with
applications to almost periodic, quasi-periodic and periodic cases. In the last Section 7 we give a
geometric interpretation of a generic condition we need to construct the Melnikov function.
2. Setting of the problem
Let Rn = R × Rn−1 with corresponding projections Pz : Rn → R and P y : Rn → Rn−1. For x ∈ Rn
we write x= (z, y) ∈ R × Rn−1.
Consider a discontinuous system in Rn with a small parameter such as
x˙ = f (x) + εg(t, x, ε), (2.1)
where
f (x) =
{
f+(z, y) for z > 0,
f−(z, y) for z < 0,
with f± : Ω → Rn , f± ∈ Crb(Ω) and g : R×Ω ×R → Rn , g ∈ Crb(R×Ω ×R), Ω being a bounded open
subset of Rn that has nonempty intersection with the hyperplane z = 0. Note we allow the possibility
that f+(0, y) = f−(0, y). We also assume that the r-th order derivatives of f±(x) and g(t, x, ε) are
uniformly continuous. We set
Ω± =
{
x = (z, y) ∈ Ω ∣∣±z > 0}, Ω0 = {x = (z, y) ∈ Ω ∣∣ z = 0}.
Remark 2.1. 1. Note that the assumption that system (2.1) has a discontinuity on the hyperplane
z = 0 is made only for sake of simplicity. We could have assumed, instead, that the singularity was
at a hypersurface x1 = ϕ(x2, . . . , xn) since we can reduce to our hypothesis by the simple change of
variables:
y = (x2, . . . , xn), z = x1 − ϕ(x2, . . . , xn).
2. It will result from the argument given in the next sections that we may as well consider the
case
g(x) =
{
g+(t, z, y) for z > 0,
g−(t, z, y) for z < 0,
with g± : R×Ω ×R → Rn , g± ∈ Crb(R×Ω ×R). However, for simplicity, we will continue to assume
g ∈ Crb(R × Ω × R).
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f± =
(
h±(z, y),k±(z, y)
)
,
where h± : Ω → R and k± : Ω → Rn−1 and assume that
(H1) For any (0, y) ∈ Ω0 it results:
h−(0, y) − h+(0, y) > 0. (2.2)
Then we set (see [33, Eq. (2.12)])
H(y) := V (y)k+(0, y) − k−(0, y)
2
+ k+(0, y) + k−(0, y)
2
,
where
V (y) = h+(0, y) + h−(0, y)
h−(0, y) − h+(0, y)
and, for (0, y) ∈ Ω0, we consider the equation
y˙ = H(y). (2.3)
Note that H(y) has the following symmetric form with respect to indices ±:
H(y) = h−(0, y)k+(0, y) − h+(0, y)k−(0, y)
h−(0, y) − h+(0, y) .
We assume that
(H2) The unperturbed equation
x˙ = f−(x) (2.4)
has a hyperbolic ﬁxed point x0 ∈ Ω− and two solutions γ±(t), deﬁned respectively for t  T¯ and
t −T¯ , such that limt→±∞ γ±(t) = x0 and γ±(±T¯ ) ∈ Ω0.
(H3) Eq. (2.3) has a solution y0(t), (0, y0(t)) ∈ Ω0 for −T¯  t  T¯ such that
γ−(−T¯ ) = γ0(−T¯ ), γ+(T¯ ) = γ0(T¯ ),
where γ0(t) = (0, y0(t)), and the following hold:
h+(γ0(t)) < 0 for any t ∈ [−T¯ , T¯ ];
h−(γ0(t)) > 0 for any t ∈ [−T¯ , T¯ );
h−(γ0(T¯ )) = 0 and k−(γ0(T¯ )) is not orthogonal to ∇yh−(γ0(T¯ )) = 0.
Here ∇yh−(γ0(T¯ )) is the gradient of h−(0, y) at the point γ0(T¯ ) ∈ Ω0.
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Remark 2.2. From (H3) it follows that h−1− (0) is a submanifold K of Ω0 of codimension 1 near the
point γ0(T¯ ) (here we consider the restriction h− : Ω0 → R). Moreover, since V (y0(T¯ )) = −1 we get
H
(
y0(T¯ )
)= k−(γ0(T¯ )), (2.5)
so γ˙0(T¯ ) = (0, H(y0(T¯ ))) = (0,k−(γ0(T¯ ))) = f−(γ0(T¯ )). Thus condition (H3) means that γ˙0(T¯ ) is
transverse to K in Ω0. Next, from (H3) it follows immediately that
∇yh−
(
0, y0(T¯ )
)
y˙0(T¯ ) < 0. (2.6)
Note ∇yh−(0, y0(t)) y˙0(t) = h′−(γ0(t))γ˙0(t) for t ∈ [−T¯ , T¯ ]. Finally, for the validity of the results of this
paper, it is enough that condition (H1) holds for y in a neighbourhood of y0(t), −T¯  t  T¯ , see [33,
Eq. (2.12)].
We set:
γ (t) =
⎧⎪⎨
⎪⎩
γ−(t), if t −T¯ ,
γ0(t), if −T¯  t  T¯ ,
γ+(t), if t  T¯ ,
and will refer to γ (t) as the sliding homoclinic solution of (2.1) when ε = 0 (see Fig. 1).
Remark 2.3. i) We note that γ (t) is C1-smooth also at t = T¯ . In fact from h−(0, y0(T¯ )) = h−(γ (T¯ )) = 0
we obtain V (y0(T¯ )) = −1 and then
γ˙+(T¯ ) = f−
(
γ (T¯ )
)= (h−(γ (T¯ ))
k−(γ (T¯ ))
)
=
(
0
k−(γ (T¯ ))
)
=
(
0
H(y0(T¯ ))
)
= γ˙0(T¯ ).
ii) For technical reasons, we Crb-smoothly extend f± on R
n , g on Rn+2 and γ± , γ0 on R in such a
way that
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{∣∣ f±(z)∣∣ ∣∣ z ∈ Rn} 2 sup{∣∣ f±(z)∣∣ ∣∣ z ∈ Ω¯±},
sup
{∣∣g(t, z, ε)∣∣ ∣∣ (t, z, ε) ∈ Rn+2} 2 sup{∣∣g(t, z, ε)∣∣ ∣∣ t ∈ R, z ∈ Ω¯, |ε| < ε0}.
We also assume that up to the r-th order all the derivatives of the extended f± and g are uniformly
continuous. We continue to keep the same notations for extended mappings and functions.
Let g(t, x, ε) = (g1(t, x, ε), g2(t, x, ε)) with g1(t, x, ε) ∈ R and g2(t, x, ε) ∈ Rn−1. Recalling x =
(z, y) ∈ R × Rn−1, we set
f±(x) + εg(t, x, ε) =
(
h±(t, z, y, ε),k±(t, z, y, ε)
)
and
H(t, y, ε) := H(y) + εq(t, y, ε)
:= V (t, y, ε)k+(t,0, y, ε) − k−(t,0, y, ε)
2
+ k+(t,0, y, ε) + k−(t,0, y, ε)
2
= h−(t,0, y, ε)k+(t,0, y, ε) − h+(t,0, y, ε)k−(t,0, y, ε)
h−(t,0, y, ε) − h+(t,0, y, ε) ,
where (see (2.3))
V (t, y, ε) = h+(t,0, y, ε) + h−(t,0, y, ε)
h−(t,0, y, ε) − h+(t,0, y, ε) .
Note, because of continuity of g(t, x, ε), that h−(t,0, y, ε)−h+(t,0, y, ε) = h−(0, y)−h+(0, y) > 0 for
any y ∈ Ω0 by (2.2). On the other hand, if g(t, x, ε) is as in Remark 2.1 the equality h−(t,0, y, ε) −
h+(t,0, y, ε) > 0 holds for any y ∈ Ω0 provided ε > 0 is suﬃciently small.
So H(t, y, ε) is well deﬁned. It is easy to derive
q(t, y, ε) = g1(t,0, y, ε)
h−(0, y) − h+(0, y)
(
k+(0, y) + k−(0, y)
)+ g2(t,0, y, ε). (2.7)
We are interested in the chaotic dynamics of (2.1) near γ (t) for ε = 0 small.
Deﬁnition 2.4. By a sliding solution x(t) of (2.1) we mean a function x : R → Rn for which the follow-
ing hold:
there exists an increasing sequence {T˜m} (possibly ﬁnite or with mm0 ∈ Z, or mm0 ∈ Z, with
m0 ∈ Z, or m ∈ Z) such that x(t) is C1-smooth for any t ∈ R \ {T˜2m} and possesses right and left
derivatives at t = T˜2m;
if t ∈ (T˜2m−1, T˜2m) then x(t) ∈ Ω− and satisﬁes the equation x˙ = f−(x) + εg(t, x, ε);
if t ∈ (T˜2m, T˜2m+1) then x(t) = (0, y(t)) ∈ Ω0 and y(t) satisﬁes the equation y˙ = H(t, y, ε);
at t = T˜2m+1 the equation h−(T˜2m+1,0, y(T˜2m+1), ε) = 0 is satisﬁed.
Note that, because of h−(T˜2m+1,0, y(T˜2m+1), ε) = 0, we get
f−
(
0, y(T˜2m+1)
)+ εg(t,0, y(T˜2m+1), ε)= (0, H(T˜2m+1, y(T˜2m+1), ε)).
From assumption (H2) the existence follows of ρ > 0 such that for any x ∈ Rn with |x| < ρ and any
t ∈ [−T¯ −ρ, T¯ +ρ] it results h+(x+γ (t))+εg1(t, x+γ (t), ε) < 0. So if x(t) is a solution of (2.1) such
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should be t∗ ∈ (t0, t1) such that the ﬁrst component z(t) of x(t) has to satisfy z(t∗) > 0 together with
z˙(t∗) > 0. But this contradicts to the fact that z˙(t∗) = h+(x(t∗))+εg1(t, x(t∗), ε) < 0. As a consequence
any solution x(t) of (2.1) that belongs to Ω0 (and hence satisﬁes z(t) = 0 and y˙(t) = H(t, y(t), ε)) can
leave Ω0 in the time interval [−T¯ − ρ, T¯ + ρ] only getting into Ω− . But the same arguments as
before, together with h−(γ0(t)) > 0 in t ∈ [−T¯ , T¯ ) (and h−(γ0(T¯ )) = 0) imply that such a solution
x(t) = (0, y(t)), with |y(t) − y0(t)| < ρ , can leave Ω0 only at a time Tˆε near T¯ and in this case enter
into Ω− . Tˆε is characterized by the equation
h−
(
0, y(Tˆε)
)+ εg1(Tˆε,0, y(Tˆε), ε)= 0. (2.8)
So in the following section we study the existence of a solution of the equation on Ω0
y˙ = H(t, y, ε) = H(y) + εq(t, y, ε), (2.9)
where the initial condition y(−T¯ ) satisﬁes |y(−T¯ )− y0(−T¯ )| < ρ . We will also estimate the ﬁrst time
Tˆε near T¯ satisfying (2.8).
3. Orbits in Ω0 close to γ0(t)
To allow more generality we take a sequence {Tm}m∈Z with Tm  T 
 1 (that will be ﬁxed later)
and look for a solution ym(t) of (2.9) such that
sup
−T¯+αtT¯+α+δ
∣∣ym(t + T2m) − y0(t − α)∣∣< ρ. (3.1)
We have the following result:
Proposition 3.1. There are constants ρ˜0 > 0, 0 < δ0 < 1, c1 > 0, c2 > 0 and ε0 > 0 such that for any
α,ε ∈ R, (0, ξ) ∈ Ω0 with |ξ − y0(−T¯ )| < ρ˜0 , |ε|  ε0 and any m ∈ Z there exists a unique solution
ycm(t) = ycm(t, ξ,α, ε) of (2.9) for t ∈ [T2m − T¯ + α, T2m + T¯ + α + δ0] such that ycm(T2m − T¯ + α) = ξ
along with:
sup
−T¯+αtT¯+α+δ0
∣∣ycm(t + T2m) − y0(t − α)∣∣ c1[∣∣ξ − y0(−T¯ )∣∣+ c2|ε|] (3.2)
and
∂
∂ξ
ycm
(
t + T2m + α, y0(−T¯ ),α,0
)= Y0(t),
∂
∂ε
ycm
(
t + T2m + α, y0(−T¯ ),α,0
)=
t∫
−T¯
Y0(t)Y0(s)
−1q
(
s + T2m + α, y0(s),0
)
ds (3.3)
for t ∈ [−T¯ , T¯ + δ0], where Y0(t) is the fundamental solution of y˙ = H ′(y0(t))y, with Y0(−T¯ ) = I. Next,
Eq. (2.8) has a unique solution Tˆm(ξ,α, ε) ∈ [T2m + T¯ + α − δ0, T2m + T¯ + α + δ0] which is Cr-smooth.
Moreover
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Tˆm
(
y0(−T¯ ),α,0
)= T2m + T¯ + α,
∂
∂ξ
Tˆm
(
y0(−T¯ ),α,0
)= −∇yh−(0, y0(T¯ ))Y0(T¯ )∇yh−(0, y0(T¯ )) y˙0(T¯ ) ,
∂
∂ε
Tˆm
(
y0(−T¯ ),α,0
)
= −∇yh−(0, y0(T¯ ))
∂ ycm
∂ε (T¯ + T2m + α, y0(−T¯ ),0) + g1(T¯ + T2m + α,0, y0(T¯ ),0)
∇yh−(0, y0(T¯ )) y˙0(T¯ )
. (3.4)
Proof. For ε = 0 Eq. (2.9) reads y˙ = H(y) and has the bounded solution y(t) = y0(t), with t ∈
[−T¯ , T¯ + 1]. Note that we have extended the solution y0(t) beyond t = T¯ . We can do this since
H(y) is bounded, however for t ∈ [T¯ , T¯ + 1], (0, y0(t)) is not necessarily a solution of (2.1). Then,
from the continuous dependence on the data, equation
y˙ = H(y) + εq(t + T2m + α, y, ε)
has a unique solution y(t, ξ, ε) such that y(−T¯ , ξ, ε) = ξ and ym(t) := y(t − T2m − α, ξ, ε) satisﬁes
(3.1) provided |ξ − y0(−T¯ )| < ρ0 and |ε| ε0. Let u(t) = y(t, ξ, ε) − y0(t). Then u(t) satisﬁes
u˙(t) = H(y0(t) + u)− H(y0(t))+ εq(t, y0(t) + u, ε)
and hence
∣∣u(t) − u(−T¯ )∣∣ LH
t∫
−T¯
∣∣u(s)∣∣ds + εNq(t + T¯ )
LH and Nq being upper bounds for H ′(y) and q(t, y, ε), respectively, for t ∈ R, (0, y) ∈ Ω0 (actually
in a neighbourhood of (0, y0(t)), −T¯  t  T¯ + 1) and |ε| ε0. From Gronwall estimate we obtain
∣∣u(t)∣∣ ∣∣u(−T¯ )∣∣eLH (t+T¯ ) + |ε|Nq eLH (t+T¯ ) − 1
LH
and, since ex − 1 xex for any x> 0:
∣∣y(t, ξ, ε) − y0(t)∣∣ eLH (t+T¯ )[∣∣ξ − y0(−T¯ )∣∣+ |ε|Nq(t + T¯ )]. (3.5)
Next differentiating the equation satisﬁed by u(t), observing that
∂ y
∂ξ
(−T¯ , ξ, ε) = In−1, ∂ y
∂ε
(−T¯ , ξ, ε) = 0
(here In−1 is the identity of Rn−1) and using again Gronwall inequality we also obtain, for −T¯  t 
T¯ + 1:
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∣∣∣∣ e(LH+|ε|Nqy )(t+T¯ ),∣∣∣∣∂ y∂ε (t, ξ, ε)
∣∣∣∣ Nq + |ε|NqεLH
(
eLH (t+T¯ ) − 1)
Nqy and Nqε being upper bounds for qy(t, y, ε) and qε(t, y, ε) in a neighbourhood of (0, y0(t)), re-
spectively. Moreover the same argument gives also, using as well (3.5):
∂ y
∂ξ
(
t, y0(−T¯ ),0
)= Y0(t),
∂ y
∂ε
(
t, y0(−T¯ ),0
)=
t∫
−T¯
Y0(t)Y0(s)
−1q
(
s + T2m + α, y0(s),0
)
ds. (3.6)
Now we solve equation
U (t, ξ,α, ε) := h−
(
0, y(t, ξ, ε)
)+ εg1(t + T2m + α,0, y(t, ξ, ε), ε)= 0
for t ∈ [−T¯ , T¯ +δ0] where δ0 > 0 is as in the statement of the theorem. We have U (T¯ , γ0(−T¯ ),α,0) =
h−(0, y0(T¯ )) = 0 and
∂U
∂t
(
T¯ , γ0(−T¯ ),0
)= ∇yh−(0, y0(T¯ )) y˙0(T¯ ) < 0
(see (2.6)). Thus, since g1(t,0, y, ε) is bounded, δ0 > 0, independent of ξ , α and ε, exists such that
in the interval [T¯ − δ0, T¯ + δ0] there exists a unique T˜m(ξ,α, ε), which is Cr-smooth with respect
to (ξ,α, ε), such that U (T˜m(ξ,α, ε), ξ,α, ε) = 0. Moreover T˜m(y0(−T¯ ),α,0) = T¯ and its derivatives
with respect to ξ , α and ε are bounded uniformly with respect to m. Next, U (t, ξ,α, ε) > 0 for any
t ∈ [T¯ − δ0, T˜m(ξ,α, ε)). But, since
min
−T¯tT¯−δ0
h−
(
0, y0(t)
)
> 0,
there exist ρ0 and ε0 > 0 such that U (t, ξ,α, ε) > 0 for any t ∈ [−T¯ , T¯ − δ0] and α ∈ R, provided
|ξ − y0(−T¯ )| < ρ0 and |ε| ε0. Differentiating the equality U (T˜m(ξ,α, ε), ξ,α, ε) = 0 and using (3.6)
we get immediately:
∂ T˜m
∂ξ
(
y0(−T¯ ),α,0
)= −∇yh−(0, y0(T¯ ))Y0(T¯ )∇yh−(0, y0(T¯ )) y˙0(T¯ ) ,
∂ T˜m
∂ε
(
y0(−T¯ ),α,0
)
= −∇yh−(0, y0(T¯ ))
∂ y
∂ε (T¯ , y0(−T¯ ),0) + g1(T¯ + T2m + α, y0(T¯ ),0)
∇yh−(0, y0(T¯ )) y˙0(T¯ )
. (3.7)
To conclude the proof we set
Tˆm(ξ,α, ε) = T˜m(ξ,α, ε) + T2m + α
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ycm(t) = ycm(t, ξ,α, ε) = y(t − T2m − α, ξ, ε).
Thus (3.2) follows from (3.5) with c1 = eLH (2T¯+1) and c2 = Nq(2T¯ + 1), (3.3) is simply the restatement
of (3.6) and (3.4) follows from |T˜m(ξ,α, ε) − T¯ | < δ0, T˜m(y0(−T¯ ),α,0) = T¯ and (3.7). The proof is
complete. 
We set
Tm(ξ,α, ε) = T˜m(ξ,α, ε) − T¯ = Tˆm(ξ,α, ε) − T2m − T¯ − α. (3.8)
4. Orbits in Ω− close to γ±(t)
We now look for solutions x±(t) of Eq. (2.1) such that x±(t) ∈ Ω− and x±(t) is orbitally close to
γ±(t). Since x0 is a hyperbolic ﬁxed point of x˙ = f−(x), the linear system
x˙ = f ′−
(
γ+(t)
)
x
has an exponential dichotomy on [T¯ − 1,∞) with (stable) projection P+ , constant k and exponent
δ > 0, that is, if X+(t) denotes the fundamental matrix of the linear equation x˙ = f ′−(γ+(t))x, t  T¯ −1
with X+(T¯ ) = I we have
∥∥X+(t)P+X−1+ (s)∥∥ ke−δ(t−s) for T¯ − 1 s t,∥∥X+(t)(I − P+)X−1+ (s)∥∥ keδ(t−s) for T¯ − 1 t  s.
As a consequence the linear system
x˙ = f ′−
(
γ+(t − T2m)
)
x
has an exponential dichotomy on [T2m + T¯ − 1,∞) with (stable) projection P+ , constant k and expo-
nent δ > 0 independent of m ∈ Z. Similarly the linear system
x˙ = f ′−
(
γ−(t)
)
x
has an exponential dichotomy on (−∞,−T¯ + 1] with (unstable) projection P− , constant k and expo-
nent δ > 0, that is, if X−(t) denotes the fundamental matrix of the linear equation x˙ = f ′−(γ−(t))x,
t −T¯ + 1, with X−(−T¯ ) = I we have
∥∥X−(t)P−X−1− (s)∥∥ keδ(t−s) for s t −T¯ + 1,∥∥X−(t)(I − P−)X−1+ (s)∥∥ keδ(t−s) for t  s−T¯ + 1.
As a consequence the equation
x˙ = f ′−
(
γ−(t + T2m)
)
x
has an exponential dichotomy on (−∞, T2m − T¯ +1] with (unstable) projection P− , the same constant
and exponent. We set
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P+,m = X+(T2m+1 − T2m + 1)P+X−1+ (T2m+1 − T2m + 1),
P−,m = X−(T2m−1 − T2m − 1)P−X−1− (T2m−1 − T2m − 1).
Note that
P−,m = P−(T2m + 1− T2m−1), P+,m = P+(T2m+1 − T2m + 1).
From a result in [41], it follows that
lim
t→∞
∥∥P±(t) − P0∥∥= 0
P0 being the (stable) projection of the dichotomy of the linear system x˙ = f ′−(x0)x. Then there exists
T >max{1, T¯ } such that for any t′, t′′  T one has
N P+
(
t′
)⊕RP−(t′′)= Rn.
For any x with |x| < ρ we set
h±m
(
s, x(s),α, ε
)= f−(x+ γ±(t − T2m))− f−(γ±(t − T2m))
− f ′−
(
γ±(t − T2m)
)
x+ εg(t + α, x+ γ±(t − T2m), ε).
Finally, we put
N = sup{∣∣g(t, z, ε)∣∣ ∣∣ (t, z, ε) ∈ Rn+2},
N ′ = sup
{∣∣∣∣∂ g∂x (t, z, ε)
∣∣∣∣ ∣∣∣ (t, z, ε) ∈ Rn+2
}
.
We are now ready to recall the following results that have been proved in [5] (cf. also [25,37,46,
48,49]):
Proposition 4.1. Assume that (H1) holds and let (ξ−,ϕ−,α, ε) ∈N P−×RP−,m×R2 and ρ > 0 be such that
2k[|ξ−|+|ϕ−|+2δ−1N|ε|] ρ and 4kδ−1[−(ρ)+N ′|ε|] < 1. Then, for t ∈ [T2m−1+α−1, T2m − T¯ +α],
equation x˙ = f−(x) + εg(t, x, ε) has a unique bounded solution x−m(t) = x−m(t, ξ−,ϕ−,α, ε) which is Cr-
smooth in the parameters (ξ−,ϕ−,α, ε) and satisﬁes
∣∣x−m(t + T2m + α, ξ−,ϕ−,α, ε) − γ−(t)∣∣ 2k[|ξ−| + |ϕ−| + 2δ−1N|ε|] ρ (4.1)
for any t ∈ [T2m−1 − T2m − 1,−T¯ ] along with
P−x−m(T2m + α − T¯ , ξ−,ϕ−,α, ε) = ξ−,
P−,mx−m(T2m−1 + α − 1, ξ−,ϕ−,α, ε) = ϕ−.
Moreover x(t) := x−m(t + α, ξ−,ϕ−,α, ε) − γ−(t − T2m) is the unique ﬁxed point of the map
2238 F. Battelli, M. Fecˇkan / J. Differential Equations 248 (2010) 2227–2262(
x(t), ξ−,ϕ−,α, ε
) → X−(t − T2m)ξ− + X−(t − T2m)P−X−1− (T2m−1 − T2m − 1)ϕ−
+
t∫
T2m−1−1
X−(t − T2m)P−X−1− (s − T2m)h−m
(
s, x(s),α, ε
)
ds
−
T2m−T¯∫
t
X−(t − T2m)(I − P−)X−1− (s − T2m)h−m
(
s, x(s),α, ε
)
ds, (4.2)
and x−m(t + α, ξ−,ϕ−,α, ε) and its derivatives with respect to (ξ−,ϕ−,α, ε) are also bounded in [T2m−1 −
1, T2m − T¯ ] uniformly with respect to (ξ−,ϕ−,α, ε) and m ∈ Z, uniformly continuous in (ξ−,ϕ−,α, ε) uni-
formly with respect to t ∈ [T2m−1 − 1, T2m − T¯ ], m ∈ Z, and satisfy
∂x−m
∂ξ−
(t + α,0,0,α,0) = X−(t − T2m)(I − P−),
∂x−m
∂ϕ−
(t + α,0,0,α,0)ϕ− = X−(t − T2m)P−X−1− (T2m−1 − T2m − 1)ϕ−,
∂x−m
∂ε
(t + α,0,0,α,0)
=
t∫
T2m−1−1
X−(t − T2m)P−X−1− (s − T2m)g
(
s + α,γ−(s − T2m),0
)
ds
−
T2m−T¯∫
t
X−(t − T2m)(I − P−)X−1− (s − T2m)g
(
s + α,γ−(s − T2m),0
)
ds (4.3)
and
Proposition 4.2. Assume that (H1) holds and let (ξ+,ϕ+, β, ε) ∈ RP+ ×N P+,m × R2 and ρ > 0 be such
that 2k[|ξ+| + |ϕ+| + 2δ−1N|ε|] ρ and 4kδ−1[+(ρ) + N ′|ε|] < 1. Then, for t ∈ [T2m + T¯ + β, T2m+1 +
β + 1], equation x˙ = f−(x) + εg(t, x, ε) has a unique bounded solution x+m(t) = x+m(t, ξ+,ϕ+, β, ε) which is
Cr-smooth in the parameters (ξ+,ϕ+, β, ε) and satisﬁes
∣∣x+m(t + T2m + β, ξ+,ϕ+, β, ε) − γ+(t)∣∣ 2k[|ξ+| + |ϕ+| + 2δ−1N|ε|] ρ (4.4)
for any t ∈ [T¯ , T2m+1 − T2m + 1] along with
P+x+m(T2m + T¯ + β, ξ+,ϕ+, β, ε) = ξ+,
P+,mx+m(T2m+1 + 1+ β, ξ+,ϕ+, β, ε) = ϕ+.
Moreover x(t) := x+m(t + β, ξ+,ϕ+, β, ε) − γ+(t − T2m) is the unique ﬁxed point of the map
(
x(t), ξ+,ϕ+, β, ε
) → X+(t − T2m)ξ+ + X+(t − T2m)(I − P+)X−1+ (T2m+1 − T2m + 1)ϕ+
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t∫
T2m+T¯
X+(t − T2m)P+X−1+ (s − T2m)h+mz
(
s, x(s),β, ε
)
ds
−
T2m+1+1∫
t
X+(t − T2m)(I − P+)X−1+ (s − T2m)h+m
(
s, x(s),β, ε
)
ds, (4.5)
and x+m(t + β, ξ+,ϕ+, β, ε) and its derivatives with respect to (ξ+,ϕ+, β, ε) are also bounded in [T2m +
T¯ , T2m+1 + 1] uniformly with respect to (ξ+,ϕ+, β, ε) and m ∈ Z, uniformly continuous in (ξ+,ϕ+, β, ε)
uniformly with respect to t ∈ [T2m + T¯ , T2m+1 + 1], m ∈ Z, and satisfy
∂x+m
∂ξ+
(t + β,0,0, β,0) = X+(t − T2m)P+,
∂x+m
∂ϕ+
(t + β,0,0, β,0)ϕ+ = X+(t − T2m)(I − P+)X−1+ (T2m+1 − T2m + 1)ϕ+,
∂x+m
∂ε
(t + β,0,0, β,0)
=
t∫
T2m+T¯
X+(t − T2m)P+X−1+ (s − T2m)g
(
s + β,γ+(s − T2m),0
)
ds
−
T2m+1+1∫
t
X+(t − T2m)(I − P+)X−1+ (s − T2m)g
(
s + β,γ+(s − T2m),0
)
ds. (4.6)
5. The bifurcation equation
In this section we prove our main result (see Theorem 5.2 below). In order to state it we need to
make another assumption. Let
S ′ =N P− ∩ P y
(
R
n)⊂ Rn−1, (5.1)
that is
S ′ = {y ∈ Rn−1 ∣∣ (0, y) ∈N P−}.
Since γ˙−(−T¯ ) ∈ N P− and γ˙−(−T¯ ) /∈ {0} × P y(Rn) we easily deduce dimS ′ = dimN P− − 1. So, for
any ξ− ∈N P− there exist unique μ− ∈ R and η− ∈ S ′ such that
ξ− = μ−γ˙−(−T¯ ) +
(
0
η−
)
. (5.2)
Next we deﬁne projections Q and R as follows:
Q : Rn → Rn is the projection on Rn with RQ = {0} × Rn−1 and N Q = span{γ˙−(−T¯ )}, that is
Q b = b − Pzb
P γ˙ (−T¯ ) γ˙−(−T¯ ). (5.3)z −
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span{ y˙0(T¯ )}, that is
Ry = y − ∇yh−(0, y0(T¯ )) · y∇yh−(0, y0(T¯ )) · y˙0(T¯ )
y˙0(T¯ ). (5.4)
Since dimS ′ = dimN P− − 1, it is obvious that dim
( 0
RY0(T¯ )S ′
)
 dimN P− − 1. Then
0 dim
[(
0
RY0(T¯ )S ′
)
∩RP+
]
= dim
(
0
RY0(T¯ )S ′
)
+ dimRP+ − dim
[(
0
RY0(T¯ )S ′
)
+RP+
]
 dimN P− − 1+ dimRP+ − dim
[(
0
RY0(T¯ )S ′
)
+RP+
]
= n − 1− dim
[(
0
RY0(T¯ )S ′
)
+RP+
]
(5.5)
since dimRP+ + dimN P− = n. As a consequence
dim
[(
0
RY0(T¯ )S ′
)
+RP+
]
 n − 1.
Our next assumption is as follows:
(H4)
( 0
RY0(T¯ )S ′
)+RP+ has codimension 1 in Rn .
Remark 5.1. i) Since y˙0(T¯ ) = Y0(T¯ ) y˙0(−T¯ ), we get RY0(T¯ ) y˙0(−T¯ ) = 0. But, (H4) and (5.5) imply that
dim RY0(T¯ )S ′ = dimN P− − 1 = dim Y0(T¯ )S ′ = dimS ′ . Then RY0(T¯ ) : S ′ → RY0(T¯ )S ′ is an isomor-
phism and hence y˙0(−T¯ ) /∈ S ′ . This means that γ˙0(−T¯ ) transversally crosses the unstable manifold
Wu0 of x˙ = f−(x) at γ0(−T¯ ). Consequently recalling also (5.5), assumption (H4) is a kind of nonde-
generacy and transversality condition as well.
ii) If dimN P− = n − 1 and y˙0(−T¯ ) /∈ S ′ , then RP+ = span{γ˙+(T¯ )} = span{γ˙0(T¯ )} and RY0(T¯ ) :
S ′ → RY0(T¯ )S ′ is 1 : 1. As a consequence
( 0
RY0(T¯ )S ′
)∩RP+ = {0} and all the inequalities in (5.5) are
equalities. Consequently, if dimN P− = n − 1 then y˙0(−T¯ ) /∈ S ′ if and only if (H4) holds.
It follows from (H4) that a unitary vector ψ ∈ Rn exists such that
{ψ}⊥ =
(
0
RY0(T¯ )(S ′)
)
+RP+. (5.6)
Using this vector we deﬁne the function
ψ(t) =
⎧⎪⎪⎨
⎪⎪⎩
X−1− (t)∗P∗−Q ∗P∗yY0(T¯ )∗R∗P yψ for t −T¯ ,
P∗yY−10 (t)∗Y0(T¯ )∗P yψ − k+(0,y0(t))+k−(0,y0(t))h+(0,y0(t))−h−(0,y0(t)) P∗z Y−10 (t)∗Y0(T¯ )∗P yψ for −T¯  t  T¯ ,
X−1+ (t)∗(I − P∗+)ψ for t  T¯ ,
(5.7)
Our main result in this section is the following:
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derivatives are uniformly continuous. Assume, moreover, that conditions (H1)–(H4) hold. Set
M(α) :=
∞∫
−∞
ψ∗(t)g
(
t + α,γ (t),0)dt.
Then given c0 > 0 there exist constants ρ0 > 0, 1 > δ0 > 0, 1 > χ > 0 and c1 > 0 such that for any
0< ρ < ρ0 , there is ε¯ρ > 0 such that for any ε, 0< |ε| < ε¯ρ , for any increasing sequence T = {Tm}m∈Z ⊂ R
with Tm − Tm−1 > T¯ + 1− 2δ−1 ln |ε| and such that
M(T2m + α0m)= 0 ∀m ∈ Z and inf
m∈Z
∣∣M′(T2m + α0m)∣∣> c0 (5.8)
for some
α0 =
{
α0m
}
m∈Z ∈ ∞χ :=
{
α ∈ ∞(R): sup
m∈Z
|αm − αm−1| < χ
}
,
there exist unique sequences {αˆm}m∈Z = {αˆm(T , ε)}m∈Z ∈ ∞χ (R) and increasing {Tˆm}m∈Z =
{Tˆm(T , ε)}m∈Z ⊂ R with |αˆm(T , ε) − α0m| < c1|ε| and |Tˆm(T , ε) − T2m − T¯ − αˆm| < c1|ε|  δ0 for any
m ∈ Z, and a unique sliding solution z(t) = z(t,T , ε) of system (2.1) such that
z(t) ∈ Ω− ∀t ∈ [T2m−1 + αˆm−1 − δ0, T2m − T¯ + αˆm) ∪ (Tˆm, T2m+1 + αˆm − δ0],
z(t) ∈ Ω0 ∀t ∈ [T2m − T¯ + αˆm, Tˆm],
and
sup
t∈[T2m−1+αˆm−1−δ0,T2m−T¯+αˆm]
∣∣z(t) − γ−(t − T2m − αˆm)∣∣< ρ,
sup
t∈[T2m−T¯+αˆm,Tˆm]
∣∣z(t) − γ0(t − T2m − αˆm)∣∣< ρ,
sup
t∈[Tˆm,T2m+1+αˆm−δ0]
∣∣z(t) − γ+(t − Tˆm + T¯ )∣∣< ρ (5.9)
for any m ∈ Z.
In order to prove this theorem we look for conditions that allow us to join the branches x±m(t) and
xcm(t) = (0, ycm(t)) (cf. Propositions 3.1, 4.1, 4.2) at the suitable points in order to obtain a continuous
(piecewise C1-smooth) solution of system (2.1).
First of all, we take the Banach space
∞n :=
{
θ := {(ϕ−m ,ϕ+m , ξ−m , ξ+m , ξm)}m∈Z ∈ ∞(R5n−1):(
ϕ−m ,ϕ+m , ξ−m , ξ+m , ξm
) ∈RP−,m ×N P+,m ×N P− ×RP+ × Rn−1 ∀m ∈ Z}
with the norm
‖θ‖ = ∥∥{(ϕ−m ,ϕ+m , ξ−m , ξ+m , ξm)}m∈Z∥∥= supmax{∣∣ϕ−m + ϕ+m ∣∣, ∣∣ξ−m ∣∣, ∣∣ξ+m ∣∣, |ξm|}.
m∈Z
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be the largest positive number satisfying (cf. Propositions 4.1–4.2)
4kδ−1
[
±(ρ0) + N
′δ
4Nk
ρ0
]
 1.
We consider ∞χ for 0< χ <min{1− δ0,2T¯ }.
Next, let 0< ρ < ρ0 and ερ := min{ ρδ8Nk , ρ2c1c2 , ε0}. For any ε ∈ (−ερ, ερ) we set
∞ρ,ε :=
{
θ := {(ϕ−m ,ϕ+m , ξ−m , ξ+m , ξm)}m∈Z ∈ ∞n : 2k[∣∣ξ±m ∣∣+ ∣∣ϕ±m ∣∣+ 2δ−1N|ε|]< ρ,
c1
[∣∣ξm − y0(−T¯ )∣∣+ c2|ε|]< ρ, ∀m ∈ Z},
and
∞ρ =
{
(θ,α, ε) ∈ ∞ρ,ε × ∞χ (R) × (−ερ, ερ)
}
.
Note that, because of the choice of ρ and ερ , ∞ρ,ε , ∞ρ and ∞χ are open nonempty subsets of ∞n ,
∞n × ∞(R) × R and ∞(R), respectively.
Let us take an increasing sequence {Tm}m∈Z ∈ ∞(R) with Tm+1 − Tm > T + 1 where T is deﬁned
and ﬁxed in Section 4.
We note that for any (θ,α, ε) ∈ ∞ρ assumptions of Proposition 3.1 and Propositions 4.1–4.2 are
satisﬁed. Indeed we have |ε| < ε0 and
∣∣ξ − y0(−T¯ )∣∣< ρ
c1
<
ρ0
c1
 ρ˜0
along with
4kδ−1
[
±(ρ) + N ′|ε|
]
< 4kδ−1
[
±(ρ) + N ′ερ
]
< 4kδ−1
[
±(ρ0) + N
′δ
8Nk
ρ0
]
< 4kδ−1
[
±(ρ0) + N
′δ
4Nk
ρ0
]
 1.
Now, let θ ∈ ∞ρ,ε and ycm(t) = ycm(t, ξm,αm, ε) be the solution of equation y˙ = H(t, y, ε) whose
existence is stated in Proposition 3.1. Then ycm(t) is deﬁned in the interval [T2m − T¯ + αm, T2m + T¯ +
αm + δ0] and a Cr-function Tˆm(ξm,αm, ε) such that Tˆm(ξm,αm, ε) ∈ [T2m + T¯ + αm − δ0, T2m + T¯ +
αm + δ0] and
h−
(
0, ycm
(
Tˆm(ξm,αm, ε)
))+ εg1(Tˆm(ξm,αm, ε),0, ycm(Tˆm(ξm,αm, ε)), ε)= 0.
Following Section 3 we set
Tm(ξm,αm, ε) = Tˆm(ξm,αm, ε) − T2m − T¯ − αm ∈ [−δ0, δ0].
Next, from Propositions 4.1–4.2 we obtain solutions x−m(t) = x−m(t, ξ−m ,ϕ−m ,αm, ε), x+m(t) =
x+m(t, ξ+m ,ϕ+m ,αm + Tm(ξm,αm, ε), ε) of equation x˙ = f−(x) + εg(t, x, ε) that are deﬁned on [T2m−1 +
αm − 1, T2m − T¯ + αm], [Tˆm(ξm,αm, ε), T2m+1 + αm + Tm(ξm,αm, ε) + 1], respectively. Since αm+1 −
αm < χ < 1− δ0 we obtain easily:
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Hence both x+m(t) and x−m+1(t) are deﬁned in t = T2m+1 +αm − δ0. Thus we can consider the following
inﬁnite set of equations:
x−m
(
T2m − T¯ + αm, ξ−m ,ϕ−m ,αm, ε
)= ( 0
ycm(T2m − T¯ + αm, ξm,αm, ε)
)
,
x+m
(
Tˆm(ξm,αm, ε), ξ
+
m ,ϕ
+
m ,αm + Tm(ξm,αm, ε), ε
)= ( 0
ycm(Tˆm(ξm,αm, ε), ξm,αm, ε)
)
,
x+m
(
T2m+1 + αm − δ0, ξ+m ,ϕ+m ,αm + Tm(ξm,αm, ε), ε
)
= x−m+1
(
T2m+1 + αm − δ0, ξ−m+1,ϕ−m+1,αm+1, ε
)
(5.10)
and look for θ = {(ϕ−m ,ϕ+m , ξ−m , ξ+m , ξm)}m∈Z ∈ ∞ρ,ε and α ∈ ∞χ in terms of ε in such a way that (5.10)
are satisﬁed.
Note that if we are able to solve (5.10) then we obtain a sliding solution of Eq. (2.1) near γ (t)
in the sense of Deﬁnition 2.4 and vice versa, because of the uniqueness part of the statements of
Proposition 3.1 and Propositions 4.1, 4.2, if we have a sliding solution of Eq. (2.1) in a suﬃciently
small neighbourhood of γ (t), then system (5.10) can be solved for some parameter values in terms
of ε.
So we consider the equation GT (θ,α, ε) = 0 where GT : ρ → ∞(R3n) is deﬁned as
GT (θ,α, ε) :=
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
x+m(T2m+1 + αm − δ0, ξ+m ,ϕ+m ,αm + Tm(ξm,αm, ε), ε)
−x−m+1(T2m+1 + αm − δ0, ξ−m+1,ϕ−m+1,αm+1, ε)
x−m(T2m − T¯ + αm, ξ−m ,ϕ−m ,αm, ε)−
( 0
ξm
)
x+m(Tˆm(ξm,αm, ε), ξ+m ,ϕ+m ,αm + Tm(ξm,αm, ε), ε)
−( 0ycm(Tˆm(ξm,αm,ε),ξm,αm,ε))
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
m∈Z
,
where T = {Tm}m∈Z , θ = {(ϕ−m ,ϕ+m , ξ−m , ξ+m , ξm)}m∈Z ∈ ∞ρ,ε and α = {αm}m∈Z ∈ ∞χ .
Set θ0 := {(0,0,0,0, y0(−T¯ ))}m∈Z . From (3.2), (3.4), (4.1), (4.4), we obtain
GT (θ0,α,0)
=
⎧⎨
⎩
⎛
⎝γ+(T2m+1 − T2m − δ0) − γ−(T2m+1 − T2m+2 + αm − αm+1 − δ0)0
0
⎞
⎠
⎫⎬
⎭
m∈Z
. (5.11)
Since Tm+1 − Tm  T + 1 and max{δ0, |αm+1 − αm + δ0|} 1 we obtain, as in [5, Eq. (5.5)]:
∥∥GT (θ0,α,0)∥∥ 2kδ−1e−δ(T−T¯ ) max{∣∣γ˙−(−T¯ )∣∣, ∣∣γ˙+(T¯ )∣∣}. (5.12)
Next, from (4.1), (4.3) we see that
x−m+1(T2m+1 + αm − δ0,0,0,αm+1,0) = γ−(T2m+1 − T2m+2 + αm − αm+1 − δ0),
x−m(T2m − T¯ + αm,0,0,αm,0) = γ−(−T¯ ),
∂x−m+1
∂ξ
(T2m+1 + αm − δ0,0,0,αm+1,0) = X−(T2m+1 − T2m+2 + αm − αm+1 − δ0)(I − P−),
−
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∂ξ−
(T2m − T¯ + αm,0,0,αm,0) = I − P−,
∂x−m+1
∂ϕ−
(T2m+1 + αm − δ0,0,0,αm+1,0)
= X−(T2m+1 − T2m+2 + αm − αm+1 − δ0)P−X−1− (T2m+1 − T2m+2 − 1)
∂x−m
∂ϕ−
(T2m − T¯ + αm,0,0,αm,0) = P−X−1− (T2m−1 − T2m − 1),
from (4.4), (4.6) we see that
x+m
(
T2m+1 + αm − δ0,0,0,αm + Tm(ξm,αm, ε),0
)= γ+(T2m+1 − T2m − Tm(ξm,αm, ε) − δ0),
x+m
(
Tˆm(ξm,αm, ε),0,0,αm + Tm(ξm,αm, ε),0
)= γ+(T¯ ),
∂x+m
∂ξ+
(T2m+1 + αm − δ0,0,0,αm,0) = X+(T2m+1 − T2m − δ0)P+,
∂x+m
∂ϕ+
(T2m+1 + αm − δ0,0,0,αm,0) = X+(T2m+1 − T2m − δ0)(I − P+)X−1+ (T2m+1 − T2m + 1),
∂x+m
∂ξ+m
(T2m + T¯ + αm,0,0,αm,0) = P+,
∂x+m
∂ϕ+m
(T2m + T¯ + αm,0,0,αm,0) = (I − P+)X−1+ (T2m+1 − T2m + 1),
from (3.4) and (3.3) we see that
∂
∂ξ
ycm
(
Tˆm(ξ,α,0), ξ,α,0
)∣∣∣∣
ξ=γ0(T¯ )
= y˙0(T¯ ) ∂ Tˆm
∂ξ
(
γ0(−T¯ ),αm,0
)+ Y0(T¯ ).
Hence we obtain
D1GT (θ0,α,0)θ =
⎧⎪⎨
⎪⎩
⎛
⎜⎝
Lα(ϕ−m+1,ϕ+m , ξ−m+1, ξ+m , ξm)
ξ−m + P−X−1− (T2m−1 − T2m − 1)ϕ−m −
( 0
ξm
)
Lα1 (ϕ+m , ξ+m , ξm)
⎞
⎟⎠
⎫⎪⎬
⎪⎭
m∈Z
, (5.13)
where
Lα(ϕ−m+1,ϕ+m , ξ−m+1, ξ+m , ξm)
= X+(T2m+1 − T2m − δ0)ξ+m − X−(T2m+1 − T2m+2 + αm − αm+1 − δ0)ξ−m+1
+ X+(T2m+1 − T2m+2 − δ0)(I − P+)X−1+ (T2m+1 − T2m + 1)ϕ+m
− X−(T2m+1 − T2m+2 + αm − αm+1 − δ0)P−X−1− (T2m+1 − T2m+2 − 1)ϕ−m+1
− γ˙+(T2m+1 − T2m − δ0) ∂Tm
∂ξ
(
γ0(−T¯ ),αm,0
)
ξm (5.14)
and
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(
ϕ+m , ξ+m , ξm
)= (I − P+)X−1+ (T2m−1 − T2m + 1)ϕ+m + ξ+m
−
(
0
[Y0(T¯ ) + y˙0(T¯ ) ∂ Tˆm∂ξ (γ0(−T¯ ),αm,0)]ξm
)
= (I − P+)X−1+ (T2m−1 − T2m + 1)ϕ+m + ξ+m
− γ˙ (T¯ ) ∂ Tˆm
∂ξ
(
γ0(−T¯ ),αm,0
)
ξm −
( 0
Y0(T¯ )ξm
)
(5.15)
since γ˙ (T¯ ) = ( 0y˙0(T¯ )). Note by (3.4)
γ˙ (T¯ )
∂ Tˆm
∂ξ
(
γ0(−T¯ ),αm,0
)
ξm +
(
0
Y0(T¯ )ξm
)
=
(
0
RY0(T¯ )ξm
)
,
where R :RP y →RP y is the projection on RP y that has been deﬁned in (5.4).
Let Lαm :RP−,m ×N P+,m → Rn and Hα : ∞n → ∞(R3n) be the linear maps deﬁned as
Lαm :
(
ϕ−,ϕ+
) → X+(T2m+1 − T2m − δ0)(I − P+)X−1+ (T2m+1 − T2m + 1)ϕ+
− X−(T2m+1 − T2m+2 + αm − αm+1 − δ0)P−X−1− (T2m+1 − T2m+2 − 1)ϕ−
(5.16)
and
Hα(θ) =
⎧⎪⎪⎨
⎪⎪⎩
⎛
⎜⎜⎝
Lαm(ϕ−m+1,ϕ+m )
ξ−m −
( 0
ξm
)
ξ+m −
( 0
RY0(T¯ )ξm
)
⎞
⎟⎟⎠
⎫⎪⎪⎬
⎪⎪⎭
m∈Z
. (5.17)
As in [5, formula (5.8)] the following properties of Lαm can be shown: Lαm is an isomorphism and a
positive constant c˜, independent of m and α, exists such that
∥∥Lαm∥∥ kc˜, ∥∥(Lαm)−1∥∥ kc˜e2δ, (5.18)
and
∣∣Lα(ϕ−m+1,ϕ+m , ξ−m+1, ξ+m , ξm)− {Lαm(ϕ−m+1,ϕ+m )}m∣∣ ke−δ(T−T¯ )c˜‖θ‖. (5.19)
Moreover, for any α˜ = {α˜m}m∈Z we have
∂Lαm
∂α
(
ϕ−,ϕ+
)
α˜
= X˙−(T2m+1 − T2m+2 + αm − αm+1 − δ0)P−X−1− (T2m+1 − T2m+2 − 1)ϕ−(α˜m+1 − α˜m)
from which we easily deduce
∥∥∥∥∂Lαm∂α
∥∥∥∥ 2N f kc˜,
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and ∂Hα
∂α are bounded linear maps from 
∞
n into 
∞(R3n) with bound independent of T and α ∈ ∞χ .
Next, arguing as [5, Eqs. (5.11), (5.15)] it follows that
∥∥D1GT (θ0,α,0) −Hα∥∥ kc˜e−δ(T−T¯ ). (5.20)
We now prove the following
Lemma5.3. Assume that (H4) holds and letψ ∈ Rn be a unitary vector such that (5.6) holds. Then the equation
Hα(θ) = ζ :=
⎧⎨
⎩
⎛
⎝ambm
cm
⎞
⎠
⎫⎬
⎭
m∈Z
∈ ∞(Rn × Rn × Rn)
has a unique solution θα(ζ ) if and only if
ψ∗
[
cm −
(
0
RY0(T¯ )P y Q bm
)]
= 0 for any m ∈ Z, (5.21)
where Q : Rn → Rn and R :RP y →RP y are the projections on Rn andRP y , respectively, we have deﬁned
in (5.3), (5.4). Moreover
θα(ζ ) = {(ϕ−m (am−1),ϕ+m (am), ξ−m (bm, cm), ξ+m (bm, cm), ξm(bm, cm))}m∈Z
with
(
ϕ−m+1,ϕ
+
m
)= (Lαm)−1(am),
ξ−m = (I − Q )bm +
(
0
η−m
)
,
ξm = η−m − P y Q bm (5.22)
and (η−m , ξ+m ) is the unique solution of
ξ+m −
(
0
RY0(T¯ )η−m
)
= cm −
(
0
RY0(T¯ )P y Q bm
)
. (5.23)
Moreover there exists a constant C˜ such that
∥∥θ(ζ )∥∥ C˜‖ζ‖. (5.24)
Proof. We want to solve the inﬁnite set of equations (m ∈ Z):
Lαm
(
ϕ−m+1,ϕ
+
m
)= am,
ξ−m −
(
0
ξm
)
= bm,
ξ+m −
(
0
¯
)
= cm. (5.25)RY0(T )ξm
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(
ϕ−m+1,ϕ
+
m
)= (Lαm)−1(am)
with
∥∥(ϕ−m+1,ϕ+m )∥∥ kc˜e2δ|am|.
Now we look at the second equation in (5.25). As in (5.2) we write
ξ−m = μ−mγ˙−(−T¯ ) +
(
0
η−m
)
with μ−m ∈ R and η−m ∈ S ′ . Then the middle equation in (5.25) reads:{
μ−mPz
(
γ˙−(−T¯ )
)= Pzbm,
μ−mP y
(
γ˙−(−T¯ )
)+ η−m − ξm = P ybm.
Thus
μ−m =
Pzbm
Pzγ˙−(−T¯ )
,
ξm = η−m − P y
[
bm −μ−mγ˙−(−T¯ )
]= η−m − P y Q bm.
If we take the second equality as the deﬁnition of ξm and plug it in the third equation in (5.25), we
see that η−m ∈ S ′ and ξ+m ∈RP+ have to satisfy
ξ+m −
(
0
RY0(T¯ )η−m
)
= cm −
(
0
RY0(T¯ )P y Q bm
)
which is just (5.23). By (5.5) and (H4) we get
(
0
RY0(T¯ )S ′
)
∩RP+ = {0}
and dim RY0(T¯ )S ′ = dimN P− −1. So RY0(T¯ ) : S ′ → RY0(T¯ )S ′ is a linear isomorphism. Consequently,
(5.23) has a unique solution ξ+m (bm, cm), η−m(bm, cm) if and only if (5.21) holds. These results imply
(5.22), (5.23) and (5.24). This concludes the proof of the lemma. 
We are now ready to give the proof of Theorem 5.2.
Proof of Theorem 5.2. Let Πψ : ∞(R3n) → ∞(R3n) be the projection given by
(I − Πψ)
⎧⎨
⎩
⎛
⎝ambm
cm
⎞
⎠
⎫⎬
⎭
m∈Z
:=
⎧⎪⎨
⎪⎩
⎛
⎜⎝
0
0
ψ∗
[
cm −
( 0
RY0(T¯ )P y Q bm
)]
ψ
⎞
⎟⎠
⎫⎪⎬
⎪⎭
m∈Z
. (5.26)
Then (5.10) has the form
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(Hα)−1ΠψFT (θ,α, ε) = 0, (5.27)
and
(I − Πψ)FT (θ,α, ε) = 0, (5.28)
where
FT (θ,α, ε) = GT (θ,α, ε) −Hα(θ − θ0).
Let μ = e−δ(T−T¯ ) . As in [5, Theorem 5.1] we see that a positive constant c˜ exists such that
∥∥FT (θ,α, ε) −FT (θ0,α, ε)∥∥ c˜[‖θ − θ0‖2 + (μ+ |ε|)‖θ − θ0‖],∥∥FT (θ,α, ε)∥∥ c˜[‖θ − θ0‖2 + (μ+ |ε|)‖θ − θ0‖ + |ε| +μ],∥∥D1FT (θ,α, ε) − D1FT (θ0,α, ε)∥∥ c˜‖θ − θ0‖,∥∥D2FT (θ,α, ε) − D2FT (θ0,α, ε)∥∥ c˜‖θ − θ0‖. (5.29)
Thus, if ρ¯0 > 0, 0 < μ0 < 1 and 0 < ε¯0  ερ are suﬃciently small and 0 < μ < μ0, |ε| < ε¯0, from the
Implicit Function Theorem the existence follows of a unique solution θ = θT (α, ε) of (5.27) which is
deﬁned for any α ∈ ∞χ , |ε| < ε¯0, 0 < μμ0 and T = {Tm}m∈Z such that Tm+1 − Tm > T + 1 where
T − T¯ = −δ−1 lnμ. Moreover θT (α, ε) satisﬁes
sup
α,T ,ε
∥∥θT (α, ε) − θ0∥∥ c˜∥∥(Hα)−1Πψ∥∥(μ+ |ε|)< ρ¯0 (5.30)
the sup being taken over all α, T and ε satisfying the above conditions. So, from now on, we take
T = {Tm}m∈Z ⊂ R such that Tm − Tm−1 > T¯ + 1− δ−1 lnμ. Moreover θT (α, ε) is C1-smooth in (α, ε)
and differentiating the equality
θT (α, ε) − θ0 +
(Hα)−1ΠψFT (θT (α, ε),α, ε)= 0
we obtain
∥∥∥∥∂θT (α, ε)∂α
∥∥∥∥ c˜[μ+ |ε|] (5.31)
provided ρ0, ε0 and μ0 are suﬃciently small, since (Hα)−1 and d(Hα)−1dα are uniformly bounded with
respect to α and T .
Next, as in [5], we note that
∂
∂α
[FT (θT (α, ε),α, ε)−FT (θ0,α, ε) − D1FT (θ0,α,0)(θT (α, ε) − θ0)]
= ∂
∂α
1∫ [
D1FT
(
(1− τ )θ0 + τθT (α, ε),α, ε
)− D1FT (θ0,α,0)]dτ (θT (α, ε) − θ0)
0
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{ 1∫
0
D21FT
(
(1− τ )θ0 + τθT (α, ε),α, ε
)∂θT
∂α
(α,ε)τ dτ
+
1∫
0
[
D1D2FT
(
(1− τ )θ0 + τθT (α, ε),α, ε
)− D1D2FT (θ0,α,0)]dτ
}(
θT (α, ε) − θ0
)
+
1∫
0
[
D1FT
(
(1− τ )θ0 + τθT (α, ε),α, ε
)− D1FT (θ0,α,0)]dτ ∂θT
∂α
(α,ε). (5.32)
Then, using (5.30), (5.31) we obtain
∥∥∥∥ ∂∂α
[FT (θT (α, ε),α, ε)−FT (θ0,α, ε) − D1FT (θ0,α,0)](θT (α, ε) − θ0)
∥∥∥∥= o(μ + |ε|).
(5.33)
Now we take μ = ε2 and insert θT (α, ε) into (5.28). This way we obtain the bifurcation function
BT (α, ε) := 1
ε
(I − Πψ)FT
(
θT (α, ε),α, ε
)
whose zeroes, for ε = 0, correspond to solutions of equation GT (θ,α, ε) = 0 and hence to sliding
solutions of (2.1) as we have observed earlier.
Now, we have
FT
(
θT (α, ε),α, ε
)−FT (θ0,α, ε)
= GT
(
θT (α, ε),α, ε
)− GT (θ0,α, ε) −Hα(θT (α, ε) − θ0)
=
1∫
0
[
D1GT
(
sθT (α, ε) + (1− s)θ0,α, ε
)−Hα](θT (α, ε) − θ0)ds
=
1∫
0
[
D1GT
(
sθT (α, ε) + (1− s)θ0,α, ε
)− D1GT (θ0,α, ε)](θT (α, ε) − θ0)ds
+ [D1GT (θ0,α, ε) −Hα](θT (α, ε) − θ0).
Hence, using the boundedness of the second derivative D21GT (θ,α, ε), (5.20) and (5.30) we see that
FT
(
θT (α, ε),α, ε
)−FT (θ0,α, ε) = O (ε2),
where O (ε2) is uniform with respect to (T ,α). Now FT (θ0,α, ε) = GT (θ0,α, ε) = GT (θ0,α,0) +
D3GT (θ0,α,0)ε + O (ε2) where O (ε2) is uniform with respect to α and then, using (5.12) together
with e−δ(T−T¯ ) = μ = ε2 we obtain
BT (α, ε) = (I − Πψ)D3GT (θ0,α,0) + O (ε),
where O (ε) is uniform with respect to T and α.
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(I−Πψ)D2D3GT (θ0,α,0)+o(1) uniformly with respect to (T ,α). From (5.33), we obtain, using also
the uniform continuity of GT , (5.30), (5.20), and (5.11):
D1BT (α, ε) := 1
ε
(I − Πψ) ∂
∂α
FT
(
θT (α, ε),α, ε
)
= 1
ε
(I − Πψ) ∂
∂α
[FT (θ0,α, ε) + D1FT (θ0,α, ε)(θT (α, ε) − θ0)]+ o(1)
= 1
ε
(I − Πψ) ∂
∂α
[GT (θ0,α, ε) + (D1GT (θ0,α, ε) −Hα)(θT (α, ε) − θ0)]+ o(1)
= (I − Πψ)D2D3GT (θ0,α,0) + o(1) = d
dα
(I − Πψ)D3GT (θ0,α,0) + o(1).
Thus we are led to look at D3GT (θ0,α,0). We have
D3GT (θ0,α,0)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∂x+m
∂ε (T2m+1 + αm − δ0,0,0,αm,0) −
∂x−m+1
∂ε (T2m+1 + αm − δ0,0,0,αm+1,0)
−γ˙+(T2m+1 − T2m − δ0) ∂Tm∂ε (y0(−T¯ ),αm,0)
∂x−m
∂ε (T2m − T¯ + αm,0,0,αm,0)
∂x+m
∂ε (T2m + T¯ + αm,0,0,αm,0)
−( 0
y˙0(T¯ )
∂ Tˆm
∂ε (y0(−T¯ ),αm,0)+
∂ ycm
∂ε (T2m+T¯+αm,y0(−T¯ ),αm,0)
)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
m∈Z
.
Taking ψ1 = Pzψ and ψ2 = P yψ and using ψ ∈ [RP+]⊥ , γ˙+(T¯ ) ∈RP+ and γ˙+(T¯ ) = γ˙0(T¯ ) =
( 0
y˙0(T¯ )
)
we get, considering only the third component of (I − Πψ)D3GT (θ0,α,0) since the ﬁrst two equal
zero (see (5.26))
BT (α, ε)
=
{
ψ∗ ∂x
+
m
∂ε
(T2m + T¯ + αm,0,0,αm,0) + ψ∗2
[
−RY0(T¯ )P y Q ∂x
−
m
∂ε
(T2m − T¯ + αm,0,0,αm,0)
−
(
y˙0(T¯ )
∂ Tˆm
∂ε
(
y0(−T¯ ),αm,0
)+ ∂ ycm
∂ε
(
T2m + T¯ + α, y0(−T¯ ),αm,0
))]}
m∈Z
=
{
ψ∗ ∂x
+
m
∂ε
(T2m + T¯ + αm,0,0,αm,0) − ψ∗2
[
RY0(T¯ )P y Q
∂x−m
∂ε
(T2m − T¯ + αm,0,0,αm,0)
+ ∂ y
c
m
∂ε
(
T2m + T¯ + α, y0(−T¯ ),αm,0
)]}
m∈Z
.
Inserting (3.3), (4.3), (4.6) into the above formula we obtain
BT (α, ε) = −
T2m+1−T2m+1∫
¯
ψ∗(I − P+)X−1+ (t)g
(
t + T2m + αm, γ+(t),0
)
dtT
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−T¯∫
T2m−1−T2m−1
[
Q ∗P∗yY0(T¯ )∗R∗ψ2
]∗
P−X−1− (t)g
(
t + T2m + αm, γ−(t),0
)
dt
−
T¯∫
−T¯
ψ∗2 Y0(T¯ )Y0(s)−1q
(
s + T2m + αm, y0(s),0
)
ds + O (ε),
that is
BT (α, ε) = −
∞∫
−∞
ψ∗(t)g
(
t + T2m + αm, γ (t),0
)
dt + O (ε), (5.34)
where ψ(t) is as in (5.7). Note that, from the previous part we also get
∂BT
∂α
(α,ε) = −
∞∫
−∞
ψ∗(t)gt
(
t + T2m + αm, γ (t),0
)
dt + o(1). (5.35)
As a consequence:
lim
ε→0 BT (α0, ε) = 0, limε→0 D1BT (α0, ε) =
{M′(α0m + T2m)}m∈Z
uniformly with respect to T . That is ‖D1BT (α0, ε)‖ > c0/2 provided |ε| is suﬃciently small. From the
Implicit Function Theorem we deduce the existence of 0< ε¯ρ < ε0 such that for any 0 = ε ∈ (−ε¯ρ , ε¯ρ)
and any sequence T = {Tm}m∈Z that satisfy the assumption of Theorem 5.2 there exists a unique
sequence α(T , ε) = {αm(T , ε)}m∈Z ∈ ∞χ such that α(T ,0) = α0 and
BT
(
α(T , ε), ε)= 0.
Taking θT (ε) = θT (α(T , ε), ε), recalling (5.10) and constructions above it, we get the desired z(t) =
z(T , ε)(t) of system (2.1) satisfying the conclusion (5.9) of Theorem 5.2. The proof is complete. 
Remark 5.4. i) When dimN P− = n − 1, we get ψ = e1 = (1,0, . . . ,0) and P yψ = 0. Hence
ψ(t) =
{
0 for t  T¯ ,
X−1+ (t)∗(I − P∗+)ψ for t  T¯ ,
(5.36)
and
BT (α, ε) = −
∞∫
T¯
ψ∗(t)g
(
t + T2m + αm, γ (t),0
)
dt + O (ε),
∂BT
∂α
(α,ε) = −
∞∫
¯
ψ∗(t)gt
(
t + T2m + αm, γ (t),0
)
dt + o(1) (5.37)T
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case, that is the Melnikov function contains only the γ+(t) part of γ (t).
ii) From (5.9) it follows that z(t,T , ε) is orbitally closed to γ (t) in the sense that
dist
(
z(t),Γ
)
< ρ,
where Γ = {γ (t) | t ∈ R} is the orbit of γ (t) and dist(z,Γ ) = inft∈R |z − γ (t)| is the distance of z
from Γ .
iii) Repeating the above arguments, we can consider also cases when either m¯− ∈ Z or m+ ∈
Z exists such that either T j = −∞ ∀ j  2m¯− − 1 or T j = ∞ ∀ j  2m¯+ + 1. In this case (5.9) in
Theorem 5.2 holds for either m > m¯− or m < m¯+ (or both) whereas, for m = m¯− or m = m¯+ it is
modiﬁed as follows:
sup
t∈(−∞,T2m¯−−T¯+αˆm¯−]
∣∣z(t) − γ−(t − T2m¯− − αˆm¯−)∣∣< ρ,
sup
t∈[T2m¯−−T¯+αˆm¯− ,Tˆm¯−]
∣∣z(t) − γ0(t − T2m¯− − αˆm¯−)∣∣< ρ,
sup
t∈[Tˆm¯− ,T2m¯−+1+αˆm¯−−δ0]
∣∣z(t) − γ+(t − Tˆm¯− + T¯ )∣∣< ρ (5.38)
or
sup
t∈[T2m¯+−1+αˆm¯+−1−δ0,T2m¯+−T¯+αˆm¯+]
∣∣z(t) − γ−(t − T2m¯+ − αˆm¯+)∣∣< ρ,
sup
t∈[T2m¯+−T¯+αˆm¯+ ,Tˆm¯+]
∣∣z(t) − γ0(t − T2m¯+ − αˆm¯+)∣∣< ρ,
sup
t∈[Tˆm¯+ ,∞)
∣∣z(t) − γ+(t − Tˆm¯+ + T¯ )∣∣< ρ (5.39)
(see also (6.2) and (6.3) below).
Following [5], we immediately derive the following:
Corollary 5.5. Assume that f±(z) and g(t, z, ε) are C2-functions with bounded derivatives and that their
second order derivatives are uniformly continuous. Let conditions (H1)–(H4) hold. Assume, moreover, that
M(α0) = 0 andM′(α0) = 0 for some α0 ∈ R.
Then there exist c˜1 > 0 and ε˜ > 0 such that for any 0 = ε ∈ (−ε˜, ε˜), there exists |ε| > νε > 0 such that for
any increasing sequence T = {Tm}m∈Z that satisﬁes
Tm+1 − Tm > T¯ + 1− 2δ−1 ln |ε| for any m ∈ Z
along with the following recurrence condition
∣∣g(t + T2m, z,0) − g(t, z,0)∣∣< νε for any (t, z,m) ∈ Rn+1 × Z, (5.40)
there exist unique sequences {αˆm}m∈Z = {αˆm(T , ε)}m∈Z ∈ ∞χ (R) and increasing {Tˆm}m∈Z =
{Tˆm(T , ε)}m∈Z ⊂ R with |Tˆm(T , ε) − T¯ − T2m − αˆm| < c1|ε|  δ0 and |αˆm(T , ε) − α0m| < c1|ε| for any
m ∈ Z, and a unique sliding solution z(t,T , ε) of Eq. (2.1) satisfying (5.9).
F. Battelli, M. Fecˇkan / J. Differential Equations 248 (2010) 2227–2262 22536. Chaotic behaviour
Let E := {e : Z → {0,1}} be the set of doubly-inﬁnite sequences of 0 and 1. We write an element
e ∈ E as e = {em}m∈Z . It is well known that E becomes a totally disconnected compact metric space
with the distance
d
(
e′, e′′
)= ∑
m∈Z
|e′m − e′′m|
2|m|+1
.
The Bernoulli shift σ : E → E is deﬁned as σ(e) := {em+1}m∈Z .
In this section we suppose for simplicity that assumptions of Theorem 5.2 are satisﬁed together
with the technical condition ‖α0‖ < χ/2, i.e. the following holds:
C) Let the constant χ be given as in Theorem 5.2. Then for any ε = 0 suﬃciently small there is a
sequence T = {Tm}m∈Z such that Tm+1 − Tm > T¯ + 1− 2δ−1 ln |ε| and there exists α0 = {α0m}m∈Z ∈
∞χ with ‖α0‖ < χ/2 that satisﬁes (5.8).
Let T = {Tm}m∈Z be as in C). For any given e ∈ E we take a (ﬁxed) increasing, in general doubly-
inﬁnite, sequence of integers {nem}m such that ek = 1 if and only if k = nem and deﬁne an increasing
T e = {T em} ⊂ R as
T em =
{
T2nek , ifm = 2k,
T2nek−1, ifm = 2k − 1,
and similarly
α0em = α0nem .
Remark 6.1. We emphasize the fact that we allow either e j = 0 for any j < j¯− and e j¯− = 1 or e j = 0
for any j > j¯+ and e j¯+ = 1. In the ﬁrst case nem , T em and α0em are deﬁned only for m m¯− or m m¯+ ,
respectively, where nem¯− = j¯− and nem¯+ = j¯+ .
As in [5] we show the following:
Theorem 6.2. Let f±(z) and g(t, z, ε) be C2-functions with bounded derivatives and such that their second
order derivatives are uniformly continuous. Assume that conditions (H1)–(H4) and C) hold. Then for any e ∈ E
there exist unique sequences {αem}m = {αem(ε)}m = and {Tˆ em}m = {Tˆ em(ε)}m and a unique solution x(t,T , e, ε)
depending only on T and e ∈ E (and not on the choice of {nem}m) such that |αem−α0em | < c1|ε|, |Tˆ em(ε)− T e2m −
T¯ − αem| < c1|ε| and the following holds:
sup
t∈[T e2m−1+αem−1−δ0,T e2m−T¯+αem]
∣∣x(t,T , e, ε) − γ−(t − T e2m − αem)∣∣< ρ,
sup
t∈[T e2m−T¯+αem,Tˆ em]
∣∣x(t,T , e, ε) − γ0(t − T e2m − αem)∣∣< ρ,
sup
t∈[Tˆ em,T e2m+1+αem−δ0]
∣∣x(t,T , e, ε) − γ+(t − Tˆ em + T¯ )∣∣< ρ, (6.1)
if nem,n
e
m+1 ∈ Z, or
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t∈(−∞,T e2m¯−−T¯+αem¯−]
∣∣x(t,T , e, ε) − γ−(t − T e2m¯− − αem¯−)∣∣< ρ,
sup
t∈[T e2m¯−−T¯+αem¯− ,Tˆ em¯−]
∣∣x(t,T , e, ε) − γ0(t − T e2m¯− − αem¯−)∣∣< ρ,
sup
t∈[Tˆ em¯− ,T e2m¯−+1+αem¯−−δ0]
∣∣x(t,T , e, ε) − γ+(t − Tˆ em¯− + T¯ )∣∣< ρ, (6.2)
if e j = 0 for any j < m¯− , or
sup
t∈(T e2m¯+−1+αem¯+−1−δ0,T e2m¯+−T¯+αem¯+]
∣∣x(t,T , e, ε) − γ−(t − T e2m¯+ − αem¯+)∣∣< ρ,
sup
t∈[T e2m¯+−T¯+αem¯+ ,Tˆ em¯+]
∣∣x(t,T , e, ε) − γ0(t − T e2m¯+ − αem¯+)∣∣< ρ,
sup
t∈[Tˆ em¯+ ,∞)
∣∣x(t,T , e, ε) − γ+(t − Tˆ em¯+ + T¯ )∣∣< ρ, (6.3)
if e j = 0 for any j > m¯+ . If, instead, e j = 0 for any j ∈ Z then
sup
t∈R
∣∣x(t) − x0∣∣< ρ.
Moreover setting T k := {Tm+2k}m∈Z we have
x
(
t,T k+1,σ (e), ε)= x(t,T k, e, ε)
for any t ∈ R and e ∈ E .
Remark 6.3. Since x0 is a hyperbolic equilibrium of equation x˙ = f−(x), from standard perturbation
theory it follows that, for |ε| suﬃciently small x˙ = f−(x) + εg(t, x, ε) has a bounded solution u(t, ε)
such that |u(t) − x0| < ρ for any t ∈ R. Now, assume the conditions of Theorem 6.2 hold. We show
that the solution x(t,T , e, ε) has the following chaotic property:
If e j = 1 then
sup
t∈[T2 j−1−δ0,T2 j+1−δ0]
∣∣x(t + α0j ,T , e, ε)− γ (t − T2 j)∣∣< 3ρ, (6.4)
if, instead e j = 0 then
sup
t∈[T2 j−1−δ0,T2 j+1−δ0]
∣∣x(t,T , e, ε) − u(t)∣∣< 3ρ. (6.5)
First we show (6.4). Let e j = 1 and nem = j. Then T e2m−1 = T2nem−1 = T2 j−1, T e2m = T2 j and T2 j+1 
T e2m+1. Then from (6.1) we obtain (note we use γ−(−T¯ ) = γ0(−T¯ )):
sup
t∈[T2 j−1+αe −αem−δ0,Tˆ em−αem]
∣∣x(t + αem,T , e, ε)− γ (t − T2 j)∣∣< ρ.
m−1
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∣∣x(t + αem,T , e, ε)− γ+(t − T2 j)∣∣

∣∣x(t + αem,T , e, ε)− γ+(t − Tˆ em + T¯ + αem)∣∣+ ∣∣γ+(t − Tˆ em + T¯ + αem)− γ+(t − T2 j)∣∣
 ρ + N¯ f
∣∣Tˆ em − T2 j − T¯ − αem∣∣ ρ + N¯ f c1|ε| 2ρ
provided |ε| is suﬃciently small, where N¯ f := max{| f ′−(γ+(t))|, t  T¯ }. As a consequence
sup
t∈[T2 j−1+αem−1−αem−δ0,T2 j+1−δ0]
∣∣x(t + αem,T , e, ε)− γ (t − T2 j)∣∣ 2ρ.
If αem−1 − αem  0 we get immediately
sup
t∈[T2 j−1−δ0,T2 j+1−δ0]
∣∣x(t + αem,T , e, ε)− γ (t − T2 j)∣∣< 2ρ. (6.6)
So, assume αem−1 −αem > 0 and let t ∈ [T2 j−1 − δ0, T2 j−1 − δ0 +αem−1 −αem]. Since T2 j − T2 j−1  T¯ +1
we obtain, using |αem − α0em | < c1|ε|, α0em = α0nem = α
0e
j , ‖α0‖ < χ2 :
T2 j−1 − δ0 + αem−1 − αem  T2 j−1 − δ0 +χ + 2c1|ε| T2 j − T¯
provided χ + 2c1|ε| < 1+ δ0. As a consequence, for t ∈ [T2 j−1 − δ0, T2 j−1 − δ0 +αem−1 −αem] we have
γ (t − T2 j) = γ−(t − T2 j).
Then using χ < 1− δ0 and
∣∣αem−1 − αem∣∣< 2c1|ε| + ∣∣α0em−1 − α0em ∣∣< χ + 2c1|ε|,
T e2m−1 − T e2(m−1)  T¯ + 1,
we note
Tˆ em−1 − αem  T e2(m−1) + T¯ + αem−1 − αem + c1|ε| T e2m−1 − δ0 = T2 j−1 − δ0
provided χ + 3c1|ε| < 1− δ0. Thus [T2 j−1 − δ0, T2 j−1 − δ0 + αem−1 − αem] ⊂ [Tˆ em−1 − αem, T e2m−1 − δ0 +
αem−1 − αem]. From (6.1) we get then
∣∣x(t + αem,T , e, ε)− γ+(t − Tˆ em−1 + T¯ + αem)∣∣< ρ
for any t ∈ [T2 j−1 − δ0, T2 j−1 − δ0 + αem−1 − αem]. But from [5] we know that
∣∣γ+(t) − x0∣∣ kδ−1e−δ(t−T¯ )∣∣γ˙+(T¯ )∣∣, t  T¯ ,∣∣γ−(t) − x0∣∣ kδ−1eδ(t+T¯ )∣∣γ˙−(−T¯ )∣∣, t −T¯ . (6.7)
Thus:
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= ∣∣x(t + αem,T , e, ε)− γ−(t − T2 j)∣∣

∣∣x(t + αem,T , e, ε)− γ+(t − Tˆ em−1 + T¯ + αem)∣∣
+ ∣∣γ+(t − Tˆ em−1 + T¯ + αem)− x0∣∣+ ∣∣γ−(t − T2 j) − x0∣∣
 ρ + kδ−1∣∣γ˙+(T¯ )∣∣e−δ(T2 j−1+αem−1−δ0−Tˆ em−1)
+ kδ−1∣∣γ˙−(−T¯ )∣∣eδ(T2 j−1+αem−1−αem−δ0−T2 j+T¯ ) = ρ + O (ε2)< 2ρ
for ε = 0 small, since
Tˆ em−1 + δ0 − T2 j−1 − αem−1 = Tˆ em−1 − T e2m−1 − αem−1 + δ0
 T e2m−2 + T¯ + αem + c1|ε| − T e2m−1 − αem−1 + δ0
 2δ−1 ln |ε| − 1+ χ + 3c1|ε| + δ0
and
T2 j−1 + αem−1 − αem − δ0 − T2 j + T¯  2δ−1 ln |ε| − 1+ χ + 2c1|ε| − δ0.
So (6.6) holds also in this case. Finally, since x˙(t,T , e, ε) are uniformly bounded, |αem − α0em | < c1|ε|
and α0em = α0nem = α
0
j , we obtain (6.4).
Now we show (6.5). If e j = 0 then nem−1 + 1 j  nem − 1 for some m ∈ Z. So for ε = 0 small we
get
T2 j+1 − δ0  T2nem−1 − δ0 < T e2m − T¯ − 1< T e2m − T¯ + αem (6.8)
(note: T2nem−1 = T e2m−1) and
T2 j−1 − δ0  T2nem−1+1 − δ0 > T2nem−1 + T¯ + 1− 2δ−1 log |ε|
> T2nem−1 + T¯ + αem−1 + c1|ε| > Tˆ em−1. (6.9)
Now,
sup
t∈[T2 j−1−δ0,T2 j+1−δ0]
∣∣x(t,T , e, ε) − x0∣∣max{σ1,σ2},
where
σ1 := sup
t∈[T2 j−1−δ0,T e2m−1+αem−1−δ0]
∣∣x(t,T , e, ε) − x0∣∣,
σ2 := sup
t∈[T e2m−1+αem−1−δ0,T2 j+1−δ0]
∣∣x(t,T , e, ε) − x0∣∣
and we have seen that [T2 j−1 − δ0, T e2m−1 +αem−1 − δ0] ⊂ [Tˆ em−1, T e2m − T¯ +αem] and [T e2m−1 +αem−1 −
δ0, T2 j+1 − δ0] ⊂ [T e2m−1 + αem−1 − δ0, T e2m − T¯ + αem]. So, using the third inequality in (6.1) and (6.7),
we derive
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t∈[T2 j−1−δ0,T e2m−1+αem−1−δ0]
∣∣γ+(t − Tˆ em−1 + T¯ )− x0∣∣
 ρ + kδ−1eδ(Tˆ em−1−t)∣∣γ˙+(T¯ )∣∣ ρ + kδ−1eδ(Tˆ em−1−T2 j−1+δ0)∣∣γ˙+(T¯ )∣∣ ρ + O (ε2)
since, from (6.9) and nem−1  j − 1, we get
Tˆ em−1 − T2 j−1 + δ0 < T2nem−1 − T2 j−1 + δ0 + T¯ + αem−1 + c1|ε|
 T2 j−2 − T2 j−1 + δ0 + T¯ + 1+ αem−1 + c1|ε| < 2δ−1 log |ε| + χ + 2c1|ε|
which gives σ1  2ρ provided |ε| is suﬃciently small. By a similar argument we show that σ2  2ρ
and hence that
sup
t∈[T2 j−1−δ0,T2 j+1−δ0]
∣∣x(t,T , e, ε) − x0∣∣ 2ρ.
Finally we argue as before to conclude that (6.5) holds.
We can restate Theorem 6.2 as follows. Let Fk : Rn → Rn be deﬁned so that Fk(ξ) is the value at
time T2(k+1) of the solution z(t) of Eq. (2.1) such that z(T2k) = ξ :
z˙ = f±(z) + εg(t, z, ε), z(T2k) = ξ (6.10)
and let Φk(e) := z(T2k,T (k), e). Then we have
Φk+1 ◦ σ(e) = z
(
T2(k+1),T (k+1), σ (e)
)= z(T2(k+1),T (k), e)
= Fk
(
z
(
T2k,T (k), e
))= Fk ◦ Φk(e). (6.11)
Note that (6.11) can be stated in the following way. Let
Sk =
{
z
(
T2k,T (k), e
) ∣∣ e ∈ E}, k ∈ Z.
It is standard to prove (see [41]) that Sk are compact in Rn and Φk : E → Sk are continuous and
clearly onto. Moreover, by (6.11), all Fk : Sk → Sk+1 are homeomorphisms. Next, let e, e′ ∈ E be two
different sequences in E . Then there exists j ∈ Z such that, for example, e′j = 0 and e j = 1. From
[−χ/2,χ/2] ⊂ [−T¯ , T¯ ] and (6.1) we see that
∣∣z(T2 j,T , e, ε) − z(T2 j,T , e′, ε)∣∣ ∣∣γ0(−α0j )∣∣− ∣∣z(T2 j,T , e, ε) − γ0(−α0j )∣∣− ∣∣z(T2 j,T , e′, ε)∣∣

∣∣γ0(−α0m)∣∣− 3ρ  min
t∈[−T¯ ,T¯ ]
∣∣γ0(t)∣∣− 3ρ > 0
provided ρ is suﬃciently small. As a consequence z(T2 j,T , e, ε) = z(T2 j,T , e′, ε) and, since both are
solutions of the same equation (2.1):
z(t,T , e) = z(t,T , e′) (6.12)
for any t ∈ R. Thus we have proved that the map e → z(t,T , e, ε) is one-to-one. Hence if Φk(e) =
Φk(e′) then e = e′ since otherwise:
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(
T2k,T (k), e
) = z(T2k,T (k), e′)= Φk(e′).
So Φk : E → Sk is one-to-one and a homeomorphism for any k ∈ Z.
Summarizing, we get the next result.
Theorem 6.4. Assume (H1)–(H4) and C) hold. Then for any ε = 0 suﬃciently small, the following diagrams
commute:
E σ
Φk
E
Φk+1
Sk
Fk
Sk+1
for all k ∈ Z. Moreover, all Φk are homeomorphisms.
6.1. Almost periodic and periodic cases
In this section we assume that M(α) has a simple zero α0 and that g(t, x, ε) is almost periodic
in t uniformly in (x, ε), that is the following holds:
(H5) For any ν > 0 there exists Lν > 0 such that in any interval of a length greater than Lν there
exists Tν which is an almost period for ν , that is satisfying
∣∣g(t + Tν, x, ε) − g(t, x, ε)∣∣< ν
for any (t, x, ε) ∈ Rn+2.
Then as in [5] we see that for any ε = 0 suﬃciently small there are sequences T ε = {T εm}m∈Z and
αε = {αεm}m∈Z ∈ ∞ such that T εm+1 − T εm > T¯ + 1 + 4|α0| − 2δ−1 ln |ε| and ‖αε‖  2|α0| satisfyingM(T ε2m + αεm) = 0 for any m ∈ Z and infm∈Z |M′(T2m + αεm)| > c0 for some c0 > 0. Then taking Tm =
T εm + αεm and α0 = 0, assumption C) is satisﬁed. So applying Theorem 6.4, system (2.1) is chaotic for
any ε = 0 small. Summarizing we obtain the following theorem.
Theorem 6.5. Assume that (H1)–(H5) hold and that the almost periodic Melnikov functionM(α) has a simple
zero. Then system (2.1) is chaotic for any ε = 0 suﬃciently small.
Next, it is well known (see [24,40,42,47]) that near the hyperbolic equilibrium x = 0 of the equa-
tion x˙= f−(x) there exists a unique almost periodic solution of x˙ = f−(x)+εg(t, x, ε). More precisely,
given ρ > 0 there exists ε¯ > 0 such that for any |ε| < ε¯ equation x˙ = f−(x)+ εg(t, x, ε) has a solution
u(t) = u(t, ε) such that |u(t)| < ρ for any t ∈ R and it is almost periodic with common almost periods
as g(t, x, ε), i.e. assumption (H5) holds in addition with
∣∣u(t + Tν) − u(t)∣∣< ν ∀m ∈ Z.
Note that u(t) is the bounded solution of x˙ = f−(x) + εg(t, x, ε) mentioned in Remark 6.3. Thus the
conclusion of Remark 6.3 holds with the further property that u(t) is almost periodic.
Results of this section generalize the deterministic chaos of [40,42,47,50] to the discontinuous
almost periodic system (2.1).
Finally, if g(t, x, ε) is quasi-periodic in t , that is the following holds:
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x, ε) is 1-periodic in each θi , i = 1,2, . . . ,m. Moreover, ωi , i = 1,2, . . . ,m, are linearly independent
over Z, i.e. if
∑m
i=1 liωi = 0, li ∈ Z, i = 1,2, . . . ,m, then li = 0, i = 1,2, . . . ,m,
then g(t, x, ε) satisﬁes assumption (H5) [35,40] and hence the conclusion of Theorem 6.2 holds.
Finally, if g(t, x, ε) is periodic in t with period p we can apply the result for the quasi-periodic case
with T =mp a suﬃciently large multiple of the period p. Arguing as in [5] we obtain the following:
Theorem 6.6. Besides (H1)–(H4), assume g(t + p, z, ε) = g(t, z, ε), that is g(t, z, ε) is p-periodic. If ε = 0 is
suﬃciently small and there is a simple zero α0 ofM(α) then the following diagram commutes:
E σ
Φ
E
Φ
S
F
S
Here F = ϕrε = ϕε ◦ · · · ◦ ϕε (r times) is the r-th iterate of the p-period map ϕε of (2.1) and S =
{x(T2k,T k, e) | e ∈ E}, that in the periodic case is independent of k.
7. Geometric interpretation of condition (H4)
To conclude the paper, we present a geometric meaning of condition (H4). For any (0, ξ) ∈ Ω0
near γ0(−T¯ ) we consider the solution φ−(t, ξ) of x˙ = f−(x) and the solution φ0(t, ξ) of y˙ = H(y)
such that φ−(−T¯ , x) = (0, ξ), φ0(−T¯ , ξ) = ξ , respectively. Similarly, for any (0, ξ˜ ) ∈ Ω0 near γ0(T¯ ) we
take a solution φ+(t, ξ˜ ) of x˙= f−(x) such that φ+(T¯ , ξ˜ ) = (0, ξ˜ ).
As in the proof of Proposition 3.1 we see that, for any (0, ξ) ∈ Ω0 near γ0(−T¯ ) there is a unique
time τ (ξ) such that
h−
(
0, φ0
(
τ (ξ), ξ
))= 0, τ (y0(−T¯ ))= T¯ . (7.1)
Summarizing, for any (0, ξ) ∈ Ω0 near γ0(−T¯ ), we have constructed a sliding solution φ(t, ξ) of x˙ =
f±(x) deﬁned as
φ(t, ξ) =
⎧⎪⎨
⎪⎩
φ−(t, ξ), t −T¯ ,
φ0(t, ξ), −T¯  t  τ (ξ),
φ+(t − τ (ξ) + T¯ , φ0(τ (ξ), ξ)), τ (ξ) t.
Following [5], the linearization φ˜(t) := ∂φ
∂ξ
(t, γ0(−T¯ ))η of φ(t, ξ) at y0(−T¯ ) along η, (0, η) ∈ Ω0 is
given by
φ˜(t) =
⎧⎪⎪⎨
⎪⎪⎩
X−(t)
( 0
η
)
, t −T ,
Y0(t)η, −T  t  T ,
X+(t)
( 0
Y0(T¯ )η
)
, T  t,
since γ (t) is C1-smooth at t = T¯ . Hence φ˜(t) is a bounded sliding solution of the variational equation
of (2.1) with ε = 0 given by
2260 F. Battelli, M. Fecˇkan / J. Differential Equations 248 (2010) 2227–2262v˙ = Df−
(
γ−(t)
)
v, t −T ,
P˙ y v = DH
(
y0(t)
)
P y v, −T  t  T ,
v˙ = Df−
(
γ+(t)
)
v, T  t, (7.2)
if and only if
( 0
η
) ∈N P− and ( 0Y0(T¯ )η ) ∈RP+ . Thus (7.2) has a bounded solution if and only if there
exists η ∈ S ′ such that ( 0Y0(T¯ )η ) ∈RP+ or, in other words, if and only if
(
0
Y0(T¯ )S ′
)
∩RP+ = {0}.
Now, as in (5.5) we derive
0 dim
[(
0
RY0(T¯ )S ′
)
∩RP+
]
 n − 1− dim
[(
0
RY0(T¯ )S ′
)
+RP+
]
,
0 dim
[(
0
Y0(T¯ )S ′
)
∩RP+
]
= n − 1− dim
[(
0
Y0(T¯ )S ′
)
+RP+
]
(7.3)
and it is trivial to verify that
dim
[(
0
RY0(T¯ )S ′
)
∩RP+
]
 dim
[(
0
Y0(T¯ )S ′
)
∩RP+
]
,
dim
[(
0
RY0(T¯ )S ′
)
+RP+
]
 dim
[(
0
Y0(T¯ )S ′
)
+RP+
]
. (7.4)
So, using (7.3) and (7.4), we see that (H4) is equivalent to either
0= dim
[(
0
RY0(T¯ )S ′
)
∩RP+
]
= dim
[(
0
Y0(T¯ )S ′
)
∩RP+
]
or
n − 1 = dim
[(
0
RY0(T¯ )S ′
)
+RP+
]
= dim
[(
0
Y0(T¯ )S ′
)
+RP+
]
.
Summarizing, we derive the following result.
Proposition 7.1. Condition (H4) is equivalent to say that φ˜(t) is bounded on R if and only if it is equal to zero.
This corresponds to some nondegenerate condition on γ (t) with respect to x˙= f±(x).
Acknowledgments
We thank the referee for helpful comments and suggestions.
F. Battelli, M. Fecˇkan / J. Differential Equations 248 (2010) 2227–2262 2261References
[1] J. Awrejcewicz, M. Fecˇkan, P. Olejnik, On continuous approximation of discontinuous systems, Nonlinear Anal. 62 (2005)
1317–1331.
[2] J. Awrejcewicz, M. Fecˇkan, P. Olejnik, Bifurcations of planar sliding homoclinics, Math. Probl. Eng. 2006 (2006) 1–13.
[3] J. Awrejcewicz, M.M. Holicke, Smooth and Non-smooth High Dimensional Chaos and the Melnikov-type Methods, World
Scientiﬁc Publishing Co., Singapore, 2007.
[4] J. Awrejcewicz, C.H. Lamarque, Bifurcation and Chaos in Nonsmooth Mechanical Systems, World Scientiﬁc Publishing Co.,
Singapore, 2003.
[5] F. Battelli, M. Fecˇkan, On the chaotic behaviour of discontinuous systems, submitted for publication.
[6] F. Battelli, M. Fecˇkan, Homoclinic trajectories in discontinuous systems, J. Dynam. Differential Equations 20 (2008) 337–376.
[7] F. Battelli, M. Fecˇkan, An example of chaotic behaviour in presence of a sliding homoclinic orbit, submitted for publication.
[8] F. Battelli, C. Lazzari, Exponential dichotomies, heteroclinic orbits, and Melnikov functions, J. Differential Equations 86
(1990) 342–366.
[9] M. di Bernardo, C.J. Budd, A.R. Champneys, P. Kowalczyk, Piecewise-Smooth Dynamical Systems: Theory and Applications,
Appl. Math. Sci., vol. 163, Springer-Verlag, 2008.
[10] B. Brogliato, Nonsmooth Impact Mechanics, Lecture Notes in Control and Inform. Sci., vol. 220, Springer-Verlag, Berlin, 1996.
[11] Q. Cao, M. Wiercigroch, E.E. Pavlovskaia, J.M.T. Thompson, C. Grebogi, Piecewise linear approach to an archetypal oscillator
for smooth and discontinuous dynamics, Philos. Trans. R. Soc. A 366 (2008) 635–652.
[12] P. Collins, Chaotic dynamics in hybrid systems, Nonlinear Dyn. Syst. Theory 8 (2008) 169–194.
[13] L.O. Chua, M. Komuro, T. Matsumoto, The double scroll family, IEEE Trans. CAS 33 (1986) 1073–1118.
[14] Z. Du, W. Zhang, Melnikov method for homoclinic bifurcation in nonlinear impact oscillators, Comput. Math. Appl. 50
(2005) 445–458.
[15] B.F. Feeny, F.C. Moon, Empirical dry-friction modeling in a forced oscillator using chaos, Nonlinear Dynam. 47 (2007) 129–
141.
[16] M. Fecˇkan, Chaos in nonautonomous differential inclusions, Int. J. Bifur. Chaos 15 (2005) 1919–1930.
[17] M. Fecˇkan, Topological Degree Approach to Bifurcation Problems, Springer-Verlag, 2008.
[18] A.L. Fradkov, R.J. Evans, B.R. Andrievsky, Control of chaos: Methods and applications in mechanics, Philos. Trans. R. Soc.
A 364 (2006) 2279–2307.
[19] A. Fidlin, Nonlinear Oscillations in Mechanical Engineering, Springer-Verlag, Berlin, 2006.
[20] U. Galvanetto, C. Knudsen, Event maps in a stick-slip system, Nonlinear Dynam. 13 (1997) 99–115.
[21] F. Giannakopoulos, K. Pliete, Planar systems of piecewise linear differential equations with a line of discontinuity, Nonlin-
earity 14 (2001) 1611–1632.
[22] J. Gruendler, Homoclinic solutions for autonomous ordinary differential equations with nonautonomous perturbations,
J. Differential Equations 122 (1995) 1–26.
[23] J. Guckenheimer, P. Holmes, Nonlinear Oscillations, Dynamical Systems, and Bifurcations of Vector Fields, Springer-Verlag,
New York, 1983.
[24] J.K. Hale, Oscillations in Nonlinear Systems, McGraw–Hill, Inc., New York, 1963.
[25] J. Knobloch, Lin’s method for discrete dynamical systems, J. Difference Equ. Appl. 6 (2000) 577–623.
[26] A. Kovaleva, The Melnikov criterion of instability for random rocking dynamics of a rigid block with an attached secondary
structure, Nonlinear Anal. Real World Appl. 11 (2010) 472–479.
[27] P. Kukucˇka, Melnikov method for discontinuous planar systems, Nonlinear Anal. 66 (2007) 2698–2719.
[28] M. Kunze, Non-smooth Dynamical Systems, Lecture Notes in Math., vol. 1744, Springer-Verlag, Berlin, New York, 2000.
[29] M. Kunze, T. Küpper, Non-smooth dynamical systems: An overview, in: Ergodic Theory, Analysis and Eﬃcient Simulation
of Dynamical Systems, Springer-Verlag, Berlin, 2001, pp. 431–452.
[30] M. Kunze, T. Küpper, Qualitative bifurcation analysis of a non-smooth friction-oscillator model, Z. Angew. Math. Phys. 48
(1997) 87–101.
[31] Yu.A. Kuznetsov, S. Rinaldi, A. Gragnani, One-parametric bifurcations in planar Filippov systems, Int. J. Bifur. Chaos 13
(2003) 2157–2188.
[32] R.I. Leine, H. Nijmeijer, Dynamics and Bifurcations of Non-smooth Mechanical Systems, Lect. Notes Appl. Comput. Mech.,
vol. 18, Springer-Verlag, Berlin, 2004.
[33] R.I. Leine, D.H. Van Campen, B.L. Van de Vrande, Bifurcations in nonlinear discontinuous systems, Nonlinear Dynam. 23
(2000) 105–164.
[34] S. Lenci, G. Rega, Heteroclinic bifurcations and optimal control in the nonlinear rocking dynamics of generic and slender
rigid blocks, Int. J. Bifur. Chaos 15 (2005) 1901–1918.
[35] B.M. Levitan, V.V. Zhikov, Almost Periodic Functions and Differential Equations, Cambridge University Press, New York,
1983.
[36] Y. Li, Z.C. Feng, Bifurcation and chaos in friction-induced vibration, Commun. Nonlinear Sci. Numer. Simul. 9 (2004) 633–
647.
[37] X.-B. Lin, Using Melnikov’s method to solve Silnikov’s problems, Proc. Roy. Soc. Edinburgh Sect. A 116 (1990) 295–325.
[38] J. Llibre, E. Ponce, A.E. Teruel, Horseshoes near homoclinic orbits for piecewise linear differential systems in R3, Int. J. Bifur.
Chaos 17 (2007) 1171–1184.
[39] A.C.J. Luo, A theory for ﬂow switchability in discontinuous dynamical systems, Nonlinear Anal. Hybrid Syst. 2 (2008) 1030–
1061.
[40] K.R. Meyer, G.R. Sell, Melnikov transforms, Bernoulli bundles, and almost periodic perturbations, Trans. Amer. Math.
Soc. 314 (1989) 63–105.
2262 F. Battelli, M. Fecˇkan / J. Differential Equations 248 (2010) 2227–2262[41] K.J. Palmer, Exponential dichotomies and transversal homoclinic points, J. Differential Equations 55 (1984) 225–256.
[42] K.J. Palmer, D. Stoffer, Chaos in almost periodic systems, Z. Angew. Math. Phys. 40 (1989) 592–602.
[43] K. Popp, Some model problems showing stick-slip motion and chaos, in: R.A. Ibrahim, A. Soom (Eds.), ASME WAM Proc.
Symp. Friction-Induced Vibration, Chatter, Squeal and Chaos, vol. 49, ASME, New York, 1992, pp. 1–12.
[44] K. Popp, N. Hinrichs, M. Oestreich, Dynamical behaviour of a friction oscillator with simultaneous self and external excita-
tion, Sadhana 20 (2–4) (1995) 627–654, Indian Academy of Sciences, Bangalore, India.
[45] K. Popp, P. Stelter, Stick-slip vibrations and chaos, Philos. Trans. R. Soc. Lond. Ser. A 332 (1990) 89–105.
[46] B. Sandstede, Verzweigungstheorie homokliner Verdopplungen, PhD thesis, University of Stuttgart, 1993.
[47] D. Stoffer, Transversal homoclinic points and hyperbolic sets for non-autonomous maps I, II, Z. Angew. Math. Phys. 39
(1988) 518–549, 783–812.
[48] A. Vanderbauwhede, Heteroclinic cycles and periodic orbits in reversible systems, in: J. Wiener, J.K. Hale (Eds.), Ordinary
and Delay Differential Equations, in: Pitman Res. Notes Math. Ser., vol. 272, Pitman, 1992, pp. 250–253.
[49] A. Vanderbauwhede, B. Fiedler, Homoclinic period blow-up in reversible and conservative systems, Z. Angew. Math.
Phys. 43 (1992) 292–318.
[50] S. Wiggins, Chaos in the dynamics generated by sequences of maps, with applications to chaotic advection in ﬂows with
aperiodic time dependence, Z. Angew. Math. Phys. 50 (1999) 585–616.
[51] W. Xu, J. Feng, H. Rong, Melnikov’s method for a general nonlinear vibro-impact oscillator, Nonlinear Anal. 71 (2009)
418–426.
