This commentary examines the evolution of the biomedical communications system in the Western world. The examination touches on many aspects, including the application of new technology, the interoperative relationship between publications and data, changes in the information infrastructure, the convergence of specialties, and consequences for research and health care [1] [2] [3] .
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METHODS
As an overview of communication in the biomedical sciences, this commentary draws upon studies of how science is practiced and how information is produced. Thomas Kuhn introduced the notion of paradigms, scientific models that provide solutions to problems [4] . The adoption of paradigm changes in methods that control the flow of information in the digital age has taken place in many data-rich disciplines [5] . For this examination, I selected as a focus the biomedical information programs of the National Library of Medicine (NLM). This public-service organization within the US National Institutes of Health (NIH) is representative of Western biomedical information management and has produced widely used communication tools.
To address the hypothesis of paradigm change, data were collected through site visits over a threemonth period with NLM staff. Socioeconomic issues were probed for insights into the support of science and the role of public and private sectors
A BRIEF HISTORY
In 1879, the Library of the US Army Surgeon General's Office started publishing a monthly index to medical literature under the title Index Medicus. Dr. John Shaw Billings, the first editor, counted approximately 85 medical periodicals published each year, with an average of 20,000 substantive articles [6] . This appears to be the first attempt to develop a system for managing the world output of medical information.
By the middle of the 20th century, it was apparent that the formal communication system of the biomedical sciences was in deep trouble. Then published by the American Medical Association and produced by manual manipulation of over a million cards, the index had to cope with an annual output of more than 1,300 medical periodicals. The system had reached the limits of its capability, and the index was some 3 years behind.
In the late 1950s, NLM began experimenting with a mechanized system for composing a similar index. The fledging technology of IBM punched cards eased the filing, and an Eastman Kodak listomatic camera photographed the entries. The result proved successful, and in 1960, the new Index Medicus, second series, replaced its predecessors, Current List of Medical Literature and Quarterly Cumulative Index Medicus. Thus, began an era of research and development toward an automated information system, a paradigm change in managing the universe of biomedical information [7] .
NLM's objective now is ''connecting and making the results of research from scientific data to published literature to patient and consumer health information [more] readily available'' [8] . To meet this challenge, NLM has five major operational divisions: Library Operations, the Lister Hill National Center for Biomedical Communications (LHNCBC), the National Center for Biotechnology Information (NCBI), Specialized Information Services, and the Office of Computer and Communications System. The divisional functions interact: for example, building databases relies on library operations and on the application of computer technology. I chose four program areas to illustrate NLM's approach to managing systems for communicating biomedical information:
1. Access to health sciences journal publications 2. Interoperative relationship of data and publications 3. Access to molecular and genetic processes 4. Improvement of access to health care information
Access to health sciences journal publications
The patient care algorithm requires identifying a set of signs and symptoms, making a diagnosis, and developing a plan of action. Information is needed for each step of decision making. Information from the biomedical literature is now collected, organized, and shared under the NLM PubMed program, which incorporates MEDLINE, successor to Index Medicus. Some 5,600 medical journals are processed for MEDLINE to extract bibliographic data: title, authors, abstracts, and affiliations. It is difficult to recall when practicing physicians relied on scanning columns of references in printed indexes and on the public mail system to receive journal articles from their medical societies or hospital libraries. Often it took 1-2 weeks to receive an answer. Computerization of the Index Medicus in the 1960s, and later advent of the Internet, revolutionized the process of information transfer. Online information retrieval systems started in the 1970s and became ubiquitous by 1990.
Interoperative relationship of data and publications
Traditional science is based on formulating hypotheses and developing experiments to test them. With the arrival of new information technology, the process of scientific discovery has expanded. Data can now be captured from different experiments and many sources, national and international. Computer scientist Jim Gray said, ''Basically, we get data from a bunch of instruments into a pipeline, which calibrates and 'cleans' the data, filling in gaps as necessary, then re-grid the information and essentially put it into a database, which you would like to 'publish' on the Internet for access'' [9] . Automated tools are being developed to support the research cycle from data capture and curation to data analysis and visualization.
As scientific papers are produced in digital format, both data and publications are integral parts of the scientific record. The challenge of linking all relevant biomedical information sources into an interoperating system becomes possible. An example is the collection of more than forty databases that NCBI has created and maintains. A list of databases at NCBI is available at http://www.ncbi.nlm.nih.gov/ guide/all/#databases.
Access to molecular and genetic processes
Understanding nature's mute but elegant language of living cells is the quest of modern molecular biology. From an alphabet of only four letters, representing the chemical subunits of DNA emerges a syntax of life processes whose most complex expression is humans. The unravelling and use of this ''alphabet'' to form new ''words and phrases'' is a central focus of the field of molecular biology. The staggering volume of molecular data and its cryptic and subtle patterns have led to an absolute requirement of computerized tools. The challenge is in finding new approaches [10] . James Watson and Francis Crick's discovery of the DNA structure in 1953 ushered in a new era in the evolution of biology and medicine. This means probing the biology of the cell and how genetic information is communicated. In 1990, the plan for a joint Human Genome Project was started by the Department of Energy and NIH and completed 13 years later. The ultimate goal was to generate a highquality reference sequence for the entire human genome and to identify all 20,500 genes in human DNA [11] . As massive quantities of data would be generated from this initiative and to cope with the volume and complexity, Dr. Donald A. B. Lindberg, with leading scientists, developed and sought support for creating NCBI. Approved by Congress in1988, NLM was chosen to establish and direct the center, which was charged [12] :
n to create automated systems for sorting and analyzing knowledge about molecular biology, biochemistry, and genetics n to facilitate the use of such databases and software by the research and medical community Commentary: Crawford n to coordinate efforts to gather biotechnology information both nationally and internationally n to perform research into advanced methods of computer-based information processing for analyzing the structure and function of biologically important molecules NCBI subsequently created multidisciplinary research groups composed of computer scientists, molecular biologists, mathematicians, biochemists, research physicians, and structural biologists to focus on basic and applied research in computational molecular biology.
Basic and applied research: program in molecular biology. Initially, the focus was on creating and maintaining databases, developing software for analyzing data, and conducting research on computational biology. The program has branched into research methods for analyzing the function of macromolecules and providing analysis and computing tools for researchers and for the public.
Building the GenBank database.
n Data submitted to NCBI, such as a genome sequence from an organism, is reviewed. If accepted, the data are curated, that is, identified, cross-indexed, and codified to transform disparate sets of research into a cohesive standardized database n Analysis and annotation add value to the data, find relationships to other sequences, cut across species, synthesize into the larger context, and create hypotheses for further research n The data are accessible through Entrez, which links NCBI databases to searching algorithms. The challenge is to analyze and connect data from the research community with published records, add value to the data, and link all sources of information into an integrated service. n The Basic Linear Alignment Search Tool (BLAST), a data-analytic software tool for searching for sequence similarity and for identifying genes and genetic features, can execute searches across the entire DNA database in less than fifteen seconds.
Improvement of access to health care information
While programs such as Entrez and BLAST make information available, it is not always assured that the information is readily usable by the lay and science public. Recognizing that access to research information is important for public health, Congress created LHNCBC in 1968 to develop and obtain quality biomedical information, to improve its access, and to optimize its dissemination.
Medical language processing. The Unified Medical Language System (UMLS), developed by the center, identifies and brings together more than 3 million health and medical concepts and 11.9 million terms. The system enables integration of all biomedical information services and bioinformatics research from PubMed to genomic data to patient records.
Visual presentation of information. The focus is how to represent, display, and present biomedical information and to build advanced tools for research, training, and clinical assessment. Visualization and immersive display, highresolution microscopy at nanometer scales, threedimensional (3D) printing, quality biomedical imagery on the molecular level, and imaging tools for cancer are among the research projects. A notable achievement supported by NLM is the Visible Human Project, developed by scientists like those at the University of Colorado, Denver. The images are complete anatomically detailed 3D representations of the normal male and female bodies. The project, produced by slicing cadavers at millimeter and below sections and digitally photographing the sections, is used worldwide. scientific achievements that, for a time, provide model problems and solutions for a community of practitioners. As anomalies arise or if a methodology is no longer capable of solving problems of a new era, the model is replaced by what he called a paradigm shift [13] .
Change in how science is practiced
The mid-twentieth century (von Neumann) model of how science is practiced is based on hypothesis testing. Experiments are designed by individuals or laboratories, and data are collected to test assumptions that produce theoretical explanations. This research model is now supplemented by technology: data from numerous sources are captured by instruments or generated by simulation, then processed by software and stored in computers to be mined.
The information infrastructure and interoperability
With data-intensive science, a new research infrastructure emerged that scientists at the Massachusetts Institute of Technology (MIT) have called ''convergence.'' Convergence embraces two procedures: integration of contributions from different disciplines and integration of technology to achieve interoperability [14] . Phillip Sharp has emphasized the need for an informatics infrastructure to incorporate new types of data and to navigate across tiers and domains of knowledge [15] . Both procedures were implemented by NCBI, which organized interdisciplinary teams in the 1980s and 1990s to address molecular and genetic research. Entrez is an example of an interoperative system. Future of the scientific paper: the global digital archive
As scientific papers are produced in digital format, the traditional print-based scientific record is transformed into a medium for computation. The electronic scientific journal, which applies digital storage and delivery technologies to articles that are essentially printed pages, is being replaced by hybrid collections of text, data, and algorithms to operate the data. Tony Hey has predicted that the ''cloud'' of magnetic polarizations that encode data and documents in the digital library will become the modern equivalent of miles of library holdings [16] .
A deluge of data has resulted from invention of advanced technologies like next-generation sequencing machines, sophisticated data collection techniques, the contribution of many specialties, convergence of research from discipline-centric and independent laboratories, and international participation.
CONCLUSION
Over the past fifty years, there have been profound changes in the way that science is practiced and how information is produced, captured, organized, and used. The concept of information transfer has expanded from managing published papers to understanding molecular and genetic communication on the cellular level.
