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A Tannaka Theorem for Proper Lie Groupoids
Giorgio Trentinaglia
∗
Abstrat
By replaing the ategory of smooth vetor bundles over a manifold
with the ategory of what we all smooth Eulidean elds, whih is
a proper enlargement of the former, and by onsidering smooth a-
tions of Lie groupoids on smooth Eulidean elds, we are able to prove
a Tannaka duality theorem for proper Lie groupoids. The notion of
smooth Eulidean eld we introdue here is the smooth, nite dimen-
sional analogue of the usual notion of ontinuous Hilbert eld.
Introdution
Classial TannakaKren duality theory leads to the result that a ompat
group an be reonstruted from a purely disrete, algebrai objet, namely
the ring of its ontinuous nite dimensional representations or, more pre-
isely, the algebra of its representative funtions. Compare [2℄. The same
theory an be eiently reast in ategorial terms. This alternative point
of view on Tannaka duality stems from Grothendiek's theory of motives in
algebrai geometry [18, 6, 5℄. In this approah one starts by onsidering,
for an arbitrary loally ompat group G, the ategory formed by the on-
tinuous representations of G on nite dimensional vetor spaes, endowed
with the symmetri monoidal struture arising from the usual tensor prod-
ut of representations, and then one tries to reover G as the group of all
tensor preserving natural endomorphisms of the standard forgetful funtor
whih assigns eah G-module the underlying vetor spae. See for instane
[9℄. When G is a ompat Lie group, in partiular, it follows that G an be
reonstruted in this way up to isomorphism, as the C∞ manifold struture
of a Lie group is determined by the underlying topology.
It is natural to ask for a generalization of the aforesaid duality theory to
the realm of Lie groupoids, in whih proper groupoids are expeted to play
∗
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the same role as ompat groups. When trying to extend Tannaka theory
from Lie groups to Lie groupoids, however, one is rst of all onfronted with
the problem of hoosing a suitable notion of representation for the latter.
Now, the notion of smooth or, equivalently, ontinuous nite dimensional
representation has an obvious naive generalization to the Lie groupoid set-
ting: the representations of a Lie groupoid G ould be dened to be the Lie
groupoid homomorphisms G → GL(E) of G into the linear groupoids assoi-
ated with smooth vetor bundles over its base manifold. Unfortunately, this
naive generalization turns out to be inadequate for the purpose of arrying
forward Tannaka duality to Lie groupoids, fr [19, 11, 8℄. This state of aairs
fores us to introdue a dierent notion of representation for Lie groupoids.
It seems reasonable to require that the new notion should be as lose as
possible to the naive notion realled above, and that moreover in the ase
of groups one should reover the usual notion of smooth representation on a
nite dimensional vetor spae.
In this paper we work out the problems raised in the preeding para-
graph. To begin with, we onstrut, for eah smooth manifold X , a ategory
whose objets we all smooth Eulidean elds over X . Our notion of smooth
Eulidean eld is the analogue, in the smooth and nite dimensional setting
we onne ourselves to, of the notion of ontinuous Hilbert eld introdued
by Dixmier and Douady [7℄. The ategory of smooth Eulidean elds over
X is, for every paraompat manifold X , a proper enlargement of the at-
egory of smooth vetor bundles over X . One an straightforwardly dene
a notion of representation of a Lie groupoid on a smooth Eulidean eld;
suh representations form, for eah Lie groupoid G, a symmetri monoidal
ategory whih is onneted to the ategory of smooth Eulidean elds over
the base manifold of G by a anonial forgetful funtor. From this fun-
tor we obtain, by generalizing the onstrution mentioned at the beginning,
a groupoid. This reonstruted groupoidthe Tannakian groupoid of G,
as we all itomes equipped with a natural andidate for a dierentiable
struture on its spae of arrows, namely a sheaf of algebras of ontinuous
real valued funtions stable under omposition with arbitrary smooth fun-
tions of several variables. A spae endowed with suh a struture onstitutes
what we all a C∞-spae. There is a anonial homomorphism of G into
its Tannakian groupoid, whih proves to be also a morphism of C∞-spaes.
Now, our duality result (Theorem 8.9) an be stated as follows:
Theorem For a proper Lie groupoid G, the anonial homomorphism
of G into its Tannakian groupoid is an isomorphism of both groupoids
and C∞-spaes. It follows that the Tannakian groupoid itself is a Lie
groupoid, isomorphi to G.
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Our argument is omplementary to the proof of the lassial Tannaka duality
theorem. Most eorts are direted towards showing how the lassial theo-
rem implies the surjetivity of the above-mentioned anonial isomorphism
and then towards establishing the laim about the C∞-spae struture. By
ontrast, the fat that the anonial homomorphism is injetive is a diret
onsequene of a theorem of N. T. Zung [20℄; Zung's theorem may in fat be
regarded as a PeterWeyl theorem for proper Lie groupoids. Compare [19℄.
Many of the reasonings leading to our duality theorem, although of ourse
not all of them, also apply to the representations of proper Lie groupoids
on vetor bundles. Sine from the very beginning of our researh we were
equally interested in studying suh representations, we found it onvenient to
provide a general theoretial framework where the diverse approahes to the
representation theory of Lie groupoids ould take their appropriate plae, so
as to state our results in a uniform language. The outome of this demand
was the theory of smooth tensor staks. Smooth vetor bundles and smooth
Eulidean elds are two examples of a smooth tensor stak. Eah smooth
tensor stak gives rise to a orresponding notion of representation for Lie
groupoids, and then for eah Lie groupoid one obtains, by the same general
proedure outlined above, a orresponding Tannakian groupoid. What this
groupoid looks like will depend very muh, in general, on the initial hoie
of a smooth tensor stak, as we pointed out already in the ourse of this
introdution.
Aknowledgements. The problem of proving a Tannaka duality the-
orem for proper Lie groupoids was originally suggested to the author by
I. Moerdijk, who also made several useful remarks on an earlier draft of this
paper. Besides, the author would like to thank M. Craini and N. T. Zung
for helpful disussions.
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1 Proper Lie Groupoids
The present setion is introdutory. Its purpose is to reall some bakground
notions and to x some notation that we will be using throughout the paper.
The reader is advised to onsult [14, 1, 3, 20℄ for referene; other soures
inlude [17℄ and [4℄.
The term groupoid refers to a small ategory where every arrow is invertible.
A Lie groupoid an be approximately desribed as an internal groupoid in
the ategory of smooth manifolds. To onstrut a Lie groupoid G one has to
give a pair of manifolds of lass C∞ G(0) and G(1), respetively alled manifold
of objets and manifold of arrows, and a list of smooth maps alled struture
maps. The basi items in this list are the soure map s : G(1) → G(0) and the
target map t : G(1) → G(0), whih have to meet the requirement that the bred
produt G(2) = G(1)s×tG
(1)
exists in the ategory of C∞ manifolds. Then one
has to give a omposition map c : G(2) → G(1), a unit map u : G(0) → G(1) and
an inverse map i : G(1) → G(1), for whih the familiar algebrai laws must be
satised.
Terminology and Notation: The points x = s(g) and x′ = t(g) are resp.
alled the soure and the target of the arrow g. We let G(x, x′) denote the
set of all the arrows whose soure is x and whose target is x′, and we use
the abbreviation G|x for the isotropy or vertex group G(x, x). Notationally,
we will often identify a point x ∈ G(0) and the orresponding unit arrow
u(x) ∈ G(1). It is ostumary to write g′ · g or g′g for the omposition c(g′, g)
and g−1 for the inverse i(g).
Our desription of the notion of Lie groupoid is still inomplete. It turns
out that a ouple of additional requirements are needed in order to get a
reasonable denition.
Reall that a manifold M is said to be paraompat if it is Hausdor
and there exists an asending sequene of open subsets with ompat losure
· · · ⊂ Ui ⊂ U i ⊂ Ui+1 ⊂ · · · suh that M =
∞
∪
i=0
Ui. A Hausdor manifold is
paraompat if and only if it possesses a ountable basis of open subsets. Any
open over of a paraompat manifold admits a loally nite renement. Any
paraompat manifold admits partitions of unity of lass C∞ (subordinated
to open overs).
In order to make the bred produt G(1)s×tG
(1)
meaningful as a manifold
and for other purposes related to our study, we shall inlude the following
additional onditions in the denition of Lie groupoid:
1. The soure map s : G(1) → G(0) is a submersion with Hausdor bres;
2. The manifold G(0) is paraompat.
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Note that we do not require the manifold of arrows G(1) to be Hausdor
or paraompat. Atually, this manifold is neither Hausdor nor seond
ountable in many examples of interest. The rst ondition implies at one
that the domain of the omposition map is a submanifold of the Cartesian
produt G(1) × G(1) and that the target map is a submersion with Hausdor
bres. Thus, the soure bres G(x, -) = s−1(x) and the target bres G(-, x′) =
t−1(x′) are losed Hausdor submanifolds of G(1). A Lie groupoid G is said
to be Hausdor if the manifold G(1) is Hausdor.
Some more Terminology: The manifold G(0) is usually alled the base of
the groupoid G. One also says that G is a groupoid over the manifold G(0).
We shall often use the notation Gx = G(x, -) = s−1(x) for the bre of the
soure map over a point x ∈ G(0). More generally, we shall write
(1.1) G(S, S ′) =
{
g ∈ G(1) : s(g) ∈ S & t(g) ∈ S ′
}
, G|S = G(S, S)
and GS = G(S, -) = G(S,G(0)) = s−1(S) for all subsets S, S ′ ⊂ G(0).
Example: Let G be a Lie group ating smoothly (from the left) on a
manifold M . Then the ation (or translation) groupoid G⋉M is dened
to be the Lie groupoid over M whose manifold of arrows is the Cartesian
produtG×M , whose soure and target maps are respetively the projetion
onto the seond fator (g, x) 7→ x and the ation (g, x) 7→ gx, and whose
omposition law is the operation
(1.2) (g′, x′)(g, x) = (g′g, x).
There is a similar onstrution M ⋊G assoiated with right ations.
A homomorphism of Lie groupoids is a smooth funtor. More preisely,
a homomorphism ϕ : G → H onsists of two smooth maps ϕ(0) : G(0) → H(0)
and ϕ(1) : G(1) → H(1) ompatible with the groupoid struture in the sense
that s ◦ ϕ(1) = ϕ(0) ◦ s , t ◦ ϕ(1) = ϕ(0) ◦ t and ϕ(1)(g′ · g) = ϕ(1)(g′) · ϕ(1)(g).
Lie groupoids and their homomorphisms form a ategory. A homomorphism
ϕ : G → H is said to be a Morita equivalene when
G(1)
(s,t)

ϕ(1)
//H(1)
(s,t)

G(0) × G(0)
ϕ(0)×ϕ(0)
//H(0) ×H(0)
(1.3)
is a pullbak diagram in the ategory of C∞ manifolds and the map
(1.4) tH ◦ pr2 : G
(0)
ϕ(0)×sHH
(1) →H(0)
is a surjetive submersion.
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There is also a notion of topologial groupoid. This is just an internal
groupoid in the ategory of topologial spaes and ontinuous mappings. In
the ontinuous ase the denition is muh simpler, sine one need not worry
about the domain of denition of the omposition map. With the obvious
notion of homomorphism, topologial groupoids onstitute a ategory.
Let G be a Lie groupoid and let x be a point of its base manifold G(0).
The orbit of G (or G-orbit) through x is the subset
(1.5) Gx
def
= G · x
def
= t
(
Gx
)
= {x′ ∈ G(0)|∃g : x→ x′}.
Note that the isotropy group G|x ats from the the right on the manifold G
x
.
This ation is learly free and transitive along the bres of the restrition of
the target map to Gx. The following fats hold, fr [14℄ p. 115: (a) G(x, x′)
is a losed submanifold of G(1) (b) Gx = G|x is a Lie group () the G-orbit
through x is an immersed submanifold of G(0) and the target map t : Gx →
Gx determines a prinipal Gx-bundle over it (the set Gx an obviously be
identied with the homogeneous spae Gx/Gx, and it an be proved that
there exists a possibly non-Hausdor manifold struture on this quotient
spae suh that the quotient map turns out to be a prinipal bundle).
1.1. C∞-Spaes. Reall that a funtionally strutured spae is a topologial
spae X endowed with a sheaf F of real algebras of ontinuous real valued
funtions on X (funtional struture). Compare for instane [1℄, p. 297.
There is an obvious notion of morphism for suh spaes.
1
Let F be an arbitrary funtional struture on a topologial spae X .
We shall let F∞ denote the sheaf of ontinuous real valued funtions on X
generated by the presheaf
(1.6) U 7→
{
f(a1|U , . . . , ad|U) : f : R
d → R of lass C∞,
a1, . . . , ad ∈ F (U)
}
.
Here the expression f(a1|U , . . . , ad|U) stands of ourse for the funtion u 7→
f
(
a1(u), . . . , ad(u)
)
on U . The pair (X,F∞) onstitutes a funtionally stru-
tured spae to whih we shall refer as a C∞ funtionally strutured spae or,
in short, C∞-spae. More orretly, a C∞-spae is a funtionally strutured
spae (X,F ) suh that F = F∞.2 Observe that smooth manifolds an be
1
Algebrai geometers would say that a morphism of funtionally strutured spaes is a
(ontinuous) mapping induing a morphism of (loally) ringed spaes.
2
A more general notion of C∞-ring was introdued by Moerdijk and Reyes in the
ontext of smooth innitesimal analysis [16, 17℄. What we are onsidering here is a speial
instane of that notion, namely a C
∞
-ring of ontinuous funtions on a topologial spae.
For simpliity, we hoose to work within the subategory of suh C∞-rings.
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dened as topologial spaes endowed with a C∞ funtional struture loally
isomorphi to that of smooth funtions on R
n
. C∞-Spaes have, in general,
better ategorial properties than smooth manifolds. Note that the latter
form, within C∞-spaes, a full subategory.
1.2. C∞-Groupoids. Let us start by observing that if (X,F ) is a C∞-spae
then so is (S,F |S) for any subspae S of X , where F |S = iS
∗
F denotes
the inverse image of F along the inlusion iS : S →֒ X . [Reall that, for
an arbitrary ontinuous mapping f : S → T into a funtionally strutured
spae (T,T ), f ∗T denotes the funtional sheaf on S formed by the funtions
whih are loally the pullbak along f of funtions in T .℄
We note next that if (X,F ) and (Y,G ) are two funtionally strutured
spaes then so is their Cartesian produt endowed with the sheaf F ⊗ G
loally generated by the funtions (ϕ⊗ ψ)(x, y) = ϕ(x)ψ(y). It follows that
(F∞ ⊗ G∞)∞ is a C∞ funtional struture on X × Y turning this into the
produt of (X,F∞) and (Y,G∞) in the ategory of C∞-spaes. The pre-
eding onsiderations imply that the ategory of C∞-spaes is losed under
bred produts (pullbaks). Notie that whenX and Y are smooth manifolds
and S ⊂ X is a submanifold one reovers the orret manifold strutures,
so that all these onstrutions for C∞-spaes agree with the usual ones on
manifolds whenever the latter make sense.
We shall use the term C∞-groupoid to indiate a groupoid whose sets of
objets and arrows are eah endowed with the struture of a C∞-spae so that
all the maps arising from the groupoid struture (soure, target, omposition,
unit setion, inverse) are morphisms of C∞-spaes. The base spae X is
always a smooth manifold in pratie, with C∞ funtional struture given
by the sheaf of smooth funtions on X . Every Lie groupoid is, in partiular,
an example of a C∞-groupoid.
A Lie (or topologial or C∞) groupoid G is said to be proper if G is
Hausdor and the ombined souretarget map (s , t) : G(1) → G(0) × G(0)
is proper (in the familiar sense: the inverse image of a ompat subset is
ompat). When G is a proper Lie groupoid over a manifold M , every G-
orbit is in fat a losed submanifold of M .
Normalized Haar systems on proper Lie groupoids are the analogue of
Haar probability measures on ompat Lie groups. We now reall the de-
nition and the onstrution of Haar systems on proper Lie groupoids. Our
exposition is based on [3℄. Let G be a Lie groupoid over a manifold M .
1.3 Denition A positive Haar system on G is a family of positive Radon
measures {µx} (x ∈ M), eah one supported by the respetive soure bre
Gx = G(x, -) = s−1(x), satisfying the following onditions:
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i)
∫
ϕ dµx > 0 for all nonnegative real ϕ ∈ Cc
∞(Gx) with ϕ 6= 0;
ii) for eah ϕ ∈ Cc
∞(G(1)) the funtion Φ on M dened by setting
(1.7) Φ(x) =
∫
Gx
ϕ|Gx dµ
x
is of lass C∞;
iii) (right invariane) for all g ∈ G(x, y) and ϕ ∈ Cc
∞(Gx) one has
(1.8)
∫
Gy
ϕ ◦ τ g dµy =
∫
Gx
ϕ dµx
where τ g : G(y, -)→ G(x, -) denotes right translation h 7→ hg.
The existene of positive Haar systems on a Lie groupoid G an be es-
tablished when G is proper. One way to do this is the following. One starts
by xing a Riemann metri on the vetor bundle g → M , where g is the
Lie algebroid of G (fr [3℄ or Chapter 6 of [14℄; note the use of paraom-
patness). Right translations determine isomorphisms TG(x, -) ≈ t∗g|G(x,-)
for all x ∈ M . These isomorphisms an be used to indue, on the soure
bres G(x, -), Riemann metris whose assoiated volume densities provide
the desired system of measures.
1.4 Denition A normalized Haar system on G is a family of positive
Radon measures {µx} (x ∈ M), eah one with support onentrated in the
respetive soure bre Gx, enjoying the following properties: (a) All smooth
funtions on Gx are integrable with respet to µx, that is to say
(1.9) C∞(Gx) ⊂ L1(µx)
(b) Condition ii), respetively iii) of the preeding denition holds for an
arbitrary smooth funtion ϕ on G(1), respetively Gx () The following nor-
malization ondition is satised:
i*)
∫
dµx = 1 for every x ∈M .
Every proper Lie groupoid admits normalized Haar systems. One an
prove this by using a ut-o funtion, namely a positive, smooth funtion
c on the base M of the groupoid suh that the soure map restrits to a
proper map on supp c ◦ t and
∫
c ◦ t dνx = 1 for all x ∈ M , where {νx} is
an arbitrary positive Haar system hosen in advane. The system of positive
measures µx ≡ (c ◦ t) νx will have the desired properties.
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1.5. Zung's theorem. Let G be a Lie groupoid and letM be its base manifold.
We say that a submanifold N of M is a slie at a point z ∈ N if the orbit
immersion Gz →֒ M is transversal to N at z. A submanifold S of M will be
alled a slie if it is a slie at all of its points. Note that if N is a submanifold
of M and g ∈ GN = s−1(N) then N is a slie at z = s(g) if and only if the
intersetion GN ∩ t−1(z′), z′ = t(g) is transversal at g. From this remark it
follows that for eah submanifold N the subset of all points at whih N is
a slie forms an open subset of N . If a submanifold S of M is a slie then
the intersetion s−1(S) ∩ t−1(S) is transversal, so that the restrition G|S is
a Lie groupoid over S; moreover, G · S is an invariant open subset of M . For
the proof of the following result, we refer the reader to [20℄.
Theorem (N. T. Zung) Let G be a proper Lie groupoid. Let x be a
base point whih is not moved by the tautologial ation of G on its own
base. Then there exists a ontinuous linear representation G→ GL(V ) of
the isotropy group G = G|x on a nite dimensional vetor spae V suh
that for some open neighbourhood U of x one an nd an isomorphism
of Lie groupoids G|U ≈ G⋉ V whih makes x orrespond to zero.
Remark: Consider two slies S, S ′ in M with, let us say, dimS ≦ dimS ′.
Suppose g ∈ G(S, S ′). Put x = s(g) ∈ S and x′ = t(g) ∈ S ′. It is not
diult to see that there is a smooth target setion τ : B → G(1) dened over
some open neighbourhoodB of x′ in S ′ suh that τ(x′) = g and the omposite
map s ◦ τ indues a submersion of B onto an open neighbourhood of x in S.
Thus, when G is proper, it follows from the preeding theorem that for eah
point x ∈M there are a nite dimensional linear representation G→ GL(V )
of a ompat Lie group G and a G-invariant open neighbourhood U of x in
M for whih there exists a Morita equivalene ι : G⋉ V →֒ G|U suh that
ι(0) : V →֒ U is an embedding of manifolds mapping the origin of V to x.
2 The Language of Tensor Categories
This setion onsists of two parts. The rst one ontains a rather onise
aount of some basi standard ategorial notions, a detailed exposition of
whih an be found for example in [12, 6, 5℄. In the seond part, and preisely
from 2.2 onwards, we establish a ouple of fundamental propositions for later
use in the proof of our reonstrution theorem (Theorem 8.9).
A tensor struture on a ategory C onsists of the following data:
(2.1) a bifuntor ⊗ : C × C −→ C, a distinguished objet 1 ∈ Ob(C)
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and a list of natural isomorphisms, alled ACU onstraints,
αR,S,T : R⊗ (S ⊗ T )
∼
→ (R⊗ S)⊗ T ,
γR,S : R⊗ S
∼
→ S ⊗R,
λR : R
∼
→ 1⊗ R and ρR : R
∼
→ R⊗ 1
(2.2)
satisfying MaLane's oherene onditions (f. for example MaLane [12℄,
pp. 157 . and espeially p. 180 for a detailed aount). A tensor ategory is
a ategory endowed with a tensor struture. In the terminology of [12℄, the
present notion orresponds to that of symmetri monoidal ategory. The
natural isomorphism α, resp. γ is alled the assoiativity, resp. ommutativity
onstraint; λ and ρ are alled the (tensor) unit onstraints.
In pratie, we shall deal exlusively with omplex tensor ategories.
Reall that a k-linear ategory, where k is any number eld, is a ategory C
whose hom-sets are eah endowed with a struture of vetor spae over k with
respet to whih omposition of arrows is bilinear. One also says that C is a
ategory endowed with a k-linear struture. A k-linear tensor ategory is a
tensor ategory endowed with a k-linear struture suh that the bifuntor ⊗
is bilinear. From now on, in this paper, tensor ategory will mean additive
C-linear tensor ategory. Thus, in partiular, there will be a zero objet and
for all objets R, S there will be a diret sum R⊕ S.
Let C, C′ be tensor ategories. A tensor funtor of C into C′ is obtained
by attahing, to an ordinary funtor F : C → C′, two isomorphisms
τR,S : F (R)⊗ F (S)
∼
→ F (R⊗ S) (natural in R, S) and
υ : 1′
∼
→ F (1),
(2.3)
alled tensor funtor onstraints, whih are required to satisfy ertain ondi-
tions expressing their ompatibility with the ACU onstraints of the tensor
ategories C and C′. The reader is referred to lo. it. for a disussion of
these onditions. Reall that a funtor of k-linear ategories is said to be
linear if the indued maps of hom-sets are k-linear. A linear funtor between
additive k-linear ategories will preserve zero objets and diret sums. We
agree that an assumption of linearity on the funtor F : C → C′ is part of
our denition of the notion of tensor funtor.
Let F, F ′ be tensor funtors of C into C′. A natural transformation λ :
F → F ′ is said to be tensor preserving if the following diagrams ommute:
F (R)⊗ F (S)
τR,S

λ(R)⊗λ(S)
// F ′(R)⊗ F ′(S)
τ ′R,S

1
′
υ

1
′
υ′

F (R⊗ S)
λ(R⊗S)
// F ′(R⊗ S) F (1)
λ(1)
// F ′(1).
(2.4)
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The olletion of all tensor preserving natural transformations F → F ′ will
be denoted by Hom⊗(F, F ′). Note that any natural transformation of F into
F ′ is neessarily additive i.e. satises λ(R⊕ S) = λ(R)⊕ λ(S).
2.1. Tensor* ategories. By an anti-involution on a tensor ategory C we
mean an anti-linear tensor funtor
(2.5) ∗ : C → C, R 7→ R∗
with the property that there exists a tensor preserving natural isomorphism
(2.6) ιR : R
∗∗ ∼→ R with ι(R∗) = ι(R)∗.
By xing one suh isomorphism one and for all, one obtains a mathematial
struture whih shall here be referred to as a tensor* ategory. A morphism
of tensor* ategories, or tensor* funtor, is obtained by attahing, to an
ordinary (linear) tensor funtor F , a tensor preserving natural isomorphism
(2.7) ξR : F (R)
∗ ∼→ F (R∗)
suh that the following diagram ommutes:
F (R)∗∗
∼=∗ //
∼= &&
NN
NN
NN
F (R∗)∗
∼= // F (R∗∗)
F (∼=)xxp
pp
pp
p
F (R).
(2.8)
A morphism of tensor* funtors, better known as a self-onjugate tensor
preserving natural transformation, is dened to be a tensor preserving natural
transformation making the following diagram ommutative:
F (R)∗
ξR

λ(R)∗
// F ′(R)∗
ξ′R

F (R∗)
λ(R∗)
// F ′(R∗).
(2.9)
We write Hom⊗,∗(F, F ′) for referene to suh transformations.
Example: the ategory of vetor spaes. If V is a omplex vetor spae,
we let V ∗ denote the spae obtained by retaining the additive struture of
V but hanging the salar multipliation into zv∗ = (zv)∗. The star here
indiates that a vetor of V is to be regarded as one of V ∗. Sine any linear
map f : V → W also maps V ∗ linearly into W ∗, we an also regard f as
a linear map f ∗ : V ∗ → W ∗. Moreover, the unique linear map of V ∗ ⊗W ∗
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into (V ⊗W )∗ sending v∗ ⊗ w∗ 7→ (v ⊗ w)∗ is an isomorphism, and omplex
onjugation sets up a linear bijetion between C and C
∗
. This turns vetor
spaes into a omplex tensor ategory Vec
C
with V ∗∗ = V .
Example: vetor bundles. By a diret generalization of the preeding
onstrution one obtains the tensor* ategory Vec
C
∞(M) of smooth omplex
vetor bundles (of loally nite rank) over a smooth manifold M . We shall
identify Vec
C
∞(⋆), where ⋆ denotes the one-point manifold, with the tensor*
ategory Vec
C
introdued above. Notie that the pullbak of vetor bundles
along a smooth mapping f : N → M determines an obvious tensor* funtor
f ∗ of Vec
C
∞(M) into Vec
C
∞(N).
Let C be a tensor* ategory. By a real struture on an objet R ∈
Ob(C) we mean an isomorphism µ : R
∼
→ R∗ in C suh that the omposite
µ∗ · µ equals the identity on R modulo the anonial identiation R∗∗ ∼= R
provided by (2.6). Let R(C) denote the ategory whose objets are the pairs
(R, µ) onsisting of an objet R ∈ Ob(C) together with a real struture µ on
R and whose morphisms a : (R, µ)→ (S, ν) are the morphisms a : R→ S in
C suh that ν · a = a∗ · µ. Note that R(C) is naturally an R-linear ategory;
further, there is an obvious indued tensor struture on it, whih turns it
into an R-linear tensor ategory.
As an example of this onstrution, observe that one has an obvious
equivalene of (real) tensor ategories between Vec
R
and R(Vec
C
): in one
diretion, to any real vetor spae V one an assign the pair (C⊗ V , z ⊗ v 7→
z ⊗ v); onversely, any real struture µ : U
∼
→ U∗ on a omplex vetor spae
U determines the real eigenspae Uµ ⊂ U of all µ-invariant vetors. There
is an analogous equivalene between Vec
R
∞(M) and R
(
Vec
C
∞(M)
)
, for eah
smooth manifold M .
Notie that any tensor* funtor F : C → D indues an obvious R-linear
tensor funtor R(F ) : R(C)→ R(D). For any tensor* funtors F,G : C → D,
the map λ 7→ λ˜ where λ˜(R, µ) ≡ λ(R) provides a bijetion
(2.10) Hom⊗,∗(F,G)
∼
→ Hom⊗
(
R(F ),R(G)
)
between the self-onjugate tensor preserving transformations F → G and the
tensor preserving transformations R(F ) → R(G). Indeed, by exploiting the
additivity of the tensor* ategory C, one an onstrut a funtor C → R(C)
whih plays the same role as the funtor that assigns a omplex vetor spae
the underlying real vetor spae: one hooses, for eah pair R, S of objets of
C, a diret sum R⊕ S; then the obvious isomorphism R ⊕R∗ ≈ (R⊕R∗)∗ is
a real struture on R⊕ R∗. Observe that the funtor R(C)→ C, (R, µ) 7→ R
has an analogous interpretation. One therefore sees that the formalism of
tensor* ategories is essentially equivalent to that of real tensor ategories.
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The next results are original. They will be put to use only in the nal setion
of this paper, in the proof of the reonstrution theorem.
2.2. Terminology. Let C be a tensor* ategory and F : C → Vec
C
a tensor*
funtor with values into (nite dimensional) omplex vetor spaes. Let H
be a topologial group, and suppose a homomorphism of monoids is given
(2.11) π : H −→ End⊗,∗(F ).
We say that π is ontinuous if for every objet R ∈ Ob(C) the indued
representation
(2.12) πR : H −→ End(F (R))
dened by setting πR(h) = π(h)(R) is ontinuous.
2.3 Proposition Let C, F , H and π be as in 2.2, with π ontinuous,
and suppose, in addition, that H is a ompat Lie group. Assume that
the following ondition is satised:
(*) for eah pair of objets R, S ∈ Ob(C), and for eah H-equivariant
homomorphism A : F (R) → F (S), there exists some arrow R
a
−→ S
in C with A = F (a).
Then the homomorphism π is surjetive; in partiular, the monoid
End⊗,∗(F ) is a group.
Proof Put K = Ker π ⊂ H . This is a losed normal subgroup, beause
it oinides with the intersetion
⋂
Ker πR over all objets R of C. On the
quotient G = H/K there is a unique (ompat) Lie group struture suh that
the quotient homomorphism H → G beomes a Lie group homomorphism.
Every πR an be indierently thought of as a ontinuous representation of H
or a ontinuous representation of G, and every linear map A : F (R)→ F (S)
is a morphism of G-modules if and only if it is a morphism of H-modules.
Being ontinuous, every πR is also smooth.
We laim there exists an objet R0 of C suh that the orresponding πR0
is faithful as a representation of G. Indeed, by the ompatness of the Lie
group G, we an nd R1, . . . , Rℓ ∈ Ob(C) with the property that
(2.13) Ker πR1 ∩ · · · ∩Ker πRℓ = {e},
where e denotes the unit of G; ompare [2℄, p. 136. Then, if we set R0 =
R1 ⊕ · · · ⊕ Rℓ, the representation πR0 will be faithful beause of the existene
of an obvious isomorphism of G-modules
(2.14) F (R1 ⊕ · · · ⊕ Rℓ) ≈ F (R1)⊕ · · · ⊕ F (Rℓ).
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Now, it follows that the G-module F (R0) is a generator for the tensor*
ategory Rep
C
(G) of all ontinuous, nite dimensional, omplex G-modules.
Indeed, every irreduible suh G-module V embeds as a submodule of some
tensor power F (R0)
⊗k ⊗ (F (R0)
∗)⊗ℓ, see for instane [2℄, p. 137. Sine eah
π(h) is, by assumption, self-onjugate and tensor preserving, this tensor
power will be naturally isomorphi to F
(
R0
⊗k ⊗ (R0
∗)⊗ℓ
)
as a G-module
and hene for eah objet V of Rep
C
(G) there will be some objet R of C
suh that V embeds into F (R) as a submodule.
Next, onsider an arbitrary natural transformation λ ∈ End(F ). Let R be
an objet of the ategory C, and let V ⊂ F (R) be a submodule. The hoie
of a omplement to V in F (R) determines an endomorphism of modules
PV : F (R) → V →֒ F (R) whih, by the assumption (*), omes from some
endomorphism of R in C. This implies that the linear operators λ(R) and PV
on the spae F (R) ommute with one another and, onsequently, that λ(R)
maps the subspae V into itself. We will usually omit any referene to R and
write simply λV for the linear map that λ(R) indues on V by restrition.
Note nally that, given another submodule W ⊂ F (S) and an equivariant
map B : V →W , one always has
(2.15) B · λV = λW · B.
To prove this identity, one rst extends B to an equivariant map F (R) →
F (S) and then invokes (*) as before.
Let FG denote the tensor* funtor Rep
C
(G) −→ Vec
C
that assigns eah
G-module the underlying vetor spae. As our next step, we will dene an
isomorphism of omplex algebras
(2.16) θ : End(F )
∼
→ End(FG)
so that the following diagram ommutes
H
proj.

π // End(F )
≃ θ

G
piG // End(FG),
(2.17)
where πG(g) is, for eah g ∈ G, the natural transformation of FG into it-
self that assigns left multipliation by g on V to eah G-module V . For
eah G-module V there exists an objet R of C together with an embed-
ding V →֒ F (R), so we ould dene θ(λ)(V ) as the restrition λV of λ(R)
to V . Of ourse, it is neessary to hek that this does not depend on the
hoies involved. Let two objets R, S ∈ Ob(C) be given along with two
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equivariant embeddings of V into F (R), F (S). Sine it is always possible to
embed everything equivariantly into F (R⊕ S) without aeting the indued
λV , it is no loss of generality to assume R = S. Now, it follows from the
remark (2.15) above that the two embeddings atually determine the same
linear endomorphism of V . This shows that θ is well-dened. (2.15) also
implies that θ(λ) ∈ End(FG). On the other hand put, for µ ∈ End(FG)
and R ∈ Ob(C), µF (R) = µ(F (R)). Then µF ∈ End(F ) and θ(µF ) = µ,
beause of the existene of embeddings of the form V →֒ F (R) and beause
of the naturality of µ. This shows that θ is surjetive, and also injetive
sine λ(R) = θ(λ)(F (R)). Finally, it is straightforward to hek that (2.17)
ommutes.
In order to onlude the proof it will be enough to hek that θ indues
a bijetion between End⊗,∗(F ) and End⊗,∗(FG), for then our laim that π
is surjetive will follow immediately from the ommutativity of (2.17) and
the lassial TannakaKren duality theorem for ompat groups (whih says
that πG establishes a bijetion between G and End
⊗,∗(FG); see for example
[9℄ or [2℄ for a proof). This an safely be left to the reader. q.e.d.
The argument we used in the foregoing proof to onstrut a generator
tells us something interesting even in the nonompat ase.
2.4 Proposition Let C and F be as in 2.2. Let G be a Lie group,
not neessarily ompat, and let π : G → End(F ) be a faithful on-
tinuous homomorphism. Then there exists an objet R0 ∈ Ob(C) suh
that KerπR0 is a disrete subgroup of G or, equivalently, suh that the
representation
(2.18) πR0 : G→ GL(F (R0))
is faithful in some open neighbourhood of the unit of G.
Proof By indution. q.e.d.
3 Smooth Tensor Staks
In this setion we shall introdue the language of smooth staks of tensor*
ategories or, in short, smooth tensor staks. We propose this language as
a new foundational framework for the representation theory of groupoids.
Nowadays, many onise aounts of the general theory of staks are avail-
able; our own exposition is based on [6℄ and [13℄. A fairly extensive treatment
of the algebrai geometri theory an be found in [10℄.
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Overall Conventions: The apital letters X, Y, Z denote C∞ manifolds and
the orresponding lower-ase letters x, x′, . . . , y et. denote points on these
manifolds. `C∞X ' stands for the sheaf of smooth funtions onX ; we sometimes
omit the subsript. We refer to sheaves of C∞X -modules also as sheaves of
modules over X . For pratial purposes, we need to onsider manifolds whih
are possibly neither Hausdor nor paraompat.
3.1. Fibred tensor ategories. Fibred tensor ategories shall be denoted by
apital Gothi type variables. A bred tensor ategory C assigns, to eah
smooth manifold X , a tensor* ategory
(3.1) C(X) =
(
C(X),⊗X , 1X, ∗X
)
or
(
C(X),⊗, 1, ∗
)
for shortwe omit subsripts when they are retrievable
from the ontextand, to eah smooth map X
f
−→ Y , a tensor* funtor
(3.2) f ∗ : C(Y ) −→ C(X)
whih we all pull-bak along f . Moreover, for eah pair of omposable
smooth maps X
f
−→ Y
g
−→ Z and for eah manifold X , any bred tensor
ategory provides self-onjugate tensor preserving natural isomorphisms
(3.3)
{
δ : f ∗ ◦ g∗
∼
→ (g ◦ f)∗
ε : IdC(X)
∼
→ idX
∗
whih altogether are required to make the following diagrams ommute:
f ∗g∗h∗
δ·h∗

f∗δ
// f ∗(hg)∗
δ

idX
∗f ∗
δ

f ∗
f∗ε

pp
pp
pp
pp
pp
pp
p
pp
pp
pp
pp
pp
pp
p
ε·f∗
oo
(gf)∗h∗
δ // (hgf)∗ f ∗ f ∗idY
∗
.
δoo
(3.4)
These are the only primitive data we need to introdue in order to be able to
speak about smooth tensor staks and representations of Lie groupoids. The
latter onepts anand willbe dened anonially, i.e. purely in terms of
the bred tensor ategory struture.
3.2. Tensor prestaks. Let C be an arbitrary bred tensor ategory. Let
iU : U →֒ X denote the inlusion of an open subset. We shall put, for every
objet E and morphism a of the ategory C(X), E|U = iU
∗E and a|U = iU
∗a.
More generally, we shall make use of the same abbreviations for the inlusion
iS : S →֒ X of an arbitrary submanifold.
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For eah pair of objets E, F ∈ ObC(X), let HomCX(E, F ) denote the
presheaf of omplex vetor spaes over X dened as
(3.5) U 7→ HomC(U)(E|U , F |U)
where the restrition map orresponding to an open inlusion j : V →֒ U
is given [obviously, up to anonial isomorphism℄ by a 7→ j∗a. Now, the
requirement that C is a prestak means exatly that every suh presheaf is
in fat a sheaf. This entails, in partiular, that one an glue any family
of ompatible loal morphisms over X . One speial ase, namely the sheaf
ΓE = HomCX(1, E), to whih we shall refer as the sheaf of setions of E,
will be of major interest for us. For any open subset U , the elements of the
vetor spae ΓE(U) shall be referred to as setions of E over U .
Sine a morphism a : E → F in C(X) yields a morphism Γa : ΓE → ΓF
of sheaves of omplex vetor spaes over X (by omposing 1|U → E|U
a|U
−−→
F |U), we obtain a anonial funtor
(3.6) Γ = ΓX : C(X) −→ {sheaves of CX-modules} ,
where CX denotes the onstant sheaf over X of value C.
This funtor is ertainly linear. Moreover, there is a anonial way to
make it a pseudo-tensor funtor of the tensor ategory
(
C(X),⊗X , 1X
)
into
the ategory of sheaves of CX-modules (with the familiar tensor struture):
a natural transformation τE,F : ΓXE ⊗CX ΓXF → ΓX(E ⊗ F ) arises, in the
obvious manner, from the loal pairings
ΓE(U)× ΓF (U)→ Γ(E ⊗ F )(U), (a, b) 7→ a⊗ b [mod ∼=℄(3.7)
(whih are bilinear with respet to loally onstant oeients), and a unit
onstraint υ : CX → ΓX1 may be dened as follows:
(3.8)
8><
>:
locally constant complex
valued functions on U
9>=
>;
−→ Γ1(U), z 7→ z · id |U ;
it is easy to hek that these morphisms of sheaves make the same diagrams
whih haraterize tensor funtor onstraints ommute.
One also has a natural morphism of sheaves of modules over X
(3.9) (ΓXE)
∗ −→ ΓX(E
∗)
dened by means of the anti-involution and the obvious related anonial
isomorphisms. Sine ζ∗∗ = ζ [up to anonial isomorphism℄, it follows at
one that (3.9) is a natural isomorphism for any tensor prestak. In fat,
(3.9) is an isomorphism of pseudo-tensor funtors viz. it is ompatible with
the natural transformations (3.7) and (3.8).
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3.3. Fibres of an objet. Note that for X = ⋆ (where ⋆ is the one-point
manifold) one may regard (3.6) as a pseudo-tensor* funtor of C(⋆) into
omplex vetor spaes. We put, for all objets E ∈ ObC(⋆),
(3.10) E∗ = (Γ⋆E)(⋆)
(so this is a omplex vetor spae) and do the same for morphisms. Now, as
a part of the forthoming denition of the general notion of smooth tensor
prestak, we impose the following requirement: the morphism of sheaves (3.8)
is an isomorphism for X = ⋆. Then there is a anonial isomorphism
(3.11) C
∼= 1∗
of omplex vetor spaes.
For any objet E ∈ ObC(X), we dene the bre of E at x to be the
omplex vetor spae Ex = (x
∗E)∗. We use the same name for the point x
and for the (smooth) mapping ⋆→ X, ⋆ 7→ x, so that x∗ is just our ordinary
notation (3.2) for the pull-bak, x∗E belongs to C(⋆) and we an make use
of the notation (3.10). Similarly, whenever a : E → F is a morphism in
C(X), we let ax : Ex → Fx denote the linear map (x
∗a)∗. Sine - 7→ (-)x is
by onstrution the omposite of two pseudo-tensor* funtors, it itself may
be regarded as a pseudo-tensor* funtor. If in partiular we apply this to a
loal setion ζ ∈ ΓE(U) and make use of the anonial identiation (3.11),
we get, for u ∈ U , a linear map
(3.12) C
∼= 1∗ ∼= (u
∗
1|U)∗
(u∗ζ)∗
−−−→ (u∗E|U)∗ ∼= (u
∗E)∗ = Eu
whih orresponds to a vetor ζ(u) ∈ Eu to be alled the value of ζ at u.
One has the intuitive formula
(3.13) au(ζ(u)) =
[
(Γa)(U)(ζ)
]
(u).
Notie nally that the vetors ζ(u)⊗ η(u) and (ζ ⊗ η)(u) orrespond to one
another via the anonial map Eu ⊗C Fu → (E ⊗X F )u.
3.4. Smooth tensor prestaks. Let 1X denote the tensor unit of C(X), and
let x be a point of the manifold X . Under the assumption (3.11), one an
use the omposite linear isomorphism C
∼= (1⋆)∗ ∼= (x
∗
1X)∗ ≡ (1X)x to dene
a anonial homomorphism of omplex algebras
(3.14) EndC(X)(1X) −→ {complex functions onX} , e 7→ e˜
by putting e˜(x) = the omplex number suh that the linear map  salar
multipliation by e˜(x)  (of C into itself) orresponds to ex : (1X)x → (1X)x.
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We shall say that a tensor prestak C is smooth if it veries (3.11) and
if the homomorphism (3.14) determines a bijetive orrespondene between
EndC(X)(1X) and the subalgebra of all smooth funtions on X :
(3.15) End(1X) ∼= C
∞(X).
When a tensor prestak C is smooth, it is possible to endow eah spae
HomC(X)(E, F ) with a anonial C
∞(X)-module struture ompatible with
the multipliation by loally onstant funtions, sine Hom(E, F ) has an
obvious End(1X)-module struture. Aordingly, Hom
C
X(E, F )(U) inherits
a anonial struture of C∞(U)-module for every open subset U ⊂ X , whih
turns HomCX(E, F ) into a sheaf of C
∞
X -modules. This is true, in partiular, of
the sheaf of smooth setions ΓXE. It is also readily seen that eah morphism
a : E → F indues a morphism ΓXa : ΓXE → ΓXF of sheaves of C
∞
X -
modules. Thus, one gets a C∞(X)-linear funtor
(3.16) ΓX : C(X) −→ {sheaves of C
∞
X -modules} .
The operations (3.7) and (3.8) may now be used to dene morphisms of
sheaves of C∞X -modules
(3.17)
{
τ : ΓXE ⊗C∞
X
ΓXF → ΓX(E ⊗ F )
υ : C∞X → ΓX1.
The morphism τ = τE,F is natural in the variables E, F and, along with υ,
turns (3.16) into a pseudo-tensor funtor of C(X) into the ategory of sheaves
of C∞X -modules. This is loser than (3.6) to being a genuine tensor funtor,
in that the morphism υ is now an isomorphism of sheaves of C∞X -modules.
Consider next a smooth mapping of manifolds f : X → Y . Suppose that
U ⊂ X and V ⊂ Y are open subsets with f(U) ⊂ V , and let fU denote the
indued mapping of U into V . For any objet F of the ategory C(Y ), a
orrespondene of loal smooth setions
(3.18) (ΓY F )(V ) −→ ΓX(f
∗F )(U), η 7→ η ◦ f
an be obtained by dening η ◦ f as the following omposite arrow:
(3.19) 1X |U ∼= (f
∗
1Y )|U ∼= fU
∗(1Y |V )
fU
∗(η)
−−−−→ fU
∗(F |V ) ∼= (f
∗F )|U .
For U xed, and V variable, the maps (3.18) onstitute an indutive system
indexed over the inlusions V ⊃ V ′ ⊃ f(U) and hene they yield, on passing
to the limit, a morphism of sheaves of C∞X -modules
(3.20) f ∗(ΓY F ) −→ ΓX(f
∗F ),
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where f ∗(ΓY F ) is the ordinary pullbak of sheaves of modules over a smooth
manifold. The morphism (3.20) is natural in F . It is also a morphism of
pseudo-tensor funtors, in other words it is tensor preserving. Notie that the
vetors η(f(x)) ∈ Ff(x) and (η ◦ f)(x) ∈ (f
∗F )x orrespond to one another
via the anonial isomorphism of vetor spaes
(3.21) (f ∗F )x = (x
∗f ∗F )∗ ∼= (f(x)
∗F )∗ = Ff(x).
3.5. Flat maps. It will be onvenient to regard open overings of a manifold
as smooth maps. We say that a smooth map p : X ′ → X is at if it is
surjetive and it restrits to an open embedding pU ′ : U
′ →֒ X on eah
onneted omponent U ′ of X ′. We may think of p as odifying the open
overing of X given by the onneted omponents of X ′. A renement of
X ′
p
−→ X is obtained by omposing p bakwards with another at mapping
X ′′
p′
−→ X ′. If p is at then for any smooth map f : Y → X the pullbak
(3.22) Y ×X X
′ = {(y, x′) : f(y) = p(x′)}
exists in the ategory of C∞ manifolds and pr1 : Y ×X X
′ → Y is also at.
When f itself is at this onstrution yields a ommon renement. For any
at map p : X ′ → X , put
(3.23) X ′′
def
= X ′ ×X X
′ = {(x′1, x
′
2) : p(x
′
1) = p(x
′
2)}
and let p1, p2 : X
′′ → X ′ be the projetions. Also put
(3.24) X ′′′
def
= X ′ ×X X
′ ×X X
′ = {(x′1, x
′
2, x
′
3) : p(x
′
1) = p(x
′
2) = p(x
′
3)}
and let p12 : X
′′′ → X ′′ be the map (x′1, x
′
2, x
′
3) 7→ (x
′
1, x
′
2); the maps p23 and
p13 shall be dened likewise.
3.6. Smooth tensor staks. A desent datum for a smooth tensor prestak
C relative to a at mapping p : X ′ → X is a pair (E ′, θ) onsisting of an
objet E ′ of the ategory C(X ′) and an isomorphism θ : p1
∗E ′
∼
→ p2
∗E ′ in the
ategory C(X ′′) suh that p13
∗(θ) = p12
∗(θ) ◦ p23
∗(θ) [mod ∼=℄. A morphism
a′ : (E ′, θ) → (F ′, ξ) of desent data relative to p is an arrow a′ : E ′ → F ′
ompatible, in the obvious sense, with the isomorphisms θ and ξ. Desent
data for C relative to p and their morphisms form a ategory DesC(X ′/X).
There is an obvious funtor
(3.25) C(X) −→ DesC(X ′/X), E 7→ (p∗E, φE)
where φE is the anonial isomorphism p1
∗(p∗E) ∼= (p ◦ p1)
∗E = (p ◦ p2)
∗E ∼=
p2
∗(p∗E). If this anonial funtor is an equivalene of ategories for every
at mapping p : X ′ → X , one says that C is a stak.
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For our purposes, the ondition that the funtor (3.25) be an equivalene
of ategories for every at map X ′ → X an be relaxed to some extent. In
fat, it is suient to require it of all at maps X ′ → X over a Hausdor,
paraompat X . We propose to use the term `parastak' for the weaker
notion. We will often be sloppy and use `stak' as a synonym to `parastak'.
3.7. Loally trivial objets. Let C be a smooth tensor prestak. An objet
E ∈ ObC(X) will be alled trivial if there exists some V ∈ ObC(⋆) for
whih one an nd an isomorphism E ≈ cX
∗V in C(X) where cX : X → ⋆
denotes the ollapse map. Any suh pair (V,≈) will be said to onstitute a
trivialization of E.
For an arbitrary manifold X , let V C(X) denote the full subategory of
C(X) formed by the loally trivial objets of loally nite rank: E ∈ ObC(X)
is an objet of V C(X) if and only if one an over X with open subsets U
suh that there exists in eah C(U) a trivializationE|U ≈ 1U ⊕ · · · ⊕ 1U . The
operation X 7→ V C(X) determines a bred tensor subategory of C. In fat,
one gets a smooth tensor prestak V C whih is a parastak resp. a stak if
so is C.
The tensor* ategory V C(X) losely relates to that of smooth omplex
vetor bundles over X . Clearly, every objet E ∈ V C(X) yields a vetor
bundle E˜ = {(x, e) : x ∈ X, e ∈ Ex} over X . The operation E 7→ E˜ denes
a faithful tensor* funtor of V C(X) into Vec
C
∞(X) whih is an equivalene
of tensor* ategories when C is a parastak and X is paraompat or when
C is a stak.
4 Foundations of Representation Theory
In this setion, we develop the representation theory of Lie groupoids within
the framework desribed in 3. A peuliarity of the notion of representation
we shall be onsidering here is its dependene on a `type': the onstrution of
our theory neessitates the preliminary hoie of an arbitrary smooth tensor
stak T (the type). We shall assume that suh a hoie has been made and
we shall regard T as xed throughout the setion. The denitions below are
diretly inspired by [5℄.
Let G be a Lie groupoid over a manifoldM . We start by onstruting the
ategory of representations of type T of G. Dene the objets of RT(G), or
briey, R(G), to be the pairs (E, ̺) onsisting of an objet E of T(M) and
an arrow ̺ in T(G)
s∗E
̺
−→ t∗E,
where s , t : G → M denote the soure resp. target map of G, suh that
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the appropriate onditions for ̺ to be an ation, in other words for ̺ to be
ompatible with the groupoid struture, are satised (modulo the appropriate
anonial isomorphisms):
i) u∗̺ = idE , where u : M → G denotes the unit setion of G;
ii) c∗̺ = p0
∗̺ · p1
∗̺, where G(2) = Gs×tG denotes the manifold of ompos-
able arrows, c : G(2) → G the omposition map and p0, p1 : G
(2) → G
the left resp. right projetion.
Observe that the onditions i) and ii) imply that the arrow s∗E
̺
−→ t∗E is
invertible in the ategory T(G). We shall refer to the objets of R(G) also as
G-ations (of type T). Dene the morphisms of G-ations (E, ̺) → (E ′, ̺′)
to be the arrows a : E → E ′ in T(M) whih fulll the ondition
(4.1) t∗a · ̺ = ̺′ · s∗a.
The ategory R(G), endowed with the C-linear struture inherited from
T(M), is learly additive.
4.1. Tensor* struture. For any G-ations R = (E, ̺) and S = (F, σ) we
put R⊗ S = (E ⊗ F, ̺⊗ σ) where ̺⊗ σ stands for
(4.2) s∗(E ⊗ F ) ∼= s∗E ⊗ s∗F
̺⊗ σ
−−−−→ t∗E ⊗ t∗F ∼= t∗(E ⊗ F ).
It is easy to reognize that the pair R⊗ S itself is a G-ation. Further, if
(E, ̺)
a
−→ (E ′, ̺′) and (F, σ)
b
−→ (F ′, σ′) are morphisms of G-ations then so
will be a⊗ b : R⊗ S → R′ ⊗ S ′. We dene the tensor unit of R(G) as the
pair (1M ,∼=), where 1M denotes the tensor unit of T(M) and ∼= stands for
(4.3) s∗1M ∼= 1G ∼= t
∗
1M .
The ACU onstraints for the tensor produt on the base ategory T(M)
provide analogous onstraints for the tensor produt on R(G). There is of
ourse also an inherited anonial anti-involution.
The forgetful funtor
(4.4) F
T
G : R
T(G) −→ T(M), (E, ̺) 7→ E
(or FG , for short) is C-linear and faithful. By onstrution, it is a strit
tensor* funtor of R(G) into T(M). We shall refer to this funtor as the
standard forgetful funtor (of type T) assoiated with G.
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4.2. Pullbak along a homomorphism. Let ϕ : G → H be a homomorphism
of Lie groupoids and let M
f
−→ N be the smooth map indued by ϕ on the
base manifolds.
Suppose (F, σ) ∈ RT(H). Consider the morphismwhih we still denote
by ϕ∗σ, allowing some notational abusedened as follows:
(4.5) sG
∗(f ∗F ) ∼= ϕ∗sH
∗F
ϕ∗σ
−−−→ ϕ∗tH
∗F ∼= tG
∗(f ∗F ).
The identities f ◦ sG = sH ◦ ϕ et. aount, of ourse, for the existene of
the anonial isomorphisms ourring in (4.5). It is routine to hek that
the pair (f ∗F , ϕ∗σ) onstitutes an objet of the ategory RT(G) and that
if (F, σ)
b
−→ (F ′, σ′) is a morphism of H-ations then f ∗b is a morphism of
(f ∗F , ϕ∗σ) into (f ∗F ′, ϕ∗σ′) in RT(G). Hene we get a funtor
(4.6) ϕ∗ : RT(H) −→ RT(G),
whih we agree to all the inverse image (or pull-bak) along ϕ.
The onstraints assoiated with the tensor funtor f ∗
(4.7)
{
1M
∼
→ f ∗1N
f ∗F ⊗ f ∗F ′
∼
→ f ∗(F ⊗ F ′)
funtion as isomorphisms of G-ations 1
∼
→ ϕ∗(1) and ϕ∗(S)⊗ ϕ∗(S ′)
∼
→
ϕ∗(S ⊗ S ′) for all S, S ′ ∈ R(H) with S = (F, σ) and S ′ = (F ′, σ′). A fortiori,
these isomorphisms are natural and provide appropriate tensor funtor on-
straints for ϕ∗, thus making ϕ∗ a tensor funtor of the tensor ategory R(H)
into the tensor ategory R(G).
Let G
ϕ
−→ H
ψ
−→ K be two omposable homomorphisms of Lie groupoids
and let X
ϕ0
−→ Y
ψ0
−→ Z denote the respetive base maps. Note that, for an
arbitrary ation T = (G, τ) ∈ R(K), the anonial isomorphism ϕ0
∗ψ0
∗G ∼=
(ψ0 ◦ ϕ0)
∗G = (ψ ◦ ϕ)0
∗G is an isomorphism between ϕ∗(ψ∗T ) and (ψ ◦ ϕ)∗T
in the ategory R(G). Hene we get an isomorphism of tensor funtors
(4.8) ϕ∗ ◦ ψ∗
≃
−→ (ψ ◦ ϕ)∗.
4.3. Natural transformations. Reall that a transformation τ : ϕ0
∼
→ ϕ1
between two Lie groupoid homomorphisms ϕ0, ϕ1 : G → H is a smooth
mapping τ of the base manifold M of G into the manifold of arrows of H
suh that f0(x)
τ(x)
−−→ f1(x) for all x ∈M and
(4.9) ϕ1(g) · τ(x) = τ(x
′) · ϕ0(g)
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for all g ∈ G(1), g : x → x′. Suppose an ation S = (F, σ) ∈ R(H) is
given. Then we an apply τ ∗ to the isomorphism s∗F
σ
−→ t∗F to obtain an
isomorphism f ∗0F → f
∗
1F in the ategory T(M)
(4.10) f ∗0F
∼= τ ∗s∗F
τ∗σ
−−→ τ ∗t∗F ∼= f ∗1F .
By expressing (4.9) as an identity between suitable smooth maps, one sees
that (4.10) is atually an isomorphism of G-ations (between ϕ∗0S and ϕ
∗
1S).
Thus, we obtain an isomorphism of tensor funtors ϕ∗0 ≃ ϕ
∗
1.
4.4. Morita equivalenes. We observe next that the inverse image funtor
ϕ∗ : R(H) → R(G) assoiated with a Morita equivalene ϕ : G → H is
an equivalene of tensor ategories.
3
Clearly, this is tantamount to saying
that ϕ∗ is a ategorial equivalene. Although the proedure to obtain a
quasi-inverse ϕ! follows a well-known pattern, we review it for the reader's
onveniene. In fat, we know of no adequate standard referene for this
preise argument.
The ondition that the map (1.4) be a surjetive submersion will of ourse
be satised when ϕ(0) itself is a surjetive submersion. As a rst step, we show
how the task of onstruting a quasi-inverse may be redued to the speial
ase where ϕ(0) is preisely a surjetive submersion. To this end, onsider the
weak pullbak (see [14℄, pp. 123132)
P
χ

ψ
// G
ϕ

H
τ *2
H.
(4.11)
Let P be the base manifold of the Lie groupoid P. It is well-known (ibid.
p. 130) that the Lie groupoid homomorphisms ψ and χ are Morita equiva-
lenes with the property that the respetive base maps ψ(0) : P → M and
χ(0) : P → N are surjetive submersions. Now, if we prove that ψ∗ and χ∗
are ategorial equivalenes then, sine by (4.8) and the remarks ontained
in 4.3 we have natural isomorphisms
(4.12) χ∗
≃
−→ (ϕ ◦ ψ)∗
≃
←− ψ∗ ◦ ϕ∗,
the same will be true of ϕ∗.
From now on, we work under the hypothesis that the Morita equivalene
ϕ determines a surjetive submersion f : M → N on the base manifolds.
3
Reall that a tensor funtor Φ : C → D is said to be a tensor equivalene in ase
there exists a tensor funtor Ψ : D → C for whih there are tensor preserving natural
isomorphisms Ψ ◦ Φ ≃ IdC and Φ ◦Ψ ≃ IdD.
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This being the ase, there exists an open over of the manifold N = ∪
i∈I
Vi
by open subsets Vi suh that for eah of them one an nd a smooth setion
si : Vi →֒M to f . We x suh a over and suh setions one and for all.
Let an arbitrary objet R = (E, ̺) ∈ R(G) be given. For eah i ∈ I one
an take the pullbak Ei ≡ si
∗E ∈ T(Vi). Fix a ouple of indies i, j ∈ I.
Then, sine (1.3) is a pullbak diagram, for eah y ∈ Vi ∩ Vj there is exatly
one arrow g(y) : si(y) → sj(y) suh that ϕ(g(y)) = y. More preisely, let
y 7→ g(y) = gij(y) be the smooth mapping dened as the unique solution to
the following universal problem (in the C∞ ategory)
Vij
(si,sj)
''
gij
%%J
J
J
J
J
J u|Vij
##
G
(s,t)

ϕ
//H
(s,t)

M ×M
f×f
// N ×N ,
(4.13)
where u : N → H denotes the unit setion and Vij = Vi ∩ Vj. Then, putting
Ei|j = Ei|Vi∩Vj and Ej |i = Ej|Vi∩Vj , one may pull the ation ̺ bak along the
map gij so as to get an isomorphism θij : Ei|j
∼
→ Ej|i
θij = gij
∗̺ [mod ∼=℄(4.14)
in the ategory T(Vij). Next, from the obvious remark that for an arbitrary
third index k ∈ I one has gik|j = c ◦ (gjk|i, gij|k), where gik|j denotes the
restrition of gik to Vijk, and from the multipliative axiom ii) for ̺, it follows
that the system of isomorphisms {θij} onstitutes a oyle or desent
datum for the family {Ei}i∈I ∈ T
(∐
i∈I
Vi
)
relative to the at mapping∐
i∈I
Vi → N . Sine N is a paraompat manifold and T is a smooth parastak,
there exist an objet ϕ!E of T(N) and a system of isomorphisms θi : (ϕ!E)|i ≡
(ϕ!E)|Vi
∼
→ Ei in T(Vi) ompatible with {θij} in the sense that
θj |i
def
= θj |Vij = θij · θi|Vij = θij · θi|j. [mod
∼=℄(4.15)
For simpliity, let us put F = ϕ!E. Our next step will be to dene a
morphism σ ≡ ϕ!̺ : sH
∗F → tH
∗F whih is to provide the H-ation on F .
For eah pair Vi, Vi′ we introdue the abbreviation Hi,i′ = H(Vi, Vi′). We also
write Hij,i′j′ = H(Vij , Vi′j′). Then the subsets Hi,i′ ⊂ H
(1)
form an open over
of the manifold H(1). Now, let gi,i′ : Hi,i′ → G be the smooth map obtained
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by solving the following universal problem
Hi,i′
(s,t)

gi,i′
&&N
N
N
N
N
N
N
inlusion
##
Vi × Vi′
si×si′
--
G
(s,t)

ϕ
//H
(s,t)

M ×M
f×f
// N ×N .
(4.16)
We an use this map to dene a morphism σi,i′ : (sH
∗F )|i,i′ → (tH
∗F )|i,i′ in
the ategory T(Hi,i′)
σi,i′ = (tH|i,i′)
∗θi
−1 · gi,i′
∗̺ · (sH|i,i′)
∗θi. [mod ∼=℄(4.17)
By taking into aount the equality of mappings
(4.18) gi,i′|j,j′ = (gj′i′ ◦ tH|ij,i′j′) gj,j′|i,i′ (gji ◦ sH|ij,i′j′)
and the identities (4.14), (4.15) and (4.17), one sees that σi,i′ |j,j′ = σj,j′|i,i′ in
T(Hij,i′j′). Hene the morphisms σi,i′ glue together into a unique σ.
For any morphism a : R→ R′ in the ategory R(G), we obtain a morph-
ism ϕ!a : ϕ!R→ ϕ!R
′
by setting bi = si
∗a and by observing that
(4.19) θ′ij · bi|j = bj |i · θij in T(Vij).
In this way we get a funtor of R(G) into R(H). The onstrution of the
isomorphisms ϕ∗ ◦ ϕ! ≃ IdR(G) and ϕ! ◦ ϕ
∗ ≃ IdR(H) is left as an exerise.
5 Smooth Eulidean Fields
In order to get our reonstrution theory to work eetively, we need to make
further hypotheses on the type. We shall say that a smooth tensor stak F
is Eulidean or, for brevity, that F is a Eulidean stak, if it satises the
following axiomati onditions (5.15.7):
5.1. Axiom: tensor produt and pullbak. The anonial natural morphisms
(3.17) and (3.20) {
ΓE ⊗C∞
X
ΓE ′ → Γ(E ⊗E ′)
f ∗(ΓY F )→ ΓX(f
∗F )
are surjetive (= epimorphisms of sheaves).
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Thus, every loal smooth setion of E ⊗E ′ will possess, in the viinity
of eah point, an expression as a nite linear ombination with smooth o-
eients of setions of the form ζ ⊗ ζ ′. Similarly, given any partial smooth
setion of f ∗F , it will be possible to express it loally as a nite linear om-
bination with oeients in C∞X of setions of the form η ◦ f .
Suppose E is an objet of F(X). Let us onsider the evaluation map
ΓE(U) → Ex, ζ 7→ ζ(x) dened in 3.3 for a generi open neighbourhood U
of the point x. When U varies, these maps are evidently mutually ompatible,
hene on passing to the indutive limit they determine a linear map
(5.1) (ΓE)x → Ex, ζ 7→ ζ(x)
of the stalk of ΓE at x into the bre of E at the same point. We all this
map the evaluation (of germs) at x. It follows from the axiom that for any
stak of smooth elds the evaluation of germs at a point is a surjetive map.
Hene the values ζ(x) span the bre Ex.
5.2. Axiom: riterion for vanishing. Let a : E → E ′ be a morphism in
F(X). Suppose that ax : Ex → E
′
x is zero ∀x ∈ X . Then a = 0.
As a rst, immediate onsequene, one gets that an arbitrary setion
ζ ∈ ΓE(U) vanishes if and only if all the values ζ(u) are zero as u ranges over
U . Thus, smooth setions are haraterized by their values. Furthermore,
by ombining this axiom with the former, it follows that the funtor ΓX :
F(X)→ {sheaves of C∞X -modules} is faithful.
Eah morphism a : E → F in F(X) determines a family of linear maps
{ax : Ex → Fx} and a morphism of sheaves of C
∞
X -modules α ≡ Γa : ΓE →
ΓF . The link between these two piees of data is provided by the evaluation
maps (5.1). Namely, for every x, the stalk homomorphism αx and the linear
map ax are ompatible: the diagram
(ΓE)x
eval.

αx // (ΓF )x
eval.

Ex
ax // Fx
(5.2)
ommutes. In general, we say that a morphism of sheaves of modules α :
ΓE → ΓF and a family of linear maps {ax : Ex → Fx} are ompatible if
(5.2) ommutes for all x. Let us all a morphism α of sheaves of modules
representable if there exists a family of linear maps ompatible with α.
5.3. Axiom: representable morphisms. For eah representable morphism
α : ΓE → ΓF there exists an arrow a : E → F in F(X) with Γa = α.
This axiom will play a role in 6, where we need it in order to onstrut
morphisms of representations by means of brewise integration.
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We say that a form φ : E ⊗E∗ → 1 in the ategory F(X) is a metri (on E)
when for every point x the indued form on the bre Ex
(5.3) Ex ⊗C Ex
∗ → (E ⊗E∗)x
φx
−→ 1x ∼= C
is positive denite Hermitian.
5.4. Axiom: loal metris. Any objet E of the ategory F(X) supports
enough loal metris; that is to say, the open subsets U suh that one an
nd a metri on the restrition E|U over X .
In general, one an assume only loal metris to exist. Global metris
an be onstruted from loal ones provided smooth partitions of unity over
the manifold X are available.
Let φ be a metri on E. By a φ-orthonormal frame (for E) about a
point x ∈ X we mean a list of setions ζ1, . . . , ζd ∈ ΓE(U) dened over a
neighbourhood of x suh that for all u ∈ U the vetors ζ1(u), . . . , ζd(u) are
orthonormal in Eu and
(5.4) Span{ζ1(x), . . . , ζd(x)} = Ex.
We note that orthonormal frames for E exist about eah point x at whih the
bre Ex is nite dimensional. Indeed, by Axiom 5.1, over some neighbour-
hood V of x one an nd loal smooth setions ζ1, . . . , ζd with the property
that the vetors ζ1(x), . . . , ζd(x) form a basis for Ex. Sine for all v ∈ V
the vetors ζ1(v), . . . , ζd(v) are linearly dependent if and only if there is
a d-tuple of omplex numbers (z1, . . . , zd) with |z1|
2 + · · ·+ |zd|
2 = 1 and
d∑
i=1
ziζi(v) = 0, the ontinuous funtion
V × S2d−1 → R, (v; s1, t1, . . . , sd, td) 7→
∣∣∣∣ d∑
k=1
(sk + itk)ζk(v)
∣∣∣∣
must have a positive minimum at v = x, hene a positive lower bound on
a suitable neighbourhood U of x, so that ζ1(u), . . . , ζd(u) must be linearly
independent for all u ∈ U . At this point it is enough to apply the Gram
Shmidt proess in order to obtain an orthonormal frame over U .
Consider an embedding e : E ′ →֒ E of objets of F(X); that is to say,
a morphism suh that the linear map ex : E
′
x →֒ Ex is injetive for all x.
4
4
It follows immediately from Axiom 5.2 that an embedding is a monomorphism. The
onverse need not be true beause the funtor E 7→ Ex does not enjoy any exatness
properties. For example, let a be a smooth funtion on R suh that a(t) = 0 if and only
if t = 0. Then a, regarded as an element of End(1), is both mono and epi in F(R) while
a0 = 0 : C→ C is neither injetive nor surjetive.
28
Suppose there exists a global metri φ on the objet E. Also assume that E ′
is a loally trivial objet of loally nite rank. Then e admits a osetion,
i.e. there exists a morphism p : E → E ′ with p ◦ e = id . To prove this, note
rst of all that the metri φ indues a metri φ′ on E ′. For eah point x there
exists a φ′-orthonormal frame ζ ′1, . . . , ζ
′
d ∈ [ΓE
′](U) for E ′ about x, sine E ′x
is nite dimensional. Let ζ i be the omposite
(5.5) E|U ∼= E|U ⊗ 1U ∼= E|U ⊗ 1|U
∗ E|U⊗ζi
∗
−−−−−→ E|U ⊗E|U
∗ φ|U−−−−−→ 1U ,
where ζi ≡ [Γe(U)](ζ
′
i). Dene pU as (ζ
′
1 ⊕ · · · ⊕ ζ
′
d) · (ζ
1 ⊕ · · · ⊕ ζd) (or-
thogonal projetion onto E ′|U ). Our laim follows from Axiom 5.2.
By using the last remark, and one more the existene of loal orthonor-
mal frames, one an show that if the dimension of the bres of an objet E of
F(X) is nite and loally onstant over X then E is loally trivial of loally
nite rank.
5.5 Lemma (Let F be a Eulidean stak.) Let X be a paraompat
manifold and iS : S →֒ X a losed submanifold. Let E, F be objets of
F(X) and suppose that E ′ ≡ E|S is loally free of loally nite rank over
S. Put F ′ = F |S. Then every morphism a
′ : E ′ → F ′ in F(S) an be
extended to a morphism a : E → F in F(X).
Proof Fix a point s ∈ S. There exists an open neighbourhood A of s
in S suh that there is a trivialization E ′|A ≈ 1A ⊕ · · · ⊕ 1A over A. Let
ζ ′1, . . . , ζ
′
d ∈ ΓE
′(A) be the orresponding frame of loal setions. Also, let
U be any open subset of X suh that U ∩ S = A. After taking U and
A smaller about s if neessary, it is no loss of generality to assume, by
Axiom 5.1, that there are loal setions ζ1, . . . , ζd ∈ ΓE(U) with ζ
′
k = ζk ◦ iS,
k = 1, . . . , d. The values ζk(x), k = 1, . . . , d must be linearly independent
in the bre Ex beause the same is true of the values ζ
′
k(s), k = 1, . . . , d
in E ′s. This implies that if U is small enough then the morphism ζ ≡
ζ1 ⊕ · · · ⊕ ζd : 1U ⊕ · · · ⊕ 1U → E|U is an embedding and admits a osetion
p : E|U → 1U ⊕ · · · ⊕ 1U , as observed above.
Set η′k = [Γa
′(A)](ζ ′k) ∈ [ΓF
′](A). As before, it is no loss of generality to
assume that there are setions η1, . . . , ηd ∈ ΓF (U) with η
′
k = ηk ◦ iS. These
an be ombined into a morphism η : 1U ⊕ · · · ⊕ 1U → F |U (d-fold diret
sum). Then one an take the omposition
(5.6) E|U
p
−→ 1U ⊕ · · · ⊕ 1U
η
−→ F |U .
It is immediate to hek that the restrition of this morphism to the sub-
manifold A →֒ U oinides with a′|A, up to the anonial identiations
(E|U)|A ∼= E
′|A and (F |U)|A ∼= F
′|A.
One onludes the proof by using a partition of unity over X . q.e.d.
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5.6. Axiom: dimension. It is required of the anonial pseudo-tensor*
funtor F(⋆) −→ {complex vector spaces} (3.10) that
i) it is fully faithful;
ii) it fators through the subategory whose objets are the nite dimen-
sional vetor spaes, in other words the vetor spae E∗ (3.10) is nite
dimensional for all E in F(⋆);
iii) it is a genuine tensor* funtor, i.e. (3.7) and (3.8) are isomorphisms of
sheaves for X = ⋆.
It follows from this axiom that the funtor E 7→ Ex is a true tensor*
funtor (in general it is only a pseudo-tensor* funtor).
We shall say that an objet E in F(X) is loally nite if the sheaf ΓE is a
loally nitely generated C∞X -module; in other words, E is loally nite if
the manifold X admits a over by open subsets U suh that for eah of them
there is an epimorphisms of sheaves of modules
(5.7) C
∞
U ⊕ · · · ⊕ C
∞
U
epi
−−−−−→ (ΓE)|U .
5.7. Axiom: loal niteness. For every manifold X , all the objets of the
ategory F(X) are loally nite.
5.8. Example: smooth Hilbert elds. By a smooth Hilbert eld we mean
an objet H onsisting of a family {Hx} of omplex Hilbert spaes indexed
by the set of points of a manifold X and a sheaf ΓH of C∞X -modules of loal
setions of {Hx} subjet to the following onditions:
i) {ζ(x) : ζ ∈ (ΓH )x}, where (ΓH )x indiates the stalk at x, is a dense
linear subspae of Hx;
ii) for eah open subset U , and for all setions ζ, ζ ′ ∈ ΓH (U), the funtion
〈ζ, ζ ′〉 on U dened by u 7→ 〈ζ(u), ζ ′(u)〉 is smooth.
We refer to the manifold X as the base of H ; we will also say that H is a
smooth Hilbert eld over X . Let H and H ′ be smooth Hilbert elds over a
manifold X . A morphism of H into H ′ is a family of bounded linear maps
{ax : Hx → H
′
x} indexed by the set of points of X suh that for eah open
subset U and for eah ζ ∈ ΓH (U) the setion over U given by u 7→ au · ζ(u)
belongs to ΓH ′(U). Smooth Hilbert elds over X and their morphisms form
a ategory whih we shall denote by Hilb∞(X).
Suppose H and G are Hilbert elds over a manifold X . Consider the
bundle of tensor produts {Hx ⊗Gx}. For any pair of setions ζ ∈ [ΓH ](U)
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and η ∈ [ΓG ](U) we let ζ ⊗ η denote the setion of the bundle {Hx ⊗Gx}
dened over U by u 7→ ζ(u)⊗ η(u). The orrespondene
(5.8) U 7→ C∞(U)
{
ζ ⊗ η : ζ ∈ [ΓH ](U), η ∈ [ΓG ](U)
}
denes a sub-presheaf of the sheaf of setions of {Hx ⊗Gx}. [Here
C∞(U){· · · } stands for the C∞(U)-module spanned by {· · · }.℄ Let H ⊗ G
denote the Hilbert eld over X given by the bundle {Hx ⊗Gx} together with
the sheaf of setions generated by the presheaf (5.8). We all H ⊗ G the
tensor produt of H and G . Observe that for all morphisms H
α
−→ H ′ and
G
β
−→ G ′ of Hilbert elds over X the bundle of bounded linear maps {ax ⊗ bx}
yields a morphism α⊗ β of H ⊗ G into H ′ ⊗ G ′.
One gets the onjugate eld H ∗ of a Hilbert eld H by taking the bundle
{Hx
∗} of onjugate spaes along with the loal setions of H regarded as
loal setions of {Hx
∗}.
With the obvious tensor unit and the obvious ACU onstraints, these
operations turn Hilb∞(X) into a tensor* ategory. It remains to dene a
tensor* funtor f ∗ : Hilb∞(Y )→Hilb∞(X) for eah smooth map f : X → Y ,
along with suitable bred tensor ategory onstraints.
Let G be a Hilbert eld over Y . The pull-bak of G along f , to be denoted
by f ∗G , is the smooth Hilbert eld over X whose assoiated bundle of Hilbert
spaes is {Gf(x)} and whose assoiated sheaf of setions is generated by the
following presheaf of setions of the bundle {Gf(x)}:
(5.9) U 7→ C∞X (U)
{
η ◦ f : η ∈ [ΓG ](V ), V ⊃ f(U)
}
.
For every morphism β : G → G ′ of Hilbert elds over Y , the family of
bounded linear maps {bf(x)} denes a morphism f
∗β : f ∗G → f ∗G ′ of Hilbert
elds over X . The operation G 7→ f ∗G denes a strit tensor* funtor of
Hilb∞(Y ) into Hilb∞(X), in other words one has the identities
f ∗(G ⊗ G ′) = f ∗G ⊗ f ∗G ′, f ∗(1Y ) = 1X and f
∗(G ∗) = (f ∗G )∗.
Finally, the identities of tensor* funtors
(g ◦ f)∗ = f ∗ ◦ g∗ and idX
∗ = Id
provide the required bred tensor ategory onstraints.
The bred tensor ategory X 7→ Hilb∞(X) is a smooth tensor stak
satisfying Axioms 5.1, 5.2 and 5.4. However, as it does not satisfy the other
axioms, it is not an example of a Eulidean stak.
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5.9. Example: smooth Eulidean elds. Let Euc∞(X) denote the full sub-
ategory of Hilb∞(X) onsisting of all E whose assoiated sheaf of setions
ΓE is loally nite. We refer to the objets of this subategory as smooth
Eulidean elds (over X).
Observe that Euc∞(X) is a tensor* subategory of Hilb∞(X). Indeed,
sine the smooth tensor stak of smooth Hilbert elds satises Axiom 5.1,
the loally nite C∞X -module ΓE ⊗C∞X ΓE
′
surjets onto the C∞X -module
Γ(E ⊗ E ′). For similar reasons, for any map f : X → Y the pullbak funtor
f ∗ : Hilb∞(Y )→Hilb∞(X) must arry Euc∞(Y ) into Euc∞(X).
The smooth tensor stak X 7→ Euc∞(X) also satises Axioms 5.3, 5.6
and 5.7 and is therefore Eulidean.
6 Constrution of Equivariant Maps
Let F denote an arbitrary Eulidean stak. F is to be regarded as xed
throughout the entire setion.
6.1 Lemma Let G be a (loally) transitive Lie groupoid, and let X
be its base manifold. Take an arbitrary representation (E, ̺) ∈ RF(G).
Then E is loally trivial in F(X).
Proof Loal transitivity means that the mapping (s , t) : G → X ×X is
a submersion. Fix a point x ∈ X . Sine (x, x) lies in the image of the map
(s , t), the latter admits a loal smooth setion U × U → G over some open
neighbourhood of (x, x). Let us onsider the restrition g : U → G of this
setion to U = U × {x}.
Let x : ⋆ → X denote the map ⋆ 7→ x. By Axiom 5.6, there is a
trivialization for x∗E in F(⋆). We pull ̺ bak to U along the smooth map g,
and observe that there is a unique fatorization of t ◦ g through ⋆ (ollapse
c : U → ⋆ followed by x : ⋆→ X). Sine ̺ is an isomorphism,
E|U = iU
∗E = (s ◦ g)∗E ∼= g∗s∗E
g∗̺
−−−→ g∗t∗E ∼= (t ◦ g)∗E =
= (x ◦ c)∗E ∼= c∗(x∗E) ≈ c∗(1⊕ · · · ⊕ 1) = 1U ⊕ · · · ⊕ 1U
provides a trivialization for E|U in F(U). q.e.d.
Let iS : S →֒ X be an invariant immersed submanifold. The pullbak G|S
of G along iS is well-dened and is a Lie subgroupoid of G.
5
[Observe that
5
In general, a Lie subgroupoid is a Lie groupoid homomorphism (ϕ, f) suh that both
ϕ and f are injetive immersions; ompare for instane [15℄.
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G|S = G
S = sG
−1(S).℄ In the speial ase of an orbit immersion, G|S will be
transitive over S. Then the lemma says that for any (E, ̺) ∈ ObR(G) the
restrition E|S is a loally trivial objet of F(S).
6.2. Alternative desription of representations. The notion of representation
with whih we have been working so far is ompletely intrinsi. We were
able to prove all results by means of purely formal arguments involving only
manipulations of ommutative diagrams. For the purposes of the present
setion, however, we have to hange our point of view.
Let G be a Lie groupoid. Consider a representation s∗E
̺
−→ t∗E of G.
Eah arrow g determines a linear map ̺(g) : Es(g) → Et(g) dened via the
ommutativity of the diagram
[g∗s∗E]∗
[g∗̺]∗

[∼=]∗
// [s(g)∗E]∗
def Es(g)
̺(g)




[g∗t∗E]∗
[∼=]∗
// [t(g)∗E]∗
def Et(g)
(6.1)
[the notation (3.10) is in use℄. It is routine to hek that the onditions i)
and ii) in the denition of a representation (beginning of 4) imply that the
orrespondene g 7→ ̺(g) is multipliative, i.e. that ̺(g′g) = ̺(g′) ◦ ̺(g) and
̺(x) = id for all points x of the base manifold X .
Fix an arbitrary arrow g0. Let ζ ∈ ΓE(U) be a setion, dened over
a neighbourhood of s(g0) in X . Reall that, aording to (3.18), ζ will
determine a setion ζ ◦ s ∈ ΓG(s
∗E)(GU) at whih the morphism of sheaves
of modules Γ̺ an be evaluated so as to get a setion of t∗E over GU . Now,
Axiom 5.1 implies that there exists an open neighbourhood Γ of g0 in G
U
over whih the latter setion an be expressed as a nite linear ombination
with oeients in C∞(Γ) of setions of the form ζ ′i ◦ t , with ζ
′
i (i = 1, · · · , d)
dened over t(Γ). In symbols,
(6.2)
[
Γ̺ (Γ)
]
(ζ ◦ s|Γ) =
d∑
i=1
ri(ζ
′
i ◦ t)|Γ,
with r1, . . . , rd ∈ C
∞(Γ) and ζ ′1, . . . , ζ
′
d ∈ [ΓE][t(Γ)]. This equality an be
evaluated at g ∈ Γ to get
(6.3) ̺(g) · ζ(sg) =
d∑
i=1
ri(g)ζ
′
i(tg).
By Axiom 5.3, any multipliative operation g 7→ ̺(g), loally of the form
(6.3), omes from a representation of G on E.
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6.3. Preliminary extension. Suppose G proper hereafter. Fix a point x0 ∈ X ,
and let G0 denote the isotropy group at x0. It is evident from (6.3) that
(6.4) ̺0 : G0 → GL(E0), g 7→ ̺(g)
is a ontinuous representation of the ompat Lie group G0 on the nite
dimensional vetor spae E0 (the bre of E at x0).
Suppose another G-ation (F, σ) is given, along with some G0-equivariant
linear map A0 : E0 → F0. Let S0 →֒ X be the orbit through x0. Our
remarks about Morita equivalenes in 4 say there exists a unique morphism
A′ : (E ′, ̺′) → (F ′, σ′) in R(G ′) [the primes here signify that we are taking
the orresponding restritions to S0℄ suh that (A
′)0 = A0. In fat, for every
point z ∈ S0 and arrow g ∈ G(x0, z), one has
(6.5) (A′)z = σ(g) · A0 · ̺(g)
−1 : Ez → Fz.
By Lemma 6.1, E ′ is a loally trivial objet of F(S0). Then Lemma 5.5 yields
a global morphism a : E → F extending A′ and hene, a fortiori, A0. We
proeed to average out this a to make it G-equivariant, as follows.
6.4. Averaging operators. Fix an arbitrary (right invariant, normalized)
Haar system µ = {µx} on the (proper) Lie groupoid G. We shall onstrut,
for eah pair of G-ations R = (E, ̺) and S = (F, σ), a linear operator
(6.6) Av = Avµ : HomF(M)(E, F )→ HomR(G)(R, S)
(averaging operator), with the property that Av(a) = a whenever a already
belongs to HomR(G)(R, S). More generally, if S is an invariant submanifold
over whih a restrits to an equivariant morphism, Av(a)|S = a|S.
We start from a very simple remark. Suppose setions ζ ∈ ΓE(U) and
η1, . . . , ηn ∈ ΓF (U) are given suh that η1, . . . , ηn are loal generators for ΓF
over U . Then for eah g0 ∈ G
U
there exists an open neighbourhood Γ ⊂ GU
of g0 along with smooth funtions φ1, . . . , φn on Γ suh that
(6.7) σ(g)−1 · at(g) · ̺(g) · ζ(sg) =
n∑
j=1
φj(g)ηj(sg)
for all g ∈ Γ. To see this, note thatas observed in (6.3)there are an
open neighbourhood Γ of g0 in G
U
and loal smooth setions ζ ′1, . . . , ζ
′
m of
E over U ′ = t(Γ) suh that ̺(g)ζ(sg) =
m∑
i=1
ri(g)ζ
′
i(tg) for some funtions
r1, . . . , rm ∈ C
∞(Γ). For i = 1, . . . , m, put η′i = Γa(U
′)(ζ ′i) ∈ ΓF (U
′). Sine
Γ−1 is a neighbourhood of g0
−1
, by using the hypothesis that the ηj 's are
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generators we an also assume Γ to be so small that for eah i = 1, . . . , m
there exist s1,i, . . . , sn,i ∈ C
∞(Γ−1) with σ(g−1)η′i(tg) =
n∑
j=1
sj,i(g
−1)ηj(sg)
for eah g ∈ Γ. This proves (6.7).
Put α = Γa. We an use the last remark to obtain a new morphism of
sheaves of modules α˜ : ΓE → ΓF , as follows. Let ζ be a loal setion of
E dened over an open subset U so small that by Axiom 5.7 there exists a
system η1, . . . , ηn of loal generators for ΓF over U . For eah g0 ∈ G
U
, selet
an open neighbourhood Γ(g0) along with smooth funtions φ
g0
1 , . . . , φ
g0
n ∈
C∞
(
Γ(g0)
)
satisfying (6.7). Then hoose a smooth partition of unity over
GU {θi : i ∈ I} subordinated to the Γ(g0), and put
(6.8) α˜(U)(ζ) =
n∑
j=1
Φjηj where Φj(u) =
∫
Gu
∑
i∈I
θi(g)φ
i
j(g) dµ
u(g).
Some arbitrary hoies are involved here, so one has to make sure that this
is a good denition. If we look at (6.7) for x = s(g) xed, we reognize that
the operation g 7→ σ(g)−1 · at(g) · ̺(g) · ζ(x) denes a smooth mapping on the
manifold Gx with values in the nite dimensional vetor spae Fx. For eah
v ∈ Ex, there is some loal setion ζ about x suh that ζ(x) = v, so one is
allowed to take the integral
(6.9) κx(v) =
∫
Gx
σ(g)−1 · at(g) · ̺(g) · v dµ
x(g).
This denes, for eah base point x, a linear map κx : Ex → Fx. Now,
[α˜(U)(ζ)](u) =
n∑
j=1
Φj(u)ηj(u) =
n∑
j=1
∫
Gu
∑
i∈I
θi(g)φ
i
j(g) dµ
u(g) ηj(u)
=
∫
Gu
∑
i∈I
θi(g)
n∑
j=1
φij(g)ηj(sg) dµ
u(g)
=
∫
Gu
∑
i∈I
θi(g)
[
σ(g)−1 · at(g) · ̺(g) · ζ(sg)
]
dµu(g)
= κu · ζ(u).
It follows from Axiom 5.2 that the setion α˜(U)(ζ) in (6.8) does not depend
on any of the auxiliary hoies we made in order to dene it (as the κu don't).
We dene Av(a) as the unique morphism a˜ : E → F with Γ(a˜) = α˜.
[Its existene follows from the preeding omputation and Axiom 5.3, its
uniqueness from Axiom 5.2.℄ It remains to show that Avµ is a projetion
operator onto HomR(G)(R, S). We will leave the veriation to the reader.
Summing up 6.3 and 6.4, one gets
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6.5 Proposition Suppose G is proper, and let x0 be a base point.
For eah pair of G-ations R = (E, ̺) and S = (F, σ), and for eah G0-
equivariant linear map A0 : E0 → F0, there exists in R(G) a morphism
a : R→ S extending A0.
By applying the averaging operator to a randomly hosen Hermitian metri,
we get the existene of invariant metris
6.6 Proposition Let R = (E, ̺) be a representation of a proper Lie
groupoid G. Then there exists a G-invariant metri on E, that is, a metri
on E whih is at the same time a morphism R ⊗R∗ → 1 in R(G).
By a ̺-invariant partial setion of E over an invariant submanifold S of the
base of G we mean a setion of E|S over S whih is at the same time a
morphism in R(G|S). Lemma 5.5 in ombination with 6.4 yields
6.7 Proposition Let S be a losed invariant submanifold of the base of
a proper Lie groupoid G. Let R = (E, ̺) be a representation of G. Then
eah ̺-invariant partial setion of E over S an be extended to a global
̺-invariant setion of E.
A funtion ϕ dened on an arbitrary subset S of a manifold X is alled
smooth when for eah x ∈ X one an nd an open neighbourhood U of x in
X and a smooth funtion on U whih agrees with ϕ on U ∩ S.
6.8 Proposition Let S be an invariant subset of the base manifoldX of
a proper Lie groupoid G. Suppose ϕ is a smooth invariant (viz. onstant
along the G-orbits) funtion on S. Then there exists a smooth invariant
funtion extending ϕ on all of X .
Proof Average out any smooth extension of ϕ obtained by means of a
partition of unity over X . q.e.d.
7 C∞ Fibre Funtors
We keep on working with a generi Eulidean stak F. Let M be a paraom-
pat smooth manifold.
7.1 Denition By a bre funtor (of type F) over M , or with base M , we
mean a faithful tensor* funtor
(7.1) ω : C −→ F(M)
dened on some tensor* ategory C.
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When a bre funtor ω is assigned over M , one an onstrut a groupoid
T (ω) having the points of M as base points. Under reasonable assumptions,
it is possible to endow T (ω) with a natural struture of topologial group-
oid; the hoie of a topology is ditated by the idea that the objets of C
should give rise to ontinuous representations of T (ω) and that, vie versa,
ontinuity of these representations should be enough to haraterize the to-
pology. An improvement of the same idea leads one to introdue a ertain
C∞ funtional struture on the spae of arrows of T (ω). (Reall 1.1 and
1.2.) When T (ω) is a C∞-groupoid relative to this partiular C∞-struture,
we say that ω is a C∞ bre funtor. In detail, these onstrutions read as
follows.
7.2. The Tannakian groupoid T (ω). Let x be a point ofM ; the same symbol
will be used to denote the orresponding (smooth) map ⋆ → M . Consider
the tensor* funtor (fr 3.3 and 5.6)
(7.2) F(M) −→ {vector spaces} , E 7→ Ex.
Let ωx denote the omposite tensor* funtor
(7.3) C
ω
−−→ F(M)
(-)x
−−→ {vector spaces} , R 7→ (ω(R))x.
We dene two groupoids T (ω;C) and T (ω;R) over M by putting
(7.4)
T (ω;C)(x, x′) = Iso⊗(ωx,ωx′) and T (ω;R)(x, x
′) = Iso⊗,∗(ωx,ωx′)
where x, x′ ∈ M . (Reall that the right-hand term in the seond equality
denotes the set of all self-onjugate tensor preserving natural isomorphisms.)
By setting (λ′ · λ)(R) = λ′(R) ◦ λ(R) and x(R) = id , in eah ase we obtain
a struture of groupoid over M . The relationship between T (ω;C) and its
subgroupoid T (ω;R) an be laried by introduing the onjugation invo-
lution of T (ω;C): this sends an arrow λ to the arrow λ dened by setting
λ(R) = λ(R∗)∗ [up to ∼=℄. The elements of T (ω;R) are the xed points of
the onjugation involution.
The groupoid T (ω;R) shall be referred to as the Tannakian groupoid
(assoiated with ω). We will abbreviate T (ω;R) into T (ω).
7.3. Representative funtions. Let R ∈ Ob(C) be arbitrary and let φ be
any metri on ω(R). For eah pair of global setions ζ, ζ ′ ∈ Γ(ωR)(M) we
introdue the funtion
(7.5) rR,φ,ζ,ζ′ : T (ω)→ C, λ 7→
〈
λ(R) · ζ(sλ), ζ ′(tλ)
〉
φ
def
= φt(λ)
(
λ(R) · ζ(sλ), ζ ′(tλ)
)
.
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We put
(7.6) R = {rR,φ,ζ,ζ′ : R ∈ Ob(C), φ metri on ω(R), ζ, ζ
′ ∈ Γ(ωR)(M)}.
We all the elements of R representative funtions. Observe that R is a
omplex algebra of funtions on T (ω), losed under the operation of taking
the omplex onjugate. This implies that the real and imaginary parts of
any funtion of R also belong to R. Thus, if we let R[R] ⊂ R denote the
subset of all real valued funtions, we have R = C⊗ R[R].
7.4. Topology and C∞-struture. We endow T (ω) with the smallest topology
making all representative funtions ontinuous. As a onsequene of the
existene of metris on any objet of F(M), the topologial spae T (ω) is
neessarily Hausdor. The funtions in R[R] generate a funtional struture
on the spae T (ω). One an omplete this funtional struture to a C∞-
struture R∞ as explained in 1.1.
We remark that the soure map of the groupoid T (ω) is a morphism of
C∞-spaes relative to the C∞-struture R∞. The same statement is true of
the target map and the unit setion. However, without stronger assumptions
on the bre funtor ω we are at present unable to show that T (ω) is a C∞-
groupoid relative to R∞. It might be the ase that not every bre funtor is
C∞. We will see later on that the standard forgetful funtor assoiated with
a reexive groupoid is always a C∞ bre funtor. This is in fat the only
ase of interest in onnetion with the proof of our reonstrution theorem.
7.5. Invariant metris. Let R ∈ Ob(C). We say that a metri φ on ω(R)
is ω-invariant if there is a Hermitian form m : R⊗ R∗ → 1 suh that φ
oinides with the indued form
(7.7) ω(R)⊗ ω(R)∗ ∼= ω(R⊗ R∗)
ω(m)
−−−→ ω(1) ∼= 1.
Note that, by the faithfulness of ω, there is at most one suh m.
7.6 Denition A bre funtor ω : C −→ F(M) will be alled proper if
i) the ontinuous mapping (s , t) : T (ω)→ M ×M is proper, and
ii) for every R ∈ Ob(C), the objet ω(R) supports an ω-invariant metri.
We an express the seond ondition more suintly by saying that there
are enough ω-invariant metris.
7.7. Example. As an example of a proper bre funtor, we mention [reall
4℄ the standard forgetful funtor FG : R(G) → F(M) assoiated with the
representations of type F of a proper Lie groupoid G over M .
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To begin with, we observe that there is a homomorphism of groupoids
(7.8) G −→ T (FG)
whih sends g to the natural transformation assigning eah objet (E, ̺) of
the ategory R(G) the isomorphism ̺(g) [fr 6.2℄. This homomorphism is
evidently a morphism of C∞-spaes and, in partiular, a ontinuous map.
It will be established in the next setion that (7.8) is a surjetion. The
properness of (s , t) : T (FG)→ M ×M is then an immediate onsequene of
the properness of (s , t) : G → M ×M . The existene of enough invariant
metris has been proved in the preeding setion (Proposition 6.6).
Let R ′ ⊂ R be the set of all representative funtions of the form rR,φ,ζ,ζ′
where φ is an ω-invariant metri. Note that R ′ is a subalgebra of R losed
under omplex onjugation.
7.8 Lemma Let ω be a proper bre funtor. Then the topology intro-
dued in 7.4 oinides with the smallest topology on T (ω) making all
the elements of R ′ ontinuous.
Proof The algebra of ontinuous funtions R ′ separates points beause
of the existene of enough ω-invariant metris. Then, for every open subset
Ω with ompat losure the involutive subalgebra R ′Ω ⊂ C
0(Ω) formed by
the restritions to the losure Ω of elements of R ′ is dense in the subspae
RΩ = {r|Ω : r ∈ R} with respet to the sup-norm, as a onsequene of the
StoneWeierstrass theorem.
The subsets of the form T (ω)|U×U ′, where U and U
′
are open subsets of
M with ompat losure, are ertainly open and of ompat losure, as well
as open relative to the topology assoiated with R ′. Let Ω be any one of
these open subsets. We laim that both topologies agree on Ω. Indeed, for
eah r ∈ R the restrition r|Ω must be a uniform limit of funtions whih
are ontinuous for the R ′ topology, and hene r itself must be a ontinuous
funtion for the R ′ topology. q.e.d.
7.9. Remark. Eah arrow λ of the groupoid T (ω) ats as a unitary trans-
formation with respet to all ω-invariant metris. More expliitly, for every
R ∈ Ob(C) and ω-invariant metri φ on ω(R) one has
(7.9)
〈
λ(R)v, λ(R)v′
〉
φ = 〈v, v
′〉φ.
We use this remark in the proof of the following
7.10 Proposition Let ω be a proper bre funtor. Then T (ω) is a
topologial groupoid.
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Proof (a) Continuity of the inverse map i . By Lemma 7.8, it sues
to prove that the omposite r ◦ i is ontinuous for every r = rR,φ,ζ,ζ′ with φ
ω-invariant. This is lear, for by Remark 7.9
rR,φ,ζ,ζ′ ◦ i = (rR,φ,ζ′,ζ).
(b) Continuity of the omposition map c. We start with a preliminary
observation.
Let R ∈ Ob(C). Let φ be any ω-invariant metri on ω(R). For any given
arrow λ : x → x′ in T (ω) we an x a loal φ-orthonormal frame ζ ′1, . . . , ζ
′
d
of setions dened over some neighbourhood U ′ of x′. [See 5.4.℄ Choose an
open neighbourhood Ω of λ suh that t(Ω) ⊂ U ′. Let ζ be a global setion of
ω(R) and let Φi (i = 1, . . . , d) be arbitrary ontinuous funtions on Ω. The
funtion
(7.10) µ 7→
∣∣∣∣µ(R) · ζ(sµ)− d∑
i=1
Φi(µ)ζ
′
i(tµ)
∣∣∣∣
is ertainly ontinuous; indeed, by (7.9), its square is
∣∣ζ(sµ)∣∣2 − 2∑
i
ℜe
[
Φi(µ)
〈
µ(R)ζ(sµ), ζ ′i(tµ)
〉]
+
d∑
i=1
∣∣Φi(µ)∣∣2.
Upon making the substitution Φi(µ) =
〈
µ(R)ζ(sµ), ζ ′i(tµ)
〉
in (7.10), we get
a funtion vanishing at λ sine by onstrution the vetors ζ ′i(x
′) onstitute
an orthonormal basis.
Now, we have to hek the ontinuity of all funtions of the form
(7.11) (µ′, µ) 7→ (rR,φ,ζ,η ◦ c)(µ
′, µ) =
〈
µ′(R) · µ(R) · ζ(sµ), η(tµ′)
〉
φ
with φ ω-invariant. Let x
λ
−→ x′
λ′
−→ x′′ be any pair of omposable arrows.
By the foregoing observation and (7.9), we see that for eah ǫ > 0 there is a
neighbourhood Ωǫ of λ suh that for all omposable (µ
′, µ) with µ ∈ Ωǫ the
value of the funtion (7.11) at (µ′, µ) diers from
d∑
i=1
rR,φ,ζ,ζ′i(µ)
〈
µ′(R) · ζ ′i(sµ
′), η(tµ′)
〉
φ =
d∑
i=1
rR,φ,ζ,ζ′i(µ)rR,φ,ζ′i,η(µ
′)
by Cǫ at most, where C is a positive bound for the φ-norm of the setion η
in a given neighbourhood of x′′. q.e.d.
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8 Proof of the Reonstrution Theorem
We start with some results whih hold for an arbitrary Eulidean stak F. We
introdue the shorthand T (G) for the Tannakian groupoid assoiated with
the standard forgetful funtor (of type F) of a Lie groupoid G.
8.1. The enveloping homomorphism. The anonial homomorphism
(8.1) πG : G −→ T (G)
is dened by means of the identity πG(g)(E, ̺) = ̺(g). [Reall Example 7.7.℄
We shall refer to πG as the enveloping homomorphism (of type F) of G.
8.2 Theorem Let G be a proper Lie groupoid. Then the enveloping
homomorphism of G is a surjetion.
Proof To begin with, we prove that whenever G(x, x′) is empty, so must
be T (G)(x, x′). Let ϕ : Gx ∪ Gx′ → C be the funtion whih takes the value
one on the orbit Gx and the value zero on the orbit Gx′. This funtion is
well-dened, beause G(x, x′) is empty. By Corollary 6.8, there is a global
invariant smooth funtion Φ extending ϕ. Being invariant, Φ determines
an endomorphism a of the trivial representation 1 ∈ ObR(G) suh that
az = Φ(z)id for all z (thus, in partiular, ax = id and ax′ = 0). Now,
suppose λ ∈ T (G)(x, x′). Beause of the naturality of λ, the existene of the
morphism a ontradits the invertibility of the linear map λ(1).
We are therefore redued to proving that the indued isotropy homo-
morphisms πG|x : G|x → T (G)|x are surjetive. This is now a diret onse-
quene of Propositions 2.3 and 6.5. q.e.d.
8.3 Denition We say that a Lie groupoid G is reexive or self-dual
(relative to F) when its enveloping homomorphism is an isomorphism of to-
pologial groupoids.
8.4 Theorem Let G be a proper Lie groupoid. Then in order that
G may be reexive it is enough that its enveloping homomorphism be
injetive.
Proof The ontinuity of πG is obvious, hene what we really have to
show is that for eah open subset Γ of G and for eah point g0 ∈ Γ the image
πG(Γ) is a neighbourhood of πG(g0) in T (G).
Let g0 ∈ G(x0, x0
′). We start by observing that it is possible to nd a
representation R = (E, ̺) whose assoiated x0-th isotropy homomorphism
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̺0 : G|0 → GL(E0) is injetive. [Compare the proof of Proposition 2.3 and
also 4.1.℄ Fix an arbitrary metri φ on E and loal φ-orthonormal frames
ζ1, . . . , ζd about x0 and ζ
′
1, . . . , ζ
′
d about x0
′
.
Choose any ompatly supported smooth funtion 0 ≦ a ≦ 1, resp. 0 ≦ a′ ≦ 1
with support lying lose enough to x0, resp. x0
′
and suh that a(z) = 1 ⇔
z = x0, resp. a
′(z) = 1⇔ z = x0
′
. Then put
̺i,i′
def
= ri,i′ ◦ πG
def
= rR,φ,ζi,ζ′i′ ◦ πG , and ̺ι,ι′
def
= rι,ι′ ◦ πG
def
= (a ◦ sG)(a
′ ◦ tG)
with ι = 0 or ι′ = 0. Finally, let ωι,ι′ = ̺ι,ι′(g0) for 0 ≦ ι, ι
′ ≦ d.
We laim that there exist open disks Dι,ι′ , with Dι,ι′ enirling the om-
plex number ωι,ι′, whih satisfy
(8.2)
⋂
0≦ι,ι′≦d
̺ι,ι′
−1(Dι,ι′) ⊂ Γ.
One this laim is proven, the statement that πG(Γ) is a neighbourhood of
πG(g0) will be proven as well. Indeed, by Theorem 8.2 we have
⋂
rι,ι′
−1(Dι,ι′) = πG πG
−1
(⋂
rι,ι′
−1(Dι,ι′)
)
= πG
(⋂
̺ι,ι′
−1(Dι,ι′)
)
where eah rι,ι′
−1(Dι,ι′) is an open neighbourhood of πG(g0) in T (G).
In order to establish (8.2), we x for eah 0 ≦ ι, ι′ ≦ d a dereasing
sequene of open disks entred at ωι,ι′
(8.3) · · · ⊂ Dι,ι′
p+1 ⊂ Dι,ι′
p ⊂ · · · ⊂ Dι,ι′
1 ⊂ C
with radius onverging to zero. If we agree that Dι,ι′
1
has radius
1
2
then
Σp
def
=
⋂
rι,ι′
−1
(
Dι,ι′
p
)
− Γ (p = 1, 2, . . .)(8.4)
is a losed subset of the ompat spae G(K,K ′) where K = supp a and
K ′ = supp a′. The intersetion
∞
∩
p=1
Σp is empty beause of the injetivity of
the map G(x0, x0
′) → Iso(Ex0, Ex0′), g 7→ ̺(g) and the hoie of a, a
′
. Thus,
there must be some p suh that Σp = ∅. This proves the laim. q.e.d.
In 7.7, we remarked on passing that πG is a morphism of C
∞
-spaes. This
is in fat true for an arbitrary, not neessarily proper Lie groupoid G. One
may wonder whether more an be said when G is reexive.
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Hereafter we shall freely make use of some notation introdued in the
ontext of the preeding proof. We dene the smooth mappings
(8.5) ̺ζ1,...,ζd
ζ′1,...,ζ
′
d
: G −→ M ×M × End(Cd),
g 7→
(
s(g); t(g); ̺1,1(g), . . . , ̺i,i′(g), . . . , ̺d,d(g)
)
,
where M is the base of G, and introdue the abbreviations ζ ≡ ζ1, . . . , ζd,
ζ ≡ ζ ′1, . . . , ζ
′
d. If the homomorphism πG is faithful, Lemma 2.4 implies that
for eah arrow g0 there exists a representation R = (E, ̺) suh that the map
G(x0, x0
′) −→ Iso(Ex0, Ex0′), g 7→ ̺(g) beomes injetive when restrited to
a suiently small open neighbourhood of g0.
8.5 Lemma Suppose the map G(x0, x0
′) → Iso(Ex0, Ex0′), g 7→ ̺(g) is
injetive near g0. Then (8.5) is an immersion at g0.
Proof Fix open balls U and U ′ entred at x0 and x0
′
respetively, so
small that the setions ζ1, . . . , ζd (resp. ζ
′
1, . . . , ζ
′
d) form a loal orthonormal
frame for E over U (resp. U ′). Up to a loal dieomorphism, the map (8.5)
has the following form near g0, provided U is hosen small enough:
(8.6) U × Rk → U × U ′ × End(Cd), (u, v) 7→
(
u; u′(u, v);̺(u, v)
)
,
where ̺(g) denotes the matrix {̺i,i′(g)}1≦i,i′≦d. Evidently, (8.6) is immersive
at g0 = (x0, 0) if and only if the partial map v 7→
(
u′(x0, v);̺(x0, v)
)
is
immersive at zero. We are therefore redued to showing that the restrition
of (8.5) to G(x0, -) is immersive at g0.
Let G be the isotropy group of G at x0. By hoosing a loal equivari-
ant trivialization G(x0, S) ≈ S ×G where S is a submanifold of U
′
passing
through x0
′
, the restrition of (8.5) to G(x0, -) takes the form
(8.7) S ×G→ U ′ × End(Cd), (s, g) 7→
(
s;̺(s, g)
)
.
This map is immersive at g0 = (x0
′, e) if and only if so is at e the partial map
g 7→ ̺(x0
′, g), where e is the unit of the group G. Thus, it sues to show
that the isotropy representation G→ GL(Ex0) indued by ̺ is immersive at
e. By hypothesis, this representation is injetive in an open neighbourhood
of e and hene our laim follows at one. q.e.d.
Let an arrow λ0 ∈ T (G) be given. We ontend that there exists some open
neighbourhood Ω of λ0 suh that (Ω,R
∞
Ω ) is isomorphi, as a C
∞
-spae, to
a smooth manifold (X,C∞X ).
Sine G is reexive, there is a unique g0 ∈ G suh that λ0 = πG(g0).
By Lemma 8.5 and the remarks preeding it, we an nd some R for whih
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there exists an open neighbourhood Γ of g0 in G suh that ̺
ζ
ζ′ indues a
dieomorphism of Γ onto a submanifold X of M ×M × End(Cd). Dene
(8.8) rζ1...,ζd
ζ′1,...,ζ
′
d
: T (G) −→ M ×M × End(Cd),
λ 7→
(
s(λ); t(λ); r1,1(λ), . . . , ri,i′(λ), . . . , rd,d(λ)
)
.
This map is evidently a morphism of C∞-spaes. By the reexivity of G,
πG indues a homeomorphism between Γ and the open subset Ω ≡ πG(Γ)
of T (G). Clearly, ̺ζζ′|Γ = r
ζ
ζ′|Ω ◦ πG|Γ and so r
ζ
ζ′|Ω yields a homeomorphism
between Ω and X .
We laim that the map rζζ′|Ω is the desired isomorphism of C
∞
-spaes.
(a) In one diretion, suppose f ∈ C∞(X). Beause of the loal harater
of the laim, it is no loss of generality to assume that f admits a smooth
extension
f˜ ∈ C∞
(
M ×M × End(Cd)
)
,
thus f ◦ rζζ′|Ω = f˜ ◦ r
ζ
ζ′|Ω is evidently an element of R
∞(Ω). (b) Conversely,
let f : X → C be a funtion suh that f ◦ rζζ′|Ω belongs to R
∞(Ω). Sine πG
is a morphism of C∞-spaes, the omposite f ◦ rζζ′|Ω ◦ πG|Γ = f ◦ ̺
ζ
ζ′|Γ will
belong to C∞(Γ). As ̺ζζ′|Γ is a dieomorphism, it follows that f ∈ C
∞(X).
The laim is proven.
Summarizing our onlusions:
8.6 Proposition Let G be a reexive groupoid (Denition 8.3). Then
the enveloping homomorphism πG is an isomorphism of C
∞
-spaes; it
follows that the Tannakian groupoid T (G) is a Hausdor Lie groupoid,
isomorphi to G.
We shall now turn our attention to a very deliate issue, namely the inje-
tivity of the enveloping homomorphism. Clearly, πG is injetive if and only
if G admits enough representations; this means that for eah x ∈ M and
g 6= x in the x-th isotropy group of G there is a representation (E, ̺) suh
that ̺(g) 6= id ∈ Aut(Ex). For a generi Lie groupoid G, this property
dramatially depends on the type of representations one is onsidering.
We laim that eah proper Lie groupoid admits enough representations
on smooth Eulidean elds (fr 5.9). For the rest of the setion, we shall
exlusively deal with suh representations.
8.7. Cut-o funtions. We begin with some preliminary remarks of a purely
topologial nature. Let G be a proper Lie groupoid over a manifold M .
Reall that a subset S ⊂ M is said to be invariant when s ∈ S ⇒ g · s ∈ S
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for all arrows g. If S is any subset of M , we let G · S denote the saturation
of S, that is to say the smallest invariant subset of M ontaining S. The
saturation of an open subset is also open. It is an easy exerise to show
that G · V = G · V for all open subsets V with ompat losure. It follows
that if U is an invariant open subset of M then U oinides with the union
over all invariant open subsets V whose losure is ompat and ontained in
U . The last remark applies to the onstrution of G-invariant partitions of
unity over M ; for our purposes, it will be enough to illustrate a speial ase
of this onstrution. Consider an arbitrary point x0 ∈ M and let U be an
open invariant neighbourhood of x0. Choose another open neighbourhood V
of x0, invariant and with losure ontained in U . The orbit G · x0 and the
set-theoreti omplement ∁V are invariant disjoint losed subsets of M , so
by Corollary 6.8 there exists an invariant smooth funtion on M whih takes
the value one at x0 and vanishes outside V .
8.8. Extendability of proper Lie groupoid ations on smooth Eulidean elds.
Let G be a proper Lie groupoid, with base M . Suppose we are given a
partial representation (EU , ̺U) of G|U on a smooth Eulidean eld EU over
U , where U is an invariant open neighbourhood of a point x0 inM . We want
to show that there exists a global representation (E , ̺) of G on a smooth
Eulidean eld E suh that (EU)0 ≡ (EU)x0 and E0 ≡ Ex0 are isomorphi
G-modules, where G is the isotropy group of G at x0.
To begin with, we x any invariant smooth funtion a ∈ C∞(M) with
a(x0) = 1 and supp a ⊂ U (ut-o funtion). Let V denote the set of all
x suh that a(x) 6= 0. Dene Ex to be the bre (EU)x if x ∈ V and {0}
otherwise. Let ΓE be the following sheaf of setions of the bundle {Ex}:
(8.9) W 7→
{
prolongation of aζ by zero : ζ ∈ Γ(EU)(U ∩W )
}
.
These data dene a smooth Eulidean eld E over M . Dene ̺(g) to be
̺U (g) if g ∈ G|V and the zero map otherwise. The bundle of linear maps{
̺(g) : (s∗E )g
∼
→ (t∗E )g
}
will provide an ation of G on E as long as it is a morphism of smooth
Eulidean elds over G of s∗E into t∗E . Now, by the invariane of a and the
loal expression (6.3) for ̺U , one has
̺(g)[aζ(sg)] = a(sg)̺(g)ζ(sg) = a(tg)
d∑
i=1
ri(g)ζ
′
i(tg) =
d∑
i=1
ri(g)[aζ
′
i(tg)],
as desired. Finally, the identity E0 = (EU)x0 (by onstrution) is a G-
equivariant isomorphism.
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Putting Theorem 8.4, Proposition 8.6, the onsiderations of 1.5 and those
of the last subsetion together, we onlude
8.9 Theorem (Reonstrution Theorem) Within the type Euc∞ of
smooth Eulidean elds, every proper Lie groupoid is reexive, that is
to say C∞-isomorphi to its Tannakian groupoid via the orresponding
enveloping homomorphism.
Proof A faithful representation G →֒ GL(E) of a ompat Lie group
G on a nite dimensional vetor spae E indues, for any smooth ation of
G on a smooth manifold V , a faithful representation of the ation groupoid
G⋉ V on the trivial vetor bundle V ×E. q.e.d.
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