Abstract. We formulate a conjecture about moments of unramified extensions L/K with [K : Q] = 2, G (L/K) = H and G (L/Q) = G for any 2-group G. We prove a formula for the number of such extensions for any fixed quadratic field K and for any G belonging to the class of central extensions of F n 2 by F 2 and use this to prove our conjecture for these extensions. In certain cases we obtain an explicit formula for the kth moment.
1. Introduction 1.1. Background. For any function f (K) defined on the set of quadratic fields let
K,0<±D K <X 1 be the average of f k over positive (resp. negative) discriminants. We call any such extension as in the definition of f a (G, H)-extension. Things have been proven about E ± k (f ) for various pairs of groups (G, H) and variants of f . The Cohen-Lenstra heuristics predict E ± k (f ) for all k when H is an abelian p-group with p odd and G = H ⋊ C 2 with C 2 acting by inversion [4] . They are more commonly phrased as a statement about class groups, but can be interpreted in the above way using class field theory. The well known theorem of Davenport-Heilbronn gives E ± 1 (f ) for H ∼ = Z/3Z [5] . Bhargava computed E ± 1 (f ) for (G, H) = (S n , A n ) for n = 3, 4, 5 [3] . The work of Fouvry and Klüners on 4-ranks of class groups of quadratic fields (an extension of the Cohen-Lenstra heuristics to p = 2) can be rephrased as computing E ± k f /2 ω(D k ) for (D 8 , C 4 ) for all k [6] . For any even group G Wood conjectured that E ± 1 (f ) is finite (and gave a specific value) when there is a unique conjugacy class of order 2 elements not in H and infinite otherwise [10] . Brandon Alberts and the author investigated the latter case for the pair (G, H) = (Q 8 ⋊ C 2 , C 2 ) by computing a finite value for E ± k f /3 ω(D k ) for all k (here Q 8 ⋊ C 2 is the central product of D 8 and C 4 along C 2 ) where f /3 ω(D k ) is normalized precisely to make the moments finite [1, 2] . We refer the reader there for a more detailed exposition of all the above results.
In this paper we consider the generalization of this to all 2-groups (G, H). In particular we formulate a conjecture about the asymptotics of f k for any 2-groups (G, H) as well as of a refinement of f (denoted f T below). We determine a normalized function f /c ω(D k ) which we conjecture has finite moments. We prove our conjectures in the case that G is a central extension of F n 2 by F 2 . Furthermore we explicitly compute E ± k f T /c ω(D k ) in certain cases.
1.2.
Conjectures. Let G be a finite 2-group with H ≤ G a subgroup such that [G : H] = 2. We will call the pair (G, H) admissible if there exists a (G, H)-extension. This implies G can be generated by order 2 elements not contained in H. Thus for example any pair (G, H) with G an abelian 2-group of exponent greater than 2 is not admissible. Let c be the number of conjugacy classes of order 2 elements in G which are not contained in H. Conjecture 1.1. Let G be a finite 2-group. Let H ≤ G be a subgroup with [G : H] = 2 such that (G, H) is admissible. Then
for all k and these moments determine a distribution. Furthermore
We prove this conjecture for G which are central extensions of F n 2 by F 2 . The suggestion that c controls the asymptotics for even groups appeared previously in the work of Wood [10] . She has shown that a suitable modification of the Malle-Bhargava field counting heuristics predicts the above asymptotic for k = 1 for any even group. She also proved this asymptotic for G elementary abelian and obtained a lower bound in a function field (see Sections 5, 6 and Theorem 1.2 in [10] ).
In fact we will prove a refined conjecture. To state it we first refine the above definition of f . Let Φ (G) be the Frattini subgroup of G and let T be a generating set of the F 2 vector space G/Φ (G). We will call T admissible for (G, H), or say that (G, H, T ) is admissible if T lifts to a generating set of order 2 elements of G not contained in H.
For any L/K a (G, H)-extension there is a canonical generating set U for G (L/Q) /Φ (G (L/Q)) which is not contained in G (L/K) and lifts to a generating set of order 2 elements (given by projecting the inertia groups). We define
and call such an extension a (G, H, T )-extension.
Let c T denote the number of conjugacy classes of order 2 elements in G which lift an element of T .
With this notation we make the following conjecture.
Conjecture 1.2. Let G be a finite 2-group. Let H ≤ G be a subgroup with [G : H] = 2 and T a generating set of G/Φ (G) such that (G, H, T ) is admissible. Let c T be as defined above. Then
for all k and these moments determine a distribution. Furthermore We now define the following additional condition on T .
A.1 There do not exist
and C 2 acting by inversion (see Lemma 4.6 ). This condition is independent of chosen lift. In this case we compute the moments explicitly.
We need some more notation to state the next theorem. For any admissible generating set T with |T | = r, and any set of lifts {x 1 , . . . , x r } let r 1 = |{x i | x i / ∈ Z (G)}| and r 2 = r − r 1 . Furthermore consider the graph with vertices {1, . . . , r 1 } where i, j are connected if x i and x j do not commute in G and let C 1 , . . . , C s be the connected components. Let s 2 be the number of connected components of size 2 and s 1 = s − s 2 . Let C s+1 = {r 1 + 1, . . . , r}. These quantities are also independent of chosen lifts. Let Aut H,T G ≤ AutG be the subgroup preserving the sets H and T .
We remark that we prove the following theorem only for odd discriminants but the proofs in the other cases are analogous and the final answer is expected to be the same (in the real and imaginary cases respectively). Theorem 1.4. Let G be a central extension of F n 2 by F 2 and let (G, H, T ) be admissible. Suppose G = D 8 and G is not elementary abelian. Suppose T satisfies (A.1). Then summing over odd discriminants
where a = 0, 1 in the +, − cases respectively. Thus the values of the function
determine a point-mass distribution supported at
The case G = D 8 is not covered by our proof (the precise point where this comes up is the proof of Proposition 4.7) but is already solved. The pair (D 8 , C 4 ) is the above mentioned work of Fouvry and Klüners [6] and the pair (D 8 , C 2 × C 2 ) is not admissible.
The condition (A.1) is imposed to make the highly combinatorial proofs more manageable, and we do not expect that it is a crucial obstruction.
1.4. Plan of the proof. In Section 3 we prove a formula for the number of (G, H, T )-extensions of any quadratic field (see Theorem 3.5). In Sections 4 and 5 we prove Theorem 1.3. The method developed by Fouvry and Klüners [6] and its extension in [2] show that the asymptotics are controlled by maximal unlinked sets (see 4.2 for the definition). Determining these sets is a crucial part of the proof and is done in Section 4. In Section 6 we prove Theorem 1.4 by extending the computations in [2] .
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Preliminaries
. . , √ q r and the q i are prime discriminants
and we can pick the isomorphism such that the standard basis element e i ∈ C n 2 projects nontrivially onto
For each 1 ≤ i ≤ n pick some prime p i | d i and such that I p i projects onto e i and let I p i = y i . Let a be the distinguished central subgroup of G of order 2. Note this implies there are only two choices for y i and they are off by a multiple of a.
The formula
The main goal of this section is to obtain a formula for the function f T (K) which gives the number of (G, H, T )-extensions of a quadratic field K for any fixed admissible (G, H, T ).
First we define a notion which will be helpful to this end, using ideas of Lemmermeyer from [8] . The field L can be written as
L/L g is a Kummer extension we see that µ
1+e i e j = µ (e i e j −1)(e i e j +1) = 1. Hence α
Lemma 3.1. y i and y j commute in G if and only if S (µ) ij = 0.
Proof. Since the y i have order 2 we have [ This lemma in particular shows that the group G is determined by the choice of e i 's along with S (µ) (up to permutation of the entries) since G is generated by the y i which by definition have order 2, and S (µ) encodes the relations between them. Then it is clear that S (µ) = 0 in F (
= id (note such an isomorphism always exists). From the existence of ϕ we see that S (µ) ij = S (ν) ij for all i, j, and thus
. This implies µν 2 = δ ∈ Z and δ can be chosen to be a fundamental discriminant. Since L and L ′ are unramified over
where the q i are the divisors of d which are prime fundamental discriminants or one of {−4, ±8}. Then the number of such extensions which are distinct is the size of the vector space
Recall that there is an injection
Since (a, b) has order 2 we can view each factor of the image of inv as lying in 1 2 Z/Z. Identify this group with ±1 . Denote by (a, b) v the Hilbert symbol at v. Then the crucial property we will need is
We will use the following theorem, stated as Theorem 1.2 in [9] .
d j and let x 1 , . . . , x n be any set of preimages of t 1 , . . . , t n in G * . Define
* and the surjection G * −→ G is the natural surjection of Galois groups, if and only if
We will call a set of n fundamental discriminants
an independent set of factors and identify two distinct sets if their span is equal in Q * /Q * 2 . Let D denote the set of all independent sets of factors. Let Aut H,T G be the subgroup of AutG preserving the set H and the set T . Finally
where the sum is over factorizations into coprime fundamental discriminants.
in Br (Q). By the discussion preceding this theorem this is equivalent to the condition that
This is trivially satisfied for
. Then the condition at odd p becomes (−1)
and at p = 2 becomes
Since we can choose the d
′ n such that at most one is divisible by 2, and a fundamental discriminant is congruent to 1 mod 4 if it is odd, the last condition reduces to, for some fixed i
Thus the existence of such an extension is equivalent to (3.1)
Hence for any independent set of factors {d
n gives the number of relevant extensions of
We rewrite the formula (3.1) further. Write t i = j∈U i t ′ j for i = 1, . . . , r. This implies that there exists a coprime factorization
There is a bijective correspondence between independent sets of factors and such coprime factorizations.
Since each x i has order 2 this implies that the number of subsets {j 1 , j 2 } ⊂ U i satisfying [x j 1 , x j 2 ] = 1 is even. Note that for 1 ≤ i ≤ n α i (p) = 1 if and only if p | d j and i ∈ U j for some 1 ≤ j ≤ r. This combined with the previous fact implies that
for some a. Hence considering the contribution for each j we see that for any l = i the power of d l in the factor corresponding to d i in (3.1) will be j∈U l S ′ j ∩ U i which is odd exactly when x l and x i do not commute. Thus this factor is This proves the theorem. 
Asymptotic analysis of the formula
We will now look at the growth of the function 3.2 as d ranges over all odd fundamental discriminants. First we will make some heuristic considerations to see what kind of behaviour to expect. If we expect the legendre symbol to take each value ±1 with probability 1/2 then the expected value of i,S i =∅ p|d i 1 +
Let r 1 = |{i | S i = ∅}| and r 2 = r − r 1 . Hence on average we expect
Thus we expect d<X f T (d) ∼ C (G, H, T ) X (log X) r 1 +2r 2 −1 for some constant C (G, H, T ). We will show that this is the case.
We give an interpretation of the quantity r 1 + 2r 2 . 
We collect some facts regarding quadratic forms in characteristic 2. We can decompose F n 2 = V ⊕R⊕R 0 , where R⊕R 0 = F n⊥ 2 and Q (R 0 ) = 0. Hence Q is non-degenerate on V and it is easy to see that dim R = 0 or 1.
We call a subspace W ⊂ F n 2 totally singular for Q if Q (W ) = 0. Proposition 14.6 from [7] states that if Q is nondegenerate, given any totally singular space there exists another one disjoint from it. We extend this result to the case when is Q degenerate and ker Q | Proof. As noted above we have F n 2 = V ⊕ R. Note the subspace W 0 = W ∩ V has index 2 in W .
We can apply Proposition 14.6 from [7] to W 0 to obtain a totally singular subspace W 1 ⊂ V of the same size such that W 0 ∩W 1 = 0. Furthermore W 0 has basis {u 1 , . . . , u k } and W 1 has basis {v 1 , . . . , v k } and H i = u i , v i is hyperbolic, meaning B (u i , v i ) = 1, and B (H i , H j ) = 0 for i = j.
Let u ∈ W \W 0 . If we let v be the element obtained by applying to u the transposition exchanging u i and v i for all i then by symmetry v ∈ W 
and define them to be unlinked if L k (u, v) = 0 and linked otherwise. Additionally for any subsets F 1 ⊂ F and V ⊂ F n 2 we say F 1 is supported on V if every element of F 1 is of the form u w or v w for some w ∈ V . Let s (F 1 ) be the support of F 1 .
. . , 2r}. Note that the formula (3.2) can be expanded as
where Φ (u, v) ∈ F 2 . That is Φ (u, v) = 1 if the symbol ( Du Dv ) appears in the expression and 0 otherwise.
Then it is easy to see that Φ k = L • ϕ.
Theorem 4.4. The size of a maximal unlinked set in U is c T .
We will show that for any unlinked set U ′ with s (U ′ ) ⊂ Y we have |U ′ | ≤ |s (U ′ )|. Then since s (U) \R 0 is in bijective correspondence with elements of T which are not central and |s (U) \R 0 | = z∈R 0 |s (U) z | the result follows.
First let U be a maximal unlinked with s (U) = {w 1 , . . . , w r ′ } ⊂ Y \H. Then let {w 1 , . . . , w m } ⊂ {w 1 , . . . , w r ′ } be exactly the elements of degree 0 (in the subgraph on {w 1 , . . . , w r ′ }). Then either u w ∈ U or v w ∈ U for all w ∈ {w m+1 , . . . , w r ′ }. Furthermore {w 1 , . . . , w m } = {w ∈ Y | u w and v w ∈ U} .
Next we show that m ≤ s (U) − r ′ which will imply that 
By Lemma 4.2 B (w i
T . Then the result will follow by summing over all cosets of Y in F 
T . This completes the proof.
4.3.
Maximal unlinked sets, the special case. We now describe the additional restriction on the generating set T required in the statement of Theorem 1.4.
A.1 There do not exist
It has the following alternate description. Proof. Suppose x i , x j , x k satisfy the relations. Then x i x k , x j x k ∼ = C 2 ×C 4 and x k ∼ = C 2 acts as required. Since x i , x j , x k / ∈ H they all project non-trivially to G/H ∼ = C 2 and hence
Conversely if x i , x j , x k ∼ = (C 2 × C 4 ) ⋊ −1 C 2 then we can assume without loss of generality x i = (1, 0, 1), x j = (0, 1, 1 ) and x k = (0, 0, 1) since these are all of the order 2 elements not in H. Then the relations are satisfied.
For the remainder of this subsection we will assume T satisfies A.1. Note this condition is independent of chosen lift.
Without loss of generality we can assume i ∈ {1, . . . , r 1 } satisfies
Consider the graph with vertices {1, . . . , r 1 } where i, j are connected if x i and x j do not commute in the group G. Let C 1 , . . . , C s be the connected components of this graph. By the assumption that T satisfies A.1 each component C i is a fully connected graph.
For 1 ≤ j ≤ s we let
and if C j = {i 1 , i 2 } we additionally let
we define these to be empty for notational convenience). Also we let
For k = 1 it is easy to verify the following description of linked indices. If i 1 ∈ C j and u = 2i 1 − 1 (that is u ∈ A j ) then u is linked with every 2i 2 with i 2 ∈ C j and i 2 = i 1 . It is unlinked with every other element of U. Similarly u = 2i 1 (that is u ∈ B j ) is linked with every 2i 2 − 1 with i 2 ∈ C j and i 2 = i 1 and unlinked with everything else. Every element of C is unlinked with everything.
Consider the set of subsets of U,
Proposition 4.7. The maximal unlinked sets in U k are are exactly the elements t ∈ T k and they have size c k T . Proof. It is clear that any t ∈ T k is an unlinked set of size c k T . We prove the converse by induction on k.
The case k = 1 is straightforward. Suppose the statement is true for k − 1. Let U be a maximal unlinked set in U k . We can write it as a disjoint union
Let p be the projection onto the first k −1 coordinates. By the same proof as of Lemma 17 in [2] we have |U j | ≤ c
|C| and U is maximal if and only if there is equality for all j and C.
Fix 1 ≤ j ≤ s. We will now show that
j . We consider two cases.
First suppose |C j | > 2. Then using the same proof as of Lemma 17 of [2] with small modifications shows that U j = p (U j ) × W j where W j = A j or B j and p (U j ) is a maximal unlinked set in U k−1 . Thus p (U j ) is equal for all such j. Now suppose |C j | = 2. Without loss of generality assume C j = {1, 2} so A j = {1, 3},
and suppose without loss of generality U j,i = ∅ for all i otherwise the result follows by the arguments in Lemma 17 of [2] . Then p is injective on U j . By arguments similar to the first case we obtain four sets
} is an unlinked set, and every element of X 1 is linked with every element of X 4 , and similarly for X 2 and X 3 . Since U is maximal, by the above we must have equality |U j | = 2c k−1 T so the elements of X are maximal unlinked sets which must all be distinct. Then since there is at least one other non-empty U j ′ or U C we have that p (U j ) = ∪ i X i is unlinked with p (U j ′ ) or p (U C ) respectively, which contradicts the maximality the distinct elements of X . Thus
Applying the induction hypothesis shows that
Thus U is an element of T k . This completes the proof.
In each case the size of a maximal unlinked set is c 
for some Γ k not depending on X.
If the sum is restricted to odd discriminants then
where where N ranges over all sets of the form N = ∪ k j=1 N j with N j ⊂ {1, . . . , r} where |N j | is even (resp. odd) and
where the first sum is over maximal unlinked sets U ⊂ U k , and the second sum is over tuples of congruence conditions h u ≡ ±1 mod 4 for each u ∈ U satisfying u∈U h u ≡ 1 mod 4.
Proof. We follow the same procedure as in [6] and [2] . We will outline the key steps along with any modifications.
Let α = ord 2 (d). First we write
where the second sum is over factorizations of d into positive integers which satisfy the following congruences modulo 4
and the functions appearing above are defined
Note the D u were allowed to be negative and divisible by 2 previously, hence we introduce λ N to keep track of the negative signs and γ j , ψ j to keep track of the factor 2 α . Note we are using the expression for f T from the statement of Theorem 3.5 and not from Remark 3.6. That is we are not evaluating the Legendre symbols in the factors corresponding to d i for i > r 1 . Taking the kth power gives
where N ranges over sets as described in the theorem statement and for each 1 ≤ j ≤ k the factorizations satisfy the congruences
where the product is over all u, v with u j = 2i − 1, v j = 2i. Note that there are kr conditions. Furthermore
An analysis of character sums and their cancellation, and a removal of the congruence conditions on the D u as in [6] and [2] gives
where the range of the last sum is over factorizations into c k T -tuples of coprime positive integers and
where the sum is over U which are maximal unlinked sets in U k . The factor of 2 
Some consequences and remarks
Let G be a central extension of F n f will be
Computing this would require proofs analogous to those in Section 6 for T f j T
T . In Section 6 we compute C ((j T )) for T satisfying (A.1). This condition is imposed to make the highly combinatorial proofs more manageable, and we do not expect that it is a crucial obstruction. In particular, in the general case one would require an analogue of Proposition 4.7 and an extension of the computations in Section 6.
Analysis of the main term
Throughout this section we assume T satisfies (A.1). We now want to analyze the main term in Theorem 4.8.
First we partition γ (N) according to the types of maximal unlinked sets which appear. Without loss of generality assume for 1 ≤ i ≤ s 1 that |C i | > 2 and for s 1 < i ≤ s that |C i | = 2. For any t ∈ {v, h} s 2 let U t denote the set of maximal unlinked sets U ⊂ U which satisfy
Similarly for t ∈ k {v, h} s 2 let U t denote the set of maximal unlinked sets U ⊂ U k which satisfy this condition upon projection to each coordinate. Then let
The congruence conditions (4.1) can be encoded as vectors lying in a certain coset of a subspace of F 
Then there is a matrix M t,k such that the conditions (4.1) equal a coset of ker M k . The definition of M t,k is analogous to that in [2] (following Proposition 21). We define it recursively as follows. Recall that without loss of generality we assume for 1 Also using a proof analogous to Lemma 22 from [2] we can compute dim ker M t,k . It is easy to see that the kernel of each row of J has dimension 2c Proof. Let t ∈ k {v, h} s 2 . Let B i,j = {u | u j ∈ B i , u l ∈ B ∪ C for l = j}. By a computation similar to Lemma 22 in [2] we have 
