Introduction 1
In [3] , Bass and Tits gave an algorithm for computing the ultimate quotient of a tree X by its full automorphism group starting with any quotient of the tree, an 'edge-indexed' graph. 3 In this work we give a number of applications of the BT algorithm. We show that the BT algorithm can be used to obtain a lower bound on the diameter of the ultimate quotient of 5 a tree (Section 5). Given an edge-indexed graph we obtain a sequence (d s ) s 0 of positive integers, where the term d s of the sequence is determined at step s of the Bass-Tits algo-7 rithm. At each step s, the term d s is a lower bound for the diameter of the ultimate quotient. The sequence (d s ) s 0 converges to the diameter if the ultimate quotient is finite. If the 9 sequence diverges our results imply that the ultimate quotient is infinite. In many cases this can be determined in a finite number of steps even though the BT algorithm may not 11 terminate.
For finite edge-indexed graphs equal to their ultimate quotients, we can compute their 13 diameters. Our diameter computation is a slight generalization of a standard method which computes the largest height of a shortest paths tree. Here we replace the distance between 15 two vertices in a graph by the distance between a vertex and an equivalence class arising from the BT algorithm. 17
As another application we show that the BT algorithm can be viewed as a generalization of the state minimizing algorithm for a finite state automaton. 19 More precisely, to each deterministic automaton we associate a directed edge-indexed graph and we show that the edge-indexed graph of the minimized automaton coincides (up 21 to graph isomorphism preserving edge-indices) with the BT ultimate quotient of the edgeindexed graph of the automaton (Section 8). The correspondence between these algorithms 23 is natural given that they can both be viewed as using refinements of an equivalence relation on edge-indexed graphs. 25 The sequence (d s ) s 0 when computed for the edge-indexed graph of a finite state automaton gives a lower bound on the minimum number of states of the automaton 27 (Section 9). When applied to the automaton of the Cayley graph of a group G with fixed 29 finite generating set S, our results give a new proof of Anisimov and Seifert's theorem [1] that states that the word problem language for G is regular if and only 31 if the edge-indexed graph of the automaton, and hence the group G, is finite. We also give a new proof that the language of the membership problem for subgroups is not regular 33 (Theorem 7). In Section 2 we outline the notions of graphs and edge-indexed graphs. In Section 3, we 35 describe the BT algorithm. In Section 4 we examine the structure of the ultimate quotient by determining the images of paths in an edge-indexed graph under the quotient morphism. 37
We also give a description of the fiber over a vertex in the ultimate quotient. 
Graphs and edge-indexed graphs 1
In this section and throughout the paper, by a graph we mean a quasi-graph in the sense [3] . That is, we allow for the presence of self-inverse loops in the sense of [3] . Some 3 arguments presented here may require slight modification for the explicit presence of selfinverse loops. Such details are routine and are left to the reader. 5
Let A denote a graph, with vertices VA, oriented edges EA. We assume that all graphs are connected. A path in A is called reduced if it contains no backtracking. A morphism 7
: A − → B of graphs takes vertices to vertices, edges to edges and satisfies:
(e) = (ē), 9 j 0 (e) = (j 0 (e)),
where j 0 (e) and j 1 (e) denote the initial and terminal vertices of an edge, respectively. An isomorphism of graphs is a morphism which is bijective on both vertices and edges. 13 
, is a shortest reduced path from v to a vertex in C, and the distance from v to C is defined as 21
An edge-indexed graph (A, i) consists of an underlying graph A, and an assignment of 23 a positive integer i(e) > 0 to each oriented edge e ∈ EA. An edge-indexed graph (A, i) is finite if it has finitely many vertices and finitely many edges but we allow for the possibility 25 that for some e ∈ EA, i(e) = ∞.
An edge-indexed graph (A, i) determines its universal covering tree X = (A, i) up to isomorphism ( [2] , Chapter 2). Every edge-indexed graph arises as a quotient of its universal 29 covering tree X = (A, i) by a subgroup of G = Aut(X).
The diameter of an edge-indexed graph (A, i) is the diameter of its underlying graph A.
where for C, D ⊆ VA we set 
for N 0, and we put 23
We will refer to N ∈ N ∪ { * } as step N of the BT degree refinement algorithm, and to 29 the elements of R N as classes at step N, or as R N -classes. [3] , (6.6)). We have
We call (A * , i * ) the ultimate quotient of (A, i), or of X modulo G. The following theorem 7 justifies the use of this terminology. [3] , (6.6)). Let (A, i) be an edge-indexed graph, let X = (A, i), 9
Theorem 1 (Bass and Tits
and let G = Aut(X). Then
where G\\X denotes the quotient graph of groups for X modulo G, and I (G\\X) denotes its edge-indexed quotient graph. 13
The algorithm terminates when the equivalence classes stabilize in a finite number of steps. In this case 15
is finite, this occurs in a finite number of steps. 17
Diameter of the ultimate quotient
In this section we start with any edge-indexed graph, denoted (A, i), and using the BT 19 algorithm we produce an invariant which is a sequence of positive integers, denoted (d s ) s 0 , where each element of the sequence is determined at a step s of the algorithm. This gives 21 a simple and effective way to determine if the ultimate quotient of (A, i) is infinite, often requiring only steps of the BT algorithm, even though the BT algorithm may not terminate. 23
The authors would like to thank the referee whose comments clarified and simplified our ideas in this section. 25 We begin with the following observation. Let H G = Aut(X) be a subgroup of G and let Y ⊆ V X be an H-invariant subset of vertices of X. Let x ∈ V X. Then 27
for every h ∈ H . In particular this is true if Y is an equivalence class of vertices at some step 29 of the BT algorithm. It follows easily that if H G = Aut(X) and A = H \X is the quotient graph, then a shortest path from a vertex x ∈ V X to an H-invariant subset Y ⊆ V X maps 31 injectively to a shortest path 0 in the ultimate quotient (A 0 , i 0 ). The following lemma is clear.
Lemma 1. Let (A, i) be an edge-indexed graph. Let
It follows from the Lemma that if d s < ∞ for each s, then (A 0 , i 0 ) is finite and
We say that a tree X is non-uniform if X is not the universal covering of a finite connected graph. The following gives a sufficient condition for the universal covering tree of an edge-21 indexed graph (A, i) to be non-uniform. then the automorphism group of the universal covering tree of (A, i) is not discrete.
Corollary 2. Let (A, i) be an infinite edge-indexed graph and let
Proof. Since (A, i) is infinite and any R n -class C is finite, there are vertices arbitrarily far 13 away from C and therefore there exists
Finally, we use the results in this section to give a lower bound on the minimum number 15 of generators of a uniform tree lattice. For a detailed discussion of tree lattices and related notions, we refer the reader to [3] . 17 Proof. Since (A 0 , i 0 ) is finite and automatically unimodular, by [3] there is a uniform X-lattice with 23
where I ( \\X) and I (G\\X) denote the edge-indexed graphs for quotients of X by and 25 G = Aut(X), respectively. Then
number of vertices of \X number of generators of . 27
Examples
In this section we give a number of examples. We have d 1 = 1 since 7 0 is adjacent to 6, 5 is adjacent to 0, 5 is adjacent to 6 and d 2 = 2 since {2, 3} has distance 2 from {0} and all other distances are smaller. Moreover 9 d n = 2, n 3 since even though 2 and 3 are separated in R n , n 3, {3} has distance 2 from {0}. and attach a terminal vertex of T 0 to a k , k odd. Let a k ∈ VA , k 1. If 2 | k but 2 n k for any n > 1 then attach the following tree denoted T 1 to vertex a k at the bold 11 vertex:
If 2 j | k but 2 j +n k for any n > 1 then attach the following tree denoted T j to vertex a k at 15 the bold vertex: ( (s, a 1 ), a 2 ) . . . , a n ). 3 We say that a string w is accepted by F if  *  (s 0 , w) We can obtain a minimized automaton with the same language as F in two steps. We 15 first create a 'reduced' automaton by removing all inaccessible states and amalgamating all failure states into a single failure state, thus removing obvious redundancies. Second, 17
we run the state minimizing algorithm to reduce the states. This is described as follows. Let F = (S, , , F, s 0 ) be a finite state automaton. Let U i , i 0 denote the following 19 equivalence relation on S:
For each i 1, r, s ∈ S we obtain U i+1 from U i by 23
r≡ U i+1 s if and only if r≡ U i s and for each w ∈ 25 (w, r)≡ U i (w, s).
For some i 1 we have 27
Let U ∞ denote the stable equivalence relation with corresponding minimized automaton 29
Thus L(F) = L(F min ), and F min is the unique smallest automaton with this property. 
The edge-indexed graph of an automaton 1
Let F be a finite state automaton. In this section we associate a (non-unique) edgeindexed graph to F. We recall that F has an associated finite directed graph whose 3 vertices represent the states of F and whose edges are indexed by symbols which represent the transitions between states. The graph contains a few distinguished vertices which 5 represent the final states of F. Let S 1 , S 2 , . . . , S n denote the symbols that index the edges of . Choose bijections 7
We build a directed edge-indexed graph (A, i) F as follows. We take A = . Let e ∈ E . 9
If e has as its initial point a non-final state, say S j , we choose i(e) = f (S j ) = 2 j . If the initial point of e is a final state, we choose i(e) = g(S j ) = 2 n+j . 11 
where is a graph isomorphism preserving edge-indices. 17
Proof. We claim that at each step of each algorithm, the equivalence classes coincide. We prove this by induction on the step of the given algorithm, denoted n.
19
For the BT algorithm, the R 1 -classes (step 1) are determined by degrees of the vertices. 
Languages for group theoretic decision problems 25
In this section we investigate the languages of certain group theoretic decision problems for the automaton of a Cayley graph of a finitely generated group. Using the edge-indexed 27 graph of an automaton as a tool, we give a new proof that the language for the word problem in a finitely generated group is regular if and only if the group is finite, and a new proof that 29 the language of the membership problem for finite subgroups is not regular. We will make use of the Myhill-Nerode Theorem [4] which provides a necessary and 31 sufficient condition for a language to be regular. Given a language L, define an equivalence relation R L on strings by xR L y if there is no 33 distinguishing extension z with the property that exactly one of the strings xz and yz is in if the number of equivalence classes of R L is finite. An immediate corollary is that if a language defines an infinite set of equivalence classes, it is not regular. 5
Let G be a finitely generated group and fix a finite generating set X for G. We assume that X is symmetric, that is X = X −1 . The word problem language, denoted WP(G), for G 7 is the following:
where (X ∪ X −1 ) * consists of all possible words in X and X −1 .
In [1] , Anisimov and Seifert show that a group has a regular word problem if and only if 11 it is finite. In this case WP(G) is the language of a finite state automaton F.
The automaton of a finitely generated group G is obtained readily from its Cayley graph 13 (G, X) which we now describe. The vertices of (G, X) are the elements of G. Vertices g and h of (G, X) are connected by an oriented edge e if gs= G h for some s ∈ X, and we 15 label the edge e with the generator s. Thus the edge e −1 is labeled with the generator s −1 . We can view (G, X) as an automaton F G where the vertices correspond to states and the 17 edges to transition functions between states. The unique initial and final states correspond to the identity group element 1 G . Let (A, i) G denote the edge-indexed graph associated to 19 this automaton, and let (A 0 , i 0 ) G denote its BT ultimate quotient. We give a short proof of the AS theorem. 21
Theorem 3. The language WP(G) is regular if and only if (A, i) G is finite if and only if G is finite. 23
Proof. Suppose first that (A, i) G is finite. Then (A 0 , i 0 ) G is finite and so the minimization 
