We provide an explanation of the main ideas underlying Götze's main result in [9] using Stein's method. We also provide detailed derivations of various intermediate estimates. Curiously, we are led to a different dimensional dependence of the constant than that given in [9] .
Introduction
In his article Götze [9] used Stein's method to provide an ingenious derivation of the Berry-Esseen type bound for the class of Borel convex subsets of R k in the context of the classical multivariate central limit theorem (CLT). This approach has proved fruitful in deriving error bounds for the CLT under certain structures of dependence as well (see Rinott and Rotar [11] ). Our view and elaboration of Götze's proof resulted from a collaboration between the authors and were first presented in a seminar at Stanford given by the first author in the summer of 2000. The authors wish to thank Persi Diaconis for pointing out the need for a more readable account of Götze's result than given in his original work.
After an explanation of the general method in Section 1, detailed derivations of various estimates are given in Sections 2-4 in terms that would be reasonably familiar to probabilists. Except for the smoothing inequality in Section 4, which is fairly standard, complete proofs are given.
Recently Raic [10] has followed essentially the same route as Götze, but in greater detail, in deriving Götze's bound.
It may be pointed out that we were unable to verify the dimensional dependence O(k) in [9] , [10] . Our derivation provides the higher order dependence of the error rate on k, namely O(k an inequality of Ball [1] . The best order of dependence known, namely, O(k 1 4 ) is given by Bentkus [3] , using a different method, which would be difficult to extend to dependent cases.
As a matter of notation, the constants c, with or without subscripts are absolute constants. The k-dimensional standard Normal distribution is denoted by N (0, I k ) as well as Φ, with density φ.
The Generator of the ergodic Markov process as a Stein operator.
Suppose Q and Q 0 are two probability measures on a measurable space (S, S) and h is integrable (with regards to Q and Q 0 ). Consider the problem of estimating
A basic idea of Stein [12] (developed in some examples in [7] and [8] ) is (i) to find an invertible map L which maps "nice" functions on S into the kernel or null space of E 0 ,
(ii) to find a perturbation of L, say L α , which maps "nice" functions on S into the kernel or null space of E, (iii) to estimate 1.1 using the identity
where
One way to find L is to consider an ergodic Markov process {X t : t ≥ 0} on S which has Q 0 as it's invariant distribution, and let L be its generator:
where the limit is in L 2 (S, Q 0 ) , and
or in terms of the transitions probability p(t; x, dy) of the Markov process {X t : t ≥ 0} ,
Also D L is the set of g for which the limit in (1.3) exists. By the Markov (or, semigroup) property,
. It is known that the range of L is dense in 1 ⊥ and if L has a spectral gap, then the range of L is all of 1 ⊥ . In the latter case L −1 is well defined on 1 ⊥ (kernel of Q 0 ) and is bounded on it ( [4] ).
Since T t converges to the identity operator as t ↓ 0 one may also use T t for small t > 0 to smooth the target functionh = h − hdQ 0 . For the case of a diffusion {X t : t ≥ 0}, L is a differential operator and even non smooth functions such ash = 1 B − Q 0 (B)(h = 1 B ) are immediately made smooth by applying T t . One may then use the approximation toh given by
and then estimate the error of this approximation by a "smoothing inequality", especially if T th may be represented as a perturbation by convolution. For several perspectives and applications of Stein's method see [2] , [7] , [8] , [11] .
1(b) The Ornstein-Uhlenbeck Process and its Gausssian invariant Distribution
The Ornstein-Uhlenbeck (O-U) process is governed by the Langevin equation (see, e.g. [6, pp. 476, 597 , 598])
where {B t : t ≥ 0} is a k-dimensional standard Brownian motion. Its transition density is
This is the density of a Gaussian (Normal) distribution with mean vector e −t x and dispersion matrix (1 − e −2t )I k where I k is the k × k identity matrix. One can check (e.g., by direct differentiation) that the Kolmogorov backward equation holds:
where ∆ is the Laplacian and ∇ = grad. Integrating both sides w.r.t. h(y)dy we see that T t h(x) = h(y)p(t; x, y)dy 
To check this, note that by (1.11)
For our purposes h = 1 C : the indicator function of a Borel convex subset C of R k .
A smooth approximation ofh is T th for small t > 0 (since T th is infinitely differentiable). Also, by (1.12)
where φ is the k-dimensional standard Normal density. We have expressed
where Z is a standard Normal N (0, I k ). For X s has the same distribution as e −s x + √ 1 − e −2s Z. Now note that using (1.14), one may write
. mean-zero with covariance matrix I k and finite absolute third moment
We want to estimate
For this we first estimate (see (1.16)), for small t > 0,
This is done in Section 3. The next step is to estimate, for small t > 0,
which is carried out in Section 4. Combining the estimates of (1.18) and (1.19), and with a suitable choice of t > 0, one arrives at the desired estimation of (1.17).
We will write
Before we engage in the estimation of (1.18) and (1.19), it is useful to compute certain derivatives of ψ t .
Then, using (1.14),
using the change of variables
The following estimate is used in the next section:
To prove this, write a = n n−1 e s √ 1 − e −2s and change variables x −→ y = x + az. Then
and the double integral in (2.3) becomes (2.5)
Note that the integrals of
The magnitude of the last term on the right in (2.4) is
since the sum r,r ′ above is nonnegative. Bounding |h| by 1, it follows from (2.5)-(2.7) that the left side of (2.3) is no more than
from which (2.3) follows.
Estimation of T th (S n )
By (1.16),
Consider the Taylor expansions
One may then write
where • • • is the quantity within square brackets in (3.5), i.e.,
The first term on the right side in (3.7) equals 8) noting that the distribution of S n − X 1 = n−1 n (
) is that of n−1 n V , where V has distribution Q (n−1) . Therefore, (3.8) is equal to
Since the class of functions h = 1 C , where C ranges over all Borel convex subsets of R k , is invariant under translation, and bC is convex if C is convex (bC = {bx : x ∈ C}, ∀b > 0),
Similarly, the second term on the right in (3.7) equals
Again, the inner integral in (3.11) with regard to Q (n−1) − Φ is estimated by (3.10). Therefore, using (2.3) for the remaining integration with regard to Φ in (3.8), (3.11) .
Next, the first two terms on the right in (3.12) may be estimated by using
Finally, note that (3.14) e
Hence, using (3.12)-(3.15), together with the estimates
The smoothing inequality and the Estimation of δ n
Let H = {1 C , C ∈ C}, where C is the class of all Borel convex subsets of R k . As before,h = h − hdΦ. We also write
where Z has the standard Normal distribution Φ = N (0, I k ), which we take to be independent of S n . Then
The introduction of the extra term Φ e −t ⋆ Φ √ 1−e −2t = Φ does not affect the integration in the last step since
Since the last integration is with respect to the difference between two probability measures, its value is unchanged if we replaceh by h. Hence
Also the class C is invariant under multiplication C −→ bC where b > 0 is given. Therefore, then the smoothing inequality below applies, with µ = (Q (n) ) e −t , ν = Φ e −t , K = Φ √ 1−e −2t , f = h = 1 C , α = 7/8, and ǫ as in (4.4).
Smoothing Inequality
Let µ, ν, K be probability measures on R k , K({x : |x| < ǫ}) = α > 1 2 .Then for every bounded measurable f one has
where,
For a proof of the inequality (4.5) see Bhattacharya and Rao [5] , Lemma 11.4. With h = 1 C one gets h
open ball of radius ǫ and center x is contained in C} are both convex, so that
Since C is invariant under translation one then obtains
where c 3 > 0 is a constant (see Bhattacharya and Rao [5] , Theorem 3.1). From (4.4) one gets
so that ǫ/ √ 1 − e −2t = a k , where a k satisfies P (|Z| < a k ) = 
Using this estimate of ǫ in (4.9), one obtains
The smoothing inequality now yields (use (4.3),(4.6), (4.9) in (4.5))
Now use (3.14) in (4.11) to get
By comparing the first and third terms on the right, an optimal order of t is obtained as
It follows that
Consider now the induction hypothesis : The inequality
holds for some n ≥ 1 and an absolute constant c ≥ 1 specified below. Note that (4.13) clearly holds for n ≤ c ((n 0 (n 0 + 1))
(c 10 = c 9 + 1, k
(4.14)
Now, choose c to be the greater of 1 and the positive solution of c = c 10 √ c + c 7 , to check that (4.13) holds for n = n 0 + 1. Hence (4.13) holds for all n.
We have proved the following result.
Theorem 1 There exists an absolute constant c > 0 such that
The Non-Identically Distributed Case
For the general case considered in [9] , X j 's (1 ≤ j ≤ n) are independent with zero means and
2) and noting that
The estimation of the conditional expectation of the integrals 1 0 in (5.4), given X j , proceeds as in Section 3 (with X j in place of X 1 ). The only significant change is in the normalization in the argument ofh (see (3.8) -(3.11)) where, writing N j as the positive square root of the inverse of Cov(S n − X j ), where Q (n) denotes the distribution of S n = n 1 X j , and Q (n−1),j that of N j (S n − X j ), which has mean zero, covariance I k . As in Section 3, the last integration is divided into two parts: d(Q (n−1),j − Φ)(x) + dΦ(x). Since the class of Borel convex sets is invariant under non-singular affine linear transformations, the integral with regards to Q (n−1),j − Φ is bounded by δ n−1 . For the integral with regards to Φ, we change variables x −→ y = x + A j z, where Remark: If one defines
Since γ 3 now replaces k 
