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Summary
In this thesis I review the current understanding of cosmology and how it relates
to the field of gravitational lensing. One important cosmological parameter is the
value of the Hubble constant H0, which measures the expansion rate of the Universe
today and also acts as a scaling factor. An accurate value of H0 is critical for
understanding not only the history of the Universe but its future as well. One
can show that the age of the Universe is proportional to H−10 . Three papers of
this thesis are dedicated to modeling gravitational lenses in order to measure H−10 .
The most accurate models have shown that the Universe is 13.7+1.8−1.0 Gyr old. In a
further application, I explore how one can estimate the mass of a star in our galaxy
by considering the microlensing effects on the light of a background galaxy. The
findings suggest that low mass stars and brown dwarfs may be weighed to within
5% accuracy.
Zusammenfassung
In dieser Doktorarbeit wurde das derzeitige Versta¨ndnis der Kosmologie und ihrem
Zusammenhang mit Gravitationslinsen betrachtet. Ein wichtiger kosmologischer Pa-
rameter ist der Wert der Hubble Konstante H0 welche die heutige Expansionsrate
des Universums misst und zudem als Skalarfaktor dient. Ein pra¨ziser Wert von
H0 ist fu¨r das Versta¨ndnis der Geschichte des Universums wie auch dessen Zukuft
fundamental. Es kann gezeigt werden, dass das Alter des Universums direkt propor-
tional zu H−10 ist. Die drei Paper dieser Doktorarbeit sind der Berechnung von H
−1
0
mit Hilfe der Gravitationslinsen gewidmet. Das genauste Model berechnet das Alter
des Universums auf 13.7+1.8−1.0 Gyr. Als weitere Anwendung wurde der Mikrolinsenef-
fekt zur Berechnung der Masse eines Sterns in unsere Galaxie bei Betrachtung des
Lichtes einer Hintergrund Galaxie benutzt. Die Resultate zeigen eine fu¨nfprozentige
Genauigkeit bei der Berechnung von leichten Sternen sowie braunen Zwergen auf.
v
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1 The Universe Through a Lens
1.1 Cosmology in a Nutshell
Our current picture of the Universe is a humbling one. We live on a planet orbiting
an average star on the outskirts of a spiral galaxy that contains about 400 billion
other stars. The Galaxy itself is only one of about 100 billion other observable
galaxies. The Universe is expanding, with more distant galaxies receding from us
at an accelerating rate. After billions and billions of years all of the surrounding
galaxies will have disappeared beyond the horizon of the visible Universe, speeding
away on the fabric of space faster than the speed of light. Should humanity survive
this long, we will be alone; cut off completely from the rest of the Universe. If a
new intelligent species were to evolve on another planet, their view of the Universe
would be radically different from ours. There would be no evidence of other galaxies
or of the expansion. As such, we live at a very favorable time, about 14 billion years
since the Big Bang.
Much of our theoretical understanding of the Universe began with Einstein in
1915 and his theory of General Relativity (GR) (Einstein, 1916). The Einstein
Field Equations
Rαβ − 1
2
Rgαβ =
8piG
c4
Tαβ (1.1)
relate the geometry of space on the left side to the energy density of space of the
right side. The Ricci tensor Rαβ is includes second derivatives of the metric gαβ and
in qualitative terms is similar to the Poisson equation
∇2Φ = 4piGρ (1.2)
used in Newtonian dynamics. Solving the field equations equates to finding an
appropriate metric. One familiar metric describing flat space is the Euclidean metric
ds2 = dx2 + dy2 + dz2. If the energy tensor Tαβ takes a non-trivial form, however,
the metric will become complicated.
The early success of GR was due to three things. First, it explained a correction
to the precession of Mercury’s orbit. All of the other planets in the system orbit
the sun in a manner consistent with Kepler’s laws of planetary motion and the
laws of motion derived by Newton. Mercury’s orbit, however, does not remain on a
closed ellipse, but precesses, creating a rosette pattern. The effect is largely due to
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Jupiter but there were some unexplained discrepancies. The additional effect of the
curvature of space due to the Sun predicted by GR provided the correction needed
to perfectly describe the orbit.
Second, according to the theory of Special Relativity published ten years earlier
(Einstein, 1905), a clock moving relative to an observer will appear to run more
slowly than a clock moving with the observer. If the first clock is brought into the
frame of the observer, necessarily accelerating it, then indeed that clock will show
that it has drifted. The founding principle of GR is the equivalence principle,
which states that acceleration and a gravitational field are indistinguishable. Two
clocks placed at different altitudes, and hence slightly different gravitational fields,
should also experience a drift. This has been experimentally confirmed and is known
as gravitational time dilation. This effect is not to be ignored. The global positioning
system is sensitive enough that the effects of special and general relativity must be
corrected for!
Third, the first test of the predictive power of GR was performed in 1919 by Sir
Arthur Eddington and his team (Eddington, 1919; Dyson et al., 1920) during a total
solar eclipse. It was already known that light should be deflected by a massive body
but GR predicted an amount twice as much as Newtonian dynamics. During the
eclipse the position of a star near to the sun was observed shifted by precisely the
amount predicted by GR. This was the first confirmed lensing event.
Even with the great success of GR, the equations presented a problem. They
allowed for a Universe that could expand or contract. The predominant view at
the time was that the Universe was finite, unchanging, and eternal. To correct for
this, mostly philosophical, view a new term Λgαβ was added to the field equations
that exactly canceled out the expansion. These objections to expansion did not stop
others from considering its consequences, however.
In 1922, Alexander Friedmann Friedman (1922), and then later in 1927, Georges
Lemaˆıtre (Lemaˆıtre, 1927), demonstrated that by assuming the cosmological prin-
ciple, one can find a solution to the field equations that describes the evolution of
the Universe and that naturally includes an expansion factor. The cosmological
principle states there is no preferred location or direction in the Universe on large
scales. In other words, it does not matter where one stands, the Universe looks
the same in all directions. By large scales we mean scales of order 200 Mpc. To
appreciate the size, note that Andromeda, our closest, largest galactic neighbor is
less than 1 Mpc away.
Although Friedmann died in 1925, Lemaˆıtre did not have to wait long to see his
work confirmed. Edwin Hubble (Hubble, 1929) showed that distant galaxies are in
fact receding from us with a redshift proportional to their distance. If one believes
that the Earth is not at the center of the Universe, the implication is that the
Universe is expanding everywhere isotropically. This was the death knell for Λ as
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Figure 1.1: The distribution of galaxy as a function of distance and redshift from the
2dF survey. On large scales the Universe begins to look homogeneous.
it was understood in the early 20th century although the idea did take some time
to become accepted. Even a year after Hubble’s discovery Eddington (Eddington,
1930) wrote about Einstein’s field equations, “On general philosophical grounds
there can be little doubt that this form of the equations [with Λ] is correct rather
than his earlier form.”
Ironically, recent evidence has demonstrated that the growth of the Universe is
actually accelerating. The Λ term has now been reintroduced, but as a place holder
for an extra constituent of the Universe, on par with matter and radiation. Termed
“dark energy,” its origin and behavior have yet to be fully understood but recent
observations with space satellites such as the Wilkinson Microwave Anisotropy Probe
(WMAP) have shown that it is responsible for nearly 73% of the total energy density
Ω of the Universe. All of the matter everywhere makes up nearly 27% and the only
a marginal fraction is radiation. In terms of Ω, which is defined to be unity, the
energy densities are
Ωm ∼ 0.272 Ωγ ∼ 0 ΩΛ ∼ 0.728 (1.3)
We now know from surveys such as 2dF Galaxy Redshift Survey (Peacock et al.,
2001) that on very large scales the Universe can indeed be assumed to be isotropic
and homogeneous. Fig. 1.1 shows the distribution of galaxies in the survey. The
density appears to diminish with distance because the galaxies become increasingly
fainter and harder to detect.
If one demands isotropy then the simplest line element for the metric gαβ is
ds2 = −c2dt2 + a(t)2[dr2 + Sk(r)2(dθ2 + sin2 θdφ2)] (1.4)
where
Sκ(r) =

R0 sin(r/R0) if κ = +1
r if κ = 0
R0 sinh(r/R0) if κ = −1
, (1.5)
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R0 is the radius of curvature of the Universe–a scaling factor–and r is the distance
from an observer in comoving coordinates. This line element admits only three
possible geometries that are consistent with the cosmological principle. That these
are the only three was proven around 1935 by Howard Robertson and Arthur Walker
(Robertson, 1935, 1936a,b; Walker, 1935). The metric has thus become known as
the Robertson-Walker (RW) metric.
The particular sign of κ determines which geometry space will take. If κ = +1
space is like the surface of a sphere, if κ = 0 it is flat as in Euclidean geometry, and
if κ = −1 it is shaped like a horse saddle. The presence of a(t) is to allow for a
general scaling that is only dependent on time, not on position.
The cosmological principle also implies that the energy tensor Tαβ in the field
equations is diagonal. This greatly simplifies the equations and with the substitution
of the RW metric one can derive the Friedmann-Lemaˆıtre equation(
a˙
a
)2
=
8piG
3
ρ− κc
2
R20
1
a2
. (1.6)
Solving for a determines the expansion rate of the Universe and thus provides the
metric solution to the field equations. This is the same rate that Hubble was mea-
suring, although his value was nearly seven times too large because of errors in his
distance calculations. Nevertheless, we define the Hubble parameter as
H ≡ a˙
a
. (1.7)
At the present age of the Universe t0 we also define H0 = H(t0) as the Hubble
constant and H−10 as the Hubble Time.
The Hubble constant acts as a scaling factor and is very important to cosmology.
One place it appears is in the Taylor expansion of a around t0:
a(t) = a(t0) + a˙(t0)(t− t0) + · · · . (1.8)
Dividing through by a(t0) = 1 we find
a(t) = 1 +H0(t− t0) + · · · . (1.9)
In order to determine a we need to have a good estimate for H0.
Because of the expansion, the time and distance that light travels between two
points depends on a. The look back time is
t =
∫ 1
a
da
a˙
(1.10)
and the distance traveled is
r =
∫ 1
a
da
a˙a
. (1.11)
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An observer on Earth looking at a distant object will see the light from the object as
it was in the past. The apparent and actual size of the object is then also dependent
on a. This is known as the angular diameter distance
D = Ska . (1.12)
The Friedmann-Lemaˆıtre equation is fundamental to cosmology. By understand-
ing the evolution of the expansion factor, we can explore the history and future of
the Universe. If we consider the curvature to have an effect similar to a density we
can write
Ω = Ωm + Ωγ + ΩΛ = 1 (1.13)
with Ωk = 1− Ω. In terms of Ω, Eq. 1.6 can be written(
H
H0
)2
=
Ωm
a3
+
Ωγ
a4
+ ΩΛ +
Ωk
a2
. (1.14)
With Eq. 1.14 and the definition of H one can immediately derive an expression
for the age of the Universe,
t0 = H
−1
0
∫ 1
0
a
[
aΩm + Ωγ + a
4ΩΛ + a
2Ωk
]−1/2
da . (1.15)
Determining a precise value of H−10 is not easy. Hubble had used his published
relation for the scaling of velocity with distance,
d = H0cz (1.16)
to estimate H0 ≈ 500 km/s/Mpc. While the velocity of galaxies is relatively easy
to determine from redshift measurements, distance is particularly uncertain. More
recent surveys of Cepheid variable stars and Type Ia supernovae have shown that
Hubble’s value was too large by about seven times solely due to his inaccurate
distance measurements.
An alternative approach is to use gravitational lensing. Ironically, Albert Einstein
(Einstein, 1936) wrote that “there is no great chance of observing this phenomenon.”
With more modern instruments than were available in Einstein’s time, gravitational
lensing has now become a fundamental tool in cosmology. Lensing has been used
to weigh galaxies, discover evidence for dark matter and dark energy, and more
recently has been pivotal in the detection of exoplanets orbiting distant stars.
1.2 Gravitational Lensing
Gravitational lensing occurs when the path of a ray of light is deflected from a
straight line by the presence of a massive object. The object curves space in ac-
cordance with the predictions of GR and the light ray follows this curvature. A
5
Figure 1.2: A simple lensing scenario. Light from the source is bent strongly in the
presence of a galaxy creating multiple images for the observer. Further
from the galaxy the image of the source is only distorted. These two
regimes are known as strong and weak lensing, respectively.
simple picture is shown in Fig. 1.2. The observed effect is very similar to the lensing
effect when light passes through glass. If the source, lens, and observer are very
nearly aligned multiple images of the source will appear and those images may be
magnified or demagnified. This is a regime called strong lensing. The number of
images that appear depends on the exact alignment, but it will always be an odd
number. Typically, though one image is highly demagnified to the point where it
becomes unobservable. If the alignment is perfect and the lens has nearly spherical
symmetry a ring of infinitely many images forms, called an Einstein ring.
Until 1979 lensing remained a purely theoretical curiosity and seemed to go out
of favor until the 1960s when Sjur Refsdal revisited it. In 1964 he published a new
derivation of the lens equations in the case where one star lenses the light of another
star and that in fact the phenomenon should be observable (Refsdal, 1964a). In
the same journal edition he also discussed the possibility of measuring H0 (Refsdal,
1964b). Then two years later he discussed weighing stars by lensing (Refsdal, 1966).
The first lens to be found was 0957+561 by Weymann et al. (1979) and is now a
typical example of a quasar that has been strongly lensed into two visible images.
The lens is shown in Fig. 1.3. The two small points of light are from the lensed
quasar while the large colored region is the foreground galaxy. If the alignment
is not good enough to produce strong lensing, there will be only one image of the
source but it will appear warped. This effect is known as weak lensing. A striking
example is shown in Fig. 1.4. This is a picture of the galaxy cluster Abell 1689.
Each of the long arcs of light is the distorted image of galaxies lying behind the
main cluster. The third regime is known as microlensing. This occurs when the
size of the lens is too small to be resolved by conventional telescopes and all that is
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Figure 1.3: The first gravitational lens discovered, 0957+561. This is an example of
a strongly lensed quasar by a foreground galaxy.
observed is a brightening of the source.
Fig. 1.5 depicts a gravitational lens schematically. The distance from the observer
to the lens, the lens to the source, and the observer to the source are denoted by
DOL, DLS and DOS, respectively, and are usually angular diameter distances. It is
typically assumed that the size of the lens is very small compared to DOL and DOS
which allows us to assume that all of the mass of the lens is projected onto a plane
at DOL.
The coordinate system is defined to be centered on the middle of the lens. In
the absence of the lens the source would appear on the sky at an angular position
β. With the lens in place, the actual source position becomes unknowable. A light
ray from the source travels to the lens plane, interacts with the lens at the impact
parameter distance b, and is deflected by the deflection angle α. When the ray
arrives at the observer, it appears to be coming from an angular position θ.
Because of the thin lens approximation the time that the light ray interacts with
the lens is so short that the Universe does not expanding significantly and the
local background metric ηαβ around the lens is flat, or Minkowskian. The only
perturbations are due to the mass of the lens itself so we can write
gαβ = ηαβ + hαβ . (1.17)
where hαβ  1.
In the weak field, where one assumes a Newtonian gravitational potential Φ =
7
Figure 1.4: Abell 1689 galaxy cluster. The massive gravitational field of the cluster
lenses the light of background galaxies into long, beautiful arcs.
Figure 1.5: A schematic of a gravitational lens. In the absence of the lens, the source
S would be observed at position β, but with the lens the source appears
at position θ. The original light ray impacted the lens plane a distance
b from the origin and was deflected by an angle α.
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GM/r < 1, the metric becomes
ds2 = −
(
1 +
2Φ
c2
)
c2dt2 +
(
1− 2Φ
c2
)
dl2 . (1.18)
With this metric the bending angle for a point mass M is
α =
4GM
c2
b
|b|2 . (1.19)
If we treat the lens plane as a collection of point masses the total bending angle is
just an integral over the plane,
α(θ) =
4G
c2
∫
R2
d2θ′Σ(θ′)
θ − θ′
|θ − θ′|2 (1.20)
where Σ is the projected mass density at a point.
A very useful quantity in lensing is the time delay ϕ = tl − td, where td is the
travel time a light ray would take from the source directly to the observer in the
absence of the lens and tl the time it takes with the lens in place. Any deviation
from a straight line means that tl > td. Since light always travels on null geodesics
(ds2 = 0) Eq. 1.18 becomes
c2dt2 =
1− 2Φ/c2
1 + 2Φ/c2
dl2 (1.21)
which can be approximated and integrated to find the travel time
ct = l − 2c−2
∫
Φdl , (1.22)
of which the first term is a geometric contribution and the second term, known as
the Shapiro time delay, is the contribution of the gravitational potential. The second
term is an inverse of the bending angle α so that we write
ct = l −∇−2α . (1.23)
where we define ∇−2 to be an operator that solves Poisson’s equation in two dimen-
sions. In other words, if ∇2f(θ) = g(θ) then f(θ) = ∇−2g(θ).
For the light ray traveling directly to the observer the Shapiro time delay vanishes
and thus for ϕ we only need to consider the difference in path lengths for the lensed
and unlensed rays. Under small angle approximations that difference is
∆l =
DOLDOS
2DLS
(θ − β)2 (1.24)
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In a cosmological context, where the D’s are angular diameter distances, we must
scale by (1 + z). We find then that the final time delay is
cϕ = (1 + zL)
{
DOLDOS
2DLS
(θ − β)2 −∇−2α
}
. (1.25)
This form tends to be cumbersome, so we will rewrite it in dimensionless form. Let
the dimensionless time delay τ be denoted
τ ≡
[
(1 + zL)
DOLDOS
DLS
]−1
cϕ . (1.26)
Next, define a dimensionless distance factor
cLS ≡ DLS
DOS
(1.27)
and a dimensionless surface density
κ ≡ 4G
c2
DOLΣ . (1.28)
This surface density is related to the critical density, which we define as
Σcrit ≡ c
2
4GDOL
. (1.29)
For a source at infinity, lensing will only occur when κ ≥ 1. With these definitions
we can write Eq. 1.25 as
τ =
1
2
(θ − β)2 − 2cLS∇−2α (1.30)
where α is now also in dimensionless form
α(θ) =
∫
R2
d2θ′κ(θ′)
θ − θ′
|θ − θ′|2 . (1.31)
We can think of τ(θ) as an arrival time surface. Fermat’s principle tells us that
images only appear at locations where ∇τ(θ) = 0. In other words, images appear
at minimums, maximums, and saddle points of this surface. Under this restriction,
we immediately derive from Eq. 1.30 the lens equation
β = θ − 2cLSα (1.32)
which maps images back onto the source plane.
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The value of the arrival time tells us in which order the photons arrive. This
feature will become critical when we consider applications of lensing. If the source
varies in brightness, for instance, the change will appear first at the lowest minimum
and last at the highest maximum. Measuring the time delay between successive
changes at the images tells us about the shape of the arrival time surface.
Consider now the second derivative,
∇∇τ = 1− 2cLS∇α ≡K (1.33)
which is the Jacobian matrix that describes how small changes in image positions
map back to the source plane. The inverse is called the magnification tensor
M = K−1. Under a suitable coordinate rotation K and M can be diagonalized,
giving
K =
[
1/e1 0
0 1/e2
]
M =
[
e1 0
0 e2
]
, (1.34)
where e1, e2 are the eigenvalues. The total magnification of the image is the deter-
minant of M , or in this case, just the product of the eigenvalues |M | = e1e2. If
e1 = e2 then the image is simply magnified, but if e1 6= e2 then the image is stretched
along the eigenvectors. This stretching is called shear and its value it defined as
µ =
1
2
(e−11 − e−22 ) . (1.35)
Up to now, it may be unclear how this can be put to any use. One particularly
interesting and useful aspect of strong lensing occurs when the lensed object is a
quasar. Many of the lensed quasars are variable; they change brightness with time,
often on the order of days. Because the path length depends on the mass distribution
the path lengths of two images will differ causing the fluctuating brightness to be
observed in one image before the same fluctuation is observed in the other. This
quantity can be measured and put to good affect.
Consider subtracting time delays of images at θ1 and θ2:
τ1 − τ2
ϕ1 − ϕ2 = c
[
(1 + zL)
DOLDOS
DLS
]−1
∝ H−10 . (1.36)
The proportionality comes from each of the distances, which have a factor of H0
in them. Since (ϕ1 − ϕ2) is a measurable quantity, we need only to calculate the
dimensionless time delays τ1 and τ2 in order to calculate H
−1
0 . This is much easier
said than done. The most significant problem with using lensing in this way, is that
lensing is prone to degeneracies.
The simplest degeneracy is the steepness degeneracy. If we scale τ by a con-
stant
τ ′ = λτ (1.37)
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Figure 1.6: The steepness degeneracy illustrated. Scaling the arrival time surface
τ leaves the image positions (local minima and maximum) in the same
places (top) while changing the steepness of the surface density κ (bot-
tom). (Saha, 2000)
then we find that ∇τ ′ = ∇τ so that the images appear in the same location. The
reason for the name is that a constant scaling will make the the mass plane shallower
or steeper for λ < 1 or λ > 1, respectively, as shown is Fig. 1.6.
One can imagine more complicated degeneracies too where τ = λ(θ)τ . Although
there is no known analytic form for λ(θ), other degeneracies have been explored in
the literature. Shape degeneracies, for instance, twist the mass plane in complicated
ways (Saha and Williams, 2006), while the surface density could also be represented
as a sum of mass rings (Liesenborgs et al., 2008).
1.3 Applications of strong lensing
Despite the difficulties in breaking lensing degeneracies there is still much we can
learn about the Universe through lensing. Weak lensing, often seen in galaxy clus-
ters, provides a rich source of information about their mass distribution. Typically,
many background galaxies are lensed, not just a single source, and so although the
lensing is not very strong there is a wide range of samples to use to reconstruct
plausible mass distributions. This is important for understanding the dynamics
within those clusters. Some work has even explored using weak lensing to measure
12
the equation of state of dark energy, the component of the Universe responsible for
nearly 75% of the energy content and the accelerated expansion.
As we have already seen, strong lensing is particularly suited for studying galaxies
and measuring H0. Lensing can measure very accurately the enclosed mass inside
the Einstein radius
θE =
(
4GM
c2
DLS
DOLDOS
)1/2
(1.38)
This is generally near the position of the outermost observed image. In this way,
lensing has provided strong evidence for the existence of dark matter. The dis-
crepancy between the enclosed mass measured through lensing and the total mass
measured from star light is significant enough to suggest the presence of a particle
that interacts gravitationally but not electromagnetically.
Two papers of this thesis have explored measuring H0 by strong lensing.
• The Hubble Time Inferred from 10 Time Delay Lenses (Paper I)
• A New Estimate of the Hubble Time with Improved Modeling of Gravitational
Lenses (Paper II)
With one lens alone the range of physically possible H0 values is large because of
the degeneracies discussed above. In the related paper
• COSMOGRAIL: The COSmological MOnitoring of GRAvItational Lenses VII:
Time delays and the Hubble constant from WFI J2003-4723 (Paper IV)
only a single lens was modeled. The errors in the estimate of H0 are on the order
of 20%. One can do much better, though, with multiple lenses by making the
simple observation that the Hubble constant should be constant for all lenses. The
technique employed in the first two papers combines data from multiple lenses with
the additional constraint that for all lenses H0 is the same. The results build on
work first done by Saha and Williams (2004) which combined data from three lenses.
The results are much more promising, with errors less than 10%.
The computer program PixeLens is used to construct possible mass distributions
that reproduce all of the observables. A solution for a particular lens
S = (H−10 ,β, γ1, γ2, κ1, κ2, . . . , κn) (1.39)
consists of values for N cells, or pixels, that represent the density κn in a region of
the lens on the sky. The lens equation is written in a discrete form
τ(θ) =
1
2
(θ − β)2 − 2cLS
N∑
n=1
κnQn + γ1(θ
2
x − θ2y) + γ2θxθy (1.40)
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where Q is the position dependent part of ∇−1α evaluated over the pixel and γ1, γ2
are shear terms. The shear terms here are not related to the shear in Eq. 1.35.
Their inclusion here is because we are only considering a finite area of the sky and
it is possible that a neighboring galaxy may contribute to the potential in a weak
fashion. In principle, one can add any number of shear terms to account for multiple
objects.
The exact form of Q can be found in Paper II. The quantity we need for Eq. 1.36
is the difference in time delays ∆τ = τ1−τ2 and since the source position is same for
each τ , the β2 term in Eq. 1.40 will disappear and ∆τ will be linear in the unknowns.
If multiple lenses are used a solution, or model, is a set of sub-solutions with a
shared H−10
M = {S1,S2, . . . } S1[H0] = S2[H0] = . . . (1.41)
A model ensemble is a set of models
E = {M 1,M 2, . . . } (1.42)
where different models are allowed to have different H−10 values. PixeLens gener-
ates many different models using a Monte-Carlo Markov-Chain (MCMC) scheme.
To find a particular solution, PixeLens uses linear programming. A linear pro-
gram consists of a linear objective function z subject to linear constraints. Normally
one is interested in finding a solution that either minimizes or maximizes z. Without
loss of generality we will assume that we wish to maximize z:
maximize z = CTx
subject to Ax ≤ b (1.43)
where x is the solution matrix. The inequalities define a convex polygon called a
simplex in an n-dimensional space, with all possible solutions lying inside. The solu-
tion to Eq. 1.43 will necessarily lie at a vertex of this polygon. Many algorithms have
been developed to find such solutions, but one of the more successful is the simplex
algorithm. The idea is to pick a vertex at random and walk to a neighboring vertex
for which z is greater. The walking process continues until all neighboring vertices
have a lower value.
PixeLens uses this algorithm in a unique way to explore the solution space.
Since both ∆τ and ∇τ are linear in the unknowns we can use them to constrain a
solution space consisting of models that perfectly satisfy the observables. Additional
constraints called priors can also be added to avoid noisy or unphysical solutions.
To begin, as with the simplex algorithm, a random vertex v0 is found. Let us also
label this vertex m0, for reasons that will become clear. Then a random objective
function is generated where each element of CT is a number between −1/2 and
1/2. The simplex algorithm maximizes this objective function, finding a solution
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at vertex v1. Imagine now extending a line from the current vertex vn through the
previous model mn−1 until the edge of the polygon is reached at a point r. The
new model is then chosen to be mn = r + q(vn − r) where 0 ≤ q ≤ 1 is a random
number. Repeating this process, a new random objective function is maximized,
which leads to a new vn, which leads to a new model. Each model is added to the
ensemble E except for m0. The result of this procedure is a collection of models
that samples the solution space. Further analysis of this can be found in Paper II.
Having selected our models we can then investigate the distribution of H−10 . For
this we turn to Bayesian statistics. The fundamental equations are known as the
sum and product rules of probability
prob(X|I) + prob(X|I) = 1 (1.44)
and
prob(X, Y |I) = prob(X|Y, I)× prob(Y |I) (1.45)
where X and Y are some propositions and I are our prior assumptions. From
these two statements one can derive two important results: Bayes’ theorem and
marginalization. For clarity, we should think of Y as our hypothesis or model M
and X as our observed data D. In these terms Bayes’ theorem is
prob(M |D, I) ∝ prob(M |D, I)× prob(D, I) . (1.46)
and marginalization is
prob(D, I) =
∫ +∞
−∞
prob(D,M )dM . (1.47)
Eq. 1.47 may appear strange because one is integrating over dM . Let’s instead
write this in its discrete form, where we have N models. Then
prob(D|I) =
N∑
k=1
prob(D,M k|I) (1.48)
The usefulness of marginalization comes from the fact that we can eliminate so-
called nuisance parameters, parameters that are necessary for the problem but are
in the end of no interest.
If we marginalize over the our ensemble E we find a distribution for H−10 . Adding
more lenses, and thus more models, better constrains the distribution. The peak of
the resulting curve is our “best guess.”
With ten lenses it was found in Paper I that
H−10 = 13.5
+2.5
−1.3 Gyr (1.49)
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and in Paper II that
H−10 = 13.7
+1.8
−1.0 Gyr . (1.50)
With additional lenses it is hoped to eventually reach the 1% level.
Unfortunately, a sufficient number of time-delay lenses with accurate measure-
ments are not currently available. There are also technical challenges to overcome.
Each lens that is added increases the number of variables and constraints in Eq. 1.43
by about N but the running time of the simplex algorithm is O(N3).
One of the advancements made in Paper I and Paper II was to parallelize the
simplex algorithm. Without this improvement even ten or eleven lens would have
been to great to run in any reasonable length of time.
Of course, one is only using the simplex algorithm to sample the interior of the
solution space. If another algorithm were developed that accomplished this faster
then the technical problems would be solved. All that is actually needed is another
method to find random vertices of a simplex and then the model selection part of
the above technique can still be used.
1.4 Applications of weak- and micro-lensing
Microlensing has typically been explored in the context of planet detection. The
effect is very subtle and occurs when a star with planets happens to align with
another star in the galaxy. During the alignment the light from the background star
will microlensed and will be observed to grow in brightness. If the foreground star
happens to be host to a planet then that planet may also act as a lens. One result
(Beaulieu et al., 2006) from the Optical Gravitational Lens Experiment (OGLE) is
shown in Fig. 1.7. The large curve is the magnification due to the star, while the
small feature shown in the corner is due to an orbiting planet.
A novel application of microlensing was explored inPaper III, Weak Microlensing
in which we used a statistical analysis to measure the mass of stars. We have shown
that it may be possible to measure very low mass stars and brown dwarfs to within
an accuracy of about 5%.
As was discussed early, lensing can measure the mass enclosed inside the Einstein
radius θE very accurately. Unfortunately, this is only applicable if the observed
image is well resolved. With microlensing the lens is too small and therefore only
the brightening is observed. In the paper we prefer to discuss θE rather than the
mass directly. This avoids unnecessary considerations about distance factors.
In Paper III we have considered how well we can measure the mass of a star
in our galaxy that transits across a background galaxy. We know that the light
from the background galaxy will be lensed by the star and that there will be a
subtle brightening of the image which will, of course, depend on the mass. The
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Figure 1.7: A signature of a planet from microlensing. An orbiting planet causes a
slight increase in magnification of a background star in addition to the
much larger effect of the foreground star.
brightening will be so small, however, as to be imperceptible to the human eye but
the computer should be able to see the change.
The work to date is only theoretical and so the “observations” we use are computer
generated. In the future we hope to apply the analysis to real data. The observations
are based on a model for the light distribution of a galaxy. We used a modified R1/4
model that incorporated Poisson noise and effects of a point spread function. This
represented an unlensed observation S0 before the star transit. We then assumed
that a star with θE = θE,true would be observed at different time intervals across the
galaxy and that the location of the star z was known. At each time t we lensed S0
to produce a new observation St.
Since we in reality we do not known a priori the value of θE,true our modeling
procedure search for an estimate of θE that best reconstructs the observations.
For each estimate we use a least-squares analysis to fit test against the known
observations. The θE that best models the observation is then deemed. To fully
test the method we explored a large range of different parameters. We considered
a variety of θE,true’s, photon counts from the observations, number of observations,
and the distance of closest approach the star makes to the galaxy.
We found that in 79% of our 500 test cases we were able to recovery the true θE
to within 11%. In 52% of the cases, to within 5%.
1.5 Focusing on the Future
New lenses are discovered on a regular basis now and future surveys promise to
find hundreds if not thousands more. Although most of these new lenses will not
have measured time delays the wealth of data will provide many opportunities for
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statistical analysis over a wide range of lensing galaxy types and morphologies.
Some of these lenses will surely be the focus of further study and time delays will be
forthcoming. As discussed earlier, with more time delay lenses we can hope to push
the errors down on the estimate of H−10 to below 1%. This would place gravitational
lensing into the regime of precision cosmology; becoming a very serious check on
other such measurements.
In addition to just finding better estimates of H−10 , we have already seen other
applications. Improvement in technology will allow us to use lensing on ever smaller
scales. What is now only perceived as microlensing may one day be fully resolved.
Even today there are many avenues for further research. The nature of many
lensing degeneracies is still not fully understood. Research already underway will
explore this in more detail. It is also important to understand the limits of what
can be achieved with current data so that we can think of new modeling techniques
or other observations to perform. When lensing data is not enough, it is important
to consider what other information is available that may come from a completely
different field.
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ABSTRACT
We present a simultaneous analysis of 10 galaxy lenses having time delay measurements. For each lens, we
derive a detailed free-form mass map, with uncertainties, and with the additional requirement of a shared value
of the Hubble parameter across all the lenses. We test the prior involved in the lens reconstruction against a
galaxy-formation simulation. Assuming a concordance cosmology, we obtain .1 2.5H p 13.5 Gyr0 1.3
Subject headings: cosmological parameters — galaxies: general — gravitational lensing
1. INTRODUCTION
If an object at cosmological distance is lensed into multiple
images, the light-travel time for individual images differs. For
variable sources, the differences are observable as time delays.
The delays are of order
GM 2 1Dt ∼ ∼ (Dv) H , (1)03c
where M is the lens mass and is the image separation (inDv
radians). As Refsdal (1964) first pointed out, the effect provides
an independent way of measuring . Time delay measure-1H0
ments have made much progress over the past decade, and now
at least 15 are available (details below).
While equation (1) provides the order of magnitude, to de-
termine the precise factor relating time delays and , one has1H0
to model the mass distribution. An observed set of image po-
sitions, rings, magnification ratios, and time delays is generically
reproducible by many different mass models. This results in a
large model-dependent uncertainty on the inferred Hubble pa-
rameter, even with perfect lensing data. To appreciate how serious
this model dependence is, compare the models of B0957561
by Kundic´ et al. (1997) and Bernstein & Fischer (1999): the
results are and , respectively,29 1 1H p 64 13 77 km s Mpc0 24
both at 95% confidence; the more general models in the latter
paper yield larger error bars. Alternatively, consider the nice
summary in Figure 12 of Courbin (2006) of published es-H0
timates and uncertainties from individual lenses. Among the
lenses shown, B1608656 has all three of its independent time
delays measured, B1115080 has two delays measured, whereas
the others have one each. One would expect these two best-
measured lenses to be the best constrained. Yet B1608656 has
the largest error bars on and B1115080 the second largest.H0
This suggests that in the less-constrained lenses the real uncer-
tainties are much larger but have been underestimated because
the fewness of constraints did not force sufficient exploration of
model dependence.
A general strategy for dealing with the nonuniqueness prob-
lem is to search through a large ensemble of models that can
all reproduce the observations (Williams & Saha 2000; Oguri
et al. 2004; Jakobsson et al. 2005). In this Letter, we follow
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such a strategy, simultaneously modeling 10 time delay lenses
coupled by a shared Hubble parameter. The basic method is
the same as in Saha & Williams (2004) and the accompanying
PixeLens code, but a number of refinements have been made.
2. MODELING THE LENSES
Table 1 summarizes the lenses we have used. By “type” we
mean the image morphology (Saha & Williams 2003): ADpaxial
double, IDpinclined double, SQpshort-axis quad, LQplong-
axis quad, and IQpinclined quad. In B0957561, two distinct
source elements can be identified; both are lensed into ID.
We use PixeLens to generate an ensemble of 200 models.
Each model in the ensemble consists of 10 pixelated mass maps
and a shared value of . In addition to reproducing all the1H0
observed image positions and time delays, the mass maps are
required to satisfy a prior. Errors in the image positions and time
delays are assumed negligible, since they are much smaller than
the range of models that reproduce the data. The details and
justification of the prior are given in § 2 of Saha & Williams
(2004), but basically the mass maps have to be nonnegative and
centrally concentrated with a radial profile steeper than ,0.5FvF
since the lenses are galaxies. With one exception, the mass maps
are required to have 180 rotation symmetry; only B1608656
is allowed to be asymmetric, because the lens is known to contain
two galaxies. A constant external shear is allowed for the lenses
where the morphology shows evidence of external shear (all
except B1608656, B1104181, and B2149274). The lensing
galaxies in B0957561 and J0911055 have cluster environ-
ments, but we have not treated these lenses differently. A con-
cordance cosmology with , is assumed.Q p 0.3 Q p 0.7m L
We have not included magnification ratios as a constraint, for
two reasons: first, optical flux ratios may be contaminated by
microlensing (Keeton et al. 2006) and differential extinction;
second, even tensor magnifications—that is, relative magnifi-
cations along different directions inferred from VLBI maps—
are very weakly coupled with time delays (Raychaudhury et al.
2003), because magnification measures the local second deriv-
ative of the arrival time. Stellar velocity dispersions are available
for some of the lenses, but we do not attempt to incorporate
them, because current methods for doing so depend on strong
assumptions about the mass distribution (Koopmans et al. 2006).
There are five additional candidates we have postponed mod-
eling. B1830211 has a time delay measurement (Lovell et
al. 1998), but the lens position is uncertain (Courbin et al. 2002;
Winn et al. 2002). B0909532 (Ulla´n et al. 2006) also has an
uncertain galaxy position. For B0435122 (Kochanek et al.
2006) and J1131123 (Morgan et al. 2006), our preliminary
modeling appeared to imply asymmetric lenses, whereas the
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TABLE 1
Lenses and Time Delays
Object Type zL zS
Dt
(days)
J0911055 . . . . . . . SQ 0.77 2.80 146  8a
B1608656 . . . . . . IQ 0.63 1.39 32  2, 5  2, 40  2b
B1115080 . . . . . . IQ 0.31 1.72 13  2, 11  2c,d
B0957561 . . . . . . 2#ID 0.36 1.41 423  1e
B1104181 . . . . . . AD 0.73 2.32 161  7f
B1520530 . . . . . . ID 0.71 1.86 130  3g
B2149274 . . . . . . AD 0.49 2.03 103  12h
B1600434 . . . . . . ID 0.42 1.59 51  4i
J0951263 . . . . . . . ID 0.24j 1.24 16  2j
B0218357 . . . . . . ID 0.68 0.96 10  1k,l
a From Hjorth et al. (2002).
b From Fassnacht et al. (2002).
c From Schechter et al. (1997).
d From Barkana (1997).
e From Oscoz et al. (2001).
f From Ofek & Maoz (2003).
g From Burud et al. (2002b).
h From Burud et al. (2002a).
i From Burud et al. (2000).
j From Jakobsson et al. (2005).
k From Biggs et al. (1999).
l From Cohen et al. (2000).
Fig. 1.—Histogram of the ensemble of values. The unbinned distribution1H0
gives Gyr at 68% confidence and Gyr at 90% confidence.1 2.5 5.6H p 13.5 13.50 1.2 1.6
image morphologies suggest fairly symmetric lenses. Finally,
J1650425 had its time delay measured (Vuissoz et al. 2006)
as this Letter was being peer-reviewed.
We remark that while PixeLens in scientific terms is essentially
the same as in Saha & Williams (2004), it has undergone several
technical improvements. The key parameter in the code’s per-
formance is the total number of pixels (not pixels per lens), say,
P. The memory required scales as and the time scales as2P
. The maximum usable P is in practice dictated not by time3P
or memory but by the accumulation of round-off error. Our
earlier paper attempted only three or four lenses at a time, going
up to . After improving the control of round-off error,P  600
PixeLens can now go up to and beyond without dif-P  2000
ficulty. Meanwhile improving the memory management and im-
plementing multithreading (which parallelizes the computation
if run on a shared-memory multiprocessor machine) and newer
hardware have more than compensated for the increase in3P
arithmetic.
We have previously done two different tests of the general
method. In Saha et al. (2006), the algorithm is tested by feeding
time delays sampled from a model ensemble back into PixeLens
and then recovering the model . This showed that any biases1H0
introduced by the ensemble-generating process have affected
by less than 5% but did not test the prior. Williams & Saha1H0
(2000) presented a blind test where one author simulated data
using simple model galaxies and a secret fictional value of ,H0
and the other author recovered that value within uncertainties
using an ancestor of PixeLens. That provided a basic test of the
whole procedure, including the prior, but still assumed that the
models chosen by the first author for the test were representative
of real lensing galaxies. A similar test using current galaxy-
formation simulations is desirable but technically formidable;
however, we carry out a simple version of such a test below.
3. RESULTS
Our distribution is shown in Figure 1 and may be sum-1H0
marized as
1 2.5 8 1 1H p 13.5 Gyr (H p 72 km s Mpc ) (2)0 1.2 0 11
at 68% confidence and Gyr at 90% confidence. This5.613.51.6
estimate neglects measurement errors in the time delays. How-
ever, we have verified by repeating the analysis with perturbed
time delays that the effect of measurement errors is very small.
Astrometric errors are also very small.
Figure 1 is consistent with the analogous Figures 8 and 11 in
Saha & Williams (2004), which derive from two time delay quads
and four doubles considered separately. But the constraints do
not improve as much as simple would predict. In fact, the1/ N
uncertainties are far from Gaussian, and some lensing configu-
rations are much more useful than others. Saha et al. (2006)
discuss this point in more detail and conclude that a 5% uncer-
tainty on is possible using 11 lenses, provided the lenses1H0
all have favorable configurations.
Figure 2 shows ensemble average mass distributions for the
10 lenses. Notice that some lenses, especially B1115080,
B1104181, and B1520530, have twisting isodensity con-
tours and/or radially dependent ellipticities, features that are
not included in parameterized models.
The lens galaxies have varying amounts of dark matter. This
follows from Ferreras et al. (2005), who compare the total-mass
profiles of 18 lensing galaxies, including six from the present
sample, with stellar-mass profiles from population-evolution
models. (The work assumed Gyr, which is well within1H p 140
our uncertainties, and hence the results are valid for the models
here.) From their Table 1, we see that out to ∼ , B15205303Reff
is mainly stars, B1115080, B1608656, and B2149274 have
significant nonstellar mass, while J0951263 and B1104181
are dominated by dark matter.
4. LENS MODELS COMPARED WITH A SIMULATION
We now address a simplified version of the question: are our
lens models typical of current galaxy-formation simulations?
The details of gas dynamics, star formation, active galactic
nucleus formation, and feedback on galaxy scales are still un-
certain. With this caveat in mind, we consider a single high-
resolution galaxy, extracted from an N-body cosmological sim-
ulation and then resimulated using the TreeSPH GASOLINE
code (Wadsley et al. 2004) including gas cooling, star for-
mation, supernova feedback, and UV background. The galaxy
is an E1 or E2 triaxial elliptical dominated by stars in the inner
region but overall ∼80% dark matter (Maccio` et al. 2006).
Orienting this galaxy randomly and ray-tracing with random
sources (Maccio` 2005), we generated about 500 quads and
10,000 doubles, and calculated time delays for each of these.
As equation (1) suggests, time delays generated from a single
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Fig. 2.—Ensemble-average mass maps of the lenses: J0911055 (upper
left), B1608656 (upper right), B1115080, B0957561, B1104181,
B1520530, B2149274, B1600434, J0951263, and B0218357. The
larger tick marks in each panel correspond to 1. The contours are in logarithmic
steps, with critical density corresponding to the third contour from the outside.
Fig. 3.—Histograms of J for all 10 lenses. J0911055, B1608656, and
B1115080 all peak around 2. B0957561 peaks around 3. B1104181 peaks
around 2. B1520530, B1600434, J0951263, and B0218357 all peak
around 6. B2149274 peaks around 8.
Fig. 4.—Probability distribution of J for the simulated galaxy. Doubles and
quads are normalized separately.
galaxy will range over a factor of only a few and cannot be
directly compared with the observed time delays, which range
over a factor of 40. We therefore consider a dimensionless form
of the time delay J, given by
1 2H Dtp J (v  v ) D, (3)0 1 216
where are the lens-centric distances (in radians) of the firstv , v1 2
and last images to arrive, is the observed time delay betweenDt
them, and D is the usual distance factor in lensing. This factors
out the dependence of the time delay on cosmology (through
and D) and on the scale of the lens [through ],2H (v  v )0 1 2
leaving J dependent only on the shape and steepness of the lens
and on the source position with respect to the caustics (Saha
2004).
Figure 3 shows the histograms of J in our lens-model ensem-
bles. The quads all peak around 2, while the doubles mostly
peak around 5–8; the exceptions are B0957561 peaking around
3 and B1104181 peaking around 2. Since B0957561 is in
a cluster, it is plausible that the mass profile is unusually shallow,
thus reducing the time delay through the well-known steepness
degeneracy. The low value for B1104181 is more puzzling.
Figure 4 is simpler, showing the probability distributions of J
for doubles and quads generated by the single simulated galaxy.
Figures 3 and 4 are not quite equivalent, but we can think of
both as derived from an underlying prob(JFgalaxy, lensing obs).
Each histogram in Figure 3 weights this probability distribution
by observation selection effects and by the PixeLens prior, and
then marginalizes over galaxies while holding the lensing ob-
servables fixed. Figure 4 marginalizes over lensing observables
(separately for doubles and quads) while holding the galaxy
fixed. Bearing this difference in mind, the simulated galaxy ap-
pears typical of our lens models. The most noticeable difference
is the absence of observed quads with J close to zero; but that
is an expected observational selection effect, because very short
time delays are unlikely to be measured.
We conclude that the PixeLens prior, as far as this preliminary
experiment can reveal, is consistent with galaxy-formation sim-
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ulations. Further comparisons with simulated galaxies and fine-
tuning of the prior are desirable in future work.
5. DISCUSSION
We have expressed our main result (Fig. 1) preferentially in
terms of rather than because the former appears more1H H0 0
naturally in lensing theory. But it is interesting to continue with
in comparing with other techniques, because has a1 1H H0 0
simple interpretation quite generally: it is or the doubling˙a/a
time for metric distances at the current expansion rate. Coinci-
dentally,4 in the concordance cosmology ( 1Kp 0, Q  ,m 4
) also equals the expansion age of the universe,1wp 1 H0
within uncertainties. In particular, estimates can be imme-1H0
diately compared with globular cluster ages, such as in Krauss
& Chaboyer (2003).
The well-known recent measurements of , expressed in1H0
gigayears, are:
1. from Freedman et al. (2001), who combine13.6 1.5
several different indicators calibrated using Cepheids;
2. from Sandage15.7 0.3 (statistical) 1.2 (systematic)
et al. (2006), who use Type Ia supernova distances calibrated
using Cepheids;
3. from Spergel et al. (2006), who use the cos-13.6 0.6
mic microwave background (CMB) fluctuation spectrum.
4 Although a spoof paper by Scott (2006) develops a conspiracy theory for
this.
Our result is consistent with any of these.
It is worth noting, however, that the Hubble parameter appears
in very different guises in different techniques. The distance-
ladder methods measure the local cosmological expansion rate,
independent of the global geometry. By contrast, in the CMB,
is one parameter in a global cosmological model. Lensing1H0
is different again: here one assumes a global geometry and then
measures a single scale parameter. The same is true of Sunyaev-
Zel’dovich and X-ray clusters. The latter technique has made
significant progress recently (Jones et al. 2005) but thus far still
relies on strong assumptions: spherical symmetry of the cluster
potential and hydrostatic equilibrium of the gas. In principle,
lensing time delays can determine the global geometry as well
(Refsdal 1966), but the amount of data needed is not observa-
tionally viable yet.
Whether lensing time delays can get the uncertainties in the
Hubble parameter down to the 5% level is an open question.
Maybe galaxy-lens models can be constrained enough to de-
termine to better than 5%, thus making lensing the pre-1H0
ferred method (Schechter 2004); or maybe the approach is best
used in reverse, inputting to constrain galaxy structure1H0
(Kochanek et al. 2006). Fortunately, either outcome is worth-
while, and the basic technique will be the same. So whether
the optimists or the pessimists are right, the usual cliches of
“more data!” (time delay measurements) and “more theory!”
(lens models) are both apt.
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3 Paper II
A New Estimate of the Hubble Time with Improved Mod-
eling of Gravitational Lenses
...whereby we show the Universe is still old enough to take care of itself,
and can also make a nice cup of tea.
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ABSTRACT
This paper examines free-form modeling of gravitational lenses using Bayesian ensembles of pixelated mass maps.
The priors and algorithms from previous work are clarified and significant technical improvements are made. Lens
reconstruction and Hubble time recovery are tested using mock data from simple analytic models and recent galaxy
formation simulations. Finally, using published data, the Hubble time is inferred through the simultaneous recon-
struction of 11 time delay lenses. The result is H10 ¼ 13:7þ1:81:0 Gyr (H0 ¼ 71þ68 km s1 Mpc1).
Subject headinggs: cosmological parameters — gravitational lensing
1. INTRODUCTION
Gravitational lenses (GLs) provide a fantastic natural tool for
probing many of the large-scale properties of the cosmos. Recent
applications range from estimating the age of the universe (Saha
et al. 2006) to studying the darkmatter profiles of galaxies (Read
et al. 2007) to testing alternative theories of gravity (Ferreras et al.
2007).
Despite their potential, GLs are difficult to study because of
several degeneracies such as the position of the source and the
mass distribution of the lensing object. This paper focuses on
strong lensing of quasars by galaxies, but the techniques devel-
oped can equally be applied to clusters. Many have tried to fit
models to GLs by assuming different galaxy structures. Young
et al. (1981) were the first to do so with King models, and many
others have followed using a variety of single isothermal ellipses,
Se`rsic models, or de Vaucouleurs profiles (for a review, see
Kochanek 2004). But different models can easily give different
results (Vuissoz et al. 2007).
This kind of modeling is generally called parametric model-
ing. Each model has a nominal amount of parameters that can be
adjusted. But while one model may fit the data, the degeneracies
make it difficult to determine how well these models really rep-
resent the lens; and as pointed out by Bernstein & Fischer (1999)
and more recently by Read et al. (2007) in connection with time
delays, without extreme care these models can be very sensitive
to the assumptions.
In contrast, free-form or nonparametric models reconstruct the
lens on a grid or a set of basis functions. No particular form is as-
sumed, and the results allow a wider range of solutions than pa-
rametric models might. Such modeling is not unique to lensing,
though.
Schwarzschild (1979) used nonparametric modeling to show
for the first time that it is possible to construct a triaxial stellar
system in equilibrium. He showed that there existed a distribu-
tion of stars on orbits that fit a given density functionD. The three-
dimensional space of a galaxy was divided into M cells, and D
was expressed by D(J ) ¼PMI¼1 C(I )B(I ; J ), where B(I ; J ) is
the orbit density for an orbit I in cell J, calculated using test par-
ticles in a fixed potential, andC(I ), the number of stars on orbit I,
was determined numerically by solving a linear program.
In a very similar manner, Schwarzschild’s technique can be
applied to lenses. Modeling the lenses on a grid was first intro-
duced by Saha & Williams (1997) and then later extended to in-
clude both weak and strong lensing by AbdelSalam et al. (1998).
Similar methods have also been used by Diego et al. (2005) and
Bradacˇ et al. (2005). But in contrast to Schwarzschild, it is de-
sirable to show the variety of solutions rather than just existence.
This important feature is incorporated into the work of Williams
& Saha (2000) and the software PixeLens (Saha & Williams
2004). Related approaches are developed in Trotter et al. (2000)
and Keeton & Winn (2003). Given a large ensemble of models,
one or several variables are examined while averaging out (mar-
ginalizing) the others. The same principle is used in statistical
mechanics. However, the use of marginalization is sometimes
overlooked, leading to a misunderstanding that pixelated models
are ‘‘grossly underconstrained’’ because the number of variables
exceeds the number of data points.
Pixelated modeling has the advantage of allowing the form of
the lens to vary. It does not presuppose important parameters and
can produce models that would otherwise not be possible with pa-
rametric modeling. For instance, while parametric models already
showed that steepness is an important parameter (Wambsganss
& Paczynski 1994), pixelated models showed that shape degen-
eracies, which are often difficult to capturewith parametricmodels,
cannot be ignored (Saha & Williams 2006); twists and nonuni-
form stretching are also easily found.
In this paper, pixelated lens modeling and the constraints im-
posed on the models are explicitly defined. The algorithms are
improvedwith several optimization techniques and the enhanced
method is tested against lenses from an N-body simulation and
another fictitious data set. Finally, a system of 11 lenses is used in
the sameway as Saha et al. (2006) to further constrain theHubble
time.
2. CREATING MODELS
PixeLens generates an ensemble of lens models that fit the
input data. In the Bayesian way, the ensemble itself provides
estimates and uncertainties. Each model consists of a set of n
discrete mass squares with density n, a source position b, and
optionally, a variable h which is proportional to H0. If the time
delays are unknown, the value of h is fixed. In this paper, where
the time delays are known, h varies across the ensemble. The
positions of observed images and the redshifts of the source and
lens are taken to be given with errors small enough to be ignored.
Time delays between images, when available, are similarly as-
sumed to be accurate. Tests from Saha et al. (2006) show that
adjusting these numbers slightly to simulate errors has much less
effect than the model uncertainties.
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Themass density in each square, or pixel, is the projectedmass
density on the plane of the sky in units of the critical density.1
The pixelated surface is a disk of radius pixrad pixels. The to-
tal number of pixels is then about  ; pixrad2. The extent of
the modeled mass, maprad, defaults to min(rmax þ rmin; 2rmax
rmin), where rmin and rmax are the distances of the innermost and
outermost images, respectively. This allows for a buffer zone
outside the outermost image when required.
Following Blandford &Narayan (1986), the arrival time is the
light travel time scaled by
h1T (zL; zS) ¼ (1þ zL) DLDS
cDLS
; ð1Þ
where zL is the redshift of the lens, and DL, DS , and DLS are the
distances from observer to lens, observer to source, and lens to
source, respectively. This removes the dependence on a particular
cosmology. The h1 factor comes through the distance factors.
The arrival time at position a is given by
(a) ¼ 1
2
jaj2  a = b
Z
ln ja a 0j(a 0)d 2a 0: ð2Þ
This can be interpreted as a surface, which is modeled with a
summation over the pixel densities,
(a) ¼ 1
2
jaj2  a = b
X
n
nQn(a)þ 1 2x  2y
 
þ 22xy:
ð3Þ
Two additional terms involving 1 and 2 are added to account
for external shear from neighboring galaxies.
The functionQ is the integral from equation (2) evaluated over
a square pixel with side length a and is defined using the same
notation as in Saha & Williams (1997). Let x; y be the Cartesian
components of a, r2 ¼ x2 þ y2, and
Q˜n(x; y) ¼ (2)1

x2 arctan ( y=x)
þ y2 arctan (x=y)þ xy ln r2  3 : ð4Þ
Then
Qn(x; y) ¼ Q˜n(xþ; yþ)þ Q˜n(x; y) Q˜n(x; yþ) Q˜n(xþ; y);
ð5Þ
where x ¼ x xn  a/2 and y ¼ y yn  a/2.
The function  is linear in all the unknowns b, n, 1, and 2.
Constraints are placed on  and the unknowns so that the results
are physical. The data constraints come directly from lensing
theory. The priors, or assumptions, are additional constraints that
are physically motivated.
As a side note, the source position can be negative because it is
relative to the center, but it must be positive in order to encode it
as part of the linear program. This is resolved by adding a con-
stant internally.
Data Constraint 1. Images are observed where the arrival
time surface is stationary, :(ai) ¼ 0 (Fermat’s principle),
ai; x  bx 
X
dQ=dai; x ¼ 0;
ai; y  by 
X
dQ=dai; y ¼ 0: ð6Þ
DataConstraint 2. The time delay between two images ai and aj
must be consistent with observations,
(ai) (aj) ¼ h obs delayð Þ
T (zL; zS)
: ð7Þ
If the time delays are unknown, the time ordering can be inferred
from the morphology and imposed by
(ai) (aj)  0: ð8Þ
Data Constraint 3. At each ai there are two constraints of the
form

 @
2
@ 2x 0
(ai)
 
 @
2
@ 2y 0
(ai)
; ð9Þ
where x 0 and y 0 are the local radial and tangential directions and
 ¼ 1/10 by default. This ensures that the image elongation is
between  and 1/ when projected along the radial direction. In
practice, the default does not place any constraints on the image.
If an image is known to be elongated, then  can be changed. In
particular, this was used in AbdelSalam et al. (1998).
Data Constraint 4. If a model contains N lenses, they must
share the same Hubble constant,
hlens1 ¼ hlens2 ¼ : : : ¼ hlensN : ð10Þ
When H0 is unspecified, then H0 is allowed to vary from model
to model but not from lens to lens within a single model.
The following priors are the assumptions made about the
lensing systems. All are well defined and astrophysically justi-
fied, as explained below.
Prior 1. The density cannot be negative,
n  0: ð11Þ
This is a quite trivial requirement, but one that can often be dif-
ficult to ensure with other techniques. The linear programming
algorithm employed here guarantees this prior by design.
Notice the similarity between Schwarzschild’s equation from
x 1 on the one hand and equation (3) and prior 2. There is a linear
function (D or ) whose value is known and a summation over a
product where one of the product terms is calculated beforehand
(B orQ). Schwarzschild was limited at the time to what he could
say about the unknowns, but negative values were not allowed.
The goal was only to show the existence of one solution, because
no one knew at the time whether a triaxial solution was possible.
With lenses, much more can be said about the unknowns and
lensing is known to occur.
Prior 2. Most lens are assumed to have inversion symmetry,
unless the lenses are observed to be interacting or otherwise
strongly asymmetric,
i; j ¼ i;j: ð12Þ
1 Many have suggested that it would be better to discretize the potential, but
the potential is not naturally discrete and doing so would require recovering the
mass from Poisson’s equation; guaranteeing that the mass remains positive is dif-
ficult and involves a double derivative which produces noisy results.
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Prior 3. The density gradient should point within  ¼ 45 of
the center,
½ i j M:i; j  0;
½ i j MT:i; j  0; ð13Þ
where
M ¼ cos  sin 
sin  cos 
 	
; ð14Þ
:i; j  (2a)1(iþ1; j  i1; j  i; jþ1  i; j1); ð15Þ
and a is the pixel size. This complicated expression is just saying
that if the density gradient of a pixel were pointing at most 
away from the center thenmoving the pixel’s position by  should
align the density gradient so that it points directly at the center. If
the gradient is greater than  the greater than or equal to condition
will not be satisfied.
Prior 4. The density of a pixel must be no more than twice the
average density of its neighbors,
n  2 1
N (n)
X
i2N(n)
i; n 6¼ 1: ð16Þ
This is a weak smoothing criterion. Normally, it is not applied to
the central pixel, which can have arbitrary density.
Prior 5. The mass profile must be steeper than rs. Let Ri be
the set of all pixels on a discretized ‘‘ring’’ i of radius rRi , one
pixel thick. The number of pixels in a ring is jRij. Let Ci ¼
r sRi /jRij, then
Ci
X
n2Ri
n  Ciþ1
X
n2Riþ1
n  0: ð17Þ
The default radial mass profile constraint has s ¼ 0:5. This is
intentionally rather shallow, but as explained in Saha&Williams
(2004), this is motivated by evidence showing that total density
distribution in central regions of ellipticals is roughly isothermal,
i.e., r2. Furthermore, the projected gas density in the MilkyWay
scales as r1:75 (Binney et al. 1991).
Again, the most important thing to realize from the constraints
and the discretized lens equation is that the constraints are all
linear. They can therefore be solved using any number of linear
programming techniques. However, rather than find one solution,
the space of all solutions is sampled to understand the distribution.
2.1. Bayesian Monte Carlo Markov Chain Sampling
The linear equations presented in x 2 constrain the solution
space to a convex multidimensional polyhedron known as a sim-
plex. The interior points of the simplex are solutions to the linear
equations.
PixeLens samples the interior points using a Monte Carlo
Markov Chain (MCMC) technique. The general technique is
described in condensed matter texts (Binney et al. 1992) and
Bayesian books (Saha 2003). Each solution is used to reconstruct
the arrival time surface, mass density contours, H10 , etc.
The samplingmethod, Algorithm S, relies on being able to find
random vertices of the simplex. The current implementation uses
the standard linear programming simplex algorithm (Dantzig
1963; Press et al. 1986; Cormen et al. 2001) to maximize a given
objective function subject to the linear constraints that form the
simplex. The maximum is guaranteed to be at a vertex. For the
present purposes, the objective function is chosen randomly after
each iteration of Algorithm S, thereby producing a new vertex
each time.
Algorithm S. (Sample interior points).
1. Let 0 be a vertex on the simplex and i ¼ 0 the index of the
current iteration.
2. Let  i be a new vertex.
3. Extend a line from  i through i until a constraint is
reached. Select an interior point iþ1 uniformly from the line.
4. If another model is desired, increment i and go back to
step 2, otherwise stop.
Because the simplex is convex by construction of linear hyper-
planes, Algorithm S is guaranteed to return models in the so-
lution space.
In addition to the explicit priors of x 2, there is also a prior
imposed by the sampling strategy itself. Although clearly well
defined, the physical significance of this prior continues to be the
subject of study. This is not a point to be lightly dismissed, since
it influences the derived distribution of H0. However, the strat-
egy cannot be arbitrary and there are very strict requirements on
the way the volume can be sampled, which are discussed below.
Numerous tests, both in this paper and others, have shown that
the weighting can be empirically justified. The key point is that
many different models must be examined. Other modeling tech-
niques tend to assume the correctness of the model that is fit to
the data, rather than letting the data itself reveal the model. To
quote Blandford &Kundic (1997), ‘‘We should still aggressively
explore all other classes of models that can also fit the observa-
tions but yet which produce disjoint estimates for the time delay.
The true uncertainty in the Hubble constant is given by the union
of all of these models.’’
Algorithm S, in effect, puts a metric on the union. Previous
PixeLens papers implied that the sampling of the simplex was
uniform in volume, but this is not correct, nor is it desired. The
space does not have a Euclidean metric, and while it is still un-
clear what metric the space should have, there are certain prop-
erties that an algorithm sampling the space must have.
1. The sampling strategy must be insensitive to changes in
dimensionality of the space. In other words, increasing the num-
ber of variables (e.g., by increasing the pixel resolution, which
subdivides pixels) should not change the predicted values of H0.
This is not true if the solution space is uniformly sampled. As
an example of the problem, imagine a uniformly sampled right
triangle where the legs meet at the origin. The density of points
projected onto one axis will be greater toward the origin. In higher
dimensions, when the points are projected onto the same axis, the
density distribution will be skewed further toward the origin.
2. The sampling strategy must be insensitive to units. The
variables that define the solution space do not all have the same
units. Some are mass density, some are source positions, one is
H0, etc. By simply scaling any of these units, the space is stretched
or compressed. This would affect a sampling strategy based on
volume when the number of dimensions is greater than two.
Whatever the sampling prior is, it must be insensitive to this.
Both of these serious problems are solved by Algorithm S. The
first problem is solved because a point is chosen uniformly along
the line in step 3 regardless of the number of dimensions. One
can see from Figure 1 that the predicted value of H0 remains
quite steady even as the number of variables is increasing. The
second problem is solved because the vertices of the space are
used to guide the sampling strategy. How the vertices are chosen
is completely independent of units. Any scaling would not affect
the vertex selection procedure. Figure 2 shows a three-dimensional
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sampled simplex. The sampling is clearly not uniform but is in-
sensitive to stretching of the axes.
Algorithm S has changed slightly from older versions of
PixeLens. Previous versions took a fixed number of vertex steps.
The new vertex was often very close to the old one and resulted
in clumps of correlated models. The new version seeks out ver-
tices further away, which reduces the problem and better samples
the interior with fewer samples. The running time increased with
this change, but the results are more representative. Within the
errors, however, old results are still valid.
Although Algorithm S does not sample the volume uniformly,
in the limit of infinite samples, it does have some distribution. But
how well is that distribution recovered with only a finite number
of samples? To approximate the true distribution, 10,000models
of the lens B1115+080were generated. The ‘‘finite’’ sample con-
sisted of 200 models. Figure 3 compares the distribution of just
the Hubble time variable. When the two samples are taken from
the same distribution, the crosses fall on the dashed line. Even
with a small sample, the distribution is well recovered.
2.2. Technical Issues
While PixeLens is stable, variations on sampling can introduce
numerical instability. If a point is not chosen uniformly from the
line in step 3 of Algorithm S, a numerical error in the coordinates
of sampled points will grow exponentially fast and lead to future
points lying outside the solution space. Reprojecting a point back
into the space is impractical, because the exact size and shape of
the simplex is unknown and truly incalculable due to the extra-
ordinarily large number of dimensions and vertices. ( It is worth
noting that if all the vertices could be known in advance, the
simplex algorithmwould be unnecessary. One could simply pick
a new vertex from the list.) In the worst case, however, this error
is detectable. If such an error is detected, the programwill issue a
message and halt.
Fig. 1.—Predicted Hubble time as a function of the pixel radius of the grid.
The number of variables is O (pixrad2). Error bars indicate the 1  deviations
from the medians. Increasing the variables does not grossly affect the median
H0, showing that condition 1 of the sampling strategy is satisfied. A single lens,
B1115+080, is being modeled.
Fig. 2.—Three-dimensional example of a sampled simplex with 50,000 points.
The overdensities clearly indicate that the volume is not uniformly sampled. This
must be the case in order to satisfy the two conditions of the sampling strategy.
Fig. 3.—Quantile-quantile plot comparing the distribution of a large sample
of Hubble times to the distribution of a small sample. The points lie nearly
perfectly on the dashed line, indicating that the two samples come from the same
distribution. The tail extends off the figure because of a few extreme outliers in the
large sample. The figure was clipped for clarity.
Fig. 4.—Example of numerical error in selecting point C. The x- and y-axes
are the two main variables, and s is the slack variable introduced by the simplex
linear programming algorithm. The gray region is the plane on which solutions
lie. Point C lies far enough from point B that numerical error is introduced,
leading to the selection of C 0, which lies outside the gray solution space. Sub-
sequent similar sampling leads to exponentially fast growing error. The error in
the diagram is exaggerated for clarity.
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The source of the error can be seen in Figure 4. The figure has
been exaggerated for clarity. Sample points are constrained to lie
on the shaded surface. After sampling points A and B, point C
is the next intended point, but because of the limits of machine
accuracy, C 0 is taken instead. If the problem only occurred once,
the error would be below the noise in the system, but each sample
introduces more error because the next sample depends on the
position of the previous sample.
Using the notation of Algorithm S, the further iþ1 is chosen
from i, the larger the error. This is a simple lever; the error is
proportional to (a/b), where a ¼ iþ1   i and b ¼ i   i.
Successive errors are compounded over N iterations,
 ¼
YN
i
(ai=bi): ð18Þ
Sampling uniformly along the line suppress the error, because
points are chosen close to i as often as far away. If ai  bi, 
grows without bound. If ln  > 0, then ha/bi  N , in which case
the error is reported and the program halts.
A number of technical improvements were also made to the
implementation of the simplex algorithm. As mentioned above,
the simplex algorithm is used to find a new vertex in Algorithm S
by maximizing an objective function subject to the linear con-
straints that form the simplex. Each iteration moves to a new ver-
tex that increases the objective function until no further vertex
can be found. The linear constraints are stored in amatrix called a
tableau. The algorithm moves to the next vertex by rewriting the
tableau—an operation known as a pivot. For very large problems,
the pivot is the bottleneck. This work improves the performance
by parallelizing the pivot on a shared-memorymachine. For even
larger problems than are faced here, it may be necessary to ex-
tend this to a distributed-memory cluster of machines.
A further improvement was an optimization of the data struc-
ture used to store the tableau. While the tableau is initially sparse
and previous versions of PixeLens stored it as such, the tableau
quickly becomes dense after only a few pivots (Fig. 5). Storing the
tableau as a dense matrix yields a significant performance boost.
3. TESTING HUBBLE TIME RECOVERY
How well does Algorithm S predict the Hubble time? Two
tests were performed.
First, a blind test similar to that in Williams & Saha (2000) is
performed. Four quad lenses were crafted assuming a particular
Hubble time that was unknown to the author. These were, in fact,
the same lenses as in the aforementioned paper, but rescaled to
a Hubble time of 13.9 Gyr. The time delays were perturbed
slightly to simulate errors. The Hubble time was recovered using
Fig. 5.—Three simplex tableaus displayed graphically. The left image is the tableau with the original constraints in place. Lens asymmetry can be seen in the block that
is twice as tall as the other three. The middle image is after a feasible solution is found. The third image is after 200 models. Black represents nonzero values.
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PixeLens and then the simulated Hubble time revealed. Figure 6
shows the histogram of Hubble times from 200 models. PixeLens
predicts H10 ¼ 13:7þ1:51:4 Gyr.
Second, five lenses, three doubles and two quads, were created
by ray-tracing a galaxy from theN-body plus hydrodynamic sim-
ulation with H10 ¼ 14 Gyr described by Maccio` et al. (2006).
The galaxy is an E1 or E2 triaxial elliptical with about 80% dark
matter. The histogram of Hubble times from 200models is shown
in the right panel in Figure 6. There is a clear peak with the pre-
dicted value atH10 ¼ 13:3þ1:40:6 Gyr with 68%confidence.Within
the errors, PixeLens successfully recovers the simulation Hubble
time. Read et al. (2007) reconstruct the same lenses with a slightly
different prior.
4. NEW 11 LENS RESULTS
With confidence founded in the results of x 3, an ensemble of
lenses was modeled to find the true Hubble time. Saha et al.
(2006) used 10 lenses2 to constrain the Hubble time to H10 ¼
13:5þ2:51:3 Gyr. Subsequently, Vuissoz et al. (2007) have reported
on a new time delay measurements for J1650+4251. Combining
this new lensmeasurement with the 10 lenses used previously, all
11 lens were simultaneously modeled to predict tighter bounds on
the Hubble time. The distribution of Hubble times is shown in
Figure 7.
At 68% confidence, the new predicted value is
H10 ¼ 13:7þ1:81:0 Gyr H0 ¼ 71þ68 km s1 Mpc1
 
:
Figure 8 shows the ensemble average of the mass and arrival
time surface for J1650+4251 as recovered by PixeLens. Average
mass maps for the other lenses are similar to those in Saha et al.
(2006, Fig. 2).
To put this into context, the results of other techniques are
listed below. The units are in H0, which is found more often in
the literature than H10 . The latter appears more naturally in
lensing, though, hence the presentation of the above estimates.
The first set of errors are statistical and the second set (when
applicable) are systematic. This list is summarized by the plot in
Figure 9.
1. H0 ¼ 73  3 km s1 Mpc1 from the cosmic microwave
background fluctuation spectrum (Spergel et al. 2007). TheHubble
constant is just one value in a multiparameter fit.
2. H0 ¼ 68  6  8 km s1 Mpc1 using a different Monte
Carlo method to combine lenses (Oguri 2007).
3. H0 ¼ 62:3  1:3  5:0 (Sandage et al. 2006) and H0 ¼
73  4  5 (Riess et al. 2005) from Cepheid-calibrated lumi-
nosity of Type Ia supernovae. This is independent of the global
geometry.
4. H0 ¼ 66þ11þ9108 km s1 Mpc1 from the Sunyaev-Zel’dovich
effect (Jones et al. 2005). As with lensing, a global geometry is
assumed and the Hubble time is measured.
5. H0 ¼ 72  8 (Freedman et al. 2001) using a variety of
Cepheid-calibrated indicators. This is again, independent of the
global geometry.
In the future, better predictions may be obtained with im-
proved priors and tighter constraints on galaxy structure. Simply
Fig. 6.—Two tests of the program. Left: Hubble time values recovered during a blind test. The lens was constructed by hand using an artificial value of the Hubble time
(13.9 Gyr). Right: Time delays from a multiply lensed simulation galaxy with H10 ¼ 14 Gyr. There is a clear peak at 13.3 Gyr.
Fig. 7.—Hubble time values found from simultaneously modeling 11 lenses.
The peak occurs at 13.7 Gyr.
2 The 10 lenses are J0911+055, B1608+656, B1115+080, B0957+561,
B1104181,B1520+530,B2149274,B1600+434, J0951+263, andB0218+357.
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adding more lenses will also improve the predictive power of
PixeLens, but may not help in understanding the different sources
of degeneracies and developing better priors.
5. SUMMARY
Pixelated lens reconstruction is an example of free-formmodel-
ing. Such modeling has the advantage that one does not have to
presuppose what the important parameters might be and can let
the generated models be a guide to finding those parameters.
Free-form modeling has many applications and was used early
by Schwarzschild to show the existence of triaxial stellar sys-
tems in equilibrium.
Applied to gravitational lensing, the free-form models are im-
plemented as pixelated models whereby the mass sheet of the
lens is discretized into many small square pixels. The mass in
each pixel is recovered using an MCMC technique using linear
programming to probe the solutions which reconstruct the ob-
served data. The software PixeLens produces an ensemble of
hundreds of such models. The ensemble provides Bayesian sta-
tistics about the variety of possible lens reconstructions.
The constraints that define themassmodels are explained. The
linear constraints form a hyperdimensional solution space from
which the models are drawn. The sampling algorithm has been
improved over previous software versions, and although it was
shown that the algorithm does not uniformly sample the solution
space, it is argued that this is undesirable for this problem. The im-
plementation was parallelized for multiprocessor, shared-memory
machines. Future work will include controlling numerical round-
off errors that will become significant with larger problems.
The new version of PixeLens was applied to an ensemble of
11 lenses to determine a new value for the Hubble time: H10 ¼
13:7þ1:81:0 Gyr within 68% confidence.
Further research into galaxy and cluster structure is needed to
improve the priors. The estimates of galaxy morphology have
been conservative, but tighter constraints will lead to better re-
sults. Furthermore, model ensemble building can be applied to
other areas, even to the original problems of Schwarzschild.
Pixelated lens modeling is on the cutting edge of gravitational
lens research, promising to provide great insight into the struc-
ture of galaxies, the distribution of dark matter, and the funda-
mental nature of the universe. But there are still many challenges
both scientifically and computationally.
I would like to extend my sincere appreciation for the help I
received with many aspects of this paper, in particular, Joachim
Stadel for a critical insight concerning the material in x 2.2; Peter
Englmaier, Tristen Hayfield, and Justin Read for the hours spent
considering different sampling techniques; and Prasenjit Saha
for patiently answering my many lensing questions and ever so
subtly nudging me to finish. I would also like to thank the anon-
ymous referee for useful comments and suggestions on making
the paper clearer and more concise.
Fig. 8.—Example of the output from PixeLens: the ensemble average of the mass (left) and arrival time surface (right) of J1650+4251.
Fig. 9.—Recent Hubble time measurements from a variety of methods.
Multiple error bars for a single reference are present when there are systematic
errors in addition to statistical ones.
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APPENDIX
PixeLens GRAVITATIONAL LENS MODELING SOFTWARE
PixeLens is freely available under the GNU General Purpose License. Source code is naturally included. The program is cross
platform and an I /O limited version even runs in a web browser. The version used in this paper is v1.88.3
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ABSTRACT
A nearby star having a near-transit of a galaxy will cause a time-dependent weak
lensing of the galaxy. Because the effect is small, we refer to this as weak microlensing.
This could provide a useful method to weigh low-mass stars and brown dwarfs. We
examine the feasibility of measuring masses in this way and we find that a star causes
measurable weak microlensing in a galaxy even at 10 Einstein radii away. Of order
one magnitude I 6 25 galaxy comes close enough to one or other of the ∼ 100 nearest
stars per year.
Key words: gravitational lensing; stars: low-mass, brown dwarfs; methods: statistical
1 INTRODUCTION
Gravitational lensing by Galactic stars has come a long way
since the low-probability assessment of Einstein (1936). The
first detections (Alcock et al. 1993; Aubourg et al. 1993;
Udalski et al. 1993) have been followed by ∼ 4000 more,
including a few detections of planets around the main lensing
star (e.g., Gould et al. 2006).
Yet despite the now abundant examples of microlensing,
accurate measurements of the lensing mass are still rare. The
reason is that a microlensing light-curve on its own tells
us precisely how long proper motion takes to traverse an
Einstein radius, but the physical length rE of the Einstein
radius and its angular size θE remain unknown. Hence, only
a broad statistical statement about the stellar mass can be
made in most cases.
Refsdal (1966) anticipated the problem and suggested
a way to overcome it: If both stars are directly observable,
their relative proper motion would (together with the light
curve) supply θE , while a second observatory in the solar
system would provide rE . Several related ideas have been
forwarded, notably by An et al. (2002), who exploited a
combination of caustic-crossing times and finite source size
effects to obtain the first microlensing mass measurement.
A similar strategy has recently been used by Gould et al.
(2009) to measure the mass of a brown dwarf to 10%.
Another possibility is to measure the lensing effect of
a star on a galaxy. Paczyn´ski (1996) pointed out that as
a Galactic star makes a near-transit of a galaxy, the lat-
ter will undergo a small shift in its apparent centroid. For
this variety of microlensing to be observable, θE needs to
be larger than the precision of image centroiding–although
it can be below resolution–and proper motions need to be
⋆ E-mail: jonathan@physik.uzh.ch
large. Nearby stars are the only realistic prospect, since
θE ≈ 0.′′09
„
M/M⊙
Dlens/pc
«1/2
(1)
for sources at infinity, and proper motions are ∼ 1′′ per year.
Microlensing by nearby stars would have none of the degen-
eracy problems mentioned above; the lens being at known
distance, the mass is the only unknown parameter. More-
over, such events are predictable long in advance. The transit
may be on the order of a few months allowing for observa-
tions of the galaxy both before and during the lensing event.
Ideally, the star would not transit directly across the galaxy
since the star must be masked out for proper observations
of the galaxy.
Paczyn´ski (1996) suggested that microlensing centroid
shifts could be used to measure down to masses of nearby
brown dwarfs. In this paper, we suggest a refinement of
Paczyn´ski’s idea which could make it much more effective.
Rather than just the galaxy centroid shift, the whole weakly-
lensed image of the galaxy could be exploited to infer the
lensing mass. We develop a technique to extract the weak-
lensing effects and estimate the mass of the star.
2 A FITTING METHOD
Consider a star with Einstein radius θE whose sky position
at epoch t is zt. Lensing by this star maps a point θ in the
image plane to a point φ in the source plane such that
φ = θ − θ2E (θ − zt)|θ − zt|2 (2)
where zt, θ, φ are two-dimensional vectors.
Next, we consider a galaxy whose unlensed brightness
distribution S is expanded in terms of basis functions Bn(θ)
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as
S(θ) =
X
n
anBn(θ) (3)
where an are the expansion coefficients. In the presence of
lensing, the brightness distribution of the galaxy will be
St(θ) =
X
n
anBn(φ(θ, zt, θE)) , (4)
where S now has a time dependence due to the position of
the star zt. Since lensing conserves surface brightness, the
lensed surface brightness at θ equals the unlensed surface
brightness at φ.
Pixelating the image plane, we write the pixel-wise
brightness distribution as
Dt,ij ≡
X
n
anLnt,ij (5)
where Lnt,ij represents a lensed and pixelated basis function
Lnt,ij ≡ Bn(φ(θij , zt, θE)) . (6)
The expression in Equation 5 is our model for the lensed
brightness distribution. If the observed distribution is dt,ij
then the likelihood is
L(an, θE) ∝
Y
t,ij
exp
ˆ− 1
2
σ−2t,ij (dt,ij −Dt,ij)2
˜
(7)
where σt,ij is the pixel-wise noise, which we assume is
Gaussian. The model has a complicated dependence on θE ,
but only a linear dependence on the expansion coefficients
an. Since we are not especially interested in the an, we
marginalise them out by standard methods (for example,
chapter 5 of Saha 2003). The marginalised likelihood is given
by
2 lnL(θE) = ln | detC|+
X
mn
PmPnCmn −
X
t,ij
σ−2t,ij d
2
t,ij .
(8)
Here
Pn ≡
X
t,ij
σ−2t,ij dt,ij L
n
t,ij (9)
represents a kind of projection of the data on the model,
while
C−1mn ≡
X
t,ij
σ−2t,ij L
m
t,ij L
n
t,ij (10)
is the inverse covariance matrix. We can relate L(θE) to an
effective χ2 as just
L(θE) = exp(−χ2/2) . (11)
We are now prepared to estimate the mass of a star by
its lensing effect on a background galaxy. Given the pixel-
wise brightness dt,ij and noise level σt,ij , we simply need to
calculate the effective χ2 and minimize with respect to θE .
As an aside, | detC| in Equation 8 will typically over-
flow floating-point arithmetic, while ln | detC| will fit quite
nicely. Hence we compute an alternative form, namely,
ln | detC| =P lnλn, where λn is the nth eigenvalue of C.
γtot
1
2
,1,3,7,12 ×106
Nobs 2, 3, 4, 5
θE,true 10, 20, 30, 40, 50 [milliarcsec]
p 0.08, 0.126, 0.232, 0.454, 0.903 [arcsec]
Table 1. Parameters used for simulated observations: γtot is the
total number of photons over all observation epochs (including
one unlensed observation), Nobs is the number of epochs, θE,true
is the Einstein radius we wish to recover, and p is the closest
approach of the star on the sky plane to the background galaxy.
3 SIMULATED OBSERVATIONS
We tested the above scheme using simulated data, focusing
specifically on the dependence on four quantities: the actual
Einstein radius of the star θE,true, the closest approach or
impact parameter p, the number of observed epochs (or t
values) Nobs, and the total number of photons collected γtot.
The values are summarized in Table 1. The full matrix of
these parameters was tested, giving a total of 500 simulated
observational programs.
For the exact form of the unlensed surface brightness in
Equation 3 we chose
S(θ) = exp
„
−7.67
hp
(θ/Re)2 +R2c
i1/4«
(12)
with Re = 1. This is simply a de Vaucouleurs profile mod-
ified by a core radius Rc of 2 pixels to mimic the effect of
the telescope PSF on a singular cusp.
We then considered 71 × 71 pixels imaging a patch of
sky 2′′ on a side and centred on the galaxy. With this reso-
lution each pixel is about l = 0.′′028 across, which, for exam-
ple, would be equivalent to about one pixel per resolution
element of the Nasmyth Adaptive Optics System (NAOS)
Near-Infrared Imager and Spectrograph (CONICA) camera
(Lenzen et al. 2003; Rousset et al. 2003). At a redshift of
z ∼ 0.5, where we expect to find most of our background
galaxies, 1′′ is about 6 kpc. The corresponding lensed pixe-
lated brightness is
St,ij = S(φ(θij , zt, θE,true)) . (13)
We normalized this brightness to the total number of pho-
tons X
t,ij
St,ij = γtot, (14)
and thus γtot/Nobs is the number of photons per image. Con-
sidering the normalized St,ij as the expectation value of the
pixel-wise photon count, we then drew the simulated data
dt,ij from a Poisson distribution. The noise level σt,ij was
taken as
p
dt,ij , which greatly simplifies Equations 8 and 9.
In practice, the star will be masked out during observa-
tions. To simulate this, we discarded the pixels within one
pixel-width of the star.
As basis functions we chose two-dimensional Hermite
functions or shapelets (e.g., Refregier 2003). The scale pa-
rameter for the shapelets was set to β = 0.′′2 and we used
Nbasis = 20× 20 basis functions in all. These settings allow
structures as large as θmax = β(2
√
Nbasis + 1)
1/2 = 1.′′28
and as small as θmin = β(2
√
Nbasis + 1)
−1/2 = 0.′′03 to be
resolved (Melchior et al. 2007).
For each of the 500 test cases, we considered one epoch
c© 0000 RAS, MNRAS 000, 000–000
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Figure 1. Plot of the effective χ2 as a function of θE , for a sim-
ulated observation program with Nobs = 2 epochs, total photons
γtot = 3 × 106 collected, θE,true = 0.′′05 and impact parameter
p = 0.′′126. The solid vertical line marks θE,true and the dashed
line marks the best fit. The formal count of degrees of freedom is
2 epochs×712 pixels−202 basis functions = 9682, so the effective
reduced χ2 ≈ 1.4. The dependence of the fit on θE is non-linear,
hence the asymmetric shape of the curve.
Figure 2. Details of the best-fit θE for the simulated observation
program of Figure 1. The upper row refers to an unlensed epoch
t = 0 and the lower row to the lensed epoch t = 1. The left column
shows the simulated data dt,ij , the middle column shows the best
reconstruction Dt,ij , while the right column is |dt,ij−Dt,ij |. The
scale is in units of photons. The star has been masked out as
would be done during an observation.
t = 0 with the galaxy unlensed and additional epochs t > 0
with the star at zt = (5lt,−l2i | i ∈ [1, . . . , 5]). The selec-
tion of i corresponds to the selection of p: A large p implies
a large i. This choice of position puts the star at the centre
of a pixel. Extensive testing has shown a sensitivity to plac-
ing stars near pixel edges, whereby recovery of the data is
degraded if the star is too close to pixel boundaries.
In Figure 1 we show the effective χ2 as a function of θE
for one of the simulated data sets. In Figure 2 we show the
simulated images, along with the reconstructed and residual
images for the best-fit θE . Examining such plots is a good
indicator of potential problems. For example, if too few ba-
sis functions are used, a grid-like pattern shows up in the
reconstructions and the residual, and recovery of θE is very
poor.
Figure 3. Mass uncertainty as a function of four quantities: θE ,
impact parameter p, total galaxy photons collected γtot, and the
number of epochs Nobs. Within each box, θE and p are varied
at fixed γtot, Nobs. The latter two quantities are varied between
boxes, as labelled. Circles indicate the error in mass (i.e., in θ2E):
Large, green circles denote< 5% error, orange circles 5–11% error,
red circles 11-20% error, and small, open circles are used if the
mass error was> 20%. Missing circles mean that no mass estimate
could be made. Of all the tests, 26% have errors less than 5% and
39% have errors less than 11%. Of those tests with filled circles,
52% have errors less than 5% and 79% have errors less than 11%.
Figure 3 summarizes the complete suite of 500 simu-
lated observation programs, showing the mass-recovery er-
rors as a function of θE,true, p, γtot and Nobs. The following
conclusions can be easily read off:
• The mass range of nearby brown dwarfs is accessible,
since θE down to 0.
′′02 can be measured with the resolution
considered.
• Impact parameters of p ∼ 10 θE are small enough, but
if p is too small the galaxy can be obscured by the star mask,
leading to poor results.
• Of order a million photons from the galaxy are needed,
and a few times this are desirable, but it does not matter
much whether these are concentrated in two epochs or dis-
tributed among several epochs.
4 EVENT RATES
We now consider how likely is it to find a star crossing near
a background galaxy. For this analysis we used the Research
Consortium on Nearby Stars (RECONS) list of the 100 near-
est stellar systems (Henry 2009). The proper motions and
estimated masses of the stars in these systems are plotted
in Figure 4. In Figure 5 we have plotted the area of sky
swept out by Einstein radii per year, or 2µθE where µ is the
proper motion.
If we restrict ourselves to masses < 0.5M⊙ and proper
motions > 0.′′5 /yr, we are left with 85 stars. Assuming, as
seen in our tests, that a galaxy within 10 θE is a candidate,
we sum 20µθE over these stars. The total available area is
∼ 70 arcsec2 per year.
The GalaxyCount program (Ellis & Bland-Hawthorn
2007) estimates ≃ 1 galaxy with magnitude I 6 25 within
c© 0000 RAS, MNRAS 000, 000–000
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Figure 4. The nearest 100 stellar systems (139 stars) from the
RECONS catalogue. Shown are the proper motions (left) and
estimated masses (right) for the sample. Systems in red have been
excluded from the discussion in Section 4. The five highest mass
stars are, α Centauri A+B, Sirius, Procyon, and Altair.
Figure 5. Sky area coming within one Einstein radius of each
nearby star per year, plotted against distance (left), and against
estimated stellar mass (right). Systems in red have been excluded
from the discussion in Section 4.
a sky area of 70 arcsec2. This provides a rough estimate of
the rate of observable weak microlensing events.
5 OBSERVATIONAL PROSPECTS
Observing the weak lensing of a faint galaxy by a nearby star
would require a high resolution (≈ 0.′′05) imager with high
contrast capabilities. A 0.5M⊙ star at 5 pc has a brightness
of I ≈ 6.5mag while I ≈ 12mag for a 0.1M⊙ star at the same
distance. Thus a contrast in the range ∆I = 12−18mag must
be achieved at a separation of about 0.′′05 for typical events.
This is quite a challenge for existing instruments. Fortu-
nately, rapid progress can be expected in this field by instru-
ments currently built for the imaging of planetary systems
with 8m-10m telescopes and further significant progress will
be possible with extremely large telescopes and high con-
trast imagers in space. They will provide very high contrast
observations ∆m > 20mag and allow mass determinations
of many nearby stars using weak microlensing of faint back-
ground galaxies as advocated in this Letter. Any background
light that is not from the galaxy can still be considered part
of the source as it will either be lensed or remain relatively
constant throughout the duration of the complete observa-
tion program. An 8m class telescope with 30-50% efficiency
collects about 50,000 photons/hr. Thus, a typical program
might need between 20 and 100 hours to expect reasonable
results.
With existing instruments it should already be possi-
ble to observe weak microlensing in favourable cases where
the impact parameter is small and the optical resolution
is higher than that considered here. Nearby (d ≈ 5 pc)
brown dwarfs with a mass of ≈ 0.05M⊙ (θE ≈ 0.′′01) such as
SCR 1845-6357 B (at 3.9 pc), DENIS 0255-4700 (5.0 pc),
2MASS 0415-0935 (5.7 pc), or GJ 570 D (5.9 pc), have
I ≈ 17− 20 mag and V ≈ 22− 25 mag and they are not or
not much brighter than the abundant backgound galaxies.
Low mass stars and substellar objects are red or extremely
red and imaging observations of blue star-forming galaxy at
short wavelengths is favoured because the image contamina-
tion of the lensed galaxy by the PSF of the lensing object
is strongly reduced. It seems that HST or an adaptive op-
tics systems (e.g. with laser guide star) at a large telescope
working at short wavelengths < 1µm should be capable of
achieving successful observations for certain weak microlens-
ing events.
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ABSTRACT
Gravitationally lensed quasars can be used to map the mass distribution in lensing galaxies and to estimate the Hubble constant H0
by measuring the time delays between the quasar images. Here we report the measurement of two independent time delays in the
quadruply imaged quasar WFI J2033−4723 (z = 1.66). Our data consist of R-band images obtained with the Swiss 1.2 m EULER
telescope located at La Silla and with the 1.3 m SMARTS telescope located at Cerro Tololo. The light curves have 218 independent
epochs spanning 3 full years of monitoring between March 2004 and May 2007, with a mean temporal sampling of one observation
every 4th day. We measure the time delays using three different techniques, and we obtain ΔtB−A = 35.5 ± 1.4 days (3.8%) and
ΔtB−C = 62.6+ 4.1− 2.3 days (+ 6.5%− 3.7%), where A is a composite of the close, merging image pair. After correcting for the time delays, we find
R-band flux ratios of FA/FB = 2.88 ± 0.04, FA/FC = 3.38 ± 0.06, and FA1/FA2 = 1.37 ± 0.05 with no evidence for microlensing
variability over a time scale of three years. However, these flux ratios do not agree with those measured in the quasar emission lines,
suggesting that longer term microlensing is present. Our estimate of H0 agrees with the concordance value: non-parametric modeling
of the lensing galaxy predicts H0 = 67+13−10 km s−1 Mpc−1, while the Single Isothermal Sphere model yields H0 = 63+7−3 km s−1 Mpc−1(68% confidence level). More complex lens models using a composite de Vaucouleurs plus NFW galaxy mass profile show twisting
of the mass isocontours in the lensing galaxy, as do the non-parametric models. As all models also require a significant external shear,
this suggests that the lens is a member of the group of galaxies seen in field of view of WFI J2033−4723.
Key words. gravitational lensing – cosmology: cosmological parameters – quasars: individual: WFI J2033−4723
1. Introduction
When a quasar is gravitationally lensed and we observe multi-
ple images of the source there are light travel time differences
between the images. Any intrinsic variation of the quasar is ob-
served at different times in each image with a measurable “time
delay” between them. Refsdal (1964) first showed that time
delays provide a means of determining the Hubble constant H0
? Based on observations obtained with the 1.2 m EULER Swiss
Telescope, the 1.3 m Small and Moderate Aperture Research Telescope
System (SMARTS) which is operated by the SMARTS Consortium,
and the NASA/ESA Hubble Space Telescope as part of program HST-
GO-9744 of the Space Telescope Science Institute, which is operated by
the Association of Universities for Research in Astronomy, Inc., under
NASA contract NAS 5-26555.
?? Table 4 is only available in electronic form at the CDS via
anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsweb.u-strasbg.fr/cgi-bin/qcat?J/A+A/488/481
??? Research Fellow, Belgian National Fund for Scientific Research
(FNRS).
independent of any local distance calibrator, provided a mass
model can be inferred for the lensing galaxy. Conversely, one
can also assume H0 in order to study the distribution of the total
mass in the lensing galaxy.
During the past 25 years, time delays have been measured in
only 17 systems, at various accuracy levels (see Oguri 2007, for
a review). As the error in the time delay propagates directly into
H0, it is important to make it as small as possible. Unfortunately,
most existing time delays have uncertainties of the order of 10%
that are comparable to the current uncertainties in H0. This un-
certainty can be reduced by increasing the sample of lenses with
known time delays, and by simultaneously fitting all lenses in
the sample with a common value for H0 (Saha et al. 2006b,a;
Coles 2008).
COSMOGRAIL is an optical monitoring campaign that aims
at measuring time delays for a large number of gravitationally
lensed quasars to accuracies of a few percent using a network
of 1- and 2-m class telescopes. The first result of this campaign
was the measurement of the time delay in the doubly imaged
quasar SDSS J1650+4251 to an accuracy of 3.8% based on two
Article published by EDP Sciences
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Fig. 1. The 6.3′ × 6.3′ field of view around WFI J2033−4723. This image is the central part of a combination of 418 R-band frames obtained with
the 1.2 m EULER Telescope with a total exposure time of 48 h and a mean seeing of 1.3′′. The three stars PSF1−3 used to model the Point Spread
Function (PSF) and the 7 reference stars S4−10 used for frame alignment and flux calibration are indicated.
observing seasons of data (Vuissoz et al. 2007). COSMOGRAIL
complements a second monitoring group whose most recent re-
sults are a delay for HE 1104-1805 (Poindexter et al. 2007). In
this paper we present time-delay measurements for the quadru-
ply imaged quasar WFI J2033−4723 based on merging 3 years
of optical monitoring data from the two groups. In a compan-
ion effort, Morgan et al. (2008) analyzed the merged data for the
two-image lens QJ0158−4325, succeeding in measuring the size
of the source accretion disk but failing to measure a time delay
due to the high amplitude of the microlensing variability in this
system.
WFI J2033−4723 (20h33m42.s08, −47◦23′43.′′0; J2000.0)
was discovered by Morgan et al. (2004) and consists of 4 im-
ages of a z = 1.66 quasar with a maximum separation of 2.5′′.
The lens galaxy was identified by Morgan et al. (2004) and has a
spectroscopic redshift of zlens = 0.661 ± 0.001 (Eigenbrod et al.
2006). The lens appears to be the member of a group, with at
least 6 galaxies within 20′′ of the lens (Morgan et al. 2004),
and we will have to account for this environment in any lens
model.
We describe the monitoring data and its analysis in Sect. 2.
In Sect. 3 we present the near-IR Hubble Space Telescope (HST)
observations that we used to obtain accurate differential astrom-
etry of the lens components and surface photometry of the lens
galaxy. We estimate the time delays in Sect. 4 and model them
using parametric (Sect. 5) and non-parametric (Sect. 6) models
for the mass distribution of the lens galaxy. We summarize our
results in Sect. 7.
2. Photometric monitoring
Our 3-year photometric monitoring of WFI J2033−4723 was
carried out from March 2004 to May 2007 with the 1.2 m
EULER telescope and the 1.3 m SMARTS telescope located in
Chile at La Silla and the Cerro Tololo Interamerican Observatory
(CTIO), respectively. WFI J2033−4723 was monitored from
both sites for three years during its visibility window from early
March to mid-December.
The 1.2 m EULER telescope is equipped with a 2048 ×
2048 CCD camera which has 0.344′′ pixels and produces an im-
age with an 11′ field of view. The mean sampling of the EULER
data is one epoch every five days, where each epoch consists of
five dithered 360 s images taken with an R-band filter. The worst
gaps due to weather or technical problems are 2−3 weeks. The
EULER data set consists of 141 epochs of data obtained between
May 2004 and May 2007. The image quality varies between 0.9′′
and 2.0′′ FWHM over 3 years, with a median of 1.4′′.
The 1.3 m SMARTS telescope is equipped with the dual-
beam ANDICAM (DePoy et al. 2003) camera. Here we use
only the optical channel which has 0.369′′ pixels and a 6.5′ ×
6.3′ field of view. The mean sampling of the SMARTS data is
one epoch every eight days, with three 300 s exposures at each
epoch. The SMARTS data set consists of 77 epochs of data ob-
tained between March 2004 and December 2006. The seeing on
the images varies between 0.5′′ and 2.0′′, with a median of 1.4′′.
The combined data set consists of 218 observing epochs
comprising 956 images covering the common field of view
shown in Fig. 1. The average temporal sampling when
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Fig. 2. Result of the simultaneous deconvolution of the 956 R-band im-
ages (EULER+SMARTS) of WFI J2033−4723. The pixel size of this
image is half the pixel size of the EULER detector, i.e., 0.172′′ , and
the resolution is 2 pixels Full-Width-Half-Maximum, i.e., 0.344′′ . The
field of view is 22′′ on a side. Two galaxies G2 and G3 are seen to the
West and North of the main lensing galaxy G1. G3 is part of a group in-
cluded in the lens modeling, while G1 and G2 are modeled individually
(see Sect. 5).
WFI J2033−4723 was visible is one observation every 4 days
over a period of three years, one of the best sets of monitoring
data available for a lensed quasar.
The EULER data are reduced using the automated pipeline
described in Vuissoz et al. (2007) and the SMARTS data with the
SMARTS pipeline, using standard methods. The reduced frames
are then aligned and interpolated to a common reference frame,
one of the best-seeing (1′′) EULER images, taken on the night
of 5 April 2006. The 10 stars (PSF1−3 and S4−10) shown in
Fig. 1 are used to determine the geometric transformation needed
for each EULER and SMARTS image to match the reference
frame. The transformation includes image parity, rotation, shift-
ing and rescaling. These 10 stars are also used to determine the
photometric zero point of each image relative to the reference
image. After interpolation, cosmic rays are removed using the
L.A.Cosmic algorithm (van Dokkum 2001). We check that no
data pixels are mistakenly removed by this process.
The light curves of the quasars are measured by simulta-
neously deconvolving all the images using the MCS algorithm
(Magain et al. 1998). This method has already been successfully
applied to the monitoring data of several lensed quasars (e.g.
Vuissoz et al. 2007; Hjorth et al. 2002; Burud et al. 2002a,b).
The deconvolved images have a pixel scale of 0.172′′ (one-half
the pixel scale of the EULER data) and are constructed to have a
Gaussian PSF with a 2 pixel (0.344′′) FWHM. The Point Spread
Function (PSF) for each of the 956 images is constructed from
the three stars PSF1−3 (see Fig. 1). During the deconvolution
process, the relative positions of the quasar images are held fixed
to the values derived from fitting the HST images in Sect. 3,
while their fluxes are allowed to vary from frame to frame. The
flux, position and shape of the lensing galaxy are the same for
all frames, but the values vary freely as part of the fit.
Figure 2 shows an example of a deconvolved image. It is
clear that we will have no difficulty estimating the fluxes of
components B and C separately. Components A1 and A2, how-
ever, are separated by only 0.724′′, which is only twice the
resolution of our deconvolved images, and remain partially
blended after deconvolution. Since the delay between these im-
ages should be very small, we will sum the fluxes of the two
images and consider only the light curve of the total flux A =
A1+A2. The resulting R-band light curves are displayed in Fig. 3.
We also display in Fig. 3 the deconvolved light curve of
the isolated star S 6, which has roughly the same color as
WFI J2033−4723. Each point is the mean of the images taken
at a given epoch and the error bar is the 1σ standard error of
the mean. The light curve is flat, with a standard deviation over
the 3 years of monitoring of σtot = 0.010 mag about its av-
erage, which is roughly consistent with the mean error bar of
σmean = 0.006 mag of the individual epochs.
The dispersion of the points in the star’s light curve reflects
both statistical errors and systematic errors from the photometric
calibrations and the construction of the PSF. To the extent that
all the light curves suffer from the same systematic errors, we
can correct the quasar’s light curves by subtracting the residu-
als of the star’s light curve from each of them. We then define
the uncertainty in a quasar’s light curve as the quadrature sum
of the uncertainties in the two light curves. This procedure will
increase the photon noise but should minimize the systematic
errors.
3. HST near-IR imaging
We determine the relative positions of the lens components
and the light profile for the main lens galaxy G1 and its clos-
est neighbor G2 (see Fig. 2) by analyzing our HST images
of the system. These data were obtained in the framework of
the CASTLES program (Cfa-Arizona Space Telescope LEns
Survey), which provides HST images for all known gravita-
tionally lensed quasars. We deconvolve these images using a
modified version of the MCS deconvolution algorithm for im-
ages with poor knowledge of the PSF (Magain et al. 2007).
We previously used this approach to unveil the faint Einstein
ring and the lensing galaxy hidden in the glare of the quasar
images of the so-called “cloverleaf” HE1413+117 (Chantry &
Magain 2007). We analyze the Near Infrared Camera and Multi-
Object Spectrometer (NICMOS) F160W (H-band) images ob-
tained with the NIC2 camera. The data consist of four dithered
MULTIACCUM images with a total exposure time of 2752 s
and a mean pixel scale of 0.07568′′ (Krist & Hook 2004). We
calibrate the images using CALNICA, the HST image reduction
pipeline, subtract constants for each quadrant of NIC2 to give
each image a mean background of zero, and create a noise map
for each frame.
The images are simultaneously deconvolved in a manner
similar to that used for the EULER and SMARTS data. The
NICMOS frames lack any PSF stars, so we construct the PSF
using the quasar images themselves in the iterative method of
Chantry & Magain (2007). We first estimate the PSF of each
frame using Tiny Tim (Krist & Hook 2004) and then we decon-
volve them to have the final Gaussian PSF. During the decon-
volution, each image is decomposed into a set of point sources
and any extended flux. The latter is then reconvolved to the reso-
lution of the original data and subtracted from the four initial
frames, leading to images with far less contamination by ex-
tended structures. Four new PSFs are estimated from these new
images, and we carry out a new deconvolution. The process is
repeated until the residual maps are close to being consistent
with the estimated noise (e.g. Courbin et al. 1998). In this case,
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Fig. 3. Our R-band light curves obtained for WFI J2033−4723 as well as for the reference star S6 (see Fig. 1). The magnitudes are given in relative
units. The filled symbols correspond to the EULER observations while the SMARTS data points are marked by open symbols. Components A1
and A2 were summed into one single component A. The curves have been shifted in magnitude for visibility, as indicated in the figure.
Fig. 4. Left: deep NICMOS2 image, taken in the F160W-band. This image is a combination of 4 frames, for a total exposure time of 46 min. North
is up and East to the left. The field of view is 4′′ on a side. Middle: simultaneous deconvolution of the individual NICMOS images (see text),
using the MCS deconvolution algorithm. The PSF in this image is an analytical Gaussian with 2 pixels Full-Width-at-Half-Maximum (FWHM),
i.e., the resolution is 0.075′′ . The pixel size is 0.035′′ , i.e., oversampled by a factor of two compared to the original pixel size. Right: residual map
of the deconvolution, with the cut levels set to ±5σ. Only minor structures are seen in the center of the sharpest objects, which is acceptable given
the quality of the NICMOS PSF.
convergence is reached after three iterations and the final re-
duced χ2 is 3.59. The final deconvolved image shown in Fig. 4
has half the pixel scale of the initial images and a Gaussian PSF
with a FWHM of 0.075′′.
As part of the MCS deconvolution we also fit analytical mod-
els to the main lens galaxy (G1) and its nearby companion G2.
The main lens is an early-type galaxy (Eigenbrod et al. 2006), as
its companion is likely to be, so we use elliptical de Vaucouleurs
profiles for both. The uncertainties are estimated by the scatter
of the measurements from a separate set of fits to each indepen-
dent image. We also estimate that there are systematic errors in
the astrometry from the NICMOS pixel scale and focal plane
distortions of order 2 milli-arcsec based on our earlier fits to the
NICMOS data of H1413+117 (Chantry & Magain 2007). These
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Table 1. Relative astrometry and photometry for the four components
of WFI J2033−4723 and for the lensing galaxies G1 and G2.
ID Δα (′′) Δδ (′′) Magnitude
B 0. 0. 17.77 ± 0.02
A1 −2.1946 ± 0.0004 1.2601 ± 0.0003 17.16 ± 0.02
A2 −1.4809 ± 0.0004 1.3756 ± 0.0005 17.52 ± 0.02
C −2.1128 ± 0.0003 −0.2778 ± 0.0003 17.88 ± 0.02
G1 −1.4388 ± 0.0019 0.3113 ± 0.0008 18.59 ± 0.03
G2 −5.4100 ± 0.0006 0.2850 ± 0.0003 18.14 ± 0.02
Table 2. Shape parameters for the main and secondary lensing galaxies.
Obj. PA (◦) Ellipticity a0 (′′) b0 (′′)
G1 27.8 ± 4.3 0.18 ± 0.03 0.665 ± 0.036 0.556 ± 0.025
G2 6.4 ± 3.1 0.15 ± 0.02 0.389 ± 0.004 0.334 ± 0.005
systematic errors are compatible with the Lehár et al. (2000)
comparison of NICMOS and VLBI astrometry for radio lenses.
The relative astrometry and photometry of the lens compo-
nents and of the lensing galaxies G1 and G2 are given in Table 1.
Coordinates are relative to image B, in the same orientation as
Fig. 4. The photometry is in the Vega system. For each measure-
ment, we give the 1σ internal error bars, to which a systematic
error of 2 milli-arcsec should be added. The models for G1 and
G2 are presented in Table 2, with the effective semi-major and
semi-minor axes of the light distribution a0 and b0. Each mea-
surement is accompanied by its 1σ error bar.
4. Time delay measurement
We measure the time delays between the blended light curve of
A1/A2 and images B and C using three different techniques: i the
minimum dispersion method of Pelt et al. (1996); ii the polyno-
mial method of Kochanek et al. (2006); and iii the method of
Burud et al. (2001). Since WFI J2033−4723 shows well-defined
variations (see Fig. 3), it is already clear by visual inspection that
ΔtB−A ∼ 35 days and ΔtB−C ∼ 65 days.
4.1. Minimum dispersion method
In the minimum dispersion method, time delays are computed
for pairs of light curves using a cross-correlation technique that
takes into account irregular sampling. The two light curves are
first normalized to have zero mean. Then, one of the light curves
is used as a reference and the second curve is shifted relative to it
by a range of time delays. For each delay, we calculate the mean
dispersion between the shifted points and their nearest temporal
neighbors in the reference light curve. The best time-delay es-
timate is the one that minimizes this dispersion function. Since
the mean sampling of our curves is one epoch every four days
and since there is a limit to the number of time delays that can
be tested independently, we test time delays in steps of 2 days.
Figure 5 shows an example of a dispersion curve where we have
then fit a parabola and set the best time delay to be the one cor-
responding to the minimum of the parabola.
There is, however, a complication in the step of normaliz-
ing the light curves, arising from sampling the light curve of
each lensed image over a different time period of the intrinsic
source variability (Vuissoz et al. 2007). We solve this problem
by computing the dispersions as a function of a small magni-
tude shift Δm in the normalization, measuring both the minimum
Fig. 5. Example of a dispersion curve as obtained from the mini-
mum dispersion method, for components B and A. The position of the
parabola minimum gives the time delay. Each point is separated by
2 days, i.e. about half the data mean sampling. The time delay indi-
cated here is for only one realization of the boot-strap procedure (see
text).
dispersion Dmin(Δm) and the best fitting time delay Δt(Δm) as
shown in Fig. 6. Our final value for the delay is the one corre-
sponding to the shift Δm that minimizes the overall dispersion.
We then estimate the uncertainties by randomly perturbing
the data points, based on a Gaussian distribution with the width
of the measurement errors, and computing the dispersions and
time delays again. We define the uncertainties by the 1σ disper-
sion in the results for 100 000 trials (Vuissoz et al. 2007). The
resulting uncertainty estimates are symmetric about the mean,
so our final estimates based on this method are
ΔtB−A = 35.6 ± 1.3 days (3.6%)
ΔtB−C = 64.6 ± 3.4 days (5.3%). (1)
While we have not taken microlensing effects into account for
this analysis, it should matter little, as the method is not very
sensitive (Eigenbrod et al. 2005) to the very low amplitude mi-
crolensing variability observed for this system (see Sect. 4.2).
4.2. Polynomial fit of the light curves
In the polynomial method (Kochanek et al. 2006), the intrinsic
light curve of the source is modeled as a polynomial that is si-
multaneously fit to all three light curves. Each quasar image has
an additional low order polynomial to model slow, uncorrelated
variability due to microlensing. We increase the source polyno-
mial order for each season until the improvement in the χ2 statis-
tics of the fits cease to be significant. This results in using poly-
nomial orders of 11, 10, 17 and 4 for the four seasons of data.
The low amplitude microlensing variations are modeled with a
simple linear function for the four seasons. Figure 7 shows the
best fits to the data and the residuals from the model. The ef-
fects of microlensing in this system are very small, with varia-
tions of only ∼0.01 mag over three years. As with the minimum
dispersion method, we estimate the uncertainties by randomly
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Fig. 6. Variation of the dispersion function minimum Dmin (red solid
curves), as a function of the magnitude shift used for the normalization
(see Sect. 4.1). Each Dmin corresponds to a different estimate of the time
delay, indicated on the blue dotted curves. The final time delay is the one
with the lowest Dmin. The top panel is for the B-A time delay, the bottom
one for B-C. Time delays indicated here are for only one realization of
the boot-strap procedure (see text).
perturbing the light curves 100 000 times and using the standard
deviation of the trials as the error estimates to find that
ΔtB−A = 35.0 ± 1.1 days (3.0%)
ΔtB−C = 61.2 ± 1.5 days (2.4%). (2)
4.3. Numerical modeling of the light curves
Our last approach is based on the method described in Burud
et al. (2001), which determines the time delay between a pair of
light curves using a gridded numerical model for the source light
curve. For a series of time delays, we fit the data with a flux ratio
between the two curves, and a linear trend for microlensing on
each full light curve. The numerical source model is smoothed
on the scale of the temporal sampling, based on a smoothing
Fig. 7. Top: best polynomial fit to the light curves, which are shifted
vertically for display purpose. Bottom: the residuals of the fit.
function weighted by a Lagrange multiplier. The best time delay
is the one that minimizes the χ2 between the model and data
points.
This method has several advantages: first, none of the data
light curves is taken as a reference: they are all treated on an
equal basis. Furthermore, as the model is purely numerical, no
assumption is made on the shape of the quasar’s intrinsic light
curve (except that it is sufficiently smooth). Finally, a model light
curve is obtained for the intrinsic variations of the quasar, as for
the polynomial fit method (see Sect. 4.2).
We have applied this method to the two pairs of light curves
of WFI J2033−4723. The resulting fits to the light curves and
their residuals are shown in Fig. 8. Using a Monte Carlo method
to estimate the uncertainties, we find from 7000 trials (adding
normally distributed random errors with the appropriate standard
deviation on each data point):
ΔtB−A = 36.0 ± 1.5 days (4.2%)
ΔtB−C = 61.9 + 6.7− 0.5 days (+ 11%− 1% ). (3)
C. Vuissoz et al.: COSMOGRAIL VII: time delays and H0 from WFI J2033−4723 487
Fig. 8. Top: the light curves of the quasar images shown along with the
best numerical model. Bottom: the residuals of the fit.
We note a secondary peak in the ΔtB−C Monte Carlo distribution,
around 69 days, in addition to the main peak at 61.9 days. There
is, however, no evidence of such a secondary peak in the results
of the minimum dispersion method and the polynomial fitting
technique. This translates into an asymmetrical error bar on the
result obtained with the numerical fitting of the light curves, and
is taken into account in our final estimate of the time delay be-
tween quasar images B and C.
4.4. Final time delays
For the final delay estimate we adopt the unweighted mean of the
three methods, and we take as uncertainties the quadrature sum
of the average statistical error and the dispersion of the results
from the individual methods about their mean. Our final estimate
of the time delays is
ΔtB−A = 35.5 ± 1.4 days (3.8%)
ΔtB−C = 62.6 + 4.1− 2.3 days (+ 6.5%− 3.7%). (4)
Fig. 9. Light curves of the three quasar images, shifted by their respec-
tive time delay and flux ratio. The blue circles correspond to image A,
the red triangles to B and the green squares to C.
We cannot measure the time delay between the individual A1
and A2 light curves, but values larger than ΔtA1−A2 = 2 days are
incompatible with any of the models we consider in the follow-
ing section. We can nevertheless estimate the flux ratio between
A1 and A2. After correcting for the time delays, we find that the
R-band flux ratios between the images are
FA
FB
= 2.88 ± 0.04, FA
FC
= 3.38 ± 0.06, FA1
FA2
= 1.37 ± 0.05. (5)
Figure 9 displays the light curves obtained for the three quasar
images, after shifting by the time delays and flux ratios. Note
that these flux ratios differ from those measured by Morgan et al.
(2004) from the MgII broad emission lines, probably due to
long-term microlensing (on a longer scale than our monitoring
3-year baseline), as discussed in the next section.
5. Parametric modeling
5.1. Observational constraints
We constrain the mass models of WFI J2033−4723 using the
positions of the four lensed images, the position of the lens
galaxy G1 and the two delay measurements, for a total of 12 con-
strains. Except when indicated, we do not use the image flux ra-
tios because they can be affected by extinction (Falco et al. 1999;
Jean & Surdej 1998) and milli-lensing by substructures (Mao &
Schneider 1998). We can also constrain the structure of G1 given
its ellipticity e, position angle θe and effective radius Re to the
extent that these properties are correlated with those of its dark
matter halo. Although a possible mismatch between the light and
mass distributions is not impossible, we adopt the formal errors
of 0.002′′ on the position of the lens G1 (Table 2). This is moti-
vated by the small offset between the centers of mass and light
found by Yoo et al. (2006) in a sample of four lensing galaxies.
Finally, WFI J2033−4723 is located in a group of galaxies,
labeled G2−G6 in Fig. 10. We include G2 as a singular isother-
mal sphere (SIS) in all our models since it is close (4′′) and
of similar luminosity to G1. As Morgan et al. (2004), we are
unable to successfully model the system without including G2.
488 C. Vuissoz et al.: COSMOGRAIL VII: time delays and H0 from WFI J2033−4723
Table 3. Result of the parametric lens modeling.
Name Comp. Mass e, θe γ, θγ #d.o.f. χ2 h Comments
SIE+γ b = 0.96 0.21, (20.8) 0.187, 7.4 1 15.3 – Time delays not used
SIE+γ b = 0.94 0.13, (30.5) 0.063, 24.6 2 3.6 0.79+0.04−0.02 Ggroup included
SIE+γ b = 0.97 0.16, 84.4 0.059, 46.9 1 0.30 0.63+0.07−0.03 Ggroup included
dVC+γ b = 2.71 0.20, (20.1) 0.305, 9.7 1 34.4 – Time delays not used
dVC+γ b = 2.83 0.18, 83.1 0.116, 64.5 1 0.01 0.92+0.06−0.03 Ggroup included
NFW+γ κs = 0.20 0.16, (27.4) 0.070, –3.6 1 0.38 – rs = 10′′ (fixed); time delays not used
NFW+γ κs = 0.21 0.15, 85.7 0.079, 9.5 1 0.06 0.29+0.03−0.03 rs = 10′′ (fixed); Ggroup included
NFW+γ κs = 0.09 0.15, 85.4 0.076, 30.6 1 0.01 0.63+0.10−0.08 rs = 1′′ (fixed); Ggroup included
dVC+NFW+γ Light b = 1.56 (0.17), (29.3) 0.057, 37.0 – – – Re = 0.608′′(fixed)
Halo κs = 0.082 0.065, (29.3) 1 6.33 0.78+0.12−0.10 rs = 10′′ (fixed); Ggroup included
dVC+NFW+γ Light b = 1.53 (0.16), (26.4) 0.075, 27.5 – – – same model as above, with
Halo κs = 0.10 0.43, 89.8 3 3.2 0.69+0.20−0.10 flux ratios included
WFI 2033-4723
G6
G5
G4
G3
G2
G1
E
N
5 arcsec
Fig. 10. Environment of WFI J2033−4723 as seen in an HST/ACS F814
(I-band) image. The main lens galaxy G1 and the close companion G2
were included in our analysis of the NICMOS image, and here we have
labeled additional group members as G3−G6.
When enough observational constraints are available we further
add galaxies G3−G6 as a SIS mass distribution located at the
barycenter Ggroup of the group. In all models we include an ex-
ternal shear of amplitude γ and position angle θγ that represents
the gravitational perturbations due to mass unaccounted for ex-
plicitly. We also experiment with including mass at the position
of object X (Fig. 4, 2′′ North of G1) and find that doing so does
not improve the models.
We consider a sequence of standard mass models for G1, in-
cluding a singular isothermal ellipsoid (SIE), a de Vaucouleurs
(dVC) model and a NFW model (Navarro et al. 1997), and we
fit the data using LENSMODEL (v1.99g) (Keeton 2001). The re-
sults are summarized in Table 3, where Cols. #1 and #2 de-
scribe the model family, and #3 the mass parameter (either the
Einstein radius b in arcseconds or the mean mass surface den-
sity κs, as defined in Keeton 2001). Column #4 is for the ellip-
ticity e and PA θe of the lens G1. Note that the measured PA of
G1 is θ = 27.8◦ (Table 2). Column #5 gives the external shear
amplitude γ and PA θγ, #6 the number of degrees of freedom
for each model, and #7 the resulting reduced χ2. Column #8 fi-
nally shows the best estimate for h = H0/100. A minus sign in
this column means that time delays are not used as constraints.
All angles are given positive East of North, and values given
in parentheses are fitted to the observations. All models assume
ΔtA1−A2 = 2 days and include the companion galaxy G2, with a
resulting mass 0.1 mG1 < mG2 < mG1.
5.2. SIE models
Our first model consists of an SIE for G1, an SIS for G2 and
an external shear. When we fit only the image positions but in-
clude a prior on the position angle θe (from Table 1) we do not
find a good fit unless the constraint on the position of the lens-
ing galaxy is relaxed. The prior on the position angle is justified
by statistical studies finding correlations between the position
angles but not the axis ratios of the visible and total mass dis-
tributions (Ferreras et al. 2008; Keeton et al. 1997). With the
inclusion of the time delays we have enough constraints to add
the group halo to the model. With the position angle of G1 con-
strained, we obtain poor fits to the data with reduced χ2 = 3.6 for
Nd.o.f. = 2. When we leave the position angle free, we find good
fits but the model PA is 55◦ from the observed. These models
have Hubble parameters of h ' 0.63+0.07−0.03 with the spread domi-
nated by the degeneracies between the ellipticity and the shear.
5.3. De Vaucouleurs models
Next we consider a constant mass-to-light ratio model of the lens
galaxy based on a De Vaucouleurs model. The position angle
and the effective radius Re = 0.608′′ (the geometric mean of the
semi-axes in Table 1, corresponding to 4 kpc for h = 0.72) are
constrained by the values measured for the galaxy. This model
does not fit well the lens configuration (χ2 ∼ 34.4), mainly due
to the small uncertainty on the lens galaxy position. When we
include the time delays we find a good fit (χ2 ' 0.01) as long
as we allow G1 to be misaligned with respect to the observed
galaxy. As expected from the reduced surface density compared
to the SIE model (Kochanek 2002), we find a much higher value
for the Hubble parameter, h = 0.92.
5.4. NFW models
We use an NFW model with a fixed break radius of rs = 10′′
(40 kpc), where the break radius is related to the virial radius
through the concentration c = Rvir/rs. Since rs lies well outside
the Einstein radius of the lens, its particular value is not impor-
tant. This model is not realistic by itself because the shallow
ρ ∝ 1/r central density cusp of the model will lead to a visible
central image. We again find that we can fit the astrometry well
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even when the position angle of the lens is constrained, but we
cannot do so after including the time delays unless we allow the
model of G1 to be misaligned relative to the light. In any case,
this model leads to a fifth image about 3 mag fainter than A that
should be visible on our NICMOS data. This NFW model has a
higher surface density near the Einstein ring than the SIE model,
so we find a lower value for the Hubble parameter of h ' 0.29.
Using an unphysically small break radius of rs = 1′′ raises the
density and hence the Hubble parameter to h ' 0.63.
5.5. De Vaucouleurs plus NFW models
As our final, and most realistic, parametrized model we com-
bine a dVC model constrained by the visible galaxy with an
NFW model for the halo. The two components are first con-
strained to have the same position and position angle, the pa-
rameters of the dVC model are constrained by the observations,
and the NFW model has a fixed rs = 10′′ break radius. This
model leads to a poor fit, with χ2 = 6.33 for Nd.o.f. = 1. When
we free the PA of the NFW model, we find an acceptable fit for
Nd.o.f. = 0, but the misalignment of the NFW model relative to
the optical is 40◦.
We can further constrain the model by including the three
MgII emission line flux ratios from Morgan et al. (2004). We
use the line flux ratios instead of those obtained from the light
curves, because they should be insensitive to microlensing. With
these three additional constraints we still find that the 89.8◦ po-
sition angle of the NFW model is strongly misaligned from the
26.4◦ position angle of the dVC model, indicating a twisting of
the mass isocontours. The model has a reduced χ2 of 3.2 for
Nd.o.f. = 3. The model flux ratios are significantly different from
the constraints. We find FA/FB = 2.81, FA/FC = 5.01, and
FA1FA2 = 1.26 while Morgan et al. (2004) report FA/FB =
2.55 ± 0.60, FA/FC = 2.02 ± 0.35, and FA1/FA2 = 1.61 ± 0.35.
The match of the flux ratios is better if we do not include the
constraints from the time delays. In all cases, FB/FC is the most
“anomalous” flux ratio, as also found by Morgan et al. (2004).
While the differences between the line and continuum flux ra-
tios suggests the presence of long-term microlensing, we see no
evidence for the time variability in the flux ratios expected from
microlensing. We also note that the broad line flux ratios vary
with wavelength (Morgan et al. 2004), which suggests that dust
extinction may as well be affecting the flux ratios.
6. Non-parametric modeling
We use the non-parametric PixeLens (Saha & Williams 2004)
method as our second probe of the mass distribution. This ap-
proach has the advantage that it makes fewer assumptions about
the shape of the G1 than the ellipsoidal parametric models. The
models include priors on the steepness of the radial mass pro-
file, imposes smoothness criteria on the profile and we restrict to
models symmetric about the lens center. We include two point
masses to represent G2 and the group. We run 1000 trial mod-
els at a resolution of ∼0.23′′/pixel which are constrained to fit
the image positions and the time delays exactly. For each model
we vary the Einstein radii of G2 and the group over the ranges
0.03′′ < RE(G2) < 3′′ and 0.3′′ < RE(group) < 5′′, respectively.
Apart from the inclusion of these additional point masses, the
method and priors are as explained in detail in Coles (2008).
A test, where the technique is used to infer H0 from a N-body
and hydro simulated lens, and an additional discussion of the
priors are described in Read et al. (2007). Figure 11 shows the
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Fig. 11. Distribution of H0 from 1000 non-parametric models. The
bottom-axis gives the Hubble time, the top-axis H0 in km s−1 Mpc−1.
Fig. 12. Mean mass distribution from 1000 pixellated lens models. The
red dots are the quasar images and the blue dot the source position.
The thick solid line indicates the observed major axis of the lensing
galaxy. Each tick-mark measures 1′′. The third contour from the outside
traces the critical mass density Σcrit = 1.19 × 1011 M arcsec−2, and the
others are drawn logarithmically from the critical one (each contour is
2.5 larger/smaller than the previous one). North is to the top and East to
the left.
resulting probability distribution for H0 from the 1000 models.
The median value of the distribution is
H0 = 67.1 +13.0−9.9 km s−1 Mpc−1 (6)
where the error bars are at 68% confidence. As already illus-
trated by our parametric modeling, the predicted H0 value de-
pends on the density gradient of the models. Figure 12 shows
the mean surface density contours of the models, and we see a
twisting of the contours away from that of the visible galaxy in
the outer regions.
7. Conclusions
By combining data from COSMOGRAIL and the SMARTS
1.3 m telescope we measure two independent time delays in
the quadruply imaged quasar WFI J2033−4723 (Morgan et al.
2004). The fractional uncertainties of ∼4% are among the best
obtained so far from an optical monitoring. We obtain the light
curves of the quasar images using the MCS deconvolution pho-
tometry algorithm (Magain et al. 1998) and then measure time
delays using three different approaches with a final estimate of
ΔtB−A = 35.5 ± 1.4 days (3.8%)
ΔtB−C = 62.6 + 4.1− 2.3 days (+ 6.5%− 3.7%) (7)
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where A is the mean light curve of the blended of quasar im-
ages A1 and A2. We find little evidence of microlensing in this
system, which makes WFI J2033−4723 a very good system for
measuring clean time delays.
The parametric models are consistent with concordance
value of H0 when the lens galaxy has an isothermal mass pro-
file out to the radius of the Einstein ring. As expected, the
models allow higher (lower) values as the mass distribution is
more centrally concentrated (extended) using de Vaucouleurs
(NFW) mass distribution. The non-parametric models predict
H0 = 67.1 +13.0−9.9 km s
−1 Mpc−1.
The addition of the time delays as a constraint on the lens
models does not alter the mismatch between the observed and
predicted image flux ratios. The largest flux ratio anomaly is
the 45% difference between the MgII flux ratios found for im-
ages B/C. Morgan et al. (2004) also noted that the FB/FC flux
ratio varies with wavelength, suggesting the presence of chro-
matic microlensing. The lack of significant variability in the flux
ratio over our three year monitoring period suggests either that
the effective source velocities in this lens are very low or that the
affected images lie in one of the broad demagnified valleys typi-
cal of microlensing magnification patterns for low stellar surface
densities.
Several galaxies close to the line of sight have a significant
impact on the mass modeling. We generally model the potential
as the sum of a main lensing galaxy G1, a companion galaxy G2
(∼4′′ West of G1), and a nearby group (∼9′′ North of G1). Both
the parametric and non-parametric models suggest that the iso-
density contours of G1 itself must be twisted, with some evi-
dence that the outer regions are aligned with the tidal field of
the group rather than the luminous galaxy. This could indicate
that G1 is a satellite rather than the central galaxy of the group
(e.g. Kuhlen et al. 2007). The twisting seems to be required even
though the angular structure of the potential can be adjusted
through the companion galaxy G2, an external tidal shear, and
in some cases a group halo. Clarifying this issue requires more
constraints such as detailed imaging of the Einstein ring image
of the quasar host, measuring the redshifts of the nearby galax-
ies, and measuring the velocity dispersion of G1.
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