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ABSTRACT
In a series of papers we investigate the effect of collisions between turbulent molecular
clouds on their structure, evolution and star formation activity. In this paper we look
into the role of the clouds’ initial virial ratios. Three different scenarios were examined:
both clouds initially bound, one cloud bound and one unbound, and both clouds
initially unbound. Models in which one or both clouds are bound generate filamentary
structures aligned along the collision axis and discernible in position–position and
position–velocity space. If neither cloud is bound, no filaments result. Unlike in
previous simulations of collisions between smooth clouds, owing to the substructure
created in the clouds by turbulence before the collisions, dissipation of kinetic energy
by the collision is very inefficient and in none of our simulations is sufficient bulk
kinetic energy lost to render the clouds bound. Simulations where both clouds are
bound created twice as much stellar mass than the bound–unbound model, and both
these scenarios produced much more stellar mass than the simulation in which both
clouds are unbound. Each simulation was also compared with a control run in which
the clouds do not collide. We find the bound–bound collision increases the overall
star formation efficiency by a factor of approximately two relative to the control, but
that the bound–unbound collision produces a much smaller increase, and the collision
has very little effect on the unbound–unbound cloud collision.
Key words: Star Formation
1 INTRODUCTION
Giant molecular clouds (GMCs) are the sites of star forma-
tion in galaxies, and interactions between these clouds are
thought to be one of the major contributors towards their
evolution and to the global regulation of star formation,
with such events varying between tidal interactions to
head–on collisions.
Collisions between GMCs have been studied using
hydrodynamical simulations on both smaller individual–
cloud scales and global, galaxy–scale simulations. While
the smaller–scale simulations have the resolution required
to model individual collapsing prestellar cores, they cannot
provide any information on the collision rates or parameters
such as typical relative velocities, which must be treated as
initial conditions. Conversely, global simulations provide a
rate as to which such interactions between cloud may occur
? E-mail: tabassum.tanvir@anu.edu.au or tabassumtan-
vir61@gmail.com
and how often, but cannot resolve in detail the outcomes of
encounters.
From the global simulations it can be concluded that
multiple collisions could occur during a cloud’s lifetime.
Tasker & Tan (2009) explored the evolution of GMCs via
cloud–cloud collisions in a marginally unstable galactic
disk, finding that collision timescales were a small and
approximately constant fraction of the local orbital time
which lends support to the theory that if collisions triggered
star formation (Tan 2000; Fujimoto et al. 2014) they may
be able to explain the empirical relation between the gas
surface density and surface star formation rate (Kennicutt
1998). In a subsequent paper Tasker (2011) found that cloud
collisions acted to suppress star formation, particularly in
encounters involving clouds of similar mass, but the authors
caution that these results may be influence by lack of
resolution in their global simulations. Their inferred specific
star formation rate was ten times higher than observed in
comparable galaxies and they propose that this is due to
the absence of localised feedback mechanisms.
© 2018 The Authors
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In simulations of collisions between clouds with masses
of 417 and 1625 M and diameters of 7 and 15 pc, Takahira
et al. (2014) concluded that star formation is encouraged
by the collisions, and that the number of cores formed
during the collisions is proportional to the relative velocity
between the clouds, although the subsequent growth of the
cores depend on their stay in the high density shocked front.
Balfour et al. (2015) and Balfour et al. (2017) also explored
cloud collisions between parsec scale clouds and a relative
velocity between 2 and 4 km s−1. Both the studies came
to the conclusion that for smaller clouds slower collisions
provided a greater efficiency in forming massive stars. Wu
et al. (2017b) also studied the collision between molecular
clouds with the added support from magnetic fields and
found that the star formation rates and efficiencies are
higher by a factor of ten in collision simulations.
Observations have shown that there is a possible
relation between cloud–cloud collision and massive star
formation (Furukawa et al. 2009; Fukui et al. 2014, 2016;
Ohama et al. 2010; Torii et al. 2011, 2015, 2017). Two
super star clusters Westerland and NGC 3603 (Furukawa
et al. 2009; Fukui et al. 2014; Ohama et al. 2010) and the
Triffid Nebula (Torii et al. 2011) show relative velocity
between 10 and 20 km/s under molecular lines observa-
tions. Broad bridge features (Haworth et al. 2015a) in the
position–velocity diagrams also suggests these observations
are a product of cloud–cloud collisions. Torii et al. (2015)
also found another evidence of cloud–cloud collision in the
Spitzer bubble RCW 120.
To what extent GMCs are gravitationally bound is still
debated. Observation and global simulations suggest that
the clouds are probably borderline bound with virial ratios
of α ∼ 1-2 (Beaumont et al. 2013; Pan et al. 2016). However,
measuring the virial ratio of a cloud observationally has
always been challenging, arising in part from the various
assumptions that have to be made (the shape , mass
distribution and GMCs being isolated structures) and the
results are quite uncertain, with errors of a factor of two.
In any case, there is a considerable spread in inferred cloud
virial ratios over around 2 decades from 0.1 to 10. In this
paper, we examine the effect of the cloud virial ratio on the
outcomes of collisions between clouds.
We present the results from a recent batch of simu-
lations of collisions of turbulent clouds using the smooth
particle hydrodynamics code GANDALF. We explored
the role of the virial ratio in terms of influencing the star
formation rate and dynamics of collision product. In a com-
panion paper we explored the role of other initial conditions
namely the relative velocity and impact parameter on star
formation rate and the dynamics of collision product. We
did not introduce feedback into the simulations at this
stage. This will be further explored in subsequent papers.
2 COLLISIONS BETWEEN MOLECULAR
CLOUDS
Star formation predominantly takes place in Giant Molecu-
lar Clouds (GMC), the coldest and densest parts of the In-
terstellar Medium (ISM) in Milky Way and other galaxies.
It is still not understood what factors control the conversion
from gas to stars, but collisions have long been thought to
play a major role in their evolution. For this to be so, the
probability of a given cloud colliding with another one during
its lifetime must be appreciable. The typical cloud lifetime
(and indeed what controls this timescale) is still unclear, but
observational estimates currently mainly populate the range
of a few to a few tens of Myr (Heyer & Dame 2015).
Estimating the collision timescale observationally is ex-
ceedingly difficult, and instead we may turn to simulations
of whole galactic disks. Dobbs et al. (2015) examined this
quantity in some detail. They observed, as did Blitz & Shu
(1980), that taking the number density of clouds and velocity
dispersions prevalent in the Milky Way disk leads to collision
times of ∼ 300 Myr, much too long in comparison to cloud
lifetimes to be of any interest. However, since clouds are
concentrated in the regions of the spiral arms, their actual
number densities, particularly at the time when they form,
is considerably higher. In good agreement with their sim-
ulations, Dobbs et al. (2015) estimate a collision timescale
tcoll ≤ 20 Myr and a mean free path between collisions of
λ ≤ 70 pc. This timescale is short enough that collisions are
likely to be dynamically interesting, and the mean–free–path
is comparable to the scale–height of molecular gas in a typ-
ical spiral, so that GMC collisions is likely to be a three–
dimensional, rather than a two–dimensional, problem. We
use these numbers to inform our choice of collision parame-
ters.
Consider a population of GMCs moving through the
ISM at random. The cloud mass function is given by a power
law with index β. The collision timescale (the inverse of the
collision rate) for objects of mass Mi travelling at speed v0
through a medium containing other objects of mass Mj with
number density n0 is given by
τj =
{
n0
(
Mj
M0
)−β
× pi(Ri + Rj )2 ×
[
1 +
2G(Mi + Mj )
(Ri + Rj )v20
]
v0
}−1
.
(1)
This expression can be simplified somewhat by asserting
that clouds have a constant column density, so that Mi =
aR2i , where a is a constant with dimensions of surface mass
density:
τj =
n0
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2
j
)2
×
1 +
2Ga
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j
)
v20
 v0

−1
.
(2)
To compute what kind of collisions occur most often, the
above expression can be multiplied by the number density of
clouds of mass Mi , yielding a collision rate per unit volume
qi j
V
=

n20
(
MiMj
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2
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+ M
1
2
j
)2
×

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2Ga
1
2 (Mi + Mj )(
M
1
2
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+ M
1
2
j
)2
v20

v0

.
(3)
Inserting reasonable values for the parameters in these
two expressions allows the collision timescales and collision
rates per unit volume to be visualised, shown in Figure 1.
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Figure 1. Left panel: Given a cloud of mass M1, the logarithm
of the collision timescale in Myr with a cloud of mass M2. Right
panel: The logarithm of the rate per Myr per cubic hpc of colli-
sions between clouds of mass M1 and M2.
The mean molecular cloud mass is ∼ 105 M, so we choose
to examine masses ranging from one order of magnitude
smaller to one order of magnitude higher. The number
density n0 we set to 1 per (65 pc)3 (a cube whose side length
is close to the mean free path inferred by Dobbs et al.
(2015), and we choose a = 10−2 g cm−2 and v0 = 10 km s−1.
For the 104 M clouds, this yields a collision timescale with
each other (neglecting the gravitational focusing term) of
20 Myr. In Figure 1, we choose to express the rate per
cubic hectoparsec because individual clouds fill many cubic
parsecs, while the galactic scaleheight is much less than a
kiloparsec.
These expressions and plots immediately allow some
useful conclusions to be drawn:
(i) Any given cloud is most likely to collide with other
clouds of low mass, and the most frequent kind of collision is
a low–mass cloud striking another low-mass cloud, because
the cloud mass function dictates that lower mass clouds are
so much more common.
(ii) Conversely, given a population of clouds that sam-
ples the cloud mass function well, the clouds that suffer the
most collisions during their lifetimes are the most massive
ones, because they have the largest geometric cross sections
and the largest degree of gravitational focusing. However,
the vast majority of collisions experienced by high–mass
clouds will be with clouds of much lower mass, because
there are so many more such clouds.
In this work, we choose to concentrate on interac-
tions of low–mass clouds with each other, since these are
the most frequent events. We defer discussion of other
encounters to later publications.
Molecular clouds are complex objects and even simple
models require several parameters to characterise them, e.g.
mass, radius, virial ratio, temperature, etc. In combination
with the possible parameters governing the collision, e.g.
impact parameter, relative velocity, initial separation, these
lead to a potentially enormous parameter space.
In each of this series of papers, we therefore vary one
or two possible parameters at a time to begin sketching
out which are most important and what they are likely to
govern. In a companion paper (Dale et al. 2019, in prep.,
hereafter Paper II), we examine the influence of the impact
parameter and relative velocity, two of the most basic
parameters of the collision.
In the simulations presented here, we instead investi-
gate the effect of a crucial parameter of the clouds, namely
the virial ratio. The main questions we aim to answer are
(i) Do collisions result in greater star formation rates
or efficiencies than would have obtained in the same clouds
if they never collided? In particular, can gravitationally–
unbound clouds, which would not normally be expected
to support much star formation activity, be induced to
form stars substantially faster or more efficiently than they
would otherwise?
(ii) Do the collisions result in the two clouds merging
to form single objects?
There are several important timescales in this study,
some of which are constant whilst others are variable.
Individual clouds are characterised by their masses Mcloud,
radii Rcloud and turbulent velocity dispersion σ. Our model
clouds are initially uniform with an imposed turbulent
velocity field. The cloud parameters set the freefall time,
which is constant in this study, since we confine ourselves
to clouds of a single mass and initial radius.
tff =
√
3pi
32Gρ
≈ 5.2 Myr (4)
The cloud parameters also set the virial ratio, which in our
study is permitted to vary. The virial ratio is defined by
α =
Eturb,0
| Eself,0 |
(5)
where the Eturb,0 is the initial turbulent kinetic energy and
Eself,0 is the self gravitational potential energy of the clouds.
Eturb,0 =
Mcloudσ2
2
(6)
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| Eself,0 |=
GM2cloud
Rcloud
(7)
The velocity dispersion also sets the turbulent cross-
ing/dissipation time tdiss,
tdiss ≈
2Rcloud
σ
(8)
Collisions are characterised by three parameters: the im-
pact parameter b, the initial relative velocity v0 and the
initial cloud separation d. These determine the collision time
which, if d >> b is given by
tcoll ≈
d
v0
(9)
Finally, the cloud crushing time scale is the time between
the instant when the clouds first touch and the time when as
much of the clouds as is going to enter the shocked collision
region has done so. The cloud crushing time tcrush is
tcrush ≈
2Rcloud
v0
≈ 2.0 Myr (10)
The initial conditions of simulations run in this study are
presented in table 1.
The ratios of these timescales can be expected to have
a strong influence on the outcomes of the simulations. If
the collision time (and therefore the cloud crushing time)
is short compared to the turbulent crossing and freefall
times, bound clouds will have little opportunity to develop
structure or collapse before striking each other, and before
most of the gas has entered the shocked collision region.
Conversely, unbound clouds will have expanded only a little
before impact. In this case, the clouds would be relatively
smooth at the collision, leading to an approximately planar
shock in which most of any star formation that does occur
is likely to happen.
Conversely, a collision time comparable to or longer
than the crossing and freefall times results in the bound
clouds developing significant structure, and possibly ini-
tiating star formation before the collision occurs. Instead,
unbound clouds will have expanded significantly before the
impact.
The temperature T = 30K was chosen as intermediate
between the coldest, densest material at ∼ 10K and the
outer regions of the clouds where the temperature could be
closer to ∼ 100K.
The speed of sound at 30K for our molecular weight of
2.36 amu is 324 ms−1. The collision Mach numbers are all
30.9. For the bound clouds, the turbulent Mach number
is 5.84, and for the unbound clouds it is 13.1. There is no
background medium present, so the clouds are evolving in
vacuo.
One of our main interests is simply to gauge the
effects of collisions on the clouds’ star formation rates and
efficiencies. To achieve this goal objectively, we perform
control simulations in which the clouds are allowed to
evolve in isolation.
3 NUMERICAL METHODS AND INITIAL
CONDITIONS
Our simulations are performed with the Smoothed–Particle
Hydrodynamics (SPH) code gandalf (Hubber et al. 2018).
SPH is a simple and flexible approach to numerical fluid
dynamics, automatically providing large dynamic ranges in
density and spatial resolution and with very good conser-
vation properties for linear and angular momentum. Its La-
grangian nature and ability to operate without boundary
conditions also allow it to handle complex geometries and
problems in which large fractions of the simulation domain
are nearly or completely empty with ease. It is therefore the
ideal method for studying collisions of turbulent molecular
clouds. We do not include the effects of magnetic fields, or
any form stellar feedback in these initial simulations. This
allows us to run the simulations for a long duration – nearly
10 Myr – and to concentrate on the interaction between the
clouds’ initial velocity fields and the bulk motion of the col-
lisions.
gandalf solves the fluid equations using the grad–h
SPH formalism (Springel & Hernquist 2002; Price & Mon-
aghan 2004) and a leapfrog kick–drift–kick integrator. Self–
gravitational forces are computed using an octal tree. Re-
gions of gas which become gravitationally unstable and col-
lapse to high densities are replaced by sink particles, which
are used to model star formation. We use a sink particle for-
mation threshold density of 10−17 g cm−3. There is no back-
ground medium.
The gas thermodynamics is computed using a
barotropic equation of state (e.g. Hubber et al. 2011) with
a critical density of 10−16 g cm−3. Given the threshold for
sink particle formation, the simulations are thus effectively
isothermal, with a gas temperature of 30 K. The gas is as-
signed a mean molecular weight µ = 2.35. Artificial viscos-
ity forces are computed according to the Monaghan (1997)
scheme, with α = 1, β = 2.
Our clouds are modelled with 106 SPH particles each,
giving a mass resolution of 0.5-1 M (since particles have 50
neighbours), and all clouds are given the same divergence–
free turbulent velocity field with a power spectrum obeying
P(k) ∝ k−4 appropriate for supersonic turbulence. The root–
mean–square velocity of the turbulence is treated as an ad-
justable parameter which we use to generate a required virial
ratio. The turbulence is purely initial and is not artificially
driven during the simulations.
We model the collision of clouds with equal masses and
initially equal radii and uniform densities. The collisions ex-
amined here are head on, so the impact parameter b is zero.
Clouds are placed with their centres of mass d =40 pc apart
on the x–axis, and bulk velocities in the x–direction of ±v0/2,
where v0 is 10 km s
−1 in these models.
The clouds are seeded with turbulent velocity fields
whose RMS velocities are scaled in order to control their
virial ratios.
4 RESULTS
This section is divided into three subsections. The first
describes the morphology of gas and stars resulting from
MNRAS 000, 1–9 (2018)
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Run Mass Radius Temperature b0 v0 α tff tcross ρ
M pc K km s−1 Myr Myr gcm−3
A 10000 10 30 0 10 1.0 5.2 8.61 1.62 × 10−22
B 10000 10 30 0 10 1.0, 5.0 5.2 8.61,3.85 1.62 × 10−22
C 10000 10 30 0 10 5.0 5.2 3.85 1.62 × 10−22
Table 1. Simulation parameters: Run name, masses of individual clouds, radius of clouds, gas temperature, impact parameter, initial
relative velocity, initial virial parameter(s), initial freefall time and initial crossing time and initial density
the collisions. In the second sub–section, we examine the
star formation efficiencies of the simulations, and in the
third, we discuss the question of whether the clouds become
bound or not.
4.1 Morphology of the Collision Simulations
Sim Run A
In this run, the virial ratios of both clouds are 1.0, mean-
ing that they are gravitationally bound. In this run the
collision between the clouds occurs after 1.96 Myr. Figure
2 shows column-density images of the simulation at three
epochs after the collision. The first plot shows the simula-
tion ≈ 0.3 Myr after impact, at around 2.25 Myr.
Since the collision time is shorter than the freefall or
crossing times, the turbulent velocity fields of the clouds
have had little time to dissipate and, although considerable
structure has been generated, no stars have yet formed, and
the gas distribution is still relatively isotropic.
The second plot shows the state of the simulation at
5.25 Myr, approximately one initial freefall time. Star for-
mation is now well underway and a star cluster has been
formed, while the gas has acquired a highly anisotropic dis-
tribution.
The third column density plot is 7.5 Myr after the
collision. The collision product has acquired a roughly fil-
amentary shape, aligned with the collision axis. This can
be understood qualitatively from the highly anisotropic na-
ture of the velocity field of the admixture of gas from the
two clouds. The turbulent velocity dispersions of the orig-
inal clouds are approximately 2 km s−1, sufficient to place
them in virial equilibrium, whereas the initial collision ve-
locity is 10 km s−1. When the clouds merge and their com-
bined masses occupy the same volume, the velocity disper-
sion perpendicular to the collision axis is then too small to
support the composite object against gravity in these direc-
tions. Conversely, the effective velocity dispersion along the
collision axis is much greater than required to support the
object against gravity in this direction. The overall result
is then that the cloud is stretched along the collision axis
and contracts perpendicular to it, resulting in an elongated
structure. This process is discussed in more detail in Paper
II. The denser regions of both the clouds have survived the
collision, and now form the ends of the filament and it can
be seen from that star formation has not occurred uniformly
along the dense filament formed by the collision but is in-
stead largely confined to two star clusters, one at either end
of the collision product. This is likely connected to the fact
that the denser parts of the clouds at the time of the colli-
sion are those that are able to propagate furthest from the
point of impact.
Only a limited amount can be learned from position–
position data, since they contain no dynamical informa-
tion. We therefore turn to position–velocity images. Figure
3 shows position-velocity diagrams from Run A, where the
velocity is that along the collision axis (the x–axis), and
the position is that along the y–axis. The first frame shows
the state of the clouds shortly after the collision at a time of
2.25 Myr. The bulk of the two clouds are separated from each
other by their initial relative velocity of 10 km s−1. Each of
the clouds have a width along the velocity axis determined
by their turbulent dispersion. Connecting the two clouds is
a small amount of material forming a ‘broad–bridge’ feature
(Haworth et al. 2015a,b). This is composed of gas which
has decelerated from the rest frames of the clouds. Note
that, although this is a head–on collision symmetrical about
y = 0, the clouds’ turbulent velocity fields have distorted
their shapes show that the first material to come into con-
tact is not symmetrical about the y = 0 axis.
The second position-velocity plot shows the state of the
simulation at 5.25 Myr. It is still possible to discern signifi-
cant quantities of material separated by the original relative
velocity. However, a large fraction of the gas mass is now
found at intermediate velocities in the bridge feature and
there is prominent notch around y = 0, vx = −5 km s−1 where
material from the cloud travelling in the negative x–direction
has been decelerated. Much of the clouds’ combined mass
has entered the shocked contact layer and is concentrated in
the broad–bridge feature near the collision axis in space and
near zero in velocity. The vertical spikes visible indicate the
presence of very high–velocity accretion flows centred on one
of the sink particles. These features would in reality proba-
bly be optically thick and thus unobservable, but they give
a convenient indication of where in the PV diagram star for-
mation is underway. These features show that much of the
star formation activity is concentrated around the filament
or bridge in space, but that significant star formation occurs
at close to the clouds’ original velocities. This confirms the
conclusion drawn from the column–density images that the
densest parts of the two clouds have largely survived the
collision and been little decelerated.
The last position-velocity diagram shows the simulation
7.5 Myr after the collision. This plot shows that substantial
parts of the individual original clouds have survived the col-
lision and retained their identity and velocity. The notch vis-
ible in the second plot has been largely filled in by motion
of material inwards towards the collision axis. The dense,
star–forming regions are aligned roughly along the collision
axis at y = 0, along with the much weakened bridge feature.
We have added the column density and position velocity
MNRAS 000, 1–9 (2018)
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Figure 2. Column density plots of from the Run A simulation
snapshots. The first plot shows the clouds shortly after contact
at a time of 2.25 Myr. The second plot shows the collision at an
intermediate time of 5.25 Myr when the clouds are difficult to
distinguish. The final plot shows the simulation at a late stage
of 9.75 Myr, when the remains of the original clouds are clearly
separated.
diagrams of the controlled runs of the same clouds. Figure
4 shows the both column density and position-velocity
plots at 7.5 Myr. Unlike the collision model the controlled
runs do not create filament shape between the two clouds.
Two star clusters have been formed in the denser parts of
both the clouds. The position-velocity plot tells us even
less about the clouds. Since both the clouds occupy the
same width along the velocity axis it is quite difficult to
distinguish each cloud.
Sim Run B
The virial ratios of the clouds in this simulation are 1.0
and 5.0, meaning that one of the clouds is substantially
gravitationally unbound and therefore not expected to
exhibit strong star formation.
The cloud collision time is similar to Run A, occurring
around 1.96 Myr. Figure 4 provides the column density plots
of Run B. The unbound cloud begins at negative values of
x and is moving left–to–right. It is clear, by comparison
with Figure 2 that the unbound cloud has expanded and
become substantially less dense than the bound cloud by
the time of the collision, which accounts partly for the
slower subsequent star formation in this cloud.
In the second panel of Figure 5, it is scarcely possible to
tell the two original clouds apart. However, the third panel,
which shows the state of the simulation around 9.75 Myr,
shows that the dense regions of the clouds again largely
pass through each other, and the remnant of the bound
cloud is now on the left side of the image. It can also be
noticed that this simulation has produced more stars from
the bound cloud (that on the left of the third panel) than
the unbound. It is apparent that the two clouds have, to
some extent, retained their identities despite the collision.
The central filament is also visible as the concentration of
material at a velocity and y–location close to zero.
Figure 6 shows the position-velocity diagram of the
simulation. The first plot shows the clouds being separated
by their pre collisional velocity of 10 km s−1. The unbound
cloud is evident by its thicker extent along the velocity axis
of the plot.
The second PV plot shows the clouds coming into
contact with each other. It is much difficult to discern the
clouds as separate objects than in the corresponding PV
plot from Run A. In common with the Run A simulation,
this simulation shows a bridge like feature between the
clouds as they are starting to merge. However, the bridge
is now so broad along the spatial dimension and of such
complex structure that it is difficult to separate from the
two clouds.
The third panel of Figure 5 shows the position-velocity
diagram 7.8 Myr after the clouds have collided. The denser
regions of the two clouds have survived the collision and are
still discernible as separate features, with that originating
from the bound cloud being somewhat stronger. The
filament–like structure is clearly visible as a prominent
feature in the PV plot with a velocity and y–location again
close to zero. Accretion flows from the stars can be seen
from the plots, and show that most of the star formation
is associated either with the remains of the bound cloud,
or with the filament. It is also noticeable that the cloud
with the larger virial ratio is much more spread out in
velocity compared to the more gravitationally bound object.
Column density and position velocity plots have been
added from the controlled runs of the same simulation. Fig-
ure 7 represents both the position-position and position-
velocity plot of the controlled run at 7.5 Myr. The bound
cloud is on the right side of the column-density plot and
have formed more stars than the unbound cloud. Unlike the
collision simulation a central filament structure is missing in
this case. From the position-velocity diagram it is harder to
determine each cloud separately since they both occupy the
same width in the velocity axis. The vertical spikes present in
the plot indicates towards the presence of very high-velocity
accretion flow centred on one of the sink particles.
Sim Run C
In this simulation both the clouds have a virial ratio set
at 5.0 which means both clouds are formally unbound and
neither would be expected to show vigorous star formation
activity in the absence of external factors. This run indeed
produces the fewest stars of any run in this paper.
Figure 8 shows the column density plots of Run C. As
before, the clouds meet at around 1.96 Myr, shown in the
first panel. The excess turbulent kinetic energy has caused
both clouds to expand before striking each other, so that it
is already difficult to tell them apart at this early stage.
The second panel shows the system at 5.2 Myr.
MNRAS 000, 1–9 (2018)
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Although there is some dense shocked material originating
from the collision, they clouds have largely continued to
disperse, indicating that rather little of the initial kinetic
energy has been dissipated by the interaction.
In the third panel at 7.1 Myr after impact, it is hard to
distinguish any features from the original clouds which have
survived the collision. There is clearly very little dense gas
remaining, and no evidence of the filamentary structures
observed in the preceding two runs.
The position-velocity diagrams from Run C are
presented in Figure 9. The first panel shows that both
clouds are now extended along the velocity axis, and ex-
hibits the broad bridge feature seen in the other collisional
simulations.
The second PV image shows that considerable amounts
of material, particularly that at negative y–locations belong-
ing to the cloud with an initially negative x–velocity, has
been decelerated by the collision. However this image and
the third, which shows the system at 9.0 Myr, shows that
several position–velocity features do survive the interaction,
even if they are not readily discernible in the PP images.
These features remain separated in velocity because the
original clouds were unbound, and the collision fails to
dissipate enough kinetic energy to bind them together. The
third panel also reveals that there is little star–formation
activity, and that much of the gas is simply dispersing.
Figure 10 presents the controlled run of the same
simulation. The column-density plot shows the state of the
simulation at 7.50 Myr. In this run both the clouds can be
identified. It is also quite clear in this run as well that very
little dense gas has remained and there is a clear absence of
the filamentary structue in this run much like the coliisional
run and other controlled runs. From the position-velocity
diagram it is once again quite difficult to distinguish each
cloud since they both occupy the same width in the velocity
axis. From this position-velocity diagram it can be also be
determined that most of the gas is just simply dispersing
and there is indication of very little star formation occuring
at this stage of the simulation.
4.2 Star Formation Rates and Efficiencies
Figure 11 shows the star formation efficiency and rates for
both collision and control simulations. The green lines de-
notes the collision simulations while the red dotted lines
show the star formation efficiency and rate for the control
simulations. In all our simulations star formation efficiency
is computed from:
SFE =
total stellar mass
total gas mass + total stellar mass
(11)
The first plot shows the star formation efficiency and
numbers of stars as functions of time in Run A. The collision
simulation produces twice as much stellar mass and twice as
many stars as the controlled simulation over the ≈ 9 Myr
span of the simulations. The evolution of the star formation
efficiency is initially identical for both simulations scenarios,
but they begin to gradually depart from each other at ∼ 3.5
Myr. This is about 1.5 Myr after the clouds actually col-
lide, but is roughly the time when the clouds’ centres pass
each other. It is also close to the sum of the collision time
and cloud–crushing time. This result implies that the shock-
ing of the bound clouds does indeed rapidly generate higher
density gas compared to the isolated turbulent clouds, in-
creasing the star formation rates and efficiencies, but only
modestly.
The second plot shows the star formation efficiency and
numbers of stars in Run B. Like Run A the star formation
rates/efficiencies in the collision and control simulations re-
main very similar for approximately 2 Myr before beginning
to depart from each other. Since there is an unbound cloud
present in this run, the star formation rate in the control run
is lower than in the corresponding control Run A. However,
the effect of the collision on the star formation rate/efficiency
is less marked that in Run A, producing only a very modest
increase.
The third plot shows the star formation efficiency and
number of stars as fcuntions of time in Run C. The star for-
mation efficiency is very small in Run C, in both collision
and control runs, with the collision having an even smaller
effect than in Run B. Therefore, it can be concluded that the
effect of collisions on bound clouds is much stronger than it
is on unbound clouds. Collisions of this nature are unable to
induce unbound clouds to form significantly more stars than
they would do if left unmolested.
4.3 Boundedness of collision products
Regardless of whether the individual clouds are bound be-
fore the collision, the initial relative velocity and total mass
present in all of these simulations is such that the clouds
are not initially bound to each other in the centre–of–mass
(COM) frame of reference.
We here examine to what extent the distribution of stars
and gas resulting from these collisions results in a single ob-
ject bound by its own self–gravity in the COM frame. For
each gas and sink particle in the simulations, we compute
the kinetic energy in the COM frame, the gravitational po-
tential energy due to all the other particles, and the sum
of these quantities. Particles for which this sum is negative
are regarded as being bound, in the sense that the are ex-
pected to form part of a single coherent object whose centre
of mass is at rest in the COM frame. We plot the quantities
of mass obeying this criterion as a function of time for the
three simulated cases in Figure 12.
It is evident from this plot that the quantity of bound mass
in all three simulations is initially negligible, but rises rapidly
during the collision as material is decelerated so that its ve-
locity is small in the COM frame and it becomes bound in
the potential well developing there. The rate of increase in
bound mass is fastest for the bound–bound Run A, and slow-
est for the unbound–unbound Run C, indicating that mat-
ter is more likely to become bound in the COM frame from
clouds which are individually more strongly bound. Put an-
other way, the energy dissipation in the collision is sufficient
to cause only a small fraction of the material from colliding
intrinsically–unbound clouds to become bound in the COM
frame. The quantities of material becoming bound plateau
in all cases at around 8 Myr, and the quantity of bound gas
declines in all cases as bound material is converted to stars.
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We conclude that colliding clouds which are themselves in-
trinsically bound is able to leave a very large fraction of the
total mass bound in the COM frame, resulting effectively
in a single merged object. However, collisions of intrinsically
unbound clouds in this case leave only a small fraction (here,
approximately 20%) of the total mass bound in the COM
frame.
We compare these results with the evolution of the quan-
tities of bound mass in the control simulations, shown in
Figure 13. The quantities of bound mass increase due to the
dissipation of turbulence, but swiftly plateau at considerably
larger values than in the corresponding collision simulations,
since the clouds in the control simulations have no relative
velocity and are thus by definition bound to one another. In
Figure 14, we show particle plots of the end–states of runs
A, B and C where particles are coded blue if they are bound
and red if they are unbound (again, in the COM frame).
We see that, in the cases were filaments form, the gas in the
filaments is mainly bound, suggesting that the filaments are
likely to be long–lived structure.
5 DISCUSSION AND CONCLUSIONS
We have examined the effects of collisions on low–mass
turbulent molecular clouds on the grounds that such clouds
are the most common and that collisions between them
are thus the most common type of such event, since cloud
mass functions are negative power laws (Heyer & Dame
2015). We choose to collide clouds at a canonical velocity
of 10 km s−1, which is substantially higher than the escape
velocity of our model clouds.
Many simulations on cloud-cloud collision have stopped
at around the freefall time or at times when a certain
percentage of the gas has been converted into sink particles.
However, we have run our simulations to ∼ 10 Myr since
we intend to understand the evolution of cloud collisions
without feedback from massive stars as completely as possi-
ble, and we find in particular that the fractions of material
left bound by the collisions do not approach settled values
until approximately this time. It is also worth pointing
out that 2 of our simulations involve unbound clouds for
which it is not quite obvious that the freefall time is the
most relevant for them. We are at present running a second
suite of simulations which involves ionising feedback from
massive stars and these set of simulations in this paper will
be used as a baseline to understand the effects of feedback
in the evolution of cloud collisions.
Collisions at velocities substantially larger than their
escape velocities can have profound effects on the morphol-
ogy of turbulent clouds, even though they may already
be strongly substructured by turbulence prior to their
interaction. The structure created by the turbulence is in
fact crucial to understanding the outcome of these encoun-
ters. A wealth of earlier work has examined the problem
of the collision of two uniform (or at least smooth) and
non–turbulent clouds (e.g Klein & Woods 1998; McLeod &
Whitworth 2013; Balfour et al. 2015). These simulations
produce a thin smooth shocked layer which is prone to
several instabilities. The gravitational instability (e.g.
Whitworth et al. 1994) induces the layer to fragment.
Having no support or dispersion perpendicular to the
collision axis, the fragments fall in towards it, creating
a flattened cluster (Balfour et al. 2015). The non–linear
thin–shell instability may also act to generate structure in
the shocked layer (McLeod & Whitworth 2013).
Collisions of turbulent clouds have fundamentally dif-
ferent outcomes. The variations in density in the two clouds
allow them to interpenetrate each other, so no smooth
shocked layer is able to form. A pair of initially spherical
clouds of which at least one is bound form filamentary
structures visible in both position–position and position–
velocity plots, where the filament is approximately parallel
to the collision axis. Dense substructure from the original
clouds often survives the collision and migrates to the ends
of the filaments. These denser regions are usually the main
sites of star formation in the collision product. However,
if neither cloud is bound, high-velocity collisions fail to
generate filaments and the collision remnant continues to
disperse.
The effect of such collisions on the star formation
process in the parent clouds is modest in the case where at
least one cloud is bound, and negligible in the case when
neither cloud is bound. Collisions of the kind modelled
here are thus not efficient in inducing unbound clouds
to form stars faster or more efficiently than they would
have otherwise. This is despite the fact that the collisions
produce significant quantities of dense gas via shocks. The
production of dense gas, however, a necessary but not
sufficient condition for the formation of stars. If, as is the
case here, the velocity dispersion in the gas is too large,
the timescale on which condensations are disrupted by fluid
flows can be shorter than the local freefall time, preventing
gravitational collapse.
It does not appear from the results presented above
that any of the simulations presented here result in the
complete merger of the two clouds into a single object.
In Runs A, B and C approximately 33%, 50% and 80%
of the total mass remains unbound, with the unbound
material consisting almost entirely of gas. In Figure 15 we
plot the velocity dispersions in the gas along the principal
coordinate axes. Along the y– and z–axes, we observe a
gentle decline in velocity dispersion as the clouds’ turbulent
velocity fields dissipate, modulated in the case of Run A by
the contraction of the bound clouds.
Along the x–axis (the collision axis), the velocity
dispersions are rather steady until the clouds meet at
approximate 2 Myr. There then follows a period of de-
cline lasting for around the cloud–crushing time (also
approximately 2 Myr), as the clouds enter the shocked
region produced by the collision. The decline is due to
the dissipation of the clouds’ bulk kinetic energy by the
isothermal shocks generated in the gas by the collision.
However, owing to the substructure created in the clouds
by turbulence before the collisions, this process is not very
efficient (this is discussed in more detail in Paper II where
the effects of varying the impact parameter and velocity
of the collision are examined). Indeed, in none of these
simulations is sufficient bulk kinetic energy lost to render
the clouds completely bound. The velocity dispersions
in Figure 15 appear to be large enough to render the
collision products unbound even in Run A, since they are
comfortably in excess of the escape velocity of the original
MNRAS 000, 1–9 (2018)
Collision Between Molecular Clouds I 9
clouds. This is due to the fact that the velocity dispersion
is inferred from the surviving gas, and the gas which is not
converted stars is most likely to material which is unbound
and therefore moving at higher velocity. Observations of the
gas at late stages in the simulations therefore automatically
pick out material which was not strongly decelerated by the
encounter.
Magnetic fields, which are neglected in these simu-
lations, are likely to influence cloud–cloud collisions in
several ways, and other authors have begun to investigate
this complex issue. In particular Wu et al. (2017a) use
ideal–MHD AMR simulations to investigate the influence
of the orientation of an initially–smooth magnetic field
relative to the collision axis. They find, not surprisingly,
that the further the field is from being parallel to the
collision axis, the less high–density gas is generated early
in the collision. This is a result of the ability of magnetic
fields perpendicular to the collision axis to cushion the
impact. This effect may have important implications for the
likelihood of the collision product becoming gravitationally
bound, since it allows kinetic energy to be converted into
magnetic energy (although, of course, this energy could in
principle still be yielded back to the gas when the magnetic
field relaxes).
There is corollary of this, which Wu et al. (2017a)’s
simulations do not really progress long enough to explore.
A field parallel to the collision axis fails to cushion the
collision, but would resist the tendency observed in the
simulations here involving bound clouds, and those on
Paper II, for the collision product to contract towards
the collision axis, forming a thick filament. The global
and long–term influence of magnetic fields on cloud–cloud
collisions thus remains an open question.
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Figure 3. Position-velocity diagrams of Run A simulation. The
upper panel is the position-velocity diagram of the clouds prior to
the collision. The clouds are separated due to their pre collisional
relative velocity. The second plot shows the state of the clouds
during collision. The last plot is the position-velocity diagram
of the clouds after the collision occurred. The timeline for this
position-velocity diagrams are the same as the column density
snapshots.
Figure 4. Column density and position velocity plots of from the
Run A simulation snapshots. The first plot shows the column-
density at 7.5 Myr of the simulation. The second plot shows the
position-velocity diagram of the same run at the same time. From
the position-velocity diagram it is hard to distinguish the two
clouds since both of them occupy the same space
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Figure 5. Column density plots of from the Run B simulation
snapshots. The first plot shows the clouds shortly after contact
at a time of 2.25 Myr. The second plot shows the collision at an
intermediate time of 5.25 Myr when the clouds are difficult to
distinguish. The final plot shows the simulation at a late stage
of 9.75 Myr, when the remains of the original clouds are clearly
separated.
Figure 6. Position-velocity diagrams of Run B simulation. The
upper panel is the position-velocity diagram of the clouds prior to
the collision. The clouds are separated due to their pre collisional
relative velocity. The second plot shows the state of the clouds
during collision. The last plot is the position-velocity diagram
of the clouds after the collision occurred. The timeline for this
position-velocity diagrams are the same as the column density
snapshots.
MNRAS 000, 1–9 (2018)
12 Tanvir et al.
Figure 7. Column density and position velocity plots of from the
Run B simulation snapshots. The first plot shows the column-
density at 7.5 Myr of the simulation. The second plot shows the
position-velocity diagram of the same run at the same time. From
the position-velocity diagram it is hard to distinguish the two
clouds since both of them occupy the same space
Figure 8. Column density plots of from the Run C simulation
snapshots. The first plot shows the clouds shortly after contact
at a time of 2.25 Myr. The second plot shows the collision at an
intermediate time of 5.25 Myr when the clouds are difficult to
distinguish. The final plot shows the simulation at a late stage of
9.00 Myr.
MNRAS 000, 1–9 (2018)
Collision Between Molecular Clouds I 13
Figure 9. Position-velocity diagrams of Run C simulation. The
upper panel is the position-velocity diagram of the clouds prior to
the collision. The clouds are separated due to their pre collisional
relative velocity. The second plot shows the state of the clouds
during collision. The last plot is the position-velocity diagram
of the clouds after the collision occurred. The timeline for this
position-velocity diagrams are the same as the column density
snapshots.
Figure 10. Column density and position velocity plots of from
the Run C simulation snapshots. The first plot shows the column-
density at 7.5 Myr of the simulation. The second plot shows the
position-velocity diagram of the same run at the same time. From
the position-velocity diagram it is hard to distinguish the two
clouds since both of them occupy the same space
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Figure 11. Star formation efficiencies and numbers of stars
formed as functions of time. Panel 1 and 2 refer to Run A (the
bound–bound collision), panels 3 and 4 to Run B (the bound–
unbound collision) and panels 5 and 6 refer to Run C (the
unbound–unbound collision). The green lines denotes the collision
simulations while the red dotted lines show the star formation ef-
ficiency and rate for the control simulations.
Figure 12. Evolution of the total (solid lines), gas (dashed lines)
and stellar (dash–dotted lines) mass bound in the centre–of–mass
frame in runs A (red), B (blue) and C (green)
Figure 13. Evolution of the total (solid lines), gas (dashed lines)
and stellar (dash–dotted lines) mass bound in the centre–of–mass
frame in the control runs A (red), B (blue) and C (green)
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Figure 14. Particle plots of the final states of Runs A (first
panel), B (second panel) and C (third panel) with individual gas
particles coloured blue if they are bound and red if unbound, in
the COM frame.
Figure 15. Velocity dispersions in the x– (teal lines) y– (orange
lines) and z–directions (purple lines) as functions of time in Runs
A (first panel), B (second panel) and C (third panel). Dispersions
in the x–direction include the clouds’ relative bulk velocities.
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