Abstract. We run an iteration argument due to Pramanik and Seeger [PS07], to provide a proof of sharp decoupling inequalities for conical surfaces and for k-cones. These are extensions of results of Laba and Pramanik [LP06] to sharp exponents.
Statements of the results
For n ≥ 2, let L 0 ⊂ R n+1 be an affine subspace of dimension n that does not pass through the origin. Let E 0 ⊂ L 0 be a smooth compact surface of dimension n − 1. Moreover, if L 0 is identified with R n in a canonical manner, then we can assume that E 0 has a non-vanishing Gaussian curvature at every point. The surface S given by S = {tx ∈ R n+1 : x ∈ E 0 ; t ∈ [C 1 , C 2 ]} for some 0 < C 1 < C 2 is called a conical surface induced by E 0 . For each a ∈ S, there exists a unique b ∈ E 0 such that a = tb for some t ∈ [C 1 , C 2 ]. We denote by η(a) the convex hull [C 1 b, C 2 b] in R n+1 , and call η(a) the 1-plane at a.
Now we follow the approach of Laba and Pramanik [LP06] to introduce the notion of conical surfaces of higher co-dimensions.
Let L 0 be an n-dimensional linear subspace of R n+k . Let v 1 , v 2 , . . . , v k be linearly independent vectors such that {x + c 1 v 1 + c 2 v 2 + · · · + c k v k ∈ R n+k : x ∈ L 0 , (c 1 , c 2 , . . . , c k ) ∈ R k } = R n+k .
For each i = 1, 2, . . . , k, denote
For each L i , we fix a bounded and convex solid F i such that E i := ∂F i is a C ∞ surface and has non-vanishing Gaussian curvature at every point on it. Thus for each unit normal vector x ∈ S n−1 in R n , each E i contains exactly one point a i such that x is the outward normal vector to E i ⊂ L i at a i . We say that a (k + 1)-tuple of points (x 0 , . . . , x k ) is good if x i ∈ E i for every 0 ≤ i ≤ k, and if the outward unit normal vectors to E i at x i are the same. The k-cone S in R n+k induced by the collection
where η(x 0 , . . . , x k ) denotes the convex hull generated by x 0 , . . . , x k in R n+k . According to Lemma 7.1 in [LP06] , each a ∈ S belongs to η(x 0 , . . . , x k ) for exactly one good (k + 1)-tuple (x 0 , . . . , x k ). We will call η(x 0 , . . . , x k ) the k-plane at a, and denote it by η(a).
Let S be a conical surface induced by E 0 or a k -cone induced by {E i } k i=0 . For each a ∈ S, denote by n a the unit normal vector to S at a. For a small number δ > 0, we denote by M δ a δ 1/2 -separated subset of E 0 . Moreover, denote by N δ S the δ-neighborhood of S. Throughout the paper, we are interested in a covering of N δ S satisfying the following assumption.
Assumption (A).
For each small δ > 0 and each a ∈ S, let Π a,δ be a rectangular box centered at a, of dimensions Cδ × Cδ
, where the short direction is normal to S at a, the long directions are parallel to the k-plane η(a) at a, and the mid-length directions are tangent to S at a but perpendicular to the k -plane η(a). Then
A 2 : {Π a,δ } a∈M δ forms a finitely overlapping covering of N δ S.
This group of assumptions is identical to that in [LP06] . The constants C, C 1 , C 2 , C 3 are independent of the parameter δ and the choice of M δ .
Let Ξ a be a smooth function in R n+k with Ξ a L 1 (R n+k ) ∼ 1 such that supp( Ξ a ) ⊂ Π a,δ and { Ξ a } a∈M δ forms a smooth partition of unity of N δ S.
for every ǫ > 0.
By a standard interpolation, the above estimate (1.1) further implies
for every 2 ≤ p ≤ 2 + 4 n−1 and every ǫ > 0. Up to the arbitrarily small factor ǫ > 0, both (1.1) and (1.2) are sharp. For the sharpness we refer to the discussion in the introduction of the paper [LP06] . Theorem 1.1 involves k-cones. Recall that k-cones are generated by the boundaries E i of bounded and strictly convex bodies F i ⊂ L i with 0 ≤ i ≤ k. That means, for each i, if L i is identified with R n in a canonical manner, then at every point on E i , all the principle curvatures are positive. However, in the definition of a conical surface S induced by E 0 , we only assumed E 0 to have non-vanishing Gaussian curvatures. That means principle curvatures might have different signs. For conical surfaces, we prove
for every ǫ > 0. For (ξ 1 , . . . , ξ n ) ∈ R n , we use the notation ξ = (ξ 1 , . . . , ξ n ) and ξ ′ = (ξ 1 , . . . , ξ n−1 ). Throughout the paper, we write A B if A ≤ cB for some constant c > 0, and
The constant c will in general depend on fixed parameters such as p, n and sometimes on the variable parameter ǫ but not the parameter δ.
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2. Proof of Theorem 1.1
To prove Theorem 1.1, we will use the following theorem due to Bourgain and Demeter.
In the forthcoming proof of Theorem 1.1, we consider only the endpoint p 0 = 2(n+1) n−1 . The estimate for the general range follows from the interpolation with the trivial estimate at p = ∞.
2.1. In the first step of the proof, we will slice our surface into small pieces so that we can exploit local properties of a k-cone. Let {e i } n+k i=1 be a collection of standard orthonormal bases in R n+k . By a linear transformation, we may assume that L 0 = span(e 1 , . . . , e n ) and
Fix a small parameter ǫ > 0. This ǫ is essentially the same as the one in the statement of Theorem 1.1. We may also assume that ǫ −1 is a natural number. We define a sliced surfaceS byS
for some c i with 1 ≤ i ≤ k. We will prove the decoupling for the sliced surfaceS first.
The desired decoupling inequalities for the surface S can be deduced from Proposition 2.2. To see this, let {ψ j } j∈Z be a partition of unity of R such that
Here
By Proposition 2.2 and Young's inequality, the last expression can be further bounded by
Hence, what remains is to show Proposition 2.2.
2.2. Our argument relies on an iteration. This iteration argument first appeared in Pramanik and Seeger [PS07] . We will deduce Proposition 2.2 from the following proposition.
We postpone the proof of Proposition 2.3 to the next subsection, and continue by Proof of Proposition 2.2. First of all, by the triangle inequality and Hölder's inequality, we obtain
for some large constant C > 0. Next, by applying Proposition 2.3 with µ = ǫ/2, the last expression can be further bounded by
The last inequality follows from
which further follows from Assumption A 3 and Assumption A 4 . Repeatedly apply Proposition 2.4 with µ = µ l = l 4 ǫ starting with l = 3 until l = 2 ǫ − 1. In the end we have
This finishes the proof of Proposition 2.2.
2.3. In this subsection, we will prove Proposition 2.3 by using Theorem 2.1. Let B ⊂ R n+k be a ball of radius r B := δ
) , centered at c B . Let C be a large constant. Define a weight w B associated with the ball B by (1 + ·−c B r B ) −C . To prove Proposition 2.3, by a simple localisation argument, it suffices to prove
(2.1)
Let a ∈ η(y 0 , . . . , y k ) for some good (k + 1)-tuple (y 0 , . . . , y k ). Under certain translation and rotation, we may assume that y 0 lies in the origin and
Moreover, we assume that the normal vector to the surface S at the point y i is given by e n for every 0 ≤ i ≤ k. By using a partition of unity, we may assume, that each E i , viewed as a hypersurface in L i , can be represented as the graph of a smooth function G i : (−ǫ 0 , ǫ 0 ) n−1 → R for some small constant ǫ 0 > 0 that might vary from line to line. Under these assumptions, we observe that ∇G i (0) = (0, . . . , 0) ∈ R n−1 for each i. Moreover, for those points that are different from the origin, we have Claim 2.1. For each 1 ≤ i ≤ k, there exists a smooth function
Proof. For each ξ ′ , let us consider the level set {η ′ ∈ R n−1 : ∇G i (η ′ ) = ∇G 0 (ξ ′ )}. Note that this set is not empty. Recall that G i is a strictly convex smooth function. Hence the existence and smoothness of h i can be guaranteed by the implicit function theorem.
To obtain an asymptotic of the function h i near the origin, we differentiate both sides of the equation ∇G i (h i (ξ ′ )) = ∇G 0 (ξ ′ ), and obtain (HG i )(∇h i ) = HG 0 . Here HG i is the Hessian matrix of the function G i . Since E i is strictly convex, HG i is a positive definite matrix. Thus, ∇h i is also a positive definite matrix. The identity
, with some positive definite matrix J i , immediately follows from Taylor's theorem. This completes the proof of the claim.
for each 1 ≤ i ≤ k. Hence, w.l.o.g. we may assume that the k-coneS ∩ Π a,δ 2µ is given by
We claim that the k-cone given by (2.2) is contained in the δ 2µ+ ǫ 2 neighbourhood of a cylinder. To be precise, we will use the cylinder
That is, we will show that, given an arbitrary point on the k-cone (2.2), its distance with the cylinder (2.3) is smaller than δ 2µ+ ǫ 2 . Given a point in (2.2), we write it as
We calculate its distance with the point
from the cylinder (2.3). This amounts to proving
By the triangle inequality, it suffices to show
The latter follows directly from Taylor's formula. To prove the former estimate, we write
with HG 0 (0) the Hessian matrix of the function G 0 at the origin. Moreover, we know that HG 0 (0) is positive definite. Using this formula, we just need to show that
which follows via a direct calculation.
So far we have verified that the k-cones (2.2) lies in a δ 2µ+ ǫ 2 -neighbourhood of the cylinder (2.3). Hence to prove the localised decoupling inequality (2.1), by the uncertainly principle, it is the same as proving a corresponding decoupling inequality associated with the cylinder (2.3), which further follows from Theorem 2.1 and Fubini's theorem. This finishes the proof of Proposition 2.3.
Proof of Theorem 1.2
In this section, we use the notations defined at the beginning of Section 2. The proof of Theorem 1.2 essentially follows via the same argument as that of Theorem 1.1. Hence we will only write down the relevant estimates and omit most of the details.
To prove Theorem 1.2, we will use the following theorem due to Bourgain and Demeter.
The role of Theorem 3.1 in the proof of Theorem 1.2 is similar to that of Theorem 2.1 in the proof of Theorem 1.1. However, in contrast with the proof of Theorem 1.1, we need a rescaled version of Theorem 3.1. This is because the exponent of δ in (3.1) is not arbitrarily small, which requires us to carefully deal with the exponent of δ there.
By performing simple parabolic rescaling to Theorem 3.1, we have the following proposition. The interested reader should consult the proof of Propositon 4.1 in [BD15] for details.
The forthcoming proof of Theorem 1.2 is similar to the one in Section 2. As we did in Section 2, by interpolation, it suffices to consider only the endpoint p 0 = 2(n+1) n−1 . 3.1. In the first step of the proof, we will slice our surface into small pieces so that we can exploit local properties of the conical surface. By a linear transformation, we may assume that L 0 = R d × {1} and C 1 = 1.
Fix a small parameter ǫ > 0. This ǫ is essentially the same as the one in the statement of Theorem 1.2. We may also assume that ǫ −1 is a natural number. We define a sliced surfaceS byS = S ∩ (R n × {τ 1 : d ≤ τ 1 ≤ d + 4δ ǫ/2 }) for some d. We will prove the decoupling for the sliced surfaceS first. Under certain linear transformation, we may assume that a = (0, . . . , 0, 1) and E 0 is represented as the graph of a smooth function G with G(0) = 0 and ∇G(0) = (0, . . . , 0) ∈ R n−1 . Hence, w.l.o.g we may assume that the conical surfaceS ∩ Π a,δ 2µ is given by
We claim that this surface is contained in the δ 2µ+ǫ/2 neighborhood of the following cylinder
To see this, we take any point in (3.3), and we write it as
(1 + θ)ξ ′ , (1 + θ)G(ξ ′ ), 1 + θ .
We calculate its distance with the point (1 + θ)ξ ′ , G((1 + θ)ξ ′ ), 1 + θ from the cylinder (3.4). This amounts to proving
which follows directly from Taylor's formula.
So far we have verified that the conical surfaces (3.3) lies in a δ 2µ+ ǫ 2 -neighbourhood of the cylinder (3.4). Hence to prove the localised decoupling inequality (3.2), by the uncertainly principle, it is the same as proving a corresponding decoupling inequality associated with the cylinder (3.4), which further follows from Proposition 3.2 and Fubini's theorem. This finishes the proof of Proposition 3.4.
