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Abstract
De Finetti style theorems characterize models (predictive distributions) as mixtures of the
likelihood function and the prior distribution, beginning from some judgment of invariance
about observable quantities. The likelihood function generally has its functional form
identiﬁed from invariance assumptions only. However, we need additional conditions on
observable quantities (typically, assumptions on conditional expectations) to identify the prior
distribution. In this paper, we consider some well-known invariance assumptions and establish
additional conditions on observable quantities in order to obtain a predictivistic
characterization of the multivariate and matrix-variate Student-t distributions as well as for
the Student-t linear model. As a byproduct, a characterization for the Pearson type II
distribution is provided.
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1. Introduction
The class of models or distributions that are obtained as location and scale
mixture of the normal distribution, for example, provides a natural framework for
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the Bayesian analysis, since such models can be constructed in two stages. Firstly,
given the location and scale parameters, a conditional normal distribution is
considered. Secondly, a prior distribution (the mixing measure) for these location
and scale parameters is speciﬁed. The Student-t distribution is an important example
of this kind of models, in which the mixing measure is the normal-inverted-gamma
distribution.
On the other hands, this class of models which are obtained as a mixture of
standard parametric distributions has been considered in the literature through the
so-called de Finetti style theorems [4,5,13,19]. In de Finetti style theorems, the ﬁrst
stage before mentioned is replaced by some invariance assumptions over an inﬁnite
sequence of random quantities. Since the judgements are established on the
potentially observable random quantities, the results yield a predictivistic character-
ization of the process. The mixing measure (the prior distribution in the Bayesian
context) is typically named de Finetti measure. (See [1,20]). For example, Kingman
[13] shows that if Y1; Y2;y is an inﬁnite sequence of random variables such that, for
each nX1; the distribution of the random vector YðnÞ ¼ ðY1;y; YnÞt is invariant
under orthogonal transformation (spherical symmetry), then the law of YðnÞ may be
represented as a scale mixture of the law of n independent and identically distributed
(i.i.d.) random variables with normal distribution Nð0; s2Þ: In this case the mixing
measure is the law of limn-NS
2
n (a.s.), where S
2
n ¼
Pn
i¼1 Y
2
i =n: This approach is
particularly interesting from the Bayesian viewpoint, since it allows to justify the
speciﬁcation of the spherical normal likelihood and also provides the interpretation
of the parameter s2 as the limit (a.s.) of the sequence S2n; nX1: Notice, however, that
the mixing measure cannot be identiﬁed by considering orthogonal invariance only.
In a full predictivistic approach, Arellano-Valle et al. [1] show that if the condition
EðY 22 jY1Þ ¼ aY 21 þ b; for some 0oao1 and b40; is added to orthogonal invariance
judgement, then the de Finetti measure (the prior distribution of s2) is an
appropriate inverted-gamma distribution. Consequently, the distribution of YðnÞ (the
predictive model) is an appropriate spherical multivariate Student-t model.
In this paper, we consider the class of models which are obtained as a location and
scale mixture of the normal distribution within a full predictivistic setting. The main
purpose is to consider invariance under several groups of orthogonal transforma-
tions (and, consequently, assume some previously established de Finetti theorems)
and then to establish additional conditions on observable quantities to obtain the
mixing measures (the de Finetti measure). Particularly, we establish conditions to
characterize some different Student-t models assuming that the mixing measure is a
member of the conjugate family of the parametric model considered in the mixture.
Some of this results are applied to model stock market returns by Loschi et al.
[14,15]. As a byproduct, we obtain a predictivistic interpretation for the Pearson type
II distribution.
This paper is organized as follows. Section 2 revises some preliminary results.
Section 3 presents a full predictivistic characterization for the multivariate and
matrix-variate Student-t distributions improving some results established by
Arellano-Valle et al. [1]. We assume the de Finetti theorems proposed by
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Smith [19] and Diaconis et al. [5]. In Section 4, we establish a full predictivistic
characterization for the usual Student-t linear model by postulating symmetry and
considering properties of posterior linearity about conditional moments of
observable random variables. Later in Section 4, we also consider a predictivistic
characterization of the Pearson type II distribution.
2. Some preliminary results and notations
Let On be the group of all n  n real orthogonal matrices and let M be
a p-dimensional subspace of Rn: Denote by OnðMÞ ¼ fCAOn : Cx ¼ x; xAMg
the subgroup of On that preserves the elements of M: Thus, a random n  p
matrix Y is (left) OnðMÞ-invariant if Y and CY are identically distributed for all
CAOnðMÞ: Moreover, an inﬁnite sequence of p  1 random vectors Y1;Y2;y is
OðMÞ-invariant if, for each nX1; the random matrix YðnÞ ¼ ðY1;y;YnÞt is (left)
OnðMÞ-invariant [9].
The special class of the (left) On-invariant (matrix) distributions is also
known as the class of the (left) spherical (matrix) distributions and can be
generalized to the class of the (left) elliptical (matrix) distributions by using an
appropriated linear transformation. Thus, the (left) OnðMÞ-invariant (matrix)
distributions are a subclass of (left) elliptical (matrix) distributions. Fang
and Zhang [11] yield some properties of the elliptical (matrix) distributions (see
also [10,12]).
This paper considers the n  p matrix-variate Student-t distribution, which is
denoted by YBtðM;C;D; dÞ; where M is a n  p location matrix, C and D are n  n
and p  p positive deﬁnite matrices, respectively, and d þ ðn 	 1Þðp 	 1Þ40; and
whose density function is
fYjM;C;D;dðYÞ ¼
Gpðdþnp2 ÞjDj
dþnðp	1Þ
2 jCj	
p
2
pnp=2Gpðdþnðp	1Þ2 Þ
jDþ ðY	MÞtC	1ðY	MÞj	
dþnp
2 ; ð1Þ
where Gpðq=2Þ ¼ ppðp	1Þ=4Ppi¼1Gðfq 	 i þ 1g=2Þ [1,8]. Thus, if CM ¼ M and CCCt ¼
C; for all CAOnðMÞ; then the Student-t matrix Y is (left) OnðMÞ-invariant. In
particular, if M ¼ 1nm and C ¼ cIn; for some c40; where mARp; 1n ¼
ð1;y; 1ÞtARn and In denotes the n  n identity matrix, then the distribution of Y
is (left) Onð1nÞ-invariant. Moreover, if m ¼ 0; then this distribution is also (left)
On-invariant.
It is also known that the matrix-variate Student-t distribution given by tð0; In; D;
d) can be obtained as a scale mixture of the matrix-variate normal distribu-
tion Nð0; In#VÞ; where # denotes the Kronecker product and V is a p  p
positive deﬁnite scale matrix. The mixing measure is the inverted Wishart
distribution with parameters d and D; which is denoted by IWpðd;DÞ and has
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density function given by
fVjD;dðVÞ ¼
ð1
2
Þ
p½dþnðp	1Þ
2 jDj
dþnðp	1Þ
2
Gpðdþnðp	1Þ2 Þ
jVj	
dþnðp	1Þþpþ1
2 exp 	1
2
trðDV	1Þ
 
; ð2Þ
for any positive deﬁnite matrix V and it is zero otherwise.
Particularly, if p ¼ 1 then the distribution in (1) becomes the n-dimensional
generalized Student-t distribution with d degrees of freedom and denoted by
tnðm;C; D; dÞ; which reduces to the usual multivariate Student-t distribution if D ¼ d
[2]. Similarly, one obtains from expression (2) the inverted-gamma distribution with
parameters d=2 and D=2; denoted by IGðd=2; D=2Þ:
The main goal of this paper is to identify the mixing measures (prior distributions)
that provide such OðMÞ-invariant Student-t distributions when are mixed with an
appropriated normal distribution. For this, a key result is the Theorem 3 in [7] (see
also [6], [18], Chapter 3]).
3. Characterization of Oð1Þ-invariant Student-t distributions
In this section, we present full predictivistic characterizations of Oð1Þ-invariant
Student-t distributions. Consider an inﬁnite sequence Y1; Y2;y of Oð1Þ-invariant
random variables. Thus, for each nX1; the random vector YðnÞ ¼ ðY1;y; YnÞt is
Onð1nÞ-invariant in the sense deﬁned in Section 2. In particular, if YðnÞ has density
function fYðnÞ (with respect to the Lebesgue measure), such that fYðnÞ ðy1;y; ynÞ ¼
hð %y; s2Þ; for some appropriate non-negative function h; where %y ¼Pni¼1 yi=n and
s2 ¼Pni¼1ðyi 	 %yÞ2=n; then YðnÞ has distribution Onð1nÞ-invariant. The normal
distribution Nðm1n; s2InÞ; the Student-t distribution tnðm1n; s2In; D; dÞ and all
mixture of them are examples of Onð1nÞ-invariant distributions.
Smith [19] shows that the Oð1Þ-invariance condition on the sequence Y1; Y2;y is
equivalent to the existence of random variables m and s2; with s2 being non-negative,
such that conditionally on m and s2; Y1; Y2; y are i.i.d. Nðm; s2Þ: Thus, the
(unconditional) distribution of YðnÞ can be represented as a location and scale
mixture of the Onð1nÞ-invariant normal distribution Nðm1n; s2InÞ: Smith [19]
establishes also that the parameters m and s2 correspond (a.s.) to
limn-N
Pn
i¼1 Yi=n and limn-N
Pn
i¼1ðYi 	 %YÞ2=n; respectively. Additionally, if we
suppose that Y1 ¼ Y2 with probability zero, then we can show that s240 with
probability one. Despite this, to identify the mixing measure—that is, the prior
distribution of ðm; s2Þ—additional conditions on the observable quantities are
required. These conditions are established in [1] under the O-invariance assumption
(see Section 1).
The following result improves some partial results from Arellano-Valle et al. [1].
By introducing appropriate conditions on the observable quantities, we obtain the
Oð1Þ-invariant Student-t distribution within a full predictivistic setting.
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Proposition 1. Let Y1; Y2;y be an infinite sequence of Oð1Þ-invariant random
variables, such that Y1 ¼ Y2 with probability zero and
EðY3jY1; Y2Þ ¼ aðY1 þ Y2Þ þ b1; EðY 23 jY1; Y2Þ ¼ aðY 21 þ Y 22 Þ þ b2; ð3Þ
for some real constants a; b1 and b2: Then, aAð0; 1=2Þ; b1AR; b24b21=ð1	 2aÞ and
YðnÞBtn
b1
1	 2a 1n; In þ
a
1	 2a 1n1
t
n;
1
a
b2 	 b
2
1
1	 2a
 
;
1þ a
a
 
; nX3: ð4Þ
The converse is also true.
Proof. From Smith’s [19] theorem, there are random variables m and s2; such that,
for all nX2;
YðnÞjm; s2BNðm1n; s2InÞ; ð5Þ
where s240 with probability one. Let %Y ¼P2i¼1 Yi=2 and S2 ¼P2i¼1ðYi 	 %YÞ2:
Since %Yjm; s2BNðm; s2=2Þ and S2jm; s2BGð1=2; s2=2Þ are independent, where
Gða; bÞ denotes the gamma distribution with parameters a40 and b40; we
have that
f %Y;S2jm;s2ð %y; s2Þ ¼
1
ps2
1ﬃﬃﬃﬃﬃﬃ
2s2
p exp 	 1
2s2
½2ð %y 	 mÞ2 þ s2
 
:
Let M ¼P2i¼1 Yi ¼ 2 %Y and Q ¼P2i¼1 Y 2i ¼ S2 þ 2 %Y2: From the Jacobian method
to the transformation ð %X; S2Þ-ðM; QÞ; we obtain that
fM;Qjm;s2ðm; qÞ ¼ fM;Qjy1;y2ðm; qÞ ¼
1ﬃﬃﬃ
2
p
p
q 	 m
2
2
 	1
2
expfðm; qÞðy1; y2Þt 	 Dðy1; y2Þg;
where y1 ¼ m=s2; y2 ¼ 	1=ð2s2Þ and Dðy1; y2Þ ¼ 	y21=ð2y2Þ 	 logð	y2Þ; which is a
regular exponential family on R2 with natural parameter ðy1; y2Þ: Moreover,
considering that D0ðy1; y2Þ ¼ ð@Dðy1; y2Þ=@y1; @Dðy1; y2Þ=@y2Þt ¼ EfðM; QÞtjy1; y2g;
we have from (3) and by using standard properties of the conditional expectation
that
EfD0ðy1; y2ÞjM; Qg ¼EfEfðM; QÞtjm; s2gjY2; Y1g
¼ 2EfEfðY3; Y 23 Þtjm; s2; Y2; Y1gjY2; Y1g
¼ 2EfðY3; Y 23 ÞtjY2; Y1g
¼ 2aðM; QÞt þ ð2b1; 2b2Þt:
Hence, Theorem 3 in [7] yields
pðy1; y2Þpexp 1
2a
ð2b1; 2b2Þðy1; y2Þt 	 1	 2a
2a
Dðy1; y2Þ
 
:
Finally, by using the Jacobian method to the transformation ðy1; y2Þ-ðm; s2Þ
again, we obtain the following normal-inverted-gamma distribution as the prior
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distribution of ðm; s2Þ
mjs2BN b1
1	 2a;
as2
1	 2a
 
and s2BIG
1þ a
2a
;
1
2a
b2 	 b
2
1
1	 2a
  
: ð6Þ
Thus, (4) is a consequence of (5) and (6) (see, for example, [17]). The converse is
obtained by using the properties of the multivariate Student-t distribution (see, for
example, [2,10]). &
The prior distribution of ðm; s2Þ given in (6) is only a consequence of centered
spherical symmetry assumptions on the sequence Y1;y; Yn; nX2; and some
additional conditions which govern how to predict ðYnþ1; Y 2nþ1Þ given ðYn	1; YnÞ (the
conditions in (3)).
Notice that the Student-t model given in (4) may also be obtained in a non-
predictivistic approach by assuming that conditionally on m and s2; the random
variables Y1;y; Yn are i.i.d. Nðm; s2Þ and by considering the normal-inverted-
gamma distribution given in (6) as the prior distribution of ðm; s2Þ: For example, to
obtain the Student-t model tnð0; In þ 1n1tn; 1; 4Þ; we can assume that the joint
distribution of Y1;y; Yn is Onð1Þ-invariant and consider the conditions in (3) with
a ¼ 1=3; b1 ¼ 0 and b2 ¼ 3; or, equivalently, assume that, given m and s2; Y1;y; Yn
are i.i.d. Nðm; s2Þ and consider the prior distribution mjs2BNð0; s2Þ and
s2BGIð3=2; 1=2Þ for ðm; s2Þ:
The result exhibited in the Proposition 3.1 is extended to vectorial case in the
Proposition 3.2 in the following.
Let Y1;Y2;y be an inﬁnite sequence of Oð1Þ-invariant p  1 random vectors, that
is, for each nX1; the random matrix YðnÞ ¼ ðY1;y;YnÞt is (left) Onð1nÞ-invariant.
The matrix-variate normal distribution Nð1nmt; In#RÞ and the matrix-variate
Student-t distribution tð1nmt; In#R; D; dÞ are examples of (left) Onð1nÞ-invariant
distributions. Extending the Smith’s [19] result, Arellano-Valle et al. [1] establish the
existence of a random vector mARp and a p  p symmetric and non-negative random
matrix R; such that, conditionally in ðm;RÞ; Y1;Y2;y are i.i.d.Nðm;RÞ (see also [5]).
In this case, m and R can be obtained (a.s.) as limn-N
Pn
i¼1Yi=n and
limn-N
Pn
i¼1ðYi 	 %YÞðYi 	 %YÞt=n; respectively, where %Y ¼
Pn
i¼1 Yi=n: Moreover, if
the random vectors Yi 	 Ypþi; i ¼ 1;y; p; are linearly dependent with probability
zero, then the matrix R is positive deﬁnite with probability one [16].
Consider the inﬁnite sequence of the p  p random matrices deﬁned by YðpÞ1 ¼
ðY1;y;YpÞt; YðpÞ2 ¼ ðYpþ1;y;Y2pÞt;y;YðpÞk ¼ ðYðk	1Þpþ1;y;YkpÞt;y: DeﬁneM ¼
Y
ðpÞ
1 þ YðpÞ2 and Q ¼ YðpÞt1 YðpÞ1 þ YðpÞt2 YðpÞ2 :
Lemma 2. Let Y1;Y2;y be an infinite sequence of Oð1Þ-invariant p  1 random
vectors, such that Yi 	 Ypþi; i ¼ 1;y; p; are linearly dependent with probability zero.
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Then, the conditional density of ðM;QÞ given ðm;RÞ is
fM;Qjm;RðM;QÞ ¼
jQ	 1
2
MMtj	12
ð2pÞ
p2
2Gpðp2Þ
expftrðR	1m1tpM	 1=2R	1QÞ
	 pmtR	1m	 p logj2Rjg:
Proof. Notice that M ¼ 2 %X and Q ¼ Sþ ð1=2ÞMMt where %Y ¼P2i¼1 YðpÞi =2 and
S ¼P2i¼1ðYðpÞi 	 %YÞðYðpÞi 	 %YÞt ¼ ðYðpÞ1 	 YðpÞ2 ÞðYðpÞ1 	 YðpÞ2 Þt=2: Conditionally in
ðm;RÞ; the random matrices YðpÞ1 and YðpÞ2 are i.i.d. Nð1pmt; Ip#RÞ: Thus, given
ðm;RÞ; we have that M and S are independent, with Mjm;RBNð1pð2mtÞ; Ip#ð2RÞÞ
and Sjm;RBWpðp;RÞ; where Wpðp;RÞ denotes the p-variate Wishart distribu-
tion (see [16]). The proof follows by noticing that fM;Qjm;RðM;QÞ
¼ fMjm;RðMÞfSjm;RðQ	 12MMtÞ: &
Now, we establish an extension of Proposition 3.1 for the p-dimensional case.
Proposition 3. Consider the same assumptions given in Lemma 3.1 and the following
additional conditions:
EðYðpÞ3 jYðpÞ1 ;YðpÞ2 Þ ¼ aðYðpÞ1 þ YðpÞ2 Þ þ B1; ð7Þ
EðYðpÞt3 YðpÞ3 jYðpÞ1 ;YðpÞ2 Þ ¼ aðYðpÞt1 YðpÞ1 þ YðpÞt2 YðpÞ2 Þ þ B2; ð8Þ
for some real constant a and p  p real matrices B1 and B2: Then, aAð0; 1=2Þ; B1 ¼
1pb
t
1; with b1AR
p; B2 is a symmetric and positive definite matrix, such that the matrix
B2 	 pð1	 2aÞ	1b1bt1 is also positive definite, and
YðnÞBt
1
1	 2a 1nb
t
1; In þ
a
pð1	 2aÞ 1n 1
t
n;

1
a
B2 	 p
1	 2a b1b
t
1
h i
; 2þ p 1	 a
a

; ð9Þ
for each nX3: The converse is also true.
Proof. From Arellano-Valle et al. [1], there are a p  1 random vector m and a p  p
symmetric positive deﬁnite random matrix R such that
YðnÞjm;RBNð1nmt; In#RÞ: ð10Þ
Let y1 ¼ R	1m and H2 ¼ ð	2RÞ	1: From Lemma 3.1 we have that
fM;Qjy1;H2ðM;QÞ ¼
jQ	 1
2
MMtj	12
ð2pÞ
p2
2Gpðp2Þ
expftrðy11tpMþ H2QÞ 	 Dðy1;H2Þg;
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where Dðy1;H2Þ ¼ 	ðp=2Þyt1H	12 y1 	 p logjH2j; which has the form of a regular
exponential family. Thus, similarly to the proof of Proposition 3.1, expressions (7)
and (8) and the standard properties of conditional expectation yield
EfEfðM;QÞjy1;H2gjðM;QÞg ¼ 2aðM;QÞ þ ð2B1; 2B2Þ:
Considering that (7) implies that B1 ¼ 1pbt1 and using some algebraic manipulations,
Theorem 3 in [7] provides the following prior distribution for ðy1;H2Þ:
y1jH2BN 	2
1	 2a H2b1;
	2a
pð1	 2aÞH2
 
and
	2H2BWp 2þ p 1	 a
a
; a B2 	 p
1	 2a b1 b
t
1
h i	1 
:
Consequently, ðm;RÞ has the normal-inverted-Wishart prior distribution given by
mjRBNð 1
1	2ab1;
a
pð1	2aÞRÞ;
RBIWpð2þ p1	aa ; 1a½B2 	 p1	2a b1bt1Þ:
)
ð11Þ
Therefore, (9) is obtained from (10) and (11). The converse result follows from the
properties of the matrix-variate Student-t distribution (see [8]). &
Similarly to the univariate case, assuming that, given m and R; the random vectors
Y1;y;Yn are i.i.d. Nðm;RÞ and considering the normal-inverted-Wishart prior
distribution given by mjRBNð0; ð1=pÞRÞ and RBIWpð2þ 2p; 3InÞ; then the model
obtained is the same that we get in (9) if we specify a ¼ 1=3; B1 ¼ 0 and B2 ¼ In;
besides considering Oð1Þ-invariance.
4. Characterizations of Student-t linear models
In this section, we obtain a full predictivistic characterization for the multivariate
Student-t distribution under OðMÞ-invariance, where M is a linear subspace of Rn
with dimension pZ2: Denote by jj:jj2 the Euclidean norm and by PMy the
orthogonal projection of y onto the subspace M: Notice that if the distribution of
the n  1 random vector YðnÞ has density fYðnÞ (with respect to the Lebesgue measure)
such that fYðnÞ ðyÞ ¼ hðPMy; jjy	 PMyjj2Þ for some appropriate non-negative function
h; then YðnÞ is OðMÞ-invariant. Thus, ifM is the column space of a k  p matrix XðkÞ;
then the normal distribution NðXðkÞb; vIkÞ; the Student-t distribution
tnðXðkÞb; vIk; D; dÞ; bARp; and all mixtures of these distributions are examples of
OðMÞ-invariant distributions.
We consider the following representation result, which is extended from the
corresponding ﬁnite version established by Diaconis et al. [5].
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Lemma 4. Let M be the column space of XðkÞ; where XðkÞ is a k  p matrix with
rankðXðkÞÞ ¼ p and such that limk-NðXðkÞtXðkÞÞ	1 ¼ 0: Let Y1; Y2;y be an infinite
sequence of OðMÞ-invariant random variables, that is, for each k4p; the k  1 random
vector YðkÞ is OkðMÞ-invariant. Then, there is a measure n defined on Rp  ½0;NÞ;
such that the Pk-law of the random vector YðkÞ is represented by
Pk ¼
Z
Rpð0;NÞ
NðXðkÞb; s2IkÞ dnðb; s2Þ; 8k4p: ð12Þ
Under the judgment of OðMÞ-invariance, the parameter ðb; s2Þ can be interpreted
as limk-NðBk; Ek=ðk 	 pÞÞ (a.s.), where Bk ¼ ðXðkÞtXðkÞÞ	1XðkÞtYðkÞ and Ek ¼
jjYðkÞ 	 XðkÞBkjj2:
Despite of, in this case, the likelihood function to be known, the prior distribution
of ðb; s2Þ cannot be identiﬁed considering OðMÞ-invariance only. Similarly to the
results obtained in Section 3, we need some additional conditions on the observable
quantities to apply Theorem 3 in [7] and thus to identify the conjugate mixing
measure nðb;s2Þ:
Notice that if we assume that PðYðkÞ1 AMÞ ¼ 0; then Lemma 4.1 also implies that
s240 with probability one.
For each k4p; consider the sequence of k  1 random vectors YðkÞi ¼
ðYði	1Þkþ1;y; YikÞt; i ¼ 1; 2;y and the statistics M ¼ XðkÞtYðkÞ1 and Q ¼ YðkÞt1 YðkÞ1 :
Denote also by YðnkÞ the ðnkÞ  1 random vector ðYðkÞt1 ;y;YðkÞtn Þt ¼ ðY1k;y; YnkÞt:
Notice that if XðkÞ represents the design matrix of a particular experiment, the
random vector YðnkÞ is the response vector obtained by performing this experiment n
times. Moreover, if limk-Nð1=kÞðXðkÞtXðkÞÞ is a ﬁnite positive deﬁnite matrix, then
the condition limk-NðXðkÞtXðkÞÞ	1 ¼ 0 is satisﬁed.
Lemma 5. Assume the conditions considered in Lemma 4.1 and suppose PðYðkÞ1 AMÞ ¼
0: Then, given ðb; s2Þ; the statistic ðM; QÞ has conditional density given by
fM;QjXðkÞ;b;s2ðm; qÞ
¼Hexp ðmt; qÞ b
t
s2
;	 1
2s2
 t
	b
tXðkÞtXðkÞb
2s2
þ k
2
log
1
2s2
 ( )
;
where H ¼ ðq 	mtXðkÞtXðkÞmÞðk	pÞ=2	1jXðkÞtXðkÞj	1=2pp2=2=G½ðk 	 pÞ=2:
Proof. Let S ¼ Q 	MtðXðkÞtXðkÞÞ	1M: Since YðkÞjXðkÞ; b; s2BNðXðkÞb; s2IkÞ it
follows that MjXðkÞ; b; s2BNðXðkÞtb; s2XðkÞtXðkÞÞ and SjXðkÞ; b; s2BIGððk 	
pÞ=2; 1=2s2Þ: Moreover, conditionally in XðkÞ; b and s2; M and S and are
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independent. Thus, the proof is a consequence of the following representation:
fM;QjXðkÞ;b;s2ðm; qÞ ¼ fMjXðkÞ;b;s2ðmÞfSjXðkÞ;b;s2ðq 	mtðXðkÞtXðkÞÞ	1mÞ: &
Now, we present the main result of this section.
Proposition 6. Assume the conditions considered in Lemma 4.1. If PðYðkÞ1 AMÞ ¼ 0
and
EðYðkÞ2 jXðkÞ;YðkÞ1 Þ ¼ aYðkÞ1 þ b1;
EðYðkÞt2 YðkÞ2 jXðkÞ;YðkÞ1 Þ ¼ aYðkÞt1 YðkÞ1 þ b2;
)
ð13Þ
for some real constants a and b2 and constant vector b1ARk; then aAð0; 1Þ; b1 ¼ XðkÞb
for any bARp; b24btXðkÞtXðkÞb=ð1	 aÞ and, for each nX1 and k4p; it follows that
YðnkÞjXðkÞBtnk 1
1	 a 1n#X
ðkÞb; In#Ik þ a
1	 a ð1n1
t
nÞ#PðkÞ;

b2
a
	 b
tXðkÞtXðkÞb
að1	 aÞ ;
kð1	 aÞ þ ðp þ 2Þa
a
!
; ð14Þ
where PðkÞ ¼ XðkÞðXðkÞtXðkÞÞ	1XðkÞt: The converse is also true.
Proof. Since limk-NðXðkÞtXðkÞÞ	1 ¼ 0; Lemma 4.1 implies that there are a
p-dimensional random vector b and a random variable s240 (a.s.) such that
YðnkÞjXðkÞ; b; s2BNðnkÞð1n#XðkÞb; s2In#IkÞ; ð15Þ
for each nX1 and k4p: Let ðyt1; y2Þt ¼ ðbt=s2;	1=2s2Þt: Lemma 4.2 provides that,
conditionally in XðkÞ and ðy1; y2Þ; the statistic ðM; QÞ has the following density:
fM;QjXðkÞ;y1;y2ðm; qÞ ¼Hexpfðmt; qÞðyt1; y2Þ
t 	 Dðy1; y2Þg;
where Dðy1; y2Þ ¼ 	yt1XðkÞtXðkÞy1=ð4y2Þ 	 ðk=2Þ logð	y2Þ; which pertain to the
regular exponential family on Rpþ1: Moreover, from the conditions in (13) and
properties of the conditional expectation we have that
EfD0ðy1; y2ÞjXðkÞ;M; Qg ¼ aðMt; QÞt þ ððXðkÞtb1Þt; b2Þt;
where XðkÞtb1 ¼ XðkÞtXðkÞb; for some bARp: Thus, from Theorem 3 in [7], the prior
density of ðb; s2Þ is
pðb; s2jXðkÞÞp 1
2s2
 kð1	aÞþðpþ2Þa
2a
þ1
exp 	 1
2s2
b2
a
	 b
tXðkÞtXðkÞb
að1	 aÞ
 !( )
 1
s2
 p
2
exp 	 1
2að1	 aÞ	1s2 b	
1
1	 a b
 t
XðkÞtXðkÞ b	 1
1	 a b
 ( )
:
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Notice that this prior distribution corresponds to the following normal-inverted-
gamma distribution:
bjXðkÞ; s2BN 1
1	 a b;
as2
1	 a ðX
ðkÞtXðkÞÞ	1
 
ð16Þ
and
s2jXðkÞBIG kð1	 aÞ þ ðp þ 2Þa
2a
;
b2
2a
	 b
tXðkÞtXðkÞb
2að1	 aÞ
 !
: ð17Þ
From (15)–(17) we obtain the result given in (15). The converse follows from
properties of the Student-t distribution (see [2]). &
Notice from (14) that the marginal distribution of Y
ðkÞ
i ; given X
ðkÞ; i ¼ 1;y; n; is
given by
Y
ðkÞ
i jXðkÞBtk
1
1	 aX
ðkÞb; Ik þ a
1	 a P
ðkÞ;
b2
a
	 b
tXðkÞtXðkÞb
að1	 aÞ ;
 
kð1	 aÞ þ ðp þ 2Þa
a

;
where PðkÞ ¼ XðkÞðXðkÞtXðkÞÞ	1XðkÞt; and whose mean vector and covariance matrix
are, respectively,
EðYðkÞi jXðkÞÞ ¼
1
1	 aX
ðkÞb;
VðYðkÞi jXðkÞÞ ¼
b2ð1	 aÞ 	 btXðkÞtXðkÞb
kð1	 aÞ þ pa Ik þ
a
1	 a P
ðkÞ
 
:
The Student-t model in (15) can be also speciﬁed from the linear relation Y
ðkÞ
i ¼
XðkÞbþ eðkÞi ; i ¼ 1;y; n; with the assumption that, given ðb; s2Þ; eðkÞ1 ;y; eðkÞn are i.i.d.
Nð0; s2InÞ and by considering the following prior distribution for ðb; s2Þ:
bjXðkÞ; s2BN 1
1	 2a b;
as2
1	 a ðX
ðkÞtXðkÞÞ	1
 
and
s2jXðkÞBIG kð1	 aÞ þ ðp þ 2Þa
2a
;
b2
2a
	 b
tXðkÞtXðkÞb
2að1	 aÞ
 !
:
For example, if XðkÞ is a block-diagonal matrix whose diagonal is f1k1 ;y; 1kpg; withPp
i¼1 kp ¼ k; Proposition 4.1 gives us a predictivistic characterization to the standard
one-way layout Student-t linear model. Notice that if ki-N (or ki=k-pi;
0opioN) as k-N; i ¼ 1;y; p; then the condition limk-NðXðkÞXðkÞtÞ	1 ¼ 0 is
satisﬁed.
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Remark. The representation established in (12) (Lemma 4.1) is obtained by
considering an inﬁnite sequence of random variables and, generally, it does not
hold for a ﬁnite sequence YðnÞ ¼ ðY1;y; YnÞt satisfying OnðMÞ-invariance. How-
ever, it is possible to establish a representation for subsequences YðkÞ ¼ ðY1;y; YkÞt;
where 1pkon 	 p: In fact, let Bn ¼ ðXðnÞtXðnÞÞ	1XðnÞtYðnÞ and En ¼ jjYðnÞ 	 XðnÞBnjj2
and denote by nn the measure of ðBn; EnÞ: Then,
fYðkÞ ðyðkÞÞ ¼
Z
fYðkÞjBn¼b;En¼cðyðkÞÞ dnnðb; cÞ:
Notice that the conditional distribution of YðnÞ; given ðBn; EnÞ ¼ ðb; cÞ; whose density
function is
fYðkÞjBn¼b;En¼cðyðkÞÞ ¼
fBn;EnjYðkÞ¼yðkÞ ðb; cÞfYðkÞ ðyðkÞÞ
fBn;Enðb; cÞ
;
does not depend on the particular OnðMÞ-invariant distribution considered for YðnÞ:
Thus, we can consider the normal distribution for YðnÞ in order to obtain the above
conditional density. Consequently, the density functions fYðkÞ and fBn;En are obtained
directly from the standard properties of the normal distribution. After some
algebraic manipulations, we can also show that
fBn;EnjYðkÞ¼yðkÞ ðb; cÞ
¼ fWðb	 ðXðnÞtXðnÞÞ	1XðkÞtyðkÞÞfQðc 	 ðyðkÞ 	 XðkÞbÞtA	1ðyðkÞ 	 XðkÞbÞÞ;
for each 1pkon 	 p; where A ¼ Ik 	 XðkÞðXðnÞtXðnÞÞ	1XðkÞt and W and Q are
independent random quantities with the following distributions:
WBNð0; ðXðnÞtXðnÞÞ	1ðXðn	kÞtXðn	kÞÞðXðnÞtXðnÞÞ	1Þ; QBw2n	p	k:
Thus, for each 1pkon 	 p; it follows that
YðkÞjBn ¼ b; En ¼ cBPIIk XðkÞb; cðIk 	 XðkÞðXðnÞtXðnÞÞ	1XðkÞtÞ; n 	 p 	 k 	 2
2
 
;
for all p  1 vector b and for any real number c40; where ZBPIIkðb;B; sÞ denotes
the k-dimensional Pearson type II distribution with k  1 location vector b; k  k
positive deﬁnite dispersion matrix B; shape parameter s4	 1 and density function
given by
fZðzÞ ¼ 1p
 k
2Gðk
2
þ s þ 1Þ
Gðs þ 1Þ jBj
	1
2f1	 ðz	 bÞtB	1ðz	 bÞgs;
if 0oðz	 bÞtB	1ðz	 bÞo1 and zero otherwise (see, for example, [10]).
Consequently, the k-dimensional Pearson type II distribution can be interpreted as
consequence of orthogonal invariance conditions over ﬁnite sequences. Applications
of this result in the context of operational inference in ﬁnite populations, can be
found in [3].
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5. Concluding remarks
Conjugate analysis was a common practice in early times of Bayesian inference
since conjugacy allows a tractable implementation of the analysis—that is, it easily
permits the evaluation of the integrals involved in the construction of the posterior
distributions. The results presented in Proposition 3.1, 3.2 and 4.1 as well as some
results from Arellano-Valle et al. [1] are relevant since the conjugate prior
distribution obtained in each case is a consequence of judgments about observable
random quantities only. Thus, the task of eliciting the prior distribution has become
easier. On the other hand, these results provide full predictivistic characterizations of
different multivariate Student-t models. As a byproduct, the multivariate Pearson
type II distribution is characterized by using properties of ﬁnite OðMÞ-invariant
sequences.
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