Investing in funds has the effect of indirectly employing asset management professionals with specialized knowledge and experience, which can result in a diversified investment through the use of a portfolio. In this study, we focus on learning the patterns of prices rather than time points to predict Korean fund prices. We convert time-series data into 2-dimensional images and analyze them using a convolutional neural network. To improve the fund price forecasting performance, we consider the following aspects. A Korean fund should be recommended according to the level of risk aversion. The risk level of the fund is determined by the proportion of risky assets. Therefore, when estimating the fund price, the risk level of the fund needs to be considered. In this study, we use 15 additional variables, such as foreign stock indexes, foreign exchange rates, and Korean stock indices, in addition to the fund price data. The appropriate filter size, which plays an important role in this process, is proposed. In addition, types of networks and architectures are selected as suitable for forecasting the fund price. We also demonstrate that the number of output classes can be adjusted to increase the future return of the fund. Through this methodology with multiple variables, we can achieve a 25% cumulative profit for 2 years. This means that multi-variable models have a higher cumulative return than the single-variable model and KOSPI and thus a higher average of all funds for active investors.
I. INTRODUCTION
Many companies are making an effort to generate revenue by analyzing financial data using machine learning techniques and artificial intelligence to provide customized products and services to customers [1] - [3] . These efforts also apply to the economy and the financial industry. In addition to existing models, such as credit rating and default forecasting, trading systems have improved, and the performance of techniques such as stock price forecasting and portfolio selection has improved. In this paper, we propose a customized fund recommendation framework based on a convolutional neural network (CNN) to analyze fund price time series data.
In general, people use investment to increase their capital. There are various ways of investing. Unlike investment professionals working in financial institutions, ordinary people need to learn numerous investment-related techniques The associate editor coordinating the review of this manuscript and approving it for publication was Ramakrishnan Srinivasan .
to make their own investments and accumulate a wealth of knowledge about the assets in which they are investing. Therefore, many people who do not have sufficient time to study or the ability to build an investment system use funds to invest their money. A fund is a financial investment product that manages funds collected from investors and distributes profits to those investors when profits are generated. However, when investing in funds, people should select the appropriate fund products. First, people should set the appropriate amount of investment. Second, they need to look at the expected return on the fund and the fund type. Third, they should find a fund that fits their investment propensities. In addition, transaction fees and management fees may vary depending on the management company or the sales company. A fund has a base price, i.e., the price that is used to calculate the daily fund returns. This base price is also used for additional setting or fund rebalancing, and it fluctuates daily as the prices of stocks and bonds that constitute the fund change. In general, the base price starts at KRW 1,000, which means that if the base price is KRW 1,100, a 10% return is achieved. In this study, we focus on the base price of the fund and investigate the effect of the domestic and foreign stock price index and the exchange rate on the base price of the fund through the CNN. Furthermore, we design a system that recommends funds using past patterns learned through the CNN. In the case of Korean funds, it takes three months to publicly announce the assets of the fund. Additionally, there exist numerous types of assets, including deposits, bonds, and domestic and foreign stocks. Therefore, substantial effort is needed to analyze the fund base price with only information that individuals can obtain. In addition, funds can be divided into stock, bond, and hybrid types according to the proportion of stocks and classified into domestic and overseas depending on the investment area. A company that sells a fund should identify the investment propensity of the customer and recommend a fund that includes risky assets appropriately. Therefore, to analyze the base price of a fund, it is necessary to consider the investment proportion of risk assets.
When investing, people set the overall investment universe according to the type and characteristics of the asset and monitor the asset price. If a certain asset is considered to be an appropriate time for investing, people will make a buying decision. A portfolio represents the type and proportion of these assets. Investors usually have their own investment techniques to achieve good performance. There will be investment techniques for investors who are familiar with them and can achieve good results. They use not only fundamental analysis to analyze the intrinsic value of the company but also technical analysis, which is based on 'support' and 'resistance'. However, among the various investment assets, the fund does not have a corporate value; thus, it relies mainly on the fund type and technical analysis. Technical analysis uses a 2-dimensional candle chart consisting mainly of time and asset prices. If we can automate the process of using 2-dimensional candle charts as information for investment decisions by using a CNN that is effective at analyzing visual images, this will minimize human effort and provide an appropriate indicator for investments. However, it is necessary to convert the 2-dimensional candle chart into an image that is effective for learning with the CNN. In this study, we examine the possibility of applying the CNN model to analyze Korean fund prices.
II. RELATED WORKS A. FUND PRICE ANALYSIS
In recent years, human life span has increased, and it is not sufficient to live only by the salary of an individual; thus, people are making an effort to increase their wealth through investment. However, the general public may not be as knowledgeable about investment methods, and knowledge of each investment asset is inadequate; thus, it may be effective to use a fund product managed by an expert. A fund product is composed of a portfolio of financial instruments and risk management by an expert called a fund manager.
However, because there are many types of funds, people need to choose a fund that suits them best. Therefore, companies that sell funds, such as banks and securities firms, attempt to sell the right fund products to their customers. In general, many studies relating to stock price prediction using pattern recognition methods or deep learning have been conducted [4] , [5] ; however, there have been few studies related to funds, although some researchers have studied mutual funds [6] , [7] .
B. MACHINE LEARNING -CONVOLUTIONAL NEURAL NETWORKS
There have been many studies that applied machine learning techniques to predict financial time series [8] , [9] . Support Vector Machine (SVM) has been widely used to predict financial markets [10] . These studies have also developed SVM to classify short-term price movements into high-frequency data [11] and analyze financial textual data [12] , [13] . In recent years, there have been studies that utilized traditional neural networks to predict financial markets before deep learning was utilized [14] , [15] . In addition, some studies have suggested that nonlinear neural networks are useful in predicting markets using textual data [16] . Recently, artificial intelligence has become a hot topic, and there have been explosive increases in the use of deep learning as well as machine learning [17] , [18] . In particular, research using CNNs, which are effective for image analysis, is being conducted [19] , and this study applies CNNs to forecast fund prices by applying chart analysis.
The rapid growth of CNNs started with AlexNet from ILSVRC 2012. AlexNet has made a significant contribution to the development of CNNs and deep learning in that it has made computing calculations possible by using GPUs for existing CNNs [20] . Through AlexNet from ILSVRC 2012, VGGNet [21] , GoogLeNet [22] from ILSVRC 2014, ResNet [23] from ILSVRC 2015, networks have become deeper, and the performance has improved.
III. METHODOLOGY A. DATASETS AND OUTPUT CLASSES
Funds are divided into five types based on the amount of risky assets and are recommended to investors according to their risk aversion: 1) risk averse, 2) less risk averse, 3) risk neutral, 4) active, and 5) risk loving.
Korean funds also invest in overseas stocks, including stocks in North America, South America, Southeast Asia and Europe. Thus, foreign stock indexes and foreign exchange rates can affect the fund base price. The data used in the experiment are Korean fund price data, 9 foreign stock indexes, 4 foreign exchange rates, and 2 Korean stock indexes. The financial data list that we used is presented in Table 1 . The duration of the price data for funds varied. We used the price data for 60 working days to construct a heat map and estimate the future fund price, P F , after 60 trading days. Specifically, we used a moving window of 120 trading days and repeated moving the window for 10 days to generate a heat map and labels based on P F . Korean fund price data were divided into three groups based on dates between 2013-01-01 and 2015-01-01 and used as training, validation, and testing sets.
We tested two cases of output classes: 2 classes and 4 classes. We obtained a mean, µ, and standard deviation, σ , for each of the risk classes of the funds and used them for labeling. We classified the output class based on the future fund price returns, P F . For 2 classes, we used 1) (−∞, µ) and 2) [µ, ∞) as labels. For ease of description, we will denote them as 1) dec and 2) inc, respectively. Similarly, for the 4 classes, we used 1) −∞, µ − 1 2 σ , 2) µ − 1 2 σ, µ , 3) µ, µ + 1 2 σ , and 4) µ + 1 2 σ, ∞ as labels, and we will denote them as 1) dec2, 2) dec1, 3) inc1, and 4) inc2, respectively. All the experiments were conducted on 4 classes except for the class comparison experiments. Among the risk aversion levels mentioned above, most of the experiments used data of the funds for active investors with the largest amount of data.
B. DATA VISUALIZATION METHOD
Previous studies using CNNs to analyze time-series data used a Gramian angular field (GAF) to convert the data to 2-dimensions images [24] . Chen et al. (2016) also applied the Gramian matrix to calculate nonlinear data using the GAF concept [19] . In this study, we use the concept of the GAF to convert financial time-series data and fund base prices into 2-dimensional images. First, we assume that there is a time series x 1 , x 2 , · · · , x n , and we let x * 1 , x * 2 , · · · , x * n be a new time series that is normalized such that all previous values are in the range [0, 1]. Then, the GAF matrix used in this study can be obtained as follows.
where
The GAF matrix was applied to 9 foreign stock indexes, 4 foreign exchange rates, and 2 Korean stock indexes as well as the fund price data. Specifically, a total of 16 GAF matrices were obtained. In this study, we attempted to determine whether the performance in predicting the fund price is improved by learning from not only fund price data but also other variables that affect the fund price. Therefore, we tested not only a single-variable case for learning the GAF matrix of the fund price as a heat map but also a multi-variable case for learning all 16 variables as heat maps. When using 16 variables, we used the arrangement in Fig. 1 when drawing the heat map. A sample of this heat map is shown in Fig. 2 . The singlevariable case uses only the fund price. Therefore, only gray is used to draw its heat map. In the case of multiple variables, the fund price, foreign stock price indexes, foreign exchange rates, and Korean stock indexes are represented by gray, red, green, and blue, respectively.
C. CONVOLUTIONAL NEURAL NETWORKS
A CNN basically learns weights and biases through an input image from ConvNet, obtains non-linear characteristics through activation functions such as the ReLU function, and ultimately extracts the important features of images by leaving strong signals through spatial pooling. This CNN is learned through feed-forward and back-propagation, and the ultimate goal of the CNN is to reduce the loss of the difference between the output and the ground truth with the gradient. This study follows the workflow shown in Fig. 3 and Fig. 4 .
The filter of the CNN shares the same weight and bias during window sliding, which means that the window is a weight filter of the CNN and that the sliding is the movement of the filter. If we use a 4 × 4 filter, the equation of the final output, y, is as follows:
where a, w, and b are the input value, weight, and bias, respectively. Finally, the output is derived from the activation function, σ . The loss function computes the difference between the actual value and the output of the model. In this research, we used GoogLeNet with a cross-entropy loss function as follows.
The backward propagation is carried out through this loss function. In this process, weight and bias are updated so that the loss function is minimized. When analyzing time-series data, RNN and LSTM [25] are the most commonly used models. However, this study uses a CNN to predict the fund base price. This is done so that we can use a weight filter that leaves only meaningful and strong signals, which are characteristics of the CNN. Finally, only significant variables among a total of 16 variables are used. However, because the CNN cannot extract features possessing characteristics of sequential data, such as time-series data, we convert the time-series data into a 2-dimensional matrix using the GAF matrix in subsection III-B such that the x-axis and y-axis possess the characteristics of sequential data. Previously, Chen et al. (2016) used only a single variable for stock price prediction [19] ; in contrast, we used 16 variables as the 4 × 4 sequential data form. Therefore, we set the first ConvNet filter size as 4 × 4 with a stride of 4. The filter of the CNN consists of weights that will be calculated when training a model. The stride controls the filter moving through the input data. After shifting one unit at a time, we can obtain a calculated output as a feature of the input data. We use the 4 × 4 filter to allow 16 variables to be weighted and biased according to their correlation. The reason for the window sliding with a stride of 4 is that the first ConvNet layer forms a feature map in which only 16 variables are considered, and the second ConvNet Layer forms a feature map in which the characteristics of a sequence are considered. In addition, the stride of the pooling layer followed by the first ConvNet is set to be from 2 to 1 so that the output size can be 60 × 60 × 64 to match the reduced size. We considered AlexNet, VGGNet 16, GoogLeNet, and ResNet 50 for the CNN network. As mentioned above, the first ConvNet filter of all DNNs is set to 4 × 4 with a stride of 4. Of course, there are networks, such as ResNet 101, Inception v3 [26] and Inception-ResNet [27] , which achieve better performance; however, the images that we use as input are simple images, and thus, a deeper or better CNN was not necessary. Therefore, we attempted to find the network with the most appropriate depth, and we also compared the 5b inception network with two auxiliary classifiers: the 4b inception network with one auxiliary classifier and the 3a inception network without an auxiliary classifier in GoogLeNet. The experiments conducted in this study were based on the 4b inception model. The position of the auxiliary classifier was placed after the 4a inception output. The structure of the network is shown in Table 2 . 
IV. EXPERIMENT A. FILTER SIZE
We set the filter size of the first layer of the CNN to 4 × 4 with a stride of 4. We used the network to study various variables in addition to the fund price, and we expected that the weight and bias filters would minimize the loss function and leave the only important variables because the weight and bias of non-critical variables will converge to 0.
B. FINANCIAL DATA AND FUND PRICE
This study is based on the fund dataset provided by KEB Hana Bank as of 2018-06-01. The fund dataset has 2830 funds, which are composed of several risk types, such as bonds and stocks, and the longest-running fund has been in existence since 2002.04.10. This fund dataset is the fund sold by the KEB Hana Bank, and only those funds that can utilize the data for six months after the initial setting of the fund were used. The base price data of these funds consisted of the fund base price from Naver's financial website, 1 an internet service provider in Korea. We also used 9 foreign stock indexes, 4 foreign exchange rates, and 2 Korean stock indexes, which are displayed in Table 1 , to influence the fund price. These data were also collected on Naver's financial website in addition to the fund data.
C. NETWORK
As mentioned in section III, we considered the most basic AlexNet, VGGNet 16, GoogLeNet, and ResNet 50. All networks used the standard networks (the most basic networks) described in their respective papers, and only 4 × 4 filters with a stride of 4 are used for the first CNN layer of the network.
D. ARCHITECTURE
We found that GoogLeNet achieved the best performance in predicting fund prices in subsection IV-C and experi-1 https://finance.naver.com/ mented with changing the architecture based on GoogLeNet. GoogLeNet consists of a module called Inception. The standard GoogLeNet consists of 5b inceptions, with two auxiliary classifiers. We performed testing on the standard ResNet, and it seemed that the result degraded after a certain depth. Therefore, the experiment proceeded based on the most basic 1) 5b inception, 2) 4b inception, and 3) 3a inception networks.
E. THE NUMBER OF CLASSES
The number of classes is an important factor in learning deep neural networks. Depending on the number of classes, the hyper-parameters and even the network architecture may change. Therefore, in this paper, we tested 2 cases of output classes, as mentioned in subsection III-A: 2 classes and 4 classes.
F. THE NUMBER OF VARIABLES
One of the key points of this paper is to apply the GAF algorithm to several variables. Previously, when using the time-series GAF algorithm, only a single variable was used; in contrast, in this paper, 16 variables are used. As mentioned in subsection III-A, data from 60 trading days are used for learning. Therefore, for a single variable, the data are converted into a 60 × 60 image, and for multiple variables, the data are converted into a 240 × 240 image. In this case, we utilized 16 variables that are transformed into 4 × 4; thus, we obtained sixteen 60 × 60 images like Fig. 1 . Because a single variable uses only the fund price, gray is used. In the case of multiple variables, the prices of the fund, foreign stock price indexes, foreign exchange rates, and Korean stock indexes are filled with gray, red, green, and blue, respectively.
G. COMPUTATIONAL ENVIRONMENT
The computational environment on which the experiment was conducted consists of two Power9 16-core CPUs, 1 TB of memory, and four NVIDIA Tesla V100 16 GB GPUs. Experiments on the deep learning algorithm were conducted in Caffe 0.17. The parameters considered are 1) the filter size, 2) the networks, 3) the number of classes, and 4) the type of input. We made the learning rate decay exponentially and used the Adam optimizer [28] as the optimizer that controls the scale of the gradient. The Adam optimizer uses momentum and probabilities to achieve the optimal performance. The minibatch was fixed at 200 for all experiments.
V. EVALUATION A. FILTER
The model with the filter of the first CNN layer, which is used in standard GoogLeNet, achieved a 27.92% accuracy. On the other hand, the accuracy of the model using a 4 × 4 filter with a stride of 4, which is presented in this paper, was 30.10%. An example of the feature map output after the first CNN layer with 4×4&4 stride weight and bias filters is represented in Fig. 5 . 
B. NETWORK STRUCTURE
We conducted experiments on AlexNet, VGGNet 16, GoogLeNet, and ResNet 50, and the results are shown in Table 3 . The most important indicator in Table 3 is 'Accuracy', which means that GoogLeNet was better than the other networks. The next most important indicator is the 'Validation Loss',which shows the difference between the actual value and the predicted value, and the validation loss values in Table 3 were measured at the time of model selection. As you can see, GoogLeNet has the lowest validation loss again. The last indicator is 'Proportion of inc1 or inc2'. This indicator is the proportion of class inc1 or inc2 in the overall class. If this indicator is 100 %, such as with VGGNet 16, this implies that the VGGNet 16 model cannot be a reliable model because it will predict all output values as inc1 or inc2. Therefore, the 'Proportion of inc1 or inc2' should be similar to the ratio of actual answers. Because the proportion of the test data was 60:40 (inc1 or inc2: dec1 or dec2), GoogLeNet presented the closest value. All three indicators showed the best performance on GoogLeNet.
C. ARCHITECTURE
We compared the GoogLeNet architectures and describe them in Table 4 . As in Table 4 , the model using 4b inceptions showed the highest accuracy and the lowest validation loss. Furthermore, the proportion of inc1 or inc2 was closest to 60%. The complexity and size of the inputs used in this paper were too low for the 3a inception model to be biased toward one class, and the 5b inception model was too deep to be properly learned. We also checked the output of the final pooling layer to ensure that the 5b inception model was too deep to learn well. The results of the comparison between the case of using 5b inceptions and the case of using 4b inceptions are presented in Fig. 6 . Fig. 6 shows that the 5b inceptions model has removed most of the features of the final output, and the 4b inceptions model has confirmed that most features remain. In conclusion, the 4b inception model, which is shallower than the standard 5b inception model and deeper than the 3a inception model, achieved better performance. Therefore, the remaining experiments were carried out using the 4b inceptions model.
D. THE NUMBER OF CLASSES
The experimental results showed that the accuracy of the 4-class model was 30.10%, and the accuracy of the 2-class model was 50.23%. To compare the two models, the accuracy of the 4-class model was re-calculated by adding inc1 and inc2 as inc and dec1 and dec2 as dec. The accuracy of the modified 4-class model for comparison with the 2-class model was 49.22%. Even if the accuracy of the 2-class model is high, it cannot be guaranteed that the higher yielding funds can be correctly selected. The ranges of inc and inc2 are [µ, ∞) and µ + 1 2 σ, ∞ , respectively. Therefore, using the 4-class model, the future returns from a recommended fund may be higher than when using the 2-class model.
We assume that the top 10 funds are recommended based on the softmax value of 2 models. The cumulative return was calculated assuming that investors possess all recommended funds every 3 months. This result is compared with the returns of the Korean stock index, KOSPI, and the average of all funds for active investors. As in Fig. 7 , the cumulative return of the 4-class model is substantially higher than that of the 2-class model.
E. THE NUMBER OF VARIABLES
The results of learning only the fund price and other variables based on the risk level of the fund are shown in Table 5 . The multiple-variable model was more accurate than the single-variable model at all risk levels, except for funds for less risk-averse investors. Because funds for less riskaverse investors are 100% composed of bonds, the fund price tends to increase most of the time, without large fluctuations. Therefore, the accuracies of the single-variable model and multiple-variable model seem to be similar. The case of funds for active investors has the most data, and the proportion of stocks was the most appropriate for comparison with the Korean stock index, KOSPI.
Similar to Fig. 7 , we assume that the top 10 funds are recommended every 3 months based on the softmax value and that investors possess all recommended funds to calculate the cumulative returns. This result is represented in Fig. 8 . We can see that the multiple-variable model has a higher cumulative return than the single-variable model, KOSPI, and average of all funds for active investors. In the case of the singlevariable model, because the class inc of the single-variable model is set to [µ, ∞), the cumulative result was not good. If we invested in the KOSPI index on 2015-01-16, we could have earned approximately 15% profit by 2017-10-16. On the other hand, if we invested in the funds recommended by the proposed model, we could have made a 25% profit. The results of Fig. 7 and Fig. 8 show that the use of finegrained risk-level definitions and several variables helps achieve higher yielding funds. Based on our experiments, 4 classes and multiple variables produce better performance than 2 classes and a single variable.
VI. CONCLUSION
Many people are interested in investing in stocks and funds and are putting substantial effort into predicting their performance. Because data such as common stock prices are time-series data, mathematical models, such as autoregressive integrated moving average (ARIMA) and generalized autoregressive conditional heteroskedasticity (GARCH), and open-source software libraries, such as XGBoost, may be used. In the case of deep learning, sequence-type data are learned and predicted using models such as recurrent neural networks (RNNs), long short-term memory (LSTM), and gated recurrent unit (GRU). Unlike other time-series analysis methodologies, we use a weight and bias filter to leave only significant and strong signals, which are characteristics of CNNs. Through this process, only significant variables among all 16 variables are used (Korean Funds, 9 foreign stock indexes, 4 foreign exchange rates, and 2 Korean stock indexes). We consider the risk level of the fund, the filter size of the convolutional network, the types of networks, the architecture, the number of variables, and the number of classes to predict the fund price. The Gramian angular field (GAF) algorithm is used to convert time-series data into 2-dimensional images with 16 variables, and the filter size of the first convolutional network is set to 4 × 4 with a stride of 4. When analyzing fund prices, it is necessary to consider the risk level of the fund. Using all 16 variables achieves better accuracy than using only the fund price. Comparing many types of networks, including AlexNet, VGGNet 16, GoogLeNet, and ResNet, the GoogLeNet 4b inceptions model and the proposed model achieve the best accuracy. The model using 4 output classes achieves a better cumulative return than the model using 2 output classes, even though the accuracy of the model using 2 output classes is slightly better than the other model.
In the future, we plan to find a suitable algorithm for transforming time series of various variables into one image. In addition, we expect to be able to develop algorithms for merging existing variables with discrete variables such as the net profit of companies.
