Abstract. Risk 
Introduction
Companies are constantly exposed to numerous risks and uncertainties. There is no sector of business or the environment that is immune to risk. Risks can come from factors that are outside the company or they can come from within. These risks need to be identified, analyzed and assessed. Therefore, risk management is a necessity of every company.
According to Broder and Tucker [7] risk management can be defined as the process by which an entity identifies its potential losses and then decides what is the best way to manage these potential losses. Merna and Njiru [18] define risk management as any actions taken by individuals or corporations in an effort to alter the risk. For Yener [22] enterprise risk management is the intelligent use of risk to promote business opportunities and gain competitive advantages for the firm.
Risks and uncertainties form an integral part of banking. The three main categories of risks in banking are credit risk, market risk and operational risk. According to Bhole and Mahakud [6] risk management in banking includes risk identification, measurement and assessment. Its objective is to minimise negative effects risks can have on the financial result and capital of a bank. Bessis [5] considers that the basic prerequisites for deploying risk management in banks are risks measuring and valuation, and tracing risks back to risk drivers under the management control. Although banks have basically adopted risk management, the current financial crises has forced them to reconsider how they manage risk.
Credit risk arises from the very nature of banking business. Understanding credit risk is crucial for the successful functioning of banks. It is also fundamental to understanding economics in general, and macroeconomics in particular. According to Joseph [16] credit risk is the probability of the loss emanating from the credit extended, as a result of the non-fulfilment of contractual obligations arising from unwillingness or inability of the counterparty (borrower) or for any reason. Coyle [3] defined credit risk as potential losses from the refusal or inability of credit customers to pay what is owed in full and on time.
Credit risk is the oldest form of risk in the financial markets and the most important risks for banks in terms of the size of potential losses. In order to reduce such losses, banks need to estimate the creditworthiness of the loan applicant. With this purpose, credit scoring models are developed. Jentzsch [15] states that a credit scoring model is a statistical decision support system that is based upon a function that takes a set of predictors as inputs and provides a number (score) as output. Burrell [8] defines a credit scoring model as a complex set of calculations or algorithms, which are exercised based on a predetermined methodology that is used by creditors to calculate credit worthiness. The main objective of credit scoring is to decide whether or not to grant credit to an applicant. Credit scoring models are used in retail banking, but many banks use these models to evaluate companies. The business credit scoring model presented in this paper is based on a decision tree algorithm. In order to reduce the number of variables included in the analysis, except the Information Value, we suggest the use of inferential statistical methods.
Previous research
In this section we briefly present some of the research literature related to business credit scoring. The papers explore the application of decision trees in credit risk analysis.
Fritz1 and Hosemann [13] presented an instrument for automated monthly credit standing analysis based on data of the corporation's accounts. The authors selected the following methods for model development: linear discriminant analysis (LDA), pattern recognition (k-nearest-neighbours), genetic algorithms, neural networks and decision trees. They compared the developed models not only concerning the classification results, but also other criteria. The sample contained data on a monthly basis for 6921 "good accounts" and 1234 "bad accounts" of German corporations. The authors found that the LDA model gave the minimum classification error, while decision trees and the LDA model were on the same level of IT costs.
The intention of Bensic, Sarlija and ZekicSusac [4] was to extract important features for credit scoring in small-business lending on a dataset with specific transitional economic conditions using a relatively small dataset. The authors compared the accuracy of the best models extracted by different methodologies, such as logistic regression, neural networks and CART decision trees. They collected data randomly in a Croatian savings and loan association specializing in financing small-and medium-sized enterprises, mostly start-ups. Their sample consisted of 160 applicants. The results showed that the highest total hit rate was obtained by the probabilistic neural networks, while the nonparametric CART methodology showed the ability to extract more features, but it produced the lowest accuracy.
In their paper, Paleologo, Elisseeff and Antonini [19] presented a case study based on a sample of IBM Italian customers. The main objective of the authors was to build and validate robust models, able to handle missing information, class unbalancedness and non-iid data points. They applied the methodology using several classifiers (kernel support vector machines, nearest neighbors, decision trees, Adaboost) and their subagged versions. Paleologo, Elisseeff and Antonini concluded that the use of subagging improves the performance of the base classifier. They also showed that subagging decision trees achieved better performance, still keeping the model simple and reasonably interpretable.
In their study, Derelio÷lu and Gürgen [11] proposed a knowledge discovery method that uses multilayer perceptron based neural rule extraction approach for credit risk analysis of real-life small and medium enterprises in Turkey.
In the experiments, database of Turkish small and medium enterprises had 512 samples. In the first stage, Derelio÷lu and Gürgen achieved the feature selection by decision tree, recursive feature extraction with support vector machines methods and the feature extraction is performed by factor analysis (principal component analysis methods). The authors applied decision tree on original dataset with 10-fold cross validation and eliminated 15 variables when reached the best splits. The Continuous/Discrete Rule Extractor via Decision Tree Induction algorithm was finally used to extract rules from the hidden units of a multilayer perceptron for knowledge discovery.
Sohn and Kim [21] proposed a decision tree based technology credit scoring model for startup firms. In order to analyze the decision tree based technology credit scoring, Sohn and Kim used 4288 empirical data (there were 3347 startup firms and 947 established firms). The authors founded the patterns using sixteen technology scorecard attributes, nine economic indicators and ten firm characteristics. They compared performances using different sets of predictors. The classification accuracy of their model was 74%. Sohn and Kim emphasized that the resulting rules can be used to decide whether or not to guarantee applicant start-up firms for technology fund.
Based on the available literature it can be concluded that business credit scoring with decision trees is not sufficiently explored.
Overview of decision trees
Decision trees are very popular data mining tools. They are used in solving the classification and prediction problems. Decision trees are easy to use, understand and interpret.
According to de Ville [9] decision trees are a simple, but powerful form of multiple variable analysis. They provide unique capabilities to supplement and substitute for traditional statistical forms of analysis, a variety of data mining tools and techniques, and recently developed multidimensional forms of reporting and analysis found in the field of business intelligence.
As their name suggests, decision trees are a flow-chart-like tree structures with decision rules. In this sense Larose [17] states that they are collection of decision nodes, connected by branches, extending downward from the root node until terminating in leaf nodes. Therefore, decision trees start at the root node, which is usually placed at the top of the diagram. Attributes are tested at the decision nodes, while each possible outcome is presented in a branch. Each branch leads to a terminating leaf node or to another decision node.
Many decision-tree algorithms have been developed during the last few decades, such as ID3, C4.5, CART and CHAID. According to Rokach and Maimon [20] ID3 is a very simple decision tree algorithm that uses information gain as splitting criteria. The process stops when all instances belong to a single value or when best information gain is not greater than zero. The C4.5 algorithm is an evolution of ID3. C4.5 uses gain ratio as splitting criteria. The splitting stops when the number of instances to be split is below a certain level. CART (Classification and Regression Trees) is characterized by the fact that it represents decision rules in a form of binary trees. CART produces a classification tree when the dependent variable is categorical. If the dependent variable is numeric, CART produces a regression tree. CHAID (Chi-square Automatic Interaction Detector) is based on significance testing. The statistical test used depends on measurement level of the target variable. If the target variable is continuous, an F-test is used to identify optimal splits for tree growth. If it is categorical, then a chi-square test is used.
According to Han and Kamber [14] a basic decision tree algorithm could be summarized in the following way: Decision trees reveal relationships between the rules, thus making it easy to see the structure of the data; Decision trees produce rules that best describe all the classes in the training data set; Decision trees are computationally simple; Decision tress may generate very complex rules, which are very hard to prune; Decision trees generate a large number of corresponding rules that can become excessively large unless pruning techniques are used; Decision trees require large amounts of memory to store the entire tree for deriving the rules.
The decision tree performance to a great extent depends on tree structure. Namely, very small trees usually have poor performance, while too large trees overfit the training dataset.
Business credit scoring model
Business credit scoring models are used to evaluate corporate credit risk. Our model is designed from the perspective of Croatian credit system.
The proper selection of variables is important in model development. Different information on Croatian companies is provided by the Financial Agency (FINA). FINA is the leading Croatian company in the field of financial mediation. Most of data required for the model can be obtained from the BON-1 Creditworthiness Information.
[12] The creditworthiness information is based on information from annual financial and quarterly statistical reports. Below are listed some of the possible variables: The number of variables can be reduced before using the decision tree induction. With this purpose, except the Information Value, inferential statistics can also be used.
According to Dedu and Ganea [10] the Information Value (IV) expresses the power of determination of each feature. This indicator is calculated as follows: After the Information Value is calculated, it is necessary to perform a statistical analysis. If the test variable is quantitative, then the parametric t-test will be used to determine whether the difference in means is statistically significant. As a prerequisite for the t-test, Levene's test has to be performed to check the homogeneity of variances. Depending on result of Levene's test, the t-test assuming equal or unequal variance will be used. Companies that have defaulted on their loans are considered to be "bad" credit lenders. On the other hand, companies that fulfil their obligations are considered to be "good" credit lenders. Therefore, in this case company's status is the grouping variable.
If the creditworthiness variable is categorical, then the Chi-square test will be used to evaluate the statistical significance of a difference in frequency of certain groups, i.e. to determine if there is a relationship between variables. The Mann-Whitney test is used if the test variable is ordinal.
The creditworthiness variable which is statistically significant and where IV > 0.02 considers to be appropriate for decision tree modelling.
Conclusion
Banks are exposed to a wide range of risks, such as credit losses, operational failures, market volatility, liquidity problems and legal issues. The two main activities of banks are to accept funds and to grant loans. There is always a possibility that the debtor will default on the credit contract. For this reason, credit risk is the most important category of risk for most banks.
Credit scoring models are developed in order to improve the decision making process within credit risk management. Business credit scoring models enable creditors to estimate the probability of corporate default. In this paper, the business credit scoring model based on a decision tree analysis is presented. The model needs to be tested in a real business environment. We could not test the model because of inability to access data.
