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ABSTRACT 
 
 
In recent years, current maintenance strategies have extensively evolved in condition-based 
maintenance solution in order to achieve a near-zero downtime of equipment function. One of 
these support elements is the use of prognostic. Prognostic has progressed as a specific 
function over for the last few years. It provides failure prediction and remaining useful lifetime 
(RUL) estimation of a targeted equipment or component. This estimation is beneficial for 
production or maintenance people as it allows them to focus on proactive rather than reactive 
action. While some prognostic models are created based on the historical failure data, others 
remain as simulation models serving as a pre-exposure effect analysis. Although the concept 
of a data-driven prognostics model using condition monitoring information has been widely 
proposed, the validation in predicting the target value continues to be a challenge. In addition, 
the prognostics have not been applied directly within the maintenance decision making. 
Hence, the aim of this study is to design a data driven prognostics model that predicts the 
series of future equipment condition iteratively and allows the process of maintenance decision 
making to be carried out. The initial phase of this research deals with a conceptual design of 
data-driven prognostics model. This conceptual design leads to the formulation of a generic 
data acquisition and time series prediction techniques, which are the key elements to predictive 
prognostic solution. In this case, there are four techniques have been used and formulated to 
have better prognostic results namely: Double Exponential Smoothing (DES), Neural Network 
(NN), Hybrid DES-NN and Enhanced Double Exponential Smoothing (EDES). The 
intermediate phase of this research involves the development of a computational tool based on 
the proposed conceptual model. This tool is used for model implementation that uses the 
experimental data to test the ability of the prognostics model for failure prediction and RUL 
estimation. It also demonstrates the integration of prognostics model in maintenance decision 
making.  The final phase of this research demonstrates the implementation of the model using 
industry data. In this phase, the industrial implementation takes into account the performance 
accuracy to verify the operational framework. The results from the model implementations 
have shown that the proposed prognostic model can generate the degradation index from the 
data acquisition, and the formulated EDES can predict RUL estimation consistently. By 
integrating it with the maintenance cost model, the proposed prognostic model also can 
perform time–to-maintenance decision. However, the accuracy of the prognostic and 
maintenance results can be increased with a huge and quality data.  In conclusion, this research 
contributes to the development of data-driven prognostics model based on condition 
monitoring information using time series prediction techniques to support maintenance 
decision. 
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ABSTRAK 
 
 
Dalam tahun-tahun kebelakangan ini, strategi terkini bagi penyelenggaraan telah meluas 
berkembang kepada penyelenggaraan berasaskan kondisi peralatan untuk mencapai downtime 
hampir sifar bagi fungsi peralatan. Salah satu daripada elemen-elemen sokongan ialah 
penggunaan prognostic.  Prognostic telah berkembang sejak beberapa tahun yang lalu sebagai 
fungsi tertentu untuk menyediakan ramalan tentang kegagalan dan baki anggaran masa hayat 
(RUL) peralatan atau komponen yang disasarkan. Anggaran ini adalah bermanfaat kepada 
pihak pengeluaran dan penyelenggaraan kerana ia membolehkan mereka melaksanakan 
tindakan proaktif dan bukan reaktif. Namun, sesetengah model prognostic yang telah dicipta 
hanya berdasarkan data kegagalan terdahulu, yang lain-lain kekal sebagai model simulasi 
untuk digunakan hanya sebagai pra-analisis. Walaupun konsep model prognostic berdasarkan 
data kondisi peralatan telah dicadangkan secara meluas, namun pengesahan dalam 
meramalkan nilai anggaraan masih terus menjadi satu cabaran. Di samping itu, prognostic 
masih tidak digunakan secara langsung dalam membuat keputusan penyelenggaraan. Oleh itu, 
tujuan kajian ini adalah untuk mereka bentuk satu model prognostic berasaskan data kondisi 
untuk meramal siri kondisi peralatan masa depan secara berulang dan membolehkan proses 
membuat keputusan penyelenggaraan dapat dilaksanakan. Konsep reka bentuk ini membawa 
kepada pengubalan satu kaedah perolehan data yang umum dan teknik ramalan siri masa 
sebagai kunci penyelesaian utama untuk sebuah penyelesaian ramalan ini. Dalam kes ini, 
terdapat empat teknik siri masa telah diguna dan digubal untuk mendapatkan keputusan yang 
lebih baik dalam membuat ramalan RUL iaitu: Double Exponential Smoothing (DES), Neural 
Network (NN), Hybrid DES-NN dan Enhanced Double Exponential Smoothing (EDES). Fasa 
pertengahan kajian ini melibatkan pembangunan satu alat komputeran berdasarkan konsep 
model yang telah direkabentuk. Alat ini digunakan untuk memudahkan pelaksanaan model 
dengan menggunakan data eksperimen untuk menguji keupayaan model prognostic untuk 
ramalan kegagalan peralatan dan anggaran RUL. Ia juga dapat menunjukkan integrasi 
prognostic model dalam membuat keputusan penyelenggaran. Fasa akhir kajian ini 
menumpukan kepada pelaksanaan model menggunakan data industri. Dalam fasa ini, 
pelaksanaan mengambil kira ketepatan prestasi untuk mengesahkan rangka kerja operasi. Hasil 
dari kedua-dua pelaksanaan model menunjukkan bahawa model ramalan yang dibangunkan 
berupaya menghasilkan indek degradasi peralatan dari kaedah perolehan data, teknik EDES 
yang digubal dapat meramal anggaran RUL secara konsisten. Dengan menyepadukan model 
kos penyelenggraan, model prognostic yang dicadangkan juga berupaya menentukan masa 
untuk melaksanakan penyelengaraan. Walaubagaimanapun, ketepatan keputusan ramalan dan 
penyelenggaraaan masih boleh dipertingkatkan dengan data yang berkualiti dan berkuantiti 
baik. Kesimpulannya, kajian ini menyumbang kepada pembangunan satu model prognostic 
berasaskan data kondisi dengan menggunakan pendekatan ramalan siri masa untuk 
menyokong keputusan penyelenggaraan.  
ii 
 
  
ACKNOWLEDGEMENTS 
 
 
 
In the Name of Allah, the Most Beneficent, the Most Merciful. All the praises 
and thanks to Allah, with Whose blessings are completed the righteous deeds. Peace, 
Blessing and Grace of Allah be upon our Prophet Muhammad SAW, his family and his 
companions.  
First and foremost, I would like to thank both my supervisors, Assoc. Prof. Dr. 
Burairah Hussin and Prof. Dr. Mokhtar Mohd Yusof for their constant support and 
insightful guidance throughout this research. I thank both of them, who generously 
have given their precious time in helping and motivating me. Their guidance, patience 
and support inspired me to proceed in completing this thesis. Without their full support 
and suggestions, the production of this thesis would not be successful.  
I would like to acknowledge the Minister of Education and Universiti Teknikal 
Malaysia, Melaka for the generous financial support and assistance in completing this 
thesis. Special thanks to En. Abdul Razak and En. Mohd Azmee Rahman, managers of 
CTRM for giving me the opportunity to work together and collect the data in CTRM. I 
iii 
 
would also like to express my gratitude to Mr. Howe See Ban, Engineering Manager of 
Infineon Technologies (Malaysia) Sdn. Bhd. for the input on manufacturing and 
maintenance processes. I have strong conviction that the knowledge will be beneficial 
to me in future.  
Furthermore, I would like to thank all my friends who endlessly encouraged and 
supported me throughout these years. A heartfelt thanks to my dear friends, Rosmiza 
Wahida, Shahrul Badariah, Dr. Safiah, Dr. Halizah and Dr. Abdul Samad for their 
continuous support, endless advice and precious time when I need to discuss my 
research work. A special thanks to Hisham and his friends for helping me to run the 
equipment during experimental study. I would also like to thank for Dr. Mariana 
Yusoff, and the Writer Circle Support Group members (WCSG) the guidance given. I 
would also like to thank the Dean and all FTMK staff for the support and assistance 
throughout my research. I also appreciate deeply to my brother Mohd Aziruddin for his 
continuously help and support during the thesis preparation. Last but not least, I want 
to thank my beloved father Asmai Tubadi and family for their love, support and 
prayers. Thank you all. 
 
 
 
 
 
iv 
 
TABLE OF CONTENTS 
                    
PAGE 
DECLARATION 
DEDICATION  
ABSTRACT i 
ABSTRAK ii 
ACKNOWLEDGEMENTS iii 
TABLE OF CONTENTS v 
LIST OF FIGURES viii 
LIST OF TABLES xiii 
LIST OF APPENDICES xv 
LIST OF ABBREVIATIONS xvi 
LIST OF PUBLICATIONS xviii 
CHAPTER   
1. INTRODUCTION 1 
1.1 Research Background 1 
1.2 Problem Statement 7 
1.3 Research Questions 9 
1.4 Research Objectives 11 
1.5 Research Contributions 12 
1.6 Thesis Structure 15 
2. LITERATURE REVIEW 18 
2.1 An Introduction to Maintenance 18 
2.2 Maintenance Objective 20 
2.3 Maintenance Decision 21 
2.4 Cost Model 21 
2.5 Maintenance Strategies 24 
2.5.1 Corrective Maintenance 25 
2.5.2 Predetermined Maintenance 25 
2.5.3 Condition-based Maintenance 27 
2.6 Overview on Maintenance Strategy in the Industry 28 
2.6.1 Condition Monitoring 29 
2.6.2 Diagnostic 31 
2.6.3 Prognostic 32 
2.7 Prognostic Model Development 33 
2.7.1 Physical Model-based Prognostic 34 
2.7.2 Experience–based Prognostic 36 
2.7.3 Knowledge-based Prognostic 37 
2.7.4 Data-driven based Prognostic 38 
2.7.5 Fusion Model 41 
2.8 SWOT Analysis - Strategic Analysis for Prognostic Model Building 43 
2.8.1 Strengths 45 
2.8.2 Weakness 60 
PAGE 
v 
 
2.8.3 Opportunities 64 
2.8.4 Threats 66 
2.9 Summary 67 
3. RESEARCH METHODOLOGY 69 
3.1 Research Approach 69 
3.2 Research Strategies 70 
3.3 Data Collection 72 
3.4 Research Process 73 
3.4.1 Problem Definition 75 
3.5 Research Framework 76 
3.5.1 Model Conceptualization 78 
3.5.2 Model Formulation 81 
3.5.3 Model Implementation 81 
3.6 Research Design 83 
3.7 Limitations of the Chosen Research Methodology 85 
3.8 Summary 86 
4. MODEL FORMULATION 88 
4.1 Formulation on Data Acquisition 88 
4.1.1 Feature Extraction 91 
4.1.2 Performance Degradation Analysis 91 
4.1.3 Degradation Analysis with Logistic Regression 92 
4.1.4 Feature Selection based on Degradation Performance Analysis 95 
4.2 Formulation on Prognostic Model 97 
4.2.1 Time series prediction techniques 98 
4.2.2 Modification of the Time Series Prediction Techniques 105 
4.2.3 Prognostic Performance Metric 113 
4.3 Integration of Maintenance Decision Model 114 
4.3.1 Maintenance Cost Model 116 
4.3.2 Curve Fitting Technique 118 
4.4 Computational Tool Development 120 
4.5 Summary 127 
5. MODEL IMPLEMENTATION USING EXPERIMENTAL DATA 129 
5.1 Introduction 129 
5.2 Overview of Experiment Setup 130 
5.3 Sensor System Development 131 
5.4 Equipment and Failure Description 132 
5.5 The Experiment Procedures 136 
5.6 The Results 143 
5.6.1 Data Acquisition 144 
5.6.2 The Prognostic Evaluation 152 
5.6.3 The Prognostic Evaluation Part II 178 
5.6.4 Time to Maintenance Evaluation 185 
5.7 Summary 195 
6. MODEL IMPLEMENTATION USING INDUSTRIAL DATA 196 
vi 
 
6.1 Introduction 196 
6.2 Industrial company 197 
6.3 Equipment and Failure Description 198 
6.4 Data Collection 200 
6.5 The Procedure 204 
6.6 The Results 207 
6.6.1 Data Acquisition 208 
6.6.2 Prognostic Evaluation 214 
6.6.3 Time to Maintenance Evaluation 253 
6.7 Overall Evaluation 257 
6.8 Summary 259 
7. SUMMARY & CONCLUSION 261 
7.1 Introduction 261 
7.2 Summary 261 
7.3 Review of Major Research Findings 264 
7.4 Contributions 269 
7.5 Recommendations for Future Works 271 
7.6 Conclusion 274 
 
REFERENCES                                276 
APPENDICES                                                                                                        296 
  
vii 
 
  
LIST OF FIGURES 
 
 
FIGURE      TITLE                                             PAGE 
Figure 1.1      The Structure of the Thesis 15 
Figure 2.1      Determining the Optimal Time-to-maintenance 22 
Figure 2.2      Prognostic Model Approaches 34 
Figure 2.3      The Principal of the Physical Model-based Prognostic 35 
Figure 2.4      Fusion model approaches (Tobon-Mejia et al., 2012) 41 
Figure 2.5      SWOT Analysis 44 
Figure 2.6      The Equipment Life Model (Goode et al., 2000) 46 
Figure 2.7      Bearings Life Time (Wang and Zhang, 2008) 47 
Figure 3.1      Research Strategies  (Mcgrath, 1981) 70 
Figure 3.2      Operations Research (OR) Process (Mitroff et al., 1974) 74 
Figure 3.3      Research Framework 77 
Figure 3.4      The Conceptual Design of the Proposed Prognostic Model 79 
Figure 4.1      Flow Chart of the Data Acquisition Process 94 
Figure 4.2      RUL estimation 97 
Figure 4.3      Flow Chart of Prediction using DES Technique 100 
Figure 4.4      Feed Forward Neural Network Architecture 102 
Figure 4.5      Flow Chart of Prediction using FFNN technique 104 
Figure 4.6      The Concept of Iterative Procedure 106 
Figure 4.7      Degradation Prediction using Hybrid Technique 110 
viii 
 
Figure 4.8      Degradation Prediction using Enhanced-DES Technique 113 
Figure 4.9      Flow Chart of The Proposed Data-driven Prognostic Model 119 
Figure 4.10    GUIDE 120 
Figure 4.11    DES Procedure 121 
Figure 4.12    NN Procedure 122 
Figure 4.13    Hybrid DES-NN Procedure 123 
Figure 4.14    Enhanced DES Procedure 124 
Figure 4.15    Interface with All the Outputs 125 
Figure 4.16    Interface with Time-to-maintenance Results 126 
Figure 5.1      Experiment Setup 131 
Figure 5.2      Sensor System 132 
Figure 5.3      Experiment Setup 136 
Figure 5.4      Model Implementation using Cutting Tool Experiment Data 137 
Figure 5.5      Sensors Mounted in the Table of Cutting Tool 138 
Figure 5.6      Control Unit 139 
Figure 5.7      The LabVIEW Programme 139 
Figure 5.8      Conforming Signal 142 
Figure 5.9      Non-conforming Signal 142 
Figure 5.10    A Complete Rough Radial on Surface Finish Part 144 
Figure 5.11    Breakage of Cutting Tool 144 
Figure 5.12    Mean Temperature 151 
Figure 5.13    Degradation Index 151 
Figure 5.14    Single Step-Training 154 
Figure 5.15    Single Step-Extrapolation 155 
Figure 5.16    Single Step-Error Distribution 156 
Figure 5.17    Multi-Extrapolation 157 
Figure 5.18    NN Extrapolation 159 
ix 
 
Figure 5.19    Hybrid DES-NN Extrapolation 159 
Figure 5.20    2 time-step ahead Prediction -Training 160 
Figure 5.21    2-step ahead Prediction - Extrapolation 161 
Figure 5.22    2-step ahead Prediction – Error Distribution 162 
Figure 5.23    Extrapolation using NN and Hybrid DES-NN Techniques. 164 
Figure 5.24    4-step ahead Prediction -Training 165 
Figure 5.25    4-step ahead Prediction – Extrapolation 166 
Figure 5.26    4-step ahead Prediction – Error Distribution 167 
Figure 5.27    6-step ahead Prediction – Training 169 
Figure 5.28    6-step ahead Prediction – Extrapolation 170 
Figure 5.29    6-step ahead Prediction – Error Distribution 171 
Figure 5.30    8-step ahead Prediction – Training 173 
Figure 5.31    8-step ahead Prediction – Extrapolation 174 
Figure 5.32    8-step ahead Prediction – Error Distribution 175 
Figure 5.33    Second Evaluation-Training 179 
Figure 5.34    Second Evaluation - Error Distribution 180 
Figure 5.35    Extrapolation for Last DI 181 
Figure 5.36    EDES Extrapolation 184 
Figure 5.37    EDES Prognostics Prediction in the Tool 184 
Figure 5.38    TTM when R=1 187 
Figure 5.39    TTM in the Tool when R=1 188 
Figure 5.40    TTM According to R value 189 
Figure 5.41    TTM in the tool when R=10 190 
Figure 5.42    All the total cost per unit time 191 
Figure 5.43    Time-to-maintenance According to R values 194 
Figure 6.1      A View Inside an Autoclave 198 
Figure 6.2      Curing Process of an Autoclave 199 
x 
 
Figure 6.3      The Sensor Viewing Screen of the Autoclave Controller 201 
Figure 6.4      Model Implementation using Industrial Data 204 
Figure 6.5      Input File 209 
Figure 6.6      Maximum Oil TC 213 
Figure 6.7      Degradation Index Measures 213 
Figure 6.8      3-steps ahead Prediction – Training Phase 217 
Figure 6.9      3-steps ahead Prediction – Validation Phase 218 
Figure 6.10    Error Distribution 219 
Figure 6.11    9-steps ahead Prediction – Training Phase 221 
Figure 6.12    9-steps ahead Prediction – Validation Phase 222 
Figure 6.13    Error Distribution 223 
Figure 6.14    15-steps ahead Prediction – Training Phase 225 
Figure 6.15    15-steps ahead Prediction –Validation Phase 226 
Figure 6.16    Error Distribution 227 
Figure 6.17    21-steps ahead Prediction – Training Phase 229 
Figure 6.18    21-steps ahead Prediction – Validation Phase 230 
Figure 6.19    Error distribution 231 
Figure 6.20    42-steps ahead Prediction – Training Phase 233 
Figure 6.21    42-steps ahead Prediction – Validation Phase 234 
Figure 6.22    Error Distribution 235 
Figure 6.23    63-steps ahead Prediction – Training Phase 237 
Figure 6.24    63-steps ahead Prediction – Validation Phase 238 
Figure 6.25    Error Distribution 239 
Figure 6.26    Extrapolation from Degradation Index 0.5 248 
Figure 6.27    Error Distribution in Training Phase 249 
Figure 6.28    Extrapolation from Degradation Index 0.8 251 
Figure 6.29    Error Distribution in Training Phase 252 
xi 
 
Figure 6.30    TTM According to R-value 254 
Figure 6.31    TTM according to R-value 256 
  
xii 
 
  
LIST OF TABLES 
 
 
TABLE        TITLE                                             PAGE 
Table 2.1      Performance Metric 59 
Table 3.1      Research Design Mapping 84 
Table 5.1      Description of Components 131 
Table 5.2      Experiment Parameter 138 
Table 5.3      The test-to-failure Experiment Summary 145 
Table 5.4      Data File 145 
Table 5.5      Omnibus Test 146 
Table 5.6      R-square Results 147 
Table 5.7      Classification Table 147 
Table 5.8      The Overall Result 149 
Table 5.9      Variables in the Equation 150 
Table 5.10    Overall Evaluation on Performance Accuracy 176 
Table 5.11    Results on RUL and Last DI 177 
Table 5.12    Evaluation II Result 183 
Table 5.13    Evaluation II-RUL Estimated & Last DI 183 
Table 5.14    Curve Fitting Results for Predicted DI 186 
Table 5.15    Curve fitting for Actual DI 192 
Table 5.16    TTM between Actual and Predicted DI 193 
xiii 
 
Table 6.1      The Data Sets 202 
Table 6.2      The Header of a Curing File 202 
Table 6.3      The Variables Description in a Curing File 203 
Table 6.4      Omnibus Test 210 
Table 6.5      R-square Results 210 
Table 6.6      Classification table 211 
Table 6.7      The Overall Result 211 
Table 6.8      Variables in the Equation 212 
Table 6.9      Overall Evaluation on Performance Accuracy 240 
Table 6.10    Last DI and RUL Estimation 242 
Table 6.11    Estimated RUL for DI Range 0.65-0.90 243 
Table 6.12    Evaluation- Part II Result 246 
Table 6.13    Evaluation II-RUL estimated & Last DI 246 
Table 6.14    Performance Accuracy 250 
Table 6.15    RUL Estimation Results 250 
Table 6.16    TTM between Actual and Predicted DI 253 
Table 6.17    TTM between Actual and Predicted DI 255 
 
xiv 
 
  
LIST OF APPENDICES 
 
 
APPENDIX TITLE PAGE 
A Letter for Conducting the Model Implementation in Faculty of 
Manufacturing, UTeM 
297 
B Letter for Conducting the Model Implementation in CTRM 298 
C Data Analysis for Feature Selection (Experimental Data) 299 
D Data Analysis for Feature Selection (Industrial Data)  309 
E Sample Experimental Data  316 
F Sample Industrial Data  317 
G1 Programming and Codes : DES Function 318 
G2 Programming and Codes : NN Function 321 
G3 Programming and Codes : Hybrid DES-NN Function 325 
G4 Programming and Codes : Enhanced DES Function 326 
  
xv 
 
  
LIST OF ABBREVIATIONS 
 
 
ANN or NN - Artificial Neural Network 
ARMA - Auto Regressive Moving Average 
ARIMA - Auto Regressive Integrated  Moving Average 
CBM - Condition Based Maintenance 
CM - Condition Monitoring 
Cf - Cost of Failure maintenance 
Cp - Cost for Preventive maintenance 
CTRM - Composites Technology Research Malaysia  
DAQ - Data Acquisition Card 
DES - Double Exponential Smoothing 
DI - Degradation Index 
DMG - Decision Making Grid 
EDES or EDE - Enhanced Double Exponential Smoothing 
ES - Exponential Smoothing 
FFNN - Feed Forward Neural Network 
FL - Fuzzy Logic 
LR - Logistic Regression 
MLE - Maximum Likelihood Estimation 
MSE - Mean Squared Error 
MMSE - Minimum Mean Squared Error 
OR - Operations Research 
PCA - Principal Component Analysis 
PM - Preventive Maintenance 
RMSE - Root Mean Squared error 
xvi 
 
RUL - Remaining Useful Lifetime 
SWOT - Strengths, Weakness, Opportunities, and Thread 
SES - Simple Exponential Smoothing  
SSE  - Sum Squared Error 
TTM  Time-to-maintenance 
    
  
xvii 
 
  
LIST OF PUBLICATIONS 
 
 
1. Azirah, S. A, Burairah, H. and Mokhtar, M.Y., 2014.  Time Series Prediction 
Techniques for Estimating Remaining Useful Lifetime of Cutting Tool Failure. 
International Review on Computers and Software (I.RE.CO.S.). (Submitted) 
 
2. Azirah, S. A., Hussin, B. and Mohd-Yusof, M., 2013. A Data-driven Prognostic 
Model for Industrial Equipment Using Time Series Prediction Methods, Journal 
of Engineering and Technology (JET), 4(2), pp.125-135. 
 
3. Asmai, S. A., Basari, A. S. H., Shibghatullah, A. S., Ibrahim, N. K. and Hussin, 
B., 2011. Neural Network Prognostics Model for Industrial Equipment 
Maintenance. The 11th International Conference on Hybrid Intelligent Systems,  
pp.635-640. 
 
4. Asmai, S. A., Abdullah, R. W., Soh, M. N. C., Basari, A. S. H. and Hussin, B., 
2011. Application of Multi-step time Series prediction For Industrial Equipment 
Prognostic. IEEE Conference On Open System (ICOS2011), pp. 273-277. 
 
5. Azirah, S. A., Wahida, R. A., Basari, A. S. H., Shibghatullah, A. S. and Hussin, 
B. 2011. Condition-based prognostic Tool For Industrial Equipment 
Maintenance. In: Malaysian Technical Universities International Conference on 
Engineering & Technology (MUiCET 2011), pp. 522-526. 
  
6. S.A. Asmai, B. Hussin, Mohd-Yusof, M. and Basari, A. S. H., 2011. 
Implementation of data–driven prognosis model for industrial equipment 
maintenance decision. 7th IMA International Conference on Modelling In 
Industrial Maintenance & Reliability.  
 
7. Asmai, S. A., Hussin, B., Basari, A. S. H. and Ibrahim, N. K., 2010, Equipment 
condition-based prognostic using Logistic Regression: An Industrial Case Study 
In Asia-Pasific International Symposium on Advanced Reliability and 
Maintenance Modeling, pp. 17-24. 
 
8. S.A. Asmai, B. Hussin, A.S. H. Basari, A.S. Shibghatullah, H. Razali, N. K. 
Ibrahim and Yusof, N., 2010. A Two-stage analysis using Pareto Analysis and 
xviii 
 
Analytic Hierarchy Process (AHP) for Selection of Critical Equipment in 
Industry. Proceedings of MUCET 2010, pp.9-12. 
   
9. Asmai, S. A., Hussin, B. and Yusof, M. M., 2010. A Framework of an Intelligent 
Maintenance Prognosis Tool. International conference on Computer Research 
and Development (ICCRD 2010), pp.241-245. 
 
10. Asmai, S. A., Hussin, B. and Yusof, M. M., 2009. Integrated Production and 
Maintenance in Manufacturing using Condition-based Maintenance. 
International Conference on Research and Innovation in Information 
System(ICRIIS 2009).  
  
xix 
 
