Abstract. Three dynamical systems are associated with a problem of convex optimization in a finite-dimensional space. For system trajectories x(t), the ratios x(t)/t are, respectively, (i) solution tracking (staying within the solution set X 0 ), (ii) solution abandoning (reaching X 0 as time t goes back to the initial instant), and (iii) solution approaching (approaching X 0 as time t goes to infinity). The systems represent a closed control system with appropriate feedbacks. In typical cases, the structure of the trajectories is simple enough. For instance, for a problem of quadratic programming with linear and box constraints, solution-approaching dynamics are described by a piecewise-linear ODE with a finite number of polyhedral domains of linearity. Finding the order of visiting these domains yields an analytic resolution of the original problem; a detailed analysis is given for a particular example. A discrete-time approach is outlined.
1. Introduction. Our goal in this paper is to expose new connections between dynamical systems and static convex optimization problems. The idea of approaching a static optimizer along a trajectory of a continuous-time dynamical system has been exploited in various aspects. Gradient processes shifting the primal and dual variables against the gradients of the Lagrange function so as to attain its saddle point have perhaps the longest history [1] . Gradient-type processes in feasible sets [2] , continuous-time gradient projection [3] , and continuous-time barrier projection [4] illustrate, among other things, further developments in the gradient approach. The homotopy approach rests on the idea of tracking solutions of time-parametrized problems by smoothly transforming an easily solvable problem into the original one. In this context we mention path-following processes [5] and interior-point homotopy methods [6] . Finally, we refer to continuous-time counterparts of proximal and Newton-type optimization methods (see, e.g., [3] ).
In this paper we hold a viewpoint of control theory. We describe three dynamical systems (ODEs) whose state-over-time ratios converge to static optimizers. The ODEs represent a closed control system with appropriate feedbacks. The structure of the feedbacks originates from the method of shifting control [7] and its regularized modifications [8] .
The paper has two objectives. The first objective is qualitative. We show that the dynamical systems corresponding to the Filippov shifting, regularized shifting, and penalized shifting feedbacks converge to an optimizer differently. The Filippov shifting system is fixed on the optimizer. The regularized shifting system reaches the optimizer as time goes back to the initial instant. The penalized shifting system finds the optimizer as time goes to infinity. Thus, we have solution-tracking dynamics, solution-abandoning dynamics, and solution-approaching dynamics. Up to now, dynamical systems reaching the optimizer at infinity (a prototype of solution approaching) have been considered. Solution tracking and solution abandoning extend the variety of qualitative links between the dynamical systems and the solvers to convex optimization problems.
Our second objective is to outline an analytic optimization approach associated with explicit solutions of the designed ODEs. Generally, these ODEs have multivalued right-hand sides, and nonstandard solution techniques are required. However, if the minimized function is strictly convex, the right-hand sides of the ODEs are single valued (the Filippov shifting system is a single exception). For instance, the penalized shifting system associated with a problem of quadratic programming with linear and box constraints is described by a piecewise-linear ODE with a finite number of polyhedral domains of linearity. System trajectory is represented explicitly in each domain. A problem is to identify the order of visiting the domains. In section 7 we give an example of an analytic resolution of this problem.
We restrict this study to convex optimization problems whose feasible sets are described by inclusions and linear equalities. The linear equality constraints allow us to implement the idea of extremal shifting with minimum modifications (in this paper we deal with a minimum of technical details).
In section 2 we discuss the underlying idea of our method. In sections 3, 4, and 6 we introduce the Filippov shifting system, the regularized shifting system, and the penalized shifting system, and prove their convergence properties. Sections 5 and 7 are devoted to the analytic design of the regularized shifting trajectories and the penalized shifting trajectories for two particular examples. In section 8 we consider discrete-time analogues of the shifting and penalized shifting dynamics.
The study was initiated in [9] . In this paper the method of regularized shifting was used for the justification of a finite approximate optimization algorithm. A preliminary text of the present paper was published in [10] . A family of numerical algorithms for convex optimization adjoining the suggested approach is described in [11] .
2. Outline of the method: Definitions. We are concerned with the optimization problem minimize J(x), x ∈ M, F x = b.
Here J is a convex function on R n , M is a closed, convex, and bounded set in R n , F is an r × n matrix, and b ∈ R r . As usual, R k is a k-dimensional Euclidean space of column vectors, x i is the ith coordinate of x ∈ R n , x T stands for x transposed, and | · | denotes the Euclidean norm. A point x ∈ R n such that x ∈ M , F x = b is called feasible in problem (2.1). The collection of all points feasible in (2.1) forms the feasible set of problem (2.1). We assume that the feasible set of problem (2.1) is nonempty. J 0 and X 0 denote the optimal value and the solution set in problem (2.1), respectively. Note that X 0 is nonempty. In what follows, argmin{f (x) : x ∈ E} stands for the collection of all minimizers of function f in E.
Let us outline informally a method of building a dynamical system tracking the solution set X 0 . We begin with an ODE with a fixed (zero) initial state and a variable (controllable) right-hand side u(t):
where time t varies between zero and infinity. Impose the constraint u(t) ∈ M . Then, no matter how u(t) is formed, x(t)/t ∈ M for all t > 0; this follows from the convexity of M . In other words, the ratio x(t)/t automatically satisfies the inclusion constraint in problem (2.1). We treat x(t)/t as a candidate for tracking X 0 . Let us find a control law ensuring F x(t)/t = b, or, equivalently, ǫ(t) = |F x(t) − bt| 2 = 0 for all t ≥ 0. The zero initial condition implies ǫ(0) = 0. So, it is sufficient to haveǫ(t) ≤ 0. The differentiation yieldsǫ(t) = 2(F x(t) − bt)
T (F u(t) − b). We getǫ(t) ≤ 0 by letting u(t) ∈ L − (t, x(t)), where
) keeps x(t)/t within the feasible set of problem (2.1) for all t > 0. We associate this argument with the method of shifting control [7] .
where
Now take into account that x(t)/t is feasible in problem (2.1). We immediately get that x(t)/t is a solution of (2.1), or, equivalently, x(t)/t ∈ X 0 for all t > 0. We find that x(t), a trajectory of the control system (2.2) under the shifting feedback U s (t, x(t)), tracks the solution set X 0 . Unfortunately, the above argument does not work, for we cannot guarantee the existence of a trajectory under the shifting feedback U s (t, x). Let us give a simple nonexistence example. We minimize the scalar variable x under the trivial constraints
The differential equation for system (2.2) closed with feedback U s (t, x) iṡ
Its right-hand side is discontinuous. Obviously, this equation has neither classical nor Carathéodory solutions.
The paradox disappears if we assume Filippov's definition of solutions. Following [12] , we identify a solution of (2.5) with a solution of the differential inclusioṅ
It is easily seen that x(t) = 0 is a single Filippov solution of (2.5) and x(t)/t ∈ X 0 for all t > 0 (X 0 = {0}). In section 3 the features of the above example will be extended to the general case.
In what follows, we deal with multivalued feedbacks for system (2.2). A (multivalued) feedback U is defined to be a map from R + × R n into the collection of all nonempty sets in M ; here R + = [0, ∞]. A feedback U such that U (t, x) is one-element for all (t, x) ∈ E is called single valued on E; if E = R + × R n , we call U single valued. A trajectory (of system (2.2)) under feedback U is a solution oḟ
More accurately, a function x(·) : R + → R n is called a trajectory under U if x(·) is absolutely continuous on every bounded interval, x(0) = 0, and the inclusion in (2.6) holds for almost all t ≥ 0.
The convexity of M and the fact that the values of feedbacks are contained in M yield the following.
Lemma 2.1. Let x(·) be a trajectory under an arbitrary feedback. Then x(t)/t ∈ M for all t > 0.
We conclude this section with some known definitions and properties of multivalued maps; they will be referred to in what follows. A multivalued (set-valued) map F on E ⊂ R + × R n associates with every (t, x) ∈ E a nonempty set F(t, x) ⊂ R n ; if E = R + × R n , we call F a multivalued map (without mentioning its set of definition). The continuity, upper semicontinuity, and lower semicontinuity of a multivalued map F on E at a point are understood in a standard way (see [13, pp. 41, 43] ). A multivalued map F whose restriction to a set E is continuous at every point (t, x) ∈ E is said to be continuous on E; if E = R + × R n , then F is called continuous. The same applies for the upper and lower semicontinuity. The next two lemmas follow from standard results of set-valued analysis (see [14, section 1.4 
]).
Lemma 2.2. Let F be a closed and convex-valued multivalued map continuous on E, and f be a convex function on R n . Then the multivalued map (t, x) → argmin{f (u) : u ∈ F(t, x)} is closed and convex valued and upper semicontinuous on E.
Lemma 2.3. Let E 1 , . . . , E m be closed sets in R + × R n , and a multivalued map F be upper semicontinuous on each of them. Then F is upper semicontinuous on ∪{E j : j = 1, . . . , m}.
3. Solution-tracking dynamics. In this section we extend the argument of section 2 to the general case. We state that the trajectories under the shifting feedback are solution tracking but usually do not exist. Next, we introduce the Filippov shifting feedback. We prove that there always exists a trajectory under this feedback, and every such trajectory is solution tracking.
We call a function x(·) : R + → R n solution tracking if x(t)/t ∈ X 0 for all t > 0. Let us fix a continuous feedback Q such that Q(t, x) ∩ X 0 is nonempty for all (t, x) ∈ R + × R n . The shifting feedback U s is defined by (2.4), where
s is closed and convex valued. Let us give a criterion for a function x(·) to be a trajectory under the shifting feedback. We set
Lemma 2.3 and the continuity of Q yield the following.
Lemma 3.1. Feedback Q 0 (3.2) is upper semicontinuous. Theorem 3.1. Let x(·) : R + → R n be absolutely continuous on every bounded interval, and x(0) = 0. Then the next statements are equivalent:
(i) x(·) is a trajectory under the shifting feedback;
(ii)ẋ(t) ∈ Q 0 (t, x(t)) ∩ X 0 for almost all t ≥ 0. Proof. Let (i) hold. By the definition of the shifting feedback (see (2.4)),ẋ(t) ∈ L − (t, x(t)) for almost all t. Hence (see (3.1)), the function ǫ(·) :
for almost all t ≥ 0. In particular J(ẋ(t)) ≤ J 0 for almost all t ≥ 0. It follows from F x(t) = tb thatẋ(t) is feasible in problem (2.1) for almost all t ≥ 0. Hence J(ẋ(t)) = J 0 for almost all t ≥ 0. Thereforeẋ(t) ∈ X 0 for almost all t ≥ 0.
Let (ii) hold. For almost all t,ẋ(t) is simultaneously a minimizer of J in Q(t, x(t)) and a minimizer of J in the feasible set of problem (2.1). Since L − (t, x(t)) contains the feasible set of problem (2.1) and is contained in Q(t, x(t)),ẋ(t) minimizes J in L − (t, x(t)), or, equivalently,ẋ(t) ∈ U s (t, x(t)) for almost all t. Corollary 3.1. Every trajectory under the shifting feedback is solution tracking. Proof. Let x(·) be a trajectory under the shifting feedback. By Theorem 3.1(ii), x(t) ∈ X 0 for almost all t ≥ 0. Since X 0 is closed and convex, x(t)/t ∈ X 0 for all t > 0.
Corollary 3.2. Let there exist a trajectory under the shifting feedback. Then ∪{Q 0 (t, x) ∩ X 0 : x ∈ tX 0 } is nonempty for all t ≥ 0. Proof. Let x(·) be a trajectory under the shifting feedback. By statement (ii) of Theorem 3.1, x(t) ∈ tX 0 for all t ≥ 0 and Q 0 (t, x(t)) ∩ X 0 is nonempty for almost all t ≥ 0. Due to the upper semicontinuity of feedback Q 0 (Lemma 3.1), Q 0 (t, x(t)) ∩ X 0 is nonempty for all t ≥ 0. Corollary 3.3. Let X 0 be one-element. The next statements are equivalent: (i) there exists a trajectory under the shifting feedback; (ii) for all t ≥ 0 it holds that x 0 ∈ Q 0 (t, tx 0 ), where x 0 is a single element in X 0 . Proof. If (i) holds, then (ii) is true by Corollary 3.2. Let (ii) hold. By Theorem 3.1, x(·) : t → tx 0 is a trajectory under the shifting feedback. The necessary condition for the existence of a trajectory under the shifting feedback given in Corollary 3.2 is a severe constraint on the problem's data and feedback Q. For instance, if Q(t, x) = M (see section 2), this condition requires that a minimizer in the original problem (2.1) minimizes J in M . The latter situation is degenerate.
To avoid the nonexistence phenomenon, we introduce a Filippov modification of the shifting feedback. In what follows, conv E designates the closure of the convex hull of a set E ⊂ R n . The Filippov shifting feedback U f s is defined by
There exists a trajectory under the Filippov shifting feedback, and every such trajectory is solution tracking.
Proof. We can easily verify that the Filippov shifting feedback U f s is upper semicontinuous. Obviously, it is bounded. These properties imply the existence of a trajectory under U f s (see, e.g., [13, Theorem 4, p. 101]). Now let x(·) be a trajectory under U f s . We must prove that x(·) is solution tracking. Take a small δ > 0 and arbitrary t ≥ 0 such thatẋ(t) ∈ U f s (t, x). By (3.3) there are points y 1 , . . . , y k in the closed δ-neighborhood of x(t), elements u i ∈ U s (t, y i ) (i = 1, . . . , k), and coefficients
Fix an arbitrary µ > 0, and, with no loss of generality, take δ so small that .4)). By the convexity of J we have J(
Taking into account (3.4) and (if needed) decreasing δ, we get
In (3.5) and (3.6) µ > 0 is arbitrary. Omitting µ yields
Recall that t is arbitrary and satisfiesẋ(t) ∈ U f s (t, x). The latter holds for almost all t ≥ 0. Therefore for almost all t ≥ 0 estimates (3.7) and (3.8) are valid. Set ǫ(t) = |F x(t) − tb| 2 . Obviously ǫ(0) = 0. By (3.7)ǫ(t) ≤ 0 for almost all t ≥ 0. Thus for all t ≥ 0 we have ǫ(t) = 0, or F x(t)/t = b. So far as x(t)/t ∈ M (Lemma 2.1), x(t)/t is feasible in problem (2.1) for all t > 0. Now integrate (3.8) and use the convexity of J. For arbitrary t > 0 we obtain
Since x(t)/t is feasible in problem (2.1), x(t)/t is a minimizer in (2.1). Equivalently, x(t)/t ∈ X 0 . Thus trajectory x(·) is solution tracking. Note that if J is strictly convex, the shifting feedback U s is single valued (see (2.4) ). This is not true for the Filippov shifting feedback U f s . Theorem 3.3. Let J be strictly convex, and the Filippov shifting feedback be single valued. Then there exists a trajectory under the shifting feedback.
Proof. Since J is strictly convex, each of the sets X 0 and Q 0 is one-element. We denote by x 0 a single element in X 0 and by q 0 (t, x) a single element in Q 0 (t, x). Suppose there does not exist a trajectory under the shifting feedback. Then statement (ii) of Corollary 3.3 is untrue; i.e., there is a τ ≥ 0 such that x 0 = q, where q = q 0 (τ, τ x 0 ). Then q (lying in M ) does not satisfy the equality constraint in problem (2.1), F q = b. Take ǫ > 0 and set y
, and u + be a limit point of the sequence (u
The latter does not hold by assumption. Therefore u + = q. Thus U f s (τ, τ x 0 ) contains the two different elements q and u + . We find that the Filippov shifting feedback U f s is not single valued, which contradicts the assumption.
4. Solution-abandoning dynamics. The single-validity is a useful property of a feedback. It allows us to design trajectories using standard ODE techniques. Theorem 3.3 says that the Filippov shifting feedback U f s is rarely single valued. In this section we consider a feedback that is single valued on (0, ∞)×R n (provided J is strictly convex) whose trajectories possess a property slightly weaker than solution tracking (we call it solution abandoning). The single-validity on (0, ∞) × R n , i.e., everywhere except the hyperplane t = 0, is less convenient than the single-validity everywhere but still gives a chance for using ODE techniques. The trajectories under a feedback U that is single valued on (0, ∞) × R n are governed by an ODE whose right-hand side is well defined everywhere except t = 0. If the right-hand side is continuous on (0, ∞) × R n (which is the case in this section), the solutions of the ODE are continuable to zero and bounded in its neighborhood. A solution x(·) is a trajectory under U whenever lim t→+0 x(t) = 0.
In what follows, dist(x, X) stands for the distance from a point x ∈ R n to a set X ⊂ R n . We call a function x(·) :
Here ω(·) is a continuous pasting function defined on (0, ∞)×R n . It satisfies ω(t, x) = 0 if |F x − tb| ≥ ρ(t), and ω(t, x) = 1 if |F x − tb| = 0. A continuous barrier function ρ(·) is defined on R + , takes positive values everywhere except the origin, vanishes at the origin, and satisfies
If J is strictly convex, then feedbacks U s (2.4) and Q 0 (3.2) are single valued, hence U rs is single valued on (0, ∞) × R n . To state the existence of a trajectory under the regularized shifting feedback we need to assume that feedback L − (3.1) is continuous on
Note that the continuity of L − on E + does not imply its continuity on R + × R n . For instance, for problem (2.1) with the trivial constraints x ∈ [−1, 1], x = 0, and
1 , x = 0} and discontinuous at points (t, 0). Let us give a condition sufficient for L − to be continuous on E + . We write int E for the interiority of a set E ⊂ R n . Lemma 4.1. Let int Q(t, x) intersect the feasible set of problem (2.1) for every 
is nonempty for all (t, x) ∈ E + . Condition (i) is obviously satisfied. Conditions (ii) and (iv) follow from the assumptions. It remains to prove (iii). Take arbitrary (t * , x * ) ∈ E + and u * ∈ int Q(t, x). Let ǫ > 0 be the radius of a neighborhood of u * contained in Q(t * , x * ). Then
Here and in what follows
for all ψ ∈ R n . Hence for (τ, ξ) close to (t * , x * ) it holds that
for all ψ ∈ R n ; equivalently, the (ǫ/2)-neighborhood of u * is contained in Q(τ, ξ). Thus, (t * , x * , u * ) lies in the interior of the graph of (t, x) → int Q(t, x). This graph is therefore open. Condition (iii) is proved.
Lemma 4.2. Let feedback L − be continuous on E + . Then the regularized shifting feedback is closed and convex valued and upper semicontinuous.
Proof. Observing (4.1), we easily see that the regularized shifting feedback U rs is closed and convex valued. We must prove that U rs is upper semicontinuous. Let and Q 0 are upper semicontinuous at (t * , x * ), U rs is upper semicontinuous at (t * , x * ). Let F x * = bt * . Now formula (4.1) for U rs (t, x) and the facts that Q 0 is upper semicontinuous at (t * , x * ) and ω(t, x) → 1 as (t, x) → (t * , x * ) yield that U rs (t, x) lies in an arbitrary neighborhood of U rs (t * , x * ) = Q 0 (t * , x * ) provided (t, x) is sufficiently close to (t * , x * ). In other words, U rs is upper semicontinuous at (t * , x * ). We have proved that U rs is upper semicontinuous at every point in D − . A key property of the trajectories under the regularized shifting feedback is as follows.
Lemma 4.3. Let x(·) be a trajectory under the regularized shifting feedback. Then for all t > 0
Proof. Take a t ≥ 0 such thatẋ(t) ∈ U rs (t, x(t)). By (4.1)ẋ(t) = (1 − ω(t, x(t)))u 1 (t) + ω(t, x(t))u 2 (t), where u 1 (t) ∈ U s (t, x(t)) and u 2 (t) ∈ Q 0 (t, x(t)). By the definition of Q 0 (t, x(t)) (see (3.2)), J(u 2 (t)) ≤ J 0 . The definition of U s (t, x(t)) (see (2.4) ) and the fact that Q(t, x(t)) intersects X 0 imply that J(u 1 (t)) ≤ J 0 . Then the convexity of J and the inclusion ω(t, x(t)) ∈ [0, 1] yield
We have proved that J(ẋ(t)) ≤ J 0 for almost all t ≥ 0. Now using the convexity of J, we get (4.4) for all t > 0 (a detailed argument is given in (3.9) ). Let us prove that (4.5) holds for all t > 0. Suppose the contrary, i.e., ǫ(t * ) > ρ(t * ) for some t * ≥ 0, where ǫ(t) = |F x(t) − bt|. Note that ǫ(0) = 0 = ρ(0). Hence t * > 0, and there is a t * ∈ (0, t * ) such that ǫ(t * ) < ǫ(t * ) and ǫ(t) > ρ(t) for all t ∈ [t * , t * ]. By the definition of the pasting function ω(·) we have ω(t, x(t)) = 0 for t ∈ [t * , t * ]. Therefore U rs (t, . Let x(·) be a trajectory under the regularized shifting feedback. By Lemma 4.3 the estimates (4.4) and (4.5) hold for all t > 0. Estimate (4.5) and the fact that ρ(·) satisfies (4.2) imply that |F x(t)/t − b| → 0 as t → +0. The latter convergence and the inclusion x(t)/t ∈ M holding for all t > 0 (Lemma 2.1) yield that the distance from x(t)/t to the feasible set in problem (2.1) goes to zero as t → +0. Then in view of (4.4), lim t→+0 dist(x(t)/t, X 0 ) = 0, i.e., trajectory x(·) is solution abandoning. Lemma 4.3 provides additional information on a solution-abandoning trajectory x(·) under the regularized shifting feedback. In particular, we see that as t → +0, values J(x(t)/t) converge to the optimal value J 0 from below.
Solution-abandoning dynamics: Example.
Here we give an example of a solution-abandoning trajectory under the regularized shifting feedback.
Consider the problem of finding the projection of a vector z ∈ R n onto the hyperplane H orthogonal to a vector q ∈ R n . This problem is represented in the form (2.1), where J(x) = |x − z| 2 , F = q T , and M is a closed ball centered at zero and containing z. We assume that q T z < 0 and denote by x 0 the projection of z onto H, i.e., the solution of problem (2.1). Set Q(t, x) = M . Note that the zero element is feasible in problem (2.1) and lies in the interior of Q(t, x). Therefore by Lemma 
We have Q 0 (t, x) = {x 0 } (see (3.2)). Hence the regularized shifting feedback U rs (4.1) is given by
We take ρ(t) = t 2 for the barrier function, and ω(t, x) = max{0, (1 − |q T x|)/t 2 } for the pasting function. Then a trajectory under U rs is described by the ODĖ
Let x(·) be a solution of (5.1). Scalar multiplying (5.1) by q, we find that y(t) = q T x(t) solvesẏ
or, as long as q T x 0 = 0,ẏ (t) = −aζ(t, y(t)), y(0) = 0, (5.2)
where a = −q T z > 0. The right-hand side in (5.2) is decreasing in the state variable. Hence y(·) is a unique solution of (5.2). We can easily verify that y(·) solves the linear ODEẏ
and is given by
−a/t for t > 0. Obviously y(t) ≤ 0. Also, we have
Coming back to (5.1) and taking into account (5.2), we find that x(·) solves the equationẋ
Hence trajectory x(·) is unique and given by
Owing to (5.3) we have
Thus x(t)/t converges to x 0 , the solution of problem (2.1), as t → +0. We found a formula for x(·), a (single) trajectory under the regularized shifting feedback, and showed that x(·) is solution abandoning.
6. Solution-approaching dynamics. In this section we introduce a feedback whose trajectories approach the solution set X 0 as time goes to infinity. We call a function x(·) : R + → R n solution approaching if dist(x(t)/t, X 0 ) → 0 as t → ∞. Note that a solution-abandoning trajectory (see section 4) identifies a solution within an arbitrarily short initial time interval. A solution-approaching trajectory finds a solution in infinite time. Thus, solution-approaching trajectories are much slower "solution identifiers" than solution-abandoning trajectories. On the other hand, the structure of the ODEs for solution-approaching trajectories is usually simpler.
We define the penalized shifting feedback U ps by
where α is a positive penalty parameter. A key property of the trajectories under the penalized shifting feedback is as follows.
Lemma 6.1. Let x(·) be a trajectory under the penalized shifting feedback. Then for all t ≥ 0
Proof. For almost all t we havė
Letting x 0 (t) ∈ X 0 ∩ Q(t, x(t)) (note that by assumption Q(t, x(t)) intersects X 0 ) and observing that F x 0 (t) − b = 0 and J 0 = J(x 0 (t)), we continue as follows:
Now take into account that for almost all t ≥ 0 we haveẋ(t) ∈ U ps (t, x(t)). Owing to (6.1) and the fact that x 0 ∈ Q(t, x(t)) we getλ(t) ≤ 0 for almost all t ≥ 0. Since λ(·) is absolutely continuous and λ(0) = 0, (6.2) holds for all t ≥ 0.
The next lemma is a simple corollary of Lemma 6.1. Lemma 6.2. Let x(·) be a trajectory under the penalized shifting feedback. Then for all t > 0 we have (4.4) and
Proof. Take arbitrary t > 0. By Lemma 6.1, λ(t) defined by (6.3) satisfies (6.2). Dividing (6.2) by t 2 , we get
and we obtain (4.4) due to the convexity of J. Noticing that the second and third terms in (6.5) do not exceed αK/2t, we arrive at (6.4). Theorem 6.1. There exists a trajectory under the penalized shifting feedback, and every such trajectory is solution approaching.
Proof. Observing (6.1), we see that the penalized shifting feedback U ps is closed and convex valued. By Lemma 2.2 U ps is upper semicontinuous. Obviously, it is bounded. These properties imply the existence of a trajectory under U rs (see [14, Theorem 4, p. 101] ). Let x(·) be a trajectory under the regularized shifting feedback. By Lemma 6.2, for all t > 0 we have (4.4) and (6.4). The latter estimate implies that |F x(t)/t − b| → 0 as t → ∞. Recall that by Lemma 2.1, x(t)/t ∈ M . Hence we conclude that the distance from x(t)/t to the feasible set of problem (2.1) tends to zero as t → ∞. Then in view of (4.4), lim t→∞ dist(x(t)/t, X 0 ) = 0, i.e., trajectory x(·) is solution approaching.
Lemma 6.2 provides additional information on trajectories x(·) under the penalized shifting feedback. In particular, we see that, as t → ∞, values J(x(t)/t) converge to the optimal value J 0 from below. It is easily seen that the penalized shifting feedback U ps is single valued if J is strictly convex. For some typical problems, including problems of linear and quadratic programming, the feedback U ps is specified explicitly. Consider, for instance, a problem of quadratic programming under linear and box constraints, i.e., let J(x) = |x|
, is represented as follows. Let v(t, x) be a minimizer of
We have
, n).
A trajectory under feedback U ps is described by the ODĖ
Its right-hand side is continuous and piecewise linear, with a finite number of linearity domains. Each linearity domain is characterized by a finite number of linear inequalities. A trajectory is unique and represented explicitly in each linearity domain. In order to build the trajectory, we must identify the order of visiting the linearity domains. In the next section we give an example of an analysis of this kind.
7. Solution-approaching dynamics: Example. Here we consider a particular problem of quadratic programming with linear and box constraints. Our goal is to find an explicit solution through the analytic design of a trajectory under the penalized shifting feedback. The trajectories are described by a piecewise-linear ODE. First, we show a trajectory locked in a single linearity domain. Then we change the parameters and build a trajectory visiting two linearity domains.
The problem under consideration is a discrete counterpart of a one-dimensional linear quadratic optimal control problem with state constraints:
We set
and represent the problem in the form (2.1), where
The N × (N + 1) matrix F 1 is given by
and F 2 = −I, where I is an N × N identity matrix. We assume that the feasible set of problem (2.1) is nonempty. In our argument we use the matrix F T F . We have
where the (N + 1) × (N + 1) matrix G 11 is given by
, and
We set Q(t, x) = M and fix a penalty parameter α > 0. The penalized shifting feedback U ps is single valued. Let u ps (t, x) denote a single element in U ps (t, x). By (6.1), u ps (t, x) is a minimizer of 2(F x) T F u + α|u| 2 in M . Note that u ps (t, x) does not depend on t; therefore we use the simpler notation u ps (x). Setting
Using the form of F T F and (7.1), we obtain
a minimizer of (7.2) in M , we have
A trajectory under the penalized shifting feedback U ps is described by the ODĖ x(t) = u ps (x(t)) (7.6) and the initial condition x(0) = 0. The right-hand side in (7.6) is linear in closed polyhedral domains. Each polyhedral linearity domain is defined by a combination of the linear inequalities given in (7.4) and (7.5). Within each of the linearity domains (7.6) is solved explicitly. We only need to identify the linearity domains visited by the trajectory. Here we restrict ourselves to the cases where the trajectory stays within a single linearity domain and crosses two linearity domains.
In what follows,
Let x(·) be a trajectory under U ps :
The initial conditions y i (0) = 0, s i (0) = 0, and assumptions (7.7) imply that for t close to the origin
(see also (7.3)). These inequalities correspond to the linearity domain L 1 , where
(see (7.4) and (7.5)). Referring to the formula for g i (x) in (7.3), we find thaṫ
in a neighborhood of the origin. Explicitly,
Let us show that in this case x(t) never escapes the linearity domain L 1 , i.e., inequalities (7.8), (7.9) hold for all t ≥ 0. Assume the contrary. Then x(t) hits the boundary of L 1 . Let ξ be the first hitting time, or, more accurately, the supremum of all τ ≥ 0 such that (7.8), (7.9) hold for all t ∈ [0, τ ]. We have either
for some i ∈ {1, . . . , N + 1}, or
for some i ∈ {1, . . . , N + 1}. For all t ∈ [0, ξ] the trajectory representation (7.12), (7.13) is valid. Substitute (7.12), (7.13) into the formulas for f i (x(t)), g i (x(t)) (see (7. 3)). We get
for all t ∈ [0, ξ]. Estimate the right-hand sides using (7.15), (7.17), (7.7), (7.16), and (7.14). We obtain
for all t ∈ [0, ξ]. Therefore (7.18) and (7.19) are violated. A contradiction proves that (7.8) and (7.9) hold true for all t ≥ 0 and the trajectory representation (7.12), (7.13) is valid for all t ≥ 0. Hence By Theorem 6.1 x 0 is a (unique) solution of problem (2.1). Using the trajectory representation (7.12), (7.13), we can easily compute the discrepancies in constraints and objective values for the approximate solution x(t)/t. We have
The discrepancies vanish as t → ∞. A simple analysis shows that discrepancy J 0 − J(x(t)/t) is positive. This provides an explicit justification for estimate (4.4) given in Lemma 6.2.
Case 2. Let conditions (7.7), (7.14), (7.15), and (7.16) be again satisfied, and one of the inequalities (7.17) be violated. More accurately, instead of (7.17) we have
where 2 ≤ k ≤ N . Rough conditions sufficient for the fact that trajectory x(·) visits precisely two linearity domains also involve inequalities (7.49), (7.50), and (7.51) introduced later. (These inequalities require that y As in Case 1, for t in a neighborhood of the origin we have inequalities (7.8) and (7.9) implying the explicit trajectory representation (7.12), (7.13) and formulas (7.20) through (7.23). Due to (7.25) the right-hand side in (7.21), where i = k, exceeds y
e., x(t) hits the boundary of the linearity domain L 1 at a finite time. Let ξ be the first hitting time defined as in Case 1. Arguing as in Case 1, we find that neither of the hitting conditions (7.18) with i = k and (7.19) can hold. Therefore
Let us identify a linearity domain containing x(t) after the hitting time ξ. According to (7.21) , the left derivative of f * k (·) : t → f k (x(t)) at point ξ is given by (y
−ξ/α . Assumption (7.25) shows that it is positive. Since f k (·) (see (7.3) ) and x(·) are continuously differentiable, f * k (·) is continuously differentiable as well, henceḟ * k (t) is positive for t in a right neighborhood of ξ. Due to (7.26), for these t we have
On the other hand, (7.27) and (7.28) imply that for t in a right neighborhood of ξ,
Now (7.4) and (7.5) show that for t varying in a right neighborhood of ξ, point x(t) moves within the linearity domain L 2 , where the right-hand side of the ODE (7.6) is given by
Using formulas (7.3), we specify (7.6) aṡ
We see that the ODEs for y i (·), where i = k, and s i (·), where i = k − 1, k, do not differ from those in the linearity domain L 1 (see (7.10), (7.11)). Therefore for t close to ξ we have as in Case 1
(see (7.12), (7.13)). Substitute (7.38) into (7.36), (7.37) for i = k − 1, k. We obtain a three-dimensional ODE for y k (·), s k−1 (·), s k (·). We can solve this ODE explicitly and find that the next representations hold in a right neighborhood of ξ:
The differentiation yields that in a right neighborhood of ξ,
for all t > ξ, then x(t) lies in the linearity domain L 2 for all t > ξ, and consequently (7.40), (7.41), and (7.42) hold for all t > ξ. We can prove this by contradiction arguing as in Case 1. Let us specify the problem's parameters so as to guarantee (7.46), (7.47), (7.48) for all t > ξ. We start with (7.46). The second term in the right-hand side of (7.43) is negative for t > ξ due to assumption (7.25) . Hence the infimum and supremum of φ k (t) in [ξ, ∞) are achieved at ξ and infinity and are equal to y − k and (y
for all t > ξ. We require
and thus ensure (7.46) for all t > ξ. The sum of the second and third terms on the right-hand side in (7.44) is estimated in absolute value by
We guarantee (7.47) by assuming
Using (7.45), we similarly guarantee (7.48) by
Thus assuming (7.49), (7.50), and (7.51), we have (7.40), (7.41), and (7.42) for all t > ξ. Hence 3 .
The relations (7.35) and (7.37) show that y i (t) for i = k and s i (t) for i = k − 1, k behave as in Case 1, i.e., 3 .
By Theorem 6.1 x 0 is a (unique) solution of problem (2.1).
8. Discrete dynamics. In this section we consider discrete-time analogues of the shifting and penalized shifting trajectories. Here the feedback Q (see section 2) is not necessarily continuous.
Let (t k ) (k = 1, 2, . . .) be a sequence of positive instants increasing and convergent to infinity. We set
A discrete-time trajectory under a feedback U is defined to be a sequence (x(t k )) in R n satisfying x(t 0 ) = 0 and x(x k+1 ) ∈ x(t k ) + U (t k , x(t k ))δ k . Obviously, a discrete-time trajectory exists for every feedback. We can hardly expect a discrete-time trajectory to be solution tracking (see section 3) or solution abandoning (see section 4); each of these properties would require x(t 1 )/t 1 to lie in the solution set or close to it, which is hardly possible. Proof. Let (x(t k )) be a discrete-time trajectory under the shifting feedback U s . We have x(x k+1 ) = x(t k ) + u(t k )δ, where u(t k ) ∈ U s (t k , x(t k )). By (2.4) u(t k ) ∈ L − (t, y i ), i.e., (F x(t k ) − t k b)
where K = sup{|F u − b| 2 : u ∈ M }. So far as F x(t 0 ) − t 0 b = 0, we obtain |F x(t k ) − t k b| 2 ≤ Kτ k . Hence |F x(t k /t k )−b| 2 ≤ Kτ k /t 2 k . In view of (8.1), lim k→∞ |F x(t k /t k )− b| 2 = 0. Note that x(t k )/t k ∈ M . Therefore the sequence (x(t k )/t k ) converges to the feasible set of problem (2.1) (more accurately, the distance from x(t k )/t k to the feasible set of problem (2.1) goes to zero as k → ∞). By assumption Q(t, x(t k )) ∩ X 0 is nonempty. For x 0 k ∈ Q(t, x(t k )) ∩ X 0 we have (F y i − tb) T (F x 0 k − b) = 0. Hence x 0 k ∈ X 0 ∩ L − (t, x(t k )). Since u(t k ) ∈ U s (t k , x(t k )), it holds that J(u(t k )) ≤ J(x 0 k ) = J 0 . Using the convexity of J, we get
Hence the sequence (x(t k )/t k ) (convergent to the feasible set of problem (2.1)) converges to the solution set X 0 , and dist(x(t k ), X 0 ) → 0 as k → ∞. Theorem 8.2. Let (8.2) be satisfied. Then every discrete-time trajectory under the penalized shifting feedback is solution approaching.
Proof. Let (x(t k )) be a discrete-time trajectory under the penalized shifting feedback U ps , i.e., x(x k+1 ) = x(t k ) + u(t k )δ, where u(t k ) ∈ U ps (t k , x(t k )). Let
Obviously,
