Abstract: In this paper we continue to explore identification of nonlinear systems using the previously proposed concept of model-on-demand. The idea is to estimate the process dynamics locally and on-line using process data stored in a database, and has in earlier contributions proven to be capable to produce results comparable to (or better than) other nonlinear blackbox approaches. The modeling part of the method is based on local polynomial modeling ideas. This has several implications on the choice of model structure, which is discussed at length in the paper. It is concluded that the NARX structure should be considered as the default choice in the local polynomial context. Furthermore, it is shown that the predictions in some situations can be enhanced by tuning other parameters that are special for the nonparametric case. The usefulness of the method is illustrated in numerical simulations. For the chosen application it is shown that the prediction errors are in order of magnitude directly comparable to more established modeling tools such as artificial neural nets.
INTRODUCTION
The problem of modeling dynamical systems from experimental data with poor a priori knowledge of the system is usually referred to as black-box modeling (Ljung, 1999) . It has traditionally been solved using linear models of different sophistication. However, problems usually occur when encountering highly nonlinear systems that poorly allow themselves to be approximated by linear models. As a consequence of this, the interest for nonlinear modeling alternatives like neural networks and radial basis functions has been growing in recent years (Sjöberg et al., 1995; Chen et al., 1990) . When the number of observations grows very large, however, this approach appears less attractive because of the difficulties in specifying model structure and the complexity of the associated optimization problem. Inspired by ideas from local modeling and database systems technology, we have taken a conceptually different point of view: We assume that all available data are stored in a database, 1 Email: stenman@isy.liu.se and that local models are built "on demand" as the actual need arises.
It is clear that many possibilities for constructing the local model exist. In this contribution we will focus on different nonparametric methods derived in earlier contributions (Stenman et al., 1996; Stenman, 1999) , and will address some of the design considerations that have to be taken into account when using such methods for prediction and simulation.
The organization of the paper is as follows: Section 2 states the basic problem considered, whereby Section 3 shows how it can be solved using the modelon-demand concept. The different aspects of model structure selection associated with the method are discussed in Section 4, and are exemplified in Section 5. In Section 6, finally, the conclusions are drawn.
PRELIMINARIES
The class of systems considered here will be nonlinear, multi-input, single-output (MISO) systems in discrete time, governed in input-output form by the dynamic relationship
where
is a regression vector constructed from past measurements . . , (u(N) , y(N))}.
The goal of the modeling is to produce a good predictor, i.e., one that estimateŝ
as well as possible, utilizing all the available information contained in ϕ(t). This problem has traditionally been solved by parametric black-box approaches. In this contribution we shall instead utilize the recently proposed concept of model-on-demand for prediction and simulation purposes.
MODEL-ON-DEMAND
The basic principles behind the model-on-demand philosophy is as follows: Given a database of observed output-regressor pairs from the plant {(y(k), ϕ(k))}, a local prediction is formed by retrieving relevant data from the database and applying a suitable modeling operation.
For the modeling part we have adopted a "sliding window" approach. That is, for each operating point ϕ(t), a local model is identified via the weighted regression problem; minimize
subject to β. Here w k (·) are weights that control the locality and (·) is a scalar-valued and positive norm function.
The weights can of course be selected in many ways. In the statistics they are often implicitly selected according to
where h is a bandwidth parameter controlling the size of the local neighborhood, u M is a scaled distance function on the regressor space, and W (·) is a window function (usually referred to as the kernel) assigning weights to each remote data point according to its distance from ϕ(t). The kernel is typically a bellshaped function with support on the interval [0, 1], see Figure 1 , where some commonly used windows are depicted. In Stenman (1999) we also studied a direct optimization scheme that explicitly determines the optimal weights. It has been shown that this might result in better accuracy in some cases (Stenman et al., 1997) . 
Local Model Structures
In principle, it is possible to use any model structure as local model in (2). However, if a quadratic norm, (ε) = 1 2 ε 2 , is used and the model is linear in the parameters, the estimate can be explicitly computed using ordinary weighted least squares. This idea of estimating β has a long tradition within the statistics and is usually referred to as local polynomial modeling (Fan and Gijbels, 1996) .
For simplicity we assume a local linear model structure,
as the the default model in the sequel of the paper. Thus, ifβ 0 andβ 1 denote the minimizers of (2) using the model (3), it is easy to realize that an estimate of y(t) (i.e., the one-step-ahead prediction), is given bŷ
Note that each optimization of (2) produces a single local predictionŷ(t) corresponding to the current regression vector ϕ(t). To obtain predictions at other locations in the regressor space, the weights change and new optimization problems have to be solved. This is in contrast to the global modeling approach where the model is fitted to data only once. Since no global description is obtained, estimators like (2) is often called nonparametric.
Model Tuning
It is well known that the bandwidth h has a critical impact on the resulting estimate, since it governs a tradeoff between the bias and variance errors of the estimate. Methods that use the available data to produce a good bandwidth are usually referred to as bandwidth selectors, and have been thoroughly studied within the statistical literature, see for instance Fan and Gijbels (1996) and the references therein. They can roughly be divided into "classical" methods which are based on cross-validation ideas, and "plug-in" methods which rely on minimizing asymptotic MSE expressions. The majority of the bandwidth selectors proposed so far, though, have been of global type, i.e., they produce a single global value. However, adaptive (i.e., local) methods, which select local bandwidths on-line for each estimation point, have gained a significant interest in recent years, even though the development of them still seems to be an open and active research area. See Stenman (1999) for a detailed discussion.
The scaling matrix M that controls the distance function can be optimized in a similar way. The simplest choice, though, is to let it be the identity matrix. This corresponds to the usual Euclidean norm. A diagonal scaling matrix transforms the radially symmetric distance function into an axis parallel ellipse. By also allowing cross-terms in M it is possible to make the ellipse arbritrary oriented. Selecting the scaling matrix is very important, especially when the regressor components have very different magnitudes. An obvious default choice, which has been adopted here, is to make it proportional to the inverse covariance of the regressors.
Extensions
It is clear that several extensions of the local polynomial regression idea exist. One possibility is to replace (2) with a localized maximum likelihood criterion (Tibshirani and Hastie, 1987) , although this will increase the computational burden even more. Recent work by Kulhavý and Ivanova (1999) has also shown how it is possible to incorporate a priori information to the local model through a localized Bayesian estimation approach.
DESIGN CONSIDERATIONS
In order to obtain a local model that is suitable for prediction or simulation, there are a number of design questions which have to be taken into consideration:
(1) Which quantities, constructed from past measurements, should be included in the regression vector ϕ(t)? (2) Which model structure should be used? (3) Which criteria should be used when determining which data that are relevant for the local fit?
The first question is the same for all modeling approaches (linear as well as nonlinear ones) and in most situations it turns out that the most useful choices of regression vectors are those who are built up by past inputs and outputs. The second question appears in parametric black-box modeling too, but then usually includes a wide range of different parameterizations. In a local modeling framework, we essentially just have to decide upon the polynomial degree and the norm for the fit. The third question is rather unique for the nonparametric estimation problem, because of its local properties. Nevertheless, it is an important one, since we can emphasize different features in data with different relevance measures.
Model Structures for Nonparametric Methods
For parametric models, it is well known that adding an extra regressor component enables an increased flexibility, but that this comes to the price of an increased variability of the estimated parameters. It is thus often desirable to keep the dimension of the regression vector as low as possible. This conclusion still holds and is perhaps even more important in the nonparametric case. It is a well-known fact that the rate of convergence typically gets slower in higher regressor dimensions. This is primarily due to the socalled curse of dimensionality, which follows from the sparseness of data in the multidimensional regressor space. Another, but yet equally important reason is the dataset searching problem associated with the local modeling. Certain storage structures, like k-d trees (Bentley, 1975) , have proven to be most efficient for a moderate number of dimensions.
As we shall see later, a possible alternative to restrict the size of the regression vector, is to impose restrictions on the mapping m(·). One such possibility is to assume that the regression function is global in certain regressor directions. This is usually referred to as conditionally parametric models, and could be a useful weapon to combat the curse-of-dimensionality.
Let us here review different choices on model structures and their ability to be adapted to the local polynomial framework. The discussion will be made assuming single-input, single-output systems. Generalization to the multiple-input, single-output case is straightforward however; think of u(t) as a vector of inputs.
NFIR Structures
The simplest nonlinear dynamical model is the nonlinear finite impulse response model, NFIR, which only uses past inputs as regressors, i.e.,
Here n b and n k denote the number of past inputs and the time delay, respectively. The corresponding predictor is obtained by deleting the noise term. That is,ŷ
A major advantage with this structure is that it will always generate bounded predictions (provided, of course, that m(·) does not have any singularities), since it only depends on past inputs which are assumed to be bounded. However, in order to achieve accurate predictions, the NFIR structure normally requires quite large model orders n b , which, as discussed above, is unsuitable for the local modeling approach.
NARX Structures
Augmenting the NFIR model structure with an autoregressive part results in the nonlinear, autoregressive with exogenous input, NARX, model. As shown earlier by Ljung and Wahlberg (1992) , the linear FIR and ARX models are capable of approximating any linear system provided arbritrary high model orders are allowed. It easy to believe that the NARX model will play a similar role for the nonlinear case. The most general NARX structure is
which was referred to as the NARX 1 structure by Sjöberg et al. (1995) . Here n a denotes the number of lagged outputs. Its predictor iŝ
The NARX model has several nice properties which make it suitable to work with and a default choice for many applications:
• It is general and can describe any nonlinear system well.
• It is not recurrent, i.e., the regressors are independent of previous model outputs.
Unfortunately, there are also drawbacks: There is no specific noise model built into the structure. Instead the noise dynamics are modeled along with the plant dynamics. As a consequence of this, a good approximation of both the system and the noise dynamics may require a high dimension of the regression vector ϕ(t). A solution to these problems is to include separate noise dynamics in the model.
Structures with Separate Noise Models: NAR-MAX, NOE and NBJ
Structures with separate noise models can be constructed by incorporating past prediction errors ε(t − k) = y(t − k) −ŷ(t − k) into the regression vector. However, since it under normal circumstances is quite difficult to model the noise in a general nonlinear way, it seems natural to impose the restriction that the model is linear in the prediction errors. This corresponds to the NARMAX-type structure
where ϕ(t) is constructed as in the NARX case. The corresponding predictor iŝ
which can be interpreted as a conditionally parametric model that is global in the ε(t − k)-directions of the regressor space.
A NARMAX model of the form (6) can be estimated by modifying the loss function in (2) according to arg min
However, since this model is not linear in the parameters, a numerical optimization routine must be used. Thus this model is not that suitable for the nonparametric setting. The same conclusion will of course also hold for the nonlinear Box-Jenkins (NBJ) and output error (NOE) structures. 
NFIR Systems with Colored Noise
For the noise v(t) we will in general only need a spectral description. It can thus be described by
where {e(t)} is white noise. A predictor for (7) iŝ
In the first term, the linear filter H −1 (q) can equally well be absorbed into the nonlinear mapping m(·). The structure (7) can thus be viewed as a NFIR structure, accomplished by a linear term consisting of past y(t)'s. That is,
Since this structure has the same regressor configuration as the NARX 1 model in equation (5), it has been referred to as a NARX 2 model by Sjöberg et al. (1995) . The fact that it is not recurrent makes it a very interesting and useful alternative to work with.
In the model-on-demand framework, the NARX 2 model can similarly to the NARMAX structure above be interpreted as a conditionally parametric local linear model which is global in the y(t − k)-directions of the regressor space. Estimation of such models can be performed by zeroing out the corresponding elements of the scaling matrix M that controls the distance function. Another alternative is to start by fitting a global linear model to the y(t − k)-regressors, and use the residuals for nonparametric modeling in the u(t − k)-directions of the regressor space.
The NARX 2 concept can be extended to the case where the predictor consists of a sum of two nonlinear terms which are independent of each other. That iŝ
A model of this type is referred to as an additive model in the statistical literature (Hastie and Tibshirani, 1990) , and can (although even more computational demanding) be estimated using the backfitting algorithm which alternates between estimating m 1 (·) and m 2 (·) from previous residuals. In the work by Sjöberg et al. (1995) , a model of the form (9) was called a NARX 3 model, and can be interpreted as a FIR model of the type (7) where the noise is state dependent. That is,
AN EXAMPLE
In this section we will illustrate some of the previously described concepts through simulations. The application has previously been investigated by Sjöberg et al. (1995) and Gunnarsson and Krus (1990) and has to some extent become a "benchmark" example for nonlinear black-box modeling.
The system in question is a hydraulic actuator that controls the position of a robot arm. The arm position is directly coupled to the oil pressure in the actuator which is determined by a valve that regulates the oil flow into the actuator. The modeling aim is to model the oil pressure as a function of the valve opening.
The dataset consists of 1024 samples in total and has been split into two equally sized parts -one for estimation and one for validation. Figure 2 shows the estimation part. The valve opening is here denoted u(t) and the oil pressure p(t). As observed from the figure, the oil pressure signal has very oscillative settling periods after step changes in the valve size. This is primarily due to mechanical resonances in the robot arm.
It seems reasonable to start by first considering simple linear black-box models. Experiments performed by Sjöberg et al. (1995) show that a model that predicts the pressure p(t) using three old values of the pressure and two old values of the valve size signal (i.e., an ARX 321 model) is appropriate for this particular application. The result of a simulation on validation data using this configuration is shown in Figure 3 (a). The achieved root mean squared error, RMSE, for the simulated output is 0.925, but it is quite obvious from visual inspection that it would be possible to improve this rather poor result by considering more complex nonlinear models.
A severe problem with this application from a local modeling viewpoint is of course the sparseness of data (512 data points in a five-dimensional regressor space). However, it might anyway be interesting to see how far we can get with the a local polynomial approach. We found that in order to obtain reasonable results we had to increase the model order by one. That is, to use a NARX 431 predictor, A simulation with this setup in the model-on-demand framework is shown in Figure 3 (c). The RMSE error is now 0.471. Trying the NARX 3 model and other choices of model parameters did not result in any further improvements. However, Sjöberg et al. (1995) obtained a best value of 0.328 using a complex neural network structure. The conclusion is therefore that this dataset is too small to produce results directly comparable to the parametric case. Nevertheless, we have demonstrated how local modeling techniques even for rather small datasets quite drastically can improve the quality of the simulations compared to traditional linear black-box modeling. can be enhanced by tuning certain parameters like the the scaling matrix.
The usefulness of the model-on-demand concept has been illustrated in numerical simulations. For the chosen application we have shown that the prediction errors are in order of magnitude directly comparable to more established modeling tools such as artificial neural nets. However, we have at the same time shown that the demand for large datasets is more obvious in the model-on-demand case than for traditional parametric modeling approaches.
