The objective of this paper is twofold: (i) 
Introduction
Polynomial series are of great importance in control theory. Both continuous and discrete polynomial series are useful in approximating state and/or control variables, in modal reduction, optimal control, and system identification, providing effective and efficient computational methods [8, 12, 14] . From recent years, the theory of control for discrete and continuous time is being unified and extended by using the formalism of time scales: see [3, 4] and references therein. Looking to the literature on time scales, one understands that such unification and extension is not unique.
Two main directions are being followed: one uses ∆-derivatives while the other chooses ∇-derivatives instead. In this paper we adopt the more general notion of diamond-α derivative [16] , and give the first steps on a correspondent theory of polynomial series. As particular cases, for α = 1 we get ∆-polynomial series; when α = 0 we obtain ∇-series. By choosing the time scale to be the real (integer) numbers, we obtain the classical continuous (discrete) polynomial series.
Diamond-alpha derivatives have shown in computational experiments to provide efficient and balanced approximation formulas, leading to the design of more reliable numerical methods [13, 16] . We claim that the combined dynamic polynomial series here introduced are useful in control applications.
2 The ∆, ∇, and ♦ α calculus
Here we give only very short introduction (with basic definitions) on three types of calculus on time scales. For more information we refer the reader to [1, 2, 6, 11, 15, 16] .
By a time scale, here denoted by T, we mean a nonempty closed subset of R. As the theory of time scales give a way to unify continuous and discrete analysis, the standard cases of time scales are T = R, T = Z, or T = cZ, c > 0.
For t ∈ T, the forward jump operator σ and the graininess function µ are defined by σ(t) = inf{s ∈ T : s > t} and σ(sup T) = sup T if sup T < +∞; µ(t) = σ(t) − t. Moreover, we have the backward operator ρ and the backward graininess function ν defined by ρ(t) = sup{s ∈ T : s < t} and ρ(inf T) = inf T if inf T > −∞; ν(t) = t − ρ(t). In the continuous-time case, i.e. when T = R, we have σ(t) = ρ(t) = t and µ(t) = ν(t) = 0 for all t ∈ R. In the discretetime case, σ(t) = t + 1, ρ(t) = t − 1, and µ(t) = ν(t) = 1 for each t ∈ T = Z. For the composition between a function f : T → R and functions σ : T → T and ρ : T → T, we use the abbreviations f σ (t) = f (σ(t)) and f ρ (t) = f (ρ(t)). A point t is called left-scattered
For a function f : T → R, we define the ∆-derivative of f at t ∈ T k , denoted by f ∆ (t), to be the number, if it exists, with the property that for all ε > 0, exists a neighborhood U ⊂ T of
The ∇-derivative of f , denoted by f ∇ (t), is defined in a similar way: it is the number, if it exists, such that for all ε > 0 there is a neighborhood V ⊂ T of t ∈ T k such that for all s ∈ V,
Example 2.1. The classical settings are obtained choosing T = R and T = Z:
and f is ∆ and ∇ differentiable if and only if it is differentiable in the ordinary sense.
Let
It is possible to establish some relationships between ∆ and ∇ derivatives.
A function f : T→R is called rd-continuous provided it is continuous at right-dense points in T and its left-sided limits exist (finite) at left-dense points in T. The class of real rd-continuous functions defined on a time scale T is denoted by C rd (T, R).
If f ∈ C rd (T, R), then there exists a function F (t) such that F ∆ (t) = f (t). The delta-integral is defined by
Similarly, a function f : T→R is called ld-continuous provided it is continuous at left-dense points in T and its right-sided limits exist (finite) at right-dense points in T. The class of real ld-continuous functions defined on a time scale T is denoted by C ld (T, R). If f ∈ C ld (T, R), then there exists a function G(t) such that G ∇ (t) = f (t). In this case we define
Example 2.3. Let T = cZ, c > 0, and f ∈ C rd (T, R) ∩ C ld (T, R). Then, one has:
Definition 2.1. [13] Let µ ts = σ(t) − s, η ts = ρ(t) − s, and f : T → R. The diamond-alpha derivative of f at t is defined to be the value f ♦α (t), if it exists, such that for all ε > 0 there is
Remark 2.1. The ♦ α -derivative is a convex combination of delta and nabla derivatives. It reduces to the ∆-derivative for α = 1 and to the ∇-derivative for α = 0. The case α = 0.5 has proved to be very useful in applications. For more on the theory of ♦ α -derivatives than that we are able to provide here, we refer the interested reader to [11, 13, 15, 16] .
The same idea used to define the combined derivative is taken to define the combined integral.
In general the ♦ α -derivative of t a f (τ )♦ α τ with respect to t is not equal to f (t) [15] . Next proposition gives direct formulas for the ♦ α -derivative of the exponential functions e p (·, t 0 ) andê p (·, t 0 ). For the definition of exponential and trigonometric functions on time scales see, e.g., [6] .
Proposition 2.5. Let T be a time scale with the following properties: σ(ρ(t)) = t, and ρ(σ(t)) = t. Assume that t 0 ∈ T and for all t ∈ T one has 1 + µ(t)p(t) = 0, and 1 − ν(t)p(t) = 0. Then,
2)
1+p ρ (t)ν(t) e p (t, t 0 ), from where it follows (2.1). Similarly, we have thatê
, from where (2.2) holds.
Generalized monomials and polynomial series
Let T be an arbitrary time scale. Let us define recursively functions h k : T×T → R, k ∈ N∪{0}, as follows:
Similarly, we consider the monomialsĥ k (·, t 0 ): they are the functionsĥ k : T×T → R, k ∈ N∪{0}, defined recursively byĥ
All functions h k are rd-continuous, allĥ k are ld-continuous. The derivatives of such functions show nice properties:
, where t 0 ∈ T and derivatives are taken with respect to t. We have that
Finding exact formulas of h k orĥ k for an arbitrary time scale is, however, not easy. From [7] we have the following result:
Next proposition gives explicit formulas for homogenous time scales with µ(t) = c, c a strictly positive constant. For that we need two notations of factorial functions: for k ≥ 1 we define t k = t(t − 1) · · · (t − k + 1) and t k = t(t + 1) · · · (t + k − 1) with t 0 := 1 and t 0 := 1. 
Proof. Firstly, h 0 (t, t 0 ) =ĥ 0 (t, t 0 ) = 1. Next we observe that h ∆ k+1 (t, t 0 ) = c k+1 (
. Hence, by the principle of mathematical induction, (a) holds for all k ∈ N ∪ {0}. Sinceĥ k (t, t 0 ) = (−1) k h k (t 0 , t), (b) is also true.
Remark 3.1. Let T = cZ, c > 0. From the properties of factorial functions it follows:
In particular, when c = 1 and T = Z, we have:
In the next section we need the following results.
Remark 3.2. Let T = cZ, c > 0, and t ∈ T. Then, for k ∈ N ∪ {0}, the following holds:
Proof. Let T = cZ, c > 0, and t, t 0 ∈ T. For t < t 0 , it is enough to notice that
to prove (a). Equality (b) is proved in a similar way: for t > t 0 , we have:ĥ
As a consequence of (3.1) and equalities f σ = f + µf ∆ and f ρ = f − νf ∇ , the following laws of differentiation of generalized monomials follow.
Proof. From the definition of ♦ α -derivative and Corollary 3.4, we have:
where R n (t, t 0 ) =
whereR n (t, t 0 ) =
By a polynomial real series we usually understand a series of the form Σ ∞ k=0 a k P k (t), where (P k (t)) n∈N is a given sequence of polynomials in the variable t and (a k ) k∈N is a given sequence of real numbers. In the continuous case one has P k (t) = (t−t 0 ) k k! . For the time scales we are considering in this paper, we have P k (t) = h k (t, t 0 ) orP k (t) =ĥ k (t, t 0 ), and we speak about generalized power series on time scales [5, 9, 10] . Definition 3.1. Let T be a time scale and let us fix t 0 ∈ T. By a ∆-polynomial series (on T, originated at t 0 ) we shall mean the expression ∞ k=0 a k h k (t, t 0 ), t ∈ T; by a ∇-polynomial series (on T, originated at t 0 ) we mean ∞ k=0 a kĥk (t, t 0 ), t ∈ T, where for each k ∈ N, a k ∈ R. The sequence (a n ) n∈N is called the corresponding sequence of the series.
Remark 3.4. For any fixed t, t 0 ∈ T, both type of series become ordinary number series. If they are convergent for t we say that the polynomial series is convergent at t.
In [5] and [9] it is proved the following:
with the corresponding sequence of coefficients (a k ) k∈N 0 is convergent at t * ∈ T and t * ≥ t 0 , then the polynomial series is convergent for all values of t ∈ T such that t 0 < t < t * ∈ T.
Two polynomial series of the same type can be added and multiplied by scalars giving the same type of series. We can define the ∆-derivative of ∆-polynomial series: (
. Similarly, we have the ∇-derivative of ∇-polynomial series in the form
. Additionally, if the ∆-polynomial series is convergent for t ∈ t 0 , t * ) ∩ T and if the ∇-polynomial series is convergent for t ∈ (t * , t 0 ∩ T, then their derivatives are also convergent on the same sets. From Corollary 3.4 we obtain the following result.
Proposition 3.10. Let t 0 ∈ T, M > 0, and (a k ) k∈N∪{0} be a sequence such that |a k | ≤ M k for each k. We have:
∞ j=0 µ j (t)a j+k+1 ĥ k (t, t 0 ) exists and it is convergent for t ∈ J.
Remark 3.5. Let T = cZ, c > 0. There is no problem with convergence (i) in points t ≥ t 0 for series of the first type, (ii) at points t ≤ t 0 for series of the second ("hat") type, because such series are finite.
In [5] and [9] one can find generalized series for an exponential e p (t, t 0 ) with constant function p(t) ≡ p: for t ∈ T and t ≥ t 0 one has e p (t,
, which gives the rule e ∆ p (t, t 0 ) = pe p (t, t 0 ). As in Proposition 2.5, let us consider now a time scale with σ(ρ(t)) = t. Then,
where 5) and then e ♦α p (t, t 0 ) is as in Proposition 2.5. In [10] it is proved thatê p (t, t 0 ) = ∞ k=0 p kĥ k (t, t 0 ) for t ≥ t 0 . Then, we have thatê ∇ p (t, t 0 ) = pê p (t, t 0 ). We obtain that the ∆-derivative ofê p (·, t 0 ) with respect to t is given by the formula
and thenê ♦α p (t, t 0 ) is also as in Proposition 2.5.
Combined series
The diamond-α derivative reduces to the standard ∆ derivative for α = 1 and to the standard ∇ derivative for α = 0. The same "weighted" type definition is proposed for the diamond-α integral. Based on this simple idea, we introduce diamond type monomials. Let us begin with the trivial remark that for any f : T → R we can write f (t) = αf (t) + (1 − α)f (t).
Theorem 4.1. Assume that f is n + 1 delta-and nabla-differentiable on T k n+1 and T k n+1 , respectively. Let t 0 ∈ T k n ∩ T k n , t ∈ T. Then,
, with remainders R n (t, t 0 ) andR n (t, t 0 ) given as in Theorems 3.7 and 3.8.
Definition 4.1. Let T be a time scale and t 0 ∈ T. By a combined-polynomial series (on T, originated at t 0 ) we shall mean the expression
where t ∈ T and α ∈ [0, 1].
Remark 4.1. If in (4.1) we put α = 1, then we have a ∆-polynomial series. For α = 0 we obtain ∇-polynomial series. A combined-series is convergent if both types of polynomial series are convergent. For fixed t, t 0 ∈ T we get usual number series, so we can say that the series originated at t 0 is convergent at t if it is convergent as a number series. Proof. Based on Proposition 3.3, we consider: t = t 0 , when combined-series S α (t 0 , t 0 ) = αa 0 + (1 − α)b 0 ; t > t 0 , when the first part is finite the second is convergent; t < t 0 , when we have opposite situation to the previous one. Example 4.3. Let T = Z and f (t) = 2 t . Then, f ∆ k (t) = 2 t and f ∆ k (0) = 1 for k ∈ N ∪ {0}. Additionally, 2 t = ∞ k=0 h k (t, 0) = t k=0 t k for any t ≥ 0. But this series is not convergent for t < 0. We have f ∇ k (t) = 2 t−k and f ∇ k (0) = 2 −k . The series ∞ k=0 1 2 kĥk (t, 0) is convergent for any t ∈ Z. For that let c k (t) = and is convergent for t ≥ 0.
Conclusions
Polynomial series have been used in the literature for solving a variety of problems in control. In this paper we define Taylor series via diamond-alpha derivatives on time scales and provide the first steps on the correspondent theory. Such a theory provides a general framework that is valid for discrete, continuous or hybrid series. We trust that the polynomial series here introduced are important in the analysis of control systems on time scales.
