Structure-Guided Processing Path Optimization with Deep Reinforcement
  Learning by Dornheim, Johannes et al.
PREPRINT VERSION.
Digital Object Identifier PREPRINT VERSION
Structure-Guided Processing Path
Optimization with Deep Reinforcement
Learning
JOHANNES DORNHEIM1, LUKAS MORAND2, SAMUEL ZEITVOGEL1, TAREK IRAKI1,
NORBERT LINK1 AND DIRK HELM2.
1Intelligent Systems Research Group ISRG, Karlsruhe University of Applied Sciences, Karlsruhe, Germany (e-mail: {johannes.dornheim, samuel.zeitvogel,
tarek.iraki, norbert.link}@hs-karlsruhe.de)
2Fraunhofer Institute for Mechanics of Materials IWM, Freiburg, Germany (e-mail: {lukas.morand, dirk.helm}@iwm.fraunhofer.de)
Corresponding author: Johannes Dornheim (e-mail: johannes.dornheim@hs-karlsruhe.de).
The authors would like to thank the German Research Foundation (DFG) for funding the presented work, which was carried out within the
research project number 415804944: ’Taylored Material Properties via Microstructure Optimization: Machine Learning for Modelling and
Inversion of Structure-Property-Relationships and the Application to Sheet Metals’. Also, we would like to thank Jan Pagenkopf for
providing the crystal plasticity routine on which the implemented material model is based.
ABSTRACT A major goal of material design is the inverse optimization of processing-structure-property
relationships. In this paper, we propose and investigate a deep reinforcement learning approach for the
optimization of processing paths. The goal is to find optimal processing paths in the material structure space
that lead to target structures, which have been identified beforehand to yield desired material properties. The
contribution completes the desired inversion of the processing-structure-property chain in a flexible and
generic way. As the relation between properties and structures is generally nonunique, typically a whole
set of goal structures can be identified, that lead to desired properties. Our proposed method optimizes
processing paths from a start structure to one of the equivalent goal-structures. The algorithm learns
to find near-optimal paths by interacting with the structure-generating process. It is guided by structure
descriptors as process state features and a reward signal, which is formulated based on a distance function
in the structure space. The model-free reinforcement learning algorithm learns through trial and error while
interacting with the process and does not rely on a priori sampled processing data. We instantiate and
evaluate the proposed method by optimizing paths of a generic metal forming process to reach near-optimal
structures, which are represented by one-point statistics of crystallographic textures.
INDEX TERMS Microstructure Evolution, Process Design, Inverse Material Design, Deep Reinforcement
Learning, Multi Goal Reinforcement Learning, Reward Shaping, PSP Linkages, ICME, Crystal Plasticity,
Crystallogprahic Texture
I. INTRODUCTION
Manufacturing processes produce materials with desired
properties by generating the corresponding, underlying ma-
terial structures. The relations between processing, structure,
property, and performance of materials are represented in [1]
from a production point of view as a three-link chain.The
inversion of this three-link chain model, as depicted in Figure
1, reveals a workflow for the design of new materials and
processes, driven by the desired properties and performance
of the material. The present paper focuses on the last link of
the inverted model: The identification of optimal processing
FIGURE 1. Three-link chain, following [1]. Orange shaded chain: Focus of this
publication.
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paths in a given multi-step manufacturing process aiming to
produce predefined structures. A deep reinforcement learn-
ing approach is proposed for optimal path-finding, which
is guided by a reward function defined in the native space
of the material structures. The method is generic for any
set of goal structures and therefore independent of specific
target properties and property types, as long as the material
structure is correlated to the target properties.
A material property usually has a one-to-many relation to
structures, which means that a set of structures is equivalent
with respect to the desired material properties. The aim of
processing path optimization is then to find a path from an
initial structure to one of the equivalent target structures. In
the present contribution, we propose an algorithm to find
optimal paths to a single target structure and an extended
algorithm to solve problems with multi-equivalent target
structures. The contribution of structure-guided processing
path optimization to the inverse optimization of processing-
structure-property relationships is depicted in Figure 2. The
theory of the following sections and methods proposed in this
publication apply to structures of all scales. Microstructures
are of special interest in the material design context. There-
fore, we focus on microstructure processing use-cases. In the
following, we use the term microstructure without loss of
generality.
The proposed method is instantiated and evaluated with a
synthetic metal forming sample process. The process consists
of a sequence of forming steps, where a uniaxial displace-
ment is applied to the material with a certain direction
and magnitude being chosen by the algorithm at each step.
We simulate the evolution of crystallographic texture as
one of the major microstructural features that is affecting
macroscopic material properties. In process-integrated online
reinforcement learning the reinforcement agent directly in-
teracts with the process: The optimization algorithm obtains
the current crystallographic texture and determines the next
deformation step during the process execution. The proposed
algorithm can be set in series to any method for inverse
structure-property mappings. Recent examples of such meth-
ods in metal forming are described for example in [2], [3].
The core of both approaches is a supervised learning-based
identification scheme for regions in microstructure space
yielding a set of optimal or near-optimal microstructures with
respect to given target properties.
A. RELATED WORK
A general approach for materials design and optimal pro-
cessing is described by the Microstructure Sensitive Design
(MSD) framework, which goes back to the publication of
Adams et al [4]. An extensive review of publications in
the context of the MSD framework and its applications can
be found in Fullwood et al [5]. Central to MSD is the
description of microstructures using n-point correlation func-
tions transformed into a spectral representation. After this
transformation, microstructures are defined by single points
in high-dimensional spectral space and the set of microstruc-
tures obtaining specific target properties can be identified in
the form of points lying on iso-property hyperplanes. The
overall framework of MSD is described in [5] as a seven-
step process starting from the definition of the principal
properties (step one) and ending with the identification of
processing paths to reach a target microstructure from a given
starting microstructure (step seven). While a huge corpus of
publications exists for the first steps, only a few publications
can be found focusing on processing path optimization in
the context of material design [6]–[12]. Following the MSD
approach, in [6], a so-called texture evolution network is built
based on a priori sampled processing paths. The texture evo-
lution network is a directed tree graph with crystallographic
textures as vertices and process steps as edges. Once the
graph is built, it is mapped to property space by a structure-
property mapping. In property space, graph search algo-
rithms are used to find processing paths from a given graph-
node (which is denoting the starting structure) to a target-
node (which is denoting a structure with desired properties).
The sequence of edges passed is then the aimed processing
path. In [8], crystallographic texture evolution models for
the three processes of rolling, of uniaxial tension, and of
compression are used to create a network in the space of
microstructures, consisting of processing-streamlines. Linear
differential transition functions are derived from the conti-
nuity equation (following [13]) and are used to describe the
microstructure evolution for each process. Like the texture
evolution networks the a priori calculated streamlines can
be used as a process evolution model and search algorithms
can be used to query the model. In [9], one-step deformation
processes are optimized to reach an element of a set of
target microstructures. Tension, compression, and various
shear processes are represented by so-called process planes,
per process principal component analysis (PCA) projections
of microstructures that are reachable by the specific process.
The optimization is performed by searching for the process
plane which best represents one of the target microstruc-
tures. In [10] this approach is extended by calculating PCA
projections also for two- and three-step processes. In [11]
variational autoencoders are used to represent processed mi-
crostructures in a lower-dimensional space. A priori sampled
microstructures with associated processing paths are stored
in a database. For a given target microstructure, microstruc-
tures with known processing paths are then identified in the
database by using a distance-function defined in the low-
dimensional space. The method is applied to a data set, sam-
pled from parametrized shear, rolling, and tension processes
with up to four process steps. [12] combines Bayesian op-
timization and kinetic Monte Carlo simulations to optimize
welding process parameters and a grain growth process with
the objective defined in the microstructure space.
The majority of the methods discussed above are based
on a search-algorithm, either directly searching in a set of a
priori sampled processing paths [6], [9]–[11] or in a gener-
alized structure derived from a priori processing paths [7],
[8]. Thereby, they implicitly rely on the assumption, that the
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FIGURE 2. Overview of structure-guided processing path optimization in the context of inverse structure-property mappings. The direct three-link chain
(Processes-Structures-Properties) is depicted by white arrows; its inversion by black arrows. Goal-properties K∗ are mapped to a set of target structures σˇgG ∈ G.
Structures σ are described by features d(σ). For a given initial structure σ0, the aim of structure-guided processing path optimization is then to find an efficient
sequence of processing steps to one of the target structures from G. As indicated by the shaded process-area in the structure feature-space, not all structures from
G are necessarily reachable by the process. The optimization is guided by the structure features and a reward function defined in the space of structures.
sampled set is representative and fully describes the structure
space. In contrast, [12] actively samples a process simulation.
When it comes to the process-path length, most of the algo-
rithms optimize single-step processes [9], [12] or processes
with only few processing-steps (up to six processing-steps)
[10], [11]. Except for [9], [10], the discussed methods do
not explicitly consider the existence of sets of equivalent
microstructure solutions for a specified property goal.
B. CONTRIBUTION
We propose a model-free deep reinforcement learning al-
gorithm for structure-guided processing path optimization
and an extended algorithm for sample-efficient processing
path optimization in the case of various equivalent target
microstructures. The proposed algorithms can optimize pro-
cessing paths of arbitrary length (in our application study we
evaluate on paths with up to 100 processing-steps). The pro-
posed algorithms are not tied to a specific process model and
do not need a priori samples. Instead, they query the process
simulation during optimization (online). Online algorithms
are not restricted to the information which is represented in a
priori sampled datasets and particularly sample from regions
that are frequently visited during optimization. This usually
has a positive impact on sample-efficiency and the quality of
optimization results [14].
Amongst others, reinforcement learning has been pro-
posed for model-free optimal control of various non-linear
manufacturing processes like polymerization reaction sys-
tems [15], laser welding [16] and deep drawing [17]. The
algorithms proposed in this paper are based on deep Q net-
works (DQN) [18] with several enhancements [19]–[21]. We
extend DQN by a goal-prioritization and data-augmentation
mechanism to exploit the fact that several target microstruc-
tures are equivalent regarding the objective. The basis for
these extensions is the generalization of the reinforcement
learning value functions to include the target microstructures,
as it is done in the universal value function approximator ap-
proach [22]. The data-augmentation mechanism we propose
is inspired by hindsight experience replay [23]. We utilize
potential based reward shaping [24] for sample-efficient
learning.
The contribution of this paper is four-fold:
(1) The proposition of a deep reinforcement-learning algo-
rithm to solve single target structure-guided processing
path optimization problems.
(2) The extension of the proposed single target algorithm
to a novel deep reinforcement-learning algorithm to ef-
ficiently solve multi-equivalent goal optimization prob-
lems.
(3) The proposition of a histogram-based distance-function
for orientation densities to describe the crystallographic
texture
(4) An extensive quantitative evaluation of our algorithms on
a generic metal forming process.
To evaluate the proposed methods, we use an efficient
mean-field crystal plasticity model of Taylor type for the
study presented in this paper. The target of the optimized
process is the crystallographic texture in a single-phase poly-
crystalline material. However, due to the generic nature of
our method, it can also be combined with more accurate but
computationally expensive full-field simulation approaches,
see for example [25], [26]. Furthermore, it is not restricted
to optimize crystallographic texture but can be applied to any
kind of microstructural or material quantity.
To guarantee the reproducibility of our results and to
encourage the development of structure-guided processing
path optimization methods, we publish the used simulation
wrapped by an openAI Gym [27] reinforcement learning
environment.
C. PAPER STRUCTURE
This paper is structured as follows: In the following Section,
II we introduce the fundamental basics of the reinforcement
learning approach and the material model used for our eval-
uation case-study. Then, in Section III our proposed algo-
rithms for single-target and multi-equivalent-target structure-
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TABLE 1. Table of the most important symbols used throughout the paper
Symbol Quantity
Reinforcement Learning
S State-Space, Set of states s
A Action-Space, Set of actions a
t ∈ N time-step within an episode
K ∈ R+ Maximum length of episode/Processing path
P (st+1|st, at) probability of the transition to st+1 when taking
at in st
R(st, at, st+1) Reward for the transition from st to st+1 via at
γ ∈ [0, 1] Discount factor
pi, pi∗ (possibly stochastic) control policy, optimal pi
Vpi : S → R Expected future reward for pi
V∗ : S → R Expected future reward for pi∗
Q∗ : S ×A→ R Expected future reward for pi∗
x Experience tuple (st, at, st+1, R)
D Replay Memory, consisting of experience tuples x
α ∈ [0, 1] Q-Learning Learning Rate
θ,θ– Function approximation weights
Application
S Space of microstructures σ, σt, σ∗
K Space of material properties κ
P Process path
P∗ Optimal process path
G Set of equivalent target microstructures σˇG
SP ⊆ S Reachable Microstructures
dσ : S × S → R microstructure distance-function
f(h) Orientation Density Function
Taylor Model
T (i) Cauchy stress of ith crystal
F Deformation gradient
L Velocity gradient
R Rotation matrix
E Young’s modulus
guided processing path optimization are described. Section
IV describes the application case study that is used to evalu-
ate our methods. In Section V, evaluation results are reported.
Finally, the research results are summarized and discussed in
Section VI.
II. BACKGROUND
A. MARKOV DECISION PROCESS AND DYNAMIC
PROGRAMMING
Markov decision processes (MDP) are defined by the 5-tuple
(S,A, P,R, γ) and build the formal basis of the problem
definition for the algorithms of reinforcement learning and
of dynamic programming. S is the set of all states s of
the system, and A is the set of allowed control actions a.
P (st+1|st, at) is the probability of transition to the successor
state st+1 when applying action at in state st. Due to the
Markov property, the one-step transition probability function
P is sufficient to completely describe the transition dynamics
of the decision process. R(st, at, st+1) is the reward func-
tion, delivering a real-valued reward signal, when a transition
from st to st+1 takes place, triggered by action at at time
step t. The discount factor γ ∈ [0, 1] is the degree of future
reward discounting.
For a given control policy pi, a possibly stochastic mapping
from states to actions A ∼ pi(S) and the time-index t, the
state value function
Vpi(st) = EP,pi
[
R(st, at, st+1) + γVpi(st+1)
]
, (1)
denotes the expected discounted future reward when ap-
plying the control policy pi from state st onwards, where
at ∼ pi(st) and st+1 is drawn according to P . The MDP
is considered to be solved when an optimal control policy pi∗
is found, for which the expected future reward is maximized:
pi∗(s) = arg max
a∈A
EP
[
V∗(s′)
]
, (2)
for all s ∈ S, where V∗ = Vpi∗ . As it can be seen in (2),
pi∗ can be extracted from V∗. Consequently, finding pi∗ is
equivalent to finding V∗. When the transition function P
is known in advance, V∗ can be determined by dynamic
programming methods.
B. DEEP REINFORCEMENT LEARNING
If the transition function P is not known, methods from
reinforcement learning can be used to find the optimal policy
in an iterative learning-by-doing fashion, by interacting with
the processes and, based on the experiences made, deriving
the optimal policy pi∗. In function-based reinforcement learn-
ing, expected future reward functions, like the value function
(1), are modeled and the model is used to solve the MDP.
The objective of Q-learning based methods is to identify
the optimal Q-function Q∗, also named state-action value
function:
Q∗(st, at) = EP
[
R(st, at, st+1) + γQ∗(st+1, pi∗(st+1))
]
.
(3)
Unlike the value function from (1), the Q-function captures
the one-step system dynamics by taking the actions into
account. In Q-Learning, the approximation of the optimal
Q-function is updated based on experience-tuples xt =
(st, at, st+1, R(st, at, st+1)) gathered in each time-step by
interacting with the process. The update is as follows:
Q′(st, at)← Q(st, at) + α(δQ(xt)), (4)
where α ∈ [0, 1] is the Q-learning rate and δQ(xt) is the time
difference error, defined by
δQ(xt) = R(st, at, st+1)
+ γ max
at+1∈A
Q(st+1, at+1)−Q(st, at). (5)
The Q-function is guaranteed to converge to Q∗ if the explo-
rative policy, which is used during learning guarantees that
the probability of taking an action a in state s is non-zero
for every (s, a) ∈ S × A [28]. Often an -greedy policy is
used for this purpose, which acts randomly in an  fraction of
time-steps and greedy (according to the current Q-function
estimation) in all other cases [14].
Pure Q-learning (without function approximation) is sub-
ject to the curse of dimensionality, like other algorithms from
reinforcement learning and dynamic programming. This is
leading to difficulties in terms of the data complexity re-
quired for sampling high dimensional state-action spaces.
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To overcome these difficulties, in real-world applications,
Q-learning is often combined with supervised learning of
an approximation of the Q-function. When artificial neural
networks are used for function approximation, the Q-function
update learning rate α is dropped in favor of the back-
propagation optimizer learning rate. The training target for
a specific experience-tuple xt is then
YQ = R(st, at, st+1) + γ max
at+1∈A
Q(st+1, at+1,θ), (6)
where Q(s, a,θ) is the Q-function approximation, repre-
sented by an artificial neural network with weights θ. It is
important to note that the theoretical convergence guarantees
from pure Q-learning cease to hold when function approxi-
mators are used.
In this paper we use the deep Q Networks (DQN) algorithm
[18] as the core reinforcement learning algorithm. DQN
combines Q-function approximation using a deep artificial
neural network with experience replay [29]. In typical re-
inforcement learning tasks, successive states in the process
trajectory are highly correlated. Due to this fact, updating
the artificial neural network weights in the order of incoming
experiences xt breaks the i.i.d. assumption and leads to a phe-
nomenon called catastrophic forgetting: Early experiences
that may become useful later on in the training process are
buried under later experiences. Experience replay addresses
this, by storing the experiences in a so-called replay memory
D = [e0, e1, ..., eN ] which is used to sample data for mini-
batch updates of the DQN in a stochastic fashion during
learning. Due to the dependency of training targets on the
approximated Q-function with constantly updated parame-
ters θ as shown in (6), learning can still be unstable. In
DQN, target-parameters θ–, used for target-calculations, are
therefore decoupled from online-parameters θ, which are
continuously updated and used to derive the explorative pol-
icy pi. The target-parameters are kept fixed for nθ steps and
are then updated by copying the online-parameters θ– ← θ.
The per-sample training target is then
YDQN = R(st, at, st+1)+γ max
at+1∈A
Q(st+1, at+1,θ–). (7)
Further DQN enhancements have been shown to improve
learning performance and stability. The enhancements we
employ are prioritized experience replay (PER) [19], double
Q-learning [20] and dueling Q-learning [21]. In standard
DQN, experiences are sampled uniformly from the replay
memory D to form mini-batches for network training. As
the name PER suggests, some experiences are prioritized
during sampling. PER is based on the assumption that ex-
periences with a higher time-difference error δQ hold more
information regarding the optimization task. To ensure that
the prioritization does not lead to a loss of diversity in the
training data, PER uses a stochastic prioritization. The PER
hyperparameter αPER ∈ R+0 determines the influence of
the prioritization, where αPER = 0 corresponds to uniform
sampling. Any deviation from uniform sampling is in conflict
with the i.i.d. assumption of supervised learning. In RL
this becomes noticeable especially towards the end of the
learning process. The resulting bias is corrected in PER by
using weighted importance-sampling. The amount of initial
importance sampling correction β is specified by a second
PER hyperparameter β0 and then linearly approaches 1.0
during training. For an in-depth explanation of the stochastic
prioritization and importance sampling, we refer to [19].
When using Q-function approximation, the maximization
over estimated action values in the calculation of δQ (5) can
lead to an systematic overestimation of expectation values
[30]. Double Q-learning [20] reduces such overestimation
by decoupling the maximation of the action value from the
action evaluation. The maximization is then done by the
online-network, while the evaluation is still conducted by the
network with the target parameters. The resulting per-sample
target is
YDDQN = R+ γQ(st+1, arg max
at+1∈A
Q(st+1, at+1,θ),θ–),
(8)
where R = R(st, at, st+1).
In Dueling Q-learning a decomposition of the Q-network
architecture into two separate streams is proposed. The
decomposition is based on the relationship Qpi(s, a) =
Vpi(s),Api(s, a), where Vpi is the state-value function from
(1) and Api is the so-called advantage-function, the delta of
the value of a given state s and the value of applying action a
in s. Dueling Q-learning is compatible with PER and double
Q-Learning. For details we refer to [21].
C. TAYLOR-TYPE MATERIAL MODEL
For the purpose of this work, a Taylor-type crystal plasticity
model is used as is described in [31]. The Taylor-type model
is based on the assumption that all crystals in a polycrys-
talline aggregate experience the same deformation and does
not consider spatial relations and morphological texture. In
addition to the classical Taylor model, the stress response of
the material is given by the average volume-weighted stress
over all n crystals
T =
1
V
n∑
i=1
T (i)V (i), (9)
where T denotes Cauchy stress. Based on the multiplicative
decomposition of the deformation gradient in its elastic and
plastic partsF = F e·F p, the stress tensor in the intermediate
configuration can be derived for a single crystal:
T ∗ =
1
2
C : (F Te · F e − I), (10)
where I is the second order identity tensor, C is the fourth
order elastic stiffness tensor, and the : operator stands for the
double dot product. For cubic symmetry, C has only three
independent parameters: C11, C12, and C44. For iron single
crystals, these can be set to 226.0, 140.0, and 116.0 GPa,
respectively [32]. The evolution of the plastic deformation is
PREPRINT VERSION 5
Johannes Dornheim et al.: Structure-Guided Processing Path Optimization with Deep Reinforcement Learning
defined on the basis of the plastic part of the velocity gradient
Lp:
Lp = F˙ p · F−1p . (11)
The flow rule is defined as the sum of the shear rates γ˙ on
every active slip system η [33]:
Lp =
∑
η
γ˙(η)m(η) ⊗ n(η). (12)
The slip systems are defined via the slip plane normal n and
the slip direction m. For body-centered cubic crystals, the
slip systems are given by the Miller indices {110}<111> and
{112}<111>. For simplicity and with adequate accuracy, the
slip system family {123}<111> is not incorporated. To solve
(12), a phenomenological approach is used. The shear rates
are given by the power-law as it is described for example in
[34]:
γ˙(η) = γ˙0
∣∣∣∣τ (η)r(η)
∣∣∣∣1/m sign(τ (η)), (13)
where r(η) is the slip system resistance, and γ˙0 and m stand
for the reference shear rate and the rate sensitivity and are
set to 0.001 sec−1 and 0.02, respectively [35]. The resolved
shear stress τ (η) is defined by Schmid’s law
τ (η) = ((F Te · F e) · T ∗) : (m(η) ⊗ n(η)). (14)
To model the hardening behavior, a description is used that
can be found for example in [36] and [37]. The hardening
model is of an extended Voce-type [38]:
τˆ (η) = τ0 + (τ1 + ϑ1Γ)(1− e−Γϑ0/τ1), (15)
in which τ0, τ1, ϑ0, and ϑ1 are material dependent parameters
that are calibrated to experimental data of DC04 steel1 and
therefore set to 90.0, 32.0, 250.0, and 60.0 MPa, respectively.
The accumulated plastic shear Γ is given by
Γ =
∫ t
0
∑
η
∣∣∣γ˙(η)∣∣∣dt. (16)
The evolution of the slip system resistance can be calculated
via
r˙(η) =
dτˆ (η)
dΓ
∑
ζ
qˆηζ |γ˙(ζ)|, (17)
where qˆηζ is a matrix that describes the ratio between latent
and self-hardening. Having two slip system families, then
qˆηζ is composed out of the parameters qˆ1 and qˆ2, while the
diagonal elements are equal to 1.0. qˆ1 represents the latent
hardening of coplanar slip systems and qˆ2 of non-coplanar
slip systems. Both values are set to 1.4 [34].
1experiments performed at IUL Dortmund during DFG project Graduate
School 1483 [39]
D. REPRESENTATION OF CRYSTALLOGRAPHIC
TEXTURE AS A MICROSTRUCTURAL FEATURE
In this work, the crystallographic texture is described by a
one-point correlation function, namely the orientation distri-
bution function (ODF). The ODF is commonly defined as a
continuous and non-negative function f(h) with
f(h)dh =
V (h)
V
and
∫
SO(3)
f(h)dh = 1, (18)
where h is a point in SO(3) and V (h) is the volume of h
in the orientation space. To describe the ODF of metallic
materials, conditions for crystal and sample symmetry can
be introduced. Due to these symmetry conditions, various
regions of SO(3) are equivalent. Therefore, orientations
can be mapped to a fundamental zone, such that the ODF
described by the mapped orientations f(h˜) is physically
indistinguishable from f(h) [40].
For function approximation in the context of reinforcement
learning a low dimensional state-representation is preferred
that describes the state adequately by ordered features. These
requirements can be fulfilled by approximating the ODF
using generalized spherical harmonics (GSH) [40] and tak-
ing its coefficients as state-representation. By embedding
crystal and sample symmetry, the GSH can be symmetrized
to reduce the number of necessary coefficients:
f(h) =
∞∑
l=0
M(l)∑
u=1
N(l)∑
v=1
Cuvl
∴
Tuvl (h), (19)
where
∴
Tuvl are the symmetrized generalized harmonics func-
tions and Cuvl are the corresponding coefficients. M(l) and
N(l) describe the number of linearly independent harmonics
for the crystal and sample symmetry and are defined in [40].
(19) depicts an infinite series, which is usually truncated to
a certain degree based on the application of interest. The
obtained coefficients represent a compact and ordered set of
features describing the ODF. Due to these properties, GSH
coefficients are popular ODF descriptors in machine learning
and data mining applications (e.g. [5], [6], [7], [10]). We
denote the GSH coefficient vector of a texture σ with the
crystal system Ω of grade l by ζΩl (σ). The representation
of the ODF via a vector of GSH coefficients does not allow
the unambiguous calculation of distances between structures,
which is a prerequisite to reach given target structures. An al-
ternative representation will therefore be proposed in Section
IV.
III. METHOD
A. OBJECTIVE
For a given target microstructure σˇ ∈ S , structure-guided
processing path optimization aims to find a sequence of
processing steps P∗ = (a0, a1, ..., an−1, an), where n < K
and K is the maximum length of P , that leads from an initial
microstructure σ0 to the nearest possible microstructure
σ∗ = arg min
σ∈SP
dσ(σ, σˇ), (20)
6 PREPRINT VERSION
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from the set of microstructures SP ⊆ S which are reachable
by the process, where dσ : S×S → R+0 is a distance function
in the microstructure space S. The optimal processing path
P∗ is the shortest among all paths from σ0 to σ∗. Neither
SP nor σ∗ are known in advance. Instead, an interactive
microstructure changing process is given.
Typically multiple equivalent material microstructures ex-
ist, which all of them bear the desired material properties
exactly or at least in a sufficiently small range. Approaches
for the inversion of structure-property mappings therefore
often return a set G of target microstructures σˇG ∈ G instead
of a single target microstructure σˇ [2], [3]. The additional
aim of processing path optimization is then to identify the
best reachable target microstructure σˇ∗G ∈ G. (20) extends to
(σ∗, σˇ∗G) = arg min
(σ,σˇG)∈SP×G
dσ(σ, σˇG). (21)
Generally, processing path optimization algorithms can take
two basic strategies to solve this extended task:
(a) Independently optimize paths for each σˇG ∈ G, to
identify σˇ∗G retrospectively.
(b) Integrate the identification of σˇ∗G into the path optimiza-
tion procedure.
Strategy (a) results in a straight forward procedure using
a standard single-goal process path optimization algorithm
for every structure in G, while strategy (b) often requires
adoptions of the standard single-target path optimization
algorithm. If the optimization algorithm works online like the
proposed approach and not on a priori process samples, the
overall process efficiency is highly dependent on the number
of interactions. In the case of real processes, this determines
the processing time, energy, and tool wear. In the case of
simulated processes, it determines the computational cost
of the process simulation. Strategy (a) uses the maximum
amount of resources by optimizing processing paths for each
σˇG ∈ G independently. By integrating the identification
of the optimally reachable structure into the optimization
procedure, the algorithm focuses its resources early on target
microstructures that are considered to be reachable and ig-
nores target microstructures that are very likely unreachable.
Therefore, we propose a multi-equivalent goal reinforcement
learning approach, which follows strategy (b).
In the remainder of this section, we firstly propose a
deep reinforcement learning approach to solve single-target
structure-guided processing path optimization problems, as
depicted in Figure 3, and then extend it to our multi-
equivalent goal structure-guided processing path optimiza-
tion approach.
B. SINGLE-GOAL STRUCTURE-GUIDED PROCESSING
PATH OPTIMIZATION
A microstructure changing process can be described by the
set of allowed processing steps a ∈ A, a set of process state
descriptions s ∈ S and a transition function P (st+1|st, at).
The state description st at time step t consists of a repre-
sentation d(σt) of the associated microstructure σt and in
FIGURE 3. Schematic overview of single-goal structure-guided processing
path optimization. For the target microstructure σˇ, the task is to find a path of
process actions P = [a0, a1, ....] that produces a microstructure σ∗, close to
σˇ. The process is a black-box for the reinforcement learning agent. After
executing at the process emits a state description st+1 and a reward signal
Rt+1 ∈ R. The reinforcement learning agent is structure-guided in the sense
that st is a description of the microstructure σt and the reward-signal Rt is a
function g of the microstructure distance dσ(σt+1, σˇ). The region of
reachable microstructures is depicted by the shaded area. Here,
microstructures are represented by the crystallographic texture, depicted by
100, 110, and 111 pole figure plots.
some cases of additional process-state related quantities, like
process-conditions or external process parameters. For the
process studied in this paper, the microstructure is repre-
sented by truncated generalized spherical harmonics, thus
d(σt) = ζ
Ω
l (σt). The transition function P is not defined in
an explicit form but can be sampled by interacting with the
microstructure changing process or the process simulation.
To complete the formulation of the structure-guided pro-
cessing path optimization as a Markov decision process
(S,A, P,R, γ), a reward function R and discount factor γ
is needed. The proposed reward-formulation is based on a
distance function dσ , defined in the space of microstructure
descriptors. Based on dσ , a reward function which is in ac-
cordance with the formulation of the optimization objective
P∗ is given as
R(st, at, st+1) =

1
dσ(σK , σˇ)
, if t = K − 1
0 , else,
(22)
where σK is the microstructure associated with the terminal
state sK at the last time step K and where σˇ denotes the target
microstructure. Under this formulation exactly one non-zero
reward signal is emitted per episode on the transition from
sK−1 to sK . If γ = 1.0, the expected future reward V (s) for
any state s ∈ S indicates the expected inverse distance of the
associated microstructure σ to the target microstructure σˇ at
the end of the episode.
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Under this formulation, non-zero rewards are only occur-
ring at the end of an episode. Especially for long process-
paths (high values of K) this can lead to sample-inefficient
learning due to the so-called credit assignment problem [14]
when using unmodified RL algorithms like deep Q-Learning.
An efficient way to deal with this problem is potential-based
reward shaping as introduced in [24]. In order to get a dense
reward signal for learning, the original reward function R is
substituted by
R′ = R+ F, (23)
where the shaping function F is in the form
F (st, st+1) = γΦ(st+1)− Φ(st), (24)
and Φ : S → R+0 is a potential function of states s ∈ S.
As proven in [24], the optimal policy pi∗ and near optimal
policies are invariant to the substitution of R by R′ for finite-
horizon MDPs with a single terminal state. For problems with
various terminal states S¯ the invariance is only guaranteed if
Φ(s¯) = 0 for all potential terminal states s¯ ∈ S¯ (compare
[41], [42]). In our case, S¯ consists of all states that are
reached at the end of the episodes. For all other cases, we
use the inverse distance of the associated microstructure to
the target microstructure as potential. Thus,
Φ(st) =
0 , if t = K,1
dσ(σt, σˇ)
, else.
(25)
After substituting (22), (24) and (25) into (23), the shaped
reward function R′(st, at, st+1) is defined by
R′ =

1
dσ(σK , σˇ)
+ γΦ(sK)− Φ(st) , if t = K − 1,
γΦ(st+1)− Φ(st) , else,
=

1
dσ(σt+1, σˇ)
− 1
dσ(σt, σˇ)
, if t = K − 1,
γ
dσ(σt+1, σˇ)
− 1
dσ(σt, σˇ)
, else.
(26)
For undiscounted MDPs, where γ = 1.0, the cases coin-
cide to R′ =
1
dσ(σt+1, σˇ)
− 1
dσ(σt, σˇ)
.
In opposition to R, R′ emits a dense reward signal for
every step during optimization. Due to the policy invariance,
R′ can be used as a substitute for R without narrowing the
structure-guided processing path optimization result.
The single-goal structure-guided processing path opti-
mization problem can be solved by a broad range of MDP
solving approaches. Surrogate process models of different
kinds representing P (st+1|st, at) can be estimated from
simulation samples as a basis for model-based optimization
with dynamic programming methods. This approach would
lead to a trade-off between sample-size and accuracy of the
surrogate model and hence of the optimization result. In this
context, it is important to notice that data acquisition from
microstructure evolution simulations is usually computation-
ally expensive. We propose to use model-free reinforcement
FIGURE 4. Schematic overview of multi-equivalent goal structure-guided
processing path optimization. For a set of equivalent target microstructures
G = {σˇ1G , σˇ2G , σˇ3G} the objective is to identify the best reachable target
microstructure σˇ∗G from G, while optimizing the processing path P . Here,
microstructures are represented by the crystallographic texture, depicted by
100, 110, and 111 pole figure plots.
learning algorithms that directly interact with the simulation
model and thereby integrate sampling into the optimization
process. Due to its sample-efficiency and the good perfor-
mance on a broad range of tasks, we regard deep Q networks
(DQN) as a good basis for structure-guided processing path
optimization. For an increased sample efficiency and learning
stability, we use prioritized experience replay [19], double
Q-Learning [20], and dueling Q-Learning [21] extensions of
DQN in our structure-guided processing path optimization
approaches. Instead of the original reward, we learn expected
values of the shaped reward function from (26). Like in the
original DQN paper [18] we choose the initial exploration
fraction 0 to linearly approach f during the first n episodes.
The state-space S, the action-space A, and parameters used
for our studies are further specified in Section IV.
C. MULTI-EQUIVALENT GOAL STRUCTURE-GUIDED
PROCESSING PATH OPTIMIZATION
The multi-equivalent goal processing path optimization task
differs from the single-goal task as depicted in Figure 4. In-
stead of a single target microstructure σˇ, a set G of equivalent
target microstructures σˇgG ∈ G is given. The definition of σ∗
from (20) then extends to (21). As before P∗ is a processing-
path leading from σ0 to σ∗. However, to find P∗, it is now
required to also find the best reachable target microstructure
σˇ∗G .
Because σˇ∗G is not known, the reward function from (22)
and the shaped reward function from (26) can not be applied
directly to the multi-equivalent goal case. Following [22], a
per-target pseudo reward functionRg(st, at, st+1) is defined.
The per-target shaped reward function R′g(st, at, st+1) is
derived as described in (26). Rg and R′g are the multi-target
versions of (22) and (26), where σˇ is replaced by the target
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microstructure σˇgG ∈ G. Also the optimal policy pi∗g now
depends on σˇgG . The state-space S, the action-space A and
the transition probabilities are independent of σˇgG and remain
unchanged.
The basis of our multi-equivalent goal approach is to
define value functions that generalize over targets σˇgG , as
proposed for the multi-goal reinforcement learning case in
[22]. The state value function is thus formed by modifying
the state value function Vpi from (1) into
Vg,pi(st) = EP,pi
[
Rg(st, at, st+1) + γVg,pi(st+1)
]
(27)
and the optimal state value function becomes V∗g = Vg,pi∗g .
Accordingly the state-action value function Qpi becomes
Qg,pi and the double Q-learning advantage function Api is
Ag,pi , with Q∗g = Qg,pi∗g and A∗g = Ag,pi∗g .
As done in the single-goal approach, we use the extended
deep Q-Learning algorithm for value-function approxima-
tion. The generalization of the estimated values across multi-
ple targets is enabled by generalizing the single-goal func-
tion approximators during the approximation of the target
dependent value functions. The optimal Q-function Q′∗g is
approximated byQ′(s, a, d(σˇgG), θ) with model parameters θ,
where d(σˇgG) returns a feature vector of the target microstruc-
ture σˇgG . The extensions described in Section II-B can be
applied directly to the generalized deep Q-learning approach.
When using dueling Q-learning, V ′∗g is approximated by
V ′(s, d(σˇgG), θ), and A′∗g by A′(s, a, d(σˇgG), θ) accordingly.
As described above, the major aim of the proposed multi-
equivalent goal approach is to prioritize promising targets
from G during optimization and thereby enable a tractable
processing path optimization. We use the expected distance
of the terminal microstructure σK to the target microstructure
σˇgG as criterion for target-prioritization at the beginning of
each episode. The state value V∗g (s0) of the original reward
formulation (22) can be used to prioritize targets σˇgG because
it reflects the inverse of the expected distance of σK to σˇ
g
G .
However, due to reward shaping, we learn the optimal state
value for the shaped reward function V ′∗g (s) instead. When
Φ(sK) = 0 for every terminal state sK , following [24], the
relation between V∗g (s) and V ′∗g (s) is
V ′∗g (s) = V∗g (s)− Φ(s). (28)
Thus, we can reconstruct V∗g (s0) by
V∗g (s0) = V ′∗g (s0) +
1
dσ(σ0, σˇ
g
G)
(29)
and on this basis estimate the best reachable target mi-
crostructure by
σˇ∼G = arg max
σˇgG∈G
[
V ′(s0, d(σˇgG), θ) +
1
dσ(σ0, σˇ
g
G)
]
, (30)
where V ′ is the approximated state value for the shaped
rewards and d(σˇgG) is the description of σˇ
g
G .
As for the choice of processing actions during learning, we
decide for a targeted σˇG per episode in an -greedy manner.
Per episode, the target microstructure σˇG ∈ G is chosen by
σˇG =
{
σˇ∼G , if u > 
G,
random(G) , else, (31)
where u ∼ U(0, 1) is randomly drawn from the uniform
distribution over [0, 1] and random(G) returns a random
sample from G. The goal selection exploration rate G is
decoupled from the action selection exploration rate . The
initial G0 linearly approaches 
G
f during the first nG episodes.
Inspired by the multi-goal augmentation in hind-
sight experience replay [23], we add experience-tuples
(st, a, Rg, st+1, d(σˇ
g
G)) for all targets from G with the associ-
ated potential reward to the replay memoryD, independently
of the current target microstructure. Thereby, we further
increase the sample-efficiency of our multi-equivalent goal
approach.
The overall multi-equivalent goal approach is outlined in
Listing 1. At the beginning of each episode, the episode target
σˇG is picked in an G-greedy manner (lines 2 and 3). For the
sake of simplicity, we condense the per-episode execution of
multi-goal DQN in line 4. By multi-goal DQN we denote the
DQN algorithm combined with models that generalize over
target microstructure descriptions d(σˇG) as described above.
The replay memory D is not updated during the episode.
Instead, the set of experience tuples from the current episode
De are returned by DQN. The replay memory D is then
updated by hypothetical experiences for all goals from G
(lines 5, 6, 9).
MEG-SGPPO(#episodes,G, G0 , Gf , nG , DQNparameters)
1 for e = 1 to #episodes
2 G ← max
(
Gf , 
G
0 − enG (
G
0 − Gf )
)
3 σˇG ← Eqs. (30), (31)
4 De ← execute multi-goal DQN w. σˇG for one episode
5 for σˇgG ∈ G
6 Dge ← {(st, at, st+1, R, d(σˇgG))|(st, at, st+1, R) ∈ De}
7 for (st, at, st+1, R, g˜) ∈ Dge
8 R← R′g (Eq. 26), where σˇ = σˇgG
9 D ← D ∪Dge
Listing 1. Multi-equivalent-goal structure-guided processing
path optimization.
IV. APPLICATION TO CRYSTALLOGRAPHIC TEXTURE
EVOLUTION
A. ODF DISTANCE
For the reward functions defined in the previous section, a
distance measure in microstructure space is required. In this
contribution, we limit ourselves to crystallographic texture as
the only microstructural feature to describe microstructures
σ. To enable distance measurements between ODFs, we
propose an orientation-histogram representation, achieved by
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ODF binning in orientation-space. For the proposed his-
togram approach, a set of approximately equally sized bins
in orientation space is required. Due to crystal symmetries,
the orientation space can be reduced to a crystal symmetry
dependent fundamental zone.
For a set of J orientations oj ∈ OΩJ , which are as-
sumed to be equally distributed in the fundamental zone
of a given crystal system Ω and an SO(3) distance metric
φ : SO(3) × SO(3) → R+0 , we propose a nearest-neighbor
bin assignment as is described in the following.
For a single crystal orientation h the assignment vector wh
is defined by
wh,j =
{
1 , if oj = arg mino∈OΩJ [φΩ(o, h)],
0 , else,
. (32)
where wh,j is the j-th vector component of wh and φΩ :
SO(3) × SO(3) → R+0 denotes the minimal distance φ for
all equivalent orientations regarding Ω. Hence,
φΩ(o, h) = min
(o¯,h¯)∈ΨΩ(o)×ΨΩ(h)
φ(o¯, h¯), (33)
where ΨΩ(h) is the set of all equivalent orientations of the
orientation h for the crystal system Ω.
For a representative sample set H of orientations h and
associated volume V (h) from the crystallographic texture σ,
the orientation histogram of σ is defined by the vector
bσ =
1
V
∑
h∈H
V (h) ·wh. (34)
For any two crystallographic textures σa, σb, we then use the
Chi-Square distance of the associated orientation histogram
representations
χ2(bσa ,bσb) =
J∑
j=0
(bσa,j − bσb,j)2
(bσa,j + bσb,j)
(35)
as the distance function dσ(σa, σb)).
We use φ(q1, q2) = min(||q1 − q2||, ||q1 + q2||) as basis
distance function, where q1, q2 are orientations encoded as
unit quaternions. φ is a metric in SO(3) [43]. To generate
the set of approximately uniformly distributed orientations
OΩJ , we use the optimization based approach of Quey et al.
[44]. For efficient nearest-neighbor queries, we use the kd-
tree algorithm.
To smoothen the distance function, in practice we use a
soft assignment w˜h instead of the hard assigned weights wh
from (32). w˜h is defined by
w˜h,i =

φΩ(oi, h)∑
oj∈N φΩ(oj , h)
, if oi ∈ N,
0 , else,
(36)
whereN = NNk(OΩJ , h, φΩ) is the set of the k nearest neigh-
bors of h from OΩJ . We study the effect of the parameters
J and k on the ODF distance function and regarding the
representation quality in Section V.
B. APPLICATION SCENARIO
To evaluate the proposed algorithms, a texture generating
process based on the Taylor-type material model is set up.
The process consists of subsequent steps of uniaxial tension
or compression, variably oriented to the reference coordinate
system of the material model. In each step, a deformation Fˆ
is applied:
Fˆ = RF˜R>, (37)
with a rotation defined by the matrixR and
F˜ =
F˜11 0 00 F22 0
0 0 F33
 . (38)
While F˜11 is variable, F22 and F33 are determined by the
simulation framework until the stresses are in balance.
The process parameters that have to be optimized are
1) the magnitude of F˜11
2) the rotation matrixR
After each process step, the reorientation of the single crys-
tals is calculated based on the rigid body rotation Re, which
follows from the polar decomposition of the elastic part of the
deformation gradient F [45]. To avoid unrealistically large
deformations, the process is limited to induce 70% equivalent
strain. Based on the reached crystallographic textures, mate-
rial properties can be calculated such as Young’s modulus E.
For the evaluation studies, a processing path consists of up
to K subsequent process-steps. The per-step process control
action at = (ft,qt) is composed of the deformation mag-
nitude ft ∈ [−1.0, 1.0], representing F˜11 at process-step t
and the rigid body rotationR at processing-step t encoded as
unit quaternion qt ∈ {x ∈ H| ||x||2 = 1}. In our evaluation
scenario, we restrict ft to the interval [−0.02, 0.02]. For
our value based deep reinforcement learning approaches, we
discretize the action space A by setting f ∈ {0.02,−0, 02}
and q ∈ O100, where O100 is a set of 100 nearly uniformly
distributed unit quaternions. Furthermore, the action space
contains a no-op action to be used when no further improve-
ment regarding the distance to the goal microstructure during
the episode is expected.
The state-space S consists of descriptions of reachable
microstructures. As microstructures σ are described by the
according ODF, states s ∈ S are represented by ODF
descriptors. For this purpose we use truncated generalized
spherical harmonics coefficients ζΩl , as introduced in Section
II-D. We truncate the series at l = 8. For the used material
with cubic crystal symmetry, the ODF is represented by 21
independent complex-valued coefficients. In addition to the
GSH microstructure description, the state vector s contains
the current time-step and equivalent strain.
C. IMPLEMENTATION DETAILS
Single goal evaluation optimization runs consist out of 100
subsequent process episodes with a maximal length of K =
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100 each. The initial microstructure state is a uniform orien-
tation distribution (often also called grey texture) and con-
sists of 250 equally weighted orientations which are nearly
uniformly distributed in the fundamental zone of the cubic
crystal symmetry. If not stated otherwise for specific results,
experiments are conducted with the following hyperparame-
ters:
• dσ as defined in (35) with histogram parameters J =
512 and k = 3.
• A discount factor of γ = 1.0.
• Deep Q-learning as described in Section II-B as basic
algorithm where the target-network is updated every
nθ = 250 time-steps.
• Prioritized replay as described in Section II-B, with
αPER = 0.6 and β0 = 0.4.
• Double-Q-learning and dueling-Q-learning as described
in Section II-B.
• An -greedy policy. With an initial exploration rate 0 =
0.5 and the final exploration-rate f = 0.1, with n =
50.
• Q-networks with hidden layer sizes of [128, 64, 32],
layer normalization and ReLU activation functions. The
learning process starts after 100 control-steps. The net-
works are trained after each control-step with a mini-
batch of size 32.
• ADAM is used as optimizer for neural network training,
with a learning rate of 5e−4.
Multi equivalent goal optimization runs consist of 200
subsequent process episodes. Hyperparameters differ from
the single goal experiments in the following points:
• Due to the higher data complexity we expanded
the neural network to 4 hidden layers of sizes
[128, 256, 256, 128].
• Per time-step the network is trained with four mini-
batches instead of one.
• For improved stability, we reduced the target-network
update frequency to nθ = 500 steps.
• Exploration parameters are 0 = 0.5 and the final
exploration-rate f = 0.0, with n = 190. The G-
greedy target choice is parametrized with G0 = 1.0,
Gf = 0.0, nG = 190.
The Tailor-type material model and the simulation frame-
work are implemented in Fortran. The reinforcement learning
code is implemented in python. The reinforcement learning
environment code supports the openAI gym interface [27].
Reinforcement learning agents are implemented based on
stable baselines, an open-source collection of implementa-
tions of deep reinforcement learning algorithms. The sciPy
kdtree implementation is used for orientation distribution
representation calculations [46]. Neper [47] is used to gen-
erate the approximately uniformly distributed orientations
following the approach from [44]. Approximately uniformly
distributed orientations are used to define the bins of the
orientation histogram described in Section III, the initial
texture for our experiments, and the discrete action-space as
FIGURE 5. Comparison of the effect of orientation histogram parameters on
the resulting ODF distance function. Relative distance
dσ(σt, σK)/dσ(σ0, σK) over t for an exemplary process with static process
parameters, where σt is the microstructure at time-step t and σK is the
microstructure resulting from the process.
described in this Section. Experiments have been conducted
on workstations with 20 2.2 GHz CPU cores (mainly used by
the simulation) and GTX 1080 Ti GPUs (for artificial neural
network training).
V. RESULTS AND DISCUSSION
A. ORIENTATION HISTOGRAM PARAMETERS
The ODF distance is represented by the distance between
orientation histograms as presented in IV. A. The effect of
the histogram formation parameters J (number of histogram
bins) and k (soft assigment neighborhood size) on the ODF
distance function is shown in Figure 5. For various (J, k)-
settings and an exemplary process path of the distance to the
crystallographic texture σT in relation to the initial distance
dσ(σt, σT )/d(σ0, σT ) is plotted over time steps t. The exem-
plary process path is sampled from the process described in
Section IV-B by starting from a uniform ODF and applying
a constant deformation in direction q = (1, 0, 0, 0) for 30
process steps. When constantly approaching σT as in the
exemplary process path, a monotone decreasing distance
function is assumed in the reward function formulations ((22)
and (26)). For k = 1 (solid lines) the distance-trajectory is
not strictly monotone. A clear smoothing effect, depending
on the soft assignment parameter k, can be observed.
TABLE 2. Mean absolute error of Young’s modulus E in 11, 22 and 33
direction for various orientation histogram parameters J, k in GPa
k
1 3 25
256 574 238 401
J 512 493 201 275
8192 196 77 57
The information loss induced by the orientation histogram
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FIGURE 6. Pole figure triples of the target-textures from G, used throughout
the single-goal studies. Miller indices of the pole figures from left to right: [100,
110, 111]
representation of the ODF can be seen from the effect on the
material properties. Table 2 lists the mean error of Young’s
modulus induced by the discretization and smoothing for
various parameters (J, k). The mean absolute errors are
calculated based on 1000 crystallographic textures which
are randomly sampled from a set of textures reachable by
the process and by calculating Young’s modulus for the
original texture and the orientation histogram of the texture.
While increasing the number of bins, J has a clear and
monotone positive impact regarding the mean absolute error
in both cases. An adequate soft-assignment parameter for
the sampled crystallographic textures in our search-grid is
k = 3. The computational cost of the nearest-neighbor search
is highly effected by J . A reasonable hyperparameter setting,
which we use throughout our studies, is (J = 512, k = 3).
B. SINGLE-GOAL PROCESSING PATH OPTIMIZATION
A set of six target textures is used throughout the evaluation
of the single goal algorithm: G = {σˇ0, σˇ1, σˇ2, σˇ3, σˇ4, σˇ5}.
The textures are visualized in Figure 6 in the form of pole
figures. The calculated properties for the sampled target-
textures are listed in Table 3. The six target textures have been
randomly sampled from a set of textures, which are likely
reachable by the process. The following criteria have been
applied to guarantee the diversity of the sample:
1) dσ(σˇi, σˇj) > 1.2 for all σˇi, σˇj in G.
2) minσˇ∈G dσ(σˇ, σˆ) > 0.75, where σˆ is the uniform ODF.
TABLE 3. Young’s modulus of target textures from G in GPa
Goal E11 E22 E33
σˇ0 221 223 221
σˇ1 216 221 212
σˇ2 223 219 214
σˇ3 222 218 223
σˇ4 224 218 219
σˇ5 227 226 233
The single goal algorithm is applied to each target mi-
crostructure from G separately. The solution variety (due to
stochastic exploration and function approximation) has been
covered by multiple independent optimization runs of 100
reinforcement learning episodes each. The learning objective
is to find a processing path from the initial microstructure
close to the target microstructure σˇ.
During learning, each episode ends after K time-steps or
when the equivalent-strain exceeds its limit of 70%. Process-
ing paths can be pruned in hindsight. The optimal sub-path
of episode e regarding the optimization task is the path from
the initial microstructure σ0 to σ¯e = arg minσ∈Se dσ(σ, σˇ),
where Se ⊂ S is the set of microstructures on the processing
path of episode e. The mean distance of σ¯e to the according
target microstructure per episode is plotted for three indepen-
dent optimization runs per goal-microstructure fromG on the
left of Figure 7 together with the per-target 95% confidence
intervals. On the right of Figure 7 the goal-distance of the
current best processing path is plotted over episodes.
Qualitative results of a single exemplary optimization run
are shown on the left of Figure 8. On the right of Figure8, the
results for a single episode are shown. The visualized results
belong to the best of the three independent optimization
runs with the target microstructure σˇ0. On the left, the goal-
distance of the current best processing path is plotted for
the single optimization run as in Figure 7 with pole figures
of σ¯0, σ¯4, σ¯10, σ¯21, σ¯40 and the resulting microstructure
of the best found processing path σ¯97. On the upper right,
the associated target microstructure σˇ0 is visualized. On
the right of Figure 8 the processing path of episode 97 is
plotted in the form of a scatter plot, where the control action
displacement direction (vertical axis) is plotted along with
the displacement sign (color) against the processing time-
step number. Additionally, the distance of the microstructures
within the episode σt to the target microstructure σˇ0 is plotted
as a line plot. Each dot in the scatter plot represents an action
at ∈ A, where the positions on the y-axis mark the chosen
load orientation q ∈ O100 and the colors mark the chosen
load. The dashed vertical line marks the time-step of the best
microstructure of the episode σ¯97 in terms of the distance to
the target microstructure. The solid vertical line marks the
end of the episode, in this case, due to the equivalent load
criterion. Figure 9 shows the best found processing path of
all optimization run for all target microstructures from G in
the top row and pole figures of the corresponding processing
path results in the middle row, and below the processing path
result of the worst optimization run for the corresponding
target microstructure. Figure 9 in combination with Figure 7
shows, that for some microstructures (σˇ3, σˇ5) the processing
paths are composed of only very few different actions, which
are found in the first few episodes.
Figure 10 shows ablation study results on target mi-
crostructure σˇ0 for the single goal algorithm. Per setting the
mean and 95% confidence interval is plotted for three inde-
pendent optimization runs. The plot shows that the addition
of the three DQN extensions, namely Prioritized Experience
Replay, Double Q-Learning, Dueling Q-Learning, has no
major impact on the optimization outcome but slightly sta-
bilizes and accelerates the convergence. The results of the
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FIGURE 7. Single-goal reinforcement learning results for the microstructure goals G. (left) The mean and the 95% confidence interval of the goal-distance of σ¯ per
episode e and σˇ ∈ G (color). (right) Shortest previous goal-distance during the optimization run.
FIGURE 8. Single-goal optimization. (left) Best optimization run for σˇ0 ∈ G with pole figure plots. Miller indices of the pole figures from left to right: [100, 110, 111].
(right) Episode 97 of the exemplar optimization run with control actions and the goal-distance visualized per time-step.
single goal algorithm with the pure reward signal from (22)
(green curve) reveals the impact of reward shaping on the
convergence speed, and hence on the data efficiency of the
algorithm.
C. MULTI-EQUIVALENT GOAL PROCESSING PATH
OPTIMIZATION
According to the results reported in the previous subsection,
especially for σˇ2 and σˇ4 no satisfactory processing paths
were found by the single-goal algorithm. Contrary to the
single-goal approach, the multi-equivalent goal optimization
approach aims to reach one of several target microstructures
that are equivalent with respect to the material properties.
In this subsection, we report and discuss the results of the
multi-equivalent goal structure-guided processing path opti-
mization (MEG-SGPPO) algorithm as introduced in Section
III-C. To study the advantages of the multi-equivalent goal
approach we sampled target microstructure sets Gσ4-equiv
and Gσ2-equiv, where Gσ4-equiv consists of 10 distinctive σˇ4-
equivalent microstructures σˇg4-equiv and Gσ2-equiv of 10 dis-
tinctive σˇ2-equivalent microstructures σˇg2-equiv. For this pur-
pose, we defined a microstructure σˇgk-equiv to be equivalent to
σˇk ∈ G if the Young’s modulus Ejj(σˇgk-equiv) are within a
range of +/− 0.5 GPa of Ejj(σˇk) for j ∈ 1, 2, 3.
The results of MEG-SGPPO on Gσ4-equiv and Gσ2-equiv
are visualized in Figure 11. In both cases, we conducted
one optimization run and present quantitative results per-
episode and qualitative results for the best episodes in the
bottom row. As in Figure 8 (left), the distance of nearest
structure σ¯e to the actual chosen target structure from the
set Gσ-equiv is plotted per episode e. The per-episode target
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FIGURE 9. Single goal reinforcement learning results per target microstructure σˇ ∈ G. (top) Best found processing path per target microstructure (plot axis
parameters are identical to Figure 8, right). (bottom) Three lines of per-target [100, 110, 111] pole figures. First line: target microstructures from G. Second line:
resulting microstructures of the best found processing paths in the best of the three independent optimization run. Third line: resulting microstructures of the best
found processing paths in the worst of the three independent optimization runs
FIGURE 10. Ablation results (mean and 95% confidence interval) for σˇ0. Best
previous goal distance by episode for three independent optimization runs
each of various settings. Blue: results of the full featured algorithm as reported
in 7, orange: pure DQN (without Prioritized Experience Replay, Double
Q-Learning, Dueling Q-Learning), green: results obtained without
reward-shaping.
microstructure choice of the algorithm is depicted by the
color of the respective scatter dot. The type of the specific
selection (explorative/greedy) is represented by the shape
of the respective scatter dot. Due to the decreasing goal-
picking exploration factor G, the variety of the targeted
microstructures is high in the beginning and then decreases
during the learning process.
As the scatter plot for Gσ4-equiv (Figure 11 (left)) and the
underlying pole figure plots of σˇ14-equiv suggest, this target
microstructure is closer to the grey texture than the other
equivalent targets from Gσ4-equiv. Although the algorithm
finds good processing paths for other target microstructures
(σˇ04-equiv and σˇ
8
4-equiv), it rapidly commits to σˇ
1
4-equiv due to
the low distance dσ(σ0, σˇ14-equiv), and does not change this
target in the greedy episodes during the experiment. In the
case of Gσ2-equiv (Figure 11 (right)), the algorithm tries to
find a good processing path for σˇ62-equiv during the first 105
episodes. After obtaining better results for σˇ32-equiv in episode
103 the greedy target fluctuates between σˇ32-equiv and σˇ
6
2-equiv.
After episode 144 the algorithm finally decides for σˇ32-equiv
due to the repeating better results for σˇ32-equiv after episode
103 compared to σˇ62-equiv.
The best result obtained during the single-goal ap-
proach experiments for the respective original microstructure
(0.2656 for σˇ4, 0.2601 for σˇ2) is depicted as a baseline by
the grey dashed line in Figure 11, top-left and top-right. This
baseline is exceeded by MEG-SGPPO during the first 25
episodes for Gσ4-equiv and during the first 75 episodes for
Gσ2-equiv. In both cases, the algorithm yields notably better
results during the 200 episodes than the single goal approach
does on the original target microstructure.
On the bottom of Figure 11, qualitative results are plotted
for the best episodes of the best reached target microstructure
(σˇ14-equivin Figure 11 (left), and σˇ
3
2-equiv in Figure 11 (right))
and the second best reached target microstructure (σˇ04-equiv in
Figure 11 (left) and σˇ62-equiv in Figure 11 (right)). For each
of the four qualitative results, we show on the left the pole
figures of the target texture and below the pole figures of the
resulting texture of the best found processing path σ¯e. Right
of the pole figures, the best found processing path is shown
in form of a scatter plot of the chosen action per processing
step and - overlaid as a line chart - the corresponding mi-
crostructure distance to the respective target microstructure.
The pole figures give an impression of the similarity between
the results and the respective target structures. The according
process diagrams show the complexity of the found processes
while approaching the process targets.
To investigate the benefit of the proposed multi-goal aug-
mentation, we conducted repeated optimization runs with and
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FIGURE 11. Results of the multi-equivalent goal algorithm for a set of 10 microstructures σˇg
4-equiv ∈ Gσ4-equiv equivalent to σˇ4 ∈ G (left), and 10 microstructures
σˇg
2-equiv ∈ Gσ2-equiv equivalent to σˇ2 ∈ G (right). Top: Scatter-plots of the best distance to the selected target microstructure dσ(σ¯e, σˇgk-equiv) over episode numbers,
where the dot color denotes the selected target microstructure per episode and the dot shape the type of the target microstructure selection. The best reached
goal-distance to the respective original target microstructure from the single-goal experiments (0.2656 for σˇ4 ∈ G and 0.2601 for σˇ2 ∈ G) is marked by a grey
dashed line. Bottom: Qualitative results of the two microstructures closest to one of the equivalent target microstructures at the corresponding episode e for each of
the two experiments: Pole figures of the texture of the chosen chosen target σˇg
k-equiv and the nearest reached texture σ¯e with its episode number e (projections 100,
110, 111, where the color map is identical to Figure 6). To the right of the pole figures the processing path of the episode e, according to σ¯e is plotted. The plot axis
parameters are identical to Figure 7 (right).
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FIGURE 12. Ablation results (mean and 95% confidence interval) for the
target microstructure set Gσ2-equiv. Best previous goal distance for episode for
five independent optimization runs per setting. Blue: full featured approach, as
introduced and used for other MEG-SGGPO results reported. Orange: without
multi-goal augmentation.
without the use of this feature. In Figure 12, results for the
MEG-SGPPO algorithm with and without the augmentation
of the replay memory by data for non-pursued goals are
depicted in the form of the best previous result plot known
from the last subsection. Basis of the plot are five indepen-
dent optimization runs with the full-featured MEG-SGGPO
algorithm (blue) and three independent optimization runs
without augmentation (orange) on the target-microstructure
set Gσ2-equiv. As the plot suggests, the augmentation improves
the overall optimization result.
VI. CONCLUSION AND OUTLOOK
In the present paper, two deep reinforcement learning ap-
proaches are proposed to solve processing path optimization
problems with the objective function and state representa-
tion in the structure space. The single-goal structure-guided
processing path optimization algorithm (SG-SGPPO) com-
bines function-based reinforcement learning techniques and
a reward shaping mechanism for structure-guided process-
ing path optimization. However, from the materials design
point of view, typically various microstructural compositions
are equivalent concerning a desired macroscopic material
property. Recent approaches for the inversion of structure-
property linkages identify whole sets of optimal microstruc-
tures. The proposed single goal approach was therefore
extended to form a multi-equivalent-goal structure-guided
processing path optimization algorithm (MEG-SGPPO) for
efficient optimization when multiple target microstructures
are given. We applied both algorithms to a simulated metal
forming process and used the orientation density function
(ODF) to represent the state of the microstructures (in this
example, the crystallographic texture). To apply our generic
algorithms to the exemplary application, we introduced a
histogram-based ODF distance function.
In the result section of this paper, we report the results of
a parameter study for the proposed ODF distance function
and evaluation results of the algorithms SG-SGPPO and
MEG-SGPPO applied to optimization problems on the metal
forming process simulation. We show the probability of the
multi-equivalent goal algorithm to early prioritize promising
microstructures from a set of multiple equivalent targets.
We investigate the usefulness of the central features of both
algorithms in the form of ablation study results.
The MEG-SGPPO algorithm generalizes over target mi-
crostructures. This ability can further be used to transfer the
learned process knowledge to other processes. The transfer
can be performed by using the trained Q-models across opti-
mization tasks, which differ by varying sets of equivalent op-
timal microstructures. The application of deep reinforcement
learning algorithms to sequences of tasks often suffer from
catastrophic forgetting (knowledge about previous tasks is
overwritten by recent training iterations). The incorporation
of techniques like elastic weight consolidation [48] into the
multi-equivalent goal algorithm could help to overcome this
problem.
The proposed algorithms are not restricted to applications
with orientation density functions as microstructural features
or applications in metal forming only. Due to the model-free
nature of the approaches, the algorithms can be applied to
any new application field or process if (a) the microstructure
is observable during the process and (b) a distance function
for the specific microstructure feature-space is defined.
The application to the optimization of simulated processes
with more accurate microstructure descriptors (2-point statis-
tics, full-field models) furthermore requires an improved
computational efficiency of the underlying process simu-
lation. As the fields of data-driven computational material
sciences and numerical simulation progresses rapidly, we
are confident that applications that are intractable by now
become feasible in the upcoming years. Nevertheless, with
our multi-equivalent goal approach and the capability to
generalize over specific target microstructures, we address
the need for data-efficient methods.
Although we used a deterministic process simulation to
evaluate the proposed methods, they are suitable also for non-
deterministic processes. In particular, the multi-equivalent
goal prioritization is derived from the learned expectation
functions. Thereby our methods are also applicable for pro-
cesses with stochastic state transitions. Notably, it is possible
to learn directly on physical processes without the need
for any prior process knowledge if the according structure
features are measurable at processing time.
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