On partly gentle perturbations. II  by Rejto, P.A
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 20, 145-187 (1967) 
On Partly Gentle Perturbations. II* 
P. A. REJTO 
School qf Mathematics, University of Minnesota 
Mimwapolis, Minnesota 55455 
Submitted by P. Lax 
1. INTRODUCTION 
Several authors formulated criteria for the unitary equivalence of a pair 
of self-adjoint operators which act in an abstract Hilbert space. In particular, 
Friedrichs [A.4], Lax-Phillips [A.8], Rato [A.1 l] and Kuroda [A.101 formul- 
ated such criteria and verified them for specific classes of operators. 
A set of criteria, modeled after the gentleness criteria of Friedrichs was 
formulated in the first part of this paper [A.14]. In this second part we 
illustrate that these abstract criteria can be verified for a class of potential- 
perturbations of the Laplacian. Such perturbations are interesting inasmuch 
as the perturbed operator appears in the nonrelativistic two-body problem of 
quantum mechanics. Probably this fact motivated Titchmarsh [B.9] to 
study the one-dimensional case. Independently of him, the three-dimensional 
case was taken up by Povzner [B.l] and Ikebe [B.2]. Our aim is to de&e the 
results of these authors from our abstract theorem on partly gentle perturbations. 
At the same time we consider the case of arbitrary dimensions. 
In Section 2 we recall our criteria and a previous theorem on partly gentle 
perturbations. This is done in Theorem 2.1. These criteria consist of two 
parts. We refer to the first part as partial gentleness conditions and to the 
second part as additional conditions. These conditions are stated with 
reference to a Banach space b which is not unique. The construction of such 
a space makes essential use of the specific properties of the given perturbation 
problem. 
In Section 3 for the unperturbed operator we take the one-dimensional 
Laplacian and for the perturbation we take a potential. We show that if 
the potential satisfies the Tichmarsh condition [B.9] then the abstract 
Theorem 2.1 can be applied to such perturbations. This application is 
carried out in Theorem 3.1. To construct a B-norm with reference to which 
the partial gentleness conditions hold we make essential use of the fact that the 
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unperturbed resolvent is an integral operator and its kernel can be continued 
onto the spectrum. This is a simple consequence of the Weyl representation 
theorem [C.7.g] for the resolvent. At the same time this theorem yields 
upper bounds for the continued kernel. This construction is described more 
specifically in Lemmas 3.1 and 3.2. To verify the additional conditions we 
make essential use of a lemma of Titchmarsh [B.9] [C.7.h], which gives 
information on the eigenfunctionals of the perturbed operator. 
In Section 4 for the unperturbed operator we take the Laplacian acting 
in a higher dimensional space. For the perturbation we take, as before, a 
potential. We show that if the potential satisfies a slightly extended version 
of the Povzner-Ikebe condition [B.l] [B.2] then the abstract Theorem 2.1 
can be applied to such perturbations. The application is carried out in 
Theorem 4.1. We note that the higher dimensional case is analogous to the 
one-dimensional case, provided that we consider these operators acting in 
an accessory-space valued &-space. Then the unperturbed resolvent is an 
integral-operator, the values of its kernel being operators on the accessory 
space. Similarly to the one-dimensional case, these operator valued kernels 
can be continued onto the spectrum. Nevertheless we have a technical 
difficulty in obtaining upper bounds for the continued kernel. This technical 
difficulty is considered in Theorem 4.2. Aside from this, we verify the partial 
gentleness conditions in the higher-dimensional case, similarly to the way 
we did it for the one-dimensional case in Section 3. To verify the additional 
conditions we make essential use of a deep result of Rato [C.2] which gives 
information on the eigenfunctionals of a class of Schrodinger operators. 
Finally in the Appendix we connect our abstract considerations with the 
recent considerations of Pincus [A.12]. Specifically we formulate a version 
of his theorem. Then from this version and from some of the results of [A. 141 
we rederive our theorem on partly gentle perturbations. 
It is a pleasure to thank professors Gil de Lamadrid and McCarthy, for 
their interest. 
2. A PREVIOUS THEOREM ON PARTLY GENTLE PERTURBATIONS 
Let the operators A, and A, act in an abstract Hilbert space 5 and assume 
that they are self-adjoint on the given domains D(A,) and %(A,). These 
domains need not be equal but we assume that their intersection is dense 
and we set 
V = A, -A, on W4,) n WA. 
Let 9 be a given bounded interval and let E,,(9) and E,(9) denote the 
spectral projector of these operators over 9. We denote by A,,(Y) and A,(9) 
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the part of these operators over Y, that is their restriction to E,,(9) 5 and 
EM) 5. 
Next let 23 be a Banach space such that both b and & can be embedded 
in a metric space 9.X We assume that this embedding is such that, 8 n 8 
is dense in V(%(A,,) n D(A,)) with re erence f to the $-norm and in b with 
reference the %-norm. We assume further that V considered as a mapping 
of 9(/l,) n %(A,) into !JX is continuous with reference to the m-metric, 
and hence it can be extended to all of 5. In applications the abstract Hilbert 
space sj is an 2s space and for !JJl we choose the space of measurable functions. 
Then these requirements are practically no restrictions. 
As is well known [C.7.k], p(A,), the unperturbed resolvent set, contains 
the points of the open upper or lower half planes that we denote by ph. 
For the given interval 9 let 9&(Y) d enote those points of the open upper or 
lower half planes for which Re p* is in 9. If Y is in the spectrum of A, then 
the resolvent R&) = (CL* - A&l can not be continued onto 9 as a bounded 
operator on $5. Accordingly we speak about the two resolvents in the two 
disjoint rectangles W+(9). 
Now we formulate the previously mentioned criteria which allow us to 
continue the perturbed resolvent onto Jr as a form on 23 x 8. To describe 
this in more specific terms we introduce a convention. We say that the oper- 
ators &,(p+) on 43 determine bounded forms on !.I3 x 23, if the forms 
are bounded with reference the B-norm. We denote the closure of these forms 
which are defined on all of b x 93, by the same symbols [&&)]a. We 
say that the operators ?Q,,(& in $r determine bounded operators on 8, if 
and this mapping is bounded with reference the b-norm. Note that in general 
VR,(& maps $j into YJL 
CONDITION G,(4). For each p+ in the open rectangles 92;(X) the operators 
R&p+) on $j determine bounded forms on 93 x B and the forms [&(p+)]s 
admit weakly continuous extensions onto the closed rectangles 9&(Y).Furthermore 
the norms of these forms remain bounded independently of p% . 
CONDITION G,(9). For each p+ in the open rectangles 9$(Y) the operators 
L7R&) in $ determine bounded operators on 23. These operators, (VR&-& , 
depend continuously in norm on ph and admit continuous extenskms onto the 
closed rectaqles W*(9). 
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Actually in these two conditions it would be sufficient to assume the 
existence of the radial limit only. This was done elsewhere, [A.141 where we 
had the corresponding Conditions 1.9 and 1’9. Nevertheless for the 
operators that we consider it is just as easy to establish these conditions. In 
the previous abstract theorem [A. 141 we also assumed that Jr can be approxi- 
mated by a sequence (I’,) such that for each J;, these conditions hold and 
each J’, is A, bounded with reference the b-norm. This assumption was 
used only to verify one of the additional conditions to be stated. Hence it 
plays a secondary role and we formulate it for future reference. 
CONDITION G3(9). There is a fami& of operators, J-r, such that for each k and 
for each TV* in the open rectangles 2?&(X) k’R,(u * are everywhere defined bounded ) 
operators on .$. The pair of operators (A,, , A, f  Jyk) satisfies Conditions 
GI(Y) and G2(Y). Furthermore lim,-, 11 J7kRo(~*) - J-R&,) 11% = 0. 
Note that if I’ is A, bounded with reference the $-norm then we can set 
V, = J’, above. That is, in this case, Conditions G,(9) and G,(4) imply 
Condition Ga(“lt). LfFe refer to these three conditions by saying that the pair 
of operators (A, , A,) is gentle over the interval 9, in short partly gentle. 
fiext we state the two additional conditions. 
CONDITION A,(9). For every w in the closed and bounded interval 9, 
the operators (1 - VR,,(w*)), are invertible. That is, they admit bounded 
inverses de$ned on all of $13. 
: CONDITION A,(9)l. For each CL+ in B*(S) the operators RI&) on 5 
determine bounded forms on 93 x 9. These forms are related to the unperturbed 
resolvent via the second resolvent equation 
[RI(P& - [Ro(p& = [R&&j ( VR,(/.L& . 
,4n elementary argument shows [A.141 that if the operator I’ is &,-bounded 
with reference the &norm then the gentleness conditions and Condition 
A,(9) imply Condition A,(9). After these preparations we formulate a 
theorem on such perturbations which was established elsewhere [A.14.a]. 
THEOREM 2.1.. Suppose that the pair of operators (A, , A,) is gentle over 
the closed and bounded interval 9. Suppose further that Conditions ,4,(Y) 
and ~A,(S):hol’d:. Th en ;2&9) and AI( the part of these operators over 3, 
are ‘unitarity @kivalent. 
I: .\\1.. , ,’ 
1 In [A. 141 this condition was called Condition III. 
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3. A THEOREM OF TITCHMARSH 
Let 6, be the set of those infinitely differentiable functions on (0, OO), 
which vanish near 0 and near co. Let the unperturbed operator A, on &, 
be defined by 
d2 
aom = - &(O (3.1) 
Clearly this operator is bounded from below on 6, . Hence it admits a 
Friedrichs extension [C.7.f] and we take this to be the unperturbed operator. 
For the perturbation we take the multiplication-operator corresponding to 
a given function p. Specifically we set 
J~CP)f(f) = Pkm3* (3.2) 
For brevity we refer to the function p as the potential. We assume that it is 
real, locally square integrable and such that 
.1 
1 
rl I P(7) I d7 < co and lim 
0 
[+m s ,f-8,<1 ‘I+) ’ dT = O* (3.3) . 
According to considerations used by Balslev [C.IO] Schechter [C.6] and 
elsewhere [C.5.a], this implies that the operator M(l p I:‘*) R1/2(- 1) is 
compact. This, in turn, implies that -4, + M(p) on 6, is bounded from below. 
Hence it admits a Friedrichs extension [C.7.f], and we take this extension 
to be the perturbed operator. Symbolically we set 
Al = A, + WP), 
although this equation does not hold on all of ~(~4,). 
Titchmarsh formulated a condition on p which ensured that the continuous 
part of the perturbed operator is unitarily equivalent to the unperturbed 
operator. To describe his result we formulate: 
CONDITION T. The optential p is real valued, locally square integrable and 
j: I P(~) I 71 dq + Jr I ~(4 I d7 < oo. 
Note that Condition T implies our previous assumption (3.3). Hence it also 
implies that the perturbed operator is bounded from below on 6,. Actually 
this condition is slightly more general than the original one of Titchmarsh 
[B.9] [C.7.i], which required that p be continuous and absolutely integrable 
on (0, IX)). The more general character of Condition T near the point 7 = 0 
is due to the fact that we have taken a particular strictly self-adjoint extension 
of the operator A, and this extension corresponds to the boundary condition 
f(0) = 0. 
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After these preparations we formulate the following version of the theorem 
of Titchmarsh [B.9], [C.7.i] : 
THEOREM 3.1. Let the unperturbed operator A,, be the Friedrichs extension 
of the operator (3.1) acting in 0, and let the perturbation M(p) be dejned by 
equation (3.2). Suppose that the potential p satisfies Condition T. Then the 
continuous part of the Friedrichs extension of A,, + fiI(p) on 0, is unitarily 
equivalent to A,, . 
In this section we derive this Titchmarsh theorem from our abstract 
Theorem 2.1. This derivation will make essential use of the fact that the 
unperturbed resolvent is an integral operator and its kernel can be continued 
onto the spectrum. 
Since the operator (3.1) acts in &(O, co), it is an elementary consequence 
[C.8.b] of the definition of the Friedrichs extension, that the functions in the 
domain of the extended operator are continuous and satisfy the boundary 
condition f (0) = 0. In view of this fact, application of the Weyl representation 
theorem [C.7.g] shows that, for each non-real W+ the resolvent R,(w+) is an 
integral operator with kernel, 
q4 (Et 7) = { (3.4) 
( 1 __ exp (i7 6) sin 7 1/ W* , d/ E >7. 
Here the branch G is defined in the plane cut along the positive axis by 
the requirement Im 6 3 0. 
(a) CONDITION G,(9). As a first consequence of formula (3.4) we see 
that if the interval 9 is bounded away from zero, then for each fixed ([,7) 
the kernel R,(w*) ([,7) can be continued onto 3, and hence onto the closed 
rectangles W*(9). At the same time we see that the extended kernel is 
bounded uniformly in W* and ([,7). Thus if b is any Banach space of 
measurable functions such that the %-norm majorizes the f!,(O, m)-norm, 
then for each w* in B*(S), these kernels determine bounded forms on 
B x 8, which we denote by [R,(w*)]B . At the same time we see that the 
norm of these forms is uniformly bounded in W* in W+(J). Since for each 
(e, 7) the kernels in (3.4) converge, the Lebesgue theorem on dominated 
convergence [C.7.c] yields, 
lim Ph-‘%k Rlb4la ( f, d = [%hJla (h g). 
Thus Condition G,(9) holds with reference to such a space 8. 
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(b) CONDITION G,(Y). We start with a digression on a more general 
class of perturbation problems. First we need some notations. As usual, let 
!&((O, co), a) denote the space of a-valued functions which are square 
integrable with reference to the restriction of the Lebesgue measure to 
(0, a). Here % is a separable Hilbert space and we refer to it as the accessory 
space. We introduce a notation for the scalar product in B by setting 
(a, b), = Lib and (a, a) = / a 12. 
Similarly if A is an operator on ‘u we denote its norm by 1 A 1 . 
Instead of Eq. (3.1) we assume that the unperturbed operator A, acts in an 
Q2((0, co), X) space and its resolvent is an integral operator. Specifically, to 
each CL+ in the open rectangles a+(Y), there are functions R,(w*)(e, 7) whose 
values are operators on X, such that 
&(4f(O = J %(4(~~ 7)f(7) d7* 
For future reference we formulate 
CONDITION 9. For each (5, v), &,(w*)(S, y), the ‘U-operator wulued 
functions of the complex variables w* are continuous in norm in the open rectangles 
&Y’*(Y) and admit continuous extensions to the closed rectangles a,(J). 
Next we assume that the perturbation is a multiplication operator in 
Q,((O, co), %). That is it is defined by Eq. (3.2) with the aid of a function p 
whose values are operators on 8. 
In the lemma that follows we formulate a criterion on the pair of operators 
(12,) A, + M(p)) which implies the existence of a B-norm, with reference 
to which Condition G,(I) holds. 
LEMMA 3.1. Let the operator -4, satisfy Condition 9. Suppose that there 
is a positive function w and points pi in the closed rectangles W;(Y), such that 
Suppose further that for each W+ in 9*(Y) 
1 
__ u!z, “YP w(S) I 1 %w*)(t, 7) - %(PS(S, 7) I * I P(7) I * w(7) d7 = 0. (3.6) 
Then Condition G&.9) holds with reference to the norm 
If(E) I Ilf IIB = "YP I p(g) , w([) * (3.7) 
2 This assumption is slightly more general than the ones of [C. lo], [C. 61 and 
[C. 5. a]. Nevertheless the arguments of these references show that this assumption is 
sufficient. 
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Let B be the space of those ‘U-valued measurable functions for which 
this norm is finite. Then clearly 23 n f?,((O, m), au) is dense in the range of 
M(p) acting in %J(O, co), a). It is also clear that the operator M@) is con- 
tinuous on the metric space of measurable functions [C.7.b]. That is, the 
space B satisfies our initial requirements. We see from assumption (3.5) 
that the operators M(p) R,&) d e t ermine bounded operators on 8. To verify 
the continuous dependence of these operators on CL+ , we note that 
Hence (3.6) shows that the operators (J&J) &,(~+))a depend continuously 
in norm on the variables w* in a*($). Thus Condition G,(9) follows and 
the proof of Lemma 3.1 is complete. 
After this digression on operators acting in an ca((O, co), %)-space, we 
return to the operators (3.1) and (3.2) which act in e,(O, co). In the lemma that 
follows we construct a weight-function w which satisfies the assumptions 
of Lemma 3.1. 
LEMMA 3.2. Let 9 be a closed and bounded interval which does not contain 
zero, and let the operator A, be dejined by (3.1). Suppose that the potential p 
satisfies Condition T. Then the assumptions of Lemma 3.2 hold for the operators 
(A0 9 4 + fig(P)). 
We derive this lemma from the Weyl representation theorem, more 
specifically from formula (3.4). We already observed that according to this 
formula the resolvent kernels admit continuous extensions onto any interval 
9 which is bounded away from zero. That is to say, Condition 9 of Lemma 
3.1 holds. Actually we shall not use the entire formula (3.4), all that we need 
is that if 9 is such an interval, then we have the following two estimates. 
The functions R&w+) (4, 7) depend continuously on the variables, 
W+ in the closed rectangles B*(Y) and any (E, 7). (3.8) 
There is a constant 0( 1) such that for every w+ in W*(9) and every (5, r]) 
I W4(t, 4 I = O(1) min (f, 7, 1). (3.9) 
First we maintain that Condition T implies the existence of a positive 
function w such that 
1 __ = lim L 
k W(T) ( 1 114 w(7)) 
= 0, (3.10) 
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and 
For, define the family of numbers (~lc) by 
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(3.11) 
j’ I p(7) I 7 4 = $ jl I ~(d I 7 4 ‘Ik 
and set 
47) = 2% for O<ql,+1<q<qn:<l. 
Then clearly relation (3.10) holds near zero. At the same time we see that 
Hence relation (3.11) also holds near zero. Defining the function w in the 
interval (0, co) by a similar construction we see that all of relations (3.10) 
and (3.11) hold. 
Next we maintain that this function satisfies the conclusions of Lemma 3.2 
that is the hypothesis of Lemma 3.1. For, estimate (3.9) together with Eqs. 
(3.10) and (3.11) clearly implies the validity of assumption (3.5). To verify 
assumption (3.6) set 
x s I ~~(~~)(t, 4 - ~,w(t, d I . I oh) I - 47) 4. (3.12) 
Estimate (3.9) together with Eq. (3.11) show that the integrand admits a 
majorant which depends only on 7. Combining this fact with the continuity 
relation (3.8) yields 
/$n* J I Ro(P*)(& 7) - RokJ*)(& 7) I * I P(?l) I - 4d 4 = 0. 
At the same time it follows that this is uniform in .$ in any bounded region. 
Since, for each rz, w(t) is bounded away from zero in [l/n, n] we see that 
lim I&* - W+ , n) = 0. 
P*-%t 
Clearly estimate (3.9) and equations (3.10) and (3.11) imply 
1 
lim sup - 
n-+m .M(n) w(5) s I ~obk)(S, 7) I * I Pbd I 477) 4) = 0, 
(3.14) 
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where U(n) denotes the complement of [l/n, n]. Hence 
$+T &* - w* , n) = 0. (3.15) 
At the same time it follows that this is uniform in TV+ and w* in the closed 
rectangles 9?*(j). As is well known [C.7.a] relations (3.13) and (3.15) imply 
lim 1(~* - w* , co) = 0. (3.16) 
Clf-wc 
Combining this with definition (3.12) we see the validity of assumption (3.6), 
which completes the proof of Lemma 3.2. Then combining Lemmas 3.1 and 
3.2 we obtain that Condition T implies Condition G,(J). 
Note that Condition G,(9) holds with reference to the b-norm defined 
by (3.7) which in turn is defined with the aid of an appropriate weight 
function 20. Clearly such a weight function w is not unique. In fact all that 
we needed was that it satisfy Eqs. (3.10) and (3.11). Also note that Eq. (3.11) 
and definition (3.7) imply that such a b-norm majorizes the B,(O, co)-norm. 
Hence according to Subsection a Condition G,(9) also holds with reference 
to it. In the remaining part of this section we show that the rest of the assump- 
tions of Theorem 2.1 also hold with reference to such a B-norm. 
(c) CONDITION G3(9). Let C~ denote the characteristic function of the 
interval [0, k] and set 
Pk = ckP. (3.17) 
From the assumption that p is locally square integrable and from estimate 
(3.9) we see that M(&) R,,(& is bounded with reference the Q,(O, co) norm, 
in fact it is Hilbert-Schmidt. The arguments of Subsection a show that the 
pair of operators (A,, A, + M(p,)) satisfies Condition G,(9). Since this 
B-norm major&es the f?i(O, oo)-norm Condition G,(Y) holds too. On the 
other hand, it is clear from definition (3.7) that 
II WPk) &(P*)f - M(P) u4f II23 
1 
G llf II23 SUP - 
E w(‘f) s 
I WP-L+)K 7) I I P(7) I wbd 4 
rl>k 
1 
+ Ilf IIB SUP - 
C>k w(‘t) 
I &b4G 7) I I P(T) I (7) 4, 
Hence we see from estimate (3.8) and Eqs. (3.10) and (3.11) that 
(3.18) 
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Thus Condition Ga(Y) holds with reference to the norm (3.7) 
(d) CONDITION A,(9). Let Y be a closed and bounded interval of the 
positive axis which does not contain zero. In this subsection we show that 
if the potential p satisfies Condition T then Condition A,(9) holds with 
reference to the Banach space of Lemma 3.2. 
We claim that for each w-+ in a*(3), the operator (M(p) R,(uQ))B is 
compact. For, as set before 
Estimate (3.8) and the continuity relation (3.9) show that the transformation 
R,(w+) maps an arbitrary bounded subset of b into a set of functions, which 
is equicontinuous and uniformly bounded on 9. From this fact and from the 
Arzela-Ascoli compactness criterion [C.7.j] we see, for each n, the compactness 
of the operator (M(p,) R,,(w+))@ . On the other hand, according to relation 
(3.18), for each wk these operators converge in the B-norm to 
These facts together establish the claim. 
Thus according to the Fredholm alternative [C.7.d] Condition A,(Y) is 
equivalent to the one to one character of the operators (1 - M(p) R,,(w+))B . 
In other words assume that 6 is an exceptional point in 3 andfis an excep- 
tional vector in 8 such that either 
(1 - M(P) %@+hB P = 0 or (1 - M(p) R&L)),f= 0. (3.19) 
Then we have to show that this implies 
J=o. (3.20) 
Clearly 4, maps an arbitrary function in 0, into a function in 23. According 
to the basic Lemma 3.2 3 of [A.141 this fact and assumption (3.19)* imply for 
every h in 6, , 
[%(~*h( J 4h) = ~*C%(~*>ls( J 4, (3.21) 
That is, [&(o+)]~ p is an eigenfunctional of the operator A, acting in b, 
with eigenvaule & According to the other basic Lemma 3.1 of [A.141 this 
3 The application of Lemma 3.2 of [A.141 is the only place where we use Condition 
G&f). 
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functional belongs to a particular class of functionals. Specifically if U, 
denotes a spectral transformation of the unperturbed operator A, then 
CTof((o) = 0. (3.22) 
For our perturbation problem the functional [RO(B+)lBfcan be described 
in more specific terms. For, remembering formula (3.4) we see that it corre- 
sponds to the function 
At the same time it follows from Definition (3.7) and Eq. (3.11) that this 
function belongs to Aa(0, co), that is it has an absolutely continuous first 
derivative. This fact together with Eq. (3.21) implies, for almost every E, 
(3.24) 
An elementary calculation shows that a spectral transformation of A, is 
given by the integral transformation with kernel, 
1 
uo(t, 17) = px51'" sin (7 a). (3.25) 
It is an interesting fact that with the aid of this transformation one can give 
an asymptotic description of the function ) Ro(w*)f([) 1 near f  = co. 
Specifically, insertion of Eq. (3.25) in Eq. (3.23) shows that, there is a constant 
y such that for ezmy f in B 
ii? I ~o(%Jf(S) I = Y I CTof(W) I . (3.26) 
Applying this relation to the exceptional vector p and point 0, we arrive at 
if we remember Eq. (3.22). 
Finally, we invoke an extended Titchmarsh lemma [C.7.h]. This says that 
under Condition T Eq. (3.24) admits two linearly independent solutions in 
A2(0, a), each of which oscillates near infinity. Hence every solution in 
particular R,(&Q f(E), either oscillates near infinity or vanishes identically. 
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Thus Eqs. (3.24) and (3.27) imply R,,(w+)f(~) = 0, and remembering defi- 
nition (3.19)* we arrive at the validity of conclusion (3.20). 
(e) CONDITION &(Y). Clearly if T is an arbitrary operator on a Banach 
space such that 1 - T is invertible, then 
(1 - T)-l - 1 = (1 - T)-’ T. 
This shows that Condition A,(9) is inplied by the existence of a real number 
W, such that (1 - M(p) R,,(w))~ is invertible, and 
[R,(wh = %w)h (1 - WP) %(4)& (3.28) 
To verify this relation recall that the operators A, and A, in &(O, co) are 
bounded from below. Hence we can choose a real number w in the inter- 
section of their resolvent sets. Next consider the approximating operators 
R,,k(w) introduced in Eq. (3.16). 
According to considerations used by Balslev [C.lO] Schechter [C.6] and 
elsewhere [C.5], assumption (3.3) in particular Condition T, imply that the 
operator M(p) R,,,.(w) is compact and 
$2 I/ R;‘2(W) M(p,) Rp(W) - R;‘“(w) M(p) R;!“(w) 115 = 0. (3.29) 
According to a lemma formulated elsewhere [C.5.b], the resolvent of the 
Friedrichs extension of -4, = A, + M(p) can be expressed in terms of R,(w) 
as 
R,(w) = R;“(w) . (1 - R;‘+J) M(p) R;‘a(W))-r . R;‘*(w). (3.30) 
This equation, together with (3.29) shows that for large enough k, 
(1 - #2(W) M(j$J I+‘(w))f = 0 implies f =o. 
This in turn, in view of 
(1 - R;‘“(w) M(p) R;“(w) . R;‘“(w) = R;‘“(w) (1 - kQk) R&w)), (3.31) 
shows that the second factor on the right is one to one on 5. Since M(p,)R,(w) 
is compact, [C.lO], [C.6], [CS.d], (3.31) yields 
R,l’“(w) = (1 - R,1’2(W) M(pJ Rp(W)) * R;‘QJ) * (1 - M(p,) R,(w))-’ . 
Hence 
&y2(w) . (1 - H;“(w) M(p,) R;‘2(W))-l . I?;+) 
= R,(w) ’ (1 - M(pk) R,(w))-1. 
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Equation (3.30) shows that if we let k tend to infinity, then the left member 
converges in the &operator norm to R,(w). The second factor on the right 
need not converge in the g-operator norm. Nevertheless we see from Eq. 
(3.18) and from the already established Condition A,(9) that it converges 
in the B-norm. That is 
ki, II (1 - nqp,) J&J))-l - (1 - M(p) q&J))-l IIB = 0. 
This fact together with Eq. (3.17) s h ows that (3.28) holds on B n $j x 8 n 9. 
Since this set is dense in B x B and the forms in (3.28) are bounded, (3.28) 
holds on all of 23 x 9. This establishes Condition /l,(4). 
Now let us summarize our statements. We have shown that if the potential 
p satisfies the Titchmarsh Condition T, then the pair of operators 
(A, , A, + M(p)) satisfies the assumptions of Theorem 2.1 over any closed 
and bounded interval 4 of the positive axis which does not contain zero. 
Thus the part of these operators over such an interval 9 are unitarily equiv- 
alent. Since the spectral projectors of a self-adjoint operator are countably 
additive [C.7.e] the part of these operators over the entire open positive 
axis are also equivalent. dccording to general considerations [C.6], assump- 
tion (3.3) and hence Condition T implies that the open negative axis is 
disjoint from the continuous spectrum of the Friedrichs extension of 
A, + M(p). Thus the entire continuous parts of the perturbed and unper- 
turbed operator are equivalent. In other words we have derived Theorem 3.1 
from the abstract Theorem 2.1. 
A THEOREM OF POVZNER-IKEBE 
Let 6, be the set of infinitely differentiable functions with bounded 
support in &d , the d-dimensional Euclidean space. At present we impose 
no restriction on d, although later we shall exclude the case d = 2. Let - d 
be the closure of the negative Laplacian on &, and let V be the multiplication 
operator corresponding to the given potential p, i.e., set 
V(x) = P(ef@), XEf4, f E M4&)* (4.1) 
Our first assumption on p is, that it is real, locally square integrable, and such 
that 
incased= 1, 
lim jsup J* 
8+0 1 x ,3c--y,<8 I P(Y) I di( = 0 _ (43, 
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in case d = 2, 
incase d>3, 
and in case of any d, 
,?‘I% 1 s,s-r,gl I P(Y) I 41 = 0. 
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0 (4.2), 
(4.2)d 
(4.3) 
Note that in Eqs. (4.2) the singularity is the same as the singularity of the 
corresponding Green’s function of A. Accroding to considerations used by 
Balslev [C.lO] Schechter [C.6] and elsewhere [C.5.a] these assumptions on p 
imply that the operator j p Ill2 (1 f 0)-l 1 p /lj2 is compact’2). This in 
turn, implies that the operator - A $- V is bounded from below on &, , 
and hence it admits a Friedrichs extension [C.7.f]. We take this extension 
to be the perturbed operator. 
In case of dimensions d = 3 Povzner [B.l] formulated a condition on p, 
which ensured that the continuous part of - A + I’ is unitarily equivalent 
to - A. His result was extended by Ikebe [B.2] who showed that it suffices 
to assume the following: 
CONDITION P-I. The function p is real and square integrable over all of g3 . 
Furthermore it is Htilder continuous with the exception of finitely many points 
and there is a positive number E such that 
p(x) = O(1) (&)2+r at 1 x 1 = 03. 
Note that the requirement that p be square integrable over all of 8s implies 
assumptions (4.2) and (4.3). It also implies that - A + V is essentially self- 
adjoint on 0, and so its closure equals its Friedrichs extension. 
In this section we formulate a slightly extended version of Condition P-I. 
At the same time this condition will be formulated for arbitrary dimensions d. 
We already introduced assumptions (4.2), (4.3), and we replace the square 
integrability in Condition P-I by these assumptions. Next to the function 
p(a-) of the variable .r in &d assign a new function of the variable E in (0, 03) 
by setting 
I P&Y I = ,+J$ I P(x) I . (4.4) 
With the aid of this function we formulate: 
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CONDITION 4. I. The function p is such that for the function of Defkzition 
(4.4) we have 
f1 I po(~) I 4 dt + 1; I po(~) I 5(- 8 < m. 
* 0 
Clearly Condition P-I implies that Condition 4.1 holds near infinity. On 
the other hand Condition P-I does not imply the validity of the entire 
Condition 4.1. Actually one could combine these two conditions into a single 
one. For convenience, however, we shall not do this and continue to use 
Condition 4.1. We shall also need a condition, which was introduced by 
Kato [C.2] in connection with his investigations of the eigenfunctionals of 
- d + I’. It reads as follows: 
CONDITION K. There is a number 4, such that 
i 1 I P,(t) I d5 < cc 
and liy+yp 5 I p,(t) I -c 1. 
After these preparations we formulate the following version of the theorem 
of Povzner [B.l] and Ikebe [B.2]: 
THEOREM 4.1. Let - A be the closure of the Laplacian on 6, . Suppose 
that the potentialp satis$es assumptions (4.2), (4.3) and let - A + V be the 
Friedrichs extension of this operator on &, , where V is de$ned in Equation (4.1). 
Suppose further that p satisfies Condition 4.1 and Condition K and it is Holder 
continuous with the exception of finitely many points. Then the continuous part 
of - A $ 1; is unitarily equivalent to - A. 
In this section we derive this theorem from our abstract Theorem 2.1. 
It is convenient to introduce a new perturbed and unperturbed operator. 
Let Yd-i be the d - 1 dimensional unit sphere and define the unitary trans- 
formation T mapping Q,(gd) onto Q&(0, co), aa by 
Tf (0 (4 = 5’d-1”Y(E4, u E Yd-1 . (4.5) 
Clearly the adjoint is given by 
(4.5)* 
We define the new unperturbed operator, acting in Q2((0, co), Q,(9&)) by 
A, = T(- A) T*. (4.6) 
It is easy to see that T carries V into a multiplication operator. We set 
M(p) = TVT*, (4.7) 
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and take this operator to be the new perturbation. Since A, + Mb) on T&, 
is unitarily equivalent to - d + I;- on 0, , it admits a Friedrichs extension, 
and we take this extension to be the new perturbed operator. 
This new perturbation problem is analogous to the one of Section 3. For, 
we have seen that many of the arguments of Section 3 hold for operators 
acting in an e,((O, co), ?I)-space, and presently we have 
‘11 = e,(Yd-,). 
The main difference between the perturbation problem of Section 3 and the 
present one is, that the key estimates (3.8) and (3.9) concerning the unper- 
turbed resolvent need not hold in case the space Qa(Y&-i) is infinite dimen- 
sional, i.e., d + 1. Nevertheless we have analogous estimates, which depend 
on d, the dimension of b, over which d acts. Such estimates are formulated 
in the theorem that follows. In it, for convenience we assume that d f  2. 
Actually it is likely that Theorem 4.2 remains valid for d = 2 although this 
does not follow from the present proof. 
THEonEnl 4.2. Let 9 be any given interval. For each (5,~) the L?Z(y&-,) 
operator valued kernels &,(a~*)( [, v) calz be colztinuously extended onto 9 andfor 
the extezzded kernels zue have. 
The operator vahedfunctions R,,(w*)(~, 7) are continuous in 
zzom in the three variables, wi- in W*(9) and any ([, 7). (4.8) 
There is a constant O(l), such that for every w+ in W*(9) and every (5, 7). 
1 R,(w+)(t, 7) 1 = O(1) (min (e, 7) + min ([(d-1)12, ~(~-i)‘*). (4.9) 
We derive Theorem 4.2 from the well known [C. 1 .b] [C.3.a] representation 
of the Green’s function of the Laplacian. According to this representation, 
for each w in p(- d), the operator (W + 0)-l is an integral operator on 
Q!,(&& and its kernel is given by 
(w + 0)-l (x, y) = k(w, I x -y I). 
Here the function k satisfies the differential equation 
(4.10) 
$ k(w, Y) + +; k(w, Y) + wk(w, Y) = 0 (4.11), 
and the boundary conditions 
and 
p+c k(w, Y) = 0 
1 1 
hi rd-Sk(w, I) = - - e - , 
od-1 d - 2 
409/20/I-I 1 
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where ode1 denotes the surface area of Y,-, . It is easy to see that if we set 
w = -- 1 in these equations and denote the corresponding solution by k(r) 
then 
h(w, r) = w’d-*w(i dzr). (4.12) 
Here the branch d: is defined by the requirement Im &I < 0 in the plane 
cut along the positive axis. According to relations (3.8) and (3.9) Theorem 
4.1 holds for dimension d = 1 and we assumed that d # 2. Hence it suffices 
to consider the cases d > 3. Then from Eq. (4.12) and from the fact that 
T = 0 is a regular singular point of Eq. (4.1 1)-1 , it is easy to derive the 
following: 
For each (x, y) in c?~ x Ed the two functions, 
l~-Yld-2~(~*,lX-YI) 
of the variables w* are continuous in the open rectangles 
S?+(S) and they admit continuous boundary values on #. 
Furthermore the extended functions are uniformly continous 
in any (x, y) (x, y) region in which ( .x - y  1 is bounded 
from above, and W+ in the closed rectangles W*(Y). (4.13) 
From the fact that the point I = SG is an irregular singular point [C. 151 of 
Eq. (4.10)(_,, we see that there is a constant 0( 1 ), such that 
k(w* ( 1 x - y I) = O(1) j-J-lj(d-1)‘2 
in any (x, y) region in which ) x - y  1 is bounded from 
below and CO* in the closed rectangles g*(4). (4.14) 
Now let us consider the resolvent of the unperturbed operator A,. It 
is clear from definition (4.6) that 
R,,(w*) = T(w+ + 0)-l T*, Kk E sp). 
This relation shows that for each (4, q), R,(wJ(~, 7) is an integral operator 
on Q2(YdJ, whose kernel is given by, 
&&+IJ(5, ?)(U, 4 = (t%)‘“-“” 4% , I 5u - 7” I). (4.15) 
To verify conclusion (4.7) we need a result of Holmgren [C.8.a]. This 
says that if K is an integral operator on, say L?,(Y&), with symmetric or 
Hermitian symmetric kernel, then for its norm we have 
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Application of this bound to the operator K = &(w*)([, 7) - R&*)(6,7) 
yields 
(4.16) 
if we remember Eq. (4.15). Next set 
+* ’ wd, 7) = ,u,;;$=, II 5‘u - 7” ld-2 I k(p* , 1 5u - 7w I) 
- k(w* , I Eu - 7v I)1 (4.17) 
Insertion of this definition in (4.16) yields 
I &(P+)(t’ 7) - &(4(5’ 7) I 
< K(P* , Ft , 6, 7)(t7)‘d-1)‘2 * ,;$ [ 1 ( ’ 
s (ul=1 l4U-7”l 
)‘-’ dS,] - (4.18) 
Since the integrand depends only on the scalar product (u, w) the spherical 
integration can be carried out [C.l.a]. This yields 
s ( 1 jtq=l I B - 7” I )‘-’ dS, = j’” (1 - 09(~-3)/2 (62 + ?2 _ 2.$)‘2-dU2 da. -1 
Setting 
we have 
T = max (E9 7) 
min (t, 7) ’ 
+l (1 - +--3)12 ((2 + 72 - 257a)‘d-“‘/2 d,, 
-1 
1 
= max (tdd2, 7d-2) 
+‘(I _ a2)(d--3)12 (1 + 72 _ 27a)‘2-d’/2 d,,. 
--1 
Since the second factor remains bounded independently of r, we see that 
there is a constant O(l), such that for every ([, 7) 
. 
J ( 1 luj=l I 5u - r]fJ I )‘-‘dS, = O(1) min (($j”-“, ($,“-“) . (4.19) 
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Clearly 
(,$q)(d-2)/2 mi* 
These two relations together show that 
(6~)+~)” / (- ’ 
jLq=l I &J - v I 
)d-‘dS,, = O(1) min (5, rl). (4.20) 
Insertion of this estimate in (4.18) yields 
I &(~4(6,7) - &(4(S, 7) I = O(1) min (5,7) 44 - w+ , 5,7). 
According to definition (4.17) and relation (4.13), 
lim ~(p* ~ wi , E, 77) = 0. 
*i-fJJ* 
Thus the operator R,,(w*)(~, 7) depends continuously on the variables w* . 
A similar argument, that we shall not carry out, shows that it also depends 
continuously on all three variables w * and (5, v). This establishes conclu- 
sion (4.8). 
To verify conclusion (4.9) set 
Again we use the Holmgren bound, which yields 
I h(wi)(5,7) I = 0(1)ktv/~ j,,,=, (TG,&q-;)‘d-“‘2 0, , _ 
if we remember estimate (4.14). Similarly to the way relation (4.19) was 
proved, we see that 
1 (d-1)12 
I !s  - 77v I 
dS, = O(1) min 
@W2, i$),d-l,/2j . _ 
These two relations together show that 
1 Rs,r(w+)([, v) 1 = O(1) min (6(d-1)‘2, q’d-1”2). (4.21) 
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On the other hand we see from estimate (4.13) that 
I 4bJd5,?) - %l(W& 77) I 
II 165 
= wKwd-1)‘2 j, ,=1 ( , & 1 ‘1~ , y-, a,. L’ 
This in view of (4.20) yields 
I %(wdJ(f, 7) - 4dwd(E, rl) I = O(1) min C&d. (4.22) 
Thus adding estimates (4.21) and (4.22) we arrive at the validity of con- 
clusion (4.9). This establishes Theorem 4.2. 
Having established Theorem 4.2 we use it to derive Theorem 4.1 from the 
abstract Theorem 2.1. In this derivation Theorem 4.2 plays the role of the 
key estimates (3.8), (3.9) of Section 3. 
(a) CONDITION G,(3). Let B be a Banach space of g!2(YdP1) valued 
measurable functions on the positive axis. Suppose that the B-norm is 
such that for each f in 23, 
j$dlv% +~~If(~~I~‘“-““~~~!IfI!s. (4.23) 
Then we see from estimate (4.9) of Theorem 4.2 that for each W& in the closed 
rectangles W*(9), 
and hence 
j j;j, 4k4(5, df (Odd 4 8 / = O(l) Ilf IIB II g 11’~ . 
In other words the kernels R,(w+)(t, 7) determine bounded forms on 8 x 8. 
At the same time it follows that the norms of these forms are uniformly 
bounded in w* in W,(Y). Clearly for II* in the open rectangles W+(9), 
these forms correspond to the operators R&) which act in &((O, oo), 
P,(.Yd-,)). We see from conclusion (4.8) of Theorem 4.2, and from the vector 
valued Lebesgue theorem on dominated convergence [C.7.c], that 
)&, [4&41’~ (f, d = [W41~3 (f, g) on 93 x 8. 
Thus if the b-norm satisfies assumption (4.23) then Condition G,(X) holds 
with reference to it. 
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(b) CONDITION G*(Y). Recall the abstract Lemma 3.2 concerning an 
appropriate class of operators (A,, A, + Mb)). Specifically this lemma 
defined a b-norm with reference to which Condition G,(Y) holds for these 
operators. One of the assumptions of Lemma 3.2 was Condition 9, i.e., that 
the unperturbed resolvent kernels R,(w*)(c, 7) can be continued onto 9. 
Clearly, for the unperturbed operator introduced in (4.6) this is implied by 
conclusion (4.8) of Theorem 4.2. We maintain that the rest of the assump- 
tions of Lemma 3.2 also hold, and this is the statement of the lemma that 
follows. 
LEMMA 4.1. Let 9 be a closed and bounded interval and let the operators A,, 
and M(p) be dejined by (4.6) and (4.7). S pp u ose that the potential p satisfies 
Condition 4.1. Then for the pair of operators (A,, , A, + Mb)) assumptions 
(3.5) and (3.6) of the abstract Lemma 3.1 hold. 
We start the proof of this lemma by introducing a notation. For each posi- 
tive 6 define the operator p,(t) on Oa(&J by 
POW d4 = PW dub u E %-I 9 v E M3-1). 
Then it is clear from definition (4.7) that 
M(P)f kw = (Pd5)f Gw4~ f E G((Q ah uz-I)>- 
At the same time we see that the value ) pa([) 1 introduced in (4.4) equals the 
norm of this operator. 
Recall that the assumptions of Lemma 3.1 are formulated with reference 
to a weight function w. The arguments used to establish Eqs. (3.10) and (3.11) 
show that Condition 4.1 implies the existence of a positive function w such 
that: 
1 
$$qq= lim -X- ( 1 vo w(7) 
=o (4.24) 
and 
jl I PO(~) I w(77) d7 f jr I Po17) I 7’d-1”2 W(7) dr) < co. (4.25) 
We maintain that for the operators of (4.6) and (4.7) the assumptions of 
Lemma 3.2 hold with reference to this weight-function. For, combining 
relations (4.24) and (4.25) with conclusion (4.9) of Theorem 4.2, we see the 
validity of assumption (3.5). 
To verify assumption (3.6), as in the proof of Lemma 3.2, set 
X i 1 %(ru*)(t, 7) - &b&d I . I f+,(q) I * w(y) dy. (4.26) 
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Conclusion (4.9) together with inequality (4.25) shows that the integrand 
admits an integrable majorant which depends on 7 only. Hence remembering 
conclusion (4.8) we see that 
lim Ir*+w* s I&(P+.)(&, 7) - &4-4(~~ 7) I*I Pdd I .47) 4 = 0. 
At the same time it follows that this is uniform in 5 in the interval [I/n, n]. 
Since in this interval f is bounded away from zero, for frozen n, we arrive at 
liE+L(f* - W& 9 n, = O. (4.27) 
On the other hand, using relations (4.24), (4.25) and conclusion (4.9) we 
arrive at 
i-5 Z(p* - Wf , n) = +I. - wk , co>. (4.28) 
At the same time it follows that this holds uniformly in p+ and W+ in the closed 
rectangles Q(9). Thus 
lim I&* - W& , co) = 0. 
p*+‘w* 
This relation, in view of definition (4.26), yields the validity of assumption 
(3.6) with reference to such a weight function w. This completes the proof 
of Lemma 4.1. 
Insertion of Lemma 4.1 in Lemma 3.2 shows that if the potential p satisfies 
Condition 4.1 then the pair of operators (A, , A, + M(p)) satisfies Condi- 
tion G,(Y) with reference to the !&norm of (3.7). Note that this B-norm, 
in turn, is defined with reference to a weight function w which satisfies 
relations (4.24) and (4.25). Clearly such a weight function w is not unique 
and in the remaining part of this section we choose an arbitrary but fixed such 
w. Then we show that the rest of the conditions of Theorem 2.1 also hold 
with reference to the B-norm defined by (3.7) with the aid of such a w. It 
is nearly evident that Condition G,(3) holds. For, insertion of inequality 
(4.25) in definition (3.7) yield the validity of assumption (4.23). Hence 
according to Subsection a Condition G,(Y) holds. 
(c) CONDITION GJ#). For each complex number Z.Q in the open rectan- 
gles a*(Y) and positive number K define the kernel 
Here cle denotes the characteristic function of the interval [0, Zz]. From the 
assumption that p is locally square integrable and from conclusion (4.9), 
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we see that &1(p) $,lz(& is an everywhere defined bounded operator on 
%((O, a), G(=%-1)). Clearly 
RLk,(P*))* = 4l,k(iLk)~ 
Replacing estimate (3.9) by conclusion (4.9) in the arguments of Subsection 3.c 
we see that 
Thus Condition G&3) holds with reference to such a space 8. 
(d) CONDITION A,(4). Let JJ be an interval of the positive axis, which 
does not contain zero. We show that if the potential satisfies Condition 4.1 
and the overlapping Condition K of Kato then Condition A,(3) holds. It is a 
remarkable fact that the Titchmarsh lemma [C.7.h] has an analogue in the 
higher dimensional case, which was formulated by Kato. His result allows 
us to proceed similarly to the way we did in Subsection 3.d. In fact we start 
with a lemma which says that relation (3.26) remains valid in the present 
situation. 
To formulate the lemma recall that for each wj: and vectorf in B R,(w,)f 
is a functional on 23. Clearly it corresponds to the P!,(Yd-,)-valued function 
4+4f(t) = j 4h4(~~ dfh) 4. 
An elementary calculation shows that a spectral transformation of A, is 
the integral transformation with kernel 
4i~, rl)(h VI = Y w1/4 rl ' ( &)(d-1)/B exp (iy 4; (u, v)). 
More specifically for each (w, T), U,,(w, v) is an integral-operator on X!,(Yd-,) 
whose kernel is given above. Here y  is a constant that we do not specify. 
Now we formulate: 
LEMMA 4.4. There is a constant y  such that for every f in B 
F+t I w4f(~) I = Y I Gf(w) I . (4.29) 
It is easy to see [C.15] that there is a constant y  such that for fixed w*, 
&J* , P) - y  ($)(d-l)‘z exp (ip I&*) at p-03. (4.30) 
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Let 7 be a fixed positive number and let (u, V) be a pair of fixed unit vectors in 
Q,(Yd-,) x Q,(gd-,). Then clearly 
and hence 
exp (i I Eu - rlv I 6) - exp ,;5 VZ*) * exp (+(u, V) G*) at [ - co. 
Inserting this formula in (4.30) yields 
k(w* , 1 fu - 7n I) - y (+)(‘-l)” exp (if A& * exp (i7(u, v) I&*) 
Hence remembering definition (4.15) we obtain 
&(w*)(& 7)(% v) - y7’d-1”2 exp ($ d/wi) . exp (i7(u, v) d&). (4.31) 
This relation holds uniformly in (u, V) and 7 in any bounded region. Hence 
if the functionf(7) has bounded support, we can multiply this relation by it 
and carry out the 7 and v integrations. This yields 
SJ - qw*)(t, 7)(% v)f(ll)(v) dS0 d7 
- y exp (it d/w+) sl exp (i7(u, v) G+) . 7(d-1)12f(7)(v) dS., d7 
at 5 - co. 
Finally taking the squares of the absolute values on both sides and carrying 
out the u-integration we arrive at the validity of conclusion (4.29) for such a 
function f. 
To verify this conclusion for a general f, which does not have compact 
support set 
if (7) 
fn(7) = lo 
0<7<n 
7 > n. 
Then we see from Eqs. (4.8) (4.25) and estimate (4.9) that 
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uniformly in [, on the entire positive axis. According to the already established 
part of the lemma, for each n, 
These two relations together establish conclusion (4.29). 
Having established Lemma 4.4 we return to Condition A,(9). A repetition 
of the arguments of Subsection 3.d shows that Condition 4.1 implies that the 
operators (Mb) &(w+))~ are compact. Thus Condition A,(9) is equivalent 
to the one to one character of the operator (1 - M(p) &(w*))~ . In other 
words assume that i;, is an exceptional point in 9 and J is an exceptional 
vector in d, for which either 
(1 - M(p) Ro(G+))B f = 0 or (1 - M@) &(w-))B j = 0. (4.32)* 
Then we shall show that 
p=o. (4.3 3) 
Recall that in Theorem 4.1 we have assumed that the function p(x) of the 
variable x in &‘d is Holder continuous with the exception of finitely many 
points. Then standard arguments [C.4] show that assumption (4.32)+ implies 
that the function 
q‘3 = %@i).m), (4.34) 
is twice continuously differentiable. At the same time it follows that its satisfies 
the equation 
A&q + M(p) fig) = Gqt). (4.35) 
Now we make use of the basic Lemma 3.1 of [A.14], which says that for the 
exceptional point G and vector j’we have 
u,f@q = 0. 
In view of this equation application of Lemma 4.2 to 6 yields 
(4.36) 
Finally we use the previously indicated result of Kato [C.2]. This says that if 
the potential satisfies Condition K then for any strictly positive number 8, 
Eqs. (4.35) and (4.36) imply that a(t) vanishes in some neighborhood of 
6 = 03. This in turn, in view of the unique continuation principle [C.4] 
implies B = 0. Thus we see from definitions (4.34) and (4.32)~ the validity 
of conclusion (4.33). This establishes Condition A,(9). 
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(e) CONDITION A,(9). Repeating the arguments of Subsection 3.e 
literally, we see that Condition Gs(9) and Condition A,(Y) imply Condition 
4m 
In conclusion we summarize our statements. Let 9 be a closed and bounded 
interval of the positive axis which does not contain zero. We have shown that 
if the potential p satisfies assumptions (4.2), (4.3), Condition 4.1 and Con- 
dition K then the assumptions of the abstract Theorem 2.1 hold for the pair 
of operators (A,, A, + M(p)) over any such interval 4. Hence the part of 
these operators over 9 are unitarily equivalent. Since the spectral projectors 
are countably additive [C.7.e] the part of these operators over the entire 
open positive axis are equivalent. According to considerations used by 
Balslev [C.lO], Schechter [C.6], and elsewhere [C.5], assumptions (4.2) and 
(4.3) imply that the spectrum of the Friedrichs extension of A, + M(p) 
is disjoint from the open negative axis. Thus remembering that the pair of 
operators (A, , A, + M(p)) acting in f?,((O, co), Q,(Yd-i)) is unitarily equiv- 
alent to the pair (- d, - d + V) acting in Q,(&&, we arrive at the validity 
of Theorem 4.1. 
APPENDIX 
Another Aoof of the Theorem on Partly Gentle Perturbations 
In Part I the theorem on partly gentle perturbations was derived from the 
resolvent loop integral formula, independently of the recent considerations 
of Pincus [A.12], which among other things, extend the results of Hellinger- 
Hahn [A.l]. It is convenient, however, first to derive from the loop integral 
formula a version of the Hellinger-Hahn-Pincus theorem. This is done in 
the following Section I. Then in Section II we show that the results of Part I 
allow us to apply this version of the Hellinger-Hahn-Pincus theorem to both 
the perturbed and unperturbed operator. This yields another proof of 
our theorem on partly gentle perturbations. 
I. A Version of a Theorem of Hellinp - Hahn - Pincus 
We start by introducing some notations. Let A be a given operator which 
acts in the abstract Hilbert space -I, and is strictly self-adjoint on the given 
domain D(A). Following Stone [Al] and Friedrichs [A.2], for an arbitrary 
subset G of 3)(A), we call the smallest closed subspace which contains G 
and reduces A, the subspace generated by 6 and denote it by g(G). For ex- 
ample if G = E(9) sj then s(G) = E(9) 5, and for brevity we set 
5(W) 5) = 5x4. 
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It is easy to describe s(G) in the general case too. To do this let # be an 
arbitrary function which is continuous on u(A), the spectrum of A, and 
define the operator -4(yG) in the usual manner [C.7.r]. Clearly, for an arbitrary 
complex polynomial p 
A(p) 6 c 4j( 6). 
It is also clear, that setting 
P(6) = u A(p) 6, 
?) 
(1.1) 
where the union is taken over all polynomials, we have 
P(6) = AP(6). 
Thus 
4j(G) = P(G), 
where the bar denotes closure in -4j. 
Next, let [F] be a sesquilinear form on G x G where G is a possibly non- 
dense subset of 5. Clearly every operator on 3 determines a form, but the 
converse need not hold. Let 91 be another abstract Hilbert space, to which 
we refer as the accessory space, and which will play a role analogous to the 
space of complex numbers. For this reason we denote the inner product of 
the vectors iy and /3 in ‘u by $I. For an arbitrary linear functional v  mapping G 
into ‘u we define the product of this functional with itself, to be the sesqui- 
linear form determined by, 
After these preparations we formulate conditions on the factorization of 
the jump of the resolvent of the operator A, which allows us to construct 
a spectral transformation for A. For brevity we call such a factorization 
admissible, and in the definition that follows this is described in specific 
terms. Since A is strictly self-adjoint for every nonreal 6, its resolvent, 
R(c), is a bounded operator on 9, and hence determines a bounded form 
[R(t)]. I f  5 approaches o(A), then under general circumstances [R(t)] 
approaches some sesquilinear form. In the definition that follows we denote 
the Lebesgue measure by A. 
DEFINITION I. Let A’be a subset of 9 of such that A(J) = 0 and fw each 6 
in .F - ., V let rp( 5) be an X-valued functional on 6. We say that these functionals 
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dejine an admissible factorization of the jump of the resolve& of A, Ejr the 
following holds : 
(i) the subspace generated by 6 contains the eigenspace of A over 9, i.e.j , 
-f$q ~-5V). 
(ii) for each f in G the ‘U-valued function (q(t), f) of the variable [ is in 
Q&f9 w 
(iii) for each 5 in 4 - X 
Let A(9) denote the restriction of A to $(9) and let M(4) denote the 
multiplication operator on .$(9, a), i.e., set 
wfa) VW = 5#(5)! * E G(9, v. 
The theorem that follows says that if the resolvent of A admits a factorization, 
which is admissible in the sense of the previous Definition I, then d(9) 
is unitarily equivalent to M(9) acting in an appropriate subspace of 8,(4, a). 
To describe such a subspace we introduce another notation. Let {a> be a 
family of subspaces of VI labeled by the points 5 of 9. We denote by Qs(4, {a}) 
the set of those functions {$} in Qa(9, 2t) for which 
9w E W) for every (EX. 
More specifically !&(9, {a}) consists of those equivalence classes of functions 
which admit such a representative. A repetition of the proof of the Riesz- 
Fisher theorem for f?!,(Y, 91) shows [C.7.1] that Q,(.Y, (a}) is a closed sub- 
space of Q,(9, ‘%). Note that in general it may be finite dimensional, in fact 
it may consists of the zero function only. All that we claim is that it is a well- 
defined closed subspace of &(9, a). In case the function dim flu(t) is measur- 
able such pathologies are excluded and &(9, {‘u}) is a special direct-integral- 
of-Hilbert-spaces, in the sense of von Neumann [A.3]. However, we shall 
not make use of this fact. 
As mentioned before, recently Pincus [A.121 considered a large class of 
abstract operators and constructed a direct-integral-space for them. At the 
same time he described an isometry which carries his operators into the 
multiplication operator over his direct-integral space. In his construction 
the members of the family of spaces {a} need not be subspaces of a separable 
Hilbert space. Thus in this respect our version of the theorem to be stated, 
assumes more and concludes more. On the other hand Hellinger and Hahn 
[A.l] showed the existence of a unitary transformation which maps $ into a 
rather special Q,(p, {a}) space. Specifically they showed that the family of 
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spaces {a} can be choosed to be nested subspaces of the coordinate space &a . 
This is implied by their notion of an ordered representation [A.l] [C.7.u]. 
If one tries to verify the assumptions of these abstract theorems for specific 
operators it is not clear which version is more convenient. All that we claim 
is that our version, which follows, is a convenient one for partly gently 
perturbations. 
Let us also mention that still another representation theorem is formulated 
in the forthcoming work of Kuroda [A. 151. 
After these preparations we formulate: 
THEOREM I. Let 4 be a compact interval and suppose that the operator A(9) 
is absolutely continuous. Suppose further that {p)} is a family of S-valued func- 
tionals on the countable set G which defines an admissible factorization of the 
jump of the resolvent of A. Then the equations 
W) = p(S)6 c ‘21 U-2) 
define a family of Hilbert space, {VI}, such that A(9) on a(S) is unitarily 
equivalent to M(Y) on i?,(Y, {A}). Let U(Y) be the I&(9, %I) closure of the 
transformation defined on P(G) by 
v? 4&f (0 = P(5) <&hf >, 6 E J, f  E 6. (I-3) 
Then U(9) is a spectral transformation of A(9). That is, it is an isometry on 
G(9) and carries A(9) on sj(Y) into M(9) on a,(~, {?I>), i.e., 
A(9) = U*(9) M(Y) U(9), (1.4) 
and 
U(4 5(4 = %V, Pq. (I-5) 
We start the proof by showing that an admissible factorization of the jump 
of the resolvent on 6 x G implies an admissible factorization on the dense 
set P(B) x P(6). Specifically we shall show, that there is a set JV such that 
h(M) = 0 and for every 6 in 9 - JV and every pair of polynomials pi , p, 
- & ii?0 P(5 - 41N4f~ ,A(pJfd = P&Y P~G~GP(O~ fd(dO, fd 
for 
To verify this relation, for each 
*,,< by 
(fivf,)EG x G (1.6) 
t and E # 0 define the continuous function 
1 - 2k 
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Then clearly 
q5 + ic) - R(( - ic) = A(S,*,) (1.7) 
and for each fi , fi , in G x 6 
According to a corollary of the spectral theorem [C.7.t] 
By assumption A(J) is absolutely continuous, and hence the measure deter- 
mined by the function (E(v) fi , fi) is continuous with reference h, the 
Lebesgue measure. This fact together with the Radon-Nykodim theorem 
[C.7.n] yields 
(1.9) 
and 
(1.10) 
Let ,V( fi , f2) denote the complement of the set of Lebesgue points [C.7.p] 
of the function in (1.9) and let M be the union of these sets as fi and fi range 
over 6 and of the exceptional set of Definition I. According to a theorem of 
Lebesgue [C.7.0] for each (i,j) relation (1.9) implies that h(M( fi ,fi)) = 0. 
Since we assumed that the set G is countable we have h(M) = 0, which is the 
first statement of relation (1.6). To verify the other statements we need a 
theorem of Fatou [C.13], [C.7.q] which says that if the complex valued 
function (I, is in e,(Y) and [ is a Lebesgue point of I/, then 
r lim J” 
?r e-+0 (5 - $ + +J 447) 4 = $(5). (I.1 1) 
Since multiplication by a polynomial does not decrease the Lebesgue points, 
this relation holds for 
4(r)) = Ah> P&I) $ b%)f, > fz), (1.12) 
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and for each f  in 9 - ,V. Thus combining definition (1.12) with relations 
(I.ll), (1.10) and (1.8), we arrive at 
d 
= M) PdO . z (W)fl Y fJ, tEX-JV-* 
Next apply this relation to the particular polynomials 
A(v) = PAd = 1. 
(1.13) 
Since by assumption the functional ~(5) d e fi nes a factorization of the jump 
of the resolvent at 5, we see from (1.13) that 
(1.14) 
Finally insertion of relations (1.13) and (1.14) in relation (1.6) yields the 
validity of relation (1.6). 
As a first consequence of relation (1.6) we see that the value of the trans- 
formation U(Y) is independant of the representation of a vector in P(G). 
In other words, 
4Pl)fl = &df2 (1.15) 
implies 
UP? A(Pi)fi = UP? 4Pe)f2 (1.16) 
For, insertion of assumption (1.15) m relation (1.6) yields, for every 6 in 
3 --‘andgin 6 
(Plmd~)7fl) - P2~!3(P(~)~fi~ . (63I g> = 0. 
That is to say, the vector 
PlG%dS)~fl> - PASKdEhfi> E v(E) 6 
is orthogonal to every vector in ~(6) 6. Hence 
PlwP(ml~ = P2ex&)~f2>- 
Insertion of this equation in definition (1.3) yields the validity of relation 
(1.16). 
As another consequence of relation (1.6) we derive conclusion (1.4). To 
do this, recall the loop integral formula [C.7.w], which says that 
(f, W?g) = - & J$ j-$ {(f> R(5 + Wg) - (f, R(5 - ic) g)> dt 
fvgE-9 x -5, (1.17) 
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provided that the endpoints of 9 are not point-eigenvalues of A. Now, in 
this formula we set 
f = A@,)f, 1 
g = -W,)f2 9 (fi ,fi) E 6 x 6. 
Remembering the way a sesquilinear form was assigned to an operator, we 
see from relation (1.6) that 
- & ii?0 M-4f, 3 V-G + 4 - W - 31 &,)f,) 
= l%(5) P2(O<dO, fi>MS)~f2h ‘fE4--JV. 
Insertion of definition (1.3) in this equation yields 
- & !!yo (&,)f, 9 P(t + 4 - W - 41 &,)f,) 
= q4 A(z’df~(S) * U-4 4’,)f(S). (1.18) 
We claim that the family of complex valued functions on the left also con- 
verges in the f!!,(J)-norm. For, we see from relations (1.8), (1.10) and defini- 
tion (1.12) that 
(4Pdf~ s VW + 4 - R(t - W A(p,)f,) = j t5 _ $ + E2 #Cd 4. 
Let the operator Jt on e,(Y) be defined by the kernel 
Using this notation the previous equation can be written as 
(4zh)fl , WE + ic> - W - id> A(p2)f2) = - 2niJc t45). 
As is well known [C.13], on the set of continuous functions the operators 
Jc converge in the maximum norm, and hence strongly to the identity operator 
on Q,(J). Since 
the norm of the operator J6 is bounded independantly of E. Hence these 
operators converge strongly on all of Q!,(4) and 
409/2011-I2 
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This fact together with the previous relation shows that the family of func- 
tions on the left of (1.18) converge in the L?!,(9)-norm, as e converges to zero 
from above. That is the claim is established. Insertion of this fact in the loop 
integral formula (1.17) shows that the order of integrating and taking limits 
can be interchanged. This yields 
if we remember relation (1.18). Note that the integral on the right is an inner 
product in JZ?,(J, ‘u). Specifically, we have 
and hence 
MPMI P w 4P,)fz) = MPl)fl v u*PY WI 4Pa)f2)* (1.19) 
So far fi , fi were fixed vectors in G and pr , p, were fixed polynomials. Now 
let fi range over all of 6 and let p, range over all polynomials. Then accord- 
ing to item (i) of Definition I and relation (1.2) the set {A&,) fi> is dense in 
$5(Y). Since the vectors E(9) A@,) fi and U*(9) U(Y) A&) fi are in this 
subspace, (1.19) implies 
P7 &,)f, = U*(J) UV) Jz’Jf, - 
Similarly letting fi range over G and letting p, range over oplynomials we 
arrive at 
E(9) = U*(9) U(Y). (1.20) 
Next let Yk be an arbitrary subinterval of 9, and let C(6) denote the operator 
of multiplication by the characteristic function of Yk , i.e., set 
C(s,)f(5) = g’5’ g:, f Ef!&F, a). 
It is clear from relation (1.20), that setting 
44,) = wik) V-Q u*(Yk) = u*(9) C(Jq, 
we have 
E(Yk) = u*(Y) C(Yk) U(Y). W% 
For each 12, let {Yfi,n} be a partition of the interval 3, and let tkVn be the 
midpoints of these intervals, say. Then we see from relation (I.20)k that 
k 
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Letting the maximum length of these intervals tend to zero as n tends to 
infinity it is clear that the operator in the paranthesis converges strongly to 
M(X) on 8,($, 2l), i.e., 
On the other hand, according to the spectral theorem [C.7.s], the left member 
of (1.21) converges strongly to A(9). Thus 
A(Y) = u*(Y) M(Y) U(9); 
that is to say, conclusion (1.4) holds. 
Finally we turn to the proof of conclusion (1.5). This conclusion is implicit 
in the work of von Neumann [A.31 on direct-integrals-of-Hilbert-spaces. 
It also follows easily without reference to such spaces, as we shall show 
presently. Since U(Y) is an isometry its range is closed and it suffices to 
show that the range is dense in Qa(9, {X}). In other words it suffices to show 
that the range is dense in Ps($, {a>). In other words it suffices to show that if 
E > 0 is given and if the function (CI in P,(Y, a) is such that 
for every 5 in 9 - 91, (1.22) 
then, there is a vector in fe in 5 for which 
II * - 44fc II < 6. (1.23) 
To construct such a vector f6 we need some properties of the Lebesgue 
integral of a vector-valued function. First we need the fact that it is an 
absolutely continuous set function [C.7.v]. Specifically to the given E :> 0 
there is a number 6 such that for every subset Y of 9, 
h(Y) < 6 implies II 16 - W - .W # II2 = I, I i(4) I2 dt < 6. 
(1.24) 
We claim that such a set Y can be so chosen that the function $ and each 
of the functions (v(t), f) for f in 6, are continuous on 9 - Y. For, we know 
that a Lebesgue measurable function can be approximated in measure by a 
continuous function. More specifically [C.7.m] to the number S/2 and to the 
function 4 there is an open set O,,, such that 
and 4 is continuous on 
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According to item (ii) of the Definition I the function (v(e), fn) is in f!,(Y, %). 
Hence to each fn in the countable set G there is an open set O,., such that 
Thus setting 
and (v(t), fn) is continuous on 9 - @&,?I. 
.9 = fi G,, I 
?I=1 
in relation (1.24) the claim follows. Remembering definition (1.3) we see 
from relation (1.22) that to every positive number E’ and point & in 9 there 
is a vector ft in G such that 
If we choose the point 5 to be in 9 - Y, then we see from this relation and 
from the definition of 9, that there is an open interval Y(t) such that 
.$ E 9(.$ and for every 7, 
rl E q) - 9 implies I $(77) - Y4f&d I < E- (1.25) 
Since Y is open and J was assumed to be compact, 9 - 9’ is compact and 
hence it can be convered by finitely many of these intervals. Clearly the 
union of two open intervals can be written as a disjoint union of two possibly 
nonopen intervals, each of which is contained in the open intervals. Thus 
there are finitely many disjoint intervals which we again denote by 
Y(tr),.. 9(&J, such that they cover 9 - Y and each Y(fk) is contained in 
an original Y(&). With the aid of these intervals we define the vector f6 by 
(1.26) 
We maintain that for each k, 
U(Jq-q.m,) - Y")f[, = w%c) - y") WYf,, * (1.27) 
For, let {p,} be a sequence of polynomials which are uniformly bounded on 
the interval 4 and converge in Lebesgue measure to the characteristic func- 
tion of the set 9(&J - 9’. Let the operator of multiplication by p, on &(9, %) 
be denoted by M(p,). Then clearly these operators tend strongly to the opera- 
tor C(X(tk) - 9) on all of &(Y, U). In particular, 
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at the same time, remembering that by assumption A($) is absolutely 
continuous, we see from the previously used corollary [C.7.t] of the spectral 
theorem that 
Since the vectorf$ is in G, definition (11.3) yields for each n 
Letting n tend to infinity and inserting the other two relations in this relation 
we arrive at the validity of relation (1.27). 
Finally from relation (1.27) we derive inequality (1.23). Insertion of relation 
(1.27) in (1.25) shows that for each K and every 7, 
Now letting k range over the values which appear in definition (1.26) and 
remembering that the intervals {J( lk)} are pairwise disjoint, we arrive at 
7)E4--Y implies I NT) - we”f< I < 6. 
In other words the vector fc of definition (1.26) is such that the function 
U($)f, approximates #, uniformly on 9 - 9’. Insertion of this fact and of 
relation (1.24) in inequality (1.23) yields the validity of that inequality, if we 
remember that 9 is a compact interval. As it was observed before (1.23) 
implies conclusion (1.5). This completes the proof of the Theorem I. 
II. The Theorem on Partly Gentle Perturbations 
In this section we derive Theorem 2.1 of Section 2 from the previous 
Theorem I and from some of the results of Part I. Accordingly we assume 
that the pair of operators (A,, A,) satisfies the assumptions of Theorem 2.1. 
Then we shall show that their parts over the interval Y are unitarily equiv- 
alent. 
We start with an observation of Kato [A.16]. This says that setting 
I’ = A, - A, on %‘M f-3 WI) 
and denoting by .$( I’, A,) (or $( V, A,) the smallest closed subspace which 
contains the range of V and reduces A, (or A,), we have 
and 
(II. 1) 
409/20/ I-I z * 
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Hence it suffices to show that the restriction of the operator A,(9) and 
A,(9) to 4j( I,‘, A,) are unitarily equivalent. We denote these restrictions by 
--1,(4, I’) and Ai(9, I-). In case S is the entire real we refer to these operators 
as =1&I-) and Ai( Similarly we denote the restrictions of these operators 
to their eigenspace over any interval 9 by &(I,-, 9) and ,4,(F7, .Y). Then 
clearly 
A&Y, V) = /I()( I, 4) and A,(9, 1;) = A1( F, 9) 
We maintain that the unperturbed operator A,( I’) satisfies the hypotheses 
of Theorem I. To verify the absolute continuity of A,( V, Y), recall that 
our assumptions in Theorem 2.1 are stated with reference to a Banach space 
d. This space B is such that the intersection 93 n $ is well defined, and it 
is dense in B with reference the b-norm and dense in the range of V with 
reference the &norm. This last requirement clearly implies 
B,(B n 5, 4) =: 4j(K 4) 1 sj(y, 4(V). (11.2) 
Next set 
‘5 =Bnsj. (11.3) 
We see from Condition G,(4) that for each pair of vectors fi , fi in G x 6 
This fact combined with relation (1.8) shows that for each pair of polynomials 
(PI s PA, 
&y*. I M6 + ic) - 43(6 - ~~N4I(Pdfi > MPJfJ I < a- (11.4) 
Insertion of definition (11.3) in relation (11.1) yields 
P(G) 1 w, 44 V), (11.5) 
if we remember relation (1.1). According to an observation in Section 2 of 
Part I, insertion of relations (11.4) and (11.5) in the loop integral formula 
(1.17) yields the absolute continuity of kl,( I’, 9). Thus for this operator the 
first hypothesis of Theorem I holds. Next we turn to the construction of an 
admissible factorization of the jump of the resolvent of A,(l’). Since this 
resolvent is a restriction of the resolvent of A, it suffices to factor the jump 
of the resolvent of A,. To do this recall that we assumed that together with 
A, a spectral transformation of the part A,(Y) is given. That is, to each point 
6 in 9 a Hilbert space ‘u(t) is assigned, and each of the X(t) is a subspace of 
a given separable accessory Hilbert space ?I. Furthermore a unitary trans- 
formation U,(9) is given which maps a($, A,) into J&(9, {X}) and carries 
A,(Y) into M(Y). It was also assumed that U,(Y) maps vectors in b n $ 
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into continuous %-valued functions and there is a constant O(1) such that 
for every [ in 9, 
I UJ?f(E) I = O(l) If 118 (11.6) 
Note that these rather severe restrictions are imposed on the unperturbed 
operator A, only. Now let 6, denote the evaluation functional, and set 
%(‘3 = VW)* (11.7) 
We claim that this family of functionals considered as a mapping of the set 6 
of (11.3) into Yl defines an admissible factorization of the jump of the resolvent 
of A, . For it is clear from relation (11.2) that the set G satisfies requirement(i) 
of Definition I. By assumption U,,(Y) maps a f vector in 6 into continuous 
functions and hence according to definition (11.7) the function (PO(c), f) 
is continuous. Hence requirement (ii) of Definition I holds. Note that in this 
case the exceptional set A’ in (ii) is empty. It is a simple consequence of the 
Fatou theorem, that for such a spectral transformation U,(Y), 
- &lim [&(5 + ie) - R,(t - ie)] = S,U,(~))(S,U,(Y) on G x G. 
Hence remembering definition (11.7) we see that requirement (iii) of Defini- 
tion I also holds. Thus the part A,( l3 3) of the unperturbed operator satisfies 
the hypotheses of Theorem I, with the exception of the countability require- 
ment on 6. It is easy to see, however, that this requirement can be replaced 
by the requirement that the exceptional set % is empty, which holds in our 
case. Therefore, according to Theorem I, setting 
we obtain a family of spaces {a} such that the operator A,($, V) is unitarily 
equivalent to M(s) acting on Q,(Y, {a}). 
Next we maintain that the part A,( k’, 9) of the perturbed operator is 
also unitarily equivalent to M(.Y) acting on the same space 0,(1, {U}). For, 
insertion of definition (11.7) in Lemma 4.3 of Part I shows that the assumptions 
of Theorem 2.1 imply that the family of functionals 
cpl(c3 = fPo(5)(1 - Fl(t +Ni? (11.9) 
define an admissible factorization for the jump of the resolvent of A, . 
Since by definition A,(Y, V) is the restriction of A, to a reducing subspace 
this equation also defines a factorization for the jump of the resolvent of 
A,(Y, V). We claim that for each [ in 4 
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For, according to Condition G,(9) and Condition A,,(X) the operator 
(1 - W?,(~ +)),B is bounded and it admits a bounded inverse, defined on all 
of 8. Hence this inverse maps dense subsets of B into dense subsets. Remem- 
bering that it is one of the defining properties of B that B n $5 is dense in 21 
with reference the B-norm. we see that 
(1 - I’-R,([ +))ir ‘5 is dense in ‘23. (II. 11) 
Assumption (11.6) and definition (11.7) show that the functional ~;a([) defines 
a bounded transformation from B into ‘u. Hence for arbitrary dense subset X 
of d, the ‘u closure of v,,(e) X and of ~a(() ~3 are equal, i.e., 
Application of this equality to the dense subset of relation (II. 11) yields 
if we remember definition (11.9). Another application of this equality to 
the set X = G, yields 
%(W = %Gw. 
These two equations together establish the validity of relation (11.10). 
Insertion of definition (11.8) . m relation (11.10) yields, for each E in 9 
This fact together with the already established fact that the family of func- 
tionals {yr} define an admissible factorization of the jump of the resolvent 
of d,(I’) allow us to apply Theorem I. Hence according to this theorem 
A,(.Y, V), the part of the perturbed operator ar( L’) over 9, is unitarily 
equivalent to M(J) acting on X!,(Y, ‘II). We have seen that -1,(4, I’), the 
part of the unperturbed operator A40(L) over 3, is also unitarily equivalent 
to M(S) acting on the same K.4, {%?I)) p s ace. Thus these operators are also 
unitarily equivalent to each other. From this, remembering relation (11.1) 
we see that the entire operators A,(4) and ‘qr(.Y) are unitarily equivalent. 
That is to say, the conclusion of Theorem 2.1 holds. 
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