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THE ENUMERATION OF EDGE COLORINGS AND
HAMILTONIAN CYCLES BY MEANS OF SYMMETRIC
TENSORS
PETER ZOGRAF
Abstract. Following Penrose, we introduce a family of graph
functions defined in terms of contractions of certain products of
symmetric tensors along the edges of a graph. Special cases of
these functions enumerate edge colorings and cycles of arbitrary
length in graphs (in particular, Hamiltonian cycles).
1. Introduction
The number of Hamiltonian cycles of a graph is an elusive invariant
that is hard to compute. One can find several formulas in the literature
that express the number of Hamiltonian cycles of a graph in terms of
its adjacency matrix. However, all these formulas are rather compli-
cated (e.g., they involve either traces of powers [6] or determinats and
permanents [4] of submatrices of the adjacency matrix) and cannot be
efficiently used for counting Hamiltonian cycles. The aim of this note
is to propose a different approach to the enumeration of Hamiltonian
cycles in graphs based on tensor contractions. The adjacency matrix
enters into this construction somewhat implicitly by governing the the
order in which the tensors are contracted. The same construction works
for the enumeration of edge colorings and cycles of arbitrary length.
The idea of constructing graph invariants by means of tensor con-
tractions traces back to Penrose [7], who proposed a novel (though
not quite successful) approach to the 4-color problem. Later this idea
found a number of remarkable applications, e.g. in the theory of Vas-
siliev knot invariants [5, 1] (some other applications are also mentioned
in the survey [3]). However, they all deal with 3-valent embedded
graphs (like 3-valent planar maps in the 4-color problem or Feynman
diagrams in the theory of Vassiliev knot invariants) and make use of
antisymmetric tensors (the structure tensors of Lie algebras, to be pre-
cise). Here we adapt Penrose’s construction to arbitrary graphs and
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symmetric tensors and apply it to the above mentioned enumeration
problems in graphs.
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2. Symmetric tensors and graph functions
Let G be a finite graph (possibly with loops and multiple edges).
The set of vertices of G we denote by V (G) = {v1, . . . , vn}, where
n = |V (G)| is the total number of vertices, and the set of edges of G
we denote by E(G). For each vertex vi we denote by di its degree (or
valency), i = 1, . . . , n. Then the number of edges of G is given by
|E(G)| =
1
2
n∑
i=1
di.
Now let F be a field, and let V ∼= Fr be a vector space of dimension
r over F. Fix a symmetric bilinear form B : V ⊗ V −→ F. The graph
G together with the bilinear form B define a multilinear form
(1) BG : V
⊗d1 ⊗ · · · ⊗ V ⊗dn −→ F,
which is constructed as follows. At each vertex vi of G we place di-th
tensor power V ⊗di of the vector space V , where the factors are labeled
by the half-edges of G incident to vi. Each edge of G defines a contrac-
tion of two copies of V (corresponding to its two half-edges) by means
of the bilinear form B. We obtain the multilinear form BG by perform-
ing such contractions over the set E(G) of all edges of G. Rigorously
speaking, the multilinear form BG depends on the order of half-edges
at each vertex vi, or, equvalently, on the order of factors in the tensor
power V ⊗di . However, its restriction to Sd1V ⊗ · · ·⊗SdnV , where SdV
denotes the d-th symmetric power of V , is defined uniquely.
Now fix a sequence A = {A1, A2, . . . } of symmetric contravariant
d-valent tensors Ad ∈ S
dV ⊂ V ⊗d. We treat the tensor product Ad1 ⊗
· · ·⊗Adn as an element of V
⊗d1 ⊗· · ·⊗V ⊗dn and consider the element
(2) FA, B(G) = BG(Ad1 ⊗ · · · ⊗ Adi) ∈ F.
Roughly speaking, FA, B(G) is obtained by placing a copy of Ad at each
vertex of G of degree d and contracting ⊗ni=1Adi using B over |E(G)|
pairs of indices corresponding to the edges of G. Thus, to each pair
A, B, where A is a sequence of symmetric d-tensors (d = 1, 2, . . . )
and B is a symmetric bilinear form, we associate an F-valued mapping
FA, B on the set of isomorphism classes of graphs, or an F-valued graph
function in the terminology of [8].
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3. Enumeration of edge colorings
Given a graph G, an r-edge coloring of G is a coloring of edges of G
in r colors such that at each vertex vi ∈ V (G) all di edges incident to
it have different colors. Clearly, an r-edge coloring exists only if r ≥ di
for all i = 1, . . . , n = |V (G)| and only if G contains no loops.
Let us show that the number of r-edge colorings of G can be realized
as a graph function FA, B for some suitably chosen A and B. Put
F = R and consider the usual Euclidean coordinates in V = Rr. Take
B given in these coordinates by the identity r×r-matrix Ir, and define
the components of the tensors Ad, d = 1, 2, . . . , by the formula
A
i1...id
d =
{
1 if i1, . . . , id ∈ {1, . . . , r} are pairwise distinct,
0 otherwise.
Theorem 1. For A as above, the value of the graph function FA, Ir on
any graph G is equal to the number of r-edge colorings of G.
Proof. In order to compute the value FA, Ir(G) first we have to decide
which products of components of Ad contribute to it non-trivially. We
interprete the indices 1, . . . , r as colors of the half-edges of G. A prod-
uct of n components A
i1... id1
d1
. . . A
im−dn+1... im
dn
(where n = |V (G)| is the
number of vertices and m =
∑n
j=1 dj = 2|E(G)| is twice the number of
edges of G) makes a non-zero contribution to FA, Ir(G) if and only if the
colors agree on each edge of G or, equivalently, if and only if for each
edge the both indices that label two of its half-edges are the same (oth-
erwise the bilinear form B = Ir vanishes). By definition, A
i1... id
d 6= 0 if
and only if all the indices i1 . . . id ∈ {1, . . . , r} are distinct, so that the
non-zero contributions are in one-to-one correspondence with r-edge
colorings of G. Since every such contribution is equal to 1, the number
of r-edge colorings of G is exactly FA, I3(G). 
Remark 1. The case of 3-edge colorings of 3-valent graphs (also called
Tait colorings), is of a special interest because of its relation to the 4-
color problem. Namely, a planar 3-valent map is 4-colorable if and only
if it admits a Tait coloring, cf. [7, 2, 3]. Take A = {A3} and B = I3
in Theorem 1. Then for any 3-valent graph G the value FA3, I3(G) is
equal to the number of Tait colorings of G.
4. Enumeration of cycles
Given a graph G, by a (multi)cycle we understand a 2-valent sub-
graph C in G. Note that we do not require a cycle to be connected. We
denote by |C| the length of the cycle C (that is, the number of edges of
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G that belong to C), and by l(C) the number of connected componets
of C. Clearly, the length of a cycle cannot exceed n = |V (G)|, and
cycles of length n are spanning cycles in G. A Hamiltonian cycle is a
connected cycle of length n.
The type of a cycle C in G is the partition λC = [|C1|, . . . , |Cl|]
of the number |C|, where C1, . . . , Cl are the connected componets of
C, l = l(C). The weight of partition λC is |λC| = |C|, and the length
is l(λC) = l(C). For each partition λ we define a graph function Nλ by
Nλ(G) = #{C ⊂ G|λC = λ},
i.e., Nλ(G) is the number of cycles of type λ in G. In particular, N[n](G)
is the number of Hamiltonian cycles in G.
For k a positive integer, denote by pk(x1, x2, . . . ) = x
k
1 + x
k
2 + . . .
the k-th power sum in variables x1, x2, . . . . Given a partition λ =
[k1, . . . , kl], we define a homogeneous symmetric function pλ of degree
|λ| = k1 + · · ·+ kl by the formula
pλ(x1, x2, . . . ) =
l∏
i=1
pki(x1, x2, . . . ).
We want to show that under a special choice of A and B the graph
function FA, B defined in Section 2 counts the number of cycles of any
given type in graphs. We take F = C and consider the standard coor-
dinates in V = Cr. In these coordinates the bilinear form B is given
by the identity r × r matrix Ir. We put
Ai1 =
{
0 if i 6= r,
t if i = r,
and define the tensors Ad for d ≥ 2 componentwise by the formula
A
i1... id
d =


xi if (i1 . . . id) is a permutation of (i i r . . . r),
i = 1, . . . , r − 1,
t if (i1 . . . id) = (r . . . r),
0 otherwise,
where x1, . . . , xr−1 and t are arbitrary complex numbers. The main
result of this section is the following
Theorem 2. For A = {A1, A2, . . . } as above, the value of the graph
function FA, Ir on any graph G is given by the formula
(3) FA, Ir(G) =
∑
|λ|≤n
tn−|λ|pλ(x1, . . . , xr−1)Nλ(G),
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where the sum is taken over the set of all partitions λ of weight |λ| ≤
n = |V (G)|.
Proof. As in the proof of Teorem 1, we interprete the indices 1, . . . , r
as colors of the half-edges of G. Similarly, a product of n compo-
nents A
i1... id1
d1
. . . A
im−dn+1... im
dn
(where n = |V (G)| and m =
∑n
j=1 dj =
2|E(G)|) contributes non-trivially to FA, Ir(G) if and only if the colors
agree on each edge of G or, equivalently, if and only if for each edge
the both indices that label two of its half-edges are the same. Thus, in
this case the non-zero contributions are in one-to-one correspondence
with edge colorings of G in r colors with the following properties:
(i) an edge incident to a vertex of degree 1 has color r, and
(ii) at each vertex vj ∈ V (G) of degree dj ≥ 2 two edges incident to
it have some color ij ∈ {1, . . . , r}, and the rest di − 2 edges have color
r (if an edge makes a loop we count it twice).
The closure of the union of edges with colors 1, . . . , r − 1 is a cycle
C in G, and every connected component Cj of C is colored in one of
the colors ij ∈ {1, . . . , r − 1}. The contribution to FA, Ir(G) from this
coloring is tn−|λC |
∏l(C)
j=1 x
|Cj |
ij
, where λC = [|C1|, . . . , |Cl|] is the partition
associated with C and l = l(C) is the number of connected components
of C. Therefore, the contribution from all possible colorings of the cycle
C is equal to
tn−|λC |
l(C)∏
j=1
(
r−1∑
i=1
x
|Cj |
i
)
= tn−|λC |pλC (x1, . . . , xr−1),
and summig up the contributions from all cycles in G we get the asser-
tion of the theorem. 
Corollary 1. The graph function FA, Ir , depending on x1, . . . , xr−1 and
t as parameters, determines the numbers Nλ(G) uniquely for any graph
G with n ≤ r − 1 vertices.
Proof. By Theorem 2, the graph function FA, Ir with values in C fac-
tors through the ring C[x1, . . . , xr−1]Sr−1 of symmetric polynomials in
r − 1 independent variables x1, . . . , xr−1. It is well known that the
polynomials pk(x1, . . . , xr−1), k = 1, . . . , n, are algebraically indepen-
dent in C[x1, . . . , xr−1]Sr−1 provided n ≤ r − 1. Therefore, in this case
the graph function FA, Ir(G) determines the coefficients Nλ(G) in (3)
uniquely. 
Remark 2. Since the coefficients Nλ(G) in (3) are non-negative integers,
we can uniquely find them out when
r ≥ 1 + max
C⊂G
l(C),
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where l(C) is the number of the connected componenets of C and the
maximum is taken over all cycles C in G, but we will not dwell on this
here.
Below are two special cases of Theorem 2 of independent interest.
Corollary 2. Put r = 2, x1 = 1 and t = 0. Then for any graph G the
value FA, I2(G) is the number of spanning cycles in G.
Proof. By Theorem 2,
FA, I2(G) = x
n
1
∑
|λ|=n
Nλ(G).

The next statement concerns Hamiltonian cycles, or connected cycles
of length n = |V (G)|.
Corollary 3. Put r = n+1, xj = e
2pi
√−1j/n, (j = 1, . . . , n) and t = 0.
Then for any graph G with n vertices the number of Hamiltonian cycles
in G is equal to 1
n
FA, In+1(G).
Proof. In this case
pk(x1, . . . , xn) =
{
0, k = 1, . . . , n− 1,
n, k = n,
so that by Theorem 2
FA, In+1(G) = nN[n](G).

Remark 3. The value FA, In+1(G) can be effectively computed for any
graph G as explained in Section 2. Thus, Corollary 3 provides a simple
algorithm for counting the number of Hamiltonian cycles in graphs.
Clearly, its computational complexity depends on the succession of
tensor contractions along the edges of G. We hope to present a more
detailed treatment of this problem elsewhere.
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