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On the Weyl problem in Minkowski space.
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Graham Smith∗
Abstract: Let S be a closed surface of hyperbolic type. We show that, for every pair (g+, g−) of negatively
curved metrics over S there exists a unique GHMC Minkowski spacetime X into which (S, g+) and (S, g−)
isometrically embed as Cauchy surfaces in the future and past components respectively.
AMS Classification: 30F60, 53C50
1 - Introdution.
1.1 - Equivariant isometric embeddings. The study of spaces of representations of surface groups in
certain types of Lie groups has become a central theme of modern Teichmu¨ller theory. In this paper, we will
be concerned with the prescription of such representations by geometric data. Consider a closed surface S of
hyperbolic type and denote its fundamental group by Γ. The simultaneous uniformisation theorem proven
by Bers in [4] can be viewed as a smooth parametrisation of the space QF(Γ,PSO(3, 1)) of conjugacy classes
of quasi-Fuchsian representations of Γ in PSO(3, 1) by pairs of marked conformal structures over S. In a
similar vein, the work [12] of Labourie yields a two-dimensional family of smooth parametrisations of the same
space by pairs of marked hyperbolic metrics over S. Furthermore, Labourie’s family interpolates between
Bers’ parametrisation and another parametrisation, also by pairs of marked hyperbolic metrics, conjectured
by Thurston in [21]. In the case where the target group is PSO(2, 2), a one-parameter family of smooth
parametrisations of the space QF(Γ,PSO(2, 2)) of conjugacy classes of quasi-Fuchsian representations of Γ is
constructed in the work [5] of Bonsante, Mondello & Schlenker. Likewise, in the case where the target group
is PSO(2, 1)⋉R2,1, a two-parameter family of smooth parametrisations of the space AD(Γ,PSO(2, 1)⋉R2,1)
of conjugacy classes of affine deformations (see below) is constructed in our joint work [9] with Franc¸ois
Fillastre. These and similar parametrisations are discussed in greater detail in [8].
A related problem is that of prescribing certain types of representations by more general geometric data.
For example, by proving existence of unique solutions to a certain non-linear PDE, the respective results
[13] and [17] of Labourie and Schlenker together show how elements of QF(Γ,PSO(3, 1)) are determined
uniquely by pairs of negatively curved metrics over S. In a similar vein, in [20], by proving existence of
solutions to a different non-linear PDE, Tamburelli associates elements of QF(Γ,PSO(2, 2)) to arbitrary
pairs of metrics over S of curvature bounded above by −1. However, uniqueness of the representations
constructed by Tamburelli remains an open problem.
In the current paper, extending our joint work [9] with Franc¸ois Fillastre, we will be concerned with the
prescription of elements of AD(Γ,PSO(2, 1) ⋉ R2,1) by pairs of negatively curved metrics over S. We first
recall some algebraic preliminaries. Let R2,1 be (2 + 1)-dimensional Minkowski space with metric given by
δ2,1(x, y) := x1y1 + x2y2 − x3y3. (1.1)
Let O(2, 1) be its group of linear isometries. Its group of affine isometries is given by the semi-direct product
O(2, 1)⋉R2,1 with group law
(g, x) · (h, y) := (gh, x+ gy). (1.2)
Let SO0(2, 1) denote the identity component of O(2, 1). This subgroup consists of precisely those isometries
which preserve both the orientation and the time orientation. Trivially SO0(2, 1)⋉ R
2,1 is also the identity
component of O(2, 1)⋉R2,1.
A homomorphism ρ : Γ→ SO0(2, 1) is said to be Fuchsian whenever it is injective with discrete image.
Given a homomorphism (ρ, τ) : π1(S) → SO0(2, 1) ⋉ R
2,1, the functions ρ and τ are called its linear and
cocycle components respectively. The homomorphism (ρ, τ) is said to be an affine deformation whenever
∗
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its linear component ρ is Fuchsian. Recall that the space of conjugacy classes of Fuchsian homomorphisms
identifies with the Teichmu¨ller space Teich[S] of marked hyperbolic metrics over S. Likewise, the space
AD(Γ, SO(2, 1) ⋉ R2,1) of conjugacy classes of affine deformations identifies with the total space of the
tangent bundle TTeich[S] of Teichmu¨ller space (see [3] and [6]).
We also require some terminology concerning immersions in Minkowski space. Let S˜ be the universal
cover of S. A smooth immersion e : S˜ → R2,1 is said to be spacelike whenever its first fundamental form is
positive-definite. Every spacelike immersion has a well-defined, future-oriented, unit normal vector field N .
A spacelike immersion e is said to locally strictly convex (LSC) whenever its second fundamental form II
with respect to this normal is either positive- or negative-definite. The immersion is itself is said to be future-
oriented whenever II is positive-definite and past-oriented otherwise. Finally, given an affine deformation
(ρ, τ) : Γ → SO0(2, 1) ⋉ R
2,1, the immersion e is said to be (ρ, τ)-equivariant whenever it satisfies, for all
x ∈ S˜ and for all γ ∈ Γ,
e(γx) = ρ(γ)e(x) + τ(γ). (1.3)
We prove
Theorem 1.1.1
Let g+ and g− be negatively-curvedmetrics over S. There exists an affine deformation (ρ, τ) : Γ→ SO0(2, 1)⋉
R2,1, a future-oriented, LSC, (ρ, τ)-equivariant spacelike immersion e+ : S˜ → R
2,1 and a past-oriented, LSC,
(ρ, τ)-equivariant spacelike immersion e− : S˜ → R
2,1 such that
g± = e
∗
±δ
2,1.
Furthermore, (ρ, τ) is unique up to conjugation by an element of SO0(2, 1)⋉R
2,1 and, given (ρ, τ), e+ and
e− are also unique.
Remark 1.1.1. Theorem 1.1.1 is proven in Section 5.2, below.
1.2 - GHMC Minkowski spacetimes. We now reformulate Theorem 1.1.1 in terms of the prescription
of certain types of semi-riemannian manifolds by pairs of metrics over S. We first recall some terminology
of semi-riemannian geometry (c.f. [8]). A Minkowski spacetime is a semi-riemannian manifold which is
everywhere locally isometric to R2,1. A smoothly embedded curve in a Minkowski spacetime is said to be
causal whenever its derivative has non-positive norm-squared at every point. A Minkowski spacetime is itself
said to be causal whenever it contains no non-trivial, closed, causal curve. A causal spacetime is said to be
globally hyperbolic whenever it contains a Cauchy hypersurface, that is, a smoothly embedded hypersurface
that meets every inextensible, causal curve exactly once. A globally hyperbolic spacetime X is said to be
maximal whenever it cannot be isometrically embedded into a strictly larger globally hyperbolic spacetime
X ′ in such a manner that the Cauchy hypersurfaces of X are mapped to Cauchy hypersurfaces of X ′. Finally,
a globally hyperbolic spacetime is said to be Cauchy compact whenever its Cauchy hypersurface, which is
unique up to diffeomorphism, is compact. A Minkowski spacetime which possesses all the above properties
is said to be GHMC (Globally, Hyperbolic, Maximal and Cauchy Compact).
In [14] (c.f. [2] and [8]), Mess proves a key structure theorem relating GHMC Minkowski spacetimes to
affine deformations which we now recall. Let (ρ, τ) : Γ → SO0(2, 1)⋉ R
2,1 be an affine deformation. There
exists a unique closed, convex, proper subset K+ ⊂ R
2,1 such that
(1) K+ is future-complete in the sense that every future-oriented causal curve starting in K+ remains in
K+,
(2) K+ is invariant under the action of (ρ, τ), and
(3) K+ is maximal amongst all such subsets in the sense that if K
′
+ is another closed, convex, proper subset
of R2,1 satisfying the above two conditions, then K ′+ ⊆ K+.
There likewise exists a unique closed, convex, proper subset K− ⊆ R
2,1 which is past-complete in the
obvious sense, invariant and maximal. The sets K+ and K− have disjoint interiors and (ρ, τ) acts properly
discontinuously over these interiors. The quotients K+/(ρ, τ) and K−/(ρ, τ) are respectively the future- and
past-complete components of a marked GHMCMinkowski spacetime with Cauchy hypersurface diffeomorphic
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to S. In fact, all such GHMC Minkowski spacetimes arise in this manner, and two affine deformations yield
the same GHMC Minkowski spacetime if and only if they are conjugate by an element of SO0(2, 1)⋉R
2,1. In
this manner, Mess obtains an identification of the space GHMC0[S] of marked GHMC Minkowski spacetimes
with Cauchy hypersurface diffeomorphic to S with the space TTeich[S] of affine deformations of Γ.
Theorem 1.1.1 is now expressed in terms of the Weyl problem concerning the construction of isometric
embeddings in GHMC Minkowski spacetimes.
Theorem 1.2.1
Given two negatively curved metrics g± over S, there exists a unique GHMC Minkowski spacetime into which
(S, g+) and (S, g−) embed isometrically as Cauchy surfaces in its future and past components respectively.
Furthermore, these embeddings are also unique.
1.3 - One-harmonic maps. Our proof rests on the work [22] of Trapani & Valli which we now briefly
review. Let Diff(S) denote the group of smooth diffeomorphisms of S. Given two metrics g and h over S,
Trapani & Valli define the real-valued functional T∂(g, h, ·) over Diff(S) by
T∂(g, h,Φ) :=
∫
S
‖∂Φ‖dAreag, (1.4)
where dAreag here denotes the area form of g, ∂Φ denotes the complex linear component of DΦ and ‖∂Φ‖
denotes its operator norm with respect to g and h. In what follows, we will call this functional the (1, 0)-
energy of Φ. Following Trapani & Valli, its critical points are called one-harmonic diffeomorphisms. Trapani
& Valli show
Theorem 1.3.1, Trapani & Valli (1995)
For any pair (g, h) of marked, negatively-curved metrics over S, there exists a unique one-harmonic diffeo-
morphism Φ : (S, g) → (S, h) which preserves the marking. Furthermore, Φ depends smoothly on g and
h.
In order to apply Theorem 1.3.1 in the present context, we first reformulate it in the language of Codazzi
tensors which we now recall (c.f. [8] and [23]). Let g be a smooth metric over S and let ∇ be its Levi-Civita
covariant derivative. Let End(TS) be the bundle of endomorphisms of TS. Sections of this bundle are called
endomorphism fields. An endomorphism field A is said to be a Codazzi field of g whenever it is symmetric
with respect to g and
d∇A = 0. (1.5)
In Corollary 3.2.3 below, we show that a smooth diffeomorphism Φ : (S, g) → (S, h) is one-harmonic if and
only if there exists a positive-definite Codazzi field A of g such that
Φ∗h = g(A·, A·).
Theorem 1.3.1 therefore becomes
Theorem 1.3.2, Trapani & Valli (1995)
For any pair (g, h) of marked, negatively-curved metrics over S, there exists a unique pair (A,Φ), where A
is a positive-definite Codazzi field of g and Φ : (S, g) → (S, h) is a smooth diffeomorphism which preserves
the marking, such that
Φ∗h = g(A·, A·).
Furthermore, both A and Φ vary smoothly with g and h.
Theorem 1.3.1 is proven in [22] using the continuity method which, we recall, consists of two parts,
namely, a local perturbation result and a compactness result. In studying Trapani & Valli’s work, we have
found that the formulae required to understand the perturbation part become much simpler when expressed
in the language of Codazzi fields. Indeed, this is particularly true for the generalized lorentzian metric and
its geodesics studied in Section 5 of [22] (see Appendix A, below). With the aim of bringing Trapani & Valli’s
3
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work to a wider audience, Sections 2 and 3 of this paper are devoted to reformulating the proof of this part
of their result in the language of Codazzi fields. Since the details of this argument are already presented in
[22], we will only present in these sections the main ideas, providing only those proofs we consider necessary.
In Section 4, we modify the proof of the compactness part of [22]. In particular, by clarifying the
role played by each of the two metrics, we obtain the following new compactness result for sequences of
positive-definite Codazzi fields, which we will require in Section 5 and which we believe to be of independent
interest.
Theorem 1.3.3
Let (gm)m∈N and (φm)m∈N be respectively sequences of smooth metrics and smooth, positive functions over
S converging respectively in the C∞ sense to the smooth metric g∞ and the smooth, positive function f∞.
For all m, let Am be a positive-definite Codazzi field of gm such that Det(Am) = φm. If
Sup
m
∫
S
Tr(Am)dAreagm <∞,
then there exists a positive-definite Codazzi field A∞ of g∞ towards which (Am)m∈N subconverges in the
C∞ sense.
Remark 1.3.1. Theorem 1.3.3 is proven in Theorem 4.3.2, below.
Remark 1.3.2. The proof of compactness presented in [22], although correct, is confused. In the notation of
that paper, it is not necessary to prove that the conformal classes of the metrics (mn) subconverge (Lemma
6.3). The subsequent results concerning the properties of this sequence are also unnecessary. However, it is
necessary to prove that the conformal classes of the metrics (pn) subconverge. Although this readily follows
from Lemmas 6.3 and 6.6, this is not mentioned explicitely.
1.4 - Acknowledgements. The author is grateful to Franc¸ois Fillastre for invaluable contributions
throughout the preparation of this paper. We are also grateful to Francesco Bonsante for having drawn our
attention to the work [22] of Trapani & Valli.
2 - Preliminaries.
2.1 - Linear algebra. In this and the following chapter, we reformulate the perturbation part of [22]
using the terminology of Codazzi fields. We underline that, since the results presented in these chapters
have already been proven in that paper, we provide only those proofs that we consider necessary.
Let End(2) denote the space of real 2× 2 matrices. Let Symm+(2) denote the space of positive-definite,
symmetric bilinear forms over R2. Let g ∈ Symm+(2) denote the standard metric. We will study Symm+(2)
as a symmetric space. Let GL+(2) denote the group of orientation-preserving 2× 2 matrices and let SO(2)
denote its special-orthogonal subgroup. The action of GL+(2) on Symm+(2) is given by
(Ah)(·, ·) := h(A·, A·). (2.1)
This action is transitive and its stabiliser of g is SO(2) so that Symm+(2) identifies with the symmetric
space SO(2)\GL+(2). In particular, GL+(2) is a principal SO(2)-bundle over Symm+(2) with projection
h : GL+(2)→ Symm+(2) given by
h(A) := g(A·, A·). (2.2)
Conversely, let A : Symm+(2) → GL+(2) be such that, for all h, A := A(h) is the unique positive-definite,
symmetric matrix such that h = h(A). This function defines a global section of GL+(2) over Symm+(2).
We now introduce the (1, 0)-seminorm over End(2) which is one of the main concepts used in [22]. The
standard inner-product over End(2) is defined by
〈A,B〉 := Tr(ABt). (2.3)
Let
J :=
(
0 −1
1 0
)
(2.4)
4
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denote the standard complex structure of R2. Given a matrix A ∈ End(2), its (1, 0)-seminorm is defined by
σg(A) := ‖A
1,0‖, (2.5)
where ‖ · ‖ here denotes the norm of the standard inner-product (2.3) and
A1,0 :=
1
2
(A− JAJ) (2.6)
is the J-linear component of A. It is straightforward to show that
A1,0 =
1
2
Tr(A)Id−
1
2
Tr(AJ)J, (2.7)
from which we obtain the useful formula
σg(A)
2 =
1
2
Tr(A)2 +
1
2
Tr(JA)2. (2.8)
In particular, for all M ∈ SO(2) and for all A ∈ End(2),
σg(MA) = σg(A), (2.9)
so that σg descends to a function defined over Symm+(2). This function will also be called the (1, 0)-
seminorm and will also be denoted by σg. In the notation of [22], σg(A) is equal to ‖∂Id‖ with respect to
the metrics g and h(A).
Finally, observe that, for all A ∈ End(2),
A−At = −Tr(AJ)J and
JAtJ = −Det(A)A−1.
(2.10)
In particular, A is symmetric if and only if Tr(AJ) vanishes. Differentiating (2.8) therefore yields
Lemma 2.1.1
If Tr(A) 6= 0, then the first derivative of σg at A satisfies
Dσg(A) ·B = Tr(B) +
Tr(JA)
Tr(A)
Tr(JB) + (F (A) · B)Tr(JA)2, (2.11)
for some smooth function F . In particular, when A is symmetric and positive definite,
Dσg(A) · B = Tr(B). (2.12)
2.2 - Calculus. Let Ω be an open subset of R2. Let J be as in (2.4). Let g := 〈·, ·〉 now be a riemannian
metric over Ω conformal with respect to J . Let ∇ denote its Levi-Civita covariant derivative. We recall
three different types of derivative constructed out of ∇ that will be used in the sequel. First, let e1, e2 be an
oriented, orthonormal frame of g. The gradient of any function f : Ω→ R is the vector field defined by
∇f :=
2∑
i=1
(Deif)ei, (2.13)
the divergence of any vector field X : Ω→ R2 is the function defined by
∇ ·X :=
2∑
i=1
〈∇eiX, ei〉 (2.14)
and the divergence of any endomorphism field A : Ω→ End(2) is the vector field defined by
∇ · A :=
2∑
i=1
(∇eiA)ei. (2.15)
For all f , X and A, the vector field ∇f , the function ∇ ·X and the vector field ∇ ·A are independent of the
orthonormal frame chosen. Furthermore, they are related to the exterior derivatives by
∇f = df#,
∇ ·X = −d(αJ)(e1, e2) and
∇ ·A = −d∇(AJ)(e1, e2),
(2.16)
where here α := X♭ and # and ♭ denote Berger’s musical isomorphisms.
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Lemma 2.2.1
For every endomorphism field A,
∇Tr(A)−∇ ·A− J∇Tr(AJ) + J∇ · (AJ) = 0. (2.17)
Remark 2.2.1. Before proving Lemma 2.2.1, recall that, by (2.10), an endomorphism A is symmetric if and
only if AJ is trace-free. Thus, if an endomorphism field A is trace-free, symmetric and closed in the sense
that ∇ · (AJ) = 0, it follows by (2.17) that it is also co-closed, and vice-versa. Classical Hodge theory then
shows that the space of closed (or co-closed) trace-free, symmetric endomorphism fields over a given compact
Riemann surface Σ is finite-dimensional. Furthermore, when Σ is of hyperbolic type, its dimension is equal
to (6g − 6), where g here denotes the genus of Σ. Observe finally that two natural complex structures are
defined over this space by precomposition and postcomposition with J and that these complex structures
differ from one-another only by a change of sign.
Proof: Choose a point x ∈ Ω. We may assume that the frame (e1, e2) is parallel at x. Then, using (2.10)
and (2.16) we obtain, for every vector field X ,
〈∇Tr(A), X〉 =
∑
i
〈(∇XA)ei, ei〉
=
∑
i
〈(∇eiA)X, ei〉+
∑
i
〈(d∇A)(X, ei), ei〉
=
∑
i
〈(∇eiA)ei, X〉 −
∑
i
〈(∇eiTr(AJ)J)X, ei〉+
∑
i
〈(d∇A)(X, ei), ei〉
= 〈∇ · A,X〉 − 〈∇Tr(AJ), JX〉+ 〈∇ · (AJ), JX〉,
and the result follows. 
3 - Perturbation theory.
3.1 - The (1, 0)-energy density and the (1, 0)-energy. We continue our reformulation of the perturbation
part of [22] using the terminology of Codazzi fields. We underline once again that we will only provide in
this chapter those proofs that we consider necessary.
Let Ω be an open subset of R2. Let J be the standard complex structure of R2 as given in (2.4). Let
g := 〈·, ·〉 be a riemannian metric over Ω conformal with respect to J . We extend the structures described
in Section 2.1 to smooth families fibred over Ω. First, given any finite-dimensional vector space E, let
C∞bdd(Ω, E) denote the Frechet space of smooth functions A : Ω → E all of whose derivatives to all orders
are bounded. Let Symm+(2,Ω) denote the open subset of C
∞
bdd(Ω, Symm(R
2)) consisting of those functions
h having the property that there exists C > 0 such that, for all z ∈ Ω, and for all ξ ∈ R2,
h(z)(ξ, ξ) >
1
C
‖ξ‖2.
We interpret Symm+(2,Ω) as the space of suitably regular riemannian metrics over Ω.
As before, we study Symm+(2,Ω) as a symmetric space. Let GL+(2,Ω) denote the multiplicative group
of functions A ∈ C∞bdd(Ω,End(2)) with the property that there exists C > 0 such that, for all z ∈ Ω,
Det(A(z)) ≥
1
C
.
Likewise, let SO(2,Ω) denote the subgroup consisting of those functions M such that, for all z ∈ Ω, M(z) is
special-orthogonal with respect to the metric g(z). The action of GL+(2,Ω) over Symm+(2,Ω) is given by
Ah := h(A·, A·).
6
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This action is transitive and its stabiliser of g is SO(2,Ω) so that Symm+(2,Ω) identifies with the symmetric
space SO(2,Ω)\GL+(2,Ω). In particular, GL+(2,Ω) is a principal SO(2,Ω)-bundle over Symm+(2,Ω) with
projection h : GL+(2,Ω)→ Symm+(2,Ω) given by
h[A] := g(A·, A·).
Conversely, define A : Symm+(2,Ω) → GL+(2,Ω) such that, for all h, A := A[h] is the unique positive-
definite, symmetric matrix field such that h = h[A]. This function defines a global section of GL+(2,Ω) over
Symm+(2,Ω).
We now introduce the (1, 0)-energy density and the (1, 0)-energy as functionals defined over GL+(2,Ω)
and Symm+(2,Ω). First, given an element A ∈ GL+(2,Ω), its (1, 0)-energy density is defined by
Eˆg[A] = σg[A]dAreag, (3.1)
where dAreag here denotes the area form of g and σg(A) is the (1, 0)-seminorm of A with respect to g as
defined in Section 2.1. The (1, 0)-energy of any such A is now defined by
Eˆg[A] :=
∫
Ω
Eˆg[A]. (3.2)
By (2.9), for all M ∈ SO(2,Ω) and for all A ∈ GL+(2,Ω),
Eˆg[MA] = Eˆg[A],
so that both Eˆg and Eˆg descend to functionals defined over Symm+(2,Ω). These functionals will also be
referred to respectively as the (1, 0)-energy density and the (1, 0)-energy and will be denoted respectively by
Eg and Eg. In terms of the notation of [22], for all h,
Eg[h] = T∂(g, h, Id). (3.3)
3.2 - Orbits of the diffeomorphism group. Let χ0(Ω) denote the Frechet space of smooth vector
fields X : Ω → R2 with compact support in Ω. Let Diff0(Ω) denote the group of smooth diffeomorphisms
Φ : Ω → Ω which coincide with the identity outside of some compact set. Diff0(Ω) is a smooth Frechet
Lie group locally modelled on χ0(Ω) whose Lie algebra also identifies with χ0(Ω). The pull-back operation
defines a natural action of this group over Symm+(2,Ω) and the corresponding infinitesimal action of χ0(Ω)
on Symm+(2,Ω) is given by the Lie derivative.
We will henceforth be concerned with elements of Symm+(2,Ω) which are critical for Eg along the
Diff0(Ω) orbit in which they lie. Indeed, these are precisely the metrics h for which the identity defines a
one-harmonic map from (Ω, g) to (Ω, h) in the sense of [22]. A useful equivalent formulation is given as
follows. Given a metric h ∈ Symm+(2,Ω), the functional Eg,h : Diff0(Ω)→ R is defined by
Eg,h[Φ] := Eg[Φ
∗h]. (3.4)
The L2-gradient of Eg,h at the identity, when it exists, is then defined to be the unique vector field ∇Eg[h]
such that, for every other vector field X ∈ χ0(Ω),
DEg,h[Id] ·X =
∫
Ω
〈∇Eg[h], X〉dAreag. (3.5)
We will see presently that ∇Eg[h] exists for all h. In particular, h is critical for Eg along its Diff0(Ω)-orbit
if and only if ∇Eg[h] vanishes.
As mentioned above, it is easier to study functions over Symm+(2,Ω) using its symmetric space struc-
ture. First, we readily show that, for all A ∈ GL+(2,Ω) and for all X ∈ χ0(Ω), the Lie derivative of the
metric h[A] along the vector field X is related to the derivative of the functional h at A by
LXh[A] = Dh[A] · δXA, (3.6)
where
δXA := ∇XA+A∇X. (3.7)
7
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Lemma 3.2.1
For all X and for all A, the derivatives of Eg,h[A] and Eˆg are related by
DEg,h[A][Id] ·X = DEˆg[A] · δXA. (3.8)
Proof: Indeed, by (3.6),
DEg,h[A][Id] ·X = DEg[h[A]] · LXh[A]
= DEg[h[A]] ·Dh[A] · δXA
= DEˆg[A] · δXA,
as desired. 
Using Stokes’ theorem and (2.11), we obtain
Lemma 3.2.2
For all h ∈ Symm+(2,Ω), ∇Eg[h] exists. Furthermore, if h = h[A], where A has non-vanishing trace, then
∇Eg[h] = −J∇ · (AJ) +AJ∇
Tr(AJ)
Tr(A)
+ F (g,A)(Tr(AJ),∇Tr(AJ),∇ · (AJ)), (3.9)
where F (g,A) is a homogeneous quadratic polynomial which depends smoothly on g and A. In particular,
if A is symmetric, then
∇Eg[h] = −J∇ · (AJ). (3.10)
This yields the following key fact.
Corollary 3.2.3
An element h ∈ Symm+(2,Ω) is a critical point of Eg along its Diff0(Ω)-orbit if and only if
∇ · (AJ) = 0, (3.11)
where here A := A[h]. In particular, h is a critical point of Eg along its Diff0(Ω)-orbit if and only if A[h] is
a Codazzi field.
A lengthy, but straightforward, calculation likewise yields the first variation of ∇Eg[h] over Diff0(Ω) orbits
in Symm+(2,Ω).
Lemma 3.2.4
If h ∈ Symm+(2,Ω) is a critical point of Eg along its Diff0(Ω) orbit then, for every vector field X of compact
support, ∫
Ω
〈D∇Eg[h] · LXh,X〉dAreag =
∫
Ω
1
Tr(A)
Tr(A(∇X)J)2 − κg〈X,AX〉dAreag, (3.12)
where here A := A[h] and κg denotes the scalar curvature of g. In particular, when g is negatively curved,
this bilinear form is positive-definite.
3.3 - Recovering ellipticity. By polarising (3.12) and applying Stokes’ Theorem to its right hand side,
we see that, for all g and h, the operator
X 7→ D∇Eg[h] · LXh (3.13)
is a second order, linear partial differential operator. If this operator were elliptic, then (3.12) would allow us
to develop a local deformation theory for metrics which are critical points of Eg along their Diff0(Ω)-orbits.
The reality is, however, less simple. We now review the subtle idea used by Trapani & Valli to recover
ellipticity. First, for all h ∈ Symm+(2,Ω), let κ[h] denote its scalar curvature. By classical surface geometry,
using, for example, the technique of moving frames, we readily obtain
On the Weyl problem in Minkowski space.
Lemma 3.3.1
If h = h[A], then
Det(A)κ[h] = κ[g] +∇ · JAtDet(A)−1∇ · (AJ). (3.14)
In particular, when A is symmetric
Det(A)κ[h] = κ[g] +∇ ·A−1J∇ · (AJ). (3.15)
For all h ∈ Symm+(Ω), let Fg[h] be the smooth function over Ω given by
Fg[h] := −
κ[h]dArea[h]
dAreag
+ κg, (3.16)
and let Gg[h] be the smooth vector field given by
Gg[h] := ∇Fg[h], (3.17)
where here the symbol ∇ denotes the gradient with respect to the metric g, and is not to be confused with
the L2 gradient of the functional Fg. By Lemma 3.3.1, for all h, the vector field Gg[h] is given explicitely by
Gg[h] = −∇Det(A)
−1∇ · A−1J∇ · (AJ), (3.18)
where here A := A[h]. By diffeomorphism invariance of the curvature, for every diffeomorphism Φ, we also
have
Fg[Φ
∗h] = −(κ[h]Det(A)) ◦ Φ
Φ∗dAreag
dAreag
+ κg, (3.19)
from which we readily obtain
Lemma 3.3.2
If h ∈ Symm+(2,Ω) is a critical point of Eg along its Diff0(Ω)-orbit then, for all vector fields X and Y of
compact support, ∫
Ω
〈DGg[h] · LXh, Y 〉dAreag =
∫
Ω
(∇ · (κgX))(∇ · Y )dAreag. (3.20)
It is now straightforward to show
Lemma 3.3.3
If κg < 0 and if h ∈ Symm+(2,Ω) is a critical point of Eg along its Diff0(Ω) orbit, then the operator
X 7→ D(∇Eg −Gg)[h] · LXh (3.21)
is a second-order, elliptic partial differential operator with self-adjoint principal symbol.
Remark 3.3.1. The alert reader might be suprised to find that (3.21) is of second order, since the formula
for Gg already involves three orders of differentiation so that (3.21) ought to be of fourth order. It is the
diffeomorphism invariance of Fg which, through (3.19), ensures that this operator is of second order.
3.4 - Perturbing one-harmonic diffeomorphisms. Let S be a compact Riemann surface of hyperbolic
type with negatively-curved metric g := 〈·, ·〉. Let Symm+(2, S) denote the space of smooth metrics over
S, let GL+(2, S) denote the group of smooth, orientation-preserving endomorphism fields over S, and let
SO(2, S) denote its subgroup of endomorphism fields which are special orthogonal with respect to g. As before
Symm+(2, S) identifies with the symmetric space SO(2, S)\GL+(2, S). Define h : GL+(2, S)→ Symm+(2, S)
by
h[A] := g(A·, A·),
and define the section A : Symm+(2, S) → GL+(2, S) as before. The functionals Eg, ∇Eg, Fg and Gg are
extended to functionals defined over Symm+(S) in the usual manner using coordinate charts and partitions
of unity. Finally, let χ(S) denote the space of smooth vector fields over S and let Diff(S) denote the group
of smooth diffeomorphisms of S. As before, Diff(S) is a smooth Frechet Lie group locally modelled on χ(S)
with Lie algebra χ(S).
By (3.10), (3.18) and Stokes’ theorem, we obtain
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Lemma 3.4.1
For all h, with A := A[h],∫
S
〈∇Eg[h]−Gg[h], A
−1∇Eg[h]〉dAreag ≥
∫
S
〈∇Eg[h], A
−1∇Eg[h]〉dAreag. (3.22)
This yields
Lemma 3.4.2
For all h, ∇Eg[h] vanishes if and only if ∇Eg[h] − Gg[h] vanishes. In particular, h is a critical point of Eg
along its Diff(S)-orbit if and only if ∇Eg[h] − Gg[h] vanishes. Furthermore, if g is negatively curved then,
for any such h, the operator
X 7→ D(∇Eg[h]−Gg[h]) · LXh (3.23)
has trivial kernel.
Proof: The only subtlety lies the final assertion. To prove this, we consider first the more general case of
three vector-valued functions u, v and w which vanish at some point x0 and which satisfy
〈u, v〉 ≥ ‖w‖2.
Denoting their respective derivatives by u′, v′ and w′ and twice differentiating at x0, we obtain
〈u′, v′〉 ≥ ‖w′‖2.
It follows that if u′ vanishes, then so too does w′. In particular, if X is an element of the kernel of (3.23),
then
D∇Eg[h] · LXh = 0,
so that, by (3.12), X vanishes, as desired. 
It follows that perturbations of zeros of ∇Eg are obtained by perturbing zeros ∇Eg −Gg. This yields
Theorem 3.4.3
Let (gt)t∈]−ǫ,ǫ[ and (ht)t∈]−ǫ,ǫ[ be smooth families of negatively curved metrics over S. Let Φ : S → S be
a one-harmonic diffeomorphism from (S, g0) to (S, h0). Upon reducing ǫ if necessary, there exists a unique
smooth family (Φt)t∈]−ǫ,ǫ[ such that Φ0 = Φ and, for all t, Φt is a one-harmonic diffeomorphism from (S, gt)
to (S, ht).
Proof: Upon replacing ht with Φ
∗ht for all t, we may suppose that Φ = Id. For all (k, α), let χ
k,α(S) and
Diffk,α(S) denote respectively the space of Ck,α vector fields over S and the space of Ck,α diffeomorphisms
of S. For a suitable neighbourhood Uk+2 of 0 in χk+2,α(S), define E : Uk+2 → Diffk+2,α(S) by
E [X ](x) := Exp(X(x)),
where Exp here denotes the exponential map of some fixed metric over S. Define the smooth functional
F :]− ǫ, ǫ[×Uk+2,α → χk,α(S) by
F [t,X ] := ∇Egt [E(X)
∗ht]−Ggt [E(X)
∗ht].
The partial derivative at (0, 0) of this functional with respect to the second component is
D2F [0, 0] ·X = D(∇Eg0 −Gg0)[h0] · LXh0.
By Lemma 3.3.3, this operator is elliptic with self-adjoint principal symbol and is therefore Fredholm of
index zero. By Lemma 3.4.2, it has trivial kernel and is thus invertible. It follows by the implicit function
theorem that, upon reducing ǫ if necessary, there exists a unique smooth family (Xt)t∈]−ǫ,ǫ[ ∈ U such that,
for all t,
F [t,Xt] = 0.
For all t, denote Φt := E(Xt). Smoothness of Φt follows by elliptic regularity, and this completes the proof. 
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4 - Compatness.
4.1 - Controlling the conformal class. Let S be a compact surface of hyperbolic type furnished with an
orientation form ω. For the purposes of this chapter, a complex structure over S is defined to be a smooth
endomorphism field J such that J2 = −Id and such that ω(·, J ·) is positive definite. Let Co˜nf(S) denote the
space of complex structures over S furnished with the C∞ topology. Let Conf(S) denote its quotient space
under the pull-back action of the diffeomorphism group Diff(S). In what follows, every complex structure in
Co˜nf(S) will be identified with its equivalence class in Conf(S).
Recall by the Newlander-Nirenberg Theorem [16] that every two-dimensional complex structure is in-
tegrable so that Conf(S) identifies with the moduli space of Riemann surfaces homeomorphic to S. We
emphasize that we are concerned in this chapter with unmarked complex structures and that Conf(S) is not
to be confused with the Teichmu¨ller space of marked complex structures over S.
Let Hy˜p(S) denote the space of hyperbolic metrics over S furnished with the C∞ topology. Let Hyp(S)
denote its quotient space under the pull-back action of Diff(S). Observe that the topology of Hyp(S) is
precisely the C∞ Cheeger-Gromov topology. In what follows, every metric in Hy˜p(S) will also be identified
with its equivalence class in Hyp(S).
Recall that Conf(S) and Hyp(S) are canonically homeomorphic. Indeed, a complex structure J and a
metric h are said to be compatible with one another whenever
h(J ·, J ·) = h(·, ·).
There is a unique complex structure J compatible with every metric h. Conversely, by Riemann’s uniformi-
sation theorem, there is a unique hyperbolic metric h compatible with every complex structure J . This
yields an identification of Hy˜p(S) with Co˜nf(S) which descends to the desired homeomorphism.
Consider now a sequence (gm, Am)m∈N where, for all m, gm is a riemannian metric over S and Am is
a positive-definite endomorphism field which is symmetric with respect to gm. For all m, let Jm denote the
complex structure of gm and define
Jˆm :=
1√
Det(Am)
JmAm. (4.1)
It follows from (2.10) that, for all m, Jˆm is a complex structure which is compatible with the metric
hm := gm(Am·, ·). (4.2)
In this section we establish conditions under which the sequence (Jˆm)m∈N subconverges in Conf(S). First,
for any metric h over S, define its systole by
Sys(h) := Inf
γ
Length(γ, h), (4.3)
where the infimum is taken over all homotopically non-trivial closed curves γ in S and, for all such γ,
Length(γ, h) denotes its length with respect to h. Observe that, when h is non-positively curved, the systole
is equal to twice the injectivity radius. In this section, we prove
Lemma 4.1.1
If there exists B > 0 such that, for all m,
Sys(gm) ≥
1
B
,
Det(Am) ≥
1
B
and∫
S
Tr(Am)dAream ≤ B,
then the sequence (Jˆm) is precompact in Conf(S).
We first recall the following precompactness criterion for hyberbolic metrics (see [15]).
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Theorem 4.1.2, Mumford (1971)
A subset X of Hyp(S) is precompact if and only if
Inf
h∈X
Sys(h) > 0.
In order to prove Lemma 4.1.1, it suffices to express Theorem 4.1.2 in conformal terms. To this end, we
recall the concept of conformal modulus. First, a conformal annulus is defined to be a Riemann surface S
with fundamental group Z. Up to conformal equivalence, the only conformal annulus of parabolic type is
C∗. Every other conformal annulus has hyperbolic type and is conformally equivalent to S1×]0,M [ for some
unique M ∈]0,∞]. The quantity M , which may be considered as a conformal “length” of the annulus S, is
called the conformal modulus of S and will be denoted by Mod(S). It is also determined by the following
formula (c.f. [1]),
1
Mod(S)
= Sup
g
Sys(g)2
2πArea(g)
, (4.4)
where the supremum is taken over all metrics g over S which are compatible with the complex structure.
An open subset Ω of S will be said to be an essential annulus whenever it has fundamental group Z
and every non-contractible curve in Ω is also non-contractible in S. Given a complex structure J over S, we
define
Mod(J) := Sup
Ω⊆S
Mod(Ω, J), (4.5)
where the supremum is taken over all essential annuli Ω in S and, for all such Ω, (Ω, J) denotes the Riemann
surface defined by restricting J to Ω. Heuristically, Mod(J) is the supremal “length” with respect to J of
essential annuli in S.
From (4.4) and the Gauss-Bonnet theorem, we obtain
Lemma 4.1.3
If J is a complex structure over S with hyperbolic metric h, then
Mod(J) ≤
4π2 |χ(S)|
Sys(h)2
, (4.6)
where χ(S) here denotes the Euler characteristic of S.
Remark 4.1.1. We are not aware of whether this bound is sharp.
Conversely,
Lemma 4.1.4
There exists a function F :]0,∞[→]0,∞[ such that, if J is a complex structure over S with hyperbolic metric
h, then
Mod(J) ≥ F (Sys(h)). (4.7)
Furthermore, F (x) tends to infinity as x tends to zero.
Proof: Let J be a complex structure over S with hyperbolic metric h. By Theorem 4.1.1 of [7], if γ is a
simple, closed geodesic of h of length 2l1, then distinct lifts of γ in H
2 are separated by at least l2, where
sinh(l1)sinh(l2) ≥ 1. (4.8)
Denote ǫ := Sys(h). Let γ be a simple, closed geodesic of h of length ǫ. Choose R > 0 such that
sinh(ǫ/2)sinh(2R) < 1.
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By (4.8), the geodesic segments of length 2R which meet γ orthogonally at their midpoints foliate an open
subset Ω of S. This subset is an essential annulus which, by classical hyperbolic geometry, is isometric to
the cylinder S1×]−R,R[ furnished with the metric
ǫ2cosh2(r)
4π2
dθ2 + dr2.
This is in turn conformally equivalent to the cylinder S1×]0, 2L[ furnished with the product metric, where
L :=
2π
ǫ
arctan(tanh(R)).
The result now follows. 
Theorem 4.1.2 and Lemmas 4.1.3 and 4.1.4 together yield
Theorem 4.1.5
A subset X of Conf(S) is precompact if and only if
Sup
J∈X
Mod(J) <∞.
We now prove Lemma 4.1.1.
Proof of Lemma 4.1.1: For all m, define
hˆm :=
Tr(Am)√
Det(Am)
hm.
For all m, the hypotheses on (gm) and (Am) ensure that,
Sys(hˆm) ≥ B
−5/4 and
Area(hˆm) ≤ B,
so that, by (4.4),
Mod(Jˆm) ≤ 2πB
4.
The result now follows by Theorem 4.1.5. 
4.2 - Harmonic maps. We now recall the definition of harmonicity for smooth maps between riemannian
manifolds. We refer the reader to [11] for a complete treatment of this theory. Let M and N be riemannian
manifolds with respective metrics g and h. Let Φ : M → N be a smooth function. The derivative DΦ of Φ
defines a smooth section of Lin(TM,Φ∗TN) overM . The Levi-Civita covariant derivatives of g and h define
a covariant derivative over this bundle. The laplacian of Φ is then defined to be the section of Φ∗TN given
by
∆Φ :=
m∑
i=1
(
∇eiDΦ)ei, (4.9)
where e1, ..., em is a local orthonormal frame of M . We readily verify that (4.9) is independent of the
orthonormal frame chosen and is thus well-defined. In coordinate charts, ∆Φ is given by (see (8.1.16) of [11])
(∆Φ)k = gmnΦk;mn − g
mnγpmnΦ
k
;p + g
mn(Γkpq ◦ Φ)Φ
p
;mΦ
q
;n, (4.10)
where γ and Γ here denote respectively the Christoffel symbols of g and h and the summation convention is
assumed. The function Φ is said to be harmonic whenever
∆Φ = 0. (4.11)
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In what follows, we will be concerned with the case where M is a surface. Here, it is known (see [11]) that
if two metrics g and g′ are conformally equivalent to one another, then Φ is harmonic with respect to the
one if and only if it is harmonic with respect to the other. In other words, the property of harmonicity only
depends on the complex structure of g.
The compactness results we aim to prove will require a generalisation of this concept involving a new
term on the right-hand side. Although this generalisation no longer arises as the Euler-Lagrange equations
of some functional, it is still conformally invariant in the case where M is 2-dimensional. It is this latter
property which ensures that compactness results similar to those known for harmonic maps continue to hold.
Suppose that N is the cartesian product N1 × ... × Nk of finitely many riemannian manifolds. Let
α := (α1, ..., αk) be a vector of 1-forms over N . A smooth function Φ : M → N will be said to be α-
harmonic whenever, for each i,
∆Φi = DΦi · (Φ
∗αi)
#, (4.12)
where Φ1, ...,Φk denote the components of Φ and # denotes Berger’s musical isomorphism with respect to
the metric g. In coordinate charts, the right-hand side of (4.12) is given by
(DΦi · (Φ
∗αi)
#)k = gmn(αi,p ◦ Φ)Φ
p
;mΦ
k
i;n. (4.13)
In particular, when M is two-dimensional, α-harmonicity also only depends on the complex structure of g.
We now prove a compactness result for α-harmonic functions. Recall first that the energy of a smooth
function Φ :M → N is defined by
E(Φ) :=
∫
M
‖DΦ‖2dVolM , (4.14)
where dVolM denotes the volume form of M and, in every coordinate chart,
‖DΦ‖2 := gmnhpqΦ
p
mΦ
q
n. (4.15)
When M is two-dimensional, E(Φ) also only depends on the complex structure of g. We show
Theorem 4.2.1
Let S be a compact riemannian surface. Let N := N1 × ... × Nk be a cartesian product of compact, non-
positively curved manifolds. Let α := (α1, ..., αk) be a vector of smooth 1-forms over N . Let (Φm)m∈N be a
sequence of α-harmonic functions from S into N . If
Sup
m
E(Φm) <∞, (4.16)
then there exists an α-harmonic function Φ∞ towards which (Φm) subconverges in the C
∞ sense.
Remark 4.2.1. For ease of presentation, Theorem 4.2.1 is stated in its simplest form. In its most general
form, the metric of S, the metrics of N1, ..., Nk and the 1-forms α1, ..., αk are allowed to vary within suitable
compact sets. In addition, S and N1, ..., Nk can be taken to be non-compact provided suitable conditions
hold at infinity.
Theorem 4.2.1 follows from the observation that, for any α-harmonic function Φ : S → N , for each i,
and for any smooth, convex function F : Ni → R,
∆(F ◦ Φi)− d(F ◦ Φi)((Φ
∗αi)
#) ≥ 0, (4.17)
so that (F ◦ Φi) satisfies a strong maximum principle (c.f. [10]). The remainder of the proof follows as in
the case of harmonic functions. First, we obtain the following Liouville-type result.
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Lemma 4.2.2
Let N := N1 × ... × Nk be a cartesian product of complete manifolds of non-positive curvature. Let
α := (α1, ..., αk) be vector of smooth 1-forms over N . There exists no non-constant α-harmonic function
Φ : R2 → N of finite energy.
Proof: Let Φ : R2 → N be an α-harmonic function of finite energy. Upon lifting Φ to the universal cover,
we may suppose that Ni is simply connected for all i. For all r > 0, let Sr and Dr denote respectively the
circle and disk of radius r about 0 in R2. The Cauchy-Schwartz inequality yields∫ ∞
1
rLength(Φ(Sr))
2dr ≤
∫ ∞
1
1
r
(∫ 2π
0
‖DΦ‖rdθ
)2
dr
≤
∫ ∞
1
∫ 2π
0
2π‖DΦ‖2rdrdθ
≤ E(Φ),
so that, for all i
LimInf
r→∞
Diam(Φi(Sr)) ≤ LimInf
m→∞
Length(Φ(Sr)) = 0.
However, for all i, since Ni is simply-connected and non-positively curved, the squared distance to any point
in Ni is a smooth, convex function so that, by the maximum principle,
LimInf
m→∞
Diam(Φi(Dr)) = 0.
The result follows. 
A standard elliptic bootstrapping argument yields (see [10])
Theorem 4.2.3
Let S be a riemannian surface. Let N := N1 × ... × Nk be a cartesian product of compact riemannian
manifolds. Let α := (α1, ..., αk) be a vector of smooth 1-forms over N . Let (Φm)m∈N be a sequence of
α-harmonic functions from S into N . If
Sup
m
‖DΦm‖L∞ <∞, (4.18)
then there exists an α-harmonic function Φ∞ towards which (Φm) subconverges in the C
∞
loc sense.
Remark 4.2.2. As before, for ease of presentation, Theorem 4.2.3 is stated in its simplest form. In its most
general form, the metric of S, the metrics of N1, ..., Nk and the 1-forms α1, ..., αk are allowed to vary within
suitable compact sets. In addition, if there exists a point x ∈ S such that (Φm(x))m∈N converges in N , then
N1, ..., Nk may also be taken to be non-compact.
A blow-up argument now allows us to conclude.
Proof of Theorem 4.2.1: In light of Theorem 4.2.3, it suffices to show that
Sup
m
‖DΦm‖L∞ <∞.
Suppose the contrary. We may suppose that there exists a sequence (xm) of points in S and a sequence
(Rm) of positive real numbers converging to infinity such that, for all m,
‖DΦm‖L∞ = ‖DΦm(xm)‖ = Rm.
For ease of presentation, we may suppose that xm = x0 for all m. Furthermore, choosing a suitable chart of
S about x0, we may suppose that S is the unit disk in R
2, x0 = 0 and
gij = e
2φδij ,
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where φ(0) = 0. For all m, define Φ˜m : BRm(0)→ N by
Φ˜m(x) := Φm(x/Rm),
and define the metric gm over BRm(0) by
gm(x)ij := e
2φ(x/Rm)δij .
Observe that (gm) converges smoothly over every compact subset of R
2 to the euclidean metric. By Theorem
4.2.3 and the subsequent remark, (Φ˜m)m∈N subconverges in the C
∞
loc sense to an α-harmonic function Φ˜∞ :
R2 → N . Since DΦ˜∞(0) has unit norm, this function is non-constant. However, by conformal invariance of
the energy,
E(Φ˜∞) ≤ LimSup
m→∞
E(Φm) <∞,
which is absurd by Lemma 4.2.2. This completes the proof. 
4.3 - Compactness. Let S be a compact surface. Let (g1,m)m∈N and (g2,m)m∈N be sequences of negatively
curved metrics over S. For all m, let Φm : (S, g1,m) → (S, g2,m) be a one-harmonic diffeomorphism and let
Am be the unique positive-definite Codazzi field such that
Φ∗mg2,m = g1,m(Am·, Am·). (4.19)
For all m, let κ1,m and κ2,m denote the curvatures of g1,m and g2,m respectively, so that, by (3.15),
κ2,m ◦ Φm = κ1,me
−φm , (4.20)
where
φm := Log(Det(Am)). (4.21)
In this section, we first recover the compactness result of Trapani & Valli, namely
Theorem 4.3.1
If (g1,m)m∈N and (g2,m)m∈N converge smoothly to negatively curved metrics g1,∞ and g2,∞ respectively, and
if
Sup
m
E(Φm) <∞,
then there exists a smooth one-harmonic diffeomorphism Φ∞ : (S, g1,∞)→ (S, g2,∞) towards which (Φm)m∈N
subconverges smoothly.
Using almost identical techniques, we also show
Theorem 4.3.2
If (g1,m)m∈N converges smoothly to the negatively curved metric g1,∞, if (φm)m∈N converges smoothly to
the function φ∞, and if
Sup
m
∫
S
Tr(Am)dAream <∞,
then there exists a symmetric, positive-definite Codazzi field A∞ of g1,∞ towards which (Am)m∈N subcon-
verges smoothly.
As in Section 4.1, for all m, define
Jˆm := e
−φm/2JmAm, (4.22)
where Jm denotes the complex structure of gm. Observe that, by Lemma 4.1.1, the hypotheses of both
Theorems 4.3.1 and 4.3.2 imply that there exists a complex structure J˜∞ over S and a sequence (Φ˜m)m∈N
of smooth diffeomorphisms of S such that the sequence (Φ˜∗mJˆm)m∈N converges smoothly to J˜∞. For all m,
denote
J˜m := Φ˜
∗
mJˆm, (4.23)
and define the 1-form αm over S by
α := −
1
2
dφm. (4.24)
16
On the Weyl problem in Minkowski space.
Lemma 4.3.3
For all m, Φ˜m is an αm-harmonic function from (S, J˜m) into (S, g1,m).
Proof: Observe that this is equivalent to proving that the identity is an αm-harmonic function from (S, Jˆm)
into (S, g1,m). Now, choose m and denote g := gm, Jˆ := Jˆm, A := Am and α := αm. Define the metric h by
h := g(A·, ·)
and observe that Jˆ is the complex structure of h. Now choose a chart of S. Since A is a symmetric Codazzi
field, the tensor
Aijk := gipA
p
j;k
is symmetric in its three components. It follows by the Koszul formula that the difference between the
Christoffel symbols of h and g is
Γkij =
1
2
hkpApij .
The laplacian of the identity map from (S, h) to (S, g) is thus
(∆Id)k = −
1
2
hijhkpApij = −
1
2
hkpLog(Det(A));p = h
pq(αr ◦ Id)δ
r
pδ
k
q ,
as desired. 
It is now helpful to view the problem more symmetrically. Thus, for all m, define Ψm : S → S × S by
Ψm(x) := (Φ˜m(x), (Φm ◦ Φ˜m)(x)). (4.25)
For all m, define
β1,m :=
1
2
dLog(κ2,m(y))−
1
2
dLog(κ1,m(x)) and
β2,m :=
1
2
dLog(κ1,m(x)) −
1
2
dLog(κ2,m(y)),
(4.26)
and define
βm := (β1,m, β2,m). (4.27)
For all m,
Ψ∗mβ1,m = Φ˜
∗
mαm,
so that, by Lemma 4.3.3,
∆Ψ1,m = DΨ1,m · (Ψ
∗
mβ1,m). (4.28)
Likewise, by symmetry,
∆Ψ2,m = DΨ2,m · (Ψ
∗
mβ2,m). (4.29)
It follows that, for all m, Ψm is a βm-harmonic function from (S, J˜m) into (S×S, g1,m⊕g2,m). Furthermore,
a straightforward calculation yields, for all m,
E(Ψ1,m) =
∫
S
Tr(Am)e
− 1
2
φmdVolm and
E(Ψ2,m) =
∫
S
Tr(Am)e
1
2
φmdVolm,
(4.30)
so that
E(Ψm) = E(Ψ1,m) + E(Ψ2,m) =
∫
S
2Tr(Am)cosh(φm/2)dVolm. (4.31)
We now prove Theorem 4.3.1.
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Proof of Theorem 4.3.1: By Theorem 4.2.1 and the subsequent remark, there exists a smooth function
Ψ∞ : S → S × S towards which (Ψm)m∈N subconverges smoothly. Let Ψ1,∞ and Ψ2,∞ denote its two
components. Choose i ∈ {1, 2} and consider the function
f := Log(|∂Ψi,∞|
2
)− Log(
∣∣∂Ψi,∞∣∣2).
This function is non-negative and vanishes if and only if DΨi,∞ is degenerate. In [22], Trapani & Valli use
a maximum principle to show that if this function vanishes at a single point, then it vanishes identically.
However, by compactness of S, Ψi,∞ is surjective so that DΨi,∞ is non-degenerate at at least one point. It
follows that both Ψ1,∞ and Ψ2,∞ are smooth diffeomorphisms. In particular, (Φm)m∈N converges smoothly
to (Ψ2,∞ ◦Ψ
−1
1,∞) and the result follows. 
Proof of Theorem 4.3.2: By Theorem 4.2.1 and the subsequent remark, there exists a smooth function
Φ˜∞ towards which (Φ˜m)m∈N subconverges smoothly. As in the proof of Theorem 4.3.1, Φ˜∞ is a smooth
diffeomorphism. By (4.22), (Am)m∈N subconverges smoothly to
A∞ := −e
φ∞/2J∞((Φ˜∞)∗J˜∞),
where J∞ here denotes the complex structure of g∞. This completes the proof. 
For completeness, we close this chapter by recalling the proof of Trapani & Valli’s result.
Theorem 4.3.4
Let g1 and g2 be marked, negatively-curved metrics. There exists a unique one-harmonic diffeomorphism
Φ : (S, g1)→ (S, g2) which preserves the marking.
Proof: We may suppose that the marking of g1 coincides with that of g2, so that we are interested in
diffeomorphisms which are isotopic to the identity. For each i, let ui solve
∆iui = κi + e
2ui ,
where κi and ∆
i denote respectively the curvature of gi and its Laplace-Beltrami operator. For all t ∈ [0, 1],
define
gi,t := e
2(1−t)uigi.
Then, for each i, gi,0 = gi, gi,1 is hyperbolic and, for all t, gi,t is negatively curved. Let I ⊆ [0, 1] be the set
of all t for which there exists a unique one-harmonic diffeomorphism Φt : (S, g1,t)→ (S, g2,t) isotopic to the
identity. Since g1,1 and g2,1 have constant curvature, by [18] and [19], 1 ∈ I. By Theorems 3.4.3 and 4.3.1,
I is both open and closed. It follows by connectedness that 0 ∈ I, and existence and uniqueness follow. 
5 - The Weyl problem.
5.1 - The function Eˆ and its derivatives. Let S be a compact surface of hyperbolic type. Given two
marked, negatively-curved metrics g and h over S, define
Eˆ[g, h] :=
∫
S
Tr(A)dAreag, (5.1)
where dAreag here denotes the area form of g and A is the unique positive-definite Codazzi field given by
Theorem 1.3.2. Observe that, for all g and h,
Eˆ[g, h] = Eˆ[h, g]. (5.2)
We now consider the case where g is an arbitrary negatively-curved metric and h is hyperbolic. We take g
to be fixed, and we define the function Eˆg over Teich[S] by
Eˆg[h] := Eˆ[g, h]. (5.3)
In Sections 3 and 5 of [5], Bonsante, Mondello & Schlenker study the first and second derivatives of this
function in the case where g also has constant curvature. In particular, they prove strict convexity with
respect to the Weyl-Petersson metric. In this section, we verify that this property continues to hold even
when the curvature of g is no-longer necessarily constant.
Let B be a trace-free Codazzi field of h which we consider as a tangent vector of Teich[S] at h (c.f. [23]).
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Lemma 5.1.1
There exists ǫ > 0 and a smooth function φ :]− ǫ, ǫ[×S → R such that, for all t ∈]− ǫ, ǫ[,
ht := h([(1 + t
2φ)Id + tB]·, [(1 + t2φ)Id + tB]·) (5.4)
is a hyperbolic metric, where here φt := φ(t, ·). Furthermore,
(∆− 2)φ0 = Det(B) (5.5)
and, up to and including order 2 in t, (ht)t∈]−ǫ,ǫ[ defines a Weyl-Petersson geodesic in Teich[S].
Proof: For all t ∈ R and for all φ ∈ C∞(S), denote
Bt,φ := (1 + t
2φ)Id + tB and
ht,φ := h(Bt,φ·, Bt,φ·).
Using (3.14), we show that, for all (t, φ) sufficiently close to (0, 0), the curvature of ht,φ satisfies
κ[ht,φ] = −1− t
2[(∆− 2)φ−Det(B)] + O(t3).
The first two assertions now follow by the implicit function theorem. To prove the final assertion, observe
first that, since B is trace-free and symmetric, its square is a scalar multiple of the identity, so that
ht = 2th(B·, ·) + t
2(2φ+Tr(B2)/2)h.
On the other hand, since B is a trace-free Codazzi field,
h(B·, ·) = Q+Q
for some quadratic, holomorphic differential Q. The metric ht thus has the form of (5.1) of [24]. The final
assertion now follows by Corollary 5.4 of that paper. 
We henceforth denote
Bt := (Id + t
2φt) + tB. (5.6)
For all t, let Φt : (Σ, ht) → (Σ, g) and At be respectively the unique one-harmonic diffeomorphism and
positive-definite Codazzi field of g such that
gt := Φ
∗
t g = ht(At·, At·). (5.7)
By Theorem 1.3.2, both (At)t∈]−ǫ,ǫ[ and (Φt)t∈]−ǫ,ǫ[ vary smoothly with t. Finally, for all t, define
Eˆt := Eˆg[ht]. (5.8)
In the present framework, Lemma 3.4 of [5] becomes
Lemma 5.1.2
Upon reducing ǫ if necessary, there exists a smooth family (Xt)t∈]−ǫ,ǫ[ of vector fields and a smooth family
(ft)t∈]−ǫ,ǫ[ of functions such that, for all t,
A˙t +B
−1
t B˙tAt = ∇
tXt + ftJ
tAt (5.9)
where, for all t, ∇t and J t denote respectively the Levi-Civita covariant derivative and the complex structure
of ht.
This yields
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Lemma 5.1.3
The first derivative of Eˆt satisfies
∂Eˆt
∂t
=
∫
S
Tr(At)Tr(B
−1
t B˙t)− Tr(AtB
−1
t B˙t)dArea[ht]. (5.10)
In particular, since B˙0 is trace-free,
∂Eˆt
∂t
∣∣∣∣
t=0
= −
∫
S
Tr(A0B˙0)dArea[h0]. (5.11)
Proof: Indeed, by (2.10), taking the trace of (5.9) yields
Tr(A˙t) + Tr(AtB
−1
t B˙t) = ∇
ht ·Xt,
Using Stokes’ Theorem, we therefore obtain
∂Eˆt
∂t
=
∫
S
Tr(A˙t)dArea[ht] +
∫
S
Tr(At)
∂
∂t
dArea[ht]
= −
∫
S
Tr(AtB
−1
t B˙t)dArea[ht] +
∫
S
Tr(At)Tr(B
−1
t B˙t)dArea[ht],
as desired. 
The main difference between [5] and the present case is
Lemma 5.1.4
Using the notation of Lemma 5.1.2,
J0X0 = Det(A0)A
−1
0 ∇
0f0. (5.12)
Remark 5.1.1. This result substitutes Lemma 3.8 of [5].
Proof: Since At is an ht-Codazzi field for all t,
d∇
ht
At = 0. (5.13)
Since B0 = Id and since B˙0 is an h0-Codazzi field,
∇ht = B−1t ∇
h0Bt +O(t
2),
so that, at zero,
∂
∂t
∇ht = [∇h0 , B˙0].
Differentiating (5.13) at zero therefore yields
d∇
h0
(
A0 + B˙0A0
)
= B˙0d
∇h0A0 = 0,
so that, by (5.9),
d∇
h0
(∇h0X0 + f0J
h0A0) = 0.
Now let (e1, e2) be an orthonormal frame of the metric h0. Since h0 is hyperbolic,
d∇
h0
(∇h0X0)(e1, e2) = R
h0
e1e2X0 = J
h0X0.
On the other hand
d∇
h0
(Jh0A0) = J
h0d∇
h0
A0 = 0,
so that, bearing in mind (2.10),
d∇
h0
(f0J
h0A0)(e1, e2) = (df0 ∧ (J
h0A0))(e1, e2)
= Jh0A0J
h0∇h0f0
= −Det(A0)A
−1
0 ∇
h0f0.
The result follows. 
The remainder of Bonsante, Mondello & Schlenker’s argument may now be applied without further changes.
We therefore obtain
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Lemma 5.1.5
The second derivative of Et satisfies
∂2Eˆt
∂t2
∣∣∣∣
0
≥ −
∫
S
Tr(J0A0J0B¨0)dArea[h0]. (5.14)
This yields
Lemma 5.1.6
Eˆg is strictly convex with respect to the Weyl-Petersson metric.
Proof: Indeed, by (5.5),
B¨0 = 2φ0Id,
where
(∆− 2)φ0 = Det(B).
Since B is symmetric and trace-free, its determinant is non-positive and vanishes if and only if B vanishes.
It follows that
∆φ0 ≤ 2φ0,
so that, by the maximum principle, φ0 is non-negative. Furthermore, if φ0 vanishes then so too does Det(B)
and therefore also B. Since B is non-zero, it follows that φ0 is strictly positive at at least one point, so that,
by Lemma 5.1.5,
E¨0 ≥ −
∫
S
Tr(J0A0J0B¨0)dArea[h0] ≥
∫
S
φ0Tr(A0)dArea[h0] > 0.
Since (ht)t∈]−ǫ,ǫ[ is a Weyl-Petersson geodesic of Teich[S] up to and including order 2 in t, the result follows.
5.2 - Proof of Theorem 1.1.1. We now prove our main result. Let S be a compact surface of hyperbolic
type and let g± be negatively curved metrics over S. Define the functional F : Teich[S]→ R by
F[h] := Eˆg+ [h] + Eˆg− [h], (5.15)
where Eˆ is the functional defined in Section 5.1. By Theorem 4.3.2 and Lemma 5.1.6, F is a proper function
over Teich(S) which is strictly convex with respect to the Weyl-Petersson metric. Since the Weyl-Petersson
metric is geodesically convex (c.f. Section 5.1 of [24]), this function has a unique minimum at some point
h0, say. It remains to show that h0 is the desired marked hyperbolic metric.
Let A± denote the unique positive-definite, symmetric Codazzi field of h0 such that h0(A±·, A±·) =
Φ∗±g± for some one-harmonic diffeomorphism Φ± which preserves the marking. Since h is a critical point of
F , by (5.11), ∫
S
Tr((A+ +A−)B)dArea = 0, (5.16).
for every trace-free Codazzi field B of h0. It follows by Lemma 3.3 of [9] that
A+ +A− = f Id−Hess(f), (5.17)
for some smooth function f : S → R, where here Hess denotes the Hessian operator of h0.
Let ρ : π1(S) → PSL(2,R) be such that (S, h0) identifies with H
2/ρ(π1(S)) as a point of Teichmu¨ller
space. We identify H2 with the future component of the unit pseudo-sphere in R2,1. Likewise, we identify
TH2 with a subbundle of the trivial bundle H2 × R2,1. Finally, we identify f with its lift to a function over
H2, and we indentify A± with its lift to a section of End(TH
2). In particular, A± identifies with a section
of T ∗H2 ⊗ R2,1. Given a base point x0 ∈ H
2, we now define X± : H
2 → R2,1 by
X± := U± ±
∫ x
x0
(A± · ∂τ )dτ, (5.18)
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where the vectors U± are chosen such that
U+ − U− = ∇f(x0). (5.19)
Indeed, since A± is a Codazzi tensor, the integrals (5.18) is well-defined independent of the path chosen from
x0 to x.
The functions X+ and X− define respectively future- and past-oriented, strictly convex embeddings of
H2 into R2,1. The metric induced over H2 by X± is trivially equal to h0(A±·, A±·). In addition, X± is
equivariant with respect to the affine deformation (ρ, τ±), where
τ± := ±
∫ γ(x0)
x0
(A± · ∂τ )dτ ± U1 ∓ ρ(γ)(U±). (5.20)
In order to prove existence it thus suffices to show that τ+ = τ− =: τ . However, the support function of X±
is
φ±(x) := ±〈X±(x), x〉. (5.21)
It follows upon integrating (5.17) that
φ+ + φ− = f,
so that, since f is bounded,
Lim
x→∂∞H2
φ+(x)
cosh(d(x, x0))
= Lim
x→∂∞H2
φ−(x)
cosh(d(x, x0))
, (5.22)
where d(x, x0) here denotes the distance in H
2 from x0 to x. Recall now that φ± defines a continuous function
φ˜± over ∂∞H
2 (c.f. [3]). By (5.22), φ˜+ = φ˜− so that, by Corollary 3.14 of [3], τ+ = τ− and existence follows.
Finally, let (ρ, τ) ∈ SO0(2, 1) ⋉ R
2,1 be an affine deformation, let e± : S˜ → R
2,1 be LSC, (ρ, τ)-
equivariant, spacelike immersions such that e+ is future-oriented, e− is past-oriented, and
g± = e
∗
±δ
2,1.
Let A± be the shape operator of e± and recall that A± is a Codazzi field. By Lemma 3.3 of [9], there exist
smooth functions f± : S → R and trace-free Codazzi fields B± such that
A± = B± + (f±Id−Hessh(f±)).
Observe that the cocycle of A± is ±τ so that the cocycle of A++A− and therefore also of B++B− vanishes.
It follows by Proposition 3.17 of [3] (c.f. also [6]) that B+ +B− vanishes. Consequently, for every trace-free
Codazzi field B, ∫
S
Tr((A+ +A−)B)dArea = 0,
so that h is the unique critical point of F , and uniqueness follows.
A - The generalized lorentzian metri.
In this appendix, we show how the generalised lorentzian metric studied by Trapani & Valli in Section 5 of
[22] has a simpler expression in the terminology of the present paper. First, let b be the non-degenerate,
symmetric bilinear form defined over End(2) by
b(B,B) :=
1
2
Tr(BJBtJ) = −Det(B), (A.1)
where J here denotes the standard complex structure of R2. Since b is invariant under the conjugation action
of GL(2) on End(2), it extends to a bi-invariant, semi-riemannian metric over GL(2) which we also denote
by b.
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The orthogonal complement of so(2) in End(2) with respect to b is Symm(2). Since
[so(2), Symm(2)] ⊆ Symm(2) and
[Symm(2), Symm(2)] ⊆ so(2),
the quotient Symm+(2) = GL(2)/SO(2) is a symmetric space. Furthermore, b descends to a lorentzian
metric over this space which we also denote by b. Identifying Symm+(2) with the space of positive-definite,
symmetric matrices in the natural manner, we obtain
b(A)(B,B) =
1
8
Det(A)−1Tr(BJBJ) = −
1
4
Det(A)−1Det(B). (A.2)
Let Ω := ∇ − D denote the difference between the Levi-Civita covariant derivative of b and the standard
derivative of End(2). By the Koszul formula, when [A,B] = 0,
Ω(A)(B,B) = −A−1B2. (A.3)
For α ∈ R, let bα be the conformally rescaled metric defined over Symm+(2) by
bα(A)(B,B) := Det(A)
αb, (A.4)
and let Ωα := ∇
α −D denote the difference between its Levi-Civita covariant derivative and the standard
derivative of End(2). By the Koszul formula again, for all α, when [A,B] = 0,
Ωα(A)(B,B) = (α − 1)A
−1B2. (A.5)
In particular, when α = 1/2, the geodesics of b1/2 passing through Id are all of the form
γ(t) = (Id + tA)2, (A.6)
for some A ∈ Symm(2).
Let Ω be an open subset of R2, let Symm+(2,Ω) be as in Section 3.1, and let g0 ∈ Symm+(2,Ω) be a
fixed metric over Ω. As in Section 5 of [22], let 〈·, ·〉 be the semi-riemannian metric defined over Symm+(2,Ω)
such that, for all g ∈ Symm+(2,Ω) and for all h ∈ Symm(2,Ω),
〈h, h〉g := −
1
2
∫
Ω
Det(g−1h)dVolg = −
1
4
∫
Ω
Det(g0g
−1)−1/2Det(g−10 g)dVolg0 . (A.7)
Observe that the geodesic equation for 〈·, ·〉 may be solved pointwise so that, by (A.6), its geodesics passing
through g0 are precisely those curves of the form
gt := g0((Id + tA)
2·, ·) = g0((Id + tA)·, (Id + tA)·), (A.8)
where A is an endomorphism field over Ω which is symmetric with respect to g0. The exponential map about
g0 of the lorentzian metric is thus
Ψ : U → Symm+(2,Ω);A 7→ g0((Id + tA)·, (Id + tA)·), (A.9)
where
U := {A | A(x) + Id ≥ 0 ∀x} . (A.10)
It remains to compare this construction with that of Section 5 of [22]. We may assume that g0 is
conformal to the standard metric over R2. That is,
g0 = Re(ρ
2dzdz) =
1
2
ρ2(dzdz + dzdz),
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for some positive function ρ. Given a real number P and a Beltrami differential Q of the form
Q = (a+ bi)
dz
dz
= (a+ bi)∂z ⊗ dz,
let A˜(P,Q) be the matrix defined by
A˜(P,Q) := Q+ P Id +Q =
(
a+ P b
b −a+ P
)
. (A.11)
Trivially, A˜ depends linearly on P and Q. Furthermore
Tr(Id + A˜(P,Q)) = 2(P + 1) and
Det(Id + A˜(P,Q)) = (P + 1)2 − |Q|
2
.
The preimage of U under A˜ is thus
U˜ :=
{
(P,Q) | P + 1 > 0 and (P + 1)2 − |Q|
2
> 0
}
, (A.12)
which is precisely the set denoted by Ω in Section 5 of [22]. The composition Ψ˜ := Ψ ◦ A˜ is
Ψ˜(P,Q) :=
(
(P + 1)Q+ ((P + 1)2 + |Q|2) + (P + 1)Q
)
g, (A.13)
which is precisely the function denoted by Ψ in Section 5 of [22].
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