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A ·area de Mudanc‚a de Crenc‚as trabalha com m·etodos que permitem incorporar uma nova
informac‚ao a uma base de crenc‚as previamente existente. Estes m·etodos devem garantir que
a base resultante seja consistente e que a base original sofra apenas as mudanc‚as m·nimas
necess·arias para torn·a-la coerente com a nova informac‚ao.
Formalmente, a mudanc‚a m·nima ·e denida atrav·es de um crit·erio de proximidade entre
as bases de crenc‚as dado por uma medida de distancia entre os modelos das bases. Este
crit·erio ·e usado tanto por m·etodos de Revis

ao de Crenc‚as quanto de Atualizac‚

ao de Crenc‚as.
Para a ·area de revisao de crenc‚as, Dalal propos um operador de revisao que satisfaz os
postulados AGM (Alchourr·on, G¤ardenfors, Makinson) e propoe como unidade de medida
para a denic‚ ao de distancia o n·umero de s·mbolos proposicionais que apresentam valores
verdade diferentes entre os modelos. Para a ·area de atualizac‚ao de crenc‚as, Forbus e Winslett
propuseram operadores semanticos que satisfazem os postulados KM (Katsuno, Mendelzon)
para a ·area de atualizac‚ao de crenc‚as. Todos estes operadores baseiam-se em uma visao
semantica das bases de crenc‚as.
Neste trabalho sao apresentadas versoes sint·aticas destes operadores de mudanc‚a de crenc‚as.
Os operadores propostos requerem que a base de crenc‚as esteja representada nas formas nor-
mais de Implicantes Prim·arios e Implicados Prim·arios. As versoes sint·aticas propostas sao
estritamente equivalentes aos operadores de Dalal, Forbus e Winslett. Tamb·em sao propostos
dois novos operadores sint·aticos baseados em uma denic‚ao diferente de mudanc‚a m·nima.
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O novo crit·erio de mudanc‚a m·nima proposto ·e denido usando a relac‚ ao hologr·aca exis-
tente entre os literais em uma forma prim·aria e as cl·ausulas (duais), na outra forma prim·aria,
nas quais eles ocorrem. Esta nova abordagem sint·atica permite criar um contexto para os li-
terais e uma nova visao do processo de mudanc‚a de crenc‚as. A nova noc‚ao de minimalidade
produz mudanc‚as mais pertinentes e menores que a noc‚ao usual de distancia m·nima.
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L’·etude du Changement des Croyances consiste en l’·etude de m·ethodes permettant l’incorpo-
ration d’une information nouvelle a un ensemble initial de croyances. Ces m·ethodes ont pour
objectifs principaux de s’assurer que la base obtenue apres l’op·eration d’incorporation soit
logiquement coh·erente et que la base originale ait ·et·e soumise a un nombre minimal de
changements an de garder la coh·erence logique avec la nouvelle information.
Formellement, la notion de changement minimal est d·ecrit par un critere de proximit·e entre
des bases de croyances repr·esent·e par une distance entre les modeles des bases. Ce critere est
utilis·e par les m·ethodes de R·evision des Croyances et de Mise-a-jour des Croyances. Pour
la r·evision des croyances, Dalal a propos·e un op·erateur de r·evision qui satisfait les postulats
usuels AGM (Alchourr·on, G¤ardenfors, Makinson) et qui propose comme unit·e de base pour
la d·enition de la distance le nombre de valuations qui diff·erent entre des modeles. Pour
la mise a jour des croyances, Forbus et Winslett ont propos·e des op·erateurs s·emantiques
·equivalents qui satisfont les postulats KM (Katsuno, Mendelzon) d·edi·es a la mise a jour.
Tous ces op·erateurs privil·egient une vision s·emantique des bases de croyances.
Ce travail pr·esente une version syntaxique de ces op·erateurs de changement des croyan-
ces. Les op·erateurs propos·es n·ecessitent une repr·esentation des bases de croyances sous
la forme d’Impliquants Premiers et d’Impliqu·es Premiers. Nous montrons que les versions
syntaxiques propos·es sont strictement ·equivalentes aux op·erateurs usuels de Dalal, Forbus
et Winslett. Le travail propose aussi deux nouveaux op·erateurs syntaxiques de changement
de croyances bas·es sur une d·enition diff·erente de la notion de changement minimal. Le
nouveau critere de minimalit·e propos·e est d·eni par la relation holographique entre les
litt·eraux apparaissant dans une forme premiere et leur usage dans l’autre forme premiere,
c’est-a-dire dans les clauses et termes. Cette nouvelle approche permet de cr·eer un contexte
pour les lit·eraux qui ensuite pose en de nouveaux termes le changement de croyances. Nous
montrons que cette nouvelle notion de minimalit·e produit des changements plus pertinents
et plus minimaux dans les bases de croyances que la notion usuelle de distance minimale.
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Studying Belief Change mainly consists of the elaboration of methods which allow to in-
corporate new information in a belief set. The aim of these methods is to ensure that the
resulting belief is consistent and that the initial belief set has changed in a minimal way.
Formally, the notion of minimal change is represented by a closeness criterion based on dis-
tance between the models of the belief sets. This criterion is widely use in the Belief Revision
and Belief Update areas. In the belief revision area, Dalal has proposed a revision method
based on a notion of distance which considers as minimal unit of change a proposition sym-
bol. Dalal has shown that his revision method satises the AGM postulates (Alchourr·on,
G¤ardenfors, Makinson). In the belief update area, Forbus and Winslett have proposed simi-
lar operators. Their update operators satisfy the KM postulates (Katsuno, Mendelzon). All
these three operators focus on a semantic denition of belief sets.
In this work we present a syntactic version of these three belief change operators. The
proposed operators are based on a specic representation of belief set. Namely beliefs has
to be represented using Prime Implicants and Prime Implicates notation. In this work, we
show that we can express Dalal, Winslett and Forbus method in a syntactic way. In this
work, we also proposed two new syntactic belief change operators which are based on a
new denition of minimal change. This new notion of minimal change is based on of an
holographic relation between the two representations: the prime implicants and the prime
implicates. We associate to each literal that appear in the prime implicates the set of prime
implicants in which they also appear. This representation allows to rephrase the notion of
minimal change in terms of propositional symbols and their use. We show that this new
minimal unit of change leads to more relevant change in belief sets than the Dalal distance.
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Capı´tulo 1
Introduc¸a˜o
Reproduzir inteligencia em um mecanismo distinto do c·erebro desperta em n·os,
humanos, um imenso fasc·nio. Seria poss·vel criar a partir de circuitos e placas um ser
autonomo capaz de interagir com o mundo real, tomando decisoes e aprendendo? Esta per-
gunta tem acompanhado pensadores e cientistas ao longo dos s·eculos.
O desenvolvimento de uma intelig

encia articial ainda ·e um sonho, mas avanc‚os nas
·areas tecnol·ogicas tem possibilitado a construc‚ao de sistemas cada vez mais complexos e
autonomos. Tais sistemas aumentam a eciencia e a exibilidade do processo produtivo, pois
apresentam capacidades, como adaptac‚

ao e auto-organizac‚

ao, que permitem a execuc‚ao de
tarefas sem a necessidade de interferencia externa durante o processo [41].
O estudo das capacidades humanas, desenvolvido em ·areas diversas como Filoso-
a, Psicologia, Antropologia, Ling¤u·stica e Neurociencia [120] tem servido como fonte de
inspirac‚ao para o desenvolvimento de sistemas computacionais na ·area de Inteligencia Arti-
cial. O surgimento da Ciencia Cognitiva [50, 93] como ·area de pesquisa multidisciplinar ca-
racteriza esta fusao de conhecimentos na busca por respostas de car·ater los·oco bem como
o entendimento cient·co acerca dos processos da cognic‚ao humana e das possibilidades de
replicac‚ ao do comportamento dos seres humanos ou ainda, da simulac‚ao do funcionamento
do c·erebro humano em m·aquinas e circuitos.
Essa tendencia interdisciplinar abrange tamb·em a ·area de rob·otica m·ovel, com o de-
senvolvimento de abordagens h·bridas [3]. Tais abordagens suscitam a necessidade de dotar
o agente com capacidades cognitivas de alto n·vel [57, 70, 125]. O surgimento de uma nova
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·area de pesquisa, denominada Rob·otica Cognitiva [78, 80, 110, 112, 122], investiga o desen-
volvimento de tais capacidades utilizando l·ogica para representac‚ ao de conhecimento acerca
do ambiente e das poss·veis ac‚ oes do robo.
Abordagens baseadas em modelos l·ogicos tem sido ainda amplamente exploradas na
·area de planejamento e rob·otica [5, 16, 73, 74, 92, 113] onde o objetivo ·e o desenvolvimento
de algoritmos de controle que habilitem o agente a selecionar um grupo de ac‚ oes e a organizar
estas ac‚ oes para atingir suas metas.
Uma das capacidades cognitivas de alto n·vel necess·aria a um agente autonomo ·e a
capacidade de adaptac‚

ao. Isto signica que um sistema autonomo deve prover mecanismos
para vericac‚

ao e manutenc‚

ao do seu conhecimento, quando este nao reete mais o dom·nio
de atuac‚ao. A ·area que lida com estes processos ·e chamada de mudanc‚a de crenc‚as.
1.1 Mudanc¸a de Crenc¸as
O problema da mudanc‚a de crenc‚as surge da necessidade de prover um mecanismo
autonomo de vericac‚ ao e manutenc‚ao de conhecimento. Tal mecanismo ·e respons·avel pela
alterac‚ ao da base de conhecimento diante da constatac‚ao de novos fatos ou mesmo da in-
clusao ou retirada de um fato da base.
Sao duas as abordagens para descrever mudanc‚as de crenc‚as. A primeira vem da ·area
de inteligencia articial e tem como objetivo a construc‚ao de sistemas para representac‚ ao de
conhecimento e realizac‚ ao de inferencias. Tal abordagem ·e denominada teoria fundamenta-
lista. A segunda, denominada teoria da coer

encia, ·e oriunda da losoa e tem como objetivo
a denic‚ao e manutenc‚ao de estados epistemicos ou estados de crenc‚a [54, 95, 118].
A teoria fundamentalista mant·em justicativas para as crenc‚as, ou seja, o estado episte-
mico tem uma estrutura justicacional com algumas crenc‚as justicando outras. Em ge-
ral, a modelagem desta abordagem ·e feita utilizando redes semanticas, como nos sistemas
de manutenc‚ao da verdade (TMS - Truth Maintenance System) [37] ou nos sistemas de
manutenc‚ao de verdade baseado em suposic‚ao (ATMS - Assumption Based Truth Mainte-
nance System) [33].
A teoria da coerencia, por sua vez, foca a estrutura l·ogica das crenc‚as. Um estado
epistemico coerente ·e logicamente consistente e fechado sob suas conseq¤uencias l·ogicas.
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O principal modelo desta abordagem ·e o modelo AGM [1, 53] (acronimo de Alchourr·on,
G¤ardenfors e Makinson). Tal modelo constitui-se de uma s·erie de postulados e algumas
construc‚ oes que proveem um arcabouc‚o para o desenvolvimento de operadores de revisao de
crenc‚as.
Entretanto, as abordagens da teoria fundamentalista e da teoria da coerencia nao sao
totalmente opostas, uma vez que o objetivo inicial do modelo AGM de encontrar meios
puramente l·ogicos para a selec‚ ao das crenc‚as a serem manipuladas nao foi alcanc‚ado.1 Ao
fazer uso de crit·erios qualitativos ou extra-l·ogicos para promover a ordenac‚ ao das crenc‚as
atribui-se a estas, de certa forma, um fator justicacional [54].
A impossibilidade de selecionar por meios puramente l·ogicos as crenc‚as que devem
ser eliminadas levou ao estabelecimento de alguns princ·pios que norteiam o processo de
mudanc‚a. O princ·pio central da teoria da coerencia ·e que as mudanc‚as no sistema de crenc‚as
devem ser m·nimas. A este princ·pio d·a-se o nome Princ·pio da Conservac‚ ao ou Princ·pio
da Mudanc‚a M·nima [28]. Al·em disso, no processo de mudanc‚a de crenc‚as, a consistencia
da base de conhecimentos deve ser preservada e a inclusao da nova informac‚ao, assegurada.
1.2 Descric¸a˜o do Problema
O processo de mudanc‚a de crenc‚as se subdivide em duas classes: processos de revis

ao
de crenc‚as e processos de atualizac‚

ao de crenc‚as [20, 72, 99]. Tais processos diferem-se pela
natureza da base de crenc‚as. Se a base de crenc‚as representa informac‚ oes est·aticas sobre o
mundo, entao trata-se de um processo de revisao de crenc‚as. Se a base cont·em proposic‚ oes
cujo valor verdade depende da situac‚ao atual do mundo, entao o processo a ser realizado ·e
um processo de atualizac‚ ao de crenc‚as [48].
Apesar dos processos serem conceitualmente distintos, o problema da mudanc‚a de
crenc‚as ·e o mesmo: como alterar minimamente uma base de crenc‚as, diante de uma informa-
c‚ ao contradit·oria, considerando o princ·pio da conservac‚ao do conhecimento [28]. Este pro-
blema ·e fruto da necessidade do uso de crit·erios extra-l·ogicos para denir minimalidade.
1Conforme descrito no capı´tulo 2, construc¸o˜es como o fortalecimento episteˆmico denotam um crite´rio qualitativo ou
extra-lo´gico que possibilita a selec¸a˜o das crenc¸as que alteram minimamente o conjunto de crenc¸as mediante uma operac¸a˜o
de revisa˜o ou contrac¸a˜o.
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Para avaliar o impacto das mudanc‚as realizadas, visando buscar o que ·e m·nimo, faz-se ne-
cess·aria a adoc‚ao de algum tipo de m·etrica. Tanto no processo de revisao quanto no processo
de atualizac‚ao a m·etrica mais utilizada baseia-se na dist

ancia entre os modelos da base ori-
ginal e da nova informac‚ao, dada pela quantidade de s·mbolos proposicionais em que eles
diferem. Esta noc‚ao de dist

ancia entre mundos foi proposta por Dalal [28] em 1988.
Dalal considera como unidade m·nima de medida um literal isolado. Contudo, tal
considerac‚ao pode nao ser m·nima se o s·mbolo alterado ocorre freq¤uentemente nas proposi-
c‚ oes da base de crenc‚as. Ou seja, o crit·erio extra-l·ogico utilizado at·e o momento nao leva
em considerac‚ao a estrutura da base de crenc‚as como um todo, desconsiderando o contexto
mais amplo no qual os s·mbolos proposicionais estao inseridos.
1.3 Objetivos
Este trabalho tem por objetivo investigar o uso da representac‚ ao sint·atica em formas
normais prim·arias para representac‚ ao das bases de conhecimento, visando explorar carac-
ter·sticas desta representac‚ ao na questao da mudanc‚a m·nima dos processos de mudanc‚a de
crenc‚as. Ao representar a base e a nova informac‚ao em suas formas normais prim·arias (im-
plicantes e implicados prim·arios), pode-se utilizar a caracter·stica dual da representac‚ ao para
contextualizar um literal dentro da base. A observac‚ao do literal em seu contexto delimita
os contornos de um novo crit·erio de mudanc‚a m·nima. Como contribuic‚ oes deste trabalho
tem-se:
1. Denic‚ ao de operadores sint·aticos de mudanc‚a de crenc‚as (revisao e atualizac‚ao) equi-
valentes aos operadores de Dalal, Forbus e Winslett,2 bem como a an·alise da comple-
xidade destes operadores (Cap·tulo 3).
2. Introduc‚ao de uma nova m·etrica e conseq¤uentemente de uma nova unidade m·nima de
mudanc‚a baseada na representac‚ ao em formas normais prim·arias e na notac‚

ao quan-
tum [7] (Cap·tulo 4).
3. O desenvolvimento de operadores sint·aticos de revisao e atualizac‚ao usando a nova
noc‚ao de minimalidade (Cap·tulo 4).
2Apresentados no capı´tulo 2.
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4. Uma comparac‚ ao quantitativa, baseada no n·umero de cl·ausulas da base original sub-
sumidas pela base revisada, dos operadores denidos em 1 e 2 (Cap·tulo 5).
5. Uma comparac‚ao qualitativa entre os operadores cl·assicos e os novos operadores, ba-
seada em atribuic‚ oes semanticas as f·ormulas no dom·nio da automac‚ao (Cap·tulo 6).
1.4 Notac¸a˜o e Preliminares
Considera-se uma linguagem l·ogica proposicional L(P) onde P representa um con-
junto de s·mbolos proposicionais {p1, . . . , pn}. F·ormulas l·ogicas em L sao constru·das
usando o conjunto de literais LIT = {L1, . . . ,L2n} associados a P tal que Li = p j ou Li = ¬p j
e os conectores usuais da l·ogica (¬,∨,∧,→,↔). As constantes ⊥ e > tamb·em pertencem a
linguagem L(P) e representam falso e verdadeiro, respectivamente.
F·ormulas na linguagem L(P) sao representadas por letras gregas min·usculas (α, β, δ,
ψ, φ, µ, . . .). Denota-se um conjunto de f·ormulas atrav·es de letras mai·usculas (A,K,U,V, . . .).
Por vezes, por·em, um conjunto de formulas ·e representado como uma ·unica f·ormula, onde
todas as f·ormulas do conjunto sao conectadas por ∧.
A sintaxe das f·ormulas l·ogicas pode ser alterada para usar apenas um subconjunto de
conectores, como ¬, ∧ e ∨. A reescrita de uma f·ormula l·ogica ·e feita observando as relac‚ oes
de equivalencia para a l·ogica proposicional [8, 43, 121], conforme detalhado abaixo:
1. Relac‚ oes de equivalencia entre f·ormulas:
Eliminac‚ao da equivalencia (α↔ β)⇔ (α→ β)∧ (β→ α)
Eliminac‚ao da implicac‚ao (α→ β)⇔¬α∨β
Eliminac‚ao do falso (⊥) ⊥⇔ α∧¬α
Eliminac‚ao da negac‚ao ¬α⇔ α→⊥
Eliminac‚ao da conjunc‚ao α∧β⇔¬(¬α∨¬β)
α∧β⇔ α→ (β→⊥))→⊥
Eliminac‚ao da disjunc‚ao α∨β⇔¬(¬α∧¬β)
α∨β⇔ (α→⊥)→ β
2. Equivalencias correspondentes as propriedades alg·ebricas dos conectores:
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Idempotencia α∨α⇔ α
α∧α⇔ α
Comutatividade α∨β⇔ β∨α
α∧β⇔ β∧α
Associatividade (α∨β)∨δ⇔ α∨ (β∨δ)
(α∧β)∧δ⇔ α∧ (β∧δ)
Absorc‚ao α∧ (α∨β)⇔ α
α∨ (α∧β)⇔ α
Distributividade α∨ (β∧δ)⇔ (α∨β)∧ (α∨δ)
α∧ (β∨δ)⇔ (α∧β)∨ (α∧δ)
Complementaridade α∧¬α⇔⊥
α∨¬α⇔>
¬>⇔⊥
Limites universais α∧>⇔ α
α∨⊥⇔ α
α∧⊥⇔⊥
α∨>⇔>
Insoluc‚ao ¬¬α⇔ α
Dualizac‚ao ¬(α∨β)⇔¬α∧¬β
¬(α∧β)⇔¬α∨¬β
Fazendo uso das relac‚ oes de equivalencia, uma f·ormula l·ogica ou um conjunto de
f·ormulas pode ser representado por uma f·ormula equivalente em forma normal conjun-
tiva ou disjuntiva. Um caso especial das formas normais canonicas sao as formas normais
prim·arias. Tais formas sao constru·das com o aux·lio das regras de inferencia de resoluc‚ao e
subsunc‚ao [8, 121] mostradas abaixo.
Resoluc‚ao:
α∨β ¬β∨δ
α∨δ
Subsunc‚ao:
α∨β∨δ α∨β
α∨β
A semantica de uma f·ormula l·ogica ·e dada por uma interpretac‚ ao I que atribui valores
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verdade aos s·mbolos proposicionais da f·ormula e pelas tabelas verdade das func‚ oes boo-
leanas associadas aos conectivos l·ogicos. O conjunto de interpretac‚ oes poss·veis I de uma
f·ormula l·ogica α cont·em todas as atribuic‚ oes poss·veis de valores verdade aos s·mbolos da
f·ormula. J·a o conjunto de modelos de uma f·ormula α, denotado por [[α]], representa todas as
interpretac‚ oes para as quais α assume valor verdade verdadeiro.
O fechamento l·ogico sobre um conjunto de f·ormulas K, denotado por Cn(K), cont·em
todas as conseq¤uencias l·ogicas de K e ·e denido como Cn(K) = {α | K  α}. Um conjunto
de f·ormulas K ·e inconsistente se e somente se K  α e K  ¬α. Um conjunto inconsistente
·e denotado K⊥ [56, 95, 128].
O conjunto formado pelos subconjuntos m·aximos de K que nao implicam uma dada
sentenc‚a α ·e denotado K⊥α. Um conjunto A ·e um subconjunto m·aximo (A ∈ K⊥α) se e
somente se A⊆ K; A 2 α; e para todo A′ tal que A⊂ A′ ⊆ K,A′  α [55, 56, 128].
Em muitos pontos, f·ormulas l·ogicas sao tratadas como conjuntos representados entre
chaves ({ e }), omitindo os conectivos (∧ ou ∨) entre os literais.
Em diversos momentos serao apresentadas relac‚ oes de ordenac‚ ao. Abaixo, listam-se
as propriedades que uma relac‚ ao bin·aria R⊆D×D pode apresentar [94].
Reexividade ∀x{(x ∈D)⇒ [(x,x) ∈ R]}
Simetria ∀x∀y({(x ∈D)∧ (y ∈D)}⇒ {[(x,y) ∈ R]⇔ [(y,x) ∈ R]})
Transitividade ∀x∀y∀z{[(x ∈D)∧ (y ∈D)∧ (z ∈D)]⇒
({[(x,y) ∈ R]∧ [(y,z) ∈ R]}⇒ [(x,z) ∈ R])}
Irreexividade ∀x{(x ∈D)⇒ [(x,x) 6∈ R]}
Assimetria ∀x(∀y{[(x,y) ∈ R]⇒ [(y,x) 6∈ R]})
Anti-simetria ∀x(∀y[{[(x,y) ∈ R]∧ [(y,x) ∈ R]}⇒ (x = y)])
Conectividade ∀x[∀y([(x ∈D)∧ (y ∈D)∧ (x 6= y)]⇒{[(x,y) ∈ R]∨ [(y,x) ∈ R]})]
Conectividade Forte ∀x[∀y([(x ∈D)∧ (y ∈D)]⇒{[(x,y) ∈ R]∨ [(y,x) ∈ R]})]
Equivalencia R ·e reexiva, sim·etrica e transitiva
Pr·e-ordem R ·e reexiva e transitiva
Ordem Parcial R ·e reexiva, anti-sim·etrica e transitiva
Ordem Total R ·e uma relac‚ ao de ordem parcial fortemente conectada
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Ordem Parcial Estrita R ·e irreexiva e transitiva
Ordem Total Estrita R ·e irreexiva, transitiva e conectada
1.5 Organizac¸a˜o
Este documento est·a organizado da seguinte forma: no cap·tulo 2 caracterizam-se, ini-
cialmente, os dois processos nos quais se divide a mudanc‚a de crenc‚as - revisao e atualizac‚ ao.
Em seguida, sao apresentados os dois principais arcabouc‚os para desenvolvimento de opera-
dores de mudanc‚a de crenc‚as, que sao o modelo AGM, para revisao, e o modelo KM, para
atualizac‚ao. Como exemplos de operadores de mudanc‚a de crenc‚as constru·dos seguindo es-
tes modelos sao descritos os operadores propostos por Dalal, Winslett e Forbus. O primeiro,
como operador de revisao e os seguintes como operadores de atualizac‚ ao de crenc‚as. Ao -
nal do cap·tulo sao apresentadas as complexidades destes operadores e ressaltam-se algumas
caracter·sticas do processo de mudanc‚a de crenc‚as que motivam a proposta deste trabalho.
No cap·tulo 3 sao apresentadas versoes sint·aticas destes operadores. A construc‚ao de
operadores sint·aticos equivalentes ·e obtida pela representac‚ ao alternativa da base de crenc‚as
e da nova informac‚ao em formas normais prim·arias. O crit·erio quantitativo adotado para a
escolha do que deve ser eliminado da base se mant·em.
No cap·tulo 4 ·e introduzida a notac‚ ao quantum, proposta por Bittencourt e Tonin [7, 15]
e que possibilita a proposta de uma nova unidade m·nima de mudanc‚a. Com a denic‚ao
de um novo crit·erio de minimalidade, dois novos operadores de mudanc‚a de crenc‚as sao
propostos.
No cap·tulo 5 sao apresentados os resultados comparativos entre os operadores propos-
tos e os operadores de Dalal e Forbus. No cap·tulo 6 apresentam-se exemplos dos processos
de revisao e atualizac‚ao utilizando os operadores propostos, visando salientar a preservac‚ao
de informac‚ao obtida com estes operadores. O cap·tulo 7 traz as considerac‚ oes nais deste
trabalho e as perspectivas de trabalhos futuros.
Capı´tulo 2
Mudanc¸a de Crenc¸as
O problema da mudanc‚a de crenc‚as consiste em, dada uma base de crenc‚as inicial
e uma nova informac‚ao contradit·oria com a base, alterar minimamente a base para que a
nova informac‚ao seja adicionada de maneira consistente. Assim, a mudanc‚a de crenc‚as pode
ser vista como uma func‚ ao que recebe como entrada a base de crenc‚as inicial e uma nova
informac‚ao e retorna uma nova base de crenc‚as que tem a nova informac‚ao como uma de
suas conseq¤uencias l·ogicas.
A problem·atica da mudanc‚a de crenc‚as ·e inerente, nao s·o a rob·otica cognitiva [78, 114]
mas tamb·em, a v·arias outras ·areas, como bases de dados l·ogicas [42, 79], diagn·ostico de
falhas [104, 127], planejamento [65, 67], racioc·nio sobre ac‚ oes [126] e sistemas multiagen-
tes [38, 101, 106].
Este cap·tulo descreve, inicialmente, a distinc‚ao entre os processos de atualizac‚ao e
revisao de crenc‚as. A seguir, apresentam-se o modelo para revisao de crenc‚as, proposto
por C. Alchourr·on, P. G¤aderfors e D. Makinson, denominado modelo AGM [1], citando
algumas de suas extensoes. O operador proposto por M. Dalal [28] ·e descrito como um
exemplo de operador de revisao. Em seguida, apresentam-se o modelo para atualizac‚ ao de
crenc‚as, proposto por H. Katsuno e A. Mendelzon, denominado modelo KM [72], bem como
os operadores de atualizac‚ ao propostos por M. Winslett [131] e K. Forbus [44].
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2.1 Revisa˜o e Atualizac¸a˜o
A ·area de mudanc‚a de crenc‚as engloba dois processos distintos que sao os processos
de revis

ao de crenc‚as [1] e os processos de atualizac‚

ao de crenc‚as [72]. A escolha sobre
qual processo deve ser aplicado a base de crenc‚as est·a intimamente relacionada ao conte·udo
da mesma. Aplica-se um processo de revisao quando o conhecimento contido na base est·a
incorreto e nao reete a realidade do mundo. Por outro lado, um processo de atualizac‚ao de
crenc‚as tem lugar quando as proposic‚ oes encontradas na base representam informac‚ oes cuja
validade est·a condicionada a situac‚ao atual, o conhecimento da base nao est·a incorreto, mas
defasado e precisa apenas ser atualizado.
Semanticamente, a base de crenc‚as resultante de uma operac‚ ao de revisao ·e dada pelo
conjunto de modelos da nova informac‚ao que estiverem mais pr·oximos dos modelos da base
inicial. J·a em uma operac‚ ao de atualizac‚ao, a base de crenc‚as resultante ser·a formada pelos
conjuntos de modelos da nova informac‚ao que estiverem mais pr ·oximos de cada um dos
modelos da base inicial [48, 72].
Intuitivamente, esta diferenc‚a semantica faz sentido. Se o processo que est·a sendo
realizado ·e um processo de revisao, uma vez que o mundo real nao sofreu alterac‚ oes e
a nova informac‚ao reete uma verdade em todos os mundos poss·veis, alguns dos velhos
mundos poss·veis podem ser descartados, pois sao muito diferentes dos mundos que agora
sao verdadeiros. Ou seja, a base inicial ·e adaptada para receber a nova informac‚ao, por·em
continua sendo a referencia do sistema de crenc‚as. Por outro lado, em um processo de
atualizac‚ao, os modelos da base inicial constituem o conjunto de mundos poss·veis, dentre
os quais encontra-se o mundo atual (ainda que nao se possa identic·a-lo seguramente). Se
uma mudanc‚a no mundo real acontece, cada um dos mundos poss·veis ·e examinado e alte-
rado minimamente para tornar-se um modelo da nova informac‚ao. Ou seja, a referencia ·e a
nova informac‚ao (que representa a situac‚ao atual), entao o m·aximo de informac‚ao da base
inicial ·e integrado a nova informac‚ao para constituir o sistema de crenc‚as.
Apesar de conceitualmente distintos, ambos os processos devem manter um compro-
misso entre a antiga base de conhecimento e a base revisada pela nova informac‚ ao. De
forma consensual, alguns princ·pios [28] que guiam a construc‚ao de operadores de mudanc‚a
de crenc‚as sao:
• Adequac‚ao da representac‚ ao: a representac‚ ao do conhecimento revisado nao deve di-
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ferir daquela utilizada antes da revisao;
• Irrelevancia da sintaxe: a representac‚ ao adotada para a base de crenc‚as nao deve in-
terferir no processo de revisao, ou seja, dadas as bases de conhecimento A e B logica-
mente equivalentes, por·em representadas distintamente, e as novas informac‚ oes α e β
igualmente equivalentes, as revisoes de A por α e de B por β devem prover resultados
equivalentes;
• Manutenc‚ao da consistencia: se a base de conhecimento e a nova informac‚ao sao ambas
consistentes, a base revisada dever·a ser consistente;
• Primazia da nova informac‚ ao: a nova informac‚ao deve ser uma conseq¤uencia l·ogica da
base revisada;
• Persistencia do conhecimento ou mudanc‚a m·nima: o m·aximo poss·vel do conheci-
mento contido na base original deve ser mantido na base revisada;
• Equanimidade: caso haja v·arias bases candidatas a base revisada, que atendam os
princ·pios expostos acima, a escolha de uma delas nao deve ser arbitr·aria. Uma poss·vel
soluc‚ao ·e denir a base revisada como a intersec‚ ao de todas as bases candidatas.
Dos princ·pios apresentados, o mais importante ·e o princ·pio da mudanc‚a m·nima.
Todas as abordagens da literatura incorporam este princ·pio, ainda que diram na denic‚ ao
do que seja uma mudanc‚a m·nima. Tais princ·pios, juntamente com os postulados associados
a cada tipo de processo - revisao ou atualizac‚ ao - norteiam a construc‚ao de novos operadores.
A seguir apresentam-se os modelos AGM e KM para revisao e atualizac‚ao respectiva-
mente.
2.2 O Modelo AGM
Proposto por C. Alchourr·on, P. G¤ardenfors e D. Makinson, o modelo AGM [1, 53, 55,
56] oferece um arcabouc‚o para a construc‚ao de operadores de revisao de crenc‚as. Tal modelo
admite um conjunto de crenc‚as consistente e fechado sob suas conseq¤uencias l·ogicas. O
fechamento l·ogico torna o conjunto de crenc‚as possivelmente innito.
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Sobre um conjunto de crenc‚as, podem ser realizadas operac‚ oes de expans

ao, revis

ao
e contrac‚

ao. Estas operac‚ oes envolvem a manipulac‚ao das crenc‚as que sao contradit·orias a
nova informac‚ao, bem como todas as suas conseq¤uencias l·ogicas. Assim, para um conjunto
K de crenc‚as e uma nova informac‚ao α denem-se:
• a operac‚ ao de expansao (+) como a inclusao da nova informac‚ao α, nao contradit·oria,
ao conjunto de crenc‚as K
K +α = Cn(K∪{α})
onde Cn representa o fechamento l·ogico do conjunto, como denido na sec‚ ao 1.4.
• a operac‚ ao de revisao (∗) como a eliminac‚ao das crenc‚as contradit·orias (¬α) e posteri-
ormente, a inclusao da nova informac‚ao α
K ∗α = (K−¬α)+α
• a operac‚ ao de contrac‚ ao (−) como a eliminac‚ao de crenc‚as do conjunto K, sem a
inclusao de nenhuma crenc‚a nova
K−α = K∩ (K ∗¬α)
Nota-se que as operac‚ oes de revisao e contrac‚ ao sao denidas uma em termos da outra. Tais
denic‚ oes denominam-se Identidade de Levi [1] e Identidade de Harper [53], respectiva-
mente e nao podem ser produzidas utilizando apenas operadores da teoria dos conjuntos,
como a operac‚ ao de expansao. Para realizar a revisao e a contrac‚ ao de um conjunto de
crenc‚as ·e necess·ario dispor de alguma informac‚ao adicional sobre as sentenc‚as da base que
permita escolher o que deve ser retirado, sem incorrer em perda excessiva de informac‚ ao.
Ou seja, algum crit·erio extra-l·ogico deve ser adotado para avaliar as crenc‚as.
A construc‚ao de operadores para contrac‚ ao e revisao baseia-se em um conjunto de
postulados e em um conjunto de construc‚

oes. Inicialmente o modelo AGM dene algu-
mas propriedades gerais, dadas pelo conjunto de postulados, que restringem as operac‚ oes
de revisao e contrac‚ ao.1 As propriedades espec·cas de cada operador sao denidas pelo
conjunto de construc‚ oes. Postulados e construc‚ oes sao relacionados atrav·es de teoremas de
1Originalmente, o modelo AGM apresenta um conjunto de postulados tambe´m para o processo de expansa˜o, mas tal
processo pode ser totalmente caracterizado como uma operac¸a˜o sobre conjuntos.
2.2. O Modelo AGM 13
representac‚

ao. A seguir apresentam-se os conjuntos de postulados originalmente propostos
no modelo AGM para contrac‚ ao e revisao, em seguida apresentam-se algumas construc‚ oes e
seus teoremas de representac‚ ao.
2.2.1 Postulados
Os postulados AGM para contrac‚ao e revisao especicam restric‚ oes que guiam a cons-
truc‚ao de operadores. Dentre estas restric‚ oes encontram-se a perda m·nima de informac‚ao, a
consist

encia do conjunto de crenc‚as ao t·ermino do processo de mudanc‚a e a irrelev

ancia da
sintaxe [28, 95].
Contrac¸a˜o
As operac‚ oes de contrac‚ao sao restringidas por um conjunto de 8 postulados. Sao eles:
(K−1) Para qualquer sentenc‚a α e qualquer conjunto de crenc‚as K, K−α ·e um conjunto
de crenc‚as. (Fechamento)
(K−2) (K−α)⊆ K. (Inclusao)
(K−3) Se α /∈ K, entao (K−α) = K. (Vacuidade)
(K−4) Se 6` α entao α /∈ (K−α). (Sucesso)
(K−5) Se α ∈ K, K ⊆ (K−α)+α. (Recuperac‚ ao)
(K−6) Se ` α↔ β, entao (K−α) = (K−β). (Extencionalidade)
(K−7) (K−α)∩ (K−β)⊆ K− (α∧β). (Intersec‚ ao)
(K−8) Se α /∈ K− (α∧β), entao K− (α∧β)⊆ (K−α). (Conjunc‚ao)
O postulado de fechamento expressa que qualquer func‚ ao de contrac‚ ao (−) toma um con-
junto de crenc‚as e uma sentenc‚a como entradas e produz um conjunto de crenc‚as. O postu-
lado de inclus

ao assegura que, em uma operac‚ ao de contrac‚ ao, nenhuma nova crenc‚a ser·a
introduzida no conjunto inicial. O postulado de vacuidade expressa que nada deve ser feito
se a informac‚ao de entrada nao pertence ao conjunto de crenc‚as, atendendo ao princ·pio da
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mudanc‚a m·nima. O postulado do sucesso arma que a sentenc‚a de entrada retirada nao ·e
um elemento resultante do conjunto de crenc‚as. O postulado de recuperac‚

ao ·e o postulado
mais polemico e arma que o conjunto de crenc‚as original deve estar contido no conjunto de
crenc‚as que foi contra·do e expandido por uma mesma crenc‚a. O postulado da extencionali-
dade expressa o princ·pio da irrelevancia da sintaxe. Estes primeiros postulados sao chama-
dos postulados b·asicos, os pr·oximos dois sao ditos suplementares e se aplicam a contrac‚ oes
compostas. O primeiro postulado suplementar, chamado de postulado de intersec‚

ao, diz que
se uma crenc‚a nao ·e eliminada ao eliminar a crenc‚a α nem ao eliminar a crenc‚a β, entao ela
nao ser·a eliminada pela contrac‚ ao da conjunc‚ao α∧β. Pelo postulado da conjunc‚

ao, se uma
crenc‚a α ·e eliminada ao eliminar a conjunc‚ao α∧β, entao nao importa o que foi eliminado
ao eliminar α, deve tamb·em ser eliminado ao eliminar α∧β.
Revisa˜o
Para restringir operac‚ oes de revisao, o modelo AGM prove o seguinte conjunto de
postulados:
(K∗1) Para qualquer sentenc‚a α e qualquer conjunto de crenc‚as K, K ∗α ·e um conjunto de
crenc‚as. (Fechamento)
(K∗2) α ∈ K ∗α. (Sucesso)
(K∗3) (K ∗α)⊆ (K +α). (Inclusao)
(K∗4) Se ¬α /∈ K, entao (K +α)⊆ (K ∗α). (Preservac‚ ao)
(K∗5) (K ∗α) = K⊥ se e somente se ` ¬α. (Vacuidade)
(K∗6) Se ` α↔ β, entao (K ∗α) = (K ∗β). (Extencionalidade)
(K∗7) K ∗ (α∧β)⊆ (K ∗α)+β. (Superexpansao)
(K∗8) Se ¬β /∈ K ∗α, entao (K ∗α)+β⊆ K ∗ (α∧β). (Subexpansao)
O postulado de fechamento ·e similar ao postulado de fechamento para a contrac‚ ao. Ou seja,
qualquer func‚ ao de revisao (∗) toma um conjunto de crenc‚as e uma sentenc‚a como entra-
das e produz um conjunto de crenc‚as. O postulado de sucesso, reete a primazia da nova
informac‚

ao, assegurando que a nova crenc‚a foi inclu·da no conjunto de crenc‚as revisado.
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O postulado de inclus

ao determina a expansao como o limite superior quando incorpora
novas crenc‚as. O postulado da preservac‚

ao arma que, se a crenc‚a de entrada nao ·e con-
tradit·oria com o conjunto, a revisao da base pela nova crenc‚a deve manter, ao menos, as
mesmas crenc‚as obtidas por um processo de inclusao. O postulado de vacuidade arma que
a ·unica situac‚ao na qual a revisao pode gerar um estado inconsistente ·e quando o processo
de revisao ·e realizado com uma crenc‚a α inconsistente. O postulado da extencionalidade,
assim como no caso da contrac‚ ao, expressa o princ·pio da irrelevancia da sintaxe. Estes
primeiros 6 postulados constituem os postulados b·asicos para revisao providos pelo modelo
AGM, os outros 2 sao chamados de postulados suplementares e estao relacionados com o
princ·pio da mudanc‚a m·nima. Tais postulados se aplicam a revisoes compostas e podem ser
pensados como generalizac‚ oes dos postulados de inclusao e de preservac‚ao. O postulado da
superexpans

ao diz que qualquer crenc‚a inclu·da na revisao de K por α∧β deve tamb·em ser
inclu·da se K for revisado primeiro por α e o resultado for expandido por β. O postulado
da subexpans

ao arma que, se β nao contradiz o conjunto de crenc‚as revisado por α entao a
revisao pela conjunc‚ao α∧β deve incluir a revisao de K por α e a posterior inclusao de β,
pois α e β sao consistentes.
Os postulados descrevem as condic‚ oes que os operadores de mudanc‚a de crenc‚as de-
vem satisfazer, contudo nao podem ser vistos como imut·aveis, sendo muitas vezes discutidos
[21, 36, 49, 108]. O modelo AGM prove ainda algumas construc‚ oes que servem como fer-
ramentas para o desenvolvimento de operadores que satisfac‚am os postulados.
2.2.2 Construc¸o˜es
Sao quatro as construc‚

oes propostas pelo modelo AGM. A primeira, denominada
func‚

oes de selec‚

ao [1] baseia-se em operac‚ oes sobre conjuntos. A segunda, denominada for-
talecimento epist

emico [58] usa um crit·erio de ordenac‚ ao total sobre f·ormulas. A terceira,
denominada sistema de esferas de Grove [52], pode ser considerada a versao semantica do
fortalecimento epistemico. A ·ultima construc‚ao, denominada contrac‚

oes seguras [2], baseia-
se na combinac‚ao de caracter·sticas do fortalecimento epistemico e das func‚ oes de selec‚ ao.
A seguir cada uma destas construc‚ oes ·e brevemente descrita.
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Func¸o˜es de Selec¸a˜o
Inicialmente, para um conjunto K de crenc‚as, ·e obtido o conjunto de todos os subcon-
juntos m·aximos de K que falham ao implicar uma crenc‚a α. Este conjunto ·e denotado por
K⊥α. As func‚ oes de selec‚ao sao aplicadas sobre este conjunto, visando satisfazer o princ·pio
da mudanc‚a m·nima.
O modelo AGM prove tres func‚ oes de selec‚ao sobre o conjunto K⊥α: func‚ao de
selec‚ao Maxichoice (γ), func‚ao de selec‚ao Full Meet (∩) e func‚ao de selec‚ao Partial Meet
(∩γ).
A func‚ ao de selec‚ao Maxichoice retorna um ·unico elemento do conjunto K⊥α. A
func‚ao de contrac‚ ao denida com esta func‚ao de selec‚ao ·e dada por:
K−α =


γ(K⊥α) se K⊥α 6= /0
K caso contr·ario
Uma func‚ ao de contrac‚ ao Maxichoice satisfaz a seguinte condic‚ao de completude:
(K−F) Se β ∈ K e β 6∈ K−α, entao β→ α ∈ K−α para qualquer conjunto de crenc‚as K.
Os postulados b·asicos (K−1)∼(K−6) e a condic‚ao de completude caracterizam uma func‚ao
de contrac‚ao Maxichoice conforme o seguinte teorema de representac‚ ao:
Teorema 1 [56] Qualquer func‚

ao de contrac‚

ao que satisfac‚a (K−1)∼(K−6) e (K−F) pode
ser gerada por uma func‚

ao de contrac‚

ao Maxichoice.
Como efeito indesejado, a func‚ao Maxichoice preserva muita informac‚ao. Isso acontece
pois o conjunto K ·e m·aximo, isto signica que para toda a sentenc‚a β, β ∈ K ou ¬β ∈ K. Ao
realizar uma operac‚ ao de contrac‚ ao (K−α) com a func‚ ao Maxichoice, onde α∈K, para toda
a sentenc‚a β ∈ K, α∨β ∈ K−α ou α∨¬β ∈ K−α. Para a operac‚ ao de revisao, realizada
atrav·es da aplicac‚ ao direta da Identidade de Levi, a func‚ ao de selec‚ao Maxichoice assume a
veracidade ou a falsidade de todas as demais proposic‚ oes contidas na base resultante. Assim,
para toda a sentenc‚a β ∈ K, β ∈ K ∗α ou ¬β ∈ K ∗α.
A segunda func‚ ao de selec‚ao provida pelo modelo AGM ·e a func‚ao Full Meet. Esta
func‚ao representa o extremo oposto da func‚ao Maxichoice, retornando o conjunto formado
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por elementos comuns a todos os subconjuntos de K⊥α. A func‚ ao de contrac‚ ao denida
com a func‚ ao Full Meet ·e:
K−α =


∩(K⊥α) se K⊥α 6= /0
K caso contr·ario
Uma func‚ao Full Meet satisfaz os postulados b·asicos (K−1)∼(K−6) e a seguinte condic‚ ao
de intersec‚ao:
(K−I) Para todo α e β, K− (α∧β) = K−α∩K−β.
como demonstra o seguinte teorema de representac‚ ao:
Teorema 2 [56] Uma func‚

ao de contrac‚

ao satisfaz (K−1)∼(K−6) e (K−I) se e somente se
puder ser gerada como uma func‚

ao de contrac‚

ao Full Meet.
Por·em, esta func‚ao tamb·em produz resultados indesejados. Se α∈K, a operac‚ ao de contrac‚ ao
da base K por α ser·a dada por todas as crenc‚as β (β ∈ K − α) se e somente se β ∈ K e
β ∈ Cn(¬α). Para um processo de revisao da base K por α, onde ¬α ∈ K, o conjunto re-
sultante ser·a dado pelo conjunto fechamento Cn(α). Isso signica que a func‚ ao Full Meet
perde muita informac‚ao.
A justa medida entre as func‚ oes Maxichoice e Full Meet ·e dada pela ·ultima func‚ ao de
selec‚ao proposta pelo modelo AGM. A func‚ ao Partial Meet ·e denida como a aplicac‚ ao da
operac‚ ao Full Meet sobre o resultado da operac‚ ao Maxichoice, por·em, a func‚ ao Maxichoice
·e redenida de maneira a retornar um subconjunto de K⊥α. Este subconjunto cont·em os
elementos m·aximos de K⊥α em relac‚ ao a pr·e-ordem 6 sobre 2K . Esta relac‚ ao de pr·e-ordem
·e transitiva e reexiva e se traduz como uma preferencia sobre o conjunto de crenc‚as, ou
seja, um crit·erio extra-l·ogico de ordenac‚ ao.
γ(K⊥α) = {K ′ ∈ K⊥α | K′′ ≤ K′ para todo K ′′ ∈ K⊥α}
O conjunto resultante ser·a formado pela intersec‚ao de todos os subconjuntos retornados pela
func‚ao Maxichoice e a func‚ao de contrac‚ ao ·e denominada func‚ ao de contrac‚ao Partial Meet
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Transitiva Relacional, denida como:
K−α =


∩γ(K⊥α) se K⊥α 6= /0
K caso contr·ario
Para esta func‚ao de contrac‚ao, o seguinte teorema de representac‚ ao ·e apresentado:
Teorema 3 [56] Para qualquer conjunto de crenc‚as K, uma func‚

ao de contrac‚

ao − satis-
faz (K−1)∼(K−8) se e somente − for uma func‚

ao de contrac‚

ao Partial Meet Transitiva
Relacional.
Uma func‚ao de revisao do tipo Partial Meet Transitiva Relacional pode ser obtida pela Iden-
tidade de Levi e respeita os postulados (K∗1)∼(K∗8).
Fortalecimento Episteˆmico
O fortalecimento epistemico [54, 58] (do ingles epistemic entrenchment) baseia-se em
uma ordenac‚ao sobre f·ormulas, onde a cada f·ormula ·e atribu·do um grau de fortalecimento,
como crit·erio qualitativo para escolha do que deve ser retirado. Uma sentenc‚a α ·e menos
fortalecida que uma sentenc‚a β no conjunto de crenc‚as K se for mais f·acil retirar α do que
retirar β. Assim, ao revisar ou contrair uma base, dada a nova informac‚ao, opta-se por retirar
as sentenc‚as contradit·orias com menor grau de fortalecimento epistemico, respeitando desta
forma o princ·pio da Mudanc‚a M·nima.
Para auxiliar na denic‚ ao do crit·erio de ordenac‚ ao total 6 que represente uma ordem
de fortalecimento epistemico, um conjunto de cinco postulados foi proposto em [58]. Sao
eles:
(EE1) Para qualquer α, β e γ, se α≤ β e β≤ γ, entao α≤ γ. (Transitividade)
(EE2) Para qualquer α e β, se α ` β, entao α≤ β. (Dom·nio)
(EE3) Para todo α e β em K, α≤ α∧β ou β≤ α∧β. (Conjuntividade)
(EE4) Quando K 6= K⊥, α 6∈ K se e somente se α≤ β para todo β. (Minimalidade)
(EE5) Se β≤ α para todo β, entao ` α. (Maximalidade)
2.2. O Modelo AGM 19
O primeiro postulado arma que uma func‚ ao de fortalecimento epistemico ·e transitiva. O
postulado de dom·nio arma que se α implica β e uma das duas crenc‚as deve ser retirada, a
mudanc‚a m·nima resultar·a do abandono da crenc‚a α, pois ao escolher β, α tamb·em dever·a
ser retirada. O postulado da conjuntividade expressa que, ao remover α∧ β, ou α ou β
tamb·em precisa ser removida. O postulado da minimalidade arma que as sentenc‚as que
nao estao em K tem fortalecimento epistemico m·nimo em relac‚ ao a K. Por outro lado, o
postulado da maximalidade expressa que verdades l·ogicas sao fortemente fortalecidas.
Uma ordem de fortalecimento epistemico≤ para um dado conjunto de crenc‚as K pode
ser constru·da a partir de uma func‚ao de contrac‚ ao − usando a seguinte condic‚ao:
(C≤) α≤ β se e somente se α 6∈ K− (α∧β) ou ` α∧β.
Da mesma forma, uma func‚ao de contrac‚ao − pode ser constru·da para um conjunto de
crenc‚as K a partir de uma ordem de fortalecimento epistemico pela seguinte condic‚ao:
(C−) β ∈ K−α se e somente se β ∈ K e α≤ α∨β ou ` α.
Estas condic‚ oes sao usadas nos seguintes teoremas de representac‚ ao, que mostram que as
ordens de fortalecimento epistemico obtidas com a condic‚ao (C≤) e operac‚ oes de contrac‚ ao
obtidas pela condic‚ao (C−) satisfazem os postulados AGM:
Teorema 4 [58] Se uma ordenac‚

ao ≤ satisfaz (EE1)∼(EE5), ent

ao a func‚

ao de contrac‚

ao
determinada por (C−) satisfaz (K−1)∼(K−8) bem como a condic‚

ao (C≤).
Teorema 5 [58] Se uma func‚

ao de contrac‚

ao− satisfaz (K−1)∼(K−8), ent

ao a ordenac‚

ao
≤ ·e determinada por (C≤) e satisfaz (EE1)∼(EE5) bem como a condic‚ ao (C−).
Esferas de Grove
As esferas de Grove [52] sao uma caracterizac‚ ao semantica para os processos de re-
visao e contrac‚ ao. Sendo este ·ultimo obtido pela aplicac‚ao da Identidade de Harper. O
sistema de esferas de Grove ·e equivalente ao fortalecimento epistemico, onde os conjuntos
de f·ormulas sao vistos como mundos poss·veis.
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Uma esfera representa um conjunto de mundos poss·veis. Um sistema de esferas cen-
trado em K ·e uma ordenac‚ ao dos conjuntos de mundos poss·veis, onde a esfera do centro,
[[K]], representa todos os mundos poss·veis consistentes com K.
Formalmente, seja ML o conjunto de todos os mundos poss·veis denidos para um
alfabeto proposicional inicial L , uma colec‚ao S dos subconjuntos de ML ·e um sistemas de
esferas centrado em K, onde K ·e algum subconjunto de ML , tal que K ⊆ML se S satisfaz
as seguintes condic‚ oes [52]:
(S1) S ·e totalmente ordenado por ⊆, isto ·e, se U,V ∈ S , entao U ⊆V ou V ⊆U ;
(S2) K ·e o centro de S , ou seja, para K ∈ S e para todo U ∈ S , K ⊆U ;
(S3) ML est·a em S e representa a esfera mais exterior;
(S4) Se α ∈ L , e h·a alguma esfera em S tal que [[α]]∩S 6= /0 entao h·a uma esfera U ∈ S tal
que [[α]]∩U 6= /0 e para toda esfera V ∈ S tal que [[α]]∩V 6= /0, U ⊆V .
Uma representac‚ ao do sistema de esferas ·e dada na gura 2.2.2. Seja Sα a menor esfera que
ML
[[K]]
S1
S2
S3
S4
Figura 2.1: Esquema representativo do sistema de esferas de Grove.
tem intersec‚ao com [[α]]. O conjunto de crenc‚as revisado K ∗α ser·a dado por:
[[K ∗α]] = [[α]]∩Sα
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Ou seja, a base revisada, correspondem os mundos poss·veis mais pr·oximos a [[K]] nos quais
α ·e vericado. Os seguintes teoremas de representac‚ ao asseguram que a semantica provida
pelo sistema de esferas ·e apropriada:
Teorema 6 [52] Seja S um sistema de esferas em ML centrado em [[K]] para algum conjunto
de crenc‚as K em K . Se, para qualquer α ∈ L , ·e denida uma operac‚ ao de revisao [[K ∗α]]
como sendo [[α]]∩Sα, entao os postulados (K∗1)∼(K∗8) sao satisfeitos.
Teorema 7 [52] Seja ∗ : K ×L→K uma func‚

ao satisfazendo os postulados (K∗1)∼(K∗8).
Ent

ao para qualquer conjunto de crenc‚as K h·a um sistema de esferas S em ML , centrado
em [[K]] e satisfazendo [[K ∗α]] = [[α]]∩Sα, para todo α ∈ L .
Contrac¸o˜es Seguras
Contrac‚ oes seguras2 [2] podem ser vistas como uma combinac‚ao do fortalecimento
epistemico com a func‚ao de contrac‚ao Partial Meet. Uma func‚ ao de contrac‚ ao segura ·e
denida como uma relac‚ ao de ordenac‚ ao hier·arquica ou nao circular < que ·e irreexiva e
assim·etrica.
Inicialmente sao calculados todos os subconjuntos K ′ de K que implicam α. K ′ ·e um
subconjunto de K se e somente se (i)K ′ ⊆ K; (ii) K′ ` α; (iii) K′′ 6` α para nenhum K ′′ ⊂ K.
O conjunto de todos os subconjuntos m·nimos K ′ implicando α ·e denotado K ⇓ α.
Um elemento β ·e dito seguro com relac‚ ao a α se e somente se β nao for um elemento
m·nimo (segundo <) para nenhum subconjunto de K ⇓ α. O conjunto de todos os elementos
seguros de K ·e denotado K/α e a func‚ ao de contrac‚ ao ·e denida como:
K−α = K ∩Cn(K/α)
As contrac‚ oes seguras baseiam-se nos m·nimos subconjuntos de K que implicam α e nao
nos m·aximos subconjuntos de K que nao implicam α, como ocorre nas func‚ oes de selec‚ ao.
Uma func‚ ao de contrac‚ao segura respeita os postulados b·asicos(K−1)∼(K−6). Para
que os postulados (K−7) e (K−8) sejam satisfeitos, a relac‚ ao de ordenac‚ ao nao circular <
deve ser denida, para qualquer α,β,δ∈ K, com as seguintes propriedades [95]: (i) se α < β
2Reviso˜es seguras sa˜o construı´das pela aplicac¸a˜o da Identidade de Levi.
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e β ` δ, entao α < δ, ou seja, a func‚ao < ·e continuada sobre `; (ii) se α ` β e β < δ entao
α < δ, isto ·e, a func‚ao < ·e continuada sob `; (iii) se α < β entao α < δ ou δ < β, ou seja, a
func‚ao < ·e virtualmente conectada sobre K.3
O seguinte teorema de representac‚ ao ·e v·alido quando K consiste em um n·umero nito
de sentenc‚as logicamente equivalentes:
Teorema 8 [95] Seja K um conjunto de crenc‚as. Uma func‚

ao de contrac‚

ao segura − ·e
gerada por uma relac‚

ao de ordenac‚

ao n

ao circular < que ·e continuada sobre e sob ` sobre
K e ·e virtualmente conectada se e somente se − ·e uma func‚ ao de contrac‚ ao Partial Meet
Transitiva Relacional sobre K.
2.2.3 Extenso˜es e Refinamentos
O modelo AGM foi amplamente estudado e diversos melhoramentos e renamentos
foram propostos. O principal renamento do modelo AGM trata da distinc‚ao entre os pro-
cessos de revisao e atualizac‚ao de crenc‚as [71, 72, 76, 131], descrita na sec‚ ao 2.1 (na sec‚ao
2.4 ·e apresentado o modelo KM que descreve a dinamica da atualizac‚ao de crenc‚as). Com a
caracterizac‚ ao destes processos, diversas abordagens foram propostas buscando unic·a-los
em um ·unico sistema de crenc‚as. Dentre estas, encontram-se os trabalhos de Friedman e
Halpern [46, 47, 48] e de Boutilier [20].
Algumas extensoes do modelo AGM referem-se as suas construc‚ oes. Trabalhos como
[61, 87, 98, 107, 130] investigam as relac‚ oes entre as construc‚ oes, revendo-as ou expandindo-
as para outros dom·nios. Outras extensoes buscam solucionar problemas do modelo. Uma
das cr·ticas ao modelo AGM parte do fato de que a nova informac‚ao ·e priorizada somente at·e
ser inclu·da na base, quando entao torna-se equivalente as demais. Trabalhos como [4, 17,
21] questionam a primazia da nova informac‚ao e o postulado de sucesso, argumentando que
h·a situac‚ oes onde a nova informac‚ao pode nao ser con·avel e deve ser tratada diferenciada-
mente. Outra expansao proposta [62], altera localmente o conjunto de crenc‚as argumentando
que, a cada momento, apenas uma parte das crenc‚as ·e usada.
Outra cr·tica feita ao modelo AGM refere-se ao fato deste nao tratar crenc‚as condicio-
nais, que sao crenc‚as cuja adoc‚ ao depende de futuras observac‚ oes. Novos modelos tem sido
3Os termos continuada sobre, continuada sob e virtualmente conectada veˆm do ingleˆs continues up, continues down e
virtually connected, respectivamente, conforme [95].
2.2. O Modelo AGM 23
propostos neste sentido, constituindo a chamada revisao de crenc‚as iterativa [19, 31, 64].
A extensao do modelo AGM, utilizada neste trabalho, busca adequar os sistemas de
crenc‚as a implementac‚ao computacional. O modelo AGM usa um conjunto de crenc‚as lo-
gicamente fechado e possivelmente innito, tornando invi·avel sua implementac‚ao compu-
tacional. Segundo [128], essa inadequac‚ao surge pois o arcabouc‚o considera um agente
inteligente idealizado, possuidor de mem·oria innita e de uma ilimitada capacidade para
realizar inferencias. Para solucionar este problema, adota-se uma representac‚ ao nita do
conjunto de crenc‚as, denominada base de crenc‚as [59, 88, 89], sobre a qual sao realizadas
as operac‚ oes de revisao.
Bases de Crenc¸as
Em uma base de crenc‚as sao mantidas apenas as crenc‚as b·asicas, desconsiderando as
inferencias que podem ser realizadas a partir destas [56]. As crenc‚as passam a ser repre-
sentadas por uma f·ormula em l·ogica proposicional e tanto os postulados AGM quanto as
construc‚ oes sofrem adaptac‚ oes [36, 51, 60, 90, 100].
Em [71], Katsuno e Mendelzon reescrevem os postualdos AGM para revisao. Para
enfatizar a diferenc‚a entre conjuntos e bases de crenc‚as, o operador de revisao passa a ser
representado por ◦. O conjunto de postulados ·e:
(R1) ψ◦µ implica µ. (Sucesso)
(R2) Se ψ∧µ ·e satisfaz·vel entao ψ◦µ↔ ψ∧µ. (Preservac‚ ao)
(R3) Se µ ·e satisfaz·vel entao ψ◦µ tamb·em ·e satisfaz·vel. (Vacuidade)
(R4) Se ψ1↔ ψ2 e µ1↔ µ2 entao ψ1 ◦µ1↔ ψ2 ◦µ2. (Extencionalidade)
(R5) (ψ◦µ)∧φ implica ψ◦ (µ∧φ). (Subexpansao)
(R6) Se (ψ◦µ)∧φ ·e satisfaz·vel entao ψ◦ (µ∧φ) implica (ψ◦µ)∧φ. (Superexpansao)
Katsuno e Mendelzon caracterizam semanticamente as operac‚ oes de revisao, baseando-se
em uma pr·e-ordenac‚ ao total sobre modelos 6ψ, tal que:
(P1) se w,w′ ∈ [[ψ]] entao w 6<ψ w.
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(P2) se w ∈ [[ψ]] e w′ 6∈ [[ψ]] entao w <ψ w′.
(P3) se ψ≡ φ entao 6ψ=6φ.
O seguinte teorema de representac‚ ao ·e apresentado para esta caracterizac‚ ao:
Teorema 9 [72] Um operador de revis

ao ◦ satisfaz os postulados (R1)∼(R6) se e somente
se existe uma atribuic‚

ao exata (do ingl

es faithful) que mapeia cada base de crenc‚as ψ em
uma pr·e-ordem total 6ψ tal que as condic‚ oes (P1), (P2), (P3) sejam satisfeitas e [[ψ ◦ µ]] =
Min6ψ([[µ]]).
2.3 O operador de Revisa˜o de Crenc¸as de Dalal
Em 1988, Dalal [28] propoe um operador de revisao de crenc‚as buscando atender, den-
tre outros, o princ·pio da mudanc‚a m·nima. Dalal argumenta que a menor unidade em uma
f·ormula l·ogica ·e um s·mbolo proposicional, e este ser·a sua menor unidade de conhecimento.
De acordo com esta denic‚ao, a distancia entre modelos ·e dada pelo conjunto de s·mbolos
proposicionais que tem valores verdade diferentes.
Definic¸a˜o 1 (Distaˆncia entre modelos) Dado um conjunto de modelos W = {w1, ...,wn}, a
dist

ancia entre dois modelos wi e w j, ·e dada por:
DIST(wi,w j) = {p ∈ P | p ∈ wi e p 6∈ w j}∪{p ∈ P | p 6∈ wi e p ∈ w j}
Essa noc‚ao de distancia entre modelos implica a seguinte ordem de preferencia: o modelo
w j ·e preferido ao modelo wk em relac‚ ao a wi se a distancia entre wi e w j for menor que a
distancia entre wi e wk. Isto ·e, wi e w j compartilham mais literais que wi e wk. Formalmente:
Definic¸a˜o 2 (Crite´rio de ordenac¸a˜o total sobre modelos) Sejam tr

es modelos wi,w j e wk ∈
W, e seja 6w uma ordem total sobre W tal que:
w j 6w wk sse |DIST (wi,w j) | ≤ | DIST (wi,wk) |
onde | DIST (wx,wy) | representa a cardinalidade do conjunto.
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Ou seja, o crit·erio de ordenac‚ ao total adotado por Dalal baseia-se na distancia de Hamming
entre os modelos.
Dalal arma em seu artigo que para nao favorecer nenhum s·mbolo, o processo de
revisao ·e feito de uma maneira sistem·atica, onde os valores verdade de todos os s·mbolos
sao alterados um a um. Assim, o conjunto de modelos de W onde todos os modelos diferem
de w em, no m·aximo, i s·mbolos ·e dado pela func‚ ao:
gi(W ) =
[
wi∈W
{w j | w j ∈W e | DIST (wi,w j) |≤ i}
Para generalizar esta noc‚ ao para uma f·ormula ou conjunto de f·ormulas, Dalal introduz o
conceito de mudanc‚a m·nima em modelos. Ou seja, para uma f·ormula ψ, dene-se uma
func‚ao G(ψ) em termos dos seus modelos como:
[[Gi(ψ)]] = gi([[ψ]])
Onde Gi pode ser visto como um operador generalizado que recebe uma f·ormula e retorna
um subconjunto do fechamento l·ogico desta f·ormula. Usando estas noc‚ oes, o operador de
revisao de Dalal (◦) para uma base de crenc‚as ψ e uma nova informac‚ao contradit·oria µ ·e
dado por:
ψ◦µ = Gk(ψ)∪{µ}
onde k ·e o menor valor de i para o qual µ ·e avaliado como verdadeiro em algum modelo no
conjunto gi([[ψ]]).
O operador Gk(ψ) pode ser obtido sintaticamente atrav·es de uma transformac‚ ao de
ψ. Para cada s·mbolo proposicional pi, Dalal dene f·ormulas ψ+pi e ψ
−
pi tais que (i) nao
contenham pi, e (ii) ψ ≡ (pi ∧ψ+pi)∨ (¬pi ∧ψ−pi). Estas f·ormulas podem ser obtidas pela
substituic‚ao de pi por verdadeiro e falso, respectivamente, em ψ. Para auxiliar na transforma-
c‚ ao ·e denido um resolvente (do ingles resolvent) de ψ com relac‚ ao a pi como respi(ψ) =
ψ+pi ∨ψ
−
pi e, nalmente, Dalal prova o seguinte teorema:
Gi(ψ) =


ψ para i = 0,
resp1(Gi−1(ψ))∨ . . .∨ respn(Gi−1(ψ)) para i > 0
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Esta caracterizac‚ ao sint·atica do processo de revisao satisfaz os postulados AGM, apresenta-
dos na sec‚ ao 2.2.
Exemplo 1 Considere a seguinte base de crenc‚as ψ = (¬p3 ∧¬p2)∨ (¬p3 ∧¬p1 ∧ p4)∨
(¬p2∧ p4) e a nova informac‚ ao µ = (¬p4∧ p3)∨ (p1 ∧ p2). Assumindo valores verdadeiro
e falso para cada um dos s·mbolos proposicionais da nova informac‚ ao, para i = 1, sao
calculados os seguintes resolventes:
resp1(ψ) = (¬p3∧¬p2)∨ (¬p2∧ p4)∨ (¬p3∧ p4)
resp2(ψ) = ¬p3∨ p4∨ (¬p3∧¬p1∧ p4)
resp3(ψ) = ¬p2∨ (¬p2∧ p4)∨ (¬p1∧ p4)
resp4(ψ) = (¬p3∧¬p2)∨¬p2∨ (¬p3∧¬p1)
Fazendo a disjunc‚

ao dos resolventes tem-se:
G1(ψ) = ¬p2∨¬p3∨ p4
que ·e consistente com µ, logo k = 1 e a base de crenc‚as revisada ·e dada por:
G1(ψ)∪{µ}= (p1∧ p2∧¬p3)∨ (¬p2∧ p3∧¬p4)∨ (p1∧ p2∧ p4)
2.4 O modelo KM
A distinc‚ao entre revisao e atualizac‚ ao foi feita por Keller e Winslett [76], por·em so-
mente com os trabalhos de H. Katsuno e A. Mendelzon [71, 72] os processos de atualizac‚ao
foram realmente caracterizados. Katsuno e Meldelzon demonstraram que a abordagem pro-
posta por Winslett [131], denominada Abordagem dos Modelos Poss·veis - PMA (do ingle
Possible Models Approach), nao se enquadrava nos moldes propostos pelo arcabouc‚o AGM.
Pelo contr·ario, esta abordagem executava uma dinamica distinta do processo de revisao de
crenc‚as, a qual denominaram atualizac‚

ao de crenc‚as.
A diferenc‚a fundamental entre revisao e atualizac‚ ao est·a, como dito anteriormente,
atrelada ao tipo de informac‚ ao contida na base. O papel da atualizac‚ ao ·e incorporar na base
de crenc‚as as mudanc‚as ocorridas no mundo que ela representa. De uma maneira informal,
pode-se armar que operac‚ oes de atualizac‚ ao sao realizadas em mundos din

amicos, onde a
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validade das sentenc‚as da base de crenc‚as ·e algo contingente, que pode variar de acordo com
as situac‚ oes; enquanto que operac‚ oes de revisao descrevem mudanc‚as em mundos est ·aticos,
onde a validade das sentenc‚as da base reete um conhecimento necess·ario, associado a pro-
priedades permanentes das situac‚ oes.
Com base na Abordagem dos Modelos Poss·veis, dene-se que um operador de atuali-
zac‚ ao de crenc‚as deve mudar cada mundo poss·vel independentemente. Esta caracterizac‚ ao
semantica pode ser traduzida como: para cada modelo w da base de crenc‚as ψ, sao seleci-
onados os modelos da nova informac‚ao µ mais pr·oximos a w. A nova base ser·a dada entao
pela uniao dos modelos selecionados. Formalmente:
[[ψµ]] =
[
w∈[[ψ]]
Min6w([[µ]])
onde Min6w seleciona os modelos de µ que forem mais pr·oximos a w segundo algum crit·erio
de ordenac‚ ao (6w). Assim como para o operador de revisao de Dalal, a distancia entre
modelos ·e dada pelos s·mbolos proposicionais que tem valores verdade diferentes. Em geral,
os diversos operadores de atualizac‚ao propostos na literatura4 adotam diferentes crit·erios de
comparac‚ao entre distancias.
O conjunto de modelos da nova informac‚ao mais pr·oximo de cada modelo da base de
crenc‚as caracteriza o comportamento local do processo de atualizac‚ao, em contraste com o
comportamento global caracterizado pelo processo de revisao.
2.4.1 Postulados
O modelo KM para atualizac‚ ao de crenc‚as prove o seguinte conjunto de postulados:
(U1) ψµ implica µ. (Sucesso)
(U2) Se ψ implica µ entao ψµ ·e equivalente a ψ. (Preservac‚ ao)
(U3) Se ambos ψ e µ sao satisfaz·veis entao ψµ tamb·em ·e satisfaz·vel. (Consistencia)
(U4) Se ψ1↔ ψ2 e µ1↔ µ2 entao ψ1 µ1↔ ψ2 µ2. (Extencionalidade)
(U5) (ψµ)∧φ implica ψ (µ∧φ). (Subexpansao)
4Em [66, 82] sa˜o apresentados diversos operadores de atualizac¸a˜o propostos na literatura.
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(U6) Se ψµ1 implica µ2 e ψµ2 implica µ1 entao ψµ1↔ ψµ2. (Implicac‚ao sim·etrica)
(U7) Se ψ ·e completo entao (ψµ1)∧ (ψµ2) implica ψ (µ1∨µ2). (Equivalencia
disjuntiva)
(U8) (ψ1∨ψ2)µ↔ (ψ1 µ)∨ (ψ2 µ). (Regra disjuntiva)
Os postulados (U1)∼(U5) correspondem diretamente aos postulados para revisao. Apenas
(U2) apresenta-se diferente para a atualizac‚ao. Por este postulado, se uma nova sentenc‚a µ
·e conseq¤uencia l·ogica da base de crenc‚as entao a atualizac‚ao por µ nao inuencia a base de
crenc‚as. Al·em disso, por este postulado, se a base de crenc‚as ·e inicialmente inconsistente, a
atualizac‚ao por µ nao devolver·a consistencia a base, o que ocorre com o postulado (R2) de
revisao. O postulado de implicac‚ao sim·etrica diz que se µ2 ·e conseq¤uencia da base de crenc‚as
atualizada por µ1 e se µ1 ·e conseq¤uencia da base de crenc‚as atualizada por µ2 entao ambas
as atualizac‚ oes resultam na mesma base. O postulado da equivalencia disjuntiva aplica-se
somente a bases de crenc‚as completas, isto ·e, bases onde nao h·a incerteza sobre os mundos
poss·veis. Este postulado diz que a conjunc‚ao das bases resultantes das atualizac‚ oes por µ1
e µ2 tem como conseq¤uencia l·ogica a atualizac‚ao realizada com a disjunc‚ao de µ1 e µ2. O
·ultimo postulado, chamado regra disjuntiva [72] expressa a monotonicidade da atualizac‚ao
de crenc‚as.
2.5 Operadores de Atualizac¸a˜o de Crenc¸as
A seguir apresentam-se os ·unicos dois operadores de atualizac‚ ao de crenc‚as, que se-
gundo Herzig e Ri [66], respeitam todos os postulados KM. O primeiro deles ·e o operador
PMA proposto por Winslett [131] e o segundo ·e o operador Forbus proposto por Forbus [44].
Ainda segundo Herzig e Ri, o operador Forbus ·e o mais forte dentre os operadores de
atualizac‚ao de crenc‚as. O conceito forte est·a relacionado com o n·umero de modelos resul-
tantes de uma operac‚ ao de atualizac‚ao: quanto menor este n·umero, maior o grau de certeza
a respeito do estado atual do mundo real.
2.5.1 O operador PMA
O operador PMA (Possible Model Approach) [131], segue a denic‚ ao geral da atuali-
zac‚ ao de crenc‚as, por·em a medida de distancia entre modelos ·e baseada em inclusao, dada
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pela seguinte relac‚ ao de ordenac‚ ao parcial sobre modelos:
Definic¸a˜o 3 (Crite´rio de ordenac¸a˜o parcial sobre modelos) Seja w um modelo de ψ e ui e
u j dois modelos de µ, e seja 6w uma ordem parcial sobre modelos tal que:
ui 6w u j sse DIST(w,ui)⊆ DIST(w,u j)
Exemplo 2 Dada a base de crenc‚as ψ = (¬p3∧¬p2)∨ (¬p3∧¬p1 ∧ p4)∨ (¬p2∧ p4) e a
nova informac‚

ao µ = (¬p4∧ p3)∨ (p1∧ p2), realizar a operac‚ ao de atualizac‚ ao de crenc‚as,
utilizando o operador PMA signica calcular a distancia de cada modelo de µ para cada
modelo de ψ. Para isto, o primeiro passo consiste em calcular os modelos de ψ e µ:
[[ψ]] = {{p1,¬p2,¬p3, p4},{¬p1,¬p2,¬p3, p4},{p1,¬p2,¬p3,¬p4},
{¬p1,¬p2,¬p3,¬p4},{p1,¬p2, p3, p4},{¬p1,¬p2, p3, p4},
{¬p1, p2,¬p3, p4}}
[[µ]] = {{p1, p2, p3,¬p4},{p1,¬p2, p3,¬p4},{¬p1, p2, p3,¬p4},
{¬p1,¬p2, p3,¬p4},{p1, p2, p3, p4},{p1, p2,¬p3, p4},
{p1, p2,¬p3,¬p4}}
O pr·oximo passo ·e calcular as respectivas distancias, de cada modelo de ψ aos mode-
los de µ:
w1 = {p1,¬p2,¬p3, p4}
u ∈ [[µ]] DIST(w,u)
{p1, p2, p3,¬p4} {p2, p3, p4}
{p1,¬p2, p3,¬p4} {p3, p4}
{¬p1, p2, p3,¬p4} {p1, p2, p3, p4}
{¬p1,¬p2, p3,¬p4} {p1, p3, p4}
{p1, p2, p3, p4} {p2, p3}
{p1, p2,¬p3, p4} {p2}
{p1, p2,¬p3,¬p4} {p2, p4}
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w2 = {¬p1,¬p2,¬p3, p4}
u ∈ [[µ]] DIST(w,u)
{p1, p2, p3,¬p4} {p1, p2, p3, p4}
{p1,¬p2, p3,¬p4} {p1, p3, p4}
{¬p1, p2, p3,¬p4} {p2, p3, p4}
{¬p1,¬p2, p3,¬p4} {p3, p4}
{p1, p2, p3, p4} {p1, p2, p3}
{p1, p2,¬p3, p4} {p1, p2}
{p1, p2,¬p3,¬p4} {p1, p2, p4}
w3 = {p1,¬p2,¬p3,¬p4}
u ∈ [[µ]] DIST(w,u)
{p1, p2, p3,¬p4} {p2, p3}
{p1,¬p2, p3,¬p4} {p3}
{¬p1, p2, p3,¬p4} {p1, p2, p3}
{¬p1,¬p2, p3,¬p4} {p1, p3}
{p1, p2, p3, p4} {p2, p3, p4}
{p1, p2,¬p3, p4} {p2, p4}
{p1, p2,¬p3,¬p4} {p2}
w4 = {¬p1,¬p2,¬p3,¬p4}
u ∈ [[µ]] DIST(w,u)
{p1, p2, p3,¬p4} {p1, p2, p3}
{p1,¬p2, p3,¬p4} {p1, p3}
{¬p1, p2, p3,¬p4} {p2, p3}
{¬p1,¬p2, p3,¬p4} {p3}
{p1, p2, p3, p4} {p1, p2, p3, p4}
{p1, p2,¬p3, p4} {p1, p2, p4}
{p1, p2,¬p3,¬p4} {p1, p2}
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w5 = {p1,¬p2, p3, p4}
u ∈ [[µ]] DIST(w,u)
{p1, p2, p3,¬p4} {p2, p4}
{p1,¬p2, p3,¬p4} {p4}
{¬p1, p2, p3,¬p4} {p1, p2, p4}
{¬p1,¬p2, p3,¬p4} {p1, p4}
{p1, p2, p3, p4} {p2}
{p1, p2,¬p3, p4} {p2, p3}
{p1, p2,¬p3,¬p4} {p2, p3, p4}
w6 = {¬p1,¬p2, p3, p4}
u ∈ [[µ]] DIST(w,u)
{p1, p2, p3,¬p4} {p1, p2, p4}
{p1,¬p2, p3,¬p4} {p1, p4}
{¬p1, p2, p3,¬p4} {p2, p4}
{¬p1,¬p2, p3,¬p4} {p4}
{p1, p2, p3, p4} {p1, p2}
{p1, p2,¬p3, p4} {p1, p2, p3}
{p1, p2,¬p3,¬p4} {p1, p2, p3, p4}
w7 = {¬p1, p2,¬p3, p4}
u ∈ [[µ]] DIST(w,u)
{p1, p2, p3,¬p4} {p1, p3, p4}
{p1,¬p2, p3,¬p4} {p1, p2, p3, p4}
{¬p1, p2, p3,¬p4} {p3, p4}
{¬p1,¬p2, p3,¬p4} {p2, p3, p4}
{p1, p2, p3, p4} {p1, p3}
{p1, p2,¬p3, p4} {p1}
{p1, p2,¬p3,¬p4} {p1, p4}
Em seguida, para cada modelo de ψ, s

ao encontrados o conjunto de modelos de µ mais
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pr·oximos a ψ. A uniao destes modelos ser·a a nova base de crenc‚as:
w1 PMA u = {p1,¬p2, p3,¬p4},{p1, p2,¬p3, p4}
w2 PMA u = {¬p1,¬p2, p3,¬p4},{p1, p2,¬p3, p4}
w3 PMA u = {p1,¬p2, p3,¬p4},{p1, p2,¬p3,¬p4}
w4 PMA u = {¬p1,¬p2, p3,¬p4},{p1, p2,¬p3,¬p4}
w5 PMA u = {p1,¬p2, p3,¬p4},{p1, p2, p3, p4}
w6 PMA u = {¬p1,¬p2, p3,¬p4},{p1, p2, p3, p4}
w7 PMA u = {¬p1, p2, p3,¬p4},{p1, p2,¬p3, p4}
[[ψPMA µ]] = {{p1,¬p2, p3,¬p4},{p1, p2,¬p3, p4}{¬p1,¬p2, p3,¬p4},
{p1, p2,¬p3,¬p4},{p1, p2, p3, p4},{¬p1, p2, p3,¬p4}}
ou
ψPMA µ = (¬p2∧ p3∧¬p4)∨ (¬p1∧ p3∧¬p4)∨
(p1∧ p2∧¬p3)∨ (p1∧ p2∧ p4)
2.5.2 O operador Forbus
O operador Forbus [44] ·e considerado a versao semantica do operador de revisao de
Dalal para a atualizac‚ao, pois baseia-se na cardinalidade da distancia entre modelos. A
relac‚ ao de ordenac‚ ao total 6w adotada por Forbus ·e a mesma sugerida por Dalal. Assumindo
modelos de ψ e µ, a denic‚ ao 1 pode ser reescrita como:
Definic¸a˜o 4 (Crite´rio de ordenac¸a˜o total sobre modelos ) Seja w um modelo de ψ e sejam
ui e u j dois modelos de µ. A ordem total sobre modelos 6w ·e dada por:
ui 6w u j sse | DIST(w,ui) | ≤ |DIST(w,u j) |
onde | DIST (w,u) | representa a cardinalidade da dist

ancia entre os modelos.
Exemplo 3 Considere a mesma base de crenc‚as e a mesma nova informac‚

ao do exemplo
2. Aplicando o operador de atualizac‚

ao Forbus, obt·em-se as seguintes cardinalidades das
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dist

ancias:
w1 = {p1,¬p2,¬p3, p4}
u ∈ [[µ]] DIST(w,u) |DIST(w,u) |
{p1, p2, p3,¬p4} {p2, p3, p4} 3
{p1,¬p2, p3,¬p4} {p3, p4} 2
{¬p1, p2, p3,¬p4} {p1, p2, p3, p4} 4
{¬p1,¬p2, p3,¬p4} {p1, p3, p4} 3
{p1, p2, p3, p4} {p2, p3} 2
{p1, p2,¬p3, p4} {p2} 1
{p1, p2,¬p3,¬p4} {p2, p4} 2
w2 = {¬p1,¬p2,¬p3, p4}
u ∈ [[µ]] DIST(w,u) |DIST(w,u) |
{p1, p2, p3,¬p4} {p1, p2, p3, p4} 4
{p1,¬p2, p3,¬p4} {p1, p3, p4} 3
{¬p1, p2, p3,¬p4} {p2, p3, p4} 3
{¬p1,¬p2, p3,¬p4} {p3, p4} 2
{p1, p2, p3, p4} {p1, p2, p3} 3
{p1, p2,¬p3, p4} {p1, p2} 2
{p1, p2,¬p3,¬p4} {p1, p2, p4} 3
w3 = {p1,¬p2,¬p3,¬p4}
u ∈ [[µ]] DIST(w,u) | DIST(w,u) |
{p1, p2, p3,¬p4} {p2, p3} 2
{p1,¬p2, p3,¬p4} {p3} 1
{¬p1, p2, p3,¬p4} {p1, p2, p3} 3
{¬p1,¬p2, p3,¬p4} {p1, p3} 2
{p1, p2, p3, p4} {p2, p3, p4} 3
{p1, p2,¬p3, p4} {p2, p4} 2
{p1, p2,¬p3,¬p4} {p2} 1
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w4 = {¬p1,¬p2,¬p3,¬p4}
u ∈ [[µ]] DIST(w,u) |DIST(w,u) |
{p1, p2, p3,¬p4} {p1, p2, p3} 3
{p1,¬p2, p3,¬p4} {p1, p3} 2
{¬p1, p2, p3,¬p4} {p2, p3} 2
{¬p1,¬p2, p3,¬p4} {p3} 1
{p1, p2, p3, p4} {p1, p2, p3, p4} 4
{p1, p2,¬p3, p4} {p1, p2, p4} 3
{p1, p2,¬p3,¬p4} {p1, p2} 2
w5 = {p1,¬p2, p3, p4}
u ∈ [[µ]] DIST(w,u) | DIST(w,u) |
{p1, p2, p3,¬p4} {p2, p4} 2
{p1,¬p2, p3,¬p4} {p4} 1
{¬p1, p2, p3,¬p4} {p1, p2, p4} 3
{¬p1,¬p2, p3,¬p4} {p1, p4} 2
{p1, p2, p3, p4} {p2} 1
{p1, p2,¬p3, p4} {p2, p3} 2
{p1, p2,¬p3,¬p4} {p2, p3, p4} 3
w6 = {¬p1,¬p2, p3, p4}
u ∈ [[µ]] DIST(w,u) |DIST(w,u) |
{p1, p2, p3,¬p4} {p1, p2, p4} 3
{p1,¬p2, p3,¬p4} {p1, p4} 2
{¬p1, p2, p3,¬p4} {p2, p4} 2
{¬p1,¬p2, p3,¬p4} {p4} 1
{p1, p2, p3, p4} {p1, p2} 2
{p1, p2,¬p3, p4} {p1, p2, p3} 3
{p1, p2,¬p3,¬p4} {p1, p2, p3, p4} 4
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w7 = {¬p1, p2,¬p3, p4}
u ∈ [[µ]] DIST(w,u) |DIST(w,u) |
{p1, p2, p3,¬p4} {p1, p3, p4} 3
{p1,¬p2, p3,¬p4} {p1, p2, p3, p4} 4
{¬p1, p2, p3,¬p4} {p3, p4} 2
{¬p1,¬p2, p3,¬p4} {p2, p3, p4} 3
{p1, p2, p3, p4} {p1, p3} 2
{p1, p2,¬p3, p4} {p1} 1
{p1, p2,¬p3,¬p4} {p1, p4} 2
Os modelos s

ao selecionados segundo a relac‚

ao de ordenac‚

ao 6w. Novamente a uniao
destes modelos constitui a nova base de crenc‚as.
w1 Forbus u = {p1, p2,¬p3, p4}
w2 Forbus u = {¬p1,¬p2, p3,¬p4},{p1, p2,¬p3, p4}
w3 Forbus u = {p1,¬p2, p3,¬p4},{p1, p2,¬p3,¬p4}
w4 Forbus u = {¬p1,¬p2, p3,¬p4}
w5 Forbus u = {p1,¬p2, p3,¬p4},{p1, p2, p3, p4}
w6 Forbus u = {¬p1,¬p2, p3,¬p4}
w7 Forbus u = {p1, p2,¬p3, p4}
[[ψForbus µ]] = {{p1, p2,¬p3, p4},{¬p1,¬p2, p3,¬p4},{p1,¬p2, p3,¬p4},
{p1, p2,¬p3,¬p4},{p1, p2, p3, p4}}
ou
ψForbus µ = (¬p3∧ p1∧ p2)∨ (p1∧ p2∧ p4)∨ (¬p4∧¬p2∧ p3)
2.6 Complexidade dos Operadores de Mudanc¸a de Crenc¸as
A implementac‚ao pr·atica de esquemas de mudanc‚a de crenc‚as, apesar da adoc‚ ao de
uma representac‚ ao nita (bases de crenc‚as), esbarra na teoria da complexidade computaci-
onal [96]. Isso ocorre pois a realizac‚ ao de um processo de mudanc‚a de crenc‚as tem como
sub-problema a questao da satisfazibilidade booleana (SAT) [91], dado que a cada revisao
ou atualizac‚ ao, a satisfazibilidade da base deve ser testada.
O problema da satisfazibilidade booleana pode ser denido como: dada uma f·ormula
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na forma normal conjuntiva, encontrar uma combinac‚ao de valores verdade para as vari·aveis
tal que a f·ormula seja avaliada como verdadeira. Se h·a tal combinac‚ao a f·ormula ·e dita
satisfaz·vel, caso contr·ario ·e dita insatisfaz·vel.
Reconhecidamente, para instancias de SAT cujas cl·ausulas tem dois literais (chamado
de problema 2-SAT), ·e poss·vel encontrar uma soluc‚ao em tempo polinomial, logo o pro-
blema 2-SAT pertence a classe P (algoritmos cuja soluc‚ao pode ser encontrada em tempo
polinomial) [25]. J·a para instancias cujas cl·ausulas possuam tres ou mais literais, o problema
torna-se NP-completo [63, 97] (indecid·vel em tempo polinomial). Al·em disso, o problema
SAT ·e caracterizado por possuir uma fase de transic‚ao, chamada de ponto de crossover, que
ocorre aproximadamente a razao5 de 4,35. A fase de transic‚ ao separa as f·ormulas 3-SAT
(onde as cl·ausulas tem exatamente tres literais) em tres tipos: as que tem muitos s·mbolos
proposicionais em relac‚ ao ao n·umero de cl·ausulas e, por esta razao, possuem muitas soluc‚ oes
e demandam pouco esforc‚o computacional; as que tem poucos s·mbolos proposicionais em
relac‚ ao ao n·umero de cl·ausulas sendo, em geral, facilmente provadas insatisfaz·veis dado o
grande n·umero de restric‚ oes que limitam o espac‚o de busca; e as f·ormulas do terceiro tipo
que, em geral, tem poucas soluc‚ oes mas muitas soluc‚ oes parciais, elevando o custo compu-
tacional exponencialmente. Essas ·ultimas ocorrem em torno do ponto de crossover [27, 63].
Diversos sao os trabalhos que exploram soluc‚ oes que sejam mais economicas e computacio-
nalmente implement·aveis para este problema [26, 105, 132, 133].
Sendo um problema inerentemente NP-completo, para caracterizar a complexidade
dos processos de mudanc‚a de crenc‚as, ·e necess·ario olhar al·em da questao P×NP [24]. Uma
hierarquia innita de classes de complexidade, chamada Hierarquia Polinomial (PH) [45,
119], ·e usada para caracterizar a complexidade de problemas de decisao entre NP e PSPACE.
A hierarquia polinomial pode ser brevemente denida como [91]: para uma classe de
problemas se decisao X , dene-se PX como sendo a classe dos problemas de decisao P que
podem ser decididos em tempo polinomial por uma m·aquina de Turing determin·stica T que
usa uma chamada de procedimento, denominada or·aculo, para decidir um problema Q ∈ X
em tempo constante. De forma semelhante, dene-se NPX como a classe dos problemas de
decisao P que podem ser decididos em tempo polinomial por uma m·aquina de Turing nao
determin·stica T que usa um or·aculo para decidir Q ∈ X em tempo polinomial. Denem-se
5A raza˜o e´ dada por m/n onde m e´ o nu´mero de cla´usulas da fo´rmula e n e´ o nu´mero de sı´mbolos proposicionais.
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desta forma, os conjuntos ∆Pk , ΣPk e ΠPk como:
∆P0
de f
= ΣP0 = ΠP0 = P,
∆Pk+1
de f
= PΣPk ,
ΣPk+1
de f
= NPΣPk ,
ΠPk+1
de f
= coΣPk+1.
Muitos trabalhos tem investigado a complexidade dos processos de mudanc‚a de crenc‚as,
tanto para a vericac‚ ao de modelos [81] e compactac‚ ao da base [82, 91] quanto para in-
ferencia [39, 91]. A tabela 2.1 apresenta a complexidade dos operadores apresentados
neste cap·tulo para vericac‚ ao de modelos e inferencia (◦ representa a operac‚ ao de re-
visao/atualizac‚ao). De acordo com a hierarquia polinomial, as seguintes equivalencias sao
Tabela 2.1: Complexidade dos Operadores de Mudanc¸a de Crenc¸as.
Operador Inferencia Vericac‚ ao de modelos
ψ◦µ |= φ m ∈ [[ψ◦µ]]
Dalal ∆P2 [O(log n)]-completo ∆P2 [O(log n)]-completo
Forbus ΠP2 -completo ΣP2 -completo
Winslett ΠP2 -completo ΣP2 -completo
v·alidas:
∆P2 [O(log n)] = PΣ
P[O(log n)]
1 = PNP[O(log n)]
ou seja, o problema pode ser decidido em tempo polinomial com log n consultas feitas a um
or·aculo NP [124].
ΣP2 = NPΣ
P
1 = NPNP
o que signica que o problema pode ser decidido em tempo polinomial por uma m·aquina de
Turing nao determin·stica usando um n·umero exponencial de consultas a um or·aculo NP.
ΠP2 = coNPΣ
P
1 = coNPNP
ΠP2 ·e o complemento de ΣP2 .
Como ·e poss·vel perceber, para todos os operadores, a complexidade das consultas
a base de crenc‚as, tanto para inferencia quanto para vericac‚ ao de modelos pertence ao
segundo n·vel da hierarquia polinomial.
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2.7 Conclusa˜o
Neste cap·tulo foram apresentados os dois principais arcabouc‚os para mudanc‚a de
crenc‚as: o modelo AGM para revisao e o modelo KM para atualizac‚ ao de crenc‚as. Os
conjuntos de postulados propostos nestes arcabouc‚os fornecem diretrizes para a construc‚ao
de func‚ oes de mudanc‚a de crenc‚as. Dentre estas diretrizes encontram-se os princ·pios do
sucesso e da mudanc‚a m·nima.
Todo o processo de mudanc‚a deve ao nal ser bem sucedido, ou seja, no caso de um
processo de inclusao, a nova informac‚ao deve fazer parte da base resultante e, no caso da
exclusao, a informac‚ ao exclu·da nao deve pertencer a base resultante, e em ambos a base
resultante deve ser consistente. Para assegurar que o sucesso da operac‚ ao de mudanc‚a seja
alcanc‚ado, sem perda excessiva de informac‚ ao, o princ·pio da mudanc‚a m·nima ·e adotado.
Sem ele, a antiga base pode ser deixada de lado em detrimento da nova informac‚ ao, em um
processo de revisao, ou ainda, em um processo de exclusao, toda a base pode ser eliminada,
satisfazendo o postulado de sucesso.
Logo, o princ·pio da mudanc‚a m·nima ·e fundamental para a preservac‚ao da informac‚ao
e, portanto, h·a a necessidade que estipular uma medida de proximidade entre a base e a nova
informac‚ao que possibilite identicar qual ·e o conjunto m·nimo de informac‚ oes que devem
ser retiradas da base para que a nova informac‚ao seja inclu·da de maneira consistente.
Em geral, preferencias sobre crenc‚as sao denidas com o auxil·o da noc‚ ao de distancia
entre modelos, denida por Dalal. A noc‚ao de distancia introduzida por Dalal equivale a
distancia de Hamming e considera os s·mbolos proposicionais que assumem valores verdade
distintos. Al·em do operador de revisao de Dalal, os operadores de atualizac‚ ao propostos por
Winslett e Forbus tamb·em fazem uso desta noc‚ ao de distancia como crit·erio de ordenac‚ao
ou de preferencia entre modelos da base de crenc‚as.
Todos estes operadores trabalham com uma visao semantica da base de crenc‚as. No
pr·oximo cap·tulo, sao apresentados operadores sint·aticos equivalentes aos operadores de Da-
lal, Forbus e Winslett. Estes operadores fazem uso dos termos das formas normais prim·arias,
mantendo por·em o mesmo crit·erio de distancia dos operadores apresentados neste cap·tulo,
ou seja, um s·mbolo proposicional.
Capı´tulo 3
Representac¸a˜o em Formas Normais
Prima´rias
Este cap·tulo apresenta um m·etodo para construir operadores de mudanc‚a de crenc‚as
sint·aticos. O m·etodo proposto faz uso de uma representac‚ ao sint·atica espec·ca para a base
de crenc‚as e para a nova informac‚ ao, que sao as formas normais prim·arias.
Inicialmente, sao apresentadas as formas normais can

onicas, representac‚ ao que pa-
droniza as f·ormulas l·ogicas, limitando o seu conjunto de conectores, por·em, mantendo a
sua semantica inicial. Em seguida, ·e introduzido o conceito de formas normais prim·arias
como um caso particular das formas normais canonicas. Esta representac‚ ao ·e ·unica para cada
f·ormula l·ogica e, assim como as formas normais canonicas, as formas normais prim·arias sao
equivalentes a f·ormula inicial, ou seja, a semantica inicial ·e preservada.
Mostra-se, ao nal do cap·tulo, a construc‚ao de operadores sint·aticos equivalentes aos
operadores de revisao e atualizac‚ao propostos por Dalal, Forbus e Winslett. Tais operadores
utilizam a noc‚ao de distancia adotada por Dalal e baseiam-se na representac‚ ao em formas
normais prim·arias.
3.1 Formas Normais Canoˆnicas
Uma f·ormula l·ogica pode ser representada em uma forma padrao bem denida, ou
seja, em uma forma normal canonica. As formas normais padronizam a representac‚ ao de
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uma f·ormula l·ogica, normalmente estabelecendo restric‚ oes sobre o uso de alguns operado-
res.1 Embora o tamanho de uma forma normal possa ser muito maior que o da f·ormula
original, sua an·alise ·e facilitada pela padronizac‚ao. Um par de formas normais especial-
mente importante pelo seu papel em prova autom·atica de teoremas ·e constitu·do pela forma
normal conjuntiva, tamb·em chamada forma clausal, e pela forma normal disjuntiva, tamb·em
chamada forma clausal dual [123].
Uma dada f·ormula pode ser transformada para uma forma normal conjuntiva ou disjun-
tiva utilizando-se as relac‚ oes de equivalencia denidas para a l·ogica proposicional, descritas
na sec‚ ao 1.4. Em l·ogica proposicional, as formas normais sao noc‚ oes duais e a conversao
entre elas pode ser realizada por algoritmos bem conhecidos [102, 115, 117].
Dada uma linguagem em l·ogica proposicional L(P) e uma f ·ormula ordin·aria ψ ∈
L(P), transformar a f·ormula ψ em uma forma normal conjuntiva signica transform·a-la em
uma conjunc‚ao de cl·ausulas:
FNCψ = C1∧·· ·∧Cm
onde cada cl·ausula ·e denida como uma disjunc‚ao de literais Ci = L1 ∨ ·· · ∨ Lk. A forma
normal conjuntiva ·e tamb·em chamada de conjunc‚

ao de disjunc‚

oes.
A forma normal disjuntiva ·e similar a forma normal conjuntiva, invertendo-se conjun-
c‚ oes e disjunc‚ oes. Assim, transformar a f·ormula ψ para uma forma normal disjuntiva signi-
ca transform·a-la em uma disjunc‚ao de termos (ou cl·ausulas duais):
FNDψ = D1∨·· ·∨Dn
onde cada termo ·e denido como uma conjunc‚ao de literais Di = L1 ∧ ·· · ∧ L j. A forma
normal disjuntiva ·e tamb·em chamada de disjunc‚

ao de conjunc‚

oes. As formas normais sao
equivalentes a f·ormula inicial, ou seja, ψ≡ FNCψ ≡ FNDψ.
Formalmente, denem-se as noc‚ oes duais de implicado e implicante como:
Definic¸a˜o 5 (Implicado) Seja C uma cl·ausula e ψ ∈ L(P ) uma f·ormula. C ·e um implicado
de ψ se e somente se ψ |= C.
1Alguns subconjuntos de operadores lo´gicos sa˜o completos, no sentido que, podem expressar qualquer fo´rmula lo´gica e
qualquer fo´rmula lo´gica poder ser reescrita utilizando estes subconjuntos de operadores. Alguns conjuntos completos sa˜o:
{¬,→}, {¬,∧}, {¬,∨} e {¬,∧,∨}.
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Definic¸a˜o 6 (Implicante) Seja D um termo e ψ ∈ L(P ) uma f·ormula. D ·e um implicante de
ψ se e somente se D |= ψ.
3.2 Formas Normais Prima´rias
Al·em de restringir os conectivos na representac‚ ao em formas normais, pode-se ainda
fechar o conjunto de f·ormulas para inferencia l·ogica, realizando todas as resoluc‚ oes poss·veis,
eliminando todas as cl·ausulas ou termos subsumidos2 e todas as tautologias ou contradic‚ oes.
O conjunto resultante ·e um caso especial das formas normais conjuntiva ou disjuntiva cha-
mado de formas normais prim·arias [66, 68, 75, 103]. Formalmente, introduzem-se as noc‚ oes
duais de implicado prim·ario e implicante prim·ario.
Definic¸a˜o 7 (Implicado prima´rio - PI) Seja C um implicado de uma f·ormula ψ. C ·e um
implicado prim·ario se e somente se para todos os implicados C′ de ψ tal que C′ |=C, C |=C′.
Sintaticamente, para todos os literais Li ∈ C, ψ 6|= (C− {Li}). PIψ ·e denido como a
conjunc‚ao de todos os implicados prim·arios de ψ.
Definic¸a˜o 8 (Implicante prima´rio- IP) Seja D um implicante de uma f·ormula ψ. D ·e um
implicante prim·ario se e somente se para todos os implicantes D′ de ψ tal que D |= D′,
D′ |= D.
Sintaticamente, para todos os literais Li ∈ D, (D−{Li}) 6|= ψ. IPψ ·e denido como
uma disjunc‚ao de todos os implicantes prim·arios de ψ.
Os conjuntos formados pelos implicados prim·arios e implicantes prim·arios sao equi-
valentes a f·ormula inicial, ou seja, ψ≡ PIψ ≡ IPψ.
Por serem noc‚ oes completamente duais em l·ogica proposicional, o mesmo algoritmo3
pode ser utilizado para o c·alculo de ambas as formas [12, 15, 69, 117].
Exemplo 4 Considere a seguinte f·ormula ψ, representada em forma normal conjuntiva
FNCψ:
(¬p3∨¬p2∨ p1)∧ (¬p3∨ p1∨ p4)∧ (¬p2∨ p4∨ p3)∧
(¬p4∨¬p3∨¬p2)∧ (¬p2∨¬p1)∧ (¬p1∨ p2∨¬p3 ∨ p4)
2Aplicando as regras de resoluc¸a˜o e subsunc¸a˜o apresentadas na sec¸a˜o 1.4.
3Um algoritmo para transformac¸a˜o dual em lo´gica proposicional e´ apresentado no apeˆndice B.
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Aplicando o algoritmo de transformac‚

ao dual sobre a FNCψ obt·em-se o conjunto de impli-
cantes prim·arios IPψ:
(¬p3∧¬p2)∨ (¬p3∧¬p1∧ p4)∨ (¬p2∧ p4)
Uma nova execuc‚

ao do algoritmo de transformac‚

ao dual,4tendo como entrada IPψ, deter-
mina o conjunto de implicados prim·arios PIψ. O par (PIψ, IPψ) correspondente a f·ormula
ψ ·e dado por:
PIψ IPψ
(¬p3∨¬p2) ∧ (¬p3∧¬p2) ∨
(¬p3∨ p4) ∧ (¬p2∧ p4) ∨
(¬p2∨¬p1) ∧ (¬p3∧¬p1∧ p4)
(¬p2∨ p4)
As formas normais prim·arias apresentam propriedades interessantes que podem ser explora-
das em representac‚ ao de conhecimento [11]. A primeira e mais importante caracter·stica das
formas normais prim·arias ·e a unicidade, cada f·ormula l·ogica possui somente uma represen-
tac‚ao em formas normais prim·arias. Outra caracter·stica interessante ·e que as formas nor-
mais prim·arias da negac‚ao de uma dada f·ormula ψ podem ser obtidas diretamente pelas
seguintes propriedades:
PI¬ψ = IPψ e IP¬ψ = PIψ
onde IPψ e PIψ representam IPψ e PIψ com todos os seus literais negados.
Al·em disso, f·ormulas em sua representac‚ ao prim·aria podem ser consultadas em tempo
polinomial para teste de consistencia, validade, implicac‚ao, implicantes e enumerac‚ao de
modelos [29].
Como ·ultima propriedade interessante, a ser explorada no pr·oximo cap·tulo, tem-se
que implicados e implicantes prim·arios possuem uma relac‚ ao hologr ·aca, onde cada literal
em uma cl·ausula em PI est·a associado aos termos onde ele ocorre em IP e vice-versa.
4Esta segunda aplicac¸a˜o na˜o e´, de fato, necessa´ria, pois uma vez conhecido o conjunto de implicantes prima´rios, pode-se
fazer uso de algoritmos polinomiais para o ca´lculo dos implicados prima´rios [29].
3.3. Operadores Sinta´ticos para Mudanc¸a de Crenc¸as 43
3.3 Operadores Sinta´ticos para Mudanc¸a de Crenc¸as
Como visto no cap·tulo 2, o problema de mudanc‚a de crenc‚as consiste em introduzir, de
maneira coerente, uma nova informac‚ao µ em uma base de crenc‚as inicial ψ. Os operadores
de mudanc‚a de crenc‚as devem assegurar que a base original seja minimamente alterada e
que a nova informac‚ao seja inserida de forma consistente [53].
A noc‚ ao de preferencia entre f·ormulas ·e dada por crit·erios extra-l·ogicos de proximi-
dade entre a base inicial e a base resultante [66]. O crit·erio de proximidade adotado pelos
operadores descritos anteriormente, baseia-se na quantidade de s·mbolos que tem valores
verdade distintos, ou seja, ·e utilizada a distancia de Hamming entre modelos.
Ao representar a base de crenc‚as ψ e a nova informac‚ao µ na forma de implicantes
prim·arios, IPψ e IPµ respectivamente, podemos redenir sintaticamente os operadores de
revisao e atualizac‚ ao.
A caracterizac‚ ao sint·atica da distancia entre modelos ·e feita considerando os termos
D ∈ IP. Considera-se ainda cada termo D como um conjunto de literais. A distancia entre
termos ·e denida como:
Definic¸a˜o 9 (Distaˆncia entre termos) Sejam a base de crenc‚as ψ e a nova informac‚

ao µ
representadas em suas formas normais prim·arias disjuntivas IPψ e IPµ, e sejam Dψ e Dµ
termos em IPψ e IPµ respectivamente. A distancia k entre os termos Dψ e Dµ ser·a dada por:
k(Dψ,Dµ) = Dψ∩Dµ
Mudar uma base de crenc‚as consiste entao, em eliminar dos termos Dψ os s·mbolos contra-
dit·orios e incorporar a nova informac‚ao µ. Ao realizar este procedimento em todos os termos
Dψ ∈ IPψ, obtem-se um conjunto de termos candidatos a nova base. O conjunto de termos
candidatos a pertencer a base revisada, Γ, ·e denido pela seguinte operac‚ ao sint·atica:
Definic¸a˜o 10 (Conjunto de termos candidatos) Seja ψ uma base de crenc‚as representada
por IPψ e µ uma nova informac‚ ao representada por IPµ. Calcula-se Γ, sobre IPψ× IPµ, como
um conjunto de termos candidatos, tal que:
Γ = {D | D = Dµ∪ (Dψ−Dµ)}
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onde Dµ ∈ IPµ e Dψ ∈ IPψ e a operac‚ ao Dµ∪ (Dψ−Dµ) signica a eliminac‚ ao dos literais
contradit·orios de Dµ em Dψ e a inclusao dos literais pertencentes a Dµ.
Exemplo 5 Considere a f·ormula apresentada no exemplo 4, representada por IPψ, e a nova
informac‚

ao µ, dada por PIµ = (¬p4∨ p1)∧(p1∨ p3)∧(¬p4∨ p2)∧(p2∨ p3) e IPµ = (¬p4∧
p3)∨(p1∧ p2). A tabela abaixo apresenta a operac‚ ao sint·atica de mudanc‚a de crenc‚as, bem
como as dist

ancias entre os termos Dψ e Dµ:
Dψ Dµ (Dψ−Dµ) D ∈ Γ k(Dψ,Dµ)
{¬p3,¬p2} {¬p4, p3} {¬p2} {¬p4,¬p2, p3} {p3}
{¬p3,¬p2} {p1, p2} {¬p3} {¬p3, p1, p2} {p2}
{¬p2, p4} {¬p4, p3} {¬p2} {¬p4,¬p2, p3} {p4}
{¬p2, p4} {p1, p2} {p4} {p1, p2, p4} {p2}
{¬p3,¬p1, p4} {¬p4, p3} {¬p1} {¬p4,¬p1, p3} {p3, p4}
{¬p3,¬p1, p4} {p1, p2} {¬p3, p4} {¬p3, p1, p2, p4} {p1}
Os novos operadores sint·aticos de revisao e atualizac‚ao, equivalentes aos operadores de
Dalal, Forbus e Winslett, sao obtidos selecionando em Γ os termos que satisfazem o princ·pio
de mudanc‚a m·nima, observando os crit·erios de escolha para a revisao e atualizac‚ ao, bem
como as relac‚ oes de ordenac‚ ao de cada m·etodo.
3.3.1 Revisa˜o
Considerando o car·ater global dos processos de revisao, a nova base de crenc‚as conter·a
os termos de Γ associados a Dµ que sejam mais pr·oximos aos termos Dψ, isto ·e, para os
quais a distancia k(Dψ,Dµ) ·e m·nima. Dene-se o operador sint·atico de revisao equivalente
ao operador de Dalal como:
Definic¸a˜o 11 (Operador sinta´tico de revisa˜o) Dado o conjunto de termos candidatos Γ
apresentado na denic‚

ao 10, a base de crenc‚as revisada ·e dada por:
FNDψ◦µ = {D | D ∈ Γ e ∀D′ ∈ Γ,D 6Γ D′}
Onde o crit·erio de distancia equivalente ao crit·erio de Dalal aplicado sobre os termos Γ
torna-se:
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Definic¸a˜o 12 (Crite´rio de ordenac¸a˜o total sobre termos) Dado o conjunto de termos can-
didatos Γ. Sejam D e D′ dois termos em Γ e sejam k(Dψ,Dµ) e k(D′ψ,D′µ) as distancias entre
termos, conforme a denic‚

ao 9. O crit·erio de ordenac‚ ao total ·e dado por:
D 6Γ D′ sse | k(Dψ,Dµ) | ≤ | k(D′ψ,D′µ) |
Exemplo 6 Considere a tabela apresentada no exemplo 5. Observando o crit·erio de ordena-
c‚

ao total 6Γ com base na cardinalidade da distancia entre termos k(Dψ,Dµ), selecionam-se
os seguintes termos D ∈ Γ:
D ∈ Γ k(Dψ,Dµ) | k(Dψ,Dµ) | 6Γ
{¬p4,¬p2, p3} {p3} 1 ?
{¬p3, p1, p2} {p2} 1 ?
{¬p4,¬p2, p3} {p4} 1 ?
{p1, p2, p4} {p2} 1 ?
{¬p4,¬p1, p3} {p3, p4} 2
{¬p3, p1, p2, p4} {p1} 1 ?
A nova base de crenc‚as ·e dada por:
FNDψ◦µ = (¬p4∧¬p2 ∧ p3)∨ (¬p3∧ p1∧ p2)∨ (¬p4∧¬p2∧ p3)∨
(p1∧ p2∧ p4)∨ (¬p3∧ p1∧ p2∧ p4)
ou, eliminando termos duplicados e simplicando por subsunc‚

ao:
IPψ◦µ = (p1∧ p2∧¬p3)∨ (¬p2∧ p3∧¬p4)∨ (p1∧ p2∧ p4)
A equivalencia entre o operador apresentado e o operador denido por Dalal em [28] pode
ser demonstrada a partir da comprovac‚ao de que o uso da representac‚ ao em formas prim·arias
nao modica o resultado do c·alculo da distancia, conforme o lema a seguir.5
Lema 1 A representac‚

ao em formas prim·arias assegura o crit·erio de minimalidade baseado
na dist

ancia de Hamming.
Corola´rio 1 Se p ∈ k(D,D′) ent

ao p ∈
T
DIST (v,w) para v e w ∈ [[D]], [[D′]].
5Todas as provas sa˜o apresentadas no apeˆndice A.
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Cada implicante prim·ario D em IPψ ·e ·unico e representa um conjunto de modelos. Ao
realizar a operac‚ ao sint·atica sobre o conjunto de implicantes prim·arios, nao sao gerados
termos redundantes, no sentido de que se realizadas resoluc‚ oes tais termos desaparec‚am.
Diferentemente da caracterizac‚ ao sint·atica usando uma forma normal conjuntiva qualquer,
como apresentado em [34], onde ·e necess·ario aplicar um fator de ajuste ou correc‚ ao a base
para eliminar tais termos.
Corola´rio 2 A cardinalidade da dist

ancia entre modelos |DIST (w,u) | e a cardinalidade da
dist

ancia entre termos | k(Dψ,Dµ) | sao equivalentes.
O seguinte teorema estabelece a equivalencia entre os operadores, onde Min6Γ(| k(Dψ,Dµ) |)
representa a cardinalidade dos termos k(Dψ,Dµ) m·nimos segundo o crit·erio de ordenac‚ao
total 6Γ.
Teorema 10 Dada uma base de crenc‚as em l·ogica proposicional ψ e uma nova informac‚ ao
contradit·oria µ, Gk(ψ)∪{µ} ≡ FNDψ◦µ, com k = Min6Γ(| k(Dψ,Dµ) |).
Uma vez demonstrada a equivalencia entre o operador sint·atico de revisao e o operador
proposto por Dalal, tem-se que o novo operador tamb·em respeita os postulados AGM.
Corola´rio 3 O operador sint·atico de revisao ◦ satisfaz (R1)∼(R6), como denido na sec‚ ao
2.2.3.
3.3.2 Atualizac¸a˜o
Pelo car·ater local da atualizac‚ao de crenc‚as, a base resultante dever·a conter os termos
Dµ mais pr·oximos de cada termo Dψ, segundo a distancia k(Dψ,Dµ). O operador sint·atico
de atualizac‚ao de crenc‚as ·e denido como:
Definic¸a˜o 13 (Operador sinta´tico de atualizac¸a˜o) Dado o conjunto de termos candidatos
Γ, apresentado na denic‚

ao 10, a base de crenc‚as atualizada ·e dada por:
FNDψµ =
[
Dψ∈IPψ
{D | D = Dψ∪ (Dψ−Dµ) ∈ Γ e ∀D′ = Dψ∪ (Dψ−D′µ),D 6Γ D′}
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Esta denic‚ ao, assim como a denic‚ ao semantica, serve de base para a construc‚ ao dos ope-
radores de atualizac‚ ao, variando apenas o crit·erio de ordenac‚ ao adotado por cada m·etodo.
Desta forma, ·e poss·vel criar diversos operadores de atualizac‚ao, como segue:
Operador Sinta´tico Baseado em IP
Considerando o crit·erio de ordenac‚ ao total apresentado na denic‚ ao 12, dene-se um
operador sint·atico baseado em implicantes prim·arios como:
Definic¸a˜o 14 (Operador sinta´tico baseado em IP - S) Dados a denic‚ ao do operador
sint·atico de atualizac‚ ao, conforme denic‚ ao 13, e o crit·erio de ordenac‚ ao total entre termos,
como denido em 12. Dene-se o operador sint ·atico baseado em IP como:
FNDψSµ =
[
Dψ∈IPψ
{D | D = Dψ∪ (Dψ−Dµ) ∈ Γ e ∀D′ = Dψ∪ (Dψ−D′µ),D 6Γ D′}
Exemplo 7 Considere novamente os termos candidatos D pertencentes a Γ, apresentados na
tabela 5. Aplicando-se o crit·erio de ordenac‚ ao total, sao selecionados os seguintes termos
para compor a nova base:
D ∈ Γ k(Dψ,Dµ) | k(Dψ,Dµ) | 6Γ
{¬p4,¬p2, p3} {p3} 1 ?
{¬p3, p1, p2} {p2} 1 ?
{¬p4,¬p2, p3} {p4} 1 ?
{p1, p2, p4} {p2} 1 ?
{¬p4,¬p1, p3} {p3, p4} 2
{¬p3, p1, p2, p4} {p1} 1 ?
A nova base de crenc‚as ·e dada por:
FNDψSµ = ((¬p4∧¬p2∧ p3)∨ (¬p3∧ p1∧ p2)∨ (¬p4∧¬p2∧ p3)∨
(p1∧ p2∧ p4)∨ (¬p3∧ p1∧ p2∧ p4))
ou, eliminando termos duplicados e simplicando por subsunc‚

ao:
IPψSµ = (p1∧ p2∧¬p3)∨ (¬p2∧ p3∧¬p4)∨ (p1∧ p2∧ p4)
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Forbus Sinta´tico
Para construir um operador equivalente ao operador Forbus, ·e necess·ario assegurar
que todos os modelos selecionados estejam incluidos nos termos selecionados no conjunto
Γ. Como para a atualizac‚ao o lema 1 nao se aplica, ·e necess·ario acrescentar uma restric‚ao
suciente, por·em nao necess·aria para garantir a equivalencia. Desta forma dene-se um
operador equivalente ao Forbus como:
Definic¸a˜o 15 (Forbus sinta´tico - S Forbus) Dados a denic‚ ao do operador sint·atico de
atualizac‚

ao, conforme denic‚

ao 13, e o crit·erio de ordenac‚ ao total entre termos, como de-
nido em 12. A construc‚

ao de um operador sint·atico equivalente ao operador Forbus ·e dada
por:
FNDψS Forbusµ =
[
Dψ∈IPψ
{D |D = Dψ∪ (Dψ−Dµ) ∈ Γ e ∀D′ = Dψ∪ (Dψ−D′µ),D 6Γ D′}
Desde que a seguinte restric‚

ao seja satisfeita:
(PT1) ∀Dµ ∈ IPµ,∀Dψ ∈ IPψ,Symbols(IPµ)⊆ Symbols(Dψ)
onde Symbols(D) ·e o conjunto de s·mbolos proposicionais de D.
O seguinte teorema assegura a equivalencia entre o operador sint·atico de atualizac‚ ao (Forbus
sint·atico) e o operador Forbus:
Teorema 11 Dada uma base de crenc‚as em l·ogica proposicional ψ e uma nova informac‚ ao
contradit·oria µ, ψForbus µ≡ FNDψS Forbusµ desde que a restric‚ ao (PT1) seja satisfeita.
Assim como o operador Forbus, o operador Forbus sint·atico tamb·em satisfaz os postulados
KM para atualizac‚ ao de crenc‚as.
Corola´rio 4 O operador sint·atico de atualizac‚ ao S Forbus satisfaz os postulados (U1)∼(U8),
denidos na sec‚

ao 2.4.1.
Operador Sinta´tico com Ordenac¸a˜o Parcial
Alterando-se a ordem total pela ordem parcial sobre termos, conforme denic‚ ao a
seguir, ·e poss·vel construir um novo operador sint·atico baseado em implicantes prim·arios.
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Definic¸a˜o 16 (Crite´rio de ordenac¸a˜o parcial sobre termos) Dado o conjunto de termos
candidatos Γ. Sejam D e D′ termos em Γ e sejam k(Dψ,Dµ) e k(Dψ,D′µ) as distancias entre
termos calculadas conforme a denic‚

ao 9, tem-se a seguinte ordem parcial sobre os termos
D ∈ Γ:
D 6Γ D′ sse k(Dψ,Dµ) ⊆ k(Dψ,D′µ)
Dene-se o operador baseado no crit·erio de ordenac‚ ao parcial como:
Definic¸a˜o 17 (Operador sinta´tico com ordenac¸a˜o parcial - S P) Dados a denic‚ ao do
operador sint·atico de atualizac‚ ao, conforme denic‚ ao 13, e o crit·erio de ordenac‚ ao parcial
entre termos, como denido em 16. A construc‚

ao de um operador sint·atico com ordenac‚ ao
parcial ·e dada por:
FNDψSP µ =
[
Dψ∈IPψ
{D | D = Dψ∪ (Dψ−Dµ) ∈ Γ e ∀D′ = Dψ∪ (Dψ−D′µ),D 6Γ D′µ}
Exemplo 8 Considere novamente a tabela apresentada no exemplo 5. O crit·erio de ordena-
c‚

ao parcial, conforme a denic‚

ao 16, adotado pelo operador SP leva a escolha de todos os
termos D em Γ como mostrado abaixo:
D ∈ Γ k(Dψ,Dµ) 6Γ
{¬p4,¬p2, p3} {p3} ?
{¬p3, p1, p2} {p2} ?
{¬p4,¬p2, p3} {p4} ?
{p1, p2, p4} {p2} ?
{¬p4,¬p1, p3} {p3, p4} ?
{¬p3, p1, p2, p4} {p1} ?
A nova base de crenc‚as ·e dada pela uniao dos termos:
FNDψSP µ = ((¬p4∧¬p2∧ p3)∨ (¬p3∧ p1∧ p2)∨ (¬p4∧¬p2∧ p3)∨
(p1∧ p2∧ p4)∨ (¬p4∧¬p1 ∧ p3)∨ (¬p3∧ p1∧ p2∧ p4))
ou, eliminando termos duplicados e simplicando por subsunc‚

ao:
IPψSPµ = ((¬p2∧ p3∧¬p4)∨ (¬p1∧ p3∧¬p4)∨
(p1∧ p2∧¬p3)∨ (p1∧ p2∧ p4))
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PMA Sinta´tico
Para construir um operador de atualizac‚ao equivalente ao operador PMA, novamente
·e necess·ario fazer uso da restric‚ao (PT1). Assim, dene-se:
Definic¸a˜o 18 (PMA sinta´tico - S PMA) Dados a denic‚ ao do operador sint·atico de atuali-
zac‚

ao, conforme denic‚

ao 13, e o crit·erio de ordenac‚ ao parcial entre termos, como denido
em 16. A construc‚

ao de um operador sint·atico equivalente ao operador PMA ·e dada por:
FNDψS PMAµ =
[
Dψ∈IPψ
{D |D = Dψ∪ (Dψ−Dµ) ∈ Γ e ∀D′ = Dψ∪ (Dψ−D′µ),D 6Γ D′µ}
Desde que a restric‚

ao (PT1) seja satisfeita.
A equivalencia entre o PMA sint·atico e o operador PMA ·e dada pelo seguinte teorema:
Teorema 12 Dada uma base de crenc‚as em l·ogica proposicional ψ e uma nova informac‚ ao
contradit·oria µ, ψPMA µ≡ FNDψS PMAµ, desde que a restric‚ ao (PT1) seja satisfeita.
Comprovada a equivalencia dos operadores PMA e PMA sint·atico, tem-se que o operador
PMA sint·atico respeita os postulados KM para atualizac‚ ao de crenc‚as.
Corola´rio 5 O operador de atualizac‚

ao S PMA satisfaz os postulados (U1)∼(U8), denidos
na sec‚

ao 2.4.1.
3.3.3 Complexidade dos operadores sinta´ticos
A aplicac‚ ao dos operadores sint·aticos propostos neste cap·tulo restringe-se a bases de
crenc‚as representadas na forma de implicantes prim·arios. A transformac‚ ao da base original
em implicantes prim·arios ·e considerada como um pr·e-processamento off-line. Este passo
off-line ·e conhecido como compilac‚

ao do conhecimento [22, 29]. O objetivo da compilac‚ao
de conhecimento ·e traduzir a base de crenc‚as para uma representac‚ ao que possibilite uma
s·erie de consultas on-line com custo polinomial, de forma a amortizar o custo elevado da
compilac‚ao.
As formas normais prim·arias podem ser consultadas em tempo polinomial para con-
sistencia, validade, implicac‚ao, equivalencia, implicantes e enumerac‚ ao de modelos [29, 30].
A vericac‚ ao de modelos tamb·em pode ser realizada em tempo polinomial.
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O problema de encontrar os conjuntos de implicantes prim·arios e implicados prim·arios
pode ser reduzido ao problema da satisfazibilidade, pois, um implicado/implicante prim·ario
representa uma soluc‚ao para o problema SAT, dada uma instancia em FNC/FND [12, 68,
69]. Alguns trabalhos tem explorado esta caracter·stica buscando computar implicantes e
implicados prim·arios utilizando algoritmos de SAT [23, 83].
Como explicitado na sec‚ ao 2.6, o problema da satisfazibilidade booleana ·e NP-comple-
to. Contudo, uma f·ormula pode ter, no pior caso, um n·umero exponencial de implicados
prim·arios [116], o que representa um n·umero exponencial de chamadas a um or·aculo NP
para a soluc‚ao do problema. Usando a hierarquia polinomial, o custo do c·alculo do conjunto
de implicantes prim·arios ou implicados prim·arios ·e:
NPNP = NPΣ
P
1 = ΣP2
pertencendo ao segundo n·vel da hierarquia polinomial. Ou seja, a complexidade dos opera-
dores propostos ·e equivalente a complexidade do operador Forbus.
Segundo [35], se a base resultante do processo de compilac‚ao tem tamanho expo-
nencial, o custo das consultas realizadas ser·a igualmente exponencial [35], ou seja, para a
compilac‚ao ser vantajosa, a base de conhecimento compilada deve permanecer com tamanho
polinomial com relac‚ ao ao tamanho da base original [22]. De acordo com [111], h·a uma
correlac‚ ao entre o n·umero de implicados prim·arios e o ponto de crossover em instancias
3-SAT randomicas. Esta correlac‚ ao leva a crer que bases de crenc‚as com taxa m/n (n·umero
de cl·ausulas/n·umero de s·mbolos proposicionais) em torno do ponto de crossover, terao um
n·umero maior de implicados prim·arios.
Por·em, nos testes realizados, apresentados no cap·tulo 5, observou-se que mesmo
para f·ormulas randomicas, com taxa pr·oxima ao ponto de crossover, a grande maioria das
instancias permance com tamanho polinomial com relac‚ ao a base original, o que leva a crer
que a compilac‚ao de conhecimento nas formas normais prim·arias ·e vantajosa do ponto de
vista computacional.
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3.4 Conclusa˜o
Neste cap·tulo foram apresentados operadores sint·aticos baseados na representac‚ ao
em formas normais prim·arias. Os operadores constru·dos sao equivalentes aos operado-
res de Dalal, Forbus e Winslett. Contudo, para os operadores de atualizac‚ao de crenc‚as, ·e
necess·ario incluir uma restric‚ ao para assegurar a equivalencia. Apesar desta restric‚ao ser
suciente, nem sempre ela ·e necess·aria, no sentido de que para algumas bases de crenc‚as,
em particular para o exemplo apresentado neste cap·tulo, os operadores sint·aticos que nao
fazem uso da restric‚ao retornam os mesmos resultados que os operadores apresentados no
cap·tulo anterior.
Apesar de ser um passo inicialmente custoso, a transformac‚ ao da f·ormula inicial para
a forma de implicantes prim·arios ·e feita como um passo off-line e seu custo ·e amortizado
pelas demais operac‚ oes que acontecem em tempo polinomial.
No cap·tulo seguinte, a representac‚ ao em formas normais prim·arias ·e usada para denir
um novo crit·erio de minimalidade, baseado no contexto global dos literais dentro da base.
Capı´tulo 4
Mudando a Noc¸a˜o de Minimalidade
Como visto anteriormente, o crit·erio de minimalidade adotado pelos operadores de
mudanc‚a de crenc‚a baseia-se na quantidade de s·mbolos proposicionais que possuem valores
verdade distintos na base de crenc‚as e na nova informac‚ao.
Neste cap·tulo apresenta-se uma nova noc‚ao de unidade m·nima de conhecimento. Esta
noc‚ao baseia-se na representac‚ ao em formas prim·arias e explora a relac‚

ao que existe entre
a forma prim·aria conjuntiva e a forma prim·aria disjuntiva. Tal relac‚ ao ·e explicitada pela
notac‚

ao quantum [7, 12, 15]. O nome quantum enfatiza que a unidade m·nima de interesse
nao ·e apenas um literal isolado, mas o seu contexto na f·ormula l·ogica.
Inicia-se este cap·tulo apresentando a notac‚ ao quantum. Em seguida apresenta-se a
nova noc‚ao de mudanc‚a m·nima e os operadores para mudanc‚a de crenc‚as constru·dos utili-
zando a nova medida.
4.1 Notac¸a˜o Quantum
A notac‚ao quantum foi inicialmente proposta por Bittencourt [7] para a l·ogica de pri-
meira ordem e adaptada para a l·ogica proposicional em [12]. Esta notac‚ao explicita a relac‚ ao
existente entre as formas prim·arias, objetivando sua explorac‚ao em representac‚ ao de conhe-
cimento [11].
Dada uma f·ormula ψ, representada em sua forma normal conjuntiva FNCψ e em sua
forma normal disjuntiva FNDψ, introduz-se o conceito de quantum conjuntivo e quantum
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disjuntivo.
Definic¸a˜o 19 (Quantum Conjuntivo) Seja ψ uma f·ormula proposicional. Um quantum
conjuntivo ·e um par (L,Fc), onde L ·e um literal que ocorre em ψ e Fc ⊆ FNCψ ·e o conjunto
das coordenadas conjuntivas, denido como o subconjunto de cl ·ausulas da FNCψ nas quais
o literal L ocorre.
Definic¸a˜o 20 (Quantum Disjuntivo) Seja ψ uma f·ormula proposicional. Um quantum dis-
juntivo ·e um par (L,Fd), onde L ·e um literal que ocorre em ψ e Fd ⊆ FNDψ ·e o conjunto
de coordenadas disjuntivas, denido como o subconjunto de termos da FNDψ nos quais o
literal L ocorre.
Um quantum ·e notado por LF e, visando simplicar a notac‚ao, os conjuntos de coor-
denadas F cont·em o n·umero da cl·ausula ou termo ao inv·es das pr·oprias cl·ausulas ou termos.
Exemplo 9 Considere a mesma f·ormula ψ, apresentada no cap·tulo anterior (exemplo 4),
onde as cla·usulas estao numeradas:
1 : ¬p3∨¬p2∨ p1 4 : ¬p3∨ p1∨ p4
2 : ¬p2∨ p4∨ p3 5 : ¬p4∨¬p3∨¬p2
3 : ¬p2∨¬p1 6 : ¬p1∨ p2∨¬p3 ∨ p4
Os literais que ocorrem em ψ, correspondem ao seguinte conjunto de quanta conjun-
tivos.
{¬p{3,6}1 , p
{1,4}
1 ,¬p
{1,2,3,5}
2 , p
{6}
2 ,¬p
{1,4,5,6}
3 , p
{2}
3 ,¬p
{5}
4 , p
{2,4,6}
4 }
A notac‚ao quantum pode ser usada para caracterizar implicantes, implicados, impli-
cantes prim·arios e implicados prim·arios de uma f·ormula ψ, representada por FNCψ e por
FNDψ.
Proposic¸a˜o 1 (Implicante com a notac¸a˜o quantum) Seja D = L1∧·· ·∧Lk um termo livre
de literais contradit·orios representado pela conjunc‚ ao de quanta conjuntivos, LF1c1 ∧·· ·∧LF
k
c
k .
D ·e um implicante de ψ sse ∪ki=1F ic = FNCψ.
Ou seja, D cont·em pelo menos um literal que pertence a cada cl·ausula da FNCψ,
formando um caminho atrav·es da FNCψ, livre de contradic‚ oes.
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Proposic¸a˜o 2 (Implicado com a notac¸a˜o quantum) Seja C = L1 ∨ ·· · ∨ Lk uma cl·ausula
livre de literais tautol·ogicos representado pela disjunc‚ ao de quanta disjuntivos, LF
1
d
1 ∨ ·· · ∨
LF
k
d
k . C ·e um implicado de ψ sse ∪ki=1F id = FNDψ.
Para caracterizar implicantes prim·arios e implicados prim·arios, cl·ausulas C e termos D
devem satisfazer a condic‚

ao de n

ao redund

ancia ou seja, cada literal deve representar sozi-
nho pelo menos um termo na FNDψ e uma cl·ausula na FNCψ respectivamente. A denic‚ ao
da condic‚ao de nao redundancia ·e obtida a partir da denic‚ao de coordenadas exclusivas
conjuntivas e coordenadas exclusivas disjuntivas.
Definic¸a˜o 21 (Coordenadas exclusivas conjuntivas) Seja D um termo e Li ∈ D um literal
tal que 1≤ i≤ k. F̂ ic representa as coordenadas exclusivas conjuntivas de Li em D, denidas
por F̂ ic = F ic−∪kj=1, j 6=iF
j
c . F̂ ic sao as cl·ausulas do conjunto F ic que nao cont·em nenhum outro
literal de D, exceto Li.
Definic¸a˜o 22 (Coordenadas exclusivas disjuntivas) Seja C uma cl·ausula e Li ∈ C um li-
teral tal que 1 ≤ i ≤ k. F̂ id representa as coordenadas exclusivas disjuntivas de Li em C,
denidas por F̂ id = F id −∪kj=1, j 6=iF
j
d . F̂
i
d sao os termos do conjunto F id que nao cont·em ne-
nhum outro literal de C, exceto Li.
Denidas estas noc‚ oes, a condic‚ao de nao redundancia pode ser denida como:
Definic¸a˜o 23 (Condic¸a˜o de na˜o redundaˆncia) Seja C uma cl·ausula representada por LF
1
d
1 ∨
·· ·∨LF
k
d
k . C satisfaz a condic‚ ao de nao redundancia sse ∀i ∈ {1, . . . ,k}, F̂ id 6= /0. Dualmente,
seja D um termo representado por LF1c1 ∨·· ·∨LF
k
c
k . D satisfaz a condic‚ ao de nao redundancia
sse ∀i ∈ {1, . . . ,k}, F̂ ic 6= /0.
Implicantes prim·arios e implicados prim·arios podem agora ser caracterizados atrav·es
da notac‚ao quantum como segue.
Proposic¸a˜o 3 (Implicado prima´rio com a notac¸a˜o quantum) Seja C uma cl·ausula. C ·e
um implicado prim·ario sse C for um implicado e satiszer a condic‚ ao de nao redundancia
conforme a denic‚

ao 23.
Proposic¸a˜o 4 (Implicante prima´rio com a notac¸a˜o quantum) Seja D um termo. D ·e um
implicante prim·ario sse D for um implicante e satiszer a condic‚ ao de nao redundancia
conforme a denic‚

ao 23.
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Exemplo 10 Considere a f·ormula ψ, conforme apresentada no exemplo 9. O termo:
D = {p{1,4}1 ,¬p
{1,2,3,5}
2 ,¬p
{1,4,5,6}
3 }
·e um implicante de ψ pois a uniao das coordenadas conjuntivas de seus quanta ·e igual ao
conjunto de cl·ausulas da FNCψ. Isto ·e:
{1,4}∪{1,2,3,5}∪{1,4,5,6}= FNCψ
As coordenadas exclusivas conjuntivas dos quanta em D s

ao dadas por:
p{}1 ,¬p
{2,3}
2 ,¬p
{6}
3
O fato de p1 ter o seu conjunto de coordenadas exclusivas vazio indica que D nao ·e
um implicante prim·ario de ψ.
Dada uma f·ormula ψ, ·e poss·vel determinar o conjunto de quanta conjuntivos e disjun-
tivos que, respectivamente, denem IPψ com relac‚ ao a PIψ e PIψ com relac‚ ao a IPψ. Esta
representac‚ ao em notac‚ao quantum ·e um representac‚ ao enriquecida para os conjuntos de im-
plicantes e implicados prim·arios, pois apresenta a relac‚ ao hologr·aca entre os literais de
uma forma e as cl·ausulas (ou termos) da outra forma.
Exemplo 11 Considere novamente a transformac‚

ao dual da teoria ψ, apresentada no exem-
plo 4, tomando seus literais representados em notac‚

ao quantum. O par (PIψ, IPψ) corres-
pondente

a teoria ·e dado por:
PIψ IPψ
1 : ¬p{1, 3 }3 ∨¬p
{1, 2 }
2 1 : ¬p
{1, 2 }
3 ∧¬p
{1, 3,4 }
2
2 : ¬p{ 1 ,3}3 ∨ p
{ 2 ,3}
4 2 : ¬p
{ 1,3 ,4}
2 ∧ p
{ 2 ,4}
4
3 : ¬p
{ 1,2 }
2 ∨¬p
{ 3 }
1 3 : ¬p
{ 1 ,2}
3 ∧¬p
{ 3 }
1 ∧ p
{2, 4 }
4
4 : ¬p{ 1 ,2}2 ∨ p
{2, 3 }
4
onde as coordenadas ressaltadas representam as coordenadas exclusivas de cada literal.
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Esta relac‚ ao pode ser usada para compor uma nova unidade m·nima de conhecimento
e denir uma nova medida de mudanc‚a m·nima.
4.2 Uma Nova Medida
O princ·pio mais importante dentre os que regem a construc‚ao de operadores de mudan-
c‚a de crenc‚a ·e o princ·pio da mudanc‚a m·nima. Apesar de nao haver um consenso sobre a
denic‚ao deste princ·pio, em geral utiliza-se o crit·erio sugerido por Dalal [28]. Por este
crit·erio, a menor mudanc‚a ·e dada pela alterac‚ ao do valor verdade em um ·unico s·mbolo pro-
posicional. Dalal deixa claro sua intenc‚ao de nao ser favor·avel a escolha de nenhum s·mbolo
em particular, armando que qualquer um pode ser escolhido.1
Pelo crit·erio de Dalal, os s·mbolos que constituem a base sao vistos de forma isolada.
Ou seja, a mudanc‚a realizada na base nao considera o fato de que a mudanc‚a de um literal,
que aparece freq¤uentemente na base, signique a alterac‚ ao de todas as cl·ausulas nas quais
este literal aparece.
A nova medida proposta est·a ligada a estrutura da base de crenc‚as e parte da observac‚ ao
do contexto do literal na base, atribuindo maior importancia aqueles literais que representam
um n·umero maior de cl·ausulas. Desta forma, pode-se considerar que cada cl·ausula repre-
senta um fato e que o grau de importancia de cada fato est·a intimamente relacionado com
os literais que o compoem.
Para construir a nova m·etrica, utilizou-se a caracter·stica dual das formas prim·arias
representadas em notac‚ ao quantum. Com o aux·lio da notac‚ao ·e poss·vel relacionar os literais
as cl·ausulas ou termos e obter uma medida quantitativa do grau de importancia de cada literal
para aquela cl·ausula ou termo.
·E importante ressaltar que cada cl·ausula no conjunto de implicados prim·arios, assim
como cada termo no conjunto de implicantes prim·arios, ·e ·unica e nao subsumida por ne-
nhuma outra. Desta forma, dene-se como menor unidade de conhecimento uma cl ·ausula
no conjunto de implicados prim·arios.
Por·em, nao sao observadas todas as cl·ausulas que um determinado literal envolve, mas
sim, as cl·ausulas que estao criticamente envolvidas pelo literal. Esta informac‚ ao ·e fornecida
1O me´todo de Dalal e´ descrito no capı´tulo 2.
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pelo conjunto de coordenadas exclusivas. O n·umero de elementos deste conjunto estabelece
para quantas cl·ausulas este literal ·e fundamental. A nova medida de mudanc‚a ·e denida
como:
Definic¸a˜o 24 (Distaˆncia entre termos baseada nas coordenadas conjuntivas exclusivas)
Seja Dψ ∩Dµ = {LF
1
c
1 , . . . ,L
Fkc
k } o conjunto de literais de Dψ que conituam com Dµ, onde
os literais LF
i
c
i sao representados em notac‚ ao quantum. Seja F̂ ic o conjunto de coordenadas
exclusivas associadas a cada literal Li, conforme a denic‚ ao 21. O valor num·erico:
k̂(Dψ,Dµ) =| ∪ki=1F̂ ic |
representa o n·umero de cl·ausulas de PIψ associadas aos literais contradit·orios.
Exemplo 12 Considere novamente o conjunto de termos candidatos Γ (denic‚

ao 10), apre-
sentado no exemplo 5. Considerando a nova medida de dist

ancia entre termos k̂(Dψ,Dµ),
apresentada na denic‚

ao 24, a tabela de termos candidatos e suas respectivas dist

ancia
torna-se:
Dψ Dµ D ∈ Γ Dψ∩Dµ ∪ki=1F̂ ic k̂(Dψ,Dµ)
{¬p3,¬p2} {¬p4, p3} {¬p4,¬p2, p3} {¬p
{1, 2 }
3 } {2} 1
{¬p3,¬p2} {p1, p2} {¬p3, p1, p2} {¬p
{1, 3,4 }
2 } {3,4} 2
{¬p2, p4} {¬p4, p3} {¬p4,¬p2, p3} {p
{ 2 ,4}
4 } {2} 1
{¬p2, p4} {p1, p2} {p1, p2, p4} {¬p
{ 1,3 ,4}
2 } {1,3} 2
{¬p3,¬p1, p4} {¬p4, p3} {¬p4,¬p1, p3} {¬p
{ 1 ,2}
3 , p
{2, 4 }
4 } {1,4} 2
{¬p3,¬p1, p4} {p1, p2} {¬p3, p1, p2, p4} {¬p
{ 1 ,2}
3 } {3} 1
4.2.1 Aplicac¸a˜o em Revisa˜o e Atualizac¸a˜o
A nova medida de minimalidade, dada pela denic‚ao acima, permite a denic‚ao de um
novo crit·erio de ordenac‚ ao total sobre termos.
4.2. Uma Nova Medida 59
Definic¸a˜o 25 (Crite´rio de ordenac¸a˜o total sobre termos baseado em k̂(Dψ,Dµ)) Sejam
Dψ, D′ψ dois termos de IPψ e Dµ, D′µ dois termos de IPµ. Sejam D e D′ dois termos candidatos
calculados conforme a denic‚

ao 10. A dist

ancia entre termos D e D′ ·e baseada nos literais de
Dψ que conituam com Dµ em relac‚ ao aos literais de D′ψ que conituam com D′µ, conforme
a denic‚

ao 24. Tem-se a seguinte ordenac‚

ao total:
D 6Γ D′ sse | k̂(Dψ,Dµ) | ≤ | k̂(D′ψ,D′µ) |
Com a nova noc‚ao de unidade m·nima de conhecimento, novos operadores sint·aticos
de revisao e atualizac‚ ao podem ser denidos. Tomando como base as denic‚ oes 10 e 24,
pode-se construir dois novos operadores sint·aticos para revisao e atualizac‚ ao de crenc‚as que
fazem uso do crit·erio de distancia baseado nas coordenadas exclusivas conjuntivas como
segue:
Definic¸a˜o 26 (Operador sinta´tico de revisa˜o baseado nas coordenadas exclusivas con-
juntivas - ◦̂) Dados a denic‚

ao do operador sint·atico de revisao (denic‚ ao 11) e o crit·erio de
ordenac‚

ao total entre termos (denic‚

ao 24), o novo operador sint·atico de revisao ·e denido
como:
FNDψ◦̂µ = {D | D ∈ Γ e ∀D′ ∈ Γ,D 6Γ D′}
O novo operador de revisao ◦̂ satisfaz os postulados de revisao.
Teorema 13 O operador sint·atico de revisao baseado nas coordenadas exclusivas conjun-
tivas ◦̂ satisfaz os postulados (R1)∼(R6), como denido na sec‚

ao 2.2.3.
Prova: Dada pelas proposic‚

oes 5∼10 apresentadas na sec‚

ao A.2.1 do ap

endice A.
Definic¸a˜o 27 (Operador sinta´tico de atualizac¸a˜o baseado nas coordenadas exclusivas
conjuntivas - ̂) Dados a denic‚

ao do operador sint·atico de atualizac‚ ao (denic‚ ao 13)
e o crit·erio de ordenac‚ ao total entre termos (denic‚ ao 24), o novo operador sint·atico de
atualizac‚

ao ·e denido como:
FNDψ̂µ =
[
Dψ∈IPψ
{D |D = Dψ∪ (Dψ−Dµ) ∈ Γ e ∀D′ = Dψ∪ (Dψ−D′µ),D 6Γ D′µ}
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O operador ̂ respeita os postulados KM, conforme o seguinte teorema.
Teorema 14 O operador sint·atico de atualizac‚ ao baseado nas coordenadas exclusivas con-
juntivas ̂ satisfaz os postulados (U1)∼(U8), como denido na sec‚

ao 2.4.1.
Prova: Dada pelas proposic‚

oes 11∼18 apresentadas na sec‚

ao A.2.2 do ap

endice A.
Exemplo 13 Considere novamente a teoria ψ e a nova informac‚

ao µ apresentadas nos
exemplos 4 e 5, e as dist

ancias calculadas entre termos conforme a tabela do exemplo 12. Os
termos D em Γ escolhidos, conforme o crit·erio de ordenac‚ ao total apresentado na denic‚ ao
25, pelos operadores de revis

ao ◦̂ e de atualizac‚

ao ̂ s

ao os seguintes:
D ∈ Γ k̂ ◦̂ ̂
{¬p4,¬p2, p3} 1 ? ?
{¬p3, p1, p2} 2
{¬p4,¬p2, p3} 1 ? ?
{p1, p2, p4} 2
{¬p4,¬p1, p3} 2
{¬p3, p1, p2, p4} 1 ? ?
Observando o tamanho dos conjuntos de coordenadas conjuntivas exclusivas dos lite-
rais eliminados k̂), somente o primeiro, o terceiro e o ·ultimo termo sao escolhidos por ambos
os operadores, resultando na seguinte base de crenc‚as:
(¬p4∧¬p2∧ p3)∨ (¬p3∧ p1∧ p2∧ p4)
representada na forma de implicantes prim·arios. Este conjunto de implicantes representa os
seguintes modelos: {{p1, p2,¬p3, p4},{¬p1,¬p2, p3,¬p4},{p1,¬p2, p3,¬p4}}.
Neste caso, o m·etodo proposto elimina dois modelos se comparado aos m·etodos de
Dalal e Forbus (veja exemplos 1 e 3) e elimina tr

es modelos a mais que o m·etodo de Winslett
(veja exemplo 2), preservando o literal p4.
A complexidade para os operadores baseados na nova proposta de unidade m·nima de
conhecimento, ·e igual a dos operadores sint·aticos apresentados no cap·tulo anterior, ou seja
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ΣP2 . Isto ocorre pois o c·alculo do conjunto de implicados prim·arios a partir do conjunto de
implicantes prim·arios pode ser feito usando algoritmos com custo polinomial [29].
4.3 Conclusa˜o
Neste cap·tulo foi introduzida a notac‚ao quantum que permite a visualizac‚ao da relac‚ ao
existente entre os literais em uma dada forma prim·aria e as cl·ausulas ou termos aos quais
estes literais pertencem na outra forma prim·aria. Esta relac‚ ao possibilita a denic‚ ao de
uma nova unidade m·nima de conhecimento, que ·e uma cl·ausula no conjunto de implicados
prim·arios. Ao nal do cap·tulo foi apresentado um exemplo no qual os operadores propostos
preservam um n·umero maior de literais, ou seja, com a nova m·etrica, os operadores propostos
tornam-se mais restritivos que os operadores de Dalal e Forbus.
No cap·tulo seguinte apresentam-se os testes realizados comparando os novos opera-
dores aos operadores de Dalal e Forbus. Esta comparac‚ ao quantitativa ·e baseada no n·umero
de cl·ausulas da base original subsumidas pela base revisada.
Capı´tulo 5
Comparativo
O novo crit·erio de minimalidade adotado conduz a uma nova noc‚ao do que ·e m·nimo
em termos de mudanc‚a na base de crenc‚as. Esta nova noc‚ ao, dada pelo n·umero de implicados
prim·arios envolvidos no processo de mudanc‚a, difere conceitualmente da noc‚ao adotada por
Dalal e Forbus, que ·e a quantidade de s·mbolos proposicionais alterados no processo de
mudanc‚a.
Buscando validar esta nova noc‚ao de mudanc‚a m·nima, bem como os novos operadores
de revisao e atualizac‚ao de crenc‚as propostos, realizaram-se testes comparativos utilizando
teorias geradas aleatoriamente, dispon·veis na base de teorias SATLIB1. Foram utilizadas
como bases de crenc‚as 100 teorias com 20 s·mbolos proposicionais e 91 cl·ausulas. A nova
informac‚ao contradit·oria foi constru·da com a negac‚ao das n primeiras cl·ausulas da teoria
original, totalizando 500 testes para cada um dos m·etodos, com n variando de 1 a 5.
O primeiro passo foi efetuar a transformac‚ao dual da base de crenc‚as (teoria) e da
nova informac‚ao (negac‚ao das n primeiras cl·ausulas da teoria), para obter os implicados
prim·arios e os implicantes prim·arios. Em seguida foram executados os processos de re-
visao/atualizac‚ao utilizando os m·etodos de Dalal/Forbus e FND◦̂/FND̂, representados nos
gr·acos por BPM (acronimo de Bittencourt, Perrussel e Marchi).
Como forma de avaliac‚ao de desempenho dos m·etodos observou-se a quantidade de
cl·ausulas da base inicial subsumidas pela nova base. A seguir apresentam-se os resultados
obtidos para os processos de revisao e atualizac‚ ao, bem como os gr·acos que resumem os
percentuais comparativos de cada um dos operadores propostos.
1http://www.intellektik.informatik.tu-darmstadt.de/SATLIB/.
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5.1 Revisa˜o
Os gr·acos 5.1 a 5.5 apresentam os resultados do processo de revisao com n variando
de 1 a 5 respectivamente. Para preservar a legibilidade e facilitar a visualizac‚ao, apenas 52
teorias, escolhidas aleatoriamente dentre o conjunto de 100 teorias, sao apresentadas em cada
gr·aco e apenas 26 nomes foram mantidos no eixo horizontal. As teorias estao ordenadas
por n·umero crescente de implicados prim·arios.
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Figura 5.1: Processo de revisa˜o para n = 1.
Para n = 1 apenas para a teoria u f 20− 0144 o operador de Dalal subsume mais
cl·ausulas (Dalal: 71 - BPM: 66).
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Figura 5.2: Processo de revisa˜o para n = 2.
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Para n = 2, somente para a teoria u f 20−0116 o operador BPM subsume um n·umero
inferior de cl·ausulas (Dalal: 162 - BPM: 150).
Revisão (n = 3)
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Figura 5.3: Processo de revisa˜o para n = 3.
Revisão (n = 4)
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Figura 5.4: Processo de revisa˜o para n = 4.
Para n variando de 3 a 5, em nenhum caso o operador de Dalal subsume um n·umero
maior de cl·ausulas.
De maneira geral ·e poss·vel observar que, quanto maior a teoria contradit·oria (n), me-
lhor ·e o desempenho do m·etodo proposto. O gr·aco 5.6 mostra os percentuais referentes
aos 500 testes realizados. Observa-se que na maioria dos casos o novo operador tem um
desempenho equivalente ao operador de Dalal e que em apenas 2 casos o operador proposto
preserva um n·umero menor de cl·ausulas.
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Figura 5.5: Processo de revisa˜o para n = 5.
Comparativo - Revisão
Igual
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31,6%
Figura 5.6: Comparativo dos percentuais obtidos pelo operador FND◦̂.
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5.2 Atualizac¸a˜o
De forma similar, os resultados para o processo de atualizac‚ ao podem ser observados
nos gr·acos 5.7 a 5.11, que assumem n com valores de 1 a 5. Foram utilizadas as mesmas
teorias e estas sao apresentadas em ordem crescente considerando o n·umero de implicados
prim·arios.
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Figura 5.7: Processo de atualizac¸a˜o para n = 1.
Como esperado, para n = 1 ambos os operadores apresentam desempenho semelhante.
Para n = 2, o operador BPM subsume uma cl·ausula a menos que o operador Forbus para a
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Figura 5.8: Processo de atualizac¸a˜o para n = 2.
teoria u f 20−0128 (Forbus: 17 - BPM: 16).
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Para todas as teorias, com n = 3, o operador proposto apresenta um desempenho me-
lhor ou igual ao operador Forbus.
Atualização (n = 3)
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Figura 5.9: Processo de atualizac¸a˜o para n = 3.
Atualização (n = 4)
0
50
100
150
200
250
300
350
400
450
500
uf2
0-0
14
5
uf2
0-0
10
2
uf2
0-0
17
9
uf2
0-0
12
2
uf2
0-0
14
7
uf2
0-0
18
0
uf2
0-0
19
8
uf2
0-0
10
7
uf2
0-0
13
6
uf2
0-0
17
6
uf2
0-0
12
8
uf2
0-0
17
5
uf2
0-0
16
0
uf2
0-0
19
4
uf2
0-0
13
3
uf2
0-0
11
1
uf2
0-0
18
6
uf2
0-0
13
4
uf2
0-0
11
8
uf2
0-0
14
4
uf2
0-0
16
3
uf2
0-0
15
1
uf2
0-0
14
0
uf2
0-0
13
9
uf2
0-0
15
6
uf2
0-0
11
0
teorias
n
úm
er
o
 
de
 
cl
áu
su
la
s
PI Forbus BPM
Figura 5.10: Processo de atualizac¸a˜o para n = 4.
Como ·e poss·vel observar no gr·aco acima, para as teorias u f 20−0190 e u f 20−0110,
o operador Forbus apresenta um melhor resultado (Forbus: 198 e 203 - BPM: 192 e 202,
respectivamente).
Com n = 5 apenas para a teoria u f 20− 186 o operador BPM subsumiu uma cl·ausula
a menos (Forbus: 38 - BPM: 37).
Novamente constata-se que conforme n aumenta, o operador de atualizac‚ao proposto
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Figura 5.11: Processo de atualizac¸a˜o para n = 5.
preserva um n·umero maior de cl·ausulas. O gr·aco 5.12 resume os resultados referentes aos
500 testes realizados para o operador de atualizac‚ ao. Assim como para o m·etodo de revisao,
observa-se que na maioria dos casos o novo operador tem um desempenho equivalente ao
operador Forbus e que em apenas 4 casos o operador proposto preserva um n·umero inferior
de cl·ausulas.
Comparativo - Atualização
Igual
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Figura 5.12: Comparativo dos percentuais obtidos pelo operador FND̂.
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5.3 Conclusa˜o
Os resultados alcanc‚ados demonstram que os novos operadores de revisao e atualizac‚ao
preservam mais informac‚ao do que os m·etodos de Dalal e Forbus em 99,6% e 99,2% dos
casos respectivamente. Quanto maior for a nova informac‚ao contradit·oria, maior o n·umero
de cl·ausulas da base inicial que sao subsumidas pela base resultante.
Nao foi poss·vel, contudo, caracterizar em quais tipos de teoria os operadores propos-
tos apresentam resultados inferiores, bem como, caracterizar as teorias onde seguramente os
resultados alcanc‚ados sejam melhores. Esta diculdade adv·em da diferenc‚a conceitual exis-
tente entre a nova medida de mudanc‚a m·nima usada pelos operadores propostos e a medida
adotada por Dalal e Forbus.
Os testes realizados mostram tamb·em que, apesar das instancias utilizadas possu·rem
uma razao de 4.55, ou seja pr·oxima ao ponto de crossover, o n·umero de implicados prim·arios
destas instancias nao ·e, em sua maioria, exponencial.
No pr·oximo cap·tulo sao apresentados dois exemplos, onde uma semantica ·e associada
aos s·mbolos proposicionais, com o objetivo de demonstrar de forma qualitativa que os novos
operadores propostos preservam mais informac‚ao.
Capı´tulo 6
Exemplo de Aplicac¸a˜o: dando semaˆntica
a` teoria
Neste cap·tulo sao apresentados dois exemplos onde uma semantica ·e atribu·da a te-
oria. Ao atribuir um signicado aos s·mbolos proposicionais, busca-se demonstrar que os
operadores propostos preservam mais informac‚ ao (quantidade de s·mbolos proposicionais),
pois baseiam-se no contexto no qual os literais encontram-se envolvidos.
6.1 Revisa˜o: Identificac¸a˜o de Processos Falhos
Considere uma c·elula de manufatura onde cada pec‚a passa por 4 processos. A base de
crenc‚as modela os processos com relac‚ ao ao seu sucesso ou falha, desta forma, se pi entao
houve falha no processo i. A construc‚ao da base considera as seguintes informac‚ oes:
• A c·elula de manufatura possui 4 processos e qualquer um deles est·a sujeito a falhas:
p1∨ p2∨ p3∨ p4
• uma falha no processo p1 implica que nos demais processos nao ocorrem falhas:
p1→¬p2∧¬p3∧¬p4
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• uma falha no processo p2 tamb·em acarreta a aussencia de falha nos processos sub-
seq¤uentes:
p2→¬p3∧¬p4
• uma falha no p3 implica falha no processo p4:
p3→ p4
Descrevendo tais restric‚ oes em forma normal conjuntiva tem-se as seguintes cl·ausulas
(numeradas em func‚ao da notac‚ao quantum):
1 : p1∨ p2∨ p3∨ p4
2 : ¬p1∨¬p2
3 : ¬p1∨¬p3
4 : ¬p1∨¬p4
5 : ¬p2∨¬p3
6 : ¬p2∨¬p4
7 : ¬p3∨ p4
Estas cl·ausulas representam a base de crenc‚as ψ. Executando a transformac‚ao dual,1
obt·em-se o seguinte conjunto de implicantes prim·arios (IPψ), representados em notac‚ao
quantum:
1 : p{1}1 ∧¬p
{2,5,6}
2 ∧¬p
{3,5,7}
3 ∧¬p
{4,6}
4
2 : ¬p{2,3,4}1 ∧ p
{1}
2 ∧¬p
{3,5,7}
3 ∧¬p
{4,6}
4
3 : ¬p{2,3,4}1 ∧¬p
{2,5,6}
2 ∧ p
{1,7}
4
Tomando IPψ como entrada para uma nova execuc‚ ao do algoritmo de transformac‚ao
dual, determina-se o conjunto de implicados prim·arios PIψ. Com as coordenadas atualizadas,
o par (PIψ, IPψ) ·e dado por:
1Descrita no apeˆndice B.
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PIψ IPψ
1 : p{ 1 }1 ∨ p
{ 2 }
2 ∨ p
{ 3 }
4 1 : p
{ 1 }
1 ∧¬p
{ 2 ,5,6}
2 ∧¬p
{ 3 ,5, 7 }
3 ∧¬p
{ 4 ,6}
4
2 : ¬p{ 2 ,3}1 ∨¬p
{ 1 ,3}
2 2 : ¬p
{ 2 ,3,4}
1 ∧ p
{ 1 }
2 ∧¬p
{3, 5,7 }
3 ∧¬p
{4, 6 }
4
3 : ¬p{2, 3 }1 ∨¬p
{ 1 ,2}
3 3 : ¬p
{2, 3,4 }
1 ∧¬p
{2, 5,6 }
2 ∧ p
{ 1,7 }
4
4 : ¬p{2, 3 }1 ∨¬p
{ 1 ,2}
4
5 : ¬p{1, 3 }2 ∨¬p
{1, 2 }
3
6 : ¬p{1, 3 }2 ∨¬p
{1, 2 }
4
7 : ¬p
{ 1,2 }
3 ∨ p
{ 3 }
4
Considere que ao nal do processo de fabricac‚ ao constatou-se a existencia de pec‚as
defeituosas. Investigando quais processos podem ter causado o defeito nas pec‚as, obt·em-se
a informac‚ao que houve falha no processo p1, al·em disso ou o processo p2 ou o processo
p3 ou ambos os processos falharam. Esta nova informac‚ao, dada por PIµ = p1 ∧ (p2 ∨ p3)
e por IPµ = (p1 ∧ p2)∨ (p1 ∧ p3), ·e contradit·oria com a base e um processo de revisao ·e
aplicado. A tabela abaixo mostra o processo de revisao. As duas ·ultimas colunas referem-se
as distancias obtidas pelos operadores FNDψ◦µ, equivalente ao operador de Dalal, e FNDψ◦̂µ,
que considera a nova noc‚ao de mudanc‚a m·nima apresentada no cap·tulo 4:
Dψ Dµ D ∈ Γ Dψ∩Dµ k(Dψ,Dµ) k̂(Dψ,Dµ)
1 : {p1,¬p2,¬p3,¬p4} {p1, p2} {p1, p2,¬p3,¬p4} {¬p
{ 2 ,5,6}
2 } 1 1
2 : {p1,¬p2,¬p3,¬p4} {p1, p3} {p1,¬p2, p3,¬p4} {¬p
{ 3 ,5, 7 }
3 } 1 2
3 : {¬p1, p2,¬p3,¬p4} {p1, p2} {p1, p2,¬p3,¬p4} {¬p
{ 2 ,3,4}
1 } 1 1
4 : {¬p1, p2,¬p3,¬p4} {p1, p3} {p1, p2, p3,¬p4} {¬p
{ 2 ,3,4}
1 ,¬p
{3, 5,7 }
3 } 2 3
5 : {¬p1,¬p2, p4} {p1, p2} {p1, p2, p4} {¬p
{2, 3,4 }
1 ,¬p
{2, 5,6 }
2 } 2 4
6 : {¬p1,¬p2, p4} {p1, p3} {p1,¬p2, p3, p4} {¬p
{2, 3,4 }
1 } 1 2
Os termos D em Γ escolhidos pelo operador FNDψ◦µ sao:
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FNDψ◦µ = (p1∧ p2∧¬p3∧¬p4)∨ (p1∧¬p2∧ p3∧¬p4)∨
(p1∧ p2∧¬p3∧¬p4)∨ (p1∧¬p2∧ p3∧ p4)
ou, eliminando os termos duplicados e simplicando por subsunc‚ao:
FNDψ◦µ = (p1∧ p2∧¬p3 ∧¬p4)∨ (p1∧¬p2∧ p3)
J·a o termo escolhido pelo operador FNDψ◦̂µ (eliminada a duplicac‚ao) ·e:
FNDψ◦̂µ = (p1∧ p2∧¬p3 ∧¬p4)
j·a representada na forma de implicante prim·ario.
Observe novamente a tabela acima (linhas 2 e 6, coluna Dψ ∩Dµ). O literal contra-
dit·orio na linha 2, ¬p3, aparece em 3 cl·ausulas (3,5,7), por·em, seu conjunto de coordenadas
exclusivas cont·em somente as cl·ausulas 3 e 7. ·E poss·vel perceber que apenas a cl·ausula
3 est·a diretamente associada a nova informac‚ao, dado que a cl·ausula 7 refere-se a ligac‚ao
entre os processos p3 e p4. Da mesma forma, o literal contradit·orio na linha 6, ¬p1, tem
como conjunto de coordenadas exclusivas as cl·ausulas 3 e 4, onde novamente, somente a
cl·ausula 3 est·a diretamente associada a nova informac‚ao (a cl·ausula 4 arma que uma falha
no processo p1 implica o sucesso do processo p4).
Assim, como a nova informac‚ ao nao relata a falha do processo p4, nem qualquer
relac‚ ao entre a falha do processo p1 com a falha do processo p4, ·e poss·vel concluir que
o processo p3 nao falhou e que os processos respons·aveis pelo defeito nas pec‚as sao os pro-
cessos p1 e p2. J·a a base resultante quando aplicado o operador de Dalal nao preserva p4, ou
seja, se p1 e p3 falharam, nao ·e poss·vel inferir se p4 falhou ou nao.
6.2 Atualizac¸a˜o: Sema´foros
Suponha a existencia de um cruzamento com 4 sem·aforos conforme apresentado na
gura 6.1, onde o sentido do tr·afego ·e indicado pelas setas.
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s2
s3
s4
s1
Figura 6.1: Cruzamento com 4 sema´foros.
A base de crenc‚as modela a sincronizac‚ao dos sem·aforos, admitindo que se si entao
o sem·aforo i est·a verde e se ¬si entao o sem·aforo i est·a vermelho. As restric‚ oes para o
funcionamento conjunto dos sem·aforos neste cruzamento sao dadas a seguir:
• se o sem·aforo s1 est·a aberto, todos os demais sem·aforos estao fechados:
s1→¬s2∧¬s3∧¬s4
• ao menos dois dos sem·aforos s2, s3 e s4 estao abertos simultaneamente:
s2→ (s3∨ s4)∧ s3→ (s2∨ s4)∧ s4→ (s2∨ s3)
Transformando essas f·ormulas para a forma normal conjuntiva tem-se as seguintes
cl·ausulas (numeradas em func‚ ao da notac‚ao quantum):
1 : ¬s1∨¬s2
2 : ¬s1∨¬s3
3 : ¬s1∨¬s4
4 : ¬s2∨ s3∨ s4
5 : s2∨¬s3∨ s4
6 : s2∨ s3∨¬s4
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s2
s3
s4
s1
Figura 6.2: Cruzamento modificado.
Pela transformac‚ ao dual obt·em-se o seguinte par (PIψ, IPψ):
PIψ IPψ
1 : ¬s
{ 2,3,4 }
1 ∨¬s
{ 1 }
2 1 : ¬s
{ 1,4 }
2 ∧¬s
{ 2,5 }
3 ∧¬s
{ 3,6 }
4
2 : ¬s
{ 2,3,4 }
1 ∨¬s
{ 1 }
3 2 : ¬s
{ 1,2,3 }
1 ∧ s
{5, 6 }
2 ∧ s
{ 4 ,5}
4
3 : ¬s
{ 2,3,4 }
1 ∨¬s
{ 1 }
4 3 : ¬s
{ 1,2,3 }
1 ∧ s
{4, 6 }
3 ∧ s
{4, 5 }
4
4 : ¬s{ 1 }2 ∨ s
{3, 4 }
3 ∨ s
{ 2 ,3}
4 4 : ¬s
{ 1,2,3 }
1 ∧ s
{ 5 ,6}
2 ∧ s
{ 4 ,6}
3
5 : s{2, 4 }2 ∨¬s
{ 1 }
3 ∨ s
{2, 3 }
4
6 : s{ 2 ,4}2 ∨ s
{ 3 ,4}
3 ∨¬s
{ 1 }
4
Considere que ap·os uma avaliac‚ao do uxo de tr·afego, observou-se que o sem·aforo s3
pode estar aberto concomitantemente ao sem·aforo s1 e al·em disso, para otimizar o uxo de
ve·culos na via controlada pelo sem·aforo s2, novos sentidos de deslocamento (conversao a
esquerda e seguir em frente) sao permitidos, conforme mostra a gura 6.2.
Esta nova informac‚ao, contradit·oria com a base ψ, ·e dada pelos seguintes termos:
IPµ = (s1∧ s3)∨ (¬s1∧ s2∧¬s3∧¬s4)
A tabela abaixo apresenta os termos Γ, obtidos durante a realizac‚ ao do processo de
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atualizac‚ao. As duas ·ultimas colunas referem-se as distancias obtidas pelos operadores
FNDψµ, equivalente ao operador Forbus, e FNDψ̂µ, que considera a nova noc‚ao de mudanc‚a
m·nima baseada nas coordenadas conjuntivas exclusivas:
Dψ Dµ D ∈ Γ Dψ∩Dµ k(Dψ,Dµ) k̂(Dψ,Dµ)
1 : {¬s2,¬s3,¬s4} {s1,s3} {s1,¬s2,s3,¬s4} {¬s
{ 2,5 }
3 } 1 2
2 : {¬s2,¬s3,¬s4} {¬s1,s2,¬s3,¬s4} {¬s1,s2,¬s3,¬s4} {¬s
{ 1,4 }
2 } 1 2
3 : {¬s1,s2,s4} {s1,s3} {s1,s2,s3,s4} {¬s
{ 1,2,3 }
1 } 1 3
4 : {¬s1,s2,s4} {¬s1,s2,¬s3,¬s4} {¬s1,s2,¬s3,¬s4} {¬s
{ 4 ,5}
4 } 1 1
5 : {¬s1,s3,s4} {s1,s3} {s1,s3,s4} {¬s
{ 1,2,3 }
1 } 1 3
6 : {¬s1,s3,s4} {¬s1,s2,¬s3,¬s4} {¬s1,s2,¬s3,¬s4} {s
{4, 6 }
3 ,s
{4, 5 }
4 } 2 2
7 : {¬s1,s2,s3} {s1,s3} {s1,s2,s3} {¬s
{ 1,2,3 }
1 } 1 3
8 : {¬s1,s2,s3} {¬s1,s2,¬s3,¬s4} {¬s1,s2,¬s3,¬s4} {s
{ 4 ,6}
3 } 1 1
Os termos escolhidos pelo operador FNDψµ para compor a base atualizada sao:
FNDψµ = (s1∧¬s2∧ s3∧¬s4)∨ (¬s1∧ s2∧¬s3∧¬s4)∨ (s1∧ s2∧ s3∧ s4)∨
(¬s1∧ s2∧¬s3∧¬s4)∨ (s1∧ s3∧ s4)∨ (s1∧ s2∧ s3)∨
(¬s1∧ s2∧¬s3∧¬s4)
ou, eliminando os termos duplicados e simplicando por subsunc‚ao:
FNDψµ = (s1∧¬s2∧ s3)∨ (s1∧ s2∧¬s3)∨
(s1∧ s2∧ s4)∨ (s2∧¬s3∧¬s4)
E os termos escolhidos pelo operador FNDψ̂µ sao:
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FNDψ̂µ = (s1∧¬s2∧ s3∧¬s4)∨ (¬s1∧ s2∧¬s3∧¬s4)∨ (¬s1∧ s2∧¬s3∧¬s4)∨
(¬s1∧ s2∧¬s3∧¬s4)∨ (¬s1∧ s2∧¬s3∧¬s4)
ou, eliminando os termos duplicados:
FNDψ̂µ = (s1∧¬s2∧ s3∧¬s4)∨ (¬s1∧ s2∧¬s3∧¬s4)
·E poss·vel observar que os dois termos resultantes da aplicac‚ ao do operador FND̂
representam exatamente a dinamica atual dos sem·aforos no cruzamento, onde ou o sem·afaro
s2 est·a aberto e os demais fechados, ou os sem·aforos s1 e s3 estao abertos e s2 e s4 fechados.
J·a na base resultante do processo de atualizac‚ao pelo operador Forbus sao aceitos mundos
que nao respeitam a dinamica do processo, como a possibilidade de ter os sem·aforos s1, s2 e
s4 abertos simultaneamente.
Observe que, pelo resultado obtido, o operador de atualizac‚ ao FND̂ ·e mais forte que
o operador Forbus, pois resulta em um n·umero menor de modelos. Al·em disso, conforme
explicitado na sec‚ao 2.1, o operador proposto altera minimamente cada um dos mundos
poss·veis para que estes tornem-se modelos da nova informac‚ ao.
6.3 Conclusa˜o
Neste cap·tulo foram apresentados dois exemplos: um de revisao de crenc‚as e outro de
atualizac‚ao de crenc‚as. Em ambos, os operadores propostos retornam um n·umero menor de
termos, ou seja, preservam mais informac‚ao. Como a nova medida considera o contexto dos
literais na base, somente sao alterados os termos que possuem impacto m·nimo no conjunto
de implicados prim·arios.
O pr·oximo cap·tulo apresenta as considerac‚ oes nais deste trabalho, bem como algu-
mas linhas para trabalhos futuros.
Capı´tulo 7
Conclusa˜o e Trabalhos Futuros
O objetivo deste trabalho foi investigar o uso de formas normais prim·arias para a
representac‚ ao de bases de conhecimento proposicionais, visando principalmente sua aplica-
c‚ ao em processos de mudanc‚a de crenc‚as. Neste sentido, operadores de revisao e atualizac‚ ao
de crenc‚as, equivalentes aos propostos na literatura por Dalal, Forbus e Winslett, baseados
na representac‚ ao em formas prim·arias foram denidos. Em particular, para os processos
de atualizac‚ ao, ·e necess·aria uma condic‚ao nao necess·aria por·em suciente para assegurar
a equivalencia dos operadores. Isto deve-se ao fato de que cada termo representa um con-
junto de modelos e em algum casos, onde o s·mbolo proposicional nao aparece em algum
termo da base e da nova informac‚ao, torna-se imposs·vel garantir que a representac‚ ao em
formas prim·aria assegurar·a o crit·erio de minimalidade baseado na distancia de Hamming.
Desta forma, a representac‚ ao em formas prim·arias abre a possibilidade de composic‚ao de
uma s·erie de operadores, cujas vantagens e desvantagens precisam ser melhor exploradas.
A estrutura das formas prim·arias foi utilizada para propor uma nova noc‚ ao de mudanc‚a
m·nima e esta nova m·etrica foi utilizada para denir novos operadores de revisao e atualizac‚ ao.
Finalmente, uma comparac‚ao experimental entre os operadores descritos na literatura e os
novos operadores propostos foi apresentada.
Processos de atualizac‚ ao e revisao sao guiados pelo princ·pio da mudanc‚a m·nima.
Al·em disso, deve-se assegurar que a nova informac‚ ao fac‚a parte da base revisada ou atuali-
zada e tamb·em que a base revisada seja consistente. A maior diculdade em denir o que ·e
uma mudanc‚a m·nima vem da necessidade do uso de fatores extra-l·ogicos para caracteriz·a-la.
Um dos crit·erios mais utilizados baseia-se na quantidade de s·mbolos proposicionais coni-
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tantes entre os modelos da base de crenc‚as e os da nova informac‚ao. Por·em, este crit·erio nao
leva em conta a importancia relativa de cada s·mbolo proposicional em relac‚ ao aos demais.
De fato, o pr·oprio crit·erio baseia-se na hip·otese de que esta importancia relativa nao possa
ser determinada a partir de caracter·sticas puramente l·ogicas da base de conhecimento.
A nova m·etrica proposta utiliza a distribuic‚ao dos literais nas cl·ausulas que denem
os implicados prim·arios e suas relac‚ oes com os implicantes prim·arios. Ao inv·es de supor
uma grau de importancia equivalente para os valores verdade de todos os s·mbolos propo-
sicionais que ocorrem na base, supoe-se que a base seja formada por fatos verdadeiros,
e que os valores verdade destes fatos tenham importancia equivalente. O problema ·e que a
representac‚ ao de uma base de conhecimento na forma de uma lista de fatos, por exem-
plo, uma base em FNC se considerarmos os fatos como cl·ausulas, pode assumir diferentes
formas sint·aticas equivalentes, ferindo o crit·erio da irrelevancia da sintaxe posto por Dalal.
No entanto, uma das vantagens da representac‚ ao por formas prim·arias est·a na unici-
dade da representac‚ ao, ou seja, cada teoria ou base de crenc‚as tem apenas um conjunto de
implicantes/implicados prim·arios. Aliado a esta unicidade, o fechamento em relac‚ ao a in-
ferencia e a subsunc‚ao que caracteriza as formas prim·arias, as torna boas candidatas para
uma representac‚ ao justa, no sentido de nao apresentar nenhum vi·es sem causas l·ogicas,
para uma lista de fatos.
Neste contexto, a nova medida ·e baseada na preferencia pelos modelos da nova infor-
mac‚ao que tornem contradit·orios o menor n·umero de fatos, isto ·e, de cl·ausulas contidas
no conjunto de implicados prim·arios que representa a base de conhecimento. Para deter-
minar a relac‚ ao entre os s·mbolos proposicionais contradit·orios em relac‚ ao aos modelos da
nova informac‚ao e os implicados prim·arios que devem ser eliminados, deniu-se a notac‚ao
quantum, que explicita, na forma de coordenadas conjuntivas e disjuntivas, a relac‚ ao ho-
logr·aca entre literais das diferentes formas prim·arias.
Esta proposta continua sendo um crit·erio extra-l·ogico, por·em este novo crit·erio, di-
ferentemente do crit·erio proposto por Dalal, baseia-se em propriedades globais dos literais,
que dependem das especicidades da estrutura interna da base de conhecimento em questao.
Os experimentos computacionais realizados demonstraram que os novos operadores
constru·dos utilizando o novo crit·erio preservam mais informac‚ao do que os operadores
cl·assicos. No sentido em que a base revisada obtida com os novos operadores subsume
mais fatos contidos na base original do que as bases revisadas obtidas pelos operadores
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cl·assicos.
H·a uma certa similaridade entre o m·etodo proposto e o fortalecimento epistemico. O
conjunto de coordenadas exclusivas dos literais envolvidos no processo de mudanc‚a funcio-
nam como um grau de fortalecimento epistemico associado ao literal. Desta forma, literais
com um elevado grau de fortalecimento sao preservados.
Em termos de eciencia, a compilac‚ao do conhecimento em formas normais prim·arias
demanda um esforc‚o computacional igual a ΣP2 que ·e equivalente ao custo computacional das
consultas realizadas em bases de crenc‚as atualizadas pelos m·etodos de Forbus e Winslett.
Embora as formas prim·arias de uma base de conhecimento possa ter no pior caso um
tamanho exponencial em relac‚ ao ao tamanho da base original, isto nao parece ser o caso para
diversas instancias de bases proposicionais. Em particular, para bases de crenc‚as utilizadas
nos testes, cuja razao entre n·umero de cl·ausulas e n·umeros de s·mbolos proposicionais, m/n,
·e pr·oxima a (∼= 4.35), isto em geral nao acontece. Desta forma o custo computacional do
processo de compilac‚ao de conhecimento ·e amortizado pelas poss·veis consultas em tempo
polinomial, dentre elas, inferencia, vericac‚ ao de modelos e consistencia.
7.1 Trabalhos Futuros
Algumas propostas para trabalhos futuros sao:
1. Buscar novas equivalencias: vericar a equivalencia entre operadores usando a repre-
sentac‚ao em implicantes prim·arios e outros m·etodos semanticos de revisao de crenc‚as,
como os m·etodos propostos por Satoh [109] e Borgida [18].
2. Explorar a representac‚ ao em implicados prim·arios: investigar a possibilidade de exe-
cutar o processo de mudanc‚a de crenc‚as utilizando os implicados prim·arios e a notac‚ ao
quantum.
3. Explorar novos dom·nios de aplicac‚ao: investigar o uso da representac‚ ao em for-
mas prim·arias, juntamente com a notac‚ ao quantum em outras ·areas como fusao de
crenc‚as [77] e planejamento [40, 129].
4. Desenvolver um agente com capacidades cognitivas de alto n·vel: dar continuidade as
id·eias apresentadas em [6, 10, 11], buscando integrar as capacidades de aprendizado e
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generalizac‚ ao do conhecimento, adaptabilidade, tomada de decisao e planejamento de
ac‚ oes.
7.2 Publicac¸o˜es
Como publicac‚ oes decorrentes deste trabalho tem-se, em ordem cronol·ogica:
• Em [12] descreve-se o procedimento da transformac‚ao dual em l·ogica proposicional e
investiga-se o uso da notac‚ao quantum no teste da satisfazibilidade de f·ormulas l·ogicas.
• Em [9] apresenta-se a denic‚ao e breve descric‚ ao do modelo do agente cognitivo.
• Em [13] descreve-se o operador de crenc‚as equivalente ao operador de Dalal, bem
como a nova noc‚ao de mudanc‚a m·nima e sua aplicac‚ ao em revisao.
• Em [14] apresenta-se uma versao estendida da publicac‚ao acima, com o detalhamento
das provas dos postulados e de equivalencia dos operadores.
• Em [10] apresenta-se o agente cognitivo e os mecanismos de mem·oria e racioc·nio
baseados na notac‚ ao quantum.
• Em [84] descreve-se a aplicac‚ao das formas normais prim·arias ao problema da revisao
de crenc‚as (resumo).
• Em [85] apresenta-se o operador equivalente ao operador Forbus e o uso da nova
distancia aplicado ao problema da atualizac‚ ao de crenc‚as.
• Em [86] apresentam-se os resultados quantitativos obtidos com a aplicac‚ao dos novos
operadores de revisao e atualizac‚ ao.
• Em [11] descreve-se o agente cognitivo, com os mecanismos de aprendizado e ra-
cioc·nio, esta publicac‚ao reete o amadurecimento das id·eias acerca do agente cogni-
tivo e seu funcionamento.
Apeˆndice A
Demonstrac¸o˜es
A.1 Demonstrac¸o˜es do capı´tulo 3
Lema 1 A representac‚

ao em formas prim·arias assegura o crit·erio de minimalidade baseado
na dist

ancia de Hamming.
Prova: Suponha que a base de crenc‚as ψ e a nova informac‚

ao µ sejam representadas por IPψ
e IPµ. Suponha que as distancias entre modelos sejam calculadas estendendo os termos Dψ ∈
IPψ e Dµ ∈ IPµ para obter modelos completos. Existe, portanto um s·mbolo proposicional p
tal que:
Caso 1: p∈Dψ e p∈Dµ ou¬p∈Dψ e ¬p∈Dµ, entao p ou¬p aparece em todos os modelos
w ∈ [[Dψ]] e em todos os modelos u ∈ [[Dµ]] e consequentemente o s·mbolo p 6∈ DIST (w,u).
Caso 2: p∈Dψ e ¬p∈Dµ ou¬p∈Dψ e p∈Dµ, entao p ·e contradit·orio e consequentemente
p ∈ DIST(w,u), para todos os modelos w ∈ [[Dψ]] e para todos os modelos u ∈ [[Dµ]].
Caso 3: p ou ¬p ∈ Dψ e p e ¬p 6∈ Dµ. Suponha que p ∈ Dψ e portanto p aparece em
todos os modelos w ∈ [[Dψ]]. Se p 6∈ Dµ entao h·a dois modelos u e u′ ∈ [[Dµ]] tal que p ∈ u
e ¬p ∈ u′. Calculando as dist

ancias entre modelos tem-se que DIST(w,u) ⊆ DIST (w,u′),
onde o modelo u ·e m·nimo para o modelo w segundo a distancia de Hamming.
Caso 4: p 6∈ Dψ e p 6∈ Dµ. Entao h·a dois modelos w e w′ ∈ [[Dψ]] tal que p ∈ w e ¬p ∈ w′
e h·a dois modelos u e u′ ∈ [[Dµ]] tal que p ∈ u e ¬p ∈ u′. Calculando as distancias entre
modelos tem-se que DIST (w,u)⊆DIST (w,u′), onde o modelo u ser·a m·nimo para o modelo
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w segundo a dist

ancia de Hamming, e DIST (w′,u′) ⊆ DIST (w′,u), onde o modelo u′ ser·a
m·nimo para o modelo w′ segundo a distancia de Hamming.
Logo a dist

ancia entre dois modelos w e u ser·a igual a {Dψ ∩Dµ} se ambos contiverem
o mesmo literal (p ou ¬p) e ser·a igual a {Dψ ∩Dµ} ∪ {p} se o s·mbolo p tiver valores
verdade diferentes. Portanto, os modelos com dist

ancia m·nima devem diferir exatamente
pelos mesmos s·mbolos proposicionais que sao contradit·orios entre Dψ e Dµ.
Corola´rio 1 Se p ∈ k(D,D′) ent

ao p ∈
T
DIST(v,w) para v e w ∈ [[D]], [[D′]].
Corola´rio 2 A cardinalidade da dist

ancia entre modelos |DIST (w,u) | e a cardinalidade da
dist

ancia entre termos | k(Dψ,Dµ) | sao equivalentes.
Teorema 10 Dada uma base de crenc‚as em l·ogica proposicional ψ e uma nova informac‚ ao
contradit·oria µ, Gk(ψ)∪{µ} ≡ FNDψ◦µ, com k = Min6Γ(| k(Dψ,Dµ) |).
Prova: Assume-se, sem perda de generalidade, que ψ ·e representado por IPψ, entao a
denic‚

ao de Gk(ψ) pode ser reencrita como:
Gk(ψ) =
_
[pk]
res[pk](ψ)
onde [pk] sao todos os subconjuntos de P = {p1, . . . , pn} de tamanho k constru·dos a par-
tir dos s·mbolos proposicionais que ocorrem em ψ. A denic‚ ao de res agora torna-se:
res[pk](ψ) = ψ
+
[pk]
∨ψ−[pk], onde ψ
+
[pk]
e ψ−[pk] nao contem os s·mbolos proposicionais de [pk] e
s

ao denidos de forma que:
ψ≡ (
^
p∈[pk]
p∧ψ+[pk])∨ (
^
p∈[pk]
¬p∧ψ−[pk])
Dada a denic‚

ao de | k(Dψ,Dµ) | e o corol·ario 2, para k < Min6Γ(| k(Dψ,Dµ) |) cada
res[pk] cont·em ao menos um literal que ·e contradit·orio com µ e portanto G
k(ψ)∪ {µ} ·e
contradit·orio. Por outro lado, para k = Min6Γ(| k(Dψ,Dµ) |), o conjunto daqueles res[pk]
que n

ao s

ao contradit·orios com µ correspondem exatamente aos elementos de FNDψ◦µ. 
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Teorema 11 Dada uma base de crenc‚as em l·ogica proposicional ψ e uma nova informac‚ ao
contradit·oria µ, ψForbus µ⇔ FNDψS Forbusµ, desde que a restric‚ ao (PT1) seja satisfeita.
O teorema pode ser reescrito como (1) ∀w ∈ [[ψForbus µ]], w ∈ [[FNDψS Forbusµ]] e (2) @w ∈
[[FNDψS Forbusµ]] tal que w 6∈ [[ψForbus µ]], desde que ∀D∈Dψ,Symbols(IPµ)⊆ Symbols(Dψ).
Base: ∃w ∈ [[ψForbus µ]] tal que w 6∈ [[FNDψS Forbusµ]].
Prova: Suponha que a restric‚

ao (PT1) seja satisfeita, logo para todo s·mbolo p ∈ IPµ, p ⊆
Dψ. Suponha os literais p e ¬p relacionados ao s·mbolo p. Se Dµ e Dψ compartilham o
mesmo literal, ou o s·mbolo p nao aparece em Dµ, entao este literal estar·a em Dψ−Dµ, se
o literal apresenta valores verdade distintos em Dµ e Dψ entao o literal estar·a em Dψ∩Dµ.
Suponha que w ∈ [[ψ Forbus µ]] tal que w 6∈ [[FNDψS Forbusµ]], entao h·a algum s·mbolo p
tal que o literal p ∈ v em [[ψ]] e p ∈ u em [[µ]] e ¬p ∈ u′ em [[µ]] tal que | DIST(v,u) |≤|
DIST(v,u′) |. Supondo p ∈ Dψ e Dµ e D′µ tal que p ∈ Dµ e ¬p ∈ D′µ, entao p 6∈ (Dψ∩Dµ) e
¬p ∈ (Dψ∩D′µ), portanto | k(Dψ,Dµ) |≤| k(Dψ,D′µ) | e consequentemente w ∈ [[ψ S Forbus
µ]]. Contradic‚

ao. A prova ·e similar para o outro lado. .
Teorema 12 Dada uma base de crenc‚as em l·ogica proposicional ψ e uma nova informac‚ ao
contradit·oria µ, ψPMA µ⇔ FNDψS PMAµ, , desde que a restric‚ ao (PT1) seja satisfeita.
O teorema pode ser reescrito como (1) ∀w ∈ [[ψ PMA µ]], w ∈ [[FNDψS PMAµ]] e (2) @w ∈
[[FNDψS PMAµ]] tal que w 6∈ [[ψPMA µ]], desde que ∀D ∈ Dψ,Symbols(IPµ)⊆ Symbols(Dψ).
Base: ∃w ∈ [[ψPMA µ]] tal que w 6∈ [[FNDψS PMAµ]].
Prova: Suponha que a restric‚

ao (PT1) seja satisfeita, logo para todo s·mbolo p ∈ IPµ, p ⊆
Dψ. Suponha os literais p e ¬p relacionados ao s·mbolo p. Se Dµ e Dψ compartilham o
mesmo literal, ou o s·mbolo p nao aparece em Dµ, entao este literal estar·a em Dψ−Dµ, se
o literal apresenta valores verdade distintos em Dµ e Dψ entao o literal estar·a em Dψ∩Dµ.
Suponha que w ∈ [[ψPMA µ]] tal que w 6∈ [[FNDψS PMAµ]], entao h·a algum s·mbolo p tal que
o literal p ∈ v em [[ψ]] e p ∈ u em [[µ]] e ¬p ∈ u′ em [[µ]] tal que DIST (v,u)⊆ DIST (v,u′).
Supondo p∈Dψ e Dµ e D′µ tal que p∈Dµ e ¬p∈D′µ, entao p 6∈ (Dψ∩Dµ) e ¬p∈ (Dψ∩D′µ),
portanto k(Dψ,Dµ) ⊆ k(Dψ,D′µ) e consequentemente w ∈ [[ψ S PMA µ]]. Contradic‚ ao. A
prova ·e similar para o outro lado. .
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A.2 Demonstrac¸o˜es do capı´tulo 4
A.2.1 Postulados AGM
Proposic¸a˜o 5 ◦̂ satisfaz (R1).
Prova: Dada o c·alculo do conjunto de termos candidatos sobre os termos Dψ ∈ IPψ e Dµ ∈
IPµ, conforme a denic‚ ao 10. Tem-se que (Dψ−Dµ) 2 ¬µ para todos os termos Dµ e todos
os termos Dψ. Portanto, Dµ ∪ (Dψ−Dµ) ·e consistente e, consequentemente, o conjunto Γ.
Dada a equival

encia µ≡ IPµ e como IPµ pode ser representado por
W
Dµ, entao Dµ  µ para
todos os Dµ ∈ IPµ e Dµ∪ (Dψ−Dµ)  µ. Portanto, FNDψ◦̂µ  µ.
Proposic¸a˜o 6 ◦̂ satisfaz (R2).
Prova: Utilizando a denic‚

ao do operador de revis

ao (denic‚

ao 26), (R2) pode ser rees-
crito, sem perda de generalidade, como FNDψ◦̂µ ≡ FNDψ∧µ. Uma vez que ψ∧ µ ·e satis-
faz·vel, ψ∧ µ 2 ⊥, portanto para todos os termos Dµ e todos os termos Dψ, Dψ ∩Dµ =
/0. Ent

ao o conjunto Γ ser·a constitu·do pelos elementos Dµ ∪Dψ, o que ·e equivalente a
FNDψ∧µ.
Proposic¸a˜o 7 ◦̂ satisfaz (R3).
Prova: Se µ ·e satisfaz·vel, entao para cada termo Dµ em IPµ (dado que IPµ pode ser visto
como uma
W
Dµ), Dµ 2⊥. Pela denic‚ ao do operador de revisao (denic‚ ao 26), Dψ−Dµ 2
⊥. Portanto Dµ∪ (Dψ−Dµ) 2⊥ e consequentemente FNDψ◦̂µ 2⊥.
Proposic¸a˜o 8 ◦̂ satisfaz (R4).
Prova: Direta a partir da denic‚

ao de IP.
Proposic¸a˜o 9 ◦̂ satisfaz (R5).
Base: FNDψ◦̂µ∧φ ⊥
Prova: FNDψ◦̂µ∧φ implica FNDψ◦̂(µ∧φ).
Base: FNDψ◦̂µ∧φ 2⊥
Prova: Se FNDψ◦̂µ∧φ 2⊥ entao ∀D ∈ FNDψ◦̂µ, D∧φ 2⊥ com D m·nimo segundo k̂ cal-
culado com relac‚

ao a µ. Tem-se por denic‚

ao que D  µ ent

ao µ∧φ n

ao s

ao contradit·orios,
logo D = {Dµ∧φ∪(Dψ−Dµ∧φ)}2⊥ e D ·e m·nimo segundo k̂ calculado em relac‚ ao a µ∧φ.
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Proposic¸a˜o 10 ◦̂ satisfaz (R6).
Prova: (R6) pode ser reescrito como ∀D ∈ FNDψ◦̂(µ∧φ), ∃D′ ∈ FNDψ◦̂µ∧φ, tal que D′⊆D.
Supondo que ∃D tal que ∀D′, D′ 6⊆ D. Ent

ao ∃Li tal que Li ∈ D′ e Li 6∈ D. Se Li ∈ D′, entao
Li ∈ D′ com D′ ∈ FND(ψ◦̂µ)∪φ e k̂(Dψ,Dµ) m·nimo.
Se Li ∈ D′ entao ou (i)Li ∈ Dk tal que Dk = Dµ ∪ (Dψ−Dµ) para algum Dψ ∈ IPψ e para
algum Dµ ∈ IPµ ou (ii)Li ∈ Dφ, com Dφ ∈ IPφ.
Se (i), ou seja, Li ∈ Dk, entao ou Li ∈ Dµ e consequentemente Li tamb·em pertence a D; ou
Li ∈ (Dψ−Dµ) e portanto Li ∈D com D = Dψ−Dµ∧φ pois µ∧φ 2⊥. Se (ii), ou seja Li ∈Dφ
ent

ao Li ∈ Dµ∧φ e portanto Li ∈ D. Contradic‚ ao. 
A.2.2 Postulados KM
Proposic¸a˜o 11 ̂ satisfaz (U1).
Prova: Similar a prova da proposic‚

ao 5.
Proposic¸a˜o 12 ̂ satisfaz (U2).
Prova: Hip·otese: ψ→ µ. Entao @Dµ ∈ IPµ tal que Dψ∧Dµ ⊥. Em consequencia, (Dψ−
Dµ) = Dψ e Γ = {D | D = Dµ∪Dψ}. Se ψ→ µ, entao Dµ ⊆ Dψ e Γ = {D | D = Dψ}. Logo,
FNDψ̂µ ≡ ψ.
Proposic¸a˜o 13 ̂ satisfaz (U3).
Prova: Por denic‚

ao Dψ ∈ IPψ e Dµ ∈ IPµ. Logo ∀Dψ,Dψ 2⊥ e ∀Dµ,Dµ 2⊥. Por denic‚ ao
(Dψ−Dµ) 2 ¬µ e Dµ∪ (Dψ−Dµ) 2⊥. Portanto FNDψ̂µ 2⊥.
Proposic¸a˜o 14 ̂ satisfaz (U4).
Prova: Direta a partir da denic‚

ao de IP.
Proposic¸a˜o 15 ̂ satisfaz (U5).
Prova: Similar a prova da proposic‚

ao 9.
Proposic¸a˜o 16 ̂ satisfaz (U6).
Base: FNDψ̂µ1 → µ2∧FNDψ̂µ2 → µ1 ⊥.
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Prova: FNDψ̂µ1 → µ2 e FNDψ̂µ2 → µ1 entao FNDψ̂µ1 ↔ FNDψ̂µ2 .
Base: FNDψ̂µ1 → µ2∧FNDψ̂µ2 → µ1 2⊥.
Prova: Suponha que FNDψ̂µ1 → µ2 e FNDψ̂µ2 → µ1 e que FNDψ̂µ1 6↔ FNDψ̂µ2 . Por-
tanto, FNDψ̂µ1 6→ FNDψ̂µ2 ou FNDψ̂µ1 6← FNDψ̂µ2 . Portanto, ∃D ∈ FNDψ̂µ1 tal que
D 6∈ FNDψ̂µ2 ou ∃D ∈ FNDψ̂µ2 tal que D 6∈ FNDψ̂µ1 . Suponha D tal que D ∈ FNDψ̂µ1
e D 6∈ FNDψ̂µ2 . Ou seja, D ·e m·nimo segundo a denic‚ ao de FNDψ̂µ1 . Uma vez que
FNDψ̂µ1 |= µ2, D |= µ2. Entao, pode-se comparar as distancias k̂(Dψ,Dµ1) e para todo
Dψ ∈ IPψ, para todo D′ ∈ FNDψ̂µ2 , k̂′(Dψ,Dµ2) < k̂(Dψ,Dµ1).
Contudo, sabe-se que D′→ µ1 e consequentemente isto signica que D nao ·e m·nimo com
relac‚

ao a denic‚

ao de FNDψ̂µ1 . Contradic‚ ao. A prova ·e similar para o outro lado.
Proposic¸a˜o 17 ̂ satisfaz (U7).
Base: FNDψ̂µ1 ∧FNDψ̂µ2 ⊥.
Prova: FNDψ̂µ1 ∧FNDψ̂µ2 → FNDψ̂(µ1∨µ2).
Base: FNDψ̂µ1 ∧FNDψ̂µ2 2⊥.
Prova: Dado que IPψ ·e completo, entao ∀pi, pi ∈ Dψ ou ¬pi ∈ Dψ. Pela denic‚ ao 10,
D = Dµ∪(Dψ−Dµ), logo ∀D∈ Γ, D ·e completo e tamb·em todo D∈FNDψ̂µ. Se FNDψ̂µ1∧
FNDψ̂µ2 ·e consistente entao existe D e D
′ completos tais que D∈FNDψ̂µ1 e D′ ∈FNDψ̂µ2 .
Uma vez que D e D′ s

ao completos e FNDψ̂µ1 ∧ FNDψ̂µ2 ·e consistente, entao D e D′
s

ao iguais. Se D e D′ s

ao iguais, ent

ao eles possuem a mesma dist

ancia, calculada con-
forme a denic‚

ao de ̂ (denic‚

ao 27). Se k̂ ·e m·nimo para D e D′, tamb·em ·e m·nimo para
FNDψ̂(µ1∨µ2).
Proposic¸a˜o 18 ̂ satisfaz (U8).
Base: FND(ψ1∨ψ2)̂µ ⊥.
Prova: FND(ψ1∨ψ2)̂µ→ FNDψ1̂µ∨FNDψ2̂µ. 
Base: FNDψ1̂µ∨FNDψ2̂µ ⊥.
Prova: FNDψ1̂µ∨FNDψ2̂µ→ FND(ψ1∨ψ2)̂µ.
Base: FND(ψ1∨ψ2)̂µ 2⊥.
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Prova: (U8) pode ser reescrito, segundo a denic‚

ao 10, como (Dµ ∪ (D(ψ1∨ψ2)−Dµ))→
(Dµ∪(Dψ1−Dµ))∨(Dµ∪(Dψ2−Dµ)). Por denic‚ ao, Dµ  µ; D(ψ1∨ψ2)≡Dψ1∨Dψ2 pela (i)
representac‚

ao em IP e (ii) associatividade do conector∨. Portanto (Dµ∪(D(ψ1∨ψ2)−Dµ)) =
(Dµ ∪ (Dψ1 −Dµ))∨ (Dµ ∪ (Dψ2 −Dµ)) e consequentemente FND(ψ1∨ψ2)̂µ → FNDψ1̂µ ∨
FNDψ2̂µ.
Base: FND(ψ1̂µ)∨FND(ψ2̂µ) 2⊥.
Prova: An·aloga a prova precedente.
Apeˆndice B
Algoritmo de Transformac¸a˜o Dual
O m·etodo de transformac‚ao dual foi inicialmente concebido para a l·ogica de primeira
ordem [7, 15] e posteriormente modicado para a l·ogica proposicional [12]. Em l·ogica
proposicional, implicado prim·ario e implicante prim·ario sao noc‚ oes completamente duais,
que representam univocamente uma f·ormula.
A id·eia do algoritmo ·e transformar uma f·ormula proposicional representada em sua
forma normal conjuntiva (ou disjuntiva) no conjunto de implicantes prim·arios (ou implicados
prim·arios).1 Se a transformac‚ao ·e poss·vel entao a f·ormula ·e satisfaz·vel, caso contr·ario, a
f·ormula ·e insatisfaz·vel.
B.1 Descric¸a˜o do Algoritmo
O algoritmo recebe como entrada uma f·ormula proposicional ψ, representada em sua
forma normal conjuntiva FNCψ e onde os literais sao representados em notac‚ ao quantum,2
ou seja, cada literal Li tem associado a si um conjunto de coordenadas conjuntivas F ic que
representa as cl·ausulas onde o literal Li aparece. A determinac‚ao de um caminho atrav·es
da FNCψ equivale a soluc‚ao do problema da satisfazibilidade booleana [96]. Cada caminho
m·nimo 3 equivale a um FND prim·ario equivalente [124]. O conjunto de todos os caminhos
1Por serem noc¸o˜es completamente duais, o mesmo algoritmo pode ser empregado para obter as duas formas.
2Conforme apresentado no capı´tulo 4.
3Um caminho mı´nimo equivale a um conjunto de literais na˜o contradito´rios tal que na˜o haja outro conjunto que possa
subsumı´-lo.
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m·nimos equivale ao conjunto de implicantes prim·arios. Desta forma, o problema pode ser
visto como uma busca em um espac‚o de estados, onde cada estado ·e representado por um
conjunto de quanta (D) que constitui um implicante prim·ario incompleto:
D = LF
1
c
1 ∧·· ·∧L
Fkc
k
Os estados sucessores sao gerados pela adic‚ ao de um novo quantum (LF ici ) ao conjunto.
Para facilitar a escolha do quantum a ser inclu·do, cada conjunto de quanta incompleto tem
associado a si um gap (G), denido como o conjunto de cl·ausulas que faltam para cobrir as
cl·ausulas da FNCψ. O gap ·e dado por:
GD = FNCψ−∪ki=1F ic
A busca no espac‚o de estados pode ter um ou mais estados iniciais. Uma escolha
poss·vel para os estados iniciais sao todos os quanta associados com os literais que pertencem
a uma mesma cl·ausula Ci da FNCψ. A escolha desta cl·ausula ·e uma decisao heur·stica,
podendo ser escolhida, por exemplo, a cl·ausula que cont·em os literais mais freq¤uentes na
FNCψ, ou aquela que cont·em os literais cuja negac‚ao ·e mais freq¤uente na FNCψ. Uma
vez escolhida a cl·ausula inicial, o problema se reduz a buscas independentes, uma para cada
literal da cl·ausula escolhida, pois qualquer caminho atrav·es da FNCψ deve, necessariamente,
passar por algum dos literais da cl·ausula Ci escolhida.
Os estados nais sao denidos como aqueles que correspondem a implicantes prim·arios
completos, ou seja, aqueles termos que descrevem um caminho completo atrav·es da FNCψ.
Essa condic‚ao pode ser vericada quando a uniao das coordenadas conjuntivas dos literais
do implicante prim·ario D contiver todas as cl·ausulas da FNCψ ou quando o gap associado a
D estiver vazio:
∪ki=1F
i
c = FNCψ ou GD = /0
O algoritmo Search, descrito abaixo, ·e baseado no algoritmo A? e descreve os passos
para a busca do conjunto de implicantes prim·arios.
Onde prime-imp ·e o conjunto de implicantes prim·arios, Initial-states sao os literais
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Algoritmo 1 Busca de implicantes prima´rios
Search()
prime-imp← /0
open← Initial-states()
loop
if open = /0 then
Return(prime-imp)
end if
next← Select-next(open)
for succ ∈ Successors(next) do
if Final-state?(succ) then
prime-imp← prime-imp ∪ { succ }
else
open← open ∪ { succ }
end if
end for
end loop
pertencentes a cl·ausula escolhida como inicial, Select-next ·e uma func‚ ao que percorre a
lista open em busca do melhor nodo para gerar sucessores (um crit·erio heur·stico, como
escolher o nodo cujo conjunto de coordenadas conjuntivas seja o maior poss·vel, ·e utilizado),
Successors ·e a rotina que gera sucessores e Final-state? ·e o teste da condic‚ao nal como
descrito anteriormente.
B.2 A escolha do Sucessor
A cada passo, v·arios quanta podem ser qualicados como extensoes poss·veis de um
implicante prim·ario incompleto. Para restringir a gerac‚ ao de sucessores e evitar estados
duplicados, o quantum, para ser adicionado, deve satisfazer as tres seguintes condic‚ oes:
1. Condic‚

ao de n

ao contradic‚

ao: segundo esta condic‚ao, o quantum adicionado deve
manter a consistencia do termo, ou seja, se LF jcj ∈ D entao L jF
j
c 6∈ D (onde L jF
j
c repre-
senta a negac‚ao de LF
j
c
j ).
2. Condic‚

ao de relev

ancia: as coordenadas conjuntivas associadas ao quantum devem
contribuir para a reduc‚ ao do gap, ou seja, F jc ∩GD 6= /0.
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3. Condic‚

ao de n

ao redund

ancia: o quantum adicionado nao deve tornar vazio o conjunto
de coordenadas exclusivas associados aos demais quanta do termo.4
O procedimento para implementac‚ao das condic‚ oes de nao contradic‚ao e nao redundan-
cia consiste na criac‚ ao e manutenc‚ao de uma lista de quanta proibidos (X ). Para a condic‚ao
de nao contradic‚ ao, basta adicionar a lista de quanta proibidos a negac‚ao de cada quantum in-
clu·do no estado D. J·a a condic‚ ao de nao redundancia, consiste em criar uma mem·oria para
o termo D, baseado na observac‚ao de que o caminho que atravessa a f·ormula inicial FNCψ
passa, em cada cl·ausula, por apenas um literal. Este procedimento considera um implicante
prim·ario incompleto D e o conjunto de quanta que podem ser usados para estender D, succ.
Inicialmente, o conjunto succ ·e ordenado segundo algum crit·erio de qualidade, como por
exemplo, a m·axima intersec‚ ao das coordenadas conjuntivas com o gap. Para evitar repetic‚ao
de estados, dados dois possiveis sucessores LF
i
c
i e L
F jc
j em succ, onde L
F ic
i ·e melhor que L
F jc
j ,
o novo estado ·e obtido pela adic‚ ao de LF
i
c
i a D e pode ser posteriormente estendido por L
F jc
j ,
mas o estado obtido pela adic‚ao de LF
j
c
j a D nao pode ser estendido pela adic‚ao de L
F ic
i .
Exemplo 14 Considere o estado D com a lista de quanta proibidos XD e o conjunto de
poss·veis extensoes dado por succ = {LF
1
c
1 ,L
F2c
2 ,L
F3c
3 }. Considere que succ se encontra or-
denado de acordo com o crit·erio de qualidade adotado. Os poss·veis estados sucessores
s

ao:
• D1 = D∪{L
F1c
1 } com XD1 = XD∪{L1
F1c }
• D2 = D∪{L
F2c
2 } com XD2 = XD∪{L2
F2c ,LF
1
c
1 }
• D3 = D∪{L
F3c
3 } com XD3 = XD∪{L3
F3c ,LF
1
c
1 ,L
F2c
2 }
onde Li
F ic representa o quantum associado ao literal ¬Li.
Al·em de nao incluir literais contradit·orios e redundantes, cada estado deve ser expan-
dido por um quantum que nao gera contradic‚ao com as cl·ausulas do gap, ou seja, para cada
estado D, a seguinte FNC deve ser consistente: {C−D |C ∈ GD}, onde, dada uma cl·ausula
ou termo A, A ·e referido como a cl·ausula ou termo obtido a partir de A pela negac‚ao de todos
os seus literais. Esta condic‚ao pode ser estendida para considerar nao somente a negac‚ao dos
4A condic¸a˜o de na˜o redundaˆncia e´ apresentada na definic¸a˜o 23 do capı´tulo 4.
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literais no estado, mas tamb·em os literais na lista de quanta proibidos XD (que inclui D). A
nova f·ormula, consistente ·e dada por TD = {C−XD |C ∈ GD}.
Estas restric‚ oes reduzem o n·umero de estados sucessores, pois a lista de proibidos
inclui nao apenas a negac‚ao dos literais do estado, mas tamb·em todos os literais que nao po-
dem ser inclu·dos no estado, evitando estados repetidos e contradit·orios. A nova f·ormula TD,
analogamente ao algoritmo de Davis-Putnam [32], ·e simplicada a cada passo por resoluc‚ ao
unit·aria e subsunc‚ao. Todos os literais nao redundantes que ocorrem em cl·ausulas unit·arias
sao inclu·dos simultaneamente no estado, o que tamb·em contribui para a reduc‚ ao dos suces-
sores. A func‚ ao para c·alculo dos sucessores ·e formalizada no algoritmo 2.
Algoritmo 2 Algoritmo para gerac¸a˜o de sucessores
Successors(D)
succ← /0
forb← /0
for LF ∈ Next(D) do
if Redundant?(D∪{LF}) then
for D′ ∈ succ do
XD′ ← XD′ ∪{LF}
end for
forb← forb ∪ {LF}
else
Dnew← D∪{LF}
GDnew ←GD−F
XDnew ← XD ∪{L
F
} ∪ forb
forb← forb ∪ {LF}
TDnew ← Simplify(TD,XDnew)
if Satisable?(TDnew) then
Next(Dnew)←{L′F ′ | L′ ∈C ∈ GDnew}
succ← succ ∪ {Dnew}
end if
end if
end for
Return(succ)
Onde D ·e o conjunto de quanta, GD ·e o conjunto de cl·ausulas nao cobertas (gap) pe-
los quanta D, XD ·e o conjunto de quanta proibidos e TD ·e a f·ormula {C−XD | C ∈ GD}.
As vari·aveis em letras min·usculas sao locais e as em letras mai·usculas sao chamadas de
procedimentos. A cada passo do for, o quantum LF que est·a sendo considerado ·e inclu·do
na vari·avel forb, de forma que todos os quanta j·a considerados sao inclu·dos no conjunto
dos proibidos associado aos sucessores gerados no pr·oximo passo do for. O procedimento
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Next retorna o conjunto de quanta que pertencem ao gap GD de estados D. O procedimento
Redundant? testa a condic‚ao de redundancia. A func‚ ao Simplify aplica recursivamente a
resoluc‚ao unit·aria e a subsunc‚ao, retornando a f·ormula simplicada. O procedimento Satis-
fiable? realiza o teste para a f·ormula vazia.
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