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L’augmentation de l’attractivite´ des diffe´rents poˆles e´conomiques autours des me´tropoles
engendre une croissance de la demande de transport, celle-ci a conduit ine´vitablement a`
une croissance dans l’utilisation des ve´hicules personnels, ceci a pour effet, des nuisances
sonores, sociales et environnementales. Afin de re´pondre favorablement a` cette demande
de transport de plus en plus croissante toute en limitant l’impact de ces de´placements sur
l’environnement, il faut eˆtre en mesure de promouvoir une mobilite´ durable en proposant
des alternatives aux modes traditionnels (utilisation seule du ve´hicule individuel) et
de pouvoir e´galement modifier les habitudes des usagers. Partant du constat que, le
transport public pourrait eˆtre insuffisant pour re´pondre a` l’ensemble de la demande, il
est impe´ratif de faire coope´rer plusieurs modes de transport. L’objectif est donc de faire
collaborer les modes de transports publics avec d’autres modes comme le covoiturage
et/ou l’autopartage afin de proposer aux usagers un itine´raire cohe´rent en fonction de
leur demande, ceci permettrait d’offrir un choix de de´placement a` chacun, en fonction
de crite`res environnementaux, e´conomiques, sociaux ou autres ; c’est ce qu’on appelle
de´placement comodal.
Vu la quantite´ limite´e de ve´hicules partage´s et des places disponibles, il est important de
pouvoir planifier les itine´raires qui seront propose´s aux usagers, ceci fait e´merger pour
nous un sous proble`me qui concerne l’affectation des ressources limite´es. Dans cette
optique, nous nous concentrons sur la mise en place d’un syste`me d’information d’aide
au de´placement des voyageurs en inte´grant le transport en commun, le covoiturage et
l’autopartage. De plus, notre travail s’inte´ressera aux mode`les de donne´es du re´seau de
transport ainsi qu’aux algorithmes de planification d’itine´raire base´s sur ces derniers.
Objectifs et Contributions
Le syste`me que nous allons de´velopper devrait pouvoir ge´rer une multitude de requeˆtes
simultane´es sollicitant un re´seau de transport aux moyens limite´s, nous devons alors,
re´soudre le proble`me d’une manie`re globale, il est ne´cessaire de prendre en compte
conjointement les deux aspects importants dans ce type de proble`me ; la comodalite´ et
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l’optimisation multiobjectif. Cependant, dans le cas ou` nous avons une seule requeˆte, un
algorithme exact est applique´ pour re´soudre le proble`me ainsi pose´.
Du point de vue mode`le et algorithme, il subsiste des soucis qu’il convient de lever no-
tamment, pour la partie planification d’itine´raires dans un re´seau de transport inte´grant
les transports en commun couple´s avec les modes e´mergents tels que l’autopartage et le
covoiturage, dans ce qui suit nous exposons un certain nombre de verrous scientifiques
et notre manie`re de les re´soudre :
— Mode´lisation du re´seau multimodal. Les donne´es brutes disponibles sur les
re´seaux de transports ne peuvent eˆtre utilise´es pour re´soudre le proble`me de la
planification d’itine´raires. Il faut absolument mettre en place toute une proce´dure
spe´cifique au mode`le du re´seau afin d’obtenir la structure de donne´es approprie´e
qui permettra a` l’algorithme de planification de les utiliser d’une manie`re correcte.
Malheureusement, la transposition des algorithmes fonctionnant sur les re´seaux
unimodaux ne peuvent eˆtre utilise´s pour le cas qui nous inte´resse ; re´seau multi-
modal en cause, la complexite´ et l’he´te´roge´ne´ite´ de ce dernier. L’algorithme de la
planification d’itine´raire et la mode´lisation du re´seau de´pendants l’un de l’autre.
— Inte´gration de donne´es et syste`mes he´te´roge`nes. La planification d’un
itine´raire multimodal ne´cessite des donne´es venant de plusieurs ope´rateurs ou
autorite´s de transport diffe´rents, il est donc obligatoire afin de pouvoir proposer
des solutions d’itine´raires multimodaux d’acce´der en temps re´el aux diffe´rentes
donne´es re´elles de chaque re´seau.
— Perturbation du re´seau et gestion des ressources disponibles. Pour un
syste`me re´el couvrant une grande agglome´ration, les requeˆtes peuvent eˆtre mul-
tiples et simultane´es. Dans un re´seau ou` les ressources de transport sont limite´es
surtout en cas de perturbation, l’allocation optimale des offres limite´es aux de-
mandes est aussi un de´fi qu’il faut surmonter.
Dans cette the`se, nous nous sommes attele´s a` proposer des solutions pour le proble`me
de planification collaborative d’itine´raire. L’approche de re´solution que nous proposons
fait e´merger plusieurs aspects de recherche que nous re´sumons ci-dessous.
— Mode´lisation du re´seau de transport multimodal. Dans cette optique, nous
devons conside´rer les nœuds de transit dans lesquels les voyageurs seront invite´s
e´ventuellement a` changer de mode de transport. Ces nœuds jouent un roˆle tre`s im-
portant dans cette mode´lisation et sont conside´re´s comme des e´le´ments centraux
pour la constitution d’itine´raire multimodal.
— Formalisation et re´solution du proble`me de la planification d’itine´raire
multimodal. Sur la base du mode`le de re´seau multimodal et de la structure de
donne´es, il faudra formuler le proble`me en pre´cisant ses entre´es et ses sorties. Les
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me´thodes visant a` re´soudre le proble`me de´fini doivent eˆtre compatibles avec le
mode`le et la structure du re´seau et doivent fournir des solutions viables.
— Formalisation et re´solution du proble`me de la planification d’itine´raire
multimodal en cas de perturbation du re´seau. Il est e´vident qu’un re´seau de
transport est soumis aux ale´as de fonctionnement au quotidien (pannes, impre´vus,
retard, etc.), notre approche devra prendre en compte cet aspect temps re´el de
fonctionnement concernant les perturbations possible sur le re´seau. Il faut pou-
voir re´pondre a` la question : Comment satisfaire au mieux les demandes des
utilisateurs avec une offre limite´e en ressource de transport ? Nous devons for-
muler le proble`me d’allocation avant de proposer les approches adapte´es pour
sa re´solution. Le proble`me multimodal ne´cessite une e´tape supple´mentaire per-
mettant de relier l’ensemble des tronc¸ons formant un trajet complet. Il est alors
ne´cessaire de prendre en compte chaque perturbation dans chaque tronc¸on afin de
proposer une solution optimale pour la demande en fonction de l’offre disponible
et ceux pour chaque tronc¸on de route.
— Une alliance entre SMA et optimisation. Comme l’organisation des donne´es
des diffe´rents modes de transport inte´gre´s ne sont pas centralise´e, l’approche base´e
sur les Syste`mes Multi-Agents (SMA) est adopte´e pour ce proble`me d’optimisa-
tion distribue´e. Toujours dans le but de l’e´laboration d’un syste`me temps re´el,
performant et compe´titif a` grande e´chelle, nous nous concentrons sur l’alliance
des SMA et de l’optimisation. La mise en place de cette alliance permet d’inte´grer
le sens d’optimisation au sein des agents par les conciliations de leurs comporte-
ments pour la recherche des solutions optimales. En outre, la coalition des agents
au sein des SMA, qui repre´sentent les tronc¸ons de route, relie les diffe´rents services
de transport pour assurer un trajet complet.
— Imple´mentation et e´valuation de l’approche propose´e. Les fondements
the´oriques peuvent aussi eˆtre ve´rifie´s par la voie expe´rimentale. La mise en pra-
tique des approches propose´es permet de re´soudre les proble`mes re´els et de fournir
des sce´narios qui seront applique´s et qui permettront leurs e´valuations.
Organisation du me´moire
Ce rapport de the`se se divise en cinq chapitres qui sont re´sume´s ci-dessous.
Chapitre 1 : Mode de transport et comodalite´, contexte et pre´sentation du
proble`me. Nous commenc¸ons par pre´senter les transports en ge´ne´ral en France, puis
les modes de transport en soulignant la notion de ve´hicule partage´ et son inte´gration
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au re´seau multimodal. Par la suite, nous pre´sentons un e´tat de l’art des syste`mes d’in-
formation de transport. Ensuite, nous de´finissons la proble´matique traite´e ainsi que la
strate´gie de re´solution.
Chapitre 2 : Graphe, syste`me multi-agents et optimisation ; au service d’un
syste`me de transport comodal distribue´ et efficace. Le deuxie`me chapitre pre´sente
les fondements the´oriques de la proble´matique traite´e. Nous commenc¸ons par pre´senter la
the´orie des graphes utilise´e pour la modalisation, les algorithmes de recherche d’itine´raire,
ainsi que les techniques d’acce´le´ration du calcul. Nous nous inte´ressons e´galement aux
approches multi-agents pour lesquels nous pre´sentons un e´tat de l’art. En fin, nous met-
tons l’accent sur l’alliance entre optimisation et syste`mes multi-agents.
Chapitre 3 : Planification d’itine´raire et proble`me d’affectation au sein d’un
syste`me de transport comodal. La mode´lisation du re´seau de transport comodal est
pre´sente´e en premier lieu. L’algorithme de planification d’itine´raire est de´veloppe´ en uti-
lisant des heuristiques manipulant de feneˆtres horaires. Il s’en suit, la re´solution a` l’aide
des algorithmes e´volutionnistes du proble`me d’affection des voyageurs aux ve´hicules sur
les sections de route concerne´es, ce dernier est formule´ comme un proble`me d’optimisa-
tion multiobjectif.
Chapitre 4 : Architecture multi-agents et mise en œuvre des coalitions d’agents
pour la composition des itine´raires. Dans la quatrie`me partie, nous pre´sentons dans
un premier temps l’architecture du syste`me propose´ ; a` savoir un syste`me base´ sur les
multi-agents. Dans un second temps, les agents composant cette architecture sont de´finis
avec des de´tails sur leurs comportements. Puis, apre`s avoir obtenu les re´sultats d’affecta-
tion repre´sente´s par les agents communicants, nous e´tablissons le mode`le de la coalition
de ces entite´s avec les protocoles et les interactions pour reformuler les itine´raires.
Chapitre 5 : Imple´mentation et de´ploiement de la solution propose´e. Le cin-
quie`me et dernier chapitre concerne l’imple´mentation et le de´ploiement de l’approche
propose´e, les architectures logicielles avec leurs outils utilise´s sont pre´sente´es. Les diffe´rents
sce´narios d’application sont e´galement expose´s.
Conclusion ge´ne´rale. Nous finissons ce rapport de the`se en pre´sentant un bilan de
nos travaux de recherche et nous de´velopperons quelques pistes pour nos travaux futurs
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I.1 Introduction
Dans ce chapitre, nous pre´sentons le proble`me de transport comodal utilisant e´galement
les ve´hicules partage´s au meˆme titre que le transport en commun. Nous donnons un
panorama du transport en France et les moyens de´ploye´s, nous expliquons e´galement la
notion de ve´hicules partage´s : le covoiturage et l’autopartage. Un e´tat de l’art concernant
les syste`mes existants est re´alise´. Nous finissons par de´crire et formuler notre proble`me
ainsi que le plan de re´solution mis en place.
I.2 Les transports en France
La France dispose d’un re´seau de transport assez dense, regroupant le re´seau routier, fer-
roviaire, me´tropolitain, maritime, etc. L’utilisation de ve´hicule personnel est ple´biscite´e,
en effet, 60% des de´placements urbains se font avec ce mode de transport. L’impact envi-
ronnemental ainsi que l’engorgement du re´seau routier sont devenus une pre´occupation
majeure pour les autorite´s, qui essayent de re´duire, ou voir, mieux utiliser ce moyen de
transport.
I.2.1 Impacts e´cologiques
Le secteur de transport occupe le triste record du premier e´metteur de gaz a` effet de serre
(GES), avec 27% des e´missions de CO2, loin devant l’agriculture (18,2%), de l’industrie
manufacturie`re et construction (13,0%) ou encore l’industrie de l’e´nergie (11,7%). En
l’espace de deux de´cennies (de 1990 a` 2012), les e´missions de GES dans le domaine des
transports en France ont augmente´ de 9%. 1
Si on analyse les e´missions de GES concernant le transport, on constate que 21,5% des
e´missions sont imputables au transport de marchandises utilisant les poids lourds et
seulement 3,5% sont dues au transport ae´rien. Il en de´coule que le plus gros responsable
est le ve´hicule personnel avec 53,1% des e´missions. Ramene´ a` l’e´chelle nationale et sur
l’ensemble des causes, le ve´hicule personnel contribue a` hauteur de 20% du total des
e´missions des GES (statistiques e´tablies en 2012).
1. Service de l’Observation et des Statistiques (SOeS) du commissariat Ge´ne´ral au De´veloppement
Durable (CGDD)
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I.2.2 E´volution des transports
Le de´placement des voyageurs en France, comme en Europe, ne cesse de croˆıtre. En
effet, la distance parcourue pour les trajets quotidiens ou fre´quents (par exemple :
de´placements domicile-travail) et les trajets touristiques ont conside´rablement augmente´.
La voiture particulie`re a vu son utilisation augmente´e et encourage´e par le pouvoir pu-
blic depuis des de´cennies, quand bien meˆme que l’acquisition et l’entretien d’un ve´hicule
prive´ couˆte de plus en plus cher. Selon l’e´tude de l’INSEE 2, la possession annuelle d’un
ve´hicule personnel couˆte 4 273 euros en 2004, et l’utilisation des routes couˆte 26 mil-
liards d’euros 3. La Figure I.1 montre l’e´volution des voyageurs en France. La proportion
en ve´hicules prive´s se stabilise a` 83% alors que 985 milliards de voyageurs-kilome`tres
(l’unite´ “voyageur-kilome`tre” e´quivalente au transport d’un voyageur sur un kilome`tre)







































Évolution des transports intérieurs de voyageurs par mode 
V-Voitures particulières  V-Autobus, autocars 
V-Transports en commun ferroviaires V-Transports aériens  
Note : Transit inclus, métropole seule, sans l’outre-mer, trajets outre-mer-métropole non inclus. 
Source : SOeS, CCTN, juillet 2013. 
Figure I.1: E´volution des transports inte´rieurs de voyageurs par mode 4
Cette excessive utilisation du ve´hicule personnel a ine´vitablement conduit a` une consom-
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I.2.3 Vers une mobilite´ durable
L’impact environnemental de notre manie`re de se de´placer n’est plus a` ignorer, les au-
torite´s publiques sont de plus en plus sensibles et encouragent les initiatives innovantes
dont l’objectif est de re´duire cet effet ne´gatif sur l’environnement. Parmi celles qui nous
inte´ressent, ceux qui consistent a` de´velopper des plateformes logicielles adapte´es afin
d’offrir des solutions plus e´conomiques et plus souples. Certaines plateformes inte`grent
des services effectue´s par diffe´rents exploitants de transport. L’offre permet sur des
crite`res varie´s, de planifier des itine´raires et de les proposer aux usagers afin d’offrir des
solutions de de´placement dans le cadre d’une mobilite´ durable.
Parmi les objectifs de la strate´gie nationale du de´veloppement durable 5, a` l’e´chelle natio-
nale, est de re´duire les de´placements contraints et de de´velopper des syste`mes innovants
re´pondant aux besoins de performances e´conomiques, e´cologiques et de cohe´sion sociale.
Dans nos travaux, nous traitons le proble`me de la planification d’itine´raire en proposant
une coalition de plusieurs modes : les transports en commun et les ve´hicules partage´s
comme le covoiturage et l’autopartage.
I.3 Diffe´rents types de modes de transport
Les moyens de transport peuvent eˆtre classe´s selon diffe´rents crite`res : urbain ou extra-
urbain, selon le type de fonctionnement ; prive´ ou public, selon leurs niveaux et types
de service, ou encore, selon le type de ve´hicule utilise´. L’hybridation des diffe´rents
moyens de transport pour effectuer un de´placement est favorise´e en vue de profiter
de la comple´mentarite´, de la flexibilite´ et de souplesse de chaque moyen.
I.3.1 Diffe´rents moyens de transport
Les transports publics sont propose´s par la collectivite´ et ils offrent des services ouverts
au grand public. Les informations le concernant sont disponibles et accessibles par tous.
Pour le service public re´gulier de transport de personnes, les itine´raires, les arreˆts, et les
horaires (tableaux de marche) sont publie´s avant sa mise en service. Ce type englobe les
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De l’autre cote´, il existe des moyens de transport prive´s utilise´s par un individu pour
son propre compte. Graˆce a` ses nombreux avantages (simplicite´ et rapidite´), la voiture
prive´e est devenue une ne´cessite´ dans la vie quotidienne et souvent privile´gie´e pour les
de´placements personnels.
En plus des transports en commun et des voitures prive´es, de nouvelles utilisations de
la voiture, base´es sur la notion de ve´hicules partage´s, telles que le covoiturage et l’auto-
partage ont vu le jour. Ces moyens de transport sont conside´re´s comme comple´mentaire
aux modes pre´ce´demment cite´s.
I.3.2 Diffe´rents modes
Selon [Van Nes, 2002], le terme mode peut avoir divers sens selon le contexte d’usage.
Au niveau du service, une distinction entre le mode prive´ et le mode public peut eˆtre
identifie´e, le premier peut eˆtre repre´sente´ par le covoiturage, l’autopartage ou encore
le ve´lo, et le second correspond au train, bus ou encore le me´tro. Notre sujet de the`se
concerne les services de transport, le terme “mode” pour nous, sera associe´ au type
de ve´hicule. Pour les services publics de transport, les caracte´ristiques des ve´hicules
comme la vitesse, l’accessibilite´ et le couˆt sont fortement lie´s au re´seau qu’il soit urbain,
re´gional et/ou national. Pour le transport prive´, le re´seau peut se diviser en urbain et










Figure I.2: Diffe´rents types de modes (modifie´ de [Van Nes, 2002]).
I.3.2.1 Transport monomodal
Le de´placement re´alise´ en transport monomodal s’effectue en utilisant un seul mode
de transport tout au long du trajet. Meˆme s’il ne s’agit qu’un seul type spe´cifique de
ve´hicule, le transfert peut avoir lieu avec ce moyen de transport (par exemple Me´tro-
Me´tro, Train-Train).
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I.3.2.2 Transport multimodal
La multimodalite´ concerne toute offre de transport faisant usage de plusieurs moyens
de transport pour un de´placement d’une origine vers une destination. Comme il n’existe
pas de re´el consensus concernant la de´finition exacte, certaines chercheurs pre´fe`rent
employer le terme intermodal au lieu de multimodal. Un itine´raire multimodal est donc
un itine´raire combinant diffe´rents modes de transport tels que le me´tro, le train, le
bus, le ve´lo, ou encore, la marche a` pied. Diffe´rentes combinaisons de plusieurs moyens
peuvent coexister pour effectuer un trajet selon des crite`res impose´s. L’itine´raire ainsi
construit sera propose´ au de´cideur (par exemple le voyageur) qu’il pourra accepter ou
non. La difficulte´ de construire un tel itine´raire vient de l’obligation de la prise en compte
des diffe´rents modes de transport pour la planification de ce dernier, sans pour autant
oublier les contraintes temporelles repre´sente´es par les feneˆtres de temps pour le de´part
et/ou pour l’arrive´e qui rajoutent une couche de difficulte´ au proble`me.
I.3.2.3 Transport comodal
E´tant de´fini comme “la combinaison optimale des diffe´rents modes sur la chaˆıne de
transport ”, il correspond a` “l’utilisation intelligente et efficace des diffe´rents modes de
transport afin de profiter des avantages de l’un et de l’autre ”, ce terme de transport
comodal est introduit en 2006 par la commission europe´enne [officiel de l’Union eu-
rope´enne, 2007]. Il s’agit donc d’un mode particulier adoptant le transport sous toutes
ses formes en vue de pre´senter un service flexible offrant un maximum de souplesse a`
l’usager. Dans ce contexte, les combinaisons re´unissant les moyens de transport en com-
mun (Train, Me´tro, Bus) et prive´s (ve´hicule personnel) sont envisage´es. En opposition de
l’intermodalite´ (multimodalite´) qui incite a` utiliser plutoˆt les transports publics donnant
lieu de ce fait, a` une sorte de concurrence entre les services de transport se basant sur
l’une ou l’autre des offres collectives ou prive´e [of the european communities, 2001]. La
comodalite´ vient par ailleurs contrer cette rivalite´ pour imposer et instaurer un certain
e´quilibre mettant en exergue la comple´mentarite´ entre les modes de transports collec-
tifs et prive´s [Gille, 2006]. Selon [Giannopoulos, 2008], l’approche comodale consiste a`
de´velopper des infrastructures et agir avec des actions qui assurent une combinaison op-
timale des diffe´rents modes de transport. Les syste`mes de transports comodaux visent
a` assurer et a` fournir un service de qualite´ garantissant son optimalite´ e´conomique et
environnementale.
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I.4 Notion de ve´hicule partage´
Une pratique pour re´duire le nombre de voitures en circulation est de rendre les moyens
de transport initialement conc¸us pour une utilisation individuelle, collectifs mettant en
e´vidence la notion de partage de ve´hicule (services de covoiturage, autopartage. . .). Les
syste`mes base´s sur cette notion ont vu le jour suite au de´veloppement de plusieurs
travaux dans ce domaine de transport. Nous citons essentiellement deux cate´gories selon
leur fonctionnement :
— Autopartage : un ve´hicule de ce type est partage´ par pe´riode de temps par des
utilisateurs diffe´rents a` chaque fois.
— Covoiturage : un ve´hicule est partage´ pendant un meˆme intervalle de temps par
plusieurs personnes pour effectuer une partie ou la totalite´ d’un trajet commun.
I.4.1 Autopartage
L’autopartage (“Carsharing” ou “car clubs” a` l’anglaise) est un service de mobilite´ pro-
pose´ soit par une socie´te´ ou par une agence publique. Ce syste`me ne´cessite un adhe´sion
pre´alable au service, les clients peuvent effectuer des re´servations avant chaque prise de
ve´hicule qui est mis a` disposition [Clavel et al., 2008]. Au lieu de disposer d’une voi-
ture personnelle et d’un garage ou une place de stationnement prive´e, les membres d’un
service d’autopartage partagent ainsi l’usage d’un parc de ve´hicules.
I.4.1.1 Mode d’emploi d’autopartage
L’autopartage est un syste`me de transport personnel accessible a` toute personne posse´dant
un permis de conduire. Les abonne´s au service font une re´servation obligatoire soit par
te´le´phone, ou par Internet, ou par tout autre moyen avant de se rendre aux emplace-
ments pre´vus pour re´cupe´rer le ve´hicule. Plus pre´cise´ment, l’ensemble des ve´hicules de
la flotte est disponible a` une prise autonome, l’utilisateur posse´dant une carte a` puce
de´livre´e lors de l’abonnement au service et permettant soit d’ouvrir un boitier conte-
nant les cle´s ou de´verrouiller directement le ve´hicule via un ordinateur embarque´ [Clavel
et al., 2008].
Concernant la tarification de ce service, outre les frais d’abonnement, les ve´hicules en
libre-service sont a` des tarifs attractifs base´s sur l’utilisation re´elle et incluant le carbu-
rant, l’assurance et la maintenance. Concre`tement, le tarif de´pend de la dure´e d’utilisa-
tion et de la distance parcourue. De plus, ce mode de transport permet aux clients de
be´ne´ficier de la gratuite´ des parkings. Dans la plupart des cas, il est plus avantageux
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pour les individus d’utiliser cette formule qu’acque´rir un ve´hicule personnel (prix de
ve´hicule, assurance, carburant,. . .).
I.4.1.2 Syste`mes existants d’autopartage
Cre´e en 1948 a` Zurich (Suisse), le SEFAGE est le premier club a` but non lucratif avoir
pratique´ l’autopartage, il s’agit d’un club de conducteurs dans lequel les membres cotise´s
pour acque´rir un ve´hicule. Apre`s cette premie`re expe´rience sans trop de suite, l’auto-
partage a connu un grand de´veloppement lors de ces dernie`res anne´es, des syste`mes
analogues au premier ont vu le jour un peu partout dans le monde pour exploiter cette
ide´e.
En France, de nombreux services d’autopartage ont e´te´ mis en place et de´ploye´s au cours
de ces dernie`res anne´es. Nous citons ici quelques uns comme Lilas a` Lille, Autolib’ a` Paris,
citizprovence en Provence, Mobilib a` Toulouse. Le service d’Autolib’ de Paris, qui existe
depuis trois ans, connaˆıt aujourd’hui un incontestable succe`s. Disposant de 2600 voitures
e´lectriques stationne´es dans 900 parkings de´die´s, ce service d’autopartage est tre`s utilise´,
il compte plus de 66000 abonne´s actifs qui re´alisent 14000 locations quotidiennes pour
rouler 9 kilome`tres pendant 36 minutes. Au niveau mondial, divers syste`mes existent,
nous citons par exemple, CityCarClub en Grande-Bretagne, Communauto au Canada
et mobility qui occupe le plus grand marche´ en Suisse avec plus de 800000 abonne´s et
10000 ve´hicules a` travers 470 villes, et en fin, ZipCar aux E´tats-Unis qui est le premier
acteur mondial.
I.4.1.3 Utilisation combine´e avec le transport en commun
Pour obtenir une mobilite´ combine´e plus e´tendue et plus flexible, il est important de
de´velopper de fortes liaisons entre les ope´rateurs de transport en commun et ceux d’auto-
partage. Localement, les ope´rateurs du syste`me d’autopartage donnent la possibilite´ de
combiner les abonnements a` leurs produits et ceux des transports en commun. Ces abon-
nements combine´s, comme celui de Lilas, qui offre une re´duction de 50% sur l’abonne-
ment si l’utilisateur a de´ja` un abonnement transport en commun. La mise en place de
cette pratique dans les villes disposant d’un service d’autopartage encourage l’utilisation
de ce service e´mergeant.
A` l’e´chelle nationale, pour un trajet qui se fait principalement en train, le dernier tronc¸on
entre la gare et la destination finale peut eˆtre effectue´ en autopartage avec le service
de re´servation d’un ve´hicule proche de la gare, en cas de perturbations ou de la non
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de´serte de la destination finale par les transports en commun. Cette utilisation com-
bine´e transport en commun et autopartage favorise l’utilisation des transports publics,
permet d’augmenter la multimodalite´, re´alise un gain e´conomique (en e´vitant les couˆts
d’acquisition et d’entretien d’un ve´hicule rarement utilise´) et un gain environnemental
(re´duction de la pollution et des GES).
I.4.2 Covoiturage
L’ide´e du mode de transport base´ sur le concept de partage de ve´hicule prive´, appele´
covoiturage (carpooling ou ride-sharing en anglais), est ne´e dans les anne´es 50 [Fagin
and Williams, 1983] [Teal, 1987]. Depuis, ce mode de mobilite´ n’a cesse´ d’e´voluer car
il offre un couˆt d’utilisation re´duit (partage des frais), et permet e´galement de re´duire
l’impact des de´placements individuels sur l’environnement (re´duction de la pollution).
I.4.2.1 Mode d’emploi de covoiturage
Dans [Dailey et al., 1999], un trajet est de´fini comme un seul voyage d’un lieu ge´ographique
a` un autre. La demande de chaque voyageur comprend donc deux points : l’origine et la
destination. Pour un trajet de covoiturage, il faut au moins deux participants qui par-
tage un meˆme ve´hicule pour tout ou parti d’un trajet. Un trajet de covoiturage re´ussi
ne´cessite donc un point “collecte” (pick-up, le lieu ou` le participant est re´cupe´re´) et un
point de “de´poˆt” (drop-off, le lieu ou` le participant descend).
De´finition : Participant de covoiturage : un voyageur qui n’est pas le chauffeur de
ve´hicule sur le trajet de covoiturage qu’il effectue. Il cherche des offres de trajet.
De´finition : Chauffeur de covoiturage : un voyageur qui est le chauffeur du ve´hicule sur
le trajet qu’il propose pour le covoiturage. Il fournit les offres de trajet.
Selon son mode et re´gime, le covoiturage se divise en deux modes : organise´ et non
organise´ (spontane´).
Le covoiturage non-organise´ concerne souvent les individus qui se connaissent, comme
les colle`gues ou les amis. Ce type de covoiturage existe depuis longtemps. Les personnes
sans relation directes peuvent e´galement l’utiliser, on parle alors de covoiturage ad-hoc. A`
cause du manque de communication efficace, ce type de covoiturage n’est pas populaire.
Le covoiturage organise´ concerne les entite´s interme´diaires (par exemple les agences) qui
effectuent la taˆche de matching entre les participants et les chauffeurs. Cette entite´ de
mise en relation entre les chauffeurs et les participants peut prendre plusieurs formes :
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associations et collectivite´s (un cadre privile´gie´ de´die´ au covoiturage), centre de mobilite´
(structure qui rassemble les informations sur les offres de transport), entreprises ou
administrations et les sites Internet de covoiturage (pour les particuliers). Graˆce a` ces
entite´s interme´diaires, ce type de covoiturage posse`de un grand potentiel.
De´finition : matching de covoiturage : La mise en relation entre le participant et le
chauffeur par un interme´diaire.
Dans [Furuhata et al., 2013], 4 mode`les de matching sont classifie´s : le covoiturage
identique, le covoiturage inclus, le covoiturage partiel et le covoiturage avec de´tour,









Pick-up du participant Drop-oﬀ du participant
{
Figure I.3: Diffe´rents mode`les de matching de covoiturage
Ces 4 mode`les illustre´s dans la Figure I.3 sont de´crits comme suivant :
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— Mode`le 1 (covoiturage identique) : Le chauffeur et le participant ont des
points de de´part et d’arrive´e identiques.
— Mode`le 2 (covoiturage inclus) : Les points de de´part et d’arrive´e du partici-
pant sont sur le trajet initial du chauffeur.
— Mode`le 3 (covoiturage partiel) : Les points de de´part et d’arrive´e du par-
ticipant ne sont pas sur le trajet initial du chauffeur. Par contre, les points de
pick-up et drop-off sont sur ce meˆme trajet.
— Mode`le 4 (covoiturage avec de´tour) : Les points de pick-up et drop-off ne
sont pas sur le trajet initial du chauffeur.
I.4.2.2 Syste`mes existants de covoiturage
Selon les gestions de matching de covoiturage, ce type de service se divise en deux
cate´gories : le covoiturage dynamique en temps-re´el et le covoiturage statique.
— Covoiturage dynamique en temps-re´el [Agatz et al., 2012] [Deakin et al.,
2010] [Amey, 2010] : ce type de covoiturage permet un matching automatique
entre le chauffeur et le participant quelques minutes avant le de´part. C’est une
nouvelle tendance dans le domaine de covoiturage pour ge´rer les offres et les
demandes et actualiser le matching sur une toute petite feneˆtre de temps ou en
temps re´el. Le matching est base´ sur les e´le´ments suivants : les points de pick-up
et drop-off et les heures de rendez-vous a` partir des itine´raires et des horaires
de´clare´s par le chauffeur et le participant.
Le principe de covoiturage dynamique propose´ par Covivo est d’informer le chauf-
feur en temps re´el de la position du participant potentiel ayant la meˆme destina-
tion que lui. d’autres syste`mes base´s sur le meˆme principe en temps re´el existent
comme GoLoco, Easy-Rider ou encore T.e´covoiturage.
— Covoiturage statique : La majorite´ des approches existantes fait partie de cette
cate´gorie. Dans le cas ge´ne´ral, au lieu de matching sous forme automatique, l’uti-
lisation de ce type de covoiturage ne´cessite une inscription pre´alable pour avoir
acce`s aux diffe´rentes fonctionnalite´s offertes, par exemple chercher des demandes
de covoiturage, et consulter les donne´es correspondant au trajet comme le type de
ve´hicule, le chauffeur, l’autorisation de bagage grande format, ou encore, mettre
en ligne des offres de covoiturage.
Le syste`me d’idvroom se pre´sente sous cette forme et propose des trajets uniques
ainsi que des trajets re´guliers domicile-travail. Blablacar, un syste`me de covoitu-
rage statique, a connu un grand succe`s re´cemment.
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I.4.2.3 Utilisation combine´e avec le transport en commun
Pour assurer la continuite´ du trajet, il faut que les lieux de rendez-vous soient accessibles
pour les participants et les voitures a` la fois. Pour un covoiturage, il est ne´cessaire de
bien se´lectionner le lieu de drop-off pour rejoindre e´ventuellement les transports public.
D’une part, des panneaux de´die´s au covoiturage sont installe´s dans certaines villes. Ces
panneaux sont pris comme lieu de rendez-vous fixe´ entre les chauffeurs et les participants
de covoiturage. Ils sont tre`s souvent a` proximite´ des arreˆts de transport en commun,
donc facilement accessibles apre`s la descente du ve´hicule ou du transport en commun.
Paralle`lement, le stationnement temporaire est autorise´ pour les ve´hicules qui attendent
les participants.
D’autre part, il est pre´fe´rable de choisir les points de pick-up et drop-off pre`s des gares de
transport en commun pour les personnes utilisant le covoiturage. C’est de´ja` une pratique
tre`s courante.
I.4.3 Comple´mentarite´ des moyens de transport
En ce qui concerne la flexibilite´, la se´curite´ ou la continuite´ des trajets, conside´rer les
moyens de transport chacun dans son propre contexte semble insuffisant. Les transports
en commun sont pre´conise´s pour les de´placements en ville pour des raisons de pollu-
tion et de couˆt. Par ailleurs, la ne´cessite´ des de´placements occasionnels hors des zones
d’urbanisation et le manque de desserte re´gulie`re de ces zones, voir son absence total,
imposent la voiture comme un moyen de transport essentiel. Le ve´hicule personnel offre
a` l’usager la liberte´ et la flexibilite´ souhaite´e, par contre, elle induit un couˆt financier et
environnemental.
Les transports collectifs reme´dient aux principaux proble`mes de l’usage abusif de la
voiture en cre´ant des modes de transports e´conomes en termes de consommation. Malgre´
la grande e´volution, le transport en commun reste insuffisant les restrictions impose´es
pour son e´talement ge´ographique ainsi que les risques potentiels pouvant provoquer les
perturbations sur les re´seaux de transports collectifs freinent son de´veloppement.
I.5 Syste`me d’information d’aide a` la mobilite´
Un Syste`me d’Information (SI), est un ensemble organise´ de ressources qui permet le
regroupement, la classification, le stockage, le traitement et la diffusion de l’information
sur un environnement donne´.
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Dans le domaine de transport, le syste`me d’information servant a` l’information des
voyageurs correspond au Syste`me d’Information d’Aide au De´placement (SIAD). Ce
dernier a pour fin d’assister les voyageurs dans leur de´placement en leur fournissant les
informations dont ils ont besoin.
I.5.1 Quelques syste`mes existants
Les ope´rateurs locaux de transports en commun fournissent leurs outils se´pare´ment.
Les grandes entreprises comme Google proposent e´galement des offres de service de
planification d’itine´raire.
Nous allons examiner les services de transport en commun a` Paris (France) : ratp.fr, de
covoiturage en France : covoiturage.fr et Google Transit.
Lors d’une requeˆte sur ratp.fr, les entre´es sont la station, le lieu ou l’adresse de de´part
et d’arrive´e, l’heure de de´part ou d’arrive´e, le jour, les pre´fe´rences sur le mode et les
crite`res. Un re´sultat de requeˆte de ratp.fr se pre´sente comme sur la Figure I.4. Les
re´sultats montrent pour chaque itine´raire le temps de voyage, la tarification et le nombre
de transfert. La dure´e du trajet est calcule´e en temps re´el. La re´ponse a` la recherche
est rapide avec une bonne performance. Cependant, les re´sultats ne concernent que
les moyens de transports de la RATP sans l’inte´gration des autres modes comme le
covoiturage, ou le ve´lo en location.
Le plus rapide : 14 min(minute) IMPRIMER ENVOYER
Départ : 9h(heures)26 Durée totale : 14 min(minute) Zones : 1-1 Arrivée : 
9h(heures)40
 Trafic normal, pas de perturbation identifiée sur cet itinéraire (vérification effectuée le 03/12/14 à 00h45) *
Itinéraires Gérer vos favoris
Partir plus tard Arriver plus tôt Réinitialiser Rechercher
Heure Départ à  09h  25 Date 03/12/2014
Mode  Tous
 Ferré (Métro, RER, SNCF, Tramway)
 Bus, Tramway
Critères  Le plus rapide
 Le moins de correspondance
 Le moins de marche à pied
 Départ
Gare Du Nord (RER), Paris   
Arrivée
Gare De Lyon (METRO), Paris   
Figure I.4: Requeˆte de Gare du Nord a` Gare de Lyon avec RATP
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Le site covoiturage.fr est une plateforme qui permet de mettre en relation les chauffeurs
avec les participants de covoiturage. Les re´sultats d’une requeˆte se pre´sentent comme
sur la Figure I.5. Pour lancer une recherche, il faut comple´ter les champs suivants : lieux
de de´part et d’arrive´e et la date. Il est possible d’ajouter des crite`res supple´mentaires,
comme la plage horaire de de´part, l’expe´rience du chauffeur, le type de ve´hicule. etc.
Les re´ponses aux requeˆtes peuvent eˆtre trie´es par heure de de´part ou par couˆt de trajet.
Il est a` noter, qu’il n’est pas possible d’inte´grer les autres moyens de transport avant ou






Prix plus élevés (4)
Temps de réponse
 Immédiat (52)
 - de 1h (55)
 - de 3h (66)
 - de 6h (71)
 - de 12h (74)
 Tous (74)
Photo




 Expert et + (39)
 Confirmé et + (45)




 Confortable et + (38)
 Normal et + (66)
 Tous (74)
Créez une alerte email !
Créer une alerte pour recevoir chaque nouvelle annonce Paris - Lille par email.
06/12/2014  Votre email  Créer une alerte
Paris   Lille  06/12/2014  Rechercher
Heure de départ : 1h - 23h




⋆  4.8 - 35 avis
Samedi 06 décembre à 01h25
Castres → Paris → Lille 
 RDV à Paris : voir avec le conducteur
 Lille, France










⋆  4.9 - 23 avis
Samedi 06 décembre à 01h30
Paris → Lille 
 Cabaret sauvage Paris
 Porte des Postes, Lille









⋆  4.0 - 2 avis
Samedi 06 décembre à 06h
Nanterre → Lille 
 Nanterre - Préfecture, Nanterre
 Lille









⋆  4.5 - 58 avis
Samedi 06 décembre à 07h
Paris → Lille → Roubaix 
 Porte de Clignancourt, Paris 18, Paris
 RDV à Lille : voir avec le conducteur










⋆  4.6 - 9 avis
Samedi 06 décembre à 07h
Neuilly-Sur-Marne → Lille 
 Neuilly-sur-Marne
 Lille







Figure I.5: Re´sultats d’une requeˆte de covoiturage de Paris a` Lille avec covoiturage.fr
Google Transit (transit.google.fr ou maps.google.fr) est un ensemble d’outils qui
est disponible gratuitement dans plusieurs villes a` travers le monde. Comme sur ratp.fr,
les entre´es de requeˆtes sont le lieu ou adresse de de´part et d’arrive´e, l’heure de de´part
ou d’arrive´e, le jour, les pre´fe´rences sur le mode de transport et sur les crite`res. Le
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re´sultat de requeˆte est visualise´ comme sur la Figure I.6. Cet outil supporte a` la fois les
informations statiques et en temps re´el du trafic public. Ce dernier concerne les e´le´ments
arreˆts, routes, horaires et autres de´tails. Concernant la pre´fe´rence de mode, le transport
en commun ou le trajet avec ve´hicule peut eˆtre choisi, l’itine´raire de la combinaison
entre ces deux modes n’est pas possible. Le ve´hicule partage´ n’est pas non plus inte´gre´.
(A) Requeˆte de Gare du Nord a` Stade de France
avec Google Transit avec voiture prive´e
(B) Requeˆte de Gare du Nord a` Stade de France
avec Google Transit avec transport en commun
Figure I.6: Requeˆte avec Google Transit 6
I.5.2 Syste`me d’information d’aide a` la mobilite´ de transport multi-
modal
Ge´ne´ralement, un syste`me de transport multimodal correspond au syste`me de transports
en commun. Nous l’ajouterons ici pour que les ve´hicules partage´s soient conside´re´s lors
de la planification d’itine´raire. Le covoiturage et l’autopartage sont les modes a` choisir
comme pre´fe´rences pour les utilisateurs. Prenons en compte tous les modes, il s’agit donc
de l’agre´gation des syste`mes des diffe´rents ope´rateurs pour un syste`me d’information de
transport multimodal.
6. Les images produites avec Google Maps c© mapping service
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Il y a deux solutions pour calculer des itine´raires au sein d’un syste`me d’information pour
le transport multimodal. La premie`re est de rassembler les donne´es issues de plusieurs
ope´rateurs et leurs faire un pre´traitement afin de pouvoir les utiliser pour exe´cuter les
algorithmes de planification. Cette manie`re a plusieurs inconve´nients dont le principal
est que les donne´es ne sont pas toutes disponibles en raison de la se´curite´ et de la
confidentialite´ e´voque´es par les diffe´rents ope´rateurs. De plus, le fait que les donne´es
soient parfois dynamiques et en temps re´el rend le traitement des donne´es plus complique´,
par exemple les offres de covoiturage. La deuxie`me solution, calculer les itine´raires a`
travers les sous-syste`mes inte´gre´s par les portails qui sont des serveurs se´curise´s de´die´s
qui renvoient les re´sultats sous une certaine forme. Les itine´raires sont calcule´s a` partir
de ces re´sultats.
I.6 La proble´matique a` traiter
La planification d’itine´raire en transport multimodal soule`ve le proble`me de trouver les
“bons” trajets a` travers des re´seaux de transports combine´s, comprenant le transport en
commun ainsi que les autres modes de transport. Un trajet ou` se rencontrent le transport
public et les ve´hicules partage´s peut eˆtre tre`s attractif graˆce a` leur comple´mentarite´. Ac-
tuellement, parmi les syste`mes existants on ne trouve pas de syste`mes ou` les ve´hicules
partage´s sont inte´gre´s pour re´pondre aux besoins des utilisateurs. Nous de´cidons donc
de travailler sur cet axe de recherche afin de mieux re´pondre aux attentes. Avec les ser-
vices de transport existants, nos travaux de recherche visent a` inte´grer non seulement le
transport en commun, mais aussi le service des ve´hicules partage´s comprenant le covoi-
turage, l’autopartage ainsi que le ve´lo-partage (ve´lo en libre-service) dans l’optique de
proposer une planification d’itine´raire qui vise a` re´pondre aux requeˆtes avec les parcours
optimaux selon les crite`res impose´s.
Les crite`res pour les “bons” trajets peuvent eˆtre la minimisation du temps d’arrive´e, la
dure´e de parcours ou le couˆt du trajet etc. Une combinaison entre certains crite`res peut
eˆtre aussi un crite`re de “bon” trajet. En effet, diffe´rents utilisateurs mettent des poids
sur les crite`res, il faut donc donner plus de flexibilite´ aux utilisateurs.
Pour un sce´nario re´el qui peut se produire au sein d’un syste`me a` grande e´chelle, les
requeˆtes peuvent eˆtre multiples et simultane´es. Il faut e´galement conside´rer le fait que les
pre´fe´rences des utilisateurs ne sont pas force´ment uniformes et les stocks des ve´hicules
ou les places disponibles sont parfois limite´s, les solutions seront fournies en re´pondant
aux besoins des utilisateurs et garantissant une attribution optimale des ressources de
transport.
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I.6.1 Une approche propose´e pour re´soudre le proble`me
La Figure I.7 montre les de´marches a` suivre pour le proble`me cible´. Trois niveaux de
planification se pre´sentent, chacun accueille un processus d’optimisation.
Dans un premier temps, les requeˆtes d’itine´raires sont rec¸ues et re´solues avec l’algo-
rithme de la planification d’itine´raire, a` l’issue duquel les itine´raires sont donne´s. En
prenant en compte des feneˆtres de temps pre´cis au moment du lancement de requeˆtes,
nous identifions les offres disponibles (les ve´hicules pour le transport public ainsi que le
covoiturage, l’autopartage) sur les composants des itine´raires, donc sur les sections.
Dans le deuxie`me niveau, les itine´raires en sections avec les offres identifie´es sont rec¸ues
de l’e´tape pre´ce´dente. Ces offres seront affecte´es aux demandes concernant la meˆme sec-
tion avec un autre processus d’optimisation. Concre`tement, des me´taheuristiques seront
mises en place pour re´aliser cette e´tape d’optimisation.
Dans le dernier niveau, les passagers et les ve´hicules sont de´ja` mis en relation sur les
tronc¸ons de route. Afin d’avoir des itine´raires complets, nous allons recombiner ces mor-
ceaux de routes afin d’obtenir les itine´raires complets avec un processus de coalition.
Pour re´soudre un proble`me d’optimisation dynamique et distribue´e, nous nous permet-
tons de profiter de l’apport des syste`mes multi-agents qui ont fait leurs preuves dans ce
domaine. L’une des originalite´ de notre travail re´side dans l’union entre l’optimisation
et le syste`me multi-agents utilise´ pour la re´solution du proble`me.
I.7 Conclusion
Dans ce premier chapitre, nous avons pre´sente´ le contexte de la mobilite´ ainsi que la
multimodalite´ de transport. En particulier, l’accent est mis sur la notion de ve´hicule
partage´ avec ses classifications et ses fonctionnements. La comple´mentarite´ et l’utilisa-
tion combine´e potentielle de ce dernier avec le transport en commun donne une nouvelle
voie pour la mobilite´ personnelle dans un re´seau inte´gre´. Nous nous orientons vers ce
domaine pour la planification d’itine´raire.
Dans la section I.6.1, une me´thode de re´solution a` trois e´tapes est propose´e pour ce
proble`me spe´cifique pre´sente´ ci-dessus.
Dans le chapitre suivant, nous allons pre´senter les ge´ne´ralite´s des graphes servant de
base a` la planification d’itine´raire, les algorithmes courants ainsi que les techniques
d’acce´le´ration. Nous allons aussi e´tablir le mode`le de donne´es sur lequel les algorithmes
sont fonde´s.













Figure I.7: Cadre de re´solution du proble`me avec une proce´dure de trois niveaux pour
les requeˆtes multiples simultane´es
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II.1 Introduction
Sur la base de la proble´matique e´nonce´e dans le chapitre pre´ce´dent, nous pre´senterons
dans celui-la` les fondements essentiels et les techniques spe´cifiques pour re´soudre le
proble`me de cheminement, ainsi que les principes de la mode´lisation et de l’optimisation.
Ce chapitre a donc pour objectif de pre´senter l’e´tat de l’art et les approches dont nous
avons besoin pour re´soudre le proble`me pose´.
Nous nous concentrons fondamentalement dans ce chapitre sur les trois aspects suivants :
1. La the´orie des graphes qui est l’essence de presque tous les travaux traitants de
la planification d’itine´raire. Nous introduisons les algorithmes et leurs techniques
d’acce´le´ration.
2. L’optimisation. A` travers des concepts essentiels lie´s a` l’optimisation, nous nous
focaliserons sur le principe d’optimalite´ et l’optimisation multicrite`re ainsi que sur
les me´taheuristiques comme l’algorithme ge´ne´tique que nous utiliserons par la suite
pour re´soudre le proble`me d’affectation.
3. Le Syste`me Multi-Agents (SMA) qui constitue d’une abstraction en faveur de la
mise en œuvre d’une optimisation distribue´e. Avant de de´crire son imple´mentation
dans notre syste`me, nous e´voquerons les concepts essentiels et caracte´ristiques des
agents, leurs capacite´s de communiquer et de ne´gocier, permettant la coalition des
agents aupre`s des protocoles spe´cifiques.
Ce travail s’appuie sur les e´le´ments d’e´tat de l’art que nous avons pre´sente´ pre´ce´demment
afin de proposer un syste`me d’information distribue´ de transport comodal a` base d’agents
communicants pour re´pondre efficacement aux demandes d’itine´raires et ge´rer les res-
sources de transport.
Ce chapitre se divise en trois parties : tout d’abord, nous pre´sentons la the´orie des
graphes et les algorithmes de planification d’itine´raire, ainsi que les techniques auxiliaires
qui permettent l’acce´le´ration de ces algorithmes. Ensuite, nous pre´sentons l’e´tat de l’art
sur l’optimisation dans la partie suivante. La troisie`me partie est de´die´e a` la mode´lisation
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multi-agents et ses fondements. Enfin, la dernie`re partie est destine´e a` l’alliance entre
l’optimisation et SMA, mettant en exergue les avantages de notre approche.
II.2 The´orie des graphes pour la planification d’itine´raire
La the´orie des graphes est conside´re´e comme l’un des outils essentiels pour re´soudre
les proble`mes de cheminement. Une bre`ve introduction a` la the´orie des graphes et au
proble`me du plus court chemin est expose´e dans cette section.
II.2.1 Notion de la the´orie des graphes
En 1736, Leonhard Euler publie un article sur le proble`me des sept ponts de Ko¨nigsberg.
Avec l’introduction d’une nouvelle structure de donne´es appele´e plus tard graphe, il
de´montre qu’il est impossible d’emprunter tous ces sept ponts une et une seule fois.
Avec le de´veloppement de la the´orie des graphes, cette structure de donne´es tre`s simple
a donne´ naissance a` de nombreuses applications dans tous les domaines lie´s a` la notion
de re´seau : le transport, la planification, la te´le´communication ou encore le re´seau social.
Figure II.1: Les sept ponts de Ko¨nigsberg
Le proble`me du plus court chemin repre´sente la base de tous les proble`mes de plani-
fication d’itine´raire. Le plus court chemin d’un point de de´part a` un point d’arrive´e
minimisant soit la distance, soit un autre crite`re similaire comme par exemple le temps.
Plusieurs algorithmes ont e´te´ mis au point : l’algorithme de Bellman-Ford, l’algorithme
de Johnson, et le plus connu, l’algorithme de Dijkstra [Dijkstra, 1959].
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Un graphe G = (V,A) est un graphe avec un ensemble de nœuds note´ V et un ensemble
d’arcs note´ A. Chaque arc (u, v) ∈ A posse`de un poids non-ne´gatif c(u, v). Le couˆt d’un
voyage d’un nœud a` un autre nœud voisin peut eˆtre repre´sente´ avec ce poids. En effet,
deux nœuds sont dit adjacents lorsqu’ils sont relie´s par un arc. Un graphe G posse´dant
des poids associe´s a` chacun de ses arcs, est appele´ : graphe ponde´re´ (ou value´).
Pour un graphe ponde´re´ G, le proble`me du plus court chemin est de´fini comme suit :
De´finition. Chemin : Un chemin (ou itine´raire) dans un graphe est une suite ordonne´e
de nœuds tels que chaque deux nœuds successifs soient relie´s par un arc.
De´finition. Longueur d’un chemin : Dans un graphe ponde´re´, la longueur d’un chemin
est la somme des poids des arcs traverse´s.
Pour plus de de´tails, nous vous invitons a` consulter les documents suivants : Graph
Theory [Diestel, 2005] et Introduction a` l’algorithmique [Cormen et al., 1996].
II.2.2 Le proble`me du plus court chemin
Pour le proble`me du plus court chemin de type un-a`-un, l’entre´e est un graphe G, un
point d’origine O ∈ V , et un point de destination D ∈ V . Le proble`me revient a` calculer
la longueur du plus court chemin de O a` D dans G, repre´sente´e avec l(O,D), autrement
dit la distance entre O et D.
Il existe plusieurs variantes du proble`me un-a`-un. Nous citons a` titre d’exemple :
— Le proble`me un-a`-plusieurs : ce proble`me consiste a` calculer des distances d’un
point de de´part donne´ O a` plusieurs points d’arrive´es au sein du graphe.
— Le proble`me plusieurs-a`-un : ce proble`me consiste a` trouver des distances d’un
ensemble de points a` un point d’arrive´e donne´ O.
— Le proble`me plusieurs-a`-plusieurs : ce proble`me peut eˆtre formule´ comme suit :
pour un ensemble S de points d’origine et un ensemble T de points de destination,
trouver les distances l(s, t) pour ∀s ∈ S et ∀t ∈ T . Quand S = T = V , le proble`me
devient de type tous-a`-tous.
II.2.3 Mode`les de graphes
Dans le but de mode´liser un re´seau de transport en commun ou un re´seau routier, il
est ne´cessaire de savoir mode´liser l’attente a` un nœud, le poids variable en fonction du
temps d’un arc. En se basant sur les tableaux horaires disponibles pour les re´seaux de
transports en commun, il est possible de construire un graphe G = (V,A), ensuite, il
Chapitre 2. Graphe, syste`me multi-agents et optimisation 29
devient possible d’appliquer les algorithmes de planification d’itine´raire pour calculer le
plus court chemin. Nous abordons dans cette partie trois approches de mode´lisation :
— graphe condense´ ;
— graphe de´pendant du temps ;
— graphe temps-e´tendu.
II.2.3.1 Graphe condense´
Le graphe condense´ est le mode`le le moins complique´ pour repre´senter un graphe temps-
de´pendent. En effet, les nœuds et les arcs ne changent pas par rapport au graphe statique.
Cependant, les poids des arcs sont mis a` jour comme le temps ne´cessaire le moins impor-
tant parmi toutes les connections potentielles entre les deux nœuds liants. L’avantage de
ce mode`le est sa taille assez petite ainsi que l’application des techniques d’acce´le´ration
pour la recherche du plus court chemin. Paralle`lement, il apporte des inconve´nients
ine´vitables. En effet, les poids des arcs qui de´pendent force´ment des temps de de´part
ne peuvent pas eˆtre affiche´s. Par conse´quent, le temps calcule´ entre les nœuds ne donne
qu’un seuil minimum sur le temps de voyage.
II.2.3.2 Graphe de´pendant du temps (time-dependent)
Dans le graphe de´pendant du temps, les poids des arcs sont repre´sente´s par des multi-
e´tiquettes contrairement aux graphes condense´s qui le sont avec une seule. Chaque temps
de de´part posse`de sa propre e´tiquette. Dans ce cas les poids peuvent eˆtre indexe´s avec
leurs temps de de´part. En comparaison avec le graphe condense´, le temps de voyage
est disponible pour diffe´rents de´parts en gardant l’avantage de la petite taille. Avec









Figure II.2: Graphe de´pendent du temps avec 3 nœuds
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La Figure II.2 illustre un exemple d’un graphe de´pendant du temps avec trois nœuds ou`
les arcs posse`dent une ou plusieurs e´tiquettes.
II.2.3.3 Graphe temps-e´tendu (time-expanded)
Dans les graphes pre´sente´s pre´ce´demment (condense´, de´pendant du temps), chaque
nœud correspond a` une position ge´ographique. Dans le graphe temps-e´tendu, les nœuds
sont de´double´s et associe´s chacun a` un instant pre´cis. Nous conside´rons le fait qu’un
tableau de marche d’une ligne de bus consiste en un ensemble d’e´ve´nements de´pendant
du temps qui ont lieu sur l’axe du temps discret. Chaque de´part et arrive´e a` diffe´rents
moments est conside´re´ comme un e´ve´nement, donc un nouveau nœud est ajoute´ dans
ce mode`le de graphe pour repre´senter chaque e´ve´nement. L’ide´e de ce mode`le est de
construire un graphe spatio-temporel (ou un graphe d’e´ve´nement) [Pallottino and Scu-
tella, 1998]. Dans ce graphe, chaque nœud est un couple d’un nœud ge´ographique et
d’un instant.
Avec le graphe temps-e´tendu, les e´ve´nements sont relie´s par des connections. Ces connec-
tions de´finissent les possibilite´s de passer d’un nœud a` un autre dans l’intervalle de temps
correspondant aux deux instants associe´s a` ces deux nœuds. Dans ce cas, le graphe de-
vient plus grand par rapport au graphe de´pendant du temps, ou` la taille est tre`s sensible
a` la feneˆtre de temps conside´re´e. Comme le nœud de la destination est divise´ en plusieurs
nœuds, ceci rend le proble`me de recherche bidirectionnelle plus complique´.









Figure II.3: Graphe temps-e´tendu avec 3 nœuds
Comme nous venons de le mentionner, la taille de ce type de graphe peut devenir de
plus en plus grande, en revanche, cet inconve´nient est compense´ par le fait que le graphe
est acyclique et posse`de une densite´ tre`s faible.
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Dans le travail de [Bast et al., 2010], ce mode`le de graphe est repris pour le calcul
d’itine´raires en transport en commun. Le pre´calcul du transfer pattern ayant pour but
d’avoir les correspondances a` utiliser entre deux arreˆts inde´pendamment de l’heure
permet d’augmenter e´norme´ment les performances. Pendant le processus de calcul de
l’itine´raire, le fait que seules certaines routes sont explore´es permet un calcul parti-
culie`rement rapide meˆme avec une optimisation bi-crite`re. Le calcul de toutes les corres-
pondances entre deux points ne´cessite trop de temps, donc les approximations le´ge`res
sont applique´es avec le risques de ge´ne´rer des solutions sous-optimales. A` titre d’exemple,
Google maps a applique´ cette technique.
II.2.4 Contrainte FIFO ou non-FIFO
Pour mode´liser un re´seau de transport en commun ou bien un re´seau routier, il faut
pouvoir mode´liser l’attente a` un nœud avec des graphes. Pour les graphes dynamiques,
nous en distinguons deux types : FIFO (First In, First Out) et non-FIFO. La contrainte
FIFO implique qu’il est ne´cessaire d’emprunter un arc (u, v) au plus toˆt pour une arrive´e
au plus toˆt en v. Si la contrainte FIFO n’est pas respecte´e, par exemple un bus de´passe
un autre entre deux arreˆts, il aurait e´te´ optimal d’attendre et prendre le deuxie`me bus
pour arriver plus toˆt, c’est le cas de non-FIFO. Dans la suite, nous nous concentrons sur
le crite`re de temps.
Formellement, la de´finition de FIFO pour un graphe est la suivante [Diestel, 2005] :
De´finition. FIFO : Un graphe G = (V,A) est un graphe FIFO si et seulement si
chaque arc (u, v) proce`de la proprie´te´ FIFO. Un arc (u, v) proce`de la proprie´te´ FIFO
si et seulement si : c(u, v, t0) ≤ t∆ + c(u, v, t0 + t∆) pour t∆ ≥ 0 ou t1 + c(u, v, t1) ≤
t2 + c(u, v, t2) pour t1 ≤ t2.
II.2.5 Algorithmes de la planification d’itine´raire
L’algorithme Dijkstra est utilise´ pour trouver le plus court chemin entre deux nœuds
dans un graphe ponde´re´ non-ne´gatif. Contrairement a` l’algorithme de Dijkstra, qui ne
peut eˆtre utilise´ que lorsque tous les arcs ont des poids positifs ou nuls, l’algorithme
de Bellman-Ford autorise la pre´sence de certains arcs de poids ne´gatifs. L’algorithme
de Dijkstra est plus performant que celui de Bellman-Ford, il est donc a` privile´gier
syste´matiquement. Ce dernier n’a pas connu de grand changement, hormis sa combinai-
son avec des techniques d’acce´le´ration. Actuellement, il existe de nouveaux algorithmes
de planification d’itine´raire base´s sur la the´orie des graphes mais non Dijkstra. Ils forment
l’ensemble d’algorithmes de post-Dijkstra.
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II.2.5.1 Algorithme de Dijkstra
L’algorithme de Dijkstra a e´te´ propose´ en 1959, il permet de de´terminer le plus court
chemin entre deux sommets d’un graphe ponde´re´ dont le poids est non ne´gatif.
L’algorithme commence par affecter a` chaque nœud u un couˆt temporaire l(u) qui est
initialement 0 pour le nœud de de´part et ∞ pour tous les autres nœuds du graphe.
Chaque nœud a trois possibilite´s d’e´tat : non-marque´, touche´ ou marque´. Une file de
priorite´s avec cle´ l(u) regroupe tous les nœuds touche´s mais pas encore marque´. A` chaque
ite´ration, un nœud u dans la file de priorite´s avec la plus petit cle´ l(u) est supprime´.
En meˆme temps, ce meˆme nœud u est marque´ car l(u) est le plus petit couˆt. Les arcs
entre u et tous ses successeurs v sont de´tendus. Si la longueur du chemin via u est
moins importante par rapport au couˆt temporaire l(v), on met a` jour (ma`j) l(v) et
on ajoute v dans la file de priorite´s. Cette mise a` jour peut eˆtre une ope´ration de type
inse´rer si v est non-marque´, ou une ope´ration de type diminuer cle´. Le calcul se poursuit
jusqu’a` l’e´puisement des nœuds dans la file de priorite´s. Le pseudo-code correspondant
est illustre´ par l’Algorithme 1.
L’ide´e de base repose sur le principe de sous-optimalite´. Le plus court chemin ve´rifie ce
principe comme suit : si un nœud t est sur le plus court chemin reliant le nœud u au
nœud v, alors le sous-chemin reliant le nœud u au nœud t est un plus court chemin de
u a` t.
Algorithm 1 Un-a`-tous Dijkstra(O) (Dijkstra)
1: l ←<∞, . . . ,∞ > ⊲ Les longueurs temporaires
2: l(O)← 0 ⊲ O est le nœud de de´part
3: Q.update(0,O) ⊲ la file de priorite´
4: Tant que (Q 6= ∅) re´pe´ter
5: (·, u)← Q.deleteMin() ⊲ u est marque´
6: Pour tout (u, v) ∈ A re´pe´ter
7: Si l(u) + c(u, v) < l(v) alors ⊲ plus court ou non ?
8: l(v)← l(u) + c(u, v) ⊲ ma`j la distance temporaire
9: Q.update(l(v),v) ⊲ ma`j la file de priorite´
10: Fin si
11: Fin pour
12: Fin Tant que
13: Sortie : Les plus courts chemins de O a` tous les nœuds du graphe
L’exe´cution l’algorithme sur un graphe G = (V,A) ou` |V | = m et |A| = n, revient
a` exe´cuter n ope´rations inse´rer dans la file de priorite´s, n ope´rations supprimer et
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m ope´rations diminuer cle´ dans le cas le plus de´favorable. Donc l’algorithme a une































Figure II.4: Illustration de l’algorithme de Dijkstra. Le nœud 0 est le point de de´part.
Les nœuds 0, 1, 2 et 3 sont marque´s, les nœuds 4, 5, 6 et 7 sont touche´s et les nœuds 8
et 9 sont non-marque´s.
Selon le processus de recherche, la distance temporaire est mise a` jour apre`s chaque
de´tente et comparaison d’un arc (Ligne 8 de l’Algorithme Dijkstra), donc ce type d’al-
gorithme est aussi algorithme a` fixation d’e´tiquettes (“label-setting”).
Selon les diffe´rents types de proble`mes, les destinations peuvent eˆtre de´finies comme
n’importe quel sous-ensemble de V . Une fois tous les nœuds destinataires sont marque´s,
l’algorithme s’arreˆte. Pour le proble`me le plus simple de type un-a`-un, le nœud destina-
taire est le seul e´le´ment de ce sous-ensemble.
II.2.5.2 Algorithme de Bellman-Ford
A` la diffe´rence de l’algorithme a` fixation d’e´tiquettes, une autre approche nomme´e algo-
rithme Bellman-Ford utilise´e pour re´soudre le proble`me du plus court chemin applique
la correction d’e´tiquettes (“label correcting”) [Ford, 1956] [Bellman, 1958] [Moore, 1959].
Les nœuds peuvent eˆtre exploite´s plusieurs fois pour mettre a` jour la distance sans utili-
ser la file de priorite´s. Contrairement a` l’algorithme de Dijkstra, a` chaque ite´ration, tous
les arcs sont examine´s meˆme ceux qui sont adjacents au nœud le plus prometteur. L’ap-
pellation “label-correcting”provient du fait que le plus court chemin jusqu’a` un nœud
peut eˆtre corrige´ a` chaque ite´ration. En outre, les arcs avec poids ne´gatifs sont autorise´s
dans les graphes. Cet algorithme assure un temps d’exe´cution O(|V ||A|) dans le cas
de´favorable, mais en re´alite´ cet algorithme posse`de une performance meilleure.
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II.2.5.3 Algorithme objectif-de´rive´
Comme une extension de l’algorithme de Dijkstra, l’algorithme A* a e´te´ propose´ pour
la premie`re fois par Hart [Hart et al., 1968]. Au cours de l’exe´cution, une heuristique
est mise en place pour estimer le couˆt a` la destination pour chaque nœud. L’algorithme
est capable de re´duire l’espace de recherche si la recherche est faite dans la direction de
la destination. La performance d’un A* de´pend largement de la qualite´ de l’heuristique
utilise´e. Une simple et fre´quente heuristique repose sur l’estimation du couˆt a` la desti-
nation en utilisant la distance en ligne droite ge´ographique jusqu’a` la destination divise´e
par la vitesse maximale sur l’ensemble du re´seau. [Dechter and Pearl, 1985] ont beau-
coup e´tudie´ l’algorithme de la recherche best-first (litte´ralement : le meilleur en premier).
Leur application dans le domaine de transport a e´te´ ame´liore´e par d’autres travaux de
recherche comme [Jagadeesh et al., 2002] [Goldberg and Harrelson, 2005] [Hahne et al.,
2008].
II.2.5.4 Algorithme post-Dijkstra
La me´thode la plus courante pour re´soudre le proble`me du plus court chemin dans un
re´seau de transport repose sur la mode´lisation de ce dernier par un graphe condense´,
un graphe de´pendant du temps ou un graphe temps-e´tendu, ensuite l’application l’algo-
rithme de Dijkstra ou ses versions variantes est utilise´e.
Dans [Delling et al., 2013], une nouvelle approche vise a` trouver tous les itine´raires
optimaux au sens de Pareto (cf. section II.3.2.4) dans un re´seau de transport en commun
avec deux crite`res : le temps d’arrive´e et le nombre de transferts. RAPTOR, l’algorithme
propose´ (appele´ : round-based public transit router) joue seulement sur les e´le´ments
essentiels du re´seau de transport : les arreˆts, les lignes et les itine´raires en employant
une simple structure de donne´es.
II.2.5.5 Synthe`se
Les solutions classiques pour le proble`me de type un-a`-plusieurs repose sur Algorithme
de Dijkstra [Dijkstra, 1959]. Au cours de l’exe´cution, une file de priorite´s est maintenue
par rapport a` la distance a` la source. Le temps d’exe´cution de cet algorithme de´pend de
cette file de priorite´s. Avec l’imple´mentation d’un tas binaire, le temps d’exe´cution est
O((|V |+ |A|) log |V |) [Williams, 1964], qui peut eˆtre ame´liore´ a` O(|A|+ |V | log |V |) avec
l’imple´mentation du tas Fibonacci [Fredman and Tarjan, 1987].
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En pratique, l’espace de recherche peut eˆtre re´duit en employant la recherche bidi-
rectionnelle qui fait exe´cuter une recherche en avant et une autre en arrie`re simul-
tane´ment [Dantzig, 1998]. Dans [Pohl, 1969], on a montre´ avec les expe´rimentations que
l’espace de recherche peut eˆtre re´duit d’un facteur de 2. L’algorithme s’ache`ve lors de
la rencontre des espaces de recherche en chaˆınage avant (avec l’e´tiquetage vers l’avant)
et en chaˆınage arrie`re (avec l’e´tiquetage vers l’arrie`re) qui contiennent un nœud sur
l’itine´raire le plus court de l’origine vers la destination.
Les re´seaux de transport en commun se basent souvent sur un tableau de marche. Les
ve´hicules qui circulent sur ces re´seaux ope´re´s selon leurs horaires, sont donc base´s sur un
programme pre´de´fini. Ce dernier est constitue´ d’e´le´ments comme les arreˆts, les routes
(les lignes de bus, me´tro, train etc.) ainsi que les tours qui correspondent aux itine´raires
qu’utilisent les ve´hicules. Les tours peuvent donc eˆtre divise´s en une chaˆıne de connec-
tions e´le´mentaires sans arreˆts interme´diaires avec une paire de de´part/arrive´e ainsi que
le temps.
Plus 50 ans apre`s sont apparition, les chercheurs n’ont pas trouve´ un autre algorithme
meilleure que celui de Dijkstra. Supposons qu’un “futur” algorithme meilleure sera pos-
sible, dans ce cas, chaque nœud et arc du graphe est visite´ une seule fois (et au moins
une fois) ce qui donnera un temps line´aire O(m + n). Meˆme avec cette hypothe`se tre`s
“audacieuse”, ce dernier reste trop grand pour certains re´seaux de transport. A de´faut
de ce “nouveau futur ” algorithme, les chercheurs sont oriente´s vers des techniques d’as-
sistance pour acce´le´rer l’exe´cution de l’algorithme Dijkstra
II.2.6 Techniques d’assistance a` la planification d’itine´raire
Comme nous l’avons mentionne´ pre´ce´demment, il est possible d’apporter une aide a`
l’algorithme de Dijkstra afin d’ame´liorer ses performances en terme d’acce´le´ration de
sa convergence, pour cela l’utilisation d’heuristique est ne´cessaire. La section qui suit
donnera un descriptif et fournira des explications sur son fonctionnement pour diffe´rents
proble`mes
II.2.6.1 Recherche bidirectionnelle
L’ide´e d’appliquer une recherche bidirectionnelle sur l’algorithme Dijkstra est assez
simple. Elle revient a` lancer les recherches a` partir des points d’origine et de desti-
nation simultane´ment. La recherche s’ache`ve quand les deux frontie`res de recherche se
rencontrent. En meˆme temps, deux files de priorite´s sont maintenues pour le chaˆınage
avant et le chaˆınage arrie`re. La file de priorite´s pour le chaˆınage avant est maintenue lors
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d’une recherche ordinaire en sens “forward”. Pour le chaˆınage arrie`re, il est ne´cessaire
d’utiliser une autre file inde´pendante pour la recherche en avant sur le graphe inverse´.
Donc pour l’e´tape de de´tente (cf. section II.2.5.1), l’arc (u, v) est devenu (v, u). Pour
chaque ite´ration, le nœud est marque´ avec la longueur temporaire globale. Ce terme
globale signifie la longueur minimale apre`s comparaison des deux files de priorite´ de
chaˆınage avant et arrie`re. Une fois un nœud n est marque´ dans les deux files de priorite´,
le plus court chemin de l’origine a` la destination via le nœud n est obtenu. Mais ce
dernier n’est pas certainement le plus court chemin entre les deux extre´mite´s. Afin de
garantir l’optimalite´ globale, la recherche doit continuer jusqu’a` ce que la somme des
minima des deux files soit plus grand que la longueur du plus court chemin obtenu.
o d




(B) L’espace de recherche de l’algo-
rithme de Dijkstra bidirectionnel
Figure II.5: Sche´ma de l’espace de recherche
La Figure II.5, montre bien que l’espace de recherche avec Dijkstra consiste en un grand
“cercle” dont le “rayon” est e´gal a` la distance de l’origine a` la destination. Alors que dans
le cas de la recherche bidirectionnelle, on a deux “cercles” plus petits avec le “rayon”
qui repre´sente la moitie´ de la distance de l’origine a` la destination.
II.2.6.2 Recherche avec graphe hie´rarchise´
Cette approche exige de mettre le graphe en plusieurs niveaux et ajouter les arcs
supple´mentaires qui sont distribue´s sur les diffe´rents niveaux. Seulement une petite part
des arcs sont engage´s pour trouver le plus court chemin de la requeˆte. Les travaux de
recherche utilisant cette technique montrent son efficacite´ sur les re´seaux de routes et de
transport en commun, ainsi que les requeˆtes avec les grilles horaires de lignes [Jung and
Pramanik, 2002] [Schulz et al., 2002]. Dans le travail de [Bauer et al., 2013], un cadre
the´orique est de´veloppe´ pour e´tudier la taille de l’espace de recherche avec la recherche
hie´rarchise´e. Les estimations sur la taille de l’espace de recherche peuvent eˆtre formule´es
en fonction de la taille du graphe initial.
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Pour le re´seau routier, l’approche hie´rarchise´e a pour but d’exploiter sa hie´rarchie
inhe´rente. Le re´seau peut eˆtre analyse´ a` l’aide de sa hie´rarchie qui cate´gorise les tronc¸ons
de re´seau aupre`s d’un certain nombre de niveaux (par exemple trois cate´gories : routes
principales, routes secondaires et routes locales). A` titre d’exemple, sur la carte de Paris
et ses environs qui sont visualise´s sur la Figure II.6, nous constatons qu’il existe au moins
trois niveaux de route : voies blanches, voies jaunes et voies oranges. Quand la distance
entre l’origine et la destination est assez importante, l’algorithme de recherche du plus
court chemin s’exe´cute sur un re´seau principal des routes importantes, au lieu de celui
comprenant tous les arcs et transits. A` partir des extre´mite´s, cette heuristique de´finie
le graphe correspondant. Meˆme s’il n’y a pas de garantie sur l’optimalite´, l’approche
hie´rarchise´e est largement applique´e [Hlineˇny` and Moriˇs, 2011] [Efentakis et al., 2011].
L’algorithme Contraction Hierarchies (CH), propose´ dans [Geisberger et al., 2008] [Geis-
berger et al., 2012], vise a` trouver le plus court chemin d’une manie`re exacte. L’ide´e de
cette approche est d’augmenter le graphe G en utilisant les raccourcis qui servent aux
requeˆtes de longues distances pour s’e´chapper des nœuds les moins importants. Pour le
faire, nous faisons re´pe´ter l’ope´ration de nœud contraction ; afin de contracter un nœud
n, ce dernier est supprime´ temporairement sur G, en meˆme temps, un raccourci est
ajoute´ entre chaque paire de nœuds adjacents u et v si le plus court chemin de u a` v
est unique et passe par n. En plus, cet algorithme met les nœuds en ordre en suivant
leurs niveaux d’importance dans l’e´tape pre´liminaire et les contracte du niveau le plus
bas vers le plus haut dans la hie´rarchie.
Figure II.6: Le re´seau routier partiel de Paris et ses environs
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Pour les transports en commun, cette technique d’assistance n’est pas aussi appre´cie´e
que pour les re´seaux routiers [Bauer et al., 2011]. L’explication de ce manque d’efficacite´
re´side dans le de´faut de hie´rarchie inhe´rente sur un re´seau de transport en commun.
Par exemple sur le re´seau de transport parisien, le re´seau de RER qui couvre l’ˆIle de
France est superpose´ sur celui du Me´tro de Paris(configure´ par la Figure II.7). Autrement
dit, Me´tro et RER posse`dent la meˆme classe hie´rarchique a` Paris ; aucun d’entre eux
profite d’un privile`ge pour le proble`me de la planification qui de´pend plutoˆt de l’horaire
des lignes correspondantes. En revanche, si nous conside´rons un itine´raire de Paris a`
une autre ville d’ˆIle de France, la hie´rarchie du re´seau fait apparaˆıtre au moins deux
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(B) RER
Figure II.7: Une partie de re´seau me´tro &RER de Paris
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II.2.6.3 Autres techniques
Un cas extreˆme pour le pre´calcul est de calculer toutes les distances entre chaque paire
de nœuds dans le graphe. La re´ponse a` la requeˆte posse`de un temps de re´ponse de l’ordre
de O(1) via une ope´ration de lookup, mais la complexite´ de pre´calcul est de O(n2) pour le
temps et pour l’espace. Cette pratique a e´te´ applique´e pour le proble`me de planification
d’itine´raire sur le re´seau routier. Compte tenu de la complexite´ de pre´calcul, un sous-
ensemble de nœuds, (par exemple les nœuds importants pour le transit sur un re´seau
routier) est pris en compte pour un pre´calcul plus raisonnable [Bast et al., 2009] [Bast
et al., 2007].
II.2.6.4 Combinaison des techniques
Les techniques de´crites ci-dessus utilisent les diffe´rentes proprie´te´s du graphe. Pour ob-
tenir une acce´le´ration supple´mentaire, il est possible de profiter des avantages des uns
et des autres en combinant ces diffe´rentes techniques.
La litte´rature sur la combinaison des techniques d’acce´le´ration est tre`s riche. L’alliance
entre l’approche hie´rarchique et la recherche objective-de´rive´e est e´tudie´e dans [Ja-
gadeesh et al., 2002] [Bauer et al., 2010]. Les travaux [Holzer et al., 2004] [Holzer
et al., 2009] concluent syste´matiquement sur toutes les combinaisons entre les techniques
d’acce´le´ration.
Dans cette the`se, nous nous sommes inte´resse´s a` la combinaison du graphe hie´rarchise´ et
a` la recherche bidirectionnelle en transport comodal. Avec le pre´-traitement du re´seau,
le graphe est transforme´ en une hie´rarchie. En appliquant l’algorithme de planification
d’itine´raire sur ce graphe en niveau, nous obtenons des itine´raires candidats avec les
spe´cifications des feneˆtres de temps. En suite, une recherche bidirectionnelle est applique´e
sur le graphe temps-e´tendu en prenant en compte des feneˆtres de temps.
Nous nous concentrons dans la section suivante sur l’optimisation et nous pre´sontons les
principes d’optimalite´.
II.3 Optimisation
II.3.1 Principe d’optimalite´ de la programmation dynamique
La re´solution du proble`me avec la programmation dynamique se fonde sur le principe
d’optimalite´ de Bellman [Bellman, 1957].
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Ce principe fournie une strate´gie de re´solution ; d’une fac¸on ascendante, nous com-
menc¸ons par re´soudre des sous-proble`mes les plus essentiels pour par la suite de´truire
e´tape par e´tape les solutions de l’ensemble en combinant des solutions optimales des
sous-proble`mes pre´ce´dents.
La recherche du plus court chemin dans un graphe avec Dijkstra se base sur ce principe
d’optimalite´. Nous allons voir aussi une autre application de cette re`gle dans la section
III.5.2.1 ou` les solutions optimales sont trouve´es avec une me´thode exacte. La recherche
heuristique est e´galement utilisable, elle montre souvent des avantages par rapport a` la
programmation dynamique pour la re´solution de certains proble`mes.
II.3.2 Optimisation multicrite`re
II.3.2.1 Proble`me d’optimisation multicrite`re
Un proble`me d’optimisation multicrite`re (aussi appele´e multiobjectif ) consiste a` op-
timiser simultane´ment plusieurs fonctions couˆt souvent contradictoires. Sans perte de
ge´ne´ralite´, il peut s’e´crire comme suit :
minimiser F (x) = (F1(x), F2(x), . . . , Fn(x)), x ∈ Ω (II.1)
ou`
— x est une solution possible pour le proble`me conside´re´ ;
— Ω est l’espace des solutions faisables.
Ge´ne´ralement les fonctions de couˆt F1(·), F2(·), . . . , Fn(·) ne posse`dent pas un minimum
commun surtout quand les fonctions objectifs sont antagonistes. Pour un proble`me com-
binatoire, nous devons optimiser un ensemble de fonctions objectifs simultane´ment.
Pour ce faire, il existe principalement deux cate´gories de me´thodes : les approches Pareto-
optimales et les me´thodes de ponde´ration.
— Optimalite´ au sens de Pareto
La famille de solutions d’un proble`me multicrite`re repre´sente tous les e´le´ments
dans l’espace de recherche ne pouvant eˆtre ame´liore´ simultane´ment. C’est le
concept de l’optimalite´ au sens de Pareto. Toutes les solutions de cette famille
sont des solutions optimales au sens de Pareto.
Nous reprenons l’E´quation II.1 pour une de´finition formelle :
La relation de dominance entre deux solution x et y est note´e comme F (y) ≺ F (x),
si y est domine´e par x. Nous avons :
(a) ∀i ∈ {1, . . . , n}, Fi(x) ≤ Fi(y) ;
Chapitre 2. Graphe, syste`me multi-agents et optimisation 41
(b) ∃j ∈ {1, . . . , n}, Fj(x) < Fj(y).
Une solution x est dite optimale au sens de Pareto si et seulement si x n’est
domine´e par aucune autre solution. Cette approche aboutie souvent a` un ensemble
de solutions au lieu d’une seule, ce qui donne une flexibilite´ pour prendre la
de´cision multicrite`re.
Prenons un exemple (cf. la Figure II.8) pour illustrer cette approche. Les deux
fonctions objectifs sont a` minimiser. Comme indique dans cette figure, l’ensemble

















iser) Frontière de Pareto
Figure II.8: Approche de l’optimalite´ au sens de Pareto avec deux objectifs a` mini-
miser. Les points A, B, C, D et E sont les solutions optimales au sens de Pareto
Figure II.8 montre la frontie`re de Pareto forme´ par les points A, B, C, D, E. Le
point F est domine´ par B, G est domine´ par C et H est domine´ par C et D.
— Les approches non Pareto
Une approche non base´e sur la dominance Pareto est fonde´e sur l’agre´gation
des diffe´rents crite`res dans un objectif simple. Cette technique cherche a` rame-
ner le proble`me multicrite`re a` un ou plusieurs proble`mes mono-crite`res. Cette
me´thode combine les diffe´rentes fonctions couˆt Fi en une seule fonction objectif






— F (·) est la somme d’agre´gation des fonctions objectifs Fi avec diffe´rents poids
ωi ;
— ∀i ∈ {1, . . . , n}, ωi ∈ [0, 1] ;
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—
∑n
i=1 ωi = 1.
Le vecteur W = (ω1, . . . , ωn) est nomme´ vecteur de poids qui influe directement
sur les re´sultats du proble`me.
Afin de ge´rer les fonctions couˆt contradictoires, un de´cideur doit d’intervenir a` un certain
moment. Il existe trois cate´gories de me´thodes de re´solution du proble`me :
— a priori : les pre´fe´rences sont fixe´es avant la re´solution ;
— interactive : au cours de la re´solution, le de´cideur prend la de´cision d’intervenir ;
— a posteriori : apre`s avoir obtenu l’ensemble de solutions potentielles, le de´cideur
en choisit une.
II.3.2.2 Approches a priori
Ces approches consistent a` construire une seule fonction objectif qui inclut l’ensemble
des objectifs pour rendre le proble`me d’optimisation a` un seul objectif. Ceci permettrait
d’appliquer des algorithmes bien connus.
Quelques me´thodes qui peuvent servir comme une approche a priori seront pre´sente´es.
— Ordre lexicographique : Les objectifs sont classe´s par ordre de pre´fe´rence.
Plusieurs optimisations seront mises en place en suivant le niveau d’importance
du crite`re. Comme cette approche se concentre trop sur des solutions extreˆmes
sans aucun compromis, elle tre`s rarement applique´e.
Mais, meˆme avec cet inconve´nient, elle est applique´e dans le proble`me du plus
court chemin. Par exemple, dans le cas ou` le crite`re est de faire le moins de
changement, cette approche implique la solution faisable meˆme si la distance de
parcours est trop importante.
— Agre´gation des objectifs : Cette approche line´arise des objectifs en faisant la
somme ponde´re´e de chacun.
— Inte´grale de Choquet : L’inte´grale de Choquet est une me´thode pour mode´liser
les pre´fe´rences du de´cideur plus finement que par la simple agre´gation. Au lieu
d’associer une note a` chaque solution, cette me´thode permet de de´finir des pre´fe´rences
entre les solutions. Cela rend cette me´thode plus utile surtout pour la mode´lisation
des pre´fe´rences he´te´roge`nes. Cette technique a e´te´ applique´e pour le proble`me du
plus court chemin dans [Galand et al., 2010] [Fouchal et al., 2011].
II.3.2.3 Approches interactives
Les approches interactives consistent a` proposer une solution qui laisse une liberte´ au
de´cideur de choisir des crite`res sur lesquels il souhaiterait ame´liorer la solution. Ensuite
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une nouvelle solution sera fournie. Le processus est re´pe´te´ jusqu’a` l’obtention d’une
solution satisfaisante. Les approches interactives sont capable d’exploiter les solutions
obtenues dans les calculs pre´ce´dents en vue d’ame´liorer les performances. Ce type d’ap-
proche se destine souvent aux proble`mes dont le temps de calcul est important.
II.3.2.4 Approches a posteriori
Cette approche a pour objectif d’obtenir la frontie`re de Pareto la plus comple`te possible.
Elle vise a` fournir l’ensemble de solutions au de´cideur qui en se´lectionnera une, qu’il
conside`re comme la plus adapte´e. L’avantage de cette me´thode est de garder toute
solution qui peut eˆtre inte´ressante pour le de´cideur. En meˆme temps, l’inconve´nient est
la difficulte´ de repre´senter l’ensemble de la frontie`re de Pareto dans le cas de plus de
deux objectifs.
— Me´taheuristiques : Une me´taheuristique est un algorithme d’optimisation vi-
sant a` re´soudre des proble`mes d’optimisation difficiles, tentant d’apprendre les
caracte´ristiques du proble`me pour en trouver la meilleure solution ou son ap-
proximation. Pour son adaptation au proble`me d’optimisation multicrite`re, les
algorithmes ge´ne´tiques sont souvent employe´s.
— Approches exactes : Les approches exactes sont tre`s varie´es et souvent pro-
pose´es selon le type de proble`me. Lors de l’e´laboration d’une approche exacte, il
faut toutefois e´viter l’explosion combinatoire de l’espace de recherche.
II.3.3 Algorithme ge´ne´tique
Une bre`ve pre´sentation des algorithmes ge´ne´tiques (AGs) sert a` la compre´hension globale
et fait introduire l’application dans cette proble´matique particulie`re. Les ouvrages ou les
articles exposants l’algorithme e´volutionniste et ge´ne´tique sont tre`s nombreux [Holland,
1975] [Goldberg, 1989] [Davis et al., 1991] [Fonseca et al., 1993] [Ba¨ck and Schwefel,
1993] [Ba¨ck, 1996] [Gen and Cheng, 2000].
Les algorithmes ge´ne´tiques appartiennent a` la famille des algorithmes e´volutionnistes.
Graˆce a` une analogie avec la the´orie de l’e´volution, ils sont base´s sur le processus
d’e´volution ge´ne´tique, ou` une proce´dure de se´paration et d’e´volution d’une population
de solutions potentielles s’applique a` travers des ge´ne´rations. Au lieu de chercher direc-
tement les valeurs, ce sont des formules qui forment l’espace de recherche.
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II.3.3.1 Une bre`ve histoire
Les principes fondamentaux des AGs ont e´te´ initie´s par John H. Holland [Holland,
1975]. Au cours de ses de´veloppements, le travail de [Goldberg, 1989] applique cette
me´thode pour la premie`re fois pour la re´solution des proble`mes d’optimisation et il
populariser les algorithmes ge´ne´tiques. De nombreux travaux de recherche se re´alisent
et font avancer ces me´thodes d’optimisation, nous citons a` titre d’exemple : [Michalewicz
et al., 1992] [Mahfoud and Goldberg, 1995] [Deb, 1999].
II.3.3.2 Les concepts essentiels
E´tant base´s sur des phe´nome`nes biologiques, des termes de ge´ne´tique sont emprunte´s et
employe´s dans le contexte de l’algorithme ge´ne´tique. Dans les cellules de l’organisme,
les chaˆınes d’ADN comportent des codages des fonctionnalite´s de l’organisme appele´s
chromosomes dont l’e´le´ment de base est un ge`ne. Ce dernier peut eˆtre positionne´ par son
locus qui signifie sa position sur le chromosome. Un seul ge`ne posse`de les diffe´rentes ver-
sions, appele´es alle`les. Les algorithmes ge´ne´tiques traitent une population qui rassemble
un nombre d’individus. L’ensemble des ge`nes d’un individu fait son ge´notype. Dans les
AGs, une analogie avec la the´orie de l’e´volution propose que les ge`nes conserve´s ceux
qui sont les plus adapte´s aux besoins.
II.3.3.3 Architecture ge´ne´rale d’un algorithme ge´ne´tique
Les algorithmes ge´ne´tiques constituent une classe de strate´gies de recherche afin d’abou-
tir a` un e´quilibre entre l’exploration et l’exploitation. Ils repre´sentent des proce´dures
faisant appel a` un choix ale´atoire comme outil pour guider l’exploration dans l’espace
des parame`tres code´s [Mesghouni, 1999]. Quelque soit la proble´matique conside´re´e, l’ar-
chitecture ge´ne´rale repre´sentant un algorithme ge´ne´tique peut eˆtre illustre´e par la Figure
II.9 [Goldberg, 1989] [Deb et al., 2002].
En conside´rant la structure ge´ne´rale de l’algorithme ge´ne´tique, nous pre´sentons les
e´le´ments essentiels comme suit :
— Codage : Une formule apte repre´sente la solution ;
— Population initiale : La ge´ne´ration initiale des individus qui est ge´ne´re´e ale´atoirement
mais peut influencer la rapidite´ de la convergence vers l’optimum au cours de
l’exe´cution des AGs ;
— Fonction d’e´valuation ou fonction de fitness : Une fonction a` optimiser qui
sert a` l’e´valuation des individus de la population. D’apre`s cette fonction, des notes
sont attribue´es aux solutions qui correspondent a` leurs adaptations au proble`me ;
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Figure II.9: Architecture d’un algorithme ge´ne´tique
— Se´lection : Un me´canisme pour de´terminer quels individus candidats sont plus
aptes a` obtenir a` des re´sultats plus performants. Cette proce´dure est base´e sur la
note attribue´e. Plusieurs techniques existent ;
— Ope´rateur de croisement : Une proce´dure de manipulation des chromosomes
parents en e´changeant des parties de leurs chaˆınes pour aboutir a` de nouveaux
chromosomes dans la nouvelle ge´ne´ration. Le croisement peut eˆtre simple (a` un
point) ou multiple (a` multi-points) ;
— Ope´rateur de mutation et correction : Une proce´dure de manipulation de
ge`ne au sein d’un chromosome qui peut eˆtre substitue´ a` un autre d’une fac¸on
ale´atoire. Afin d’e´viter une convergence pre´mature´e de l’algorithme, cet ope´rateur
sert a` garantir l’exploitation de l’espace ;
— Parame´trage : la mise en place des parame`tres comme la taille de la population,
les probabilite´s concernant les ope´rateurs pre´ce´dents.
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II.3.3.4 Codage des chromosomes
Le codage est un processus de mode´liser de la solution avec un chromosome. Cette
mode´lisation peut employer diffe´rents types d’alphabets : des bits, des nombres, des
caracte`res, des listes etc. Le choix de ce dernier de´pend principalement du proble`me a`
re´soudre. Le codage le plus fre´quent et classique est celui de l’alphabet binaire : {0,1}.
Avec ce type de codage, chaque chromosome repre´sente une se´quence binaire ou` chaque
unite´ peut illustrer des caracte´ristiques de la solution.
II.3.3.5 Population initiale
La rapidite´ de la convergence vers la solution optimale de´pend en partie de la phase
d’initialisation. En re´alite´, les connaissances a` priori de solutions candidates de “bonne
qualite´” comme le point de de´part permet d’acce´le´rer la convergence de cet algorithme.
En revanche, si nous ne proce´dons aucune information sur la position de l’optimum
parmi l’ensemble des solutions faisables alors les individus de la population initiale seront
ge´ne´re´s de fac¸on ale´atoire. Les se´lections seront aussi re´alise´es d’une fac¸on uniforme
dans chacun des domaines associe´s aux composantes de l’ensemble des solutions en
respectant les contraintes. Les ope´rateurs de croisement et de mutation sont introduits
pour parcourir l’ensemble des solutions le plus largement possible et donc de s’assurer
de la diversite´ d’une population au cours des ge´ne´rations.
II.3.3.6 Fonction d’e´valuation
Elle consiste a` e´valuer les chromosomes dans la population courante et a` leur attri-
buer des valeurs d’adaptation qui permettent de choisir les individus pour se reproduire
et participer a` la ge´ne´ration suivante. Le choix des individus est tre`s important car
la performance de la nouvelle ge´ne´ration est fortement concerne´e. Pour garantir une
ame´lioration maximale de la qualite´ des solutions au cours des ge´ne´rations, il est impor-
tant de bien se´lectionner cette fonction d’e´valuation. La fonction d’e´valuation prend en
compte l’ensemble des crite`res a` optimiser.
II.3.3.7 Se´lection
Apre`s avoir fixe´ les crite`res d’e´valuation, selon lesquels chaque individu peut eˆtre e´value´,
une strate´gie doit eˆtre choisie pour cre´er la ge´ne´ration prochaine. La se´lection est un
processus pour choisir deux individus parmi la population comme parents et effectuer
les ope´rations suivantes. La seule mesure a` notre disposition est la valeur de la fonction
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d’e´valuation. Plus le score d’un individu selon la fonction d’e´valuation est important,
plus il est probable d’eˆtre choisi. Plusieurs principes de se´lection sont pre´sente´s dans la
litte´rature et nous en allons introduire quatre dans la suite de ce paragraphe.
— Se´lection par roulette : Cette technique simule le fonctionnement d’une rou-
lette de jeux pour choisir les chromosomes. La portion sur la roulette a` laquelle
chaque individu correspond est proportionnelle a` sa performance d’e´valuation.
Un tirage au sort homoge`ne est ensuite effectue´ sur cette roulette.
— Se´lection par tournoi : Cette technique consiste a` choisir ale´atoirement des
pairs d’individus et a` permettre au plus fort parmi ces pairs d’eˆtre se´lectionne´.
— E´litisme : Ce type de se´lection consiste a` garder (reconduire) un ou plusieurs des
meilleurs individus dans la nouvelle ge´ne´ration. Ensuite, le reste de la population
est ge´ne´re´ selon l’algorithme de se´lection normale.
II.3.3.8 Ope´rateur de croisement
L’ope´rateur de croisement permet aux deux chromosomes parents d’e´changer partielle-
ment leur patrimoine ge´ne´tique, donnant naissance a` deux nouveaux individus. Apre`s
cette ope´ration, les ge`nes sont redistribue´es. Nous tentons de relier des “bons” ge`nes ve-
nant des parents a` l’aide de cet ope´rateur de croisement. Cependant, aucun nouveau ge`ne
n’est produit dans la population durant cette ope´ration. Avec une probabilite´ de croise-
ment Pc, les individus regroupe´s par paires effectuent l’e´change de leur ge`nes en partie.
Cette probabilite´ est ge´ne´ralement proche de 1. Il existe plusieurs modes de croisement,
parmi lesquels les croisements a` un point et a` deux-points sont les plus importants.
(A) Chromosomes parents (B) Chromosomes enfants
Figure II.10: Ope´rateur de croisement a` un point
(A) Chromosomes parents (B) Chromosomes enfants
Figure II.11: Ope´rateur de croisement a` deux points
II.3.3.9 Ope´rateur de mutation
Avec une probabilite´ faible Pm, une modification de ge`nes des individus enfants est
re´alise´e. Elle permet d’introduire des nouveaux ge`nes et diversifier les individus, sans
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force´ment faire e´voluer toute la ge´ne´ration. Cette mesure permet aussi d’explorer l’espace
de recherche ale´atoirement et d’e´viter la convergence pre´mature´e vers un optimum local.
Figure II.12: Ope´rateur de mutation
II.3.3.10 Parame´trage
L’application des algorithmes ge´ne´tiques ne ne´cessite pas une connaissance de la parti-
cularite´ du proble`me concerne´. Ne´anmoins, l’efficacite´ de´pend fortement du re´glage des
diffe´rents parame`tres. Ces derniers comprennent l’effectif de la population, le nombre de
ge´ne´rations autorise´, la probabilite´ de mutation Pm et la probabilite´ de croisement Pc.
Les travaux de recherche focalisent aussi sur le re´glage des parame`tres et les interactions
entre eux [Goldberg et al., 1991] [Harik et al., 1999] [Goldberg et al., 1992] [Thierens
and Goldberg, 1993] [Chakraborty et al., 1996]. Pour les deux premiers parame`tres, ils
de´pendent de la complexite´ du proble`me traite´. Il faut e´viter une population de trop
faible effectif qui provoque une convergence pre´mature´e, e´galement e´viter une grande
population qui donnerai un temps de calcul excessif. De meˆme, le nombre de ge´ne´ration
est choisi pour allier qualite´ de solution et temps de calcul.
Quand il s’agit des deux autres parame`tres, une re`gle ge´ne´rale souvent applique´e consiste
a` attribuer une probabilite´ proche de 1 pour l’ope´rateur de croisement et une petite
probabilite´ pour l’ope´rateur de mutation (par exemple : Pm = 0, 05 et Pc = 0, 95).
II.3.3.11 Algorithme ge´ne´tique pour les proble`mes de transport
Les algorithmes ge´ne´tiques ont e´te´ applique´s dans divers domaines avec succe`s, notam-
ment dans celui qui nous inte´resse dans le cadre de cette the`se a` savoir le transport.
Nous citons dans ce paragraphe quelques travaux de la litte´rature.
Dans [Ahn and Ramakrishna, 2002], un algorithme ge´ne´tique avec un codage spe´cifique
et des chromosomes a` longueur variable est propose´ pour traiter le proble`me du plus
court chemin. Les travaux ont mis l’accent sur le parame´trage de l’algorithme ge´ne´tique
surtout la taille de la population des chromosomes afin d’obtenir la qualite´ des solution
et la vitesse de convergence de´sire´e. Dans [Yu and Lu, 2012], on propose un algorithme
ge´ne´tique pour re´soudre le proble`me du plus court chemin multimodal. Les chromosomes
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a` longueur variable constituent de plusieurs parties, chacune repre´sentant un mode de
transport. En meˆme temps, les nouveaux ope´rateurs sont de´finis pour le croisement et la
mutation pour les ope´rations “inter-mode”. Dans [Herbawi and Weber, 2012] [Herbawi,
2012], on propose un algorithme ge´ne´tique combine´ d’une heuristique d’insertion pour le
proble`me de covoiturage dynamique dans lequel les voyageurs sont affecte´s aux chauffeurs
afin d’organiser le ramassage et le de´poˆt des voyageurs. Dans un contexte d’optimisation
multicrite`re, la fonction couˆt prend en compte la minimisation de la distance parcourue
et le temps de conduite (ou temps des chauffeurs) et le temps de parcours des voyageurs,
ainsi que la maximisation du nombre d’affectations. L’algorithme ge´ne´tique est applique´
dans un premier temps, par la suite, l’heuristique d’insertion est applique´e sur le re´sultat
obtenu lors de la premie`re e´tape pour traiter les demandes d’affectation dynamiques
rec¸ues en temps re´el.
II.3.4 La recherche tabou
La me´taheuristique recherche tabou est pre´sente´e pour la premie`re fois en 1986 dans
[Glover, 1986] puis de´veloppe´e toujours par F. Glover dans [Glover, 1989] [Glover, 1990]
Le principe de cette me´thode d’optimisation est assez simple. Au sens large, il s’agit d’une
approche ite´rative de recherche locale. En fait, cette me´taheuristique profite de l’ide´e
d’explorer le voisinage d’une position donne´e et ensuite de converger vers la position qui
minimise (ou maximise) la fonction objectif. Il est possible d’accepter temporairement
des solutions qui de´gradent le re´sultat, c’est le cas, quand tous les voisins ont une valeur
plus e´leve´e dans le cas d’un proble`me de minimisation. C’est cette technique qui permet
a` l’algorithme de sortir d’un optimum local. L’assurance de ne plus revenir vers cet
optimum local consiste a` doter cette me´thode d’une me´moire : c’est la liste tabou, les
dernie`res positions de´ja` explore´es sont ajoute´es et conserve´es dans cette liste. La taille
de cette dernie`re est un parame`tre de l’approche a` re´gler et joue parfois un roˆle tre`s
important dans certains types de proble`mes [Tsubakitani and Evans, 1998] [Salhi, 2002].
Comme cette liste doit prendre en compte toutes les positions visite´es, elle risque de
consommer beaucoup de me´moire. Une technique pour e´viter cet inconve´nient est de ne
me´moriser que les mouvementes pre´ce´dents correspondants aux valeurs de fonction.
L’algorithme tabou pour un proble`me de minimisation est de´crit par le pseudo code
Algorithme TABOU.
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Algorithm 2 Algorithme de la recherche tabou (TABOU)
1: s← s0 ⊲ Initialiser le point de de´part
2: sm ← s ⊲ La meilleure solution courante
3: N(s)← voisinage de s
4: T ← ∅ ⊲ Initialiser la liste tabou
5: Tant que ( !Conditions d’arreˆt)
6: Pour tout sc ∈ N(sm)/T
7: sv ← le meilleur sc
8: Fin pour
9: Si fitness(sv) < fitness(sm)
10: sm ← sv
11: T ← T ∪ sm ⊲ Re´gler la liste tabou
12: Fin si
13: Fin Tant que
En fonction de la fac¸on de re´gler la liste et de de´finir le voisinage, plusieurs versions
existent.
Pour la gestion de la liste, nous avons une classification selon la dure´e de me´morisation
[Glover, 1989] :
— Liste a` court terme : les solutions re´cemment conside´re´es sont maintenues dans
la liste. C’est-a`-dire, les solutions potentielles de la liste ne peuvent pas eˆtre re´-
explore´es si un certain point d’expiration n’est atteint.
— Liste a` terme interme´diaire : c’est une intensification de la liste a` court terme pour
mettre plus de poids sur les zones qui sont identifie´es plus prometteuses. Cette
pratique favorise l’exploration approfondie des espaces de recherche conside´re´s
particulie`rement inte´ressants et diriger la recherche vers ces re´gions.
— Liste a` long terme : contrairement a` la dernie`re me´thode, c’est une strate´gie de
diversification qui re´oriente pe´riodiquement la recherche vers une zone rarement
exploite´e pour e´viter la convergence vers une solution sous-optimale.
Une de´finition de voisinage de la recherche tabou est celle du voisinage variable : chan-
ger syste´matiquement le voisinage au fil de la recherche. Cette me´thode permet d’ex-
plorer les voisinages e´loigne´s de la solution courante et aller vers une nouvelle solution
ale´atoirement. Avec cette de´finition du voisinage, les caracte´ristiques favorables d’une
solution sont souvent garde´es et mis a` profit pour obtenir les solutions voisines promet-
teuses [Hansen and Mladenovic´, 2001] [Paraskevopoulos et al., 2008].
La me´taheuristique avec la recherche tabou a montre´ son efficacite´ et elle est capable de
fournir des solutions de tre`s bonnes qualite´s pour certains proble`mes d’optimisations.
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Nous citons dans ce qui suit, des exemples d’utilisation dans le domaine de transport.
Les travaux de recherche pre´sente´s dans [Shen and Kwan, 2002] concernent le proble`me
d’arranger et le remplacement des chauffeurs de transport en commun avec feneˆtres
de temps. Une approche base´e sur la recherche tabou est mise en place pour re´soudre
le proble`me qui ne peut qu’eˆtre re´solu qu’avec compromis en utilisant les approches
existantes. Les re´sultats obtenus sont comparables a` ceux qui sont trouve´s en utilisant les
me´thodes base´es sur la programmation line´aire. Dans [Nuortio et al., 2006], le proble`me
de tourne´es de ve´hicules pour le ramassage des de´chets solides municipaux, les auteurs
ont utilise´s la recherche tabou et ont de´veloppe´ et mis en place une strate´gie de voisinage
de recherche varie´ et guide´ pour s’adapter au proble`me re´el. Dans [Pacheco et al., 2009],
le proble`me a` re´soudre est constitue´ de deux niveaux ; concevoir les routes d’un re´seau
de bus puis affecter les bus aux routes pour optimiser le niveau de service. La fonction
objectif prend en compte le temps d’attente et le temps de parcours pour les voyageurs
au sein du re´seau. La recherche tabou applique´e pour ce proble`me d’optimisation de´finit
le voisinage de recherche comme routes obtenues avec plusieurs ope´rations telles que
l’insertion ou l’e´limination d’un arreˆt dans une route.
II.3.5 Algorithme de colonies de fourmis
L’algorithme de colonies de fourmis est une me´taheuristique qui est inspire´ du compor-
tement intelligent des fourmis pour la recherche du plus court chemin entre leur nid
et une source de nourriture. Cet algorithme simule des fourmis artificiels pour trou-
ver les solutions des proble`mes d’optimisation combinatoire. Propose´ par Colorni et al.
dans les anne´es 1990 [Colorni et al., 1991], l’algorithme est initialement applique´ pour
la recherche du plus court chemin dans un graphe. Lorsqu’une fourmi individuel bouge
entre sa colonie et une source de nourriture, elle laisse une piste de phe´romones qui
sont des substances chimiques et attractives pour les autres fourmis. Ces dernie`res ont
tendance a` suivre cette piste et la renforcent en de´posant des phe´romones. Les fourmis
suivent souvent la piste la plus concentre´e en phe´romones qui sont cependant volatiles.
La piste la plus courte pour atteindre la meˆme source de nourriture est favorise´e et
parcourue par plus de fourmis. Ainsi, la piste la plus courte devient de plus en plus
renforce´e et attractive aux fourmis. D’autre part, les phe´romones sur la longue piste
vont disparaˆıtre par vaporisation. Toutefois, des fourmis ignorent occasionnellement la
plus courte piste et prennent d’autres chemins pour arriver a` la source de nourriture
ce qui permet e´ventuellement d’explorer d’autres chemins et peut eˆtre de trouver un
autre chemin plus court que le pre´ce´dent. Plusieurs travaux de recherche sont de´die´s
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aux comportements des fourmis pour les me´taheuristiques [Dorigo and Gambardella,
1997] [Dorigo et al., 1999].
Avec le constat que l’e´change d’informations entre fourmis est re´alise´ via l’environnement
sous nom du principe “stigmergie”, cet algorithme fait partie de la famille des algorithmes
stigmergiques, comme un grand nombre d’algorithmes qui partage le meˆme principe. Les
me´thodes avec ce type d’algorithmes nous ame`nent parfois “l’optimisation stigmergique”
[Crina and Ajith, 2006].
L’imple´mentation d’un algorithme de colonies de fourmis se fait en trois e´tapes : Construi-
reSolutions, DeamonActions, et ma`jPhe´romones(Algorithme FOURMIS ). Un graphe
est pre´alablement construit pour le proble`me cible avec des nœuds et des arcs. Dans la
premie`re e´tape, la colonie de fourmis visitent les e´tats adjacents du proble`me conside´re´ en
avanc¸ant vers des nœuds voisins du graphe construit. En utilisant la piste de phe´romones
et des informations heuristiques, les fourmis appliquent des strate´gies stochastiques pour
prendre des de´cisions locales et construisent des solutions au proble`me. Ensuite, les
fourmis e´valuent les solutions pour de´cider de la quantite´ de phe´romones a` laisser dans
la deuxie`me e´tape, ainsi, les pistes sont mises a` jour : si une fourmi de´cide de laisse
des instances chimiques, la piste sera renforce´e ; dans le cas contraire, l’e´vaporation des
phe´romones entraˆınera la diminution de l’attractivite´ de la piste. La troisie`me e´tape met
en place des actions centralise´es et ne peut pas eˆtre effectue´e par une fourmi individuel,
par exemple, la collecte des informations globales pour de´cider du de´poˆt des phe´romones
afin de diversifier le processus de la recherche d’une vue globale. Cette dernie`re e´tape
est optionnelle.
Algorithm 3 Algorithme de colonies de fourmis (FOURMIS)
1: Tant que ( !Conditions d’arreˆt)
2: ConstruireSolutions ⊲ Construire des solutions
3: ma`jPhe´romones ⊲ ma`j des phe´romones avec le coefficient d’e´vaporation
4: DeamonActions ⊲ optionnel, mise en place des actions centralise´es
5: Fin Tant que
Les algorithmes de colonies de fourmis ont e´te´ applique´s pour les proble`mes d’optimisa-
tion combinatoire, surtout pour ceux de tourne´e de ve´hicules ou` chaque fourmi artificielle
repre´sente un ve´hicule et pouvant se´lectionner des points a` visiter pour construire des
routes. De plus, un avantage en comparaison avec les autres me´taheuristiques est l’adap-
tation flexible de la colonie de fourmis aux changements dynamiques du graphe e´tudie´.
Ceci montre un inte´reˆt spe´cifique pour le routage re´seau [Sim and Sun, 2003]. nous citons
ici quelques exemples dans le domaine de transport.
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Les travaux de recherche dans [Yuan and Wang, 2009] traitent le proble`me du plus court
chemin dans les sce´narios avec perturbations pour le management de la logistique. Une
variation de Dijkstra est applique´e pour le mode`le avec comme objectif la minimisation
du temps de parcours. Base´ sur ce mode`le simple, un autre algorithme est de´veloppe´ avec
la prise en compte de perturbations comme les embouteillages et les pannes. En outre, le
crite`re temps, la complexite´ du chemin est prise en compte dans la fonction objectif pour
ce nouveau proble`me. L’algorithme de colonies de fourmis est utilise´ pour ce proble`me
d’optimisation multiobjectif “avec efficacite´”. Dans [Rizzoli et al., 2007], les travaux
de recherche s’adressent a` l’application de la me´taheuristique de colonies de fourmis a`
plusieurs proble`mes re´els de tourne´e de ve´hicules tels que la livraison pour une chaˆınes
de magasins avec des feneˆtres de temps, le ramassage et le de´poˆt des marchandises pour
la distribution dynamique.
II.3.6 Optimisation dans le domaine de transport
Nous citons a` pre´sent les travaux de recherche traitant les proble`mes d’optimisation dans
le domaine du transport. Ils sont soit relatifs a` la recherche d’itine´raires dans un contexte
monomodal ou multimodal, soit relatifs a` la re´gulation du trafic, soit ils concernent le
Transport a` la Demande (TAD) ou encore les proble`mes de tourne´es de ve´hicules pour
le ramassage et le de´poˆt de personnes ou de marchandises etc.
Pour les proble`mes de la recherche d’itine´raires, on applique des algorithmes spe´cifiques
avec une adaptation de celui de Dijkstra dans [Kammoun, 2007] [Feki, 2010] ; on em-
prunte les me´thodes d’optimisation base´e sur les colonies de fourmis dans [Zidi, 2006],
dans ce meˆme travail, une proce´dure interactive est adopte´e avec une utilisateur pour
la recherche d’itine´raire et d’aide aux de´placements ; dans [Hizem, 2008], un mode`le
dynamique des re´seaux routiers tenant en compte de l’incertitude est propose´ avec
l’application des algorithmes du plus court chemin, avec une e´tude de l’optimisation
monocrite`re et multicrite`re Pour les proble`mes de la re´gulation du trafic, les travaux
dans [Fayech, 2003] proposent une approche base´e sur les algorithmes ge´ne´tiques pour
la re´gulation du trafic. Pour les proble`mes de TAD, les algorithmes d’optimisation sont
propose´s pour organiser le routage de ve´hicules avec la prise en compte des demandes
dynamiques. Dans [Horn, 2002], des heuristiques sont propose´es pour l’algorithme de
cheminement afin d’optimiser les insertions des demandes, apre`s chacune insertion une
optimisation de tous les itine´raires est e´galement propose´e. Concernant le proble`me de
tourne´e de ve´hicules pour les marchandises, on cite les travaux effectue´s dans [Wang
Chapitre 2. Graphe, syste`me multi-agents et optimisation 54
et al., 2006] qui propose un algorithme en deux phases : dans la premie`re e´tape, l’en-
semble des clients sont subdivise´s en plusieurs zones distinctes base´es sur la notion de
classification hie´rarchique ; puis on cherche les solutions avec une version adapte´e des
algorithmes ge´ne´riques. Dans ce meˆme contexte, mais pour le transport de personnes,
nous pouvons citer [Diana and Dessouky, 2004] qui traite les proble`mes d’optimisation
de transport a` la demande de personnes avec la prise en compte des feneˆtres horaires
de service. L’heuristique propose´e vise a` minimiser la fonction ge´ne´ralise´e en prenant
en compte le temps supple´mentaire de trajet pour chaque client en comparaison avec le
trajet direct, la distance parcourue par les ve´hicules et le temps ou` les ve´hicules sont non
occupe´s. Avec cette approche propose´e, les demandes dont les heures de de´part sont les
plus proches et les points d’origines sont les plus e´loigne´ de celui du de´poˆt sont inse´re´es
en premier lieu ; ensuite, les autres demandes sont inse´re´es en suivant une proce´dure
spe´cifique minimisant la hausse du couˆt ge´ne´ralise´ de chaque itine´raire.
Dans la section suivante, nous introduisons les syste`mes multi-agents en pre´sentant ses
caracte´ristiques ainsi que leurs domaine d’application.
II.4 Syste`me multi-agents
II.4.1 Introduction
Les syste`mes multi-agents ont vu le jour dans les anne´es 70 aux E´tats-Unis et ont connu
un de´veloppement important. Dans un syste`me multi-agents, plusieurs entite´s sont mis
ensemble pour la re´solution d’un meˆme et seul proble`me. Ces entite´s sont capables de
communiquer entre eux.
Avec leurs caracte`res, les SMA favorisent la mise en œuvre des processus distribue´s
sur des entite´s diffe´rentes et autonomes pour obtenir l’optimalite´. Ils sont dote´s d’une
des Intelligences Artificielles Distribue´es (IAD), les SMA sont employe´s dans plusieurs
domaines comme la communication, la production, et surtout pour simuler des sce´narios.
II.4.2 Concept de SMA
Le syste`me multi-agents est compose´ d’un ensemble d’agents ; des entite´s autonomes et
interactives. Un concept lie´ aux SMA est la notion d’organisation qui de´crit la manie`re
suivant laquelle les diffe´rentes entite´s interagissent entre elles. Par ailleurs, les agisse-
ments et communications entre les agents qui sont de´crits dans l’organisation re´gissent
les relations et la dynamique des interactions entre les agents. Plus concre`tement, un
Chapitre 2. Graphe, syste`me multi-agents et optimisation 55
SMA consiste en un environnement, avec ensemble d’objets passifs, et un ensemble
d’agents actifs et avec des relations qui les relient entre eux, posse´dant des capacite´s
ope´ratoires et qui sont re´gis par un ensemble de lois universelles.
II.4.2.1 De´finitions e´le´mentaires
Le terme agent be´ne´fice de plusieurs identifications et spe´cificite´s qui se rapprochent
incontestablement.
D’apre`s la de´finition dans [Ferber, 1999] [Ferber, 1995], un agent est une entite´ virtuelle
(logicielle) ou physique autonome :
— capable d’agir dans un environnement
— dote´ de capacite´ de communication la reliant directement aux autres agents
— mue par un ensemble de tendances (sous forme d’objectifs individuels ou d’une
fonction de satisfaction voire meˆme de survie qu’elle veut optimiser)
— en possession de ressources qui lui sont propres
— dote´ d’aptitudes de perception des parties limite´es de son environnement
— posse`de une repre´sentation partielle, voire meˆme nulle de l’environnement dans
lequel il e´volue
— dote´ d’un certain nombre de compe´tences et apte a` offrir un ensemble de services
— capable e´ventuellement de se reproduire
— suit un comportement qui lui est spe´cifique dans le but d’atteindre ses objectifs
fixe´s et en prenant en conside´ration ses perceptions et repre´sentations et en fonc-
tion aussi des communications et messages dont il est re´ceptif. Ceci est faisable
notamment graˆce aux compe´tences et ressources qu’il posse`de.
D’apre`s [Ferber, 1999] [Ferber, 1995], le paradigme agent ici est spe´cifie´ par rapport a`
l’environnement ou` il e´volue.
A` partir de la de´finition cite´e ci-dessus, le cycle de vie d’un agent est compose´ de trois
grandes e´tapes et permet de retracer l’activite´ d’un agent de`s sa cre´ation :
(a) La perception de l’environnement : l’agent utilise ses connaissances et comportements
pour le faire ;
(b) La prise de de´cision : consiste a` de´cider de l’action suivante a` entreprendre ;
(c) L’exe´cution : consiste concre`tement a` effectuer l’action choisie lors de la pre´ce´dente
e´tape du cycle de vie de l’agent.
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II.4.2.2 Types des agents
D’apre`s la typologie des agents qui de´crit la diffe´rence comportementale entre eux, il
existe deux types principaux :
(a) Les agents re´actifs : Ce type d’agents re´agit rapidement pour re´pondre aux stimuli
venant de l’exte´rieur. Pour le faire, ils restent toujours en e´tat de veille, en attendant
les changements potentiels ;
(b) Les agent cognitifs : Contrairement aux agents re´actifs, ces agents re´fle´chissent avant
de re´pondre aux stimuli, ils utilisent leurs connaissances de l’environnement et de
l’ensemble des autres agents.
II.4.2.3 Proprie´te´s des agents
Un certain nombre de proprie´te´s sont indispensables pour tout agent. Ici, nous pre´sentons
une liste de cinq proprie´te´s typiques [Wooldridge and Jennings, 1995] [Jennings et al.,
1998] [Russell et al., 1995].
(a) L’autonomie : l’autonomie d’un agent implique que l’existence de celui ci ne de´pend
pas de celle des autres. Selon [Russell et al., 1995], cette proprie´te´ est conside´re´e
comme la capacite´ d’agir et re´agir sans l’assistance humaine ou la pre´sence des autre
agents. Donc, diffe´rent d’un objet, un agent est une entite´ logicielle qui peut re´pondre
elle-meˆme a` un appel de me´thode ou aux compe´tences qu’elle inte`gre d’apre`s sa
propre de´cision. De ce fait, il peut initier une action ou re´orienter l’exe´cution d’un
programme sans intervention externe.
(b) La re´activite´ : cette proprie´te´ de´finit la capacite´ de re´agir aux modifications de
l’environnement ou` il se trouve et fait son e´volution pour adapter sont comportement
a` un milieu changeant.
(c) La proactivite´ : cette proprie´te´ propose que l’agent posse`de la capacite´ d’agir de sa
propre initiative pour parvenir aux objectives fixe´s.
(d) La continuite´ : cette notion pre´sente un agent comme une entite´ logicielle implante´
sur des processus le´gers nomme´ threads ayant une exe´cution paralle`le. Cette pro-
prie´te´ est de´finie comme e´tant la persistance d’une identite´ et d’un e´tat sur une
longue pe´riode.
(e) La sociabilite´ : les agents arrivent a` communiquent entre eux afin d’interagir en
utilisant des langages spe´cifiques et de´die´s. Cette proprie´te´ de communication est le
moteur principal a` un comportement social e´volue´.
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II.4.3 Caracte´ristiques des syste`mes multi-agents
Graˆce aux proprie´te´s spe´cifiques des agents, les SMAmanifestent plusieurs caracte´ristiques
qui les permettent de coope´rer dans une socie´te´ afin de re´soudre le proble`me en question.
II.4.3.1 Communication
Comme les agents ont une capacite´ d’interagir et d’e´changer de l’information, il faut que
ces entite´s communiquent afin d’accomplir leurs taˆches. Il existe principalement deux
types de langages de communication. Pour le premier type dit de´claratif, il se base sur
des phrases de´claratives (comme des hypothe`ses, des de´finitions) ; le deuxie`me type la
communication est base´e sur un contenu exe´cutable est dit proce´dural. En re´alite´, la
plupart des langages sont du premier type, le plus connu est KQML.
II.4.3.2 Coordination
Le processus de coordination entre les agents est de´veloppe´ pour s’assurer que les
agents individuels formant la communaute´ puissent agir d’une fac¸on cohe´rente et har-
monieuse [Sycara, 1998]. Le processus de coordination permet d’empeˆcher les compor-
tements de´sordonne´s des agents. Pour coordonner les agents, les taˆches sont attribue´es,
le processus de coordination est re´alise´ via l’affectation aux agents des responsabilite´s et
des ressources ne´cessaires pour re´soudre les proble`mes. Les taˆches sont alloue´es lors de
la conception du syste`me multi-agents avec la planification de la proce´dure de re´solution
du proble`me. Du coˆte´ agent, la coordination est une phase pour construire les actions
se´quentielles avec la conside´ration des objectifs, des capacite´s et des contraintes environ-
nementales. Cette planification en avance est souvent conside´re´e comme une pratique
obligatoire pour e´viter les chevauchements et les conflits entre les entite´s. La coordina-
tion est donc un processus adopte´ entre les agents coope´rants dans le but de re´ussir leur
coope´ration et objectif.
II.4.3.3 Ne´gociation
Il s’agit d’une me´thode de coordination et de re´solution du proble`me base´e sur le principe
de la communication entre les agents d’un meˆme groupe. Cette me´thode permet a` une
communaute´ d’agents d’e´tablir un accord pour entreprendre une certaine action. Au
cours de l’exe´cution du processus, il y a des e´changes d’informations, des relaxations
des buts initiaux, des concessions ou bien des menaces, cependant, ce processus a pour
but principal de trouver un consensus. Parmi les types de ne´gociations, on trouve la
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coope´ration qui est applique´e dans les cas ou` les agents partagent un but commun
envisage´ par le syste`me ; en revanche, celui de la compe´titivite´ concerne les situations
ou` les agents ont diffe´rents inte´reˆts et essayent de faire un choix de compromis avec des
alternatives bien fixe´es.
II.4.3.4 Formation de coalition
La formation de coalition des agents montre plusieurs avantages, parmi lesquels nous
citons les deux plus importants :
— Le fait que la formation de coalition est de´pendante du contexte du proble`me
permet aux agents d’adapter leurs objectifs et comportements ;
— Le concept d’engagement temporaire permet aux participants de la coalition de
re´viser dynamiquement leurs inte´reˆts, et donc les objectifs.
II.4.4 Applications des SMA dans le domaine de transport
Les SMA ont connu un grand de´veloppement dans le domaine de transport ou` plu-
sieurs travaux de recherche les ont abondamment utilise´s. Les premie`res applications
de´veloppe´es avec le paradigme agent, concerne la surveillance de ve´hicules en 1991 [Dur-
fee and Lesser, 1991]. Si nous nous concentrons particulie`rement sur le cas ou` les SMA
sont pris comme support de base, nous pouvons citer les travaux suivants : [Mandiau
et al., 2002] sur la simulation de trafic automobile. [Fayech, 2003] sur la gestion des
perturbations et de la re´gulation dans les re´seaux de transport multimodal. [Zidi, 2006]
dans la recherche et composition d’itine´raires optimise´s pour l’aide au de´placement des
voyageurs. [Feki, 2010] sur un syste`me d’aide a` la de´cision pour les voyageurs en termes
de plan de de´placements avec la prise en compte des perturbations du re´seau. [Sghaier,
2011] sur l’optimisation d’un syste`me de covoiturage dynamique. [Durfee and Lesser,
1991] sur la surveillance des ve´hicules automatise´s, [Fischer et al., 1995] sur le transport
de marchandises et [Chaib-draa, 1996] sur la gestion de trafic urbain.
Nous de´taillons ici une application de SMA dans le cadre de la re´gulation des corres-
pondances. Dans son travail Laichour pre´sente un mode`le base´ sur trois types d’agent :
Agent Acquisition, Agent Correspondance et Agent Superviseur [Laichour et al., 2001]
qui ont pour diffe´rentes missions :
— Agent Acquisition : effectue la gestion des donne´es correspondantes aux passages
des bus aux arreˆts de re´gulation ;
— Agent Correspondance : de´tecte et diagnostique les perturbations au niveau des
correspondances et propose des solutions ;
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— Agent Superviseur : sert comme interface entre le re´gulateur et le syste`me d’aide
a` la re´gulation des correspondances.
II.4.5 Imple´mentation des SMA pour le proble`me pose´
Nous aspirons a` mode´liser notre syste`me avec les SMA et utilisons l’optimisation qui
sera pre´sente´e dans la prochaine section.
Compte tenu de la proble´matique pre´sente´e dans le Chapitre I, nous allons proposer un
syste`me d’information multi-agent ouvert et adapte´ aux besoins d’un syste`me d’infor-
mation de transport comodal dans lequel diffe´rents sous-syste`mes sont inte´gre´s.
Au sein d’un SMA, les diffe´rents agents ayant des roˆles varie´s forment une socie´te´
de coope´ration et assurent le bon fonctionnement du syste`me. Il existe des agents
responsables de communication syste`me-utilisateur, des agents de coordination et de
coope´ration, des agents d’optimisation etc. La coalition entre certains agents permet
de re´aliser les taˆches d’optimisation en vue d’obtenir des solutions satisfaisantes face
aux diffe´rentes demandes d’utilisasteurs et aux perturbations du re´seau de transport.
L’imple´mentation de SMA sera aborde´e avec plus de de´tails dans Chapitre IV.
Ensuite, nous pre´sentons l’optimisation en rappelant notamment la relation entre l’op-
timisation et SMA.
Dans la section suivante, nous proposons de profiter de l’alliance entre l’optimisation
et l’approche base´e sur le paradigme agent tout en se positionnant dans le contexte de
notre propre proble´matique.
II.5 Alliance entre optimisation et SMA a` l’avantage de
transport comodal
Plusieurs travaux de recherche montrent l’efficacite´ de l’alliance entre les SMA et l’opti-
misation pour la re´solution des proble`mes varie´s. Les algorithmes et me´thodes d’optimi-
sations sont inte´gre´s au sein des agents en sorte que les me´thodes d’optimisations soient
adapte´es aux objectifs et contraintes des agents. Cette alliance fait e´merger, en effet, deux
couches d’optimisations, a` savoir : une optimisation globale dite distribue´e, et une opti-
misation locale inte´gre´e dans les comportements des entite´s d’agent. Dans [Zidi, 2006],
on a traite´ le proble`me de l’optimisation de la recherche des informations des itine´raires
au sein d’un re´seau de transport multimodal distribue´ en appliquant la me´thode du
paradigme mobile agent. Cet agent est responsable des traitements des requeˆtes en
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se de´plac¸ant entre les diffe´rents nœuds du re´seau de transport. Le travail dans [Meng
et al., 2007] propose une solution pour le proble`me de ge´ne´ration des e´preuves pour
les e´tudiants en associant un syste`me d’agents et un algorithme ge´ne´rique. Dans [Feki,
2010] qui profite e´galement de cette association des SMA et l’optimisation, on propose
un syste`me distribue´ d’aide a` la de´cision pour les voyageurs avec la prise en compte
des perturbations du re´seau de transport. Le travail effectue´ dans [Sghaier, 2011] e´tudie
l’optimisation d’un syste`me de covoiturage dynamique avec la mode´lisation et la par-
tition des zones desservies. Dans [Satunin and Babkin, 2014], un syste`me de transport
a` la demande reposant sur l’alliance d’un SMA et d’une me´thode de vote combinatoire
est propose´. Nous pouvons marquer que les travaux de recherche cite´s comme [Zidi,
2006] [Feki, 2010] [Sghaier, 2011] [Satunin and Babkin, 2014], comme le noˆtre, traitent
le proble`me d’optimisation d’un syste`me d’information distribue´.
II.5.1 Optimisation pour le transport comodal
Il s’agit de plusieurs niveaux d’optimisation pour le transport comodal. La planification
d’itine´raire avec Dijkstra peut eˆtre conside´re´e comme une re´solution avec la program-
mation dynamique en quelque sorte. En effet, la re´duction de l’espace de recherche avec
des heuristiques (par exemple la recherche bidirectionnelle) conduit a` l’ame´lioration de
performance de l’algorithme.
Si une demande cherche des itine´raires non-domine´s avec plusieurs crite`res (par exemple
le temps de parcours et la dispense totale du trajet), cela va entraˆıner la recherche des
solutions Pareto-optimales.
L’attribution des ressources de transport aux utilisateurs correspond a` un proble`me
d’affectation classe´ sous la famille de proble`mes NP-difficiles dont la complexite´ est
exponentielle. Il faut donc emprunter la bonne strate´gie de re´solution en vue d’e´viter
l’explosion combinatoire.
II.5.2 SMA pour le transport comodal
Diffe´rents modes de transport sont inte´gre´s dans un syste`me de transport comodal,
y compris les ve´hicules partage´s. Avec la conside´ration du fait que les ressources et
donne´es de transport sont distribue´es, le proble`me se trouve dans un environnement
dynamique en e´volution continuelle. Cela ne´cessite une mise en place d’un syste`me avec
l’optimisation des ope´rations en vue d’obtenir une ame´lioration en termes de temps de
re´ponse, de ressources ne´cessaires etc. Compte tenu des capacite´s des agents comme
l’autonomie, la communication, la collaboration et la ne´gociation, le concept de SMA
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s’adapte a` l’environnement du proble`me dans lequel ils e´voluent et permet de fournir
des solutions efficaces et robustes dans un cadre dynamique assujettissant.
II.5.3 Alliance optimisation-SMA et positionnement
Dans le but de concevoir un syste`me qui puisse accueillir autant d’utilisateurs que pos-
sible et s’occuper au meˆme moment des donne´es distribue´es et combinatoires, nous
employons le concept SMA. L’inte´gration de l’ide´e d’optimisation aux SMA permet de
mettre en œuvre deux couches d’optimisation locale et distribue´e pour offrir des services
optimaux en termes de pre´fe´rences des utilisateurs. La combinaison de SMA et opti-
misation a pour effet d’inte´grer le sens d’optimisation au sein des agents par la bonne
pratique d’arranger leurs comportements et de diriger leurs actions dans le sens de la
recherche des solutions optimales.
Les agents qui inte`grent l’optimisation locale dans leurs actions et comportements se
trouvent eux-meˆmes dans un contexte d’optimisation globale et distribue´e. Ce contexte
est concre´tise´ par coope´ration, coordination et coalition entre les agents qui de´dient
l’optimisation locale et leurs interactions a` l’avantage de l’intelligence collective.
Il convient de noter ici un type d’agent spe´cifique appele´ Route Agent qui sera de´fini en
de´tail dans le Chapitre IV. Les taˆches principales de cet agent sont de repre´senter une
section route et de chercher des affectations possibles et optimise´es des voyageurs aux
ve´hicules. Des comportements spe´cifiques des agents sont voue´s a` assurer l’exe´cution
d’algorithmes d’affectations comme optimisations locales, par exemple avec les algo-
rithmes ge´ne´tiques. La coalition entre des Route Agents permet de relier des segments
de routes dans le but de formuler des itine´raires complets pour chaque voyageur. Ce
type d’agent est dote´ de comportements approprie´s pour coope´rer avec les autres, nous
allons expliquer avec plus de de´tails(c.f. Chapitre IV).
Dans le cadre de cette the`se, l’environnement de transport comodal accueillant des
diffe´rents syste`mes d’information de transport pour des diffe´rents modes peut eˆtre conside´re´
comme distribue´. De plus, un proce´de´ d’optimisation distribue´e est apte pour la mise
en place des traitements en paralle`le. Une architecture distribue´e, base´e sur un SMA,
est un choix juste pour mettre en œuvre notre syste`me. Avec cette architecture qualifie´e
d’e´tendue et de flexible, diffe´rentes approches d’optimisation sont preˆtes a` eˆtre inte´gre´es.
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II.6 Conclusion
Dans ce chapitre, nous avons introduit les fondements the´oriques de notre travail qui
s’appliqueront dans les chapitres suivants. Le chapitre a de´bute´ par la pre´sentation de
la the´orie des graphes et les algorithmes pour la recherche d’itine´raire. L’e´tat de l’art
sur l’optimisation et les Syste`mes Multi-Agents a ensuite e´te´ expose´. Une proposition
de combinaison de ces deux techniques a e´te´ e´voque´e et servira dans notre travail.
Chapitre III
Planification d’itine´raire et
proble`me d’affectation au sein
d’un syste`me de transport
comodal
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Where there’s a will, there’s a way.
Proverbe anglais
III.1 Introduction
Dans le chapitre pre´ce´dent, nous avons pre´sente´ les fondements the´oriques sur lesquels se
base notre travail. Dans ce chapitre, nous nous inte´ressons a` la planification d’itine´raire
dans un environnement de transport comodal, ainsi qu’au proble`me d’affectation des
ve´hicules aux voyageurs. L’optimisation d’itine´raire ne´cessite une mise en compe´tition de
l’ensemble des modes disponibles sur la base d’un ensemble de crite`res et de contraintes.
Nous avons organise´ ce chapitre de la manie`re suivante : tout d’abord, nous proposons
le mode`le de transit afin de ge´rer les donne´es correspondantes aux transferts entre les
diffe´rents modes. Ensuite, nous de´taillons la mode´lisation d’un graphe et la planifica-
tion d’itine´raire. Les solutions trouve´es peuvent eˆtre multiples, nous abordons alors, le
proble`me de l’optimisation d’une chaˆıne de de´placements en respectant les contraintes
temporelles ainsi que les algorithmes ge´ne´tiques qui sont utilise´s pour la re´solution des
proble`mes d’affectation.
III.2 Mode`le de transit
Afin d’avoir des re´sultats pre´cis, les correspondances entre les diffe´rents modes sont
pris en compte lorsque la planification d’itine´raire se trouve dans un environnement
de transport inte´grant plusieurs modes de transport. Le mode`le de´veloppe´ prend en
conside´ration des donne´es lie´es au changement de mode.
Nous employons le terme de transit pour de´crire le transfert inter-ope´rateurs d’un
itine´raire. Ces types de transferts inter-ope´rateurs ne peuvent se faire souvent que dans
des endroits de´die´s ou` coexistent plusieurs modes de transport. Par exemple d’un parc-
relais ou` l’on de´pose sa voiture vers une station de transport en commun pour continuer
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son trajet, ou dans la sens inverse. Une section de route pe´destre est donc concerne´e
pour arriver au Point Info de la section suivante, comme le montre la Figure III.1.
De´finition. Point Info : Il se re´fe`re au lieu ou` s’affiche les informations ne´cessaires pour
effectuer un trajet de voyage du coˆte´ des voyageurs. A` titre d’exemple, les panneaux
d’informations dans les gares de train sont installe´s pour indiquer les informations sur le
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Figure III.1: La repre´sentation microscopique d’un transfert
Les informations ne´cessaires se re´fe`rent aux plateformes et aux horaires pour les trains,
au tableau de marche horaire pour les bus etc. Plusieurs types de transport exigent la
pre´sence du voyageur quelques minutes avant l’horaire de de´part du ve´hicule pour assurer
l’embarquement. A` titre d’exemple, il faut se pre´senter au moins 2 minutes avant l’horaire
de de´part dans le cas d’un voyage en TGV en France, dans le cas contraire, l’acce`s n’est
pas garanti. Le fait que les gares sont rarement de´place´es apre`s leurs installations rend
facile la collecte des donne´es pour cre´er une base de donne´e de transfert a` pied. La dure´e
ne´cessaire est base´e sur plusieurs e´le´ments :
— un temps de sortie du mode ts ;
— un temps de correspondance tc base´ sur la distance a` parcourir et la vitesse
moyenne de la marche a` pied (la distance pe´destre est la vitesse moyenne de la
marche a` pied et le produit de la dure´e ne´cessaire) ;
— un temps d’acce`s au mode ta.
La dure´e ne´cessaire pour ce transit est alors e´gale a` leur somme : ttr = ts + tc + ta.
Cependant, il peux exister aussi le temps passe´ a` attendre un autre moyen de transport
en cas de correspondance dans les sce´narios re´els.
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La Figure III.1 montre un exemple de transfert inter-ope´rateurs. Il existe un transfert
possible entre A et A′ qui appartiennent a` deux re´seaux de modes diffe´rents. Si le couˆt
de transfert signifie le temps ne´cessaire, il convient de noter que le couˆt de transfert
c(A,A′) n’est pas ne´cessairement le meˆme que c(A′, A) pour le sens inverse.
Ce mode`le permet de cre´er et de maintenir la base de donne´e du temps de transfert.
La Figure III.2 illustre un exemple d’un transfert inter-ope´rateurs au sein du syste`me,
ou` S1 et S2 sont deux sous-syste`mes et les nœuds A et A
′ sont les points de transferts qui
sont relie´s par les arcs pe´destres. Le temps de transfert t1 et t2 peuvent eˆtre obtenus a`
partir des donne´es publics. Les arcs pe´destres de transfert vont servir comme connexion
entre deux sections de routes adjacentes correspondants a` deux ope´rateurs diffe´rents.
III.2.1 Repre´sentation du transit
Nous notons par classe C un sous-syste`me dans un syste`me distribue´ et par m le mode
d’un sous-syste`me (un sous-syste`me est repre´sente´ par un mode). Pour un mode mi, le
re´seau de transport du sous-syste`me correspondant classe Ci est mode´lise´ par un graphe
Gi. Ce dernier est appele´ le mode graphe de mi ou le graphe de Ci.
Gi = (Vi, Ai) est un graphe directionnel avec des poids des arcs positifs ou` Vi de´signe
l’ensemble de nœuds de Ci et Ai de´signe l’ensemble des arcs de Ci :
— Vi = {v|sur un noeud v, les ressources de mode mi sont disponbibles} ;
— Ai = {(u, v)|il existe un lien direct (sans arreˆt interme´diaire) de mode mi de u a`
v avec u ∈ Vi, v ∈ Vi, u 6= v}.
M est un ensemble de modes, M = {mi|i ∈ {1, 2, . . . , N}} ou` N est le nombre de sous-
syste`mes dans le syste`me distribue´. Le changement de mode pendant le voyage signifie
qu’il existe un transit entre les modes. Comme le montre dans la Figure III.2, A et A′






Figure III.2: La repre´sentation macroscopique de transfert inter-ope´rateur
Le graphe inte´gral du syste`me entier est GM = (V,A) ou`
— V = ∪ni=1Vi ;
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— A = (∪ni=1Ai) ∪ATransit avec ATransit l’ensemble d’arcs de transit.
De´finition. Connexion de transit : Une connexion de transit γ est un 5-tuple
(mf ,mt, vf , vt, c) de´fini sur M ×M × V × V × R
+. Ce concept de´crit l’arc d’un transit
de nœud vf dans le graphe de mode mf vers un nœud vt dans le graphe de mode mt
avec un couˆt c.
De´finition. Tableau de Transit : Le Tableau de Transit re´unit toutes les connexions de
transit au sein d’un graphe G.
Nous conside´rons deux nœuds : vki de Gi et v
l
j de Gj .
Quand i = j, il s’agit d’un transfert au sein d’un meˆme sous-syste`me.
























La Figure III.3 illustre le graphe d’un syste`me compose´ de trois sous-syste`mes. Les


















































Figure III.3: Graphe avec arcs de transit a` trois composants
Le tableau de transit du syste`me pre´sente´ dans la Figure III.3 est construit d’apre`s
l’e´quation III.1. Comme le montre le Tableau III.1, les nœuds des colonnes sont les
nœuds de de´part et ceux des lignes sont les nœuds d’arrive´e. Les transferts au sein des
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sous-syste`mes ne sont pas pris en compte dans ce tableau. La non existence de connexion
de transit entre les nœuds est repre´sente´e par N dans les cellules du tableau.































(1,2) N N N N N N
v21 N γ
(2,2)
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v31 N N γ
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(2,1) N N N N
v22 N γ
(2,2)
(2,1) N N N
v32 N N γ
(3,3)
(2,1) N N
v42 N N N N γ
(4,2)
(2,3)




v13 N N N N N N N γ
(1,5)
(3,2)
v23 N N N N N N γ
(2,4)
(3,2) N
III.3 Re´seau de transport et graphe hie´rarchise´
La structure hie´rarchise´e est un moyen efficace pour mode´liser les niveaux des re´seaux
avec des transferts [Bielli et al., 2006]. Selon le travail [Van Nes, 2002], le concept de
la hie´rarchie est re´alise´ lors de la phase de la conception des re´seaux de transport.
L’approche hie´rarchise´e avec graphe en plusieurs niveaux est introduite pour traiter et
acce´le´rer la recherche du plus court chemin en utilisant les horaires des trains [Schulz
et al., 2002]. Les graphes se superposent et les arcs supple´mentaires sont ajoute´s. Ce
travail a e´te´ de´veloppe´ dans [Holzer et al., 2009] pour avoir une meilleure performance
et on re´duit le nombre d’arcs supple´mentaires. Dans le travail de [Kammoun, 2007],
l’auteur a mentionne´ mais sans l’avoir de´veloppe´e, l’ide´e de l’organisation hie´rarchique
des SIAD (Syste`mes d’Information d’Aide au De´placement) de diffe´rents niveaux en vue
de concevoir des syste`mes d’information coope´ratif de mobilite´.
En effet, comme la taille du re´seau (cardinalite´ de l’ensemble de nœuds et celle de
l’ensemble d’arcs) de transport est souvent importante, il faut mettre en place une
repre´sentation condense´e et efficace du re´seau afin de limiter la consommation de la
me´moire et du temps de calcul lors de l’utilisation des algorithmes de la recherche des
itine´raires.
Dans le cadre de nos travaux de recherche, nous proposons une autre me´thode hie´rarchise´e
applique´e au domaine qui nous inte´resse ; a` savoir le transport multimodal (en compa-
raison avec les travaux cite´s [Schulz et al., 2002] [Holzer et al., 2009] qui sont consacre´s
pour les trains). En effet, cette approche propose´e permet de hie´rarchiser le graphe au
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meˆme temps de re´duire l’espace de recherche e´ventuellement lors de l’exe´cution de l’al-
gorithme. Elle fait partie des techniques d’acce´le´ration de la planification d’itine´raire et
s’adapte particulie`rement au proble`me traite´.
III.3.1 Diffe´rents modes de transport
Nous souhaitons repre´senter de fac¸on la plus comple`te possible l’ensemble des modes de
transport collectifs pour la mobilite´ des voyageurs : transport en commun (me´tro, train,
bus, tramway, etc.), ve´hicules partage´s (autopartage, covoiturage) voir la marche a` pied.
Pour la mode´lisation de re´seaux d’ope´rations, les modes sont aussi regroupe´s en fonction
des contraintes qu’introduit leur usage sur la suite d’un trajet.
III.3.1.1 Re´seau pour les transports publics unimodaux
Chaque re´seau de transport en commun unimodal de mode m est repre´sente´ par un
graphe directionnelGm. Les services de transports en commun sont base´s sur des horaires
fixes et des itine´raires pre´de´finis. Par exemple, une ligne de transport public correspond
a` une suite fixe d’arreˆts desservis plusieurs fois une journe´e.
III.3.1.2 Re´seau routier
E´tant donne´ que la voiture personnelle n’est pas pris en compte dans ce travail, le re´seau
routier est de´die´ au covoiturage et a` l’autopartage ou encore aux pie´tons. En effet, les
stations de l’autopartage pour les flottes de ve´hicules sont bien installe´es. Nous pouvons
donc les conside´rer comme des arreˆts pour les transports publics.
III.3.2 Regroupement des graphes he´te´roge`nes avec liens de transit
III.3.2.1 De´finitions
Ce paragraphe pose les de´finitions importantes qui seront utilise´es par la suite dans ce
chapitre.
De´finition.Graphe unimodal : Un grapheGm = (Vm, Am) est dit unimodal s’il repre´sente
un re´seau de transport unimodal, ou` Vm est l’ensemble de nœuds, Am est l’ensemble
d’arcs et m de´signe le mode de transport utilise´ dans le re´seau.
A` titre d’exemple, le graphe qui repre´sente uniquement un re´seau de me´tro ou celui de
ve´lo-partage est un graphe unimodal.
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De´finition. Graphes he´te´roge`nes : Les graphes unimodaux qui mode´lisent les re´seaux
de transport de diffe´rents modes sont des graphes he´te´roge`nes.
Dans le monde re´el, plusieurs graphes he´te´roge`nes pourraient coexister meˆme pour
repre´senter le re´seau de transport d’une ville. Les graphes correspondants au re´seau
de bus et celui de me´tro sont sans doute deux graphes he´te´roge`nes. Ge´ne´ralement, les
graphes he´te´roge`nes sont disjoints. Avec la possibilite´ de transfert entre ces diffe´rents
modes de transport sur quelques nœuds, les graphes peuvent y eˆtre relie´s a` l’aide des
liens de transit.
De´finition. Graphe multimodal : Un graphe est dit multimodal s’il repre´sente un re´seau
de transport multimodal.
Nous notons ce type de graphe parGM = {VM , AM ,M} ou simplementGM = {VM , AM}
avec
— M = {mi|i ∈ {1, 2, . . . , N}} est l’ensemble de modes d’un graphe multimodal ;
— VM =
⋃N
i=1 Vi est l’ensemble de nœuds ;
— AM =
⋃N
i=1Ai est l’ensemble d’arcs.
Dans la de´finition du graphe multimodal, les nœuds ou` les transferts peuvent avoir lieu
sont fusionne´s et donc conside´re´s comme un seul nœud dans ce graphe. Cela permet la
jonction entre les graphes he´te´roge`nes.
La de´finition d’un chemin (itine´raire) au sein d’un graphe simple est e´tablie (cf. section
II.2.1). Nous de´crivons un chemin dans un graphe multimodal.
Dans un graphe G = (V,A), un chemin ou un itine´raire P (n1, nk) est une se´quence d’arcs
entre une paire de nœuds n1 et nk, P (n1, nk) = ((n1, n2)mi1 (n2, n3)mi2 . . . (nk−1, nk)mik−1 )
ou` mij est le mode de transport utilise´ sur le morceau de route (nj , nj+1).
De´finition. Un chemin multimodal : Un chemin est dit multimodal si plus qu’un seul
mode sont concerne´s.
Lorsque les transferts entre les diffe´rents modes sont pris en compte, il faut inte´grer les
liens de transit dans le graphe multimodal. Nous ajoutons donc les arcs entre les nœuds
ou` les transferts entre les modes existent.
De´finition. Couˆt d’un chemin multimodal : Le couˆt d’un chemin multimodal est de´fini
comme la somme des couˆts des morceaux de route emprunte´s suivant l’ordre parcouru
d’un point de de´part au point d’arrive´e.
De´finition. Graphe multimodal complet : A` partir d’un graphe multimodal, le graphe
multimodal complet est de´fini avec l’ajout des arcs de transit.
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III.3.2.2 Graphe de transfert : une proce´dure d’abstraction
Pour simplifier la repre´sentation du graphe multimodal, des travaux de recherche ont
propose´ des mode`les comme “l’intersection graph” [Wang and Kaempke, 2004] et le
“transfer graph” [Galvez-Fernandez et al., 2009] en vue d’obtenir un mode`le qui facilite la
repre´sentation du graphe multimodal et d’optimiser le temps de calcul pour le proble`me
de cheminement.
Par la suite, nous pre´sentons le graphe de transfert qui permet de re´duire le graphe
multimodal en termes de nombre de nœuds et d’arcs.
Un graphe de transfert est de´crit par un ensemble de composants et un ensemble d’arcs
de transit avec lesquels les composants sont connecte´s. Nous le notons par GTr =
{VTr, ATr, C} ou`
— C = {Ci|i ∈ {1, 2, . . . , NC}} est l’ensemble de composants ; pour un composant
Ci = {Vi, Ai} qui correspond au graphe unimodal Gi, Vi est l’ensemble de nœuds
de transfert de Gi, Ai est l’ensemble d’arcs reliant les nœuds de transfert.
— VTr =
⋃NC
i=1 VCi est l’ensemble de nœuds des composants ;




ATransit est l’ensemble d’arcs des composants et ATransit est
l’ensemble d’arcs de transit reliant les composants.
La construction du graphe de transfert pour un re´seau de transport multimodal peut
eˆtre conside´re´e comme une proce´dure d’abstraction [Galvez-Fernandez et al., 2009]. L’en-











Figure III.4: Un graphe de transfert a` 9 composants avec des liens de transit
Comme le montre la Figure III.4, nous constatons que les composants sont se´pare´s dans
le graphe de transfert par les liens de transit. Cette repre´sentation du re´seau multimodal
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est plus performante et robuste au sens ou` une perturbation au sein d’un seul composant
ne va pas entraˆıner des bouleversements pour la repre´sentation globale du re´seau, en effet,
il met a` jour uniquement le composant du re´seau concerne´.
III.3.3 Mise en hie´rarchie du graphe
III.3.3.1 Niveaux de transfert
Les graphes unimodaux peuvent eˆtre classe´s en plusieurs niveaux selon les zones desser-
vies. Nous pouvons distinguer trois niveaux : local, re´gional et national (il est possible










Noeud de transfert du premier niveau
Noeud de transfert du second niveau
Noeud de transfert du troisième niveau
Figure III.5: Un graphe de transfert avec des liens de transfert et des nœuds de
transfert en niveau
La Figure III.5 montre un graphe de transfert avec des liens de transfert en pre´cisant
les niveaux des nœuds. Les composants C1, C2, C3, C4, C5, C6 et C7 se constituent des
nœuds de niveaux plus bas, tandis que les composants C8 et C9 se constituent des nœuds
de niveaux plus e´leve´s. Cette repre´sentation nous donne une impression que C8 et C9
jouent un roˆle de liant avec les autres composants qui sont disjoints.
En outre, au sein d’un composant, il existe des nœuds qui jouent a` la fois des roˆles de
nœud de transfert du second et troisie`me niveau. Pour montrer efficacement les niveaux
du graphe, les nœuds de ce genre se divisent en autant de nœuds que le nombre de roˆles
qu’ils jouent. Par conse´quent, les nœuds obtenus sont relie´s avec les arcs n’ayant pas
de poids. Une mesure supple´mentaire donc permet de distinguer les nœuds au sein d’un
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composant selon leur niveau. La Figure III.6 montre cette mesure en divisant certain











Noeud de transfert du premier niveau
Noeud de transfert du second niveau
Noeud de transfert du troisième niveau
Figure III.6: Un graphe de transfert avec des liens de transfert et des nœuds de
transfert en niveau
Le graphe hie´rarchise´ de G, note´ comme HG, est un graphe qui :
— met les composants en hie´rarchie ;
— permet de calculer le plus court chemin O −D en gardant l’optimalite´.
La construction du graphe hie´rarchise´ se base sur deux e´le´ments :
— le graphe de transfert avec des liens de transfert GTr ;
— la classification des nœuds selon leurs niveaux.
Nous distinguons deux types d’arcs pour construire un graphe hie´rarchise´ :
— arcs du niveau : les arcs des composants de meˆme niveau et les arcs de transfert
entre ces composants ;
— arcs inter-niveau : les arcs de transit reliant les composants de diffe´rents niveaux.
III.3.3.2 Construction des graphes hie´rarchise´s
A` partir du graphe de transfert, le graphe hie´rarchise´ est construit en respectant les
e´tapes suivantes :
1. regrouper les nœuds selon leurs niveaux ;
2. mettre des arcs inter-niveau.
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On construit le graphe hie´rarchise´ HGTr du graphe de transfert GTr = {VTr, ATr, C} ou`
C = {Ci|i ∈ {1, 2, . . . , NC}}. On de´signe l le nombre de niveaux. Les nœuds de transfert
de chaque composant Ci sont classe´s e´galement en l cate´gories. Un graphe de transfert























Figure III.7: Un graphe de transfert en trois niveaux
De´finition. Module : Les composants de meˆme niveau interconnecte´s font un module
M , dont l’ensemble de nœuds est l’union des ensembles de nœuds de ses composants,
et l’ensemble d’arcs est l’union des ensembles d’arcs de ses composants et les arcs de
transit.
Chaque niveau se constitue d’un ensemble de modules. On note un module de niveau
k par Mk. On rappelle que les modules de meˆme niveau sont disjoints et les modules
s’interconnectent via les arcs inter-niveau.
Compte tenu de la pre´sence d’un ensemble de modes de transports collectifs et individuels
au sein d’un module et la comple´mentarite´ entre eux, un trajet u−v peut eˆtre effectue´ de
plusieurs fac¸ons en fonction de diffe´rentes combinaisons de modes, voici une illustration
avec la Figure III.8.
De´finition. Graphe de modules : On le de´signe par GM . Les modules sont conside´re´s
comme les nœuds du graphe de modules. Si deux modules sont connecte´s, on ajoute un
arc entre ces deux nœuds et on associe a` chaque arc un poids unitaire.
La Figure III.9 est un graphe de transfert en module.
Pour de´terminer le sous-graphe d’une paire de nœuds O−D qui est note´ parHGTr(O,D),
nous utilisons une chaˆıne de modules.
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vu
Mode individuelMode collectif























Figure III.9: Un graphe de transfert en module pour le graphe sur la Figure III.7
De´finition. Chaˆıne de modules : Pour une paire de nœuds O et D, nous conside´rons la
chaˆıne de modules M (O)−M (D). Notons K comme le plus petit k avec MOk = M
D
k .
Une chaˆıne M (O)−M (D) est de´finie comme :








ou` k1 < · · · < K et k
′
1 < · · · < K.
Une chaˆıne de modules M (O)−M (D) pour la paire de nœuds O−D est visualise´e sur
la Figure III.10
























Figure III.10: Un graphe de transfert en module
III.4 Planification d’itine´raire sur le graphe hie´rarchise´
III.4.1 Identification du domaine de recherche
Pour la planification d’itine´raire sur un re´seau de transport, la proce´dure propose´e se
de´roule en deux phases :
— la premie`re phase ayant pour objectif de construire un graphe hie´rarchise´ du
re´seau de transport ;
— la seconde e´tape vise a` identifier le domaine de recherche sur lequel l’algorithme
de la planification d’itine´raire s’exe´cute.
La premie`re e´tape est de´die´e a` la construction d’un graphe hie´rarchise´ d’un re´seau de
transport. La re´alisation de cette phase fait appel a` l’Algorithme ACGH.
Algorithm 4 Algorithme pour la construction du graphe hie´rarchise´ (ACGH)
1: E´tape 1 : Construire le graphe de transfert GTr d’un re´seau de transport
2: E´tape 2 : Regrouper les nœuds de transfert selon leurs niveaux
3: E´tape 3 : Construire le graphe hie´rarchise´ HGTr
L’Algorithme ACGH illustre la proce´dure a` suivre pour construire le graphe hie´rarchise´
avec lequel la seconde e´tape suivra pour identifier le domaine de recherche. La recherche
de la plus courte chaˆıne de modules est de´crit par l’Algorithme PCCM.
La plus courte chaˆıne de modules pour une paire de nœuds O−D au sein d’un graphe de
modules est la plus courte chaˆıne allant du module de O au module de D. E´tant donne´
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Algorithm 5 Algorithme pour trouver la plus courte chaˆıne de modules entre O et D
(PCCM)
1: E´tape 1 : Construire le graphe de modules GM du graphe de transfert hie´rarchise´
HGTr
2: E´tape 2 : Identifier les modules M (O) et M (D) qui contiennent respectivement O
et D
3: E´tape 3 : Trouver la plus courte chaˆıne de modules entre M (O) et M (D) ⊲ le
proble`me du plus court chemin dans le graphe GM
que les arcs du graphe de modules ont tous un poids e´gal a` 1, l’algorithme de Dijkstra
s’applique pour trouver la plus courte chaˆıne M (O) − M (D). En effet, ce dernier qui
est un sous-graphe de GTr note´ comme HGTr(O,D), est le domaine de recherche pour
le proble`me du plus court chemin entre O −D.
III.4.2 Proble`me du plus court chemin
III.4.2.1 Le plus court chemin au sein d’un module M
Au sein d’un module se constituant des composants qui sont distribue´s, la recherche du
plus court chemin consiste a` rechercher le chemin ayant le couˆt minimum a` travers les
composants. [Wang and Kaempke, 2004] a propose´ l’Algorithme DSRA pour re´soudre ce
genre de proble`me mais sans la prise en compte du couˆt de transfert. Nous proposons une
approche (Algorithme ADPC ) qui permet justement la prise en compte des transferts
entre les re´seaux unimodaux.









ATr ou` ATr est l’ensemble d’arcs
de transfert intra-module. Les nœuds se partagent en deux types : nœuds de transfert
intra-module et nœuds de transfert inter-module. Pour le plus court chemin au sein d’un
module, les nœuds de transfert inter-module ne sont pas concerne´s.
La Figure III.11 montre un graphe de module de trois composants C = {C1, C2, C3}
ou` V1 = {b2, d2, e} avec e un nœud de transfert inter-module, V2 = {a1, b1, c1}, V3 =
{a2, c2, d1}.
Pour calculer le plus court chemin au sein du module M entre une paire de nœuds u−v,
nous e´tendons le graphe G(M ) pour avoir le graphe e´tendu G(M , u, v) :
— en ajoutant u et v a` VM ;
— en ajoutant a` AM les arcs relatifs aux plus courts chemins au sein du composant
qui relient u (ou v) aux nœuds de transfert intra-module du meˆme composant
que u (ou v).













Figure III.11: Le graphe d’un module
La Figure III.12 visualise le graphe e´tendu du module G(M , u, v) pour le plus court















Figure III.12: Le graphe e´tendu d’un module G(M , u, v)
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Algorithm 6 Algorithme distribue´ du plus court chemin u− v au sein d’un module M
(ADPC)
1: E´tape 1 : Construire le graphe e´tendu G(M , u, v) avec le module M ⊲ Ajouter les
nœuds u et v, puis ajouter les arcs reliant u(v) avec les nœuds de transfert de son
composant
2: E´tape 2 : Calculer le plus court chemin (u, n1, n2, . . . , v) dans G(M , u, v) en utilisant
l’algorithme du plus court chemin (Dijkstra)
3: E´tape 3 : Pour chaque paire de nœuds conse´cutifs du chemin obtenu dans l’e´tape 2,
retrouver son graphe uni-modal correspondant pour avoir les de´tails sur ce tronc¸on
de route
Dans cet algorithme, la premie`re e´tape vise a` ge´ne´rer le graphe G(M , u, v) sur lequel
l’algorithme du plus court chemin s’exe´cute. La deuxie`me e´tape consiste a` calculer le plus
court chemin u− v avec l’algorithme Dijkstra. Dans la troisie`me e´tape, les informations
sur les sections de chemin dans les sous-syste`mes sont ajoute´es apre`s identification du
graphe unimodal correspondant.
III.4.2.2 Le plus court chemin au sein d’une chaˆıne de modules
Le graphe d’une chaˆıne de modules est l’union des graphes de chaque module de la
chaˆıne qui est comple´te´e par l’ensemble d’arcs de transfert inter-module. La Figure
III.13 montre le graphe de la chaˆıne de modules M (O)−M (K)−M (D). Les modules































Figure III.13: Le graphe du chaˆıne de modules
Pour calculer le plus court chemin au sein de la chaˆıne de modules entre une paire de
nœuds u − v, nous e´tendons le graphe de la chaˆıne de modules pour obtenir le graphe
e´tendu HG(u, v) :
— en ajoutant u et v dans l’ensemble de nœuds ;
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— en ajoutant les arcs relatifs aux plus courts chemins au sein du composant qui
relient u(v) aux nœuds du meˆme composant et les arcs relatifs aux plus courts
chemins au sein du module qui relient u(v) aux nœuds de transfert inter-module
du meˆme module a` l’ensemble de arcs.

































Figure III.14: Le graphe e´tendu du chaˆıne de modules
L’algorithme propose´ pour calculer le plus court chemin u − v au sein d’une chaˆıne de
modules est l’Algorithme ADPCC.
Algorithm 7 Algorithme distribue´ du plus court chemin u− v au sein d’une chaˆıne de
modules (ADPCC)
1: E´tape 1 : Construire le graphe e´tendu HG(u, v) avec la chaˆıne de modules
2: E´tape 2 : Calculer le plus court chemin u− v en passant par les nœuds inter-module
dans HG(u, v) ⊲ Algorithme 6 est utilise´ pour le plus court chemin au sein d’un
module
3: E´tape 3 : Pour chaque paire de nœuds conse´cutifs du chemin obtenu dans l’e´tape 2,
retrouver son graphe de module correspondant
Dans l’e´tape 2 de l’Algorithme ADPCC, on calcule le plus court chemin au sein du
graphe dont l’ensemble de nœuds se re´duit a` celui des nœuds de transfert inter-modules
comple´te´ par u et v. Les arcs intra-module sont e´tiquete´s avec l’Algorithme ADPC lors
de l’application de l’algorithme Dijkstra pour le plus court chemin.
En effet, le plus court chemin obtenu selon le crite`re choisi est une se´quence de nœuds.
Les contraintes horaires pour le de´part ou l’arrive´e ne sont pas encore prises en compte.
Pourtant, cette se´quence de nœuds permet de trouver les combinaisons de routes avec les
services de transport assure´s par les diffe´rents exploitants de transport sur les re´seaux
correspondants.
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III.4.2.3 Les chemins attractifs
Pour aller d’un point d’origine au point de destination au sein d’un re´seau multimodal,
l’ensemble des itine´raires est tre`s grand. Nous pre´sumons donc que les usagers choisissent
un chemin parmi les chemins les plus attractifs. Pour calculer les itine´raires attractifs,
l’algorithme de k plus courts chemins est applique´.
L’algorithme propose´ dans le travail [Yen, 1971] peut eˆtre utilise´ pour calculer les k plus
courts chemins sans boucle avec un seul crite`re. Avec l’approche d’imple´mentation de
ce dernier propose´e par [Martins and Pascoal, 2003], nous trouvons les chemins les plus
attractifs avec le sous-graphe trouve´.
III.5 Plus court chemin dans un graphe temps-e´tendu
III.5.1 Se´quence multimodale
De´finition. Se´quence multimodale : Une se´rie de de´placements multimodaux mis en
ordre et interconnecte´s.
Une se´quence multimodale constitue´e de m + 1 activite´s est de´finie par une chaˆıne de
m+ 2 nœuds. La re´solution du proble`me de se´quence multimodale consiste a` trouver le
choix de mode et l’heure de de´part sur chaque nœud selon divers crite`res. Par exemple,
le crite`re du plus faible temps de parcours exige la minimisation du temps passe´ pour
les de´placements successifs. Pour les crite`res multiples, la re´solution du proble`me vise a`
trouver des itine´raires optimaux multicrite`res.
Notons l’ensemble de nœuds dans la se´quence multimodale par {ni}(i ≤ m + 1, n0 =
O,nm+1 = D) et l’ensemble de de´parts correspondants a` ni aux diffe´rents instants
par {nki }. Un itine´raire de cette se´quence multimodale peut s’e´crire alors sous forme
{(O,n1)(n1, n2) . . . (nm, D)}. Cet itine´raire se constitue d’un ensemble de morceaux de
route de re´seaux de transports unimodaux. Si on prend en compte le transfert entre deux
morceaux de route conse´cutifs, dont la connexion de transit peut eˆtre identifie´e d’apre`s
une ope´ration de consultation (ou look-up) dans le tableau de transfert, l’itine´raire P
s’e´crit alors {(O,n1)γ1(n
′
1, n2)γ2 . . . γm(n
′
m, D)} avec l’insertion des connexions de transit
entre les morceaux de route.
Formellement, le proble`me de la se´quence multimodale peut eˆtre exprime´ ainsi :
Conditions :
— Un vecteur de nœuds 〈ni〉 ;
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— Un ensemble de de´parts sur chaque nœud aux diffe´rents instants {nki } ;
— Intervalle de temps pour le de´part a` O : [T1, T2] et pour l’arrive´e a` D : [T3, T4] ;
Objectif : trouver les se´quences multimodales faisables telles que :
— les sections de la se´quence multimodale sont re´alisables ;
— les contraintes temporelles sont respecte´es ;
— le chemin repre´sente´ par chaque se´quence multimodale est optimal.
Crite`res : Uni-crite`re ou multicrite`re.
La faisabilite´ d’une se´quence multimodale se re´fe`re a` la connectivite´ temporelle des
de´placements. C’est-a`-dire, si on arrive a` ni a` l’instant t et le temps de transfert de
ni a` n
′
i est ∆(ni, n
′
i), le de´part de n
′
i vers ni+1 est force´ment apre`s l’instant t+∆(ni, n
′
i).
La section suivante vise a` re´soudre le proble`me de´crit ci-dessus en faisant usage du
graphe temps-e´tendu.
III.5.2 Strate´gie de re´solution
Un trajet entre le point d’origine et la destination passant par les nœuds interme´diaires
ordonne´s, peut eˆtre conside´re´ comme une se´quence multimodale. Trouver les meilleurs
arrangements de de´placements de O a` D sur l’ensemble de tronc¸ons de routes pour
l’itine´raire P= {(O,n1)γ1(n
′
1, n2)γ2 . . . γm(n
′
m, D)} (cf. Figure III.15), revient a` re´soudre
le proble`me de la se´quence multimodale.













Figure III.15: Une se´quence multimodale avec transits
Pour re´soudre ce proble`me pose´, nous pre´sentons une me´thode avec le graphe temps-
e´tendu en prenant en compte le temps de correspondance. Conforme´ment a` ce que nous
avons pre´sente´ dans la section II.2.3.3, un nouveau nœud est ajoute´ au graphe temps-
e´tendu pour chaque de´part sur l’ensemble des nœuds de la se´quence. Sans perte de
ge´ne´ralite´, la proprie´te´ non-FIFO du graphe est assure´e. De plus, l’attente dans les
nœuds pour prendre les ve´hicules suivants est autorise´e.
III.5.2.1 “Diviser pour re´gner”
Comme pour les autres proble`mes du plus court chemin, l’espace de recherche pour ce
proble`me de se´quence multimodale est compose´ de tous les itine´raires qui commencent
avec les nœuds source, a` savoir l’ensemble de de´parts conformes aux contraintes tempo-
relles. E´tant donne´ les nœuds de la se´quence et les contraintes temporelles, la multiplicite´
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des de´parts sur les nœuds interme´diaires entraˆıne une explosion combinatoire de combi-
naisons de nœuds, parmi lesquelles nous allons chercher les solutions optimales selon les
crite`res et les contraintes.
En effet, pour re´soudre ce proble`me de se´quence multimodale et re´duire l’espace de
recherche, il existe deux strate´gies pour le diviser en certain nombre de sous-proble`mes.
L’ide´e de la division revient a` de´couper le proble`me cible´ en sous-proble`me plus simple
de meˆme type, puis re´soudre ces sous-proble`mes et combiner les solutions des sous-
proble`mes pour se ramener a` une solution du proble`me initial.
Pour la premie`re strate´gie, chaque sous-proble`me vise a` obtenir la meilleur connexion
entre deux nœuds conse´cutifs dans la se´quence. Ensuite, les solutions optimales trouve´es
de chaque sous-proble`me sont fusionne´es pour former la solution du proble`me pose´.
Ce sche´ma de division est une me´thode na¨ıve car les sous-proble`mes re´sultants de la di-
vision ne sont pas inde´pendants et la somme d’optimalite´ de sous-proble`mes ne garantie
pas l’optimalite´ de la solution au proble`me pose´.
Pour la deuxie`me strate´gie, nous prenons le proble`me du point d’origine O a` un nœud
ni de la se´quence comme un sous-proble`me. Nous rappelons que ces sous-proble`mes sont
inde´pendants. Cependant, un sous-proble`me peut eˆtre re´solu a` partir des solutions d’un
autre sous-proble`me qui lui pre´ce`de dans l’ordre de la se´quence de nœuds.
Pour ce sche´ma de division, la se´quence de m+2 nœuds entraˆıne m+1 sous-proble`mes
dont le premier p1 est de trouver l’ensemble de sous-itine´raires ade´quats de l’origine O
au premier nœud de transfert n1. Les sous-proble`mes sont re´solus d’une fac¸on re´cursive,
c’est-a`-dire, la re´solution du sous-proble`me pi+1 peut eˆtre base´e sur l’ensemble de solu-
tions du sous-proble`me pi(i < m+2). En effet, l’ensemble de solutions du pi(i < m+2)
constitue les combinaisons ade´quates de O a` ni. Et ainsi de suite, les solutions du
proble`me de la se´quence multimodale seront parmi l’ensemble de solutions du dernier
sous-proble`me. Afin de limiter l’espace de recherche (qui de´pend du nombre de solutions
pour chaque sous-proble`me), l’ensemble de solutions du sous-proble`me re´duit a` celui
qui n’est compose´ que des itine´raires “suspendus”ade´quats. Une solution ade´quate du
sous-proble`me se re´fe`re a` un sous-itine´raire qui est utile pour re´soudre le prochain sous-
proble`me. Dans un re´seau dynamique, la de´finition d’une solution ade´quate peut varier
selon diffe´rents crite`res d’optimisation. Citons le temps de parcours et le couˆt du trajet
comme exemple. Si on veut trouver le chemin le plus rapide, le sous-itine´raire ayant le
moins de temps de parcours en comparaison avec ceux ayant le meˆme temps d’arrive´e,
est une solution ade´quate. En revanche, si on veut calculer le chemin le moins cher, une
solution ade´quate est soit, celle qui est meilleure que les sous-itine´raires qui assurent
les arrive´es plus toˆt qu’elle meˆme, soit, celle ayant l’arrive´e le plus toˆt possible. Si on
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cherche les solutions optimales au sens de Pareto avec ces deux crite`res, une solution
ade´quate est soit, celle qui n’est pas domine´e par celles ayant les arrive´es non plus tard
qu’elle-meˆme, soit, celle qui est Pareto optimale.
III.5.3 Recherche bidirectionnelle dans un graphe temps-e´tendu
III.5.3.1 Ajout d’un nœud remplac¸ant
Avec un graphe temps-e´tendu, afin d’e´viter le proble`me de type plusieurs-a`-plusieurs
qui est beaucoup plus complique´ que celui de type un-a`-plusieurs, un nœud remplac¸ant
Mf est ajoute´ dans le graphe (cf. Algorithme ANRF ). En effet, pour le sous-proble`me
pi+1, Mf est relie´ avec ni par un arc dont le poids est le couˆt du chemin O−ni. Ainsi, le
sous-proble`me traite´ pi+1 devient un proble`me de type un-a`-plusieurs. Par conse´quent,
le dernier sous-proble`me pour une recherche avec l’e´tiquetage vers l’avant est de trouver
le plus court chemin Mf −D de type un-a`-plusieurs.
Algorithm 8 Ajout d’un nœud remplac¸ant pour l’e´tiquetage vers l’avant (ANRF)
1: G = (V,A)← graphe temps-e´tendu ⊲ graphe pour le sous-proble`me courant
2: Mf ← Nœud remplac¸ant
3: E ← Ensemble de sous-itine´raires du sous-proble`me pre´ce´dent
4: V ← V ∪ {Mf} ⊲ Ajouter le nœud
5: Pour tout p ∈ E
6: n← dernier nœud de p
7: v(p)←vecteur de couˆt de p
8: A← A ∪ (Mf , n,v(p)) ⊲ Ajouter les arcs reliant n et Mf
9: Fin Pour
10: Sortie : G
Pour la recherche avec l’e´tiquetage vers l’avant, la me´thode d’ajout d’un nœud rem-
plac¸ant Mf est illustre´e par la Figure III.16.
L’application de la recherche avec l’e´tiquetage vers l’avant sur la totalite´ du proble`me
est visualise´e sur la Figure III.17.
Pour la recherche avec l’e´tiquetage vers l’arrie`re, la meˆme strate´gie d’ajout d’un nœud
remplac¸ant Mb est applique´e. Mb est ajoute´ dans le graphe (cf. Algorithme ANRB). La
me´thode d’ajout d’un nœud remplac¸ant est illustre´e par la Figure III.18. En effet, pour
le sous-proble`me nj−1−D, ce nœud ajoute´ est relie´ avec nj du sous-proble`me pre´ce´dent
par un arc dont le poids est le couˆt du chemin nj − D. Le nouveau sous-proble`me a`
traiter nj−1 −D est un proble`me de type plusieurs-a`-un avec l’e´tiquetage vers l’arrie`re.
Ainsi de suite, le dernier sous-proble`me est de trouver le plus court chemin O −Mb.









































Figure III.16: La recherche avec l’e´tiquetage vers avant dans un graphe temps-e´tendu
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Figure III.17: La recherche avec l’e´tiquetage vers l’avant avec le raffinement de feneˆtre
de temps
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Algorithm 9 Ajout d’un nœud remplac¸ant pour l’e´tiquetage vers l’arrie`re (ANRB)
1: G = (V,A)← graphe temps-e´tendu ⊲ graphe pour le sous-proble`me courant
2: Mb ← Nœud remplac¸ant
3: E ← Ensemble de sous-itine´raires du sous-proble`me pre´ce´dent
4: V ← V ∪ {Mb} ⊲ Ajouter le nœud
5: Pour tout p ∈ E
6: n← premier nœud de p
7: v(p)←vecteur de couˆt de p
8: A← A ∪ (Mb, n,v(p)) ⊲ Ajouter les arcs reliant n et Mb
9: Fin Pour







































Figure III.18: La recherche avec l’e´tiquetage vers l’arrie`re dans un graphe temps-
e´tendu
L’application de la recherche avec l’e´tiquetage vers l’arrie`re sur la totalite´ du proble`me
est visualise´e sur la Figure III.19.
Au cours des e´tapes, certains sous-itine´raires suspendus n’aboutissent pas a` une solution
faisable a` cause de la violation des contraintes temporelles. Nous pouvons re´duire le
nombre de nœuds explore´s en limitant le nombre des sous-itine´raires suspendus.
III.5.3.2 Recherche bidirectionnelle dans un graphe temps-e´tendu
Avec l’ajout de nœuds remplac¸ants, nous pensons a` la mise en place de l’heuristique de
recherche bidirectionnelle en vue de re´duire l’espace de recherche. Lors de l’exe´cution de
l’algorithme, la recherche avec l’e´tiquetage vers l’avant et avec l’e´tiquetage vers l’arrie`re,
les sous-proble`mes sont devenus de type un-a`-plusieurs (avec l’e´tiquetage vers l’avant)
et de type plusieurs-a`-un (avec l’e´tiquetage vers l’arrie`re). La recherche s’arreˆte quand
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Figure III.19: La recherche avec l’e´tiquetage vers l’arrie`re avec le raffinement de
feneˆtre de temps
les deux frontie`res de l’espace de recherche se croisent. Par conse´quent, le dernier sous-
proble`me est de type un-a`-un.
La recherche bidirectionnelle aide a` raffiner les feneˆtres de temps pour chaque e´tape
vers l’avant et vers l’arrie`re. Les contraintes entraˆıne´es sur les nœuds interme´diaires sont
utilise´es pour la re´solution du sous-proble`me suivant. L’approche du raffinement des
feneˆtres horaires est illustre´e sur la Figure III.20.
Selon la strate´gie de division avec la recherche bidirectionnelle, le processus de re´solution
est de´crit pour le proble`me de la se´quence multimodale dans la section III.5.1. La re-
cherche avec l’e´tiquetage vers l’avant et celle vers l’arrie`re s’alternent. Le premier sous-
proble`me a` re´soudre avec l’e´tiquetage vers l’avant est celui du point de de´part O au
point n1 avec [T1, T2] comme feneˆtre de temps de de´part et [T1, T4] comme feneˆtre de
temps d’arrive´e. L’ensemble de solutions d’un sous-proble`me O−ni avec l’e´tiquetage vers
l’avant est note´ par Sf qui sera utilise´e pour e´tiqueter les arcs reliant le nœud remplac¸ant
Mf et ni pour la re´solution du prochain sous-proble`me avec l’e´tiquetage vers l’avant.
L’heure d’arrive´e au plus toˆt a` n′i est note´e par ti qui sera l’heure de de´part au plus toˆt
pour la prochaine recherche avec l’e´tiquetage vers l’arrie`re. Le deuxie`me sous-proble`me
est celui de nm a` D a` re´soudre avec l’e´tiquetage vers l’arrie`re dont [t1, T4] est la feneˆtre
de temps de de´part et [T3, T4] est la feneˆtre de temps d’arrive´e. L’ensemble de solutions
d’un sous-proble`me nj −D avec l’e´tiquetage vers l’arrie`re est note´ par Sb qui sera uti-
lise´ pour e´tiqueter les arcs reliant le nœud remplac¸ant nj et Mb pour la re´solution du
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Figure III.20: La recherche bidirectionnelle avec le raffinement de feneˆtre de temps
prochain sous-proble`me avec l’e´tiquetage vers l’arrie`re. L’heure de de´part au plus tard
a` nj est note´e par tj qui sera l’heure d’arrive´e au plus tard pour la prochaine recherche
avec l’e´tiquetage vers l’avant. A` la fin de ce processus, les deux frontie`res Sf et Sb se
rejoignent pour re´soudre le proble`me Mf −Mb de type un-a`-un.
Cet algorithme base´ sur Dijkstra bidirectionnel est de´crit par l’Algorithme AIPB.
III.5.3.3 Raffinements pre´liminaires des feneˆtres horaires
Avant de mettre en place la recherche bidirectionnelle, une technique servant a` raffiner
les feneˆtres temporelles applique´e pre´alablement permet de re´duire l’espace de recherche.
A` partir des contraintes temporelles exprime´es par l’usager pour le de´part et l’arrive´e,
les plages horaires sur chaque nœud interme´diaire peuvent eˆtre identifie´es afin de limiter
le nombre de sous-itine´raires suspendus. Ces plages temporelles sont trouve´es suite a` la
re´solution de deux proble`mes, a` savoir : le proble`me d’arrive´e au plus toˆt et le proble`me
de de´part au plus tard.
Dans l’objectif de re´soudre ces deux proble`mes, nous proce´dons de la manie`re suivante :
— proble`me d’arrive´e au plus toˆt : recherche de l’heure d’arrive´e au plus toˆt ta dans
[T3, T4] pour tout de´part de O dans [T1, T2](e´tiquetage vers l’avant), en effet, les
heures d’arrive´e au plus toˆt en tous les nœuds interme´diaires pour tout de´part de
O dans [T1, T2] sont e´galement obtenues ;
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Algorithm 10 Algorithme pour calculer l’ensemble des itine´raires optimaux au sens de
Pareto avec la recherche bidirectionnelle (AIPB)
1: P ← {(O,n1)γ1(n
′
1, n2)γ2 . . . γm(n
′
m, D)} un itine´raire avec les nœuds interme´diaires
2: Feneˆtre de temps de de´part← [T1, T2]
3: Feneˆtre de temps d’arrive´e← [T3, T4]
4: i← 1, j ← 1
5: Sf ← ∅ ⊲ Ensemble de solutions sous-itine´raire avec l’e´tiquetage vers l’avant
6: Sb ← ∅ ⊲ Ensemble de solutions sous-itine´raire avavec l’e´tiquetage vers l’arrie`re
7: t0 ← T1, tm+1 ← T4
8: Faire Tant Que (i < m+ 2){
















11: Sous-proble`me spi : {(O,n1) . . . (n
′
k−1, nk)}
12: Replacer {(O,n1) . . . (n
′
k−2, nk−1)} par nœud Mf et construire le graphe temps-
e´tendu base´ sur Sf
13: Feneˆtre de temps d’arrive´e ← [tk, tm+1−k] , Feneˆtre de temps de de´part ←
[tk, tm+1−k] ⊲ i = 1, Feneˆtre de temps de de´part ← [T1, T2]
14: Obtenir l’ensemble de solutions non-domine´es Sf a` spi
15: MAJ l’ensemble de solutions avec le couˆt de transit Sf
16: tk ← Le temps d’arrive´e au plus toˆt
17: i← i+ 1 }
18: Fin Tant Que
















21: MAJ l’ensemble de solutions prenant en compte le couˆt de transfert Sb
22: Sous-proble`me spi : {(n
′
m+1−j , nm+2−j) . . . (n
′
m, D)}
23: Remplacer {(n′m+2−j , nm+3−j) . . . (n
′
m, D)} par le nœud remplac¸ant Mb et
construire le graphe temps-e´tendu base´ sur Sf
24: Feneˆtre de temps pour le de´part← [tj , tm+2−j ], Feneˆtre de temps pour l’arrive´e
← [tj , tm+2−j ] ⊲ i = 1, Feneˆtre de temps pour l’arrive´e ← [T3, T4]
25: L’ensemble de solutions faisables et non-domine´es de Sb a` spi
26: tm+1−j ← Temps du dernier de´part
27: i← i+ 1}
28: Fin Tant Que
29: }
30: Fin Tant Que
31: Rejoindre Sf et Sb pour un proble`me de type un-a`-un
32: L’ensemble d’itine´raires non-domine´s S
33: Return : S
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— proble`me de de´part au plus tard : recherche de l’heure de de´part au plus tard td
dans [T1, T2] de O pour arriver en D dans [T3, T4](e´tiquetage vers l’arrie`re), en
effet, les heures de de´part au plus tard en tous les nœuds interme´diaires pour tout
arrive´e en D dans [T3, T4] sont e´galement obtenues.
La recherche bidirectionnelle avec raffinement pre´alable des feneˆtres horaires est illustre´e
dans la Figure III.21.
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Figure III.21: La recherche bidirectionnelle avec raffinement pre´alable des feneˆtres de
temps
En outre, cette mise en place du raffinement des feneˆtres de temps permet de
— re´duire l’espace de recherche avant d’effectuer la recherche bidirectionnelle ;
— identifier la flotte de ve´hicules sur chaque morceau de route compatibles avec les
conditions de temps pour le de´part et l’arrive´e.
III.6 Proble`me d’affectation
Dans cette section, nous allons formuler le proble`me d’affectation. A` titre d’exemple, un




2, D)} peut eˆtre sche´matise´ par
la Figure III.22. Ce trajet allant de O a` D posse`de deux transferts sur n1 et n2 avec
(n1, n
′
1) et (n2, n
′
2) les deux liens de transit. Durant le temps de transfert entre modes,
un de´lai minimum est ne´cessaire pour le transit et un temps d’attente peut eˆtre pre´sent.
Il convient de noter que ce temps de transfert entre modes est conside´re´ comme une
partie du temps de parcours du trajet.









Figure III.22: Illustration d’un trajet avec deux transferts
A` l’aide du raffinement des feneˆtres horaires pour chaque nœud de la se´quence multi-
modale (cf. section III.5.3.3), une flotte de ve´hicules conformes aux conditions de temps
peut eˆtre identifie´e sur chaque section de route. Nous prenons une section (a, b) comme
exemple. Comme le montre la Figure III.23, les feneˆtres horaires correspondantes aux

















Figure III.23: Une section de route (a, b) avec ses feneˆtres de temps
III.6.1 Formulation du proble`me d’affectation
Nous nous concentrons par la suite sur une seule section de route ou` se pre´sentent des
demandes (des voyageurs) et des offres (des ve´hicules). Dans cette e´tape, il s’agit d’un
proble`me d’affectation ou de “matching” entre les demandes et les offres. Reprenons
la section de route (a, b) allant de a a` b. Conside´rons qu’il s’agit d’un ensemble de n
requeˆtes I = {I1, I2, . . . , In} et un ensemble de m ve´hicules V = {V1, V2, . . . , Vm}. Les
ve´hicules se distinguent en trois cate´gories en fonction de leurs capacite´s d’accueillir des
voyageurs : ve´hicule de transport en commun a` grande capacite´ (i.e. train), ve´hicule de
covoiturage a` capacite´ limite´e et ve´hicule libre-service pour un seul voyageur a` chaque
fois.
On de´signe par s le nombre de requeˆtes re´ussies qui sont attribue´es sur cette section de
ve´hicules.
Nous prenons en compte trois crite`res : le temps, le couˆt et le nombre de requeˆtes re´ussies.
Les poids de´finissant les importances relatives des diffe´rents crite`res sont ω1, ω2 et ω3.
Au niveau de la fonction objectif, se pre´sentent trois composants, a` savoir : le temps
total, le couˆt total et le nombre de requeˆtes bien affecte´es.
Nous avons alors un proble`me de programmation line´aire en nombres entiers (Integer
Programming), le re´capitulatif des notations est donne´ avec le Tableau III.2.
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Tableau III.2: Notations mathe´matiques de la formulation du proble`me
Notation De´finition
(a, b) Section de route allant du nœud a au nœud b
I Ensemble des requeˆtes sur la section (a, b)
N Nombre de requeˆtes sur la section (a, b)
V Ensemble des ve´hicules sur la section (a, b)
Cj Capacite´ de ve´hicule Vj
ω1, ω2, ω3 Poids des diffe´rents composants
x
j
i Variable de de´cision d’affectation entre Ii et Vj
tj Temps ne´cessaire pour le tronc¸on (a, b) avec le ve´hicule Vj
cj Couˆt pour le tronc¸on (a, b) avec le ve´hicule Vj
s Nombre de requeˆtes affecte´es avec re´ussite
T
j
d Instant ou` le ve´hicule Vj est sur le nœud d
lj Nombre de passagers sur ve´hicule Vj au de´but de l’affectation
Lj Nombre de passagers sur ve´hicule Vj a` l’issue de l’affectation
[αd, βd] Feneˆtre horaire pour le nœud d
Lj signifie le nombre de passagers apre`s l’affectation sur le ve´hicule Vj dont la capacite´
est Cj , lj signifie le nombre de passagers avant le processus d’affectation.
Le proble`me peut eˆtre formule´ ainsi :















i cj + ω3(N − s) (III.2)

































a + tj − T
j
b ) ≤ 0, ∀Ii ∈ I, Vj ∈ V (III.4)
αd ≤ T
j
d ≤ βd, ∀Vj ∈ V, d ∈ {a, b} (III.5)
lj ≤ Lj ≤ Cj , ∀Vj ∈ V (III.6)
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j − lj , ∀Vj ∈ V
x
j
i ∈ {0, 1}, ∀Ii ∈ I, Vj ∈ V (III.7)
La contrainte (III.3) assure qu’une requeˆte ne puisse eˆtre affecte´e qu’une seule fois. La
contrainte (III.4) assure que la condition du temps minimum de voyage sur cette section
de route soit respecte´e. La contrainte (III.5) assure que les contraintes temporelles soient
respecte´es. La contrainte (III.6) assure que la capacite´ de ve´hicule soit respecte´e.
Dans la section suivante, nous proposons une approche base´e sur les algorithmes ge´ne´tiques
qui permet notamment d’e´viter les optima locaux pour re´soudre le proble`me d’affecta-
tion.
III.7 Approche e´volutionniste pour re´soudre le proble`me
d’affectation
Dans cette section, nous essayons de mener la re´solution du proble`me d’affectation qui
est formule´ dans la section pre´ce´dente, a` l’aide de la me´taheuristique ( [Wang et al.,
2014b] ).
En effet, le proble`me d’affectation est un proble`me d’allocation de ressources. Autrement
dit, s’il existe Re ressources disponibles et M demandes avec une fonction couˆt (qui
de´pend de la ressource utilise´e) pour chaque demande, il faut choisir un sous-ensemble de
ressources, R, afin de maximiser (ou minimiser) la somme des fonctions couˆt pour chaque
demande. C’est un proble`me combinatoire. En effet, il faut se´lectionner R (0 < R < Re)
de manie`re que la somme des fonctions couˆt soit maximise´e (ou minimise´e) avec un
espace de recherche extreˆmement grand. A` titre d’exemple, se´lectionner 10 parmi 100
compte plus de 1.7×1014 possibilite´s qui ne peuvent eˆtre toutes examine´es afin de trouver
les solutions optimales.
Nous pouvons dire que ce proble`me d’affectation est un proble`me d’optimisation com-
binatoire multi-objectif. Les me´taheuristiques sont souvent utilise´es et sont re´pute´es
efficaces pour re´soudre ce type de proble`me [Ishibuchi and Murata, 1998] [Ulungu and
Teghem, 1994]. Une approche e´volutionniste va eˆtre employe´e pour ce proble`me d’op-
timisation. Concre`tement, nous proposons un algorithme ge´ne´tique pour re´soudre ce
proble`me d’affectation.
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Dans cette section, tout d’abord, nous allons introduire la me´thode de codage pour
repre´senter la solution d’affectation. Ensuite, la notion de sche´ma utilise´e favorisant
la convergence rapide de solution est pre´sente´e. Par la suite, les ope´rateurs de croise-
ment, mutation et correction seront pre´sente´s. Dans l’e´tape qui suit, seront de´taille´s les
crite`res choisis, ainsi que la fonction objectif pour ce proble`me d’optimisation. En fin,
des exemples sont fournis afin d’illustrer cette me´thode.
III.7.1 Repre´sentation des solutions (codage)
Avant d’utiliser les algorithmes ge´ne´tiques, une question essentielle se pose : comment
repre´senter les solutions, a` savoir les re´sultats d’affectation pour notre proble`me ? Ce
proble`me d’encodage est le premier pas avec les algorithmes ge´ne´tiques. Cette section
est de´die´e a` la repre´sentation ge´ne´tique adapte´e a` notre proble´matique.
III.7.1.1 Description ge´ne´rale
E´tant donne´ que c’est un proble`me d’affectation ou de “matching”, nous empruntons le
codage binaire qui s’accorde bien avec la description de l’affectation, pre´sente´e dans la
section III.6 pour la formuler le proble`me.
Afin de repre´senter l’affectation des offres aux demandes sur une section de route, nous
employons la forme matrice dont les deux dimensions sont les suivantes : les lignes
correspondent aux demandes (passagers) sur la route, et les colonnes sont associe´es aux
offres (ve´hicules) qui assurent le service de transport sur la meˆme section de route.
Les e´le´ments de cette matrice d’affectation repre´sentent les re´sultats de l’affectation du
passager de la ligne au ve´hicule de la colonne de´finie par une variable binaire, a` savoir
“0” ou “1”.
Sur la section de route (a, b) pendant la feneˆtre de temps [α, β], la matrice d’affectation






1, si Ii est affecte´e a` Vj ,
∗, si Ii peut eˆtre affecte´e a` Vj ,
0, si Ii n’est pas affecte´e a` Vj
(III.8)
ou` I = {Ii} est l’ensemble des requeˆtes (ou passagers), V = {Vj} est l’ensemble des
ve´hicules, l’e´le´ment Ai,j est le re´sultat d’affectation du passager Ii au ve´hicule Vj . Les
e´le´ments de la matrice peuvent ainsi avoir une des valeurs {0,*,1} : “1” signifie que le
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passager Ii est affecte´ au ve´hicule Vj et “0” signifie que le passager Ii n’est pas affecte´
au ve´hicule Vj .
III.7.1.2 Les contraintes du proble`me
Comme pour la formulation du proble`me avec programmation line´aire en nombres entiers
(cf. section III.6), plusieurs contraintes existent e´galement avec l’approche e´volutionniste.
Il faut que ces contraintes soient respecte´es au cours de l’e´volution des ge´ne´rations.
Nous prenons un exemple de matrice d’affectationA sur la route (a, b) pendant la feneˆtre




V1 V2 · · · Vm
I1 a1,1 a1,2 · · · a1,m










— I = {I1, I2, . . . , In} est l’ensemble des requeˆtes correspondantes ;
— V = {V1, V2, . . . , Vm} est l’ensemble des ve´hicules associe´s.
Si les offres existent sur le tronc¸on de route (a, b), il existe les parame`tres spe´cifiques
pour chaque ve´hicule desservant le tronc¸on en question :
— N j(a,b) : c’est la quantite´ des ressources disponibles de transport sur (a, b). Ici
nous distinguons trois cas : (1) le nombre de places disponibles dans le ve´hicule
Vj quand il s’agit de covoiturage ; (2) le nombre de ve´hicules disponibles du type
Vj sur le parking au nœuds a quand il s’agit d’autopartage ou de ve´lo partage ;
(3) le nombre de places disponibles qui est conside´re´e comme important dans le
ve´hicule Vj pour le transport en commun.
— [dj , aj ] : ceci indique, pour tout ve´hicule Vj desservant le tronc¸on de route (a, b),
le temps de de´part dj a` l’extre´mite´ a et le temps d’arrive´e aj a` l’extre´mite´ b.
Pour la population initiale, chaque chromosome est ge´ne´re´ ale´atoirement en respectant
les contraintes :
— La contrainte ou` chaque requeˆte ne peut eˆtre attribue´e qu’une seule fois est
repre´sente´e comme suit :
m∑
j=1
ak,j ≤ 1, ∀k ∈ [1, n] (III.10)
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— La contrainte ou` la quantite´ des ve´hicules attribue´s aux passagers ne peut pas





(a,b), ∀k ∈ [1,m], (III.11)
ou` Nk(a,b) est la quantite´ de l’offre disponible pour le ve´hicule Vk.
Au cours des ge´ne´rations, les processus de croisement et mutation fournissent des nou-









(a,b), ∀k ∈ [1,m] (III.13)
III.7.1.3 Ge´ne´ration des chromosomes
L’objectif de la the´orie des sche´mas [Holand, 1975], est que les algorithmes ge´ne´tiques
soient plus efficaces et plus rapides, en construisant la solution en favorisant la repro-
duction des individus respectant les mode`les ge´ne´re´s par les bons sche´mas, au lieu de
l’ensemble des chromosomes. Dans le cas des proble`mes d’affectation, les pre´fe´rences
des requeˆtes et les contraintes temporelles sont utilise´es pour la mise en œuvre de cette
technique.
Les requeˆtes d’itine´raires sont saisies avec les pre´fe´rences. Nous citons a` titre d’exemple :
quelqu’un ne posse`de pas le permis de conduire va sans doute exclure le service d’auto-
partage, ou encore quelqu’un avec une valise de grand volume souhaite trouver une offre
de covoiturage qui accepte des gros bagages.
Chaque usager exprime une requeˆte en indiquant un intervalle horaire dans lequel il sou-
haite eˆtre servi. Cette condition permet de de´terminer les ve´hicules qui sont compatibles
sur chaque tronc¸on de route tout au long du trajet.
L’ide´e est de cre´er, a` partir des conditions existantes, un sche´ma d’affectation qui sert
a` controˆler l’algorithme ge´ne´tique. Ce sche´ma va donc repre´senter des contraintes a`
respecter par les chromosomes ge´ne´re´s (cf. Algorithme AGSA)
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Algorithm 11 Algorithme de la ge´ne´ration du sche´ma d’affectation (AGSA)
1: I ← {I1, I2, . . . , In} ⊲ L’ensemble de requeˆtes concerne´es
2: V ← {V1, V2, . . . , Vm} ⊲ L’ensemble de ve´hicules concerne´s
3: S← ∗ · In×m ⊲ Initialisation
4: Pour 1 ≤ i ≤ n
5: Pour 1 ≤ j ≤ m
6: Si Ii exclut Vj Alors Sij = 0 ; ⊲ Exclusion comme pre´fe´rence ou temps non
compatible
7: Fin si




12: Sortie : Le sche´ma d’affectation S
Pour le sche´ma, nous de´finissons les e´le´ments suivants :
— La valeur “0” signifie que l’affectation du passager au ve´hicule est interdite ;
— La valeur “1” signifie que l’affectation du passager au ve´hicule est obligatoire,
dans ce cas, toutes les valeurs de la meˆme ligne sont force´ment e´gales a` “0” ;
— Le symbole “*” signifie que l’affectation est possible, autrement dit, plusieurs “1”
ne sont pas possibles en meˆme temps dans la meˆme ligne.
Exemple : Supposons que sur un tronc¸ons de route (u, v), pour la feneˆtre de temps
[8h, 11h], il existe 4 types d’offres et 4 requeˆtes.
Du coˆte´ des offres, nous avons :
— Train : V 1
[8h30,9h30]
u1,v1 ;
— Covoiturage : V 2
[8h40,10h30]
u2,v2 (2, 3) n’accepte pas de gros bagage a` bord ; (2, 3) si-
gnifie qu’il y a au total 3 places dont 2 sont disponibles pour V 2 ;
— Covoiturage : V 3
[9h20,11h00]
u2,v2 (1, 3) accueille des participants qui peuvent conduire ;
(1, 3) signifie qu’il y a au totale 3 places dont 1 est disponible pour V 3 ;
— Autopartage : V 4
[t0,t0+2h]
u3,v3 (3). (3) signifie que 3 ve´hicules d’autopartage sont dis-
ponibles sur le parking pre`s de u.
Du coˆte´ des demandes, nous avons :
— I1 : Passager 1 ne prend que le transport en commun ;
— I2 : Passager 2 n’a pas de permis de conduire, cependant, il accepte tous les types
de ve´hicules ;
— I3 : Passager 3 voyage avec un gros bagage et posse`de un permis de conduire ;
— I4 : Passager 4 n’a impose´ aucune condition par rapport au type de ve´hicule.
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I1 * 0 0 0
I2 ∗ ∗ 0 0
I3 ∗ 0 ∗ ∗
I4 ∗ ∗ ∗ ∗

 (III.14)
Nous constatons qu’il existe une seule possibilite´ d’affectation pour I1, l’affectation entre



















I1 1 0 0 0
I2 ∗ ∗ 0 0
I3 ∗ 0 ∗ ∗
I4 ∗ ∗ ∗ ∗

 (III.15)
Ce sche´ma couvre l’ensemble des possibilite´s inte´ressantes pour affecter des offres aux
demandes et des interdictions selon leurs pre´fe´rences et contraintes temporelles. Toute-
fois, les affectations respectant ce mode`le ne garantissent pas force´ment une solution qui
posse`de la meilleure fonction d’adaptation. Les affectations qui ne repre´sentent pas une
bonne fonction d’adaptation ont peu de chance d’entrer dans les ge´ne´rations suivantes
dans la phase de se´lection de l’algorithme ge´ne´tique. Cette approche est de´crite par la
Figure III.24. En effet, elle consiste a` prendre les spe´cifications au niveau des pre´fe´rences
et du temps comme contrainte pour ge´ne´rer la population initiale, et ensuite, a` mettre
en place les e´tapes classiques de l’optimisation ge´ne´tique, en meˆme temps, le mode`le
d’affectation induit par le sche´ma est pris en compte au cours des ge´ne´rations. Selon le
sche´ma d’affectation, la faisabilite´ des individus est ve´rifie´e. Si l’individu ne respecte pas
le sche´ma, un ope´rateur de correction sera active´ pour re´gler ce proble`me. Cette me´thode
nous permet de re´duire l’espace de recherche afin d’acce´le´rer la convergence d’optimi-
sation et d’assurer une bonne qualite´ des solutions finales lors d’utiliser l’algorithme
ge´ne´tique.
La de´marche de cet algorithme ge´ne´tique controˆle´ est re´sume´e dans l’algorithme AF-
FECTATION.


















Figure III.24: Algorithme ge´ne´tique controˆle´ pour l’affectation
Algorithm 12 Algorithme ge´ne´tique controˆle´ pour l’affectation des demandes aux offres
(AFFECTATION)
1: Initialisation de la population selon les contraintes
2: Ge´ne´rer le sche´ma d’affectation selon Algorithme 11
3: E´valuer les individus de la population pour appliquer la se´lection par roulette sur
les couples de chromosomes choisis selon l’e´valuation pre´ce´dente
4: Ge´ne´rer une nouvelle population en appliquant l’ope´rateur de croisement avec une
probabilite´ Pc et l’ope´rateur de mutation avec une probabilite´ Pm
5: Ve´rifier si le sche´ma d’affectation est respecte´ et appliquer si ne´cessaire l’ope´rateur
de correction
6: Re´pe´ter les e´tapes pre´ce´dentes (de la ligne 2 a` 5) jusqu’a` atteindre le nombre
d’ite´rations fixe´.
7: Sortie : chromosomes conformes a` la faisabilite´ et qui ont le meilleur score de la
fonction d’e´valuation
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III.7.2 Ope´rateur de croisement
L’ope´rateur de croisement est une proce´dure de recombinaison qui produit un ou plu-
sieurs enfants a` partir de deux parents dans la ge´ne´ration courante.
Apre`s avoir choisi les deux chromosomes parents, nous appliquons le croisement a` un
point pre´sente´ ci-dessous avec l’Algorithme CROISEMENT.
Algorithm 13 Algorithme de l’ope´rateur de croisement (CROISEMENT)
1: Choisir ale´atoirement deux chromosomes dans la ge´ne´ration courante M1 et M2
2: Choisir ale´atoirement une position r par rapport a` la nume´rotation de la ligne ⊲
Choisir une ligne comme repe`re
3: L’enfant E1 garde les meˆmes ge`nes entre ligne 1 et ligne r que M1, et il comple`te le
reste en empruntant les ge`nes de M2 a` partir de la ligne r + 1
4: L’enfant E2 garde les meˆmes ge`nes entre ligne 1 et ligne r que M2, et il comple`te le
reste en empruntant les ge`nes de M1 a` partir de la ligne r + 1
5: Sortie : Deux chromosomes enfants E1 et E2
Ci-dessous un exemple d’illustration pour montrer le fonctionnement de cet ope´rateur.
III.7.2.1 Exemple d’illustration de l’ope´rateur de croisement

















(2, 3) V 3
[9h20,11h00]
(u2,v2)




I1 1 0 0 0
I2 1 0 0 0
I3 0 0 1 0














(0, 3) V 3
[9h20,11h00]
(u2,v2)




I1 1 0 0 0
I2 0 1 0 0
I3 0 0 0 1
I4 0 1 0 0


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Le croisement est applique´ sur la position choisie ale´atoirement, deux chromosomes












(1, 3) V 3
[9h20,11h00]
(u2,v2)




I1 1 0 0 0
I2 1 0 0 0
I3 0 0 0 1














(1, 3) V 3
[9h20,11h00]
(u2,v2)




I1 1 0 0 0
I2 0 1 0 0
I3 0 0 1 0
I4 0 0 0 1


III.7.3 Ope´rateur de mutation
Afin de garantir l’exploitation de l’espace d’e´tat et d’e´viter une convergence pre´mature´e,
on utilise l’ope´rateur de mutation qui permet de ge´ne´rer des nouveaux ge`nes avec une
probabilite´ tre`s faible apre`s le croisement (cf. Algorithme MUTATION ).
Algorithm 14 Algorithme de l’ope´rateur de mutation (MUTATION)
1: Se´lection d’un chromosomeM au sein de la ge´ne´ration courante d’apre`s la probabilite´
de mutation Pm
2: (R, T )← dimensions de la matrice M
3: Choisir ale´atoirement une position r ou` r ≤ R ⊲ Choisir une ligne comme repe`re
4: Identifier t0 ou` M(r, t0) = 1
5: Choisir ale´atoirement une position t ou` t ≤ T et t 6= t0 ⊲ Choisir une colonne
comme repe`re
6: M(r,t) ← 1 et M(r, t0)← 0
7: Sortie : Un chromosome apre`s mutation M
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III.7.3.1 Exemple d’illustration












(1, 3) V 3
[9h20,11h00]
(u2,v2)




I1 1 0 0 0
I2 0 1 0 0
I3 0 0 1 0
I4 0 0 0 1














(1, 3) V 3
[9h20,11h00]
(u2,v2)




I1 1 0 0 0
I2 0 1 0 0
I3 0 0 0 1
I4 0 0 0 1


III.7.4 Algorithme de correction
Les chromosomes obtenus a` l’issue du croisement et de la mutation peuvent eˆtre des
solutions infaisables qui ne respectent pas toutes les contraintes du proble`me. L’algo-
rithme de correction permet de reme´dier a` ce genre de proble`me. Avant la mise en place
de cette mesure, une e´tape de ve´rification est re´alise´e sur les conditions qui se partagent
en deux types : du coˆte´ des demandes et du coˆte´ des offres. Pour la premie`re cate´gorie,
les conditions s’expriment sous la forme de sche´ma. Pour la deuxie`me cate´gorie, ce sont
des conditions sur la quantite´ des ve´hicules et des places disponibles.
L’algorithme de correction des chromosomes sur les contraintes est de´crit par l’Algo-
rithme CORRECTION.
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Algorithm 15 Algorithme de correction des chromosomes (CORRECTION)
1: S ← le sche´ma d’affectation
2: M ← le chromosome a` “corriger”
3: (R, T )← dimensions de S et M
4: j ← 0
5: Pour j < T
6: Ve´rifier et corriger la colonne j de M
7: j ← j + 1
8: Fin pour
9: Ve´rifier et corriger M aupre`s de S
10: Sortie : Un chromosome faisable apre`s correction M
III.7.4.1 Exemple d’illustration












(1, 3) V 3
[9h20,11h00]
(u2,v2)




I1 1 0 0 0
I2 0 1 0 0
I3 0 0 1 0
I4 0 0 1 0


On constate que la condition de la quantite´ est viole´e sur la colonne de V 3.


















I1 1 0 0 0
I2 ∗ ∗ 0 0
I3 ∗ 0 ∗ ∗
I4 ∗ ∗ ∗ ∗


Un premier e´le´ment 1 de la colonne de V3 devient 0, en meˆme temps, un deuxie`me













(1, 3) V 3
[9h20,11h00]
(u2,v2)




I1 1 0 0 0
I2 0 1 0 0
I3 0 0 1 0
I4 1 0 0 0


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III.7.5 Ope´rateur de se´lection
La me´thode que nous avons utilise´e pour la se´lection est celle de l’e´litisme comple´te´e par
la se´lection par roulette. Par ailleurs, les deux meilleurs individus parmi la population
sont choisis et entrent dans la nouvelle ge´ne´ration en tant qu’individus e´lites.
Dans l’optique de trouver les meilleurs re´sultats, il faut e´tablir la fonction d’adaptation
permettant de mesurer les individus et de les faire e´voluer. Les individus ayant les
meilleurs scores d’adaptation sont plus sollicite´s a` eˆtre se´lectionne´s pour l’ope´rateur de
croisement.
III.7.5.1 Fonction d’e´valuation
En conside´rant qu’il s’agit d’un proble`me d’optimisation multiobjectif, nous prenons en
compte tous les crite`res concerne´s pour e´valuer les chromosomes. Nous pre´sentons ici a`
titre d’exemple une se´lection a` deux crite`res qui se pre´sente pour la fonction d’e´valuation :
— le couˆt financier ;
— le temps.
Le premier crite`re est en effet les frais de de´placement sur le trajet s’exprimant en
Euros(e). En effet, le couˆt varie selon le type de ve´hicule pris sur les trajets de meˆmes
extre´mite´s. C’est un crite`re a` minimiser.
Au niveau du couˆt de trajet, le calcul se divise en trois cas. Pour le transport en commun,
le tarif d’un trajet est pre´de´fini et consultable aupre`s de l’exploitant de transport cor-
respondant. Pour le covoiturage, le frais est ainsi fixe´ par les fournisseurs de service (les
conducteurs qui offrent des places libres dans leurs ve´hicules sous forme de covoiturage).
Quant a` l’autopartage, le couˆt est obtenu selon les formules qui se basent ge´ne´ralement
sur la distance parcourue, la dure´e de la location ou encore les frais d’utilisation.
Le deuxie`me crite`re est le temps de parcours. En effet, le temps de parcours est conside´re´
comme un indicateur essentiel pour le choix d’itine´raire, quelque soit le mode de de´placement.
Le temps de parcours est calcule´ par addition de plusieurs composants, a` savoir :
— le temps de transit ttr (cf. section III.2) ;
— le temps de transport ou de voyage tv ;
— le temps d’attente ta.
Le temps de parcours tp peut alors s’e´crire comme : tp = ttr + tv + ta.
Pour les transports en commun, le parcours est pre´de´fini et donc ge´ne´ralement une dure´e
fixe. Le calcul se base sur l’horaire the´orique de la ligne. De plus, on ne prend pas en
compte le temps de stationnement pour le calcul de temps de parcours.
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Pour les ve´hicules partage´s, on distingue deux cas ; l’autopartage et le covoiturage. Pour
l’autopartage, a` part le temps de transit, le temps de parcours se constitue d’une partie
pour le temps de voyage tv et une autre relative au temps de prise en charge et de´poˆt
(stationnement) ts. On a alors : tp = ttr + tv + ts.
Pour le covoiturage, s’il s’agit d’un participant, le temps de parcours est mesure´ comme
celui avec les transports en commun ; en revanche, s’il s’agit d’un conducteur, le temps
de parcours peut eˆtre calcule´ avec la meˆme formule que l’autopartage.
En raison de leur conception et la simplification de donne´es, ces me´thodes d’estimation
subissent des limites du point de vu de fiabilite´. Toutes fois, nous n’allons pas e´laborer
de nouvelles approches pour estimer le temps de parcours, mais nous cherchons plutoˆt
a` valider les me´thodes propose´es pour la planification d’itine´raire.
Cette approche consiste a` associer un poids a` chaque fonction objectif individuelle et a`






— F (·) est la somme ponde´re´e des fonctions objectifs Fi qui a le poids ωi ;
— Fi est le couˆt ge´ne´ralise´ du crite`re i ;
— ∀i ∈ {1, . . . , 2}, ωi ∈ [0, 1] ;
—
∑2
i=1 ωi = 1.
Les chromosomes, a` chaque ite´ration, sont e´value´s et se voient attribuer des scores
d’adaptation par la fonction III.16. Selon les scores repre´sentant leurs niveaux d’adap-
tation, les meilleurs individus sont ainsi choisis par la se´lection par l’e´litisme comple´te´e
par la se´lection par roulette pour se reproduire et entrer dans la ge´ne´ration prochaine.
III.8 Conclusion
Dans ce chapitre, nous avons pre´sente´ l’approche de la planification d’itine´raire dans un
re´seau de transport comodal avec la technique du graphe hie´rarchise´ dans un premier
temps. Puis, nous avons de´veloppe´ la me´thode base´e sur le graphe temps-e´tendu pour
de´terminer les itine´raires multimodaux. Le proble`me de la se´quence multimodale est
formule´ et re´solu a` l’aide de la recherche bidirectionnelle. De plus, le raffinement des
feneˆtres temporelles permet de re´duire l’espace de recherche. Enfin, le proble`me d’affec-
tation est e´tabli pour mettre en relation les offres et les demandes sur une section de
route et re´solu avec une approche base´e sur l’algorithme ge´ne´tique.
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Dans le chapitre suivant, nous pre´sentons l’approche multi-agents que nous avons adopte´e
pour inte´gerer les me´thodes pre´sente´es dans ce chapitre. L’architecture multi-agents,
ainsi que les composants agents seront de´taille´s pour le traitement des requeˆtes, l’opti-
misation de la recherche et la composition d’itine´raires. Nous exposons en particulier la
coalition entre les agents pour obtenir les itine´raires comodaux.
Chapitre IV
Architecture multi-agents et mise
en œuvre des coalitions d’agents
pour la composition des
itine´raires
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IV.1 Introduction
L’objectif que nous avons fixe´ dans le premier chapitre est de concevoir et de´velopper un
syste`me d’information de transport comodal au service de la mobilite´ avance´e. Comme
nous l’avions explique´ dans la section I.6.1, nous proposons une approche compose´e de
trois e´tapes, ou` chacune comporte un niveau d’optimisation. Le troisie`me niveau d’op-
timisation re´sulte des e´tapes pre´ce´dentes dans lesquelles les itine´raires sont formule´s en
sections de routes et les processus d’affectation sont re´alise´s au sein des entite´s logicielles,
a` savoir les agents, et permet la composition de services de transport afin d’obtenir les
itine´raires complets et optimise´s. Nous employons de´sormais la notion de coalition des
agents pour illustrer la coope´ration entre les agents.
La suite du chapitre est re´partie de manie`re suivante : en premier lieu, nous pre´sentons la
mode´lisation multi-agents du syste`me propose´, ensuite, l’accent est mis sur la formation
d’une coalition des agents repre´sentant la combinaison des services de transport et nous
finissons par donner les de´tails sur l’approche de la coalition.
IV.2 Mode´lisation multi-agents du syste`me propose´
Dans l’optique de re´soudre le proble`me, il est ne´cessaire de mettre en place un proce´de´
efficace, notre travail s’inte´resse au processus d’optimisation des requeˆtes. Ce besoin
re´side dans le fait que les requeˆtes usagers sont probablement nombreuses et simultane´es
et que les sources d’information sont distantes et distribue´es.
IV.2.1 Architecture multi-agents propose´e
L’architecture multi-agents du syste`me dynamique propose´ est visualise´e sur la Fi-
gure IV.1. Elle utilise plusieurs types d’agents au sein du syste`me sur la base de la
mode´lisation que nous avons pre´alablement e´tablie. Les diffe´rents agents mis en place
assurent le bon fonctionnement du syste`me tel que l’identification du domaine de re-
cherche, l’affectation optimise´e des ve´hicules aux usagers et la coalition des agents pour
la composition des itine´raires.
Ces agents sont pre´sente´s avec des comportements spe´cifiques qui leurs sont propres.
En soulignant leurs fonctionnements, nous n’oublions pas leurs propres actions et leurs
collaborations dans le processus global.
Nous distinguons plusieurs types d’agents au sein de ce syste`me :
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Figure IV.1: L’architecture SMA base´e sur les agents communicants
— Interface Agent : ce type d’agent est associe´ aux usagers du syste`me. Il est res-
ponsable de re´cupe´rer la requeˆte et de renvoyer les re´sultats.
— Query Agent : ce type d’agent est conc¸u pour communiquer avec les sous-syste`mes
pour la collecte des informations ne´cessaires.
— Module Agent : ce type d’agent repre´sente les modules du graphe. Chaque Module
Agent est responsable d’un ensemble de Query Agents.
— Task Agent : ce type d’agent a plusieurs roˆles. Il a pour mission d’identifier le
domaine de recherche, de calculer les plus courts chemins, d’arranger les itine´raires
avec une se´quence de nœuds et de ge´ne´rer les Route Agents.
— Route Agent : ce type d’agent est utilise´ pour repre´senter les tronc¸ons de route
sur lesquels les offres sont affecte´es aux demandes.
— Assist Agent : ce type d’agent a pour mission d’assister la formulation de la
coalition entre les Route Agents en vue d’obtenir les solutions.
La Figure IV.2 illustre les comportements des agents. L’Interface Agent permet d’e´tablir
la communication entre les usagers et le syste`me propose´. Les Task Agents traitent les
requeˆtes rec¸ues en deux e´tapes : identification du domaine de recherche avec les Module
Agents et la recherche des trajets attractifs avec la ge´ne´ration des Route Agents qui
repre´sentent des morceaux de routes. Par la suite, un processus d’affectation entre les
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ressources de transport et les requeˆtes se re´alise pour les Route Agents. Les diffe´rentes
combinaisons de morceaux de routes sont obtenues via l’e´laboration de la coalition entre
les Route Agents. A` l’aide des Assist Agents, nous obtenons les re´ponses aux requeˆtes
































































Figure IV.2: Comportements des agents au sein du syste`me
Dans le graphe de modules, chaque module constitue un ensemble de graphes monomo-
daux de meˆme niveau dont chacun communique avec un Query Agent. Un Module Agent
associe´ a` un module de graphe est responsable des Query Agents de ce meˆme module.
Le domaine de recherche est identifie´ avec le calcul des chaˆınes de modules sur le graphe
de modules. Les Module Agents pour des requeˆtes ainsi que, les pre´fe´rences de mode
des usagers pour les Query Agents sont identifie´s. Des Route Agents ge´ne´re´s par Task
Agents repre´sentent des tronc¸ons de route des itine´raires attractifs pour des requeˆtes.
Ces Route Agents, reponsables d’affecter des vehicules aux demandes, se relient selon
les crite`res pour formuler les itine´raires comodaux optimise´s a` l’aide des Assist Agents
pour des requeˆtes.
La coalition des Route Agents se forme selon les chemins attractifs trouve´s au sein de
la chaˆıne de modules. Elle peut eˆtre forme´e en utilisant le chaˆınage avant ou avec le
chaˆınage arrie`re ou encore avec la recherche bidirectionnelle.
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IV.2.2 Agents et comportements
Nous de´finissons l’ensemble des agents de la structure du SMA. Graˆce a` leurs ca-
racte´ristiques de re´activite´, les agents effectuent des actions simples ou complexes qui
leur permettent d’interagir avec d’autres agents du meˆme syste`me.
Les diffe´rents agents se comportent diffe´remment, chacun est guide´ par son propre ob-
jectif et cherche a` accomplir un certain nombre de taˆches qui lui sont attribue´es. Dans
ce qui suit, les comportements des agents du syste`me sont de´crits et illustre´s avec des
diagrammes d’activite´.
IV.2.2.1 Interface Agent
L’Interface Agent repre´sente une interface entre le syste`me et son utilisateur, et permet la
communication entre les deux. En effet, l’Interface Agent permet a` l’utilisateur d’acce´der
au syste`me pour composer une requeˆte en de´signant les e´le´ments ne´cessaires de celle-ci
(comme le de´part, l’arrive´e etc.) et recevoir les re´sultats. Il a deux roˆles principaux : d’un
coˆte´, un agent est cre´e´ avec l’acce`s au syste`me d’un utilisateur pour assister celui-ci a`
formuler les spe´cifications de la taˆche telles que les extre´mite´s du trajet, les pre´fe´rences,
les options et les feneˆtres de temps dans lesquelles il de´sire eˆtre desservi. Celles-ci seront
ensuite transmises au Task Agent qui est responsable de traiter cette requeˆte ; d’un autre
coˆte´, apre`s avoir rec¸u le re´sultat de la requeˆte de la part du Task Agent, l’Interface Agent
diffuse la solution obtenue d’une manie`re approprie´e selon le type de terminal utilise´ par
l’utilisateur.
Son comportement est illustre´ par le diagramme d’activite´ de la Figure IV.3.
Lorsque l’utilisateur acce`de au syste`me et saisit sa requeˆte, l’Interface Agent est preˆt a`
ve´rifier les e´le´ments de celle-ci. Par la suite, il envoie la requeˆte au Task Agent de´die´
qui est cre´e´ pre´alablement et se situe dans un e´tat d’attente par de´faut, dans le cas
contraire, un nouveau Task Agent est cre´e automatiquement. Les solutions que l’agent
rec¸oit sont affiche´es a` l’utilisateur de`s que la re´ponse lui est donne´e par le Task Agent.
L’Interface Agent attend la confirmation de l’utilisateur qui est envoye´e par la suite au
Task Agent pour la mise a` jour de l’e´tat des ressources de transport.
IV.2.2.2 Query Agent
Ce type d’agent est cre´e´ afin de collecter les donne´es ne´cessaires pour assurer le bon fonc-
tionnement du syste`me, ces informations sont he´berge´es sur les sous-syste`mes. Un agent
Chapitre 4. Syste`me Multi-Agents et la coalition d’agents 112
Attendre
Vérifier les spécifications de
la requête
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Attendre la confirmation de
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Envoyer la confirmation de
l'utilisateur au TaskAgent
Figure IV.3: Diagramme d’activite´ d’un Interface Agent
de type Query Agent est associe´ a` chaque sous-syste`me pour effectuer la communication
avec celui-ci.
Le fonctionnement du Query Agent se base sur la collecte des donne´es via l’envoie des
requeˆtes aux sous-syste`mes inte´gre´s correspondants et la re´ception des re´ponses. Son
comportement est illustre´ par le diagramme d’activite´ de la Figure IV.4.
En effet, quand le Task Agent identifie les sous-syste`mes concerne´s par la requeˆte,
il envoie les demandes aux Query Agents. Ces derniers reformulent et transforment
ces demandes pour les rendre conformes aux exigences de chaque sous-syste`me. Apre`s
avoir rec¸u les re´sultats venant du sous-syste`me, le Query Agent les transmettent instan-
tane´ment au Task Agent pour les traitements suivants.
Cette collecte des informations est indispensable tout au long de la re´solution du proble`me.
Les informations collecte´es aupre`s des sous-syste`mes par les Query Agents permettent
de calculer les itine´raires dans les sous-graphes et d’identifier les offres dans la phase
d’affectation afin d’obtenir un traitement optimal.
Un Query Agent en e´tat d’attente est preˆt a` recevoir la demande de la part du Task
Agent. Lors de la re´ception de la demande, le Query Agent communique avec le sous-
syste`me correspondant en pre´cisant un certain nombre d’e´le´ments tels que le point de
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Figure IV.4: Diagramme d’activite´ d’un Query Agent
de´part, le point d’arrive´e et les intervalles de temps. La recherche d’informations s’effec-
tue aupre`s des sous-syste`mes et peut retourner un ensemble de solutions pour construire
des graphes, comme par exemple, celui de type temps e´tendu. En outre, le Query Agent
joue un autre roˆle qui lui permet de communiquer avec le sous-syste`me correspondant
pour l’informer de la confirmation du coˆte´ utilisateur.
IV.2.2.3 Module Agent
A` chaque module du graphe hie´rarchise´, nous associons un Module Agent qui est donc
responsable d’un nombre de composants. Apre`s que le Task Agent a identifie´ l’espace de
recherche, les Modules Agents correspondants sont consulte´s pour coordonner les Query
Agents dont ils sont responsables.
Le comportement du Module Agent est de´crit par le diagramme d’activite´ pre´sente´ dans
la Figure IV.5.
IV.2.2.4 Task Agent
Ce type d’agent a pour mission d’exe´cuter plusieurs taˆches diffe´rentes en coope´rant avec
les autres agents.
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Attendre
Associer à un module au sein du
graphe hiérarchique
Composer l'espace de recherche
Coordonner les Query Agents
Figure IV.5: Diagramme d’activite´ d’un Module Agent
Apre`s avoir rec¸u la requeˆte d’itine´raire venant des Interface Agents, il cherche a` identifier
le domaine de recherche pour la requeˆte dont le point de de´part et le point d’arrive´e sont
repe´re´s. Ensuite, le processus d’identification du domaine de recherche est lance´ selon
les algorithmes introduits dans la section III.4.1. Sur celui-ci, l’algorithme de recherche
d’itine´raire s’exe´cute (cf. section III.4.2.1) en vue de trouver les chemins attractifs.
Le proble`me de la se´quence multimodale pour chaque chemin attractif est re´solu par le
Task Agent avec l’approche exacte propose´e (cf. section III.5.3) sur le graphe temps-
e´tendu. Au cours de ce processus, il communique avec les Query Agents correspondants
afin d’acque´rir les offres sur la section de route conside´re´e. Les combinaisons optimales
des services de transport sont visualise´es a` l’aide des Interface Agents.
Les flottes de ve´hicules sont identifie´es pour les sections de route graˆce au processus de
raffinement de feneˆtre de temps sur les nœuds interme´diaires de chaque chemin attractif.
Ensuite, le Task Agent ge´ne`re aux Route Agents les modules de tronc¸ons de routes avec
les ve´hicules identifie´s. Enfin, les solutions issues de la coalition des Route Agents sont
transmises aux usagers a` travers des Interface Agents.
Le comportement de ce type d’agent est de´crit par le diagramme d’activite´ qui pre´sente´
par la Figure IV.6.
IV.2.2.5 Route Agent
Les Routes Agents sont mis en place pour repre´senter les tronc¸ons de route sur lesquels
les demandes et offres sont mises en relation. Ce type d’agent porte les informations
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Figure IV.6: Diagramme d’activite´ d’un Task Agent
telles que les requeˆtes concerne´es, les renseignements sur les ve´hicules correspondants,
ainsi qu’une matrice d’affectation des usagers aux ve´hicules.
Sur les tronc¸ons de routes, les ve´hicules disponibles sont identifie´s selon des feneˆtres
de temps correspondantes. Un chromosome sous la forme d’une matrice est obtenu
pour chaque tronc¸on de route avec l’optimisation du processus d’affectation des requeˆtes
concerne´es aux ve´hicules capables d’assurer ce tronc¸on de route. Les contraintes telles
que les feneˆtres de temps et les pre´fe´rences utilisateurs au niveau du type de ve´hicules
sont de´finies pendant ce processus d’affectation.
Apre`s avoir fini le processus d’affectation, les Route Agents s’engagent dans les coalitions
dont l’objectif est de combiner les routes et de reconstruire l’itine´raire avec les ve´hicules
identifie´s. La section IV.3 est de´die´e a` la pre´sentation de la coalition entre les Route
Agents. A l’aide d’Assist Agent, la coalition des Route Agents sera ve´rifie´e et de´termine´e.
Le comportement de Route Agent est de´crit par le diagramme d’activite´ visualise´ par
la Figure IV.7.
IV.2.2.6 Assist Agent
Cet agent permet de coordonner le processus de la coalition aupre`s de son architecture.
L’Assist Agent est responsable aussi de la ve´rification de la viabilite´ de la coalition et de
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Figure IV.7: Diagramme d’activite´ d’un Route Agent
l’e´valuation de chaque e´tape de cette coalition. Les re´sultats qu’il obtient seront transmis
par la suite au Task Agent pour la transmission finale aux usagers.
Son comportement est illustre´ par le diagramme d’activite´ pre´sente´ par la Figure IV.7.
IV.2.3 Comportements agents cohe´rents
Le domaine de recherche est identifie´ pour une requeˆte d’itine´raire avec le graphe de
modules. Au sein d’un re´seau de transport multimodal, il existe une multitude de com-
binaisons possibles permettant de se de´placer d’un point d’origine vers un point de
destination. Nous pre´sumons donc que les usagers choisissent un chemin parmi les che-
mins les plus attractifs. Pour calculer ces derniers, l’algorithme de k plus courts chemins
est applique´. Ces chemins attractifs ge´ne`rent un ensemble de structures de la coalition
dans la phase suivante. Apre`s l’extraction des itine´raires attractifs, l’approche propose´e
passe a` la deuxie`me phase de son fonctionnement, a` savoir, la recherche des meilleurs
solutions compte tenu des crite`res d’optimisation.
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Figure IV.8: Diagramme d’activite´ d’un Assist Agent
Conside´rons un ensemble de requeˆtes rec¸ues pendant une petite pe´riode de temps ∆t.
Pour chaque requeˆte, le sous-graphe correspondant a` la paire O−D est obtenu a` l’aide
du graphe hie´rarchise´ construit pre´alablement. Par la suite, on obtient l’ensemble des
itine´raires attractifs sur lesquels les flottes de ve´hicules compatibles aux contraintes
horaires sont identifie´es sur les nœuds. Ensuite, les processus d’affectation sont ap-
plique´s sur les morceaux de routes pour l’ensemble des requeˆtes. Enfin, nous passons a`
la phase permettant de relier les routes pour former les itine´raires optimaux re´pondant
aux requeˆtes.
Du coˆte´ des agents au sein du SMA, les Interface Agents accueillent les requeˆtes durant
la pe´riode de temps ∆t et les transmettent aux Task Agents qui sont responsables
d’identifier le domaine de recherche, de calculer les chemins attractifs, d’identifier les
ve´hicules conformes aux contraintes temporelles sur chaque section de route en coope´rant
avec les Query Agents et ge´ne´rer les Route Agents. La coalition entre les Route Agents a`
l’aide des Assist Agents sont forme´es en suivant les structures de la coalition afin d’avoir
les combinaisons optimales des services de transport.
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Nous nous concentrons par la suite sur la coalition pour former les itine´raires.
IV.3 Coalition pour former les itine´raires
Nous de´taillons dans cette partie le processus de la formation de coalition des services
au sein d’un syste`me d’information de transport comodal [Wang et al., 2014a] . La
combinaison des services est re´alise´e a` l’aide de la coalition pour obtenir un itine´raire
complet avec des segments de route bien assigne´s pour les usagers. Paralle`lement, la
formation de coalition est mene´e a` trouver la combinaison optimale en respectant les
pre´fe´rences des usagers et leurs contraintes temporelles. Compte tenu des multi-roˆles
des agents, leurs comportements et protocoles d’interaction sont introduits afin d’e´tablir
chaque e´tape du processus de la coalition.
IV.3.1 La formation des coalitions entre agents
Au sein d’un syste`me multi-agents, les agents coope`rent lors de l’exe´cution des taˆches
qui sont en dehors de leurs domaines de compe´tences. Les coope´rations entre les agents,
sous forme de coalition, permettent d’exe´cuter des taˆches plus complique´es.
Plusieurs mode`les de formation des coalitions sont propose´s dans la litte´rature visant a`
e´tablir l’union des agents [Klusch and Shehory, 1996] [Zlotkin and Rosenschein, 1994]
[Sandhlom and Lesser, 1997] [Sandholm et al., 1999] [Shehory and Kraus, 1998]. A` partir
des diffe´rentes hypothe`ses, ces mode`les de la formation d’une coalition sont propose´s dans
des divers contextes. Les agents sont divise´s en deux cate´gories : le premier type d’agent
essaie de rendre son utilite´ individuelle maximale, en revanche, le second type d’agent
vise a` maximiser l’utilite´ du groupe [Shehory and Kraus, 1998].
Dans le domaine de la formation de coalition pour le marche´ e´lectronique, le travail
[Breban and Vassileva, 2002] a propose´ des coalitions de long terme entre les clients
et les commerc¸ants base´es sur la relation de confiance entre les agents. Dans le mode`le
propose´, les agents jouent les roˆles des clients et ceux des commerc¸ants. Le me´canisme de
la formation d’une coalition est conc¸u au niveau des agents (microscopique) et analyse´
au niveau du syste`me (macroscopique). L’e´valuation permet de comparer la strate´gie
individuelle et sociale et a` analyser les comportements sous les diffe´rentes circonstances.
Le travail cite´ plus haut a permis de franchir la limite des recherches ante´rieures qui
focalisent sur la coalition d’une seule transaction, ainsi que sur la me´morisation des
expe´riences pre´ce´dentes. En conside´rant les relations entre les agents, le me´canisme pro-
pose´ e´tend le concept existant de la coalition temporaire a` celle a` long terme forme´e des
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clients et des commerc¸ants. Le travail a aussi montre´ que le me´canisme de la formation
d’une coalition apporte de la stabilite´ au syste`me au niveau du nombre de coalitions et
de la dynamique globale. Le me´canisme emploie la communication re´duite qui augmente
la capacite´ de monter en charge pour un grand nombre d’agents et d’interactions.
Dans le travail [Tong et al., 2009], l’auteur a propose´ un mode`le de service agent qui
inte`gre le service Web et la technologie d’agent logiciel sous forme d’une entite´ cohe´sive.
En se basant sur ce mode`le propose´, un algorithme distribue´ de coalition d’agents pour
la composition automatique des Web services, nomme´ DACA, est propose´. DACA est
base´ sur la prise de de´cision distribue´e des services d’agents autonomes et adresse le
caracte`re naturel de la composition des Web services. A partir de l’algorithme propose´,
les solutions avec couˆt de communication relativement faible sont obtenues.
Dans le travail [Sandhlom and Lesser, 1997], l’auteur analyse les coalitions entre les
agents qui sont e´quivalentes aux proble`mes d’optimisation combinatoire pour ope´rer ef-
ficacement. Un mode`le de rationalite´ borne´e est adopte´ ou` les ressources de calcul sont
couˆteuses. Quand il n’est pas possible de re´soudre le proble`me d’une manie`re optimale,
une the´orie universelle de coalitions entre des agents rationnels, inde´pendants des appli-
cations et protocoles est utilise´e. La structure optimale de la coalition et sa stabilite´ est
affecte´e par la performance de l’algorithme et le couˆt de la communication. L’auteur a
aborde´ l’analyse de cette relation the´oriquement pour la premie`re fois.
Dans [Narayanan and McIlraith, 2002], le travail mene´ vise a` permettre l’arrangement
et la technologie de raisonnement automatique pour de´crire, simuler, composer, tester
et ve´rifier la composition des Web services. L’ontologie DAML-S DAML+OIL est prise
comme point de de´part pour de´crire les capacite´s des Web service. Ensuite, la se´mantique
pour un sous-ensemble de DAML-S en termes d’un premier ordre de langage logique est
de´fini. Une analyse de la complexite´ des taˆches sous diffe´rentes contraintes aux DAML-S
composition services est mene´e.
Pour le proble`me traite´ dans cette the`se, la formation d’une coalition a pour but la
recherche des solutions itine´raires sous forme de coalition re´pondant aux requeˆtes d’uti-
lisateurs.
IV.3.2 Formulation du proble`me de coalition
Avant de de´tailler les spe´cification du proble`me, nous proposons une formulation du
proble`me ge´ne´ral de coalition entre les agents.
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IV.3.2.1 Description du proble`me de la formulation de la coalition
Conside´rons un ensemble d’agents A = {a1, a2, . . . , an} et un ensemble des taˆches K =
{k1, k2, . . . , km}, les agents dans A sont capables d’exe´cuter les taˆches dans K et peuvent
ne´gocier sur leur coalition afin de re´aliser une combinaison de taˆches dans K [Aknine
and Shehory, 2005].
Chaque agent ai dispose d’un ensemble de ressources sai = {s
1
ai
, s2ai , . . . , s
p
ai} qui se
compose de p diffe´rents types de ressources. Ces agents ont la meˆme capacite´ pour
re´aliser une taˆche mais avec des re´sultats non identiques. Si ai est capable d’exe´cuter
une taˆche kj , la ressource skj de s
l
ai
(1 ≤ l ≤ p) est demande´e. Afin d’exe´cuter une liste
de taˆches qui sont semblables avec ai en meˆme temps, le meˆme agent ai est demande´.
La ressource disponible pour un agent est toujours limite´e. Certaines taˆches forment une
union qui ne peut pas eˆtre divise´e. Ainsi, ces taˆches dans l’union doivent eˆtre exe´cute´es
dans un ordre bien de´fini. Plusieurs agents vont combiner et mettre leurs ressources en
commun afin de re´aliser cette union de taˆches ensemble.
L’ensemble des ressources demande´es pour exe´cuter le groupe g dem taˆches est l’agre´gation
des ressources demande´es pour chaque taˆche individuelle dans g, c’est a` dire, Sg =
{sg1 , sg2 , . . . , sgm} avec sgl la ressource ne´cessaire pour la taˆche gl(∀l, 1 ≤ l ≤ m).
L’agent ai correspond a` la route R et ceci peut eˆtre interpre´te´ de la fac¸on suivante :
un voyage en la route R est conside´re´ comme une taˆche k qui peut eˆtre exe´cute´e par
l’agent ai. La formation d’une coalition pour la composition des itine´raires devient alors
la coalition des agents pour re´aliser les taˆches correspondantes. L’objectif d’un agent est
de trouver les coalitions auxquelles il appartient, de tel sorte que l’utilite´ globale soit
maximale. A` l’issue du processus de formation d’une coalition, un ensemble d’agents vont
eˆtre combine´s pour exe´cuter l’ensemble des taˆches, en meˆme temps, ce dernier forme un
itine´raire entier pour une requeˆte.
Le but d’employer une telle me´thode dans ce contexte est de trouver des bonnes solutions
du proble`me en se basant sur les pre´fe´rences des usagers exprime´es avec le syste`me
d’information.
D’une manie`re globale, les taˆches et les agents forment deux ensembles pour les requeˆtes
lance´es simultane´ment. Il s’agit d’une allocation des ressources des agents aux taˆches.
La formation d’une coalition est applique´e pour former les itine´raires pour toutes les
requeˆtes. Comme un agent dispose des ressources, il peut eˆtre utilise´ a` plusieurs reprises
et participe aux coalitions dans la limite de ses ressources.
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D’un point de vue plus de´taille´, au niveau d’une requeˆte, les agents visent a` former
un ensemble et se regroupent pour combiner leurs ressources afin d’exe´cuter un en-
semble de taˆches. Lorsque la coalition est formule´e et prise de´finitivement, les ressources
consomme´es doivent eˆtre prises en compte et la quantite´ des ressources restantes est
mise a` jour.
L’inte´reˆt de la coalition des agents re´side dans le fait qu’elle permet encore de profi-
ter de l’alliance entre l’optimisation et les SMA pour ge´ne´rer des itine´raires comodaux
optimise´s. Comme chaque morceau de route est ge´re´ par un Route Agent, ce dernier
est responsable de ge´rer les ve´hicules sur la route. Un processus d’optimisation locale
permet d’attribuer les ve´hicules (ressources) aux usagers selon leurs besoins, ensuite la
coalition des agents permet de relier les morceaux de routes. Pour chaque coalition, un
processus d’e´valuation sur l’ensemble des possibilite´s avec des ve´hicules attribue´s per-
met d’obtenir des itine´raires optimise´s selon les crite`res de´finis. Les agents coope`rent
ensemble et forment des combinaisons de routes qui seront propose´es comme solutions
aux diffe´rents usagers. En applicant l’approche de la coalition, des requeˆtes simultane´es
et nombreuses peuvent eˆtre prises et traite´es efficacement, meˆme en cas de perturbation
ou` les ressources de transport sont insuffisantes.
IV.3.2.2 De´finitions
Par la suite nous de´taillons les de´finitions des comportements et du protocole d’interac-
tion des agents pour la formation des coalitions.
Route Agent : Cet agent est associe´ a` une section de route avec ses informations
de´taille´es.(cf. section IV.2.2.5)
Le Route Agent porte les informations suivantes : les voyageurs sur cette route, les
informations de la route (l’origine, la destination, la distance etc.), les ve´hicules sur
cette route et le re´sultat d’affectation de l’e´tape pre´ce´dente.
Coalition : Un ensemble d’agents qui s’allient entre eux pour exe´cuter des taˆches en
vue de former un itine´raire.
formation d’une coalition : Le processus pour e´tablir une coalition des agents.
Structure de coalition : Une structure de taˆches qui conclut les taˆches a` re´aliser et
les relations entre eux. D’apre`s la structure de coalition, les Route Agents se combinent
et forme une coalition.
Dans ce travail, la structure de coalition se pre´sente sous forme d’une se´quence mul-
timodale. En effet, il existe deux strate´gies pour effectuer la coalition : de l’origine a`
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la destination et de la destination a` l’origine. La premie`re approche est adopte´e avec
les conditions temporelles de de´part au plus toˆt. En revanche, la seconde approche est
utilise´e en cas de contrainte sur l’arrive´e au plus tard.
Comportement et protocole d’interaction : Un comportement de´crit comment se
comportent les agents et comment ils changent leurs roˆles tout au long du processus de
la coalition. Le protocole est respecte´ par les agents pendant le processus de la formation
d’une coalition. En effet, le protocole se compose de plusieurs phases : le commencement
de la coalition, l’ajout d’un nouveau membre a` la coalition, et la fin de la coalition. A`
travers ces phases, les Route Agents acquie`rent diffe´rents roˆles.
Candidat : Le roˆle d’un Route Agent quand il n’appartient a` aucune coalition. Avant
de s’engager dans la coalition, chaque agent joue le roˆle de candidat et est preˆt a` en
rejoindre une.
Ready up : Le roˆle d’un agent quand il est accepte´ pour rejoindre une coalition.
Membre : Le roˆle d’un agent quand il a rejoint une coalition.
Leader : Le roˆle d’un agent quand il lance une coalition.
Terminateur : Le roˆle d’un agent lorsqu’il est dernier membre d’une coalition.
Un agent peut changer le roˆle qu’il joue pendant la coalition, a` titre d’exemple, un agent
candidat peut devenir leader s’il porte un profil pour lancer une coalition, un agent
membre peut rejouer le roˆle de candidat quand il a quitte´ une coalition.
IV.4 Approche collaborative pour la formation des coali-
tions
Pour aller d’un point d’origine vers un point de destination, il existe plusieurs itine´raires
possibles dans un re´seau de transport comodal. Avec des pre´fe´rences et crite`res exprime´s
par les usagers, nous obtenons un ensemble d’itine´raires attractifs qui servent comme
structures de coalition.
Les structures de coalition sont des se´quences multimodales dont les nœuds sont ca-
racte´rise´s par une feneˆtre horaire compatibles aux contraintes temporelles a` l’aide d’une
e´tape de manipulation de feneˆtre de temps(cf. section III.5.3.3). Pour un Route Agent
qui repre´sente un morceau de route, les ve´hicules compatibles aux conditions temporelles
sont les offres et les requeˆtes d’itine´raires et les demandes. En effet, le re´sultat d’affec-
tation entre les offres et les requeˆtes est obtenu avec un algorithme ge´ne´tique, comme le
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montre la matrice M
[8h,12h]
(u,v) . Le Route Agent de cette matrice peut participer a` toutes
les formations de coalition ou` (u, v) fait part de la structure de coalition et la feneˆtre de





















I1 1 0 0 0 0
I2 0 0 0 0 1
I3 0 0 1 0 0
I4 0 0 0 1 0
I5 0 0 0 0 1
I6 0 1 0 0 0
I7 0 0 0 1 0


Pour une requeˆte donne´e, la formation d’une coalition se lance apre`s que l’affectation
des ve´hicules soit termine´e pour chaque section de la route. L’algorithme global pour ce
processus est Algorithme ACS.
Le traitement paralle`le des requeˆtes, que ce soit d’une seule requeˆte avec plusieurs Route
Agents avec processus d’affectation ou de plusieurs requeˆtes relie´es avec le meˆme Agent
Route, est effectue´ de fac¸on synchrone entre tous les agents intervenants au niveau du
processus global.
Algorithm 16 Algorithme de la coalition pour une Structure (ACS)
1: g = {g1, . . . , gm} ← Structure de coalition pour requeˆte I
2: A = {a1, . . . , an} ← Ensemble de Route Agents
3: // E´tape 1 : Formuler la coalition
4: Se´lectionner le Leader agent ag1 pour la taˆche g1
5: Pour i ∈ [2,m]
6: agi−1 envoie proposition de la coalition aux agents e´ligibles dans A
7: Si gi peut eˆtre exe´cute´ par ak avec la ressource sak
8: agi ← ak ⊲ Selon la matrice d’affectation M de l’agent ak
9: Fin Si
10: Fin Pour
11: // E´tape 2 : E´valuer les solutions
12: E´valuer les diffe´rentes possibilite´s de la coalition CI = {ag1 , . . . , agm} selon les
crite`res
13: De´terminer la solution adopte´e
14: Mettre a` jour les ressources de chaque Route Agent
1. t0 est le temps de de´part de u avec ve´hicule V4.
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IV.4.1 Formation des coalitions pour la recherche des solutions
Pour identifier le domaine de recherche, nous utilisons un graphe de modules qui est
obtenu a` partir du graphe hie´rarchise´ du re´seau de transport conside´re´. Chaque Module
Agent est responsable d’un module dans le SMA. Pour une requeˆte, la chaˆıne de modules
identifie´e correspond donc a` un ensemble de Module Agents selon lesquels les Route
Agents sont rassemble´s pour la formation des coalitions. L’organisation des Module






Figure IV.9: Les Modules Agents sur le plan de la coalition
Avec le graphe identifie´ pour calculer les itine´raires qui servent comme les structures
de la coalition, les Route Agents sont pre´sents au sein de chaque module du graphe
hie´rarchise´.
Une structure de la formation d’une coalition est l’ensemble des tronc¸ons qui relient les
extre´mite´s et les points interme´diaires. En effet, il existe deux strate´gies pour effectuer
la coalition pour les agents. Le premier choix est de commencer la coalition par le point
de de´part et de continuer le processus avec chaˆınage avant. Le deuxie`me choix concerne
d’initialiser la coalition par le point d’arrive´e et poursuit la proce´dure avec chaˆınage
arrie`re. Un agent peut appartenir dans plusieurs coalitions a` la fois.
IV.4.2 Processus de formation des coalitions
Les agents d’un SMA sont des entite´s autonomes lorsqu’ils interagissent et commu-
niquent entre eux. Par exemple, la ne´gociation entre les agents est re´alise´e d’une fac¸on
autonome en cas de conflit durant le processus de la formation d’une coalition, autre-
ment dit, les agents peuvent prendre la de´cision sans intervention venant de l’exte´rieur.
Avec les conditions impose´es, comme les pre´fe´rences et crite`res temporels, les agents
font les meilleurs choix. Pour guider la proce´dure de la coalition suivant les structures,
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les protocoles d’interaction et les comportements des agents sont mene´es pour e´tablir la
coope´ration entre ces entite´s.
La formation d’une coalition pour ce proble`me spe´cifique consiste en plusieurs phases
de´crivant le processus : commencement, ajout d’un nouveau membre et ache`vement.
IV.4.2.1 Commencement de la formation d’une coalition
La formation d’une coalition est initialise´e par un agent leader. A` partir du moment ou`
un agent envoie une demande d’une formation de coalition, le processus est lance´ par cet
agent leader. En effet, l’agent leader repre´sente une section de route ainsi qu’un sous-
itine´raire. Tous les autres agents disponibles qui disposent d’un profil permettant de
re´pondre a` cette demande publie´e adoptent le roˆle de ready up. Ce dernier va re´pondre
aux demandes de fac¸on re´active [Kowalczyk et al., 2006].
Les agents sont capables d’envoyer diffe´rents types de propositions aux autres agents
et rec¸oivent les re´ponses re´ciproquement. Trois termes sont utilise´s pour illustrer ces
comportements :
— envoyer les propositions ;
— recevoir les messages ;
— re´pondre aux messages.







Figure IV.10: La conversation pour proposer une coalition
Chapitre 4. Syste`me Multi-Agents et la coalition d’agents 126
La coalition suit l’ordre interne des morceaux de route au sein des structures d’une
coalition. Ce dernier est de´fini pre´alablement.
Pour la section de route Sm, repre´sentant le morceau de route (SmO, SmD), SmO et SmD
sont l’origine et la destination respectivement. D’apre`s la structure de la coalition, la
section suivante est Sm+1.
en plus des contraintes impose´es par les utilisateurs, la condition importante sur le temps
est l’ordre chronologique : tLastArrival < tDeparture.
L’e´metteur transmet une proposition de la coalition aux agents e´ligibles qui satisfont
les conditions pre´ce´dentes sur le temps et le transfert. Les agents e´ligibles se nomment
ready up agents aussi.
Si la proposition de la coalition est accepte´e par un agent ready up, ce dernier va renvoyer
une confirmation de l’acceptation a` l’e´metteur. En meˆme temps, l’agent ready up devient
un membre agent de la coalition. Dans le cas contraire, l’agent renvoie un rejet de la
coalition comme re´ponse. Cet agent reprend son roˆle de candidat.
Pour pouvoir devenir un membre agent de la coalition, les conditions suivantes sont
exige´es :
— Les nœuds de la route co¨ıncident avec les nœuds correspondants dans la structure
de la coalition.
— Le voyageur est bien affecte´ a` un ve´hicule sur cette route dans la matrice d’affec-
tation.
— Le temps d’arrive´e du ve´hicule n’est pas plus tard que le temps de de´part pour
la route suivante.
Apre`s que le statut de membre est confirme´, les ressources des agents route se mettent
a` jour.
IV.4.2.2 Ajout d’un nouveau membre a` la coalition
L’activite´ de trouver le membre suivant de la coalition fait re´fe´rence a` l’ajout d’un
nouveau membre, ceci est de´crit dans la Figure IV.11.
Sans perte de ge´ne´ralite´, nous supposons que la coalition se de´roule du point de de´part
vert la destination.
En ce qui concerne l’identification des agents leader d’une coalition, il faut faire re´fe´rence
a` la structure de la coalition. En cas d’une coalition en chaˆınage avant, l’agent repre´sentant











Figure IV.11: Ajout d’un nouveau membre a` la coalition
la premie`re section de route joue ce roˆle de leader. Dans le cas contraire, l’agent repre´sentant
la dernie`re section de route est pris comme leader de la coalition.
Pour inse´rer un nouveau membre a` la coalition, l’agent leader transmet la demande
d’ajout d’un nouveau membre a` ses membres appartenant a` la meˆme coalition. En suite,
l’agent membre concerne´ envoie la proposition de la coalition aux candidats qualifie´s
en suivant la structure de la coalition. L’agent ready up va y re´pondre d’une manie`re
proactive. La conversation pour la proposition de la coalition est re´pe´te´e jusqu’au mo-
ment ou` un nouveau membre est inte´gre´. Apre`s avoir rec¸u le message de confirmation
de prendre un agent ready up comme un membre, l’agent leader informe tous les agents
de ce nouveau membre.
Lorsque un agent est ajoute´ comme un nouveau membre de la coalition, on ajoute
une section aux sous-itine´raires. Parmi les principaux roˆles de l’Assist Agent dans ce
contexte : la mise a` jour des sous-itine´raires avec un nouveau morceau de route que le
nouveau membre porte. Ayant valide´ l’optimalite´ des sous-itine´raires (non domine´ par
les autres), ceux-ci sont garde´s avec une structure de donne´es approprie´e. C’est l’Assist
Agent qui porte ces sous-itine´raires a` partir desquels les solutions de l’e´tape suivante sont
obtenues en inte´grant le nouveau membre de la coalition. Cette structure de donne´es est
garde´e en me´moire durant la formation d’une coalition.
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IV.4.2.3 Ache`vement de la formation d’une coalition
L’ajout du dernier membre terminateur a` une coalition signifie la fin de la proce´dure.








Figure IV.12: Conversation pour terminer la formation d’une coalition
L’agent leader de la coalition envoie une demande au dernier membre afin d’effectuer la
ve´rification du status de la coalition. Apre`s avoir ve´rifie´ les conditions, celui-ci y re´pond
avec un message contenant le status de la coalition. Si la re´ponse est une confirmation
de la fin de la coalition, le dernier membre porte le roˆle d’agent terminateur. En meˆme
temps, tous les membres agents sont informe´s de la terminaison de la coalition dont ils
font partie.
Pour choisir un terminateur de la coalition, les conditions suivantes doivent eˆtre satis-
faites :
— l’extre´mite´ du cote´ arrive´ de la route repre´sente´e par l’agent terminateur est
identique a` celle de la destination de la structure de la coalition ;
— la condition sur le temps d’arrive´e : tarrival < tarrivalBefore ou` tarrival signifie le
temps d’arrive´e re´el et tarrivalBefore signifie le temps d’arrive´e impose´.
Durant tout le processus de formation d’une coalition, chaque e´tape de la combinaison
est e´value´e. Les pre´fe´rences des usagers peuvent varier d’un utilisateur a` un autre. Il
peut exister plusieurs re´sultats finaux e´ligibles a` la fois, donc, l’optimisation devient
ne´cessaire pour prendre la solution la plus convenable.
La formation d’une coalition prend fin quand une condition parmi les suivantes est
remplie :
— la coalition comprend un agent terminateur ;
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— l’agent leader abandonne la coalition ;
— la limite de temps pre´de´finie est atteinte.
A` l’issue d’une formation de coalition pour une structure de la coalition de la requeˆte
I, on obtient CI = {a
1
I(s1), . . . , a
n
I (sn)} qui est une coalition permettant d’avoir un
ensemble d’itine´raires optimaux au sens de Pareto. Lorsque toutes les formations de
coalition d’une requeˆte s’ache`vent, l’union de tous les itine´raires non-domine´s fait l’en-
semble de solutions. En effet, comme nous l’avons explique´, cet ensemble de solutions est
calcule´ avec les re´sultats de la dernie`re e´tape sauvegarde´s par l’Assist Agent. Une fois
que la formation d’une coalition se termine et qu’une solution est prise par l’usager, cela
entraˆıne une modification automatique de la situation ge´ne´rale comme la disponibilite´
des ve´hicules pour en assurer la cohe´rence et l’actualisation.
Au niveau du syste`me, les comportements des agents sont illustre´s par le diagramme de
se´quence de la Figure IV.13.
IV.4.2.4 Compromis de la formation d’une coalition
Dans certains cas, les conditions impose´es par l’usager peuvent entraˆıner la fin de la
coalition sans solution valable. Par exemple, la plage horaire entre le de´part au plus toˆt
et l’arrive´e au plus tard pour la requeˆte n’est pas assez large pour avoir un arrangement
d’itine´raire faisable entre l’origine et la destination. Comme dans la socie´te´ humaine, les
gens tendent a` compromettre leurs profits si tous les participants se mettent d’accord
sur une solution. Dans le monde des agents, les agents peuvent faire un compromis en
vue d’obtenir des solutions et de les fournir aux usagers.
Dans notre proble`me, les causes pouvant conduire au manque de solution sont varie´es.
Nous citons dans la suite celles qui sont principales :
— le crite`re mis sur le mode de transport est trop se´ve`re ;
— la plage horaire est excessivement limite´e.
IV.4.3 Alliance de l’optimisation et SMA pour une me´thode efficace
Afin d’avoir des re´sultats optimise´s pour les proble`mes combinatoires tel que les proble`mes
du plus court chemin ou ceux des affectations, des approches d’optimisation sont utilise´es
et imple´mente´es comme par exemple les algorithmes ge´ne´tiques.
Les SMA sont dote´s d’intelligence artificielle distribue´e. Compte tenu du fait que les
donne´es des sous-syste`mes inte´gre´s (les sources informatiques) sont distants, nous pou-
vons profiter de l’intelligence artificielle distribue´e de SMA pour notre proble`me. Les
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Figure IV.13: Illustration du diagramme de se´quence au niveau du syste`me
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processus de traitement des requeˆtes d’itine´raires pourront donc eˆtre re´partis et traite´es
en paralle`le.
Nous avons applique´ l’approche base´e sur le paradigme agent, couple´e a` des me´thodes
d’optimisation telles que celles reposant sur des algorithmes ge´ne´tiques. Cette utilisation
conjointe des approches d’optimisation et de SMA est inte´ressante, surtout en pre´sence
de perturbations sur le re´seaux de transport et/ou devant l’arrive´e simultane´e d’un grand
nombre de requeˆtes. Cette me´thode permet de combiner les avantages de l’optimisation
et des SMA. Le processus d’affectation sur un morceau de route est conside´re´ comme
une optimisation locale. Cependant, la coalition des Route Agents a` l’aide des Assist
Agents permet d’assembler des re´sultats a` l’issue des optimisations locales et propose
des combinaisons de routes optimales. La me´thode est plus efficace que l’optimisation
ou SMA seuls sur ces proble`mes.
IV.5 Syste`me d’information oriente´ agent
Au sein de notre syste`me, les entite´s logicielles du SMA mises en places ont pour mission
d’effectuer les taˆches dans une synchronisation totale, e´vitant toute sorte de conflit et
profitant d’une intelligence distribue´e. Pour ce faire, les canaux de communication entre
les agents sont ainsi e´tablis. A` l’aide des diagrammes d’activite´ et des diagrammes de
se´quence, nous avons pre´sente´ les comportements des agents et les interactions inter-
agent.
Dans le cadre de la mise en place d’un syste`me base´ sur des agents communicants et de
la coalition entre les agents, nous nous focalisons sur le fonctionnement du syste`me au
niveau du flux de communication.
IV.5.1 Communication entre les agents
Le syste`me propose´ s’appuie sur le principe de la distribution des missions pour re´duire
la complexite´ du proble`me. Outre que les agents se partagent les taˆches, les coalitions
entre les Route Agents souscrivent e´galement a` ce contexte. Comme le monte la Figure
IV.13, les diffe´rents agents coope`rent et exe´cutent des activite´s distinctes qui de´pendent
de leurs missions et des objectifs spe´cifiques afin d’aboutir a` un objectif global au niveau
du syste`me :
— Les Interface Agents ont pour mission de transmettre les informations collecte´es
aux Task Agents pour leurs traitements et de recevoir les re´sultats obtenus graˆce
a` la coope´ration inter-agent ;
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— Les Task Agents ayant pour plusieurs missions d’e´tablir la coope´ration avec les
autres agents tout au long du processus ;
— Les Assist Agents coope`rent avec le Task Agent et guident la coalition entre les
Route Agents afin de trouver les combinaisons optimales de services de transport ;
— Les Route Agents repre´sentant les morceaux de routes ainsi que les services de
transport desservis sur ces derniers et forment les coalitions correspondantes aux
meilleurs itine´raires pour re´pondre aux attentes des usagers.
IV.5.2 Communication avec l’exte´rieur
E´tant le support de communication des agents, le SMA mis en place favorise aussi
continuellement la communication avec l’environnement ou` est de´ploye´ notre syste`me
de transport comodal.
Les Interface Agents ont pour objectif de collecter toutes les informations saisies par
les usagers et d’assurer la bonne configuration et la synchronisation des donne´es sur
celles-ci ; de plus, ils sont aussi responsables de communiquer les re´sultats des requeˆtes
d’itine´raire aux utilisateurs. Les Query Agents sont concerne´s par des sous-syste`mes
inte´gre´s en consultant les donne´es ; lorsque les perturbations se pre´sentent au sein d’un
sous-syste`me, le Query Agent en est informe´.
IV.6 Conclusion
Dans ce chapitre, nous avons pre´sente´ le syste`me multi-agents adopte´ qui inte`gre les
approches propose´es. Cela nous permet de profiter de la combinaison entre le paradigme
agent et les me´thodes d’optimisation en vue d’avoir un syste`me plus performant et plus
efficace. Puis l’approche de la coalition entre les agents est e´tablie pour la combinaison
des routes afin d’obtenir les solutions optimise´es meˆme en cas de perturbation dans le
re´seau de transport.
Dans ce chapitre nous avons pre´sente´ notre approche pour le proble`me de´fini, dans le
chapitre suivant, nous pre´sentons son imple´mentation. Diffe´rents sce´narios d’application
ainsi que des de´tails du de´ploiement seront fournies.
Chapitre V
Imple´mentation et de´ploiement
de la solution propose´e
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V.1 Introduction
Dans ce chapitre, nous pre´sentons notre solution en mettant l’accent sur les domaines
d’inte´reˆts scientifiques en premier lieu. Par la suite, nous exposons les diffe´rentes plate-
formes SMA existantes et qui sont susceptibles d’eˆtre utilise´es pour le de´ploiement de
notre application, nous pre´senterons celle que nous avons choisie et nous donnerons les
raisons de notre choix. Puis nous pre´sentons le prototype du syste`me propose´ ainsi que
les sce´narios de tests utilise´s pour valider notre approche.
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V.2 Une plateforme de mobilite´ avance´e optimise´e
Pour pre´senter notre syste`me sur le plan pragmatique, nous e´voquons dans cette section
les aspects lie´s a` notre me´thode de re´solution.
V.2.1 Une solution dynamique
L’e´volution du covoiturage a` e´te´ assez rapide avec l’e´mergence des plateformes internet
qui dans la plupart des cas se contente de mettre en relation les offres et les demandes.
Le covoiturage et l’autopartage sont deux formes de la nouvelle mobilite´ partage´e qui
ve´hiculent “des valeurs positives”, et prennent aujourd’hui une place importante dans
cette e´conomie dite collaborative.
Face aux besoins tre`s varie´s, nous nous sommes inte´resse´s a` combiner les services de
transport en commun et ceux des ve´hicules partage´s afin de fournir aux usagers des
solutions pouvant re´pondre a` leurs crite`res et exigences. Nous nous sommes place´s dans
le contexte ou` les aspects temps re´el, les perturbations de transport subies occasionnel-
lement, la disponibilite´ des ve´hicules partage´s sont pris en compte pour conside´rer la
dynamique des environnements de transport.
V.2.2 Domaines d’inte´reˆts scientifiques
Nos travaux profitent de l’alliance de deux domaines, celui de l’optimisation et celui
du paradigme agent afin de trouver une solution optimale au proble`me traite´. Ce choix
est e´galement dicte´ par le fait que ces travaux sont re´alise´s au sein d’une e´quipe de
recherche ou` les the`mes de SMA et d’optimisation sont importants. La mise en place
de la combinaison de l’optimisation et de SMA est a` nos yeux un choix judicieux. De
plus, plusieurs domaines scientifiques sont utilise´s pour e´laborer notre solution. Ils sont
utilise´s tout au long de la de´marche de re´solution afin d’aboutir a` la re´alisation des
objectifs fixe´s. Nous citons principalement :
— Recherche ope´rationnelle : the´orie des graphes, proble`me d’affectation, or-
donnancement en temps re´el, proble`me de plus court chemin, optimisation mul-
ticrite`re, me´thode exacte, me´taheuristique, algorithme ge´ne´tique
— Aide a` la de´cision : intelligence artificielle distribue´e, optimisation distribue´e,
imple´mentation de l’alliance entre SMA et optimisation
— Transport : transport multimodal, ve´hicule partage´, perturbation
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V.3 Programmation oriente´e agent
Apre`s avoir fixe´ l’architecture du syste`me pour l’e´laboration du syste`me d’information
de transport, nous nous inte´ressons a` la se´lection de l’outil pour le de´veloppement
et la mise en place de ce dernier. En effet, nous avons pre´sente´ dans les chapitres
pre´ce´dents nos principaux sujets en soulignant l’union des me´thodes d’optimisation et
les syste`mes multi-agents. Nous avons conc¸u une architecture multi-agents spe´cifique a`
notre proble`me donnant lieu a` un ensemble d’agents communicants. A` partir des ca-
racte´ristiques spe´cifiques aux agents et aux SMA qui ne´cessitent des diffe´rents outils
pour le de´veloppement du syste`me base´ sur ce paradigme, la programmation oriente´e
agent symbolise une progression de celle oriente´e objet. Nous allons, dans cette section,
mettre en e´vidence la relation entre ces deux types de programmation, ainsi qu’argu-
menter notre choix d’outil parmi les plateformes de de´veloppement de SMA existantes.
V.3.1 Processus de de´veloppement : agent vs objet
Afin de pouvoir comparer agent et objet, nous pre´sentons dans un premier temps ces
deux concepts. En programmation structure´e, un programme consiste en diffe´rentes
proce´dures et structures de donne´es inde´pendantes de ces proce´dures. Autrement dit,
l’acce`s aux donne´es peut eˆtre re´alise´ directement. Avec le paradigme objet, diffe´rents
objets sont mis en place au sein d’un programme. Chaque objet allie des donne´es a` des
me´thodes qui agissent uniquement sur les donne´es de l’objet. Il convient de noter que
les me´thodes jouent toujours le roˆle d’interface par laquelle sont manipule´es les donne´es
d’un objet. E´tant donne´ que les objets sont passifs, ils sont preˆts a` re´pondre a` l’appel,
au lieu d’eˆtre capable de de´cider de leurs propres fonctionnements.
Cependant, les agents d’un SMA sont en possession de leurs propres objectifs et des
plans d’exe´cution. La plus grande diffe´rence entre un agent et un objet re´side dans le
niveau d’autonomie du choix d’exe´cuter ou pas une me´thode. Dans le cas d’un objet,
l’objet appelant la me´thode est responsable de la prise de de´cision. Au contraire, l’agent
qui rec¸oit l’appel prend la de´cision au sein d’un SMA.
De plus, en incluant toutes les notions relatives au concept objet, le concept agent inte`gre
les fonctionnalite´s de communications via l’e´tablissement de collaborations ou encore
ne´gociations entre les agents au sein du syste`me. Les agents peuvent eˆtre cre´e´s ou de´truits
dynamiquement, selon les besoins. Notre approche profite de toutes ces avantages par la
proposition d’une structure multi-agents en concordance avec la strate´gie de re´solution
du proble`me cible´.
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V.3.2 Plateforme de de´veloppement multi-agents
La plateforme multi-agents, caracte´rise´e par des mode`les de mise en place, des formalite´s
d’interaction et de communication, est le support permettant de concevoir, cre´er, ge´rer
et expe´rimenter des SMA. Avant de justifier notre choix spe´cifique, il convient de de´crire
des principales plateformes multi-agents actuelles.
V.3.2.1 Les plateformes de SMA
Nous allons pre´senter les plateformes multi-agents existantes pour la mise en œuvre
du syste`me que nous avons conc¸u. Parmi toutes les plateformes candidates, nous en
de´taillons quelques-unes et en choisissons une comme la plateforme de de´veloppement.
— CORMAS. CORMAS est une plateforme libre (ou open source ) de´die´e au de´veloppement
de syste`mes multi-agents, base´e sur SmallTalk comme langage de programmation.
En tant que plateforme spe´cialise´e, celle-ci est destine´e aux proble´matiques de re-
cherche scientifique de de´veloppement et de ne´gociation entre les acteurs.
— Zeus. C’est une autre plateforme avec laquelle le de´veloppement des syste`mes col-
laboratifs peuvent eˆtre conduit en quatre e´tapes : analyse, conception, re´alisation
et support a` l’exe´cution. Malgre´ que elle pre´sente davantage de points forts pour la
de´finition des roˆles sur l’e´laboration, l’organisation et la coordination, la difficulte´
de la maˆıtriser de la complexite´ empeˆche sa mise en œuvre.
— Madkit. Madkit, abre´viation de Multi-Agent Development Kit, est une plateforme
base´e sur un mode`le organisationnel de type (Agent/Groupe/Roˆle). Le fait qu’elle
est base´e sur les principes du paradigme agent permet des applications rapides
pour les proble`mes distribue´s.
— JADE (Java Agent Development Environment)1 . JADE est une plateforme de
de´veloppement des applications oriente´ agent fonde´e sur le langage Java. En tant
que support de de´veloppement, elle facilite la mise en œuvre d’un syste`me multi-
agents re´pondant aux spe´cifications de FIPA 2 par l’interme´diaire de plusieurs
outils, et utilise donc le langage FIPA ACL pour e´tablir des liens de communi-
cation entre les agents pour transmettre des messages. Jade est un projet open
source offrant des composants de de´veloppement des agents le´gers.
1. http://jade.tilab.com
2. Foundation for Intelligent Physical Agents (http://www.fipa.org)
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V.3.2.2 JADE : comme choix de la plateforme de de´veloppement
Dans l’optique de re´aliser l’imple´mentation, nous de´cidons d’adopter la plateforme JADE
comme outil de de´veloppement.
Chaque instance de JADE qui s’exe´cute sur un ou plusieurs postes est nomme´e comme
conteneur (container en anglais). Il existe un et un seul conteneur de type conteneur
principal. Cependant, le reste des conteneurs doit eˆtre de´clare´ au sein de conteneur
principal. La totalite´ de ces conteneurs constitue la plateforme multi-agents. Dans le
cadre d’une conformite´ a` la norme FIPA, le conteneur principal he´berge trois modules
composants de JADE, a` savoir :
— Agent Management System (AMS ) : Il est charge´ de la supervision des agents :
leur enregistrement, authentification, acce`s et utilisation du syste`me.
— Director Facilitator (DF ) : Ce module sert comme un registre centralise´ d’entre´es
qui correspond souvent au service de pages jaunes.
— Agent Communication Channel (ACC ) : Il a pour fonction de conduire les com-
munications entre les entite´s.
De point de vue de la mise en place de nos travaux, JADE est un outil qui s’accorde avec
nos objectifs et me´thodes de re´solution que nous avons de´cide´e d’adopter. Avec l’usage de
JADE, les normes essentielles pour la communication nous permettent d’e´laborer notre
approche avec les bonnes pratiques au niveau de la coordination et la synchronisation
des actions des agents. c’est une plateforme distribue´e pouvant eˆtre re´partie sur plusieurs
machines. En tant que processus Java, les agents sont imple´mente´s en s’assurant que la
communication sur la meˆme machine est effectue´e a` l’aide des e´ve´nements Java. Cette
communication inter-agent est re´alise´e via les messages ACL qui sont des objets Java au
niveau de la programmation pour des e´changes le´gers. JADE offre une interface et un
agent RMA permettant la gestion de la plateforme et des agents, telles que la cre´ation
des nouveaux agents, la suppression des agents etc.
De point de vue de l’interope´rabilite´ et compatibilite´, nous ne de´rogeons pas a` la pratique
au sein de notre e´quipe OPTIMA du laboratoire CRIStAL ou` les travaux pre´ce´demment
e´labore´s et futurs utilisent une plateforme unifie´e et ge´ne´rique.
De plus, JADE offre des outils de la gestion de la plateforme, parmi lesquels nous citons
les plus inte´ressants :
— Dummy Agent : visualiser des messages et envoyer des messages aux agents de la
plateforme et recevoir des re´ponses ;
— Sniffer Agent : visualiser l’enchaˆınement des messages et ve´rifier le processus de
communication ;
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— Introspector Agent : visualiser des messages envoye´s et rec¸us et controˆler l’e´tat
des agents.
V.4 Prototype du syste`me
L’architecture du syste`me est visualise´e sur la Figure V.1. Les donne´es pour les diffe´rents
modes de transports et les transit sont stocke´es avec la base de donne´es. Les mapping
APIs sont e´galement inte´gre´s pour afficher les cartes et les itine´raires obtenus. Au sein du
SMA, trois couches applique´es a` notre mode´lisation multi-agents se pre´sentent : interface
(vue), application et donne´es. Cette repre´sentation du mode`le a` couches concorde avec
la mode´lisation agent propose´e (cf. IV.2.1) : les Interface Agents pour la couche de vue,

















Figure V.1: Architecture du syste`me
V.4.1 Choix des outils
V.4.1.1 Java
Afin de mettre en œuvre les approches et les algorithmes de´veloppe´s pour l’optimisation,
nous faisons usage du langage de programmation Java. Ce dernier privile´gie l’approche
oriente´e objet de sorte que tout soit objet a` part des types primitifs (comme nombres
entiers, doubles, etc.). L’avantage principal de ce langage, et qui nous a insite´ a` l’utiliser
est que les applications de´veloppe´es en Java sont exe´cutables pour les SI (Syste`mes
d’Information) qui posse`dent un JRE (Java Runtime Environment ou Environnement
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d’exe´cution Java). Les deux constituants d’un JRE principaux sont la JVM (Java Virtuel
Machine) qui interpre`te le code Java et le convertit en code natif et une bibliothe`que
standard avec laquelle les programmes sont de´veloppe´s.
V.4.1.2 L’API JDBC
Le Syste`me de Gestion de Base de Donne´es (SGBD) est utilise´ pour stocker le jeu de
donne´es de notre application. Nous avons fait usage d’un Syste`me libre de Gestion de
Base de Donne´es relationnelles (MySQL version 5.6.23) comme notre SGBD. Les bases
de donne´es sont accessibles a` l’aide d’une interface spe´cifique pour Java. L’API JDBC
(Java DataBase connectivity) permet a` l’application d’acce´der a` la base de donne´es ou`
les informations requises pour le traitement sont stocke´es. Afin de pourvoir ope´rer sur la
base de donne´es, nous profitons d’un pilote JDBC nomme´ ODBC (version 5.3.4) ade´quat
qui convertit les appels de donne´es en appels ODBC pour les exe´cuter par la suite.
V.4.2 Pre´sentation du syste`me
V.4.2.1 Interface pour la saisie des requeˆtes et la visualisation des re´sultats
L’utilisateur est amene´ a` saisir un certain nombres d’information concernant sa requeˆte,
ceci est possible graˆce a` l’interface que nous avons mis a` disposition :
— point origine(a` choisir dans une liste) ;
— point destination(a` choisir dans une liste) ;
— feneˆtre de temps pour le de´part : [T1, T2] ou` T2 est optionnel ;
— feneˆtre de temps pour l’arrive´e : [T3, T4] ou` T3 est optionnel ;
— pre´fe´rence au niveau du type de services (les modes de transport autorise´s) ;
— pre´fe´rence au niveau des crite`res d’optimisation.
Dans le syste`me de´veloppe´, l’Interface Homme-Machine (IHM) permet de saisir les
e´le´ments des requeˆtes d’itine´raire. Un aperc¸u est donne´ dans la Figure V.2.
Notre syste`me de´veloppe´ permet e´galement de visualiser les re´sultats des requeˆtes d’itine´raire :
— sous forme d’une feuille de route : le bilan d’itine´raire, les de´tails de chaque
morceau de route, les correspondances a` effectuer etc ;
— sous forme cartographique : Avec les cartes, les solutions peuvent eˆtre visualise´es.
Pour fournir la possibilite´ d’afficher les itine´raires sur la carte, nous avons pro-
fite´ des mapping APIs. En effet, Google Maps est disponible pour afficher les
itine´raires sur la carte avec Google Maps API.
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Figure V.2: Interface permettant la saisie des requeˆtes d’itine´raire
V.4.3 Syste`me de transport inte´gre´
Notre structure du syste`me permet d’inte´grer les services de diffe´rents ope´rateurs. Les
approches pre´sente´es dans les chapitres pre´ce´dents consistent a` chercher les itine´raires a`
travers les sous-syste`mes en respectant les crite`res impose´s.
Nous de´cidons de lancer les sce´narios dans un re´seau relativement grand ou` se trouvent
plusieurs fournisseurs de service. Parmi ces derniers, diffe´rents moyens de transport se
pre´sentent :
— au niveau de type de ve´hicule : me´tro, bus, train, covoiturage, autopartage et
ve´lo-partage ;
— au niveau de type de service : collectif et prive´ ;
— au niveau de type de fonctionnement : service urbain et service extra-urbain.
V.4.4 Jeu de donne´es pour les sce´narios
V.4.4.1 Mode`le de donne´es
Pour de´crire le re´seau de transport, en particulier le couˆt de trajet, le temps de par-
cours ou la distance parcourue, on a besoin de plusieurs types de donne´es de diffe´rentes
natures :
— des informations logiques permettant de construire des liens entre les objets ;
— des renseignements sur la correspondance pour la construction de table de transit ;
— des informations ge´ographiques pour la repre´sentation des objets sur la carte ;
— des informations horaires ;
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— des renseignements sur le couˆt de trajet.
V.4.4.2 Collecte des donne´es et la ge´ne´ration de graphe hie´rarchise´
Plutoˆt que “cre´er” des donne´es, nous avons re´cupe´re´ celles des lignes principales et
repre´sentatives de certains ope´rateurs de transport de diffe´rents services pour les sce´narios
de la simulation.
Avec les donne´es que nous avons re´cupe´re´es, le syste`me offre aux usagers trois types de
service de transport, a` savoir ; les transports publics, les ve´hicules en libre service et le
covoiturage. Une synthe`se de ces services inte´gre´s est fournie dans le Tableau V.1.
Tableau V.1: Les sous-syste`mes inte´gre´s
Nume´ro Sous-
syste`me
Ope´rateur Re´gion Modes Type de fonc-
tionnement






2 DK’BUS DK’BUS Dunkerque Bus, Ve´lo Public
3 sitac sitac Calais Bus Public
4 Ligne-BCD Ve´olia Dunkerque,
Calais
Bus Prive´
5 Tadao Tadao Lens Bus, Tram-
way
Public
6 e´ve´ole e´ve´ole Douai Bus Public








9 Covoiturage Covoiturage Global Covoiturage Prive´
11 SNCF SNCF Global Train Public
On classe les transferts en deux niveaux. Le graphe de modules est visualise´ par la Figure
V.3.
Nous montrons les quantite´s des arcs et des nœuds pour les graphes des diffe´rents re´seaux
de service dans le Tableau V.2.
V.4.5 Tests et sce´narios d’exe´cution
Nous visons dans ce travail la recherche et la composition de services dans un contexte
de transport comodal et distribue´. Pour montrer cette faisabilite´, il faut acce´der aux
diffe´rents syste`mes d’information pour l’aide au de´placement de diffe´rents services de













Figure V.3: Le graphe de modules pour les sce´narios
Tableau V.2: Re´duction des graphes pour diffe´rents re´seaux de transport
Re´seau
Graphe du re´seau Graphe de transfert
Nœuds Arcs Modes Nœuds Arcs Composants
Lille 2106 6205 5 192 617 5
Dunkerque 523 1409 2 47 165 2
Calais 641 1907 2 62 177 2
Douai 514 1476 2 52 145 2
Valenciennes 612 194 2 67 178 2
Lens 778 2364 2 82 234 2
BCD 100 100 1 10 10 1
Train 30 50 1 30 50 1
Covoiturage 35 105 1 35 105 1
transport. Or, les conditions pour ce faire ne sont pas pre´sentes. Nous de´cidons donc de
re´aliser la simulation sur des donne´es the´oriques qui sont conformes au contexte re´el des
modes de transport utilise´s.
Dans cette section, nous mettons en exergue le fonctionnement du syste`me e´labore´ par
des sce´narios d’exe´cution. Avec les jeux de donne´es que nous avons collecte´s, nous don-
nons des re´sultats ge´ne´re´s pour plusieurs sce´narios re´alistes avec des pre´fe´rences varie´es.
Nous allons remettre les re´sultats sous la forme de feuille de route et les visualiser sur
les cartes. Nous utilisons par la suite les abre´viations des modes de transport qui sont
liste´es dans le Tableau V.3.
Le premier sce´nario porte sur un exemple d’une seule requeˆte traite´e en meˆme temps. Le
deuxie`me sce´nario porte sur le processus de traitement de plusieurs requeˆtes simultane´es
et en pre´sence de perturbations qui affectent les re´seaux de transport. Le troisie`me
sce´nario s’inte´resse a` l’e´tude des performances du syste`me face a` la monte´e en charge
des requeˆtes utlisateurs (grand nombre d’utilisateurs).
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Tableau V.3: Les modes de transport








V.4.5.1 Sce´nario 1 : Une seule requeˆte
Dans ce sce´nario, on conside`re le cas d’une seule requeˆte. Le voyageur lance une requeˆte
d’itine´raire allant de 4 Cantons (Villeneuve d’Ascq) vers Impressionniste (Dunkerque).
C’est l’Interface Agent qui assure l’acquisition comme il est spe´cifie´ dans la description
de son fonctionnement (cf. section IV.2.2.1). A` l’aide d’interface qui permet la saisie des
requeˆtes, les e´le´ments suivants sont pris en compte :
— point de l’origine : 4 Cantons ;
— point de la destination : Impressionnistes ;
— feneˆtre de temps pour le de´part : T1 = 7h comme le temps de de´part au plus toˆt ;
— feneˆtre de temps pour l’arrive´e : T4 = 10h comme le temps d’arrive´e au plus tard ;
— pre´fe´rence au niveau du type de service : tous les modes de transport accepte´s ;
— pre´fe´rence au niveau de crite`res d’optimisation : le couˆt du trajet et le temps de
parcours.
La premie`re e´tape apre`s la re´ception de la requeˆte est d’identifier le domaine de re-
cherche, a` savoir une chaˆıne de modules. Comme le montre la Figure V.4, la chaˆıne de
modules trouve´ pour cette requeˆte est M (10)-M (6)-M (2). Le module M (10) comprend
trois composants : C1 (service ve´lo-partage de V’Lille), C2(service me´tro, tramway et
bus de Transpole) et C3 (service autopartage de Lilas). Le module M (6) couvre deux
composants C4(service covoiturage) et C5 (service train de SNCF). Deux composants
coexistent dans le module M (2) : C6(service ve´lo-partage de DK’BUS) et C4(service
bus de DK’BUS).
Figure V.4: Identification du domaine de recherche
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Par la suite, trois trajets attractifs sont obtenus dans le domaine de recherche identifie´
pour cette requeˆte avec notre syste`me. Afin de faciliter la notation, nous de´signons les
nœuds suivants : 4 Cantons, Lille Flandres, Porte des Postes, Dunkerque, Impression-
nistes comme n1, n2, n3, n4, n5, respectivement. Les trajets attractifs, conside´re´s comme
les se´quences de nœuds, sont montre´s dans le Tableau V.4 et visualise´ sur Google Maps
(Figure V.5).
Tableau V.4: Les se´quences de nœuds des chemins attractifs
Option Se´quence modale Se´quence de nœuds De´tail de route
1 (C,W,B/V ) (n1, n4, n5) Figure V.5A
2 (M,W,T/C,W,B/V ) (n1, n2, n4, n5) Figure V.5B
3 (M,W,C,W,B/V ) (n1, n3, n4, n5) Figure V.5C
Selon les conditions impose´es, le but est de trouver les itine´raires e´quilibre´s pour le temps
de parcours et le couˆt de trajet. Les manipulations de la feneˆtre de temps permettent de
calculer les feneˆtres temporelles pour tous les nœuds de la se´quence et, ainsi, d’identifier
les ve´hicules “inte´ressants” dont les horaires correspondent aux exigences de la requeˆte.
La Figure V.6 montre ces feneˆtres temporelles et les ve´hicules desservant les tronc¸ons
de route pour la se´quence de nœuds de l’option 3.
Pour chaque se´quence de nœuds, trouver les itine´raires e´quilibre´s, c’est re´soudre le
proble`me de se´quence multimodale avec le crite`re de temps de parcours et le couˆt du
trajet (cf. section III.5.1). Les arrangements d’itine´raires optimaux au sens Pareto sont
montre´s sur la Figure V.7. Les itine´raires sont mis sous forme de la feuille de route
de´taille´e, et indique´s dans le Tableau V.5.
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(A) Chemin attractif 1
(B) Chemin attractif 2
(C) Chemin attractif 3
Figure V.5: Visualisation des chemins avec Google Maps
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Figure V.6: Les feneˆtres temporelles et les ve´hicules identifie´s pour les nœuds de
l’option 3


































Tableau V.5: La feuille de route
Re´sultats E´tape Mode Tronc¸on route Horaires Dure´e Couˆt Temps
1-1
1 C (Covoiturage 5)
4 Cantons 7h30
1h05
6,4 euros 96 min
Dunkerque (covoiturage) 8h35
1’ W Correspondance 8h35 5 min





1 C (Covoiturage 7)
4 Cantons 8h00
1h05
6,4 euros 93 min
Dunkerque (covoiturage) 9h05
1’ W Correspondance 9h05 5 min








18,6 euros 121 min
Lille Flandres (Me´tro) 7h20
1’ W Correspondance 7h20 10 min
2 T (Ter 71)
Lille Flandres (Gare train) 7h30
1h05
Dunkerque (Gare train) 8h35
2’ W Correspondance 8h35 5 min








27,4 euros 93 min
Lille Flandres (Me´tro) 7h40


































2 T (TGV 19)
Lille Flandres (Gare train) 7h50
33 min
Dunkerque (Gare train) 8h23









7,9 euros 121 min
Porte des Postes (Me´tro) 7h25
1’ W Correspondance 7h25 10 min
2 C (Covoiturage 23)
Porte des Postes (Covoiturage) 7h35
55 min
Dunkerque (Covoiturage) 8h30
2’ W Correspondance 8h30 5 min








7,9 euros 116 min
Porte des Postes (Me´tro) 8h10
1’ W Correspondance 8h10 10 min
2 C (Covoiturage 24)
Porte des Postes (Covoiturage) 8h20
55 min
Dunkerque (Covoiturage) 9h15
2’ W Correspondance 9h15 5 min
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Pour la deuxie`me solution de l’option 2, on constate que le dernier morceau de route est
effectue´ a` ve´lo au lieu de bus pour les autres itine´raires. Ce choix permet de´sormais au
voyageur d’arriver a` la destination plus toˆt qu’attendre et prendre le bus. Si la condition
de temps d’arrive´e au plus tard est 9h, celle-ci sera la seule solution valable.
Sur les trois trajets attractifs, nous avons mesure´ le nombre de nœuds exploite´s pour
obtenir les arrangements Pareto optimaux. Les nœuds exploite´s sont ceux sur la se´quence
de nœuds qui sont e´tiquete´s dans le graphe temps-e´tendu par notre algorithme, soit
avec l’e´tiquetage vers l’avant, soit avec l’e´tiquetage vers l’arrie`re, soit avec une recherche
bidirectionnelle. Une comparaison de ces trois cas est montre´e dans la Figure V.8. La
recherche bidirectionnelle permet de diminuer davantage le nombre de nœuds exploite´s
par rapport a` celles avec l’e´tiquetage vers l’avant ou l’arrie`re.





















Figure V.8: Impact du type de recherche sur le nombre de nœuds exploite´s
V.4.5.2 Sce´nario 2 : les requeˆtes simultane´es
Dans ce jeu de test, nous e´tudions le cas de requeˆtes simultane´es. A` l’instant t, le syste`me
accueille un ensemble de requeˆtes d’itine´raire I = {I1, I2, . . . , I5}. Dans le Tableau V.6
figurent les e´le´ments des requeˆtes spe´cifie´es via l’interface du syste`me propose´.
Identification du domaine de recherche
Le Task Agent cherche a` identifier le domaine de recherche apre`s avoir rec¸u les requeˆtes
d’itine´raire. Les points de de´parts et d’arrive´es sont repe´re´s dans un premier temps,
3. Sans train
4. Transport en commun
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Tableau V.6: Les requeˆtes rec¸ues
Requeˆte De´part Arrive´e T.D. T.A. Pre´.rence Crite`re
I1 4 Cantons Stade Calais 7h00 10h30 -(T)
3 Plus rapide
I2 V. d’Ascq Phare de Calais 9h00 12h00 tous Moins cher
I3 Cite´ Scientifique Centre Universitaire 7h00 10h00 T.C.
4 Plus rapide
I4 Porte de Douai Calais Muse´e BA - 12h00 tous Moins cher
I5 Wazemmes Stade Calais 8h00 - tous Plus rapide
ensuite le Task Agent exe´cute l’algorithme de la section III.4.1 pour trouver le domaine de
recherche et les Module Agents correspondants. Pour chaque requeˆte rec¸ue, son domaine
de recherche est identifie´, comme le montre la Figure V.9.
Figure V.9: Identification du domaine de recherche du sce´nario 2
Les Module Agents pour l’ensemble du re´seau sont organise´s selon la Figure V.10. Les
Module Agents envoient pour chaque requeˆte les ope´rateurs de transport qui vont par-
ticiper dans la prochaine e´tape pour re´pondre a` la requeˆte.
Selon les re´sultats de l’e´tape d’identification du domaine de recherche, il s’agit de Module
Agent 1, Module Agent 6 et Module Agent 10 dans ce sce´nario. Les services et les
ope´rateurs de transport pour les diffe´rents Module Agents sont liste´s comme suivant :
— Module Agent 1. Query Agent sitac : Ope´rateur bus a` Calais.
— Module Agent 6. Query Agent Covoiturage : service de covoiturage ; Query Agent
SNCF : Ope´rateur SNCF.




















Figure V.10: Organisations des Modules Agents
— Module Agent 10. Query Agent V’Lille Ve´lo : service de ve´lo-partage ; Query
Agent Transpole public : service de transport en commun a` Lille ; Query Agent
Lilas : service d’autopartage.
L’outil Sniffer est disponible pour afficher les communications inter-agents du syste`me
(avec des messages FIPA-ACL). A` l’aide de cet outil, la Figure V.11 visualise les com-
munications entre les Task Agents, les Modules Agents et les Interface Agents.
Figure V.11: Communications entre les Interface Agents, Task Agents et Module
Agents
Avec les ope´rateurs de transport identifie´s pour chaque requeˆte, le Task Agent s’engage
par la suite a` calculer les chemins attractifs en envoyant les requeˆtes aux Query Agents
des ope´rateurs correspondants. L’algorithme pre´sente´ dans la section III.4.2.1 permet
d’obtenir les chemins attractifs pour les requeˆtes d’itine´raires.
Dans le but de faciliter la notation, nous notons les nœuds suivants 4 Cantons, Lille
Flandres, Porte des Postes, Gare Calais, Stade Calais, V. d’Ascq, Phare de Calais, Cite´
Scientifique, Centre Universitaire Calais, Porte de Douai, Calai Muse´e BA et Wazemmes
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comme n1, n2, n3, n4, n5, n6, n7, n8, n9, n10, n11 et n12. Les chemins attractifs pour les
requeˆtes sont montre´s avec le Tableau V.7.
Tableau V.7: Les se´quences de nœuds des chemins attractifs pour les requeˆtes Ii
Requeˆte Options Se´quence modale Se´quence de nœuds
I1
1 (C,B) (n1, n4, n5)
2 (M,C,B) (n1, n3, n4, n5)
3 (M,C,B) (n1, n2, n4, n5)
I2
1 (M,C,B) (n6, n3, n4, n7)
2 (M,C/T,B) (n6, n2, n4, n7)
I3
1 (M,T,B) (n8, n2, n4, n9)
2 (B,T,B) (n8, n2, n4, n9)
I4
1 (M,C/T,B) (n10, n2, n4, n11)
2 (M,C,B) (n10, n3, n4, n11)
3 (A,C/T,B) (n10, n2, n4, n11)
I5
1 (V,C,B) (n12, n3, n4, n5)
2 (M,C,B) (n12, n3, n4, n5)
3 (M,C/T,B) (n12, n2, n4, n5)
Affectation entre les offres et les demandes
Selon les se´quences de nœuds pour les requeˆtes, le Task Agent va ensuite ge´ne´rer des
Route Agents chacun repre´sente un morceau de route.
On prend la section de route Lille Flandres-Calais comme exemple car deux modes de
transport se pre´sentent pour assurer ce tronc¸on, a` savoir le train et le covoiturage. Sur ce
tronc¸on de route, les feneˆtres temporelles sont de´termine´es, et visualise´es dans la Figure
V.12. Pour le Route Agent Lille Flandres-Calais, il s’agit des requeˆtes I1, I2, I3, I4 et I5
sur la feneˆtre de temps [7h, 12h] qui couvre toutes ces requeˆtes.
Figure V.12: Feneˆtre de temps pour la section de route Lille Flandres-Calais
Avec les conditions temporelles, le Route Agent Lille Flandres-Calais s’engage a` identifier
les ve´hicules desservant ce tronc¸on de route.
Les ve´hicules respectant les conditions de temps sur ce tronc¸on de route sont affiche´s
par la Figure V.13.
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Figure V.13: Les ve´hicules identifie´s pour Lille Flandres-Calais
Le Tableau V.8 montre le sche´ma d’affectation qui repre´sente les pre´fe´rences de modes
et les contraintes temporelles de chaque requeˆtes.
Tableau V.8: Sche´ma d’affectation pour le Route Agent Lille Flandres-Calais
Ter 23 Cov 31(1,3) Ter 24 Ter 25 Ter 26 Cov 32(1,3) Cov 33(1,4)
I1 0 * 0 0 0 * 0
I2 0 0 0 0 * * *
I3 0 0 * 0 0 0 0
I4 * * * * * * *
I5 0 0 0 * * * *
Par la suite, le processus d’affectation avec le Route Agent Lille Flandres-Calais cherche
la matrice d’affectation selon l’algorithme ge´ne´tique introduit dans la section III.7. Les
probabilite´s de croisement et de mutation pour l’algorithme ge´ne´tique utlise´ sont res-
pectivement 0,9 et 0,1. Un chromosome relatif au Route Agent Lille Flandres-Calais est
montre´ dans le Tableau V.9.
Tableau V.9: Re´sultat d’affectation pour le Route Agent Lille Flandres-Calais
Ter 23 Cov 31(0,3) Ter 24 Ter 25 Ter 26 Cov 32(0,3) Cov 33(0,4)
I1 0 1 0 0 0 * 0
I2 0 0 0 0 * * 1
I3 0 0 1 0 0 0 0
I4 * * * * * 1 *
I5 0 0 0 1 * * *
Supposons qu’une perturbation se produit (i.e. la gre`ve) ou` n’y a qu’un train pour
assurer un service minimum a` 8h pour le trajet Lille Flandres-Calais. Les ve´hicules pour
le Route Agent Lille Flandres-Calais sont indique´s dans la Figure V.14.
Les pre´fe´rences sur les modes, les contraintes temporelles et les ressources disponibles
permettent d’e´tablir le sche´ma d’affectation montre´ dans le Tableau V.10.
A` partir du sche´ma d’affectation en cas de perturbation, le Route Agent Lille Flandres-
Calais a trouve´ la matrice d’affectation pre´sente´e dans le Tableau V.11 avec l’algorithme
ge´ne´tique.
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Figure V.14: Les ve´hicules identifie´s sur Lille Flandres-Calais en cas de perturbation
Tableau V.10: Sche´ma d’affectation pour le Route Agent Lille Flandres-Calais en cas
de perturbation
Cov 31(1,3) Ter 24 Cov 32(1,3) Cov 33(1,4)
I1 * 0 * 0
I2 0 0 * *
I3 0 * 0 0
I4 * * * *
I5 0 0 * *
Tableau V.11: Chromosome pour le Route Agent Lille Flandres-Calais en cas de
perturbation
Cov 31(0,3) Ter 24 Cov 32(0,3) Cov 33(0,4)
I1 1 0 * 0
I2 0 0 * 1
I3 0 1 0 0
I4 * 1 * *
I5 0 0 1 *
Coalition entre Route Agents
Les Route Agents s’engagent ensuite dans la coalition pour composer les itine´raires
aupre`s des structures de coalition selon les crite`res des usagers.
A` l’aide de l’outil Sniffer Agent, une instance de coalition entre les agents pour composer
les itine´raires est visualise´e sous cette forme dans la Figure V.15.
La coalition des Route Agents a pour objectif de composer les itine´raires qui sont e´value´s
par l’Assist Agent. Nous avons obtenu les itine´raires contenant le morceau Lille Flandres-
Calais. Les itine´raires sont obtenus dans le cas normal (Figure V.16) et dans le cas
perturbe´ (Figure V.17).
Nous constatons que les requeˆtes I1, I2 et I3 ont les meˆmes solutions dans les deux
cas (avec ou sans perturbation). En revanche, la place de Covoiturage 32 est attribue´e
a` I5 car le Ter 25 n’est plus disponible dans le deuxie`me cas. I4 prend le Ter 24 au
lieu de covoiturage parce qu’il ne reste plus de place de covoiturage sur le tronc¸on Lille
Flandres-Calais, en meˆme temps, les pre´fe´rences sont e´galement respecte´es.
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Figure V.15: Illustration de la communication pour la formation de coalition entre
les Route Agents a` l’aide de l’outil SNIFFER
Avec notre approche de la coalition, les itine´raires comodaux trouve´s (Figure V.16 et
Figure V.17) sont efficaces et conformes aux pre´fe´rences des requeˆtes.
V.4.5.3 Sce´nario 3 : Grand nombre de requeˆtes
Dans ce sce´nario, nous allons tester la robustesse du syste`me face a` un grand nombre de
requeˆtes simultane´es. Tout d’abord, nous allons comparer les deux approches : program-
mation line´aire et algorithme ge´ne´tique controˆle´ pour le proble`me d’affectation. Ensuite,
nous allons montrer les performances du syste`me face a` un grand nombre de requeˆtes.
Nous testons deux implantations diffe´rentes : l’une avec l’algorithme ge´ne´tique imple´mente´
en Java, et l’autre, avec CPLEX interface´ avec Java. Ces tests sont base´s sur les ins-
tances d’une feneˆtre de temps de 2 heures et une section de route avec 10 ve´hicules. Nous
avons mis en e´vidence l’influence du nombre de requeˆtes sur le temps de calcul et le taux
de re´ussite de l’affectation optimale. Pour chaque se´rie de tests, chaque algorithme est
exe´cute´ 20 fois et le re´sultat retenu est base´ sur la moyenne de re´sultats obtenus.
Toujours dans la meˆme configuration du re´seau de transport, l’algorithme ge´ne´tique est
parame´tre´ avec la population de 100 individus, la probabilite´ de croisement de 0,9 et la
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Figure V.16: Les itine´raires contenant le morceau Lille Flandres-Calais pour les
requeˆtes
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Figure V.17: Les itine´raires contenant le morceau Lille Flandres-Calais pour les
requeˆtes en cas de perturbation
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probabilite´ de mutation de 0,1. Les calculs sont re´alise´s sur un ordinateur de processeur
Core 2 a` 2,67GHz et 4 Go de RAM.
Nous constatons d’abord que l’algorithme ge´ne´tique est meilleur que CPLEX sur le
temps de calcul, surtout quand le nombre de requeˆtes traite´es est importante (Figure
V.18). En revanche, la programmation line´aire est bien meilleure en terme de taux
de re´ussite d’affectation optimale (Figure V.19). Pour interpre´ter ces e´carts de perfor-
mances, on peut noter que l’algorithme ge´ne´tique est une me´taheuristique efficace en
terme de temps de calcul et que le CPLEX est un outil spe´cialise´ en PL (Programma-
tion Line´aire) pour chercher les solutions optimales.

















Figure V.18: Influence du nombre de requeˆtes : temps de calcul avec AG et
PL(moyenne sur 20 tests)
























Figure V.19: Influence du nombre de requeˆtes : taux de re´sultat optimal(moyenne sur
20 tests)
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D’apre`s la Figure V.20, notre syste`me continue toujours a` re´pondre aux requeˆtes avec
temps de re´ponse optimise´ et ceci graˆce a` notre approche d’alliance du syste`me multi-
agents et de l’optimisation. Malgre´ le nombre tre`s e´leve´ de requeˆtes simultane´es, le
syste`me est capable de ge´rer les nombreuses demandes efficacement.















Figure V.20: Influence de nombre de requeˆtes : temps de re´ponse pour les requeˆtes
d’itine´raires(moyenne sur 20 tests)
V.5 Conclusion
Dans ce chapitre, nous avons pre´sente´ les diffe´rents aspects concernant la mise en œuvre
de notre application relative a` la planification d’itine´raire et le management de ressources
de transports :
— les plateformes et outils de de´veloppement ;
— la collecte de donne´es ;
— la saisie des requeˆtes ;
— le traitement des requeˆtes d’itine´raire ;
— la coalition de service pour la recomposition des itine´raires.
Pour les requeˆtes simples, les itine´raires optimaux au sens de Pareto sont de´termine´s a`
l’aide de de´cision des usagers. Pour les requeˆtes simultane´es, nous cherchons a` identifier
les itine´raires inte´ressants via la combinaison des solutions optimise´es en faisant usage
des coalitions. Les inte´reˆts pratiques des approches propose´es ont e´te´ expose´s a` travers
deux types d’applications. Les jeux de test ont e´galement montre´ que le syste`me donne
les re´ponses ade´quates en cas de perturbation du re´seau de transport. Selon les e´tudes
sur les rapports entre le nombre de requeˆtes et le temps de re´ponse, nous pouvons
assurer que notre syste`me est robuste et capable de faire face a` l’augmentation de la
charge(nombre de requeˆtes important).
Avec les re´sultats et sce´narios de simulation obtenus, le syste`me manifeste la capacite´ a`
fournir les solutions pour re´pondre aux attentes des usagers, que ce soit pour la requeˆte
simple ou l’ensemble de demandes d’itine´raires simultane´es. En cas de perturbation du
re´seau de transport, une allocation optimale des offres limite´es aux demandes est re´alise´e
pour satisfaire toutes les requeˆtes rec¸ues.
Conclusion ge´ne´rale
Les travaux re´alise´s durant cette the`se se sont focalise´s sur le de´veloppement d’un
syste`me d’information de transport comodal qui adopte une approche multi-agents
inte´grant un aspect optimisation. Les recherches se sont concentre´es sur trois proble`mes
emboˆıte´s :
1. la planification d’itine´raire dans le re´seau de transport multimodal avec la prise
en compte des ve´hicules partage´s ;
2. le proble`me d’affectation avec l’optimisation multiobjectif ;
3. le proble`me de recomposition d’itine´raires formant une coalition au sein d’un
syste`me multi-agents.
L’e´tude du premier proble`me consiste a` trouver les itine´raires attractifs dans un re´seau
de transport multimodal qui est mode´lise´ par un graphe hie´rarchique. Le domaine de
recherche est identifie´ a` l’aide de ce dernier afin de limiter le nombre de sous-syste`mes
demande´es pour calculer les itine´raires. Avec une me´thode exacte, les arrangements op-
timaux d’un trajet avec les nœuds interme´diaires peuvent eˆtre de´termine´s en respectant
les contraintes horaires sur le de´part et l’arrive´e.
L’e´tude du deuxie`me proble`me a permis de formuler et de re´soudre le proble`me d’affec-
tation entre les offres et les demandes sur les tronc¸ons de route. A` partir des re´sultats
du premier proble`me, les offres des ve´hicules conformes aux conditions temporelles iden-
tifie´es pour les requeˆtes sont mises en relation avec les demandes. Pour ce faire, nous
avons applique´ l’optimisation multicrite`re base´e sur l’algorithme ge´ne´tique.
L’e´tude du troisie`me proble`me a permis de recomposer les tronc¸ons de routes en suivant
les structures de coalition afin d’obtenir les itine´raires optimaux. Pour ce faire, une
formation de coalition est effectue´e entre les agents repre´sentants les tronc¸ons de routes.
Un ensemble d’itine´raires inte´ressants re´pondant aux attentes des usagers est fourni tout
en gardant une certaine flexibilite´ a` l’usager.
Pour la mise en œuvre des approches, nous avons applique´ la programmation oriente´e
agent qui nous permet e´ventuellement de profiter e´galement de la combinaison entre
la technologie des syste`mes multi-agents et l’optimisation distribue´e tout au long de
la re´solution du proble`me. Cette mise en œuvre a permet de mettre en e´vidence les
inte´reˆts pratiques pour l’information des usagers ou` plus de modes de transport tel que
les ve´hicules partage´s sont inte´gre´s.
Perspectives
Les perspectives de recherche pour e´tendre nos travaux sont assez diverses.
Comme notre syste`me posse`de une grande flexibilite´, il est toujours possible d’inte´grer les
ve´hicules particuliers pour la planification d’itine´raire. Sachant que l’usage des ve´hicules
personnels reste encore tre`s re´pandu pour les voyages occasionnels et les trajets fre´quents,
il est donc possible d’ajouter cette option afin d’avoir une plateforme pouvant re´pondre
aux besoins des usagers. Il convient de noter que park-and-ride joue un roˆle tre`s impor-
tant pour la comple´mentarite´ entre les voitures personnelles et les transports en commun,
surtout dans les re´gions urbaines. Cependant, il faut aussi prendre en compte le fait que
les approches de calculs des plus court chemins dans les transports en commun ne sont
pas force´ment efficaces, et les me´thodes pour le re´seau routier doivent ainsi eˆtre recon-
side´re´es. L’affichage des re´sultats peut eˆtre plus intelligent. Comme les re´sultats de la
planification d’itine´raires contiennent des informations tre`s riches telle que les sections
de routes de diffe´rents modes avec des couˆts varie´s, et des actions de correspondance.
Visualiser tous ces de´tails sur la carte d’une fac¸on ade´quate peut rendre l’outil plus
inte´ressant pour l’usage quotidien, par exemple la visualisation interactive, l’effet zoom
pour les actions de correspondance, etc.
Comme le syste`me propose´ concerne la planification d’itine´raire avant le voyage, il serait
inte´ressant de l’e´tendre pour qu’il puisse fournir des itine´raires pendant le voyage (en
route) avec la prise en compte des informations en temps re´els. Avec les informations sur
des perturbations ponctuelles (panne, accident, embouteillage, gre`ve, etc.), le proble`me
d’anticipation peut eˆtre e´galement aborde´ pour proposer aux voyageurs par exemple des
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Titre : Optimisation avance´e pour la recherche et la composition des itine´raires como-
daux au profit des clients de transport
Re´sume´ : Avec les proble`mes pre´sents dans le secteur de transport, qu’ils soient financiers ou en-
vironnementaux, la mobilite´ avance´e peut y reme´dier avec la mise a` profit de la comple´mentarite´
entre les diffe´rents modes de transport. Dans ce contexte, nous nous focalisons dans cette the`se
a` la mise en œuvre d’un syste`me d’information de transport avec la recherche et la composition
des itine´raires comodaux pour les clients. L’enjeu est d’eˆtre capable de re´pondre aux attentes
des usagers avec des solutions satisfaisantes permettant de proposer des itine´raires optimaux
pour ge´rer efficacement l’intermodalite´. Dans un souci pratique, nous fournirons des itine´raires
attractifs respectant les contraintes impose´es meˆme pour les requeˆtes simultane´es. Nous utili-
sons des techniques d’acce´le´ration permettant de re´duire l’espace de recherche pour la planifica-
tion d’itine´raire. Les itine´raires attractifs sont de´compose´s en sections de route sur lesquelles les
diffe´rentes demandes et les offres disponibles sont mises en relation. Les combinaisons des sections
de route permettent d’aboutir a` un ensemble de solutions inte´ressantes. L’aspect distribue´ et dy-
namique du proble`me nous a permis d’employer une mode´lisation base´e sur le paradigme agent.
Ainsi, l’alliance entre les syste`mes multi-agents et les algorithmes ge´ne´tiques que nous avons mis
en place s’ave`re tre`s utile pour ge´rer l’articulation de l’intermodalite´ entre ces diffe´rents modes
de transport. Les re´sultats de simulation pre´sente´s montrent l’efficacite´ des me´thodes propose´es.
Mots cle´s : the´orie de graphe, plus court chemin, optimisation, Syste`me Multi-Agents, coalition
des agents, mobilite´ avance´e
Title : Design and implementation of a traveller information system : an agent-based
method for searching and composing itineraries
Abstract : Nowadays, the environment impact of transport is significant. In an attempt to
address these problems, in this work, we are interested in the implementation of a transport
information system, which integrates the existing means of transport to respond users’ requests,
including public transport and the shared transport like carpooling and car-sharing. In this
context of application, we elaborate algorithms to provide attractive paths with respect to the
imposed constraints, even for simultaneous requests. Different acceleration techniques for path
planning are used to reduce the search space for a better performance. The attractive paths
are divided into route sections on which the available offers are allocated to different requests,
which is treated as one resource allocation problem using metaheuristics algorithms. With consi-
deration of the distributed and dynamic aspects of the problem, the solving strategy makes use
of several concepts like multi-agents system and different optimization methods. The proposed
methods are tested with realistic scenarios with instances extracted from real world transport
networks. The obtained results indicate that our proposed approaches can efficiently solve the
itinerary planning problems by providing good and complete solutions.
Key words : graph theory, shortest path problem, optimization, Multi-Agent System, agent
coalition, shared transport

