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Abstract
In this paper we develop a new multi-dimensional continued fraction algorithm and three known
multi-dimensional continued fraction algorithms from the lattice basis reduction multisequence synthesis
(LBRMS) algorithm with respect to the different choice of a parameter and so a continued fraction ex-
pansion is associated with a basis transformation. The new algorithm is similar to Dai’s continued fraction
algorithm [Z.D. Dai, K.P. Wang, D.F. Ye, m-Continued fraction algorithm on multi-Laurent series, Acta
Arith. (2006) 1–21] but improves the latter effectively.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Recent developments in stream ciphers point towards an interest in word-based or vectorized
stream ciphers (see e.g. [2,5,9], and the proposals DRAGON, NLS, and SSS to the ECRYPT
stream cipher project [6]). The theory of word-based stream ciphers requires the study of multi-
sequences. The multisequences register synthesis problem plays an important role both in the
design and cryptanalysis of word-based keystream generators and in decoding cyclic codes
[7,11,15]. As we know, the problem is essentially the best simultaneous rational approximation
since multisequences can be identified with multiple Laurent series.
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rational approximation. In [3] Dai et al. proposed a multi-dimensional continued fraction by
modifying the Jacobi–Perron algorithm [1]. However, in the algorithm the way of approximation
is from the top sequence towards the bottom sequence and so the order of approximation maybe
fails to increase strictly at each step.
In [13,14] a lattice basis reduction multisequence synthesis (LBRMS) algorithm was proposed
by means of a lattice basis reduction algorithm in function fields [12]. In this paper we develop a
new basis reduction algorithm, which corresponds with a new multi-dimensional continued frac-
tion expansion. Similarly, we can derive the Jacobi–Perron algorithm in function fields (JP) [8],
modified Jacobi–Perron algorithm (MJP) [10] and Dai’s continued fraction algorithm with re-
spect to the different choice of a parameter. So we can associate a continued fraction expansion
with a lattice basis transformation. Our algorithm is similar to Dai’s continued fraction, but the
order of approximation increases strictly at each step and so improves Dai’s continued fraction
algorithm effectively.
The paper is organized as follows. In Section 2 we revisit the LBRMS algorithm. From it
we develop a new lattice basis reduction algorithm and a new multi-dimensional continued frac-
tion in Section 3, and derive three known multi-dimensional continued fractions in Section 4.
Appendix A contains the LBRMS algorithm.
2. LBRMS algorithm
For a positive integer m, consider m sequences s(h) = s(h)1 , s(h)2 , . . . ,1  h  m, with terms
s
(h)
j in an arbitrary field F, i.e., an m-fold multisequence
s = (s(1), . . . , s(m))T ,
where T denotes the transpose of a matrix. For a positive integer n and 1  h  m, let s(h)n =
(s
(h)
1 , . . . , s
(h)
n ) and sn = (s(1)n , . . . , s(m)n )T . A monic polynomial q(z) = zd +∑d−1i=0 cizi ∈ F[z] is
called a characteristic polynomial of sn if
s
(h)
j + cd−1s(h)j−1 + · · · + c0s(h)j−d = 0
for j = d + 1, d + 2, . . . , n and h = 1,2, . . . ,m. (1)
Such a polynomial with least degree is called a minimal polynomial of sn.
The linear feedback shift-register multisequence synthesis problem, that is, to find a minimal
polynomial of sn, plays an important role in many applications.
We identify the sequence s(h) with the formal power series s(h)(z) =∑∞i=1 s(h)i z−i for 1 
hm, which is an element of the Laurent series field
K = F((z−1))= { ∞∑
i=i0
aiz
−i
∣∣∣ i0 ∈ Z, ai ∈ F
}
.
So s is identified with the formal power series vector s(z). Clearly, there is a valuation υ on K ,
that is, for α =∑∞i=i0 aiz−i ∈ K , υ(α) = min{i ∈ Z | ai = 0} if α = 0, and υ(α) = ∞ if α = 0.
We will be dealing with column vectors γ = (α1, . . . , αl)T in the vector space Kl with a pos-
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projection defined by θ(γ ) = (α1,v(α), . . . , αl,v(α))T from Kl to Fl .
We give a definition about a best simultaneous rational approximation for multiple Laurent
series.
Definition 1. Let q(z) ∈ F[z] and p(z) = (p1(z), . . . , pm(z))T ∈ F[z]m. Then p(z)q(z) is called a best
simultaneous rational approximant of s(z) with order n with respect to the valuation v if
v
(
s(z) − p(z)
q(z)
)
> n
and deg(q(z)) is minimal.
A connection between the multisequences register synthesis and the best simultaneous rational
approximation is given by the following proposition.
Proposition 1. Let q(z) ∈ F[z]. Then q(z) is a minimal polynomial of sn if and only if [q(z)s(z)]q(z)
is a best simultaneous rational approximant of s(z) with order n with respect to the valuation v,
where [q(z)s(z)] is the polynomial part of q(z)s(z).
The proposition is similar to Proposition 2.9 in [4] and so the proof is omitted.
In [13,14] the LBRMS algorithm was proposed by means of a lattice basis reduction algo-
rithm in function fields. Note that both LBRMS algorithm and Dai’s continued fraction solve the
multisequence synthesis problem and so we are motivated to investigate the relationship between
two algorithms. Hence we revisit the LBRMS algorithm.
A subset Λ of Km+1 is called an F[z]-lattice if there exists a basis ω1, . . . ,ωm+1 of Km+1
such that
Λ =
m+1∑
i=1
F[z]ωi =
{
m+1∑
i=1
fiωi
∣∣∣ fi ∈ F[z], i = 1, . . . ,m + 1
}
.
In this situation we say that ω1, . . . ,ωm+1 form a basis for Λ and we often denote the lattice by
Λ(ω1, . . . ,ωm+1). A basis ω1, . . . ,ωm+1 is reduced if θ(ω1), . . . , θ(ωm+1) are linearly indepen-
dent over F. A reduced basis is normal if v(ω1) · · · v(ωm+1) and the (m + 1)st component
of θ(ωi) is either 0 or 1 for i = 1, . . . ,m + 1.
Next we construct a special lattice in Km+1 by selecting m+ 1 vectors from Km+1, i.e., ε1 =
(1,0, . . . ,0)T , . . . , εm = (0, . . . ,0,1,0)T , αn = (s(1)(z), . . . , s(m)(z), z−n−1)T . So we obtain an
F[z]-lattice, i.e.,
Λ(ε1, . . . , εm,αn) =
{(
q(z)s(1)(z) − p1(z), . . . , q(z)s(m)(z) − pm(z), q(z)z−n−1
)T ∣∣
q(z),p1(z), . . . , pm(z) ∈ F[z]
}
.
A mapping η :Λ(ε1, . . . , εm,αn) → F[z] is given by γ = D1(z)ε1 + · · · + Dm(z)εm +
C(z)αn → C(z). Clearly, η is linear. Let πi for i = 1, . . . ,m + 1 denote the ith component
of a vector in Fm+1, and Γ the set of all characteristic polynomials of sn. Put
S
(
Λ(ε1, . . . , εm,αn)
)= {γ ∈ Λ(ε1, . . . , εm,αn) ∣∣ πm+1(θ(γ ))= 1}.
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natural total orderings, namely, S(Λ(ε1, . . . , εm,αn)) is ordered by the valuations of elements
and Γ by the degrees of polynomials. Thus we have proved the following theorem.
Theorem 1. (Cf. [13, Theorem 2].) The mapping η is an inverse-order preserving one-to-one
correspondence between S(Λ(ε1, . . . , εm,αn)) and Γ .
So far, we can reformulate the multisequence synthesis problem. This formulation asks for an
element γ of S(Λ(ε1, . . . , εm,αn)) such that its valuation is maximum.
For any lattice Λ of rank l where l is an arbitrary positive integer, we have the following
theorem.
Theorem 2. (Cf. [13, Theorem 1].) Let ω1, . . . ,ωl be a normal basis of a lattice Λ, and let
S(Λ) = {γ ∈ Λ ∣∣ πl(θ(γ ))= 1}.
Let s be the least integer such that ωs ∈ S(Λ). Then ωs is a maximum-valuation element of S(Λ).
Theorem 2 shows that the element to find in the model must appear in a normal basis of
Λ(ε1, . . . , εm,αn). Since it is easy to transform a reduced basis into a normal one only by re-
arranging its elements and multiplying them by scalars, the key is to find a reduced basis for
Λ(ε1, . . . , εm,αn). The basis reduction algorithm [12] is employed in the LBRMS algorithm
(see [13,14] and Appendix A for details).
3. A new multi-dimensional continued fraction
In this section we transform a given basis for the lattice Λ(ε1, . . . , εm,αn) to a reduced ba-
sis by a new approach and meanwhile we can get a new multi-dimensional continued fraction
expansion.
Our algorithm implements the reduction steps repeatedly and the step index k is taking values
from 0 to t , where t denotes the total number of reduction steps. For clarity, we denote the newly
generated basis in the (k − 1)th round by ω(k−1)1 , . . . ,ω(k−1)m+1 and let ω˜(k−1)j , 1 j m + 1, be
the vector ω(k−1)j deleting the last component and a matrix Rk−1 = (−ω˜(k−1)j )1jm. Since
ω
(k−1)
j =
(
ω˜
(k−1)
j
η(ω
(k−1)
j )z
−n−1
)
, (2)
it is easy to get the following proposition.
Proposition 2. For 1 j m + 1 and 1 k  t , we have
v
(
ω
(k−1)
j
)= v(ω˜(k−1)j ).
Now we start with k = 0. In this step, to initial the algorithm we set ω(0)1 = ε1, . . . ,ω(0)m = εm,
and ω(0)m+1 = αn.
The reduction steps always keep the bases satisfy the following properties.
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(k−1)
m ) are linearly independent over F and the (m+ 1)th component of
θ(ω
(k−1)
i ) is zero for i = 1, . . . ,m.
C2. v(ω(k−1)m+1 ) > v(ω
(k−1)
hk
) where hk , 1 hk m, is defined later.
These conditions are trivially satisfied if k = 0.
In this situation one proceeds as follows. If πm+1(θ(ω(k)m+1)) = c = 0 then the basis is reduced
and c−1η(ω(k)m+1) is a minimal polynomial of sn by Theorems 1 and 2.
Otherwise, we proceed the kth reduction step. From C1 we know ω˜(k−1)1 , . . . , ω˜
(k−1)
m is lin-
early independent over K and so ω˜(k−1)m+1 is a linear combination of ω˜
(k−1)
1 , . . . , ω˜
(k−1)
m . Thus there
exists a unique nonzero vector rk−1 = (rk−1,1, . . . , rk−1,m)T such that
ω˜
(k−1)
m+1 = −
m∑
j=1
rk−1,j ω˜(k−1)j = Rk−1rk−1. (3)
Define Jk = {1  j  m | v(z−v(ω
(k−1)
j )rk−1,j ) = v(ω(k−1)m+1 )} and hk = {j ∈ Jk | v(rk−1,j ) is
maximal}.
Thus (3) can be written in the following form
ω˜
(k−1)
hk
= − rk−1,1
rk−1,hk
ω˜
(k−1)
1 − · · · −
rk−1,hk−1
rk−1,hk
ω˜
(k−1)
hk−1
− 1
rk−1,hk
ω˜
(k−1)
m+1 − · · · −
rk−1,m
rk−1,hk
ω˜(k−1)m . (4)
Now we use the notation
1
rk−1
=
(
rk−1,1
rk−1,hk
, . . . ,
rk−1,hk−1
rk−1,hk
,
1
rk−1,hk
,
rk−1,hk+1
rk−1,hk
, . . . ,
rk−1,m
rk−1,hk
)
(5)
and so let
1
rk−1
= ak + rk, (6)
where ak is the polynomial part of the vector 1rk−1 denoted by
ak =
[
1
rk−1
]
=
([
rk−1,1
rk−1,hk
]
, . . . ,
[
rk−1,hk−1
rk−1,hk
]
,
[
1
rk−1,hk
]
,
[
rk−1,hk+1
rk−1,hk
]
, . . . ,
[
rk−1,m
rk−1,hk
])T
,
rk is the fractional part of 1 denoted by rk = { 1 }, and r0 = s(z).rk−1 rk−1
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ω
(k)
m+1 = ω(k−1)hk + ak,hk (z)ω
(k−1)
m+1 +
m∑
i=1, i =hk
ak,i(z)ω
(k−1)
i ,
ω
(k)
j = ω(k−1)j , j = hk,
ω
(k)
hk
= ω(k−1)m+1 . (7)
So we have Rk = −(ω˜(k−1)1 · · · ω˜(k−1)hk−1 ω˜
(k−1)
m+1 ω˜
(k−1)
hk+1 · · · ω˜
(k−1)
m ) and obtain
ω˜
(k)
m+1 = Rkrk (8)
and
1
rk−1
= R−1k ω(k−1)hk . (9)
Proposition 3. For 0 k  t − 1, we have v(ω(k)m+1) > v(ω˜(k)hk+1).
Proof. From (8) we get v(ω(k)m+1) = v(rk,hk+1ω(k)hk+1) and so the desired result follows from
v(rk,hk+1) > 0 and v(Rkrk) = v(ω(k)m+1). 
The new generated basis ω(k)1 , . . . ,ω
(k)
m+1 also satisfies C1 and C2 when k − 1 is replaced by k
and the algorithm begins to do the next iteration.
The above algorithm leads to a modified LBRMS algorithm, in which we drop the super-
script k of each basis element ω(k)i , 1 i m + 1 and simply write ωi .
Algorithm 1.
Input: an m-fold multisequence sn.
Output: a minimal polynomial of sn.
1. Initialize: ω1 ← ε1, . . . ,ωm ← εm,ωm+1 ← αn, r0 = s(z), k ← 0.
2. If πm+1(θ(ωm+1)) = 0 then
Set k ← k + 1.
Define Jk = {1 j m | v(z−v(ωj )rk−1,j ) = v(ωm+1)} and
hk = {j ∈ Jk | v(rk−1,j ) is maximal}.
Set Rk = (ω˜1 · · · ω˜hk−1 ω˜m+1 ω˜hk+1 · · · ω˜m),
ak = [R−1k ω˜hk ], and rk = {R−1k ω˜hk }.
Set ξ = ωhk + ak,hkωm+1 +
∑m
i=1,i =hk ak,jωj ,
ωhk ← ωm+1 and ωm+1 ← ξ .
end if
3. Set t ← k, q(z) ← c−1η(ωm+1), where c = πm+1(θ(ωm+1)), and terminate the algorithm.
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rk−1 = 1
ak + rk . (10)
Therefore the above discussion yields to a familiar expansion of a vector function s(z) into an
m-dimensional continued fraction, namely,
s(z) = a0 + r0
= a0 + 1
a1 + r1
= a0 + 1
a1 + 1a2+r2
...
= a0 +
(
a1 +
(
a2 + · · · +
(
ak−1 + (ak + rk)−1
)−1 · · ·)−1)−1, (11)
where a0 = 0 and r0 = s(z).
We need to introduce a matrix
Dk−1 = Diag
(
z−v(ω˜
(k−1)
1 ), . . . , z−v(ω˜
(k−1)
m )
)
=
⎛⎝ z−v(ω˜
(k−1)
1 )
. . .
z−v(ω˜
(k−1)
m )
⎞⎠
in order to keep track of the matrix Rk−1 and so v(Rk−1rk−1) = v(Dk−1rk−1). According to the
initial basis, we have D0 = Im, an identity matrix with order m.
Now we can obtain a new multi-dimensional continued fraction algorithm.
Algorithm 2.
Input: s(z) ∈ F((z−1))m and v(s(z)) > 0.
Output: a multi-dimension continued fraction expansion of s(z).
1. Set r0 = s(z), D0 = Im = Diag(z−c0,1 , . . . , z−c0,m), where c0,j = 0, 1 j m.
Suppose Dk−1 = Diag(z−ck−1,1 , . . . , z−ck−1,m) and rk−1 = (rk−1,1, . . . , rk−1,m) have been
obtained for k  1.
2. If rk−1 = 0 then the algorithm terminates. Otherwise, set
Jk = {1 j m | v(z−ck−1,j rk−1,j ) = v(Dk−1rk−1)}.
hk = {j ∈ Jk | v(rk−1,j ) is maximal}.
Dk = Diag(z−ck,1 , . . . , z−ck,m), where ck,j = ck−1,j if j = hk and ck,j = v(Dk−1rk−1) if
j = hk .
ρk = (ρk,1, . . . , ρk,m) = 1rk−1 , where ρk,j =
rk−1,j
rk−1,hk
if j = hk and ρk,j = 1rk−1,hk if j = hk .
ak = [ρk], rk = ρk − ak , k − 1 ← k and goto 2.
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have
qk(z) = η
(
ω
(k−1)
hk
)+ ak,hk (z)qk−1(z) + m∑
i=1, i =hk
ak,j (z)η
(
ω
(k−1)
j
) (12)
with initial conditions q0(z) = 1 and p0(z) = 0.
For 0 k  t − 1, put
nk = deg
(
qk(z)
)+ v(ω˜(k)m+1)
and nt = n + 1. Thus we have
Theorem 3. For each k, 0 k  t , qk(z) is a minimal polynomial of sN , N = nk−1, . . . , nk − 1.
Proof. Let ω(k)i,N = (ω˜(k)i , η(ω(k)i )z−N−1) for 1  i  m + 1. Then it is easy to show that they
form a reduced basis for the lattice Λ(ε1, . . . , εm,αN). Since only πm+1(θ(ω(k)m+1,N )) = 0 and
πm+1(θ(ω(k)i,N )) = 0 for 1 i m and so the result is desired from Theorems 1 and 2. 
Proposition 4. For 1 k  t , we have
deg
(
ak,hk (z)
)= v(ω˜(k−1)m+1 )− v(ω˜(k−1)hk )> 0,
deg
(
ak,j (z)
)= v(ω˜(k−1)j )− v(ω˜(k−1)hk ), j ∈ Jk,
deg
(
ak,j (z)
)
< v
(
ω˜
(k−1)
j
)− v(ω˜(k−1)hk ), j /∈ Jk.
Proof. The result follows from (3), (4) and (6). 
Theorem 4. The sequences {nk}nkn+1 and {deg(qk(z))}nkn+1 are strictly increasing, and
deg
(
qk(z)
)= deg(qk−1(z))+ deg(ak,hk (z)). (13)
Proof. Suppose the statement is true for all k − 1. By Proposition 4 and induction hypothesis,
we have
deg
(
qk−1(z)
)+ deg(ak,hk (z))> deg(η(ω˜(k−1)j ))+ deg(ak,j (z)).
Hence (13) holds and deg(qk(z)) > degqk−1(z) from (12). From Proposition 4 we get
nk = deg
(
qk(z)
)+ v(ω(k)m+1)− 1
= v(ω(k−1)m+1 )− v(ω(k−1)hk )+ deg(qk−1(z))+ v(ω(k)m+1)− 1
= nk−1 + v
(
ω
(k)
m+1
)− v(ω(k−1)hk )> nk−1. 
From Theorem 4 and deg(q0(z)) = 0, we easily get the following corollary.
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deg
(
qk(z)
)= k∑
j=1
deg
(
aj,hj (z)
)
.
Therefore the sequence {nk} is strictly increasing and so Algorithm 1 must terminate after
finite steps.
4. Derivation of three known multi-dimensional continued fractions
In this section we indicate how to derive three known multi-dimensional continued fractions
by choosing the different values of hk in Algorithm 1.
For each kth round in Algorithm 1, let Ik = {j (k)u ∈ Jk | 1  u  tk, j (k)1 < · · · <
j
(k)
tk
= hk, and v(rk−1,j (k)1 ) < · · · < v(rk−1,j (k)tk )}. Instead of doing one reduction round we will
do tk small reduction rounds.
Let ω(k−1,u+1)1 , . . . ,ω
(k−1,u+1)
m+1 be the newly generated basis in the uth round with 1 u tk
and ω(k−1,1)i = ω(k−1)i and ω(k−1,tk+1)i = ω(k)i for 1  i  m + 1. Let ω˜(k−1,u)j , 1  j  m + 1,
be the vector ω(k−1,u)j deleting the last component, a matrix R
(u)
k−1 = (−ω˜(k−1,u)j )1jm and
D
(u)
k−1 = Diag(z−v(ω˜
(k−1,u)
1 ), . . . , z−v(ω˜
(k−1,u)
m )).
In each uth round we do the similar transformation as the above section, but hk is replaced
by j (k)u .
There exists a unique nonzero vector r(u)k−1 = (r(u)k−1,1, . . . , r(u)k−1,m)T such that
ω˜
(k−1,u)
m+1 = −
m∑
j=1
r
(u)
k−1,j ω˜
(k−1,u)
j = R(u)k−1r(u)k−1. (14)
Now we have
1
r
(u)
k−1
=
(
r
(u)
k−1,1
r
(u)
k−1,j (k)u
, . . . ,
r
(u)
k−1,j (k)u −1
r
(u)
k−1,j (k)u
,
1
r
(u)
k−1,j (k)u
,
r
(u)
k−1,j (k)u +1
r
(u)
k−1,j (k)u
, . . . ,
r
(u)
k−1,m
r
(u)
k−1,j (k)u
)
(15)
and so let
1
r
(u)
k−1
= a(u)k−1 + r(u+1)k−1 , (16)
where a(u)k−1 = [ 1r(u)k−1 ], r
(u+1)
k−1 = { 1r(u)k−1 }, and r
(1)
k−1 = rk−1.
Thus we obtain the following basis transformation
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(k−1,u+1)
m+1 = ω(k−1,u)j (k)u + a
(u)
k−1,j (k)u
(z)ω
(k−1,u)
m+1 +
m∑
i=1, i =j (k)u
a
(u)
k−1,i (z)ω
(k−1,u)
i ,
ω
(k−1,u+1)
j = ω(k−1,u)j , j = j (k)u ,
ω
(k−1,u+1)
j
(k)
u
= ω(k−1,u)m+1 . (17)
So we have R(u+1)k−1 = −(ω˜(k−1,u)1 · · · ω˜(k−1,u)j (k)u −1 ω˜
(k−1,u)
m+1 ω˜
(k−1,u)
j
(k)
u +1
· · · ω˜(k−1,u)m ),
ω˜
(k−1,u+1)
m+1 = R(u+1)k−1 r(u+1)k−1 (18)
and
1
r
(u)
k−1
= (R(u+1)k−1 )−1ω˜(k−1,u)j (k)u . (19)
It is easy to check that the bases satisfy the following properties.
C3. The matrix (θ(ω(k−1,u)1 ), . . . , θ(ω
(k−1,u)
m )) is a lower triangular.
C4. v(ω(k−1,u)m+1 ) > v(ω
(k−1,u)
j
(k)
u
), where πi(θ(ω(k−1,u)m+1 )) = 0 for 1  i  j (k)u − 1 and
π
t
(k)
u
(θ(ω
(k−1,u)
m+1 )) = 0.
Therefore Algorithm 1 returns back to the situation in the k+1th round after tk similar reduc-
tion steps.
We consider five cases in order to determine the value of v(r(u+1)k−1,j ω
(k−1,u+1)
j ) for 1 j m.
a. j /∈ Jk . We distinguish two cases.
(i) If v(r(u)k−1,j ) > v(r(u)k−1,j (k)u ), we have {
r
(u)
k−1,j
r
(u)
k−1,j(k)u
} = r
(u)
k−1,j
r
(u)
k−1,j(k)u
.
(ii) If v(r(u)k−1,j ) v(r(u)k−1,j (k)u ), we have
v
(
ω
(k−1,u)
j
)
 v
(
ω
(k−1,u)
j
)+ v(r(u)k−1,j )− v(r(u)k−1,j (k)u )> v(ω(k−1,u)m+1 )− v(r(u)k−1,j (k)u ).
So for both cases we have
v
(
r
(u+1)
k−1,j
)+ v(ω(k−1,u)j )> v(ω(k−1,u)m+1 )− v(r(u)k−1,j (k)u ). (20)
b. j = j (k)u . We have v({ 1
r
(u)
k−1,j(k)u
}ω(k−1,u)m+1 ) > v(ω(k−1,u)m+1 ) − v(r(u)k−1,j (k)u ).
c. j ∈ Jk , j = j (k)u and v(r(u)k−1,j ) = v(r(u)k−1,j (k)u ). The inequality (20) also holds from the defi-
nition of such j .
d. j ∈ Jk and v(r(u)k−1,j ) = v(r(u)k−1,j (k)d ) with j
(k)
d < j
(k)
u . At this time (20) also holds from the
definition of such j .
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(k)
d > j
(k)
u . Since v(r(u)k−1,j ) > v(r
(u)
k−1,j (k)u
), we have
r
(u+1)
k−1,j = {
r
(u)
k−1,j
r
(u)
k−1,j(k)u
} = r
(u)
k−1,j
r
(u)
k−1,j(k)u
. So we obtain
v
(
r
(u+1)
k−1,j
)+ v(ω(k−1,u)j )= v(ω(k−1,u)m+1 )− v(r(u)k−1,j (k)u ). (21)
From the above discussion we easily get the following propositions.
Proposition 5. For 1 u < tk , we have v(ω(k−1,u+1)m+1 ) = v(ω(k−1,u)m+1 ) − v(r(u)k−1,j (k)u ).
Define Jk,u = {1 j m | v(z−v(ω
(k−1,u)
j )rk−1,j ) = v(ω(k−1,u)m+1 )} and hk,u = min{j ∈ Jk,u}.
Proposition 6. For 1 u tk , we have hk,u = j (k)u .
For 2 u tk +1, let qk−1,u = η(ω(k−1,u)m+1 ). For 2 u tk +1 and 2 k  t+1, or, k = t+1
and 2 u tt , put
nk−1,u = deg(qk−1,u) + v
(
ω
(k−1,u)
m+1
)
.
In addition, nt−1,tt+1 = n + 1.
Theorem 5. We have
nk−1,tk+1 > nk−1,tk , nk−1,u+1 = nk−1,u, 1 u tk − 1,
deg(qk−1,u+1) = deg(qk−1,u) + deg
(
a
(u)
k−1,j (k)u
)
, 2 u tk − 1.
The proof is similar to that of Theorem 4 and so is omitted here.
The refined algorithm is Dai’s continued fraction algorithm from Proposition 6. One reduction
round in Algorithms 1 and 2 need several reduction rounds in Dai’s continued fraction. Although
some a
(u)
k−1,i (z) = 0 from the case e reduces the number of some multiplication operations in (17),
in each round most of computations are spent on the much division operations in (15) and so our
algorithm improves Dai’s continued fraction efficiently since we reduce the round numbers.
From Theorem 5 it is also easy to see that the order of approximation is not strictly increasing
in Dai’s continued fraction algorithm.
In the following we give an example.
Example. Let s(1) = 110 and s(2) = 001 be a 2-fold multisequence with length 3. Then s(z) =
(z−1 + z−2, z−3)T and r0 = s(z) and D0 = I2.
k = 1. J1 = {1} and h1 = 1.
Let ρ1 = (ρ1,1, ρ1,2) = 1r0 , i.e., ρ1,1 = 1r0,1 = (z + 1 + z−1 + z−2 + z−3 + z−4 + · · ·), and
ρ1,2 = r0,2 = (z−2 + z−3 + z−4 + · · ·).r0,1
990 L.-P. Wang / Finite Fields and Their Applications 14 (2008) 979–991Take the polynomial part: a1 = [ρ1] = (z + 1,0)T and r1 = ρ1 − a1 = (z−1 + z−2 + z−3 +
z−4 + · · · , z−2 + z−3 + z−4 + · · ·)T .
D1 = Diag(z−1, z0) and n1 = 3.
k = 2. J2 = {1,2} and h2 = 2.
Let ρ2 = (ρ2,1, ρ2,2), i.e., ρ2,1 = r1,1r1,2 = (z + z−2 + z−3 + z−5 + · · ·), and ρ2,2 = 1r1,2 = (z2 +
z + z−1 + z−2 + z−4 + · · ·).
Take the polynomial part: a2 = [ρ2] = (z, z2 + z)T and r2 = ρ2 − a2 = (z−2 + z−3 + z−5 +
· · · , z−1 + z−2 + z−4 + · · ·)T .
D2 = Diag(z−1, z−2) and n2 = 4.
In Dai’s algorithm, we only give the computations from the second round since in the first
round they are the same as the above.
k = 2, u = 1, hk,u = 1.
Let ρ(u+1)1 = (ρ(2)1,1, ρ(2)1,2), i.e., ρ(2)1,1 = 1r1,1 = (z + 1 + z−3 + z−4 + · · ·), and ρ
(2)
1,2 = r1,2r1,1 =
(z−1 + z−4 + z−5 + · · ·).
Take the polynomial part: a(u+1)1 = [ρ(2)1 ] = (z + 1,0)T and r(u+1)1 = ρ(2)1 − a(2)1 = (z−3 +
z−4 + · · · , z−1 + z−4 + z−5 + · · ·)T .
D
(2)
1 = Diag(z−2, z0) and n1,2 = 3.
k = 2, u = 2 and hk,u = 2.
Put ρ(3)1 = (ρ(3)1,1, ρ(3)1,2), i.e., ρ(3)1,1 =
r
(2)
1,1
r
(2)
1,2
= (z−2 + z−3 + z−5 + · · ·), and ρ(3)1,2 = 1r(2)1,2 = (z +
z−2 + z−3 + z−5 + · · ·).
Take the polynomial part: a(3)1 = [ρ(3)1 ] = (0, z)T and r(3)1 = ρ(3)1 − a(3)1 = (z−2 + z−3 + z−5 +
· · · , z−2 + z−3 + z−5 + · · ·)T .
D
(3)
1 = Diag(z−2, z−1) and n1,3 = 4.
In (3) if we define hk = 1 or any constant j with 1  j  m, the deduced algorithm is the
JP algorithm. If hk = min{1 j m | v(rk−1,j ) is minimal}, it is the MJP algorithm. Therefore
it is possible that hk is not in the Jk and so θ(ω(k)1 ), . . . , θ(ω
(k)
m ) are linearly dependent over F.
So the finally output basis is probably not reduced and we cannot get an optimal solution, which
was shown in [16] by a different way.
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Appendix A. The LBRMS algorithm
We summarize the LBRMS algorithm from [13,14] in the following pseudocode.
Input: an m-fold multisequence sn.
Output: a minimal polynomial of sn.
L.-P. Wang / Finite Fields and Their Applications 14 (2008) 979–991 9911. Initialize: ω1 ← ε1, . . . ,ωm ← εm,ωm+1 ← αn, r ← 0.
2. While θ(ω1), . . . , θ(ωm+1) are linearly dependent over F do
Set r ← r + 1.
(reduction step) Find a vector (a1, . . . , am) such that θ(ωm+1) =∑mi=1 aiθ(ωi).
Find an integer hk such that v(ωhk ) = max{v(ωi): 1 i m,ai = 0}.
If v(ωm+1) v(ωhk ) then
Set ξ ← ωm+1 −∑mi=1 aiz−v(ωi)+v(ωm+1)ωi .
else
Set ξ ← z−v(ωm+1)+v(ωhk )ωm+1 −∑mi=1 aiz−v(ωi)+v(ωk)ωi , ωhk ← ωm+1.
end if
Set ωm+1 ← ξ .
end while
3. Set t ← r , q(z) ← η(ωm+1), output q(z) and terminate the algorithm.
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