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Abstract
We investigate the interplay betweenmutual unbiasedness and product
bases for multiple qudits of possibly different dimensions. A product state
of such a system is shown to be mutually unbiased to a product basis only
if each of its factors is mutually unbiased to all the states which occur in the
corresponding factors of the product basis. This result implies both a tight
limit on the number of mutually unbiased product bases which the system
can support and a complete classification of mutually unbiased product
bases for multiple qubits or qutrits. In addition, only maximally entangled
states can be mutually unbiased to a maximal set of mutually unbiased
product bases.
1 Introduction
Complementarity is considered to be a fundamental concept of quantum me-
chanics. Loosely speaking, two observables are complementary if measuring
one of them prevents an accurate simultaneous measurement of the other. Po-
sition and momentum of a quantum particle, or two spin components along
different axes, are well-known examples. The properties of complementary ob-
servables are crucial in the first protocol of quantum key distribution [1].
Given a system residing in an eigenstate of one observable, the outcomes
of measuring a second observable are equally likely if the second observable is
complementary to the first one. In other words, the eigenbases of a complemen-
tary pair of observables are mutually unbiased. Explicitly, any two orthonormal
bases {|ai〉} and {|bj〉} of dimension d are mutually unbiased if and only if
∣∣〈ai|bj〉∣∣2 = 1d , i, j = 1 . . . d . (1)
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For a qudit with Hilbert space of dimension d, the number of pairwise MU
bases is limited by (d + 1). The bound is tight [2, 3] if the dimension equals
the power of a prime number, d = pn, n ∈ N. For other dimensions d, it is
not known whether the maximum can be reached. A proof is elusive even for
the smallest case d = 6, although both rigorous results [4–6] and substantial
numerical evidence [7, 8] support the conjectured maximum of three MU bases.
In this paper we report a number of results which follow from the assump-
tion that the MU bases under consideration consist of product states only. Prod-
uct bases do play an important role in the construction of MU bases [9] if the di-
mension d is not a prime power. For instance, in bipartite dimensions d = d1d2,
MU bases can be built from the tensor products of sets of MU bases in the sub-
spaces Cd1 and Cd2 . This construction provides a lower bound on the number
of MU bases in any composite dimension, and it has been exceeded only in
dimensions d with specific prime decompositions, using mutually orthogonal
Latin squares [10].
Product bases also feature in complete sets of MU bases for prime power
dimensions d = pn since one can construct complete sets of (d + 1) MU bases
of which (p + 1) are product bases. Experimentally, the distinction is impor-
tant when implementing quantum information tasks: product measurements
on multiple qudits are easier to implement than entangled ones.
One of the main results of this paper is to show that, in a multipartite sys-
tem, the subsystem with the least number of MU bases severely restricts the
possibilities to construct MU product bases. This limitation allows us to find a
tight upper bound on the number of MU product bases for multiple qudits, and
to classify maximal sets of such bases.
The paper is set out as follows. In the next section we introduce mutually
unbiased product bases and prepare the ground by recalling some results rel-
evant in the present context. The third section contains our first main result, a
proof of a necessary and sufficient condition for the construction of MU prod-
uct bases in multipartite systems. In Sec. 4, we derive a tight upper bound on
the number of MU product bases in a multipartite system with a subsystem of
dimension two or three. Applying this result, we then derive classifications of
maximal sets of MU product bases in a number of cases. In Sec. 6 we show
that a vector mutually unbiased to a maximal set of MU product bases must
be maximally entangled with respect to a specific bipartition of the system. A
summary and some concluding remarks are presented in Sec. 7, along with a
conjecture on the structure of product bases in multipartite systems.
2 Mutually unbiased product bases
We start by defining product bases for a quantum system composed of n qudits,
with dimension d = d1d2 . . . dn. The state space of the r-th qudit is the complex
vector space Cdr , with an integer dr ≥ 2, r = 1 . . . n.
Definition 1. An orthonormal basis B of the complex vector space Cd with di-
mension d = d1d2 . . . dn is a product basis if each basis vector takes the form
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|ψ〉 = |ψ1〉 ⊗ . . .⊗ |ψn〉 ∈ Cd, with states |ψr〉 ∈ Cdr , r = 1 . . . n.
For a bipartite systemwith d = d1d2, two different types of product bases ex-
ist, namely, direct and indirect product bases, a distinction introduced in [11]. Di-
rect product bases consist of d = d1d2 states |v,V〉 ≡ |v〉 ⊗ |V〉 where {|v〉, v =
1 . . . d1} is an orthogonal basis of Cd1 and {|V〉,V = 1 . . . d2} is an orthogonal
basis of Cd2 .
An important link between direct product bases and MU bases has been
established in [11].
Lemma 1. Two [direct] orthogonal product bases {|u,U〉} and {|v,V〉} in dimension
d = d1d2 are MU if and only if |u〉 is MU to |v〉 in dimension d1 and |V〉 is MU to
|U〉 in dimension d2.
Any orthogonal basis consisting of product states only – but not of the form
described by a direct product basis – is called an indirect product basis. It may
involve more than one orthogonal basis in one subsystem. For example, the set
B = {|0, 0〉, |0, 1〉, |1,+〉, |1,−〉} is an indirect product basis in dimension d =
2× 2 since it contains two different orthogonal bases in the second subsystem,
namely, {|0〉, |1〉} and {|+〉, |−〉}, with |±〉 = (|0〉 ± |1〉)/√2. In general, an
indirect product basis of a bipartite system takes the form B = {|ψ1i ,ψ2i 〉, i =
1 . . . d}, with two sets {|ψ1i 〉 ∈ Cd1} and {|ψ2i 〉 ∈ Cd2} of d states each.
It is important to recognize that indirect product bases are not equivalent to
direct product bases under local unitary transformations. Therefore, the gener-
alization of Lemma 1 to arbitrary pairs of product bases is not immediate.
Indirect product bases of systems with dimensions four and six were inves-
tigated in [13], leading to a generalization of Lemma 1.
Lemma 2. A product state |µ1, µ2〉 ∈ Cd, d ≡ d1d2 ≤ 6, is MU to the product basis
{|ψ1i ,ψ2i 〉, i = 1 . . . d}, if and only if |µ1〉 is MU to |ψ1i 〉 ∈ Cd1 and |µ2〉 is MU to
|ψ2i 〉 ∈ Cd2 , for all i = 1 . . . d.
This result is strong enough to imply a classification of all MU product bases
in dimensions four and six [13]. It turns out that there is only one way to con-
struct three MU product bases in the space C4 while two inequivalentMU prod-
uct triples exist in C6. For multipartite systems with dimensions d > 6, the
set of inequivalent product bases is not known. The proof of Lemma 2 relies
on exhaustively enumerating all (inequivalent, cf. below) product bases in di-
mensions four and six. The following section presents an alternative approach
which allows us to generalize Lemma 2 to arbitrary multipartite dimensions.
3 Limiting the number of MU product vectors
In this section, we generalize Lemma 2 to multipartite systems of dimension
d = d1d2 . . . dn, with dr ≥ 2, r = 1 . . . n, leading to Theorem 1. The theorem will
be important to construct maximal sets of MU product bases.
In a first step, we generalize Lemma 2 to arbitrary bipartite systems with
dimension d = d1d2 [12].
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Lemma 3. A product state |µ1, µ2〉 in dimension d = d1d2 is MU to any product basis
B = {|ψ1i ,ψ2i 〉, i = 1 . . . d} if and only if |µ1〉 is MU to all states |ψ1i 〉 ∈ Cd1 and |µ2〉
is mutually unbiased to all states |ψ2i 〉 ∈ Cd2 .
Proof. Assuming the relations |〈ψ1i |µ1〉|2 = 1/d1 and |〈ψ2i |µ2〉|2 = 1/d2, the
state |µ1, µ2〉 is indeed found to be MU to the product states of the basis B,
∣∣∣〈ψ1i ,ψ2i |µ1, µ2〉
∣∣∣2 = ∣∣∣〈ψ1i |µ1〉
∣∣∣2 ∣∣∣〈ψ2i |µ2〉
∣∣∣2 = 1
d1d2
, i = 1 . . . d . (2)
To prove the converse we assume that |µ1, µ2〉 is MU to the states of the
product basis B, i.e. Eq. (2). Let us now evaluate the traces of two projectors
constructed from the states |µ1〉 and |µ2〉, namely,
tr
(
|µ1〉〈µ1| ⊗ 1
)
=
d
∑
i=1
〈ψ1i ,ψ2i |
(
|µ1〉〈µ1| ⊗ 1
)
|ψ1i ,ψ2i 〉
=
d
∑
i=1
∣∣∣〈ψ1i |µ1〉
∣∣∣2 = d2 ,
(3)
and
tr
(
1 ⊗ |µ2〉〈µ2|
)
=
d
∑
i=1
∣∣∣〈ψ2i |µ2〉
∣∣∣2 = d1 . (4)
Defining the 2d positive numbers
xi =
√
d1
∣∣∣〈ψ1i |µ1〉
∣∣∣ , yi = √d2
∣∣∣〈ψ2i |µ2〉
∣∣∣ , i = 1 . . . d ,
the (d + 2) conditions (2)-(4) take the form
x2i y
2
i = 1 , i = 1 . . . d , (5)
and
d
∑
i=1
x2i =
d
∑
i=1
y2i = d . (6)
These relations imply that
d
∑
i=1
(xi − yi)2 = 0 , (7)
which can only hold for
xi = yi , i = 1 . . . d . (8)
Using this result in Eq. (5) we see that indeed
∣∣∣〈ψ1i |µ1〉
∣∣∣2 = 1
d1
,
∣∣∣〈ψ2i |µ2〉
∣∣∣2 = 1
d2
, i = 1 . . . d ,
must hold. Consequently, any state |µ1, µ2〉 MU to the states of a product basis
B must have factors |µ1〉 and |µ2〉 which are MU to all states in the respective
subsystems.
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The proof of Lemma 3 would be straightforward if we could transform any
basis B to the canonical (direct) product basis by local unitary operations. How-
ever, this approach is not sufficiently general since no such transformations exist
for indirect product bases B.
Finally, we show that Lemma 3 can be generalized to obtain a result about
states MU to multi-partite orthogonal product bases.
Theorem 1. The product state |µ1, µ2, . . . , µn〉 in dimension d = d1d2 . . . dn is MU
to the orthogonal product basis B = {|ψ1i ,ψ2i , . . . ,ψni 〉, i = 1 . . . d}, if and only if, for
each r = 1 . . . n, the state |µr〉 is MU to |ψri 〉 ∈ Cdr , for all i = 1 . . . d.
Proof. To derive this result, we consider the basis B as a bipartite product basis
{|ψri ,ψri 〉} of the space Cd = Cdr ⊗ Cdr , where now |ψri 〉 ∈ Cdr , |ψri 〉 ∈ Cdr ,
with dr = d/dr and r = 1 . . . n. Similarly, the state |µ1, µ2, . . . , µn〉 is written as
|µr, µr〉 where |µr〉 ∈ Cdr and |µr〉 ∈ Cdr . Applying Lemma 3 to each of the n
bipartitions, we conclude that |µr〉 is MU to |ψri 〉 ∈ Cdr , for all r = 1 . . . n.
4 Limiting the number of MU product bases
In this section we present a tight upper bound on the number of MU product
bases in multipartite systems with d = d1d2 . . . dn whenever at least one subsys-
tem (which we can choose to be the first one) has a dimension smaller than four,
i.e. d1 = 2 or d1 = 3.
Theorem 2. Suppose d = d1d2 . . . dn, and let d1 = 2 or d1 = 3, and d1 ≤ dr, r =
2 . . . n. Then there exist at most (d1 + 1)MU product bases in C
d.
Proof. This result follows if we can show that a product basis of the space Cd1 ⊗
Cdr with d1 ≤ dr contains a subset of d1 orthogonal states in the subspace Cd1
for d1 = 2 or d1 = 3. To draw this conclusion, we first prove a lemma on
the existence of orthogonal bases in the subsystems of a bipartite orthonormal
product basis.
Lemma 4. Consider an orthogonal product basis B = {|ai , bi〉, i = 1 . . . d} in dimen-
sion d = d1d2, with d1 = 2 or d1 = 3. Then, for every vector |aκ , bκ〉, κ ∈ {1 . . . d},
there exists a subset Bκ of B, with elements {|aκ , bκ〉, |aλ, bλ〉, . . .}, such that the vec-
tors {|aκ〉, |aλ〉, . . .} constitute an orthonormal basis of Cd1 .
It will be useful to call two orthogonal product vectors of Cd1 ⊗ Cd2 r-ortho-
gonal, with r = 1, 2, if the two vectors of the r-th subsystem are orthogonal.
For example, the state |1,+〉 of a qubit pair is 1-orthogonal to |0, 0〉 but not
2-orthogonal, while the state |1, 1〉 is both 1- and 2-orthogonal to |0, 0〉. This
concept extends naturally to n-partite systems.
To show Lemma 4 we proceed in two steps. To begin, we show that for
each vector |aκ , bκ〉 of a given product basis of Cd1d2 we can find (d1− 1) vectors
which are 1-orthogonal to |aκ , bκ〉 but not 2-orthogonal. We call this set Aκ .
For d1 = 2, this result already ensures that the basis vectors of the first system
contain an orthonormal basis in the C2 subsystem.
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We then show that for any state |aλ, bλ〉 ∈ Aκ, there is a setAκλ ⊂ B of (d1−
2) vectors which are 1-orthogonal but not 2-orthogonal to |aκ , bκ〉 and |aλ, bλ〉.
Consequently, the set Aκλ contains one vector if d1 = 3 which means that we
have identified three orthogonal vectors in C3.
Proof. Step 1: Choose any vector |aκ , bκ〉 of the given orthonormal product basis
B. Then, each of the remaining (d− 1) vectors is either 2-orthogonal to it or not.
Let us partition the (d− 1) integers i = 1 . . . d, i 6= κ, accordingly into two sets,
Iκ = {i : 〈bκ |bi〉 6= 0, i 6= κ} , (9)
Iκ = {i : 〈bκ |bi〉 = 0} . (10)
We denote the associated sets of states by
Aκ = {|ai , bi〉, i ∈ Iκ} and Aκ = {|ai, bi〉, i ∈ Iκ} , (11)
respectively. Since the states in Aκ are not 2-orthogonal to |aκ , bκ〉, they must be
1-orthogonal, i.e. the factors of the first subsystem satisfy the relation 〈aκ |ai〉 =
0, i ∈ Iκ. Effectively, we have split the product basis of Cd into three disjoint
sets,
B = {|aκ , bκ〉} ∪ Aκ ∪Aκ . (12)
To show that Aκ is not empty, we evaluate the trace of the product M ⊗
|bκ〉〈bκ | in two ways, where M is an arbitrary operator acting on Cd1 . We have,
of course,
tr (M⊗ |bκ〉〈bκ |) = tr1M , (13)
and, using the orthonormal product basis B, we also find
tr (M⊗ |bκ〉〈bκ |) =
d
∑
i=1
Mi |〈bi|bκ〉|2 = Mκ + ∑
i∈Iκ
Mi|〈bi|bκ〉|2 , (14)
where Mi ≡ 〈ai |M|ai〉. The expressions on the right-hand side of the last two
equations must coincide for any operator M. This is only possible if the vector
|aκ〉 combined with the states {|ai〉, i ∈ Iκ}, i.e. those present in the product
states of Aκ , span the space Cd1 . If they do not, define M = |χ〉〈χ|, where |χ〉 is
any state in the complement of their span. This choice leads to a contradiction
since the right-hand side of (14) evaluates to zero while that of (13) can be non-
zero. Thus, the set Aκ must contain at least (d1 − 1) elements. For d1 = 2, this
result proves Lemma 4.
Step 2: If we now pick an arbitrary element |aλ, bλ〉 from Aκ and apply a
reasoning parallel to Step 1, the product basis can be further divided into the
following disjoint subsets
B = {|aκ , bκ〉, |aλ, bλ〉} ∪ Aκλ ∪Aκλ , (15)
where the sets of integers
Iκλ = {i : 〈bκ |bi〉〈bλ|bi〉 6= 0, i 6= κ, i 6= λ} ⊂ Iκ , (16)
Iκλ = {i : 〈bκ |bi〉〈bλ|bi〉 = 0} , (17)
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give rise to the sets of states Aκλ = {|ai , bi〉, i ∈ Iκλ} and Aκλ = {|ai , bi〉, i ∈Iκλ}, respectively. We want to show that the vectors ofAκλ in conjunction with|aλ〉 and |aκ〉 form an orthonormal basis of the first subsystem. To do so, we
express the trace over an arbitrary operator M on Cd1 as
tr1M =
1
〈bκ |bλ〉 tr(M ⊗ |bλ〉〈bκ |) , (18)
where the number 〈bκ |bλ〉 is different from zero since these vectors are not 2-
orthogonal by construction. Using the product basis B of Cd to evaluate the
right-hand side of Eq. (18), we find
1
〈bκ |bλ〉
d
∑
i=1
Mi〈bi|bλ〉〈bκ |bi〉 = Mκ + Mλ + 1〈bκ |bλ〉 ∑i∈Iκλ
Mi〈bi|bλ〉〈bκ |bi〉 , (19)
since the terms in the sum with labels from the set Iκλ do not contribute. The
relation
tr1M = Mκ + Mλ + ∑
i∈Iκλ
Mi
〈bi|bλ〉〈bκ |bi〉
〈bκ |bλ〉 (20)
must hold for all choices of M. In analogy to Step 1, the vectors {|ai〉, i ∈ Iκλ}
must, when supplemented with |aκ〉 and |aλ〉, span the space Cd1 in order to
avoid a contradiction. Hence, Aκλ has at least (d1 − 2) elements. If d1 = 3, we
have shown the existence of three orthogonal vectors in Cd1 which completes
the proof of Lemma 4.
A product basis ofCd1 ...dn is also a product basis ofCd1⊗Cd1 , with d1 = d/d1.
Thus, Lemma 4 implies that each MU product basis of Cd contains a subset of
d1 orthogonal states in the subspace C
d1 when d1 = 2 or d1 = 3. On the basis of
Theorem 1 we finally conclude that at most (d1 + 1) MU product bases exist in
Cd1 ...dn so that Theorem 2 holds.
The boundwe obtain in Theorem 2 suggests that amore general result holds.
Conjecture 1. Suppose d = d1d2 . . . dn. Then there exist at most (dm + 1) MU
product bases in Cd, where dm is the dimension of the subsystem with the least number
of MU bases.
One way to prove the conjecture is to check whether the collection of d vec-
tors figuring in the m-th subsystem of a product basis of Cd contain an orthonor-
mal basis of the space Cdm . Assuming this to be true, Theorem 1 limits the num-
ber of MU product bases of Cd since only (dm + 1) MU bases exist in Cdm . The
subsystem with the smallest number of MU bases, i.e. Cdm , therefore restricts
the number of MU product bases which can exist in the system of dimension
d — which is the content of Conjecture 1. Our proof of Theorem 2 implements
exactly this strategy but we are not able to include higher dimensions.
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5 Maximal sets of MU product bases
All sets of MU product bases are known for bipartite systems with dimensions
d = 2 × 2 and d = 2 × 3 [13]. For d = 6 they contain several continuous
families of MU product pairs and two triples. Theorem 2 allows us to draw
conclusions about the structure of MU product bases of more general bipartite
and multipartite systems with dimensions d = d1 . . . dn, as long as d1 = 2 or
d1 = 3. In particular, we will enumerate maximal sets of (d1 + 1) MU product
bases if d = 2n and d = 3n, identifying a unique triple and quadruple of MU
product bases, respectively. Inequivalent triples and quadruples, respectively,
are found to exist already for d = 2p and d = 3p, with prime numbers p ≥ 5.
MU product bases are equivalent if they can be mapped onto each other with-
out affecting both the product structure of the states and the modulus of their
inner products. As explained in [13], the allowed equivalence transformations
consist of local unitary maps acting on all bases simultaneously, the multiplica-
tion of any state by an arbitrary phase factor, the permutation of states within a
basis, and the local complex conjugation of all bases; in addition, the bases may
be written down in an arbitrary order.
To begin, we recall the unique complete sets of MU bases of the spaces C2
and C3, expressing each basis as a square matrix, with columns given by the
components of (unnormalised) basis vectors relative to the standard basis. In
dimension d = 2, one triple of MU product bases exists,
(
1 0
0 1
)
,
(
1 1
1 −1
)
,
(
1 1
i −i
)
, (21)
where any other triple associated with the space C2 is equivalent to this one.
Clearly, the bases are determined by the eigenstates of the Pauli operators σz, σx
and σy, respectively, {|jz〉}, {|jx〉} and {|jy〉}, with j = 0, 1.
For d = 3, the set of four MU bases

 1 0 00 1 0
0 0 1

 ,

 1 1 11 ω ω2
1 ω2 ω

 ,

 1 1 1ω ω2 1
ω 1 ω2

 ,

 1 1 1ω2 1 ω
ω2 ω 1

 ,
(22)
where ω = e2pii/3, is also unique up to equivalence. Here the column vectors
emerge as the eigenstates {|Jz〉}, {|Jx〉}, {|Jy〉} and {|Jw〉}, J = 0, 1, 2, of gener-
alized Pauli operators Z,X,XZ, and XZ2 in C3. The operators give rise to the
discrete Heisenberg-Weyl group in C3, via the relation ZX = ωXZ, where X
and Z are the Heisenberg-Weyl shift and phase operators, respectively.
Dimension d = 2n
Here we consider product bases of dimension d = d1 . . . dn, with dr = 2, for
each r = 1 . . . n.
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Corollary 1. In the space Cd with dimension d = 2n, a unique triple of MU product
bases exists,
B0 = {|j1z〉 ⊗ . . .⊗ |jnz 〉}, (23)
B1 = {|j1x〉 ⊗ . . .⊗ |jnx〉}, (24)
B2 = {|j1y〉 ⊗ . . .⊗ |jny 〉}, (25)
up to local equivalence transformations; here {|jrb〉, j = 0, 1}, b = z, x, y, are, for each
r = 1 . . . n, the eigenstates of the three Pauli operators in C2.
Proof. First we show that any triple of MU product bases in dimension d = 2n
consists of direct product bases. According to Lemma 4, every product basis
of dimension d = 2q contains a pair of orthogonal states in the C2 subspace.
Hence, Theorem 1 implies that each product basis of an MU triple in dimen-
sion d = 2q contains a unique pair of orthogonal states in C2. Applying this
argument to all bipartitions C2 ⊗ C2n−1 of C2n , we conclude that only one pair
of orthogonal states occurs in each subsystem C2. Therefore, all three MU bases
are direct product bases.
By performing local unitary transformations, we turn the first basis into the
standard basis, displayed in Eq. (23). The remaining two bases B1 and B2 con-
tain either eigenstates of σx or σy in each of their subsystems. Whenever the
states |jy〉 appear in a subsystem of the second basis we apply the unitary trans-
formation |0z〉〈0z| + ω|1z〉〈1z|, with ω = i. This operation, a rotation by pi/2
about the z-axis exchanges the operators σx and σy, hence their eigenstates, and
it leaves the states |jz〉 unchanged, up to phase factors. These properties of the
transformation can be directly verified by inspecting Eq. (21). Hence, the sec-
ond and third bases can always be mapped to B1 and B2, respectively, which
completes the proof of Corollary 1.
Dimension d = 3n
We now prove an analogous result for product bases of dimension d = d1 . . . dn,
where dr = 3, for each r = 1 . . . n.
Corollary 2. In the space Cd with dimension d = 3n, a unique quadruple of MU
product bases exists,
B0 = {|J1z 〉 ⊗ . . .⊗ |Jnz 〉}, (26)
B1 = {|J1x〉 ⊗ . . .⊗ |Jnx 〉}, (27)
B2 = {|J1y〉 ⊗ . . .⊗ |Jny 〉}, (28)
B3 = {|J1w〉 ⊗ . . .⊗ |Jnw〉}, (29)
up to local equivalence transformations; here {|Jrb〉, J = 0, 1, 2}, b = z, x, y,w, are, for
each r = 1 . . . n, the eigenstates of Z, X, XZ and XZ2, respectively, where X and Z are
the Heisenberg-Weyl shift and phase operators in C3.
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Proof. As in the previous case, we first use Lemma 4 and Theorem 1 to con-
clude that all four MU product bases must be direct product bases, constructed
from various tensor products of the complete set of four MU bases in dimen-
sion three. Any one of these product bases can always be transformed to the
standard basis B0 by a suitable product of local unitary operations. Then, the
remaining three product bases consist of tensor products of various combina-
tions of the bases {|Jrb〉, J = 0, 1, 2}, b = w, x, y. Pick any of these three bases
and apply the operator |0z〉〈0z|+ ωk|1z〉〈1z|+ ωk|2z〉〈2z|, where ω = e2pii/3 and
k ∈ {0, 1, 2}, in the following way: choose k = 0 (or k = 1 or k = 2) for the
factors which contain the x-basis (or the y- basis or the w-basis, respectively).
This operation maps the product bases of the second basis to the tensor prod-
uct Fourier basis B1 which can be seen directly upon inspecting the expressions
given in (22). The states of the basis B0 only pick up irrelevant phase factors
during this process.
Finally, the last two bases must be products of either {|Jy〉} and {|Jw〉}. Pick-
ing one of them, each factor {|Jw〉} can be turned into {|Jy〉} by a local complex
conjugation which swaps {|Jy〉} and {|Jw〉} and leaves invariant the bases {|Jz〉}
and {|Jy〉} (see (22)). Therefore, the last two bases have indeed been mapped to
the product bases B2 and B3 listed in Corollary 2.
Dimension d = 2× 5
In dimension five, there exists a single complete set of six MU bases. We shall
denote these bases by Gi, i = 0 . . . 5, and refer to [14] for their explicit form.
Theorem 2 implies that at most three MU product bases exist in dimension
d = 2× 5. In addition, Theorem 1 has implications for their structure.
Corollary 3. In the space Cd with dimension d = 2× 5, any triple of MU product
bases must be of the form
B0 = {|0z〉 ⊗ G(0z) , |1z〉 ⊗ G(1z)}, (30)
B1 = {|0x〉 ⊗ G(0x) , |1x〉 ⊗ G(1x)}, (31)
B2 = {|0y〉 ⊗ G(0y) , |1y〉 ⊗ G(1y)}, (32)
up to local equivalence transformations; here {|jb〉, j = 0, 1}, b = z, x, y, are the eigen-
states of the three Pauli operators in C2, and G(jb) are bases of C5 for each jb, such that
G(jb) ∈ Gi.
Proof. As we have already seen, every product basis of dimension d = 2q con-
tains a pair of orthogonal states in the C2 subspace. For a set of three MU
product bases, each basis contains one unique pair, given by the eigenstates
of σx, σy and σz. To satisfy orthogonality, each state in C
2 is paired with an
orthogonal basis in C5. These six bases in C5, according to Theorem 1, are
grouped into three mutually unbiased sets, {G(0z),G(1z)}, {G(0x),G(1x)} and
{G(0y),G(1y)}. The bases within each set are taken from the complete set of six
MU bases Gi, i = 0 . . . 5. This follows from the fact that all inequivalent triples,
quadruples, quintuples and sextuples of MU bases in C5 are given by subsets
of the complete set [14].
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Corollary 3 implies that several inequivalent triples of MU product bases ex-
ist. For example, the six bases in C5 may be chosen such that G(0z) = G(1z),
G(0x) = G(1x) and G(0y) = G(1y), in which case B0, B1, and B2 form direct
product bases. Alternatively, if none of the six bases coincide, three indirect MU
product bases emerge.
Dimension d = 2kd2 . . . dn, k ∈ N
Suppose we consider product bases of dimension d = 2kd2 . . . dn, k ∈ N, in the
space (C2)⊗k ⊗ Cd2 ⊗ . . .⊗ Cdn . We can generalize Corollary 3 as follows.
Corollary 4. In the space Cd with dimension d = 2kd2d3 . . . dn, any triple of MU
product bases must be of the form
B0 = {|jz〉 ⊗ G(jz)}, (33)
B1 = {|jx〉 ⊗ G(jx)}, (34)
B2 = {|jy〉 ⊗ G(jy)}, (35)
up to local equivalence transformations; here {|jb〉, j = 0 . . . (2k − 1)}, b = z, x, y, are
the eigenstates of σ⊗kz , σ⊗kx and σ⊗ky , respectively, and G(jb) are bases of Cd2⊗ . . .⊗Cdn
for each jb, such that the three sets {G(jb), j = 0 . . . (2k − 1)} are mutually unbiased.
Note that the three sets {G(jb), j = 0 . . . (2k − 1)}, b = z, x, y, are mutually
unbiased if the bases within each set are mutually unbiased to the bases of the
other two sets. The bases within each set need not be mutually unbiased.
Dimension d = 3kd2 . . . dn, k ∈ N
By considering product bases of the space (C3)⊗k ⊗Cd2 ⊗ . . .⊗Cdn we find that
any set of four MU product bases has the following structure.
Corollary 5. In the space Cd with dimension d = 3kd2d3 . . . dn, any quadruple of MU
product bases must be of the form
B0 = {|Jz〉 ⊗ G(Jz)}, (36)
B1 = {|Jx〉 ⊗ G(Jx)}, (37)
B2 = {|Jy〉 ⊗ G(Jy)}, (38)
B3 = {|Jw〉 ⊗ G(Jw)}, (39)
up to local equivalence transformations; here {|Jb〉, J = 0 . . . (3k − 1)}, b = z, x, y,w,
are the eigenstates of Z⊗k, X⊗k, XZ⊗k and XZ2⊗k, respectively, where X and Z are
the Heisenberg-Weyl shift and phase operators in C3, and G(Jb) are bases of Cd2 ⊗
. . .⊗ Cdn for each Jb, such that the four sets {G(Jb), J = 0 . . . (3k − 1)} are mutually
unbiased.
We omit the proofs of Corollaries 4 and 5 since they closely follow the proof
of Corollary 3.
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6 Vectors mutually unbiased to MU product bases
In a bipartite system with dimension d = pq, complete sets of MU bases come
with a fixed amount of entanglement [11] which implies an upper bound on the
number of MU product bases in a complete set: the space Cpq can accommodate
at most (p + 1) MU product bases for any pair of prime numbers satisfying
p ≤ q. In addition, all of the remaining states must be maximally entangled. If,
for example, a hypothetical complete set in dimension d = 2× 3 contained three
MU product bases, the other four bases would be maximally entangled.
Furthermore, it has been shown for d = 6 that any vector MU to a set of three
MU product bases is maximally entangled [15]. We will now generalize this
property: a vector |µ〉 ∈ Cd of an n-partite qudit system with d = d1d2 . . . dn is
mutually unbiased to a set of (d1+ 1)MUproduct bases only if |µ〉 is maximally
entangled.
Lemma 5. Let d = d1 . . . dn with dr = p
kr
r , pr prime and kr ∈ N, r = 1 . . . n, such
that d1 ≤ . . . ≤ dn. A vector |µ〉, mutually unbiased to a set of (d1 + 1) MU product
bases (where the product bases of Cd contain at least one orthogonal set of d1 vectors in
the subsystem Cd1), is maximally entangled across Cd1 ⊗ Cd1 , with d1 = d/d1.
Proof. Let us consider the n-partite system as a bipartite system with state space
Cd1⊗Cd1 , where d1 = d/d1. Following from Theorem 1wewrite the set of (d1+
1) MU product bases as Bb = {|vb, v(vb)〉, v = 1 . . . d1, v = 1 . . . d1}, with b =
0 . . . d1, such that {|vb〉} is an orthonormal basis of Cd1 for each b and {|v(vb)〉}
is an orthonormal basis of Cd1 for each v and b.
The unit vector |µ〉 is MU to the product bases if the d(d1 + 1) equations
|〈vb, v(vb)|µ〉|2 = 1d , (40)
are satisfied. Summing over all values of v, we find
d1
∑
v=1
|〈vb, v(vb)|µ〉|2 = 〈vb|(tr1|µ〉〈µ|)|vb〉 = 〈vb|ρ1|vb〉 =
1
d1
, (41)
where ρ1 = tr1|µ〉〈µ| is the reduced density matrix of the first subsystem, given
by the partial trace of |µ〉〈µ| over the second subsystem.
We now show that Eqs. (41) can only hold if the state ρ1 is maximally mixed.
To see this, we rewrite ρ1 in terms of a complete set of MU bases [2], i.e.
ρ1 =
d1
∑
b=0
d1
∑
v=1
pvb |vb〉〈vb| − 1, (42)
where pvb ≡ 〈vb|ρ1|vb〉 = 1/d1 for all v and b, according to Eq. (41). Using
∑
d1
v=1 p
v
b |vb〉〈vb| = 1/d1 for each basis, we find that Eq. (42) reduces to
ρ1 =
1
d1
1 , (43)
which means that the state ρ1 is maximally mixed, completing the proof of
Lemma 5.
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For the special case of d = pn, a stronger restriction on the set of mutually
unbiased vectors can be found.
Lemma 6. Let d = d1 . . . dn = p
n with dr = p, r = 1 . . . n, and a prime number p. A
vector |µ〉, mutually unbiased to a set of (p + 1)MU product bases (where the product
bases of Cd contain at least one orthogonal set of dr vectors in each subsystem C
dr ), is
maximally entangled across all bipartitions Cp ⊗Cpn−1 .
Proof. To show that |µ〉 is maximally entangled, we apply Lemma 5 to each of
the n possible bipartition Cp ⊗ Cpn−1 . Hence, the state |µ〉 is maximally entan-
gled across all such bipartitions.
It is interesting to compare the content of Lemma 5 with results known for
the cases d = 2d2 and d = 3d2. To do so we adapt Lemma 5 accordingly.
Corollary 6. Suppose that d = d1d2 with d1 = 2 or d1 = 3, d2 prime, and d2 ≥ d1.
Any vector |µ〉, mutually unbiased to a set of (d1 + 1)MU product bases of dimension
d, is maximally entangled.
This statement is stronger than the one given in [11] which states that, given
a hypothetical complete set of (d + 1) MU bases in dimension d = d1d2 con-
taining (d1 + 1) MU product bases, the remaining vectors must be maximally
entangled. Corollary 6 is valid without assuming the existence of a complete
set.
For dimension d = 6, Corollary 6 implies that no vector is mutually unbiased
to a set of three MU product bases [15]. We expect similar results to hold for
larger product dimensions such as d = 2 × 5, but we have not been able to
generalize the proof for d = 6.
Finally, let us make explicit Lemma 6 for the case of n qubits or qutrits, i.e.
d = pn, with p = 2 or p = 3.
Corollary 7. Any vector |µ〉, mutually unbiased to a set of (p + 1)MU product bases
in dimension d = pn, with p = 2 or p = 3, is maximally entangled with respect to
every partition Cp ⊗ Cpn−1 .
7 Conclusions
In this paper we investigated the relationship between product bases and mu-
tually unbiased bases for multipartite systems. Our first main result is Theorem
1 which states that, for any dimension d = d1 . . . dn, a product vector |µ〉 is mu-
tually unbiased to a product basis if and only if the r-th factor of |µ〉 is mutually
unbiased to the r-th factor of each vector present in the basis. This result con-
siderably generalizes what had been known before, for bipartite systems with
dimension four or six [13].
We also derived a tight upper bound on the number of MU product bases
in any composite dimension if at least one subsystem has dimension two or
three (Theorem 2). We expect a similar bound to hold in general, i.e. for all
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composite dimensions, as described in Conjecture 1. One way to prove the
conjecture would be to show that a product basis of dimension d = d1d2 . . . dn
contains an orthonormal set of dr states in the subspace C
dr , for all r = 1 . . . n —
which we consider highly plausible.
Theorem 1 and Lemma 4 allow us to classify all maximal sets of MU product
bases in dimensions d = 2n and d = 3n. Somewhat surprisingly, only one
triple of MU product bases exists in dimension d = 2n according to Corollary
1, and only one quadruple exists for d = 3n (Corollary 2). Furthermore, we
have shown that inequivalent triples of MU product bases exist if d = 2 × 5,
complementing a result of [13] which finds two such triples if d = 2× 3.
Finally, we analysed the entanglement structure of vectors mutually unbi-
ased to product bases. We find that vectors mutually unbiased to maximal sets
of MU product bases must be maximally entangled (Lemmas 5 and 6). If one of
the subsystems has dimension two or three, this result generalizes to all maxi-
mal sets of MU product bases (Corollaries 6 and 7). This fact is in line with the
bipartite case d = 2× 3 for which any vector mutually unbiased to a set of three
MU product bases had been shown to be maximally entangled [6].
We conclude by noting that all the evidence available to us points to a natural
and beautiful structure of orthogonal product bases in multipartite quantum
systems. For simplicity, we restrict ourselves to the bipartite case.
Conjecture 2. The set B = {|ai, bi〉, i = 1 . . . d} is an orthonormal product basis of
the space Cd, with d = d1d2, if and only if the d vectors
{|ai〉 ∈ Cd1 , i = 1 . . . d}
and the d vectors
{|bi〉 ∈ Cd2 , i = 1 . . . d} can be grouped into d2 orthonormal bases
Bi2(d1), i2 = 1 . . . d2, and d1 orthonormal bases Bi1(d2), i1 = 1 . . . d1, respectively.
Future progress towards a solution of the existence problem of MU bases
in non-prime power dimensions might take a twisted route involving mutually
unbiased product bases.
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