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FOREWORD 
This  report  presents  results  of  work  performed  by  Northrop-Huntsville 
while  under  contract  to  the  Aero-Astrodynamics  Laboratory  of  the  Marshall 
Space  Flight  Center  (Contract  NAS8-20082). The  work  was  performed  for  the 
Astrodynamics  and  Guidance  Theory  Division  in  partial  response  to  the  require- 
ments of Appendix E-1, Schedule  Order  No. 67. 
The  material  presented  in  this  report  is  primarily  an  elaboration  of 
references 4 and 5 by  the  author.  However,  the  solution  for  the  adjoint 
variables  and  transition  matrices  contained  in  Appendix  A  and  the  associated 
computer  program  are  the  original  contributions  of I. F. Burns  of  Northrop. 
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Section I 
INTRODUCTION 
T h i s  r e p o r t  is  concerned with impulsive approximations to exo-atmospheric,  
space  f l i gh t  op t imiza t ion  p rob lems  in  wh ich  the  powered p o r t i o n s  of t h e  f l i g h t  
are of re lak ive ly  shor t  dura t ion .  For  example ,  the  problem may b e  t h a t  of 
de te rmining  ign i t ion  and  burnout  times and t h e  t i m e - h i s t o r i e s  o f  t h e  t h r u s t  
1" 
f con t ro l   ang le s   wh ich   p rov ide   an   o rb i t a l   t r ans fe r   maneuver ,   f rom a given state 
t o  a g i v e n  f i n a l  o r b i t ,  w i t h  minimum fue l  expend i tu re .  A typical program might 
c o n s i s t  of a coast  phase,  fol lowed by a powered phase t o  t a k e  t h e  v e h i c l e  o u t  
i 
i of i t s  i n i t i a l   o r b i t ,   f o l l o w e d  by a l o n g   c o a s t   p e r i o d   t o   c a r r y   t h e   v e h i c l e   t o  
t h e  v i c i n i t y  of t h e  f i n a l  o r b i t ,  f o l l o w e d  by ano the r  powered por t ion  which  
f 
I' s e r v e s   t o  i n j e c t   t h e   v e h i c l e   i n t o   t h e   s p e c i f i e d   o r b i t   ( F i g u r e  1-1). Only  space 
veh ic l e s  hav ing  cons t an t  t h rus t  magn i tude  F and f u e l  b u r n i n g  rate magnitude B ,  
on e a c h  t h r u s t  a r c ,  a r e  c o n s i d e r e d  i n  t h i s  r e p o r t .  
I n  many such cases  i t  i s  poss ib le  to  obta in  mul t i - impulse  so lu t ions  which  
c lose ly  approximate  the  t rue  so lu t ion ,  the  impuls ive  so lu t ion  be ing  def ined  
( r e f .  1) a s  t h e  l i m i t  of t h e  optimum f i n i t e  t h r u s t  s o l u t i o n s  as f3 approaches 
i n f i n i t y ,  w h e r e  F = cf3, and c i s  t h e  c o n s t a n t  e x h a u s t  v e l o c i t y .  The impulsive 
approximat ions  to  many f i n i t e  t h r u s t  problems may be  obta ined  quick ly  and 
e a s i l y  ( r e f s .  2 and 3 ) .  
It i s  unde r s tood  th roughou t  t h i s  r epor t  t ha t  t he  op t ima l  so lu t ion  fo r  any  
f i n i t e  t h r u s t  problem is  t h e o r e t i c a l l y  o b t a i n e d  by solving the boundary condi-  
t ion  problem ar i s ing  f rom the  necessary  condi t ions  for  op t imal i ty  of t h e  
c a l c u l u s  o f  v a r i a t i o n s .  Such a s o l u t i o n  r e q u i r e s  t h e  d e t e r m i n a t i o n  of t h e  
t i m e  h i s t o r i e s  o f  L a g r a n g e  m u l t i p l i e r  v a r i a b l e g .  Once t h e  i n i t i a l  v a l u e s  KI, 
X of t h e  L a g r a n g e  m u l t i p l i e r s  ( o r  e q u i v a l e n t  v a r i a b l e s ) ,  t h e  i g n i t i o n  5' I 
times tl, t2, . . ., tN, the  eng ine  cu to f f  times E,, t2, . . . , t a n d  t h e  f i n a l  
t i m e  t are known, then  the  en t i re  op t imal  f l igh t  program can  be  comple te ly  
determined. 
- - 
N' 
F 
B 
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1-2 
Y 
Roughly speaking, the method f o r  o b t a i n i n g  t h e  c o r r e c t i o n s  t o  t h e  i m p u l s i v e  
s o l u t i o n s  is t o  l e t  E = 118, to   c .ons ider  KI, XI, XI, t t and t as f u n c t i o n s  
of E ,  t o  assume t h a t  t h e  d e r i v a t i v e s  of t h e s e  v a r i a b l e s  w i t h  r e s p e c t  t o  E e x i s t  
f o r  E 2 0 i n  some neighborhood of E = 0,  and to  deve lop  the  sys tems of  l inear  
equat ions   which   the   der iva t ives ,   cor responding   to  E = 0, must s a t i s f y .  I f  t h e  
l i n e a r  e q u a t i o n s  are independent ,  they may be  so lved  fo r  t he  des i r ed  de r iva -  
t ives.  Once the  de r iva t ives  have  been  computed,  Taylor series e x p a n s i o n s ,  i n  
powers of E , of KI(s) , X ( E )  , etc .  about  E = 0 ( i . e .  , about  the  impuls ive  solu-  
t i o n )  may be  determined.  For  example,  
. -  
k’ k’ F 
I 
The l i n e a r  e q u a t i o n s  d e t e r m i n i n g  d e r i v a t i v e s  w i t h  r e s p e c t  t o  E are obta ined  
by cons ide r ing  the  boundary  cond i t ions  to  be  iden t i t i e s  i n  E and  by d i f f e r e n -  
t i a t i n g  b o t h  members  of each  boundary  equation  with respect t o  E .  However, a l l  
of t h e  d e r i v a t i v e s  w i t h  r e s p e c t  t o  E ( f o r  example  dy / d E  where y ( E )  i s  t h e  
f i n a l  v a l u e  of  y co r re spond ing  to  E )  appea r ing  in  the  r e su l t i ng  equa t ions  mus t  be  
expres sed  in  terms of d e r i v a t i v e s  of K I ,  X I ,  XI, tk, tk, and tF. Therefore ,  i t  
is necessa ry  to  ob ta in  expres s ions ,  app ly ing  a t  E = 0 ,  f o r  t h e  c h a n g e s  i n  t h e  
d e r i v a t i v e s ,  w i t h  r e s p e c t  t o  E ,  over  coas t  arcs and  over  th rus t  a rcs .  
F F 
- 
Sect ion  I1 of th i s  r epor t  desc r ibes  the  gene ra l  phys i ca l  p rob lem and  the  
necessary  condi t ions  of t he  ca l cu lus  of v a r i a t i o n s  which determine optimal 
so lu t ions   to   the   p roblem.   Sec t ion  I11 d e f i n e s   t h e   i m p u l s i v e   s o l u t i o n s   t o   t h e  
problems  d i scussed   in   Sec t ion  11. Sect ion  IV gives  the  mathematical   assumptions 
of d i f f e r e n t i a b i l i t y  t o  b e  employed as w e l l  as a few b a s i c  d e f i n i t i o n s .  
The in t roduc to ry  material of Sec t ions  I through IV a l l o w s  f o r  t h e  d e t a i l e d  
d e s c r i p t i o n  g i v e n  i n  S e c t i o n  V of t h e  o v e r a l l  p r o c e d u r e  t o  b e  f o l l o w e d  i n  
o b t a i n i n g  t h e  d e r i v a t i v e s  w i t h  r e s p e c t  t o  E .  Then there  remain  the  problems 
of de t e rmin ing  changes  in  the  de r iva t ives  ( a t  E = 0) ove r  coas t  a r c s  (Sec t ion  
V I  and  Appendix A)  and o v e r  t h r u s t  arcs (Sec t ions  VI1 through IX and  Appendix B ) .  
1-3 
I II 
Sec t ions  X, X I ,  and XI1 prov ide  spec i f i c  p rob lems  to  wh ich  the  theo ry  is 
applied.  Appendix C g i v e s  l i s t i n g s  of  computer  programs  employed i n  t h e  
numer i ca l  s tud ie s  g iven  i n  t h e  la t ter  s e c t i o n s .  
Th i s  r epor t  p l aces  work p r e s e n t e d  i n  r e f e r e n c e s  4 and 5 i n  o n e  d e t a i l e d  
and  comprehensive  document. It a l s o  i n c l u d e s  a broadened  d iscuss ion  of t h e  
work  on in t e rcep t  p rob lems  r epor t ed  in  r e fe rence  6.  Emphasis i s  placed on 
bu i ld ing  a f i r m  a n a l y t i c a l  b a s i s  f o r  t h e  g e n e r a l i z e d  i m p u l s i v e  t h e o r y .  
The problem of  obta in ing  h igher  order  cor rec t ions  to  impuls ive  so lu t ions  
has  been s tudied independent ly  by t h e  a u t h o r  o f  t h i s  r e p o r t  and s e v e r a l  men 
a s soc ia t ed  wi th  P r ince ton  Un ive r s i ty .  The l a t t e r  work i s  c o n t a i n e d  i n  r e f e r -  
ences 7 through 11. References 7 and 9 are concerned  with  the  problem  in  which 
the  th rus t - acce le ra t ion  F/m is a cons t an t  on e a c h  t h r u s t  a r c .  R e f e r e n c e s  8 
and 10 cons ide r  t he  same problem and extend the work to the problem considered 
i n  t h i s  r e p o r t .  However, t h e s e  two papers  make use  of expans ions  in  terms of 
two pa rame te r s  r a the r  t han  ju s t  t he  pa rame te r  E .  The parameters  are i n i t i a l  
t h r u s t - a c c e l e r a t i o n  and the   rocke t  j e t  exhaust   veloci ty .   Reference 11 con- 
s ide r s  numer i ca l  app l i ca t ions  o f  t he  . o the r  pape r s  t o  the  ea r ly  phase  of low 
t h r u s t  m i s s i o n  a n a l y s i s .  
1-4 
Section :I1 
PHYSICAL  PROBLEM AND GOVERNING EQUATIONS 
The problem under  considerat ion i s  the  de te rmina t ion  of -  the  opt imal  vacuum 
f l i g h t  of a $pace vehicle  (assumed to  be a p o i n t  mass) from a g iven  po in t  i n  
s ta te  space  ( i . e . ,  g iven  time, mass, and  pos i t ion  and veloci ty  components)  to  
a s p e c i f i e d  o r b i t ,  p o s i t i o n ,  etc. The f l i g h t  h a s  a t  l,eaqt ope  coast ing  phase.  
When t h r u s t i n g ,  t h e  v e h i c l e  h a s  4 cons tan t  th rus t  magni tude  F and a burning 
rate magnitude 8. The f l i g h t  program is to  be  op t imized  w$ th  r e spec t  t o  f ina l  
payload. The choice of t h i s   payof f   func t ion  is somewhat arbitrary; t h e  t h e o r y  
can  be  eas i ly  modi f ied  to  cover  o ther  payoff  func t ions .  
The equat ions of motion are 
m = -8 
(F = 8 = 0 on  coas t  a rc )  
where y is t h e  p o s i t i o n  v e c t o r ,  G is a c c e l e r a t i o n  due t o  g r a v i t y ,  m i s  t h e  
t o t a l  m a s s ,  and L(X) i s  t h e  o p t i m a l  s t e e r i n g  f u n c t i o n  X /  I XI which may be 
de te rmined  f rom the  ca l cu lus  o f  va r i a t ions  ( r e f s .  1 and  12).  The v e c t o r  A is  
t h e  s o l u t i o n  of t he  Eu le r -Lagrange  equa t ions  (o f  t he  ca l cu lus  o f  va r i a t ions ) ,  
having the form 
A = Q ( t ,  A ,  Y) 
L e t  tk and E, b e  t h e  i n i t i a l  and f i n a l  times on t h e  k t h  t h r u s t  arc (k = 1, 
2, . , . , N ) .  I f  t h e  i n i t i a l  s u b a r c  is  a t h r u s t  a r c ,  t h e n  t is e q u i v a l e n t  t o  
t h e  known i n i t i a l  time tI. I f  t h e  Nth t h r u s t  a r c  i s  t h e  last subarc  of  the  
t r a j e c t o r y ,   t h e n  f co inc ides  wi th  tF. Aga in ,   t he   ca l cu lus   o f   va r i a t ions  
( r e f e .  1 and 12) qay be used to show t h a t  t h e  optimum tk and Ek f o r  e a c h  t h r u s t  
1 
N 
2-1 
arc are de termined  by  the  swi tch ink  func t ion  K s a t i s f y i n g  a d i f f e r e n t i a l  
equation* 
where 
X be ing  cons idered  as  a column v e c t o r  and A T  a row v e c t o r .  It i s  necessary 
t h a t  K = 0 when t = t (unless  t 2 t ) and when t = tk (unless  tk 5 t F ) .  
L e t t i n g  E = 1 / B ,  t h e  t o t a l  s y s t e m  of d i f f e r e n t i a l  e q u a t i o n s  i s  
- - 
k k I  
Y = L(A) + G(t ,   Y)  
X = Q ( t ,  A ,  Y)  
C C - L term omit ted on c o a s t  a r c s  
Em 
K = -  - c  
m U ( h ,  i) 
1 m = - -  ( o n   t h r u s t   a r c s )  
E 
m = O  (on   coas t   a r c s )  
The problem is u l t i m a t e l y  a mult i -point  boundary condi t ion problem in 
w h i c h   t h e   i n i t i a l   v a l u e s  K XI , and h the   swi tch ing  times, and t h e   f i n a l  
time t a re  to  be  de t e rmined  such  tha t  K = 0 a t  t h e  s w i t c h  times and such that 
t h e  t e r m i n a l  end c o n d i t i o n s  ( i n c l u d i n g  a sca l ing  condi t ion  on  the  Lagrange  
m u l t i p l i e r s  and inc lud ing  t r ansve r sa l i t y  cond i t ions  f rom the  ca l cu lus  of v a r i a -  
t i o n s )  are s a t i s f i e d .  A somewhat a r b i t r a r y  s c a l i n g  c o n d i t i o n  on  the  Lagrange 
m u l t i p l i e r s  is imposed b e c a u s e  t h e  d i f f e r e n t i a l  e q u a t i o n s  (2-1) are known t o  b e  
homogeneous i n   t h e   v a r i a b l e s  X A and K. 
I’  I’ 
F 
The multi-point boundary condition problem i s  a problem fundamentally of 
s o l v i n g  a system of non- l inea r  equa t ions  in  seve ra l  unknowns. 
* 
In  reference 12, it i s  shown tha t  K = / X  1 - Am, where X i s  a Lqrmzge 
mu Z t i p  Zier  satisfying  the  equation im = 3 1 h 1 . Therefore, K = - - . F c A n  
m 1 x 1  
2 -2 
Section 111 
IMPULSIVE SOLUTIONS 
For  each E > 0 in a  neighborhood  of E = 0, assume  that  there is a  solution 
to  the  multi-point  boundary  condition  problem  discussed  in  Section 11. We  are 
now  thinking  of y, y, etc. as  functions  of  two  arguments, t and E .  The  limiting 
solution  as E approaches  zero,  if  it  exists,  is  called  the  impulsive  solution. 
(Recall  that B = 1 / ~  and F = C / E  .) 
The  multi-point  boundary  condition  problem  for  the  impulsive  case  is  a 
modification  of  that  of  the  non-impulsive  problem.  In  the  impulsive  case, 
one must  choose K AI, AI, tky AVk,  and t such  that F 
~~. ~ * ~ ~~ ~ ~~~~ 
If the  impulse is a t  t or t , it is not-necessarily true that i ( t  E) -+ o 
as E + 0 .  In orbital  $mns$r problems KF(€) -+ 0, bu t  th i s  is not necessarily 
true in other probZems. 
k’ 
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K(tkS O) = 
i(tk, 0) = 0 (for interior  impulses) 
and such that the terminal end conditions are satisfied. 
3-2 
11111 
Section IV 
ASSUMPTIONS AND DEFINITIONS 
Assume t h a t  f o r  any E > 0 w i t h i n  some neighborhood of E = 0 ,  t h e r e  are 
f u n c t i o n s  y < t ,  E) , ;<t, E)  , h ( t ,  E)  , i ( t ,  €1 , K ( t ,  E)  , m(t,  €1, tk(E) ,  tk(E)  , - 
and t (E) which s a t i s f y  t h e  d i f f e r e n t i a l  e q u a t i o n s  (2-1) and the boundary 
c o n d i t i o n s .  ( I t  i s  unders tood  tha t  E now a p p e a r s  i n  a l l  of the  a rguments  s ince  
it i s  t o  b e  t r e a t e d  as a var iab le . )  Fur thermore ,  a l l  of t h$se  func t ions  are 
assumed t o  b e  c o n t i n u o u s  i n  E and ,  fo r  tI 5 t 5 tFy t o  a p p r o a c h  f i n i t e  limits 
a s  E approaches  zero.  For any t i n  t h e  interval and   for  E 0, t h e  l a t t e r  
assumptions imply that  within some neighborhood of E = 0,  t h e  f u n c t i o n s  a r e  
bounded. 
F 
Assume t h a t  f o r  E > 0,  t h e  d e r i v a t i v e s  ( w i t h  r e s p e c t  t o  E )  of a l l  o r d e r s  
of XI(€), iI(€), tk (E) ,  tk (E) ,  and  t (E )  e x i s t  i n  some neighborhood of E = 0 
and  approach f i n i t e  limits as E + 0 .  This i m p l i e s  t h a t  t h e  d e r i v a t i v e s  of any 
o rde r  of t h e s e  q u a n t i t i e s  a r e  bounded f o r  E 2 0 i n  some neighborhood of E = 0 .  
- 
F 
The fo l lowing  no ta t ion  i s  introduced:  
; = %  o r   y t  =2.Y a t  
and s o  on f o r  t h e  o t h e r  v a r i a b l e s .  (As a n o t a t i o n a l  s i m p l i f i c a t i o n  a n  E sub- 
s c r i p t  is sometimes used t o  s i g n i f y  a n  o r d i n a r y  d e r i v a t i v e  r a t h e r  t h a n  a 
p a r t i a l  d e r i v a t i v e . )  When r equ i r ed  o r  conven ien t ,  + and - s u p e r s c r i p t s  w i l l  
be  used  to  denote  r igh t  and  le f thand  limits w i t h  r e s p e c t  t o  t i m e  a t  tk o r  tk'; 
f o r  example , 
- 
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We d e f i n e  new f u n c t i o n s  as fo l lows:  
and  s imi l a r ly  fo r  o the r  func t ions  o f  t ,  y ,  and X t o  b e  i n t r o d u c e d  la ter .  For  
example , 
* 
G ( t ,  E )  = G [ t ,   y ( t ,  €11 
Y Y 
* 
L t ( t ,  E )  = LX[X(t ,  €11 ict, E) 
11 be no where L is  a matr ix   and X i s  a column v e c t o r .  I n  o r d e r  t h a t  t h e r e  w i  
ambiguity i n   t h e  symbol G we l e t  
X * 
t '  
* * -  
G t  
= (Gt)* + G Y 
Y 
I n  a u n i f o r m  g r a v i t a t i o n a l  f i e l d ,  ( G t ) *  = 0. 
The symboi U ( E  ) w i l l  denote  a f i n i t e  summation of functions of the form n 
n  n 
' [ A t k ( ~ ) l  2 
where n n2,  and n are non-negat ive   in tegers   such   tha t  n + n > n,   and  a(€)  
i s  bounded f o r  E 2 0 w i t h i n  some neighborhood  of E = 0 .  Therefore ,  as E + 0 ,  
CI ( E ~ )  -t 0 i f  n 2 1. The  symbol ( E ~ )  is d e f i n e d  i n  t h e  same manner as 
wi th  each  func t ion  a (€ )  cons tan t .  
1' 1 2 -  
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Section V 
GENERAL PROCEDURE FOR DETERMINING DERIVATIVES WITH RESPECT TO E =1/8 
Consider  a  terminal  end  constraint 
Let 
Then 
and 
d *  dL * 
@ (€1 5 0 ,  - @ (E) = 0 ,  ... . 2 
dE 
Applying  the  chain  rule  of  differentiation  to  the  identity  corresponding  to 
the  first  derivative, we obtain 
If,  for  example,  the  terminal  subarc  is  a  coast  arc,  then  the  quantities  y 
yFE,  mFE, A F E ,  X F E ,  and KFE in  equation (5-1) can  be  expressed  in  terms  of 
FE ' 
- 
Furthermore,  YNE ( 0 )  , YNE(0) , GE (0) , A N E  ( 0 )  , xNE (01, and QE(0) can  be 
expressed  in  terms  of y ( 0 )  , iNE ( 0 )  , m ~ ~ ( 0 )  , X N E  ( 0 )  , iNE(0)  , and ( 0 )  ; i.e. , 
in  terns  of  the E derivatives  at  the  initial  point  of  the  Nth  thrust  arc,  where 
the  derivatives  are  evaluated  at E = 0. For  example, 
- 
NE 
where Ay is  an  expression  to  be  derived  later  in  this  report.  The  function 
AyNE  depends  upon A (0), %€(O), and X ( 0 )  as  well as upon  the  known  quan- 
tities GN(0) , XN(0), etc.  The  major  problem  resolved  in  this  report  is  the 
N E  
%E NE 
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Proceeding i n   t h e  manner described above, i t  is  p o s s i b l e  t o  work back t o  
t h e  i n i t i a l  p o i n t  o f  t h e  f l i g h t  p a t h  a n d  t o  e x p r e s s  t h e  l e f t h a n d  member of  
equat ion  (5-1) i n  terms of known quan t i t i e s  (ob ta ined  f rom a precomputed 
impu l s ive  so lu t ion )  as w e l l  as t h e  unknowns A (0) , i IE(0)  , K I E ( 0 )  , t kE(0 )  
(k = 1, 2 ,  . . . , N ) ,  A% (0) (k  = 1, 2 ,  . . . , N ) ,  and t ( 0 ) .  A similar proce- 
E FE 
d u r e  c a n  b e  f o l l o w e d  f o r  e v e r y  b o u n d a r y  c o n s t r a i n t  o n  t h e  f l i g h t  p a t h .  The 
resu l t ing   sys tem  of   l inear   equa t ions   can   be   so lved   for   the  unknowns X ( 0 ) ,  
i I E ( 0 )  , e tc .  I n  t h e  cases .of  the example problems to  be discussed l a t e r  i n  
t h i s  r e p o r t ,  i t  i s  shown t h a t  i t  is r a t h e r  e a s y  t o  i n v e r t  t h e  m a t r i x  A of 
c o e f f i c i e n t s  o f  t h e  unknowns and  thereby  to  obta in  s imple  express ions  for  
XIE(0) , XIE(0) , etc . ,  i n  terms of the  impuls ive  so lu t ions .  Fur thermore ,  the  
c o e f f i c i e n t  matrices f o r  t h e  unknown second der iva t ives  X (0) , XIEE(0) , . . . 
and t h e  h i g h e r  o r d e r  d e r i v a t i v e s  are i d e n t i c a l  t o  A,  a l t h o u g h  t h e  column 
v e c t o r s  of cons t an t s  become increas ingly  compl ica ted  as t h e  o r d e r  of t h e  d e r i v a  
t i v e s  i n c r e a s e s .  It i s  u n d e r s t o o d  t h a t  t h e  d e r i v a t i v e s  of lower  order  must  be 
computed b e f o r e  t h e  d e r i v a t i v e s  of t h e  Nth o rder  can  be  so lved  for .  
I E  
I€ 
IEE 
A t  t h i s  p o i n t  i t  is h e l p f u l  t o  examine the  r e l a t ionsh ip  be tween  A t  and 
A%. When A? = - mk is computed f o r   t h e   i m p u l s i v e  case, then  A t  (0) = 
tkE (0) - tke (0) i s  known, because 
k - 
- ks  
us ing   L 'Hospi ta l ' s   Rule .   Therefore ,  t (0) can  be  determined  from t (0) and 
A % ( O ) .  Furthermore, 
- 
kE kc 
E 
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Atk 
lltkE - 7 € A t k E  - A t k  
2 = - E = %€(E)  - 
E 
(last  term indeterminant  a t  E = 0) 
& A t k E E  + A t k E  - A t k E  
(0) = mkE(0) - l i m  1 2E = mkE(0) - z AtkEE(0) 
E-tO 
In gene ra l ,  f o r  n = 0, 1, 2 ,  ... and E = 0 ,  i t  may be  shown t h a t  
dn<  dn% dn+l. Atk 
dEn 
" "" 
dEn n+l dEn+l 
I n  o b t a i n i n g  t h e  f i r s t  d e r i v a t i v e s  w i t h  r e s p e c t  t o  E, t h e  unknowns - 
cor re spond ing   t o   t he   k th   t h rus t   a r c  - w i l l  be  A m , €  and t (o r  t ) r a t h e r  
than  tkE and f I n  g e n e r a l ,  i n  t h e  d e t e r m i n a t i o n  of t he  n th  de r iva t ives ,  
dnAm. 
- 
kE kE 
kE * 
IC a t  E = 0 w i l l  be  an unknown. 
d 
Another complication can arise in  the  " idea l "  approach  wh ich  has  been  ou t -  
l i n e d .   I f   K ( t k ,  E )  = 0 and K ( t k ,  E )  = 0 (as i n  t h e  cases o f  i n t e r i o r  t h r u s t  
arcs o r  t h e  f i n a l  t h r u s t  a r c  of an o r b i t a l  i n j e c t i o n  problem} , t hen  wet,, 0 )  = 0 
(see Sec t ion   VII I )   and  U (0) = 0. It w i l l  be  ev iden t  t ha t  i n  t h e s e  cases the 
cond i t ions  = 0 and $,(O) = 0 w i l l  lead  to  nly  one  independent   condi t ion 
on t h e  f i r s t  d e r i v a t i v e s .  S i m i l a r l y ,  t h e  c o n d i t i o n s  \ € € ( O )  = 0 and QEE(0) = 0 
w i l l  l ead  to  only  one  independent  condi t ion  on the  second der iva t ives ,  and  s o  
on .  In  the  la t ter  cases, t h e  c o n d i t i o n  q E ( 0 )  = 0 w i l l  be   supplanted  by 
* 
k 
(0) = 0 which w i l l  contain no unknown s e c o n d  d e r i v a t i v e s .  I n  g e n e r a l ,  i n  
EE 
o b t a i n i n g  t h e  d e r i v a t i v e s  i n  t h e  a f o r e m e n t i o n e d  cases, t h e  c o n d i t i o n  
w i l l  be  rep laced  by  
5-3 
In  summary,  in  calculating th derivatives  with  respect  to E at E = 0 ,  
the  unknowns  are 
dnhI dniI dnKI 
den ' dEn ' den 
"- 
dntk 
den k = 2 ,  3 ,  ..., N) (where k = 1, 2, ..., N unless tl tI, in  which  case 
dntF 
dEn n  d -l 
(unless tN : tF,  in  which  case  this  derivative  can  be  determined, 
if so chosen,  from - tN and 
- 
n-1 d sn de 
The  determining  equations  include  the nth derivatives  of  eight  terminal  condi- 
tions  (in  the case.of three  spacial  dimensions);  namely, a  scaling  condition 
on  the  Lagrange  multipliers,  the  given  physical  constraints,  and  the  trans- 
versality  conditions. In  addition,  they  include  the  conditions 
" dn% dnKl - 0 (unless k = 1 and tI'f tl,  in  which  case  we  take -- 0 )  
den den 
-= 
n+l 0 (for  interior  thrust  arcs  and  the  final  thrust  arc ofde orbital  injection  problems) 
It  is  not  necessary  that  one  choose  exactly  the  same  unknowns  and  condi- 
tions as  have  been  indicated  here. 
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Section VI 
THE EQUATIONS OF VARIATION 
This  sec t ion  i s  p r i m a r i l y  c o n c e r n e d  w i t h  t h e  d e t e d i n a t i o n  of changes i n  
t h e  d e r i v a t i v e s ,  w i t h  r e s p e c t  t o  E, over  coast  arcs. However, t h e  s e c t i o n  w i l l  
f i r s t   g i v e  a b r i e f  i n t r o d u c t o r y  d i s c u s s i o n  of t he  equa t ions  of va r i a t ion  wh ich  
may be  used  to  de t e rmine  the  de r iva t ives  ove r  any  arc f o r  a n y  g r a v i t a t i o n a l  
f i e l d .  
The d e r i v a t i v e s  y XE, X E y  KE mE on a time i n t e r v a l  [ tk, t J are 
E )  Y E ,  
- 
k 
t h e  s o l u t i o n  t o  t h e  e q u a t i o n s  of v a r i a t i o n :  
m +  ~m 
Y E  - - 2 Em Y 
- C E L + - L A  X E  + G yE C 
(Em) 
1 
m 
E 
E 
2 
w i t h  i n i t i a l  v a l u e s  y + * +  + ’ +  + + 
Ek’ ’Ek’ ‘Ek’ ‘sky KEk’ mEk’ The equa t ions  o f  va r i a t ion  
may b e  obtained by d i f f e r e n t i a t i n g  e q u a t i o n s  (2-1) w i t h  r e s p e c t  t o  E ( r e f .  1 3 ) .  
The  equat ions  of  var ia t ion  for  the  second der iva t ives  may b e  obtained by 
d i f f e r e n t i a t i n g  e q u a t i o n s  (2-1) t w i c e  ( r e f .  14 )  and s o  on f o r  t h e  h i g h e r  d e r i -  
v a t   i v e s  . 
On a n  i n t e r v a l  [E 
of v a r i a t i o n  s i m p l i f y  t o  
k’ t k + l l ’  cor responding  to  a c o a s t  arc,  t h e  e q u a t i o n s  
w i t h  i n i t i a l  v a l u e s  y E k ,  y E k ,  I+ ck, Ck, k:k, Ck and s i m i l a r l y   f o r   t h e  equa- 
t i o n s  of v a r i a t i o n  f o r  t h e  s e c o n d  d e r i v a t i v e s .  
-+ 
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Of course the equat ions of  motion,  the Euler-Lagrange equat ions and the 
e q u a t i o n s  o f  v a r i a t i o n  may be  in t eg ra t ed  numer i ca l ly  ove r  each  coas t  arc of 
t he  impu l s ive  so lu t ion  in  o rde r  t o  ob ta in  the  de r iva t ives  wh ich  co r re spond  to  
t h e  f i n a l  p o i n t  o f  t h e  t r a j e c t o r y .  However, i n  cases o f  an  inve r se  squa re  o r  
c o n s t a n t  g r a v i t a t i o n a l  f i e l d ,  c l o s e d  f o r m  s o l u t i o n s  t o  a l l  of  the  l a t t e r  
d i f f e r e n t i a l  e q u a t i o n s  may be found.  References 15 through 18 and  Appendix A 
of t h i s  r e p o r t  c o n t a i n  b a s i c  d i s c u s s i o n s  of the  c losed  form so lu t ions .  Refer -  
ences 15 and 1 7  and  Appendix A descr ibe  computer  programs for  ob ta in ing  f i r s t  
d e r i v a t i v e s   o f   y ,  iy X , i a t  time t wi th  respect t o  y, i ,  X i a t  time 5 k+l   k '  
Closed  express ions  for  the  second and  h igher  order  der iva t ives  of these  quan- 
tities can be found by different ia t ing the closed form expressions for  the 
f i r s t  d e r i v a t i v e s .  
L e t  the   mat r ix  of p a r t i a l  d e r i v a t i v e s  of  y a t  time t w i t h   r e s p e c t   t o  y 
k+l  
a t  time f be  denoted  by k 
[-] 
1 d e r i v a t i v e  matrices. A s  i n   r e f e r e n c e  and s i m i l a r l y  f o r  t h e  o t h e r  p a r t i a  
t h e  c h a i n  r u l e  of d i f f e r e n t i a t i o n  y i e l d s  
17 Y 
The r a t h e r  s u b t l e  r e a s o n  f o r  t h e  a p p e a r a n c e  o f  t h e  p a r t i a l  d e r i v a t i v e s  y 
:+ - *  Ek' 
y E k ,  ' e t c .  r a t h e r  t h a n  t h e  t o t a l  d e r i v a t i v e s  ykEy y k E ,  e t c .  i n  t h e  r i g h t h a n d  
members of  equations  (6-1) is  i l l u s t r a t e d  as fo l lows:  
-+ 
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'E, k+l = [y] ayk+l ?kg +[r] ayk+l YkE + 'kE [y] ayk+l 
"aYk ayk a tk 
Similarly 
- 
where  the symbol (y ) stands  for  the  matrix  summation 
E E k  
where  the i superscript  signifies  the ith component  of  the  vector.  Similar 
meanings hold for (9 ) ,  ( X E E k ) ,  and ( X E E k ) .  The  latter  quantities  contain 
no  second  derivatives  with  'respect  to E .  
- ... 
E E k  
The  derivatives  of K can  be  derived  from  the  equation 
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whose  righthand  member is the  solution  to 
evaluated  at t = tk+l. 
- -  
K~ , k+l 
Then the  first  derivative  is 
-+ +- C x- -T 3 ('k+l E ,k+l 'k 'sk) 
since %l = = 0 and, consequently, I A I = I x k l  . Similarly, k+l 
C -T +- - - 4 T  3 
'kl (xEyk+l AE,k+l 'Ek 'sk) 
Appendix  A  contains  a  further  discussion  of  the  partial  derivative  matrices, 
presents a  new method  for  determining  these  matrices  in  an  inverse  square 
gravitational  field,  and  provides  a  listing of a  computer  program  for  obtaining 
the  matrices  of  first  order  derivatives. 
In  the  expressions so far  derived  in  this  section,  computation  is  in  terms - A+ - 
of  partial  derivatives ysk,  ysk, XEEk, etc.  However,  in  the  determination  of 
changes  in  the E derivatives  over  thrust  arcs,  we  will  employ  the  total  deriva- 
tives y 
partial  and  the  total  derivatives,  consider  a  composite  function 
- 
ks' 'kE:' 'kEs' etc.  In  order to obtain  the  relationships  between  the 
Bk(E) = B[tk(E), € 1  
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where B ( t ,  E) is  a  function of t and 
dtk + -  de a t  
Theref  ore 
BEk = BkE - tkEBtk 
- - 
and,  similarly, 
BEk - 'kE tke tk 
-+ - - - ij+ - 
It follows  from  equation  (6-3)  that 
E.  Then,  for  example,  we  have 
t- k 
Therefore, 
and,  similarly, 
Employing  equations (6-4) and  (6-5),  it  is  easy  to  express  equations (6-1) 
and  (6-2)  in  terms  of  total  derivatives.  Thus, 
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a%+l 
'k+l, E = t  k+l, E'k+l i- [x- 
I-. - .- a 'k+l 
'k+l, E 'k+l, E 
- 
- 
'k+l ,E t k + l , ~  
a 'k+l 
+ [* 
+ 
- C * - -* 
%+l,E = %E + - mk ( tk+l ,  Euk+l - tkEUk) 
Likewise,   equat ions (6-6) and (6-7.) could   be   used   to   express  a l l  changes 
i n  the  second  de r iva t ives  (ove r  cqast a r c s )  i n  terms of t o t a l  d e r i v a t i v e s .  
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Sect ion VI I 
INTEGRALS WHICH APPROACH ZERO 
I n  S e c t i o n s  V I 1 1  and I X  w e  w i l l  de t e rmine  changes  ove r  t h rus t  a r c s  i n  the  
d e r i v a t i v e s  of y ,  y ,  X ,  X ,  e tc.  w i t h  r e s p e c t  t o  E .  For  example, w e  w i l l  write 
- hk = hk + 1 Q*dt. 
J 
tk 
I n t e g r a t i o n  by p a r t s  w i l l  g ive  
r. 
Then d i f f e r e n t i a t i o n  y i e l d s  
- - 
- t d t 
'kc - 'kE 
- - [mQ*],k - E ~ [mQ*l .+ 
k tk 
mQ d t  + E * d t 
k 
I n  p r e p a r i n g  f o r  S e c t i o n  VIII, t h i s  s e c t i o n  w i l l  show t h a t  t h e  
- 
t 
. k  
mQtdt . * 
tk  
la t ter  two 
i n t e g r a l  terms and similar expressions approach zero as E approaches zero.  
Consider a func t ion  f (A ,  X ,  y ,  y ,  m) which has continuous p a r t i a l  der iva-  
t i v e s  w i t h  r e s p e c t  t o  i ts  arguments  and such that ,  for  E 2 0 ,  t h e  f u n c t i o n  
f * ( t ,  E)  = f [ X ( t ,  E ) ,  i<t ,  €1, y ( t ,  E ) ,  i ( t ,  E ) ,  m ( t ,  €11 
is continuous and bounded i n  t h e   i n t e r v a l  [ t (E) , E ( E )  ] w i t h i n  some neighbor- 
hood of E = 0. C o n s i d e r  t h e  i n t e g r a l  
k  k 
By a mean v a l u e  t h e o r e m  f o r  i n t e g r a l s ,  
7-1 
S i n c e  f* 
L e t  
The mean value theorem for d o u b l e  i n t e g r a l s  i m p l i e s  t h a t  
= - 1 A t k *  f*(;, E) 
2 
Next  the  der iva t ives  of  I(€) w i l l  be  examined. From t h e  r u l e  f o r  d i f f e r -  
e n t i a t i o n  u n d e r  an i n t e g r a l  s i g n ,  i t  f o l l o w s  t h a t  
- 
d 
dE kE kc 
- I(€) = t f*, - t f*k + i'" f * €  d t  
tk 
- 
+ fxeT; + f *  m ) d t  
Y E  m~ 
where f* for  example is a v e c t o r  whose  components are assumed t o  b e  bounded 
i n  some neighborhood of E = 0. The mean v a l u e  t h e o r e m  f o r  i n t e g r a l s  y i e l d s  
A 
dE  I(€) = t Z* - t f* + ( f *  T A + f*-  T. A + i* T y 
kc k kE k X €  A E  Y E  
t k 
+ f*eT; + f *  m )I I / d t  
Y E  E t = t ( E )  tk 
T o  Atk + f**   (€yE)  + f*,(~m€)] - -
Y t= t 
E 
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~ 
. .  “ -. - - ~. 
A t  t h i s  p o i n t  it must be argued that the functions EAE[t(E),  E ] ,  - - - 
E i E [ t ( E )  
E > 0 within some neighborhood of E = 0. L e t  us examine Em f o r  example. 
The equation of v a r i a t i o n   f o r  mE on a t h r u s t  arc is 
E] , EyE[t(E), E] ,  E;,[t(E), E] , Ern,[ t (E) , ,  €1 are bounded f o r  
E 
1 
E 2  
= -  
E 
Therefore 
But 
where 
- 
Therefore, (t - t k ) / E  is bounded wi th in  some neighborhood of E = 0. Also 
EmE(tk, E) is bounded provided EmE(:, E) is bounded s i n c e  is constant  
over a coas t  arc. Eventually the question of boundedness depends on whether 
o r  no t  E m E ( t I y  E) is bounded; bu t  E m E ( t I y  E) is zero. 
A s  another example consider  y on a t h r u s t  arc. The equation of va r i a t ion  
E 
(Section V I )  i s  
.. m + Em 
(Em> 
- E YE - - C 2 Em X E Y E  L + c L  X + G y  
Theref o re  , 
;(E> - 
EYE[t(E), El = EYE[tk(E) Y El - L d t  + (higher  order  terms) 
tk(E) 
The i n t e g r a l  
r 
J = L l  E “ L d t  m 1 
7-3 
- ” 
r equ i r e s  the  most c r i t i ca l  s tudy in  regard to  boundedness .  By a mean value 
theorem f o r  i n t e g r a l s  , t h e r e  is  a t1 i n  t h e  i n t e r v a l  [ t t] such  tha t  
- 
k’ 
Hence 
- 
s ince  m( t  E) 2 m(t , E ) .  Theref ore, assuming m( t, E) has a lower bound which 
is greater  than  zero,  one may conclude that J is bounded f o r  a l l  E 0 within 
some neighborhood of E = 0. 
k y  
Similar ly  i t  can be argued that 
n e  
n 
E E 11 , etc. n ’  
as a En 
(n  = 1, 2 ,  ...) 
are bounded wi th in  some neighborhood of E = 0. It would be  imprac t i ca l  t o  
provide a f u l l  p roo f  o f  t he  p ropos i t i on  in  th i s  r epor t .  The genera l  idea ,  
however, i s  simple: E f ac to r s  i n  the  denomina to r s  of t h e  terms i n  t h e  equa- 
t i ons  o f  va r i a t ions  are removed by multiplying bothmembers of each of the 
equations by E fac tors ,  thereby  a l lowing  the  so lu t ions  to  be  f in i te .  
Having taken care of  the  problem of boundedness, one can f ina l ly  conclude  
t h a t  
E - I(€) = U(E) d d s  
Using similar arguments, one can show f o r  n = 0, 1, 2,  ..., t h a t  
n dn 
E -  I(€) = U(E) 
d En 
7-4 
Now i t  i s  p o s s i b l e  t o  d e f i n e  a symbol @ ( E ~ )  , m > 1, denot ing a f u n c t i o n  - 
; ( E ~ )  as de f ined  irr Sec t ion  IVY o r  
or 
&m-l) E - I(€) n dn 
den 
E - I(€) 
dEn 
n-1 dn 
(n = 0, 1, 2, ...) 
(n = 0, 1, 2, ...) 
o r  a f i n i t e  sum of such functions.  Employing equations (7-l) , it can  be  shotm 
t h a t  @(em) h a s  t h e  p r o p e r t i e s ,  f o r  m > p > 0 t h a t  
dp m 
dEp 
- O(E ) = o(Em-p) 
and 
Suppose f o r  example t h a t  O(E ) = u (e  ) E  x I(€). Since  - a(€ ) = a(€ ), 3 - 2  d  d -. n - n-1 de 
we have 
If @(e ) = U(E)E I(€), then 2 -  d 
= u(e) (by  equat ions (7-1)) 
7-5 
The  reader  might  wonder  why  the  symbol G(E~) would  not  suffice  without 
the  need  for. @(E~). The  explanation  is  that  one  can  not  state  that 
with  assurance  because G(E) has a factor a(E) which  is  bounded  within  some 
neighborhood  of E = 0, but  whose  derivatives  may  not  even  exist.  Sometimes 
little  is known about a(€) because it may  correspond to a function  evaluated 
at  some  indeterminate  time t(E) within  the  interval lt (E), tk(&)]. 
k 
- 
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Section Vl l l  
CHANGES OVER A THRUST ARC - NONIIMPULSIVE CASE 
etc. For  example, the  change  i n  $ over a t h r u s t  arc w i l l  be  expressed as a 
der ived  func t ion  bk(E)  p lus  a t h i r d  o r d e r  term @ ( E  ). Later, t h e  f i r s t  and 
second  de r iva t ives  wi th  r e spec t  t o  E will b e  t a k e n  i n  o r d e r  t h a t  t h e  jumps 
i n  t h e s e  d e r i v a t i v e s  o v e r  a t h r u s t  arc may be determined; for example,  
3 
where 
The expres s ions  fo r  t he  h ighe r  de r iva t ives ,  t hough  compl i ca t ed ,  may be obtained 
by similar procedures .  
The f i r s t  s t e p  is t o  f i n d  e x p r e s s i o n s  f o r  t h e  i n t e g r a l s  
S ince  m = - - , r e p e a t e d  i n t e g r a t i o n  by p a r t s  y i e l d s :  
E 
i' - G* d t  = -E[uIG*]? + E 
tk  k 
- 
i " t  mG* dt (/udv = uv - /vdu,  where 
tk u = G* and v = - Em) 
- 
= -€[mG*] t k - - E  1 2  [mG 2 * 1 t k  1 . \Ik 2 *  
2 t tk 2 
+ " E 
t t  d t  k k 
8- 1 
But 
G*t 
G*tt 
= (Gt)* + G* 9 
= G* y + f * ( t ,  E )  
Y 
Y 
= - G* L* + f*' C 
Em Y 
where  f*  and  f* '  are continuous  and  bounded i n  t h e  i n t e r v a l  [ t  t ] w i t h i n  
some neighborhood of E = 0. Theref ore, 
k' k 
- 
1 2 I" 2 i" Y 
- - 
1 
- E  m G*tt d t  = - CE 
2 t  2 
0 is d e f i n e d  i n  
mG* L* d t  + O ( E ~ >  (Section V I 1  ,) 
k tk 
I n t e g r a t i o n  by p a r t s  of t h e  i n t e g r a l  on t h e  r i g h t  y i e l d s  t h e  d e s i r e d  e x p r e s s i o n  
- - - - 
1 2 2  tk  - cE 2 2  [m G* L*ltk  + O ( E  3 1 Sk G* dt = -€[mG*IEk - - E [m G* 1 k 2 tk ' k  tk 
The expansion of t h e  d o u b l e  i n t e g r a l  is  
T T rk 1 G* d t  dT = rk ( - r l m c * l T  + E \tk mG*t dt) d.r 
tk  tk tk  tk 
- - 
t k 
- -E J - mG* d t  + E Itk G*k d t  + O(E 3 ) 
tk tk  
- 
1 2 2  
2 
t 
tk 
= - E [m  G*] + E A t  m G* + O ( E  ) 3 
k k ' k  
Now w e  may examine the changes i n  y and y over  a t h r u s t  arc: 
8-2 
- 
tk 
tk 
'k 
- 
= ik + c 
:)L*k - CE [. kg - 
2 - C E  
8- 3 
- 2 c ~  1:; m c o g  - l) L*t dt 
- 
t k 
tk  
- c~[mL*] 
+ c A t k  l o g  - L*k ( 3 
+ C E D t k  "k l o g  - - ( .) L*tk + 11 G* + O ( E ~ >  - 
- t k 
tk 
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- 
tk 
tk 
L*k - CE[mL*I 
+ i" i' G* d t  d-r + @(E 3 
tk  
Next i and A vi11 be examined: 
X = Q(t, y, X )  
.. 
- 
Xk = i, + if" Q* a t  
tk 
- tk 1 
Ak = ik - E[~Q*] - - 2 tk 
- 
- tk 1 
Ak 
= ik - E[~Q*] - - 2 tk 
- 
E 2 2  [m Q*,J,; + 2 1 2 p  E m2 Q* $ d t  + O(E 3 ) 
Y 
tk 
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- - - 
- tk 1 2 2  t 1  x = ik - ~ [ m Q * l  - y E [m Qxtltk + - CE f1 m Q*y L* d t  + O(E 3 ) k tk tk 
- 1 2 2  t 
Xk = Xk + A t k  ik + y E [m Q*l + E A t k  % Q*, + O(E 3 
tk 
fo l lowing   t he  same procedure  used earlier i n   t h e   e x p a n s i o n   o f  G*. II 
For reasons mentioned in Sec t ion  V and t o  b e  f u l l y  e x p l a i n e d  later, i t  
will b e  n e c e s s a r y  t o  d e t e r m i n e  d e r i v a t i v e s  of iik( E) up t o   t h e   t h i r d   o r d e r .  
The re fo re ,  t he  next t a s k  is t o  d e r i v e  an e x p r e s s i o n ,  f o r  t h e  c h a n g e  in K over 
a t h r u s t  arc, of  the form 
Since 
It = c U(X, i) m 
we have 
Q = % + c  - m d t  
8-6 
I 
1 3  
- 
2 x 3 3  
t -  
tk 
+ - CE 2 u*ttk "k log + - 4 CE [u*tt m2] + I 
"k 
where - 
Here U*- = L , Q*, is a square matrix, and y is a column vector. Then *T 
.. 
x 
- 
+ O(E ) 4 
Summarizing, we have: 
8- 7 
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I 
Taking first derivatives of both members of equations (8-11, we have: 
- 
- E [ ~ ' ( G * ~  + 7 1 c G* L*)] tk + O ( E  2 ) 
Y tk 
2 t k 
tk 
- L.* k - n j E  L*k) - CE(< Lt*kE - "k L*kE) - 3CE [m L" 1 
- 
t 
- c A t k  % L*tk - C E  A t k E  L*tk + A t  m G*k k k  
+ E A t k E  % G*k + O(E 2 ) 
8-9 
+ E A t k E  mk Q*k + O(E 1 2 
d m 
%E = I $ E  + ce(U*k + &Uktk -; log 7 k 
d 
mk 
n n 
3 2  + - CE (L 3 2 *T "k 
+ - 2 E '*ttk "k 4 k Q*yk L * k ) t 2 1  l og  
"k 
The second  der iva t ives  are :  
8-10 
- - 
'kc& 'kc€ + Atke& k i + 2AtkEika - 2c ( log - .";).. L*k + mk L*k& 
+ mk < L * ~ ~ )  - c< L * ~  - 2c L*k - m L * ~ )  kc 
- 
- 2 t - 2c(% ckE - L*kE) - 3c[m L.kt I t  k - 2c Atke % L*tk 
k 
- 
2 k  
t 
tk 
+ [m G*] + 2 A t k e  mk G*k + @ ( E )  
8-11 
+ C[2Pke + E P k E E  + 2 P t k  "k + 4EVktke "k + 4Eu*tk 
3 *T 2 m 
+ 3ewt tk  "k 2 + - C €  (Lk P y k  L*k 1% 1 log k 
"k 
+ O ( E  ) 2 
The t h i r d   d e r i v a t i v e  of will be   r equ i r ed .  I t  i s  
+ 7 3 C[(3U* + 2CLk 
t t  Q*Y t 
*T 
k 
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Section IX 
CHANGES  OVER A THRUST  ARC AS E APPROACHES  ZERO 
In  t h i s  s e c t i o n  w e  w i l l  be  concerned  wi th  the  limits of ty yk, yk, X k ,  
h k ,  q, and t h e i r  d e r i v a t i v e s  as E approaches  zero.  The e x p r e s s i o n s  f o r  t h e  
d e r i v a t i v e s  f o r  E > 0 were d e r i v e d  i n  t h e  p r e c e d i n g  s e c t i o n .  
"" 
- 
From equat ions  (8-1) i t  f o l l o w s  t h a t  
as E + 0.  Therefore ,  y ,  X ,  A ,  and K are continuous  over  an  impulse  (as  indi-  
c a t e d   i n   r e f .  1) but  
L e t t i n g  AV = [ A $  I and observ ing  tha t  IL*k I = 1, i t  f o l l o w s  t h a t  , f o r  E = 0 ,  k k 
"k AVk = c log  - 
k m 
- 
-AVk/c 
Ayk = AV L*k k 
as i n d i c a t e d  i n  r e f e r e n c e  1. 
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I. 
It f o l l o w s  f r o m  t h e  e q u a t i o n s  f o r  t h e  f irst  d e r i v a t i v e s  t h a t  
"k 
"k 
= %E + c u*k l o g  =- + @(E)  
Therefore ,  i f  \ ( E )  0 and %(E) 5 0 ,  then  U* ( 0 )  = 0; i . e .  , G ( 0 )  = 0. This  
is a more  genera l  p roof  tha t  $(O) = 0 t h a n  t h a t  p r o v i d e d  i n  r e f e r e n c e  1. It 
is a l s o  e v i d e n t  t h a t  , when %(O) = 0 ,  t h e  c o n d i t i o n  E , €  = 0 ,  f o r  example, w i l l  
n o t  p r o v i d e  f o r  a condi t ion  on  the  f irst  d e r i v a t i v e s  ( w i t h  r e s p e c t  t o  E )  inde- 
pendent   of   the   condi t ion = 0. I n   t h i s  case w e  w i l l  r e s o r t   o   t h e   c o n d i t i o n  
qEE = 0 i n  o r d e r  t o  o b t a i n  a n  i n d e p e n d e n t  c o n d i t i o n  o n  t h e  f i r s t  d e r i v a t i v e s ,  
a n d  s i m i l a r l y  f o r  t h e  h i g h e r  o r d e r  d e r i v a t i v e s .  
k 
Furthermore, as E .+ 0, 
-* * -* + c(< L~~ - m L - (< G~ - G ~ )  * 
k t k  
'kc !E :) * + c - l o g  L + AVkLkE + ( AV + cAmk)Ltk - Am G" k k  * m k k  J- 
where 
- 
and, as shown i n  Appendix B ,  
Moreover, 
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- 
'kE -f 'kc - (<AVk -I- cA%)Lkk - A%;k 
From t h e  e q u a t i o n s  f o r  t h e  s e c o n d  d e r i v a t i v e s  w i t h  r e s p e c t  t o  E i t  fo l lows  
t h a t  as E + 0 ,  
- d "k 
KkEE  kEE 
+ K + 2cU'kk d~ l og  - + 2 AV U* + 2 ( m  AV + c A ~ ) U * ~ ~  
mk k kE k k  
where U;k and U* are developed i n  Appendix E .  I f  ( E )  0 and K ( E )  ! 0 ,  kE t k  k  k 
then U;? ( 0 )  = 0 ,  < € € ( E )  = K ( E )  = 0 ,  and i t  i s  n e c e s s a r y   a t  E = 0 t h a t  k kc E 
No s e c o n d  d e r i v a t i v e s  a r e  i n v o l v e d  i n  t h e  l a t te r  equat ion .  
Summarizing, a t  E = 0 the  equa t ions  of d i s c o n t i n u i t y  f o r  t h e  f i r s t  
d e r i v a t i v e s  on t h e  k t h  t h r u s t  arc  are: 
9-3 
AXkE(0) = - Am i k k  
A%,(O) = AV U* k k  
where 
A 
alk = % AVk + cA% 
(See Appendix B f o r  t h e  series development 
a2k = % AVk + cA% A -  of a and a ) l k  2k' 
%E = %-1 , E - Ye", E + 
- i f  k >  1 
= 0 i f  k = 1. 
The n e c e s s a r y  c o n d i t i o n s  f o r  t h e  f i r s t  d e r i v a t i v e s  a t  E = 0, apply ing  a t  
t h e  kth t h r u s t ,  are 
5, = 0 (o r  perhaps 
"k (i, T X k E  + XkTikE) = - 
alkU*tk ( does  not  apply  i f  I 'kl u*k(o) # 0 
In  examining the limit a s  E + 0 of t he  second  de r iva t ives ,  i t  w i l l  be  
n e c e s s a r y  t o  t a k e  a c lose r  l ook  a t  the  r e l a t ionsh ips  be tween  G* (0) and 
G*tk(0),  between E* and L*tkE, e t c .  The l a t t e r   f u n c t i o n s   a r e   d e v e l o p e d   i n  
Appendix B ,  where i t  is shown t h a t  as E + 0 ,  
t k  
tkE 
E* + G*k k  '*tkE tkE + AL*tke -+ L* 
+. G * ~ ~  + G * ~ ~ A $ ~  
9-4 
E X t k  -+ L* ij* -+ u* 
L*ttk -+ L* U*tk -+ u* 
t k  k  k 
- - 
t t k  t k  
-+ L* hk -+ u* + L * ~  Q * ~ ~ A ; ~  T t t k  
-t L*kE - A%L*tk '*tkE -+ u* tkE + "*tkE 
where 
AG*kE - - a G* L* 2k yk  - '?cG*tk 
AL*tkE "k k AAk k = - A [ (i L* )i + L*XkQ*k] 
T 3A% * T 
A U * ~ ~ ~  = - a L* T ~ *  L* - A L* Q * ~ ~  + __ ( -xk Q*, + u * ~ u * ~ ~ )  
I X k l  2 k k  y k k  m k k  
The  symbol  (ikL31hxk) s i g n i f i e s  
where the p superscr ipt  indicates  pth component .  
Observe that  AG*kE, AL*tkE , e tc . ,  do not  depend  on  any of t h e  unknown E 
de r iva t ives .   The re fo re ,   t hese   func t ions  can b e  c a l c u l a t e d  as soon as t h e  
impulsive solut ion has  been computed.  
Now we are prepared t o  examine the  second der iva t ives  wi th  respect t o  E 
as E -+ 0. Refer r ing  to  the  second der iva t ives  deve loped  i n  Sec t ion  VI11 w e  
have: 
9-5 
+ - c  ( % - % )L*ttk - 2 G*k - 2 A? G*kE - 2 % AG*kE 3 - 2  2 - 
2 2 1 - 2  - (< - IS, ) (Gf tk  + 2 c G* L*k) - % AG*tk 
Yk 
It i s  e a s i l y  shown t h a t  
and i n  Appendix B i t  i s  p roven  tha t  
Therefore ,  
where 
nk  = c 
9-6 
+ AVk(2%EL*tk + 2%L*tkE 4- %2L*ttk) + 2cA1n ,€L*~~  + 2cA L*tkE "k 
+ 2 < [ A u I , ( G * ~ ~  + c G* L* ) + < AVk G* L*k] - 28  G* 
Yk k Yk "k kE 
2 2 1 - 2  - (< - "k (G*tk + y c G* L*k) - % AVk GXyk L*k Yk 
f r  1 
- 
- 2c  %A% [ (ik L* ) i + L*AkQ*k] - 2AmkE G*k AAk k 
+ [ 2<A% - (k2 - % 2 ) ]G*tk - 2A%G*kE 
+ [ 2 (<Amkc + c2AVk) - 2 1 2  (< - % 2 ) c - q2 AVk]G*yk L*k 
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I 
- 2c <A%[(ikLXXXk)ik + L*XkQ*] - 2AxE G* + A x2 G*tk - 2Am G* k kE 
Observe that  rlk can be computed as soon as t h e  f i r s t  d e r i v a t i v e s  h a v e  b e e n  
computed. It is  a l so   no tewor thy   tha t  G* A = Q*,. 
Likewise 
yk k 
- 
'kEE 'kee " 'k+ 
where 
'k - Atkc€ k kE 'kc - 2 A V ~ ( < ~ L * ~  + mkL*kE + "k mk L*tk) - i + 2 A t  
- cx - (& l o g  :) L*k - ZCA%€L*~ - 2cA L* 
kE 
- 2c% AL*kE - 3c(% - 2  - t 2 ) L > t t k  
+ ZCA% % L * ~ ~  + A?'G*~ 
Lfk - 2 a L* 2k kc 
- (2alk< + cA% 2 - 4 c A t t )  
S i m i l a r l y ,  
- 
Akee 'kEE + 'k 
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Also - 
'kEE -t 'kEE + 'k 
where 
= -2AtEXk - 2A% AkE + A% 2 Q*, 'k 
Furthermore, 
%EE -f %E + 'k
where 
d "k % v = 2cu*k dE log =- k + C(ZU*~~ + 2U*tk%)l~g + 2cA%U* 
"k  "k 
tk 
= 2~ (, %%E "k mk - %%E ,) U*k + 2AV U* + 2alkU*tk k ke 
In  the  cases  in  which U* = 0 ,  we will  have AK (0) = 0. We  can  set  the k EEE 
mathematical  expression  for  AK ( 0 )  equal  to  zero  and  employ  it as one of the 
conditions  for  determining  the  second  derivatives  with  respect  to E. The 
equation  obtained  is 
& & E  
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6 c ( U * ~ €  + U*tk %) - d log =- "k
de 
"k 
+ - C (L*k T Qkyk L*k)mk 2 3 + 6 c A% LJ*tkE + 6 c < AU*tke 2 
+ 6 c A t E  U*tk + 2 9 c(% - 2  - mk2)'*ttk + 5 3 % - 2  Au*ttk 
3 c 2 - 2  (t- % )L.kk Qftyk Lkk = 0 2 T  
I 
3Avk .T 
I Akl 
+- X k X k E E  + 3AVkL*:ikEE 
+ 3AVk ( 2 U f t k E ?  + 2U*tkm,E m + f %'L*~ T Q* L* " '*ttk k Yk k 
+ 6 cA LJktkE + 6 c % [ - ~ ~ ~ L * ~ ~ Q *  L* - A L* Q*,, - - "k 
- T 3A"k - T  
y k k  m k k  X kQ*kl 1 'kl 
+ 6 c A % ~ L J * ~ ~  + - C( 9 - 2  2 
2 "k - mk )'*ttk 
+ - c  3 -  " k 2  A V ~ L * ~  T Q* L* + 3 c 2 - 2  (% - mk 2 T  ) L * ~  Q * ~ ~ L * ~  = o 2 Yk k 
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i . e . ,  
i . e . ,  
9-11 
In summary, 
where q k, Ek,  ck,  pk,  and vk contain  no  second  derivatives  with  respect  to E.
The  necessary  conditions  for  the  second  derivatives  at E = 0 , applying  at  the 
kth thrust are, 
= O (or perhaps qEE = 0 )  
Observe  that  equations (9-3) and  (9-4) have  the  same  form  as  the  equations 
(9-1) and (9-2) corresponding  to  the  first  derivatives. 
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Section X 
EXAMPLE 1: BURN-COAST INTERCEPT 
As an example consider a thrus t -coas t  in te rcept  problem in  which  the  
v e h i c l e  moves from a g i v e n  p o i n t  i n  s t a t e  s p a c e  t o  a p o i n t  w i t h  g i v e n  p o s i t i o n  
components.  The t i m e  t F , o f   i n t e r c e p t  is a l s o   s p e c i f i e d .   I n   t h i s   p r o b l e m   t h e  
i n i t i a l  t i m e  t must b e  i d e n t i f i e d  w i t h  tl, and t2 wi th  tF. I 
We w i l l  impose t h e   s c a l i n g   c o n d i t i o n  X = 1 upon t h e   i n i t i a l   v a l u e s  of 1 1  
the   Lagrange   mul t ip l ie rs .   Therefore ,  
hl A I E  = 0 T (10-1) 
The condi t ion  = 0 impl ies  E = 0 .  The las t  of   equat ions (9-1) g ives  1 1 E  
K I E  
= -AV U* 1 1' 
Since y i s  f i x e d ,  w e  have 2 
Y Z E  = 0 .  
From equat ions (6-8) i t  f o l l o w s  t h a t  
Since ylE = ylE = 0 ,  
From equations  (9-1) i t  f o l l o w s  t h a t ,  f o r  E = 0, w e  have 
[ - ]  (-a21h1 - AmlGl - 
+ allL*tl - AmlG*l - E* ] = 0 
1 E  1 
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where AV1 = I Ail! . 
- 
Since Am = -At = -tlE, G*l = G*ly Ail = AVIAly and L*tl 
- 
= (I - A A )x1 T o  1 1 E  1 1  
at E = 0, the  equation  reduces to 
-a 11 
Equations (10-1) and (10-2) may be expressed as 
l o  T A1 
where 
Inversion of the linear system yields 
I 
In general (see Appendix A) 
m 
- 
-F 
1 
-1 
Al 
(10-3) 
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I 
But  for an  intercept  problem  the  general  transversality  condition of the  cal- 
culus of variations  implies  that X g  = 0 .  Therefore, 
Utilizing  the  latter  expression  to  simplify  equation (10-3), we have 
m 
1 E  c Am = [allX1 T* XI + allXl  T  (I - Alhl >:,I 
T 
m a  
- 
1 11 A Ti 
AmlE 
= -  
c 1 1  
2a 
= -  
(10-4) 
(10-5) 
(10-6) 
where  it  is  understood  that X X1, etc.,  are  the  impulsive  values.  If  one 
were  to  derive  expressions  for  Am and A l e e ,  the  equations  would  have  the 
same  coefficient  matrix  as  equations (10-3). 
1' 
~ E E  
An  expression  for A can  be  obtained  from  the  transversality  condition 1 
X2 = 0. Thus, 
X2E = o  
and,  from  equations (6-8) , we have 
+ 
10-3 
since [3] = [%]and [3] = [ %] (see Appendix A). 
a h l  aY1 a h 1  aY1 
Employing equations (9-1) , one  obtains 
(-a21X1 - Amlyl - t + AV ( I - A I X 1  )XlE T 1 
Theref ore, we have 
- XIE) 
- [:I..) (10- 7) 
It is noteworthy that equations (10-5) and (10-6) have very simple  forms 
which do not involve any transition matrices. However,  equation (10-7) does 
require evaluation of the transition matrices. 
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I n  a c o n s t a n t  g r a v i t a t i o n a l  f i e l d ,  X 2  = X1 + (t2 - t )i a t  E 1 1  
1 
t,-t, X 2  = 0,  x1 = -  Therefore ,   equa t ions  (10-6)  and  (10-7) i m  
L I  
1 E  
- XIE = 0 when G is  cons t an t .  Th i s  is n o t  s u r p r i s i n g ,  b e c a u s e  
6 i t  has been shown t h a t  t h e  i m p u l s i v e  s o l u t i o n  p r o v i d e s  exact va lu .  
Lagrange  mul t ip l ie rs  in  the  burn-coas t  in te rcept  problem wi th  cons t .  
f i x e d  5. The latter observat ion would seem t o  imply  tha t  , i f  t h e  
problem i s  rough ly  equ iva len t  t o  a cons t an t  G p rob lem,  then  the  l i n  
t i o n s  t o  t h e  i m p u l s i v e  s o l u t i o n  s h o u l d  p r o v i d e  a c c u r a t e  f o r m u l a s .  
The Taylor  series expansions about E = 0 ,  t r u n c a t e d  a f t e r  f irs  
second-order terms, yield the approximate formulas  
- E -  2 Am Aml - E -  1 
2! tl - tl + E  tlE + - tlEE = tl - - 7 
XIE = X -I“ A =i + “ x  1 1 .  1 B 1 E  ’ 1 B 1 E  
Before  cons ider ing  a numerical example, w e  w i l l  b r i e f l y  c o n s i d  
determinat ion  of   the  impulsive  solut ion.   Given y , y and t - t I F y  F I  
conic  through y and y may be easi ly  determined by means of a Lamb 
s o l u t i o n  ( r e f s .  2 and  3).   There are many computer  program  subrouti 
ob ta in ing   such   so lu t ions .  The ou tpu t   da t a  w i l l  o r d i n a r i l y  i n c l u d e  
Then X1 
I F 
= L*l = - Avl 1 
1 .  Ayl , X can  be  computed  from  equation  (10-4) , a 
- - N l / C  
ml = mle 
Consider a burn-coast  intercept  problem in which 
tl = 0 ,  t = 380 sec, m = 16892.0  kg-sec /m 2 F 1 
ylT = (2872.5 km, 5907.8 km, 77.7 km) 
Y1 = (-7.33 km/sec, 3.22  km/sec,  -.47 km/sec) 
- T  
y2T = (0 km, 6556.3 km, 0 km) 
c = 4100 m/sec, B = 22 kg-sec/m 
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p = .388 x 1015 m3/sec. 
The v e h i c l e  (a Sa tu rn  S-IVB) is  i n i t i a l l y  1 0 0  n m i  a b o v e  t h e  e a r t h ’ s  s u r f a c e .  
It  must  in te rcept  a p o i n t  a f e w  miles l o w e r  i n  a l t i t u d e .  
A n  IBM 1130 data  processing system was employed i n  t h e  s o l u t i o n .  The 
r e s u l t s  are as fo l lows:  
- 
t = 86.0 sec 1 TRUE 
- 
t 1 IMP = 76.6  (10.9  percent   error)  
- 
tl COR = 84.0  (2 .3  percent  e r ror )  
(tl = tl - - Am,> 
B 
n = 15,000 kg-secL/m 2 TRUE 
m = 15,207 (1 .4  percent  e r ror )  2 IMP 
n = 15,044 (. 3 p e r c e n t  e r r o r )  2 COR 
T 
‘1 TRUE = (.6618, . 3727 ,  .6506) 
T 
x‘1 IMP = (.6631,  .3557,  .6587) 
ERROR = ( .2  percent ,  4 .6  percent ,  1 .3  pe rcen t )  
T 
ERROR = ( .08  percent ,  .003 percent ,   .003   percent )  
‘1 COR = (.6623,  .3726,  .6503) 
- T  
‘1 TRUE = (-.1725 x -.1198 x -.1596 x 
- T  
‘1 IMP = (-. 1726 x , -. 1149 x , - .1617 x 
ERROR = ( .06  percent ,  4 .3  percent ,  1 .3  pe rcen t )  
’ *  T 
‘1 COR = (-.1726 x - . I198 x l o w 2 ,  -.1596 x 
ERROR = ( .06  percent ,  0.00 pe rcen t ,  0.00 pe rcen t )  
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The s u b s c r i p t  IMP s ign i f i e s  va lues  ob ta ined  f rom the  impu l s ive  so lu t ion .  In  
t h e  case of tl t h i s  means f r o m   t h e   f i r s t - o r d e r  term i n   e q u a t i o n s  (10-8). 
The des igna t ion  COR is f o r  v a l u e s  o b t a i n e d  f r o m  t h e  f i r s t  o r d e r  c o r r e c t i o n s  i n  
t h e  cases of hl and i and  from  the first- and  second-order terms i n  t h e  case 
- 
- 1’ 
of tl. 
A FORTRAN l i s t i n g  o f  s u b r o u t i n e  OPINT (optimum i n t e r c e p t )  i s  g i v e n  i n  
Appendix C a long  wi th  the  l i s t i ngs  o f  sub rou t ines  wh ich  i t  employs,  except  for  
wide ly  ava i lab le  subrout ines  and  LAM which is descr ibed in  Appendix A.  The 
c a l l  s t a t e m e n t  f o r  OPINT is  CALL OPINT(Y1, Y D 1 ,  Y2, T 2 ,  M 1 ,  C ,  GM, B y  T B l C ,  
L1C LDlC)  where 
Y l = y   Y D l = y   Y 2 = y   T 2 = t  1’ 1’ 2 ’  2 - 5 ’  
T B l C  = f L1C = x L D l C  = 1 COR’ 1 COR’ ’1 COR 
The fo l lowing  subrou t ines  are employed  by OPINT o r  i t s  subrou t ines :  
OP IMP 
LAM 
M I N V  
FORC 
WR2 
DY ST 
VMAG 
MPRD 
COFl 
DOTN 
determines optimum impu l s ive  so lu t ion  
d e t e r m i n e s  t r a n s i t i o n  matrices 
o b t a i n s  m a t r i x  i n v e r s e  ( l i s t i n g  n o t  i n c l u d e d )  
ob ta ins  co r rec t ed  va lues  of t 1 y  X l Y  and X 
d a t a  p r i n t  r o u t i n e  
o b t a i n s  Lambert s o l u t i o n  ( l i s t i n g  n o t  i n c l u d e d )  
o b t a i n s  v e c t o r  m a g n i t u d e  ( l i s t i n g  n o t  i n c l u d e d )  
m u l t i p l i e s  matrices ( l i s t i n g  n o t  i n c l u d e d )  
computes a = cam + m AV 
computes dot product of two v e c t o r s  ( l i s t i n g  n o t  i n c l u d e d )  
1 
11 1 1 1  
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Section XI 
EXAMPLE 2: CONSTANT BURN INTERCEPT 
A cons tan t  burn  in te rcept  problem w i l l  now b e  d i s c u s s e d  t o  i l l u s t r a t e  how 
the  impuls ive  theory  may sometimes be extended to problems with no coas t  phases .  
This  problem has  a l ready  been  d iscussed  in  re ference  6.  However, f o r  t h e  s a k e  
of completeness, a d i s c u s s i o n  i s  a l s o  g i v e n  h e r e i n .  
The physical  problem is  t h e  same as t h a t  d i s c u s s e d  i n  S e c t i o n  X w i t h  t h e  
e x c e p t i o n s  t h a t  t h e r e  is  no coas t  phase  and  the  f ina l  t i m e  t is n o t  s p e c i f i e d .  
In  o rde r  t ha t  t he  so lu t ion  can  be  r e l a t ed  to  an  impu l s ive  so lu t ion ,  a boundary 
condition problem is d e f i n e d  f o r  any va lue  of E = 118 s u c h  t h a t ,  when E = 0 ,  
t he  impu l s ive  so lu t ion  is t h e  s o l u t i o n  t o  t h e  problem and, when E = E 
1/BTR,,, one  has  the  so lu t ion  to  the  cons t an t  t h rus t  p rob lem.  In  s o  doing   the  
boundary condition problem is  set  up s u c h  t h a t  t h e r e  w i l l  b e  a t h r u s t  p h a s e  i n  
t h e  t i m e  i n t e r v a l  [t t ] and a c o a s t   p h a s e   i n   t h e   i n t e r v a l  [E  1, t 2 ] .  However, 
t h e  time dura t ion  of  the  l a t t e r  phase  sh r inks  to  ze ro  as E + 
F 
TRUE 
- 
- 
1’ 1 
F i r s t  w e  d e f i n e  a func t ion  
which s ign i f i e s  t he  coas t  t ime ,  where  AT(0) i s  a s p e c i f i e d  number,  approxi- 
mate ly  equal  to  t2(ETRUE) - tl ( i . e . ,  t h e  t i m e  du ra t ion  of t h e  c o n s t a n t  t h r u s t  
t r a j e c t o r y )  . 
In   r e f e rence  6 i t  i s  shown t h a t  i f  AT(0) i s  e x a c t l y   e q u a l   t o  t (E ) - tl 2 TRUE 
and G is c o n s t a n t ,  t h e n  t h e  s i n g l e  i m p u l s e  s o l u t i o n  ( i . e . ,  t h e  E = 0 s o l u t i o n )  
provides   exact   values   of   the   Lagrange  mult ipl iers .   Therefore ,   one  would  expect  
t h e  model t o  p r o v i d e  a n  a c c u r a t e  s o l u t i o n  t o  many problems i n  which the 
g r a v i t a t i o n a l  f i e l d  i s  an   i nve r se   squa re   f i e ld .   A l though ,   t he   cons t an t   bu rn  
in te rcept  problem seems t o  b e  p a r t i c u l a r l y  amenable to  approximat ion  by impul- 
s ive methods,  other  problems - such as the constant burn rendezvous problem - 
are n o t  ( r e f .  6 ) .  
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The  following  boundary  conditions  are  imposed: 
h2(~) = 0 (transversality) 
where  a  is  a  constant  vector. 
The  scaling  condition  implies 
x1 XIE = 0 T 
Furthermore, 
t2€ - t = ATE 
1E 
- 
and 
Y2€ = 0 .  
A s  in  Section X, the  latter  equation  yields 
(11-1) 
(11-2) 
(11-3) 
The  term t  y is new, since t is  not  necessarily  zero  in  the  problem  now 
under  consideration.  But  equation  (11-3)  signifies  that,  at E = 0 ,  
2E 2 2E 
t2E 1E = t + ATE = AtlE + ATE = -Aml + AT . 
- 
E 
Therefore,  equations  (11-2)  and (11-4) can  be  written  as 
l o  l1 T I I 1 L  . 
(11-5) 
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where 
Y' = Y + (Aml - ATE);2 
and y w a s  d e f i n e d  i n  S e c t i o n  X. Equations (11-5)  have t h e  same c o e f f i c i e n t  
ma t r ix  as t h a t  o b t a i n e d  f o r  t h e  b u r n - c o a s t  i n t e r c e p t  p r o b l e m  i n  S e c t i o n  X. A s  
i n  t h e  l a t t e r  s e c t i o n ,  
m 1 
C 
L 
T h e r e f o r e ,  a t  E = 0 
j 1  Y '  
rn 
-1 
I 
' 1 ~  AVl 
= -  
Furthermore,   from  equation (11-3) i t  fo l lows   t ha t  
t 2 € ( 0 )  = tlE + ATE = A t l E  - " AT ( 0 )  
E TRUE 
t2EE (0) = tlEE = A t l E E  = - 2AmlE. 
- 
As i n  S e c t i o n  X, a n  e x p r e s s i o n  f o r  X can  be  obtained from t h e  l a s t  c o n d i t i o n ,  
X g  = 0 ,  of equations  (11-1).  Hence, 
1 E  
X 2 €  = 0 
which  implies   (Sect ion X) t h a t  
11-3 
No numer ica l  s tud ies ,  employing  the  equat ions  of t h i s  s e c t i o n ,  h a v e  been 
conducted. 
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Section XI1 
EXAMPLE 3: BURN-COAST-BURN RENDEZVOUS 
As another  example  consider  a  thrust-coast-thrust  rendezvous  problem in 
which  the  vehicle  moves  from  a  given  point  in  state  space  to a point with 
given  position  and  velocity  components.  The  time tF of  rendezvous  is  also 
specified.  In  this  problem, 
tl = initial  time = t I 
- 
tl = first  engine  cut-off  time 
t2 = reignition  time 
- 
t2 = final  time = t F' 
The boundary  conditions  are  as  follows: 
A1 A1 = 1 (scaling  condition) T 
- 
K1 = 0, K = 0 (switching  conditions) 
y2 = a, y2 = b (rendezvous  conditions) 
2 
- - 
(Furthermore,  since K 
- T 
2 = K1 = 0 ,  A2 (0)A2(0) = 1.) 
The  scaling  condition  implies 
AITAIE = 0 (12-1) 
The first  switching  condition  implies klE = 0 .  Then  from  the  last  of 
equations (9-1) we have  the  trival  condition K = - V,U*, at E = 0 .  The lE 
second  switching  condition  gives  K = 0 .  Then  the 
yields 
2 
I I  
last  of  equations (6-8) 
- - - t i, and X1 XIE = 0 ,  f o r  E = 0 .  Since X = XIE T 
1E 
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we  have 
J T X2 X 2 €  = Am X X - Am U* - Am U* T- 2 2  2 1 1  2 2  
From equat ions  (6-8) i t  f o l l o w s  t h a t  
= Am A X - Am U* - Am U*, 2 2  2 1 1  2 L  
T *  
It fol lows  f rom  equat ions  (9-1)   that  
Rearranging , w e  o b t a i n  
- (AmlU*l + Am2U*2) (12-2) 
The equa t ion  7 = a y i e l d s  a2€ = 0 ,  and  from  equations (9-1) i t  fo l lows  
2 
t h a t  
Y 2 E  22 2 = a A + Am2y2 
From equat ions  (6-8), w e  have 
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Employing  equations (9-1) once  more, we obtain 
11 A + AVIAlg - 1 E  1 m 1 
Therefore, 
-AmlE 5 [%] X1 + AVl 
ml 
(12-3) 
The  equation 7 = b yields a,, = 0, and  from  equations  (9-1)  it  follows 2 
that 
+-  (Am  m - m Am )X + AV2(I-X2X2 ) X2€ - 2 2 E  2 2E 2 
2 2  
C T 
'2' m m 
= -  a (I-X A T ) i, + Am2G*2 
12 2 2 
From  equations (6-8) it  follows  that 
I-. 1 
Hence, 
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I 
cAm 2 C 
+ A m l E  - - X 2  - Am - X 2  = - (al2 + AV Am ) (I-X2X2 )X2 T o  
2E - 2 2  m m  1 2  m2 
where 
B =  
and 
] 13 + AV2(I-X2X2 ) y 
Therefore ,  
- a BX + C [ -  _Am X + AV X + all(I-XIX1 ) i l l  
1 E  1 1 1 E  
C T 
m 11 1 1 
c Am 
+ A y e  r X2 - Am - X2 = - a (I-A X )X m m  22 2 2  2 
C T -  
2E - 
1 2  m2 
Am 
Am - (-CA1 + - C 2 C 
m 1 E  - - 2  1 m2 
= a BX - a C ( E X  X )X1 - a  (I-X X )X2 11 1 11 1 1  22  2 2 
T -  T -  (12-4) 
Writing  equations  (12-1)  through  (12-4)  in  matrix  form, w e  have 
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0 
- F- m [?]A1
1 
C 
Am 
m 1 
0 
0 
0 
C 
- I- X2 
m 2 
l1 
T 
I +  
0 
0 
AVIC + AV2(I-X2X2 
0 
- (AmlU*l + Am2U*2 
T -  allBAl - a C(1-X h )X1 - a22(I-A2X2 ) A 2  T .  11 1 1  - 
The  following  row  operations  will  be  performed: 
-1 
e The third  row will  be  multiplied by 
e Then -C  times  the  third  row ill  be  added  to  the  fourth  row. 
0 Then -X T 2 
Am 
1E 
Am2E 
l1E 
l1E 
The  result  is 
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0 
0 
- I- X1 
C 
m 1 
0 x1 
T 
h2  [-I T ay2 
AVII 
0 
h2  h] T ay2 
0 
r 0 -Xz[z] D + alA:[>]Xl - (AmlU*l -I- Am2U*2) 
= I  
-CD + a BX - a (1-1 X )X2 T *  11 1 22 2 2 
where 
-1 
+ a22X2) = (al 
a Y 1  
X 2  - a 1 
The l a t t e r  development makes use of equat ions (A-3)  i n  Appendix A .  By inspec-  
t i o n ,  the i nve r se  of t he  coe f f i c i en t  ma t r ix  i s  
mlAVl 
C 
Am 2 -
C 
m 
- 
0 1 T  - - X1 
C 
Am 
0 - -  2 T  
c 
0 
0 
m 
- 
2 T  
- c h 2  
0 
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Therefore, multiplying  the  inverse  matrix by the column of.constants, we have 
Am2 T 
- 
Am = - -  A2 T (- CD + allBX1) 
2E c X I D - c  
= - (1-1 X (D - a i 1 T 
Avl 1 1  11 1 
-1 
+ alA:[>]Xl - (AmlU*l + Am2u*2) 
a Y 1  
Substitution of the expressions- for C, B, and D yields 
(12-5) 
- a 1 1 [ 3 1 ]  
In Appendix  A it is shown that 
X2 = [+ + [$]il. 
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Therefore, 
Am2 T 
*l 
Am = -
2 E  - 
Moreover, 
J. 
- - a A Ti ] (12-6) 
a;, 
11 2 2 
(12-7) 
1 1 
J J 
1 T + - ( I - X  2 2  X ) (allBX1 - a 22 i 2 - (Am,X;i, + Am2X2 X 2 ) X 2  T* 
Av2 
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Equations  (12-5)  through (12-8) give  the  first-order  corrections  for  the  burn- 
coast-burn  rendezvous  problem  with  any  gravitational  acceleration G(t,  y). In 
employing  the  latter  equations,  the  coefficients  a  and  a  should be computed 
by  means of the  series  expansions  provided  in  Appendix B. 
11 22 
In  setting  up  a  numerical  example  to  test  equations  (12-5)  through  (12-8), 
a  constant  gravitational  field  (i.e.,  constant  G)  was  chosen.  Then Q = 0, 
X 2  = X = const.,  and X2(0) = X1(0) + AT X1(0), where AT = t2(0) - t,(O). 1 
- 
Therefore, il(0) = z [ X 2 ( 0 )  I - h l ( 0 ) ] .  Furthermore, y2(0) = G1(0) + AT j1(0) 
+ -  AT’ 2 G ,  i 2 ( 0 )  = ;l(0) + ATG, 
In  the  constant G case,  equations  (12-5)  through (12-8) reduce to 
m 
CAT (all 22 1 2 
- 
1 
AmlE + a  X ~ X )  
= - -  
- (all - a22)m2 T 
Am2 E 
- 
c AT (X1 A 2  - 1) - Am le 
(12-9) 
Before  presenting  numerical  results  obtained  from  equations  (12-9), we  will 
consider  the  determination  of  the  impulsive  solution  for  the  rendezvous  problem. 
First,  the  orbit  through  points  y1  and ?*, corresponding  to  a  time  duration t2, 
is  calculated  (letting t = 0). Then  y1  and  y , the  velocities  at  the  terminal, 
points  of  the  orbit,  are  found.  Then  one  determines 
- 
- 
1 2 
12-9 
hl = L*l = - Avl 
1 -  1 Ayl, X2 - L*2 = - - AV2 "2 
-1 
i, = [q f 2  - 
Consider  a  two-dimensional,  burn-coast-burn  rendezvous  problem  in  which 
tl = 0, f ,  = 380  sec,  m = .17 x 10 kg-sec /m 1 
5 2 
G = (4.63 m/sec2, 8.00 m/sec ) T 2 
Y1 = (1800 km, 6300 km) 
y1 = (6.8  kmlsec, - 2.0 km/sec) * T  
y2 = (4131.02 km, 5014.62 km) 
- 
Y2 = (5.28352  km/sec,  -5.05836  km/sec) 
c = 4100 m/sec, B = 22 kg-sec/m 
(The  vehicle  is a Saturn S - I n . )  
An IBM 1130  data  processing  system  was  employed  in  the  solution.  The 
results  are  as  follows: 
- 
tl TRUE = 50.00 sec 
- 
IMP = 46.47 (7.1  percent  error) 
12-10 
- 
tl COR = 49.64 (. 7 p e r c e n t  e r r o r )  
t2 TRUE = 350.00 sec 
t2 IMP = 352.47 (. 7 1  p e r c e n t  e r r o r )  
t2 COR = 350.60 ( .17 percent error) 
m = .15240 x 10  kg-sec /m 
- 5 2 
2 TRUE 
m = .15372 x 10 ( .87   percent   e r ror )  
- 5 
2 IMP 
m = .15261 x l o 5  (. 1 4  p e r c e n t  e r r o r )  - 2 COR 
T 
’1 IMP = (.8414,  .5404) 
ERROR = (5 .2  percent ,  9 .9  percent )  
T 
‘1 COR = ( .7992,  .6060) 
ERROR = ( . 1  p e r c e n t ,  1.0 percen t )  
S T  
‘1 TRUE = (-.002, - . 004 )  
* T  
‘1 IMP = (-.001733,  -.004009) 
ERROR = (13.3  percent ,  . 2  pe rcen t )  
* T  
’1 COR = (-.001979,  -.004065) 
ERROR = (1 .0  percent ,  1 .4  percent )  
A FORTRAN l i s t i n g  o f  program RENDZ is g i v e n  i n  Appendix C .  The program 
determines an impulsive solut ion and a f i r s t - o r d e r  c o r r e c t i o n  f o r  t h e  t h r e e -  
d imens iona l ,  cons tan t  G ,  burn-coast-burn,   f inal   t ime-f ixed,   rendezvous  problem. 
12-11  
I 
The output  data is TBlIM = impulsive  value of El, TBlC = corrected  value - 
of t17  T2IM = impulsive  value of t T2C = corrected  value of tZ7 LlIM = impul- 
sive  approximation to A LDlIM = impulsive  approximation  to A L1C = corrected 
A vector,  LDlC = corrected X vector. 
2’ 
1’ . 1, 
1 1 
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Sect ion XI1 I 
SUMMARY 
A procedure for o b t a i n i n g  f i r s t  a n d  h i g h e r  o r d e r  c o r r e c t i o n s ,  t o  i m p u l s i v e  
s o l u t i o n s  t o  s p a c e  f l i g h t  o p t i m i z a t i o n  p r o b l e m s ,  h a s  b e e n  d e v e l o p e d .  T h e  s t e p s  
t o  b e  t a k e n  i n  d e r i v i n g  f o r m u l a s  f o r  t h e  f i r s t - o r d e r  c o r r e c t i o n s  ( f o r  e x a m p l e )  
Derive t h e  t r a n s v e r s a l i t y  c o n d i t i o n s  f o r  t h e  p r o b l e m  u n d e r  c o n s i d e r a t i o n .  
D i f f e r e n t i a t e  a l l  boundary  condi t ions ,  inc luding  t ransversa l i ty  condi -  
t i o n s ,  w i t h  r e s p e c t  t o  E = 1 / B .  
Express a l l  d e r i v a t i v e s  ( w i t h  r e s p e c t  t o  E )  i n  terms of XIE ,  XI^, KIE, 
employ equa t ions  (6-8) fo r  t he  changes  i n  t h e  d e r i v a t i v e s  o v e r  c o a s t  
arcs and equat ions (9-1) f o r  t h e  c h a n g e s  o v e r  t h r u s t  arcs ( f o r  E = 0 ) .  
The new development i n  Appendix A may be  used  to  ob ta in  c losed  expres -  
s i o n s  f o r  t h e  t r a n s i t i o n  matrices, a p p e a r i n g  i n  e q u a t i o n s  (6-8), f o r  
t h e  case o f  a n  i n v e r s e  s q u a r e  g r a v i t a t i o n a l  f i e l d .  
Write the  r e su l t i ng  sys t ems  o f  equa t ions  in  ma t r ix  fo rm as shown i n  t h e  
example problems of Sections X ,   X I ,  and X I I .  
Reduce the system of  equat ions by means of e lementary row transforma- 
t ions .  
I n v e r t  t h e  r e s u l t i n g  s y s t e m  o f  e q u a t i o n s ,  a n a l y t i c a l l y  i f  p o s s i b l e .  
Ob ta in  the  f i r s t -o rde r  co r rec t ions ;  fo r  example ,  t he  co r rec t ion  to  
h I ( 0 )  i s  s imply ___ 
tlE, t2€’ *- . ,  t N E ,  A m l E y  A r n ~ ~ ,  ..., AmNE, tFE. I n  s o  doing  one  must 
13-1 
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Appendix A 
FORMULAS  FOR  ADJOINT  VARIABLES AND TRANSITION  MATRICES  OVER  COAST ARCS 
Consider a c o a s t  arc o v e r   t h e  time in t e rva l  [ t  t ] and  assume t h a t   t h e  k' k+l 
s ta te  v a r i a b l e s  are known a t  times tk and t and tha t  t he  Lagrange  mul t i -  
p l i e r s  are known a t  time E This  appendix is concerned  with  the  determinat ion 
o f  t h e  L a g r a n g e  m u l t i p l i e r s  a n d  t h e  t r a n s i t i o n  matrices ( i . e . ,  p a r t i a l  d e r i v a -  
tive ma t r i ces )  ove r  t he  coas t  arc. It f i r s t  makes some gene ra l  obse rva t ions  
a p p l i c a b l e  t o  a n y  g r a v i t a t i o n a l  a c c e l e r a t i o n  f u n c t i o n  G ( t ,  y) and then restricts 
t h e  p r o b l e m  t o  a n  i n v e r s e  s q u a r e  g r a v i t a t i o n a l  f i e l d .  Then a concise  system of 
e q u a t i o n s  f o r  t h e  L a g r a n g e  m u l t i p l i e r s  ( a d j o i n t  v a r i a b l e s )  are d e r i v e d  f o r  t h e  
case of  non-parabol ic  motion,  f rom which the t ransi t ion matrices can be obtained 
i n  a s t ra ight forward  manner .  F ina l ly ,  a computer  program - based on the afore-  
mentioned method f o r  o b t a i n i n g  t r a n s i t i o n  matrices - i s  b r i e f l y  d i s c u s s e d ,  and 
a FORTRAN l i s t i n g  of the program is  provided. 
k+l  ' 
k '  
C o n s i d e r  t h e  a d j o i n t  d i f f e r e n t i a l  e q u a t i o n s  of the form 
P = G y P  
where p is a 3 x 1 column v e c t o r  o r  a 3 x 3 ma t r ix .  S ince  equa t ions  (A-1) are 
l i n e a r  a n d  homogeneous i n  p ,  t he re  ex i s t  ma t r i ces  A( t )  and  B( t )  such  tha t  
p ( t )  = A pk + B 'k 
- 
f o r  f c t < tk+l. In other   words p ( t )  a n d   ( t )  are l inear ly   dependent   upon 
t h e  i n i t i a l  v a l u e s .  
k -  - 
Since  equa t ions  (A-1) are  the  equa t ions  of v a r i a t i o n  € o r  t h e  s y s t e m  
y = , G ( t ,  y ) ,  t he  ma t r ix  [R] is a s o l u t i o n  t o  t h e  s y s t e m  (A-1) w i t h  i n i t i a l  
cond i t ions  
A- 1 
Therefore,  from  equations (A-2) it  follows  that 
[%] = A * I  + B O O  = A .  
Moreover, [%] is  a  solution  to  equations (A-1) with  initial  conditions 0 and 
I so that [z] = A - 0  + B * I  = B. 
Since  the  Lagrange  multiplier  vector X is  a  solution  to  equations ( A - l ) ,  
it  follows - from  equations (A-2) and  the  observations  we  have  just  made - that 
It  is  evident  from  equations (A-3) that 
Furthermore, 
A-2 
and  similarly  for [q , [q , [G] 
aYk aY ayk 
The  first  and  higher  order  derivatives  of 
X are  obviously  all  zero.  It  is  also  evident k 
y and y  with  respect  to A and 
that 
k 
a a 
a { [k] 'k + [$]'k} 
and so on, where (i)  indicates  ith  component. 
Now  we  will  turn  from  a  general  gravitational  field  to  the  special  case 
of an  inverse  square  field  to  derive  analytic  expressions  for A and Ak+l in 
terms of X kY Ak,  YkY  YkY  Yk+l9 and Y 
k+l " -  
k+l a 
The  desired  expressions  can  be  obtained  from  the  following  constants of 
integration  for  an  inverse  square  field: 
-* 
L = -y X X + y  x X (ref. 19) 
M = [(y y - -)I + -* .T. T -T * T  - T -  1-I YY ]A + [-(y y)I + 2yy - yy ]X (refs. 6 I Y I  IY I and  20) 
- - 
where L*k, M*k,  and bk signify  the  constants  evaluated  at  time f and % is 
the  Hamiltonian H -  3 (y X) - y X (on a coast  arc)  evaluated  at t 
(The  Hamiltonian  is  also  a  constant.) 
- 
U T  *T- k' 
IY I k' 
A-3 
L e t  S(p) denote  a matrix 
s u c h  t h a t  S ( p ) q  = p x q f o r  any 3 x 1 v e c t o r s  p and q .  We obse rve  tha t  
Then t h e  c o n s t a n t s  of i n t e g r a t i o n  c a n  b e  w r i t t e n  i n  matrix form as :  
( y y - - ) I + -  
- T o  LJ !J T 
3 YY - ( iTy)  I + 2YiT - ;YT 
I Y  I I Y  I 
Y 
*T 2YT 
E*, 
M*k 
b -3H (t-f,) k k  
Before proceeding,  w e  de f ine  the  fo l lowing  func t ions :  
L = y  x (angular  momentum) 
A 
(NOTE: L ,  M y  and E are a l so   cons t an t   ove r  a c o a s t  a r c )  
Now w e  w i l l  p remul t ip ly  both  members of  the  mat r ix  equat ion  ( A - 4 )  by t h e  
fol lowing sequence of 7 x 7 row ope ra t ion  matrices: 
I 0 0 
2E 1 I - -  0 
ILI 
0 0 1 
I 0 0 
-S <;> I 0 
0 0 1 
A-4 
The 
r 
I 
0 
- 
I 0 0 
r 1  0 0 
I 0 1: u M y T  1 
0 
0 
I " 1 
0 2E l-5 1 ;1 
resul t ing  reduced  mat r ix  equat ion  
(assuming E # 0 ;  i . e . ,  a non- 
p a r a b o l i c  o r b i t )  
is 
If w e  m u l t i p l y  t h e  c o e f f i c i e n t  m a t r i x ,  o f  t h e  s y s t e m  (A-5) of mat r ix  equa t ions ,  
by t h e  m a t r i x  
o n  t h e  l e f t h a n d  s i d e ,  w e  o b t a i n  a n  i d e n t i t y  matrix. The re fo re ,  t he  vec to r  
( X ,  i )T is equa l  t o  the  p roduc t  of t h e  m a t r i x  (A-6) and  the  column of cons tan t s  
of equat ion  (A-5). Thus, 
A- 5 
m x = ; x i *  - M * k - i j y + Z ;  k 
(A-7) 
l Y l  A = - y E A k  - y x (; x X) - zy  2. 
Equations (A-7) may be  used  to  compute  A and X a t  any time dur ing  a coas t ing  
phase ,  g iven  the  cor responding  va lues  of  the  s ta te ,  t h e  t i m e  t , M*k, x, 
bk , and Ek. - - 
From equa t ions  (A-3) i t  is e v i d e n t   t h a t   i f   o n e  sets X = I and i = 0 i n  k k 
equat ions  (A-7) (cons ider ing  X and i as 3 x 3 mat r i ces )  , one w i l l  o b t a i n   t h e  
s ta te  t r a n s i t i o n  matrices: 
k k 
Moreover, i f  one sets X = 0 and X k  = I ,  one w i l l  ob t a in  k [$Iz X, [$]E i . 
The mathemat ica l  express ions  for  the  l a t t e r  matrices w i l l  n o t  b e  w r i t t e n  out 
i n   t h i s   r e p o r t   e x c e p t   f o r  % as an  example.  Thus, w e  write t h e  f i r s t  o f  [ "k] 
t he   equa t ions  (A-7) as fo l lows:  
A- 6 
- 
S e t t i n g  x = 0 and Xk = I, w e  o b t a i n  k 
A FORTRAN subrou t ine ,  based  upon  the  t echn iques  ju s t  p re sen ted ,  has  been  
d e v e l o p e d  f o r  o b t a i n i n g  t h e  f i r s t  o r d e r  t r a n s i t i o n  matrices. The c a l l  s ta tement  
f o r  t h e  s u b r o u t i n e  i s  CALL LAM(X0, XDO, X, XD, AALO, AALDO, GM, DT, IOPT, AAL, 
AALD, PXX, PLX) where X0 = vky XDO = 7 X = y, XD = ;, AALO = 1 AALDO = xk, k 
GM = p ,  DT = t-t IOPT = c o n t r o l   c o n s t . ,  AAL = X, AALD = X, 
- k' 
k y  
A- 7 
I- 1 
Pxx = [:I [k] 
[k] [ - q  , PLX = 
L -I 
If the  matrices  PXX and PLX are  desired, they must be set equal to the 6 x 6 
identity matrix  before calling LAM. There  are  three  options  available: 
IOPT = 1 + only AAL and AALD are computed 
IOPT = 2 -+ PXX is also computed 
IOPT = 3 -+ PLX is also computed. 
A listing of  LAM follows. 
A- 8 
SUBROUTINE L A M ( X O , X D O * X * X D , A A L O I A A L D O ,  * 
"" CM,DT,IOPT, * A A L  9AALD e P X X  9PLX 1 
* 
"" , A L S P ( 3 ) , A M S P ( 3 )  
D I M E N S I O N   S L ( 3 ) r S L D ( 3 )  
RO=SQRT ( R 2 0  1 
CMR=CM/R 
"" 
A-9 
A-10 
" 1 3 5 0  ... __ p L X ( I + 3 r J ) = S L D ( I l  
1809 C O N T I N U E  
" 
SUBROUTINE ~ S ( X D r A L S ( H ( X r A l r A L r A 2 r A ~ S ) " "  
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Appendix B 
FUNCTIONAL DEVELOPMENT 
In this  appendix we will  develop  functions  appearing  in  the  first-  and/or 
second-order  corrections. 
Development  of  G* 
In an inverse  square  gravitational  field, 
where 1-1 is  the  Gaussian  gravitational  constant.  Since  y  is  continuous  over  an 
impulse,  in  general 
- 
G*k + GJtk 
as E -+ 0 .  
Development of G*t 
In  an  inverse  square  gravitational  field 
T.  
G*t = - - !-I ;+3ll%y 3 IY I 
IY I 
=-(-y+ 1-I - 3yT; y) 
IY I 3 IY I 2 
In  general  as E + 0, 
Development of G* 
In  an  inverse  square  gravitational  field, 
B-1 
where I is the identity matrix. In general, since y is continuous  over an 
impulse , 
as E -+ 0 .  
Development of G*, E 
In an  inverse  square field , 
rn 
In general as E -+ 0 ,  
-+ G*kE - ( A ~ C  + t A V k )  GXykL'kk - Ax G*tk - 
Development of L* 
Since L* = X and X is continuous over an impulse, Ix( 
+ L* k 
as E + 0. 
B-2 
Development of L*, 
Since L* (I - L*L* )X and X and i are continuous T o  
over  an impulse, 
- 
L*tk + L* tk 
as E + 0. 
Development of L* 
tt 
Since 
and since Q, A ,  and X are continuous over an impulse, 
‘*ttk + L*ttk 
as E + 0. 
Dbvelopment of L* x 
Since 
we have 
L*A = TXT (I - - 
1 1 
As E + 0, 
-+ L* Xk 
“ Development of L* kc 
B-3 
As E -+ 0, 
- 
'*ke - L*Xk XkE -f L* (X - Atik) Xk ke - 
- 
-+ - AtL*XkXk = L*kE - A t  Lntk 
Development of L*kEE 
- (I - L*k L* T )X + - 1 [4(L*TkXkE)XkE - (X T ksxk )Lnk 
L*kEE - k k E E  2 I Akl 
Development of L*LkE 
L 
As E -f 0 ,  
a - r  - 
'*tkE aE = - (L*xkhk) = L*xkEXk + L*xkXkE 
>x + i;*XkT;ks 
- 
= (X E* 
ks  XXk k 
B-4 
and the superscript p indicates pth component. 
Development of (i L*XX) 
- X T i  - -  (-I + - 3 , X X ) "  T ( X i T  + i X T )  
I h l  I h l  1 h 1 ~  
Development of Q* 
Q* = G* X 
Y 
In an inverse square  gravitational field, 
Since y and A are  continuous  over an impulse, in general 
as E + 0. 
Development of Q*. 
In an  inverse  square field, 
L 
Development of Q* 
I n  a n  i n v e r s e  
Q*y = ly15 3l.l 
I n  g e n e r a l ,  as E -+ 
s q u a r e  f i e l d ,  
[ hyT + yhT - - yyT + ( Y T A ) I l  5 TA 
I Y I  
2 
Development  of Q* E 
I n  a n  i n v e r s e  s q u a r e  f i e l d  
r m 
I n  g e n e r a l ,  as E -+ 0 ,  
Development of U* 
u* = h T i  
As E + 0 ,  
B-6 
Development of u* 
u*t = l-q 1 ~ 1 ~  
(iTi + X Q*) - - T ( h T i l 2  
As E -+ 0 ,  
u*tk -+ u* - tk' 
Development of U* t t  
1 * T  T U*tt = - (31 Q* + h Q*t) + 
1 x 1  
-f u* 1 T  ttk + X k Q*yk "k 
Development of U* keE 
B- 7 
1: 
Development of U* 
t kE 
Therefore ,  as E -+ 0 ,  
-+ U* tkE - ( ~ A v ~  + ~ A ~ ) L * ~ ~ Q * ~ ~ L * ~  - A "k I,* Tk Qktk 
kQ*k + Ukk U* ) 
t k  
The func t ions  
A 
= A V k q  + c A? 
A 
alk 
a = AV,< + CA% 2k 
B-8 
I 
are  of  f requent  occurrence.  Furthermore,  care  must b e  exercised i n  their cal- 
cu la t ion  because  they  are t h e  d i f f e r e n c e s  o f  n e a r l y  e q u a l  terms. Expansion of 
alk g ives :  
- AVk/ c 
a l k  = AVk% + c%(e -1) 
= AVk% + c% 
r 
The l a t t e r  series expansion should b e  employed f o r  t h e  c a l c u l a t i o n  of a,,-.  
IK 
Expansion  of a y i e l d s :  2k 
a2k = ( c  + AVk)mk - c% 
- 
-AVk/c 
= ( c  + AVk)%e -cmk 
m 
= % ( c  + AVk) 1 [ n=O n! 
n m 
= %  n= 1 n=O 
m n (~Yl,)nil 
= c t  1 ( - l )n  - - (n-tl) ! n= 1 
B-9 
Appendix C 
PROGRAM LISTINGS 
The FORTRAN listings of the burn-coast intercept  subroutine and some of 
its  subroutines  follow.  These  listings  are  followed by a  listing of the 
program  for  the  constant G, burn-coast-burn  rendezvous  problem. 
I O P T = 3  
00 1 0 5  1-196  
~ ..... ___- 
" DO . 1 0 5  J m l t h  . I I.o-J ) o - ~  * 0 2. ....................... " - . . . . . . . . . . . . . . . .  - .- - . 
RETURY 
END 
." "" .~ . ". ." """ .. . . . . . . . .  -. . .  ." . . . . . . . . . . . . .  
c-1 
I O P T - 2  
00 55 I=1,6 
DO 55 J=lr6 
IFII-J) 42r43r42 
.- ~ ". .. " - 
c-2 
.. QETUPY "" . . ... .  "" " ........ ". . . . . . . . .  
FND 
c-3 
END 
c-4 
A listing of the burn-coast-burn constant G, rendezvous  program follows. 
c-5 
!3Z=B+B 
T B l I M = - D M l / B  
T B l C = T 3 1 I M - - D M l E / H 2  
TZIM=TBAR2+C)MZ/B""-" 
___ ""  "  ___ 
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