Abstract-To overcome the problems of the classical algorithms for solving nonlinear equations, such as high sensitivity to the initial guess of the solution, poor convergence reliability and can't get all solutions, etc. A hybrid artificial fish swarm algorithm based on mutation operator (HAFSA) is proposed, which combined the advantages of artificial fish school algorithm (AFSA) and the Hooke-Jeeves method. The HAFSA sufficiently exerted the advantages of AFSA such as group search and global convergence, can efficiently overcome the problem of high sensitivity to initial guess, and it also had a high convergence rate and solution precision just because it used the Hooke-Jeeves method which has high local convergence for local search. Besides, mutation operator is embedded to avoid the common defect of premature convergence of the hybrid algorithm. The experimental results show that the proposed hybrid algorithm outperforms the classical numerical methods and the standard artificial fish swarm algorithm significantly in terms of effectiveness and efficiency.
INTRODUCTION
Solving nonlinear equations is often required by various areas of scientific account, such as numerical weather forecast, track design, oil exploration, etc. So far there have existed many reports on solving nonlinear equations. Most of them, however, adopted a conventional numerical method, such as Newton method and its improved form [1] . But the convergence of these methods is high sensitive to the initial guess of the solution for solving nonlinear equations. In other words, it is easily failed to solve nonlinear equations when the initial guess of the solution is ill-suited. However, finding a suited initial guess of the solution is a very difficult problem. So finding a method which does not depend on the initial guess of the solution for solving nonlinear equations is very necessarily [2] , [3] .
Artificial fish school algorithm (AFSA) [4] , [5] is a novel method to search global optimum. It has been used successfully in many fields [6] , [7] , [8] . It has a good ability of global convergence and is not sensitivity to the initial guess of the solution. Moreover, it is a simple and easy algorithm. Along with the far going applications of AFSA, the shortcoming of the algorithm is found. Although AFSA has a good ability of global convergence, its local convergence rate is lower. On the other hand, as a classical algorithm, the Hooke-Jeeves method [9] has a high local convergence rate, but its global convergence ability is bad and the method is sensitivity to the initial guess of the solution. Analyzing the strongpoint and the shortcoming of both algorithms, we can imagine that if we combine both algorithms in a best way, sufficiently exert the advantages of them, well then the hybrid algorithm will have a high local and global convergence rate and is not sensitivity to the initial guess of the solution. Based on this idea, this paper proposes a hybrid artificial fish school algorithm (HAFSA) which uses the Hooke-Jeeves method as local search behavior of AFSA. However, the hybrid algorithm can improve the local convergence rate, but it will increase the possibility of premature convergence at the same time. So mutation operator is embedded to reduce the possibility. The experimental results show that the proposed hybrid algorithm is superior to classical numerical methods and the standard artificial fish school algorithm in quality and efficiency.
II. PROBLEM PRESENTATION
In this paper, we consider the form of nonlinear equations as following (Assuming nonlinear equations contain n variables 1 2 ( , , ) n X x x x = and n equations):
Popularly, the nonlinear equations (1) can be transformed the form of optimization problem as following:
In the hybrid algorithm of this paper, the fitness function of U.S. Government work not protected by U.S. copyrightartificial fish is defined as following:
From the equation 3, we can know that if ( ) F X more approaches 1, the precision of optimum solution is higher. So we define a number approximate 1 as the condition of the end of our algorithm.
III. HYBRID ALGORITHM

A. Artificial fish school algorithm 1) Algorithm principle
In the process of studying animal's evolvement, people find that animals don't like people who have advanced intelligence, such as complicated logic inferring ability and comprehensive judgments, and their purposes are reached or shown by the simple behavior of individual or colony. AFSA is an optimizing method based on autonomous animate approach, and it is a new thread which searches in the space for global optimum by simulating preying and living movements of fish school. AFSA use the bottom-up development process, that is, first we construct the model of artificial fish (AF), and the individual chooses the fit behavior from the three typical behaviors by itself. In the end, the global optimum is shown by colony or some individual. The algorithm principle [5] , [10] 
2) Defining symbols
Artificial fish school algorithm (AFSA) is a random search algorithm based on simulating fish swarm behaviors which contain food seeking behavior, swarming behavior and following behavior. It constructs the behaviors of every artificial fish firstly, and then makes the global optimum come true finally based on fish individuals' local searching behaviors. Firstly, we introduce some definitions about AFSA [5] , [6] . Step represents the maximum step of the artificial fish moving; δ represents the density coefficient and try-number stands for the maximum attempt times of the artificial fish moving in its food seeking behavior. The typical behavior of artificial fish is expressed as followings:
3) Algorithm principle ( ) ( )
3.1) Behavior of food searching
Step 
3.2) Behavior of swarming
( ) ( ) / () c i inext i c i c i X X X X Random step Y nf Y X X AF prey δ − ⎧ = + > ⎪ − ⎨ ⎪ − ⎩ ， i f el se (5)
3.3) Behavior of following
In the process of the artificial fish swimming, when one fish discovers more food, the other one will move towards the direction. Assume i X is the artificial fish state at present, (6) According to the character of the problem, the artificial fish will select an appropriate behavior to carry out. For example, every artificial fish simulates behaviors of swarming and following, then selects the better one to carry out actually.
B. Hooke-Jeeves method
As a classical numerical method, Hooke-Jeeves method (HJ) [9] was proposed by Hooke and Jeeves in 1961. HJ is a direct search method and it contains two moving behaviors. The first one is exploration moving behavior and finding advantageous moving direction is its intention. The other one is called pattern moving behavior and speedup along with the advantageous moving direction is its function. HJ has a high convergence rate because of using both behaviors but it is sensitivity to the initial guess of the solution. Furthermore, it commonly just gets local convergence not global as a classical numerical method.
C. Mutation operator
Because of using HJ as local search operator, the hybrid algorithm the paper proposed improves the local convergence rate, but it will increase the possibility of premature convergence at the same time. To overcome this deficiency, mutation operator is embedded to increase the variety of the group. The hybrid algorithm can avoid the common defect of premature convergence in a certain extent through using mutation operator. The behavior of mutation operator can be expressed by the following:
Create a random number 1 
D. Process of the hybrid algorithm
AFSA has a good ability of global convergence, but its local convergence rate is lower. Moreover, the final result AFSA finds commonly just is satisfying area of solution, isn't the accurate. On the other hand, as a classical numerical method, Hooke-Jeeves method has a high local convergence rate, but its global convergence ability is bad and the method is sensitivity to the initial guess of the solution. If we can structure the hybrid algorithm which contains AFSA and Hooke-Jeeves method rationally, the hybrid algorithm will be a perfect global optimum algorithm. The paper gives the process of the algorithm by the following steps:
Step 1: Initialize some variables, N-number of fishes;
Visual -the field of vision of the fish;
Step -the maximum step of the fish moving; δ -the density coefficient; trynumber; 1 P -group mutation probability; 2 P -individual mutation probability; k -conditional number for executing mutation operator; t k -number of iteration of Hooke-Jeeves method; randomly generate the given number of artificial fishes.
Step 2: Compare the food concentration of every fish, record down the best one which are signed by max Y and max X .
Step 3: The fishes start optimization process by its several behaviors.
Step 4 Step 6: Execute the mutation operator when satisfy the condition of mutation, otherwise go to Step 8.
Step 7: After executing the mutation operator, compare the food concentration of every fish with the best status of the fishes which has been recorded down. If the new is better than the old, then use the new updating the old.
Step 8: If the best status of the fishes which has been recorded down meets the condition of the end, then output the optimization result and end the algorithm. Otherwise go to
Step 3.
IV. NUMERICAL EXPERIMENTS
In order to evaluate the effectiveness and efficiency of the hybrid the proposed algorithm (HAFSA) for solving nonlinear equations, numerical experiments have been carried out on a number of problems. HAFSA is compared with the result of [10] which contains classical numerical methods and the standard artificial fish swarm algorithm (SAFSA). Parameters of HAFSA are defined as following: N=100, Visual =2.5,
Step =0.3, δ =0.618, try-number=6, 1 P =0.8, 2 P =0.001, k =6, t k =60. As HAFSA has stochastic performance, 10
computations are simulated with the same as [10] , in order to compare the different optimization approaches for solving nonlinear equations. The statistic performance comparisons of the several algorithms are shown in following three tables. 
Result produced by the classical method from [10] and by the HAFSA to solve equations 7 to the given preciseness ( F =0.99999999999999). (See Table.1) From Table 1 , we see that HAFSA performs consistently better than the results of [10] . It could find more accurate solution within the given less error. The corresponding error curve for HAFSA is shown in Figure1, which shows that HAFSA has fast convergence speed. 
Result produced by the classical method from [10] and by the HAFSA to solve equations 8 to the given preciseness ( F =0.99999999999999). (See Table 2 )
From Table 2 , we see that HAFSA not only performs better than the classical methods and AFSA, further more, it gets other solution which the classical methods can not find. Although AFSA also get the other solution, the convergence rate of HAFSA is better than the AFSA. From Figure 2 and Figure 3 , we get the information that the convergence rate of HAFSA is very fast. 
Result produced by the classical method from [10] and by the HAFSA to solve equations 9 to the given preciseness ( F =0.999999999999). (See Table 3 )
From Table 3 , we see that HAFSA is a good method for solving transcendental equation. It not only has a high convergence rate, but also gets more accurate solution. From Figure 4 and Figure 5 , we can conclude that the HAFSA convergence rate and stability is good. V. CONCLUSIONS In this paper, nonlinear equations solving by a new algorithm, HAFSA, is proposed. HAFSA is a hybrid of HJ and AFSA based on mutation operator, it has the advantages of the two at the same time. With the above performance, HAFSA is good algorithm to solving nonlinear equations. It has solved the problem of the classical algorithms for solving nonlinear equations and has increased convergence rate. The results of numerical experiments demonstrate that the HAFSA performs much better than the classical algorithm and AFSA for solving nonlinear equations. It is more efficient and robust and is also very simple and easy to implement. 
