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5Abstract
The analysis of statistical downscaling methods has become an active area of hy-
drological research in recent years because of the potential to investigate climate
change impacts at the hydrological scale. In particular the applicability of downscal-
ing methods to remote and often data sparse regions provides a significant challenge
to hydrology, not least because such remote regions are often perceived to be vul-
nerable to the impacts of climate change. The research has considered the potential
of using remote sensing, reanalysis and other rainfall and climate data products to
overcome some of the issues of data scarcity and quality before evaluating the climate
teleconnections within the tropical Andes of South America. The main conclusions of
the research are that remote sensing products may provide a useful addition to rain-
fall runoff modelling studies, but are not applicable to downscaling studies because
of their short duration. The TRMM 3B42 product was found to provide a better
representation of river runoff than the PERSIANN product when routed through a
calibrated hydrological model, suggesting that this product in particular may be use-
ful in sparsely gauge regions. The main conclusions of the statistical downscaling
were that the GlimClim downscaling model may be applied to a remote region, but
that some of the model assumptions mean that it is often difficult to achieve a good
model fit. Additional conclusions relate to the propogation of uncertainty through
the modelling chain with respect to the simulation of the future A1B climate sce-
nario. 10 GCMs were used to evaluate the climate uncertainty, with the envelope
of simulations showing an increase for future time slices (2020’s, 2050’s and 2080’s)
compared with the current 20C3M emissions scenario. However, all GCMs showed
that there is a projected decrease in rainfall and runoff.
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Chapter 1
Introduction
1.1 Statement of the Problem
The issue of climate change has increasingly come to public attention in recent years,
with future climate projections indicating changes to the frequency and magnitude
of rainfall events around the world (Hunt, 2002). Although it is difficult to prove
whether any of the recent flood and drought events can be linked directly to climate
change (Allen, 2003; Spyros Makridakis and Nassim Taleb, 2009), projections of fu-
ture climate change do indicate that the hydrological cycle is likely to change in the
future. Despite the fact that observational evidence of climate change impacts on lo-
calised rainfall patterns has not been detected conclusively to date (Allen and Ingram,
2002), the assumption of stationarity in hydrology is nevertheless increasingly being
questioned, and so it is necessary to have a flexible approach to hydrological risk
estimation that is able to account for this (Milly et al., 2008). However, an assump-
tion of non-stationarity in the hydrological cycle may have profound impacts on the
management of water resources in the future, because the links between climate and
rainfall will increasingly need to be considered.
In view of projections of a changing climate then, downscaling has emerged as the
main tool by which the impacts of climate change may be evaluated at the hydro-
logical scale (Xu, 1999b). The application of downscaling models to water resources
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therefore offers a more comprehensive approach to risk assessment in comparison with
previous approaches that have been based on the use of historic observational data.
Therefore the challenge to researchers is to understand the limitations and uncer-
tainties of downscaling, and to test whether the results of hydrological analyses are
comparable with existing methodologies (Fowler et al., 2007b).
There are two main approaches to downscaling. The first is known as dynamical
downscaling and the second is known as statistical downscaling. While dynamical
approaches use physically based models and are predominantly undertaken from a
meteorological perspective, it is statistical downscaling that has been widely taken
on by the hydrological community (Prudhomme et al., 2002). Statistical downscaling
uses statistical rather than physical relations between the climate and local scale to fit
models, using weather and rain gauge data to form a deterministic component of the
model (Wilby and Wigley, 1997). A stochastic model component is then frequently
used so that multiple realisations of synthetic rainfall time series can be generated.
Advantages of statistical downscaling are that it is relatively straightforward from
a computational point of view, and it can be easily applied to different geographic
locations. This computational ease of statistical downscaling therefore makes the
evaluation of uncertainty more straightforward to implement, because simulations
can be made using multiple downscaling models and GCMs in order to consider dif-
ferent aspects of downscaling uncertainty (Koutsoyiannis et al., 2007).
The application of downscaling for the estimation of hydrological risk therefore
represents a major research interest, particularly in the development of models and
the analysis of uncertainty. In view of this, there have been numerous studies that
have sought to apply downscaling models to a particular geographic region and to
investigate the potential of using the approach to understand the changing hydrologi-
cal risks that may result from a change in the climate. However while much work has
been undertaken in Europe and North America (Haylock et al., 2006, e.g.), relatively
few studies have been applied to less well gauged regions of the world such as South
America (Lavado et al., 2011, e.g.). In such remote regions, the development of new
23
methodologies to risk assessment is a somewhat pioneering approach, where issues
of data quality, spatial heterogeneity in rainfall and the large size of most basins
complicates the downscaling challenge somewhat. Despite this though, it is in such
remote regions that the effects of climate change may be felt first and so it is vital
that downscaling studies are undertaken in such areas, despite the additional scien-
tific challenges (Bebbington and Williams, 2008).
1.2 Project Background
Downscaling studies are usually undertaken in order to evaluate climate links with
rainfall processes at the hydrological scale and to make projections of local scale rain-
fall for different climate scenarios. Hydrological models are then used to translate
the rainfall series into runoff projections in order to gain an insight into the expected
changes to the hydrological cycle. However most of the downscaling studies to date
have been undertaken in the temperate regions of Europe and North America so there
is an urgent need to evaluate the performance of the downscaling methodology for
different regions of the world. Therefore to provide further insight into the potential
of using downscaling as a way to estimate the changing hydrological risks in remote
and little studied regions, this project aims to consider some of the benefits and lim-
itations of using downscaling within hydrology in a remote region.
To overcome some of the problems of downscaling in a remote and data sparse
region this project aims to consider the possibilities of utilising rainfall and climate
data such as remote sensing and reanalysis rainfall and climate products that are
more readily available than ground based observations. The approach will evaluate
the quality of such data products before analysing climate teleconnections for two
case studies in order to gain a fuller picture of the data and climatology of the area.
The GlimClim statistical downscaling model will then be used to relate the climate
covariates with the rainfall data so that realisations of synthetic rainfall can be gener-
ated. However because GlimClim was predominantly developed within the UK then
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the model assumptions will be considered during the model fitting, to test the appli-
cability of the model to more remote regions of the world.
1.3 Research Hypothesis
The hypothesis of this research is that statistical downscaling techniques developed
predominantly for temperate regions can be applied to a remote, data sparse and
tropical mountainous region. The testing of this hypothesis requires the evaluation of
the available hydrological and climatological data sets, including teleconnection data
and reanalysis and Global Climate Model (GCM) outputs. It also requires an under-
standing of the limitations and assumptions behind the models used for statistical
downscaling, in the context of both the climate processes and the available data. This
research therefore seeks to evaluate the potential of the downscaling approach as a
whole, in order to provide insights to the strengths and limitations of the approach.
The research hypothesis will be tested using the GlimClim statistical downscaling
model that was developed at University College London in the UK as part of the
DEFRA funded collaborative research with Imperial College London, and which uses
Generalised Linear Models to simulate stochastic multi-site rainfall sequences. The
performance of the model in such a remote region is an interesting aspect of the study,
and will be used to evaluate climate teleconnections with the region and to simulate
current and future climate projections of daily rainfall. Model uncertainties will be
assessed using 10 GCMs, and a conceptual rainfall runoff model will be implemented
to evaluate the cascade of uncertainty to flow projections. Finally, the potential for
using remote sensing data in hydrological prediction will be evaluated using a con-
ceptual rainfall runoff model.
The approach of the research therefore involves three main stages, which include
an analysis of the available data, the implementation of the downscaling and hydro-
logical models and the projections of stochastic rainfall and runoff time series for
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current and future emissions scenarios. An overview of the approach of the research
is given below, along with a schematisation of the approach in Fig. 1.1.
• Data Analysis
Evaluation of rainfall products and GCM 20C3M emissions scenario data
Identification of teleconnections and climate processes
• Model Implementation
Fitting of GlimClim downscaling model
Calibration of lumped conceptual hydrological model
• Model Projections
Evaluation of GCMs for the A1B emissions scenario
Simulation of rainfall for the 20C3M and A1B emissions scenarios
Simulation of runoff for the 20C3M and A1B emissions scenarios
1.4 Application to the Tropical Andes
In order to evaluate the potential for downscaling in a remote region, the tropical
Andes has been selected as a case study region, with two examples from Ecuador and
Peru considered here. The first case study is the Paute basin, which is situated in
the Ecuadorian Andes, while the second is the Vilcanota basin, which is situated in
the Peruvian Andes as shown in Fig. 1.2. Both basins form separate tributaries of
the Amazon basin, with the Paute covering around 5145 km2 in area at the Amaluza
hydroelectric dam and the Vilcanota covering around 11000 km2 in area at the flow
gauging station at Machu Picchu Pueblo.
The Paute basin (34 rain gauges and 17 flow gauges) has a more dense rain gauge
and flow gauge network than the Vilcanota basin (11 rain gauges and 1 flow gauge),
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Figure 1.1: Schematic of the modelling approach, showing calibration data (purple),
models (pink), model outputs (yellow) and climate scenarios (green).
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although the data from the Vilcanota basin is more complete and has therefore been
used for the main modelling study. From a hydrological perspective, the Paute basin
is dominated at its outflow by the large Amaluza dam that was built to provide a
secure supply of hydro-electricity to Ecuador. The Vilcanota basin meanwhile has a
more natural flow regime at its most downstream gauge, but has experienced some
recent extreme hydrological events such as the flooding in January 2010 of Machu
Picchu Pueblo, near to the UNESCO World Heritage Centre of Machu Picchu.
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Figure 1.2: Location of the Paute basin in Ecuador (red) and the Vilcanota basin in
Peru (green).
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1.5 Aims and Objectives
The aims of the research are to evaluate the potential for using statistical downscaling
in a data sparse and tropical mountainous region, in order to assess the projected
changes to the hydrological cycle that may occur as a result of climate change. In
particular, the research aims to consider some of the main barriers to the successful
implementation of downscaling studies in remote regions, including issues of data
quality, climate teleconnections and the applicability of downscaling assumptions.
Finally, a further aim of the research is to highlight the potential of using a continuous
simulation approach for the estimation of hydrological risk and to assess the potential
for developing such an approach in a data sparse region. The main objectives of the
research are listed below, in order to indicate the main modelling steps that are
necessary to achieve the research aims.
1. Identify relevant data sets and climate processes to include in the downscaling
model
(a) Evaluate daily and monthly rainfall amounts for the Paute basin from
two rainfall products by making a comparison with rainfall data from rain
gauges
(b) Assess the spatial performance of 10 GCMs for the 20C3M emissions sce-
nario by comparing correlations of the grid point means and S-mode eigen
vectors with NCEP R1 reanalysis data
(c) Evaluate the temporal variation of the climate covariates in relation to rain-
fall through an Analysis of Variance and in relation to other teleconnections
indices by comparing correlations with S-mode principal components
2. Implement the GlimClim statistical downscaling model for the Vilcanota basin
(a) Fit a baseline model using seasonality, autocorrelation, regional effects and
interactions terms
(b) Fit a final model by including the climate covariates from step 1 and as-
sessing the significance of the covariates
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(c) Evaluate the performance of the downscaling model for the historical pe-
riod by comparing (imputed) observations with model simulations
3. Calibrate the PDM soil moisture accounting model with two linear stores for
the Vilcanota basin
(a) Use Monte Carlo simulations to optimise model parameters and evaluate
the cutoff value of the NSE objective function needed to achieve a 90%
coverage of observed flows using a GLUE approach
(b) Investigate the sensitivity of the model performance to the rain gauge
network by using a boot strap approach to randomly sample different rain
gauge networks from the available data
(c) Calibrate hydrological models using remote sensing rainfall products PER-
SIANN and TRMM3B42 in order to investigate the potential of using the
data sets for hydrological modelling
(d) Evaluate performance of model with downscaled inputs
4. Investigate the projections of rainfall and runoff using data from 10 GCMs
(a) Calculate projected changes in rainfall using the outputs from 10 GCMs
for the A1B emissions scenario
(b) Force the fitted downscaling and hydrological models with current pro-
jections of climate change using outputs from 10 GCMs for the 20C3M
emissions scenario in order to evaluate model simulations compared with
NCEP R1 forced simulations
(c) Force the fitted downscaling and hydrological models with current projec-
tions of climate change using outputs from 10 GCMs for the A1B emissions
scenario
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1.6 Contributions of the Research
The main contributions of the research to the existing scientific knowledge include
how the GlimClim statistical downscaling model performs in a remote and mountain-
ous region, and how well the assumptions of the model are applicable to the case study
data. The application of a lumped conceptual hydrological model will also facilitate
the evaluation of whether a parsimonious approach to hydrological modelling is suit-
able for such a large basin, while the assessment of the performance of two satellite
remote sensing products within a hydrological model will improve the understanding
of how the products may best be used in a water resources context.
The research will also contribute to knowledge of the uncertainties of making cli-
mate change projections within the tropical Andes. The study will provide a useful
analysis of some of the projected climate change impacts for the Peruvian Andes,
which may act as a precursor to additional downscaling studies in the area. The
consideration of taking a non-stationary approach to hydrological risk estimation in
such a region will also provide a useful indication as to the scope for the development
of more comprehensive water resources evaluation studies in this challenging region.
Additionally, the evaluation of rainfall products for the Ecuadorian Andes, includ-
ing an assessment of 10 GCMs for the South American region also provides a useful
contribution to the potential of using remote sensing products in hydrology and will
give an insight into the quality of observation and simulation data sets of rainfall and
climate. Finally, the research will contribute to the understanding of the relevant
climate processes in the Peruvian Andes and provide an analysis of the main climate
covariates with respect to both rainfall and teleconnections indices such as the El
Nin˜o Southern Oscillation and the Pacific Decadal Oscillation.
31
1.7 Structure of the Remainder of the Thesis
The remainder of the thesis is structured as follows. The background of the statistical
downscaling approach, along with the details of the models that have been used in
the research, is provided in chapter 2. The case studies within the tropical Andes are
then presented in chapter 3, along with a review of some of the known climate pro-
cesses that are relevant to the tropical Andes. Details of the available observational
and model data are then given, including reanalysis and remote sensing products and
GCM model outputs.
An analysis of the available data sets is then given in chapter 4, along with an
assessment of the relevant teleconnections. Chapter 5 presents the fitting of the
GlimClim statistical downscaling model and the calibration of the lumped concep-
tual hydrological model. The calibration of the hydrological model using PERSIANN
and TRMM3B42 data is also given. Chapter 6 then details the results of the model
projections from 10 GCMs for the 20C3M and A1B emissions scenarios.
Finally, chapter 7 discusses the main findings of the research and puts the results
into context with the initial scientific questions, while chapter 8 relates the findings of
the research to the existing literature. Chapter 9 then outlines some recommendations
for future research and further work.
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Chapter 2
Literature Review
2.1 Motivation of the Research
2.1.1 Bridging the Scale Gap
The primary motivation for downscaling is to bridge the scale gap between climate
and hydrological models, and is an acknowledgement of the fact that the resolution
of current GCMs is not sufficient to represent the localised impacts of climate change
(Xu, 1999a). For example, it is recognised that GCMs are unable to simulate precipi-
tation as well as other climate processes, because precipitation tends to exhibit higher
spatial variation than air temperature or pressure (Wilby and Wigley, 1997). Fur-
ther to this, the coarse grid resolution in GCMs means that precipitation is simulated
poorly, because its common events, such as frontal and and orographic precipitation
along with convective related downpours or thunderstorms occur at a smaller spatial
scale than the GCM grid size. Additional variables such as evapotranspiration are
also known to be simulated poorly by GCMs. In the case of evapotranspiration, this is
because it occurs at the boundary between the land and air, and is the point at which
arbitrary fluxes are often introduced to the models to reduce errors (Collins et al.,
2001).
Finally, with regard to bridging the scale gap between climate models and hy-
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drological models, it may seem logical to downscale to the river flows directly by
finding statistical relations between climate variables and river flows directly (e.g.
Tisseuil et al., 2010). However, this approach is generally not taken because it be-
comes impossible to evaluate anthropogenic changes to the land that may occur,
such as land use change and water abstraction. Therefore bridging the scale gap
between hydrological and climate models generally refers specifically to precipitation,
although approaches have been developed to simulate further local weather variables
from the precipitation, such as air temperature and sunshine hours (e.g. Kilsby et al.,
2007). This makes the multi-site downscaling rainfall model a powerful tool that
can be subsequently coupled with either a lumped or distributed hydrological model
(Stehlik and Bardossy, 2002).
2.1.2 The Physical Basis
A further benefit of constructing a physically realistic downscaling model lies in the
understanding of the impact of climate covariates upon local precipitation patterns.
For example, many downscaling models (such as weather generators) can be used to
evaluate teleconnections and to understand the physical validity of including climate
covariates within a downscaling model (von Storch et al., 1993). In regions where
few previous studies exist, this step takes on an increased significance to understand-
ing the relevance of climate processes in the downscaling model (Richardson, 1981).
One of the major assumptions of statistical downscaling is that statistical relations
found have a physical basis and are stationary under changing climate conditions.
In particular, it is not necessary that the statistical relations between predictors and
predictand have a direct causal relation, although the knowledge that the relation has
a physical basis frequently provides the best evidence that the relation will remain
stationary in the future. Therefore the assumption of stationarity may pose problems
for downscaling climate change projections, because it is not possible to verify that
the assumption of stationarity will remain valid in the future (Fowler et al., 2007b).
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The choice of climate predictor thus takes on a hugely significant role in the implemen-
tation of a downscaling model, because it is important to include strong, physically
relevant and stable predictors (Hewitson and Crane, 1996). The inclusion of both
circulation predictors (such as wind speed and sea level pressure) and atmospheric
predictors (such as air temperature and relative humidity) is also often preferable,
in order to represent both large scale and local links between rainfall and climate
(Wilby and Wigley, 2000).
Considering climate change projections more specifically, the climate predictor
should be sensitive to climate change, so that downscaled rainfall projections reflect
expected changes in climate (Wilby and Wigley, 2000). Whilst some studies have
made transformations of the climate covariates, for example using principal compo-
nents, this approach is not generally used because it is not possible to assume that the
transformation will be relevant in the future (Hanssen Bauer et al., 2005). Despite
the advantages that may be achieved through such data compression, the disadvan-
tages of losing the direct link between climate and rainfall may be greater, although
research is still ongoing.
With regard to the spatial configuration of regional climate predictors and the
local variable of interest, a correlations analysis may help to indicate where the corre-
lations between the timeseries of raingauge rainfall and reanalysis pixels are strongest
(Nicolini et al., 2002). For example, some studies have shown that the strongest
correlations often occur using pixels that lie some distance from the raingauges, par-
ticularly for large scale variables such as sea level pressure (Brinkmann, 2002). This
approach can be undertaken separately for different seasons and can provide a useful
first step to understand what climate processes are relevant for a particular study
(Wilby and Wigley, 2000). A particular climate variable acting over a large spatial
region may affect rainfall processes at the site of interest, so it may be appropriate
to take an average of several pixels. The advantage of this is that taking an aver-
age of several pixels may smooth errors in the reanalysis data, which is used to fit
the downscaling model. In addition, when it comes to making simulations of future
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climate, the spatial average will likewise smooth some of the errors from GCMs. In
fact, the minimum skilful scale of a GCM is generally considered to be around 8 pix-
els (Grotch and MacCracken, 1991; von Storch et al., 1993), so it is advantageous to
take a spatial average for multiple reasons.
2.1.3 The Stationarity Assumption
The stationarity assumption has been central to hydrological inference for many years,
whilst climatic variations have been largely ignored. For example water resources
planning and flood risk management are generally implemented by assuming that
past observations can be used to calculate estimates of future risk. However in recent
years, the evidence of climate change has been mounting, presenting a huge challenge
to the hydrological community (Allen and Ingram, 2002).
The mounting evidence of climate change (Stainforth et al., 2007) has thus fo-
cused attention on the use of classical statistics, which are increasingly being ques-
tioned for their applicability to environmental timeseries (Koutsoyiannis et al., 2007).
In particular, the long term persistence of hydroclimatic effects such as ENSO may
invalidate the independence assumption that is necessary for many statistical mod-
els, including the Generalised Extreme Value (GEV) distribution (Kharin and Zwiers,
2005). In addition to independence, classical statistics contains many assumptions
that are frequently violated by environmental time series. For example, environmen-
tal time series are rarely homogeneous (no changes in measurement techniques have
occurred), stationary or free from cyclical variations and trends (Machiwal and Jha,
2008). Therefore there is a pressing need to further evaluate and develop new ap-
proaches to hydrological risk estimation that are capable of reflecting non-stationary
processes, of which statistical downscaling offers promising potential. Although sta-
tistical downscaling makes stronger assumptions that the link between specific climate
processes and rainfall is stationary, compared with dynamical downscaling approaches
the method nevertheless makes it possible to incorporate the known drivers of non-
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stationarity such as decadal oscillations, which may also be included in downscaling
models. Therefore overall, statistical downscaling offers a useful insight into non-
stationarity within hydrology that is only now being considered in greater detail.
2.1.4 Downscaling in Remote Regions
The motivation for undertaking a downscaling study in the remote and data sparse
region of the Tropical Andes is to test whether methods developed predominantly in
Europe can be applied across a diverse area. A potential limitation of downscaling
in mountainous and tropical regions is that the complex and frequently convective
rainfall processes are difficult to relate to climate predictors. However, this problem
may be site specific, and dependent upon the location of the site in relation to major
climate processes, such as proximity to the Inter Tropical Convergence Zone (ITCZ)
for example.
The complex and mountainous terrain of the Andes makes it difficult to downscale
rainfall time series because of its high spatial variability and localised nature, although
approaches such as interpolating the rain gauge data to a grid may smooth some of
the variability (e.g. Ambrosino et al., 2010). However, interpolation carries its own
drawbacks because it may introduce artifacts to the data, and effectively smoothes
out the distribution of the time series data, so that extremes are underrepresented.
In addition, the success of the interpolation is ultimately dependent on the density of
rain gauges, which is frequently low in remote regions. Further to this, the drawbacks
of interpolation may be most serious in mountainous regions (Maraun et al., 2010),
where relations between orography and precipitation are often too complex to make
simple extrapolations in space.
With regard to linking downscaling models with hydrological models however,
some of the problems of spatial variability may be somewhat overcome in large and
remote regions because the variability is often random in nature and is frequently
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smoothed out in a large basin. Therefore in the context of rainfall runoff modelling,
spatial structure appears to be less important in large basins, where internal catch-
ment dynamics often filter out spatial variability. In such cases, the application of a
lumped rainfall runoff model is often as effective as using a more complex spatially
distributed model in representing river flows (e.g. Schaefli et al., 2005).
Finally, in an attempt to overcome some of the limitations associated with poor
rain gauge data, some studies have attempted to use rainfall remote sensing products
for hydrological applications (e.g. Collischonn et al., 2008). However, remote sensing
products have generally been linked with rainfall runoff models, either to investi-
gate the potential for real time forecasting (e.g. Harris et al., 2007), or to undertake
preliminary hydrological analyses in the absence of ground based observations (e.g.
Julie Wilk et al., 2006). The use of remote sensing products in climate downscaling
has not generally been undertaken to investigate climate processes and impacts be-
cause the data sets have a very short duration and low quality.
2.1.5 The Hydrological Perspective
The motivation for linking the downscaling model with a hydrological model is to
investigate the potential of producing future projections of river runoff under climate
change scenarios (Hunt, 2005). This is important because it is necessary to consider
uncertainties in the modelling chain, including model structure and parameter uncer-
tainties (Bastola et al., 2011)
Whilst more complex spatially distributed models may be useful for understand-
ing the internal catchment dynamics of a river basin, there is also increasing evidence
that lumped conceptual models can perform well in large regions, where spatial vari-
ation is often filtered out at the catchment scale. In particular, for regions where
the rain gauge density is low, a simple lumped approach may produce similar results
to more complex models, with parameter identifiability being much greater because
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there are fewer model parameters (Jakeman and Hornberger, 1993).
With regard to parameter optimisation, simple models also have the advantage
that the computational requirements are much lower, making straightforward sam-
pling techniques such as Monte Carlo sampling possible. This is because it is possible
to search the parameter space in a relatively short time, although more advanced opti-
misation approaches such as the Shuﬄed Complex Evolution Algorithm (Duan et al.,
1992) may still be useful. Parameter uncertainty may then be assessed and used to
produce uncertain runoff simulations, where a number of parameter sets are retained
as optimal. However, where computationally demanding simulations of runoff scenar-
ios are needed (e.g. under climate change projections) then the optimal parameter set
is often used in isolation, on the assumption that parameter uncertainty is stationary.
Finally, because a lumped rainfall runoff model has low data requirements, it is
only necessary to have access to rainfall, flow and potential evaporation (PE) data.
Whilst it is necessary to calculate a basin average of rainfall, which may present
some challenges in remote and data sparse regions, in practice simple interpolation
approaches such as Thiessen polygons often work as well as more complex Kriging
interpolation. This is because it is often simply not possible to successfully interpo-
late the rainfall well, particularly in remote regions (e.g. Maraun et al., 2010), and
in any case much of the spatial variation in rainfall is smoothed out in large river
basins. An advantage of adopting a parsimonious approach to rainfall interpolation
is that it facilitates computationally straightforward resampling approaches such as
the bootstrap analysis. Therefore it is possible to resample the rain gauge network
to evaluate the sensitivity of the hydrological model to changes in the rain gauge
network (e.g. Andrassian et al., 2001).
In summary therefore, the motivation for undertaking a downscaling study in the
tropical Andes is to address a number of research interests. These range from the
need to evaluate the potential of statistical downscaling techniques in new regions
with regard to the scope for bridging the scale gap between climate and hydrological
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models and ensuring that there is a sound basis to the chosen downscaling model.
Hydrological concerns include investigating non-stationary modelling approaches that
assess the gaps in current statistical methodologies and the successful application of
parsimonious models to data sparse and remote regions. In view of the research that
has been undertaken to developing new approaches in European and other temperate
regions, this study is therefore a timely look at the potential of applying such method-
ologies to a more remote and data sparse region with very few different precipitation
dynamics.
2.2 Review of Downscaling Models
2.2.1 Overview
In order to address one of the main scientific questions of the study, the potential
of applying a statistical downscaling model to a remote and data sparse region is
considered here. This section of the literature review outlines some of the statistical
downscaling models that are available. The applicability of the approaches to the
tropical Andes is considered, prior to the selection of a model structure that is rele-
vant for testing in this case.
Statistical downscaling models have been divided into three main overall groups
by Wilby et al. (1998) and others, to cover regression approaches, weather typing
schemes and weather generators. The large range of models available reflects attempts
to improve the representation of observed weather patterns, rainfall clustering and
observed rainfall statistics such as long dry spells and extremes (Maraun et al., 2010).
In general, parsimonious approaches are preferred, although if an increase in model
complexity results in improved rainfall simulations then more complex approaches
can be said to be beneficial (Frame et al., 2007). However, because the level of nec-
essary model complexity is a subjective choice, it is often difficult to know what is
appropriate. A brief introduction is therefore given below to each of the three model
40
types, followed by some existing studies in order to highlight the strengths and weak-
nesses of each.
2.2.2 Early Approaches
Some early approaches to statistical downscaling include the delta-change method
(Prudhomme et al., 2002) and simple transfer function approaches, where coarse and
fine scale rainfall are related. However, because of the desire to improve downscaled
rainfall sequences, more complex approaches have since been developed. One of the
drawbacks of the delta-change method for example is that it simply multiplies the
rain gauge rainfall by the expected change from a GCM (or RCM). However, this ap-
proach generally results in an underestimation of the variance (von Storch, 1999) or
for any changes in spatiotemporal correlation patterns, and this limitation has since
driven modellers to develop more complex approaches to downscaling.
2.2.3 Regression Approaches
With regard to regression approaches, the main idea is to relate climate and other
covariates directly to observed rainfall data. The method includes Artificial Neural
Networks (ANNs) which have been implemented with some degree of success (e.g.
Wilby et al., 1998), although performance is often dependent on two separate models
(one for rainfall occurrence and the other for amounts). To construct the regression,
both the geographic region of climate forcing and the model parameters are generally
assumed to be invariant with time, with only a few studies considering the issue of
parameter non-stationarity (e.g. Wilby and Wigley, 2000). However, one of the main
limitations of this assumption is that it is not possible to prove whether this remains
the case under future climate scenarios (Fowler et al., 2007b). Nor is it possible to
be sure that the same climate processes will remain significant predictors in the future.
In addition to stationarity issues, it is also not possible to evaluate whether all
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of the relevant climate processes have been captured in the model, and so regression
based methods often only explain a fraction of the observed climate variability. As
this implies, some important climate processes may therefore be omitted from the
model, reducing the performance of the eventual rainfall simulations (Wilby et al.,
2002). Where there are large variations in seasonal rainfall, some studies have at-
tempted to fit separate models for each season, although this may result in an over-
fitted model if an excessive number of separate models are fitted (Furrer and Katz,
2007). However, a significant advantage of regression models is that it is straightfor-
ward to force a fitted model with GCM outputs, which makes it possible to use a
regression approach in regions where dynamical downscaling has not been undertaken
(Quintana Segu´ı et al., 2010).
2.2.4 Weather Typing
Weather typing models use classification schemes and clustering approaches to sepa-
rate the climate covariates into distinct weather types (Zorita and von Storch, 1999),
although there may be some loss of information when the climate data is classified
into discrete weather types (Boe et al., 2006). This loss of information may explain
the over-dispersion phenomenon (variance of the data is greater than variance of
the model), which is frequently seen in both regression and weather typing mod-
els, although the inclusion of additional weather types may help to overcome this
(Furrer and Katz, 2007). If a subjective weather classification scheme is used then
the weather typing may be inappropriate or overly complex (Wilby et al., 1998), re-
sulting in an overfitted model that may not be able to represent rainfall under changed
climate forcing. Therefore in an effort to overcome this limitation, automated clas-
sification procedures such as the k-means and fuzzy rules procedures have been used
to generate objective weather types in some studies (Stehlik and Bardossy, 2002).
Despite some of the difficulties of deriving appropriate weather types, from climate
data, weather typing provides an intermediate step in the link between climate and
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rainfall that may improve the representation of rainfall clustering compared with sim-
ple regression models (Vrac and Naveau, 2007). Similarly to regression approaches,
weather typing models are fitted using climate covariates, and so it is straightforward
to make simulations of climate change by using GCM outputs (Quintana Segu´ı et al.,
2010).
2.2.5 Weather Generators
Weather generators use a stochastic rainfall model that is fitted to observed rainfall
data (e.g. Wilks, 1999). While some weather generators such as GlimClim (Chandler,
2011), LARS-WG (Semenov and Barrow, 1997), WGEN (Richardson, 1981) and SDSM
(Wilby et al., 2002) have the facility to incorporate climate covariates into the model
in a regression approach, others such as EARWIG (Kilsby et al., 2007) do not. Many
of these approaches often include relatively simple 1st order Markov models, which
allows for greater flexibility in the model fitting process, such as the inclusion of
higher order Markov chains and regional and seasonal effects for the multi-site case.
An extension to the multi-site case has been made by Wilks (2009), who used spatial
correlations to model spatial dependence in much the same way as for regression ap-
proaches.
EARWIG, in contrast, simulates rainfall using the Poisson distribution (e.g. using
the Neyman Scott model) and can provide simulations across multiple grids, although
the model is not strictly a multi-site model, since adjacent time series are independent.
Further, because EARWIG does not incorporate climate covariates into the downscal-
ing model, it needs a dynamical downscaling model to produce localised projections
of future rainfall (using change factors that are used to perturb the parameters of
the rainfall model). However, one of the limitations of this approach is that only
step changes (often over 30 year timeslices) can be applied to the parameter values,
so transient climate changes are not considered. Therefore it is not possible to fully
capture the temporal variability due to phenomena such as volcanic activity, sun-spot
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cycles and teleconnections. However, the development of transient approaches to such
weather generators, where parameter changes are calculated over shorter timeslices,
may improve this (Burton et al., 2010).
2.2.6 Selection of the Downscaling Model
While some attempts have been made to quantify the uncertainty of the statisti-
cal downscaling model itself by using multiple downscaling models (Hellstrom et al.,
2001; Haylock et al., 2006; Chen et al., 2011; Khan et al., 2006), this approach nev-
ertheless suffers from being an ’ensemble of opportunity’ in much the same way that
any quantification of GCM uncertainty does. However, the evaluation of multiple
downscaling approaches may offer some insight into the strengths and weaknesses of
different downscaling models for a particular region. Despite this, multiple down-
scaling models are not often used because it is often not possible to systematically
compare models in a rigorous way.
Following on from the review of downscaling models, a weather generator approach
has been selected as most appropriate for this research. The main reasons for this
are firstly that, to date, dynamical downscaling studies applied in the Tropical Andes
are often problematic for applications at the hydrological scale (e.g. Buytaert et al.,
2010), so a method that could use the GCM climate outputs directly was sought.
This ruled out regression approaches, which would have needed finer scale rainfall
outputs from RCMs, and some weather generators, such as EARWIG, that require
a dynamical downscaling model. Secondly, many regions in the Tropical Andes ex-
perience pronounced wet and dry seasons, which dominate rainfall (Vizy and Cook,
2007). Therefore the discretisation of weather types may result in a significant loss of
climate information. As a result, weather typing approaches were ruled out, making
weather generator approaches the most suitable in this case.
Of the regression approaches available, few offer the possibility to simulate multi-
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site sequences, as are required in this case, where rainfall over the entire catchment is
required. Therefore the downscaling model GlimClim (Chandler, 2002b), which uses
Generalised Linear Models to model rainfall occurrence and amount was selected.
This was because it offers a parsimonious way of investigating the relevant climate
processes through their inclusion in the regression. In addition the model can repre-
sent regional, seasonal and autocorrelation effects, making it a powerful method of
modelling rainfall series in a remote area. By way of introduction to GlimClim, some
of the main work undertaken on this and GLMs in general is discussed next.
2.3 Generalised Linear Models
2.3.1 Development of GLMs for Rainfall
In order to outline the background to rainfall modelling using GLMs, some early
studies are discussed here, followed by more recent studies that have applied GLMs
generally, and GlimClim specifically. Much of the previous work on GLMs has been
carried out using case studies from the UK, although there is some previous research
from further afield. The related work discussed first are the studies that are based
on UK data, where much of the model testing has been undertaken, followed by the
international studies. This is to provide context and analysis on the potential for
downscaling in the Tropical Andes.
The initial GLM development was undertaken by Nelder and Wedderburn (1972),
with the first application to rainfall modelling being carried out by Coe and Stern
(1982) and Stern and Coe (1984). The development of a multi-site GLM for rain-
fall was then undertaken by Chandler and Wheater (2002a) and Yang et al. (2005),
who demonstrated that the approach can be useful for representing multiple climate
processes, whilst also being able to simulate realistic rainfall sequences. The moti-
vation for applying GlimClim to a data sparse and mountainous region is therefore
to evaluate whether the model can be successfully used in a very remote region that
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experiences very different climate processes than those in Europe, where the model
was developed.
2.3.2 Previous Studies in Temperate Regions
Previous downscaling studies that have been undertaken using UK data include work
undertaken on the west coast of Ireland that was used in the development of the multi-
site GLM model. The initial work undertaken by Chandler and Wheater (1998a)
and Chandler and Wheater (1998b) has been summarised by Chandler and Wheater
(2002a), who found that covariates for a cyclical trend of 36 years and a teleconnec-
tion data set for the North Atlantic Oscillation (NAO) were significant in the GLM.
Therefore the GLM was able to demonstrate that there are links between the climate
and rainfall in Ireland. One way to more directly investigate links between climate
and extreme rainfall may be to fit a non-stationary Generalised Extreme Value (GEV)
model to rainfall annual maxima using climate covariates (Fowler et al., 2010), in a
manner similar to the GLM approach. However, whilst this could improve the under-
standing of climate links with extreme rainfall, it prevents a continuous simulation
approach from being undertaken in the simulation of rainfall.
Whilst the detection of a cyclical trend within the daily rainfall is useful, it is not
clear how the GLM can incorporate such trends into climate change projections, since
they assume stationarity. For the Irish data, the cyclical trend was first removed from
the rainfall data and was then added back in during the model fitting with the use of
a deterministic trend covariate. However, it may be preferable if a climate covariate
(rather than a deterministic trend) can be used, because there is a better physical
basis with the climate covariate. Additionally, the inclusion of climate change is more
straightforward because GCM simulations of climate can be used instead of the cli-
mate observations.
Further to this, because the occurrence and amounts models are fitted separately,
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different climate processes can be studied with respect to these two different rain-
fall generating mechanisms. For example, when regional effects were considered
in the GLM for the Irish rainfall data, the covariates were very different for the
occurrence and amounts models, because there was a west-east gradient that was
significant in the occurrence model that was not significant in the amounts model
(Chandler and Wheater, 2002a). Therefore the GLM for rainfall from the west coast
of Ireland provides a useful case study to diagnosing climatic variation effects on rain-
fall, and highlights that the model can be straightforwardly applied to analyse the
effect of multiple covariates on rainfall (e.g. Chandler, 2005).
An additional study, this time in the UK was undertaken by Leith (2005), who
investigated the potential of downscaling future climate projections at a series of sin-
gle sites. The models were fitted using NCEP R1 data, which was first de-trended
with respect to the 1961-1990 baseline period for each variable. The advantage of
calculating anomalies relative to a baseline period is that only changes relative to
the baseline period are considered, and so climate bias is implicitly accounted for.
However, this assumes that the bias between the 20C3M and future scenarios is con-
stant for each GCM, which is not provable because it is not possible to undertake
repeatable climate experiments.
In order to make future projections of downscaled rainfall, Leith (2005) forced
the fitted single site downscaling models using simulations from 3 Regional Climate
Models (RCMs) and 4 GCMs for the 1961-1990 20C3M baseline and the 2071-2100
A2 future emissions scenario. An overall decrease in summer rainfall and increase
in winter rainfall between 2071-2100 was found at the sites, with the use of multi-
ple GCMs and RCMs indicating the uncertainty of the future projections. However,
because only single site downscaling models were used, there is no indication of how
rainfall over a wider area might change under future emissions scenarios, and so the
application of a multi-site model would provide a more thorough analysis of projected
rainfall changes across the UK.
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More recent downscaling studies have focused on the application of GlimClim, and
its ability to represent rainfall in a variety of contexts. For example, Segond et al.
(2006) fitted a multi-site daily rainfall model to 21 rain gauges in the Thames basin,
using a spatial dependence model. However, the main aim of the study was to inves-
tigate the potential of using GlimClim to reproduce the rainfall statistics very well,
rather than to find links with climate processes. Therefore the model contained no
climate covariates, making it impossible to extend the study to incorporate future
climate projections. The GLM was coupled with an hourly rainfall model and used
to disaggregate daily rainfall to an hourly time step. The model coupling worked well,
and the hourly rainfall statistics compared favourably with observations, suggesting
that GLMs have potential beyond simulating daily rainfall, and may be useful in
producing areal rainfall simulations on a very fine time step.
Finally, Chun et al. (2009) used GlimClim to fit single site models to 6 gauges in
the UK, building on earlier work by Leith (2005); Leith and Chandler (2010) using
data from 6 catchments rather than the 3 sites used initially. The single site down-
scaling models were each linked with a lumped conceptual hydrological model so that
effects on river flows could be assessed under climate change scenarios. Extreme
flood flows were found to increase under the A2 emissions scenario for the 2080’s time
slice when the downscaling model was forced with 4 GCMs and 3 RCMs, although
interestingly the mean monthly flows showed little change overall. The linkage of
the downscaling model with a hydrological model therefore highlights the potential
to adopt a continuous simulation framework for the evaluation of future climate im-
pacts, which may improve the estimation of extreme value statistics in the future,
particularly for the non-stationary case. However, because single site models were
fitted, there is an assumption that spatial changes in rainfall are not relevant to river
flows. This makes it difficult to evaluate the effect of prolonged basin wide heavy
rainfall on river flows, which may be as important as extreme rainfall events to flood-
ing and may be masked within the monthly flow simulations. In addition, the use of
a lumped model means that land use changes can not be assessed, although a further
study into land use changes would have a separate focus from the investigation of
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climate change.
2.3.3 Previous Studies in Tropical and Data Sparse Regions
Previous downscaling studies that have been undertaken in an international context
include studies from Africa (Ambrosino et al., 2010; Kigobe et al., 2011), the Middle
East (Mirshahi, 2010) and Europe (Chun et al., 2009). Therefore the research on the
mountainous Tropical Andes of South America provides an important addition to the
evaluation of the GlimClim downscaling model. For example Kigobe et al. (2011)
fitted two multi-site rainfall models with spatial dependence to 100 rain gauges in
Uganda. One model was initially fitted but it was not possible to represent the spa-
tial variation over such a large area, and so two separate models were fitted to the
two main regions with independent rainfall sequences for each. Although there may
be some incoherence as a result, the study suggests that the rainfall models could be
successfully coupled together with a hydrological model, indicating that the lack of
coherence is not important at the hydrological scale because rainfall runoff processes
are filtered through a large river basin. Therefore the research highlights some of the
limitations of applying the spatial dependence rainfall model to data from a large
region, although a successful strategy was found to overcome this.
An additional study was undertaken by Mirshahi (2010), who used 17 rain gauges
to fit a downscaling model for the Binalood mountain in Iran, before routing the
outputs through a conceptual hydrological model in order to evaluate the connec-
tions between atmospheric patterns and river flows in a semiarid region. Finally, a
GLM downscaling model was applied over the extensive region of southern Africa by
Ambrosino et al. (2010). However, this study differs from the Ugandan study because
a gridded rainfall product was used, rather than point rain gauge data. In addition,
an independence model (rather than a spatial dependence model) was fitted to the
gridded rainfall data, making the model application more straightforward. However,
even though the model assumed independence between the rainfall grids, an indicator
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was still needed to represent localised spatial variations in the Namib desert, high-
lighting the weakness of GlimClim in representing complex spatial variations over
diverse and complex regions.
Another key focus of the work by Ambrosino et al. (2010) was to evaluate relevant
teleconnections and their significance in the downscaling model in order to improve
the understanding of climate processes in southern Africa. For example, sea surface
temperature, sea level pressure and relative humidity were all found to have links
with rainfall, with additional teleconnections such as the movement of the jet stream
and ENSO also having significance in the model. Evaluating the significance of mul-
tiple climate variables so thoroughly in a GLM thus illustrates the potential of the
approach to improve the understanding of climate processes in little studied areas. In
addition, using a gridded rainfall product can make it easier to extend downscaling
studies in regions where either data is not collected or is difficult to access. However,
a potential limitation of using such products is that rainfall time series are frequently
smoothed during the interpolation process, and there may be assumptions within the
interpolation that are difficult to verify. Therefore where rain gauge data does exist,
it may be preferable to use the data directly, especially for hydrological applications,
where a strong non-linear relations exists between precipitation intensity and the hy-
drological response.
More generally, the development of approaches for applying GlimClim to large
scale regions, including the use of gridded rainfall products and adopting an assump-
tion of independence, has proved successful for southern Africa. Therefore this and
the Ugandan study illustrate the potential of adapting GlimClim to data sets from
further afield. This presents an interesting aspect of the research for the tropical
Andes, which will attempt to evaluate whether GlimClim can be successfully applied
to a remote and data sparse mountainous region in Peru.
Two additional downscaling applications using GLMs outside of the GlimClim
come from studies in Argentina (Furrer and Katz, 2007) and Spain (Abaurrea and Asin,
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2005). The Argentinian downscaling study used a first-order Markov chain to rep-
resent autocorrelation in rainfall occurrence, but omitted autocorrelation terms for
amounts. Although this parsimonious approach generally worked well, the model un-
derestimated the length of dry spells, suggesting that autocorrelation terms were not
well represented overall. With regard to climate covariates, positive ENSO episodes
were generally related with a higher occurrence of rainfall, indicating the influence
of the SOI in Argentina and highlighting the possibility of using GLMs to diagnose
climate processes in a South American context. Although teleconnections were eval-
uated successfully in the GLM, a GEV distribution that was fitted to simulated and
observed annual maxima suggested that the model had a tendency to underestimate
extreme values. This suggested that the use of a gamma model to represent rainfall
amounts was not suitable for rainfall extremes in Argentina, and highlighted the need
to consider such rare events separately.
To summarise therefore, the previous GLM downscaling studies in the UK have
highlighted methodologies for applying GlimClim to different situations, including
single-site (Leith, 2005) and multi-site (Chandler and Wheater, 2002a) case studies,
the projection of climate change scenarios (Chun et al., 2009) and the disaggregation
of daily data to hourly data (Segond et al., 2006). In addition, international studies
indicate that there is potential for applying GlimClim to a remote and data sparse
region, e.g. Kigobe et al. (2011) and Ambrosino et al. (2010), where strategies have
been found to overcome the limitations of applying GlimClim over a wide area. Over-
all then, the application of GlimClim to the tropical Andes presents a new geographic
case study with interesting challenges that will add to the existing collection of stud-
ies, and present evidence for the further application of GlimClim to more remote and
large scale areas.
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2.4 GlimClim Model
2.4.1 Overview
In order to focus on GlimClim in more detail, it is now useful to provide an outline
of the model equations and assumptions, including approaches that are frequently
taken for model fitting and validation. The discussion here begins by introducing the
main approaches of the model fitting process, before giving more detail on the model
equations and assumptions. Finally then, some of the approaches that are frequently
undertaken to validate the fitted model are given.
In many ways, the model fitting process is quite subjective because the optimal
model may depend on the intended application of the eventual downscaling model,
although some common approaches exist (Maraun et al., 2010). For example, the
model fitting process may be thought of as the development of an initial baseline
model that is relatively basic and almost entirely stochastic. A model containing just
a first order Markov chain that describes daily autocorrelation (Coe and Stern, 1982;
Yan et al., 2002) may capture the mean and variance of the rainfall statistics well,
but due to its simplicity fail to represent inter-annual climatic variations. The sub-
jective art of model fitting then involves fitting a more complex model that may have
more deterministic components (such as seasonality or monthly climate variability)
in order to improve the representation of non-stationary effects, without overfitting
the model (Nelder and Wedderburn, 1972).
In view of the stochastic and deterministic links between climate and rainfall that
are briefly outlined above therefore, many GLMs in the past have represented daily
rainfall processes in a stochastic manner and climate and seasonal influences in a
deterministic manner (e.g. Chandler and Wheater, 2002a; Chun et al., 2009). One of
the main advantages of such an approach is that climate series are more straight-
forwardly represented using monthly averages, particularly when it comes to using
climate series from GCMs, where the temporal smoothing increases the reliability of
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the ouputs (Leith, 2005). Clearly then, the intended model application will influence
the approach that the model fitting takes. For example if the climate statistics of the
current observations are the most important aspect then the model may be more fo-
cused on the daily and seasonal rainfall variations. However, where climate covariates
are important then it may be just as important to consider the inter-annual variation
in the rainfall sequences.
To summarise therefore, there are several aspects that need to be considered when
fitting a model using GlimClim. For the multi-site case for example, it is important to
represent regional effects using the station coordinates, and for this there are several
options available in GlimClim. Assumptions of spatial independence or dependence
for example may be used to ensure that the spatial as well as temporal aspects of rain-
fall are well modelled. In addition, the representation of stochastic and deterministic
processes needs to be considered, so that both modes of variability can be simulated.
The exact balance of the two may be model specific, but the development of an initial
baseline model may help to evaluate the benefits of increasing the complexity of the
model. Finally, in addition to these modelling considerations, it is also important to
incorporate the case study at the heart of the modelling approach. Climate processes
and data quality are important considerations that may influence the robustness of
the model simulations, particularly if future projections are required. For example,
the climate processes that are included (through the climate covariates) should have
a physical relevance and a strong link with the localised rainfall patterns. In addi-
tion, the quality of the climate and indeed rainfall data should be good. Again, if
future projections are required then the climate processes in question should be well
modelled by the GCMs.
2.4.2 Model Assumptions
By way of introduction, some of the main assumptions of GlimClim are outlined
here first. These assumptions arise from the model equations and structure, and so
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provide a useful insight into some of the overall strengths and weaknesses of Glim-
Clim. Whilst the assumptions of GlimClim have been tested on case studies in both
the UK (e.g. Leith, 2005; Segond et al., 2006; Chun et al., 2009) and internationally
(e.g. Ambrosino et al., 2010; Kigobe et al., 2011), there are no studies from South
America. Therefore the assumptions of GlimClim will be tested implicitly during the
model fitting process, having been outlined here.
In general, the main assumptions are that all the raingauges are subject to the
same overall weather patterns. This arises because the climate covariates are the same
for all raingauges, and essentially restricts the application of GlimClim to areas that
have a relatively homogeneous response to climate forcing. Whilst this assumption
may be straightforward to satisfy over small areas, some larger regions have found this
approach to be somewhat limiting (e.g. Ambrosino et al., 2010). In many respects,
one of the challenges of developing a model using GlimClim is to separate the large
scale climate and regional responses. For example, in addition to spatial variations
to climate response, there may also be some regional variations that are related to
geograpic location (e.g. elevation, easting, northing). In essence, some of the regional
variations in rainfall may thus be modelled using the station coordinates, although
GlimClim assumes that the same climate processes are driving all the raingauges.
For large case studies, an assumption of spatial independence may simplify the
representation of regional variations (e.g. Ambrosino et al., 2010). This assumption
mainly affects the occurrence probability, which is modelled using a logistic regres-
sion. For the independence model, this means that the probabilities at each site
can be determined by the best fit to the observed data. However, for other regions
an assumption of spatial dependence may be preferable. Although the assumption
of spatial dependence is somewhat limiting because it assumes that dependence is
strong and occurrence probabilities are relatively uniform, it has been found to be an
optimal approach even over large regions (e.g. Kigobe et al., 2011). This is because
the spatial dependence model essentially determines the number of wet sites using a
beta binomial distribution, and then allocates positions to the wet sites. However,
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the limitation of this assumption is that in cases where occurrence probabilities are
markedly different then the model may have to smooth the probabilities down to
the mean probability of all the gauges. This essentially removes a lot of the spatial
variation that is included through the station coordinates and results in a spatial
smoothing of rainfall occurrence.
Rainfall amounts are modelled using a gamma distribution, where the distribu-
tion parameters can vary on a daily and site by site basis. The extension to spatial
dependence is more straightforwardly represented by a multi-variate normal distribu-
tion that is fitted to the model residuals (Anscombe residuals). However whilst this
approach has no limitations on the degree of spatial coherence, it does assume that
the relationship between model residuals is the same for both high and low rainfall
amounts, which may not be true. For example, short duration and high intensity
amounts may be limited to only a few gauges, whilst low intensity and long duration
amounts affect all gauges.
Whilst the above discussion has focused on the spatial dependence of rainfall oc-
currence and amount separately, no introduction has yet been given to the overall
rainfall simulation. In GlimClim, the two rainfall processes are assumed to be inde-
pendent and the total rainfall is taken to be simply the product of rainfall occurrence
(zero or one) and amount. Although this assumption has not generally been found
to produce unrealistic rainfall sequences, the phenomenon of spatial intermittence
has been noted by Yang et al. (2005). This is can be noted best in small areas with
very high network densities, where dry sites may be simulated next to sites of heavy
rainfall, when in reality a more smoothed spatial profile would be expected.
In terms of the climate covariates, there is an assumption that the relationship be-
tween climate and rainfall is stationary so that the model parameters can be fixed. In
general, these model parameters are then used to simulate rainfall for future climate
projections, although some studies have questioned the validity of the stationarity
assumption (Fowler et al., 2007b). More generally, there is an assumption that er-
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rors in rainfall measurement are most pronounced for small amounts, so that the
application of a threshold can improve the model performance. In GlimClim, this
thresholding approach is achieved by simply setting any amounts that are lower than
the threshold to zero, although this does rely somewhat on the careful choice of an
appropriate threshold, for example to reflect the resolution of tipping bucket rain
gauges. Finally, GlimClim has the advantage of allowing for the imputation (infill-
ing) of gaps in the data series. This is undertaken by running the model in a manner
that it is constrained by the available observations so that simulations are only made
for sites that lack data for a given day.
To summarise therefore, there are several assumptions that are inherent in Glim-
Clim, relating from the representation of climate processes to the simulation of multi-
site rainfall series. In order to put these points in perspective, the list below outlines
some of the assumptions below.
• All raingauges are subject to the same overall weather patterns
• Spatial dependence of occurrence is strong and does not vary much with distance
• Rainfall amount is spatially independent of rainfall occurence
• Relationship between weather and rainfall is stationary and parameters are fixed
• Numbers of wet sites can be represented using a beta-binomial distribution
• Probabilities of occurrence can be modelled using a logistic regression
• Predictions of rainfall amount can be modelled using a gamma distribution
• A multi-variate normal distribution can be used to model errors in amounts
• Errors in the recording of small rainfal amounts can be removed by applying a
threshold to the dataset
• The model structure can be used for imputation to infill gaps
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Therefore, because the model treats rainfall occurrence and amounts separately,
the specific model equations are discussed here next. The occurrence model equations
and multi-site simulation algorithm are outlined first in brief, followed by the amounts
model equations and simulation algorithm. This discussion then logically follows on
to an overview of the model verification stage, which includes an evaluation of the
model residuals and simulations.
2.4.3 Occurrence Model
As discussed above, the rainfall occurrence model uses a logistic regression to relate
the model covariates (x) to occurrence probabilities, where pi is the probability of
occurrence on the ith day, and the model parameters, β are calculated using the
maximum likelihood method.
ln
(
pi
1− pi
)
= x′iβ (2.1)
For the multi-site case, there are S sites, whose daily rainfall data are stacked to
form one vector that is used as the dependent variable in the regression. The climate
and seasonality covariates are repeated for each new site, with previous day terms
and regional effects being unique to each site. The matrix of covariates thus form
the independent variables in the regression, so that it is straightforward to obtain oc-
currence probabilities for the multi-site case. Where an assumption of independence
is assumed, then the probabilities are simply used as calculated. However, for the
spatial dependence model, it is necessary to model the number of wet sites in addition
to the occurrence probability at each site.
As mentioned above, for the multi-site case the number of wet sites is also mod-
elled, in addition to the probability of occurrence at each site. The beta binomial
distribution is used to represent the number of wet sites and is outlined here first as
shown in Eqn. 2.2. The allocation of positions for the wet sites is then outlined later
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on, since it forms a large part of the occurrence simulation algorithm.
P (Zi = z) =
(
S
z
)
Γ(αi + z)Γ(S + βi − z)Γ(αi + βi)
Γ(αi + βi + S)Γ(αi)Γ(βi)
(2.2)
The number of wet sites is thus represented by a beta binomial distribution, where
the number of wet sites on the ith day lies between z = 0 and z = S. The parameters
of the beta-binomial distribution are αi and βi, which are allowed to vary on a daily
basis. This has the advantage of making it possible to vary the seasonal and annual
coverage of rainfall, because the expected number of wet sites can vary with time.
The first and second moments of the beta-binomial distribution, the mean (µ) and
variance (σ2), are thus able to vary on a daily basis, since they are expressed in terms
of αi and βi.
µ =
Sαi
αi + βi
and σ2 =
Sαiβi(αi + βi + S)
(αi + βi)2(αi + βi + 1)
(2.3)
Further details of the beta binomial distribution parameters are presented in Ap-
pendix A for completeness, although the discussion here will now focus on the allo-
cation of positions for the sampled wet sites. The allocation of positions takes place
during model simulation and uses both the probability of the number of wet sites
P (Z = z) along with the probability of occurrence at each site P (Ys = 1) to calculate
both the joint P (Ys = 1 and Z = z) and conditional P (Ys = 1|Z = z) probabilities.
Having discussed the model fitting stage of the occurrence model, it is now in-
structive to outline the simulation algorithm for the multi-site spatial dependence
case. Working backwards, it is desired to calculate the conditional probability of
occurrence at each site for a given number of wet sites, where πs = P (Z = z) and
ws,z = P (Ys = 1 and Z = z).
P (Ys = 1|Z = z) =
ws,z
πs
(2.4)
Therefore in order to calculate the conditional probability of occurrence, it is
necessary to first calculate the joint probabilities as given by ws,z. The calculation of
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the joint probabilities is undertaken based on linear programming ideas, in that the
joint probabilities are constrained to lie within certain limits as given below.
0 ≤ ws,z ≤ πz (2.5)
S∑
z=0
ws,z = ps (2.6)
S∑
s=1
ws,z = zπz (2.7)
In GlimClim, this is achieved using an iterative approach, although for regions
where the occurrence probabilities are not uniform then it can be difficult to find
joint probabilities within the feasible limits for every site. Where this occurs then
the occurrence probabilities from the logistic regression are shrunk down towards the
mean so that ps ← ps− λ(ps− θi). In effect this can result in a high degree of spatial
smoothing and is the reason why the spatial dependence model assumes that depen-
dence is high and occurrence probabilities are relatively uniform.
2.4.4 Amounts Model
Following on from the occurrence model, it is now useful to outline the amounts
model, which uses a gamma distribution. In GlimClim, the expected amount for
the ith day is mui and forms the deterministic part of the prediction. The model
parameters, γ, are then fitted using the covariate data, ξ, in a method similar to
the logistic regression of the occurrence model. However, for the multi-site case,
the log-likelihood is adjusted to account for spatial dependence (Chandler and Bate,
2007).
lnµi = ξ
′
iγ (2.8)
The GLM as outlined above thus produces the expected rainfall amounts (µi) for
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the ith day, which can then be used to calculate a temporally varying scale param-
eter (λi) for the gamma distribution. However, the shape parameter of the gamma
distribution (ν) is fixed during model fitting.
f(y, ν, λi) = (λiy)
ν exp(−λiy)/yΓ(ν) (2.9)
In essence therefore, both parameters of the gamma distribution are calculated
using the method of moments, although ν is calculated during the model fitting from
the multi-site data set (and assumed to be fixed), while λi is calculated during simu-
lation. Allowing the scale parameter to vary means that rainfall amount is simulated
using a mixture of gamma distributions, which improves the representation of rainfall
(Yang et al., 2005).
σ2 = µ2/ν︸ ︷︷ ︸
during fitting
and µi = ν/λi︸ ︷︷ ︸
during simulation
(2.10)
Where the independence assumption is used then the regional variation in rainfall
amount is described using the site coordinates at each gauge, which influence the
expected GLM rainfall value at each site. The gamma distribution scale parameter is
thus different for each gauge as a result. For the independence model, it is straightfor-
ward to simply sample from this gamma distribution to reproduce multi-site rainfall
amounts. However where the spatial dependence model is used then the approach is
similar to the independence model apart from the simulation of model residuals.
For the spatial dependence model, the multi-site residuals are transformed to nor-
mality using Anscombe residuals (rAi ). The Anscombe residuals are calculated by
taking the cube root of the ratio of rainfall observations Yi to GLM predictions µi,
which results in an approximately normal series if the data are gamma distributed
(Yang et al., 2005). The Anscombe residuals are therefore calculated during the
model fitting, using rainfall observations Yi and GLM predictions µi. A multi-variate
normal distribution can then be fitted to the multi-site Anscombe residuals on the
assumption that the correlation between amounts can be used to describe the depen-
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dence between the residuals.
rAi =
(
Yi
µi
) 1
3
(2.11)
During model simulation the multi-variate normal distribution is then used to
sample the correlated Anscombe residuals. The rainfall amount from the gamma
distribution is then used together with the residuals to produce a realisation of Yi
by inverting the equation for the Anscombe residuals. This process may take several
attempts if a negative rainfall amount is generated for any particular day. In this
case, the values are simply discarded and a new set of rainfall amounts is generated
(Yang et al., 2005).
Having outlined the main strengths and weaknesses of GlimClim, it is now there-
fore useful to describe the model validation stage. This includes both the assessment
of the model fit and the model performance during simulation, and is one of the
main ways to determine whether the model is appropriate to the application and case
study region for which it has been fitted. For example, at the model testing stage,
likelihood tests can indicate whether a particular covariate has improved the model
fit or not, with additional measures such as the Aikaike Information Criterion (AIC)
being useful if model parsimony is desired. Once a particular model has been fitted it
is then possible to evaluate the model residuals using Pearson residuals, RMSE or R2
for example. Residuals can be evaluated either by site or by month, and may consider
rainfall occurrence and amount separately in order to improve the understanding of
the model’s performance. Finally, the performance of the model simulation itself can
indicate any additional problems (for example problems with the spatial dependence
occurrence model), which may only be evident during simulation. Finally, statistical
tests can be used to compare observed (or imputed) and simulated rainfall statistics,
in order to provide a rigorous evaluation of the rainfall series.
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2.4.5 Likelihood Tests
During the model fitting then, formal statistical tests such as likelihood tests may be
useful in determining whether a particular covariate should be included in the model
(Chandler and Wheater, 2002a). For example if the likelihood ratio (D) between two
models is greater than 1.92 (significance at 5%) or 3.32 (significance at 1%) then the
covariates in the new model should be included.
D = 2 ln(L(Model1))− 2 ln(L(Model0)) (2.12)
where
L(Model1) = likelihood for alternative model (with additional covariate)
L(Model0) = likelihood for null (or existing) model
In addition to taking the likelihood ratio, it may also be useful to consider other
measures that can reflect different aspects of the model performance. For example,
the AIC gives preference to parsimonious models. In particular, the optimal model is
the model with the minimum AIC score, because the function penalises the addition
of extra parameters (k).
AIC = k − 2 ln(L) (2.13)
One of the advantages of likelihood tests is that they can detect weak signals,
even when the data are noisy, as environmental time series frequently are (Yan et al.,
2002). In addition, the relative significance of different covariates can give an indica-
tion to their relative importance (Coe and Stern, 1982), although correlation between
different covariates can weaken the test somewhat (Chandler, 2005). Also, since en-
vironmental data often contain bias and errors, then only considering likelihood tests
may result in an overfitted model (Chandler and Wheater, 2002a). In such cases, t-
tests can be useful to compare coefficient values with their standard errors (coefficient
values should be at least twice as large as their standard errors to be significant at
approx. 95% level). However such tests do not indicate the influence of correlation
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between the covariates (Yan et al., 2002).
2.4.6 Model Residuals
Whilst likelihood and other tests are a useful guide to covariate selection, they give no
indication of the model fit on an annual, monthly or site basis (Chandler and Wheater,
1998a), and so informal analyses of the model residuals are often used (Chandler,
2005). Pearson residuals (rP ) for example can indicate if particular years, months or
sites are poorly represented by the model (Yan et al., 2002).
rP =
(yi − µi)
σi
(2.14)
Additional performance measures for the model residuals include the mean Brier
skill score, which is useful for rainfall occurrence, and is equivalent here to the RMSE.
Residuals for rainfall occurrence can be assessed using the square root of the mean
Brier skill score, which is equivalent here to the Root Mean Square Error (RMSE).
This measure is useful because it uses the rainfall occurrence (yi) on a particular day
(where 1 is a wet day and 0 is a dry day) along with the GLM occurrence probability
(pi) for that day.
RMSE =
[
n−1
n∑
i=1
(yi − pi)
2
] 1
2
(2.15)
In addition to considering rainfall occurrence, it is also useful to test the residuals
in the amounts model. For example, testing the Anscombe residuals for normal-
ity should indicate if the rainfall amounts are approximately gamma distributed as
expected (Yan et al., 2002).
R2 = 1−
Mean squared prediction error
Variance of original observations
(2.16)
Finally, a simple deterministic regression of the model covariates and the rainfall
observations can be undertaken and an Analysis of Variance (ANOVA) carried out.
This can be used to determine the percentage of variance that is explained by the
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regression, and can be compared with the R2 value of the GLM and rainfall observa-
tions (Chandler and Wheater, 1998a,b). If the GLM can explain a higher percentage
of variance than the regression then this implies that the stochastic approach is cor-
rect.
Overall then there is a range of possible formal and informal tests that can aid the
model fitting process. Evaluating the model residuals can provide a useful check on
how additional covariates may affect the overall model performance. However, it is
not until the model simulation stage that the occurrence and amounts models can be
fully tested together, and so the final stage of model validation necessarily involves a
consideration of the stochastic rainfall series.
2.4.7 Model Simulation
The final part of the model testing involves the simulation of stochastic rainfall series,
which is straightforward in GlimClim provided the model is given some initial con-
ditions where there are previous day terms (Yang et al., 2005). Because the model
is stochastic, it is necessary to simulate around 100 realisations of rainfall series, so
that a good range of expected rainfall variability can be generated. For model valida-
tion, it is then possible to compare the rainfall simulations with the original observed
(imputed) rainfall data. If there are gaps in the rainfall observations that need to be
imputed, then around 10 imputations are generally sufficient to cover the range of
uncertainty of the missing data. In particular, the comparison of imputed and simu-
lated rainfall series may include measures of the means, standard deviations, wet day
frequencies, wet day amounts and autocorrelation by month, year and site. Through
these evaluations, a fuller picture of the overall model performance can be gained and
used to determine whether there are any problems with the model simulation itself.
In addition, more formal statistical tests of the imputed and simulated data can be
undertaken to infer whether the series are significantly different or not. For example,
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a test for the equality of means, such as the parametric t-test or the non-parametric
Mann Whitney U test can indicate if there is bias in the model, while a test for the
equality of variances such as the parametric F-test or the non-parametric Levene test
can indicate if the model can represent the observed rainfall variance. Inference can
also be made over the whole of the rainfall distribution on wet days, for example
by using the Kolmogorov-Smirnov test, which determines whether the imputed and
simulated amounts come from the same distribution at a given confidence level. In
addition, the model’s ability to represent rare events and trends is important, since
it can indicate the sensitivity of the model to climatic variability (Boe et al., 2006).
For example, rainfall extremes can be evaluated by comparing imputed and simu-
lated return periods, using either a block maxima or a Peaks Over Threshold (POT)
approach.
Overall however, one drawback of comparing imputed and simulated statistics is
that it may be unduly favourable if there are large gaps in the data (Kigobe et al.,
2011). This is because the imputations are essentially made from the same model
structure as the simulations, although the issue may not be significant in most cases,
where time series are relatively complete. Finally, a split-sample (Williams et al.,
2001) and cross-validation (Themebl et al., 2011) test can indicate if model param-
eters are robust to non-stationarity effects. For example, a jack-knife validation un-
dertaken either in time or space can demonstrate if model parameters are sensitive to
changes in the time period or across the rain gauge network (Maraun et al., 2010).
To summarise the equations, structure and assumptions of GlimClim therefore, it
can be seen that the treatment of rainfall occurrence and amounts is quite separate.
For example it is possible to assume that different climate processes affect occur-
rence and amounts separately because different climate covariates can be included
in each. The separation of occurrence and amounts is quite common in statistical
downscaling, and has been shown to provide an improved representation of rainfall
series. The gamma distribution for example can represent the skewed nature of daily
rainfall, although some studies have found that there is a tendency for the gamma
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distribution to underestimate rainfall extremes. The assumption that all rain gauges
are subject to the same weather processes is more likely to be met over small and
relatively homogeneous regions, although previous studies have applied GlimClim
over wide areas. The spatial dependence model has been predominantly designed for
smaller regions, where dependence is uniformly high, and this assumption in partic-
ular may be limiting for larger and mountainous regions. Overall, it is important to
fit the model according to the eventual application, and to use a systematic approach
to model fitting and validation. The model should be physically plausible and able
to represent key rainfall statistics of interest, in order to improve confidence in the
model to simulate future climates. The linkage of the downscaling model with a hy-
drological model can be a useful additional validation and investigatory tool, and so
the hydrological model is introduced next.
2.5 Hydrological Model
2.5.1 Model Selection
A lumped conceptual approach to the hydrological modelling was selected to link the
downscaling model to river flows, because simple models have been found to perform
as well as spatially distributed models (Bastidas et al., 2006). Rainfall runoff mod-
els such as TOPMODEL (Beven, 1997) and the physically based land surface model
JULES (Zulkafli et al., 2013) were considered, along with the use of a semi-distributed
conceptual rainfall runoff model (e.g. Pechlivanidis et al., 2010). However, previous
studies have shown that in data sparse regions it is often not possible to identify the
additional model parameters (Liden and Harlin, 2000; Schaefli et al., 2005) that arise
from more complex models. As a result, lumped conceptual models are often used, in
order to improve the identifiability of the model parameters (Wagener et al., 2003).
Therefore a lumped conceptual rainfall runoff modelling approach was selected for
the study, as a result of the sparsity of rainfall and river flow gauges in the case study
basins.
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The main strengths of adopting a conceptual approach to the hydrological mod-
elling is that the data requirements are suited to the data availability of such a remote
and mountainous region (Moore and Owens, 1984). However, the main limitations
are that it is not possible to fully consider the impact of changes to the internal
catchment dynamics, such as land use changes or changes to the coverage of glaciers
or the importance of snow melt on the runoff regime.
The Probability Distributed Moisture (PDM) soil moisture accounting model has
been selected here because of its ability to represent spatial variability in a parsimo-
nious manner (Moore, 1985), with two linear stores in parallel to route the effective
rainfall to the basin outflow in order to represent quick and slow flow processes.
However, the exact choice of model structure can be a relatively subjective choice
because it is not possible to straightforwardly link the optimal model structure with
the catchment type of the particular case study in question (Lee et al., 2005). In this
case, the main aim of the hydrological model is simply to integrate river flows at the
basin outlet, rather than to study the internal dynamics of the basin, and so the PDM
model and two linear routing stores were used.
In addition to the parsimonious model structure of the PDM and routing models,
the data requirements are relatively few, which makes the models well suited to a data
sparse region. For example, all the data that are required to calibrate the model are
basin average rainfall, flow and Potential Evaporation (PE) data, although in cases
where PE data is not available then it is possible to calculate it from air temperature,
using observed or reanalysis data. For example, Kay and Davies (2008) used a rela-
tively simple approach to calculating PE using the mean daily air temperature (Ta,
given in ◦C), the latent heat flux (λ, taken as 2.45 × 106J/kg), the density of water
(ρw, taken as 1000 kg/m
3) and the terrestrial radiation (Re, given in J/m
2/s), which
is dependent on latitude and Julian day only.
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PE =

Re
λρw
.
Ta + 5
100
, Ta + 5 > 0
0, otherwise
Simple approaches to calculating PE such as this have been found to compare well
with more complex methods such as the Penman Monteith equation (Kay and Davies,
2008), and may be straightforward to apply to climate change scenarios because they
only require simulations of future air temperature. However, because air temperature
is used directly, it is not possible to account for temperature bias within the PE cal-
culation, apart from a linear bias correction between current and future scenarios, as
is common in some downscaling approaches (Leith, 2005).
Therefore having outlined the motivation for selecting a lumped conceptual hy-
drological model, an outline of the hydrological model is given next in order to present
the strengths and weaknesses of the modelling approach. In addition, a discussion of
the parameter optimisation methods is also given in order to introduce some of the
challenges of identifying parameter sets in conceptual models.
2.5.2 Probability Distributed Moisture Model
The PDM model is a conceptual soil moisture accounting model of medium com-
plexity that can account for spatial variations in soil depth. It is assumed that the
frequency of occurrence of hydrological variables is more important than their precise
location, which is anyway unresolved in a lumped model. To simplify the model equa-
tions, it is further assumed that water stored in various parts of the catchment can
interact, so that water is redistributed through the basin at each time step (Moore,
1985). The distribution of store depths of soil moisture can thus be used to model
the generation of effective rainfall, before being routed to the basin outlet.
The distribution of store depths is introduced first, since the storage capacity (c)
is increased by rainfall (P ) at the start of the simulation. The probability distribution
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of soil depths (f(c)dc) is modelled using a Pareto distribution to represent the degree
of spatial variability, and cumulative distribution of soil depths (the proportion of
stores in the basin with a capacity less than C∗) is given as F (C∗). The cumulative
distribution is useful later on because it enables the calculation of total storage over
the whole basin.
prob(c ≤ C∗) = F (C∗) =
∫ C∗
0
f(c)dc (2.17)
The precise forms of the probability density and cumulative distribution functions
are also given below, to highlight the model parameters, which are b (-) for the degree
of spatial variability in store depths, c (mm) for the initial store depth and cmax (mm)
for the maximum store depth. It is also possible to fix c, rather than treat it as a
parameter, for example if soil moisture is high in the wet season, and the calibration
starts in the wet season, then c can be set as cmax (Pechlivanidis et al., 2010).
F (c) = 1−
(
1−
c
cmax
)b
(2.18)
f(c) =
dF (c)
dc
=
b
cmax
(
1−
c
cmax
)b−1
(2.19)
Additional calculations regarding the storage capacity can be made at this stage,
for example the contributing area at time t for a basin of area A is given by Ac(t) =
F (C∗(t))A, whilst the instantaneous direct runoff rate per unit area (qt) is the prod-
uct of the net rainfall rate (Π(t)) and the proportion of the basin generating runoff
(F (C∗(t))) (Moore, 2007). Further details of the soil moisture accounting algorithm
are given in Appendix B for completeness.
Once the effective rainfall has been calculated, it is then routed through a routing
model. Here, two routing models in parallel are used, to represent quick and slow
pathways, an approach that has been found to be optimal for all but semi-arid regions
(Evans and Jakeman, 1998). The routing model routes the effective rainfall through
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the basin using two linear stores, that are governed by a flow equation that relates flow
(Q) with storage (S) through the parameter (k) that is optimised during calibration.
A continuity equation then relates the change in storage over time (dS
dt
) with the
inflows (I) and outflows from storage.
flow equation:
S = kQ (2.20)
continuity equation:
dS
dt
= I −Q (2.21)
The residence time in days (k) for each reservoir is described by a parameter for
the quick path (kq) and slow path (ks) (Pechlivanidis et al., 2010). If the k parameter
(either kq or ks), is equal to zero then flow (Q) is simply the effective rainfall (ER).
The parameter cq then defines the proportion of total effective rainfall going to the
fast response reservoir and 1-cq is to the slow reservoir.
2.5.3 Parameter Optimisation
Once the hydrological data has been prepared and the model structure selected, the
next stage is to calibrate the model parameters. Because the parameters of concep-
tual models rarely have any physical meaning, their values are generally determined
entirely during the calibration process. Thus, parameter values are chosen solely on
their ability to reproduce observed flows (Wagener and Kollat, 2007). The calibra-
tion is generally undertaken using Monte Carlo techniques where prior ranges for each
parameter are first established, to speed up the process of parameter identification.
Although more complex parameter searches such as the Shuﬄed Complex Evolution
Algorithm (Duan et al., 1992) exist, uniform random sampling is used here. This is
because the model is relatively quick to run so it is straightforward to make around
10,000 simulations and adequately search the parameter space.
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The simulated river flows are then used to calculate objective function values for
each of the parameter sets using a range of objective functions, including the Nash
Sutcliffe Efficiency (NSE) and Root Mean Square Error (RMSE). The advantage of
using a multi objective approach is that different objective functions target different
parts of the flow range (Lee et al., 2005), which can improve the overall performance
of the model, although this is not considered here.
NSE = 1−
N∑
i=1
(obsi − simi(θ))
2
N∑
i=1
(obsi − ¯obsi)2
(2.22)
RMSE =
(
1
N
N∑
i=1
(simi − obsi)
2
) 1
2
(2.23)
Behavioural parameter sets (Beven, 2006) may then be inferred such that the
simulation uncertainty bounds bracket a pre-specified number of observations (e.g.
90% of observations). This Generalised Likelihood Uncertainty Estimation (GLUE)
approach uses the objective function to determine the optimal model simulations,
with a threshold value for the objective function then being determined by how
many model simulations are needed to cover the pre-specified number of observations
(Blasone et al., 2008). Therefore, hydrological modelling now frequently includes pa-
rameter, data and model uncertainty (Beven, 2001), and so a range of river flows are
given to indicate this. However, where the computation burden is heavy, the optimal
parameter set is used. Such cases may occur where the model takes a long time to
run or where the number of simulations required are excessive. Simulations of future
climate change using multiple rainfall realisations for example can quickly result in a
large number of simulations when multiple GCMs are considered.
With regard to the PDM in particular, a previous study in the Thames basin
found that the b and ks parameters were insensitive, and were thus fixed prior to
the final model calibration (Pechlivanidis et al., 2010). A sensitivity analysis of the
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parameters can therefore indicate the relative importance of different parameters. Fi-
nally, in addition to determining posteriori parameter ranges, a split sample test is
then useful to determine that the parameter sets remain valid when presented with
unseen data (Wagener and Kollat, 2007).
2.6 Summary
To summarise, the background to the downscaling research here seeks to implement
a statistical downscaling model to a remote and data sparse region in the Tropical
Andes. The need to bridge the scale gap between climatology and hydrology has been
outlined, along with the necessity to build a robust model that has a sound physical
basis. GlimClim, the statistical downscaling model that will be implemented and
used to test the potential of downscaling in the Tropical Andes is outlined, along
with some of the key model assumptions. The PDM lumped conceptual hydrological
model has also been outlined, along with its assumptions and limitations. The purpose
of outlining the models first is to introduce their basic structure and to discuss their
potential for application in the Tropical Andes. The next chapter will look in more
detail at some of the limitations of statistical downscaling, including the relative
successes of previous downscaling studies. Finally, the main data sources needed for
the downscaling study are outlined, along with their advantages and disadvantages
in relation to the downscaling process.
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Chapter 3
Study Area and Data
3.1 The Tropical Andes
3.1.1 Overview
Having outlined the case for applying GlimClim to the tropical Andes, it is now there-
fore instructive to present some results from the existing South American downscaling
studies and to discuss the South American regional climate. The discussion of the
previous South American downscaling studies provides an insight into some of the
challenges that exist for downscaling in this remote and mountainous region. This is
to provide further motivation for the application of GlimClim, which will seek to rep-
resent the climate processes in the downscaling model. Then, by way of introduction
to the climatology of the Andean region, the known teleconnections and climatology
are outlined first.
3.1.2 Previous Downscaling Studies
Although there are relatively few downscaling studies that are available for the trop-
ical Andes, it is useful to highlight previous studies here. For example, the relatively
simple delta method has been used to generate future scenarios of precipitation and
evaporation for the A1B emissions scenario 2020’s timeslice. Simulations of flow were
73
generated, although no change in future flows was detected overall (Buytaert et al.,
2009). An additional study into GCMs over the central Andes was undertaken by
Minvielle and Garreaud (2011), where 5 GCMs predicted an increase in precipitation
and 5 GCMs predicted a decrease in precipitation, when tropospheric zonal wind-
speed was used as a predictor variable. The further evaluation of climate connections
as part of this research will therefore provide an interesting and additional insight
into both the selection of climate covariates for the Andes and the implications for
rainfall projections.
The dynamical downscaling model PRECIS has also been implemented for the
Andes for the 20C3M, A2 and B2 emissions scenario using the HadAM3p GCM
as boundary conditions (Buytaert et al., 2010). Rainfall projections from PRECIS
showed an improved representation of rainfall compared with the GCM when obser-
vations from the CRU 2.0 climatology of New et al. (2002) were used as a baseline,
although PRECIS overestimated precipitation at higher elevations on the eastern side
of the Andes. This was considered to be related with an overestimation of orographic
uplift cause by high easterly winds. Future precipitation was simulated on a 50km
grid and further downscaling to the hydrological scale was then achieved using the
delta method to simulate future river flows. However, the uncertainties in the results
meant that it was not possible to determine the direction of projected changes in flows.
An ensemble of 20 GCMs was also used to evaluate precipitation changes for the A1B
emissions scenario over the 2080s timeslice, whereby an increase in precipitation in the
Ecuadorian Andes was found overall. More locally to the Vilcanota basin, 3 GCMs
were used to simulate future precipitation and flow for 3 GCMs using the A1B and
B1 emissions scenarios using the delta method. The Vilcanota basin showed a reduc-
tion in mean river flow (Lavado et al., 2011). The results from downscaling studies
therefore provide an interesting comparison with other studies that have evaluated
projected changes in rainfall from GCMs directly. For example, a study of 19 GCMs
found that there was little or no change in median rainfall for the A1B emissions
scenario over the South American region when all the GCMs were averaged together,
although the uncertainties between the GCMs were high (Buytaert and De Bievre,
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2012).
To summarise the existing Andean downscaling studies therefore, clearly there are
significant challenges related to the complex nature of this data sparse and moun-
tainous region. Studies that have focused on the Ecuadorian Andes have been incon-
clusive in determining projections of future rainfall because uncertainties have been
very large. However for studies of the Peruvian Andes, including the Vilcanota basin,
there were projected decreases in precipitation in the future, although with regard to
dynamical downscaling, the results have been somewhat mixed. Although there is an
improved representation of spatial rainfall characteristics, clearly no model is perfect
and it has proven difficult to accurately simulate orographic uplift on the eastern
Andes thus far.
3.2 Regional Climate Patterns
3.2.1 The Humboldt Current
Prior to implementing a downscaling model, it is first necessary to review the study
area and the available data in order to gain an initial understanding of the telecon-
nections and climatology of a particular region. Therefore, by way of introduction,
the climate processes in the region of South America are discussed here first. For
example, rainfall in Peru is generally influenced by the Pacific Ocean, with the Andes
to the east acting as a topographical barrier that causes intense precipitation over
this mountainous region (Insel et al., 2010). However, the sea surface temperature
of the Pacific Ocean near to Peru is normally quite low because of the Humboldt
Current, which brings very cold water northwards from the Antarctic. This low sea
surface temperature generally results in a reduction of the precipitation off the Pe-
ruvian coast (Chavez et al., 2008), and results in the rather arid conditions that are
found across much of coastal Peru (Garreaud, 2009).
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3.2.2 El Nin˜o Southern Oscillation
In addition to the Humboldt Current, the El Nin˜o (ENSO) effect also has a profound
influence on the transport of atmospheric moisture to Peru from the Pacific Ocean
as shown in Fig. 3.1. In particular, the Pacific trade winds are normally easterly
in direction, moving relatively dry air from the South American continent across
the Pacific Ocean. However, during ENSO years, the trade winds are reversed and
so moist air is instead moved from the Pacific Ocean towards the South American
continent. This brings with it warmer and more humid air that disrupts the flow
of the Humboldt current, resulting in higher sea surface temperatures off the Peru-
vian coast, and increased rainfall over western South America (Kousky et al., 1984;
Trenberth and Caron, 2000). Therefore, ENSO episodes are usually related with in-
creased rainfall across the Peruvian coast, whereas La Nin˜a events (typified by the
normal easterly trade winds) are associated with low sea surface temperatures across
the Pacific Ocean and reduced precipitation over South America (Takahashi, 2004;
Marengo, 2004, 2005).
Figure 3.1: An overview of climate processes affecting the Peruvian Andes, after
Madl. P. (2000).
To the east of the Andes, the effects of ENSO are less pronounced, whereas in
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southern South America, rainfall is reduced during and immediately after ENSO
(Grimm et al., 2000), which highlights the complex nature of the climate processes
around this mountainous region. ENSO has been related to differences in sea level
pressure between Tahiti (in the southern Pacific Ocean) and Darwin (Australia) by
Ropelewski and Halpert (1989), who constructed an index of anomalies relative to
a baseline period known as the Southern Oscillation Index (SOI). Therefore posi-
tive anomalies indicate El Nin˜o episodes and negative anomalies indicate La Nin˜a
episodes, with recent ENSO occurrences having occurred in 1972-1973, 1982-1983,
1997-1998 and 2011-2012 and lasting for approximately 6-18 months. By contrast,
recent La Nin˜a episodes have occurred in 1970, 1973, 1975, 1988 and 1995.
In addition to the SOI index, there are additional teleconnection indices that have
been developed in relation to the South American region. For example, decadal sea
surface temperature anomalies have been used to create the Pacific Decadal Oscilla-
tion (PDO) index using sea surface temperatures across the northern Pacific Ocean
(Mantua and Hare, 2002). The PDO describes longer term climatic shifts that ap-
pear to last for approximately 20-30 years, but with periodic abrupt shifts, the most
recent of which occurred in 1977 (Marengo, 2004). The phenomenon is thought to
arise from the interaction of several climate processes, and has been related with
rainfall patterns in South America, although little is understood about the processes
that govern this phenomenon (Zhang et al., 1997; Robertson and Mechoso, 1998).
3.2.3 The Intertropical Convergence Zone
With regard to intra-annual processes, much of South America experiences a pro-
nounced seasonal variability (Vizy and Cook, 2007) caused by the movement of the
Intertropical Convergence Zone (ITCZ) (Ma et al., 1996). The ITCZ, which predom-
inantly resides in the northern hemisphere (Takahashi and Battisti, 2006), brings
intense convective rainfall to the tropical Andes as it moves across the southern
hemisphere (Marengo and Hastenrath, 1993a). In fact during ENSO years, the ITCZ
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moves anomalously southward, bringing with it increased moist and warm air from the
equator, and generally resulting in higher than average rainfall across much of South
America (Marengo et al., 1993b; Mu¨nnich and Neelin, 2005). This further explains
the observed increase in rainfall that is seen during ENSO episodes and highlights the
interaction of several climate processes that influence rainfall in the tropical Andes.
On a more localised scale, rainfall in the tropics is normally convective because
of the intense heat, which causes the moist air to rise rapidly and then to condense
and fall as heavy precipitation in the afternoon (Bendix et al., 2006). Over the An-
des specifically, orographic precipitation occurs as the moist air is forced upwards by
the high elevation mountain ranges, becoming cooled in the process. This leads to
the condensation of the atmospheric moisture and highlights the importance of local
topography in relation to the generation of rainfall across the Andes.
Overall then, rainfall across South America is related to ENSO, which interrupts
the normally cool sea surface temperatures over the Humboldt Current. In addition,
at the seasonal scale, the ITCZ results in a pronounced variability in rainfall as it
moves southward, bringing increasingly humid air with it throughout the wet season.
However, local rainfall processes also have a significant effect on rainfall generation,
particularly in relation to air temperature and relative humidity. For example, air
temperature and relative humidity may describe the influence of the ITCZ over the
Peruvian Andes because their interaction is related to the dew point temperature
(the temperature at which humid air condenses). To summarise, the regional and
local scale climate processes that are thought to influence rainfall in the Peruvian
Andes have been outlined here. The influence of these complex climate processes
on rainfall in the Peruvian Andes will be further evaluated as part of this research,
in order to test their individual and multiple effects. However, understanding the
regional processes is just the first step to identifying appropriate teleconnections for a
given region, with data analysis and the downscaling model itself providing the main
quantitative information of the important climate processes. The existing downscal-
ing studies also illustrate the potential of downscaling in the Andes, with previous
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studies showing either no change or a reduction in rainfall and flow.
3.3 Study Areas
3.3.1 Paute Basin, Ecuador
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Figure 3.2: Paute basin
This study focuses on two mountainous basins in the Andes, the Paute river
(5145 km2) in the tropical Andes of south Ecuador (Fig. 3.2) and the Vilcanota basin
(11000 km2) in the south of Peru. The Paute basin is introduced here first, as shown
in Fig. 3.2. The Paute basin is of strategic importance to the hydropower strategy
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of Ecuador, and has a relatively dense network of rain and flow gauges as a result
(Buytaert et al., 2010). At the Amaluza hydropower dam, the upstream Paute basin
has elevation ranges from 1684 m to 4505 m altitude and annual rainfall ranges from
around 3400 mm near the basin outflow to around 750 mm in the centre of the basin.
Precipitation is highest in the wet season from January to April and again in Octo-
ber to December and follows a bi-modal regime, with rainfall being predominantly
convective in ocurrence (Celleri et al., 2007).
The early rain gauge network of the Paute basin (34 gauges) extends from 1963-
1993, with data available from the Instituto de Meteorolog´ıa e Hidrolog´ıa (INAMHI),
although large gaps exist prior to 1975 and after 1993. An additional limited data
set is available from 2000 onwards from the municipal water company ETAPA (Em-
presa Municipal de Telecomunicaciones Agua Potable, Alcantarillado y Saneaniento),
which has fewer gaps. Finally, flow data are available from 1964-1992 from INAMHI,
with an average of 53% of data being available. Although there are large spatial vari-
ations in rainfall that are not captured by the rain gauge network, earlier research in
the study area has shown that the type of interpolation techniques is of secondary
importance and that errors in interpolation are dominated by the low density of rain
gauges (Buytaert et al., 2006).
The quality of the precipitation data were checked using double mass plots and
a threshold of 0.5 mm was applied to reflect the resolution of the tipping bucket
recorders. Duplicate stations were removed and stations in close proximity with over-
lap were merged where appropriate in order to produce more complete rainfall series.
Flow data were also checked by comparing upstream and downstream stations for
consistency, although the overall quality of the data in this basin is relatively poor as
a result of the large number of gaps and bad data management practices.
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Figure 3.3: Vilcanota basin
3.3.2 Vilcanota Basin, Peru
In addition to the Paute basin, the Vilcanota basin in Peru has also been considered as
a case study for this research as shown in Fig. 3.3. Whilst the work of the Paute basin
focuses on an analysis of the available rainfall data, both from gauges and from widely
available products (discussed later in this section), much of the work on the Vilcanota
basin focuses on the potential for downsaling in the Andes. The Vilcanota basin has
been selected because of its interest from a hydrological perspective. For example,
with regard to flooding, the town of Machu Picchu Pueblo has suffered periodically
from extreme events, the most recent of which was in January 2010 (Vilimek et al.,
2006; Bulmer and Farquhar, 2010). With regard to water resources concerns, the is-
sue of glacier melt has been highlighted as a serious threat to baseflows in the dry
season (Vuille et al., 2003), which extends from April to September with practically
no rainfall occurring over the basin. Baseflows in the dry season are therefore largely
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sustained by glacier melt.
Station X Y Z Ann Rain % Data
1 Acomayo -71.68 -13.92 3249 966 83
2 Calca -71.95 -13.33 2923 527 59
3 Cay Cay -71.70 -13.60 3070 359 64
4 Ccatcca -71.56 -13.61 3686 614 93
5 Colquepata -71.67 -13.36 3562 713 63
6 Combapata -71.43 -14.10 3490 728 64
7 Granja Kcayra -71.88 -13.56 3229 675 98
8 Machu Picchu -72.55 -13.17 1981 2099 49
9 Paruro -71.84 -13.77 3068 876 77
10 Pisac -71.85 -13.42 2989 628 92
11 Pomacanchi -71.57 -14.03 3686 930 41
12 Sicuani -71.24 -14.25 3524 728 74
13 Urubamba -72.12 -13.31 2894 503 85
Table 3.1: Available raingauges in the Vilcanota along with details of site locations
including Eastings (X), Northings (Y) and Elevation (Z). The mean annual rainfall
(Ann. Rain) and percentage of available data for the period 1965-2009 are also given.
There are 13 raingauges that have data for the period 1965-2009, which are pre-
sented in Table 3.1 and 1 flow gauge, available from the Servicio Nacional De Mete-
orolog´ıa e Hidrolog´ıa. The locations of the raingauges can be seen in Fig. 3.4. The
annual rainfall here is calculated as the mean of the available data, ignoring any gaps.
Whilst some gauges have a higher percentage of data available, others, notably Anta
Ancachuro, Pomacanchi and Urcos have below 50% of data available for the period,
which may pose some problems for the fitting of the downscaling model (although
GLMs are better able to deal with gaps than some other statistical downscaling meth-
ods).
To summarise, the Paute and Vilcanota basins represent interesting case studies
through which the potential of statistical downscaling can be evaluated. Because the
basins are both located in remote, data sparse and mountainous regions, this research
therefore seeks to consider the downscaling problem from several perspectives. Issues
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Figure 3.4: Vilcanota basin
of data quality, including the availability of new rainfall products such as interpolated
observations, reanalysis outputs and satellite data are all considered. The potential
of applying GlimClim to a remote region is also evaluated, along with the possibility
of applying a statistical downscaling approach to a remote and data sparse region.
Therefore having outlined the motivation for downscaling, and having introduced
the two case studies, some of the available data sets are presented next in order to
outline some of the challenges of downscaling from a data perspective.
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3.4 Climate Observations
3.4.1 Introduction
To further put the South American downscaling and climatology studies into context,
it is therefore now useful to consider the climate data sets that are available. Having
provided an overview of the main statistical downscaling models, GLMs were selected
for downscaling in the tropical Andes. The literature of the known teleconnections
and climate processes was then presented in order to give an overview to the study
area and to highlight some of the climate processes that may need to be captured in
the downscaling model.
However, all downscaling studies are limited by the climate data that is available
for modelling, and so it is useful to provide a review of the data sets in order to
highlight some of the practical challenges. For example, some climate products are
available as monthly or annual averages, whilst others are available on a daily or
sub-daily time step. In addition, some products cover a number of climate variables
whereas others are only available for rainfall and finally, some products are based
directly on observation data whilst others are the result of model simulations. There-
fore by way of introduction, some of the available data sets are presented in Table 3.2.
3.4.2 Climatology Products
The first type of climate product to be considered are those data sets that only consist
of long term or seasonal averages and here relates primarily to rainfall. The main
advantages of gridded rainfall climatologies for example is that they can help to build
a picture of the spatial variations and the overall complexity of rainfall patterns.
Gridded rainfall climatologies are frequently compiled by interpolating observed rain
gauge data, either to give monthly means or long term averages, with examples in-
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Product Resolution Time Period Source of Data
Climatology
TRMM PR 0.1◦ 1998 – 2007 Nesbitt and Anders (2009)
WorldClim 1km 1950 – 2000 Hijmans et al. (2005)
CRU CL 2.0 10’ 1961 – 1990 New et al. (2002)
Reanalysis hindcast
NCEP R1 2.5◦ 1961 – 1990 Kalnay et al. (1996)
ERA-40 2.5◦ 1961 – 1990 Uppala et al. (2005)
ERA-interim 1.5◦ 1989 – date Dee et al. (2011)
Satellite algorithm
TRMM 3B42 (V6) 0.25◦ 1998 – 2009 Huffman et al. (2007)
PERSIANN 0.25◦ 2000 – 2009 Sorooshian et al. (2000)
Table 3.2: Climate observation data sources.
cluding the CRU CL 2.0 (New et al., 2002) and WorldClim (Hijmans et al., 2005)
products. Climatology from remote sensing is also becoming a useful tool to under-
stand rainfall processes, with the TRMM Precipitation Radar (PR) a notable example
(Nesbitt and Anders, 2009). Some more details of these rainfall products are given
below, by way of highlighting some of the strengths and weaknesses of the data.
The CRU CL 2.0 data set consists of mean monthly climate variables for 1961-
1990 (including precipitation, wet-day frequency, temperature, relative humidity and
sunshine duration data) that were interpolated from point observations using a thin-
plate spline methodology and predictor variables of latitude, longitude and elevation.
The data are available on a 10’ grid for all land areas excluding Antarctica, although
data quality is dependent upon the density of gauges used to make the interpolation.
For example, South America was highlighted as an area with high errors (New et al.,
2002).
The WorldClim data is calculated from gauge data and is available for precipi-
tation and temperature. The data were interpolated from point observations to a
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30 arc s grid using a thin-plate spline and predictor variables or latitude, longitude
and elevation. The data extend from 1950-2000 where sufficient data exists, to en-
able the inclusion of more gauges, which might not have full coverage for the normal
1961-1990 baseline period. The gauges were only included where they had data for 10
years or more, although there remains an underlying assumption that the climatology
is relatively time invariant, which is not possible to prove. Despite this assumption,
the rationale behind WorldClim is that it is based on 57% more rain gauges world-
wide than the CRU CL 2.0 dataset, especially in South America where data from the
International Center for Tropical Agriculture (CIAT) was included (Hijmans et al.,
2005).
The TRMM climatology data used in this study are calculated from the TRMM
PR (2A25) algorithm and are available on a 0.1◦ grid between +/- 36◦ latitude.
However, because the TRMM satellite is a polar orbiting satellite, only instanta-
neous rainfall rates are sampled, with approximately two samples taken for each
grid point per day (Simpson et al., 1988). TRMM was launched in November 1997,
so measurements are available from 1998-date, with the climatologies calculated by
Nesbitt and Anders (2009) currently available for 1998-2007. Over this period, the
average rainfall is based on 7000-31000 measurements per gridpoint, which is too low
for time series modelling but provides a good indication of the spatial variation in
rainfall over the last 10 years. Therefore in addition to rain gauge interpolation, new
satellite technologies are also providing an improved understanding of spatial rainfall
characteristics. Although such products are not useful for fitting a statistical down-
scaling model, they nevertheless provide good potential for the spatial validation of
rainfall. For example, the coarse resolution of the hindcast products means that only
2 tiles cover the entire Paute basin. Therefore the band of orographic precipitation
on the Amazonian slope of the Andes is outside of the basin but within the pixel
(Bookhagen and Strecker, 2008).
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3.4.3 Remote Sensing Products
The second type of climate product to be considered also relates primarily to rainfall,
and consists of remotely sensed sub-daily rainfall observations that are available on a
0.25◦ grid over the tropics. The rise of remote sensing data for rainfall over the tropics
has been an active area of research in recent years, particularly since the launch of
the Tropical Rainfall Measurement Mission (TRMM) satellite (Simpson et al., 1988).
TRMM was launched in November 1997 to orbit at a low altitude of around 320km,
and to cover the entire tropics (between 30◦N and 30◦S) twice a day (Sorooshian et al.,
2000). TRMM has an onboard Precipitation Radar (the TRMM 2A25 PR data series)
and an onboard microwave imager (TMI 2A12), which are used to make instantaneous
rainfall measurements across the tropics. However because TRMM is a polar orbiting
satellite that only delivers instantaneous rainfall measurements, several algorithms
have been developed to infer a continuous sub-daily rainfall series (e.g. Iguchi et al.,
2000; Huffman et al., 1995, 2007).
One of these sub-daily rainfall algorithms is TRMM 3B42 (Huffman et al., 2007),
which has a temporal resolution of 3 hours and a spatial resolution of 0.25◦. The
TRMM 3B42 algorithm works by merging high frequency infrared cloud-top tem-
perature data from geostationary satellites (including GOES-8, GOES-9, GOES-10,
GMS-5, MetSat-6, MetSat-7) with low frequency microwave data from polar orbiting
satellites (including TRMM) in order to produce a continuous rainfall time series. The
approach taken is thus to calibrate the more frequent but indirect infrared estimates
with the infrequent microwave observations (Habib, Emad et al., 2009; Filho et al.,
2010). TRMM 3B42 is available as either a real time product, which has no additional
quality check, or as a research product, which is bias corrected. The research product
is created by scaling the real time TRMM 3B42 series to the monthly 1◦ grid Global
Precipitation Climatology Centre (GPCC) data derived from rain gauges to produce
an optimised data series (Huffman et al., 2007).
A second sub-daily rainfall algorithm is PERSIANN (Sorooshian et al., 2000),
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which also has a temporal resolution of 3 hours and a spatial resolution of 0.25◦.
PERSIANN uses an adaptive neural network algorithm to also combine high fre-
quency infrared images with low frequency data from the TRMM TMI microwave
imager (Hughes, 2006; Brown, 2006). Therefore, in a similar approach to TRMM
3B42, the final sub-daily precipitation estimates for PERSIANN are derived from the
infrared data but are adjusted to be consistent with the TRMM and TMI derived
precipitation (Sorooshian et al., 2000; Hsu et al., 1997). The neural network scans a
5x5 moving window of infrared pixels, surrounding each central pixel in turn. Five
features are extracted from the pixels and are classified into groups associated with
different cloud surface characteristics in order to relate the infrared values to rain
rates (Sorooshian et al., 2000). The adaptive neural network means the product can
adapt its calibration for different precipitation regimes (Asadullah et al., 2008).
Although the algorithms have potential for improving the measurement of rainfall
in remote areas, they are not without their limitations. For example, there are uncer-
tainties associated with using cloud-top temperature, particularly because the calibra-
tion parameters may vary markedly from one situation to another (Collischonn et al.,
2008). For example, the algorithm generally performs worse over continents than
oceans, particularly for the recording of low rainfall amounts (Liu and Curry, 1992).
In addition, the use of infrared images to infer precipitation can also cause significant
underestimation of precipitation from low clouds as well as false alarms from high
but relatively thin clouds that are at low temperatures (Behrangi et al., 2010). For
instance, warm frontal precipitation is associated with higher cloud-top temperatures
than convective precipitation (Petty, 1995). Light snow has a maximum frequency
around −16◦C whereas all other precipitation types (including rain, freezing rain
and heavy snow) are bi-modal, with maximum precipitation at −16◦C and −35◦C to
−50◦C, which suggests that precipitation estimation from cloud-top temperature is
affected by precipitation type (Hanna et al., 2008). Finally, the infrequent coverage of
low earth polar orbiting satellites means that short duration convective storms may be
missed by the satellites (Ebert et al., 2007). Furthermore, it is possible that on occa-
sion the monthly bias correction for TRMM 3B42 may cause high precipitation rates
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to be underestimated and low precipitation to be overestimated (Habib, Emad et al.,
2009).
With regard to evaluating the performance of rainfall products against rain gauge
observations, there are numerous approaches that can be taken. For example, a
measure of the bias (Frequency Bias Index) can indicate whether rainfall products
underestimate rainfall compared with rain gauges. However if rainfall occurrence is
the main interest then the Probability of Detection can help to determine whether
a rainfall product is correctly measuring rainfall when compared with rain gauges.
Additional measures are available that can help to determine whether a particular
rainfall product is performing well, and the level of confidence that should be at-
tached to a particular product (Schaefer, 1990; Su et al., 2008). Many studies have
attempted to use such measures to improve the quality of rainfall observations that
are available, either by improving the calibration of satellite algorithms for exam-
ple, or by merging rain gauge and other data sets (Yen-Ming Chiang et al., 2007;
Sinclair and Pegram, 2005).
3.4.4 Teleconnection Indices
Additionally, and more appropriately to the task of climate downscaling are telecon-
nections data series that are frequently compiled using observational data. Notable
examples include the Southern Oscillation Index (SOI), which is based on monthly
differences between sea level pressure in Darwin and Tahiti (Trenberth, 1984) and the
Pacific Decadal Oscillation (PDO), which is based on the leading principal component
of sea surface temperatures across the Pacific ocean off the west coast of the United
States (Mantua and Hare, 2002). Such teleconnections series often extend back long
in time and may therefore provide a succinct way to include large-scale climate pro-
cesses in a downscaling model.
However whilst teleconnection indices provide a useful approach to capturing com-
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plex climate processes in a relatively simple time series, there may be some problems
with using them for climate change projections. Generally, the limitations involve the
inability of many GCMs to represent teleconnection patterns such as ENSO, which
may make it difficult to accurately simulate future climates in this way. In addition,
teleconnection indices are often based on point observation data, so there may be
some bias when the point data is substituted with the gridded outputs from GCMs.
Finally, and specific to the index that is used is the potential that some indices such
as the PDO are not straightforward to calculate from GCMs. For example, the PDO
relies on the leading principal component of sea surface temperatures across the north-
ern Pacific ocean. Therefore, a final climate product type has also been evaluated
below, which may allow a straightforward application of climate projections.
3.4.5 Reanalysis Products
The final climate product type considered here consists of a reanalysis of weather ob-
servations, whereby the observations are assimilated in a weather model to produce
gridded model outputs. Although there are numerous variations on the reanalysis
products that are available, overall there are two main centres that produce reanal-
ysis data sets. These are the European Centre for Medium Range Weather Fore-
casting (ECMWF) and products from the joint National Centers for Environmental
Prediction (NCEP) and the National Center for Atmospheric Research (NCAR). Of
these, the ECMWF produces the ERA-40 (Uppala et al., 2005) and the ERA-interim
(Dee et al., 2011) reanalysis data sets while NCEP/NCAR produce the NCEP R1
data set (Kalnay et al., 1996). In particular, ERA-40 and NCEP R1 are available on
a 6 hourly sub-daily timestep and a 2.5◦ grid, while ERA-interim has a resolution of
around 1.5◦.
Reanalyses products are generated by assimilating weather observations in a weather
model, whereby the model simulations are constrained by the observational data. Al-
though weather models are usually run in forecast mode, for reanalysis products
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the weather models are run in hindcast mode. In hindcast mode for example, the
weather model is re-started at every timestep with new historical observations and
is not therefore allowed to make forecasts of the future weather. The basic rationale
of reanalysis products is that they provide long time-series of gridded weather data
using the same weather model through time. In addition, as newer weather models
are developed they can be re-run using the historical observations to construct a data
series that is not biased due to a change in model structure (Saha et al., 2010).
Although the model is fixed, the data that are available have changed significantly
over time, with the inclusion for the first time in 1972 of satellite data, temperature
profilers in 1973 and microwave channels for atmospheric water vapour over the oceans
in 1987 (Kidd, 2001). Numerous studies have used ERA-40 (e.g. Betts et al., 2005)
and NCEP R1 (e.g. Janowiak et al., 1998) to analyse climate processes, although the
performance of reanalysis products is known to vary around the world. In the tropical
Andes for example, there are fewer observations because of the data sparsity of the
region, resulting in a poorer performance of the reanalysis products in this and other
data sparse regions.
With regard to using reanalysis data to fit a statistical downscaling model, there
are advantages and disadvantages. For example, the advantages of fitting a down-
scaling model with reanalysis data are that gridded model outputs are used for both
the fitting and simulation of the model. However, historic climate data sets should
be of a sufficiently long duration to derive stable links with local rainfall. The data
sets should also be of good quality and of a good temporal resolution (for example
monthly data). Therefore, the use of reanalysis and other climate indices provide
ideal data sets for the use of downscaling, while mean rainfall climatology products
are more useful for the characterisation of rainfall processes. Satellite rainfall prod-
ucts are generally of too short a duration and not of sufficient quality for the purpose
of downscaling, although some potential for hydrological modelling exists, particu-
larly in remote and data sparse regions.
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3.5 Climate Simulations
3.5.1 Global Climate Models
Having reviewed some of the climate observations that are available, it is now use-
ful to consider climate simulations for current and future emissions scenarios. The
models used to undertake these climate simulations are known as Global Climate
Models (GCMs), which developed from atmosphere models to more comprehensive
atmosphere-ocean models that can represent the storage of heat in the ocean and
the resulting weather feedbacks (Matyasovszky et al., 1994; Williams et al., 2001).
10 GCMs are introduced and detailed in Table 3.3. However, the inclusion of addi-
tional climate and ocean processes often results in changes to the regional climate
(Collins et al., 2001), such as in the case of the UK Hadley Centre GCMs. In this
case, HadCM3 gives larger areas of precipitation decrease in the tropics of northern
South America, whereas HadCM2 shows substantial increases (Hulme et al., 1999),
highlighting the need to use multiple GCMs for climate projections (Rotstayn, 1999).
Model Atmosphere Res. Ocean Res. Reference
CNRM 45L,1.9◦ lat lon 182 x 152 grid Salas Me´lia et al. (2005)
CSIRO 18L,1.8◦ lat lon 31L, 1.8◦ lat lon Gordon et al. (2010)
GFDL 24L,2.5◦lon,2.0◦lat 1◦ lat lon Delworth et al. (2006)
HadCM3 19L, 2.5◦ lat, 3.75◦ lon 20L, 1.25◦ lat lon Gordon et al. (2000)
INM 21L, 5◦ lon, 4◦ lat 33 levels, 2.5◦ lat lon Volodin (2007)
IPSL 19L,2.5◦lat,3.75◦lon 31L, 2◦ lat lon Braconnot et al. (2005)
MIROC 56L, 1.1◦ lat lon 47L, 0.28◦ lon, 0.19◦ lat Hasumi and Emori (2004)
MPI 31L, 1.8◦ lat lon 40L, 1.5◦ lat lon Roeckner et al. (2006)
MRI 2.8◦ lat lon 2.5◦ lon, 2.0◦ lat Yukimoto et al. (2006)
PCM 26L, 2.8◦ lat lon 40L, 0.6◦ lat 1.1◦ lon Washington et al. (2000)
Table 3.3: Global Climate Models used for downscaling.
There are a range of emissions scenarios available, of which the Special Report
on Emission Scenarios (SRES) from the IPCC Fourth Assessment Report (AR4) rep-
resents the most recent update, being published in 2007. The emissions scenarios
comprise several scenarios of the historic 20th Century and several scenarios of the
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future 21st and 22nd Centuries, related to CO2 production from different economic
and environmental development scenarios. The 20C3M 20th Century emissions sce-
nario most closely represents observed emissions, and is often useful for comparing
GCM performance with observations (e.g. from reanalysis data).
Future emissions scenarios meanwhile, are of future projected worlds. For exam-
ple, the A1 and B1 future emissions scenarios assume that the world will become more
globalised, whilst the A2 and B2 scenarios assume the world will become more re-
gionalised. In addition, the A1 and A2 emissions scenarios assume that development
prioritises economic factors, whilst B1 and B2 assume that development prioritises
environmental factors. The A1B scenario therefore falls in between the A1 and B1 and
B2 scenarios, by assuming rapid economic growth, where the economy is prioritised
above the environment. However, population growth is low and there is an increase
in the development of new and more efficient technology (http://www.ipcc.ch/). To
give an indication of the impacts of emission scenarios on the climate, they can be
ranked from highest to lowest in terms of global mean temperature as A2, A1, B2,
B1 (Christensen and Lettenmaier, 2007).
However, whilst comparisons of the 20C3M emissions scenario with observations
can indicate whether a particular GCM is able to represent climate processes, it does
not give any indication as to how the GCM will perform in the future. For example,
step changes in the climate may occur in the future, such as the melting of sea ice in
the Arctic, which are not represented well by a particular GCM (Allen et al., 2000;
Fowler et al., 2007b).
3.5.2 Sources of Uncertainty in GCMs
To further discuss some of the limitations of GCMs in more detail, the main sources of
GCM uncertainty have been outlined here. In particular there are four main sources
of uncertainty, which can be grouped into initial condition, boundary condition, pa-
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rameter and structural uncertainties (Pope et al., 2007).
Generally, initial condition uncertainty is considered in climate modelling, for ex-
ample where climate models have been shown to be sensitive to the inital circulation
currents in the Atlantic ocean (Tebaldi and Knutti, 2007). Such instances indicate
that a thorough analysis of initial condition uncertainty may be necessary, although
the computational constraints of this are often prohibitive. With regard to statistical
downscaling, the use of multiple GCM runs in this way could help to investigate the
impact of initial condition uncertainty on the local scale, although a comparison of
GCM outputs can indicate whether there are likely to be any differences (Chen et al.,
2011).
Boundary condition uncertainty on the other hand is largely a function of un-
certainty in the emissions scenario, although so-called fudge factors (artificial fluxes
introduced to maintain model coherence) also contribute to boundary condition uncer-
tainty (Tebaldi and Knutti, 2007). Therefore, with regard to the emissions scenario,
the spread of ensembles of scenarios may indicate the magnitude of the uncertainty
and the relative influences of different sources (Hanssen Bauer et al., 2005). In the
case of multiple emissions scenarios, it may be preferable to further treat each scenario
as having a different likelihood of occurring, with the final upper and lower uncer-
tainty bounds taking emission scenario uncertainty into account (Stainforth et al.,
2007). Whilst this approach is an improvement on the assumption that all emission
scenarios are equally likely, the process of determining likelihoods for each scenario is
clearly subjective and may limit the advantages of the approach.
With regard to parameter uncertainty, advances have been made by projects such
as climateprediction.net, which has undertaken Monte Carlo simulations of climate
models using a range of parameter values. Such a perturbed physics ensemble of
model outputs is useful to evaluate more fully the sensitivity of climate models to
differing parameter values, and can help to improve the quantification of uncer-
tainty for climate projections (Tebaldi and Knutti, 2007). However, the computing
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requirements needed to run the multiple GCM simulations are frequently prohibitive
(Rougier and Sexton, 2007), which limits the exploration of parameter uncertainty
somewhat. Nevertheless, with regard to statistical downscaling, again it is straight-
forward to simulate the localised effects of different GCM runs, although it may be
necessary to take a random sample where the number of model runs is very large.
Finally, model structure uncertainties are an inevitable part of climate modelling,
because it is simply not possible to fully describe all the physical processes in a
model. Although it is possible to quantify model structure uncertainty with respect
to the 20C3M emissions scenario by comparing model simulations with observations
(Collins et al., 2001), it is not possible to say how a particular model structure will
perform in the future (Frame et al., 2007). This issue highlights one of the fundamen-
tal limitations of climate projections, because we can not perform repeatable experi-
ments on the climate to determine how it will evolve in practice (unknown unknowns).
However despite this, great steps have been taken to improve the quantification of
the known uncertainties in model structure, because it is often the largest source of
uncertainty in many downscaling studies (e.g. Arnell, 2004; Wilby and Harris, 2006).
Whilst model structure can be partially quantified using multiple GCMs, there are
problems statistically because the sample of GCMs is only an ’ensemble of opportu-
nity’ (i.e. the sample is constrained by the GCMs that are available). In addition, the
GCMs can not be said to form a truly independent sample (Allen, 2003) because many
modelling centres share algorithms and parameterisations (Manning et al., 2009).
Therefore because the GCMs are not independent, the errors from multiple GCMs
may not cancel when then are combined to form a weighted average prediction,
which may result in an underestimation of GCM uncertainty (Allen and Ingram,
2002; Leith and Chandler, 2010). However, despite this, many studies have used
this ’ensemble of opportunity’ approach, to constrain the GCM uncertainty as far as
possible (e.g. Liang et al., 2008; Christensen and Lettenmaier, 2007).
The climate observations that are available for downscaling have been discussed,
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along with their strengths and weaknesses, with teleconnections indices and reanalysis
data sets emerging as being most relevant. Other climate observations such as gridded
climate means are nevertheless useful for characterising the spatial variation in rain-
fall, particularly in a remote region such as the tropical Andes. More novel remote
sensing rainfall products have also been discussed, although their potential is best
applied to short term climate prediction or for hydrological modelling, rather than
for statistical downscaling because of their short duration. Finally, the climate simu-
lations that are available for making localised projections of future climate have been
discussed. In particular, the main sources of GCM uncertainty have been outlined,
with reference as to how this uncertainty can be quantified in relation to statistical
downscaling.
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Chapter 4
Data Analysis
4.1 Analysis of Rainfall Products
4.1.1 Rainfall over South America
Having outlined the motivation for applying a downscaling model to the Tropical An-
des for two case study regions in Ecuador and Peru, it is now instructive to present
an analysis of the data sets that will be used in this study. The performance of rain-
fall products in South America and in particular Ecuador, has been assessed first by
considering various aspects of the spatial and temporal profiles of the rainfall. For
example, spatial variability, bias and the representation of rainfall distributions have
been considered by comparing the different rainfall products, with the findings then
linked to the overall strengths and weaknesses of each product. In particular, the
rainfall products that have been considered here include both rainfall time series and
mean monthly and annual rainfall summaries (denoted as climatological data sets
here). The findings are then used to guide the downscaling model application using
data from Peru. The analysis of the available rainfall products is therefore useful
as a quality control of the available data, in addition to providing an introduction
to some of the climate covariates that may be considered for the later fitting of the
downscaling model.
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Figure 4.1: Mean daily rainfall (mm/day) over South America for time periods as
indicated earlier in Table 3.2. From top left to bottom right: WorldClim, CRU,
ERA-interim, NCEP R1, TRMM PR, PERSIANN.
In order to evaluate the performance of some of the rainfall products discussed
earlier, a comparison of mean daily rainfall profiles is made using data from across
South America. The climatology products used in the comparison were CRU CL
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2.0 (1961-1990), WorldClim (1950-2000) and TRMM climatology (1998-2007), whilst
the time series products included ERA-interim (means calculated for 1961-1990) and
NCEP R1 (means calculated for 1961-1990). In addition, the daily time-series from
the satellite products TRMM 3B42 (means calculated for 1998-2009) and PERSIANN
(means calculated for 2000-2009) were used to calculate the mean precipitation for
the whole of their available time period.
Fig. 4.1 shows the spatial variation of different rainfall products from a continental-
scale perspective. If the WorldClim (top left) and CRU (top right) observations are
taken as a ground truth, then it can be seen that ERA-interim (middle left) has a
tendency to underestimate rainfall across South America, in comparison with NCEP
R1 (middle right). Overall, TRMM PR (bottom left) and PERSIANN (bottom right)
both show a similar spatial profile, including a raised rainfall amount over the ITCZ.
However only NCEP R1 shows higher rainfall over much of the north western part of
continental South America that is prevalent for WorldClim and CRU observations.
Finally, all the products (apart from ERA-interim) show higher rainfall over the An-
des, near the South of Peru and to the north east of the Vilcanota basin (around 14◦S
and 72◦W).
4.1.2 Rainfall over the Ecuadorian Andes
In order to provide a more detailed introduction to the use of rainfall products in the
Andes, maps of TRMM 3B42 (version 6) (Fig. 4.2a) and TRMM precipitation radar
(Fig. 4.2b) over Ecuador are presented to illustrate the effect of spatial resolution on
rainfall measurement. The higher resolution TRMM precipitation radar gives a much
better representation of spatial variability, highlighting some of the issues related with
the comparison of different rainfall products. For example, the increased rainfall to
the north east of the Paute basin can be seen from the map of the TRMM PR, which
suggests that there are some rain shadowing effects over the Paute basin itself.
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Figure 4.2: Average annual precipitation for a) TRMM 3B42 and b) TRMM Precip-
itation Radar over the Paute basin and subbasins for 1998-2009.
However whilst spatial comparisons of the rainfall profiles can help to gain an in-
sight into the rainfall processes that dominate a particular continent, region or basin,
they do not indicate whether the products provide useful time series data. Therefore
rainfall data from pixels over the Paute basin itself have been analysed to provide
a deeper understanding of the potential of using such rainfall products as part of a
downscaling study. Such analyses of the daily and monthly rainfall profiles are thus
important in order to validate the performance of the rainfall products, since different
products may be optimal over different geographic regions, simply because of how the
100
data is calibrated with observations.
In particular, where the rain gauge networks are very sparse (e.g. over much of
South America), then there is little observational data from which to ground truth
these new and innovative products, and so a verification of the data is important
prior to its use in modelling studies.
4.2 Rainfall Products over the Paute Basin, Ecuador
4.2.1 Seasonal Rainfall Profiles
Following on from the analysis of South American rainfall profiles, the seasonal rain-
fall profiles have also been calculated for the Paute basin, Ecuador using the same
time periods as before. Seasonal averages from rain gauges were calculated using data
for the period 1975-1992, with Thiessen polygons being used to calculate an areal av-
erage for the Paute basin. Spatial averages for all the precipitation products were
calculated using the proportional coverage of each grid cell over the basin. The results
of the seasonal comparison are given in Fig. 4.3, although the averaging periods of
the products have been necessarily different due to the different availability periods
of the data. Therefore, the average monthly precipitation for the climatology periods
varies for each data source, and so the comparison did not take climatic fluctuations
between the periods into account.
In general, all the precipitation products are able to represent the bi-modal regime
of the Paute basin, although considerable variability exists in the magnitude of the
products. The observational climatology products CRU CL 2.0 (1961-1990 mean an-
nual precipitation of 821 mm) and WorldClim (1950-2000 mean annual precipitation
of 933 mm) compare well with the Thiessen average (1975-1992 mean annual precip-
itation of 805 mm). This comes as no surprise, since these products are generated
from very similar observed datasets, and mainly differ in their interpolation tech-
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niques and resolution of the final product. However, the difference in the averaging
periods cannot explain the large discrepancy observed between the rain gauge-based
products and the satellite-based and hindcast products in both basins.
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Figure 4.3: Average monthly precipitation for Paute basin, Ecuador. The time pe-
riods are 1965-2009 for Thiessen averages, 1961-1990 for CRU CL 2.0, 1950-2000 for
WorldClim, 1961-1990 for NCEP R1, 1961-1990 for ERA 40, 1998-2009 for TRMM
3B42 (v6), 2000-2009 for PERSIANN.
Thiessen monthly average precipitation averaged over the Paute basin for 1975-
1992 is 64 mm, compared with NCEP R1 monthly average precipitation of 32 mm
and ERA-40 monthly average precipitation for 1961-1990 of 33 mm. On a seasonal
level, NCEP R1 more accurately represents precipitation in the wet season (October-
May) whilst ERA-40 significantly overestimates precipitation. Meanwhile, NCEP R1
mean monthly precipitation for the wet season is 91 mm compared with 64 mm from
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Thiessen averages and 107 mm from ERA-40, which may be due to the coarse resolu-
tion of the hindcast grids. Especially for ERA-40, the gridcells covering the eastern
part of the Paute basin extend to the Amazon basin and pick up the strong mono-
modal signal governing the outer slope of the Andes. Therefore to summarise in the
Paute basin, the hindcast products show a bias to underestimate precipitation in the
dry season (June-September) in particular.
The satellite algorithms show a bias in the dry season (June-September) and sys-
tematically underestimate precipitation. For example, mean monthly Thiessen pre-
cipitation during these months is 64 mm, compared with PERSIANN mean monthly
precipitation of 24 mm and TRMM 3B42 mean monthly precipitation of 22 mm. In
contrast, PERSIANN and TRMM 3B42 represent precipitation amounts well in the
wet season (October-May). In particular, PERSIANN has a mean monthly precipi-
tation of 62 mm while TRMM 3B42 has a mean monthly precipitation of 60 mm and
Thiessen mean monthly precipitation is 61 mm. In addition, the coarse resolution of
the hindcast products means that only 2 tiles cover the entire Paute basin. Therefore
the band of orographic precipitation on the Amazonian slope of the Andes is outside
of the basin but within the pixel, which may result in errors in precipitation estima-
tion in the basin from this product. Finally the satellite algorithms (PERSIANN and
TRMM 3B42) appear to be unable to detect low precipitation amounts due to the in-
consistent relation with cloud top temperature, and both significantly underestimate
in the dry season.
To summarise therefore, the analysis of the seasonal rainfall indicates that all of
the rainfall products have potential for evaluating the water resources in the Paute
basin, because they can all capture the bi-model rainfall regime that is indicated by
the rain gauges. However, the temporal and spatial resolution, available data period
and overall data quality will all have an impact on the most appropriate use of a
particular product. For example, where monthly mean averages only exist then the
product may be better suited to evaluating the water balance of the region, whilst for
products that have sub-daily time series then there is potential to undertake further
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modelling work at a daily or even sub-daily resolution.
4.2.2 Time-series analysis
A further comparison of the daily time series that is available for some products pro-
vides a chance to evaluate the data quality at a higher resolution, and to evaluate the
potential for daily rainfall modelling. Histogram plots for daily precipitation show
that the distributions vary between precipitation products, indicating the strengths
and weaknesses of the different products (Fig. 4.4). On a daily time-step, the his-
togram plots are for wet days only, with a threshold of 0.5 mm applied to the Thiessen
polygons. TRMM 3B42, PERSIANN and NCEP R1 are all skewed towards low pre-
cipitation amount whilst the Thiessen polygons record a lower skew (and greater
standard deviation). This suggests the satellite and hindcast products do not fully
reflect the variability in precipitation rates compared with Thiessen polygons.
For the analysis of the timeseries data, the Frequency Bias Index (FBI), Prob-
ability of Detection (POD), False Alarm Ratio (FAR) and Equitable Threat Score
(ETS) were used. The scores were calculated by considering whether TRMM 3B42
and the Thiessen precipitation occurrences were in agreement. The possibilities were
a) satellite wet, observation wet; b) satellite wet, observation dry; c) satellite dry, ob-
servation wet; d) satellite dry, observation dry. FBI is the proportion of the number
of satellite rain events to the number of rain gauge rain events; FBI = (a + b)/(a
+ c). FBI < 1 indicates that the satellite underestimates whilst FBI > 1 indicates
that the satellite overestimates rain occurrence compared with rain gauge data. FBI
ranges from 0 to infinity with a perfect score of 1. POD gives the fraction of rain
occurrences that were correctly detected; POD = a/(a + c). The score ranges from
0 to 1 with a perfect score of 1.
FAR measures the fraction of rain detections that were actually false alarms; FAR
= b/(a + b). The score ranges from 0 to 1 with a perfect score of 1. ETS measures
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Figure 4.4: Histograms of daily Thiessen average precipitation on wet days in
Matadero using data from 2000 – 2007 for a) Thiessen, b) NCEP R1, c) TRMM
3B42, d) PERSIANN.
the fraction of observed and/ or detected rain that was correctly detected, adjusted
for the number of hits He that could be expected to occur purely due to chance; ETS
= (a - He)/ (a + b + c - He); He = (a + c)(a + b)/N where N is the total number
of estimates. A perfect score of ETS is 1.
The detection rate of precipitation in the Matadero sub-basin of the Paute was
assessed for TRMM 3B42. Figure 4.5 shows the Frequency Bias Index (FBI), Prob-
ability of Detection (POD), False Alarm Ratio (FAR) and Equitable Threat Score
(ETS) of TRMM 3B42. The scores have been evaluated for several thresholds; 0.1,
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Figure 4.5: Precipitation detection of daily average TRMM3B42 against Matadero
Thiessen precipitation using data from 2000-2007 for a) frequency bias index, b)
probability of detection, c) false alarm ratio, d) equitable threat score
0.5, 1, 2, 5, 10 and 20 mm. It was found that there is a systematic underestimation
of precipitation occurrence by TRMM 3B42, which is most pronounced at thresholds
of 5 mm and 10 mm for the FBI and ETS scores, and may indicate that the TRMM
3B42 satellite is failing to identify short duration light precipitation events. The num-
ber of false precipitation occurrences recorded was lower at higher thresholds, which
indicates that as precipitation amount increases then the chance of wrong detection
decreases. However, this score does not take into account the bias in precipitation
amount that is observed. Nevertheless, it does suggest that the TRMM 3B42 data
may be useful in indicating the location of precipitation occurrence in space.
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To summarise, the results here indicate that while the advancement of precipita-
tion remote sensing products provides new and interesting insights into precipitation
estimation in data scarce areas, there are limitations in the accuracy of the products.
Desipte this, the results of the precipitation measurement comparisons suggest that
there is potential to use TRMM 3B42 at a basin scale. However, it appears that there
is smoothing and underestimation bias of the dataset compared with the TRMM PR.
This indicates that the calibration of the infrared and TRMM PR data is not optimal
in the Andes and that a further localised calibration is required. However, the TRMM
3B42 may be useful to indicate the locality of precipitation occurrence during high
precipitation events. Furthermore, the TRMM PR itself may provide a useful insight
into average precipitation in the Andes. This may be used to indicate rain shadowing
effects and topographical influences on precipitation amount.
4.3 GCM Performance for South America
4.3.1 Correlations of Pixel Means
The ability of GCMs to represent both the temporal and spatial aspects of climate
is known to vary both regionally and with the GCM. Therefore a spatial analysis of
GCMs compared with NCEP R1 data makes it possible to evaluate the representa-
tion of the spatial variability for several different climate covariates in the GCM. An
analysis of GCM data is provided using outputs for the 20C3M emissions scenario
along with reanalysis data. The main aim of this is to assess the ability of the GCMs
to capture the spatial variability of some of the key climate processes, which can help
to evaluate the GCM performance relative to observations. Overall then, the data
analysis provides a useful introduction to the data sets and case study regions, whilst
also giving an insight into the potential for downscaling from a climate perspective,
through the evaluation of reanalysis and GCM data.
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Two approaches to evaluating spatial climate variables in GCMs against NCEP
R1 data are presented here. These comprise a comparison of the spatial correlations
of the mean and the first spatial-mode Principal Components for several climate co-
variates. Firstly, the matrix (X) of monthly time series data between 1961-1990 (T
observations) across all the R pixels is compiled for data across the South American
region.
X =

· · · → R
↓ · · · · · ·
T · · · · · ·

The vector of the spatial means of the time series data for each pixel for each
GCM is then given as X¯r. The vector of the spatial means for NCEP R1 is given as
Y¯r. Thus the pixel means are calculated for each pixel sequentially, where the mean
of the rth pixel (X¯r) is given as:
X¯r =
1
T
T∑
t=1
Xrt (4.1)
The vector of the spatial means for each GCM (X¯r) are then regridded to the
NCEP R1 grid (Y¯r), so that the vectors have the same length. Correlations between
the vectors are calculated and used to infer the ability of each GCM to represent
spatial means when compared with NCEP R1. A drawback of the approach is that
it is not multi-variate, and only considers climate variables in isolation. Approaches
such as canonical correlation analysis (CCA) have been developed to overcome this
limitation, but they are not implemented here.
Fig. 4.6 shows the mean rainfall for NCEP R1 and 10 GCMs, for which the spatial
correlations with NCEP R1 reanalysis data are 0.03, p >0.05 (CNRM), 0.23, p <0.05
(CSIRO), 0.17, p <0.05 (GFDL), 0.17, p <0.05 (HadCM3), 0.25, p <0.05 (INM),
0.39, p <0.05 (IPSL), 0.37, p <0.05 (MIROC), -0.04, p <0.05 (MPI), 0.2, p >0.05
(MRI), 0.03, p >0.05 (PCM). In particular, all the GCMs exhibit an underestimation
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Figure 4.6: Mean daily rainfall for NCEP R1 and 10 GCMs (20C3M emissions sce-
nario) for 1961-1990 (mm/day). Top left to bottom right: NCEP, CNRM, CSIRO,
GFDL, HadCM3, INM, IPSL, MIROC, MPI, MRI, PCM.
for the 20C3M emissions scenario of mean daily rainfall when compared with obser-
vations from NCEP R1. Such evaluations therefore highlight some of the inherent
limitations of GCMs, and underline the uncertainty that exists within climate change
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and downscaling projetions. Correlations are significantly different to zero for all but
CNRM, MPI and PCM. Therefore we can reject H0 (that correlation is equal to zero)
at the 5% confidence level for all the other GCMs. The results suggest therefore
that confidence in CNRM, MPI and PCM should be lower than for the other GCMs.
Further to evaluating the confidence of the correlations, it is also possible to simply
rank them, and to give a weighting to the GCMs. For instance we would give a
high weight to IPSL and MIROC GCMs, because they appear to represent rainfall
patterns across South America well.
SLP Temp R. Hum SST V. Wind Rainfall
CNRM 0.57 0.02 -0.16 -0.15 -0.06 0.03
CSIRO 0.50 0.11 0.30 -0.11 0.24 0.23
GFDL 0.52 0.09 0.00 -0.09 -0.09 0.17
HadCM3 0.53 0.01 0.32 -0.16 -0.09 0.17
INM 0.66 0.13 -0.27 -0.24 -0.02 0.25
IPSL 0.52 0.17 0.23 0.00 0.13 0.39
MIROC 0.51 0.03 0.37 -0.15 -0.17 0.37
MPI 0.56 -0.03 0.11 -0.20 -0.04 -0.04
MRI 0.48 -0.10 0.28 -0.23 -0.04 0.2
PCM 0.57 0.14 0.09 -0.05 -0.07 0.03
Table 4.1: Pearson’s correlation coefficients for the vectors of spatial means across
South America for SLP, temperature, relative humidity, SST and meridional wind
from NCEP against the corresponding vectors of spatial means from each of the
climate covariates from 10 GCMs for 1961-1990 (i.e. vector of spatial means for SLP
from NCEP R1 correlated with the vector of spatial means for SLP from 10 GCMs).
To consider now the climate covariates specifically Table 4.1 shows the spatial
correlations for some additional climate covariates. Sea level pressure (SLP) from 10
GCMs explain the highest proportion of variance from the NCEP R1 SLP data (mean
R2 of 0.296 for 10 GCMs) at 29.6% whilst air temperature from 10 GCMs explains
the least variance from the NCEP R1 air temperature data (mean R2 of 0.010 for 10
GCMs) at 1%. Rainfall from 10 GCMs meanwhile, explains 5% of the spatial varia-
tion from the NCEP R1 rainfall data (R2 of 0.051). Therefore these results suggest
that whilst the spatial coherence of rainfall from the 10 GCMs is lower than sea level
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pressure for example, from a spatial perspective, rainfall is not the worst represented
climate covariate. This analysis therefore highlights some of the limitations of down-
scaling, and the need for spatially coherent downscaling predictors. However, the use
of an approach that can give different weights to each of the 10 GCMs may help to
highlight the differing uncertainties between the 10 GCMs from a spatial perspective.
4.3.2 PCA on South American Climatology
The second approach to comparing spatial variability of NCEP and 10 GCMs is to
perform a Principal Components analysis on the spatial covariance matrix of the
monthly summary time series data over all the pixels. Anomalies are calculated for
the rth pixel by subtracting the pixel time series (Xrt) from its temporal mean (X¯r)
and dividing by its standard deviation (σr).
Xrt = (Xrt − X¯r)/σr (4.2)
The matrix of anomalies is transposed to X ′ and the covariance matrix (Crr) is
calculated and can be used to determine the main modes of spatial variation. For
climate series such as NCEP R1, the number of pixels (R) is often larger than the
number of observations (T ), particularly if monthly means are used (as they are here).
Crr =

· · · → R
↓ · · · · · ·
R · · · · · ·

The covariance matrix of the spatial pixels (Crr) thus forms the analysis data set,
which is used to calculate the eigenvalues and eigenvectors of the matrix. Eigenvalues
(λ) are calculated using det(Crr − λIR) = 0, where IR is the identity matrix (RxR).
When the covariance matrix is used, each eigenvalue relates to the percentage of the
total variance that is explained by the corresponding eigenvector. The calculation
of the corresponding eigenvectors (s) follows on as (Crr − λIR)s = 0, where the
dimensions of all the eigenvectors equal that of the covariance matrix Crr. Where the
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dimensions of the covariance matrix equal the number of grid points, as is the case
here, then the analysis is known as an S-mode PCA. The eigenvectors can then be
projected onto a series of Principal Components, using the original data series X and
the eigenvectors A. The number of eigenvectors used in the projection equates to the
number of Principal Components Z, each of which has a length equal to the number
of time steps. In this way, it is possible to limit the number of eigenvectors used so
that only a percentage of the variance of the original data is retained, resulting in a
compression of the original data set.
Z = XA (4.3)
The percentage of the temporal variance that is explained by the first eigenvector
for 10 GCMs is shown in Table 4.2, along with the spatial correlations with NCEP
R1 data. The percentage of variance explained is relatively high for all the climate
covariates and the 10 GCMs, indicating that this data compression method is able
to capture the main mode of temporal variability well. Overall, the correlations are
much stronger when the eigenvectors are compared, than when annual means are
compared. This suggests that the technique of calculating the S-mode PCA can give
a deeper insight into the true spatial variations at the daily resolution through the use
of daily covariances, compared with simply taking the spatial means, and provides a
useful independent verification of the ability of each of the 10 GCMs to represent the
spatial variability of the relevant climate covariates. A comparison of the ability of
the 10 GCMs to represent different climate covariates is given below.
With regard to the climate covariates specifically, the squared correlations (coeffi-
cient of determination or R2) of the first eigenvectors for NCEP R1 and 10 GCMs are
considered. For relative humidity, the mean R2 of the 10 GCMs is 0.449, whilst for
meridional wind, the mean R2 is just 0.052. This suggests that the first eigenvector
for relative humidity represents spatial variation relatively well when compared with
the first eigenvector for NCEP R1 relative humidity data. However, for meridional
wind, the spatial representation is quite poor. For rainfall, the mean R2 of the first
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SLP Temp R. Hum SST V. Wind Rainfall
Cor ExpV Cor ExpV Cor ExpV Cor ExpV Cor ExpV Cor
CNRM 0.61 49.45 0.24 50.20 -0.61 39.79 0.30 51.10 0.35 34.52 -0.71
CSIRO 0.65 52.43 0.18 58.34 -0.64 49.09 0.34 57.12 -0.11 43.84 0.48
GFDL 0.58 37.29 0.16 60.29 -0.63 37.92 0.27 60.30 0.39 33.05 0.49
HadCM3 -0.52 54.89 0.45 45.51 -0.53 33.18 0.37 46.82 0.22 35.98 -0.39
INM 0.22 42.13 0.17 57.73 0.63 36.36 0.51 58.79 -0.15 22.51 0.50
IPSL -0.41 45.37 0.39 52.73 -0.73 45.90 0.49 54.06 -0.22 37.05 -0.48
MIROC -0.03 54.49 0.15 55.48 0.73 41.93 0.32 53.91 0.05 39.09 0.50
MPI -0.54 44.86 0.22 52.59 -0.76 37.64 -0.30 54.87 0.03 25.71 -0.44
MRI -0.63 49.63 0.30 52.18 -0.64 39.01 0.36 55.04 0.28 38.55 -0.45
PCM 0.35 48.45 0.41 59.34 -0.76 38.87 0.52 61.19 -0.19 30.58 -0.69
Table 4.2: Explained variance (ExpV) and correlations (Cor) of the first eigen vectors
across South America for SLP, temperature, relative humidity, SST and meridional
wind from NCEP against the corresponding eigen vectors from each of the climate
covariates from 10 GCMs for 1961-1990 (i.e. 1st eigen vector from the SLP data from
NCEP R1 correlated with the first eigen vector from the SLP data from 10 GCMs
etc.).
eigenvectors for 10 GCMs with the first eigenvector for NCEP R1 rainfall data is
0.273, which suggests that the spatial performance of rainfall simulations compares
relatively well with some of the other climate covariates.
To consider the first eigenvectors now in isolation, it can be seen that the amount
of variance explained by the First Principal Components is around 45% for most of
the climate covariates and for the 10 GCMs. However, the amount of variance ex-
plained by the first eigenvector is lower for rainfall, at around 27%. This highlights
the fact that the spatial variation in rainfall is much higher compared with other
climate covariates, which generally have a much smoother spatial variation. It is this
high spatial variability of rainfall that makes it difficult to accurately simulate rainfall
processes within a GCM, and is the reason why downscaling often uses alternative
climate covariates.
The first eigenvectors for rainfall are shown in Fig. 4.7, for which the spatial corre-
lations with the first eigenvector of NCEP R1 are -0.71 (CNRM), 0.48 (CSIRO), 0.49
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Figure 4.7: Eigenvectors of Spatial Covariance Matrices of Rainfall for the First
Principal Components of 10 GCMs and NCEP R1. Top left to bottom right: NCEP,
CNRM, CSIRO, GFDL, HadCM3, INM, IPSL, MIROC, MPI, MRI, PCM.
(GFDL), -0.39 (HadCM3), 0.50 (INM), -0.48 (IPSL), 0.50 (MIROC), -0.44 (MPI), -
0.45 (MRI), -0.69 (PCM). These correlations are much stronger than the correlations
that simply used mean daily rainfall, suggesting again that this data compression
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method can be used to give a better indication of the daily spatial coherence.
4.4 Rainfall of the Vilcanota Basin, Peru
4.4.1 Rainfall Characterisation
The rest of the research now focuses on the Peruvian case study, with the data anal-
ysis here presented as a precursor to the downscaling model. Therefore in order to
introduce the available data in more detail, mean rainfall maps are presented for the
Vilcanota basin. The rainfall of the TRMM precipitation radar and rain gauges (in-
terpolated using an ordinary kriging approach) are presented in Fig 4.8. The kriging
interpolation was undertaken using the mean rainfall from the 13 gauges for 1961-1990
and the semi-variance against distance was constructed using covariance calculated
from the daily data. The empirical semi-variogram was fitted to the data using a
Gaussian model with a nugget at 5km and a sill at 12 km and mean annual rainfall
was then interpolated onto a grid based on the TRMM PR data.
Whilst the rainfall based on raingauges shows a steeper east-west gradient, both
data sets indicate the variation in spatial mean rainfall and the influence of orographic
processes. The correlation between the grid points for the two data sources is ap-
proximately 0.03, which indicates the poor agreement between the two datasets. It
also indicates the dangers of extrapolating the kriging method to regions where there
is little data, as the spatial variance outside the basin is low for this method.
However whilst the kriging approach to interpolation may provide a useful compar-
ison with other gridded data sets, overall a Thiessen polygon approach to calculating
areal rainfall has been taken, in preference to kriging. A co-kriging approach using
variables such as elevation was attempted, but there was a poor relation between
rainfall and evelation, which was not possible to verify using a regression based on
only 13 rain gauges. When interpolation was undertaken for a grid of 0.1 ◦ there was
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Figure 4.8: Annual rainfall from rain gauges (left) and TRMM PR (right).
little difference between the time series at each grid point. This suggests that the de-
gree of smoothing was such that the interpolated grid points were not representative
of the rainfall.
Therefore Thiessen polygons were used as a more parsimonious approach to calcu-
lating areal rainfall, primarily because the assumptions of isotropy (that are required
to construct a stable semi-variogram) do not hold over the Vilcanota basin, which
has significant rainshadowing effects, and which are not even partially captured by
the sparse raingauge network.
4.4.2 Assessment of Rain Gauge Data
Having provided an initial introduction to the rainfall data across the Vilcanota basin,
it is now useful to assess the rain gauge data in more detail in order to evaluate the
completeness and quality of the records. It is useful to note that some of the temporal
variation in rainfall may be biased because of the effect of missing data.
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Figure 4.9: Percentage availability of rainfall data for 13 gauges (top) and annual
average number of wet sites (bottom).
For example, Fig. 4.9 shows the annual percentage of available data for each of
the 13 gauges (the mean of the gauges is in black). In particular, there is only 40% of
data available on average for 1985 and 1986. Furthermore, when the annual number
of wet sites is compared with this, it can be seen that there is a strong resemblence to
the amount of data that is available. This highlights some of the additional problems
of downscaling in data scarce areas, where it can be difficult to accurately ascertain
the true observed rainfall variability because of large gaps in the data sets. Despite
this, through the use of a downscaling model such as GlimClim, it is still possible to
117
fit a model in the presence of missing data. In addition, GlimClim has the facility to
impute missing data series so that a complete rainfall series (with uncertainty for the
imputed data) can be constructed.
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Figure 4.10: Monthly variability of rainfall for 13 gauges of wet days (right) and
rainfall amount (left).
To consider now the seasonal profiles of rainfall across the 13 gauges, average
monthly rainfall and proportion of wet days are shown in Fig. 4.10. All the 13 rain
gauges show a pronounced mono-modal seasonality, with very low rainfall rates be-
tween April and September, suggesting that there is a prolonged dry season during
these months. Conversely, from October to March, rainfall is much higher, indicating
that the wet season occurs during this time. It is worth noting that both rainfall
amounts and the proportion of wet days show the same mono-modal seasonality,
which suggests that these two rainfall mechanisms are dominated by the same sea-
sonal profiles. However, the occurrence probabilities show large variations between
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the raingauges, particularly in the wet season. Gauge 8 in particular has a higher
rainfall amount than the other gauges, and overall there is a higher variability of
rainfall during the wet season compared with the dry season. The relative uniformity
of the rainfall profiles over the 13 gauges suggest that a downscaling model such as
GlimClim (which assumes that all gauges are influenced by the same weather) is suit-
able for the challenge of downsaling in the Vilcanota basin.
4.4.3 Distribution Profiles of Daily Rainfall
In addition to considering mean and maximum rainfall, it is also useful to examine
the full range of the rainfall distribution. For example, PDFs and CDFs of the rain-
fall from 13 rain gauges (shown in Fig. 4.11) indicate that all the gauges follow a
similar distributional profile. In particular, rainfall amounts are skewed towards a
high frequency of relatively low amounts.
The frequency of heavy amounts by contrast, is much lower for all gauges, which
is expected from the general observation that rainfall amounts appear to follow a
gamma distribution. This is further evidence that the GlimClim downscaling model
is suitable for downscaling climate series to rainfall in the Vilcanota basin because
GlimClim assumes that rainfall amounts follow a gamma distribution. One interest-
ing feature is that Gauge 8 has a lower frequency of rainfall amounts around 5 mm
compared with other gauges, which may explain why the average rainfall at this gauge
is much higher than other gauges. This is because Gauge 8 experiences a higher fre-
quency of heavier rainfall amounts, although the distribution in general still follows
a similar skewed profile to the other gauges, suggesting that the gauge should be
retained for the fitting of the downscaling model.
The distribution of the number of wet sites by month are considered here, where
a wet site is a site that experiences rainfall above a threshold of 0.5mm on the day in
question. Fig. 4.12 shows the pronounced seasonal variability of rainfall occurrence
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Figure 4.11: PDFs (left) and CDFs (right) of daily rainfall above 0.5 mm for 13
gauges.
in more detail. In particular, the plots for December, January, February and March
indicate that wet site numbers during the height of the wet season are relatively
normally distributed. The number of wet sites range from 2 to 8, with the highest
frequency of wet sites occurring with 6 wet gauges. This suggests that the wet season
dominates across the basin, and that the number of wet sites is an important mech-
anism in determining the overall basin rainfall.
During the height of the dry season, from May to August, the highest frequency
of wet sites is either 1 or 2 wet sites on average. This skew of wet site numbers to-
wards very few wet sites highlights the dominance of the dry season across the basin,
and underlines the fact that during the dry season, there is very little rainfall at any
gauge. Interestingly, there is a transition between the wet and dry seasons that is
most noticeable during the months of April and September. During these months,
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Figure 4.12: Monthly histograms of the number of wet sites for 13 gauges.
the number of wet sites follows a more normal profile, but with the highest frequency
of wet sites occurring for 3 sites during April and 1 site for September.
In summary then, the evaluation of rainfall data for the 13 gauges indicates that
there may be some problems because of the large gaps that occur during the 1980s
in particular. The seasonal profiles show that every rain gauge experiences a strong
mono-modal profile, which may simplify the downscaling process somewhat, because
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the uniformity of the rainfall suggests that all the gauges are affected by similar
weather processes at the monthly scale. In addition, the distribution of daily rainfall
across the 13 gauges indicates that all the gauges follow a similar skewed distribution,
which follows the assumption of gamma distributed rainfall that is made by Glim-
Clim. Finally, there is a strong seasonal variation in the number of wet sites.
4.4.4 Linear Regression Trend Test
Having evaluated the spatial variability of rainfall from 13 gauges in the Vilcanota
basin, it is now prudent to examine some of the properties of the rainfall data them-
selves. This is to examine both the overall data quality, to evaluate the data for
the presence of trends, and to examine other statistics of the rainfall. Plots of the
monthly (top) and annual (bottom) rainfall using the mean of the 13 raingauges are
shown for the period 1965-2009 in Fig. 4.13.
A linear regression is fitted to the annual rainfall (y) series using year of occurrence
(x), and the intercept (β0) and slope (β1) coefficients are calculated. If the year of
occurrence is assumed to be a random variable, then it is possible to use β1 to indicate
the presence of trends, by calculating whether it differs significantly from zero.
yi = β0 + β1xi (4.4)
where
H0 : β1 = 0
Ha : β1 6= 0
The slope of the regression for annual mean rainfall is β1 = 0.0043, which suggests
a slight upward trend since it is > 0, although this is not significant.
SE =
√∑
(yi − ŷi)2/(n− 2)√∑
(xi − x¯i)2
(4.5)
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Figure 4.13: Areal rainfall for monthly (top) and annual (bottom) series.
t =
β1
SE
(4.6)
The standard error (SE) of the slope is calculated using the independent variables
(observations of rainfall, y), regression predictions (ŷ), dependent variables (years, x)
and mean of the dependent variables (x¯) over the n years used. The t-statistic is then
constucted and used to calculate the probability of H0 for a given degrees of freedom
(n− 2). The t-statistic for the annual rainfall is 0.989 and the degrees of freedom is
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43. Using a 2 sided t-test, p = 0.328, which means that H0 can not be rejected at the
5% significance level, since the probability of H0 is greater than 0.05 and so there is
no significant trend in the areal average rainfall for the period 1965-2009.
4.4.5 Mann Kendall Trend Test
A non-parameteric trend test also suggests there is no significant trend for annual
mean areal rainfall for the period 1965-2009. The Mann Kendall test is used, which
is a frequently used test for environmental data. It calculates the number of times a
lower value of x is followed by a higher value of x and subtracts it from the number of
times that a higher value of x is followed by a lower value of x. This gives an overall
value (S) for the timeseries that indicates whether the data has shown a positive or
negative trend over the time period for the n years. The null hypothesis of the test
is that E[S] = 0 and that there is no trend in the data. Further details of the trend
test are given in Appendix C.
S =
n−1∑
i=1
sgn(xi+1 − xi) (4.7)
For the areal mean annual rainfall between 1965-2009, a 2 sided test gave S = 66
and p = 0.525. Since p > 0.05, we can not reject the null hypothesis at the 5%
significance level. Therefore, there is no evidence for a trend in the data, based on
the Mann Kendall test. Overall then, both the trend tests suggest that there is no
discernable trend in the rainfall data for the period 1965-2009, which suggests that
any climatic variations during this time are largely random and that no evidence for
climate change is evident.
4.4.6 Autocorrelation
Temporal persistence in the rainfall events can be analysed by calculating the au-
tocorrelation in the rainfall series. Autocorrelation in a time series is simply the
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correlation of the data with itself at successive time lags, and is a measure of the
temporal dependence. For example, autocorrelation at lag τ (Rτ ) generally persists
in environmental time series and can be useful for detecting temporal patterns. Au-
tocorrelation is calculated using the data value at time i (Xi) and the data value at
lag i+ τ (Xi+τ ), along with the mean (µ) of the entire time series.
Rτ =
E[(Xi − µ)(Xi+τ − µ)]
σ2
(4.8)
The autocorrelation for Acomayo (Fig. 4.14) is postitive for both the wet and dry
seasons, indicating that there is some persistence, with higher rainfall amounts on
previous days being related with higher amounts on subsequent days. Autocorrela-
tion decreases more quickly in the dry season that the wet season, which suggests
that rainfall may be more intermittent in the dry season.
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Figure 4.14: Autocorrelation at Acomayo for the wet and dry seasons, where the
black lines represent autocorrelation for different time lags and blue dashed lines are
the 95% confidence intervals for the autocorrelation.
Therefore, to summarise, the large seasonal variations in rainfall in the Vilcanota
basin are somewhat masked when autocorrelation is considered. Using knowledge
that rainfall in the basin is largely convective in nature (and therefore expected to
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have a lower autocorrelation), the signifiance of autocorrelation at lags of over 20
days may be explained by the temporal persistence of climate processes at the coarse
scale. For example, the southward movement of the ITCZ that is associated with the
wet season in the Vilcanota basin causes persistence at the regional scale, which is
then seen at the local scale. The high autocorrelation therefore suggests that rainfall
in the Vilcanota basin is predictable at the seasonal resolution, which may suggest
that the downscaling model should contain some seasonal covariates.
4.5 Teleconnections with Rainfall in Peru
4.5.1 Correlation Analysis
Following on from the initial evaluation of the climate covariates, it is now therefore
useful to evaluate some of the climate forcing from a regional and global perspective.
Correlations of monthly sea surface temperature (SST) with monthly rain gauge rain-
fall for the Vilcanota basin were therefore calculated in order to evaluate the influence
of El Nin˜o and other climate processes.
Fig. 4.15 shows that there are high correlations of monthly SST with monthly
rainfall data from rain gauges across much of the Pacific and Atlantic oceans, which
are related with El Nin˜o. In particular, correlations during the dry season are high
just off the coast of Peru, whilst in the wet season correlations are high over the region
of Nin˜o 3.4 (120◦-150◦W and 5◦N-5◦S). Therefore the correlations of SST are useful in
identifying some of the global teleconnections for the Vilcanota basin, and are useful
in confirming that El Nin˜o processes for example have an effect on the Vilcanota basin.
Some of the teleconnections of other climate variables at a regional scale have also
been assessed and are shown in Fig. 4.16. The correlations of monthly gauge data
with monthly SST, maximum air temperature at 2m and tropospheric meridional
wind have also been calculated for the wet and dry seasons. The correlations have
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Figure 4.15: Correlations of monthly NCEP R1 sea surface temperature data and
rainfall data from Vilcanota raingauges raingauges for the wet (Oct.-Mar.) and dry
(Apr.-Sep.) seasons.
been used to infer connections on a regional scale, and to understand the climatic
processes that are relevant to the Vilcanota basin. For example, a positive correlation
of approx. 0.6 (p < 0.05) exists between the SST in the Pacific Ocean and rainfall
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Figure 4.16: Correlations of NCEP R1 and raingauges for the wet (left) and dry
(right) seasons.
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in the Vilcanota basin. This concurs with the hypothesis that increased Pacific SSTs
bring warm moist air and higher rainfall to the basin. There is a negative correlation
of approx. -0.4 (p < 0.05) between Vilcanota rainfall and air temperature over conti-
nental South America, suggesting that the cooling effect of the continental land mass
causes condensation of the warm Pacific Ocean air. Correlations between meridional
wind and Vilcanota rain gauges show a similar pattern for the wet and dry seasons,
where southerly winds are positive and northerly winds are negative.
The Humboldt Current (between -80◦,-20◦ and -75◦,-15◦) is clearly visible, sug-
gesting a direct link with Vilcanota rainfall. A negative correlation of approx. -0.7
(p < 0.05, where p is the probability that the correlation is zero) between the Hum-
boldt Current and Vilcanota rainfall indicates that cold southerly winds are related
with reduced rainfall. Conversely a disruption of the Humboldt Current during El
Nin˜o events results in warm northerly winds and is associated with increased rainfall.
The link between Vilcanota rainfall and the Humboldt Current is weaker in the dry
season than the wet season. Negative correlations of approx. -0.8 (p < 0.05) between
the meridional wind and Vilcanota rainfall can clearly be seen over the ITCZ, indi-
cating the relation between warm northerly winds and rainfall.
Finally, sea surface temperatures indicate a positive correlation of approx 0.6 (p <
0.05) in the Pacific ocean, while correlations with the SOI are weak, at approx. -0.09
(p < 0.05). The locations of important climate processes can then be used as covari-
ates in the downscaling model. Although it is not possible to account for all of the
variance in space, this approach nevertheless improves the physical reasoning behind
the choice of model covariates.
The geographic regions of climate forcing that have been identified have been used
to select the NCEP R1 time series grid points to use in the downscaling. Although this
may appear to be a somewhat subjective approach, it does at least consider the phys-
ical processes that directly relate to the Vilcanota Basin. As an initial exploratory
analysis therefore, the anomalies of annual averages relative to the 1961-1990 base-
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Figure 4.17: Anomalies of predictors and predictand data.
line are calculated for rainfall, reanalysis and other teleconnections data, including the
SOI and PDO indices along with sun spot numbers. These are presented in Fig. 4.17
for the period 1965-2009.
To summarise therefore, some of the relevant regional and global teleconnections
with the Vilcanota basin have been identified using correlations analysis. This ap-
proach makes it possible to evaluate the relevant locations of climate forcing for
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different climate covariates, and along with knowledge of the physical climate pro-
cesses that are important regionally, it is possible to select possible covariates. These
covariates can be an average of several reanalysis grid points and can thus be used to
relate climate forcing across a particular area with localised rainfall from rain gauges.
The climate covariates that have been identified can thus be further evaluated from
a temporal perspective, prior to being included in the downscaling model.
4.5.2 Analysis of Variance
In order to evaluate the climate covariates in more depth, an Analysis of Variance
(ANOVA) was undertaken to assess whether individual predictands had an impact
on the rainfall predictor data (y), and also to calculate the percentage of variance
explained by each predictor. The sum of square deviations from the mean was cal-
culated for the rainfall observations (SStot) to give the total variation in the data. A
stepwise linear regression was then performed, by adding a climate predictand each
time until all predictands were included in the regression. At each stage, the increase
in the sum of squares of the regression (SSreg) for each new predictor was calculated,
along with the remaining sum of square errors in the model (SSerr).
∑
(yi − y¯)
2︸ ︷︷ ︸
SStot
=
∑
(ŷi − y¯)
2︸ ︷︷ ︸
SSreg
+
∑
(yi − ŷi)
2︸ ︷︷ ︸
SSerr
(4.9)
The mean sum of squares for the regression (MSreg) for each element and for the
residuals given all 7 cases were included in the regression. The mean sum of squares of
the errors in the regression (MSerr) was then calculated by adjusting for the degrees
of freedom (Df). These were calculated using the number of cases/ independent
variables (k) and the number of parameters (p). The F statistic then is simply the
ratio of the regression over the errors for each case. It is used to test whether the
coefficient values for a particular case are significantly different from zero, where the
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null hypothesis is that the coefficient values are equal to zero.
F =
MSreg
MSerr
=
SSreg/(p− 1)
SSerr(k − p)
(4.10)
The coefficient of determination (R2) for each additional predictand in the regres-
sion model can then be straightforwardly calculated using either the Sums of squares
(Eq. 4.12), or by using the Pearson correlation coefficient (Eq. 4.12, where X are the
observed rainfall data and Y are the rainfall data from the model. The percentage of
explained variance is simply the result multiplied by 100.
R2 =
SSreg
SStot
(4.11)
R2 =
(
cov(X, Y )
σXσY
)2
(4.12)
Table 4.3 shows the results from the Analysis of Variance. The null hypothesis
can be rejected at the 5% significance level for relative humidity, SST, SOI, PDO,
sun spot numbers and meridional wind, but not for temperature. These results sug-
gest that at the monthly scale, temperature does not improve the regression fit. The
percentage of explained variance using all 7 variables totals 6.21%, with sea surface
temperature and meridional wind both explaining the greatest amount of variance.
These results differ slightly from a separate Analysis of Variance that was carried
out an the annual scale, which showed that temperature, relative humidity and SST
each explained over 25%, 7% and 7% of the variance respectively (out of a total of
43% of variance explained when all 7 predictands were included). The results sug-
gest that the mechanisms governing monthly and annual rainfall are slightly different,
with temperature in particular becoming more important as monthly fluctuations are
smoothed out.
The analysis provides a useful insight into the predictors that have been used for
the analysis. They suggest that the NCEP R1 data is able to fit well into the regres-
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Df SSreg MSreg F value Pr(>F) R
2
Vil. Temp. 1 0.12 0.12 0.04 0.85 0.01
Vil. Rhum 1 9.62 9.62 2.83 0.09 0.50
Humboldt SST 1 54.76 54.76 16.13 0.00 2.84
SOI 1 11.82 11.82 3.48 0.06 0.61
PDO 1 2.99 2.99 0.88 0.35 0.16
Sun Spots 1 1.33 1.33 0.39 0.53 0.07
Humboldt vwind 1 39.05 39.05 11.50 0.00 2.02
SSerr 532 1806.25 3.40
Table 4.3: Analysis of Variance using monthly rainfall and climate data. It is im-
portant to note here that the values for each row are the additional sums of squares
and explained variances (R2) for each new covariate added to the regression. The
cumulative totals of the rows can be obtained by simply taking the total of the row
of interest and the rows above to get the total sums of squares and R2 values for the
regression of interest. For example, the R2 value of the regression for temperature and
relative humidity is simply 0.01 plus 0.5. The results presented here are the stepwise
increases in the sums of squares and R2 values in order to highlight which covariates
explain the most variance of the obserbved rainfall data in the regression.
sion model despite concerns about the quality of the data. The results also indicate
that at the monthly scale, there is scope for downscaling in the Peruvian Andes, with
a stochastic approach favoured because of the large amount of variance that remains
unexplained.
4.5.3 PCA on Climate Covariates
Following on from the S-mode PCA that was undertaken for the entire matrix of
NCEP R1 grid points across South America, an additional S-mode PCA has been
undertaken here to evaluate the main modes of temporal variation for the NCEP R1
monthly climate covariates data. The analysis here includes monthly mean merid-
ional wind and sea surface temperature across the Humboldt Current along with
relative humidity and air temperature at 2 m above the Vilcanota basin itself. For
the S-mode PCA of the four main NCEP R1 predictors therefore, the 1st Principal
Component explained 32.5% of the monthly variance, the 1st and 2nd Principal Com-
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ponents explained 58.9% of the monthly variance and the 1st, 2nd and 3rd Principal
Components together explained 100% of the monthly variance, indicating that all the
information from the data can be compressed into 3 time series.
1st Principal Comp. 2nd Principal Comp. 3rd Principal Comp.
Yearly Monthly Yearly Monthly Yearly Monthly
PDO -0.39 -0.27 -0.40 -0.21 0.52 0.34
SOI 0.38 0.29 0.30 0.08 -0.50 -0.34
Spots -0.20 -0.15 0.12 0.08 0.07 0.07
Rain 0.59 0.11 0.17 -0.03 -0.17 -0.13
Table 4.4: Correlations of monthly and yearly teleconnections indices, sun spots
and rainfall with t-mode Principal Components (PCs) based on NCEP R1 data for
meridional wind and sea surface temperatures at the Humboldt Current, along with
air temperature at 2m and tropospheric relative humidity over the Vilcanota basin.
In order to give some context to the orthogonal time series, Table 4.4 shows the
correlations of the leading 3 Principal Components with the SOI and PDO teleconnec-
tions, sunspot numbers and rainfall anomalies. The correlations have been calculated
using monthly and yearly data summaries in order to indicate seasonal and annual
modes of variability. Interestingly, the PDO has a negative correlation with the 1st
and 3rd Principal Components whilst the SOI has a positive correlation with the 1st
Principal Component. For the 2nd Principal Component, the trends are reversed with
the PDO showing a positive correlation and the SOI showing a negative correlation.
The number of sun spots shows a positive correlation with the 1st and 2nd Princi-
pal Components and a negative correlation with the 3rd Principal Component. Rain-
fall on the other hand has a positive correlation with the 1st Principal Component
and a negative correlation with the 2nd and 3rd Principal Components. Following on
from the correlation analysis, the 1st, 2nd and 3rd Principal Components are plotted
against rainfall anomalies and are shown in Fig. 4.18.
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Figure 4.18: 1st (top), 2nd (middle), 3rd (bottom) Principal Components of the t-
mode analysis of meridional wind and sea surface temperature across the Humboldt
Current along with relative humidity and air temperature above the Vilcanota basin.
The Principal Components (black) are summarised as monthly averages along with
monthly rainfall (red).
The correlations for rainfall with the Principal Components are much higher for
the monthly time series, which suggests that annual changes in rainfall may not be
as well captured by the NCEP R1 series, although this is to be expected given the
increased temporal smoothing in the annual data. The annual plots of rainfall anoma-
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Figure 4.19: Monthly SOI index (blue) and 1st Principal Component (black) on the
top row along with monthly PDO (green) and 2nd Principal Component (black) on
the bottom row.
lies and Principal Components indicate overall some similarities between the leading
modes of variability and rainfall, particularly reflecting the drier conditions seen since
2000 for example.
In addition to examining the main modes of NCEP R1 temporal variability with
rainfall, the SOI and PDO teleconnections have also been considered along with sun
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spot numbers. Of these three phenomena, the highest correlations with the Principal
Components were exhibited by the SOI and PDO, with annual summaries shown in
Fig. 4.19. The PDO and SOI were scaled to the Principal Components for clarity,
with the SOI in particular showing some similarities with the 1st Principal Component
(top) and the PDO showing similarities with the 2nd Principal Component (bottom).
4.6 River Flow in the Vilcanota Basin, Peru
4.6.1 Evaluation of Observed Records
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Figure 4.20: Flow data at the gauging station near Machu Picchu Pueblo at the
outflow of the Vilcanota basin for 1980-2010.
Following on from the analysis of the observational rain gauge data, the record
of observed flows at Machu Picchu Pueblo is now presented. Fig. 4.20 shows that
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the record is relatively complete for the period 1980-2010 and that overall the flow
series exhibits a pronounced mono-modal seasonality that is similar to that of the
rainfall records. The annual maximum flow record indicates that flows greater than
6 mm/day have occurred less than 10% of the time. In addition, the recorded maxi-
mum flow (which occurred in Jaunary 2010) had a value of 9.87 mm/day, and was a
much higher peak flow than the previous 7.2 mm/day, which was recorded in 1982.
Overall, baseflows are around 0.3-0.4 mm/day during the dry season, despite the pro-
longed lack of rainfall. This indicates the presence of water from glacier melt, which
sustains flows in the river at a relatively constant rate.
Annual fluctuations in river flow can be seen from the daily time series, following
a classic snow melt cycle, with the record exhibiting lower flows during the wet sea-
son in the early 1990s and 2005-2009 (although 2010 appears to have been markedly
wetter). These flow records therefore represent a relatively complete data set from
which to calibrate a hydrological model in order to evaluate the projected changes
from the downscaling model.
4.7 Summary
To summarise, the data sets for the Vilcanota basin are relatively sparse but of a good
quality for the region. The flow data is largely complete for the period 1980-2010 and
many of the 13 rain gauges have data going back to 1965, which is necessary to es-
tablish stable regression parameters for downscaling. Trend tests on the mean annual
areal average rainfall indicate that there is no significant trend in the rainfall data,
which means that it is not necessary to use a trend term in the downscaling model,
or to de-trend the data prior to downscaling. Therefore the Vilcanota basin provides
an ideal test case for applying downscaling techniques to a remote and data sparse
region. An analysis of the NCEP R1 data has already indicated potential climate
variables.
138
The correlation analysis has indicated spatial regions of climate forcing that are
linked with rainfall in the Vilcanota basin and time series data from the regions of
strong forcing have been used to analyse multi-variate effects against mean rainfall
in the Vilcanota basin. The analysis indicated that sea surface temperature and
meridional wind across the Humboldt current each explained over 2% of the variance
in monthly rainfall, with the ENSO index and relative humidity over the Vilcanota
basin each explaining over 5% of the variance. This initial analysis is a useful aid to
the implementation of the downscaling model, and suggests there is potential to use
large scale climate to downscale rainfall in the Vilcanota basin.
Finally, an analysis of the spatial variability of 10 GCMs compared with NCEP
R1 reanalysis data indicates that there are differences between the GCMs in their
ability to represent regional forcing over South America, which is a useful additional
evaluation of the GCM uncertainty.
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Chapter 5
Model Implementation
5.1 Overview
5.1.1 Aims of the Modelling
The model implementation here includes the fitting and validation of a rainfall down-
scaling model, along with the calibration and validation of a lumped conceptual rain-
fall runoff model. The rainfall runoff model is intentionally a simple representation
of the basin hydrology, since its purpose is primarily to provide an independent veri-
fication of the downscaled rainfall, along with projected changes in basin flow under
future climate change scenarios.
In addition to using ground-based rainfall observations, remote sensing rainfall
products have also been used in the fitting of additional hydrological models. The
intention in using remote sensing products to calibrate the hydrological model, is
to investigate the possibility of using novel data sources for the evaluation of water
resources in a data sparse region. The strengths and weaknesses of the models have
been discussed throughout, by way of evaluating their applicability to a remote region
such as the Andes, and also as a precursor to understanding the limitations of the
modelling in the context of climate projections.
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5.2 Downscaling Model
5.2.1 Predictor Data
The implementation of the downscaling model focuses here on the preparation of the
predictor and predictand data, the model fitting process, evaluation of model resid-
uals and finally an assessment of how the model performs when given unseen data.
The model implementation here thus considers only the historical period, with the
projections of future scenarios discussed in the next chapter.
The NCEP R1 monthly time series data for the period 1965-2009 were used to
fit the downscaling model, which has the advantage of avoiding issues surrounding
the reliability of GCMs at the daily scale, and makes the subsequent inclusion of
monthly GCM covariates more straightforward. Data for the covariates analysed in
the ANOVA were used to fit the model, including sea surface temperature over the
Humboldt Current from (80◦W, 20◦S) to (75◦W, 15◦S), meridional wind over the At-
lantic ocean from (40◦W, 30◦N) to (30◦W, 20◦N), relative humidity (at 500 hPa) and
air temperature (at 2 m) from the Vilcanota basin itself.
The NCEP R1 data were then deseasonalised using the benchmark period of
1961-1990 to calculate long term means and standard deviations, and the GLMs were
fitted using the transformed predictors (Xoym− X¯
o
m)/S
o
m, where X
o
ym is the NCEP R1
observed monthly mean for a particular month (m) and year (y), X¯om is the month
dependent sample mean of observations for 1961-1990 and Som is the month dependent
sample standard deviation of observations for 1961-1990.
The intention of deseasonalising the data is twofold. Firstly, seasonality is ex-
pressly accounted for elsewhere in the model through the use of sine and cosine
terms, and secondly, when climate projections are made, the bias of GCMs is implic-
itly accounted for because only the changes in future projections relative to 1961-1990
are considered. For example, future climate projections (Xfutym ) are standardised by
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using the control period for each GCM to calculate the simulated 1961-1990 means
(X¯sym) and standard deviations (S
s
m). The future climate projections (X
fut
ym ) are then
calculated relative to the benchmark to give bias deseaonalised and bias corrected
future changes relative to the baseline: Zsym = (X
fut
ym − X¯
s
m)/S
s
m.
5.2.2 Baseline Model Fitting
The overall aim of the downscaling model was to reproduce the key rainfall statistics
whilst retaining parsimony in the downscaling model. The model was fitted using the
13 rain gauges as the predictands, so that an initial baseline model could be built
that included autocorrelation terms, seasonality and regional effects. However, there
were some problems with the initial model, particularly related to the autocorrela-
tion terms. For example, the use of autocorrelation terms in the amounts model
caused instabilities during model simulation, and were thus omitted from the model.
Transformations of previous day amounts were trialled (e.g. Ln(Y[t-1])), but the
instabilities persisted, and so in view of the fact that rainfall is predominantly con-
vective in the Andes, autocorrelation terms were neglected for amounts. Additional
problems were also encountered with autocorrelation terms in the occurrence model.
For example, the model performance was found to be much more receptive to the
inclusion of an autocorrelation term that used the mean of previous occurrence over
all sites (Mean(Y[t-1])). However, whilst there is evidence that using a mean term for
autocorrelation can improve model stability, this term can lead to bias in the model
if there are large gaps in the data. During the model fitting, this bias was corrected
initially for on an ad-hoc basis by changing the threshold of the model, which ap-
peared to compensate for the errors. Eventually however, the problem of model bias
was found and an indicator term of previous day occurrence at each site (I(Y[t-1]))
was adopted instead in preference to the mean occurrence over all sites. A threshold
of 0.5 mm was then applied to the data, given the knowledge that tipping bucket rain
gauges in South America generally have a resolution of 0.5 mm.
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Additional problems with the baseline model were encountered when regional ef-
fects were introduced for the occurrence model. Because the spatial dependence model
for occurrence is primarily designed for use where spatial dependence is strong, the
application of the model to a region with large variations in occurrence probability
was somewhat problematic. Initially regional effects for the occurrence model were
included, leading to a good fit in the model. However, during model simulation, the
occurrence probabilities were shrunk down to the mean in order to calculate the joint
probabilities of wet site numbers and occurrence at each site. In essence, this shrink-
age can result in the neglecting of spatial variation in the occurrence model, since all
sites have mean probability of occurrence. Whilst this may not seem to be any worse
than neglecting regional effects completely from the model, the shrinkage caused rain-
fall occurrence to decrease significantly and led to a large underestimation of rainfall
in the model. The inclusion of elevation in the occurrence model did not cause such
shrinkage and was therefore retained, although it is also possible to question the use
of the spatial dependence model in the face of such problems.
Initially an assumption of independence between sites was used because this is
physically plausible given the mountainous terrain and large distances between the
gauges. However, when the model was trialled, the simulation of the number of wet
sites was very poor, with rainfall occurrence in particular being underestimated across
the sites. Therefore despite the fact that the spatial dependence between the sites
is relatively weak, the spatial dependence model was trialled in preference to using
an independence model. The physical reason for the use of the spatial dependence
model therefore appears to be that rainfall occurrence is dominated by seasonality,
which does indeed show strong dependence across the 13 sites. Since all the rain
gauges show the same seasonal profile, this was felt to be a more important long
term control on rainfall occurrence across the basin. From a hydrological perspective,
spatial variations in rainfall across the basin are smoothed out when routed through
the rainfall runoff model, and so the simulation of flow using the downscaled rainfall
provides a useful check on this assumption. There were no such limitations on the
representation of spatial variations of rainfall amount, and so regional effects were
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included for the amounts model.
5.2.3 Final Model
Covariates were included in the downscaling model if they caused an increase in the
log likelihood of 3.32 or more (which equates to a confidence level of 99%). However,
since the model covariates may have some correlation a covariate was excluded from
the model if it was less than twice its standard error. Once the baseline model was
established, the climate covariates were fitted to determine significance, and interac-
tions were trialled to evaluate the mechanisms of climate forcing. The final covariates
of the occurrence and amounts models are shown in Tables 5.1 and 5.2 respectively.
The most relevant explanatory variables are discussed next.
In the occurrence model, temperature was found to interact with the autocorrela-
tion term for the previous day and to change on a seasonal basis. In addition, a 3-way
interaction between relative humidity, temperature and the autocorrelation term for
the previous day was also significant in the model, which is physically plausible be-
cause rainfall occurrence is dependent on the dew point temperature (the temperature
at which air moisture of a given relative humidity condenses). The autocorrelation
term in the interaction implies that there is a link between rainfall occurrence on the
previous day and the dew point temperature on the next day, indicating that whilst
the climate processes are convective, the movement of moist air from the Pacific ocean
is essentially a slowly varying process.
Finally for the amounts model, interactions between seasonality terms and SST
over the Humboldt and between seasonality and air temperature were found to oc-
cur. This implies the presence of the wet and dry seasons, and suggests that SST and
air temperature have strong seasonal influences on rainfall amounts. Teleconnections
such as ENSO and the PDO were initially significant but were later removed from
the model following the inclusion of additional covariates. The final model covariates
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Predictor Coefficient Std. Error
Constant -1.791951 0.0192
Regional Effects:
Fourier sine component 1 for Elevation -0.266576 0.0183
External Covariates:
Humboldt Sea Surface Temperature -0.121620 0.0148
Vilcanota Maximum Temperature -0.156164 0.0203
Vilcanota Relative Humidity at 600hPa 0.145051 0.0272
Seasonal Indicators:
Monthly half-year cycle, cosine component -0.303832 0.0195
Monthly half-year cycle, sine component 0.030998 0.0194
Daily seasonal effect, cosine component 1.542662 0.0254
Daily seasonal effect, sine component 0.404003 0.0212
Previous Day Indicators:
I(Y[t-1]>0) 1.272093 0.0268
I(Y[t-2]>0) 0.529870 0.0203
2-way Interactions:
Daily seasonal effect, cosine component -0.541307 0.0404
with I(Y[t-1]>0)
Daily seasonal effect, sine component -0.183201 0.0276
with I(Y[t-1]>0)
3-way Interactions:
Daily seasonal effect, cosine component 0.128404 0.0370
with Vilcanota Maximum Temperature
and I(Y[t-1]>0)
Daily seasonal effect, sine component -0.096321 0.0308
with Vilcanota Maximum Temperature
and I(Y[t-1]>0)
Vilcanota Relative Humidity at 600hPa 0.096570 0.0348
with Vilcanota Maximum Temperature
and I(Y[t-1]>0)
Shape parameter (φ) of Beta-Binomial: 4.5005
Table 5.1: Parameters for the occurrence model.
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Predictor Coefficient Std. Error
Constant 2.368555 0.1304
Regional Effects:
Legendre polynomial 1 for Eastings -2.107148 0.3482
Legendre polynomial 1 for Northings -1.081707 0.0564
Legendre polynomial 1 for Elevation 1.542136 0.3287
Legendre polynomial 2 for Eastings 1.580648 0.4536
Legendre polynomial 2 for Northings 0.956882 0.0932
Legendre polynomial 2 for Elevation -0.632736 0.1924
External Covariates:
Humboldt Sea Surface Temperature -0.014609 0.0101
Vilcanota Maximum Temperature 0.018091 0.0130
Seasonal Indicators:
Monthly half-year cycle, cosine component -0.042142 0.0120
Monthly half-year cycle, sine component 0.011287 0.0115
Daily seasonal effect, cosine component 0.343881 0.0193
Daily seasonal effect, sine component 0.122175 0.0110
2-way Interactions:
Legendre polynomial 1 for Eastings 4.683926 0.7935
with Legendre polynomial 1 for Northings
Legendre polynomial 1 for Northings -1.027511 0.3229
with Legendre polynomial 1 for Elevation
Legendre polynomial 2 for Eastings 1.555182 0.0925
with Legendre polynomial 2 for Elevation
Humboldt Sea Surface Temperature 0.030997 0.0158
with Daily seasonal effect, cosine component
Humboldt Sea Surface Temperature -0.027722 0.0104
with Daily seasonal effect, sine component
Vilcanota Maximum Temperature 0.005679 0.0176
with Daily seasonal effect, cosine component
Vilcanota Maximum Temperature -0.028623 0.0138
with Daily seasonal effect, sine component
Table 5.2: Parameters for the amounts model.
were then used to simulate rainfall data for the historical period, in order to validate
the model.
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5.2.4 Evaluation of Residuals
The Pearson residuals for the model are shown in Fig. 5.1 and indicate that in general
the model residuals are within the 95% prediction limits when the monthly perfor-
mance is considered. Site 8 in particular is problematic, particularly for the occurrence
model, which is unable to capture the high probability of occurrence.
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Figure 5.1: Pearson residual plots for the Logistic (left) and Gamma (right) models
by month (top), site (centre) and year (bottom). Solid lines show mean Pearson
residuals. Dashed lines indicate 95% prediction limits under the assumption the
model is correct.
The annual model performance shows that there is still some bias in the model for
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some years, and suggests that the climate covariates are not able to represent all the
climatic variations in rainfall. However, the Pearson residuals by site indicate that the
use of the spatial dependence model and the omission of regional covariates for rain-
fall occurrence has resulted in some errors in the model. Because much of the spatial
variation was neglected from the occurrence model then this is to be expected, but
the residuals nevertheless highlight a weakness of the model in that spatial variation
is not well represented for rainfall occurrence over the Vilcanota basin. Despite this,
because there are no problems with including all the spatial variation in the spatial
dependence amounts model, the residuals for the amounts are good. Therefore there
is an implicit assumption here that rainfall amounts exhibit more systematic regional
variation than rainfall occurrence, which is largely dominated by seasonal and climate
processes.
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Figure 5.2: Pearson residual maps of the 13 rain gauges for the occurrence (left) and
amounts (right) models, where negative residuals are shown in black and positive
residuals are shown in grey.
In order to provide a more detailed evaluation of the Pearson residuals by site,
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Fig. 5.2 presents maps of the residuals. The variation in residuals for the occurrence
models is much larger than for the amounts model, which indicates the randomness
of the model in its ability to reproduce rainfall occurrence by site. For the occur-
rence model, residuals are greatest around the centre of the basin, although there is
a split between positive and negative residuals. For the amounts model in contrast,
the residuals are much more even, although with only 13 rain gauges and in view of
the fact that the data themselves are not free from error, it is not possible to draw
too many inferences from the spatial variation in residuals.
Overall, the model fit, parsimony and stability have all been considered as cen-
tral to the model fitting process. The downscaling model has indicated the presence
of multiple effects of climate forcing on rainfall in the Vilcanota, with SST, relative
humidity and air temperature appearing to be important mechanisms that control
rainfall. The covariates suggest that moisture transport from the Pacific ocean has a
strong link with rainfall at the regional scale, with temperature and relative humidity
also being important locally. The limitations of the occurrence model can be clearly
seen in the application of the model to the Vilcanota basin, although a pragmatic
approach has been taken, given the knowledge of the basin and using a parsimonious
approach for the occurrence model through the use of the beta-binomial distribution
to control the number of wet sites.
5.2.5 Annual Performance for the Historical Period
Once the final model was fitted, simulations of rainfall were undertaken for the his-
torical period to determine model performance for the period 1965-2009. The rainfall
gaps were first imputed by simulating 10 realisations where the model was constrained
with the available observations, which makes it possible to evaluate uncertainty in
the infilled series. Once the gaps in the data were infilled, 100 realisations of rainfall
series were then made by running the model in an unconstrained mode. A split sam-
ple approach was taken for the validation, with 2009-2010 being used as a period of
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independent validation.
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Figure 5.3: Observed (imputed) and simulated daily mean annual rainfall averaged
over all sites. Thick lines result from the clustering of 10 lines representing 10 sets
of imputations of missing data. Outer bounds are envelopes of minima and maxima
from 100 realisations of simulations. Dashed lines show 5th and 95th percentiles from
100 realisations of simulations.
Fig. 5.3 indicates the imputed and simulated annual mean rainfall across all sites,
where the imputed data are generally covered by the 100 realisations of simulated
data. A reduction in rainfall after 1976 (1.97mm day−1 1965-1976 and 1.77mm day−1
1977-1989) can be observed, along with an increase after 1990 (mean of 1.91mm day−1
from 1991 to 2009), consistent with changes in the PDO. The 1983 ENSO event is
not well captured by the model, although it is worth noting that there were large
gaps in the data for this year. However the model does not capture the magnitude
of the increase in rainfall in 2002-2003 (1.98mm day−1), which was one of the most
intensive El Nin˜o events of the last decades.
Fig. 5.4 shows boxplots of annual average daily rainfall (left) and the proportion
of wet days (right) at each site. The observed (imputed) annual average daily rain-
fall is within the 25th and 75th percentiles of simulated data for sites 6, 9, 10, 11,
12. The observed (imputed) annual average daily rainfall is also within the 5th and
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95th percentiles of simulated data for all sites. The results indicate that in general,
the model is able to reproduce the average quantities of rainfall at each site, despite
the increased bias seen for the occurrence probability at each site. This is because a
mountainous region is likely to have little systematic regional variation in occurrence,
while spatial variations in total amounts tend to be consistent and dominated by the
topography. The overall parsimony of the model makes the simulation of climate
change scenarios straightforward, though conditional on the assumption of stationar-
ity of model parameters and of geographical location of teleconnections being valid.
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Figure 5.4: Boxplots of simulated annual daily average rainfall (left) and proportion of
wet days (right) from 100 realisations for 13 sites. Black lines show percentiles (5th,
25th, 50th, 75th, 95th). Black points are outer bounds of simulated annual daily
average rainfall from 100 realistions. Grey points are observed (imputed) median
annual average daily rainfall from 10 realisations.
In addition, spatial correlation is generally underestimated by the model, partic-
ularly at short distances, which may be due to the neglect of spatial variation in the
occurrence model, and suggests that the downscaling approach used here is not able
to capture the complex rain shadowing effects that are prevalent in the mountainous
terrain of the Vilcanota basin. Further, the conditional probabilities of rainfall occur-
rence (probability of rain at a site given that it is raining at another site) are generally
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underestimated by the model. Overall, the model does not capture the variation in
conditional rainfall occurrence probabilities with distance, which suggests that the
degree of randomness in the observed records is not fully captured in the model.
5.2.6 Monthly Performance for the Historical Period
In addition to the annual rainfall series, it is also possible to evaluate the monthly
rainfall statistics over the historical period as shown in Fig. 5.5. Monthly statistics
including the mean, standard deviation, proportion of wet days, mean and standard
deviation on wet days, annual maxima and autocorrelation at lags 1 and 2 are useful
measures to indicate the model performance under different conditions, and have been
considered here. In general, the model represents the statistics of the imputed rain-
fall well, although autocorrelation is not well simulated, particularly during the dry
season. However, this can be explained because the data are dominated by zeros in
the dry season. Consider for example two data vectors, A = (0.5, 0, 0, 0, 0, 0, 0, 0, 0, 0)
and B = (0, 0, 0, 0, 0.5, 0, 0, 0, 0, 0). Autocorrelation at lag 1 for A = −0.011 and
autocorrelation at lag 1 for B = −0.122, which indicates that the measure is not
particularly reliable for the dry season, which is dominated by zeroes.
In addition to the model’s underestimation of autocorrelation in the dry season,
conditional mean rainfall is also underestimated during the dry season. However,
this is not a key concern for the hydrological model for the Vilcanota basin, which
is more reliant on rainfall amount in the wet season. Clearly though an increase in
the length of the dry season under climate change scenarios would impact on water
resources reliability during the wet season. Despite this, the rainfall in the wet season
is generally well represented, although the model underestimates standard deviation
of rainfall in February.
The distribution of the numbers of wet sites is shown in Fig. 5.6 for each month,
where it can be seen that in general there is a good agreement between observed and
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Figure 5.5: Observed and simulated monthly summary statistics for 13-gauge average
daily series for the model fitting period 1965-2005. Thick lines result from the clus-
tering of 10 lines representing 10 sets of imputations of missing data. Outer bounds
are envelopes of minima and maxima from 100 realisations of simulations. Dashed
lines show 5th and 95th percentiles from 100 realisations of simulations. Plots refer
to mean (Mean), standard deviation (SD), proportion of wet sites (Pwet), rainfall
on wet days (CMean), standard deviation of rainfall on wet days (CSD), monthly
maximum rainfall (Max), autocorrelation at lag 1 (ACF1 Rain) and autocorrelation
at lag 2 (ACF2 Rain).
imputed series. This suggests that the use of the spatial dependence model provides
a good representation of the seasonal variation in basin-wide rainfall occurrence, and
from a hydrological point of view, indicates that the model is able to represent the
strong seasonality of rainfall occurrence in the region. In particular, the transition
between the wet and dry seasons is well captured, and explains why the model per-
forms relatively well when areal average rainfall is considered, despite the omission of
spatial variation from the occurrence model.
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Figure 5.6: Distributions for number of wet sites (i.e. sites that have rainfall above
a threshold of 0.5mm on any particular day). Observed (imputed) data series are in
grey and 100 realisations of simulated data are in black.
5.2.7 Statistical Inference for the Historical Period
A further analysis of the areal mean of observed (imputed) and simulated data is
shown in Table 5.3, using 2-sided non-parametric tests for bias in the mean (Mann
Whitney U test) and equality of variances (Levene test). For the Mann Whitney U
and Levene tests, the means and variances are calculated from daily rainfall, whilst
the Kolmogorov-Smirnov test uses monthly rainfall summaries to compare the rain-
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fall distributions. The test was initially carried out using daily data, but p-values
of < 0.05 were obtained for all months, suggesting that the daily observed and sim-
ulated distributions are significantly different. Therefore for comparative purposes,
the distributions of the temporally smoothed monthly rainfall series were compared.
Month Imputed Simulated MWU Levene Kolmogorov-Smirnov
(x) (s) (x) (s) (p-value) (p-value) (Dmax) (p-value)
Jan 5.0 3.9 4.8 3.0 0.12 0.00 0.05 0.85
Feb 4.8 3.8 5.0 3.2 0.00 0.00 0.09 0.20
Mar 4.3 3.9 3.8 2.7 0.80 0.00 0.10 0.13
Apr 1.9 2.7 1.4 1.7 0.00 0.00 0.06 0.85
May 0.4 1.0 0.4 0.8 0.33 0.01 0.20 0.18
Jun 0.2 0.8 0.2 0.5 0.90 0.61 0.29 0.36
Jul 0.2 0.6 0.2 0.5 0.00 0.00 0.12 0.91
Aug 0.3 0.7 0.3 0.6 0.83 0.27 0.15 0.73
Sep 0.4 0.8 0.8 1.1 0.00 0.00 0.17 0.23
Oct 1.8 2.1 1.6 1.6 0.72 0.00 0.13 0.09
Nov 3.2 3.5 2.5 2.1 0.03 0.00 0.16 0.01
Dec 4.1 3.1 3.7 2.6 0.00 0.00 0.13 0.02
Table 5.3: Validation of the 100 unconstrained simulations given the 10 observed
(imputed) data using the validation period 2005-2010.
The non-parametric Mann Whitney U test performs a similar test to the paramet-
ric t-test, which tests whether the means of two data sets are significantly different to
each other. The Mann Whitney U test works by ranking all the data in one vector,
where the ranks of the first data set are then summed to give R1 and the ranks of the
second data set are summed to give R2. The size of the data sets are given by n1 and
n2, producing U statistics for each, and the null hypothesis is that the two means are
equal.
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H0 : µ1 = µ2
H1 : µ1 6= µ2
The data set with the smallest total for U is used for the test, where U is assumed
to be normally distributed for large samples. µU and σU are calculated and used
to form the standard normal distribution as (U − µU)/σU , so that the p values can
be calculated. The non-parametric Mann Whitney U test was used rather than the
parametric t-test because the daily rainfall data is not normally distributed, although
with large sample sizes, this is often not a problem since the Central Limit Theorem
can be used. Even the Mann Whitney U test makes an assumption that the data are
independent, which is clearly not met in the presence of environmental time series
data that frequently carry a high degree of autocorrelation. Given that the power of
the Mann Whitney U test is comparable with the t-test, the former is implemented
here.
U1 = R1 −
n1(n1 + 1)
2
and U2 = R2 −
n2(n2 + 1)
2
(5.1)
µU =
n1n2
2
and σU =
√
n1n2(n1 + n2 + 1)
12
For the monthly downscaled rainfall, the null hypothesis can not be rejected at
the 5% level for January, March, May, June, August, indicating that the simulated
means are similar to the imputed means. For other months, the null hypothesis can
be rejected at the 5% level, which suggests that there is a significant difference be-
tween the simulated and imputed mean rainfall.
The non-parametric Levene test is a test for the equality of variances, in a similar
manner to the parametric F-test. The Levene test can be extended to multiple groups,
but here only two samples are tested for equality of variance between groups 1 and
2. Therefore, since is it non-parametric, the Levene test can be carried out even if
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the data do not follow the normal distribution, making the test a useful alternative
to the F-test, with the null hypothesis being that the variances of the two groups are
equal.
H0 : σ
2
1 = σ
2
2
H1 : σ1 6= σ2
The number of data points for groups 1 and 2 are N1 and N2 respectively, so that
N = N1 +N2. For each group, the means of the data points are Y¯1 and Y¯2 and each
data point in each group is denoted by Y1j or Y2j. The absolute deviance from the
mean for each data point in each group is given as:
Z1j = |Y1j − Y¯1| and Z2j = |Y2j − Y¯2|
The mean of the absolute deviances over all the data points is then calculated for
groups 1 and 2 and the mean of Z¯1 and Z¯2 is calculated as Z¯all.
Z¯1 =
1
N
N1∑
j=1
Z1j and Z¯2 =
1
N
N2∑
j=1
Z2j
Therefore the Levene test essentially calculates the deviances of each group from
the deviances from both groups, weighted by the sample size of each. Thus from
the numerator of W , large deviances in either or both groups (Z¯1 or Z¯2) from the
overall deviances of all the groups (Z¯all) implies that the variances are not equal.
The results are standardised by the denominator, which considers deviances within
each group, and the W statistic is tested against the F distribution for 2 groups. If
W > F (α,1,N − 1) then the null hypothesis is rejected at a given level of significance
(α).
W =
(N − 2)[N1(Z¯1 − Z¯all)
2 +N2(Z¯2 − Z¯all)
2]
N1∑
j=1
(Z1j − Z¯1)2 +
N2∑
j=1
(Z2j − Z¯2)2
(5.2)
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From Table 5.3, H0 can be rejected at the 5% level for all months apart from June
and August (since p > 0.05 for June and August). This suggests that in general the
simulated variance is underestimated in comparison to the imputed variance, which
may be related with the limited number of autocorrelation terms in the model.
Finally, the non-parametric Kolmogorov-Smirnov (KS) test considers the differ-
ences between the cumulative distribution functions (F ) of the imputed and simulated
monthly rainfall series (denoted here as X0 and X1). For the KS test, the largest
difference between the series (of lengths n0 and n1) is calculated and used to infer
whether the two series come from the same distribution. The null hypothesis of the
test is that the two series are indeed from the same distribution.
H0 : F0 = P1
H1 : F1 6= P1
The test statistic (D) is calculated as the maximum difference in cumulative proba-
bility between the two distributions, whereD converges to zero if the two distributions
are identical, making the test one-sided.
D = max|F (X0)− F (X1)| (5.3)
For the comparison of two distributions, H0 can be rejected at a given significance
level α if:
D >
[
−
1
2
(
1
n0
+
1
n1
)
ln
(α
2
)] 1
2
(5.4)
From Table 5.3, H0 can be rejected at the 5% level only for the months of Novem-
ber and December, which indicates that apart from November and December, the
imputed and simulated mean rainfall distributions are generally in good agreement.
This gives confidence to the model’s ability to simulate rainfall through the wet and
dry seasons and indicates that despite the problems with autocorrelation in the dry
season, the overall rainfall amounts are well simulated.
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5.2.8 Results by Site
In addition to examining the rainfall statistics of the areal mean, it is also instructive
to evaluate the model performance at individual rain gauges. Three rain gauges have
been selected here to demonstrate the imputed and simulated stochastic rainfall series
and to demonstrate some of the point rainfall statistics. Fig. 5.7 shows annual rainfall
series at Acomayo, Calca and Cay Cay rain gauges (selected at random to highlight
the model performance at individual sites), where it can be seen that the model un-
derestimates rainfall at Acomayo rain gauge for example. This underestimation by
the model is also reflected at Acomayo in the monthly rainfall averages, where much
of the underestimation occurs during the wet season.
At Calca, the annual rainfall plot shows that the envelope of uncertainty of the
imputed data is highest at Calca from 1980 onwards, indicating that there are a large
number of gaps in the record at this time. Likewise, at Cay Cay, the thicker enve-
lope of imputations for some years indicates greater uncertainty in the observational
record due to gaps. Finally, plots of the PDFs at all three rain gauges suggest that
the model underestimates the frequency of dry days (i.e. rainfall below 0.5 mm/day).
To focus now in more depth on the statistics of rainfall occurrence and amounts
specifically, Fig. 5.8 shows the gamma distributed rainfall transformed to an approx-
imate normal distribution through the cube root of the rainfall series. The rainfall
series is approximately normal at all three rain gauges (indicated by the straight line
at higher amounts) apart from at the lowest amounts, suggesting that the assump-
tion of a gamma distribution is appropriate. In addition, the occurrence of rainfall
is well simulated by the model compared with imputations, although the model un-
derestimates occurrence at Acomayo rain gauge during the wet season. This suggests
that the underestimation of rainfall seen at the gauge is due to the occurrence model
rather than the amounts model, and explains why the annual maximum series is well
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Figure 5.7: Downscaled rainfall simulations at 3 gauges for observed (imputed) series
(black) and simulations (grey) at Acomayo (top), Calca (middle) and Cay Cay (bot-
tom) rain gauges. Plots show annual (left) and average monthly (centre left) rainfall
along with CDFs (centre right) and PDFs (right) of the daily rainfall distributions.
represented by the model.
Finally, the model underestimates the proportion of 0-10 consecutive dry days
compared with observations at all three gauges. This suggests that rainfall occur-
rence is more intermittent than the model suggests, and may possibly indicate some
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Figure 5.8: Downscaled rainfall simulations at 3 gauges for observed (imputed) series
(black) and simulations (grey) at Acomayo (top), Calca (middle) and Cay Cay (bot-
tom) rain gauges. Plots show Anscombe residuals (left) and average monthly rainfall
occurrence (centre left) along with annual maxima (centre right) and consecutive dry
days (right) of the daily rainfall.
problems during the transitional part of the year (when the season changes from wet
to dry).
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5.2.9 Sensitivity Analysis
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Figure 5.9: Sensitivity of the downscaling model to a 2 degree increase in temperature
over 30 years, with 100 realisations of rainfall (grey) and the ensemble mean (black)
shown. Scatterplots shows monthly temperature and rainfall (ensemble means) to
the left and annual temperature and 100 realisations of rainfall to the left.
A sensitivity analysis of the downscaling model was also undertaken in order to
evaluate the extent to which any changes to the rainfall projections are driven by air
temperature alone. All the climate covariates were held constant apart from temper-
ature, which was allowed to increase at a constant rate. Fig. 5.9 shows the change in
rainfall that is projected by the model as a result of a 2 degree increase in temperature
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(T ) over a 30 year period (t months). Therefore a change in temperature of (dT/dt)
0.0056◦C / month was used. All other climate variables were held constant. The
results suggest that there is an overall reduction of 1.38 mm of rainfall (R) over the
period, which occurred over a total of 360 months (t), so the total change in rainfall
(dR/dt) was -0.0038mm / month. Therefore the rate of change of rainfall with respect
to temperature (dR/dT ) was -0.689mm / ◦C.
It is worth noting that the sensitivity of the model varied markedly when the
monthly changes to rainfall were considered, as shown in Table 5.4.
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
-1.98 -4.73 -5.31 -2.35 -0.69 -0.14 -0.28 -0.29 -0.38 -0.31 -0.42 -1.18
Table 5.4: Rates of change of rainfall with temperature by month (dR/dT ) as shown
in mm/◦C.
5.3 Hydrological Model
5.3.1 Calibration of the Hydrological Model
The calibration of the hydrological model was undertaken using areal average rainfall
from the 13 gauges and potential evaporation calculated from NCEP R1 temperature
data as shown in Fig. 5.10. Flow data at the basin outlet was used to calibrate the
model for the period 1st January 2006 until 31st July 2010 using 10000 parameter
sets that were randomly sampled from the uniform distribution, where each parame-
ter was constrained by its prior range.
The prior ranges were determined by undertaking an initial model calibration
where the initial uninformative prior ranges were large. An initial sensitivity anal-
ysis was then used to discard parameter ranges that were implausible, in order to
construct the informative priors. The final informative prior ranges are given in Ta-
ble 5.5, along with an additional description of the parameters.
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Figure 5.10: Temperature from observations (blue) and NCEP R1 reanalysis data
(black).
Parameter Description Prior Range
cmax Maximum storage capacity (mm) 0 - 500
c Initial storage capacity (mm) 0 - 20
b Shape of the Pareto distribution (-) 0 - 20
Kq Time constant for quick flow reservoir (days) 0 - 20
Ks Time constant for slow flow reservoir (days) 60 - 200
cq Fraction of flow through quick flow reservoir (%) 0 - 1
Table 5.5: Prior parameter ranges of the hydrological model
The model parameters were optimised using four objective functions (NSE, NSElog,
R2, RMSE) and a Monte Carlo approach to select potential parameter sets at random.
The mean and variance of the simulated flows, along with the performance measure
of the observed and simulated flows were then calculated in order to determine the
optimal objective function. Fig. 5.11 shows the top 10% of daily observed and simu-
lated flows for the four objective functions.
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Figure 5.11: Flow simulations for the calibration period for the top 10% of parameter
sets (grey) and observed flows (black).
Performance measures of simulated flows were 0.917 (NSE), 0.912 (NSElog), 0.919
(R2) and 0.598 (RMSE), and in particular the NSE values of the top 10% of parameter
sets range from 0.810-0.845, which suggests a good model fit through the use of the
NSE objective function. Correlations between different objective function values are
also useful in determining the trade-off between objective functions, and are calcu-
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lated using all the parameter sets from the 10000 simulations, where Table 5.6 shows
correlations between objective functions below the diagonal and the probabilities of
H0 above the diagonal.
NSE (-) NSElog (-) R2 (-) RMSE (mm/day)
NSE (-) 1.00 0.00 0.00 0.00
NSElog (-) 0.40 1.00 0.00 0.00
R2 (-) 0.76 0.21 1.00 0.00
RMSE (mm/day) -0.97 -0.36 -0.82 1.00
Table 5.6: Objective function correlations of NSE, NSElog, R2, RMSE.
Significant correlations exist between all objective functions, suggesting that there
is a degree of trade-off between the different objective functions. Although a multi-
objective function approach is not used here, it is instructive to note that there is
a degree of trade-off between different objective functions for the Vilcanota. In par-
ticular, there is a strong negative correlation between NSE and RMSE, which can
be explained by the fact that NSE is generally focused on high flows whilst RMSE
puts more emphasis on low flows. There is clearly therefore a trade-off between the
model’s ability to represent both of these separate aspects of the flow regime.
Parameter Description Posterior Range
cmax Maximum storage capacity (mm) 3 - 500
c Initial storage capacity (mm) 0 - 20
b Shape of the Pareto distribution (-) 0 - 20
Kq Time constant for quick flow reservoir (days) 1 - 20
Ks Time constant for slow flow reservoir (days) 60 - 200
cq Fraction of flow through quick flow reservoir (%) 0 - 1
Table 5.7: Prior parameter ranges of the hydrological model
Following on from the analysis of the four objective functions above, the NSE was
then selected as the primary performance measure by which a further analysis of the
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uncertainties of the hydrological model were assessed.
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Figure 5.12: Flow simulations for the calibration period for the NSE behavioural
parameter sets (grey) and observed flows (black).
A GLUE aproach was used to select the number of behavioural parameter sets
that were needed to ensure that 90% of the observed flows were covered by the enve-
lope of uncertainty of the model simulations for the calibration period. In this case,
4506 behavioural parameter sets were needed to ensure that 90% of the observed flows
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were covered by the model simulations, which equated to a cutoff for the NSE of 0.701.
The posterior parameter ranges for the behavioural parameter sets using the NSE
objective function are given in Table 5.7, where much of the parameter insensitivy
is further explained by the fact that the posterior ranges are similar to the prior
ranges, particularly for the parameters of the PDM model. The simulations of the
behavioural parameter sets for the calibration period are shown in Fig. 5.12.
5.3.2 Validation of the Hydrological Model
The validation of the hydrological model was undertaken using the NSE behavioural
parameter sets that were identified during the calibration period. Simulations were
made for the period 1st January 2001 to 31st December 2005 in order to test the
model performance on unseen data and statistical inference was undertaken on the
daily flows for each month in turn, to compare the observed and simulated flows, with
the results shown in Table 5.8. In particular, the mean and variance of the observed
and simulated flows were compared using parametric (t-test and F-test) and non-
parametric (Mann Whitney U and Levene) tests. The mean correlation between the
observed and simulated flows was also calculated to determine the agreement between
the temporal series.
Because the Shapiro-Wilk test for normality indicates that the daily data are not
normally distributed (p=0.00), both parametric and non-parametric tests are under-
taken to test the equality of means, variances and distributions. The parametric
test for equality of the means (t-test) indicates that H0 can be rejected at the 5%
significance level for all months apart from January, whilst the non-parametric Mann-
Whitney U test suggests that H0 can be rejected at the 5% level for all months apart
from January and November. A comparison of the observed and simulated monthly
means therefore shows that for most months the observed means are greater than the
simulated means, which suggests a certain degree of bias within the model for the
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Month Mean Flow Var. Flow T-test MWU F-test Levene Correlation
Obs Sim Obs Sim p p p p r
Jan 2.36 2.32 1.20 0.83 0.62 0.65 0.00 0.00 0.78
Feb 3.27 3.05 0.79 0.73 0.00 0.00 0.46 0.73 0.70
Mar 3.01 2.54 0.85 0.65 0.00 0.00 0.01 0.00 0.81
Apr 1.74 1.43 0.68 0.33 0.00 0.00 0.00 0.00 0.90
May 0.80 0.64 0.05 0.04 0.00 0.00 0.04 0.08 0.87
Jun 0.52 0.40 0.02 0.01 0.00 0.00 0.00 0.00 0.68
Jul 0.51 0.36 0.02 0.03 0.00 0.00 0.00 0.07 0.74
Aug 0.43 0.25 0.01 0.01 0.00 0.00 0.06 0.11 0.59
Sep 0.46 0.25 0.01 0.02 0.00 0.00 0.00 0.17 0.60
Oct 0.53 0.46 0.02 0.07 0.00 0.00 0.00 0.00 0.71
Nov 0.71 0.76 0.07 0.17 0.04 0.59 0.00 0.00 0.80
Dec 1.18 1.38 0.30 0.43 0.00 0.00 0.01 0.01 0.63
Table 5.8: Inference of validation daily observed and simulated flows. Parametric
(t-test and F-test) and non-parametric (Mann Whitney U and Levene) tests for the
equality of means and variances are given for each month in order to compare observed
and simulated flows. The mean correlation of the observed and simulated flows for
all behavioural parameter sets is also given for each month.
validation period. A further evaluation of the equality of variances shows that H0 can
be rejected at the 5% level for the months of February and August by the parametric
F-test, whilst the Levene test suggests that H0 can be rejected for all months apart
from February, Mary, July, August and September. The results therefore indicate
that variance is only represented well for a few months in the year, most notably in
the dry season.
The behavioural parameter sets were used to simulate flows for the validation pe-
riod as shown in Fig. 5.13, with the coverage of observed flows dropping to 78.4%. The
ranked flows suggest that the model bias is greatest at higher flows, where the model
systematically underestimates flow compared with observations. On a monthly basis,
mean flows are overestimated for the majority of months for the validation period,
and so the model validation indicates that hydrological model uncertainty may form
a large component of the flow analysis when the model is used to simulate future flows.
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Figure 5.13: Flow simulations for the validation period for the NSE behavioural
parameter sets (grey) and observed flows (black).
5.3.3 Sensitivity Analysis of the Parameters
Following the calibration of the hydrological model, a sensitivity analysis of the pa-
rameter sets has been undertaken. Dotty plots of the parameter values and corre-
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sponding NSE values are given in Fig. 5.14, and show that the model is relatively
insensitive to the PDM parameters (cmax, c, b), but has a greater sensitivity to the
routing model parameters (Kq, Ks, cq).
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Figure 5.14: Dotty plots of behavioural parameter sets for NSE and corresponding
parameter values.
The sensitivity analysis indicates that the Vilcanota basin does not have a signifi-
cant amount of soil moisture storage (as suggested by the fact that it is a mountainous
basin), with snow melt instead acting to increase baseflows in the dry season. There-
fore, the flows are influenced by the routing parameters, which control the speed with
which water from the mountains can reach the basin outflow. Finally, whilst baseflows
in the Vilcanota basin are known to be supported by glacier melt in the dry season,
it appears that this simple model can represent base flows well. However, because
glacier melt is not included in the model, it is not possible to investigate the impact
of climate change on glacier melt and thus flows in the dry season.
In addition to examining the sensitivity of individual model parameters, the issue
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Figure 5.15: Scatter plots of parameters and NSE values. The areas shaded in white
indicate regions where no behavioural parameter sets exist, and the NSE values were
below the cutoff threshold.
cmax (mm) b (-) c (mm) Kq (days) Ks (days) cq (%)
cmax (mm) 1.00 0.00 0.69 0.00 0.26 0.20
b (-) 0.17 1.00 0.51 0.00 0.06 0.00
c (mm) -0.01 -0.02 1.00 0.14 0.03 0.05
Kq (days) -0.24 0.13 0.05 1.00 0.00 0.00
Ks (days) 0.04 0.06 0.07 0.20 1.00 0.00
cq (%) -0.04 -0.12 0.06 0.50 0.39 1.00
Table 5.9: Correlations of hydrological model parameters.
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of parameter correlation has also been examined and is shown in Table 5.9. Correla-
tions have been calculated using parameter sets where NSE is greater than zero. The
correlation values are below the diagonal and the probabilities of H0 (i.e. probabilities
that correlations are zero) are above the diagonal. It can be seen that statistically
significant correlations between parameters occur for b and cmax, Kq and cmax,
Kq and b, Ks and Kq, cq and b, cq and Kq and cq and Ks. Of the parameters
that have significant correlations with another parameter, Kq and cq and Ks and cq
have the largest correlations. This indicates that the partitioning of effective rain-
fall into quick and slow flows may be sensitive to the calibration period used, since
different hydrological regimes may result in different parameter values. Scatterplots
of some of the parameter combinations, along with NSE values are shown in Fig. 5.15.
5.3.4 Sensitivity Analysis of the Model Inputs
A 2 degree rise in temperature over a 30 year period was used to test the sensitivity of
the hydrological model and to assess the resulting changes to PE and runoff. Rainfall
simulations for a zero degree change in temperature were used (all other climate
covariates were also held constant) to provide a constant rainfall input. This enabled
the effect of temperature change on the hydrological model to be tested in isolation,
in order to evaluate the response of the model. Fig 5.16 shows the results of the
sensitivity analysis, where the strong seasonal variation in PE can be seen, as a
result of the seasonal variation in rainfall. In particular, there is an increase in PE
of approx. 5mm/month for every 1◦C increase in temperature (dPE/dT ), which is
constant across all seasons (although the large seasonal ranges in PE can be clearly
seen). The resulting changes to temperature and PE were then used to run the
hydrological, which resulted in a decrease in runoff over the 30 year period of around
0.5mm for every 1mm increase in PE (dF/dPE).
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Figure 5.16: Sensitivity analysis of the hydrological model, showing the resulting
changes to PE and runoff from a 2 degree rise in temperature over a 30 year period.
5.3.5 Bootstrap Analysis of the Rain Gauge Network
An additional analysis of the sensitivity of the hydrological model to the number of
gauges in the network has also been undertaken. A bootstrap resampling approach
was used to produce 1000 series of basin average rainfall, which were then used to
drive the hydrological model using the optimal parameter set. For this analysis, a
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random network size N (from 1 to 13) was sampled using a uniform distribution and
the locations of the N gauges were then randomly selected from the Vilcanota gauges.
For each rain gauge network that was generated, the Thiessen rainfall average was
then calculated and used to run the calibrated hydrological model. By this approach,
the effect of varying the rain gauge network on the simulated runoff was tested.
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Figure 5.17: Bootstrap analysis of the rain gauge network.
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The results of the resampling are shown in Fig. 5.17, where it can be seen that
taking into account the uncertainty of the network produces uncertainty bounds that
cover the observed flows. Therefore whilst the validation of the hydrological model
suggests that baseflows and medium flows are not within the parameter uncertainty
envelope, they are in fact within the rain gauge network uncertainty envelope.
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Figure 5.18: Box plots of the bootstrap analysis.
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A further analysis of the number of gauges used in the resampling is shown in
Fig. 5.18, where the model performance (given by NSE) and flow statistics are com-
pared with the number of rain gauges used to calculate the areal mean rainfall to run
the model. The NSE of the model increases as the number of gauges increases (top
left), which may be expected since the increased number of gauges has an improved
coverage of the basin. In addition, the variance of NSE decreases as the objective
function values stabilise since there are fewer degrees of freedom to randomly select
the network when the number of gauges is higher.
The overall flow variance remains relatively constant across all the sampled net-
work sizes (top right), which is interesting since it highlights the filtering effect of the
hydrological model, and shows that the network has less of an effect on simulated flow
variance. However, the spread of the variance as (indicated by the box plots) does
decrease somewhat, indicating that simulated flows are more uniform as the network
increases.
The mean flow follows a similar trend to the flow variance, in that it remains
relatively insensitive to the number of rain gauges. However the variance of the mean
flow decreases as the number of gauges increases, which may also be attributable to
the reduction in degrees of freedom by which the network is selected. More interest-
ingly, the mean maximum flow generally increases slightly with the number of rain
gauges, although the highest maxima occur when only one rain gauges is used. The
95th percentiles on the upper bounds decrease with the number of rain gauges how-
ever, which again highlights the smoothing effect that occurs during the averaging of
rainfall, and the routing of river flows.
In summary therefore, the sensitivity analysis suggests that the model is relatively
insensitive to the PDM model parameters, but shows a greater sensitivity to the flow
routing parameters. The bootstrap analysis indicates that there is indeed an increase
in the model performance (as measured by NSE) as the number of gauges increases.
However the expected flow statistics themselves are relatively unaffected, although
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the upper and lower bounds indicate a reduction in variance as the number of gauges
increases.
5.3.6 Linkage of Downscaling and Hydrological Models
The linkage of the downscaling and hydrological models shows that the model cou-
pling can be successfully achieved for this study because there is a good agreement
with the observed flows, as can be seen from Fig. 5.19.
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Figure 5.19: Linkage of the downscaling and hydrological models for the calibration
period, using observed flows (black), simulated flows using observed rainfall for the
behavioural parameters (dark grey) and downscaled stochastic rainfall routed through
the hydrological model to produce stochastic flows (light grey).
Overall, the use of a lumped conceptual approach to the rainfall runoff modelling
appears to be well suited to modelling river flows in the Vilcanota basin, particu-
larly in light of the sparsity of data coverage that makes it difficult to adopt more
complex spatially distributed approaches. However, snowmelt has not been explicitly
included, but instead has been assumed to come from the catchment storage. Despite
this assumption, the model appears to simulate flows relatively well. In addition, the
use of the PDM model and routing model has also been applied to investigate the
178
potential of using remote sensing products in a hydrological context. The calibration
of two hydrological models using PERSIANN and TRMM 3B42 data is therefore pre-
sented below in order to provide an independent verification of these rainfall products.
Finally, the optimal parameter set is given here, since it is used in the flow projec-
tions under climate change scenarios. For the optimal parameter set, cmax = 290.8,
c = 17.5, b = 5.6, Kq = 6.1, Ks = 66.34, cq = 0.6. The motivation behind using
the optimal parameter set (rather than multiple parameter sets) is that the compu-
tational time needed to undertake the climate change projections is prohibitive. The
assumption of only using the optimal parameter set for future projections (consid-
ered in chapter 6) is that only uncertainty from the downscaling model is considered,
whilst uncertainty in the hydrological model is assumed to be stationary.
5.4 Application of Products for Runoff Simulation
5.4.1 PERSIANN
The hydrological model was calibrated for the period 1st January 2006 to 31st Jan-
uary 2010 using a Thiessen weighted average of rainfall from the PERSIANN data
series over the basin, with the top 10% of parameter sets being used to evaluate the
model performance.
Initially, behavioural parameter sets were sought to obtain an envelope of model
simulations that covered 90% of the observed flows. However, even when all the 10000
parameter sets were included in the simulations, only 88.3% of the observations were
covered, which resulted in an NSE performance measure cutoff was -130.1. There-
fore, only the top 10% of parameter sets were included to give an indication of the
performance of the hydrological model when PERSIANN rainfall inputs were used.
Dotty plots for the calibration are shown in Fig. 5.20 and indicate that overall,
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Figure 5.20: Dotty plots of NSE and parameter values for PERSIANN.
parameter values are less well defined compared with observed rainfall. However,
interestingly, the b parameter in particular is more sensitive when given PERSIANN
rainfall.
With regard to the flow hydrograph during the calibration period, the perfor-
mance of PERSIANN rainfall in the hydrological model is relatively poor, as shown
in Fig. 5.21, which suggests that the rainfall product is not reliable for hydrological
simulation. In particular, baseflows are poorly represented, although the ranked flows
appear to be represented well, which suggests that the overall mass balance of the
PERSIANN rainfall is comparable with observed flows. However this is more indica-
tive of the weakness of this measure, which does not distinguish between the timing
of flows. Further, the monthly flows are underestimated by the hydrological model,
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Figure 5.21: Hydrograph of PERSIANN driven flows for the calibration period. Ob-
served runoff (black) and runoff simulations using the top 10% of parameter sets
(grey) indicate the model performance for daily runoff (top), ranked runoff (bottom
left) and monthly average runoff (bottom right).
particularly during the dry season, and the profile of the mono-modal seasonality does
not fit well with the observed flows. Therefore in summary, PERSIANN rainfall does
not appear to be suitable for hydrological modelling in the Vilcanota basin, and the
overall performance of the product does not appear to be optimised for the Vilcanota
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basin.
5.4.2 TRMM 3B42
The hydrological model for TRMM 3B42 was calibrated using data for the period
1st January 2006 to 31st January 2010, again using a Thiessen weighted average of
the rainfall pixels above the basin and the top 10% of parameter sets. When a 90%
coverage of the observed flows by the model was sought, 8669 parameter sets were
needed to achieve the coverage, although the NSE cutoff was -0.07. Dotty plots of
the model parameters against NSE values are shown in Fig. 5.22 and again indicate
that the parameters have a greater degree of variation when compared with the ob-
jective function. For TRMM 3B42, the NSE is less sensitive to the b parameter value,
although again, there is a large amount of scatter in the plots. The lack of definition
of the model parameters thus highlights the difficulties of calibrating a hydrological
model using satellite rainfall remote sensing data.
However, despite the difficulty in defining the parameter ranges, the hydrograph
of the hydrological model calibrated with TRMM 3B42 data performs relatively well.
Fig. 5.23 for example indicates that baseflows and the timing of the quick flows are
well represented by the hydrological model. In addition, the simulated ranked flows
and monthly average flows perform well when compared with observed flows, which
suggests that TRMM 3B42 does indeed have strong potential for hydrological mod-
elling in the Vilcanota basin.
The uncertainty ranges of the top 10% of parameter sets for the TRMM 3B42
driven hydrological model are much wider than the hydrological model driven by rain
gauges, which suggests that whilst TRMM 3B42 appears to be suitable for hydrolog-
ical modelling in the Vilcanota basin, flows are not as well modelled as those using
the observed rain gauges themselves. This is despite the sparsity of the rain gauge
network, and highlights the need for further evaluation of the rainfall products in the
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Figure 5.22: Dotty plots of NSE and parameter values for TRMM 3B42.
context of hydrology.
Overall, it is clear that TRMM 3B42 performs far better than PERSIANN in its
ability to simulate flows in a hydrological model. The performance of TRMM 3B42
therefore suggests that there is some potential for using satellite rainfall remote sens-
ing products in the Vilcanota basin. However, since the data sets have a relatively
short duration (1998-present) then the time series data may be best applied in a fore-
casting mode. This is in light of the fact that there are no telemetered rain gauges in
the Vilcanota basin, and so the obvious advantage of the satellite data is that they
are available in near real time.
Additionally, the products may be used for the evaluation of water resources, al-
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Figure 5.23: Hydrograph of TRMM 3B42 driven flows for the calibration period.
Observed runoff (black) and runoff simulations using the top 10% of parameter sets
(grey) indicate the model performance for daily runoff (top), ranked runoff (bottom
left) and monthly average runoff (bottom right).
though they are not recommended for downscaling, since longer (30+ years) time
series are needed to evaluate connections between the climate and rainfall. However,
it is important to note that the hydrological modelling undertaken here has used the
research rainfall data products, which are corrected for bias on a monthly basis. The
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real time product may therefore not be of sufficient quality to undertake hydrological
modelling. Therefore the further evaluation of the real time TRMM 3B42 rainfall
data in particular is necessary to investigate whether the data may be usefully ap-
plied to the Vilcanota basin. Although this possibility is not evaluated in the research
here, these new and innovative rainfall products nevertheless provide an interesting
solution to the lack of data in many remote and data sparse areas around the world.
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Chapter 6
Model Projections
6.1 GCM SRES A1B Simulations
6.1.1 Projected Changes in Rainfall
The model simulations here include an examination of the GCM outputs themselves
for the SRES A1B projection in order to evaluate the impacts of future climate change
in the Vilcanota basin. This is so that changes in climate forcing can be evaluated,
along with the uncertainties between the 10 GCMs in order to evaluate the effect
of using multiple GCM projections. In addition, probable effects on rainfall are dis-
cussed, given the downscaling model parameters. The fitted downscaling model is
then used to simulate 100 realisations for each GCM for both the SRES 20C3M (for
1961-1990) and A1B projections (for 2000-2200) using simulations from the IPCC
Fourth Assessment Report. The downscaled rainfall simulations are then used to
evaluate the projected changes and uncertainty in rainfall for 4 time slices, which are
the 1970s (1961-1990), 2020s (2011-2040), 2050s (2041-2070) and 2080s (2071-2100)
time slices. Rainfall data for these time periods were therefore extracted from the
downscaled rainfall simulations and used to examine rainfall series for current and
future 30 year periods. The emissions that are used to force the 10 GCMs vary on
an annual (20C3M emissions scenario) and decadal (A1B emissions scenario) basis,
making it possible to look at changes in rainfall statistics through each of the future
186
time slices, although there are large uncertainties with the emissions at the annual
resolution.
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Figure 6.1: Average gridded percentage change in rainfall between the 20C3M 1961-
1990 period and the SRES A1B emission scenario 2080s timeslice for CNRM, CSIRO,
GFDL, HadCM3, INM, IPSL, MIROC, MPI, MRI and PCM GCMs.
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Finally, the downscaling model is linked with the hydrological model and simula-
tions of river flows are made for the future period. This approach makes it possible
to evaluate additional uncertainties in the modelling chain that are introduced by
the use of the hydrological model. However only the optimal parameter set in the
hydrological model is used, due to computational limitations. The assumption here
therefore is that uncertainty in the hydrological model itself is stationary and does
not change under future projections.
The projected changes for the 10 GCMs between the 1970s time slice for the
20C3M emissions scenario and the 2080s time slice for the A1B emissions scenario
are shown in Fig. 6.1 for the South American region by way of introduction. Over
South America in general, there is a projected increase in rainfall for all the GCMs
apart from the MRI and PCM GCMs. To focus in more detail on the Peruvian region
now, several GCMs indicate a reduction in rainfall by the 2080s for the south west of
South America. Therefore although GCM simulations of rainfall are thought to be be
less reliable than GCM simulations of other climate covariates, this nevertheless pro-
vides an interesting indication of the direction and uncertainty of future changes. One
interesting aspect of this study is therefore to compare the GCM projected rainfall
changes with the downscaled rainfall changes, to determine whether there is consis-
tency between the two methods, as is demonstrated later on.
6.1.2 Projected Changes to Climate Covariates
Having evaluated the projected changes in rainfall over South America, the projected
GCM changes in the downscaling model climate covariates are now discussed in more
detail. The temporal trends of the predictor variables as extracted from the 10 GCMs
used in this study are shown for the A1B emissions scenario in Fig. 6.2. Projected
changes relative to the baseline 1960-1990 20C3M emissions scenario are shown in
order to account for GCM bias and to facilitate comparisons between the GCMs.
Overall, sea surface temperature over the Humboldt Current and air temperature
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at 2 m are more sensitive to climate change than the other two predictors (relative
humidity and meridional wind over the Humboldt Current).
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Figure 6.2: Average gridded change in covariates for SRES A1B emission scenario.
In particular, there is a projected increase in SST of approximately 3◦C by 2200
over the 10 GCMs, although there is some uncertainty when the 10 GCMs are assessed
individually. In addition, there is a projected increase in temperature of approxi-
mately 4◦C in the Vilcanota basin although again there is some uncertainty when the
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projected increases over the 10 GCMs are considered individually. However although
there is some disagreement between the 10 GCMs on the exact magnitude of the
changes, all the 10 GCMs agree on the direction of change, which gives confidence to
the results.
As discussed, the remaining two predictors do not appear to be sensitive to changes
in the climate under the A1B emissions scenario, which suggests that these climate
covariates do not carry the climate change signal. Both predictors show virtually no
change from the baseline by 2200, which suggests that they may be less useful in
evaluating climate change impacts on the Vilcanota basin. However despite this, it is
still useful to retain the predictors in the downscaling model because they may exhibt
complex feedbacks with the other climate covariates.
6.1.3 Application to the Downscaling Model
Referring back to the fitted downscaling model, the parameter for relative humidity
in the occurrence model is positive, indicating that an increase in humidity results
in an increase in rainfall occurrence, which is supported by knowledge of the physi-
cal processes. SST in the Humboldt Current region and 2m air temperature in the
Vilcanota basin have negative model parameters for the occurrence model, and so an
increase in the value of these covariates results in a decrease in rainfall occurrence.
The negative parameter for air temperature is explained by an interaction with
relative humidity, where condensation of the humid air occurs upon cooling. In-
terestingly, the parameter for SST is also negative for the amounts model, but the
parameter for 2m air temperature is positive. The positive parameter for the amounts
model for air temperature can be explained by higher moisture carrying capacity of
the air at higher temperatures.
The implications of the model parameters can be understood by looking at the
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predictor variables from the 10 GCMs for the SRES A1B projections. SST increases
under the SRES A1B scenario, so downscaled rainfall occurrence and amounts will
decrease. Air temperature increases under the SRES A1B scenario, so downscaled
rainfall occurrence will decrease, but amounts will increase. This suggests that there
is evidence for an overall reduction in rainfall occurrence and amounts, but with some
high rainfall amounts due to increased air temperature.
6.2 Downscaled Rainfall Simulations for the 20C3M Scenario
6.2.1 Annual Rainfall Simulations
Prior to evaluating the projected future changes in rainfall under the A1B emissions
scenario, it is useful to first consider the performance of the downscaling model when
forced with GCM outputs for the 20C3M emissions scenario. The baseline rainfall
is taken here to be the downscaling model forced with the NCEP R1 climate data
for the period 1961-1990, and is compared with the envelope of uncertainty from 10
GCMs, assuming equal weighting for the GCMs. The advantage of using the NCEP
R1 forced downscaling model as a baseline is that only additional bias from the 10
GCMs is considered here. This means that the downscaling model is assumed to be
correct: the bias in the NCEP R1 downscaled rainfall simulations was considered
earlier by using the imputed observations as a baseline, and therefore this section is
only concerned with the additional uncertainty that is associated with the 10 GCMs.
Additionally, the uncertainty from the emissions forcing data means that it is not
possible to consider individual years to be directly comparable between observed and
downscaled rainfall with input from GCMs. Instead, it is preferable to consider the
percentage of observations that are covered by the downscaled simulations from the
10 GCMs over the whole baseline period.
Rainfall simulations for the SRES 20C3M scenario are therefore useful to assess
the performance of each GCM in the downscaling model compared with driving the
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Figure 6.3: Envelopes of annual rainfall for 10 GCMs (grey) for the 20C3M scenario
along with the envelopes of annual rainfall for NCEP R1 (black). Imputed observa-
tions are shown by way of comparison (blue).
model with NCEP R1 data, making it possible to evaluate GCM uncertainty. Fig. 6.3
for example shows the annual averages of the NCEP R1 downscaled rainfall and the
downscaled rainfall from 10 GCMs. Overall, the annual rainfall simulations from the
10 individual GCMs range from 1.85 mm per day to 1.91 mm per day, indicating that
mean rainfall is similar over each of the 10 GCMs. Further, when all the 10 GCMs
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are considered and compared with the envelope of uncertainty from the NCEP R1
data, then the agreement with the baseline is good with over 99% of the NCEP sim-
ulations covered by the simulations from the 10 GCMs. However, the bias between
the observations (blue) and the NCEP (black) and 10 GCM (grey) simulations can
be seen, with the NCEP R1 and 10 GCMs having a mean rainfall of 1.87 mm per day
whilst the 10 imputations have a mean of 2.00 mm per day.
It is worth noting though that much of the annual climatic variation in rainfall is
somewhat masked when the envelope of uncertainty from the 10 GCMs are consid-
ered. Therefore it is useful to also consider seasonal variations in rainfall along with
the rainfall simulations at individual gauges, in order to gain a fuller picture of the
rainfall statistics.
6.2.2 Monthly Rainfall Simulations
To consider the seasonal rainfall statistics in more detail now, Fig. 6.4 shows that
overall the results from the downscaled rainfall from 10 GCMs are in agreement with
the NCEP R1 forced simulations. The mono-modal seasonality exhibited by the
NCEP R1 forced rainfall is also seen for the envelope of uncertainty for downscaled
rainfall from the 10 GCMs, with no bias evident for any of the months. In particular,
it is worth noting that the bias for autocorrelation at lags 1 and 2 that was seen in
the downscaled NCEP R1 simulations is repeated for the downscaled rainfall from
the 10 GCMs. This confirms that the bias is as a result of the downscaling model,
rather than from the climate forcing.
In addition to the seasonal variations of rainfall, the monthly histograms of wet
sites also indicate that the downscaled rainfall simulations from the downscaled rain-
fall from the 10 GCMs compare well with the NCEP R1 driven simulations, as shown
in Fig. 6.5. In particular, the downscaled rainfall from the 10 GCMs are in good
agreement with each other, suggesting that at the monthly resolution, the number of
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wet sites is simulated well by the downscaled rainfall from the 10 GCMs for both the
wet and dry seasons.
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Figure 6.4: Observed and simulated monthly summary statistics for 13-gauge average
daily series for the model fitting period 1965-2005. Thick lines show 100 realisations
of downscaled rainfall forced with NCEP R1 data. Outer bounds are envelopes of
minima and maxima from 1000 realisations of rainfall from 10 GCMs. Dashed lines
show 5th and 95th percentiles from 100 realisations of simulations.
Finally, the CDFs and PDFs of the NCEP R1 driven simulations, along with sim-
ulations of downscaled rainfall using downscaled rainfall from the 10 GCMs are shown
in Fig. 6.6. The distributions for daily, monthly and annual rainfall are shown in order
to highlight how the rainfall series tends to the normal distribution as the temporal
smoothing increases. It is useful to note that the agreement of the downscaled rainfall
from the 10 GCM driven simulations with the baseline NCEP R1 driven simulations
is good at every temporal resolution. In particular, it is difficult to distinguish the
NCEP R1 downscaled rainfall from the 10 GCMs downscaled rainfall at the daily
and monthly resolution, which gives confidence to the model performance. How-
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Figure 6.5: Distributions for number of wet sites for the baseline NCEP R1 driven
simulations (black) and simulations driven by 10 GCMs (grey) for the 20C3M sce-
nario. Error bars indicate uncertainty from the 10 GCMs.
ever, a more rigorous statistical analysis of the distributions (using the two-sample
Kolmogorov-Smirnov test for example) can also be useful to provide inference as to
the exact degree of agreement.
At the monthly resolution then, an indication of GCM confidence can be inferred
by using the Kolmogorov-Smirnov test in order to compare the baseline and the
downscaled rainfall from the 10 GCMs. The Kolmogorov-Smirnov test compares the
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Figure 6.6: Cumulative and frequency density curves of annual rainfall for the 20C3M
emissions scenario for the downscaled rainfall simulations from the 10 GCMs (grey)
compared with NCEP R1 driven simulations (black).
cumulative distribution functions of the monthly rainfall amounts from the fitted
downscaling model, where the null hypothesis (H0) is that the two samples are from
the same distribution. In this case, the two samples compared are rainfall simulations
produced by the downscaling model driven by NCEP R1 against rainfall from each
of the downscaled rainfall from the 10 GCMs for the 20C3M scenario. The results in
Table 6.1 indicate that H0 cannot be rejected for GFDL, HadCM3, MPI and PCM.
Therefore there is no evidence that the distribution of the NCEP R1 driven model
differs from the model driven by these four GCMs, which suggests that a higher con-
fidence may be applied to these four GCMs.
In addition, a Mann Kendall trend test (where H0 is that there is no trend) has
also been carried out for the annual series for each of the 10 GCMs. By way of
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Rainfall Kolmogorov-Smirnov Mann Kendall
(x) (sd) (Dmax) (p) (τ) (p)
CNRM 1.88 0.22 0.01 0.03 -0.25 0.05
CSIRO 1.85 0.23 0.02 0.00 0.09 0.50
GFDL 1.89 0.20 0.01 0.06 -0.13 0.32
HadCM3 1.85 0.12 0.01 0.11 -0.38 0.00
INM 1.86 0.20 0.02 0.00 -0.26 0.04
IPSL 1.91 0.10 0.02 0.00 -0.19 0.14
MIROC 1.85 0.22 0.01 0.00 -0.40 0.00
MPI 1.87 0.25 0.01 0.10 -0.16 0.22
MRI 1.87 0.23 0.01 0.00 -0.21 0.10
PCM 1.89 0.17 0.01 0.07 -0.26 0.04
Table 6.1: Statistical inference for the 20C3M climate projection using the non-
parametric Mann Kendall trend test and the Kolmogorov-Smirnov cumulative distri-
bution function (cdf) test, used to compare cdf’s for observed and GCM data.
reference, the probability of no trend for the NCEP R1 simulations was p = 0.525
(using a 2 sided test for the areal mean annual rainfall between 1965-2009), so that
H0 was not rejected at the 5% significance level, as there was no evidence of a trend.
This previous result can therefore be compared with the results from the downscaling
model when driven by 10 GCMs (which are for the period 1961-1990). Likewise, for
the downscaled rainfall from the 10 GCMs, H0 can not be rejected at the 5% signifi-
cance level by CSIRO, GFDL, IPSL, MPI, and MRI, since their p-values are ≥ 0.05.
Similarly, this suggests there is no evidence of a trend for these GCMs. However,
H0 can be rejected for the remaining GCMs, which suggests that there may be some
evidence of a trend (although the coarse resolution and uncertainty of the emissions
data used to force the GCMs means that the rainfall series cannot be temporally
located at the annual scale).
6.2.3 Simulations by Site
Finally, the NCEP R1 rainfall simulations for three rain gauges are compared with
the rainfall simulations from downscaled rainfall from the 10 GCMs for the 20C3M
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emissions scenario. Fig. 6.7 shows that the simulations compare well for the three rain
gauges, which gives confidence that the downscaling model can be used to produce
multi-site simulations using the downscaled rainfall simulations from the 10 GCMs.
However, the bias in the model at individual sites that was identified during the
model fitting is not considered here, because the baseline is taken to be the data from
the NCEP R1 simulations. The annual rainfall simulations show that the NCEP R1
driven simulations are covered by the downscaling simulations from 10 GCMs and the
mono-modal seasonal profile at each of the gauges is retained when the downscaling
simulations are made with 10 GCMs.
Although the downscaling model was fitted by neglecting much of the systematic
variation in occurrence probability, it is still useful to make an additional evaluation
of the model performance at individual gauges. However because GlimClim makes
the assumption that all the rain gauges are affected by the same climate processes
then this is not represented in detail by the model. In addition, there is no inter-
action between the climate covariates and the geographical coordinates (Eastings,
Northings, Elevation), so the changes in regional rainfall variation are not likely to
be increased by the change in climate covariates.
Overall then, the rainfall simulations by site indicate that the downscaled rainfall
simulations from the 10 GCMs can be used to produce representative rainfall series
at individual rain gauges. A further evaluation of future projected rainfall over the
Vilcanota basin can therefore now be considered by forcing the downscaling model
with climate covariates for the future A1B scenarios, where future change relative to
the 1961-1990 baseline is considered.
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Figure 6.7: Envelopes of annual rainfall at three rain gauges for NCEP R1 driven
simulations (black) and downscaled rainfall simulations from 10 GCMs (grey) for the
20C3M scenario. Imputed observations (blue) are given by way of comparison.
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6.3 Downscaled Rainfall Simulations for the A1B Scenario
6.3.1 Annual Rainfall Simulations
Having considered the downscaled rainfall projections from 10 GCMs for the 20C3M
emissions scenario, it is now interesting to evaluate the projected changes in runoff
for the A1B emissions scenario. The downscaled future rainfall simulations for the
10 GCMs are shown in Fig. 6.8, where it can be seen that whilst there are some
differences between the GCMs, all show a downward trend in rainfall by 2100. The
ensemble means from the stochastic time series generated from the GCM outputs
indicate an average annual reduction of around 0.5 mm by 2100 under the SRES A1B
scenario, which is also confirmed by Mann Kendall trend tests on the ensemble annual
mean rainfall from the 10 GCMs for 3 time slices (2020s, 2050s, 2080s), as shown in
Table 6.2.
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Figure 6.8: Envelopes of annual rainfall for downscaled rainfall simulations from 10
GCMs for the A1B scenario.
In particular, p values for the 2020s indicate that the null hypothesis (H0) that
there is no trend can be rejected at the 5% level for all GCMs apart from HadCM3 and
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PCM. This indicates that all GCMs apart from HadCM3 and PCM show a downward
trend that is significant at the 5% level. For the 2050s, H0 can be rejected at the 5%
level for downscaled rainfall simulations from all GCMs apart from GFDL, IPSL and
PCM. This indicates that all GCMs apart from these 3 show a downward trend that
is significant at the 5% level. Finally, for the 2080s, H0 can be rejected at the 5%
level for all GCMs apart from CNRM, CSIRO, GFDL, INM and PCM. This indicates
that all downscaled rainfall simulations from the 10 GCMs apart from these 5 show
a downward trend. The A1B scenario assumes that CO2 concentrations peak around
the middle of the 21st century, so it is reasonable to expect that rainfall simulations
would stabilise after this time. This is borne out by the trend tests, which show that
fewer GCMs show a downward trend later on in the century.
Having examined the projected changes to the annual rainfall series over the Vil-
canota basin, it is now therefore useful to consider projected changes to the monthly
rainfall statistics. Fig. 6.9 shows the projected rainfall for the 2080s time slice for the
A1B emission scenario for the downscaled rainfall simulations from 10 GCMs against
the 20C3M driven baseline period for 1961-1990.
A1B (2011-2040) A1B (2041-2070) A1B (2071-2101)
MK MK MK
(x) (τ) (p) (x) (τ) (p) (x) (τ) (p)
CNRM 1.44 -0.274 0.04 1.19 -0.329 0.01 0.97 -0.213 0.10
CSIRO 1.73 -0.411 0.00 1.43 -0.287 0.03 1.23 0.037 0.79
GFDL 1.36 -0.375 0.00 0.94 -0.145 0.27 0.63 -0.200 0.12
HadCM3 1.75 0.200 0.13 1.72 -0.674 0.00 1.29 -0.333 0.01
INM 1.34 -0.545 0.00 1.01 -0.306 0.02 0.82 -0.110 0.40
IPSL 1.76 -0.669 0.00 1.40 0.011 0.94 1.34 -0.540 0.00
MIROC 0.88 -0.632 0.00 0.42 -0.628 0.00 0.20 -0.471 0.00
MPI 1.44 -0.384 0.00 0.97 -0.513 0.00 0.60 -0.411 0.00
MRI 1.29 -0.411 0.00 0.86 -0.283 0.03 0.63 -0.312 0.01
PCM 1.19 0.016 0.92 1.01 -0.191 0.14 0.96 -0.148 0.28
Table 6.2: Statistical inference for the A1B climate projection divided into three
timeslices using the non-parametric Mann Kendall (MK) trend test.
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Figure 6.9: Monthly changes in rainfall statistics between the 1970s from the 20C3M
scenario and the A1B scenario for the 2080s time slice.
There is a projected decrease in rainfall for both total amounts, conditional rain-
fall and rainfall occurrence for all months, although the envelope of uncertainty from
the downscaled rainfall simulations from the 10 GCMs suggests the change in the dry
season is less pronounced. Further to this, autocorrelation at lags 1 and 2 has a high
uncertainty in the future, although it is not possible to indicate that autocorrelation
will increase or decrease by the 2080s.
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6.3.2 Distributions of Simulated Rainfall
In addition to considering the mean and monthly rainfall simulations, it is also pos-
sible to evaluate the future distributions of rainfall relative to the baseline 20C3M
simulations.
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Figure 6.10: Cumulative and frequency density curves of annual changes in rainfall
for the A1B emissions scenario compared with the 1970s 20C3M scenario for the
downscaled rainfall from 10 GCMs.
Fig. 6.10 shows the changes in cumulative distribution functions (CDFs) and the
probability density functions (PDFs) of the downscaled annual rainfall from simula-
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tions driven by 10 GCMs for the baseline and future time slices. For example, for
future time slices the downscaled rainfall simulations from the 10 GCMs indicate a
reduction in rainfall, although the envelope of the downscaled rainfall from the 10
GCMs is also much wider for the future time slices.
6.3.3 Analysis of Downscaled Rainfall Seasonality from 10 GCMs
Fig. 6.11 shows downscaled monthly rainfall from 10 GCMs (dashed lines) compared
with NCEP R1 driven simulations (thick black lines) on the top row, which enables
a comparison of downscaled rainfall from the 10 GCMs to be made with the NCEP
R1 driven simulations for a number of time slices so that it is possible to evaluate
changes in rainfall with respect to the baseline. The 10 GCMs cover the NCEP R1
simulations for the 20C3M scenario, giving confidence to the model, although as the
time slices progress into the future there is an increasing divergence between the base-
line and future downscaled rainfall from the 10 GCMs. In general there is a projected
reduction in rainfall, although the width of the envelope is much wider for future
time slices, suggesting that uncertainties between the downscaled GCM projections
are larger in the future.
A more detailed comparison of the downscaled rainfall from the 10 GCMs them-
selves is then made, with boxplots (bottom row) indicating that the downscaled sim-
ulations from the 10 GCMs have similar means for the baseline. However, for future
time slices the uncertainty of the downscaled rainfall from the 10 GCMs is much
higher, although all the GCMs show a reduction in downscaled rainfall. In order to
evaluate whether the k GCMs have significantly different means, a one way ANOVA
has been undertaken to determine whether any of the GCMs have mean rainfall (µk)
that differs significantly from the rest of the group. In order to test this, a one-way
ANOVA has been used, which calculates whether the difference between any of the
downscaled rainfall series from the 10 GCMs is significantly bigger than the difference
within each of the downscaled rainfall series from the 10 GCMs.
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Figure 6.11: 100 realisations of NCEP downscaled rainfall (black) and envelope of
100 realisations for each downscaled rainfall series for the 10 GCMs (grey) for the
20C3M and A1B scenarios.
H0 : µ1 = µ2 = ... = µk
H1 : at least one of the means differs from the others.
The sum of squares between groups (SSB) is first calculated by weighting the
squared differences according to the sample size (ni) of the downscaled rainfall sim-
ulations for each GCM. In this case, the squared deviations are calculated using the
mean rainfall of each GCM (xi) and the mean of the downscaled rainfall simulations
of all the GCMs (x¯). The degrees of freedom (dfB) are calculated using the number
of k GCMs available, and the mean square between groups (s2B) is then calculated
and used to form the numerator of the F statistic, using MSB = s2B = SSB/dfB.
SSB =
k∑
i=1
ni(x¯i − x¯)
2 and dfB = k − 1 (6.1)
The sum of squares (Sum Sq.) within groups (SSW ) is calculated using a weighted
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mean of the variance of the annual average downscaled rainfall simulations for each
GCM (s2i ), and the degrees of freedom (dfW ) are calculated using the total data points
(N) from all the k GCMs. The mean square (Mean Sq.) within groups (s2w) is then
calculated using MSW = s2w = SSw/dfW , forming the denominator of the F-statistic.
SSW =
k∑
i=1
(ni − 1)s
2
i and dfW = N − k (6.2)
The F-statistic is then simply the ratio of the between and within group variabil-
ity, where F = MSB/MSW.
Df Sum.Sq Mean.Sq F.value p-value
20C3M Between Groups 9 12.86 1.43 26.42 0.00
1970s Within Groups 29990 1621.20 0.05
A1B Between Groups 9 2103.48 233.72 3280.36 0.00
2020s Within Groups 29990 2136.73 0.07
A1B Between Groups 9 3497.77 388.64 7795.41 0.00
2050s Within Groups 29990 1495.15 0.05
A1B Between Groups 9 3647.89 405.32 14526.88 0.00
2080s Within Groups 30590 853.51 0.03
Table 6.3: Analysis of Variance for mean rainfall from 10 GCM’s
The results of the analysis of the means of the downscaled rainfall from the 10
GCMs shown in Table 6.3 indicate that H0 can be rejected for inputs from all the
GCMs for all the scenarios and all the time slices, which suggests that even for the
baseline scenario, there are significant differences between the GCMs. Overall, this
result highlights the uncertainties of downscaling rainfall projections in the Vilcanota
basin, and underscores the need for studies that use multiple GCMs. However, with
regard to this study in particular, it is notable that all the GCMs show a reduction
in mean rainfall in the future. Therefore such analyses indicate some of the problems
of downscaling rainfall projections, where uncertainties are often very large.
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6.3.4 GCM and Downscaling Model Projected Changes
By way of summary, Table 6.4 provides a comparison of GCM rainfall and downscaled
rainfall using GCM inputs for the A1B emissions scenario for the 2020s, 2050s and
2080s future time slices. Although GCMs are known to simulate rainfall poorly com-
pared with other climate covariates, it is nevertheless interesting to directly compare
projections for each of the 10 GCMs.
GCM 2020s Timeslice 2050s Timeslice 2080s Timeslice
GCM Downscaling GCM Downscaling GCM Downscaling
CNRM -0.17 -23.51 11.12 -36.85 12.28 -48.36
CSIRO 1.92 -6.29 -0.57 -22.59 5.62 -33.55
GFDL -2.68 -27.98 -4.37 -49.99 0.25 -66.67
HadCM3 -4.30 -5.02 -8.22 -7.00 -12.39 -30.08
INM 0.88 -27.76 1.54 -45.25 8.55 -55.92
IPSL 6.07 -7.88 0.24 -26.50 2.26 -29.94
MIROC 7.37 -52.75 15.99 -77.30 25.14 -89.48
MPI -0.30 -23.18 3.07 -48.38 7.66 -68.22
MRI 1.35 -30.95 5.36 -54.04 5.09 -66.21
PCM -0.03 -37.09 0.03 -46.38 1.97 -49.05
Table 6.4: Percentage changes in rainfall over the Vilcanota basin from the 20C3M
1961-1990 baseline for GCMs and the downscaling model for the 2020s, 2050s and
2080s timeslices.
It can be seen that there are large differences between the GCM rainfall outputs
and the downscaled rainfall projections that use GCM climate covariate inputs. In
particular, GCM rainfall outputs indicate an increase in rainfall overall whilst the
rainfall simulations from the downscaling model show a large decrease in rainfall.
This result highlights some of the problems of making projections of future climates,
primarily because a successful validation of the current scenario does not guarantee
that future projections will be correct.
The fact that it is not possible to undertake repeatable experiments to simulate
future climates means that there is no easy way to validate future projections of rain-
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fall from either the GCMs or the simulations from the downscaling model, and as a
result many downscaling studies have sought to encompass this uncertainty through
the combination of additional GCMs, in the hope that errors will cancel. However as
can be seen in this case, then the mean of GCM and downscaled rainfall simulations
will likely cancel out to produce roughly no change in future rainfall. Therefore an
improved understanding of the source of both GCM and downscaling errors is im-
portant if this is to be overcome. In summary then, the GCM outputs of rainfall are
known to be of a lower quality compared with other climate covariates. However, the
fact that the direction of projected change in rainfall is different from the downscaling
results reduces the confidence in the results somewhat.
6.4 Runoff Simulations for the 20C3M Scenario
6.4.1 Annual and Monthly Runoff Simulations
Prior to coupling the downscaling model with the hydrological model for future rain-
fall scenarios, it is necessary to first link the models using downscaled rainfall with
GCM outputs from the 20C3M scenario in order to evaluate the model. Temperature
bias from the 10 GCMs is shown in Fig. 6.12 for the 20C3M scenario in order to
illustrate uncertainty from the GCMs, and how this is likely to feed into the runoff
simulations. Therefore, flow simulations using downscaled rainfall driven by the 10
GCMs are compared with flow simulations using downscaled rainfall driven by NCEP
R1. The annual time series of runoff at the Vilcanota outflow are plotted for each
GCM and also for the NCEP R1 simulations with the total envelope from the 10
GCMs, as shown in Fig. 6.13.
The time series plots are useful to highlight the differences between the simulations
of runoff as driven by the downscaled rainfall from 10 GCMs individually. However,
when the runoff as driven by the downscaled rainfall from the 10 GCMs are pooled
together and compared with NCEP R1 simulations, it can be seen that the agree-
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Figure 6.12: Temperature from 10 GCMs and NCEP R1.
ment is good, with over 99% of the NCEP R1 simulations within the uncertainty
envelope from the runoff as driven by the downscaled rainfall from the 10 GCMs.
Therefore the plots give confidence that the 10 GCMs can be successfully linked with
the hydrological model to produce runoff simulations that are comparable with NCEP
R1. However, whilst the uncertainty bands cover the NCEP R1 simulations, some
of the signal from the individual GCMs is lost when they are not assessed individually.
6.4.2 Distributions of Runoff Simulations
Daily, monthly and annual rainfall distributions are shown in Fig. 6.14 to illustrate
the effect of temporal smoothing for the 1961-1990 baseline period, with a good agree-
ment evident between the NCEP R1 and GCM driven simulations, at each temporal
resolution. It is also useful to examine the flow statistics for the baseline period in
addition to the graphical analysis. Therefore, Table 6.5 shows the results of statistical
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Figure 6.13: Envelopes of annual runoff driven by downscaled rainfall from 10 GCMs
(grey) for the 20C3M scenario and envelopes of annual runoff for NCEP R1 (black)
along with observed flow (blue).
inference for the ensemble mean of monthly runoff data.
For the NCEP R1 driven runoff, there is a positive trend in runoff that is signif-
icant at the 5% level (p = 0.14), although of the 10 GCMs, only CSIRO produces
runoff with a significant positive trend (p = 0.23). For the remaining GCMs, all show
a negative trend in runoff for the baseline period.
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Figure 6.14: PDFs and CDFs for 10 GCMs (grey) for the 20C3M scenario along with
the PDFs and CDFs for NCEP R1 (black) and envelope of uncertainty for all the 10
GCMs (equal weighting, grey).
For the Kolmogorov-Smirnov test, which compared the NCEP R1 downscaled
rainfall with the downscaled rainfall from each of the 10 GCMs, H0 is rejected for all
the GCMs for the 20C3M emissions scenario. This suggests that the distributions of
runoff are different for the NCEP R1 driven simulations compared with GCM driven
simulations although, since this result compares all the 10 GCMs separately, it pro-
vides a stricter test than simply comparing the envelope of realisations. Despite this,
the mean and variance of rainfall suggest that runoff simulations of the baseline pe-
riod compare well with NCEP R1 driven runoff for the baseline period, although the
simulations do not compare as well with the observed flow. Such validations can thus
be used to weight GCMs, although an equal weighting has been assumed here.
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Runoff Mann Kendall Kolmogorov-Smirnov
(x) (sd) (τ) (p) (Dmax) (p)
CNRM 0.88 0.64 -0.06 0.07 0.05 0.00
CSIRO 0.76 0.52 0.04 0.23 0.02 0.00
GFDL 0.86 0.60 -0.03 0.39 0.05 0.00
HadCM3 0.89 0.64 -0.03 0.43 0.06 0.00
INM 0.66 0.39 -0.06 0.10 0.07 0.00
IPSL 0.74 0.46 -0.04 0.33 0.02 0.00
MIROC 0.75 0.50 -0.09 0.01 0.01 0.00
MPI 0.84 0.59 -0.06 0.08 0.04 0.00
MRI 0.86 0.70 -0.06 0.07 0.05 0.00
PCM 0.85 0.63 -0.09 0.01 0.04 0.00
NCEP 0.77 0.51 -0.05 0.14 - -
Table 6.5: Statistical inference for the 20C3M climate projection using the non-
parametric Mann Kendall trend test and the Kolmogorov-Smirnov cumulative dis-
tribution function (cdf) test, used to compare cdf’s for monthly observed and GCM
data.
6.5 Runoff Simulations for the A1B Scenario
6.5.1 Annual Runoff Simulations
Following on from the evaluation of the runoff simulations for the 20C3M scenario,
it is now useful to evaluate the projected runoff for the A1B scenario. This has been
achieved with the linkage of the downscaling and hydrological models with climate
covariates for the A1B emissions scenario. 100 realisations of the future rainfall sim-
ulations were thus used to run the hydrological model for the 2000-2100 period to
produce simulations of runoff. The resulting 100 realisations of runoff have then been
used to evaluate future projected runoff for 10 GCMs, with the results of the model
linkage shown in Fig. 6.15.
Overall, it can be seen that all the GCMs show a downward trend in annual
runoff, although the INM, MIROC and PCM GCMs show less of a reduction, pri-
marily because the runoff projections from these GCMs were low even at the start of
the simulation period.
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Figure 6.15: Envelopes of annual runoff for 10 GCMs for the A1B scenario.
6.5.2 Distributions of Runoff Simulations
In order to evaluate the changes in runoff distribution under the A1B scenario for
the 2020s, 2050s and 2080s time slices, the projected changes to the CDFs and PDFs
of the envelope of simulations from 10 GCMs are shown in Fig. 6.16. For the PDFs,
the 2020s time slice shows a wider range of runoff frequencies, although the highest
frequencies for all 10 GCMs indicate a reduction in runoff. For the 2050s and 2080s
time slices, uncertainty is lower, with all the downscaled rainfall simulations from the
10 GCMs used to simulate future runoff showing the highest frequencies of runoff
below 0.2 mm/day.
In order to evaluate the propogation of uncertainty in the hydrological model, an
evaluation of future flows is undertaken in a similar spirit to the analysis of rainfall.
Envelopes of mean monthly rainfall (top) and boxplots of mean rainfall (bottom) are
shown in Fig. 6.17. It can be seen that river flows are well represented for the 20C3M
scenario, where the envelope of 100 realisations for the 10 GCMs covers the 100 re-
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Figure 6.16: Changes in runoff statistics for A1B emissions scenario compared with
the 20C3M emissions scenario. Changes are calculated using the 10 GCMs and the
resulting cumulative and frequency density curves of annual runoff are shown.
alisations of the NCEP R1 simulations. For the future time slices, runoff is reduced,
particularly in the wet season, although the envelope of uncertainty becomes much
wider in the future.
For the boxplots of the 10 GCMs, the range of runoff is greater for future time
slices, with some GCMs (e.g. HadCM3) showing particularly large outliers of annual
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Figure 6.17: 100 realisations of runoff simulated using NCEP downscaled rainfall
(black) and envelope of 100 realisations of runoff simulated for each GCM (grey) for
the 20C3M and A1B scenarios. Monthly runoff (top row) and boxplots of annual
runoff (bottom row) are shown.
runoff. This suggests that whilst flows on the whole will be lower, there may be an
increase in the occurrence of high runoff. Therefore the evaluation of extreme runoff
is also a useful statistic, since the prevalence of flooding in Machu Picchu Pueblo may
also pose a serious threat. The reduction of rainfall for future time slices is seen in the
future runoff simulations. Although this is largely to be expected as a result of the
changing water balance in the basin, the results nevertheless indicate the potential
for using a downscaling approach to evaluate water resources in a data sparse region.
6.6 Summary
The projections of downscaled future rainfall have been linked with the calibrated
hydrological model, with the results indicating that it is possible to successfully un-
dertake climate change projections using multi-model GCM outputs in a tropical and
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data sparse region. Further to this, there is an increased confidence in the future pro-
jections because the simulations are validated using the 20C3M scenario, although
some of the statistical inferences suggest that some of the 10 GCMs produce some
discrepancies with the NCEP R1 simulations.
GCM projections of rainfall are known to be of a lower quality than GCM pro-
jections of other climate covariates, so the fact that other downscaling studies in the
tropical Andes have suggested a decrease in future rainfall is worthy of note. The
results do however indicate some of the problems that are frequently encountered
when projections of future climate are made, primariliy because it is not possible to
undertake any physical experiments to confirm or exclude the future projections.
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Chapter 7
Discussion
7.1 Overview
7.1.1 Introduction
The research undertaken for this study has illustrated the potential of applying a par-
simonious statistical downscaling model to the data sparse and mountainous region
of the tropical Andes. Overall, the research has sought to highlight the potential of
bridging the gap between climate models and hydrological models in the hope that
better estimates of climate risks may become available to decision makers, particu-
larly in regions of the world where such studies are yet to be fully implemented.
The statistical downscaling model that was fitted to rain gauge data in the Vilcan-
ota basin has been used to investigate the possibility of inferring climate connections
with localised rainfall processes, and to produce simulations of rainfall for current and
future climate scenarios. The further development of downscaling methods in such
a remote region is therefore a vital step in understanding the drivers to hydrological
risks of both drought and flooding, because statistical downscaling in particular offers
a parsimonious approach to evaluating non-stationarity in hydrological risk.
This new continuous simulation approach to the estimation of hydrological risk
217
makes it possible to evaluate the projected hydrology for different climate scenarios
and future time slices, in a stark contrast to existing methods that rely on the fitting
of an extreme value distribution to historic data. Whereas the existing methods as-
sume that the historic data series can be used to estimate the probability of extreme
hydrological events in the future, the continuous simulation approach makes no such
assumptions. In addition, because the continuous simulation approach makes explicit
use of climate data, and requires the linkage of a downscaling and a hydrological
model, it is possible to evaluate the changing seasonality and profile of hydrological
events (rather than simply considering the magnitude of a flood peak for example).
However, the use of multiple models introduces uncertainties into the modelling chain
that need to be fully considered before results can be used in decision making.
The development of downscaling methods in hydrology therefore provides a fun-
damental link between the climate and rainfall, and allows us to explicitly incorporate
climate change into the existing methods. However just as downscaling methods be-
come accepted into the mainstream of hydrological practitioners, then new concerns
such as the stationarity of the climate links with rainfall, the uncertainty of GCMs
and the probability of emissions scenarios come more clearly into focus. This re-
search has attempted to incorporate GCM uncertainty by adopting a multiple GCM
approach to the model projections, although there still remains much work to do to
fully understand the uncertainties of climate projections.
In summary, the work undertaken here has investigated the possibilities of apply-
ing a simple statistical downscaling method to a remote and data sparse region. The
potential of using a continuous simulation method to produce future runoff series has
been investigated in the context of a multiple GCM downscaling study in the Peru-
vian Andes. Some of the strengths and weaknesses of the findings are outlined in the
remaining discussion.
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7.1.2 Findings of the Research
The main findings of the research were that climatological products can provide an
insight into the spatial variation of rainfall via the comparison of key rainfall statis-
tics from observational data. Measures such as bias, trends within the data and the
coherence of spatial rainfall can all be used to ascertain the degree of confidence for
a particular rainfall product. However, the use of time series data, particularly from
novel products such as remote sensing, may be best applied to rainfall runoff mod-
elling studies, rather than to downscaling studies. With regard to the downscaling
model, the main findings were that the spatial dependence model was able to suc-
cessfully represent the monthly number of wet sites, although much of the spatial
variation was neglected. The linkage of the downscaling and hydrological models was
a useful step in understanding the changing hydrological risks in the Vilcanota basin,
with projections of future climate under the A1B emissions scenario indicating a re-
duction of rainfall and river runoff in the future.
Additional findings related to the climatology of the Vilcanota basin in Peru,
where teleconnections were found with sea surface temperature across the Pacific and
Atlantic oceans, which indicated that El Nin˜o has effects on rainfall in the Vilcanota
basin. Additional findings of the climatology were that meridional wind across the
Humboldt Current was related with rainfall in the Vilcanota basin, as were relative
humidity and air temperature above the basin itself. The downscaling model provided
an additional analysis of the climatology, where the mechanisms for the generation
of rainfall occurrence and amounts were found to be different, as indicated by the
differing climate covariates for the occurrence and amounts models. To summarise
the research findings of the statistical downscaling study for the tropical Andes, it
can therefore be seen that there are many challenges when carrying out such research
in a remote and data sparse region. Issues of data quality, knowledge of the relevant
climate processes and the successful application of models to more remote regions all
form important considerations and are key components to the successful evaluation of
both current and future hydrological risks and the development of new methodologies
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to assist such phenomena.
The main findings of the research in relation to the downscaling model were that
whilst sea surface temperature, air temperature and relative humidity were signifi-
cant in the occurrence model, only sea surface temperature and air temperature were
significant in the amounts model. In addition, seasonal interactions with the climate
covariates were significant for the amounts model, suggesting that there was some
intra-annual variation in the climate covariates, with climate forcing varying on a
seasonal basis. For the occurrence model, interactions were found between seasonal-
ity, air temperature and the previous day’s occurrence and an additional three way
interaction was found between relative humidity, air temperature and the previous
day’s occurrence. The inclusion of interactions in the downscaling model thus pro-
vided a powerful approach both to analyse the multi-variate processes in relation to
rainfall, and to include some of the complex climate feedbacks in a relatively parsi-
monious way, highlighting one of the main strengths of the approach.
Overall, the problems of the occurrence model highlighted some of the difficulties
of downscaling multi-site rainfall patterns in a remote and complex region, although
in this case it was still possible to find modelling strategies to overcome the limitations
of the model. The successful fitting of the downscaling model was therefore largely
possible because all the rain gauges exhibit the same mono-modal seasonality, which
implied that they were all subject to the same weather patterns. Therefore, because
the downscaling model assumed that all rain gauges were subject to the same weather
patterns, the model was suitable for application in the Vilcanota basin, even though
other assumptions were violated. The simulation of stochastic rainfall series using
the fitted downscaling model was important to enable a comparison of the model
with past observations of rainfall in order to determine whether the model was able
to represent the historic rainfall statistics. For the Vilcanota downscaling model, the
annual series of 10 imputations of observations were compared with 100 realisations
of unconstrained simulations, with the results indicating that in general the climatic
variations were captured well by the model. However, large shifts such as the increase
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in rainfall in 2002 and 2003 were not captured by the model, suggesting that there
may be some potential for further improvements to the model. In particular, the
inclusion of addition climate covariates such as tropospheric zonal wind from above
the Vilcanota basin and sea surface temperature from the Nin˜o 3.4 region may help
to capture additional climatic variation.
The calibration and validation of the hydrological model was important not only to
derive the relevant hydrological model parameters for the Vilcanota basin, but also to
understand some of the strengths and weaknesses of the modelling approach. Whilst
NSE was chosen as the objective function to evaluate the model performance, there
was undoubtedly some trade-off between the objective functions, as indicated by the
correlations between the different objective functions. The bootstrap analysis of the
rain gauge network further highlighted the uncertainties of calibrating a hydrological
model using areal rainfall data from a sparse network. In particular, the uncertainty
from the rain gauge network was at least as high as the parameter uncertainty, with
the envelope of simulations from the bootstrap analysis covering the observed runoff
across the whole flow range. Such uncertainty may be anticipated in a remote and
mountainous region, and underlines why simple models such as the PDM often work
as well as more complex models in such areas.
Overall, the research conducted here evaluated the potential data sources and
models in relation to their application to the tropical Andes, and highlighted some of
the limitations and uncertainties that may inhibit the further evaluation of climate
risks in such a remote and data sparse region. The research attempted to answer
some key scientific questions, relating to the possibilities of undertaking a statistical
downscaling study in such a remote region, and also highlighted some of the research
gaps that still exist.
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7.1.3 Strengths of the Research
The main strengths of the research have been outlined here in order to motivate the
remainder of the discussion, and to place the findings of the research in the context
of the research questions. Firstly, the evaluation of some of the relevant rainfall prod-
ucts provided an understanding of what useful additional data sets are available in a
remote and data sparse region, with climatology, reanalysis and satellite remote sens-
ing rainfall products all providing useful data sources to investigate spatial variability
in rainfall. However, the time series data of the rainfall products was not considered
to be of sufficient duration for statistical downscaling, which needs long records (30
years) to establish stable links between rainfall and climate. However, there may be
some potential for using rainfall remote sensing products to evaluate water balances
or seasonal forecasts in hydrology. In addition, the evaluation of GCMs by compar-
ing GCM and NCEP R1 spatial variation introduced an independent verification of
GCM performance, prior to their use in a downscaling study, offering the potential for
weighting the rainfall projections according to the relative confidence of each GCM.
A further strength of the research was the use of a correlation analysis in order
to identify some of the relevant climate processes for rainfall, which were then fur-
ther evaluated in the downscaling model. This highlighted the possibility of using a
statistical downscaling model to investigate climate processes in relation to localised
rainfall series, and to adopt a more rigorous analysis of the climatology. With regard
to the downscaling model itself, the main strengths of the model fitting were the
parsimony of the final model, including the use of the spatial dependence model to
control the number of wet sites in the basin.
The calibration of a lumped conceptual hydrological model also provided an op-
portunity to evaluate the use of a lumped model to simulate river flows in a complex
region. Overall, the strengths of the hydrological model were that it provided a good
representation of river flows, although when the model was used to assess the remote
sensing products, the results were mixed as TRMM 3B42 produced good flow simu-
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lations whilst PERSIANN did not.
Finally, the linkage of the downscaling and hydrological models gave an indepen-
dent verification of the stochastic rainfall series and enabled an evaluation of runoff
projections for current and future climate scenarios. The simulation of rainfall and
runoff using the current and future climate scenarios was therefore able to successfully
highlight the possibility of evaluating projected changes to the hydrological cycle in a
remote and data sparse region. However, whilst it was possible to verify the current
20C3M emissions scenario projections, the future A1B projections of a decrease in
rainfall and runoff may be further verified by the implementation of additional down-
scaling studies. In particular, because the downscaling results show disagreement
with the GCM outputs of rainfall, the study provides evidence of the need for sta-
tistical downscaling studies, which use GCM climate variables that are more reliable
than GCM rainfall outputs.
7.1.4 Limitations of the Research
Having outlined the main strengths of the research, it is useful to also discuss the
main limitations in order to provide context to the results and to motivate the need
for further research into this interesting topic. One of the main limitations of the
research relates to the scarcity of observational rainfall data in the tropical Andes,
which can frequently make it difficult to undertake a successful downscaling study.
In this case, there were sufficient rain gauges to evaluate the climate connections and
to fit a downscaling model for the Vilcanota basin, although in many remote regions
the quality, duration and availability of rain gauge data may inhibit detailed studies
into the effects of climate change. Although one way around such limitations may
be the use of interpolated ground observations, such as those available from the Cli-
mate Research Unit or the Global Precipitation Climatology Project, the resolution
of such data sets may frequently be inadequate for detailed hydrological studies. The
downscaling model is largely driven by sea surface temperature and air temperature,
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as highlighted during the sensitivity analysis of the model to changes in air temper-
ature. Therefore the projections of future rainfall are based on the GCM projections
of future temperature, which may not fully express the influence of broader climate
processes.
Additional limitations of the research relate to the assumptions of the downscaling
model and its applicability to a remote and data sparse region such as the tropical
Andes. Whilst some of the model assumptions were arguably met by the conditions
in the Vilcanota basin (e.g. all rain gauges subject to same weather processes, gamma
distribution for daily rainfall amounts), others were not. For example, the assump-
tion of high spatial dependence for the spatial dependence in the occurrence model
was not met, primarily because the region is very mountainous and thus exhibits
complex rainfall processes. Therefore a limitation of the research is that whilst the
use of GlimClim was demonstrated to be successful in this case, the application of
the model to very remote regions still remains a research topic that needs further
investigation.
Whilst the use of a lumped conceptual hydrological model illustrated the potential
of representing river runoff in a parsimonious manner, it nevertheless prohibited other
evaluations of the basin hydrology. For example, it was not possible to investigate
the effect of rainfall spatial variation on the runoff processes in the Vilcanota basin,
and because glacier melt was not considered within the hydrological model, the effect
of glacier recession was not assessed. Further to this, because the parameters of the
hydrological model were fixed during calibration there was an assumption that the
runoff generating processes of the basin were stationary and so it was not possible to
provide any representation of future land use change, water resources management or
flood alleviation.
The climate projections were made with the assumption that any bias in the
GCMs was stationary and could be accounted for by solely considering changes rel-
ative to the 1961-1990 baseline. However, because it is not possible to undertake
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repeatable climate change experiments this assumption can not be verified, although
this problem is prevalent for all climate change research. Finally, in relation to the
downscaling model the assumption that the model parameters were fixed for the cur-
rent and future scenarios may also be a source of uncertainty, although it was not
possible to evaluate parameter non-stationarity because the available rain gauge data
sets were of a relatively short duration. Having outlined some of the main strengths
and weaknesses of the research as a whole, the discussion now considers the main re-
search aspects in more detail, in order to assess and summarise the research findings
in the context of the available literature.
7.2 Data Analysis
7.2.1 Rainfall Products
The main contributions of the analysis of the rainfall products to the existing sci-
entific knowledge relate to the understanding of the quality of the rainfall products
compared with rain gauge and runoff data in the tropical Andes of Ecuador and Peru.
In Ecuador for example, the analysis of the rainfall products (e.g. Ward et al., 2011)
found that all of the rainfall products that were assessed could represent the bi-modal
rainfall regime of the Paute basin, although there were some discrepancies between
the products at finer temporal scales. Meanwhile in Peru, a closer consideration of the
remote sensing products in a hydrological model found that TRMM 3B42 performed
much better than PERSIANN in its representation of runoff.
In particular, the effect of spatial resolution on rainfall representation over the
Ecuadorian Andes indicates that the use of the TRMM PR data (Nesbitt and Anders,
2009) may be preferential to the TRMM 3B42 data if spatial patterns are the main
interest, as the high band of rainfall to the east of the Paute is much clearer in the
TRMM PR data (Bookhagen and Strecker, 2008). The ability of the CRU CL 2.0
product to represent the bi-modal rainfall regime of the Paute basin improves confi-
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dence in the product, which is known to have errors for South America (New et al.,
2002), whilst the inclusion of additional rain gauges for the WorldClim product
(Hijmans et al., 2005) is further validated by the results for the Paute basin. With
respect to the performance of the reanalysis products, ERA-interim in particular
showed a large overestimation of rainfall in the wet season, which may be related
to the fact that there are fewer weather observations to assimilate into the models,
reducing the overall performance of the rainfall time series (Betts et al., 2005).
With regard to the remote sensing rainfall products, the higher frequency of low
rainfall for TRMM 3B42 and PERSIANN compared with Thiessen rain gauges sug-
gests that the use of infrared images to infer precipitation may be causing an underes-
timation of rainfall, particularly at low amounts (Liu and Curry, 1992; Behrangi et al.,
2010), while the monthly bias correction of the products may at times exacerbate this
(Habib, Emad et al., 2009). The good performance of TRMM 3B42 indicates that
overall the calibration and algorithm of the product (Huffman et al., 2007) are able
to represent daily rainfall well across the Vilcanota basin. The poorer performance
of PERSIANN on the other hand indicates that its use of an adaptive calibration
(Sorooshian et al., 2000) is not well suited for the Peruvian Andes, possibly because
of the sparseness of the rain gauge network that is available for the adaptive calibra-
tion (Collischonn et al., 2008). Finally, the inability of either of the remote sensing
products to detect the high rainfall that caused flooding at Machu Picchu in January
2010 further suggests that the infrequent coverage of the rainfall measurements from
polar orbiting satellites may reduce the potential to use such products for flood fore-
casting, particularly in regions where the rainfall events are convective and of a short
duration (Ebert et al., 2007).
7.2.2 Global Climate Models
The main contributions of the analysis of the GCMs to the existing scientific knowl-
edge of GCM performance over South America are the comparison of the performance
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of 10 GCMs with NCEP R1 data, in order to improve the understanding of the relative
performance of the 10 GCMs. The comparison of the 10 GCMs both spatially (com-
parison of spatial rainfall and climatology) and temporally (evaluated by the relative
performance in the downscaling and hydrogical models) meant that an evaluation of
the relative performance of the GCMs could be made from several perspectives, all
of which are important to the successful simulation of rainfall and flow at the hydro-
logical scale.
With regard to the GCMs themselves, although most of the GCMs project an in-
crease in rainfall, there is a decrease in projected rainfall across northern South Amer-
ica for the A1B emissions scenario for HadCM3 (Hulme et al., 1999) and MRI GCMs.
Overall, this indicates how the inclusion of different climate and ocean processes in
GCMs can affect the overall modelling results (Collins et al., 2001; Tebaldi and Knutti,
2007), and highlights some of the uncertainties of using multiple GCMs to make cli-
mate projections (Rotstayn, 1999). Although the uncertainties of the 10 GCMs give
an indication of the range of projections that may be expected, there is an assumption
that the GCMs have captured all the important climate processes, both for the current
and future scenarios. However, step changes such as the melting of sea ice are difficult
to capture and so there may be additional uncertainties within the GCMs for future
projections that have not been considered to date (Allen et al., 2000; Frame et al.,
2007).
7.2.3 Teleconnections with the Vilcanota Basin
The main contributions of the research into teleconnections with rainfall in the Vil-
canota basin have been the evaluation of a series of reanalysis climate covariates
using a correlation analysis across a window of grid points over South America. In
particular, the strong monthly correlations of Vilcanota rainfall with sea surface tem-
peratures over the Pacific Ocean confirm that Peruvian rainfall is influenced by the
Pacific Ocean (Insel et al., 2010), with the additional influence of the Humboldt Cur-
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rent being visible from correlations with meridional wind, suggesting the reduction of
rainfall across much of coastal Peru in particular (Garreaud, 2009).
The correlation analysis also showed that remote grid points frequently have
stronger connections with rain gauge data for particular climate variables than grid
points in the immediate proximity of the study area (Brinkmann, 2002), and that the
choice of climate covariates should have some physical relevance (Hewitson and Crane,
1996). Overall then, the inclusion of grid points over the Vilcanota basin (rela-
tive humidity and air temperature) and over the Humboldt Current (sea surface
temperatures and meridional wind) meant that both large scale and local climate
links with rainfall were considered in relation to rainfall in the Vilcanota basin
(Wilby and Wigley, 2000).
The Analysis of Variance further indicated that monthly Vilcanota rainfall was
explained by sea surface temperatures and meridional wind across the Humboldt Cur-
rent (Kousky et al., 1984; Trenberth and Caron, 2000), with additional relations to
the PDO (Marengo, 2004) and ENSO (Grimm et al., 2000) phenomena. Finally, the
analysis of the temporal variance of some of the important climate covariates from
reanalysis data indicated a good correlation with monthly rainfall, which suggested
that the rainfall signal was at least partially captured, while the comparison with
the ENSO and PDO indices suggested that the reanalysis covariates were also able to
capture much of the temporal variation of the broader climate processes (Zhang et al.,
1997; Robertson and Mechoso, 1998).
7.3 Model Implementation
7.3.1 Downscaling Model
The main contributions of the research to the understanding of the GlimClim down-
scaling model (Chandler, 2011) relate primarily to an understanding of the applica-
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bility of GlimClim to a remote and data sparse mountainous region. In addition,
the further evaluation of climate processes within the downscaling model, along with
a consideration of other relevant model covariates meant that the appropriateness
of the downscaling model was considered from several perspectives (Wheater, 2002;
Chandler, 2005). The main advantages of using a statistical downscaling model were
that it was not necessary to implement a dynamical downscaling model (Kilsby et al.,
2007) or to identify weather types (Furrer and Katz, 2007) prior to fitting the sta-
tistical downscaling model, although the main disadvantages are that some impor-
tant climate processes may have been neglected (Wilby et al., 2002) and that the is-
sue of parameter non-stationarity has not been considered (Wilby and Wigley, 2000;
Fowler et al., 2007b).
Overall, the use of Generalised Linear Models provided a successful modelling
framework for the downscaling of rainfall in the Vilcanota basin, with the assumption
of a gamma distribution for daily rainfall amounts proving appropriate (Coe and Stern,
1982; Stern and Coe, 1984). In particular, GlimClim was found to be suitable for
modelling rainfall amounts in the Vilcanota basin, although it was necessary to ne-
glect spatial variations in rainfall occurrence (Yang et al., 2005), and to adopt a
strategy to make the model applicable over a wider region. There was an under-
estimation of rainfall variance and autocorrelation, suggesting that the inclusion of
additional autocorrelation terms might increase the width of the envelope of the 100
simulations (von Storch, 1999), although the underestimation of rainfall variance is a
known problem in statistical downscaling (Yan et al., 2002). Finally, the parsimony
of the final downscaling model gives confidence that the model parameters have not
been overfitted to the 1965-2009 data (Frame et al., 2007), although additional model
covariates could be included in future research if an improved representation of the
rainfall statistics was achieved.
With respect to previous downscaling studies that have been undertaken using
GlimClim therefore, the Vilcanota basin study provides an interesting additional
application of the model to a remote region. The findings of the Vilcanota basin
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study are similar to that of Kigobe et al. (2011), where the use of spatial depen-
dence was found to be difficult, whilst the evaluation of climate covariates in the
downscaling model provided additional insights into important climate processes
(Ambrosino et al., 2010). The research also builds on previous UK studies, which
have also sought to investigate climate change impacts using GlimClim (Leith, 2005;
Chun et al., 2009).
7.3.2 Hydrological Model
The main contributions of the research to the understanding of the hydrological model
relate primarily to the model parameters, along with the evaluation of the uncertain-
ties in the runoff simulations from the PERSIANN and TRMM 3B42 remote sensing
products. Overall, the PDM hydrological model (Moore, 2007) was found to be able
to represent river flows in the Vilcanota basin, highlighting the utility of parsimonious
approaches in remote and data sparse regions, although the choice of model structure
remains relatively subjective (Lee et al., 2005). The routing model parameters were
well defined, with the model performance (as indicated by the NSE) being sensitive
to the Ks, Kq and nq parameters. The soil moisture accounting model parameters
were less well defined, which highlights that even for this relatively simple conceptual
model, the lack of parameter identifiability for some parameters confirms that a sim-
ple approach is the most appropriate (Pechlivanidis et al., 2010).
In addition, a parsimonious approach to rainfall interpolation such as Thiessen
polygons was found to be suitable, and facilitates the application of a bootstrap re-
sampling analysis of the rain gauge network that can aid the understanding of the
model sensitivity to the rain gauge network. More complex approaches such as Krig-
ing were investigated, although in mountainous regions, parsimonious approaches
have been recommended previously (Maraun et al., 2010). Despite this, one of the
advantages of geostatistical approaches such as Kriging is that it is possible to incor-
porate covariables such as topography and satellite climatologies, which may provide
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a novel way to incorporate different data sets into a final merged product. The perfor-
mance of the hydrological model when calibrated using the PERSIANN and TRMM
3B42 rainfall remote sensing products indicated that the uncertainties were higher
than when the rain gauge data were used, with TRMM 3B42 rainfall giving a much
better runoff calibration compared with PERSIANN.
7.4 Model Projections
7.4.1 20C3M Emissions Scenario
The main contributions of the research to the understanding of downscaling GCM
projections for the 20C3M emissions scenario relate to the evaluation of the uncer-
tainty for 10 GCMs. In particular, the Kolmogorov-Smirnov test on the NCEP R1
and GCM driven simulations made it possible to evaluate the comparative perfor-
mances of the GCMs, while the histograms of daily, monthly and yearly rainfall of
the NCEP R1 and GCM driven simulations gave a useful insight into the overall en-
velope of uncertainty from the GCMs. However, whilst the multiple GCM approach
gives a fuller representation of the downscaling uncertainty, the uncertainty bounds
only represent an ’ensemble of opportunity’, rather than a random sample of inde-
pendent models (Tebaldi and Knutti, 2007), because many GCM modelling centres
share algorithms and parameterisations (Manning et al., 2009). Therefore the GCMs
are not a true random sample (Allen, 2003), and the actual GCM uncertainty may
in fact be much higher.
Additionally, the linkage of the downscaling model with the hydrological model
made it possible to evaluate the uncertainties in the flow simulations for the 20C3M
emissions scenario by comparing the 10 GCM driven simulations with the NCEP R1
driven simulations. This approach therefore represents a powerful methodology to
overcoming the limitations of previous hydrological risk analyses that have assumed
stationarity in rainfall and runoff (Koutsoyiannis et al., 2007), and which is becom-
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ing an active area of research in view of the increasing evidence of climate change
(Allen and Ingram, 2002).
7.4.2 A1B Emissions Scenario
The main contributions of the research to the downscaling of rainfall for the A1B
emissions scenario relate to the evaluation of the changing hydrological risks in the
Vilcanota basin under the A1B emissions scenario. All of the 10 GCMs showed a
reduction in rainfall across the Vilcanota basin, although the envelope of uncertainty
was progressively larger/wider for each of the future 2020s, 2050s and 2080s time
slices. Although the downscaled results differed from the GCM rainfall simulations for
the A1B emissions scenario, the results do concur with other downscaling studies for
the Peruvian Andes. For example, Lavado et al. (2011) found a reduction in rainfall
for the A1B emissions scenario for the Vilcanota basin, while Minvielle and Garreaud
(2011) found that five GCMs projected a decrease and five GCMs projected an in-
crease in future rainfall for the central Andes. Therefore the research contributes to
the need for additional downscaling studies in the region, which have generally found
that rainfall is projected to decrease in the tropical Andes. Studies in the region
that have used GCM rainfall outputs directly have found a more mixed picture, with
some GCMs projecting increases and some projecting decreases (Buytaert et al., 2009;
Minvielle and Garreaud, 2011; Buytaert and De Bievre, 2012). The results from this
research therefore also concur with other findings that have used GCM outputs of
rainfall directly, highlighting the need for additional research in the region.
Finally, the linkage of the downscaling model with the hydrological model for the
A1B emissions scenario also suggested a reduction in runoff for each of the future
three time slices, particularly during the wet season. However, because glacier melt
(Vuille et al., 2003) has not been considered in the hydrological model then it is not
possible to fully evaluate the impact of future climate change on baseflows in the dry
season. Despite this though, the small size of the glacier in the basin means that it
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is not significant to river flows at the scale of the Vilcanota basin at Machu Picchu
Pueblo.
Whilst there were uncertainties between the GCMs as to the projected changes in
future runoff, the use of 10 GCMs made it possible to quantify the GCM uncertainty.
The fact that all the 10 GCMs had the same direction of change for future runoff
suggested that there was some agreement for the future projections, although the
exact magnitude of change remained uncertain. It is worth stressing here again that
the rainfall simulations from the downscaling study differed from the GCM rainfall
outputs for the A1B emissions scenario. In particular, the downscaled A1B rainfall
projections indicated a reduction in rainfall whilst the GCM rainfall outputs showed
a mixture of increases and decreases in rainfall for each of the 10 GCMs. The runoff
simulations are based on the downscaled rainfall and any simulations undertaken us-
ing the GCM rainfall outputs would likely show less of a reduction in runoff in the
future. These results therefore highlight the need to undertake additional downscal-
ing studies in the region and to verify the results from this research further.
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Chapter 8
Conclusions
8.1 Specific Findings
• A correlation analysis of a window over South America indicated the influence
of the ITCZ and the Humboldt Current on rainfall in the Vilcanota basin,
underlining the need to consider a wide range of potential downscaling variables
• An ANOVA suggested that important climate processes were meridional wind
and sea surface temperature across the Humboldt Current and relative humidity
and air temperature at 2m above the Vilcanota
• Spatial correlations for 10 GCMs indicated which GCMs gave the best repre-
sentation of climate processes in South America when compared with reanalysis
data, suggesting that it may be important to consider weighting the GCMs
• A GLM with spatial dependence gave the best fit to basin mean rainfall, which
indicated that the seasonal rainfall profile was similar for all the gauges even
though at the daily scale correlation between the rain gauges was low
• The occurrence model did not run well when all the regional variations were in-
cluded so all were neglected apart from elevation, which suggests that the model
is somewhat limited in its ability to represent the complex spatial variations in
rainfall occurrence
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• The downscaling model produced good simulations compared with observations
for the historical period, which gives confidence that the model is suitable for a
sparse and mountainous region despite its relative simplicity
• The hydrological model produced a good fit to observed runoff when calibrated
using NSE, which suggests that a parsimonious model is able to simulate runoff
and that the spatial variability of the rainfall is filtered through the catchment
so that even though the rain gauge network is sparse, a good model performance
can still be achieved
• TRMM 3B42 simulated runoff well whilst PERSIANN produced a relatively
poor fit to observed runoff, which suggests that TRMM 3B42 can provide more
realistic rainfall for hydrological purposes within Equatorial and sub-Equatorial
South American catchments
• Downscaled projections of the A1B future emissions scenario highlighted the
uncertainties of the 10 GCMs, although all showed a decrease in overall rainfall,
which suggests that water supplies within the Vilcanota basin may be compro-
mised under future climates
8.2 Recommendations
• A good representation of climate processes should be central to downscaling
studies, and an evaluation of climate processes prior to downscaling is important
to ensure the downscaling model has a sound physical basis
• A further study to compare multiple downscaling studies should be considered to
aid the understanding of the robustness of models to differing climate covariates
• Further work is required to develop spatial statistical downscaling models in
remote regions because the spatial dependence model of GlimClim can not
represent the variation in occurrence probabilities across mountainous regions
• With regards to GlimClim, there is still potential for further research on prac-
tical approaches to using the model in remote regions, for example neglecting
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some regional variation in occurrence probability may be a good practical mea-
sure, where the interest is mainly focused at the basin scale
• Further research into the validation of GCMs should be considered both in space
and time, for example by using a correlation analysis with NCEP R1 pixels
by comparing the results of the downscaling model for the 20C3M emissions
scenario
• Further studies into the evaluation of satellite products for water resources in
remote regions is needed to fully explore the potential of these products for both
downscaling and rainfall runoff modelling
• Additional research into the possibility of developing continuous simulation ap-
proaches for hydrological risk studies is needed, with the linkage of downscaling
and hydrological models being central to the development of nonstationry ap-
proaches in hydrology
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iAppendix A
Further Details of the Rainfall
Model
The number of wet sites in the multi-site occurrence model is represented by a beta
binomial distribution, where the number of wet sites on the ith day lies between z = 0
and z = S and the αi and βi parameters are allowed to vary on a daily basis.
P (Zi = z) =
(
S
z
)
Γ(αi + z)Γ(S + βi − z)Γ(αi + βi)
Γ(αi + βi + S)Γ(αi)Γ(βi)
(A.1)
The first and second moments of the distribution can thus be expressed in terms
of αi and βi.
µ =
Sαi
αi + βi
and σ2 =
Sαiβi(αi + βi + S)
(αi + βi)2(αi + βi + 1)
Having established that the first and second moments of the beta binomial dis-
tribution can be represented in terms of αi, βi and S, it is then possible to re-
parameterise the distribution so that θi = (αi/αi + βi) and φi = αi + βi. This then
makes it possible to express the mean and variance in terms of θi and φi.
E(Zi) = Sθi and V ar(Zi) =
Siθi(1− φi)(φi + Si)
φi + 1
The rationale behind such an approach is that it is possible to fix φi → φ so
that φ is time-invariant, while still allowing the other parameters to vary over time,
ii
so that αi = θiφ and βi = φ(1 − θi). Therefore, apart from φ, the parameters of
the beta binomial distribution are entirely calculated during model simulation. The
assumption of fixing φ is that the degree of spatial dependence is stationary, even
under conditions of future climate change (Yang et al., 2005).
Having discussed the fact that φ is fixed, it is therefore useful to briefly discuss
how φ is calculated, and the assumptions behind assuming it is constant. Essentially,
φ is calculated immediately after the GLM parameters are fitted using a method of
moments and the coefficient of determination (R2). Here, R2 is essentially the ratio
of the Sum of Squares of the regression over the total variance. However, instead of
the total variance being the variance of the data, here it is assumed to be the variance
when all sites are independent and have the same occurrence probabilities. In this
simple case, φ→∞ and the variance of the data is thus Siθi(1− θi).
E(R2i ) = E
(
(Zi − Siθi)
2
Siθi(1− θi)
)
(A.2)
R2 is therefore essentially the ratio of the variance with spatial dependence over the
variance assuming independence, and provides a description of the degree of spatial
dependence. It is now possible to substitute Var(Zi) into the top of the equation to
simplify the expression, using the assumption that φi → φ.
E(R2i ) =
φ+ Si
φ+ 1
= 1 +
Si − 1
φ+ 1
(A.3)
The expected value of R2i can now be expressed as a total sum over all time steps
from i to I.
E
(
I∑
i=1
R2i
)
= I +
1
1 + φ
I∑
i=1
(Si − 1) (A.4)
This then leads on to an estimator for φ that is calculated during the model fitting
iii
process.
φˆ =
I∑
i=1
(Si − 1)
I∑
i=1
= (R2i − 1)
− 1 (A.5)
Therefore φ is calculated during the model fitting process, whilst θi is calculated
during model simulation. Essentially, the probabilities over all the sites from the
logistic regression for the ith day are summed together using the Theorem of Total
Probability, so that E(Zi) =
S∑
s=1
psi. The expected number of sites is then used
to calculate θi from E(Zi) = Sθi. The calculation of αi and βi then follows on
straightforwardly.
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Appendix B
Further Details of the Hydrological
Model
The distribution of store depths is modelled using a Pareto distribution to repre-
sent the degree of spatial variability, and cumulative distribution of soil depths (the
proportion of stores in the basin with a capacity less than C∗) is given as F (C∗).
prob(c ≤ C∗) = F (C∗) =
∫ C∗
0
f(c)dc (B.1)
The precise forms of the probability density and cumulative distribution functions
are also given below, to highlight the model parameters, which are b (-) for the degree
of spatial variability in store depths, c (mm) for the initial store depth and cmax (mm)
for the maximum store depth.
F (c) = 1−
(
1−
c
cmax
)b
(B.2)
f(c) =
dF (c)
dc
=
b
cmax
(
1−
c
cmax
)b−1
(B.3)
For the first time step (t = 1) the initial storage (c) and maximum storage capac-
ity (cmax) are used to calculate the effective rainfall (q1) following a rainfall event
v(P (t)). For subsequent time steps, C(t) is used. The effective rainfall is therefore
equal to the soil moisture excess calculated at each storage cell for each time step
(Pechlivanidis et al., 2010).
q1(t) =
P (t)− (cmax− c), q1(t) > 00, otherwise
The updated storage capacity is then calculated during the simulation (C∗(τ)),
given the net rainfall, which is defined here as Πt = P (t) − q1(t). It is worth noting
that PE is not used at this stage, since there is an assumption that it affects soil
moisture storage later in the calculation.
C(τ) = C(t) + Πt (B.4)
Following the generation of direct runoff, the algorithm then proceeds to updating
the total basin storage to account for PE. Prior to this, the derivation of total basin
storage (S(t)) is documented, since PE is used to update soil moisture over the whole
basin.
In order to convert the storage capacity of the stores into the storage over the basin
as a whole, a unique relation between the storage capacity (C∗(t)) and the storage
over the basin as a whole (S(t)) is assumed. The relation is developed by integrating
the store depths below the storage capacity and summing with the integral of the
storage depths that are full. This then gives the total storage over the whole basin,
which can be adjusted straightforwardly to account for PE.
S(t) =
∫ C∗(t)
0
cf(c)dc︸ ︷︷ ︸
stores at depths ≤ C∗(t)
+C∗(t)
∫ cmax
C∗
(t)f(c)dc︸ ︷︷ ︸
full stores
(B.5)
The first part of the equation (stores at depths ≤ C∗(t)) is solved using integration
by parts, which is then summed with the result from the second part of the equation
(full stores). This leads to a simple solution for S(t), which can also be evaluated
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between 0 and cmax to give Smax = cmax/(b+ 1).
S(t) =
∫ C∗(t)
0
(1− F (c))dc (B.6)
=
cmax
b+ 1
{
1−
(
1−
C∗(t)
cmax
)b+1}
(B.7)
The transformation to S(t) now makes it straightforward to adjust for PE over
the basin. This is discussed next, where Actual Evaporation (AE) is assumed to have
a linear relation with PE, and depends on the total and maximum storage in the
basin. The dependence of evaporation loss on soil moisture content is outlined below
by assuming a simple function between the ratio of AE to PE (Moore, 1985). It then
follows that AE is simply PE multiplied by the ratio.
AE
PE
= 1−
{
(Smax− S(t))
Smax
}
=
S(t)
Smax
(B.8)
Therefore, during dry periods AE reduces the water content of the storage in the
basin, which is updated by subtracting AE. This continues while the storage is greater
than zero (Moore, 2007).
S(t) =
S(t)− AE, S(t) > 00, otherwise
Once S(t) has been updated to account for AE, it is then converted back to storage
capacity to give an updated value of C∗(t) by rearranging Eqn. B.7.
C∗(t) = cmax
{
1−
(
1−
S(t)
Smax
)1/(b+1)}
(B.9)
The algorithm then proceeds to the next time step (t+1), using the new value of
C∗(t). Effective rainfall is routed to the basin outlet using the routing model.
Once the effective rainfall has been calculated, it is then routed through a routing
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model. Here, two routing models in parallel are used, to represent quick and slow
pathways. The routing model routes the effective rainfall through the basin using two
linear stores, that are governed by a flow equation that relates flow (Q) with storage
(S) through the a parameter (k) that is optimised during calibration. A continuity
equation then related the change in storage over time (dS
dt
) with the inflows (I) and
outflows from storage.
flow equation:
S = kQ (B.10)
continuity equation:
dS
dt
= I −Q (B.11)
From Eqn. B.10, dS
dQ
= k and so the chain rule suggests that dS
dt
= k dQ
dt
. This
equation can then be solved analytically as an initial value problem by:
k
dQ
dt
+Q = I (B.12)
If we assume that I = 0 as the initial value, then we can use an integrating factor
of et/k. The effect of inflows on the system can then be considered, with the system
starting from rest at time t = 0 and operating until t = t. If all the terms are
multiplied by the integrating factor then we get:
e
t
k
dQ
dt
+
1
k
e
t
kQt =
1
k
e
t
k It (B.13)
The terms on the left hand side of Eqn.B.13 can be combined using d(u,v)
dt
=
du
dt
v + udv
dt
to give d(Qet/k). Integrating both sides of the equation between [0, t] thus
results in the following:
∫ Qt,t
Q0,0
d(Qet/k) =
∫ t
0
1
k
et/kItdt (B.14)
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Evaluation of the integrals then results in an analytical solution for the system.
Q(t) = Q(0)e(−t/k) + I(t)(1− e(−1/k)) (B.15)
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Appendix C
Further Details of Statistical Tests
The Mann Kendall test is a frequently used test for environmental data. It calculates
the number of times a lower value of x is followed by a higher value of x and subtracts
it from the number of times that a higher value of x is followed by a lower value of
x. This gives an overall value (S) for the timeseries that indicates whether the data
has shown a positive or negative trend over the time period for the n years. The null
hypothesis of the test is that E[S] = 0 and that there is no trend in the data.
S =
n−1∑
i=1
sgn(xi+1 − xi) (C.1)
where
sgn(∆x) =

+1, ∆x > 0
0, ∆x = 0
−1, ∆x < 0
The variance of S is calculated using the data length n and the number of ties in
the data, where J is the number of tied groups and tj is the number of tied values in
the jth group.
V ar(S) =
n(n− 1)(2n+ 5)−
J∑
j=1
tj(tj − 1)(2tj + 5)
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(C.2)
xFor data with series lengths n ≥ 10, S is assumed to be approximately normally
distributed, and a transformation to the standard normal (z) is made using V ar(S).
This is used to calculate the p value and determine the probability of the null hy-
pothesis.
z =

S − 1
[V ar(s)]
1
2
, S > 0
S + 1
[V ar(S)]
1
2
, S < 0
