Abstract. Psychological evidence demonstrates how eye gaze analysis is requested for human computer interaction endowed with emotion recognition capabilities. The existing proposals analyse eyelid and iris motion by using colour information and edge detectors, but eye movements are quite fast and difficult for precise and robust tracking. Instead, we propose to reduce the dimensionality of the image-data by using multiGaussian modelling and transition estimations by applying partial differences. The tracking system can handle illumination changes, low-image resolution and occlusions while estimating eyelid and iris movements as continuous variables. Therefore, this is an accurate and robust tracking system for eyelids and irises in 3D for standard image quality.
Introduction
Eyelid and iris motion description is demanded from human emotion, truth and deception evaluation by combining psychological and pattern recognition techniques. Ekman and Frisen [2] already established that there are perceptible human emotions, which can be early detected by analysing eyelid and iris movements.
Applications on Human Computer Interaction (HCI) demand robustness and accuracy in real-time, which determine the performance evaluation of already proposed techniques. In the literature, there are approaches for gaze analysis dealing with contour detectors, colour segmentation, Hough transform and Optical Flow for eyelids and irises [10, 5, 9] . These methods are time-consuming and depend on the image quality. On the other hand, restricted detailed textures and templates have been proposed to apply template matching, skin colour detection and image energy minimization [8, 6] ; for example Moriyama et al [6] deal with three eyelid states namely open, closed and fluttering by constructing detailed templates of skin textures for eyelid, iris and sclera. This approach requires training and texture matching. So, these methods are difficult to be generalized for different image and environment conditions. We propose in this paper a robust and accurate eyelid and iris tracking by combining stochastic and deterministic approaches with reduced image-data. To provide robustness, we reduce the input image by applying Appearance-Models [3], which learn the skin texture on-line based on multi-Gaussian assumptions.
To provide accuracy, we construct two Appearance-Based Trackers (ABT) to estimate the transition by partial differences with respect to appearance parameters. The first one excludes the sclera and iris information, while achieving fast and accurate eyelid adaptation for any kind of blinking and fluttering motion. The second one is able to track the iris movements, while retrieving the correct adaptation after eyelid occlusions or iris saccade movements. Both trackers agree on the best 3D mesh pose that depends on the head position. The head pose estimation enhances the system capabilities for tracking eyelids and irises in different head position, instead of a frontal face as restriction. Compared to existing gaze tracking methods, our proposed approach has several advantages. First, our system achieves an efficient eyelid and iris tracking, whose movements are encoded as continuous values. Second, this approach is suitable for real-time applications while handling occlusions, illumination changes, faster saccade and blinking movements. Third, we deal with small images and low resolution, which extends the capabilities of the system for different type of applications.
The paper is organized as follows: section 2 describes the theoretical foundations for appearance-based trackers, the stochastic observation and deterministic transition models. Section 3 presents experimental results and discussion. Finally, section 4 concludes the paper with the main conclusion and future avenues of research.
Appearance-Based Tracking

Image-Data Reduction
The appearance model components are the deformable model and texture. In order to model the eye region, we construct a 3D model of both left and right eyes, which is composed of 36 vertices and 53 triangles, see Fig. 1.(a) . This mesh covers the eyeballs, the upper and the lower eyelids, the sclera and the iris. The mesh deformation is determined by the matrix M, which is a n x i matrix:
where n is the number of vertices and i corresponds to the Cartesian coordinates in the image plane. The matrix m n,i is determined by the biometry of each person in neutral position. The matrix G n,i,k deforms the mesh depending on the eyelid and iris movements. The eyelid and iris movements are controlled by the vector γ k for k = 0, 1, 2 for eyelid, iris yaw and iris pitch respectively. These variables are encoded according to the Facial Action Codifying System (FACS), which obey the MPEG-4 codification. Thereby, the 3D mesh M n,i can be adapted to the eye region, see Fig. 1 .(b). The 3D pose of the mesh is taken in to account ρ = [θ x , θ y , θ z , x, y, s], while assuming a weak perspective projection model. Therefore, each 3D point
Consequently, given an input frame F and the parameters to modify the mesh, which are encoded as q = [ρ, γ], we construct an appearance model to represent the eye region [1] . The shape is provided by the 3D mesh and the texture is obtained by applying a warping function Ψ (F, q) which transfers each pixel from the input frame F into a reference texture according to the vector q. In this way, the final appearance A(q) = [a 0 , ..., a l ] is obtained, which depends on the mesh configuration q, see Fig. 1 .(c).
Stochastic Appearance Observation
The observation model aims to provide the expected appearances over time, which are based on previous estimations. Therefore, a likelihood distribution is an appropriate method to generate the expected appearances while learning previous estimations. Given an appearance model, A(q) = [a 0 , ..., a l ], which depends on the mesh configuration q, we assume each pixel of the appearance a i following a Gaussian distribution over time. Thus, we can collect all the variables in a multi-dimensional vector, which can be assumed following a Gaussian distribution as well, N (µ, σ 2 ). µ and σ are vectors of l values according to the appearance variables a i , which means that the variance must be computed component by component and not through inner product of the vector σ. Therefore, the probability for each observation is given by the conditional likelihood function:
The tracking goal is the estimation of the vector q at each frame t. We represent asq t andÂ t (q t ) the tracked parameters and the estimated appearances [1] . For the sake of clarity, hence we assume that A t (q t ) and A t are equivalent and used depending on the specification level. The estimated average appearance is obtained by applying a recursive filtering technique. Thus, µ and σ 2 are updated for the next frame with respect to previous adaptations and a learning coefficient λ:
where µ and σ are initialized with the first appearance A 0 .
(a) (b) (c) (d) Fig. 2 . The 3D mesh (a) and the appearance (b) for the eyelid tracker. The 3D mesh (c) and the appearance (d) for the iris tracker.
Deterministic Appearance Transition
In order to estimate the vector q t for the next frame, we adopt an adaptive velocity model, which is predicted by using a deterministic function to obtain the transition state based on the previous prediction,q t−1 :
where ∆q t is the shift of the mesh configuration. Consequently, for eachq t we construct the corresponding appearance, which is compared with the likelihood average appearance by the Mahalanobis distance. Therefore, given Eq. (4), the appearance becomes A t ≈ µ t , which can be approximated via a first-order Taylor series expansion aroundq t using the Vanilla gradient descent method [7] :
As a result, the estimation of the vectorq t depends on both the previous adapted and the current average appearance, as well as the minimization distance. The gradient is computed by partial differences with specific descent steps, due to the saccade movements and spontaneous blinking. Thus, tracking is enhanced by quickly retrieving the best adaptation while avoiding drifting problems. Illumination changes, occlusions and faster movements are considered as outliers by constraining with the Huber's function [4] the gradient descent step for each component of the shift vector ∆q. The Huber's function,ξ function is defined as:
where y is the value of a pixel in the appearance A t normalized by the appearance statisticsμ andσ according to the Gaussian assumption for the Appearance. The constant c is set 3 * σ. Thus, we constrain the appearance registration on the probabilistic model.
Eyelid and Iris Tracking
Eyelids and irises perform fast movements, which are difficult to predict due to the spontaneous motion and the low resolution on images from monocular cameras. Therefore, a probabilistic model for them would be quite uncertain. Instead, we propose two models for each tracker, which avoid those pixels that add uncertainty for the appearance predictions, see Fig. 2 . Eyelid tracker uses an appearance model, which excludes the sclera and the iris regions by warping these pixels like eyelid skin. Subsequently, the iris tracker uses an appearance that includes the sclera and iris region. Thus, we construct two Appearance-Based Trackers (ABT), which are combined sequentially, as described next.
Eyelid Tracker T w : estimates the eyelid position independently from irises, see 1. To obtain A t (w t−1 ) by applying the warping function, Ψ (F t , w t−1 ).
The Gaussian parameters
1 are estimated, µ t (w) and σ 2 t (w) by using Eq. (3). We try with five different learning coefficients λ w , the high values allow to learn fast movements while the low values keep more information to handle occlusions. 3. To compute the eyelid gradient based on the previous adaptation w t−1 by using Eq. (5), while testing the whole FACS range [-1,1]. 4. The best estimation is obtained using Eq. (4), by comparing the average and likelihood appearances through a Mahalanobis distance in an iterative Gauss-Newton process. The search involves exploitation more than exploration to avoid local minima and to estimate the spontaneous movements.
Iris Tracker T q : estimates yaw and pitch orientations for irises, see Fig.  2.(c) . The tracking vector is q = [ρ, γ 0 , γ 1 , γ 2 ] to obtain the appearance A(q):
1. To obtain A t (q t−1 ), by applying the warping function Ψ (F t , q t−1 ). 2. The Gaussian parameters µ t (q) and σ Both trackers are connected through the error estimation, which is standardized according to the number of pixels of each appearance. Subsequently, the eyelid tracker provides the vector w = [ρ, γ 0 ] while the iris tracker estimates the iris while correcting the previous mesh orientation, q = [ρ, γ 0 , γ 1 , γ 2 ], see Fig. 3 . 
Experimental Results
Experiments were run in a 3.2 GHz Pentium PC, in ANSI C code. Three image sequences of 250 frames were used for testing both trackers, which correspond originally to facial image sequences with the cropped eye region. They were recorded with monocular and photographic cameras without illumination conditions. We do not use high image resolution, because the reference texture size is 14x18 pixels.
We computed the eyelid estimation by using T w while dealing with any kind of blinking, e.g. open, closed and fluttering. In addition, the iris estimation is done by using T q , which estimates yaw and pitch motion, saccade movements and eyelid occlusions.
On one hand, the eyelid tracker adapts the eyelid position for slow movements and blinks while estimating the mesh orientation, see Fig. 4 . This tracker does 6 . The eyelid and iris tracking deals with images of small and low-resolution. These images are 64x20 pixels where each input eye is 18x12 pixels. not depend on iris estimations even when the pitch movement affects the eyelid position. However, this tracker warps the sclera and iris pixels as eyelid skin, otherwise, those pixels are considered outliers when the eyelid is occluding the inner eye region. On the other hand, the iris tracker adapts well the iris position while dealing with slow yaw and pitch motion while retrieving the correct adaptation of the mesh after either saccade motion or iris movements while the eyelid occludes the iris. Both trackers use the FACS codification, which is expressed as continuous values between -1.0 and 1.0, see Figs. 3. The eyelid and iris pitch have similar plots because they commonly perform a synchronized and spontaneous movement. This is a correlation that is independently well estimated.
For an appearance model size of 14x18 pixels, we obtained a performance of 21 fps, and a 96% of correct adaptations. The error is principally due to the saccade motion or eyelid occlusions. Each sequence was also tested using an appearance size of 5x11 pixels, thus obtaining 52 fps for the iris tracker and 67 fps for the eyelid tracker, and average accuracy adaptation of 85%. Iris tracking is a challenge for small reference texture, where the iris size is 2x3 instead of 5x6 for the big resolution.
Learning the texture on-line and handling illumination changes are important capabilities to obtain good adaptations by analysing row-image resolution, and occluded eye regions. The Fig. 5 shows a 400 image sequence, where the subject is wearing sunglasses, the input eye region is 42x82 pixels. The tracking got a 91% of correct adaptations with a reference texture of 14x18 pixels. We obtain 82% of correct adaptation analysing small images with low resolution, where the input eye region is 10x18, see Fig. 6 . The whole input image is 112x160 that is appropriate for video conference software.
Conclusions
Three main contributions were proven in this work. First, the information and dimensionality reduction for the input image by constructing appearance models, which are appropriate for statistical modelling. Second, the stochastic observation model provides an accurate likelihood function, which is conditioned by previous estimations and accumulative appearance information. Third, the deterministic transition model allows generating an appearance space by applying first-order Taylor approximations around to the previous adaptation.
The experimental results have proven that combining sequentially two ABT, the system is able to estimate accurately the eyelid and iris position in 3D images. The system does not require high quality images or specific illumination conditions, since we do not use colour information, edge detectors, or motion extraction algorithms. We have demonstrated in this framework that eyelid and iris motion is reliable for HCI applications and psychological systems, which demand real-time performance with accurate results. Our system provides a robust and accurate gaze description, able to handle occlusions, illumination changes, small and low-resolution images in 3D.
