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It is proved under appropriate assumptions that the solutions of a linear system of higher
order difference equations belong to lp, that is the pth powers of the solutions are summable
for some p ≥ 1. Our results are based on a new transformation of the higher order system
into a first-step recursion, where the companionmatrices are well treatable from our point
of view. Our theory is illustrated by examples, including an interesting exponential stability
result and a class of linear delay difference equations.
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1. Introduction and notations
In this work, we find new sufficient conditions so that every solution of the d-dimensional system of sth order difference
equation
x(n) =
n−1∑
j=n−s
B(n, j)x(j), n ≥ 0, (1)
belongs to an lp space, that is
∑∞
n=0 ‖x(n)‖p <∞with a fixed p ≥ 1.
At first glance, it seems to be an almost trivial observation that system (1) can be reformulated as a ds-dimensional
system of first order difference equations in an appropriate sequence space. The matrices of the one-step ds-dimensional
system are called companion matrices of Eq. (1). It is clear that they are block matrices defined by all coefficients B(n, j) of
Eq. (1). Nevertheless, the obvious advantage of such a reformulation is based on the fact that every solution of the one-step
system can bewritten as a product of the coefficientmatricesmultiplied by the initial vector of the solution. For the standard
reformulation and the technical details we refer to the book by Elaydi [1].
In the present paper, based on a suitable auxiliary vector, a special ds-dimensional one-step difference system is
introduced to Eq. (1). Here the companion matrices are much more treatable from our point of view than in the standard
transformation case. By using this new ds-dimensional one-step system representation of Eq. (1) and some matrix
techniques explicit sufficient conditions are given for the solutions of Eq. (1) to be in lp.
We note that there are not really many publications on the lp solutions of s-steps difference equations and the present
paper partially fills up this gap. Our paper features an alternative way, inspired by earlier researchers. Gordon [2] obtains
criteria for lp solutions in terms of a Lyapunov function, Petropoulou and Siafarikas [3] consider essentially the space of
square summable sequences l2, and in a recent paper Ey and Pötzsche [4] use fixed point theorems for nonlinear one-step
recursions. lp solutions of nonlinear Volterra difference equations are discussed by Gil’ and Medina in [5,6].
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Our article is essentially subdivided into five parts.
Section 2 is fundamental for our work and contains basic results on the transformation of Eq. (1) into a one-step system
with tractable companion matrices.
The first main result in Section 3 gives a necessary and sufficient condition in terms of our companion matrices for the
solutions to be in lp. The second main result gives explicit conditions in terms of the coefficients B(n, j) of the original Eq.
(1), which are therefore easy to check.
In Section 4 some illustrative examples are given to show the effectiveness of our method for the scalar delay difference
equation
x(n) =
m∑
l=1
al(n)x(n− σl), n ≥ 0,
where al(n) ∈ R(n ≥ 0, l = 1, . . . ,m) and 1 ≤ σ1 < · · · < σm. One of our examples shows that our method is also
applicable to get new exponential stability conditions. Our condition is compared to a recent result in the paper Berezansky
and Braverman [7].
The proofs of themain results are given in Section 6 based on some preliminary statements (some of them are interesting
in their own right) stated and proved in Section 5.
For a positive integer d, Rd and Rd×d denote the n-dimensional space of column vectors and the d by d matrices with
real entries, respectively. Let ‖·‖ be any norm on Rd. Rd can be endowed with many norms, but they are all equivalent. The
induced norm of a matrix A ∈ Rd×d is defined by ‖A‖ := sup{‖Ax‖ | x ∈ Rd, ‖x‖ = 1}.
Definition 1. (a) The sd-dimensional real vector space of block vectors with entries in Rd is denoted by V .
(b) The real vector space of s× s block matrices with entries in Rd×d is denoted byM .
(c) Let p ≥ 1. The real Banach space lp consists of all sequences u := (u(n))n≥0 in Rd for which∑∞n=0 ‖u(n)‖p <∞with
some norm ‖·‖ on Rd.
(d) Let p ≥ 1. The real Banach space lpV consists of all sequences v := (v(n))n≥0 in V for which
∑∞
n=0 ‖v(n)‖p <∞with
some norm ‖·‖ on V .
(e) Let p ≥ 1. The real Banach space lpM consists of all sequences A := (A(n))n≥0 inM for which
∑∞
n=0 ‖A(n)‖p <∞with
some norm ‖·‖ onM .
The elements of Rd and V are considered as column vectors.
Definition 2. (a) The zero matrix and the identity matrix in Rd×d are denoted by O and I , respectively.
(b) O and Imean the zero matrix and the identity matrix inM , respectively.
If a ∈ R, then [a] denotes the largest integer that does not exceed a.
2. New phase space representation of the solutions
Consider the system of the sth order difference equations
x(n) =
n−1∑
j=n−s
B(n, j)x(j), n ≥ 0 (2)
or its equivalent form
x(n) =
−1∑
j=−s
B(n, n+ j)x(n+ j), n ≥ 0, (3)
where
(A1) s ≥ 1 is a given integer, and B(n, j) ∈ Rd×d(n ≥ 0, n− s ≤ j ≤ n− 1).
It is clear that the solutions of (2) are uniquely determined by their initial values
x(n) = ϕ(n), −s ≤ n ≤ −1, (4)
where ϕ(n) ∈ Rd(−s ≤ n ≤ −1).
The unique solution of the initial value problem (2) and (4) is denoted by x(ϕ) = (x(ϕ)(n))n≥−s, where ϕ := (ϕ(−s),
. . . , ϕ(−1))T ∈ V .
Let (x(n))n≥−s be a given sequence in Rd. Then for any fixed n ≥ 0 we introduce an sd-dimensional state vector
xn = (xn(−s), . . . , xn(−1))T ∈ V defined by xn(i) := x(n+ i)(−s ≤ i ≤ −1).
By using the state vector notation, Eq. (2) may be written as an sd-dimensional system of first order difference equations
xn+1 = B(n)xn, n ≥ 0
2920 I. Győri, L. Horváth / Computers and Mathematics with Applications 59 (2010) 2918–2932
(see e.g. [1]). The matrices
B(n) =

O I O . . . O
O O I . . . O
...
...
...
...
...
O O O . . . I
B(n, n− s) B(n, n− s+ 1) B(n, n− s+ 2) . . . B(n, n− 1)
 , n ≥ 0
of this first order equation are called the companion matrices of Eq. (2).
The proofs of our results are based on a new way of transformation of Eq. (2), where the companion matrix C(k)(k ≥ 1)
is constructed as it is given in the next definition.
Definition 3. Let k ≥ 1 be a fixed integer. The elements C(k)(i, j) ∈ Rd×d (−s ≤ i, j ≤ −1) of the block matrix
C(k) = (C(k)(i, j))−s≤i,j≤−1 ∈ M are defined inductively by
C(k)(−s, j) = B(ks− s, (k− 1)s+ j), −s ≤ j ≤ −1, (5)
and for−s+ 1 ≤ i ≤ −1
C(k)(i, j) =

i−1∑
l=−s
B(ks+ i, ks+ l)C(k)(l, j), −s ≤ j ≤ i− 1
B(ks+ i, (k− 1)s+ j)+
i−1∑
l=−s
B(ks+ i, ks+ l)C(k)(l, j), i ≤ j ≤ −1.
(6)
A simple observation shows that C(k) can be given in an explicit form.
Proposition 4. For any k ≥ 1
C(k) = (I−L(k))−1U(k), (7)
where
L(k)(i, j) =
{
O, −s ≤ i ≤ j ≤ −1
B(ks+ i, ks+ j), −s ≤ j < i ≤ −1, (8)
and
U(k)(i, j) =
{
B(ks+ i, (k− 1)s+ j), −s ≤ i ≤ j ≤ −1
O, −s ≤ j < i ≤ −1.
Remark 5. The matrixL(k) (k ≥ 1) is nilpotent, since (L(k))s = O. Therefore(
I−L(k))−1 = I+L(k) + · · · (L(k))s−1 , k ≥ 1. (9)
The next theorem gives connections between the solutions of Eq. (2) and of the associated equation
xks = C(k)x(k−1)s, k ≥ 1, (10)
with the initial condition
x0 = ϕ. (11)
Based on this theorem, we will see that the study of the solutions of Eq. (2) simplifies down to the study of the associated
Eq. (10).
Theorem 6. Assume (A1). Then
(a) For any ϕ = (ϕ(−s), . . . , ϕ(−1))T ∈ V , x(ϕ) = (x(ϕ)(n))n≥−s is the solution of (2) and (4) exactly if (xks(ϕ))k≥1 =
((xks(ϕ)(−s), . . . , xks(ϕ)(−1))T )k≥1 is the solution of (10) and (11), that is
xks(ϕ)(i) =
−1∑
j=−s
C(k)(i, j)x(k−1)s(ϕ)(j) k ≥ 1,−s ≤ i ≤ −1. (12)
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(b) The explicit form of the solution (xks(ϕ))k≥1 of (10) and (11) is
xks(ϕ)(i) =
((
k∏
l=1
C(k−l+1)
)
ϕ
)
(i), k ≥ 1,−s ≤ i ≤ −1,
or shortly written
xks(ϕ) =
(
k∏
l=1
C(k−l+1)
)
ϕ, k ≥ 1.
(c) The explicit form of the solution x(ϕ) of (2) and (4) is
x(ϕ)(n) =
[ ns ]+1∏
l=1
C([
n
s ]+2−l)
ϕ
(n− ([n
s
]
+ 1
)
s
)
, n ≥ 0.
3. The main results
The following theorems state that under certain conditions the solution of the initial value problem (2) and (4) belongs
to lp. The first result characterizes this property in terms of the sequence (C(k))k≥1.
Theorem 7. Assume (A1), and let p ≥ 1 be fixed. We consider the initial value problem (2) and (4).
(a) x(ϕ) ∈ lp for some ϕ ∈ V if and only if the sequence((
k∏
l=1
C(k−l+1)
)
ϕ
)
k≥1
belongs to lpV .
(b) x(ϕ) ∈ lp for every ϕ ∈ V if and only if the sequence(
k∏
l=1
C(k−l+1)
)
k≥1
belongs to lpM .
The next result imposes conditions on the sequence (B(n, j))n≥0,n−s≤j≤n−1 which are easier to verify.
Theorem 8. Assume (A1), and let p ≥ 1 be fixed. We consider the initial value problem (2) and (4). If there exists a real sequence
(τn)n≥1 such that either
max
ks−s≤j≤ks−1
j+s∑
n=j+1
‖B(n, j)‖ ≤ τk, k ≥ 1 (13)
and
∞∑
n=1
(
max
(
1, τ s−1n+1
))p ( n∏
k=1
τk
)p
<∞, (14)
or
max
ks−s≤n≤ks−1
n−1∑
j=n−s
‖B(n, j)‖ ≤ τk, k ≥ 1 (15)
and
∞∑
n=1
(
n∏
k=1
max
(
τk, τ
s
k
))p
<∞, (16)
for some matrix norm ‖·‖ on Rd×d, then x(ϕ) ∈ lp for each ϕ ∈ V .
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Remark 9. (a) If there is an integer k0 ≥ 1 such that τk ≤ 1 for all k ≥ k0, then the series (14) and (16) are convergent if
and only if
∞∑
n=1
(
n∏
k=1
τk
)p
<∞.
(b) It is easy to see by examples that the series (14) and (16) may also be convergent if
lim sup
k→∞
τk ∈]1,∞].
A particularly useful consequence of the previous theorem is
Corollary 10. Assume (A1). We consider the initial value problem (2) and (4). If either
lim sup
j→∞
j+s∑
n=j+1
‖B(n, j)‖ < 1, (17)
or
lim sup
n→∞
n−1∑
j=n−s
‖B(n, j)‖ < 1 (18)
for some matrix norm ‖·‖ on Rd×d, then
(a) x(ϕ) ∈ l1 for every ϕ ∈ V .
(b) If ‖·‖d is a norm on Rd and ‖·‖V is a norm on V , then there are numbers c := c(‖·‖d , ‖·‖V ) ≥ 0 and 0 < ρ < 1 such that
‖x(ϕ)(n)‖d ≤ c ‖ϕ‖V ρn, n ≥ 0. (19)
Remark 11. Under the conditions of Corollary 10, x(ϕ) ∈ lp for every p ≥ 1 and ϕ ∈ V , since l1 ⊂ lp.
4. Discussion and examples
In the previous sections we have developed a theory of the linear homogeneous difference equation (2) and we have
shown a new construction of its solutions. In this section we focus our attention to investigating the qualitative properties
of the scalar delay difference equation
x(n) =
m∑
l=1
al(n)x(n− σl), n ≥ 0, (20)
with the initial condition
x(n) = ϕ(n), −σm ≤ n ≤ −1. (21)
Here
(B1) m ≥ 1, 1 ≤ σ1 < · · · < σm are given integers, al(n) ∈ R(n ≥ 0, l = 1, . . . ,m), and ϕ = (ϕ(−σm), . . . , ϕ(−1)) ∈
Rσm .
One can easily see that Eq. (20) is a special case of Eq. (2) with d = 1, s = σm and
B(n, j) =
{
al(n), j = n− σl (l = 1, . . . ,m)
0, j 6= n− σl (l = 1, . . . ,m) (22)
for any n ≥ 0 and n− σm ≤ j ≤ n− 1.
We note that there are not really many publications on the lp solutions of delay difference equations, and the present
paper partially fills up this gap. In fact, our Theorem 8 (see also Corollary 10) gives
Theorem 12. Assume (B1), and let p ≥ 1. If there exists a positive number ε and a natural number n0 such that either
m∑
l=1
|al(n+ σl)| ≤
(
1− σm + ε
n
) 1
p
, n ≥ n0, (23)
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or
m∑
l=1
|al(n)| ≤
(
1− σm + ε
n
) 1
p
, n ≥ n0, (24)
then for any ϕ ∈ V the solution x(ϕ) of (20) and (21) obeys x(ϕ) ∈ lp.
Remark 13. (a) Obviously, conditions (23) and (24) are equivalent to the conditions
lim inf
n→∞ n
(
1−
(
m∑
l=1
|al(n+ σl)|
)p)
> σm, (25)
and
lim inf
n→∞ n
(
1−
(
m∑
l=1
|al(n)|
)p)
> σm, (26)
respectively.
(b) The conditions (23) and (24) are independent which can be seen easily by elementary examples.
Remark 14. If one of the conditions
m∑
l=1
sup
n≥0
|al(n)| < 1, (27)
or
lim
n→∞ al(n) = αl, 1 ≤ l ≤ m with
m∑
l=1
|αl| < 1, (28)
holds, then Petropoulou and Siafarikas have proved in a recent paper [3] that for any ϕ ∈ Rσm the solution x(ϕ) of (20)–(21)
obeys x(ϕ) ∈ l2. At the same time both of the above conditions imply that (24) is satisfied and hence x(ϕ) ∈ lp for every
p ≥ 1. But this is not surprising because under the above conditions the zero solution of Eq. (20) is globally exponentially
stable (see e.g. [7] Corollary 2.3).
The following example outlines the sharpness of the conditions of Theorem 12.
Example 15. Consider the difference equation
x(n) = n+ 2
3n+ 9x(n− 1)+
2n+ 2
3n+ 9x(n− 2), n ≥ 0. (29)
Eq. (29) is a special case of Eq. (20) withm = 2, σ1 = 1, σ2 = 2, and
a1(n) = n+ 23n+ 9 , a2(n) =
2n+ 2
3n+ 9 , n ≥ 0.
Then
|a1(n)| + |a2(n)| = n+ 23n+ 9 +
2n+ 2
3n+ 9 =
3n+ 4
3n+ 9 , n ≥ 0,
and therefore
lim inf
n→∞ n
(
1− (|a1(n)| + |a2(n)|)p
) = lim
n→∞ n
(
1−
(
3n+ 4
3n+ 9
)p)
= 5
3
p.
From this it follows that for any p > 65 condition (26), and equivalently (24), is satisfied, and hence any solution of Eq. (29)
belongs to lp.
On the other hand a simple computation shows that for each ϕ = (ϕ(−2), ϕ(−1)) ∈ R2 the solution x(ϕ) of (29) is given
by the formula
x(ϕ)(n) = 2ϕ(−2)
3n+ 9
(
3
5
+ 2
5
(
4
9
) n
2
)
+ 2ϕ(−1)
3n+ 9
(
9
5
− 4
5
(
4
9
) n
2
)
, if n is even,
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and
x(ϕ)(n) = 2ϕ(−2)
9n+ 27
(
9
5
− 4
5
(
4
9
) n−1
2
)
+ 2ϕ(−1)
9n+ 27
(
27
5
+ 8
5
(
4
9
) n−1
2
)
, if n is odd.
So any solution x(ϕ) of (29) belongs to lp with any p > 1. Further, since
lim
n→∞ nx(ϕ)(n) =
2
5
(ϕ(−2)+ 3ϕ(−1)) ,
x(ϕ) 6∈ l1 if ϕ(−2)+ 3ϕ(−1) 6= 0. This also means that the zero solution of Eq. (29) is not exponentially stable.
Now we shortly demonstrate that our results, especially Corollary 10, are also applicable to investigate the exponential
stability of Eq. (20).
Definition 16. Eq. (20) is exponentially stable if there are constants C > 0 and 0 < λ < 1 such that for any ϕ ∈ Rσm the
solution of (20)–(21) satisfies
|x(ϕ)(n)| ≤ Cλn max
−σm≤k≤−1
|ϕ(k)| , n ≥ 0. (30)
There is a simple consequence of Corollary 10 which is
Theorem 17. Assume (B1). If either
lim sup
n→∞
m∑
l=1
|al(n+ σl)| < 1, (31)
or
lim sup
n→∞
m∑
l=1
|al(n)| < 1, (32)
then Eq. (20) is exponentially stable.
At the same time the main statement, Theorem 2.1, in a recent paper [7], gives the following result with the special case
σ1(n) = 1(n ≥ 0).
Theorem A. Assume (B1) with σ1(n) = 1 (n ≥ 0). Let
b1(n) := 1− a1(n), bl(n) := −al(n), 2 ≤ l ≤ m, n ≥ 0.
If there is an index set I ⊂ {1, . . . ,m} such that
lim sup
n→∞
∑
k∈I
(
|bk(n)|
n−1∑
j=n−(σk−1)
m∑
l=1
|bl(j)|
)
+
∑
l6∈I
|bl(n)| +
∣∣∣∣∣1−∑
k∈I
bk(n)
∣∣∣∣∣ < 1, (33)
then Eq. (20) is exponentially stable.
The next example shows that condition (31) in Theorem17 is applicable but the conditions of TheoremA are not satisfied.
Example 18. Consider the equation
x(n) = a1(n)x(n− 1)+ a2(n)x(n− 2), n ≥ 0 (34)
where
a1(n) :=

5
10
, if n is even
3
10
, if n is odd,
and
a2(n) :=

6
10
, if n is even
4
10
, if n is odd.
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Then
|a1(n+ 1)| + |a2(n+ 2)| = 910 < 1, n ≥ 0,
and therefore condition (31) holds, and Eq. (20) is exponentially stable.
If I = {1} in Theorem A, then
|a1(n)| + |a2(n)| =

11
10
, if n is even
7
10
, if n is odd.
It can be seen in a similar way that (33) does not hold if I = {2}.
If I = {1, 2} in Theorem A, then
|a2(n)| (|1− a1(n− 1)| + |a2(n− 1)|)+ |a1(n)+ a2(n)| =

176
100
, if n is even
111
100
, if n is odd.
From these it follows that the conditions of Theorem A are not satisfied independently on the selection of the index set I . So
Theorem A is not applicable.
5. Preliminary results
In this section we state and prove some preliminary convergence theorems which may be interesting in their own right.
They will be used in the next section in the proofs of the main results.
Lemma 19. Let (A(n))n≥0 be a sequence in M, and let p ≥ 1 be fixed. For each v ∈ V let the sequence (uv(k))k≥0 be defined by
uv(k) :=
(
A
([
k
s
])
v
)(
k−
[
k
s
]
s+ 1
)
, k ≥ 0.
(a) (A(n)v0)n≥0 lies in lpV for some v0 ∈ V , if and only if (uv0(k))k≥0 lies in lp.
(b) (A(n)v)n≥0 lies in lpV for every v ∈ V , if and only if (A(n))n≥0 lies in lpM .
Proof. (a) Let ‖·‖ be a norm on Rd, and define the norm on V by
‖v‖V :=
(
s∑
i=1
‖v(i)‖p
) 1
p
, v ∈ V .
If the sequence (A(n)v0)n≥0 is from lpV , then
ms−1∑
k=0
∥∥uv0(k)∥∥p = ms−1∑
k=0
∥∥∥∥(A([ks
])
v0
)(
k−
[
k
s
]
s+ 1
)∥∥∥∥p
=
m∑
n=0
‖A(n)v0‖pV , m ≥ 1,
and therefore the sequence (uv0(k))k≥0 lies in l
p.
Conversely, suppose that (uv0(k))k≥0 belongs to l
p for some v0 ∈ V . Since
m∑
n=0
‖A(n)v0‖pV =
m∑
n=0
(
s∑
i=1
‖(A(n)v0) (i)‖p
)
=
(m+1)s−1∑
k=0
∥∥∥∥(A([ks
])
v0
)(
k−
[
k
s
]
s+ 1
)∥∥∥∥p , m ≥ 0,
(A(n)v0)n≥0 belongs to lpV .
(b) Suppose that (A(n)v)n≥0 lies in lpV for every v ∈ V . Let ‖·‖ denote a norm on V , and define the norm ‖·‖M onM by
‖B‖M :=
(
sd∑
i=1
‖Bei‖p
) 1
p
, B ∈ M,
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where e1, . . . , esd is the standard basis of V . Then
m∑
n=0
‖A(n)‖pM =
m∑
n=0
(
sd∑
i=1
‖A(n)ei‖p
)
=
sd∑
i=1
(
m∑
n=0
‖A(n)ei‖p
)
, m ≥ 0,
which implies that (A(n))n≥0 lies in lpM .
Conversely, it is enough to consider that norm onM which is induced by an arbitrarily chosen norm on V . 
The next definition will be useful for what follows.
Definition 20. Let ‖·‖ be a matrix norm on Rd×d. The norms ‖·‖M1 and ‖·‖M∞ onM are defined by
‖A‖M1 := max
1≤j≤s
s∑
i=1
‖A(i, j)‖ , ‖A‖M∞ := max
1≤i≤s
s∑
j=1
‖A(i, j)‖ , A ∈ M.
It is easy to check that these norms are submultiplicative, hence matrix norms.
In the proof of Theorem 8 our arguments essentially depend on the following lemmawhich is of interest in its own right.
Lemma 21. Let A1,A2 ∈ M be given by
A1(i, j) :=
{
O, −s ≤ i ≤ j ≤ −1
A(i, j), −s ≤ j < i ≤ −1,
and
A2(i, j) :=
{
A(i, j), −s ≤ i ≤ j ≤ −1
O, −s ≤ j < i ≤ −1,
where A(i, j) ∈ Rd×d (−s ≤ i, j ≤ −1). If ‖·‖ is a matrix norm on Rd×d such that
−1∑
i=−s
‖A(i, j)‖ ≤ ρ, −s ≤ j ≤ −1, (35)
then ∥∥A2 (I−A1)−1∥∥M1 ≤ ρ.
Proof. It is obvious that I−A1 is invertible and
(I−A1)−1 (i, j) =
{O, −s ≤ i < j ≤ −1
I, −s ≤ i = j ≤ −1
D(i, j), −s ≤ j < i ≤ −1
for some matrices D(i, j) ∈ Rd×d (−s ≤ j < i ≤ −1). Therefore, by (35)
−1∑
i=−s
∥∥(A2 (I−A1)−1) (i,−1)∥∥ = −1∑
i=−s
‖A(i,−1)‖ ≤ ρ.
If−s ≤ j < −1, then the special forms ofA2 and (I−A1)−1 yield that
−1∑
i=−s
∥∥(A2 (I−A1)−1) (i, j)∥∥ = j∑
i=−s
∥∥∥∥∥A(i, j)+ −1∑
k=j+1
A(i, k)D(k, j)
∥∥∥∥∥+ −1∑
i=j+1
∥∥∥∥∥ −1∑
k=i
A(i, k)D(k, j)
∥∥∥∥∥
≤
j∑
i=−s
(
‖A(i, j)‖ +
−1∑
k=j+1
‖A(i, k)‖ ‖D(k, j)‖
)
+
−1∑
i=j+1
( −1∑
k=i
‖A(i, k)‖ ‖D(k, j)‖
)
=
j∑
i=−s
‖A(i, j)‖ +
−1∑
k=j+1
(
‖D(k, j)‖
j∑
i=−s
‖A(i, k)‖
)
+
−1∑
k=j+1
(
‖D(k, j)‖
k∑
i=j+1
‖A(i, k)‖
)
.
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From this together with (35) again, it follows on the one hand that
−1∑
i=−s
∥∥(A2 (I−A1)−1) (i,−2)∥∥ ≤ −2∑
i=−s
‖A(i,−2)‖ + ρ ‖D(−1,−2)‖ ≤
−2∑
i=−s
‖A(i,−2)‖ + ‖D(−1,−2)‖ , (36)
and on the other hand
−1∑
i=−s
∥∥(A2 (I−A1)−1) (i, j)∥∥ ≤ j∑
i=−s
‖A(i, j)‖ +
−1∑
k=j+1
(
‖D(k, j)‖
(
ρ −
−1∑
i=k+1
‖A(i, k)‖
))
≤
j∑
i=−s
‖A(i, j)‖ +
−1∑
k=j+1
(
‖D(k, j)‖
(
1−
−1∑
i=k+1
‖A(i, k)‖
))
=
j∑
i=−s
‖A(i, j)‖ +
−1∑
k=j+1
‖D(k, j)‖ −
−1∑
i=j+2
(
i−1∑
k=j+1
‖A(i, k)‖ ‖D(k, j)‖
)
=
j∑
i=−s
‖A(i, j)‖ + ‖D(j+ 1, j)‖ +
−1∑
k=j+2
(
‖D(k, j)‖ −
k−1∑
i=j+1
‖A(k, i)‖ ‖D(i, j)‖
)
, −s ≤ j < −2. (37)
According to (I−A1) (I−A1)−1 = I
−A(−1,−2)+ D(−1,−2) = O,
and thus
‖D(−1,−2)‖ = ‖A(−1,−2)‖ .
With the help of (36) and (35) this yields
−1∑
i=−s
∥∥(A2 (I−A1)−1) (i,−2)∥∥ ≤ −1∑
i=−s
‖A(i,−2)‖ ≤ ρ.
Using the identity (I−A1) (I−A1)−1 = I once more, we have for−s ≤ j < −2 that
D(j+ 1, j) = A(j+ 1, j)
and
−A(k, j)+
k−1∑
i=j+1
−A(k, i)D(i, j)+ D(k, j) = O, j+ 1 < k ≤ −1.
For−s ≤ j < −2 we thus have
‖D(j+ 1, j)‖ = ‖A(j+ 1, j)‖
and
‖D(k, j)‖ ≤ ‖A(k, j)‖ +
k−1∑
i=j+1
‖A(k, i)‖ ‖D(i, j)‖ , j+ 1 < k ≤ −1.
Consequently, in view of (37) and (35),
−1∑
i=−s
∥∥(A2 (I−A1)−1) (i, j)∥∥ ≤ −1∑
i=−s
‖A(i, j)‖ ≤ ρ,
bringing the proof to an end. 
We prepare some more tools.
Lemma 22. Let (a(n))n≥0 be a sequence of nonnegative numbers, let s ≥ 1 be an integer, and let p ≥ 1. Then
(a)
lim inf
n→∞
[n
s
]
a(n) = lim inf
n→∞
n
s
a(n).
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(b)
lim inf
k→∞ k
(
1−
(
max
(k+1)s−s≤n≤(k+1)s−1
a(n)
)p)
= lim inf
n→∞
[n
s
] (
1− a(n)p) .
Proof. (a) Since
[ n
s
]
a(n) ≤ ns a(n) (n ≥ 0),
lim inf
n→∞
[n
s
]
a(n) ≤ lim inf
n→∞
n
s
a(n). (38)
Let (a(ni))k≥0 be a subsequence of (a(n)) such that
lim
i→∞
[ni
s
]
a(ni) = lim inf
n→∞
[n
s
]
a(n). (39)
Evidently, limi→∞ nis /
[ ni
s
] = 1, hence it comes from (39) that
lim
i→∞
ni
s
a(ni) = lim
i→∞
[ni
s
]
a(ni)
ni
s
/[ni
s
]
= lim inf
n→∞
[n
s
]
a(n),
and combining this with (38), we get the result.
(b) It is easy to see that(
k
(
1−
(
max
(k+1)s−s≤n≤(k+1)s−1
a(n)
)p))
k≥0
is a subsequence of([n
s
] (
1− a(n)p))
n≥0
,
hence
lim inf
k→∞ k
(
1−
(
max
(k+1)s−s≤n≤(k+1)s−1
a(n)
)p)
≥ lim inf
n→∞
[n
s
] (
1− a(n)p) .
It is also not a hard work to check that
k
(
1−
(
max
(k+1)s−s≤n≤(k+1)s−1
a(n)
)p)
≤
[n
s
] (
1− a(n)p) , k ≥ 0, (k+ 1)s− s ≤ n ≤ (k+ 1)s− 1,
which shows
lim inf
k→∞ k
(
1−
(
max
(k+1)s−s≤n≤(k+1)s−1
a(n)
)p)
≤ lim inf
n→∞
[n
s
] (
1− a(n)p) .
The result is completely proved. 
6. Proofs of the main results
Proof of Theorem 6. (a) Suppose x(ϕ) = (x(ϕ)(n))n≥−s is the solution of (2) and (4). For a fixed integer k ≥ 1 we prove
(12) by induction on i. By (3)
xks(ϕ)(−s) = x(ϕ)(ks− s) =
−1∑
j=−s
B(ks− s, ks− s+ j)x(ϕ)(ks− s+ j)
=
−1∑
j=−s
B(ks− s, (k− 1)s+ j)x(k−1)s(ϕ)(j),
therefore (5) implies the case i = −s:
xks(ϕ)(−s) =
−1∑
j=−s
C(k)(−s, j)x(k−1)s(ϕ)(j).
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Let−s < i ≤ −1 be an integer such that the result holds for−s, . . . , i− 1. Then, by (3)
xks(ϕ)(i) = x(ϕ)(ks+ i) =
−1∑
j=−s
B(ks+ i, ks+ i+ j)x(ϕ)(ks+ i+ j)
=
−s−i−1∑
j=−s
B(ks+ i, ks+ i+ j)x(k−1)s(ϕ)(s+ i+ j)+
−1∑
j=−s−i
B(ks+ i, ks+ i+ j)xks(ϕ)(i+ j)
=
−1∑
u=i
B(ks+ i, (k− 1)s+ u)x(k−1)s(ϕ)(u)+
i−1∑
l=−s
B(ks+ i, ks+ l)xks(ϕ)(l),
and hence the induction hypothesis implies
xks(ϕ)(i) =
−1∑
j=i
B(ks+ i, (k− 1)s+ j)x(k−1)s(ϕ)(j)+
i−1∑
l=−s
B(ks+ i, ks+ l)
( −1∑
j=−s
C(k)(l, j)x(k−1)s(ϕ)(j)
)
=
−1∑
j=i
B(ks+ i, (k− 1)s+ j)x(k−1)s(ϕ)(j)+
−1∑
j=−s
(
i−1∑
l=−s
B(ks+ i, ks+ l)C(k)(l, j)
)
x(k−1)s(ϕ)(j)
=
i−1∑
j=−s
(
i−1∑
l=−s
B(ks+ i, ks+ l)C(k)(l, j)
)
x(k−1)s(ϕ)(j)
+
−1∑
j=i
(
B(ks+ i, (k− 1)s+ j)+
i−1∑
l=−s
B(ks+ i, ks+ l)C(k)(l, j)
)
x(k−1)s(ϕ)(j).
From (6) we therefore have (12).
Conversely, suppose that (xˆks(ϕ))k≥1 is the solution of (10) and (11), where (xˆ(ϕ)(n))n≥−s is now a sequence in Rd
satisfying xˆ(ϕ)(n) = ϕ(n) (−s ≤ n ≤ −1). By the first part of the proof, (xks(ϕ))k≥1 is also a solution of (10) and (11),
hence (xˆks(ϕ))k≥1 = (xks(ϕ))k≥1 which means that xˆ(ϕ)(ks+ i) = x(ϕ)(ks+ i) (k ≥ 1,−s ≤ i ≤ −1).
(b) By (a)
xks(ϕ) = C(k)x(k−1)s(ϕ) = C(k)C(k−1)x(k−2)s(ϕ)
= · · · =
(
k∏
l=1
C(k−l+1)
)
x0(ϕ) =
(
k∏
l=1
C(k−l+1)
)
ϕ.
(c) Since
n− s+ 1
s
≤
[n
s
]
≤ n
s
, n ≥ 0,
we thus get
x(ϕ)(n) = x([ ns ]+1)s
(
n−
([n
s
]
+ 1
)
s
)
, n ≥ 0,
and therefore the result follows from (b).
The proof is complete. 
Proof of Proposition 4. By (5) and (6)
U(k) +L(k)C(k) = C(k), k ≥ 1.
This implies the result, since I−L(k) is invertible. 
Proof of Theorem 7. It follows from Theorem 6(b), (c) and Lemma 19. 
Proof of Theorem 8. Suppose first that (13) and (14) are satisfied. By Theorem 7(b), it is enough to show that
∞∑
k=1
∥∥∥∥∥ k∏
l=1
C(k−l+1)
∥∥∥∥∥
p
M1
<∞.
(7) implies that
k∏
l=1
C(k−l+1) =
k∏
l=1
(
I−L(k−l+1))−1U(k−l+1), k ≥ 1,
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and hence for k ≥ 1∥∥∥∥∥ k∏
l=1
C(k−l+1)
∥∥∥∥∥
M1
≤
∥∥∥(I−L(k))−1∥∥∥
M1
∥∥∥U(k) (I−L(k−1))−1∥∥∥
M1
. . .
∥∥∥U(2) (I−L(1))−1∥∥∥
M1
∥∥U(1)∥∥M1 . (40)
Then (13) and Lemma 21 yield that∥∥∥∥∥ k∏
l=1
C(k−l+1)
∥∥∥∥∥
M1
≤
∥∥∥(I−L(k))−1∥∥∥
M1
τk−1 . . . τ1
∥∥U(1)∥∥M1 , k ≥ 2. (41)
By using (9), it follows from (8) and (13) that∥∥∥(I−L(k))−1∥∥∥
M1
≤ 1+ τk + · · · + τ s−1k ≤ smax
(
1, τ s−1k
)
, k ≥ 1.
Consequently, in view of (41)∥∥∥∥∥ k∏
l=1
C(k−l+1)
∥∥∥∥∥
M1
≤ max (1, τ s−1k ) τk−1 . . . τ1c0, k ≥ 2. (42)
From this together with (14), we have that
∞∑
k=1
∥∥∥∥∥ k∏
l=1
C(k−l+1)
∥∥∥∥∥
p
M1
= ∥∥C(1)∥∥pM1 + ∞∑
k=2
∥∥∥∥∥ k∏
l=1
C(k−l+1)
∥∥∥∥∥
p
M1
≤ ∥∥C(1)∥∥pM1 + cp0 ∞∑
k=2
(
max
(
1, τ s−1k
))p
(τk−1 . . . τ1)p <∞,
and this gives the result.
Finally, (15) and (16) are assumed.
For a fixed integer k ≥ 1 we prove by induction on i that
−1∑
j=−s
∥∥C(k)(i, j)∥∥ ≤ max (τk, τ s+i+1k ) , i = −s, . . . ,−1, (43)
which implies that∥∥C(k)∥∥M∞ ≤ max (τk, τ sk) , k ≥ 1.
The case i = −s comes from (5) and (15):
−1∑
j=−s
∥∥C(k)(−s, j)∥∥ = −1∑
j=−s
‖B(ks− s, (k− 1)s+ j)‖ ≤ τk.
Let−s < i ≤ −1, and suppose that (43) is true for−s, . . . , i− 1. Then we get from (6) that
−1∑
j=−s
∥∥C(k)(i, j)∥∥ ≤ −1∑
j=i
‖B(ks+ i, (k− 1)s+ j)‖ +
−1∑
j=−s
(
i−1∑
l=−s
‖B(ks+ i, ks+ l)‖ ∥∥C(k)(l, j)∥∥)
=
−1∑
j=i
‖B(ks+ i, (k− 1)s+ j)‖ +
i−1∑
l=−s
(
‖B(ks+ i, ks+ l)‖
−1∑
j=−s
∥∥C(k)(l, j)∥∥) ,
and therefore, because of the induction hypothesis and (15)
−1∑
j=−s
∥∥C(k)(i, j)∥∥ ≤ −1∑
j=i
‖B(ks+ i, (k− 1)s+ j)‖ +
i−1∑
l=−s
‖B(ks+ i, ks+ l)‖max (τk, τ s+l+1k )
≤
−1∑
j=i
‖B(ks+ i, (k− 1)s+ j)‖ +max (τk, τ s+ik ) i−1∑
l=−s
‖B(ks+ i, ks+ l)‖
≤ max (1,max (τk, τ s+ik ))
(−s−1∑
l=i−s
‖B(ks+ i, ks+ l)‖ +
i−1∑
l=−s
‖B(ks+ i, ks+ l)‖
)
= max (1, τ s+ik ) i−1∑
l=i−s
‖B(ks+ i, ks+ l)‖ ≤ max (1, τ s+ik ) τk = max (τk, τ s+i+1k ) .
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Now (43) has been proved. Applying this it follows that∥∥∥∥∥ k∏
l=1
C(k−l+1)
∥∥∥∥∥
M∞
≤ ∥∥C(k)∥∥M∞ . . . ∥∥C(1)∥∥M∞ ≤ max (τk, τ sk) . . .max (τ1, τ s1) , k ≥ 1, (44)
hence, by means of (16), we get
∞∑
k=1
∥∥∥∥∥ k∏
l=1
C(k−l+1)
∥∥∥∥∥
p
M∞
≤
∞∑
k=1
(
max
(
τk, τ
s
k
)
. . .max
(
τ1, τ
s
1
))p
<∞.
The theorem is completely proved. 
Proof of Corollary 10. (a) It suffices to prove (19). Assume the condition (17). (17) shows that there exist a real number
0 < τ < 1 and an integer j0 ≥ 0 such that
j+s∑
n=j+1
‖B(n, j)‖ ≤ τ , j ≥ j0,
and therefore
max
ks−s≤j≤ks−1
j+s∑
n=j+1
‖B(n, j)‖ ≤ τ , k ≥ k0 :=
[
j0 + s
s
]
+ 1.
Then, by (41)∥∥∥∥∥ k∏
l=1
C(k−l+1)
∥∥∥∥∥
M1
≤ τ k−k0 1
1− τ c0, k ≥ k0 + 1. (45)
Choose a norm ‖·‖0 on Rd such that
‖Ax‖0 ≤ ‖A‖ ‖x‖0 , A ∈ Rd×d, x ∈ Rd, (46)
where ‖·‖ is the same norm on Rd×d as it is used in (17) (such a norm exists), and define the norm ‖·‖1 on V by
‖v‖1 :=
−1∑
j=−s
‖v(j)‖0 , v ∈ V .
It is easy to verify that
‖Av‖1 ≤ ‖A‖M1 ‖v‖1 , A ∈ M, v ∈ V .
From Theorem 6(b) it follows, via (45) that there is a number c1 ≥ 0 for which
‖xks(ϕ)‖1 ≤ c1τ k ‖ϕ‖1 , k ≥ 1, ϕ ∈ V ,
and therefore
‖xks(ϕ)(i)‖0 ≤ ‖xks(ϕ)‖1 ≤ c1 ‖ϕ‖1 τ− is
(
τ
1
s
)ks+i
= c2 ‖ϕ‖1 ρks+i, k ≥ 1, i = −s, . . . ,−1,
where ρ := τ 1s . Since on a finite dimensional vector space all norms are equivalent, the claim follows.
(b) We can argue similarly as above choosing a norm ‖·‖0 on Rd such that (46) holds, where ‖·‖ is now the same norm
on Rd×d as it is used in (18), introducing the norm
‖v‖∞ := max−s≤j≤−1 ‖v(j)‖0 , v ∈ V ,
and finally using (44). It is simple to check that
‖Av‖∞ ≤ ‖A‖M1 ‖v‖∞ , A ∈ M, v ∈ V .
The theorem is proved. 
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Proof of Theorem 12. Assume (23). By (22)
j+σm∑
n=j+1
|B(n, j)| =
m∑
l=1
|al(j+ σl)| , j ≥ 0, (47)
and therefore the result follows from Theorem 8 if (14) is satisfied with
τk := max
kσm−σm≤j≤kσm−1
j+σm∑
n=j+1
|B(n, j)|
= max
kσm−σm≤j≤kσm−1
m∑
l=1
|al(j+ σl)| , k ≥ 1.
(23) shows that τk < 1 if k is large enough, and hence the Raabe’s test insures the convergence of the series (14) if
lim inf
k→∞ k
(
1− τ pk+1
)
> 1. (48)
According to Lemma 22(b) and (a)
lim inf
k→∞ k
(
1− τ pk+1
) = lim inf
j→∞
[
j
σm
](
1−
(
m∑
l=1
|al(j+ σl)|
)p)
= lim inf
j→∞
j
σm
(
1−
(
m∑
l=1
|al(j+ σl)|
)p)
,
thus (25) implies (48).
Now suppose (24). In view of (22),
n−1∑
j=n−σm
|B(n, j)| =
m∑
l=1
|al(n)| , n ≥ 0, (49)
and therefore the result follows from Theorem 8 if (16) is satisfied with
τk := max
kσm−σm≤n≤kσm−1
n−1∑
j=n−σm
|B(n, j)|
= max
kσm−σm≤n≤kσm−1
m∑
l=1
|al(n)| , k ≥ 1.
This can be shown by a similar argument as before.
The proof is complete. 
Proof of Theorem 17. By using (47) and (49), we can apply Corollary 10(b). Choose the ‖·‖∞ norm on V := Rσm . 
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