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Re´sume´ – On pre´sente un flot de prototypage rapide pour l’implantation optimise´e d’applications temps re´el sur des circuits de´die´s. Ce flot
est base´e sur un mode`le unifie´ de graphes factorise´s de de´pendances de donne´es autant pour spe´cifier l’algorithme que pour en de´duire les
implantaions possibles en termes de transformations de graphes.
Abstract – We present a fast prototyping flow for the optimized implementation of real-time applications onto specific circuits. This flow
is based on an unified model of factorized data dependence graphs as well to specify the application algorithm, as to deduce the possible
implementations in terms of graphs transformations.
1 Introduction
Les applications temps re´el en traitement du signal et des
images et de controˆle-commande mettent en oeuvres des al-
gorithmes sophistique´s de plus en plus complexes. Cette com-
plexite´ croissante augmente d’une part le couˆt et les de´lais du
processus d’implantation et d’autre part la difficulte´ d’explo-
ration de l’espace des implantations possibles en vue de trou-
ver une implantation optimise´e (celle qui respecte la contrainte
temporelle et minimise les ressources mate´rielles utilise´es). Il
est ainsi ne´cessaire de de´finir des me´thodes et outils logiciels
d’aide a` l’implantation inte´grant l’ensemble des e´tapes, depuis
la spe´cification haut niveau de l’algorithme jusqu’a` son im-
plantation optimise´e sur une architecture cible. Pour re´pondre
a` ce besoin, l’e´quipe OSTRE de l’INRIA a mis au point une
me´thodologie formelle d’Ade´quation Algorithme Architecture
(AAA) base´e sur des mode`les de graphes, autant pour spe´cifier
l’algorithme (mise en e´vidence du paralle´lisme potentiel) et
l’architecture multi-composants (mise en e´vidence du paralle´li-
sme disponible), que pour de´duire les implantations possibles
en termes de transformations de graphes. Le re´sultat de ces
transformations est un exe´cutif supportant l’exe´cution en temps
re´el de l’agorithme de l’application sur l’architecture cible [1].
Toutefois, ce passage syste´matique et automatise´ d’un algo-
rithme a` son implantation optimise´e est actuellement limite´ aux
architectures cibles de type multiprocesseurs. Or, e´tant donne´
les besoins en puissance de calculs de ce type d’applications
temps re´el et la varie´te´ des algorithmes a` implanter (algorithmes
re´guliers, irre´guliers), l’architecture cible est souvent compose´e
de processeurs connecte´s a` des circuits inte´gre´s spe´cifiques (AS-
IC et/ou FPGA). Dans cet article nous allons pre´senter notre
extension de la me´thodologie AAA aux circuits inte´gre´s spe´-
cifiques et les bases d’inte´gation de cette extension au logiciel
SynDEx (logiciel CAO niveau syste`me suportant AAA).
2 Spe´cification algorithmique
La spe´cification algorithmique est le point de de´part du pro-
cessus d’implantation mate´rielle sur circuit de l’application.
Cette spe´cification est mode´lise´e par un hypergarphe oriente´
appele´ ”graphe factorise´ de de´pendances des donne´es” (GFDD).
2.1 Mode`le de Graphe Factorise´ de De´pendances
de Donne´es
Dans ce mode`le de graphe, chaque sommet est une ope´ration
(plus ou moins complexe, ex. une addition ou un filtre) et chaque
hyperarc est une de´pendance de donne´es entre une ope´ration
productrice, et e´ventuellement plusieurs (cas de la diffusion)
ope´rations consommatrices. Le mode`le de GFDD permet non
seulement de mettre en e´vidence le paralle´lisme potentiel de
l’algorithme de´crit par les de´pendances de donne´es mais aussi
de re´duire la taille de la spe´cification en factorisant ses parties
re´pe´titives ce qui tre`s attractif pour la spe´cification des applica-
tions de traitement de signal et des images qui pre´sentent sou-
vent de telles caracte´ristiques. Cette spe´cification sous forme
factorise´e des re´pe´titions de motifs d’ope´rations identiques ope´-
rant sur des donne´es diffe´rentes fait apparaıˆtre des sommets
ope´rations spe´ciaux (sommets frontie`re de factorisation) per-
mettant de de´limiter et de mettre en e´vidence le motif de la fac-
torisation (partie re´gulie`re d’ope´rations ope´rant sur des donne´es
diffe´rentes) : sommet Fork ’F’ (partition d’un tableau en au-
tant d’e´le´ments que de re´pe´titions du motif), sommet Join ’J’
(composition d’un tableau a` partir des re´sultats de chaque re´pe´-
tition du motif), sommet Diffuse ’D’(diffusion d’une meˆme
donne´e a` toutes les re´pe´titions du motif) et sommet Iterate ’I’
(de´pendance de donne´e inter-ite´ration du motif). Chacun spe´-
cifie l’une des diffe´rentes manie`res de factoriser les donne´es et
les ope´rations en traversant une frontie`re de factorisation [2].
Du point de vue algorithmique ce processus de factorisation
permet de re´duire seulement la taille de la spe´cification en met-
tant en e´vidence ses parties re´gulie`res tout en maintenant sa
se´mantique. ´A titre d’exemple, les graphes de la figure Fig.1
spe´cifient tous les deux le meˆme produit vectoriel de deux vec-
teurs
   de dimension 3, celui qui figure sur Fig.1.a est un
graphe de de´pendance de donne´es non factorise´, alors que ce-
lui qui figure sur Fig.1.b est le graphe factorise´ de de´pendance
de donne´es e´quivalent. Bien que visiblement les deux graphes
sont diffe´rents (noeuds et arcs diffe´rents), ils ont tout de meˆme
la meˆme se´mantique : appliquer l’ope´ration de multiplication

	 autant de fois qu’il y a d’e´le´ments a` multiplier (3 fois).
Alors que, du point de vue comportemental ou ope´ratoire ce
processus de factorisation permet de de´crire en intention plu-
sieurs implantations plus ou moins se´quentielles ou paralle`les
(transformation de la re´pe´tition en ite´ration par implantation
se´quentielle du graphe factorise´ de de´pendance de donne´es),
chacune avec des caracte´ristiques (surface, latence) diffe´rentes.
x
a) Graphe non  factorisé b) Graphe factorisé 
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FIG. 1 – Exemple de graphe d’algorithme
2.2 Graphe de voisinage : relations entre fron-
tie`res de factorisations
En fonction des de´pendances de donne´es entre frontie`res de
factorisation, une frontie`re peut eˆtre consommatrice (situe´e en
aval) ou/et productrice (situe´e en amont) par rapport a` une autre
frontie`re. Deux frontie`res sont donc voisines s’il existe entre
elles au moins une relation de de´pendance de donne´es directe
qui ne passe pas par l’interme´diaire d’une troisie`me frontie`re.
En se basant sur ces relations de voisinage entre les frontie`res
de factorisation du graphe algorithmique, nous construisons un
hypergraphe de voisinage ou` chaque sommet repre´sente une
frontie`re de factorisation et chaque hyperarc les de´pendances
de donne´es entre frontie`res. L’orientation de l’arc indique les
relations de production-consommation : l’arc part d’un produc-
teur vers un consommateur. Comme la fre´quence de consom-
mations et productions de donne´es diffe`re au niveau de chaque
coˆte´ des zones de´limite´es par une frontie`re de factorisation ## ,
chaque frontie`re ## se´pare donc deux zones l’une interne ”ra-
pide” et l’autre externe ”lente”. Ainsi, les sommets du graphe
de voisinage repe´rensentant les frontie`res de factorisation au
niveau du graphe de voisinage peuvent eˆtre sous-divise´s sche´-
matiquement en quatre re´gions correpondants aux consomma-
tions/productions des deux coˆte´s : lent et rapide (voir Fig.2).
– lent-amont : coˆte´ “lent” de ## , consommatrice ;
– rapide-aval : coˆte´ “rapide” de ## , productrice ;
– rapide-amont : coˆte´ “rapide” de ## , consommatrice ;
– lent-aval : coˆte´ “lent” de ## , productrice.
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FIG. 2 – Sommet d’un graphe de voisinage repre´sentant la
frontie`re de factorisation ##
Ce graphe de relations de voisinage de´duit automatiquement
du graphe algorithmique GFDD, permet par la suite d’e´tablir
les relations de controˆle inter-frontie`res lors de l’implantation.
3 Synthe`se automatique de circuits
Cette synthe`se consiste a` transformer automatiquement le
graphe d’algorithme (GFDD) a` implanter en un graphe mate´riel
comprenant les chemins de donne´es et de controˆle du circuit
correspondant. L’automatisation de ce processus de synthe`se
re´duit conside´rablement le cycle de de´veloppement du circuit
et permet d’explorer diffe´rentes implantations mate´rielles pour
obtenir un compromis surface/performance temporelle ide´al.
Pour se faire, nous avons de´finis des re´gles simples permet-
tant de synthe´tiser syste´matiquement les chemins de donne´es
et de controˆle du circuit correspondant.
3.1 Re`gles de synthe`se du chemin de donne´es
Ces re`gles se re´duisent a` une traduction directe du graphe
d’algorithme, qui fait correspondre d’une part a` chaque som-
met ope´ration le sommet ope´rateur mate´riel correspondant :
cet ope´rateur est soit un composant d’une bibliothe`que VHDL,
combinatoire et/ou se´quentiel pour un sommet ope´ration de
calcul. Soit un multiplexeur pour le sommet de factorisation
Fork, de´multiplexeur pour le sommet Join, registre pour le som-
met Iterate I [3]. Et qui d’autre part, fait correspondre a` chaque
arc du graphe algorithmique, une connexion physique entre les
ope´rateurs correspondants.
3.2 Re`gles de synthe`se du chemin de controˆle
Le chemin de controˆle ge´ne´re´ est obtenu en associant a` cha-
que sommet frontie`re du graphe de voisinage sa propre unite´
de controˆle [4]. Chaque unite´ de controˆle se charge ainsi d’une
part du bon de´roulement de la factorisation interne a` la frontie`re
et d’autre part de la gestion des diffe´rents signaux de requeˆte
et d’acquittement associe´s aux relations de production/conso-
mmation de donne´es avec les frontie`res voisines amont et aval.
L’unite´ de controˆle est donc compose´e (voir Fig.3) d’un comp-
teur < a` = e´tats ( = e´tant le facteur de factorisation) permettant
de de´compter les diffe´rents cycles de la factorisation et d’une
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FIG. 3 – Unite´ de controˆle
logique supple´mentaire afin de ge´ne´rer d’une part le protocole
de communication entre frontie`res (signaux de requeˆte et d’ac-
quittement lent et rapide, en amont et en aval) et d’autre part
la valeur du compteur ( 021  ) et le signal de validation  1 qui
controˆlent les ope´rateurs de factorisation : #43 5 76 .
4 Optimisation de l’implantation
L’implantation se´quentielle re´pe´titive directe de la spe´cifi-
cation initiale sous sa forme factorise´e entraine souvent une
utilisation minimale de surface en de´pit d’un temps de calcul
ge´ne´ralement e´leve´. De`s lors, si la latence de cette implantation
directe ne respecte pas les contraintes temps re´el de l’applica-
tion, on proce`de a` des de´factorisations des frontie`res de factori-
sation du graphe initial (i.e de´roulage de boucles) : de´factoriser
une frontie`re consiste donc a` remplacer cette frontie`re par plu-
sieurs frontie`res repre´sentant le meˆme motif de re´pe´tition, mais
dont la somme des re´pe´titions est e´gale a` la re´pe´tition de la
frontie`re initiale. Ces nouvelles frontie`res pouvant ainsi s’exe´-
cuter en paralle`le, le temps de calcul en est diminue´, mais en
contrepartie la surface d’implantation est augmente´e.
Parmi toutes les transformations possibles par de´factorisation,
on e´liminera celles qui ne respectent pas les contraintes temps
re´el, et on choisira celle qui minimise les ressources ne´cessaires
a` l’implantation tout en respectant les contraintes temporelles.
Pour que ce processus ite´ratif ne soit pas trop fastidieux, ce
choix doit eˆtre le plus automatise´ possible et surtout la compa-
raison des caracte´ristiques (latence, quantite´s de ressources re-
quises) des diffe´rentes implantations doit se faire sans que l’uti-
lisateur n’ait a` les re´aliser. Pour se faire, nous avons de´veloppe´
un mode`le pre´dictif de performance (temps, surface), appele´
mode`le de caracte´risation, permettant de guider de manie`re effi-
cace l’exploration de l’espace des solutions par l’heuristique
d’optimisation de l’implantation. Comme nous nous inte´ressons
au prototypage rapide, nous avons priviligie´ les ”heuristiques
gloutonnes” qui sont tre`s rapides et donnent en moyenne des
re´sultats de bonne qualite´.
5 Exemple d’implantation de de´tecteurs
de contours : filtre de De´riche
Nous allons illustrer notre extension AAA, sur un exemple
concret d’algorithme re´cursif de de´tection de contour duˆ a` Ra-
chid De´riche, en particulier sa version optimise´e par Garcia
Lorca. Le choix de cet exemple tre`s utilise´ en traitement d’ima-
ges pour sa qualite´ de de´tection, illustre parfaitement de nom-
breux proble`mes lie´s aux implantations temps re´el.
5.1 Pre´sentation du filtre
L’implantation du filtre optimise´ de Garcia-Lorca (Fig.4) com-
porte deux grandes e´tapes :
8:9 ;< =>? < @A
B C D B C D B C D
E @;ﬃ? < 9
B C D
FG< H ? ;9
IJ@;K< L@A
? >ﬁH M
;K>AN O@Nﬃ< ? < @A
PQ< RA9KST2@H @KAA9
FU< H ? ;9
VW9ﬃ;K? < X >ﬁH
FIG. 4 – Algorithme du filtre de De´riche
– un Filtrage vertical et horizontal : pour un filtrage hori-
zontal sur une ligne, on effectue tout d’abord deux passes
d’un lisseur du premier ordre causal dont l’e´quation est :
Y[Z
1]\_^
Za`cbed
\f
Z
1]\hg
diYiZ
1
bj`
\ ( f Z 1]\ e´tant le 17kﬁlmnl
pixel de la ligne en cours , Y[Z 1]\ le 1]kﬁlmnl pixel filtre´).
Puis deux passes d’un filtre anticausal dont l’e´quation est :
Y[Z
1]\o^
Za`pbqd
\#f
Z
1rg
`
\sg
diYiZ
1rg
`
\
. Le filtrage horizon-
tal global (donc deux passes pour le filtre lisseur causal et
deux pour le filtre lisseur anticausal) peut eˆtre vu comme
4 passes du meˆme filtre causal a` la condition d’intervertir
les indices des e´le´ments d’une ligne. C’est ce que re´alise le
bloc inversion sur la figure (Fig.5). On proce`de de meˆme
pour le filtre vertical sur les colonnes de l’image ;
tu
vtﬁu w]xyzK{Qx|2}~vtﬁu vtu
tu
vtu

zK }Ky~# 
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FIG. 5 – Filtre Horizontal
– une de´rivation : proce`de par l’application des deux filtres
de de´rivation  et Ł dont les masques sont :
Ł

b``
b``

Ł

b`b`
g
`
g
`
5.2 Spe´cification algorithmique
Par la suite, nous pre´sentons la spe´cification algorithmique
sous forme de GFDD des principaux e´le´ments constituants le
filtre : le filtre lisseur causal d’ordre un (Fig.6) et le de´rivateur
(Fig.7). QQ
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FIG. 6 – Filtre lisseur d’ordre un
Filtre lisseur d’ordre 1 Tout d’abord, un bloc Premier per-
met d’isoler le premier e´lement entrant f Z­ \ et de fournir les
1
b®` e´le´ments restants dans un meˆme vecteur. Au cycle ¯ ,
l’e´lement f Z ¯#\ est dans l’Iterate ” 6 ” et l’e´lement f Z ¯°g ` \ passe
dans le fork ” # ”. On applique alors les ope´rations du filtre lis-
seur sur ces deux e´lements i.e on fait : Z#`ob±d \f Z ¯#\²g d f Z ¯g ` \
Le re´sultat de l’ope´ration passe ensuite en meˆme temps dans le
Join ”
5
” et est re´utilise´ dans l’Iterate ” 6 ” pour le cycle suivant
(voir Fig.6).
De´rivation Le sche´ma ge´ne´ral du filtre Fig.7 resssemble beau-
coup dans sa conception au filtre lisseur d’ordre un : on se sert
des Iterate ” 6 ” pour re´utiliser l’e´lement que l’on vient de traiter.
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FIG. 7 – Le de´rivateur
La prise de graphe sous SynDEx de´duite du GFDD de´crivant
le filtre global est donne´e dans la figure Fig.8. On pre´sente en
haut la spe´cification global du filtre suivie de la spe´cification
hie´rarchise´e des diffe´rents e´lements constituants le filtre.
FIG. 8 – Ecran Syndex du filtre de de´riche
5.3 Re´sultats d’implantation du filtre
Nous avons teste´ l’implantation du filtre sur des architec-
tures FPGA Virtex 300 BG 432 sous diffe´rentes contraintes de
temps. Le Tab.9 pre´sente les solutions obtenues par l’heuris-
tique d’optimisation sous certaines contraintes. Par exemple
pour une contrainte de latence de 1400 ns l’heuristique opte
pour une implantation de´factorise´e de la frontie`re ## du de´ri-
vateur (fig.7) par un facteur de 3 (i.e remplace ## par trois
frontie`res ## J3 ##"!3 ##$# pouvant s’exe´cuter en paralle`le
dont la somme des re´pe´titions est e´gale au facteur de re´pe´tition
de ## ). Ces re´sultats pre´sente´s en termes, de surface pour
les ressources mate´rielles (nombre de CLBs : Control Logic
Blocs) et de latence (en ns) montre que les solutions les plus
FIG. 9 – Re´sultats d’implantation sur FPGA
Contrainte Implementation Surface Latence
(ns) (CLB) (ns)
2000 Totalement Factorise´e 1406 1961
1800 De´fact.Part. ## par 2 1346 1453
1400 De´fact.Part. ## par 3 1444 1235
1200 De´fact.Part. ## par 4 1384 1162
1000 De´fact.Tota. ## 2344 944
ns
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FIG. 10 – Optimisation sous contraintes de temps
de´factorise´es permettent de re´duire la latence mais augmentent
en contrepartie la consommation en ressources. De ce fait, se-
lon les contraintes impose´es, les latences des solutions obte-
nues e´voluent ainsi par palier Fig.10.
6 Conclusion
Nous avons pre´sente´ les principes permettant de de´duire, par
transformation de graphes, l’implantation optimise´e sur circuit
de´die´ d’algorithme spe´cifie´ sous forme de graphe factorise´ de
de´pendances de donne´se (GFDD). Ce flot de ge´ne´ration au-
tomatique d’implantation mate´rielle optimise´e a e´te´ valide´ sur
des exemples d’algorithmes de traitement d’images de bas ni-
veau (filtre moyenneur, ope´rateurs de de´tection de contours :
de´riche, sobel, ..) et a permis d’inte´grer un ge´ne´rateur automa-
tique de code VHDL structurel synthe´tisable dans SynDEx.
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