We develop a multi-dimensional numerical differentiation method in this paper. To obtain stable numerical derivatives, the Tikhonov regularization method in Hilbert scales is proposed to deal with illposedness of the problem. The penalty term in Tikhonov functional is more general so that we can choose the regularization parameter without the smoothness parameter and the a priori bound of exact solution. Numerical examples are also presented to check the effectiveness of the method.
Introduction
Numerical differentiation is a problem of determining the derivatives of a function from its perturbed values. It is well known to be ill posed in the sense that every small error in the measurement may cause huge errors in the computed derivatives. It arises from many processes of scientific researches and applications, e.g. the identification of the discontinuous points in an image process, 1, 2 Volterra integral equation, 3, 4 identification, 5 etc. A number of techniques have been well developed for numerical differentiation in one-dimensional case, 6, 7, 8, 9, [10] [11] [12] [13] [14] 15, 16 but so far only a very few results on the high dimensional cases have been reported. 17, 18, 19, 20 In the literatures, 8, 12, 13 the finite difference method has been proposed. The stepsize is used as a regularization parameter for noisy data. So the specified points cannot be too dense, which hinders the application of the methods. In the literatures, 7, 10, 11 the Fourier method has been used to solve the numerical differentiation problem. The regularization parameter is a priori in these methods. It is well known that the ill-posed problem is usually sensitive to the regularization parameter and the a priori bound is usually difficult to be obtained precisely in practice.
In the literatures, 19, 20 the Tikhonov regularization method has been considered to deal with the numerical differentiation problem. In this paper, we will use the method of Tikhonov regularization in Hilbert scales to solve the problem. We will show that the regularization parameter can be chosen by a discrepancy principle in Hilbert scales which is proposed by Neubauer. 21 The smoothness parameter and the a priori bound of exact solution are not needed for the new method. This paper is organized as follows. In the next section, the method to construct approximate function from the noise data is proposed. The convergence results with corresponding regularization parameter choice rules will be found in The choices of regularization parameter and convergence results section. Some numerical results are given in the Numerical examples section to show the effectiveness of the new method.
Definition of approximate function
where n ¼ 
Our problem is to determine derivatives D g,
. We assume that the exact and measured data satisfy
From the theories of Fourier transform
It is apparent that the exact dataĝ must decay faster than the rate jnj Àjj . However, the measured function g
does not possess such a decay property in general. So
cannot give a reliable approximation for D g. In the following, we apply the Tikhonov regularization method to reconstruct a new function ' from the perturbed data g . D ' will give a reliable approximation of D g. Before doing that, we impose an a priori bound on the exact data g
where E > 0 is a constant.
Let ' ¼ ' , be the minimizer of the Tikhonov functional
where > 0 is a regularization parameter and q is a positive real number. The function ð1 þ jnj 2 Þ Àq is going to occur throughout this paper and will be denoted by lðnÞ. It can be verified that '
, is the solution of the following equation
So we can get
That is to say
By ' , , we can give an approximation of D g as follows
Lemma 2.
where ' is the unique minimizer of (7) with g instead of g .
PROOF. Due to Parseval formula
The proposition follows by applying (12) with b replaced by 2qÀ j j 2q .
where c is defined by
Proof. With the representation
we have
The
It is apparent that the function ! d , w ð Þ is continuous and strictly increasing on 0, 1 ð Þ and
So we can get the following lemma Lemma 4. Let g, g satisfy (3) and
for some > 1. Then there is a unique > 0 such that
In the following, we denote the unique determined in (22) by "
. In the next lemma, we consider the behavior of " .
Lemma 5. Let g, g satisfy (3) and (21) for a > 1, then a)
where
PROOF.
(a) Let
The rest follows from a). Now we can prove the main result of this paper. Theorem 6. Let g, g satisfy (3) and (21) 
, is defined by (11) and (22), then
PROOF. With Lemma 2, Lemma 3, and Lemma 5, we obtain
Using the Ho¨lder inequality equations (16) and (25), we get
Combining equations (30) and (31), we obtain
where e is defined by
Since " ! 0 for ! 0 and
The theorem is proved.
Remark 7.
It is obvious that if g 2 H p ðRÞ holds for some p > 2q, then we have
Numerical examples
In this section, we give some numerical tests to verify the effectiveness of the new method. All examples are computed by using Matlab with ¼ 1.01.
One-dimensional case
where e j È É N j¼0 are generated by Function randn N, 1 ð ÞÂ 1 in Matlab.
Example 1 First we consider the function
It is obvious that g 2 H p R ð Þ for any p 2 R. We will give the numerical results for q ¼ 2, 4, 8, 16, which are displayed in Table 1 . We can see that when 1 decreases from 0.1 to 0.001, the relative errors become smaller and when q increases, the rates of convergence become larger.
In Figure 1 , we observe that the reconstructed k-th derivatives are very similar to those of the corresponding functions. Relative errors of the first-order derivative Relative errors of the second-order derivative Table 2 , and we can see that the results are close for different p, which indicate that the method can work well even if p is greater than the smooth scale of g.
Two-dimensional case
The perturbed data are given by
where " i is generated by Function randn N ð Þ Â 1 in Matlab. 
Example 3 We consider the function
g x ð Þ ¼ sin x 1 ð Þsin x 2 ð Þexp Àx 2 1 À x 2 2 À Á g 2 H p ð
Conclusion
In this paper, we apply the Tikhonov regularization with a different regularization functional to reconstruct numerical derivatives. The convergence rates for approximating the derivatives are obtained when we choose the regularization parameter with a discrepancy principle. The a priori information of the exact solution is not needed and the convergence rates are self-adaptive. The method can calculate the derivatives of a function in any 
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