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ASYMPTOTIC BEHAVIOR OF THE NONLINEAR SCHRO¨DINGER
EQUATION WITH HARMONIC TRAPPING
ZAHER HANI AND LAURENT THOMANN
Abstract. We consider the cubic nonlinear Schro¨dinger equation with harmonic trapping
on RD (1 ≤ D ≤ 5). In the case when all but one directions are trapped (a.k.a “cigar-shaped”
trap), following the approach of [18], we prove modified scattering and construct modified wave
operators for small initial and final data respectively. The asymptotic behavior turns out to be
a rather vigorous departure from linear scattering and is dictated by the resonant system of the
NLS equation with full trapping on RD−1. In the physical dimension D = 3, this system turns
out to be exactly the (CR) equation derived and studied in [9, 11, 12]. The special dynamics of
the latter equation, combined with the above modified scattering results, allow to justify and
extend some physical approximations in the theory of Bose-Einstein condensates in cigar-shaped
traps.
1. Introduction
The aim of this paper is to study the long-time behavior of the cubic nonlinear Schro¨dinger
equation with harmonic trapping given by
(i∂t −∆RD +
D∑
j=1
ωjx
2
j )U = κ0|U |2U, (x1, . . . , xd) ∈ RD, (1.1)
with a particular emphasis on the anisotropic limit ω1 = 0 < ω2 = . . . = ωD. Here ωj signifies
the frequency of the harmonic trapping in the j−th direction and κ0 6= 0.
The motivation for this study is two-fold: On the one hand, we aim at justifying some
approximations done in the physics literature that allow reducing the dynamics of (1.1) in the
highly anisotropic setting (a.k.a. cigar-shaped trap) to that of the homogeneous (i.e. with no
trapping) 1D cubic NLS equation. Such approximations, often referred to as the “quasi-1D
dynamics” [25], allow access to the complete integrability theory of the 1D cubic NLS equation
along with its plethora of special solutions that give theoretical explanations of fundamental
phenomena in Bose-Einstein condensates. On the other hand, from a purely mathematical
point of view, the analysis falls under the recent progress and interest in understanding the
asymptotic behavior of nonlinear dispersive equations in the presence of a confinement. Such
a confinement can come from the compactness (or partial compactness) of the domain or via a
trapping potential. In either case, this leads to the complete or partial loss of dispersive decay
of linear solutions, and consequently complicating and diversifying the picture of long-time
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dynamics. In this line, using tools developed for the study of long-time dynamics of nonlinear
Schro¨dinger equations on product spaces, we will be able to describe the asymptotic dynamics
and show that they exhibit highly nonlinear behavior in striking contrast to linear scattering. As
a consequence of this description, we get the general extension of the “quasi-1D approximation”
mentioned above to cases when higher and multiple energy levels of the harmonic trap are
excited (cf. Section 1.3).
1.1. Physical context. A Bose-Einstein condensate (BEC for short) is an aggregate of matter
(Bosons) which appears at very low temperature and which is due to the fact that all particles
are in the same quantum state. Their existence was predicted by Bose in 1924 for photons
and by Einstein in 1925 for atoms, and they were experimentally observed in 1995 by W. Ket-
terle, A. Cornell and C. Wieman who were awarded a Nobel Prize shortly after, in 2001, for
this achievement. This observation was followed by a burst of activity in the theoretical and
experimental study of BEC which constitutes a rare manifestation of a quantum phenomenon
which shows through at a macroscopic level. For an nice introduction to this topic we refer to
the book [25] and to [28].
In the physical space R3, BEC can be realized by trapping particles using a magnetic trap
which is modelled in the mean-field theory by the harmonic potential term in (1.1). The wave
function U(t, x, y1, y2) of the particles in (1.1) (with D = 3) can be interpreted as the probability
density of finding particles at point (x, y1, y2) ∈ R3 and time t ∈ R. The sign κ0 = +1 or −1
depends on whether the Boson interaction is attractive (focusing case) or repulsive (defocusing).
In the case when ω1 ≪ ω2 = ω3, the harmonic trap is often described as “cigar-shaped”, and
we will be interested in this case. This regime is of great importance from the physical point of
view as it allows for a “dimensional reduction” in which the condensate is described by better-
understood lower-dimensional dynamics. More precisely, a naturally adopted approximation
of (1.1) is obtained by going to the anisotropic limit and setting ω1 = 0 (which is justified for x
not too large) and non-dimensionalizing ω2 = ω3 = 1. Then, the resulting equation is
(i∂t −∆R3 + y21 + y22)U = κ0|U |2U, (x, y1, y2) ∈ R3. (1.2)
In this context, (see for instance [30] or [25, paragraph 1.3.2]) physicists often adopt an Ansatz
of the form
U(t, x, y) ∼ ψ(t, x)e2ite−|y|2/2; y = (y1, y2), (1.3)
which leads them through a multiple time-scale expansion to the 1D-dynamics obeyed by ψ(t, x).
This dynamics is given by none other than the one dimensional Schro¨dinger equation{
(i∂t − ∂2x)ψ = κ0λ0|ψ|2ψ, (t, x) ∈ R× R,
ψ(0, x) = ϕ(x).
(1.4)
This equation is obtained by projecting the nonlinear term in the Ansatz equation on the ground-
state g0(y) = e
−|y|2/2 of the harmonic oscillator −∆R2+|y|2, thus λ0 = ‖g0‖4L4(R2)/‖g0‖2L2(R2)=1/2.
The aim of this paper is to describe the large time behaviour of (1.2) for small, smooth
and decaying data (and more generally for the corresponding equations in higher dimension).
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One consequence of our work is a justification of the approximation (1.3) for large times, as
well as the correct extension of that approximation when higher and/or multiple energy levels
of the quantum harmonic oscillator are excited. We give the relevant result concerning the
approximation (1.3) and refer to the next section for more general and precise results. Denote
by S(R) the set of the Schwartz functions, then
Theorem 1.1. Let ϕ ∈ S(R) be small enough, and let ψ be the solution of (1.4). Then there
exists a solution U ∈ C([0,+∞);L2(R × R2)) of (1.2) such that∥∥U(t, x, y)− ψ(t, x)e2ite− 12 |y|2∥∥
L2(R×R2) −→ 0 as t −→ +∞.
Moreover, the function U can be chosen to be axisymmetric: U(t, x, y) = U˜(t, x, |y|) for some U˜ .
This shows that the 1D dynamics of (1.4) can be embedded in the 3D dynamics of (1.2),
a reduction, known as quasi 1D dynamics, which is at the basis of the theoretical explanation
of many fundamental phenomena in Bose-Einstein condensates. Physicists arrive at it using
some multiple time-scale approximations, and use it afterwards to transfer information from
the well-understood and completely integrable dynamics of (1.4) to that of (1.5). We refer to
Section 1.3 for more details and extensions.
We remark that the nonlinear Schro¨dinger equation with harmonic potential is also an im-
portant model in nonlinear optics, but we do not detail the applications in this context.
1.2. Mathematical framework and results. From the mathematical perspective, this work
falls under the recent developments in the study of the long-time behavior of nonlinear dispersive
equations that are confined either by physical domain or by a potential. Such a confinement
has a direct effect on the linear decay afforded by dispersion which either completely disappears
or becomes very weak. In the case of a confinement by domain, we refer to [18] for references
on global regularity issues. The question of long-time behavior is much more subtle and much
less is known especially on compact domains. In that case, many different long-time dynamics
can be sustained starting from arbitrarily small neighborhoods of the zero initial data including
KAM tori [2, 8, 27, 33], Arnold diffusion orbits [7, 15], and coherent frequency dynamics [9].
A bit more can be said about the asymptotic behavior in the partially periodic cases (e.g.
waveguides Rd × Tn) where one can see an interplay between the persistence of the Euclidean
behavior of scattering [36] versus the emergence of new asymptotic dynamics that reflect the
(global) non-Euclidean geometry of the underlying manifold. The latter was observed in [17, 18]
that studied NLS on the product domain R×Td which corresponds to the non-compact quotient
of Rd+1 where linear solutions decay the least, namely like t−1/2. There, the resonant periodic
interactions played a key role in the asymptotic dynamics either for all small data [18] or in the
analysis of certain sequences of data that appear in the profile decomposition [17].
We will see that a similar picture can be drawn in the case of a potential trap confinement.
Studying (NLS) under full harmonic trapping would be the analogue of studying it on a compact
domain, whereas studying it with partial trapping corresponds to a partially compact domain.
Indeed, our analysis will draw a lot on the recent advances in the latter study, especially on the
recent work [18].
We now present our general results. Let k, d ≥ 1. We define the Laplace operator ∆Rk =∑k
j=1 ∂
2
xk
on Rk and the harmonic oscillator Hd =
∑d
j=1
(− ∂2yj + |yj|2) on Rd. Our equation of
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interest can now be written as{
(i∂t −∆Rk +Hd)U = κ0|U |2U, (t, x, y) ∈ R× Rk × Rd,
U(0, x, y) = U0(x, y),
where U is a complex-valued function, κ0 ∈ {+1,−1} is the sign of the nonlinearity (+1 for
focusing and −1 for defocusing).
The case k = 0 corresponds to full harmonic trapping. Since the spectrum of Hd is discrete,
the linear solution does not decay in this case. As was the case for a geometric confinement,
this has little effect on global regularity issues [26, 23]. As a result, the asymptotic behavior
of (1.5) can be quite rich, but very little is known, apart from the existence of many periodic
solutions [4] and the existence of KAM tori when d = 1, if one allows a perturbation by a
multiplicative potential [14].
For k ≥ 1, the linear solution decays typically like t−k/2. This leads to scattering when k ≥ 2,
as was shown by Antonelli, Carles and Silva [1]. We also refer to [1] for a review of scattering
theory for NLS.
The case k = 1, in which all but one directions are trapped, is particularly interesting since
it corresponds to a long-range nonlinearity1. We will be interested in this case in which the
equation can be written as{
(i∂t +D)U = κ0|U |2U, (t, x, y) ∈ R× R× Rd,
U(0, x, y) = U0(x, y),
(1.5)
where we have set
D = −∂2x +Hd.
Since the nonlinearity decays at best like t−1 in L2, a modification of the scattering operator
might be needed to describe the asymptotic dynamics. This is indeed the case and the modifi-
cation will be given by the resonant system of this equation. Actually, such a phenomenon has
been put to evidence by the first author, Pausader, Tzvetkov and Visciglia [18] for the cubic
nonlinear Schro¨dinger on R× Td. Here we follow their general strategy, which is also described
in [19].
In order to define the limit system, we start by recalling that if v solves
(i∂t +Hd)v = κ0|v|2v (t, y) ∈ R× Rd
and if we look at the profile f(t) = e−itHdv, then it satisfies the equation
i∂tf = κ0e
−itHd(|eitHdf |2eitHdf) = κ0
∑
n1,n2,n3,n∈N0
eitωΠn
(
Πn1fΠn2fΠn3f
)
where N0 is the set of non-negative integers, Πn is the projection onto the n−th eigenspace of
Hd, and ω = 2(n1 − n2 + n3 − n). The resonant system associated to the previous equation
1If linear solutions decay like t−k/2, the nonlinearity |u|p−1u is short-range if p > 1+ 2
k
and long-range otherwise.
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is obtained by restricting the above sum to the resonant interactions corresponding to ω = 0.
This is given explicitly by
i∂tg(t, y) =κ0T [g, g, g](y)
T [f, g, h] :=
∑
n1,n2,n3,n∈N0
n1+n3=n2+n
Πn
(
Πn1fΠn2gΠn3h
)
=
∑
n1,n2,n3∈N0
Πn1+n3−n2 (fn1gn2hn3) , (1.6)
where we will often denote wn(y) = Πnw(y) for an arbitrary function w on R
d. When d = 2, we
will see that this system is none other than the (CR) equation derived in [9] (see Section 3.3 for
more details).
We are now ready to describe the asymptotic dynamics of (1.5). This will be given by what
we shall call the limit system defined by{
i∂τG(τ) = κ0R[G(τ), G(τ), G(τ)], (τ, x, y) ∈ R× R×Rd,
G(0, x, y) = G0(x, y),
where FxR[G,G,G](ξ, ·) = T [Ĝ(ξ, ·), Ĝ(ξ, ·), Ĝ(ξ, ·)].
(1.7)
Here, we denoted Ĝ(ξ, y) the partial Fourier transform in the first (un-trapped) variable. Noting
that the dependence on ξ is merely parametric, the above system is essentially (1.6).
In the sequel, for N ≥ 1, HN (R × Rd) is a Sobolev space and S = SN , S+ = S+N denote
Banach spaces whose norms are defined in (2.7) later. They are contained in HN and include
all the Schwartz functions.
Theorem 1.2. Let 1 ≤ d ≤ 4 and N ≥ 8. There exists ε = ε(N, d) > 0 such that if U0 ∈ S+
satisfies
‖U0‖S+ ≤ ε,
and if U(t) solves (1.5) with initial data U0, then U ∈ C([0,+∞);HN (R × Rd)) exists globally
and exhibits modified scattering to its resonant dynamics (1.7) in the following sense: there
exists G0 ∈ S such that if G(t) is the solution of (1.7) with initial data G(0) = G0, then
‖U(t)− eitDG(π ln t)‖HN (R×Rd) −→ 0 as t −→ +∞.
By reversibility of the equation, a similar statement holds as t −→ −∞.
Our next result is the existence of modified wave operators.
Theorem 1.3. Let 1 ≤ d ≤ 4 and N ≥ 8. There exists ε = ε(N, d) > 0 such that if G0 ∈ S+
satisfies
‖G0‖S+ ≤ ε,
and G(t) solves (1.7) with initial data G0, then there exists U ∈ C
(
[0,∞);HN (R × Rd)) which
is a solution of (1.5) such that
‖U(t)− eitDG(π ln t)‖HN (R×Rd) −→ 0 as t −→ +∞.
Moreover
‖U(t)‖L∞x H1y ≤ C(1 + |t|)−1/2.
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As a result, any dynamics of the limit system (1.7) with data in S+, gives information on the
asymptotic behaviour of (1.5). We point out that the condition N ≥ 8 is not optimal in the
previous results.
1.3. Physical interest and particular dynamics in dimension D = 3. We are now able to
precise the results of the first paragraph. The key point is that when D = 3, the corresponding
resonant system (1.6) is the so-called (CR) equation derived and studied in [9, 11, 12]. This
(CR) system-standing for Continuous Resonant (cf. equation (3.10))- was first obtained as the
large box (or continuous) limit of the resonant system for the homogeneous cubic NLS equation
on a box of size L, and was shown to approximate the dynamics of the cubic NLS equation
over very long nonlinear time scales. It can be also understood as the equation of the high-
frequency envelopes of NLS on the unit torus T2. The rather surprising fact that it is also the
resonant system (1.6) of NLS with harmonic trapping is one consequence of its rich properties
and behavior (cf. Section 3.3). As a consequence, one can use Theorem 1.3 to construct other
interesting non-scattering dynamics for equation (1.5) as is illustrated in the following result.
Corollary 1.4. Let d = 2. We let F (t) = e−itDU(t) denote the profile of U , then
(1) No nontrivial scattering: Assume that U solves (1.5) and that F (t) converges as t→ +∞.
If U(0) is sufficiently small, then U ≡ 0.
(2) Quasi-periodic frequency dynamics: There exists a global solution U(t) such that F̂ (et, ξ)
is asymptotically quasi-periodic with two distinct frequencies for all ξ ∈ [−1, 1].
We refer to Section 3.3 for more details and basic properties of the (CR) equation. An
interesting open question is to decide whether growth of Sobolev norms can occur in the (CR)
equation as was the case for the resonant system on the torus Td observed in [16]. This would in
turn imply the same behavior for (1.5) (along with a proof of arbitrary large but finite growth
of Sobolev norms for the equation with full trapping2).
Let us now justify the approximation (1.3). For a solution U of (1.5), define V = e−itHdU and
write the decomposition V =
∑
p∈N0 Vp according to the eigenspaces of Hd. Then the equations
satisfied by Vp(t, x, y) (with y = (y1, y2)) are given by
(i∂tVp − ∂2xVp) = κ0T (V, V, V )p + Ep(t) = κ0
∑
p1−p2+p3=p
Πp
(
Vp1Vp2Vp3
)
+ Ep(t),
and we show in the proof that Ep(t) is integrable in time. So at a heuristic level, the approxima-
tion consists of dropping E so that the large-time effective equation for V (t, x, y) is thus given
by
(i∂t − ∂2x)V = κ0T (V (t, x, ·), V (t, x, ·), V (t, x, ·)) . (1.8)
Recall that gn(y) := (y1+ iy2)
ne−
|y|2
2 is an eigenfunction of H2 and assume that the initial data
at t = 0 is given by V (0, x, y) = ψ(x)(y1 + iy2)
ne−
|y|2
2 (this means that Vp(0) = 0 for p 6= n). In
the language of Bose-Einstein condensates such data correspond to vortices of degree n (see [25]).
Then by [11], it holds that
T (gn, gn, gn) = λngn, (1.9)
2Indeed, [9, Theorem 2.6] also implies that such a result would also give another proof of the growth result for
the cubic NLS equation on T2 first obtained in [7].
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with3
λn :=
‖gn‖4L4(R2)
‖gn‖2L2(R2)
=
(2n)!
22n+1n!
.
Hence we get that the solution of (1.8) stays in the form
V (t, x, y) = ψ(t, x)(y1 + iy2)
ne−
|y|2
2 , (1.10)
where ψ satisfies the 1D NLS equation
(i∂t − ∂2x)ψ(t, x) = κ0λn|ψ(t, x)|2ψ(t, x). (1.11)
Two applications of this “quasi-1D dynamics” in the physics literature is to give theoretical
explanations of the all-important bright and dark solitons observed in cigar-shaped harmonic
traps. Bright solitons correspond to the usual soliton solutions of (1.11) in the focusing case
(κ0 = 1). More importantly, dark solitons correspond to the so-called dark soliton solutions
of (1.11): these are stationary solutions of the defocusing problem (obtained from the complete
integrability theory) that exhibit an “amplitude dip” form a constant amplitude of 1 at ±∞
to 0 near the origin. For more details, we refer to [10].
The decay in time of solutions is very important for our proof to work. This means that we
cannot handle 1D- soliton solutions (for the focusing case) or dark-soliton data (which does not
even decay at spatial infinity.) But for sufficiently small decaying data, one can go one step
further than (1.11) in the asymptotic analysis of (1.5) (see [20, 3, 29, 24, 22] for related works
on NLS): the effective large-time dynamics of ψ(t, x) is actually given by
(i∂t − ∂2x)ψ(t, x) =
πκ0λn
t
F−1ξ→x
(|ψ̂(t, ξ)|2ψ̂(t, ξ)), (t, x) ∈ R× R,
which is solved by
ψ(t, x) = F−1ξ→x
(
ϕ̂(ξ)eiπκ0λn|ϕ̂(ξ)|
2 ln tei(1−t)ξ
2
)
, (1.12)
where ϕ(x) = ψ(1, x). This will come as a consequence of our main Theorems 1.2 and 1.3.
Let us sum up in the next proposition some asymptotic results of (1.5), concerning quasi-1D
dynamics. The case n = 0 implies the result of Theorem 1.1.
Proposition 1.5. Let N ≥ 8. Let ϕ ∈ S(R) and set G0(x, y) = ϕ(x)(y1 + iy2)ne−
|y|2
2 .
(1) Consider the solution ψ of (1.11). Then if ‖G0‖S+ ≤ ǫ is small enough, there exists a
solution U ∈ C([0,∞);HN (R × R2)) of (1.5) such that∥∥U(t, x, y)− ψ(t, x)e2i(n+1)t(y1 + iy2)ne− |y|22 ∥∥HN (R×R2) −→ 0 as t −→ +∞.
(2) Consider the solution ψ of (1.12). Then if ‖G0‖S+ ≤ ǫ is small enough, there exists a
solution U ∈ C([0,∞);HN (R × R2)) of (1.5) such that∥∥U(t, x, y)− ψ(t, x)e2i(n+1)t(y1 + iy2)ne− |y|22 ∥∥HN (R×R2) −→ 0 as t −→ +∞.
Moreover, in both of the previous cases, U satisfies for all θ ∈ R, U(t, x,Rθy) = einθU(t, x, y),
where we have set Rθy = e
iθy with the identification y ≡ y1 + iy2.
3The constant λn is merely computed by taking the scalar product with gn in the definition (1.6).
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There also exist solutions of (1.5) which decompose into a sum of two functions of the previous
type. This will be the case of the vortex dipole in which the solution is a superposition of a
positive vortex (y1+ iy2)e
− |y|2
2 and its antipode (y1− iy2)e−
|y|2
2 . In this case, the dynamics also
reduces to a quasi-1D one, except that it is now given by the system
(i∂t − ∂2x)ψ+(t, x) =
κ0
4
(
2|ψ−|2 + |ψ+|2
)
ψ+(t, x), (t, x) ∈ R× R,
(i∂t − ∂2x)ψ−(t, x) =
κ0
4
(
2|ψ+|2 + |ψ−|2
)
ψ−(t, x),
ψ+(0, x) = ϕ+(x), ψ−(0, x) = ϕ−(x).
(1.13)
The above coupled equation is known as the XPM system and it is a useful model in nonlinear op-
tics4 (see for example [6, Chapter 9]). We do not know if it appeared in the study of Bose-Einstein
condensates prior to this work. In what follows, denote G±(x, y) = ϕ±(x)(y1 ± iy2)e−
|y|2
2 .
Proposition 1.6. Let ‖G+‖S+ , ‖G−‖S+ ≤ ǫ and consider the solutions ψ+, ψ− of (1.13). Then
if ǫ > 0 is small enough, there exists a solution U ∈ C([0,∞);HN (R× R2)) of (1.5) such that∥∥U(t, x, y)−ψ−(t, x)e4it(y1−iy2)e− |y|22 −ψ+(t, x)e4it(y1+iy2)e− |y|22 ∥∥HN (R×R2) −→ 0 as t −→ +∞.
There is also a statement similar to the point (2) of Proposition 1.5.
A natural question is whether every solution U of (1.5), with initial condition ‖U0‖S+ ≤ ǫ,
asymptotically decouple into a finite sum of the type
∑
finite
ψj(t, x)fj(t, y) when t −→ +∞. The
next result provides a negative answer. Denote by Cb
(
[0,+∞)) the set of continuous and bounded
functions on R+, then
Proposition 1.7. For all ǫ > 0, there exists ‖U0‖S+ ≤ ǫ and a solution U ∈ C
(
[0,+∞);HN (R×
R2)
)
to (1.5) so that ∥∥U(t, x, y)− ∑
finite
ψj(t, x)fj(t, y)
∥∥
L2(R×R2) 6−→ 0,
when t −→ +∞, for any ψj ∈ Cb
(
[0,+∞);L2(R)) and fj ∈ Cb([0,+∞);L2(R2)).
1.4. Ideas of the proof and comments. Let us explain how we can formally derive the limit
equation. We expand functions F =
∑
q≥0 Fq according to the eigenspaces of the harmonic
oscillator (Fq = ΠqF ), and let F (t, x, y) = e
−itDU(t, x, y). Defining the Fourier transform on R
by
Fxg(ξ) = ĝ(ξ) := 1
2π
∫
R
e−ixξg(x)dx,
we will establish in Section 2.2 that U solves (1.5) if and only if F solves
i∂tF (t) = N t[F (t), F (t), F (t)], (1.14)
4We thank Panos Kevrekidis for pointing this out.
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where the nonlinear term N t is defined by
FxN t[F,G,H](ξ, y) =
= κ0
∑
ω∈2Z
e−itω
∑
(p,q,r,s)∈Γω
Πp
∫
R2
e2itηκF̂q(ξ − η, y)Ĝr(ξ − η − κ, y)Ĥs(ξ − κ, y)dηdκ. (1.15)
The idea is to write the nonlinearity N in (1.14) as a sum of an effective part Neff and an
integrable part E . The integrable part does not affect the asymptotic dynamics of F , which
should therefore be described by the equation i∂tF = Neff (F ). This effective or limit equation
turns out to be exactly (1.7), a fact that can be seen by performing two heuristic approximations:
The normal form reduction: It is a general principle that the main contribution in the non-
linearity is given by the resonant terms, namely corresponding to ω = 0. Roughly speaking,
the other terms can -in principle- be shown to be perturbative thanks to integration by parts
in time and using the decay in time of ∂tF . Equivalently, this consists in applying a Birkhoff
normal form. However, in this case there is a problem if the time derivative hits the other phase
factor e2itηκ in the regime when ηκ is not small. In this case, one has to rely on the spatial oscil-
lations of the integral in (1.15) (including resorting to refined 1D bilinear Strichartz estimates).
The upshot is that the remaining term after this reduction reads
FxN tnf [F,G,H](ξ, y) := κ0
∑
(p,q,r,s)∈Γ0
Πp
∫
R2
e2itηκF̂q(ξ − η, y)Ĝr(ξ − η − κ, y)Ĥs(ξ − κ, y)dηdκ.
Stationary phase asymptotics: The asymptotics of the above term when t → +∞ can be
obtained thanks to a stationary phase argument in (η, κ), which suggests that
FxN tnf [F,G,H](ξ, y) ∼
πκ0
t
∑
(p,q,r,s)∈Γ0
Πp
(
F̂q(ξ, y)Ĝr(ξ, y)Ĥs(ξ, y)
)
:=
πκ0
t
FxR[F,G,H](ξ, y).
This is precisely the nonlinearity in (1.7), after the change of time variable τ = π ln t.
The point of the proof consists of making rigorous the above heuristics, and one of the key steps
is to establish Proposition 4.1 which proves that the error committed in the above approximation
is integrable in time. As was the case in [18], a big difficulty comes from the fact that we cannot
establish the decay ‖U‖L∞ . t−1/2, which requires us to use a hierarchy of three norms to control
our solutions Z ⊂ S ⊂ S+. The Z norm is conserved for the limit equation (1.7) and will be
uniformly bounded for (1.5). The S and S+ grow slowly in time with S+ being stronger only in
the untapped direction. For a solution controlled in the S+ norm, the difference between U(t)
and its limit dynamics given by (1.7) decays in S norm. This was also the strategy in [18];
however we point out some differences:
• The Schro¨dinger evolution group associated to the harmonic oscillator enjoys a full
range of Strichartz estimates (see (3.4)), which we freely exploit. These are enough to
prove Lemma 3.2 compared to the corresponding result [18, Lemma 7.1], where bilinear
Strichartz estimates were needed.
• In many places in [18] it was convenient to bound the eigenfunctions (ein·x)n∈Zd of ∆Td
by 1, and to use that
∫
Td
ein1·xein2·xein3·xein4·xdx = δn1−n2+n3−n4 , which in turn induces
a convolution structure in many estimates (see [18, estimate (2.14)]). Such things do not
hold true for the harmonic oscillator and the Hermite functions. To tackle this issue,
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we often resort to the Lens transform (see for example [35]) and use linear and bilinear
Strichartz estimates (see e.g. the proof of Lemma 4.2 and Lemma 4.4).
1.5. Plan of the paper. The rest of the paper is organized as follows. In Section 2 we introduce
the main notations of the paper and state some preliminary estimates. Section 3 is devoted to
the study of the resonant and limit systems. In Section 4 we prove the key result on the structure
of the nonlinearity, which will be at the heart of the proof of the main theorems in Section 5.
Finally, in Section 6 we state and prove a transfer principle which allows us to simplify the proof
of many trilinear estimates throughout the paper.
1.6. Acknowledgements: We wish to thank Panayotis Kevrekidis for several illuminating dis-
cussions pointing out the relation of this work to the superfluidity and Bose-Einstein condensates
in “cigar-shaped” traps (namely reference [10]). This work was initiated during the visit of the
second author to the Courant Institute of Mathematical Sciences, and he thanks the Institute
for its hospitality.
2. Notations and preliminary estimates
2.1. Standard notations. In this paper, N0 denotes the set of all non-negative integers,
and Z is the set of all integers. We will often consider functions f : R → C and functions
F : R× Rd → C, which we distinguish by using the convention that lower case letters denote
functions defined on R, capitalized letters denote functions defined on R× Rd.
We denote byHd the harmonic oscillator in dimension d. The operatorHd admits a Hilbertian
basis of eigenvectors for L2(Rd). We will denote the n−th eigenspace by En with n ∈ N0 and
the corresponding eigenvalue by λn = 2n + d. Denote by Kn the dimension of En. Then
Kn = #{(k1, . . . , kd) ∈ Nd0 : k1 + · · · + kd = n} and we can check that Kn ∼ cdnd−1. Each
eigenspace En is spanned by the Hermite functions (ψn,j)1≤j≤Kn . For more details, we refer to
Helffer [21] or to the course of Ramond [34].
The scale of harmonic Sobolev spaces is defined as follows: s ≥ 0, p ≥ 1.
Ws,p =Ws,p(Rd) = {u ∈ Lp(Rd), Hs/2d u ∈ Lp(Rd)},
Hs = Hs(Rd) =Ws,2.
The natural norms are denoted by ‖u‖Ws,p and up to equivalence of norms we have (see [37,
Lemma 2.4]) for 1 < p < +∞
‖u‖Ws,py = ‖H
s/2
d u‖Lpy ≡ ‖(−∆)s/2u‖Lpy + ‖〈y〉su‖Lpy . (2.1)
In all the paper, we use the notation
D = −∂2x +Hd.
Recall that we have defined the Fourier transform on R by
Fxg(ξ) = ĝ(ξ) := 1
2π
∫
R
e−ixξg(x)dx.
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Similarly, if F (x, y) depends on (x, y) ∈ R × Rd, F̂ (ξ, y) denotes the partial Fourier transform
in x. Denote by Πn the projection onto the eigenspace En and hn,j := 〈h, ψn,j〉. We then
consider the Hermite expansion of functions h : Rd → C,
h(y) =
∑
n≥0
hn(y) hn := Πn(h) =
Kn∑
j=1
hn,jψn,j =
∑
j
hn,jψn,j,
with the convention that ψn,j = 0 if j ≥ Kn. For a bounded function ϕ we define
ϕ(H)h =
∑
n≥0
ϕ(λn)hn.
The full frequency expansion of F reads
F (x, y) =
∑
n∈N0
∫
R
F̂n(ξ, y)e
iξxdξ =
∑
n∈N0
Kn∑
j=1
∫
R
F̂n,j(ξ)e
iξxψn,j(y)dξ .
We will often use Littlewood-Paley projections. For the full frequency space, these are defined
as follows:
(FxP≤NF ) (ξ, y) = ϕ( ξ
N
)ϕ(
H
N2
)F̂p(ξ, y),
where ϕ ∈ C∞c (R), ϕ(x) = 1 when |x| ≤ 1 and ϕ(x) = 0 when |x| ≥ 2.
In addition, we also define
φ(x) = ϕ(x) − ϕ(2x)
and
PN = P≤N − P≤N/2, P≥N = 1− P≤N/2.
With this notation, the full Sobolev Hs norm on function on R× Rd takes the form
‖F‖Hs(R×Rd) =
( ∑
N∈2N0
N2s‖PNF‖2L2x,y
)1/2
.
Many times we concentrate on the frequency in x only, and we therefore define
(FxQ≤NF ) (ξ, y) = ϕ( ξ
N
) (FxF ) (ξ, y),
and define QN similarly. By a slight abuse of notation, we will consider QN indifferently as an
operator on functions defined on R × Rd and on R. With the Parseval formula, it is easy to
check that ∥∥[QN , x]∥∥L2x→L2x . N−1 . (2.2)
Denote by ON the frequency localization in y only. It is then easy to check that the full
Sobolev norm Hs(R× Rd) also reads
‖F‖Hs(R×Rd) =
( ∑
M,L∈2N0
(M2s +N2s)‖QMOLF‖2L2x,y
)1/2
. (2.3)
For ω ∈ 2Z, we will use the following sets corresponding to momentum and resonance level
sets:
Γω := {(p, q, r, s) ∈ N0 : λp − λq + λr − λs = 2(p − q + r − s) = ω}.
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2.2. The nonlinearity. We will prove all our statements for t ≥ 0. By time-reversal symmetry,
one obtains the analogous claims for t ≤ 0. We shall consider only the case κ0 = 1 in (1.5).
Since we only deal with small data the case κ0 = −1 can be treated similarly.
Let us define the trilinear form N t by
N t[F,G,H] := e−itD
(
eitDF · e−itDG · eitDH
)
. (2.4)
Let
U(t, x, y) = eitDF (t),
then we see that U solves (1.5) if and only if F solves
i∂tF (t) = N t[F (t), F (t), F (t)].
The following formulation holds true
FxN t[F,G,H](ξ, ·) = e−iτHd
∫
R2
e2itηκ êitHdF (ξ − η)êitHdG(ξ − η − κ)êitHdH(ξ − κ)dηdκ.
Actually, set
It[f, g, h] := U(−t)
(
U(t)f U(t)g U(t)h
)
, U(t) = exp(−it∂2x), (2.5)
then N t[F,G,H] = e−itHdIt[eitHdF, eiτHdG, eitHdH] with
FxIt[f, g, h](ξ) =
∫
R2
e2itηκf̂(ξ − η)ĝ(ξ − η − κ)ĥ(ξ − κ)dηdκ.
By expanding F =
∑
q≥0 Fq according to the eigenspaces of the harmonic oscillator, and for
G,H as well, one may also write
FxN t[F,G,H](ξ, y) =
∑
ω∈2Z
e−itω
∑
(p,q,r,s)∈Γω
Πp
∫
R2
e2itηκF̂q(ξ−η, y)Ĝr(ξ−η−κ, y)Ĥs(ξ−κ, y)dηdκ.
According to our previous discussion, we now define the resonant part of the nonlinearity as
FxR[F,G,H](ξ, y) :=
∑
(p,q,r,s)∈Γ0
Πp
(
F̂q(ξ, y)Ĝr(ξ, y)Ĥs(ξ, y)
)
. (2.6)
2.3. The norms. It will be convenient to use the following norms when dealing with functions
on Rd
‖f‖Hsy := ‖H
s/2
d f‖L2(Rd) ≈
( ∑
p∈N0
(1 + p)s
∑
j
|fp,j|2
)1/2
.
For functions, we will often omit the domain of integration from the description of the norms.
However, we will indicate it by a subscript x (for R), x, y (for R×Rd). We will use mainly three
different norms: a weak norm
‖F‖2Z := sup
ξ∈R
[
1 + |ξ|2]2∑
p
(1 + p)‖F̂p(ξ)‖2L2y = sup
ξ∈R
[
1 + |ξ|2]2 ‖F̂ (ξ)‖2H1y
and two strong norms
‖F‖S :=‖F‖HNx,y + ‖xF‖L2xL2y , ‖F‖S+ := ‖F‖S + ‖(1− ∂xx)4F‖S + ‖xF‖S . (2.7)
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Note that the operators Q≤N , P≤N and the multiplication by ϕ(·/N) are bounded in Z, S
and S+, uniformly in N . Elementary considerations (see Lemma 2.1 below) show that the
following holds
‖F‖H1x,y . ‖F‖Z . ‖F‖S . ‖F‖S+ .
Finally, we are ready to fix the space-time norms we will use: Fix once and for all δ < 10−3
and define
‖F‖XT := sup
0≤t≤T
{‖F (t)‖Z + (1 + |t|)−δ‖F (t)‖S + (1 + |t|)1−3δ‖∂tF (t)‖S},
‖F‖X+T :=‖F‖XT + sup0≤t≤T
{
(1 + |t|)−5δ‖F (t)‖S+ + (1 + |t|)1−7δ‖∂tF (t)‖S+
}
.
2.4. Preliminary Estimates. We gather here some useful preliminary estimates that will be
useful later in our work.
Lemma 2.1. (1) Let 1/2 < α ≤ 1 and f ∈ L1(R). Then
‖f‖L1(R) . ‖f‖1−
1
2α
L2(R)
‖|x|αf‖
1
2α
L2(R)
. (2.8)
(2) Assume that N ≥ 8 and F : R× Rd → C. Then the following estimate holds true
‖F‖Z . ‖F‖
1
8
L2x,y
‖F‖
7
8
S . (2.9)
Proof. (1) Let R > 0 and α > 1/2. By Cauchy-Schwarz we have
‖f‖L1(R) =
∫
|x|<R
|f |+
∫
|x|>R
|x|−α|x|α|f |
≤ CR1/2∥∥f∥∥
L2(R)
+ CR1/2−α
∥∥|x|αf∥∥
L2(R)
.
We then get the result with the choice Rα =
∥∥|x|αf∥∥
L2(R)
/
∥∥f∥∥
L2(R)
.
(2) By part (1) with α = 1/2 and (2.2) we have[
1 + |ξ|2] |F̂p(ξ, ·)| .∑
N
N2|Q̂NFp(ξ)| .
∑
N
N2‖QNFp‖L1x
.
∑
N
N2‖QNFp‖
1
2
L2x
‖xQNFp‖
1
2
L2x
.
∑
N
N−
1
2‖(1 − ∂xx) 52Fp‖
1
2
L2x
‖xFp‖
1
2
L2x
. ‖Fp‖
1
2
H5x
‖xFp‖
1
2
L2x
.
Squaring the previous estimate and multiplying by 〈p〉, one obtains
‖F‖Z . ‖xF‖1/2L2x,y‖F‖
1/2
H6x,y
. ‖F‖
1
8
L2x,y
‖F‖
7
8
S ,
where we concluded by interpolation, using that N ≥ 8. 
We now give some crude estimates on N t in the S and S+ norms.
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Lemma 2.2. Let N ≥ 4, then the following estimates hold true:
‖N t[F,G,H]‖S . (1 + |t|)−1‖F‖S‖G‖S‖H‖S ,
‖N t[F a, F b, F c]‖S+ . (1 + |t|)−1 max
σ∈S3
‖F σ(a)‖S+‖F σ(b)‖S‖F σ(c)‖S .
Proof. By Lemma 6.1, it is sufficient to prove that
‖N t[F a, F b, F c]‖L2x,y . (1 + |t|)−1 minσ∈S3 ‖F
σ(a)‖L2x,y‖F σ(b)‖S‖F σ(c)‖S , (2.10)
and by symmetry, we only consider the case σ = id. Let G ∈ L2x,y, then by (2.4)
〈N t[F a, F b, F c], G〉L2x,y =
∫
x,y
(
eitDF a
)(
e−itDF b
)(
eitDF c
)(
e−itDG
)
dxdy
≤ ∥∥F a∥∥
L2x,y
∥∥eitDF b∥∥
L∞x,y
∥∥eitDF c∥∥
L∞x,y
∥∥G∥∥
L2x,y
.
• Assume |t| ≥ 1. For F = F a, F b we show that∥∥eitDF∥∥
L∞x,y
. |t|− 12∥∥F∥∥
S
. (2.11)
We write
F (x, y) =
∑
q,j
Fq,j(x)ψq,j(y),
thus
eitDF (x, y) =
∑
q,j
eitλqe−it∂
2
xFq,j(x)ψq,j(y).
Then, we use the basic dispersive bound for the 1d Schro¨dinger equation and (2.8) to get∥∥e−it∂2xFq,j∥∥L∞x . |t|− 12∥∥Fq,j∥∥L1x . |t|− 12∥∥Fq,j∥∥1/2L2x ∥∥xFq,j∥∥1/2L2x .
By Thangavelu/Karadzhov (see [32, Lemma 3.5]), for all d ≤ 4 and q ≥ 1
sup
y∈R
∑
j
|ψq,j
(
y
)∣∣2 ≤ Cq.
By (2.4), the previous lines and Cauchy-Schwarz, we get∥∥eitDF (., y)∥∥
L∞x
.
∑
q,j
∥∥e−it∂2xFq,j∥∥L∞x |ψq,j(y)|
.
∑
q
(∑
j
∥∥e−it∂2xFq,j∥∥2L∞x )1/2(∑
j
|ψq,j(y)|2
)1/2
. |t|− 12
∑
q
q1/2
(∑
j
∥∥Fq,j∥∥L2x∥∥xFq,j∥∥L2x)1/2
. |t|− 12
∑
q
q1/2
(∑
j
∥∥Fq,j∥∥2L2x)1/4(∑
j
∥∥xFq,j∥∥2L2x)1/4.
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Now, for β > 1, and Cauchy-Schwarz again∥∥eitDF∥∥
L∞x,y
. |t|− 12
∑
q
q−β/2
(∑
j
q2(β+1)
∥∥Fq,j∥∥2L2x)1/4(∑
j
∥∥xFq,j∥∥2L2x)1/4
. |t|− 12∥∥F∥∥1/2
L2xHN
∥∥xF∥∥1/2
L2x,y
. |t|− 12∥∥F∥∥
S
, (2.12)
for N ≥ 4, which was the claim.
• Assume |t| ≤ 1, then by Sobolev, we clearly have ∥∥eitDF b∥∥
L∞x,y
.
∥∥F b∥∥
S
. 
Finally, let us recall the following result from [18, Lemma 7.5]
Lemma 2.3. Let
1
p
=
1
q
+
1
r
+
1
s
with 1 ≤ p, q, r, s ≤ ∞, then
∥∥∫
R3
eixξm(ξ, η, κ)f̂ (ξ − η)ĝ(ξ − η − κ)ĥ(ξ − κ)dηdκdξ∥∥
Lpx
. ‖F−1m‖L1(R3)‖f‖Lq‖g‖Lr‖h‖Ls .
Proof. Denote by (t, u, v) the dual variables of (ξ, η, κ) and for define t 7→ fu(t) = f(t−u). Then
by Parseval for all x ∈ R
I(x) :=
∫
R3
m(ξ, η, κ)eixξ f̂(ξ − η)ĝ(ξ − η − κ)ĥ(ξ − κ)dηdκdξ
=
∫
R3
(F−1m)(t, u, v)
[ ∫
R
eiξ(x+t+u+v)
( ∫
R2
f̂u(ξ − η)ĝ(ξ − η − κ)ĥv(ξ − κ)dηdκ
)
dξ
]
dtdudv
=
∫
R3
(F−1m)(t, u, v)((fu g hv)(x+ t+ u+ v))dtdudv,
where F−1 stands here for the Fourier transform all the variables. Thus by the Ho¨lder inequality
‖I‖Lpx ≤
∫
R3
|(F−1m)(t, u, v)| ⋆ ‖fgh‖Lpxdtdudv
= ‖F−1m‖L1(R3)‖fgh‖Lp
≤ ‖F−1m‖L1(R3)‖f‖Lq‖g‖Lr‖h‖Ls ,
which was to be proved. 
3. The resonant system
In this section, we study the asymptotic system (1.7) in terms of its well-posedness and stabil-
ity properties. All these properties are directly inherited from those of the resonant system (1.6).
We also obtain some bounds on the growth of solutions in the S and S+ norms. In the case
d = 2, we point out the relation to the (CR) equation derived in [9] and recall some of its station-
ary solutions [9, 11]. These solutions will give us interesting dynamics for the limit system (1.7)
and hence for (1.5).
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3.1. Conserved quantities and well-posedness. The resonant system (1.6) is Hamiltonian
with an energy functional given by
Q[g] =
∑
n1,n2,n3,n4∈N0
n1−n2+n3=n4
∫
Rd
gn1gn2gn3gn4 dy (3.1)
under the standard symplectic structure on L2(Rd) given by ℑ ∫ f g¯ dy. By noticing that the
integral above vanishes unless n1 − n2 + n3 − n4 is even (since gk has the same parity as k), we
can rewrite Q as:
Q[g] =
2
π
∑
n1,n2,n3,n4∈N0
∫ π/4
−π/4
e2iλ(n1−n2+n3−n4)
∫
Rd
gn1gn2gn3gn4 dy dλ
=
2
π
∫ π/4
−π/4
∫
Rd
|eiλHg|4 dλ dy = 2
π
∥∥∥eiλHg∥∥∥4
L4λ,y([−π4 ,π4 ]×Rd)
.
Thus, the Hamiltonian of the resonant system is none other than the forth power of the L4
Strichartz nom associated with the trapped Schro¨dinger equation (i∂t +H)u = 0.
Next, we notice that the resonant system (1.6) conserves mass and kinetic energy given
respectively by:
M [g] :=
∫
Rd
|g(y)|2 dy; K.E.[g] =
∫
Rd
Hdg g¯ dx =
∑
p
λp‖gp‖2L2(Rd) = ‖g‖2H1y .
This follows from noticing that
∂t
(∑
p
a(p)‖gp‖2L2
)
=ℑ
∑
q−r+s=p
a(p)
∫
Rd
gqgrgsgp dy
=
1
4
ℑ
∑
q−r+s=p
(
a(q)− a(r) + a(s)− a(p)) ∫
Rd
gqgrgsgp dy
which vanishes if a(p) is an affine function. This conservation of H1y norm allows for the following
global well-posedness result
Lemma 3.1. Let 1 ≤ d ≤ 4. For any G(0) ∈ H1y(Rd), there exists a unique global solution
u ∈ C1(R : H1y(Rd)) of (1.6). In addition, higher regularity is preserved in the sense that if
G(0) ∈ Hsy(Rd), then the solution belongs to C1(R : Hsy(Rd)).
This result follows from the standard arguments combining the conservation laws with esti-
mate (3.3) below, which gives local well-posedness of (1.7) in all Sobolev spaces Hσ(Rd) for all
σ ≥ 1 and 1 ≤ d ≤ 4.
Lemma 3.2. Let T be defined by (1.6). For every function G1, G2 and G3 we have
‖T [G1, G2, G3]‖L2y . minτ∈S3 ‖Gτ(1)‖L2y‖Gτ(2)‖H1y‖Gτ(3)‖H1y , (3.2)
and consequently, for any σ ≥ 0,
‖T [G1, G2, G3]‖Hσy .
∑
τ∈S3
‖Gτ(1)‖Hσy ‖Gτ(2)‖H1y‖Gτ(3)‖H1y . (3.3)
NLS WITH HARMONIC POTENTIAL 17
Proof of Lemma 3.2. One can deduce (3.3) from (3.2) using Lemma 6.1.
We prove (3.2). We start by recalling the Strichartz estimates for the harmonic oscillator
(see [31] for a proof). A couple (q, r) ∈ [2,+∞]2 is called admissible if
2
q
+
d
r
=
d
2
and (d, q, r) 6= (2, 2,+∞),
and if one defines
Xs :=
⋂
(q,r) admissible
Lq
(
[0, T ] ;Ws,r(Rd)),
then for all T > 0 there exists C > 0 so that for all G ∈ Hs(Rd) we have
‖e−itHG‖Xs ≤ C‖G‖Hs(Rd). (3.4)
Now, let G0 ∈ L2(Rd), and define uj(t, y) = eitHdGj(y), then we have
〈T [G1, G2, G3], G0〉 = 1
π
∫ π
0
∫
Rd
u1(t, y)u2(t, y)u3(t, y)u0(t, y) dydt . (3.5)
By (3.4), we get that for d ≤ 4, ‖eitHdG‖L2
[0,π]
L4y
≤ C‖G‖L2y . Next, for d ≤ 4 we have the Sobolev
embedding W1,8/3(Rd) ⊂ L8(Rd), and by (3.4) we have
‖eitHdG‖L4
[0,π]
L8y
≤ C‖eitHdG‖
L4
[0,π]
W1,8/3y ≤ C‖G‖H1y .
Now from (3.5), Ho¨lder and the previous estimates we get∣∣〈T [G1, G2, G3], G0〉∣∣ ≤ C‖u0‖L∞
[0,π]
L2y
‖u1‖L2
[0,π]
L4y
‖u2‖L4
[0,π]
L8y
‖u3‖L4
[0,π]
L8y
≤ C‖G0‖L2y‖G1‖L2y‖G2‖H1y‖G3‖H1y ,
which was the claim. 
As a consequence of the above lemma, the corresponding estimates for the limit system follow
directly.
Corollary 3.3. Let R be defined by (2.6). Then for every function G1, G2 and G3 the following
estimates hold true
‖R[G1, G2, G3]‖L2x,y . minτ∈S3 ‖Gτ(1)‖L2x,y‖Gτ(2)‖Z‖Gτ(3)‖Z , (3.6)
‖R[G1, G2, G3]‖Z . ‖G1‖Z‖G2‖Z‖G3‖Z ,
‖R[G1, G2, G3]‖S . max
τ∈S3
‖Gτ(1)‖Z‖Gτ(2)‖Z‖Gτ(3)‖S . (3.7)
We are now able to state a result concerning the long time behaviour and the stability of the
asymptotic system (1.7). We refer to [18, Lemma 4.3] for the proof.
Lemma 3.4. The notation S⋆ stands either for S or S+.
(1) Assume that G0 ∈ S⋆ and that G evolves according to (1.7). Then, there holds that, for
t ≥ 1,
‖G(ln t)‖Z = ‖G0‖Z
‖G(ln t)‖S⋆ . (1 + |t|)δ′‖G0‖S⋆ .
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Besides, we may choose δ′ . ‖G0‖2Z .
(2) In addition, we have the following uniform continuity result: if A and B solve (1.7) and
satisfy
sup
0≤t≤T
{‖A(t)‖Z + ‖B(t)‖Z} ≤ θ
and
‖A(0) −B(0)‖S⋆ ≤ δ
then, there holds that, for 0 ≤ t ≤ T ,
‖A(t)−B(t)‖S⋆ ≤ δeCθ2t. (3.8)
3.2. Special dynamics of the resonant system. In view of Theorem 1.3, virtually any global
dynamic that can isolated for (1.6) can be transferred to (1.5). To transfer information from a
global solution f(t) of (1.6) to a solution of (1.7), all one needs to do is take an initial data of
the form
G0(x, y) = εϕˇ(x)f(0, y), ϕ ∈ S(R).
The solution G(t) to (1.7) with initial data G0 as above is given in Fourier space by
Ĝ(t, ξ, y) = εϕ(ξ)f(ε2ϕ2(ξ)t, y).
In particular, if ϕ = 1 on an open interval I, then Ĝ(t, ξ, y) = εf(ε2t, y) for all t ∈ R and ξ ∈ I.
3.3. Relation to the (CR) equation. When d = 2, the resonant system (1.6) is, up to
multiplicative constant, the (CR) equation derived in [9] and further studied in [11, 12]. The
(CR) equation (standing for continuous resonant) can be formally derived by starting with the
cubic nonlinear Schro¨dinger equation on a periodic box of size L and performing the following
two limits5:
(1) Small nonlinearity limit which amounts to reducing to the resonant dynamics of the
cubic NLS equation,
(2) Large-box limit (L→∞), also known as the infinite volume approximation.
More precisely, if one considers the equation{
i∂tv +∆v = ±|v|2v, x ∈ T2L = [0, L]× [0, L],
v(0, x) = εv0(x), ε≪ 1,
(3.9)
then in the regime 0 < ǫ < L−1−δ (for any δ > 0), the nonlinear dynamics of v̂(t,K) can be
approximated, over long nonlinear time scales, by g(t,K) where g(t, ξ) : Rt×R2ξ → C solves the
following equation:
i∂tg(t, ξ) =π
2T (g, g, g)(t, ξ), ξ ∈ R2,
T (g, g, g)(t, ξ) = 1
π2
∫
R
∫
R2
g(t, ξ + λz)g(t, ξ + λz + z⊥)g(t, ξ + z⊥) dz dλ.
(3.10)
For the cubic NLS equation on T2 (L = 2π), equation (3.10) can also be understood as the
equation of the high frequency envelopes (profiles) of the NLS solution (cf. [9, Theorem 1.2]).
The rigorous derivation and precise approximation results are contained in [9, Theorems 1.1, 1.2].
Equation (3.10) has several remarkable properties, of which we mention the following:
5These limits are motivated in by standard weak turbulence closures.
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(1) Hamiltonian structure: The equation (3.10) is Hamiltonian and derives from the func-
tional given by the L4t,x Strichartz norm on R
2
E(g) =
∫∫
R×R2
|eit∆R2g|4 dx dt.
(2) Invariance of the Fourier transform: in the sense that if g(t) is a solution of (3.10), then
so is ĝ(t) = FR2g(t).
(3) Invariance of harmonic oscillator eigenspaces: The equation (3.10) leaves invariant the
eigenspaces of the quantum-harmonic oscillator −∆+ |y|2.
(4) Stationary solutions: The equation (3.10) admits explicit stationary solutions at each
energy level of the harmonic oscillator eigenspaces. In particular, for all n ≥ 0, there
exists λn ∈ R such that g(t, y) = eiλnt(y1 ± iy2)ne− 12 |y|2 solves (3.10) explicitly.
(5) Quasi-periodic solutions with two frequencies: One can describe explicitly the dynam-
ics of the eigenspace E1 = Span{(y1 + iy2)e− 12 |y|2 , (y1 − iy2)e− 12 |y|2}. Actually, every
solution g of (3.10) can be written as
g(t, y) = c+e
iλ+t(y1 + iy2)e
− 1
2
|y|2 + c−eiλ−t(y1 − iy2)e− 12 |y|2 ,
with λ+ = −π4 (|c+|2 + 2|c−|2) and λ− = −π4 (2|c+|2 + |c−|2). Therefore, we can choose
the initial conditions such λ+/λ− = r for any r ∈]0, 1[ (cf. [11]).
Remark 3.5. The fact that the resonant system (1.6) is the same as (3.10) was observed in [11].
It is easily seen by noticing that the two systems have equal Hamiltonians (up to constants): recall
the definition (3.1), then
Q[g] =
2
π
∫ π/4
−π/4
∫
Rd
|eiλHg|4 dλ dy = 2
π
∫∫
R×R2
|eit∆R2 g|4 dx dt,
an identity that follows using the Lens Transform (4.9) and changing variable x → x√
1+4t2
,
t→ 12 arctan 2t.
Proof of Corollary 1.4. (1): Let g be a solution to (1.6) such that ‖∂tg‖L2(R2) −→ 0 when
t −→ +∞, then by the conservation of ‖g‖L2 we get that
E(g) = 〈i∂tg, g〉L2 −→ 0, when t −→ +∞,
then implies that g ≡ 0.
(2): It is a direct consequence of Theorem 1.3 and point (5) above. 
4. Structure of the nonlinearity
The purpose of this section is to extract the key effective interactions from the full nonlinearity
in (1.5). Our main result is the following
Proposition 4.1. Decompose the nonlinearity
N t[F,G,H] = π
t
R[F,G,H] + E t[F,G,H]
where R is given in (2.6). Assume that for T ∗ ≥ 1, F , G, H: R→ S satisfy
‖F‖XT∗ + ‖G‖XT∗ + ‖H‖XT∗ ≤ 1. (4.1)
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Then we can write
E t[F (t), G(t),H(t)] = E t1[F (t), G(t),H(t)] + E t2[F (t), G(t),H(t)],
and if for i = 1, 2 we note Ei(t) := E ti [F (t), G(t),H(t)] then the following estimates hold uniformly
in T ∗ ≥ 1,
sup
1≤T≤T ∗
T−δ‖
∫ T
T/2
Ei(t)dt‖S . 1, i = 1, 2,
sup
1≤t≤T ∗
(1 + |t|)1+δ‖E1(t)‖Z . 1,
sup
1≤t≤T ∗
(1 + |t|)1/10‖E3(t)‖S . 1,
where E2(t) = ∂tE3(t). Assuming in addition
‖F‖X+
T∗
+ ‖G‖X+
T∗
+ ‖H‖X+
T∗
≤ 1, (4.2)
we also have that
sup
1≤T≤T ∗
T−5δ‖
∫ T
T/2
Ei(t)dt‖S+ . 1, sup
1≤T≤T ∗
T 2δ‖
∫ T
T/2
Ei(t)dt‖S . 1, i = 1, 2.
Actually, in most applications of Proposition 4.1 one can take T ∗ = +∞. However, there
is one place where it is convenient to apply the result with T ∗ < +∞ : This is in Step 1 of
Section 5.2, where global existence of F is obtained thanks to a continuity argument (instead
of a fixed point in X+∞). It is there that the argument is non-perturbative and one has to profit
from a key cancellation.
4.1. The high frequency estimates. We start with an estimate bounding high frequencies
in x. It uses essentially the bilinear Strichartz estimates on R (see Lemma 4.3 and [5]).
Lemma 4.2. Assume that N ≥ 8. The following bounds hold uniformly in T ≥ 1
∥∥ ∑
A,B,C
max(A,B,C)≥T 16
N t[QAF,QBG,QCH]
∥∥
Z
. T−
201
200 ‖F‖S‖G‖S‖H‖S , ∀t ≥ T/4, (4.3)
∥∥∥ ∑
A,B,C
max(A,B,C)≥T 16
∫ T
T/2
N t[QAF (t), QBG(t), QCH(t)]dt
∥∥∥
S
.
. T−
1
50 ‖F‖XT ‖G‖XT ‖H‖XT , (4.4)
∥∥∥ ∑
A,B,C
max(A,B,C)≥T 16
∫ T
T/2
N t[QAF (t), QBG(t), QCH(t)]dt
∥∥∥
S+
.
. T−
1
50 ‖F‖X+T ‖G‖X+T ‖H‖X+T . (4.5)
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Proof. We prove (4.3). Let t ≥ T/4. By Lemma 2.2 and estimate (2.9) we only have to prove
‖
∑
A,B,C
max(A,B,C)≥T 16
N t[QAF,QBG,QCH]‖L2x,y . T−
21
20 ‖F‖S‖G‖S‖H‖S .
We proceed by duality. Let K ∈ L2x,y, then by (2.4)
〈
∑
A,B,C
max(A,B,C)≥T 16
N t[QAF,QBG,QCH],K〉L2x,y =
=
∑
A,B,C
max(A,B,C)≥T 16
∫
R1+d
eitD(QAF )eitD(QBG)eitD(QCH)eitDKdxdy. (4.6)
Next, by Sobolev (‖K‖L6x,y ≤ C‖K‖H5/3x,y since d+ 1 ≤ 5), one obtains∣∣ ∫
R1+d
eitD(QAF )eitD(QBG)eitD(QCH)eitDKdxdy
∣∣ .
. (ABC)−6−1/3‖QAF‖H8x,y‖QBG‖H8x,y‖QCH‖H8x,y‖K‖L2x,y ,
and by summing up in (4.6) we get the result.
We now turn to (4.4). Here we can follow the proof of [18, Lemma 3.2]. Denote by
med(A,B,C) the second largest dyadic number among (A,B,C) and define the set Λ of the
(A,B,C) such that med(A,B,C) ≤ T 16 /16 and max(A,B,C) ≥ T 16 . The case when (A,B,C) /∈
Λ is treated exactly as in [18], so we don’t reproduce the same argument.
We consider a decomposition
[T/4, 2T ] =
⋃
j∈J
Ij , Ij = [jT
9
10 , (j + 1)T
9
10 ] = [tj , tj+1], #J . T
1
10
and consider χ ∈ C∞c (R), χ ≥ 0 such that χ(x) = 0 if |x| ≥ 2 and∑
k∈Z
χ(x− k) ≡ 1.
Then observe that the left hand-side of (4.4) can be estimated by C(E1 + E2), where
E1 :=
∥∥∥∑
j∈J
∑
(A,B,C)∈Λ
∫ T
T/2
χ
( t
T
9
10
− j)·
·
(
N t[QAF (t), QBG(t), QCH(t)]−N t[QAF (tj), QBG(tj), QCH(tj)]
)
dt
∥∥∥
S
and
E2 :=
∥∥∥∑
j∈J
∑
(A,B,C)∈Λ
∫ T
T/2
χ
( t
T
9
10
− j)N t[QAF (tj), QBG(tj), QCH(tj)]dt∥∥∥
S
.
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The term E1 is estimated as in [18, Lemma 3.2], and gives the expected contribution. For E2
we write
E2 ≤
∑
j∈J
∑
(A,B,C)∈Λ
EA,B,C2,J ,
with ∥∥∥ ∫ T
T/2
χ
( t
T
9
10
− j)N t[QAF a(tj), QBF b(tj), QCF c(tj)]dt ∥∥∥
S
.
By Lemma 6.1, we only have to estimate∥∥∥ ∫ T
T/2
χ
( t
T
9
10
− j)N t[QAF a(tj), QBF b(tj), QCF c(tj)]dt ∥∥∥
L2x,y
,
and this will be done by duality. Let K ∈ L2x,y, we consider
IK = 〈K,
∫ T
T/2
χ
( t
T
9
10
− j)N t[QAF a(tj), QBF b(tj), QCF c(tj)]dt〉L2x,y×L2x,y
=
∫ T
T/2
∫
Rd+1
χ
( t
T
9
10
− j)eitD(QAF a)eitD(QBF b)eitD(QCF c)eitDKdxdydt,
where we may assume that K = QDK, D ≃ max(A,B,C). Using Lemma 4.4, we can estimate
IK . D
−1 min
σ∈S3
‖Qσ(A)F σ(a)‖L2x,y‖Qσ(B)F σ(B)‖S‖Qσ(C)F σ(c)‖S .
The proof of (4.5) is similar. 
Let us recall the following result proved in [5]. We also reproduce the proof for the reader’s
convenience.
Lemma 4.3. Denote by Qλ the frequency localization in x and assume that λ ≥ 10µ ≥ 1. Then,
for all f, g ∈ L2(R) we have the bound∥∥(eit∂xxQλf)(eit∂xxQµg)∥∥L2t,x(R×R) . λ− 12‖f‖L2x(R)‖g‖L2x(R). (4.7)
Proof. Define u(t) = eit∂xxf and v(t) = eit∂xxg and assume that Qλf = f and Qµg = g. We
proceed by duality. Let F ∈ L2(R2), then by Parseval
〈uv, F 〉L2t,x =
∫
R2
uvFdxdt =
∫
R2
(û ⋆ v̂)(t, ξ)F̂ (t, ξ)dξdt,
where F̂ stands for the Fourier transform in x. Then if we denote by F˜ the Fourier transform
in (t, x) we get with Cauchy-Schwarz
〈uv, F 〉L2t,x =
∫
R3
e−it(ξ
2
1+ξ
2
2)f̂(ξ1)ĝ(ξ2)F̂ (t, ξ1 + ξ2)dξ1dξ2dt
=
∫
R2
f̂(ξ1)ĝ(ξ2)F˜ (−ξ21 − ξ22 , ξ1 + ξ2)dξ1dξ2
≤ ‖f‖L2(R)‖g‖L2(R)
( ∫
|ξ1|∼λ
|ξ2|≪λ
|F˜ (−ξ21 − ξ22 , ξ1 + ξ2)|2dξ1dξ2
)1/2
.
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Now we make the change of variables s = ξ1 + ξ2 and r = −ξ21 − ξ22 . The Jacobian of this
transformation is 2|ξ1 − ξ2| ∼ λ, hence
〈uv, F 〉L2t,x ≤ Cλ
−1/2‖f‖L2(R)‖g‖L2(R)‖F˜‖L2(R2),
which was the claim. 
Lemma 4.4. Denote by Qλ the frequency localization in x. Assume that λ ≥ 10µ ≥ 1 and that
u(t) = eitDu0, v(t) = eitDv0. Then for d ≤ 4 we have the bound
‖QλuQµv‖L2t,x,y(R×R1+d) . λ
− 1
2 min
(‖u0‖L2x,y(R1+d)‖v0‖L2xH3y , ‖v0‖L2x,y(R1+d)‖u0‖L2xH3y). (4.8)
Proof. Let A = ∪n∈ 1
2
Z[nπ − π8 , nπ + π8 ]. Then R = A ∪ (A+ π4 ). By time translation invariance
and the unitarity of the flow on L2x,y and L
2
xH3y, it is sufficient to prove (4.8) where the time
integration is taken over A. For that, we will resort to the Lens transform to reduce to the
corresponding problem with H replaced by −∆, for which the result is almost trivial.
Let f ∈ L2(Rd), and denote v(t, ·) = e−itHf and u(t, ·) = eit∆f . The lens transform gives
(see for instance [4, 35])
u(t, x) =
1
(1 + 4t2)d/4
v
(arctan(2t)
2
,
x√
1 + 4t2
)
e
i|x|2t
1+4t2 . (4.9)
This means that for t ∈ A, we have that(
eit∂xxe−itHQλφ
)(
eit∂xxe−itHQλψ
)
= (1 + tan2 2t)d/2
(
eit∂xxei
tan 2t
2
∆
RdQλφ(x,
√
1 + tan2 2t y)
)·
· (eit∂xxei tan 2t2 ∆RdQµψ(x,√1 + tan2 2t y))e−iy2 tan(2t).
Taking the L2(Rdy) norm in the previous equality, one gets:∥∥(eit∂xxe−itHQλφ)(eit∂xxe−itHQλψ)∥∥L2(Rdy)
= (1 + tan2 2t)d/4
∥∥(eit∂xxei tan 2t2 ∆RdQλφ(x, y))(eit∂xxei tan 2t2 ∆RdQµψ(x, y))∥∥L2(Rdy)
≤ 2d/4∥∥(eit∂xxei tan 2t2 ∆RdQλφ(x, y))(eit∂xxei tan 2t2 ∆RdQµψ(x, y))∥∥L2(Rdy)
where we used in the last inequality that t ∈ A. But, by Plancherel’s theorem∥∥(eit∂xxei tan 2t2 ∆RdQλφ(x, y))(eit∂xxei tan 2t2 ∆RdQµψ(x, y))∥∥L2(Rdy)
=
∥∥∥∥∥
∫
Rdη1
e−i
tan 2t
2
(|η1|2+|η−η1|2)eit∂xxFyQλφ(x, η1)eit∂xxFyQµψ(x, η − η1)dη1
∥∥∥∥∥
L2(Rdη)
≤
∥∥∥∥∥
∫
Rdη1
∣∣∣eit∂xxFyQλφ(x, η1)eit∂xxFyQµψ(x, η − η1)∣∣∣ dη1
∥∥∥∥∥
L2(Rdη)
.
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Taking L2t,x(A × R) and using Minkowski’s inequality and the 1D Strichartz estimate (4.7) we
arrive at ∥∥(eit∂xxei tan 2t2 ∆RdQλφ(x, y))(eit∂xxei tan 2t2 ∆RdQµψ(x, y))∥∥L2t,x,y(A×R×Rd)
≤ λ−1/2
∥∥∥∥∥
∫
Rdη1
‖Fyφ(x, η1)‖L2x(R)‖Fyψ(x, η − η1)‖L2x(R)dη1
∥∥∥∥∥
L2(Rdη)
. λ−1/2‖φ‖L2x,y‖ψ‖L2xH
d
2+1
y
. λ−1/2‖φ‖L2x,y‖ψ‖L2xH
d
2+1
y
,
which is the needed the result. Note that in the last inequality we used the fact that the Hd/2+1
norm controls the Euclidean Hd/2+1 norm. 
Recall that F =
∑
q≥0 Fq is the decomposition of F according to the eigenspaces of the
harmonic oscillator. Then given any trilinear operator I we define
Pω=0J[F,G,H] :=
∑
(p,q,r,s)∈Γ0
ΠpI[Fq , Gr,Hs],
and
Pω 6=0I[F,G,H] :=
∑
ω 6=0
∑
(p,q,r,s)∈Γω
ΠpI[Fq , Gr,Hs].
We then split the nonlinearity as follows:
N t[F,G,H] = N t0 [F,G,H] + N˜ t[F,G,H],
with
N t0 [F,G,H] := Pω=0N t[F,G,H], N˜ t[F,G,H] := Pω 6=0N t[F,G,H]. (4.10)
4.2. The fast oscillations: study of N˜ t. The main purpose of this subsection is to prove the
following:
Lemma 4.5. Let 1 ≤ T ≤ T ∗. Assume that F , G, H: R→ S satisfy (4.1) and
F = Q≤T 1/6F, G = Q≤T 1/6G, H = Q≤T 1/6H .
Then we can write
N˜ t[F (t), G(t),H(t)] = E˜ t1[F (t), G(t),H(t)] + E t2[F (t), G(t),H(t)],
and if we set E˜1(t) := E˜ t1[F (t), G(t),H(t)] and E2(t) := E t2[F (t), G(t),H(t)] then it holds that,
uniformly in 1 ≤ T ≤ T ∗,
T 1+2δ sup
T/4≤t≤T ∗
‖E˜1(t)‖S . 1, T 1/10 sup
T/4≤t≤T ∗
‖E3(t)‖S . 1,
where E2(t) = ∂tE3(t). Assuming in addition that (4.2) holds we have
T 1+2δ sup
T/4≤t≤T ∗
‖E˜1(t)‖S+ . 1, T 1/10 sup
T/4≤t≤T ∗
‖E3(t)‖S+ . 1.
The proof of this lemma follows the so-called “space-time” resonance approach [13].
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Proof. Set
F a = Q≤T 16 F
a, F b = Q≤T 16 F
b, F c = Q≤T 16 F
c.
Let us decompose N˜ t along the non-resonant level sets as follows:
FxN˜ t[F a, F b, F c](ξ, y) = Pω 6=0
(Ot1[F a, F b, F c](ξ, y) +Ot2[F a, F b, F c](ξ, y)),
where Pω 6=0 is the projector on the non resonant frequencies, and
Ot1[F a, F b, F c](ξ, y) :=
e−itHd
∫
R2
e2itηκ(1− ϕ(t 14 ηκ)) ̂eitHdF a(ξ − η) ̂eitHdF b(ξ − η − κ) ̂eitHdF c(ξ − κ)dηdκ, (4.11)
Ot2[F a, F b, F c](ξ, y) :=
e−itHd
∫
R2
e2itηκϕ(t
1
4 ηκ) ̂eitHdF a(ξ − η) ̂eitHdF b(ξ − η − κ) ̂eitHdF c(ξ − κ)dηdκ.
• Estimation of Ot2: Denote by
Ot2,ω[F a, F b, F c] :=
∑
(p,q,r,s)∈Γω
Πp
∫
R2
e2itηκϕ(t
1
4 ηκ)F̂ aq (ξ − η)F̂ br (ξ − η − κ)F̂ cs (ξ − κ)dηdκ,
then we can write
Pω 6=0Ot2[F a, F b, F c] =
∑
ω 6=0
e−iωtOt2,ω[F a, F b, F c]. (4.12)
Next observe that we have the following relation
e−itωOt2,ω[F a, F b, F c] = ∂t
(e−itω − 1
−iω O
t
2,ω[F
a, F b, F c]
)
+
e−itω − 1
iω
(
∂tOt2,ω
)
[F a, F b, F c]
+
e−itω − 1
iω
(
Ot2,ω[∂tF a, F b, F c] +Ot2,ω[F a, ∂tF b, F c] +Ot2,ω[F a, F b, ∂tF c]
)
, (4.13)
where(
∂tOt2,ω
)
[F a, F b, F c](ξ) :=
∑
(p,q,r,s)∈Γω
Πp
∫
R2
∂t
(
e2itηκϕ(t
1
4 ηκ)
)
F̂ aq (ξ−η)F̂ br (ξ−η−κ)F̂ cs (ξ−κ)dηdκ.
Now set
Ot,τ2 [F a, F b, F c](ξ) :=
e−iτHd
∫
R2
e2itηκϕ(t
1
4 ηκ) ̂eiτHdF a(ξ − η) ̂eiτHdF b(ξ − η − κ) ̂eiτHdF c(ξ − κ)dηdκ (4.14)
and(
∂tOt,τ2
)
[F a, F b, F c](ξ) :=
e−iτHd
∫
R2
∂t
(
e2itηκϕ(t
1
4 ηκ)
)
̂eiτHdF a(ξ − η) ̂eiτHdF b(ξ − η − κ) ̂eiτHdF c(ξ − κ)dηdκ.
26 ZAHER HANI AND LAURENT THOMANN
The reason for introducing those operators is the fact that for all t, τ and ω
e−iωτOt2,ω[F a, F b, F c](ξ) =
=
∑
(p,q,r,s)∈Γω
Πpe
−iτHd
∫
R2
e2itηκϕ(t
1
4 ηκ) ̂eiτHdF aq (ξ − η) ̂eiτHdF br (ξ − η − κ) ̂eiτHdF cs (ξ − κ)dηdκ
=
∑
(p,q,r,s)∈Γω
ΠpOt,τ2 [F aq , F br , F cs ](ξ)
so that ∑
ω 6=0
e−iωτOt2,ω[F a, F b, F c] = Pω 6=0Ot,τ2 [F a, F b, F c].
Denote by [τ ] the integer part of the real number τ , then by (4.12) and (4.13)
Pω 6=0Ot2[F a, F b, F c] = −∂t
(FxE3)− Pω 6=0 ∫ t
2π[ t
2π
]
(
∂tOt,τ2
)
[F a, F b, F c]dτ
− Pω 6=0
∫ t
2π[ t
2π
]
(Ot,τ2 [∂tF a, F b, F c] +Ot,τ2 [F a, ∂tF b, F c] +Ot,τ2 [F a, F b, ∂tF c])dτ, (4.15)
where E3 is defined by
FxE3(ξ, y) :=
∑
ω 6=0
∑
(p,q,r,s)∈Γω
1− e−itω
iω
Ot2,ω[F aq , F br , F cs ](ξ, y)
=
∫ t
2π[ t
2π
]
∑
ω 6=0
∑
(p,q,r,s)∈Γω
e−iτωOt2,ω[F aq , F br , F cs ](ξ, y)dτ
=
∫ t
2π[ t
2π
]
Pω 6=0Ot,τ2 [F a, F b, F c](ξ, y)dτ. (4.16)
We now estimate the contribution of each term in (4.15).
⋆ We first consider the term FxE3. We can define the multliplier m which appears in the
definition of Ot2 by
m(η, κ) := ϕ(t1/4ηκ)ϕ((10T )−1/6η)ϕ((10T )−1/6κ).
It’s not hard to see (cf. [18, Remark 3.5]) that the following bound holds ‖Fηκm˜‖L1(R2) . t
δ
100 .
We now apply Lemma 2.3 below with (p, q, r, s) = (2, 2,∞,∞), f = e−it∂2xeisHdF σ(a), . . . and
we get for t ≥ T/4 and τ ∈ [2π[ t2π ], t]
‖Ot,τ2 [F a, F b, F c]‖L2ξ = ‖FξO
t,τ
2 [F
a, F b, F c]‖L2x
. (1 + |t|) δ100 min
σ∈S3
‖e−it∂2xeisHdF σ(a)‖L2x‖e−it∂
2
xeisHdF σ(b)‖L∞x ‖e−it∂
2
xeisHdF σ(c)‖L∞x .
Then we take the L2y-norm and by (2.11) we get
‖Ot,τ2 [F a, F b, F c]‖L2ξ,y . (1 + |t|)
−1+ δ
100 min
σ∈S3
‖F σ(a)‖L2x,y‖F σ(b)‖S‖F σ(c)‖S . (4.17)
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Next use that
∣∣t− 2π[ t2π ]∣∣ ≤ C to get∥∥FxE3∥∥L2ξ,y . (1 + |t|)−1+ δ100 minσ∈S3 ‖F σ(a)‖L2x,y‖F σ(b)‖S‖F σ(c)‖S , (4.18)
and the estimates in S and S+ norms follow from Lemma 6.1.
⋆ Since (1 + |t|)1/4(∂tOt,τ2 ) satisfies similar estimates as Ot,τ2 , the second term in the right
hand-side of (4.15) is acceptable.
⋆ The contribution of the terms in the second line of (4.15) is estimated as in (4.17), and by
using the definition of the XT ∗ norm.
This ends the estimation of Ot2.
• Estimation of Ot1: Here we show that for |t| ≥ T/4
‖Ot1[F a, F b, F c]‖L2ξ,y . T
− 201
200 min
σ∈S3
‖F σ(a)‖L2x,y‖F σ(b)‖S‖F σ(c)‖S .
It is enough to prove that
‖Ot1[F,G,H]‖L2ξ,y . T
− 201
200 ‖F‖L2x,y‖G‖S‖H‖S , (4.19)
since the other inequalities follow by symmetry and conjugation.
Then, observe that by Ot1 + Ot2 satisfies the estimate (2.10) (Lemma 2.3), and therefore we
also have the bound
‖Ot1[F,G,H]‖L2ξ,y . (1 + |t|)
δ
100 ‖eitDF‖L2x,y‖eitDG‖L∞x,y‖eitDH‖L∞x,y . (4.20)
We first decompose
G = Gc +Gf , H = Hc +Hf , Gc(x) = ϕ(
x
T
3
4
)G(x), Hc(x) = ϕ(
x
T
3
4
)H(x).
Arguing as in (2.12) but using instead the inequality (2.8) in the general case, one obtains that∥∥eitDF∥∥
L∞x,y
. |t|− 12∥∥F∥∥1− 12α
L2xHNy
∥∥|x|αF∥∥ 12α
L2x,y
, for all
1
2
< α ≤ 1. (4.21)
We apply this estimate to F and xF and get that∥∥eitDF∥∥
L∞x,y
. R−β|t|− 12∥∥F∥∥
S
, if F is supported on |x| ≥ R∥∥eitDxF∥∥
L∞x,y
. R1−γ |t|− 12∥∥F∥∥
S
, if F is supported on |x| ≤ R
(4.22)
for all β, γ < 1/2. Fixing β = γ = 13 for concreteness, one obtains from (4.20) and the first
inequality in (4.22) that (4.19) is a consequence of the estimate
‖Ot1[F,Gc,Hc]‖L2ξ,y . T
− 101
100 ‖F‖L2x,y‖G‖S‖H‖S .
To prove this estimate, we integrate by parts in the κ integral in (4.11) to obtain:
Ot1[F,G,H](ξ, y) =
(2it)−1e−itHd
∫
R2
e2itηκη−1êitHdF (ξ − η)∂κ
[
(1− ϕ(t 14 ηκ))êitHdG(ξ − η − κ)êitHdH(ξ − κ)
]
dηdκ.
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The contribution of the term when the κ derivative falls on the multiplier is easy to bound.
So, suppose that the κ derivative falls on G. In this case, we note that on the support of
integration, we necessarily have |η| & t−1/4|κ|−1 & T− 512 . Thanks to (4.20), this allows to bound
the corresponding contribution as:
CT−
7
12
∥∥∥ ∫
R2
e2itηκ
(1− ϕ(T 512 η))
T
5
12 η
(1− ϕ(t 14 ηκ))·
· êitHdF (ξ − η) ̂eitHdxG(ξ − η − κ)êitHdH(ξ − κ)dηdκ
∥∥∥
L2ξ,y
.
. T−
7
12
+ δ
100 ‖F‖L2x,y‖eitDxG‖L∞x,y‖eitDH‖L∞x,y
. T−
13
12
+ δ
100 ‖F‖L2x,y‖G‖S‖H‖S ,
where the last estimate follows from (4.21) and the second line in (4.22).
The case when the κ derivative falls on H is similar. This finishes the estimation of Ot1
in (4.19).
• Conclusion of the proof of Lemma 4.5: Define E2 = ∂tE3, where E3 is given by (4.16).
Then by (4.18) it satisfies the conclusion of Lemma 4.5. The term E˜1 is then defined as the sum
of Ot1 and the remaining terms in (4.15), and by the previous estimates it satisfies the claim. 
4.3. The resonant part: study of N t0. The main contribution to N t comes from the resonant
part of the nonlinearity N t0 which was defined in (4.10) as
N t0[F,G,H] =
∑
(p,q,r,s)∈Γ0
ΠpN t[Fq, Gr,Hs].
It can also be written
N t0[F,G,H] =
1
π
∫ π
s=0
eit∂
2
x−isHd
(
e−it∂
2
x+isHdF · eit∂2x−isHdG · e−it∂2x+isHdH
)
ds, (4.23)
and this latter formulation will be convenient to exploit Strichartz estimates.
We have the following result
Lemma 4.6. Assume that N ≥ 7, let t ≥ 1 and denote by
‖F‖Z˜t := ‖F‖Z + (1 + |t|)−δ‖F‖S ,
then
‖N t0 [F a, F b, F c]‖S .(1 + |t|)−1 max
σ∈S3
‖F σ(a)‖Z˜t‖F σ(b)‖Z˜t‖F σ(c)‖S (4.24)
and
‖N t0 [F a, F b, F c]‖S+ .(1 + |t|)−1 max
σ∈S3
‖F σ(a)‖Z˜t‖F σ(b)‖Z˜t‖F σ(c)‖S+
+ (1 + |t|)−1+2δ max
σ∈S3
‖F σ(a)‖Z˜t‖F σ(b)‖S‖F σ(c)‖S .
(4.25)
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Moreover, we have that∥∥N t0[F,G,H] − πtR[F,G,H]∥∥Z . (1 + |t|)−1−10δ‖F‖S‖G‖S‖H‖S , (4.26)∥∥N t0[F,G,H] − πtR[F,G,H]∥∥S . (1 + |t|)−1−20δ‖F‖S+‖G‖S+‖H‖S+ . (4.27)
Furthermore
‖R[F a, F b, F c]‖S .max
σ∈S3
‖F σ(a)‖Z˜t‖F σ(b)‖Z˜t‖F σ(c)‖S (4.28)
and
‖R[F a, F b, F c]‖S+ .max
σ∈S3
‖F σ(a)‖Z˜t‖F σ(b)‖Z˜t‖F σ(c)‖S+
+ (1 + |t|)2δ max
σ∈S3
‖F σ(a)‖Z˜t‖F σ(b)‖S‖F σ(c)‖S .
(4.29)
Proof. • We start with (4.24). By Lemma 6.1, it is sufficient to prove that
‖N t0 [F a, F b, F c]‖L2x,y . (1 + |t|)−1 minσ∈S3 ‖F
σ(a)‖L2x,y‖F σ(b)‖Z˜t‖F σ(c)‖Z˜t , (4.30)
and by symmetry, we only consider the case σ = id. Let G ∈ L2x,y, and denote by uj(t, x) =
e−it∂
2
xF j then by (4.23)
〈N t0 [F a, F b, F c], G〉L2x,y =
1
π
∫
x∈R
∫ π
s=0
∫
y∈Rd
(
eisHdua · e−isHdub · eisHduc
)
eit∂
2
x−isHdGdydsdx.
By Lemma 3.2∣∣∣ ∫ π
s=0
∫
y∈Rd
(
eisHdua · e−isHdub · eisHduc
)
eit∂
2
x−isHdGdyds
∣∣∣ ≤
≤ C‖e−it∂2xG‖L2y‖e−it∂
2
xF a‖L2y‖e−it∂
2
xF b‖H1y‖e−it∂
2
xF c‖H1y ,
which in turn implies by Cauchy-Schwarz∣∣〈N t0 [F a, F b, F c], G〉L2x,y ∣∣ ≤ C‖e−it∂2xG‖L2xL2y‖e−it∂2xF a‖L2xL2y‖e−it∂2xF b‖L∞x H1y‖e−it∂2xF c‖L∞x H1y
= C‖G‖L2xL2y‖F a‖L2xL2y‖e−it∂
2
xF b‖L∞x H1y‖e−it∂
2
xF c‖L∞x H1y .
We claim that
‖e−it∂2xF‖L∞x H1y ≤ C(1 + |t|)−1/2‖F‖Z˜t . (4.31)
Actually, one can prove that for N ≥ 7
‖e−it∂2xF‖L∞x H1y ≤ C〈t〉−1/2
(
‖F‖2Z + 〈t〉−
1
4
(‖xF‖2L2x,y + ‖F‖2HNx,y))1/2, (4.32)
which implies (4.31). We refer to [18, Lemma 7.3] for a proof of (4.32) in a similar context.
• The proof of (4.25) follows from (4.30), the second part of Lemma 6.1, and the fact that
‖xF‖Z . T−δ‖F‖S+ + T 2δ‖F‖S
whose elementary proof is given in [18, Estimate (3.31)].
• We now turn to the proof of (4.26) and (4.27). We first decompose
F = Fc + Ff , G = Gc +Gf , H = Hc +Hf
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where Fc = Fϕ(t
−1/4x) and Gc,Hc are similarly defined. We claim that the main contribution
to (4.26) and (4.27) comes from the “close” components Fc, Gc, and Hc. Indeed, we show that
∥∥N t0[F,G,H] −N t0 [Fc, Gc,Hc]∥∥Z + t−1∥∥R[F,G,H]−R[Fc, Gc,Hc]∥∥Z .
. (1 + |t|)− 3332 ‖F‖S‖G‖S‖H‖S (4.33)
and
∥∥N t0[F,G,H] −N t0 [Fc, Gc,Hc]∥∥S + t−1∥∥R[F,G,H] −R[Fc, Gc,Hc]∥∥S .
. (1 + |t|)− 3332 ‖F‖S+‖G‖S+‖H‖S+ . (4.34)
Estimate (4.33) follows from (2.9) and the following inequalities: Here G˜ denotes either G or
Gf and similarly for H˜.
‖N t0 [Ff , G˜, H˜]‖S + t−1‖R[Ff , G˜, H˜]‖S .(1 + |t|)−1‖F‖S‖G‖S‖H‖S
‖N t0 [Ff , G˜, H˜]‖L2x,y + t−1‖R[Ff , G˜, H˜]‖L2x,y .(1 + |t|)−1‖Ff‖L2‖G‖S‖H‖S
.(1 + |t|)−5/4‖F‖S‖G‖S‖H‖S .
These inequalities follow directly from (4.30), (3.6) and (3.7). Similarly, estimate (4.34) follows
from (4.24), (3.7), and the fact that ‖Ff‖S . t−1/4‖F‖S+ . The contribution of the terms
involving Gf and Hf is treated similarly.
As a consequence, (4.26) and (4.27) reduce to:
∥∥N t0[Fc, Gc,Hc]− πtR[Fc, Gc,Hc]∥∥Z .(1 + |t|)−1−10δ‖F‖S‖G‖S‖H‖S (4.35)∥∥N t0 [Fc, Gc,Hc]− πtR[Fc, Gc,H]c∥∥S .(1 + |t|)−1−20δ‖F‖S+‖G‖S+‖H‖S+ . (4.36)
For this, we will borrow the following lemma from [18, Lemma 3.10].
Lemma 4.7. Let t ≥ 1 and suppose that fa, f b, f c ∈ L2(R) are supported in the set {|x| ≤ t1/4}.
Then there holds that for any integer m
|ξ|m
∣∣∣∣∫
R2
e2itηκf̂a(ξ − η)f̂ b(ξ − η − κ)f̂ c(ξ − κ)dηdκ − π
t
f̂a(ξ)f̂ b(ξ)f̂ c(ξ)
∣∣∣∣ .
. t−
11
10 min
σ∈G3
‖fσ(a)‖Hm‖fσ(b)‖L2‖fσ(c)‖L2 .
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With this lemma in hand, we can proceed with the proof of (4.35) and (4.36). Again we
obtain the Z−norm estimate (4.35) using (2.9), (4.24), (3.7), and the fact that∥∥N t0 [Fc, Gc,Hc]− πtR[Fc, Gc,Hc]∥∥L2x,y
=
∥∥∥∥(2π)−1 ∫ π−π e−isH
[∫
R2
e2itηκêisHFc(ξ − η)êisHGc(ξ − η − κ)êisHHc(ξ − κ) dη dκ
−π
t
êisHFc(ξ)êisHGc(ξ)êisHHc(ξ)
]
ds
∥∥∥∥
L2ξ,y
.
. t−
11
10
∥∥∥∥∫ π−π ‖eisHFc(·, y)‖H2x‖eisHGc(·, y)‖L2x‖eisHHc(·, y)‖L2xds
∥∥∥∥
L2y
. t−
11
10 ‖F‖S‖G‖S‖H‖S .
Arguing as above and using (6.3) one also obtains (4.36).
• The estimates (4.28) and (4.4) are obtained in a similar way to (4.24) and (4.25). we do
not write the details.
This ends the proof of Lemma 4.6. 
4.4. Conclusion of the proof of Proposition 4.1. We decompose the nonlinearity as follows
N t[F,G,H] =
∑
A,B,C
max(A,B,C)≥T 16
N t[QAF,QBG,QCH] + N˜ t[Q≤T 16 F,Q≤T 16G,Q≤T 16H]+
+N t0[Q≤T 16 F,Q≤T 16G,Q≤T 16H] .
The first term above contributes to E1 by Lemma 4.2. The second term is the one studied in
Lemma 4.5, and can therefore be written as E˜1 + E2 with E˜1 giving an acceptable contribution
to E1. Now, decompose the third term as
N t0 [Q≤T 16 F,Q≤T 16G,Q≤T 16H] =
π
t
R[F,G,H]− π
t
∑
A,B,C
max(A,B,C)≥T 16
R[QAF,QBG,QCH]
+
(
N t0[Q≤T 16 F,Q≤T 16G,Q≤T 16H]−
π
t
R[Q≤T 16 F,Q≤T 16G,Q≤T 16H]
)
.
By using the first four estimates in Lemma 4.6, we check that the third term contributes to E1.
The second term is estimated as in Lemma 4.2. This finishes the proof of Proposition 4.1.
5. Proof of the main results
We give here the main lines of the proofs of Theorems 1.2 and 1.3. We do not give all the
details, since the argument is close to the corresponding results in [18].
32 ZAHER HANI AND LAURENT THOMANN
5.1. Modified wave operators. The next result implies Theorem 1.2
Theorem 5.1. There exists ε > 0 such that if U0 ∈ S+ satisfies
‖U0‖S+ ≤ ε,
and if G˜ is the solution of (1.7) with initial data U0, then there exists U a solution of (1.5) such
that e−itDU(t) ∈ C([0,+∞);S) and
‖e−itDU(t)− G˜(π ln t)‖S −→ 0 as t −→ +∞.
Proof. The proof is similar to the proof of [18, Theorem 5.1], and we refer to it for the details.
Set G(t) = G˜(π ln t), F (t) = e−itDU(t)−G(t) and define the mapping
Φ(F )(t) = i
∫ ∞
t
{
N σ[F +G,F +G,F +G]− π
σ
R[G,G,G]
}
dσ.
To prove Theorem 5.1 it is enough to find a fixed point for Φ in a suitable space. Actually,
using Proposition 4.1, we can show that for ε small enough, there exists ε1 such that Φ defines
a contraction on the complete metric space A defined by
A :=
{
F ∈ C1([1,+∞);S) : ‖F‖A ≤ ε1}
‖F‖A := sup
t≥1
{
(1 + |t|)δ‖F (t)‖S + (1 + |t|)2δ‖F (t)‖Z + (1 + |t|)1−δ‖∂tF (t)‖S
}
.
This defines e−itDU(t) for t ≥ 1, and this function can be continued for t ∈ [0, 1] in such a way
that e−itDU(t) ∈ C([0,+∞);S). 
5.2. Small data scattering. We now state a more precise version of Theorem 1.2 which is the
main result of this paper.
Theorem 5.2. Let U0 ∈ S+ such that ‖U0‖S+ ≤ ε and consider the corresponding solution U
of (1.5). Then if ε > 0 is small enough, there exists a solution G of (1.7) so that
‖e−itDU(t)−G(π ln t)‖S −→ 0 as t −→ +∞.
Proof. We can follow the proof of [18, Theorem 6.1], and we only give here the main steps.
Define F (t) = e−itDU(t).
Step 1: Let U0 ∈ S+ such that ‖U0‖S+ ≤ ε. Then if ε > 0 there is a global solution of (1.5)
which satisfies for all T > 0
‖F (t)‖X+T ≤ 2ε. (5.1)
There is no particular difficulty in obtaining this global existence result with small initial con-
dition. The proof essentially relies on a bootstrap (continuous induction) argument, using the
estimates of Proposition 4.1. However, it’s worth mentioning that it is at this point that our
argument is not simply perturbative as it essentially relies on the conservation of the Z−norm
of the limit system (1.6).
Observe however, that in order to get the bound of the Z−norm one uses the crucial cance-
lation 〈iFx
(R(F,F, F ))(ξ),Fx(F )(ξ)〉H1y×H1y = 0, for all ξ ∈ R.
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Step 2: Define Tn = e
n/π and Gn(t) = G˜n(π ln t), where G˜n solves (1.7) with Cauchy data
such that G˜n(n) = Gn(Tn) = F (Tn). With the information we have on the limit system, we can
prove that for all t ≥ Tn,
‖Gn(t)‖Z + (1 + |t|)−δ‖Gn(t)‖S + (1 + |t|)−5δ‖Gn(t)‖S+ + (1 + |t|)1−δ‖∂tGn(t)‖S . ε
uniformly in n ≥ 0.
Step 3: Set κ = δ/π. With Gronwall, we can prove that
sup
Tn≤t≤Tn+4
‖F (t) −Gn(t)‖S . ε3e−nκ. (5.2)
Step 4: In particular, the above implies that ‖Gn+1(Tn+1) − Gn(Tn)‖S . ε3e−nκ. Thanks
to (3.8) it easy to deduce that
‖G˜n(0)− G˜n+1(0)‖S . ε3e−nκ/2.
Observe here that one applies (3.8) with t replaced by ln t. This is crucial, and that’s why we
still have an exponentially decaying bound in the previous line.
Therefore, we see that {G˜n(0)}n is a Cauchy sequence in S and converges to an element
G0,∞ ∈ S which satisfies
‖G0,∞‖Z . ε, ‖G˜n(0)−G0,∞‖S . ε3e−nκ/2.
Denote by G∞(t) = G˜∞(π ln t) with G˜∞ the solution of (1.7) with initial data G˜∞(0) = G0,∞,
then by (3.8) we obtain
sup
[0,Tn+2]
‖G∞(t)−Gn(t)‖S . ε3e−nκ/4.
From this bound and (5.2) we deduce that
sup
Tn≤t≤Tn+1
‖G∞(t)− F (t)‖S . ε3e−nκ/4,
which shows that G∞ satisfies the result. 
5.3. Particular dynamics of NLS. We first state a result, which has its own interest and
which links the dynamics of (1.5) to the dynamics of the resonant Schro¨dinger equation (1.8).
Actually, we consider here the approximation of NLS with the nonlinearity N t0 instead of πtR.
Recall that N t0 is defined in (4.10), (4.23) and that we have
FxN t0 [F,G,H](ξ, y) =
∑
(p,q,r,s)∈Γ0
Πp
∫
R2
e2itηκF̂q(ξ − η, y)Ĝr(ξ − η − κ, y)Ĥs(ξ − κ, y)dηdκ
=
∫
R2
e2itηκT
(
F̂ (ξ − η, y), Ĝ(ξ − η − κ, y), Ĥ(ξ − κ, y)
)
dηdκ.
Consider the equation
i∂tW = N t0 [W,W,W ], (t, x) ∈ R× Rd. (5.3)
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Theorem 5.3. There exists ε > 0 such that if U0 ∈ S+ satisfies
‖U0‖S+ ≤ ε,
and if W is the solution of (5.3) with initial data U0, then there exists U a solution of (1.5)
such that e−itDU(t) ∈ C([0,+∞);S) and
‖e−itDU(t)−W (t)‖S −→ 0 as t −→ +∞.
Proof. Define F (t) = e−itDU(t)−W (t). Is it enough to show that the mapping
Φ(F )(t) = i
∫ ∞
t
{N σ[F +W,F +W,F +W ]−N t0[W,W,W ]}dσ,
defines a contraction in the space A. We can proceed as in Theorem 5.1 and with the estimates
of Lemma 4.6. We also refer to [18, Theorem 5.1] for the details. 
5.3.1. Proof of Proposition 1.5. Assume that κ0 = 1. For some ψ define
W (t, x, y) := e−itD
(
ψ(t, x)e2i(n+1)t(y1 + iy2)
ne−
|y|2
2
)
=
(
eit∂
2
xψ(t, x)
)
(y1 + iy2)
ne−
|y|2
2
:= f(t, x)gn(y).
• For the first point of the proposition, by Theorem 5.3, it is enough to check that W defined
above is solution to (5.3). Recall the definition (2.5) of It, then using the definition (1.6) of T
N t0 [W,W,W ] = It[f, f, f ]T [gn, gn, gn] = λngnIt[f, f, f ],
with λn = ‖gn‖4L4(R2)/‖gn‖2L2(R2) by (1.9). Now, the equation (5.3) is equivalent to i∂tf =
λnIt[f, f, f ], which also reads (i∂t − ∂2x)ψ = λn|ψ|2ψ, but this is the case by assumption.
• For the second point, we use that i∂tĜ = πt T [Ĝ, Ĝ, Ĝ] is satisfied iff i∂tf̂ = πλnt |f̂ |2f̂ , which
corresponds to (i∂t − ∂2x)ψ = πλnt F−1ξ→x
(|ψ̂|2ψ̂).
• Concerning the symmetry assumption : we use that gn(Rθy) = einθgn(y) and that ∆(U ◦
Rθ) = (∆U) ◦Rθ.
5.3.2. Proof of Proposition 1.6. We set g = g+. For ψ± which satisfy the system (1.13), we
define f± = eit∂
2
xψ±. Then by Theorem 5.3, it is enough to prove that f+g + f−g solves (5.3).
First, we claim that T [g, g, g] = 0. Actually, by definition (1.6) of T there exists a, b ∈ C such
that T [g, g, g] = ag + bg, because E1 = Span{g, g}. Then, taking the scalar product with g we
get a =
∫
gg3 = 0, and similarly b = 0. The same argument also gives T [g, g, g] = g/4 (for more
properties of T we refer to [11]).
Then by symmetry considerations, we get that (5.3) is equivalent to
i∂tf+ = λ1
(It(f+, f+, f+) + 2It(f+, f−, f−)),
and an analogous equation for f−, and this is the case if we use that f± = eit∂
2
xψ±.
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5.3.3. Proof of Proposition 1.7. Let 1 ≤ r(ξ) ≤ 2 be a smooth function and φ ∈ S(R). If
g(t, y) solves (3.10), then for all µ > 0, µg(µ2t, µy) also solves (3.10). As a consequence,
g(t, y, ξ) = r(ξ)e−|y|
2r2(ξ)/2eir
2(ξ)t/2 is solution to (3.10) and thus we get that
Ĝ(t, ξ, y) = ǫφ(ξ)r(ξ)e−y
2r2(ξ)/2eiǫ
2φ2(ξ)r2(ξ)t/2, (5.4)
is solution to (1.7). Therefore if ǫ > 0 is small enough, by Theorem 1.3 there exists U ∈
C([0,+∞);HN (R× R2)) to (1.5) so that
‖e−itDU(t)−G(π ln t)‖L2(R×R2) −→ 0.
We proceed by contradiction. By Parseval in x,
‖Ĝ(π ln t, ξ, y)− e−it(ξ2+H2)
n∑
j=1
ψ̂j(t, ξ)fj(t, y)‖L2(R×R2) =
= ‖G(π ln t, x, y)− e−itD
n∑
j=1
ψj(t, x)fj(t, y)‖L2(R×R2)
≤ ‖G(π ln t)− e−itDU(t)‖L2(R×R2) + ‖U(t) −
n∑
j=1
ψj(t)fj(t)‖L2(R×R2),
and we assume that there is a choice of ψj and fj so that the previous line tends to 0 when
t −→ +∞. But then by (5.4) we have∥∥ǫφ(ξ)r(ξ)e−y2r2(ξ)/2 − n∑
j=1
Φj(t, ξ)Fj(t, y)
∥∥
L2(R×R2) −→ 0,
with Φj(t, ξ) := e
−iǫ2φ2(ξ)r2(ξ)π ln t/2e−itξ
2
ψ̂j(t, ξ), Fj(t, y) := e
−itH2fj(t, y) and by assumption
‖Φj(t, ξ)‖L2(R), ‖Fj(t, y)‖L2(R2) . 1, uniformly in t ∈ R. Therefore, there exists a sequence
tk −→ +∞ such that for all 1 ≤ j ≤ n, Φj(tk, ξ) ⇀ Φ∞j (ξ) and Fj(tk, y) ⇀ F∞j (y). This is a
contradiction, since ǫφ(ξ)r(ξ)e−y2r2(ξ)/2 is clearly not a sum of separate variable functions.
6. Transfer Principle
The goal of this section is to present and prove a lemma that will allow us to transfer L2
estimates on operators into estimate in S and S+ norms. All the trilinear operators that appear
in this paper are of the form:
Tm[F,G,H](x, y) :=
= F−1x
∫∫
R2
m(ξ, η, κ)K[F̂ (ξ − η, ·), Ĝ(ξ − η − κ, ·), Ĥ(ξ − κ, ·)](y) dηdκ (6.1)
where K is a trilinear operator on functions from Rdy → C. Actually, we are in one of the
following cases
(1) Define the operator J for three functions f, g, h : Rdy → C as
J t[f, g, h] = e−itHd (e−itHd f e−itHdg e−itHdh) .
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Then in Lemmas 2.2 and 4.2 we estimate
N t[F,G,H](x, y) = F−1x
∫∫
R2
e2itηκJ t[F̂ (ξ − η, ·), Ĝ(ξ − η − κ, ·), Ĥ(ξ − κ, ·)](y) dηdκ.
(2) Recall that the operator R is defined in (1.7). Then in Lemma 4.6 we consider
N t0[F,G,H](x, y) = F−1x
∫∫
R2
e2itηκR[F̂ (ξ − η, ·), Ĝ(ξ − η − κ, ·), Ĥ(ξ − κ, ·)](y) dηdκ.
(3) We have to estimate the operators Ot1 and Ot,τ2 defined in (4.11) and (4.14) respectively.
(4) In Lemma 4.6 we have to estimate a difference of previous quantities.
We define a LP-family Q˜ = {Q˜A}A to be a family of operators (indexed by the dyadic integers)
of the form ̂˜
Q1f(ξ) = ϕ˜(ξ)f̂(ξ),
̂˜
QAf(ξ) = φ˜(
ξ
A
)f̂(ξ), A ≥ 2
for two smooth functions ϕ˜, φ˜ ∈ C∞c (R) with φ˜ ≡ 0 in a neighborhood of 0. We also define the
set of admissible transformations to be the family of operators {TB} where for any B,
TB = λBQ˜B , |λB | ≤ 1
for some LP-family Q˜.
Given a multiplier m(ξ, η, κ) and a subset Λ of 4-tuples of dyadic integers, we define a local-
ization of Tm as the operator:
TΛm[F,G,H] =
∑
(A,B,C,D)∈Λ
TATm[T
′
BF, T
′′
CG,T
′′′
DH]
where T, T ′, T ′′, and T ′′′ are admissible operators. It’s not hard to see that TΛm is also formally of
the type (6.1). Note that a localization is determined by the set Λ and the admissible operators
T, T ′, T ′′, T ′′′.
Finally, we say that a norm B is admissible if
(1) For any admissible transformation T = {TA}A, there holds that
‖
∑
A
TAF‖B . ‖F‖B.
(2) If Ξ = (∂y1 , . . . , ∂yd , y1, . . . , yd), α ∈ N2d0 is a multi-index, and ψ ∈ C∞c (R) then
‖Ξαψ(ν−2H)f‖B .ψ ν |α|‖f‖B.
All norms that we consider are admissible. In particular, the second point is a consequence
of the equivalence of norms (2.1) and Lemma 6.2.
As remarked in [18], we have the following Leibniz rule for It[f, g, h], namely
ZIt[f, g, h] = It[Zf, g, h] + It[f, Zg, h] + It[f, g, Zh], Z ∈ {ix, ∂x}. (6.2)
For Z = ∂x this follows from the fact that for all t ∈ R, [U(t), ∂x] = 0. When Z = ix, we use
the relation xU(t) = U(t)(x + 2it∂x). This implies that if m = m(η, κ) in (6.1) is independent
of ξ, then ZT[F,G,H] = T[ZF,G,H] + T[F,ZG,H] + T[F,G,ZH], for Z ∈ {ix, ∂x}.
One also has the relation Leibniz-type formula:
HR[F,G,H] = R[HF,G,H] −R[F,HG,H] +R[F,G,HH]. (6.3)
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Thanks to these relations, we are able to dispatch the derivatives in the tri-linear term.
Lemma 6.1. Let Tm be an operator as in (6.1) with m = m(η, κ) being independent of ξ. Let
Λ be a set of 4-tuples of dyadic integers and suppose that for all localizations of Tm to Λ, we
have
‖TΛm[F a, F b, F c]‖L2x,y ≤ K minσ∈S3 ‖F
σ(a)‖L2x,y‖F σ(b)‖B‖F σ(c)‖B
for some admissible norm B. Then, for any localization Tm at Λ,
‖TΛm[F a, F b, F c]‖S . K max
σ∈S3
‖F σ(a)‖S‖F σ(b)‖B‖F σ(c)‖B. (6.4)
Assume in addition that, for Y ∈ {x, (1 − ∂xx)4},
‖Y F‖B . θ1‖F‖S+ + θ2‖F‖S , (6.5)
then for all realizations of Tm at Λ,
‖TΛm[F a, F b, F c]‖S+ . K max
σ∈S3
‖F σ(a)‖S+
(‖F σ(b)‖B + θ1‖F σ(b)‖S)‖F σ(c)‖B
+ θ2K max
σ∈S3
‖F σ(a)‖S‖F σ(b)‖S‖F σ(c)‖B.
(6.6)
Proof. We start with (6.4):
Bound of the L2 component of the S norm: At first, we notice that if QA is a LP
family, then
[x,QA] = A
−1Q′A
where Q′A is another LP family. Obviously, TA = A
−1Q′A is an admissible transformation. As a
result, from (6.2) we have that:
xTΛm[F,G,H] =T
Λ
m[xF,G,H] + T
Λ
m[F, xG,H] + T
Λ
m[F,G, xH] + T
Λ
m[F,G,H] (6.7)
where TΛm appearing on the right-hand side above is a different localization of T
Λ
m. From this
the bound on the weighted component of the S norm follows.
Bound of the HN component of the S norm: Let PN denote the Littlewood-Paley
projection either the x−direction or y−direction. We can decompose
PMTΛm = PMTΛm,M,low + PMTΛm,M,high
where
TΛm,M,low := T
Λ
m[P≤MF,P≤MG,P≤MH]
and
TΛm,M,high := T
Λ
m[P≥2MF,G,H] + TΛm[P≤MF,P≥2MG,H] + TΛm[P≤MF,P≤MG,P≥2MH].
The bound on the contribution of TΛm,M,high is straightforward: For example, for the term
with P≥2NF , we have∑
M≥1
M2s
∥∥PMTΛm[P≥2MF,G,H]∥∥2L2x,y ≤ K2 ∑
M≥1
M2s‖P≥2MF‖2L2x,y‖G‖
2
B‖H‖2B
. K2‖F‖2Hs‖G‖2B‖H‖2B.
We now treat the contribution of the term TΛm,M,low. By (2.3) we can consider the localizations
in x and in y separately.
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• When PM = QM is the localization in the x−direction, one can bound the contribution of
TΛm,M,low as follows:
M s‖QMTΛm,M,low‖L2x,y . M−s
∥∥∂2sx QMTΛm,M,low∥∥L2x,y
= M−s
∥∥∂2sx QMTΛm[Q≤MF,Q≤MG,Q≤MH]∥∥L2x,y
. M−s
∑
a+b+c≤2s
∑
M1,M2,M3≤M
∥∥QMTΛm[∂axQM1F, ∂bxQM2G, ∂cxQM3H]∥∥L2x,y .
Assuming without loss of generality that M1 ≥ M2,M3 (the other cases being similar), we
can bound the above by
. K
∑
M1≤M
(
M1
M
)s
(M s1‖QM1F‖L2x,y)‖G‖B‖H‖B
which is square-summable in M by Schur’s test.
• The case when P is the Littlewood-Paley projection in the y−variable is a bit more tedious
and depends on whether the operator K in (6.1) is J or R. When J = R, we argue exactly as
above for P = QM thanks to the Leibniz-type rule:
HR[f, g, h] = R[Hf, g, h]−R[f,Hg, h] +R[f, g,Hh].
On the other hand, if K = J t, then using the Lemma 6.2 below we have:
M s‖PMTΛm,M,low‖L2x,y .M−s‖HsPMTΛm,M,low‖L2x,y
.M−s
∑
|α|+|β|+|γ|≤2s
∑
M1,M2,M3≤M
∥∥PMTΛm[ΞαPM1F,ΞβPM2G,ΞγPM3H]∥∥L2x,y
where Ξ = (∂y1 , . . . , ∂yd , y1, . . . , yd) and α, β, γ ∈ N2d0 are multi-indices.
Assuming again without loss of generality that M3 ≤ M2 ≤ M1 and using the fact that B is
admissible, we can bound the above sum by
. K
∑
M1≤M
(
M1
M
)s
(M s1‖PM1F‖L2x,y)‖G‖B‖H‖B,
which is square-summable in M .
Proof of (6.6): we first notice that ‖xF‖S can be bounded by the RHS of (6.6) by combin-
ing (6.7), (6.4), and (6.5). The part of the S+ norm involving (1 − ∂xx)4 can be bounded in a
similar fashion as above. This concludes the proof. 
Finally, we state an elementary commutation result (see also [1, Lemma 4.1] for more prop-
erties of these operators)
Lemma 6.2. For all t ∈ R and 1 ≤ j ≤ d
∂yje
itH = eitH
(
cos(2t)∂yj + i sin(2t)yj
)
, (6.8)
and
yje
itH = eitH
(
i sin(2t)∂yj + cos(2t)yj
)
. (6.9)
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Proof. For f ∈ S(Rd), denote by ϕ(t) = e−itH∂yjeitHf . We have [H, yj ] = −2∂yj and [H, ∂yj ] =
−2yj. Then
ϕ′(t) = 2ie−itHyjeitHf, ϕ′′(t) = −4e−itH∂yjeitHf = −4ϕ(t).
By solving the differential equation, we get (6.8), and by computing ϕ′, we get (6.9). 
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