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ABSTRACT
We examine the effects of dark energy dynamics and spatial curvature on cosmic reion-
ization by studying reionization in tilted spatially-flat and untilted non-flat XCDM and
φCDM dynamical dark energy inflation models that best fit the Planck 2015 cosmic
microwave background (CMB) anisotropy and a large compilation of non-CMB data.
We carry out a detailed statistical study, based on a principal component analysis and
a Markov chain Monte Carlo analysis of a compilation of lower-redshift reionization
data, to estimate the uncertainties in the cosmological model reionization histories.
We find that, irrespective of the nature of dark energy, there are significant differ-
ences between the reionization histories of the spatially-flat and non-flat models. Al-
though both the flat and non-flat models can accurately match the low-redshift (z . 6)
reionization observations, there is a clear discrepancy between high-redshift (z > 7)
Lyman-α emitter data and the predictions from non-flat models. This is solely due to
the fact that the non-flat models have a significantly larger electron scattering optical
depth, τel, compared to the flat models, which requires an extended and much earlier
reionization scenario supported by more high-redshift ionizing sources in the non-flat
models. Non-flat models also require strong redshift evolution in the photon escape
fraction, that can become unrealistically high (& 1) at some redshifts. However, τel is
about 0.9-σ lower in the tilted flat ΛCDM model when the new Planck 2018 data are
used and this reduction will partially alleviate the tension between the non-flat model
predictions and the data.
Key words: galaxies: high-redshift – intergalactic medium – cosmology: dark ages,
reionization, first stars – large-scale structure of Universe – dark energy – inflation.
1 INTRODUCTION
Assuming that general relativity governs cosmological evolu-
tion, a number of different measurements indicate that about
70% of the current cosmological energy budget comes from
dark energy, a hypothetical substance responsible for the
observed current accelerated cosmological expansion (e.g.
Alam et al. 2017; Farooq et al. 2017; Scolnic et al. 2018;
Planck Collaboration 2018, and references therein). The cos-
mological constant Λ is the simplest dark energy candidate,
at least from a general relativistic perspective, and the cos-
mological model based on it is known as ΛCDM (Peebles
1984). This now-standard model assumes flat spatial geom-
etry, with cold dark matter (CDM) being the second-largest
? E-mail: hisourav@gmail.com
(∼ 26%; Planck Collaboration 2018) contributor to the cur-
rent energy budget. The standard ΛCDM model is consis-
tent with many current observational constraints (for re-
views of Λ and ΛCDM see Ratra & Vogeley 2008; Martin
2012; Lukovic´ et al. 2018, and references therein). However,
current data cannot rule out slightly curved spatial hyper-
surfaces or mild dark energy dynamics. In this paper we
examine the effects on cosmic reionization of dark energy
dynamics and spatial curvature.
We use reionization observations to constrain the
XCDM ideal fluid dynamical dark energy parametrization,
as well as the physically complete φCDM dynamical dark
energy model in which dark energy is a scalar field (Peebles
& Ratra 1988; Ratra & Peebles 1988).1 There are a number
1 For discussions of the φCDM model see Samushia et al. (2007),
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of recent suggestions that spatially-flat dynamical dark en-
ergy models better fit current observational data than does
the standard spatially-flat ΛCDM model (see, e.g. Zhang
et al. 2017; Ooba et al. 2018a; Park & Ratra 2018a; Wang
et al. 2018; Park & Ratra 2018c; Sola et al. 2018; Zhang
et al. 2019). We also use reionization observations to con-
strain spatial curvature. There also are a number of recent
suggestions that current data are consistent with very mildly
closed dark energy models (Ooba et al. 2018b,d,c; Park &
Ratra 2017, 2018a,c,b).2
Recently Ooba et al. (2018b,c,d,a) and Park & Ratra
(2017, 2018a,c,b) have studied both tilted spatially-flat and
untilted non-flat ΛCDM, XCDM and φCDM inflation mod-
els (with physically-motivated power spectra for energy den-
sity spatial inhomogeneities) by using Planck 2015 CMB
anisotropy and other non-CMB data. They discovered that
the non-flat models predict a larger value of the reioniza-
tion optical depth parameter, τel, which may trigger a se-
rious complication in another important aspect of observa-
tional cosmology: the epoch of reionization (Loeb & Barkana
2001; Barkana & Loeb 2001; Fan et al. 2006a; Choudhury
& Ferrara 2006a; Choudhury 2009; Zaroubi 2013; Natarajan
& Yoshida 2014; Ferrara & Pandolfi 2014; Lidz 2016). Sig-
natures of reionization are believed to be imprinted in the
cosmic microwave background radiation, especially through
Thomson scattering of CMB photons with free electrons,
which can be quantified by measuring the value of τel. As-
suming a spatially-flat ΛCDM model, Planck Collaboration
(2018) recently estimated τel to be 0.054, which corresponds
to instantaneous reionization happening at a mean redshift
of ≈ 7.7. A lower optical depth is consistent with most ob-
servations of high-redshift quasars and also explains the ob-
served rapid decrease in Lyα emitters (LAEs) number den-
sities at z ∼ 7 (Mesinger et al. 2015; Choudhury et al. 2015).
In our earlier work (Mitra et al. 2018b; hereafter Pa-
per I), we explicitly showed that the reionization scenario
at early epochs is significantly different in the tilted flat
and untilted non-flat ΛCDM inflation models constrained by
Planck 2015 CMB data in combination with BAO measure-
ments (Ooba et al. 2018b). The larger value of τel for the non-
flat case can cause tension with recent estimates of distant
Lyα emitters. τel for the untilted non-flat XCDM and φCDM
inflation models have also been reported to be quite large
∼ 0.11−0.12 (Park & Ratra 2018a,c) and hence these models
also need to be investigated in light of observations related
to cosmic reionization. In this paper we extend our previ-
ous work by now considering dynamical dark energy (both
the tilted flat and the untilted non-flat XCDM and φCDM
inflation models) in data-constrained reionization models.
Constraints on the cosmological parameters and reionization
optical depths for these dynamical dark energy models are
Yashar et al. (2009), Samushia & Ratra (2010), Farooq & Ratra
(2013), Farooq et al. (2013), Avsajanishvili et al. (2015), Sola`
et al. (2017), Zhai et al. (2017), Sangwan et al. (2018), Yang
et al. (2018), Singh et al. (2018), and Tosone et al. (2019).
2 For discussions of non-flat cosmological models and observa-
tional constraints on spatial curvature, see Witzemann et al.
(2018), Yu et al. (2018), Qi et al. (2019), Ryan et al. (2018),
Wei (2018), DES Collaboration (2018), Xu et al. (2018), Mukher-
jee et al. (2019), Akama & Kobayashi (2019), Sasaki & Suzuki
(2019), Zheng et al. (2019), and Ryan et al. (2019).
taken from the analyses of Park & Ratra (2018a,c). As far as
we are aware, this paper presents the first detailed statistical
analysis on reionization in time-varying dark energy models.
We also update our previous results for the tilted flat and
untilted non-flat ΛCDM inflation models by now using up-
dated constraints obtained from a much larger compilation
of non-CMB data by Park & Ratra (2017, 2018a).
Our paper is organized as follows. In Sec. 2 we summa-
rize the cosmological dynamics and the modeling of cosmic
reionization in different dark energy scenarios. We also dis-
cuss the statistical techniques and cosmic reionization data
used in this work. We present our results in Sec. 3 and sum-
marize the main findings of this paper in Sec. 4.
2 COSMOLOGICAL MODELS, ANALYSIS
METHOD, AND DATASETS
2.1 Cosmological models
We study three different pairs of dark energy inflation mod-
els, with the dark energy modelled as a cosmological con-
stant Λ (the ΛCDM models), or parametrized by an ideal
X-fluid with time-varying energy density ρX (the XCDM
parametrization), or modelled as a dynamical scalar field
φ (the φCDM model). For each dark energy case we sep-
arately consider the spatially-flat cosmological model and
the non-flat (closed) cosmological model that best fits the
cosmological data we compare these six models to.
For the ΛCDM model, the Friedmann equation for the
Hubble parameter as a function of redshift is3
H(z) = H0
√
Ωm(1 + z)3 +Ωk(1 + z)2 +ΩΛ (1)
where H0 is the Hubble constant, Ωm = Ωc + Ωb is the
present value of the non-relativistic matter density param-
eter (where Ωc and Ωb are the present values of the cold
dark and baryonic matter density parameters), Ωk is the
current value of the spatial curvature density parameter,
and ΩΛ is the cosmological constant density parameter. The
first model we consider is the standard spatially-flat ΛCDM
model (Peebles 1984) where Ωk = 0 and ΩΛ = 1−Ωm. In the
non-flat ΛCDM model Ωk = 1 −Ωm −ΩΛ , 0.
As yet there is no totally convincing observational evi-
dence for the dark energy density being time independent, so
here we also consider two dynamical dark energy parameter-
izations as alternatives to the constant dark energy density
of the ΛCDM model. The XCDM model is a widely-used,
but incomplete, parametrization of dynamical dark energy.
Here dark energy is modelled as an ideal fluid with energy
density and pressure related through the equation of state
ρX = wXpX and the equation of state parameter wX is neg-
ative with wX < −1/3 needed for accelerated cosmological
expansion. In this case the Friedmann equation is
H(z) = H0
√
Ωm(1 + z)3 +Ωk(1 + z)2 +ΩX(1 + z)3(1+wX ) (2)
where ΩX = 1 − Ωm − Ωk is the present value of the X-fluid
3 We do not display the photon and neutrino terms in this and
the other Friedmann equations that follow, but their effects are
accounted for in our computations. In particular we assume three
neutrino species with one being massive with mass mν = 0.06 eV.
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dark energy density parameter and we consider the flat case
with Ωk = 0 as well as the closed XCDM model with Ωk , 0.
When wX = −1 the XCDM parameterization reduces to the
physically-complete ΛCDM model with ΩX = ΩΛ.
Although the XCDM parametrization is a widely-used
dynamical dark energy parameterization, it does not pro-
vide a consistent picture for the evolution of energy density
spatial inhomogeneities.4 The simplest physically complete
dynamical dark energy model is the φCDM model (Peebles
& Ratra 1988; Ratra & Peebles 1988; Pavlov et al. 2013)
which is based on the evolution of a rolling scalar field φ
with an inverse-power-law potential energy density
V(φ) = 1
2
κm2pφ
−α (3)
where mp is the Planck mass and α is a positive constant
that determines the value of the coefficient κ (see Peebles &
Ratra 1988; Pavlov et al. 2013; Farooq et al. 2015). In the
φCDM model, the Hubble parameter evolves as
H(z) = H0
√
Ωm(1 + z)3 +Ωk(1 + z)2 +Ωφ(z, α) (4)
where the time-dependent scalar field dark energy density
parameter
Ωφ(z, α) = 1
6H02
[
Ûφ2 + κm2pφ−α
]
, (5)
where the overdot denotes the time derivative. Ωφ(z, α) is
computed from a numerical solution of the coupled nonlinear
scalar field and Friedmann equations of motion. We consider
both the closed φCDM model with Ωk , 0 as well as the
spatially-flat case with Ωk = 0. In the α = 0 limit the φCDM
model reduces to the ΛCDM model.
The primordial power spectra of energy density spatial
inhomogeneities in these models are determined by quan-
tum fluctuations during an early epoch of inflation. The
spatially-flat models assume an early epoch of tilted non-
slow-roll spatially-flat inflation (Lucchin & Matarrese 1985;
Ratra 1992, 1989) with primordial power spectrum
P(k) = As
(
k
k0
)ns
, (6)
where k is wavenumber, the pivot wavenumber k0 =
0.05 Mpc−1, and As and ns are the amplitude and spec-
tral index. The primordial power spectrum in the untilted
slow-roll non-flat inflation model (Gott 1982; Hawking 1984;
Ratra 1985) is (Ratra & Peebles 1995; Ratra 2017)
P(q) ∝ (q
2 − 4K)2
q(q2 − K) , (7)
where q is the non-flat space wavenumber and spatial cur-
vature K = −H20Ωk. In the closed, negative Ωk, case, normal
modes are labeled by qK−1/2 = 3, 4, 5, · · · , and the eigenvalue
of the spatial Laplacian ∝ −(q2 −K)/K ≡ −k¯2/K. P(q) is nor-
malized to As at the k0 pivot wavenumber. In the K = 0
spatially-flat limit P(q) reduces to the ns = 1 untilted spec-
trum.
As an aside, we note that the Planck non-flat model
4 Here, when computing the evolution of spatial inhomogeneities
in the XCDM parameterization, we arbitrarily assume that acous-
tic disturbances propagate at the speed of light.
analyses (Planck Collaboration 2016, 2018) are not based
on either of the above power spectra, instead they use
PPlanck(q) ∝
(q2 − 4K)2
q(q2 − K)
(
k¯
k0
)ns−1
, (8)
where in addition to the non-flat space wavenumber q, the
wavenumber k¯ is also used to define and tilt the non-flat
model P(q). The k¯ns−1 tilt factor in PPlanck(q) assumes that
tilt in non-flat space works somewhat as it does in flat space,
which seems unlikely since spatial curvature sets an addi-
tional length scale in non-flat space (i.e., in addition to the
Hubble length). It is not known if the power spectrum of
Eq. (8) can be the consequence of quantum fluctuations dur-
ing an early epoch of inflation. This power spectrum is phys-
ically sensible if K = 0 or if ns = 1, when it reduces to the
power spectra in Eqs. (6) and (7), both of which are conse-
quences of quantum fluctuations during inflation.
Constraints on cosmological parameters can be obtained
by performing a Monte-Carlo Markov chain (MCMC) anal-
ysis over the corresponding cosmological model parameter
space for a combination of CMB and non-CMB data. Build-
ing on the work of Ooba et al. (2018b), Park & Ratra
(2017) have analyzed the six-parameter tilted flat and un-
tilted non-flat ΛCDM inflation models with the power spec-
tra of Eqs. (6) and (7). The tilted flat model is convention-
ally parameterized by Ωbh2,Ωch2, θ, τel, As and ns while the
untilted non-flat model uses Ωk instead of ns. Here h is the
Hubble constant in units of 100 km s−1 Mpc−1 and θ is the
angular diameter distance as a multiple of the acoustic Hub-
ble radius at recombination. For these analyses, Park & Ra-
tra (2017) used Planck 2015 CMB anisotropy data (Planck
Collaboration 2016) and a number of non-CMB datasets.
Similar analyses have been performed for the seven parame-
ter XCDM (Park & Ratra 2018a) and φCDM (Park & Ratra
2018c) dynamical dark energy inflation models, with wX and
α, respectively, being the seventh parameter. In this paper
we used their results to constrain reionization scenarios in
the six cosmological models, tilted spatially-flat or untilted
non-flat, and with constant or dynamical dark energy den-
sity.
We note that unlike the Planck 2015 and 2018 analyses
of a seven parameter tilted non-flat ΛCDM model with the
power spectrum of Eq. (8) that favors flat geometry (Planck
Collaboration 2016, 2018), an analysis of the six parame-
ter untilted non-flat ΛCDM inflation model with the power
spectrum of Eq. (7) favors a very mildly closed model at
more than 5-σ (Park & Ratra 2017).
In the spatially-flat case, Ooba et al. (2018a) found that
the best-fit seven parameter tilted flat XCDM and φCDM
inflation models had a slightly lower χ2 than the best-fit six
parameter tilted flat ΛCDM model. This was confirmed by
Park & Ratra (2018a), Park & Ratra (2018c), and Sola et al.
(2018). However, in both best-fit models, dark energy was
not inconsistent with a cosmological constant. In all three
best-fit untilted non-flat cases, χ2 is an additive factor of
10—20 larger (depending on data combination used) than in
the best-fit six parameter tilted flat ΛCDM model. However,
the six parameter tilted flat ΛCDM model does not nest
inside any of the three untilted non-flat models and so it is
not possible to turn these χ2 differences into goodness-of-fit
probabilities.
In Table 1 we have listed the best-fit mean values of
MNRAS 000, 1–12 (0000)
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cosmological parameters for the flat and non-flat ΛCDM,
XCDM and φCDM models (i.e. six different cases) as ob-
tained from MCMC analyses using Planck 2015 TT+ lowP
+ lensing CMB anisotropy (Planck Collaboration 2016) and
SNIa, BAO, H(z), and growth rate f (z)σ8(z) data. For de-
tailed discussions of the method of analyses and the data
used, see Ooba et al. (2018b,d,c,a) and Park & Ratra (2017,
2018a,c).
Note that, except for the reionization optical depth τel,
here we use only the mean values for all other cosmologi-
cal parameters and neglect their uncertainties. However, we
did a thorough check by considering the corresponding ±1-σ
errors around the mean value of each parameter at a time,
keeping the others fixed at their central values, and found
that ignoring the uncertainties or correlations between the
cosmological parameters does not make much of a differ-
ence in our final results. This is because of the fact that the
cosmic reionization model itself has many assumptions and
uncertainties, as we will soon see. Perhaps the most signif-
icant parameter related to reionization is the electron scat-
tering optical depth τel. Its mean values along with 68.3%
(1-σ) confidence limits (C.L.) for the six different models are
quoted in the bottom row of Table 1. We have used these
mean values and uncertainties in our analysis to constrain
reionization parameters. Since τel has the most significant
effect, we emphasize that the Planck 2018 (Planck Collabo-
ration 2018) estimate in the six parameter tilted flat ΛCDM
inflation model is τel = 0.054 ± 0.007, about 0.9-σ (of the
quadrature sum of the two error bars) lower than the corre-
sponding τel = 0.066 ± 0.012 (last row of the second column
of Table 1) used here.
Also note that, in order to compute the star forma-
tion history for dynamical dark energy models, one needs to
use appropriate values for the linear growth factor of dark
matter perturbations, D(z), and the rms mass fluctuation
σ(M), at mass scale M (Hamilton 2001; Mainini et al. 2003),
the latter being computed by integrating the corresponding
power spectrum P(k). In this paper both of these quantities
are computed from the best-fit parameter value results of
Park & Ratra (2018a,c).
2.2 Modeling cosmic reionization
We use a semi-analytical approach to model cosmic reion-
ization in order to constrain the various inflation scenarios
presented above. The main features of this model are based
on the work of Choudhury & Ferrara (2005, 2006b). We re-
fer the reader to these papers for a detailed description and
in what follows we summarize the procedure.
The IGM density field is assumed to have a lognormal
distribution at low densities and changes to a power-law
form at high densities (Choudhury & Ferrara 2005). The
model takes into account the inhomogeneities in the IGM
appropriately by adopting the method outlined in Miralda-
Escude´ et al. (2000) in which reionization is complete once
all the low-density regions are ionized. The denser regions
remain neutral for a longer time due to their high recombi-
nation rate (Choudhury 2009). The mean free path of ioniz-
ing photons is computed from the distribution of these high
density regions as (Choudhury & Ferrara 2006b)
λmfp(z) =
λ0
[1 − FV (z)]2/3
, (9)
where FV is the volume fraction of ionized regions and λ0 is
a normalization constant which we treat as a free parameter
in our model. The parameter λ0 is usually constrained from
the low-redshift observations on the number of Lyman limit
systems (LLS) per unit redshift range, dNLL/dz, which can
be computed in our model from the evolution of the mean
free path
dNLL
dz
=
c√
pi λmfp(z)H(z)(1 + z)
. (10)
Although there should be a dependence on how far a
ionizing source is from these regions, we do not take that
into account in this simplified model. Also, we assume that
the photons will be absorbed“locally”, right after being emit-
ted, which is a reasonable approximation for describing hy-
drogen reionization, particularly when z & 3 (Madau et al.
1999; Miralda-Escude´ et al. 2000; Choudhury 2009). More-
over, these approximations work quite well when studying
global properties of reionization and matching these against
the current data, which is what is considered in this work.
The thermal and ionization history of the universe is com-
puted self-consistently incorporating radiative feedback (UV
photons from stars could increase the minimum mass for
star-forming haloes in the ionized regions and hence could
influence the subsequent star formation history; Choudhury
& Ferrara 2005; Okamoto et al. 2008; Sobacchi & Mesinger
2013) in the model.
In this model, reionization is assumed to be driven by
two types of sources: (i) Pop II stars with a Salpeter IMF
in the mass range 1—100 M, and (ii) quasars. Although
at lower redshifts quasars have been considered as signifi-
cant ionizing sources, they have negligible contribution to
the UV ionizing background at z & 6 (D’Aloisio et al. 2017;
Mitra et al. 2018a; Hassan et al. 2018; but also see Madau &
Haardt 2015; Khaire et al. 2016 for QSO-driven reionization
models). The model incorporates the QSO contribution by
computing their ionizing emissivities based on the observed
luminosity functions at z < 6 (Hopkins et al. 2007). Note
that we do not consider here other sources of ionizing pho-
tons such as Pop III stars, exotic particles like decaying dark
matter candidates etc., as the current constraints on such ob-
jects make it improbable that they could reionize the IGM
by themselves (Zaroubi 2013). As there is only one type of
stellar population in our model, there is no need to include
a direct chemical feedback effect (stars expel metals into
the medium and change its chemical composition and that
affects subsequent star formation; Choudhury 2009) here.
However, such an effect can be indirectly incorporated in
our model by a method described in the next section.
The rate of ionizing photons produced from star-
forming haloes is computed from (Choudhury & Ferrara
2005; Choudhury 2009)
Ûnph = Nionnb
d fcoll
dt
. (11)
Here fcoll is the fraction of mass that has collapsed into halos,
computed using an appropriate halo mass function (Press &
Schechter 1974), nb is the total baryonic number density, and
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Parameter Tilted flat models Untilted non-flat models
ΛCDM XCDM φCDM ΛCDM XCDM φCDM
Ωbh
2 0.02232 0.02233 0.02238 0.02305 0.02305 0.02304
Ωch2 0.1177 0.1175 0.1168 0.1093 0.1092 0.1093
Ωk — — — −0.0083 −0.0069 −0.0063
h 0.6919 0.6806 0.6763 0.6801 0.6745 0.6736
σ8 0.8117 0.8103 0.8055 0.8121 0.8055 0.8051
ns 0.9692 0.9696 0.9715 — — —
wX — −0.994 — — −0.960 —
α — — < 0.22 — — < 0.31
τel 0.066 ± 0.012 0.068 ± 0.015 0.074 ± 0.014 0.112 ± 0.012 0.119 ± 0.012 0.122 ± 0.012
Table 1. Upper rows: Best-fit mean values of the cosmological parameters for tilted flat and untilted non-flat ΛCDM (from Park &
Ratra 2018a), XCDM (from Park & Ratra 2018a), and φCDM (from Park & Ratra 2018c) inflation models constrained using Planck
2015 TT + lowP + lensing CMB anisotropy and SNIa, BAO, H(z) and growth rate data. The uncertainties in these parameters have not
been considered in our analyses here. Bottom row: electron scattering optical depths, τel, for the corresponding model (mean and 68.3%
confidence limits), which we use in the present analysis to constrain reionization parameters.
Nion is the number of ionizing photons per baryon produced
by Pop II stars, which is often parametrized as (Choudhury
2009; Mitra et al. 2013, 2015)
Nion = ∗ fescNγ, (12)
where ∗ is the star-forming efficiency, fesc is the fraction of
UV photons escaping into the IGM, and Nγ is the specific
number of photons emitted per baryon in stars. Once Ûnph is
known, we can compute the photoionization rate (ΓPI) using
the relation
ΓPI(z) = (1 + z)3
∫ ∞
νHI
dν λmfp(z; ν) Ûnph(z; ν)σH (ν) (13)
where νHI is the threshold frequency for photoionization of
hydrogen and σH (ν) is the photoionization cross section.
2.3 Datasets, parameters, and the MCMC +
PCA method
It is very likely that the parameter Nion depends on halo
mass (M) and redshift (z) but, due to our limited under-
standing of complex star-formation physics, modeling it as
a function of M and z still remains as an unsettled issue (In-
oue et al. 2006; Sumida et al. 2018, but also see Park et al.
2019). However, it is possible to find Nion as a function of z
with help of a method called principal component analysis
or PCA. A brief description of this approach follows.
PCA is a robust and widely used technique to analyze
data by constructing a new set of eigenvectors (also known
as principal components) which are optimized to describe
noisy datasets by using the fewest number of components
but without losing significant information. It has been im-
plemented for the analysis of several astrophysical and cos-
mological systems, see Efstathiou & Bond (1999), Hu &
Holder (2003), Huterer & Starkman (2003), Leach (2006),
Mortonson & Hu (2008), Clarkson & Zunckel (2010), Ishida
& de Souza (2011), Bailey (2012), Guha Sarkar et al. (2012),
Regan & Munshi (2015), Miranda et al. (2015), and Mo-
hammed & Gnedin (2018) for discussions and references.
Following Mitra et al. (2011, 2012), we parametrize Nion as
an arbitrary function of z by a set of nbin discrete free pa-
rameters with redshift bin width ∆z = 0.2, and decompose
Nion(z) into its principal components
Nion(z) = Nfidion(z) +
nbin∑
k=1
mkSk (z). (14)
Here Sk (z), also known as the principal components, are
the eigenfunctions of the Fisher information matrix that ex-
presses the dependence of the observed datasets on Nion(z),
and mk are the expansion coefficients or amplitudes of the
principal components. The Fisher matrix is constructed as
(Mitra et al. 2011, 2012):
Fi j =
nobs∑
α=1
1
σ2α
∂Gthα
∂Nfidion(zi)
∂Gthα
∂Nfidion(zj )
, (15)
where Gα (α = 1, 2, . . . , nobs) represents the set of nobs num-
ber of observational data points (described below) with their
corresponding errors σα. Gthα is the theoretical value of Gα.
Nfidion(z) is the fiducial model at which the Fisher matrix is
computed and is chosen in such a way that it can produce
at least a reasonable match with all the observed data con-
sidered here at z < 6 and also leads to an acceptable τel for
different models. In our analysis here we have chosen a con-
stant Nfidion = 15 for all the flat models, whereas an evolving
Nfidion(z) at higher redshifts (z > 6) is assumed for the non-
flat models in order to achieve higher τel values for these.
We should emphasize here that, although our true or ac-
tual underlying Nion(z) is slightly different from the fiducial
model, the main conclusions of this work will hold true for
any choice of Nfidion(z) as long as it reasonably matches all the
observations.
The observational data (Gα) used here to construct the
Fisher matrix are:
(i) hydrogen photoionization rates ΓPI in the range 2.4 6
z 6 6 from Wyithe & Bolton (2011) and Becker & Bolton
(2013). These data points are based on observations of mean
opacity of the IGM to Lyα photons and the IGM tempera-
ture. Note that their computation of ionization rates some-
MNRAS 000, 1–12 (0000)
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what depends on the adopted cosmological and astrophysical
parameters, which we have accounted for in our work here.
(ii) distribution of Lyman limit systems (LLS) dNLL/dz
over a redshift range of 2 < z < 6 from the combined datasets
of Songaila & Cowie (2010) and Prochaska et al. (2010).
(iii) reionization optical depths τel as obtained from the
tilted flat and untilted non-flat ΛCDM (Park & Ratra
2018a), XCDM (Park & Ratra 2018a), and φCDM (Park &
Ratra 2018c) inflation models. We have listed these values
in the bottom row of Table 1. In our model, this quantity
is directly computed from the global average value of the
comoving free electron density, ne(z), as τel(z) = σT c
∫
dt ne
(with σT being the Thomson scattering cross section).
We emphasize that we keep all other cosmological parame-
ters, corresponding to the different models, at their best-fit
mean values, as listed in the upper rows of Table 1. Ide-
ally, one can include their uncertainties in the reionization
model and vary those as free parameters, but that would
require a more complicated analysis as well as significantly
more computational resources and so is beyond the scope
of this paper. Thus the uncertainties in reionization history
presented here are slightly smaller than they really are.
One crucial advantage of using the principal compo-
nent method instead of some other parameterization is that
most of the significant information is in the first few eigen-
modes associated with larger eigenvalues and these are the
most accurately measured modes with the smallest uncer-
tainties. This means that we can retain only the first few
terms, say up to M (where M < nbin), in the sum over k
in Eq. (14) and discard the other modes which are noisier
(having smaller eigenvalues) and contribute less to the re-
construction of Nion(z):
Nion(z) = Nfidion(z) +
M∑
k=1
mkSk (z). (16)
We have checked that in our case modes with M > 7 would
produce hopelessly large errors in the recovered quantities
and thus can be safely discarded. Once we have the optimal
number of eigenmodes, the next step is to employ a thor-
ough MCMC analysis5 over the parameter space of the cor-
responding PCA amplitudes (mk) and the mean free path
normalization constant (λ0) in order to get constraints on
Nion(z) and other quantities related to reionization history.
To achieve accurate results from the MCMC analyses, we
run enough separate parameter chains until the Gelman and
Rubin convergence statistics satisfies R − 1 < 0.01, where R
is the ratio of variance of parameters between chains to the
variance within each chain. The likelihood function we are
maximizing (corresponding to χ2-minimization) here is:
L ∝ exp
(
− χ
2
2
)
= exp
©­­«−
1
2
nobs∑
α=1
(
Gobsα − Gthα
)2
σ2α
ª®®¬ (17)
where Gobsα are the above-mentioned observational data
points i.e., Gα = {ΓPI, dNLL/dz, τel} and σα are their cor-
responding errors. Note that, here the mk = {m1, . . . ,mM }
5 To generate the chains of Monte Carlo samples, we have de-
veloped a code based on the publicly available CosmoMC package
(Lewis & Bridle 2002; http://cosmologist.info/cosmomc/).
(along with λ0) are the parameters we fit at the MCMC
stage. We can now describe our model by these coefficients
instead of the original parameter Nion(z) as they (mk) have
the crucial advantage of being uncorrelated.6 The Nion(z) and
other quantities, e.g., ΓPI(z), τel(z), neutral hydrogen fraction
xHI(z) etc., can then be obtained from marginalized posterior
distributions determined using the fitted parameters.
To avoid the inherent bias which might exist in any par-
ticular choice of M, we perform repeated MCMC analyses
for all the PCA amplitudes from M = 2 to M = 7 and com-
bine their errors together at the final stage (for details, see
Clarkson & Zunckel 2010; Mitra et al. 2012). We further im-
pose a model-independent prior on the neutral fraction xHI
of < 0.11 (< 0.09) at z = 5.9 (5.6), obtained from McGreer
et al. (2015), as upper limits at the Monte Carlo stage.
3 RESULTS AND DISCUSSION
3.1 Constraints on ΛCDM models
The MCMC results for the tilted flat and untilted non-flat
ΛCDM inflation models are shown in Fig. 1. The thick cen-
tral solid lines and dark shaded regions surrounding them
correspond to the mean values and 2-σ (95% C.L.) un-
certainty ranges, respectively, of different quantities related
to reionization history for the standard tilted flat ΛCDM
model. On the other hand, the thick central dashed lines
and light shaded regions represent the same for the untilted
non-flat ΛCDM model. The MCMC constraints on all these
quantities are much tighter for redshift z . 6, as most of the
reionization-related datasets considered in our analysis exist
only at these redshifts. However, evolution in the z > 6 region
essentially depends on the optical depth data (τel) alone, and
that’s why a weaker constraint is expected in this redshift
regime. The errors further decrease at z > 12 as the compo-
nents of the Fisher matrix are zero at higher redshifts due
to the fact that there exist no free electrons to contribute to
τel at that regime, and thus forcing the mean model to con-
verge towards the fiducial one. Also note that the evolution
is almost identical for the flat and non-flat cases at z . 6,
however, at earlier epochs their evolutionary histories dif-
fer considerably, as expected from the significantly different
values of optical depths in the two models.
The evolution of Nion(z) obtained from the MCMC
statistics is shown in Panel (a). We see that an almost con-
stant or non-evolving Nion is sufficient to explain the reion-
ization history in flat ΛCDM, whereas this quantity must
increase at z & 7 for the non-flat model. This is due to the
fact that, the value of τel is quite high (∼ 0.11) for this case,
and Nion has to evolve quite rapidly at higher redshifts to
match such a value. This hints that either chemical feedback
from Pop III stars and/or an evolving star-forming efficiency
or photon escape fraction or both play a significant role in
the non-flat ΛCDM model. We have shown the evolution
of ΓPI and dNLL/dz in Panels (b) and (c) respectively along
with their observed data (red points with error bars) that we
have included in our MCMC analysis. Clear non-monotonic
trends with redshift are also visible here for the non-flat case.
6 However, there could be a correlation between mk and λ0, but
that is irrelevant for the purpose of the study presented here.
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Figure 1. MCMC constraints on various quantities related to reionization obtained from the principal component analysis for tilted
flat and untilted non-flat ΛCDM inflation models that best fit the Planck 2015 TT + lowP + lensing and SNIa, BAO, H(z) and growth
rate data (Park & Ratra 2018a). The thick central lines along with surrounding shaded regions correspond to the best-fit models and
their 2-σ uncertainty ranges. The Panels show as a function of redshift: (a) number of ionizing photons in the IGM per baryon in stars,
(b) photoionization rates for hydrogen along with observed data from Wyithe & Bolton (2011) and Becker & Bolton (2013), (c) specific
number of Lyman-limit systems with the data points combined from Songaila & Cowie (2010) and Prochaska et al. (2010), (d) electron
scattering optical depths along with their values from Park & Ratra (2018a), (e) volume filling factor of ionized regions, and (f) global
neutral hydrogen fraction with various current observational limits. See the main text for references.
ΓPI is quite large at earlier epochs in this model compared to
that for the flat one, indicating a possibility of Pop III stars
being the major contributers of ionizing photons at those
epochs. As expected, the τel, shown in Panel (d), reasonably
match the current data points from the results of Park &
Ratra (2018a). However, its upper limits for both the flat
and non-flat models are found to be slightly higher than
their observed values, suggesting that a wide range of early
reionization models are still permitted by the data. Panel
(e) shows the evolution of volume filling factor of ionized
(HII) region, QHII(z) (defined as the fraction of IGM volume
that is filled up by ionized regions). From this plot one can
see that for the tilted flat ΛCDM model the mean growth of
QHII(z) is quite smooth and reionization is almost completed,
i.e. QHII(z) ∼ 1, around 6 . z . 9 (95% C.L.). On the other
hand the untilted non-flat model shows a much faster rise
at initial stages starting as early as z ≈ 14 and then gradu-
ally approaches towards the end-stage of reionization which
completes around 7 . z . 12 (95% C.L.). A more extended
reionization scenario is needed for the non-flat case so that
enough contribution to τel is acquired in order to match the
high value.
A similar conclusion can also be drawn from the evolu-
tion of the neutral hydrogen fraction xHI(z) in Panel (f). For
comparison, here we have shown various recent observational
limits on this quantity. The most important constraints at
the end-stage of cosmic reionization come from the Gunn-
Peterson optical depth data of high-redshift (z ≈ 5 − 6)
quasars measured by Fan et al. (2006b) (filled yellow cir-
cles). Measurements from the near zone of bright quasars by
Schroeder et al. (2013) and Bolton et al. (2011) are shown
in the figure by filled cyan diamonds. Constraints on the
neutral fraction from the damping wing analysis of high-
est redshift (z = 7.09 and 7.54) quasars by Greig et al.
(2017) and Davies et al. (2018) are also shown here by
the filled salmon circle and red hexagons respectively. Re-
cently, a more model-independent analysis by Greig et al.
(2019) on the z = 7.54 QSO recovers a slightly lower value
of xHI = 0.21+0.17−0.19 (1-σ error; shown by the filled blue square
in the figure) than that reported in Davies et al. (2018).
We show the constraints from observed GRB host galax-
ies at z ∼ 6.3 (Totani et al. 2006) and z ∼ 5.9 (Chornock
et al. 2013) by filled pink triangles. Apart from quasars and
GRBs, the high-redshift Lymanα emitters (LAEs) are also
a reliable probe for the epoch of reionization. In the plot, we
show them by filled black squares (Ota et al. 2008; Ouchi
et al. 2010), green squares (Schenker et al. 2014), and a
filled purple pentagon (Mason et al. 2018). Note that most of
the observational constraints at z & 7 are extremely model-
dependent and might get modified in the future, that’s why
we did not include those in our analysis.7 A more useful
constraint for us comes from a model-independent analysis
7 However, see our Paper I (Mitra et al. 2018b), where we did
a separate analysis that explicitly included one of the high-z xHI
constraints from LAEs.
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of high redshift (z ∼ 5.6 and 5.9) quasar spectra by Mc-
Greer et al. (2015) (open red triangles) which we impose in
our current MCMC analysis as priors. One can see that the
flat model can comfortably accommodate all these observa-
tional constraints on xHI, considering its 2-σ region, whereas
the non-flat model with larger τel value struggles to match
these limits. In fact, any reionization model that produces a
higher optical depth results in a smaller neutral fraction at
earlier times (see e.g., Robertson et al. 2013, 2015; Bouwens
et al. 2015; Mitra et al. 2015, 2018b). We note, however,
that the Planck 2018 τel value in the six parameter tilted
flat ΛCDM inflation model is about 0.9-σ lower than the
corresponding τel value we use here; accounting for this will
alleviate some of the discrepancy between the untilted non-
flat ΛCDM model predictions and the observations.
3.2 Constraints on dynamical dark energy models
We also perform a similar analysis for flat and non-flat
XCDM and φCDM dynamical dark energy inflation models
and these results are shown in Figs. 2 and 3 respectively. The
evolution of all the quantities in these models have been indi-
cated by dashed central lines with surrounding blue shaded
2-σ regions (for XCDM) and dot-dashed central lines with
surrounding green shaded 2-σ regions (for φCDM). For com-
parison, the ΛCDM models are shown by solid central lines
with surrounding gray shaded 2-σ regions.
The first thing to notice is that, irrespective of the na-
ture of dark energy, models with similar reionization optical
depths behave similarly. For all the flat models with rela-
tively lower τel (≈ 0.06—0.07), cosmic reionization can be
accomplished by a single stellar population (Pop II stars).
Although the mean evolution of Nion(z) shows a slight in-
crease at z & 6, a constant model is still permitted within
its 2-σ C.L. On the other hand, for all the non-flat models
with τel ≈ 0.11 − 0.12, reionization has to be driven by other
stellar populations, perhaps Pop III stars, at earlier epochs.
The corresponding τel data are shown in Panel (d) by the
colored points with error bars. As additional regions get ion-
ized, the combined action of chemical and radiative feedback
suppresses Pop III star formation and after that the Pop
II stellar population dominates the reionization process at
lower redshifts (z . 8). Such models indicate a much faster
evolution of QHII(z) at initial stages, and then gradually ap-
proach towards the end-stage of the epoch of reionization.
Unlike flat models, the non-flat ones hint at a much earlier
and more extended reionization scenario that is completed
around z ≈ 7. In fact, we find that higher the optical depth,
the more extended is the reionization process. Also, the neu-
tral hydrogen fraction obtained from the non-flat models is
much smaller at higher redshifts (z > 7) compared to the flat
cases, which makes these models likely to be disfavored by
most current high-redshift observations from distant QSOs,
GRBs and LAEs (see Panel (f) of Fig. 3). However, the
Planck 2018 reduction in τel in the six parameter tilted flat
ΛCDM inflation model by about 0.9-σ will somewhat help
reconcile the non-flat model predictions with these observa-
tions.
3.3 Evolution of the escape fraction
It is clear that all non-flat models, irrespective of the nature
of dark energy, predict very high Nion values and their strong
evolution with redshift. This prompts us to check whether
the escape fraction of ionizing photons from PopII stars for
such models becomes unrealistically high at some redshifts.
This quantity can be obtained by comparing the observed
evolution of the high-z galaxy UV Luminosity Function (LF)
with the predictions from our reionization models. There al-
ready exist many in-depth studies for this, see e.g., Samui
et al. (2007, 2009); Kulkarni & Choudhury (2011); Mitra
et al. (2013, 2015). We refer the reader to those for the de-
tailed methodology.
The basic idea is to compute the luminosity function
Φ(MAB, z), where MAB is the absolute AB magnitude, from
the luminosity at 1500 A˚ of a galaxy which in turn depends
on the star-forming efficiency ∗. We then vary ∗ as a free
parameter to match the observed LFs at redshifts z = 6−10.
Although not shown in the present paper, we find that a
roughly constant (∼ 4%; best-fit value) ∗ is needed for all
the flat and non-flat models considered here (see Fig. 2 of
Paper I; Mitra et al. 2018b). We can then get limits for
fesc at different redshifts from Eq. (12) using the MCMC
constraints already obtained on the evolution of Nion(z). Note
that we take the value of Nγ as ≈ 3200 which is appropriate
for the PopII Salpeter IMF assumed here.
The redshift evolution of fesc for different models are
shown in Fig. 4. The corresponding 2-σ uncertainties, in-
dicated by shaded regions in the plot, have been computed
using the quadrature method (Mitra et al. 2013). We find
that the best-fit fesc remains almost constant at ∼ 10 − 20%
for the whole redshift range in all the flat models (left panel).
On the other hand a strong redshift evolution of this quan-
tity is required for the non-flat models (right panel) – it can
increase by a factor of ∼ 7 from redshift 6 to 10. Moreover, if
we consider their 2-σ ranges, these non-flat models can lead
to an impractically high fesc (& 1) at redshifts z & 8. The sole
reason behind such trends is that the values of Nion for non-
flat models can become as high as ∼ 1000 around z ≈ 8 − 9,
considering their 2-σ limits (see panel (a) of Fig. 3), in or-
der to produce very high optical depths required for those
models. On the other hand, the upper limits (2-σ) of es-
cape fraction for the flat models having relatively lower τel,
can become at most 50% for all the redshift ranges consid-
ered here. Such one-to-one correspondence between strong
redshift evolution of fesc(z) and higher reionization optical
depths has also been reported earlier in many studies, see
e.g., Haardt & Madau (2012); Kuhlen & Faucher-Gigue`re
(2012); Mitra et al. (2013).
4 CONCLUDING REMARKS
We have presented detailed statistical analysis of reioniza-
tion in tilted flat and untilted non-flat ΛCDM, XCDM and
φCDM inflation models. The cosmological parameters for
these models are constrained by Planck 2015 TT + lowP +
lensing CMB anisotropy and SNIa, BAO, H(z), and growth
rate data, using physically motivated inflation power spectra
for energy density inhomogeneities (Park & Ratra 2018a,c).
For the non-flat models, these data prefer mildly closed
MNRAS 000, 1–12 (0000)
Reionization in dynamical dark energy models 9
Figure 2. Same as Fig. 1, but now showing the flat ΛCDM (solid central lines with surrounding gray shaded 2-σ regions), flat XCDM
(Park & Ratra 2018a; dashed central lines with surrounding blue shaded 2-σ regions), and flat φCDM (Park & Ratra 2018c; dot-dashed
central lines with surrounding green shaded 2-σ region) inflation models.
Figure 3. Same as Fig. 2, but now showing the constraints for the three non-flat inflation models.
models with Ωk ∼ −0.006 to −0.008. Although such mod-
els provide better fits to the observed low-` temperature
anisotropy C` ’s and weak-lensing σ8 estimates, they provide
worse fits to the observed higher-` temperature anisotropy
C` ’s and primordial deuterium abundances (Penton et al.
2018). These closed models also predict relatively higher
reionization optical depth values (τel ≈ 0.11—0.12) com-
pared to those obtained from the flat ones. This could lead to
a significantly different reionization scenario at higher red-
shifts z > 6 in the non-flat cases. To get constraints on reion-
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Figure 4. Redshift evolution of the escape fraction fesc(z) along with its 2-σ errors for all the flat (left panel) and non-flat (right panel)
models considered in this work. The red solid lines in both panels correspond to an escape fraction of unity.
ization parameters, we decompose, an unknown but yet a
very crucial quantity, Nion(z), the number of photons in the
IGM per baryon, into its principal components and perform
a thorough MCMC analysis on the PCA modes using joint
datasets of quasars and the corresponding τel for each model.
Our analysis method is quite similar to that presented in Pa-
per I (Mitra et al. 2018b).
Our main findings, in summary, are:
• We find that all six models behave very similarly in the
lower redshift region (z . 6) and can comfortably match all
available observational data here, whereas at earlier epochs
they differ significantly, as expected, due to the different
optical depth values of the models.
• All the non-flat models, irrespective of their nature of
dark energy, demand a strong redshift evolution in Nion(z)
at z > 6 in order to produce the higher τel values. This could
hint at the possibility of reionization driven by early stellar
sources like Pop III stars and/or a rapidly increasing star
formation efficiency and/or photon escape fraction. On the
other hand, a constant Nion is sufficient to explain reioniza-
tion in flat models.
• Models with higher optical depths result in a relatively
extended and early reionization completing around 7 . z .
13 (from 2-σ limits for QHII ∼ 1). Also, such models predict
a much lower neutral hydrogen fraction at higher redshifts
(z & 7). Such small values, e.g. < 0.2 at z ∼ 8, are clearly in
tension with most of the current observational limits from
distant Lyα emitters.
Another serious drawback of the non-flat models can
be seen from the evolution of the photon escape fraction
fesc(z). In Fig. 4, we have shown that models with very large
Nion at higher redshifts give rise to an unrealistically high
escape fraction at those redshifts. We find that fesc in the
non-flat models can become & 1 even at z & 8, considering
its 2-σ limits. Such unphysical values of fesc point to the
possibility of ruling out those models.8 On the other hand,
8 As noted above, the most recent Planck Collaboration (2018)
analyses result in τel values around 1-σ lower than the Planck
2015 values we have used here. The lower τel values will result in
lower fesc values than what we have derived here.
a constant escape fraction of ∼ 10 − 20% (best-fit) is ade-
quate for all the flat models. Note that, we did not include
the high-redshift (z > 7) observational bounds on xHI in our
current analysis as these are quite weak and largely model-
dependent in nature (Dayal et al. 2009; Bolton & Haehnelt
2013; Choudhury et al. 2015; Kakiichi et al. 2016; Wein-
berger et al. 2018). But even if we incorporate such data
in the model to discard some of the very early reionization
scenarios which are otherwise allowed in the non-flat cases,
the evolution of various reionization quantities can become
significantly non-monotonic, which is quite unphysical in na-
ture and thus should be disfavored. For detailed discussion
on this, we refer the reader to our Paper I (Mitra et al.
2018b).
It is now well recognized that the high-redshift LAE
data favor a late reionization (Mesinger et al. 2015; Choud-
hury et al. 2015) and the non-flat models having large τel
values clearly struggle to match these data. This raises the
possibility of ruling out such models in view of those current
observational limits. Unrealistic escape fractions also push
the non-flat models to the verge of being ruled out. We em-
phasize however that the lower Planck 2018 τel will alleviate
some of this tension; it remains to be established whether
this τel reduction can alleviate all of the tension.
On the other hand, all the flat models, irrespective of
the nature of dark energy, behave almost the same, making it
difficult to distinguish between them by using available data.
One has to rely on future observations of more high-redshift
quasars, LAEs, and possible detection of the redshifted 21-
cm signal from the epoch of reionization to resolve this issue,
and possibly establish or rule out dark energy dynamics.
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