Abstract. An algorithm for identi cation of unknown parameters of nonlinear heat conductivity equations is proposed. Solutions of equations observed with an error are input data of the algorithm. Finite dimensional approximations of input signals and their derivatives are used. The algorithm utilizes the idea of the direct minimization of the residual of equations written in an appropriate variational form. The convergence of the algorithm output to the set of all parameters compatible with the exact solution is proved. The paper is illustrated by computer simulations related to the identi cation of heat conductivity coe cients depending upon spatial variables and the temperature.
Introduction
This paper proposes an algorithm for identi cation of unknown parameters of nonlinear heat conductivity equations on the basis of solutions measured with an error. The main idea of the algorithm is related to the method of the direct minimization of the defect of equations. Such methods were considered in 1] for ordinary di erential equations. In 2] a method based on the direct solution of the original equation with respect to the unknown heat conductivity coe cient was proposed. An approach related to direct methods and based on stabilization theory was developed in 3].
The algorithm proposed in this paper seems to have extensions to nonlinear problems like those considered in 4, 5, 6] . Such an opportunity is discussed in the conclusion. Notation R is the set of real numbers. R n is the real n-dimensional Euclidean space.
h ; i is the scalar product in R n . j j denotes either the absolute value of a scalar or the Euclidean norm of a vector in R n . is an open and bounded subset of R n . @ is the boundary of . Q T is the cylinder (0; T). ( ; ) X is the scalar product of a Hilbert space X. k k X is the norm of a Hilbert space X. k k is the canonical norm of a linear operator.
Formulation of the problem
Consider the following nonlinear heat conductivity equation: u t ? div (k(x; u; (t))ru) = f; x 2 ; t 2 (0; T): (1) Here k(x; u; ) is the heat conductivity matrix de ned on R A, where A is a compact subset of a normed space (for example, of C( )). We assume that k is positive de nite, Lipschitzian in x; u, and continuous with respect to . The function ( ) : 0; T] ! A is considered as the unknown parameter, which is to be identi ed. Assume the homogeneous initial and boundary conditions u(x; 0) = 0; x 2 ; u(x; t) = 0; x 2 @ ; t 2 (0; T): De ne solutions of equation (1) 
Input data and approximation 
Let be a time step and f0 = t 0 < t 1 < ::: < t N+1 = Tg the equidistant partition of the interval 0; T] with the step . For functions v 2 L 2 (Q T ), we introduce an operator I de ned as follows:
(I v)(x; t) = 
This relation can be considered as the representation of the continuous functional de ned on the Hilbert space h via the inner product. Recall that the functions u " 1 ; u " 2 ; u " 3 , and f " are piece-wise constant w.r.t. t and, hence, the function t ! t; ;" is constant w.r.t. t on each interval t i ; t i+1 ); i 2 1; N.
For i 2 1; N and t 2 t i ; t i+1 ), we set " (t) i = arg min 2A Z (u " 1 t; ;" + k(x; u " 2 ; )u " 3 r t; ;" ? f " t; ;" )dx; (6) where t; ;" is de ned by (5) . Note that u " 1 ; u " 2 ; u " 3 and t; ;" belong to h . So we can apply the technique of the nite element method to solve the optimization problem (5), (6) . The following theorem is true. It is said that a sequence k 2 M converges to 2 M if for any function g 2 L 1 ((0; T); C(A)),
The set M endowed with the topology de ned by such a convergence is compact 9]. One can consider measurable functions t ! (t) as elements of M, setting the correspondence as follows: (t) $ (t) , where (t) is the Dirac measure concentrated at the point (t).
The following proposition is a simple consequence of Proposition 3 (we omit the proof). 
We identify functions " k ( ) with elements k 2 M. Without any loss of generality we may assume that " k ( ) (i.e., the correspondent k ) converge in M to some element . Then, using Propositions 4,5 and the de nition of " k ( ) (see (6)), we conclude that The equality to zero follows from (3). Therefore,
Consider a multivalued function de ned by the relation Q(t) = 
Denote P(t) = A nQ(t) and assume that (tjP (t)) > 0 for some t. 
Let ! i (x); i = 1; :::q, be a system of global form-functions of the spaces of linear nite elements corresponding to the equidistant partition 0 < x 1 < x 2 ::: < x q < 1 of the interval (0; 1). We assume that the exact solution u has the appropriate smoothness and use the approximations indicated in Remark 1. It is easily to verify that (6) Figure 1 shows the recovered functionk(u) in case of the absence of observation errors ( = 0). The di erence betweenk(u) and k(u) is less then 2 10 ?3 for all u belonging to the range of the exact solution u(t; x). Figure 2 shows the simulation in case of the presence of the uniformly distributed random error of the amplitude . Figure 3 depicts time evolution of the coe cients j in the presence of such an error and without errors. Figure 4 shows the recovered function. Figure 5 depict the di erence between the exact and recovered functions. Conclusion: Other types of equations Now we discuss brie y the possibility to extend the method proposed to more complicated problems. Let us look closer why this algorithm works in the case considered. The crucial point of the proof of Theorem 1 is Proposition 3. Some analysis shows that this proposition is valid due to the following property of the variational equation (2): The solution u, its derivatives, and test functions permit approximations such that the left-hand-side of (2) is continuous with respect to the parameter " of these approximations. For linear partial di erential equations, such a continuity follows from the continuity of the corresponding bilinear forms. For correctly stated nonlinear problems where the existence of solution can be proved, solutions posses some regularity that enables to construct approximations such that the variational functional is continuous with respect to parameters of these approximations.
As an illustration of these speculations, we consider a model describing phase transitions in shape memory alloys 5]. The equations of this model look in the variational form as follows: These equations determine the temperature and displacement u. Here S is the entropy, q and q are quasiconservative and dissipative parts of the stress. Consider, for example, the term S t . According to 5] we have S t = 00 0 ( ; ) t + 00 1 ( ; ) u 2 x t + 2 0 1 ( ; ) u x u xt ; where 0 and 1 are coe cients determining the Helmholtz free energy. We assume they depend on some tting parameter , and we are to nd on the basis of a given solution. It is shown in 5] that ; u x ; 2 L 1 (Q T ) and t ; u xt 2 L 2 (Q T ). Hence, if u 1 ! , u 2 ! u x ; u 3 ! t ; u 4 ! u xt ; u 5 ! in L 2 (Q T ) and ku 1 k L1(Q T ) ; ku 2 k L1(Q T ) 
