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1. INTRODUCTION 
Let 
Rf := f^(p, cr) := J,. f (s)b(p - CY s x) dx, PERI, ck E sn-’ (1) 
be the Radon transform of a function f(x) E L2(Ba), B, is the ball of radius a centered at the 
origin, f(x) = 0 for ]z] > a, S”-’ is the unit sphere in R”. 
Suppose that f(p, a) is known for all -a 5 p 5 a and cr E S+, where S+ C S”-’ is an open 
convex set. Note that j(p,o) = 0 for ]pJ > a, and that f(p, -o) = f(-p, (Y) so that f(p, cy) is 
known for jpl 2 a and cr E S+ U S_, S_ := -S+. Since f^(p, cr) = 0 for Ipj > a, one can assume 
that _f(p, a) is known in the cones K+ and K_, where K_ := -K+, 
Let K= K+UK_. 
1-t := {p, a : ff E St}. (2) 
The problem is: given f(p,a) in K, calculate f(z) assuming that f(x) = 0 for 1x1 > a, f(x) E 
L’(Ba)* 
2. FILTERED BACK PROJECTION METHOD 
If j(p, a) is given for all p and all Q E S +-l then a popular inversion method which allows 
one to calculate f(z) given f(p, a) is the FBP (filtered back-projection) method based on the 
well-known formula (see [l]): 
W@f=R#(w*Rf), W:=R%(p,a). 
Here 0 is the convolution in R”, * is the convolution in the p variable only, 
(3) 
R#w(p, a) := 
J 
W((Y . z, a) da, 
SJS&-L 
cu . z is the inner product of the vectors x and a. The operator R# is called back projection and 
the convolution is a filtering. This explains the name FBP. The function W is an approximate 
delta-function. 
Our aim is to derive formula (3) in the case when the data Rf is given not for all cr E S”-’ 
and p E R1 but for (p, a) E K only. The basic idea is similar to the idea in [2] (see also [3,4]). 
Namely, we denote 
/ 
O3 Fw := (27q1/2 W(P, a) exp(-iXp) dp (5) 
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the Fourier transform in the p -variable, the one-dimensional Fourier transform. Let us require 
that 
w(p, (Y) = 0 for (p, CY) $! K. (6) 
Then w* Rf can be calculated for all angles Q E S”-’ from the knowledge of Rf in the cone K: 
w*Rf = 
s-“, W(P - s, a)(Rf )(s, a) ds, Q E K 
0, a $! K. 
Let us choose kV~(z) such that 
WN(X) -+6(x) on B, as N *co (8) 
and such that (3) holds for w = WN, 
WN = R#wN. (9) 
Note that WN is no longer sn approximate delta-function for the whole R”, but only for the 
given compact B,, i.e., (8) means that 
fN(x) := J, WN (x - Y)f (Y) h - (10) 
(L 
If f E C(B,) th en convergence in (10) is in C(B,) norm. It is well-known [l, Theorem 11.1.41 
that 
3R#w = (27r)“-1/2X’-” [(Fw)(A, CY) + (Fw)(-X, -o)], 
where Q := k/X, A = IL], and 3 is the n-dimensional Fourier transform: 
(11) 
(3h)(k) := (27r)+/* J,. exp(-ix * k) h(z) dx. 
Note that Fw in (11) is the one-dimensional Fourier transform (5). Let 
where 
wN(x) := pN(1”12)3-1g , 3-‘glz=, = 1, 
~N(lxl*) = (&)n’2 (1- 5)” > 
3-1s = pry/* J g(k) exp(ik . x) dk. K+uK- 
(12) 
(13) 
(15) 
Assume that, with k = Xa, A = Ikl, a E P-l, 
g(k) = s(k a) = g(k -a) = d-k a), (16) 
g(&cy) = 0 for Aa 4 K, (17) 
]3-‘g] 5 c(l + ]x]*)-N-“‘2 ) m > n, (18) 
SO that WN(X) E L’(R”). If g(X, cr ) is sufficiently smooth in R” (being extended by 0 outside K) 
then (18) holds. 
One can check that R&Ix]*) is a delta-sequence on B, in the sense of (8), of (lO)(see, e.g.[2]). 
Thus WN(X) is a delta-sequence in the sense of (10). 
With A& being the Laplacian in k-variables, one has: 
(3WN)(k) = PN(-&) g(k). (19) 
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From (18) it follows that g E C2N(K) and o’g, 0 5 ljl 5 2N vanish on 6’K. From (9), (11) 
and (19) one obtains 
PN(-A,)g(k) = (27r)“-‘/2X’-” 
[W.W)or, a) + (FWv)(-A, -a)], A > 0. 
(20) 
If, for some g(t), 
then (20) implies 
(FW)(& a) = (FW)(--A, -a) = (FW)o(, -a) (21) 
U%V)(k a) = (a) (27r) 1-n’2 1 X In--l PN(-Ak)g(k), X E R1, (22) 
so that 
(Fzu~(p, CY) = (l/2)( 27r)-“i2 Jrn dXexp(iXp)IXJn-lPN(-Ak) g(X, a). 
-co 
(23) 
For what g(k) = g(X, CY) d oes the expression (22) have property (21)? 
CLAIM. If (16) holds then the function Fw defined by the right-hand side of (22) has prop- 
erty (21). 
To prove the claim note that A, = 1~ + Ae2A*, where A* is the angular part of the Laplack 
lx is a differential operator acting on A variable. It is sufficient to check the claim for the functions 
of the type Arg(h) b ecause PN(-AL) is a linear combination with constant coefficients of the 
operators AT. For m = 1 the claim is easy to prove: if (16) holds then 
Zxg(X,cr) = 1x9(& --a) = Ixg(--A, a) (24 
and 
Thus 
A*g(& CX) = A*g(& -0) = A*g(-A, a). (25) 
Ag(& c~) = Ag(& -a) = Ag(-A, a). (26) 
Repeating this argument one obtains 
Amg(X, r~) = Amg(X, -a) = Am+& a) (27) 
as claimed. 
Thus, with any g(E) = g(,!, a) which satisfies the conditions (16)-( 18) and the normalizing 
condition (13) one can construct the modified FBP method as follows: 
1) Calculate w~(p, (Y) by formula (23); 
2) Calculate WN * Rf by formula (7) with W&,(Y) in phCe of w(p,a); 
3) Calculate 
IN := R#(wN * Rf) (28) 
by formula (4) with WN * Rf in place of w(p, cr). 
Our argument proves the following result. 
THEOREM 1. The function IN defined in (28) has property (10). 
One can choose g(k), for example, as: 
g(k) = c exp(-X2) q(a) , c = const. > 0. (29) 
Here I is the function of Q constructed as follows. Let S1 c S+ be a strictly inner subset 
of S+ on S”-’ and S-1 = -Sl. Let Al = 1 in Sl US-I, q~(cy) = 0, for cy $! SI US-l. Let 
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a(o) be a mollification of vi(a) with a sufficiently small radius of mollification. Then ~(a) is 
infinitely smooth, ~(a) = ~(-a), conditions (16)-( 18) are satisfied and the constant c in (29) can 
be chosen so that the normalizing condition (13) holds. 
This completes the description of the FBP method modified in such a way that it becomes 
applicable to problems with incomplete data. 
REMARK 1. Additional information about convergence of f~(z) to f(z), and an error estimate: 
can be found in [2]. 
REMARK 2. Numerical difficulties in practical applications of the above method stem from the 
necessity to calculate the’ function PN(-Ab)g(X,a). Although g(x,a) can be chosen infinitely 
smooth, the function PN(-Ak)g(X, o) will oscillate and will take very large values ss N grows. 
REMARK 3. It is possible to look at the results obtained in this paper from a different point of 
view. Theorem 1 and the discussion after it show that there exists a sequence of functions WN 
such that 
WN + a(z) On B, aa N-+cro, 
WN = R#wN, wN(P, a> = 0 for (24 a) $! K. 
For example, one can take WN in the form (13)-(15), (29). C orrespondingly, WN will be of the 
form (23). It is clear that, in fact, there is a relatively large freedom of choice of functions WN, 
WN. Since the problem of incomplete Radon transform inversion is ill-posed, one must use this 
freedom in order to reduce the ill-posedness. This can be done, for example, by finding function 
WN ss the solution of the following optimization problem: 
(30) 
where c, 6 > 0, 
J (R%N)(+) fh = 1, (31) &. 
wN(p, a) = 0 for (P, a) 4 K, wN(p, a) = wN(-Pr a> = ‘uIN(P, -a)* 
Theorem 1 guarantees the existence of the solution to this problem for any c, 6 > 0. Note that 
from (30), (31) it follows that it is enough to know the function WN(p,o) only on the compact 
]p]<2a, oES+US_. 
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