ABSTRACT Incorporating measurements on correlated traits into genomic prediction models can increase prediction accuracy and selection gain. However, multi-trait genomic prediction models are complex and prone to overfitting which may result in a loss of prediction accuracy relative to single-trait genomic prediction.
INTRODUCTION

3
Genomic Selection (GS) aims to increase the speed and accuracy of Here we focus on the goal of predicting a single focal trait using 
155
The key difference between CV1 and CV2-style multi-trait pre-156 diction is that in the former, the secondary traits help refine esti- between the focal and secondary traits. This leads to either over-
173
or under-estimation of the prediction accuracy of our multi-trait 174 models. In realistic scenarios, this can lead users to select worse 175 models.
176
MATERIALS AND METHODS
177
We used a simulation study to explore conditions when naive cross-178 validation experiments as described above lead to sub-optimal 179 choices between single and multi-trait genomic prediction meth-180 ods. Our simulations were designed to mimic the process of using (1 − h 2 1 ) ρ R (1 − h 2 1 )(1 − h 2 2 ) each of the 500 simulations.
201
After creating the 803 simulated individuals, we randomly divided them into a training partition and a testing partition. We arranged the rows of Y so that the testing individuals were first, and correspondingly partitioned K into:
Here and below, the subscript n refers to the testing partition (i.e.
202
"new" individuals) and the subscript o refers to the training parti-203 tion (i.e. "old" individuals). We use the hat symbol (ˆ) to denote 204 parameter estimates or predictions.
205
We then fit single-and multi-trait linear mixed models to the 206 training data and used these model fits to predict the genetic values
207
for the focal trait (trait 1) in the testing partition.
208
Specifically, for the single-trait method we fit a univariate linear mixed model to the training data y o1 :
by Restricted Maximum Likelihood using the relmatlmer function of R package (Ziyatdinov et al. 2018 ) and extracted the BLUPsû o1 .
Note: an expanded version of these derivations are provided in the Appendix. We then calculated predicted genetic values for the testing partition u n1 as:
For the multi-trait model, we stacked the vectors of the two traits in the training dataset into the vector
and fit:
using the relmatLmer function, extracted estimatesμ = [μ 1 ,μ 2 ] ,
209Ĝ
,R, and BLUPsû o .
210
To make predictions of the genetic values for the focal trait in the testing partition in the CV1 case without use of y n2 , we calculated:û
which has the same form as for the single trait model, but the input
211
BLUPsû o1 are different.
212
To make predictions of the genetic values for the focal trait in the testing partition in the CV2 case, using the phenotypic observations of the secondary trait y n2 , we used a two step method. First, we estimatedû o above based on both traits in the training data. Then we combined these estimates with the observed phenotypes of the testing data to calculate genetic predictions for the testing data:
where 
280
When the heritability of the secondary trait was high, the improve- Figure 2A . This correction factor itself must 304 be estimated in real data, but when comparing models the same 305 value ofĥ 2 should be used for each model so that differences in 306 these estimates do not bias model selection.
307
In contrast, the estimated accuracy of the CV2-style multi-trait In contrast, when selecting between the single-trait and CV2-340 style multi-trait methods based on estimated accuracy using y n1 , 341 the differential bias in estimated accuracy between the two meth-342 ods frequently lead to sub-optimal model selection ( Figure 3B ).
343
With opposing genetic and non-genetic covariances between the 344 two traits, the better model was chosen < 10% of the time. In these 345 situations, using y n1 to select a prediction method will obscure 346 real opportunities to enhance prediction accuracy using multi-trait 347 prediction models. 
382
The parametric estimates of prediction accuracy for the 383 CV2 method were less biased than the cor(û 
n1 , y n1 )) from the CV2-style method by calculating an adjustment factor based on the theoretical bias relative to the true accuracy (cor(û (3) n1 , u n1 )). This is similar to the semi-parametric accuracy estimates presented by (Legarra and Reverter 2018), and the "correction" of accuracy estimates by 1/ √ h 2 used above to account for the difference in variance between y n1 and u n1 . As we derive in the Appendix, the difference between the true correlation from a CV2-style methods and its CV2 cross-validation estimate when a single secondary trait is used is:
var(û
with V c defined above and S = I − Clearly, the quality of this correction will depend on the accu-403 racy ofĝ 12 andr 12 as estimates of g 12 and r 12 . In Figure 5A , we where the parametric method fails (see Figure 4B) , and so may be 473 complimentary.
474
DISCUSSION
475
Our study highlights a potential pitfall in using cross-validation to 476 estimate the accuracy of multi-trait genomic prediction methods.
477
When secondary traits are used to aid in the prediction of focal 
491
The problematic bias in the cross-validation-based accuracy 
511
We note that the common strategy of two-step genome selection: 
532
We presented three partial solutions to this problem, spanning 533 from fully parametric to fully non-parametric.
534
The assumptions are not met.
566
As a third alternative, we proposed the CV2* cross-validation 567 method, a fully non-parametric approach for assessing CV2-style 
597
In our simulations, the semi-parametric approach was the most 598 reliable, and the fully parametric approach the least reliable. How-599 ever the fully parametric approach is always possible to implement 600 while our semi-parametric and non-parametric approaches may 601 not be possible depending on the prediction model used and the 602 structure of the experimental design.
603
CONCLUSIONS
604
We expect that multi-trait methods for genomic prediction carry Here, we derive the genomic predictionsû n1 given y for the three prediction models that we use in the main text, and then evaluate the 769 expected covariances between these predictions and the predictands u n1 and y n1 . We derive these relations for the more general situation 770 with p ≥ 1 "secondary" traits and a single "focal" trait.
771
We start with a phenotypic data matrix Y with n individuals and p + 1 traits, where the first trait (first column of Y) is the "focal" trait, and the other p traits are "secondary" traits. We first divide Y into a training partition ("old" individuals) and a testing partition ("new" individuals), and arrange them with the testing partition first, so we can partition
. We then work with stacked versions of these phenotype matrices:
Our genetic model for y is:
where G and R are genetic and phenotypic covariance matrices for the p + 1 traits, and K is the n × n genomic relationship matrix among the lines. For convenience below, we partition the following matrices as follows: We partition the trait vectors for the training individuals and covariance matrices between the "focal" (index 1) and "secondary traits" (index 2):
where scalars are normal text, vectors are bold-face lower case letters, and matrices are bold-face capital letters. Partitions for the testing individuals are similar. We also partition the genomic relationship matrix and its inverse between the training and testing individuals:
Derivation of genomic predictions
772
Single trait predictions For the single-trait prediction, we begin by estimatingĝ 11 ,r 11 andβ 1 by REML using only y o1 . The joint distribution of u n1 and y o1 is:
o1 (y o1 − X o1 β 1 ), so our prediction is:
To simplify, note that the joint distribution of u o1 and y o1 in the training data is:
o1 (y o1 − X o1β1 ). Rearranging and plugging this in above simplifies to:û
773
CV1-style multi-trait predictions For CV1-style multi-trait prediction, we begin by estimating G, R andβ by REML using y o . The joint distribution of u n1 and y o is:
, so our prediction is:
As above, to simplify this expression, we form the joint distribution of u o and y o in the training data as:
Rearranging and plugging this in above simplifies to:û
774
CV2-style multi-trait predictions For our CV2-style multi-trait prediction, we take a two-step approach. We first estimateû o from the training individuals and then supplement this with y n2 from the testing individuals. The joint distribution of u n1 , y n2 and u o is:
Conditional on a known value of u o from the training individuals, the distribution of
would be:
, which simplifies to:
. Now, conditioning on observed values of both u o from the training data and y n2 from the testing data, the expectation of u n1 would be:
Using this, we form our prediction as:
whereû o1 andû o2 are extracted from the calculation ofû o for the CV1-style prediction. Plugging in the solutions for these values expands to:
Expectations of prediction accuracy 777
Now, we evaluate the expected correlation between a random sample of pairs of elements from our three candidate predictions and the predictand y n1 . We compare these expected correlations with the expected "true" correlations with u n1 . Below, let var(x) denote the variance of a random sample from a random vector x; cov(x, y) and cor(x, y) denote the covariance and correlation between a random sample of pairs of elements from x and y; and Cov(x, y) denote the covariance matrix between vectors x and y. We use the following results: where tr(·) is the matrix trace, and µ x = 0 and/or µ y = 0. Therefore, the expected correlation between x and y is approximately:
.
Our goal with cross-validation is to estimate cor(û n1 , u n1 ). Since we do not know u n1 , we approximate the correlation with 778 cor(û n1 , y n1 )/ h 2 1 . The factor of h 2 1 corrects the correlation for the larger variance of y n1 relative to u n1 . Otherwise, any differ-779 ence between these two correlations must be due to their numerators: tr(SCov(û n1 , u n1 )) and tr(SCov(û n1 , y n1 )). Thus, for each of the 780 three prediction methods we compare these two numerators to evaluate the accuracy and bias in the approximation.
781
Single trait predictions The numerator of the expected correlation between u
(1) n1 and the true genetic values u n1 is:
where we assume thatβ 1 = β 1 and Cov(e o1 , u n1 ) = 0. The same result for the numerator of the expected correlation between u
(1) n1 and the observed phenotypic values y n1 is:
where we additionally assume Cov(u o1 , e n1 ) = 0 and Cov(e o1 , e n1 ) = 0. Therefore, the numerators are the same, and cor(û 
n1 and the true genetic values u n1 is:
again assumingβ = β and now also Cov(e o , u n1 ) = 0. The same result for the numerator of the expected correlation between u (2) n1 and the
785
observed phenotypic values y n1 is:
where we additionally assume Cov(u o , e n1 ) = 0 and Cov(e o , e n1 ) = 0. Therefore, the numerators are the same, and cor(û 
which is generally (but maybe not necessarily) positive. This means that cor(û
n1 , u n1 ) is generally greater than cor(û
n1 , u n1 ).
The same result for the numerator of the expected correlation between u If these new individuals are clones of the original testing set, then K xx = K nn , K ox = K on and tr(SCov(û
n1 , y x1 )) = tr(SCov(û
n1 , u n1 )).
794
However, if clones are not available, then this equality will not hold.
795
Given these analytical results for the numerator of the expected correlations, we can estimate the correlation itself by calculating the 796 expected variances ofû n1 and u n1 or y n1 . We do not go through these calculations as they follow directly from the calculations given above.
797
