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I. INTRODUCTION
Twistor theory was first proposed by Penrose in 1967 as a novel approach to finding a unified framework for general relativity and quantum physics, aiming at establishing a theory of quantum gravity. 1 In twistor theory, 2-8 a complex space called twistor space is considered to be a primary object for expressing physics, while 4-dimensional space-time is treated as a secondary object. One of the common motivations in early studies on twistor theory is thus to describe 4-dimensional space-time, gravity, and even the elementary particles in an equal footing on the basis of the complex geometry of twistor space. Such an ambitious attempt in twistor theory has been summarized by Penrose himself as the twistor programme.
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Although twistor theory has provided various interesting ideas, it cannot be said that this theory has succeeded at physics in accordance with the twistor programme. From the viewpoint of physics, recent impressive progress related to twistor theory is only the discovery of a twistor string theory by Witten, 9 which leads to the twistor approach to explaining scattering amplitudes in Yang-Mills theory. 10, 11 (An earlier twistor approach to Yang-Mills scattering amplitudes was considered by Nair. 12 ) On the other hand, twistor theory has yielded skillful geometrical tools for solving nonlinear partial differential equations such as the anti-self-dual Yang-Mills equation, 13,14 the anti-self-dual equations for gravity 15 and the Bogomolny equation. 16 Also, there have been many other mathematical developments in twistor theory; see, e.g., Refs. 17-20, and 24.
It seems that one of the reasons why twistor theory has not developed well in physics and therefore the twistor programme has not been accomplished is that the quantum-theoretical Until now, there have been a few attempts to define Hilbert spaces in twistor quantization.
In fact, Penrose gave an inner product of two holomorphic functions of Z A that have the same degree of homogeneity. 2, 21 With this inner product, Penrose defined a Hilbert space and showed that the representationẐ A = Z A ,Ẑ A = −∂/∂Z A is valid on this space. However, in his argument, the details on the inner product, such as the finiteness of the inner product, are unclear. Hence, there is room to doubt the presence of the Hilbert space. Penrose's inner product was modified by himself so that it can directly be derived from the scalar product between two massless fields in 4-dimensional space-time. 22 Even after the modification, the representationẐ A = Z A ,Ẑ A = −∂/∂Z A holds, but the details on the inner product still remain unclear.
A mathematically elegant method for defining an inner product in twistor theory has been studied by Eastwood and co-workers. 23, 24 This approach uses cohomologies skillfully in such a manner that consistency with the Penrose transform is manifestly ensured. Using the twistor elementary states and their density, Eastwood and Pilato showed positive definiteness of the U(p, q)-invariant inner product in the cohomological formulation. 25 Another cohomological approach was given by Müller to obtain a SU(2, 2)-invariant inner product.
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In these cohomological approaches, however, representations of the twistor operatorsẐ A andẐ A are not still considered.
In the present paper, we propose an alternative inner product of two holomorphic functions of Z A . Here the two functions may have different degrees of homogeneity. Essentially, our approach follows the construction of ordinary quantum mechanics, without referring to cohomologies. To define the inner product, we first construct linear combinations ofẐ A , denoted later byâ A , and linear combinations ofẐ A , denoted later byâȦ, in such a manner thatâ A andâȦ satisfy a Weyl-Heisenberg algebra of indefinite-metric type. The commutation relations of this algebra are unitarily equivalent to whatẐ A andẐ A satisfy. Next, we provide a coherent state 27, 28 defined as a simultaneous eigenstate of the operatorsâȦ and consider the helicity eigenvalue equation written in terms ofâ A andâȦ. This equation can easily be solved in the coherent-state basis to obtain the helicity eigenvalues and their corresponding eigenfunctions. In the present paper, we assume that the holomorphic parts of the helicity eigenfunctions are transformed into positive-frequency massless fields in complexified Minkowski space via the Penrose transform. product can also be regarded as the one defined for the corresponding holomorphic parts.)
Carrying out the integration in the inner product, we obtain an expression that includes the orthogonality condition for the helicity eigenfunctions and a multiplicative factor consisting of gamma functions. The multiplicative factor is evaluated by making use of the method of analytic continuation for the gamma function. We particularly examine the inner product for the helicity eigenfunctions each of whose holomorphic parts has singularities on two hyperplanes in twistor space. Such holomorphic parts are especially important in twistor theory from a practical viewpoint related to twistor diagrams. 2, 22, [29] [30] [31] It is then shown that the helicity eigenfunctions in a particular case can be normalized to unity, while the helicity eigenfunctions in other particular cases can be normalized to either 1 or −1.
In our approach, a Hilbert space for twistor quantization is defined as a set of the linear combinations of the helicity eigenfunctions in the first particular case mentioned above. In each of the other particular cases, it is possible to define an indefinite-metric pre-Hilbert space (or an indefinite inner product space) as a set of the finite linear combinations of the relevant helicity eigenfunctions. We show that the twistor operators represented aŝ
are realized, in each of the (pre-)Hilbert spaces, as an adjoint pair of operators. Then, it is seen thatẐ A = −∂/∂Z A is recognized as the adjoint operator ofẐ A = Z A by choosing the holomorphic parts of the helicity eigenfunctions to be basis functions, instead of the helicity eigenfunctions themselves. In this way, we can define (pre-)Hilbert spaces appropriate for twistor quantization.
We also perform the Penrose transforms 2-6 of twistor functions in each of the particular cases to find the corresponding positive-frequency massless fields in complexified Minkowski space. We point out that only the massless fields derived in the first particular case have no singularities, while those derived in the other particular cases have singularities.
The present paper is organized as follows. In Sec. II, we briefly review twistor quantization by following popular literature on twistor theory. Section III provides a coherent state for twistor operators and gives the representation of twistor operators with respect to the coherent-state basis. In Sec. IV, we consider the helicity eigenvalue equation and solve it in the coherent-state basis. It is verified there that the helicity eigenfunctions are simultaneous eigenfunctions of the Cartan generators of SU(2, 2). In Sec. V, we propose an inner product defined for the helicity eigenfunctions and examine it in particular cases after using the method of analytic continuation for the gamma function. In Sec. VI, we define (pre-)Hilbert spaces in twistor quantization and show that the adjointness relations between twistor operators are valid in these spaces. In Sec. VII, we perform the Penrose transforms of the simplest twistor functions in each of the particular cases and investigate singularities of the massless fields derived by these transforms. Finally, Sec. VIII is devoted to a summary and discussion. Appendix A provides the Schwinger representation of the SU(2, 2) Lie algebra. Appendix B demonstrates the Penrose transform of a general twistor function in the first particular case.
II. BRIEF REVIEW OF TWISTOR QUANTIZATION
In this section, we briefly review the twistor quantization procedure explained in Refs. 2, 3, and 6-8.
Let Z A (A = 0, 1, 2, 3) be a twistor andZ A its dual twistor. In terms of 2-component spinors, Z A andZ A are expressed as (2, 2) . With this norm squared, the helicity of a massless particle propagating in 4-dimensional Minkowski space M is simply represented as
The conformal group of M is represented linearly in T as the linear group SU(2, 2).
35,36
Then, the conformal invariance of the helicity is evident from Eq. (2.2), becauseZ A Z A is invariant under the SU(2, 2) transformations. It can be said that twistors are SU (2, 2) spinors for the conformal group of M.
In quantizing the classical system of twistors, Z A andZ A are replaced by the corresponding twistor operatorsẐ A andẐ A satisfying the commutation relations
So-called twistor quantization is carried out on the basis of the commutation relations (2.3a)
and (2.3b). [The expression (2.2), as well as the commutation relations (2.3a) and (2.3b), can systematically be derived from the gauged Shirafuji action. [32] [33] [34] ] By analogy with standard quantum mechanics, we can naively take the representation in whichẐ A reduces to Z A : The eigenvalue equationŝf = sf can be written in the representation (2.4) as 
In fact, using the commutation relations (2.3a) and (2.3b), we can show that Now, we construct a coherent state that is defined to be a simultaneous eigenstate of the operatorsâȦ. For this purpose, we first introduce the unitary operator
where α A are complex numbers andᾱȦ are their complex conjugates. The operatorÛ = U (α,ᾱ) generates translations ofâ A andâȦ in the following manner:
We introduce the vacuum state |0 specified bŷ
Then, it is readily verified that the vector |ᾱ :=Û|0 fulfills the eigenvalue equation aȦ|ᾱ =ᾱȦ|ᾱ . This demonstrates that |ᾱ is actually a coherent state for the operatorsâȦ. The normalization condition ᾱ|ᾱ = 1 is guaranteed by the unitarity ofÛ . By using the Campbell-Baker-Hausdorff formula, |ᾱ can be expressed as 10) or equivalently,
With these relations, it is easy to see that can be written as 
IV. SIMULTANEOUS EIGENFUNCTIONS FOR THE HELICITY
OPERATOR AND THE CARTAN GENERATORS OF SU(2, 2)
The procedure in Sec. III is a mere formality at present, because function spaces in which Eq. (3.9) is realized are still unclear. Therefore, we now try to find functions suitable for defining desirable function spaces that can be shown to be (pre-)Hilbert spaces.
In terms ofâ A andâȦ, the helicity operator (2.5) can be written aŝ
With this form ofŝ, we consider the helicity eigenvalue equation
where s is a helicity eigenvalue and |Φ is its corresponding helicity eigenvector. Multiplying both sides of Eq. (4.2) by ᾱ| on the left and using Eq. (3.9), we have
where Φ(α) is the helicity eigenfunction defined by Φ(α) := ᾱ|Φ . This equation can easily be solved to yield the particular solution
with the holomorphic function
Here, C k,l,m,n is an undetermined coefficient, and k, l, m and n are constants satisfying
Clearly, f k,l,m,n is a homogeneous twistor function of degree −2s − 2. The single-valuedness of Φ k,l,m,n , or equivalently that of f k,l,m,n , is valid if and only if k, l, m and n are integers.
Then, from Eq. (4.6), the helicity eigenvalue s is determined to be either integer or halfinteger values. The helicity of a massless particle is thus quantized as a result of twistor quantization.
Now, we note that the helicity operatorŝ commutes with all the generators of SU (2, 2) represented as Eq. (A6); see Appendix A. The Lie group SU(2, 2) has rank 3, and in the Schwinger representation (A6), its Cartan generators are given bŷ
Becauseŝ,Λ 3 ,Λ 6 , andΛ 15 commute with each other, they have a simultaneous eigenfunction and
are fulfilled. In this way, Φ k,l,m,n is confirmed to be a simultaneous eigenfunction forŝ,Λ 3 ,Λ 6 andΛ 15 . From Eq. (4.9), it follows that K, L, M, as well as s, take integer and half-integer values. The set of Eqs. (4.6) and (4.9) can inversely be solved as 
The helicity eigenvalue s labels an irreducible representation of SU (2, 2) . This can be understood from the fact that the eigenvalue of the quadratic Casimir operator of SU (2, 2) is determined to be 3(s 2 − 1)/2, as seen from Eq. (A10) in Appendix A. The eigenfunction Φ s,K,L,M is classified into the irreducible representation of SU(2, 2) labeled by s and is completely specified by the remaining eigenvalues K, L, and M.
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Now, we consider application of the operatorsâ A to Φ k,l,m,n . This can be evaluated by using Eq. (3.9a) as follows:
Also, using Eq. (3.9b), we can evaluate application of the operatorsâȦ to Φ k,l,m,n :
It is seen from Eqs. (4.12) and (4.13) that theâ A behave as creation operators, while thê aȦ behave as annihilation operators.
V. AN APPROPRIATE INNER PRODUCT FOR THE EIGENFUNCTIONS Φ s,K,L,M
If we follow the argument of coherent states, 27, 28 it is quite natural to naively define the inner product of two arbitrary eigenfunctions,
where
Obviously, d Before providing an appropriate inner product, we recall that in twistor theory, projective twistors are considered to be more essential than twistors themselves. From this point of view, it is sufficient to define an inner product of
that projective twistors are taken to be integration variables. For a nonzero twistor α A , the
The projective twistor space 
Considering this, we propose the following inner product:
with the 7-form
can be regarded as a function on the product space 
[The projective twistor subspace PT + is isomorphic to the coset space SU(2, 2)/S U(2, 1) × U(1) .
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Similarly,
To see more precisely that d µ is an integration measure on S 1 × PT + , here we introduce the inhomogeneous coordinates (ζ 1 , ζ 2 , ζ 3 ) of PT + defined by
µ can be expressed as
where θ is the phase common to the twistor variables
The range of θ is determined to be [0, 2π). The 6-form d µ is given by For evaluating the inner product (5.3), it is convenient to use the hyperbolic polar coordinates ( α , η, χ, ψ, θ, ϑ, φ, ϕ) defined by α := α 2 and
Here, by virtue of α 2 > 0, it follows that α takes values in the coordinate range 0 < α < ∞. The other coordinate ranges are determined to be
Equations (5.9) and (5.10) can be found through the polar decomposition α
Substituting Eqs. (5.9) and (5.11) into Eq. (5.3b) and carrying out the integration over
Here, the integration formulas
have been used. Also, an analytic continuation of the gamma function Γ (2s + 2ǫ − 1) that occurs in calculating the inner product has been considered. The orthogonality denoted by δ ss ′ has been found by the integration over
restricted within the subspace specified by s, turns out to be given as an integral over PT + .
In terms of (k, l, m, n), Eq. (5.12) can be written as
where ε := ǫ/2. In deriving Eqs (5.12) and (5.14), the arguments of the gamma functions have been assumed to be positive. Accordingly, it follows that Eq. (5.14) is valid only for the small region
In this region, k and l can never be integers, and m and n can be only natural numbers including 0. In order that k, l, m and n can be integers, now we perform an analytic continuation of Eq. (5.14) by using the formula 
Then, by applying Eq. (5.16) to Eq. (5.17), it becomes possible to evaluate
when some or all of k, l, m and n are negative integers. Obviously, the orthogonality condition for the eigenfunctions Φ k,l,m,n is fulfilled in Eq. (5.17). Now, we focus our attention on the cases in which two of k, l, m and n in the twistor function f k,l,m,n take negative integer values, while the other two take non-negative integer values. These cases are especially important in the practical sense that the Penrose transform of such a twistor function yields a massless field in CM that is referred to in the literature on twistor theory as an elementary state. 
The remaining three cases, that is,
immediately found from the case (c1) by the interchange of k and l and/or that of m and n. It should be stressed here that in all of the six cases, the helicity eigenvalue s can take arbitrary integer and half-integer values. In the following, we examine Eq. (5.17) in each of the cases (a), (b) and (c1) individually.
A. Case (a)
In this case, k, l, m, and n take the values
By choosing C k,l,m,n to be
the eigenfunction Φ k,l,m,n is normalized to unity and Eq. (5.19) reduces to the orthonormality condition 
Eq. (5.23) reduces to the indefinite orthonormality condition
Thus, Φ k,l,m,n is normalized to 1 or −1 according to whether the helicity eigenvalue s is integer or half-integer.
C. Case (c1)
In this case, k, l, m, and n take the values 
Eq. (5.27) reduces to the indefinite orthonormality condition
In this case, Φ k,l,m,n is normalized to 1 or −1 according to the values of l and n, even if the value of s is fixed. It is now clear that the eigenfunctions Φ k,l,m,n in the cases (c2), (c3), and (c4) are also normalized to 1 or −1.
VI. (PRE-)HILBERT SPACES IN TWISTOR QUANTIZATION
In this section, we provide (pre-)Hilbert spaces valid for each of the cases (a), (b), and (c i) (i = 1, 2, 3, 4). These spaces are function spaces consisting of linear combinations of Φ k,l,m,n defined on T + . We also verify thatâȦ is represented in the (pre-)Hilbert spaces as the adjoint operator ofâ A .
A. Case (a)
In the case (a), we consider the linear combination
Then, as a set of functions of this form, we define the normed linear space
so as to be consistent with the orthonormality condition (5.21). Using the inequality |z 1 +
2 ∈ H (a) and for all c 1 , c 2 ∈ C that c 1 Φ
, it is readily seen that the
are satisfied. Furthermore, we can prove the completeness of For example, as follows:
Here, we should note that ᾱ|â˙2|Φ k,l,0,n = ᾱ|â˙3|Φ k,l,m,0 = 0. It is clear from Eq. (6.4) that the domain of eachâȦ, denoted by D (a) (âȦ), is a linear subspace of H (a) . As easily seen, 
Also, using Eqs. (6.4a) and (5.21), we have
Then, it is obvious that Ψ (a) |â 0 |Φ (a) = Φ (a) |â˙0|Ψ (a) . In addition to this, similar relations can be found for the remaining operatorsâ A andâȦ (A = 1, 2, 3). Thus, for A = 0, 1, 2, 3,
we have
This shows thatâȦ is represented on D (a) as the adjoint operator ofâ A .
B. Case (b)
In the case (b), we consider the linear combination
whose norm squared is defined from Eq. (5.25) as
Obviously this is an indefinite norm squared. Following the case (a), one may naively choose 
= 0, while
, now we consider the function space
This is precisely the set of all possible finite linear combinations of the basis functions {Φ k,l,m,n } k,l∈N 0 , m,n∈Z − . Hence, we can simply express H ′(b) as 
Here, we should note that ᾱ|â 2 |Φ k,l,−1,n = ᾱ|â 3 |Φ k,l,m,−1 = 0. Similarly, using Eqs. (4.13) and (5.24), we obtain
Here, it should be noted that ᾱ|â˙0|Φ 0,l,m,n = ᾱ|â˙1|Φ k,0,m,n = 0. As seen from Eqs. . Also, using Eqs. (6.12) and (6.13), it can be verified that
We thus see thatâȦ is represented on H ′(b) as the adjoint operator ofâ A . [As mentioned above, we can define the Hilbert space H (b) from H ′(b) with the aid of the metric J (b) . Then, a A andâȦ can be treated as well-defined operators on their common domain
, not on the whole of H (b) . Here, for instance,
In the case (c1), we consider the linear combination
whose norm squared is defined from Eq. (5.29) as
This is an indefinite norm squared. Therefore, as in the case (b), we now make do with the pre-Hilbert space
equipped with the inner product
Here, the b k,l,m,n ∈ C are coefficients of Ψ (c1) ∈ H ′(c1) . [In common with the case (b), we can define a Hilbert space H (c1) as the completion of H ′(c1) with respect to the norm
Application of the operatorsâ A to Φ (c1) can be evaluated by using Eqs. (4.12) and (5.28)
Here, we should note that ᾱ|â 0 |Φ −1,l,m,n = ᾱ|â 3 |Φ k,l,m,−1 = 0. Similarly, using Eqs. (4.13) and (5.28), we have
Here, it should be noted that ᾱ|â˙1|Φ k,0,m,n = ᾱ|â˙2|Φ k,l,0,n = 0. As seen from Eqs. (6.18) and (6.19), each of the ᾱ|â A |Φ (c1) and ᾱ|âȦ|Φ (c1) is expressed as a finite linear combination of the basis functions {Φ k,l,m,n } k,n∈Z − , l,m∈N 0 of H ′(c1) . In this way,â A andâȦ are verified to be well-defined operators on H ′(c1) . By using Eqs. (6.18) and (6.19) , it can be proved that
We thus see thatâȦ is represented on H ′(c1) as the adjoint operator ofâ A .
The other possible three cases, namely (c2), (c3), and (c4), can be discussed within the framework of the case (c1) by the interchange of k and l and/or that of m and n. The pre-Hilbert spaces for these three cases are found from Eq. (6.17) to be
where each set is equipped with the inner product that is defined from Ψ (c1) |Φ (c1) by an appropriate permutation of k, l, m, and n under the summation symbol ′ . The relation 
, and H ′(ci) as an adjoint pair of operators. If we adopt the twistor functions {f k,l,m,n } as basis functions instead of {Φ k,l,m,n }, the differential operatorŝ
, and H ′(ci) as the adjoint operators ofâ
respectively. Thus, it turns out that the representation (2.4) is valid in D 
This space contains all the eigenfunctions Φ k,l,m,n that have two subscript indices being negative integers and have two subscript indices being non-negative integers. The operatorŝ a A andâȦ are well-defined on 
. This is precisely the completion of H ′ .]
VII. PENROSE TRANSFORMS OF THE SIMPLEST TWISTOR FUNCTIONS
In Secs. V and VI, we have essentially treated the twistor functions f k,l,m,n on T + . The
Penrose transforms of these functions yield positive-frequency massless fields in CM, or in other words, massless fields in the forward tube in CM:
where x µ and y µ (µ = 0, 1, 2, 3) are real numbers, and
2-6 [Strictly speaking, the forward and backward tubes are defined in the conformal compactification CM ♯ of CM. In this paper, however, we do not consider the α-planes at infinity, and accordingly we use the (restricted) forward tube defined in Eq. (7.1). This restriction is represented in T and PT as the condition (πα) = 0.] The bispinor notation z αα and the 4-vector notation z µ are related by
Note that z αα is Hermitian if and only if z µ is real. As is known in twistor theory, a point z = (z αα ) in CM + corresponds to the complex projective line 1, 2, 3, 4) .
A. Case (a)
The simplest twistor function in the case (a) is found from Eqs. (4.5) and (5.20) to be
The singularities of f −1,−1,0,0 lie on the two hyperplanes in T that are specified by α 0 = 0 and α 1 = 0. These equations define the following two planes in PT:
Obviously, they are not parallel. Recalling Eq. (3.11), we can write the simultaneous equations α 0 = 0 and α 1 = 0 in terms of the twistor variables (ω α , πα) as
With this expression, the intersection of Q 0 and Q 1 can be expressed as
[Here, we mention necessity of the condition (πα) = 0 in Eq. 
A layout drawing of geometrical objects in the case (a). The planes Q 0 and Q 1 consist of the singularities of f −1,−1,0,0 that are evaluated in PT. The complex projective line L z is homeomorphic to a sphere S 2 , on which the contour Γ z is chosen in such a manner that one of the
The set L u is precisely the complex projective line corresponding to
immediately see that the point u is in the backward tube in CM:
Just as the forward tube CM + corresponds to PT + , the backward tube CM − corresponds
We thus see that L z corresponding to an arbitrary point z ∈ CM + never meets L u .
In terms of z αα , π˙0 and ζ := π˙1/π˙0, the twistor function f −1,−1,0,0 can be written as
This is a function on T + , as long as z is a point in CM + . The ratio ζ can be regarded as an inhomogeneous coordinate of a point on 
where Γ z denotes a closed contour on L z . To carry out the contour integration so that it can yield a non-trivial result, we choose Γ z to be a topological circle such that only one of Q 0 and Q 1 lies on either side of Γ z . Then, after using παdπα = (π˙0) 2 dζ, Cauchy's theorem gives
Here, Q 0 or Q 1 has been chosen as a simple pole surrounded by Γ z , and accordingly an appropriate orientation of Γ z has been considered. Because L z does not meet L u , the point z is not null-separated from u; that is, More generally, we can perform the Penrose transform of the twistor function 12) where C k,l,m,n is given in Eq. (5.20) . As is demonstrated in Appendix B, the massless field obtained by this transform takes the form of a sum of monomial functions each of which is proportional to a negative power of (z µ − u µ )(z µ − u µ ). Then the resulting massless field can be shown to be regular on CM + .
B. Case (b)
Next we consider the simplest twistor function in the case (b):
The singularities of f 0,0,−1,−1 lie on the two hyperplanes in T that are specified by α 2 = 0 and α 3 = 0. These equations define the following non-parallel planes in PT:
We can write the simultaneous equations α 2 = 0 and α 3 = 0 as
The intersection of Q 2 and Q 3 is the complex projective line corresponding to the point
Here, the condition (πα) = 0 is necessary to state that the origin 0 ∈ T is removed in defining
immediately see that the point v is in the forward tube CM + , and hence L v lies entirely in
In terms of z αα , π˙0 and ζ, the twistor function f 0,0,−1,−1 can be written as 
where an orientation of Γ z has been taken appropriately in accordance with the choice of a simple pole surrounded by Γ z . If L z meets L v , as seen in Fig. 2 , then the two points Q 2 and Q 3 degenerate into the single point denoted by L z ∩ L v . In this situation, the contour integral in Eq. (7.18) is not well-defined, and correspondingly φ (b) becomes infinite owing to the fact that z is null-separated from v. Thus, φ (b) turns out to have singularities in
A layout drawing of geometrical objects in an exceptional situation in the case (b). The complex projective line L z meets the intersection L v of Q 2 and Q 3 , and correspondingly the two
As a result, the contour integral in Eq. (7.18) becomes ambiguous.
We can also perform the Penrose transform of the twistor function 19) where C k,l,m,n is given in Eq. (5.24). The massless field derived by this transform is a sum of monomial functions each of which is proportional to a negative power of (
This implies that the resulting massless field has singularities in CM + .
C. Case (c1)
In the case (c1), the simplest twistor function is given by
The singularities of f −1,0,0,−1 constitute the planes Q 0 and Q 3 defined in Eqs. (7.5) and (7.14), respectively. These planes are not parallel, so that their intersection can be defined as 
In terms of z αα , π˙0 and ζ, the twistor function f −1,0,0,−1 can be written as 24) where an appropriate orientation of Γ z has been considered. If L z meets L w , then the contour integral in Eq. (7.24) is not well-defined, and correspondingly φ (c1) becomes infinite. Hence, in common with φ (b) , the field φ (c1) has singularities in CM + .
We can perform the Penrose transform of the twistor function 25) where C k,l,m,n is given in Eq. (5.28). It turns out that the massless field derived by this transform has singularities in CM + that are specified by (z µ − w µ )(z µ − w µ ) = 0.
D. Case (c2)
In the case (c2), the simplest twistor function is given by
The singularities of f 0,−1,−1,0 constitute the non-parallel planes Q 1 and Q 2 , whose intersection can be expressed as (7.27) with (w αα ) given in Eq. (7.22) . Now it is clear that just like L w in the case (c1), the line L −w meets all three of PT + , PT − and PN. In fact, α 2 for an arbitrary element of L −w takes the indefinite form |α
If L z does not meet L −w , then the intersection points Q 1 and Q 2 are distinct, and the Penrose transform of f 0,−1,−1,0 can be carried out by choosing a closed contour Γ z and its orientation appropriately:
If L z meets L −w , then the contour integral in Eq. (7.28) is not well-defined, and correspondingly φ (c2) becomes infinite. Hence, φ (c2) also has singularities in CM + .
We can also show that the Penrose transform of f k,l,m,n in the case (c2) yields a massless field possessing singularities in CM + that are specified by (z µ + w µ )(z µ + w µ )=0.
E. Case (c3)
In the case (c3), the simplest twistor function is given by
The singularities of f −1,0,−1,0 constitute the non-parallel planes Q 0 and Q 2 . Using Eq. (3.11), we see that α 0 = α 2 = 0 is equivalent to ω 0 = π˙0 = 0. Then the intersection of Q 0 and Q 2 is found to be
This cannot be regarded as a complex projective line corresponding to a point in CM, 
If L z does not meet L 02 , then the intersection points Q 0 and Q 2 are distinct, and the Penrose transform of f −1,0,−1,0 can be carried out by choosing a closed contour Γ z and its orientation appropriately: We can also show that the Penrose transform of f k,l,m,n in the case (c3) yields a massless field possessing singularities in CM + that are specified by z 01 = 0.
F. Case (c4)
In the case (c4), the simplest twistor function is given by
The singularities of f 0,−1,0,−1 constitute the non-parallel planes Q 1 and Q 3 , whose intersection is found to be
In common with L 02 , the intersection L 13 cannot be regarded as a complex projective line corresponding to a point in CM. In the present case, the relation ω α = iw αα πα leavesw 01 andw 11 undetermined, whereas it determinesw 10 andw 00 to be 0 and −iω 0 /π˙0, respectively.
The norm squared α 2 for an arbitrary element of L 13 takes the indefinite form |α
which fact implies that L 13 meets all three of PT + , PT − , and PN. For this reason, L z
If L z does not meet L 13 , then the intersection points Q 1 and Q 3 are distinct, and the Penrose transform of f 0,−1,0,−1 can be carried out by choosing a closed contour Γ z and its orientation appropriately: We can also show that the Penrose transform of f k,l,m,n in the case (c4) yields a massless field possessing singularities in CM + that are specified by z 10 = 0.
We conclude this section with the following remarks: Recalling the Penrose transforms carried out in this section, we observe that only the twistor functions in the case (a) lead to massless fields without singularities in CM + , while the twistor functions in the other cases always lead to massless fields with singularities in CM + . In this situation, we should consider only the massless fields obtained in the case (a) to be genuine positive-frequency massless fields in CM. 14) ). By analytic continuation of the gamma functions, it became possible to use this expression when some or all of k, l, m and n take negative integer values. We also saw that the orthogonality condition for the eigenfunctions Φ k,l,m,n is guaranteed with this inner product. In particular, the orthogonality with respect to different helicity eigenvalues is valid for the helicity eigenfunctions with different degrees of homogeneity. We actually examined the inner product in the particular cases in which two of k, l, m and n are negative integers and the other two are non-negative integers. This was done by classifying the permissible combinations of (k, l, m, n) into six cases, namely, We should therefore consider only the massless fields derived in the case (a) to be genuine positive-frequency massless fields. Even if we treat only the case (a), the helicity eigenvalue s can take an arbitrary integer or half-integer value.
It should be emphasized that only in the case (a), we can define a (positive-definite)
Hilbert space and also can obtain positive-frequency massless fields without singularities.
Although the case (a) has these two remarkable properties, it is not clear at present whether these two are related by some profound reason. It is also not clear whether twistor quantization involves the probabilistic interpretation of twistor (wave) functions. If the probabilistic interpretation is required to twistor quantization, only the case (a) would be allowed. Otherwise, all the cases should be considered on an equal footing, and accordingly the total pre-Hilbert space defined by Eq. (6.27), or its completion, may be adopted as a function space appropriate for twistor quantization. Now, it is still left to investigate whether the inner product defined in this paper reproduces the scalar product on massless fields. This investigation will lead to finding relationship between Penrose's inner product 22 and ours, because Penrose's inner product can be obtained from the scalar product of massless fields in M. Another possible method for this investigation is to compare our approach to the cohomological approach, 24 because the cohomological approach ensures consistency with the Penrose transform. Also, comparing the two approaches is necessary for formulating our approach in terms of cohomologies. In particular, it is interesting to verify density of the bases twistor functions {f k,l,m,n } in each of the cases (a), (b), and (ci) by means of the cohomological method. 25 We hope to clarify these points, together with the above-mentioned unclear points, in the near future.
Finally, we note that the present paper has mainly treated twistor functions on T 
Also, the generators Λ b fulfill the orthonormality condition
where (η bc ) := diag( generators, namely, Λ 3 , Λ 6 , and Λ 15 . These are precisely the Cartan generators of SU (2, 2) in the present matrix representation.
Using the generators Λ b and the twistor operatorsâ A andâȦ, now we define the operatorŝ
whereŝ is the helicity operator given in Eq. In this appendix, we demonstrate the Penrose transform 2-5 of the following twistor function in the case (a):
where C k,l,m,n is given in Eq. (5.20) . This function can be written, in terms of ω α and πα, as f k,l,m,n (ω α , πα) = C k,l,m,n 2 s+1 (−ω 0 + π˙0) m (−ω 1 + π˙1)
or, in terms of z αα , π˙0 and ζ := π˙1/π˙0, as 
Here, Eq. (4.6) has been used. In what follows, we individually perform the Penrose transform of f k,l,m,n in the cases of zero helicity (s = 0), positive helicity (s > 0), and negative helicity (s < 0).
Case s = 0
In this case, the Penrose transform is readily carried out by using Cauchy's theorem: 
where ζ 1 := −iz 10 /(iz 11 + 1). This expression has been found by choosing the intersection point Q 1 as the only pole surrounded by Γ z . 
Case

