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1 Introduction
We study inference quality in nonparametric local polynomial regression. Our main goal is to
explicitly rank commonly used (Wald-type) confidence interval estimators in terms of their uniform
coverage accuracy, building on an idea originally introduced by Hall and Jing (1995) for the specific
case of one-sided confidence intervals in the parametric location model. In addition, employing new
technical results obtained in this paper, we minimize the interval length of the confidence interval
estimator with smallest uniform coverage error. As a result, we construct novel confidence interval
estimators with smallest uniform coverage error and length for local polynomial regression, and
discuss how to implement them in practice. Our main theoretical work employs valid Edgeworth
expansions and, as a technical by-product, we establish new higher-order distributional results for
local polynomial inference procedures. Last but not least, our main results are implemented in
companion R and Stata software packages.
For a pair of random variables (Y,X) that obey the general heteroskedastic nonparametric
regression model
Y = µ(X) + ε, E[ε|X] = 0, E[ε2|X = x] = v(x), (1)
consider inference on the level or derivative of the regression function at a point x,
µ(ν) = µ(ν)(x) :=
∂ν
∂xν
E [Y |X=x]
∣∣∣∣
x=x
, ν ∈ Z+, (2)
where we drop the evaluation point x whenever possible and employ the usual convention µ = µ(0).
Given a center estimator θˆ, scale estimator ϑˆ, and a pair of quantiles zl and zu, all generic at this
point, our first goal is to quantify and rank the coverage error of interval estimators of the form
I =
[
θˆ − zu ϑˆ , θˆ − zl ϑˆ
]
, (3)
uniformly over a relevant class of data generating process. Conventional nonparametric local
polynomial regression employs I with θˆ = µˆ
(ν)
p a p-th order local polynomial estimator of µ(ν),
ϑˆ = σˆp
/√
nh1+2ν an associated standard error estimator of µˆ
(ν)
p , and zu = −zl = Φ(1−α/2), where
1
Φ(u) denote the distribution function of the standard Gaussian distribution and α ∈ (0, 1). Other
related methods for constructing confidence intervals of the form (3) are discussed below.
Confidence intervals based on local polynomial methods and constructed as in (3) define a class
I indexed by the particular center θˆ, how standard errors ϑˆ are constructed, what quantiles zu
and zl are used, and especially how the bandwidth h and kernel function K(·) are chosen, among
other choices such as the degree of polynomial p. Often many competing intervals in the family are
“valid” in some principled sense, and we therefore seek a reliable ranking of otherwise equivalent
procedures. Beyond a ranking, we also provide guidance for the various user choices involved, in
particular, novel inference-optimal bandwidth and (equivalent) kernel selectors.
We first use the error in coverage probability of a given interval to measure its quality. A
researcher’s statistical model, accompanying assumptions, and the empirical regularities of the
application of interest formalizes a class of plausible distributions for the data. A researcher would
like some assurances that the chosen confidence interval estimator is accurate in level regardless
of the specific data generating process. In this case, the class of distributions is defined by model
(1) and the assumptions on its elements. In nonparametric inference, the smoothness of µ(·) is
an important assumption: we will assume µ(·) possesses at least S well-behaved derivatives, and
accordingly let FS denote the researcher’s set of plausible distributions for the data (regularity
conditions below).
We therefore evaluate a confidence interval I ∈ I by studying its worst-case coverage error:
sup
F∈FS
∣∣∣PF [µ(ν) ∈ I]− (1− α)∣∣∣. (4)
Intuitively, a “good” confidence interval is one for which this maximal error is minimized: a minimax
result. This measure of inference quality was studied by Hall and Jing (1995) for one-sided inference
in the i.i.d. parametric location model, but has not been widely appreciated. In this paper, we
employ this idea to study inference in local polynomial regression and, in particular, two-sided
confidence intervals (Section 4 discusses other loss functions). At an intuitive level, this corresponds
to the desire for similarity in testing: the confidence interval should have “similar” coverage over the
set of plausible distributions. We find, in the context of two-sided nonparmetric local polynomial
confidence intervals, that interval estimators with good control of worst-case coverage have shorter
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length, a qualitative analogue result to “similar tests having higher power.” Further discussion of
(4) and its merits is given by Hall and Jing (1995). Our results show that worst-case coverage is a
useful measure of inference quality and suggest that it may be useful in other inference settings.
The interplay between the classes FS and I is crucial for any study of (4), and FS and I
should be neither too “large” nor too “small” in order to obtain useful and interesting results.
The larger is FS , the more likely it is that a given data set is generated by some F ∈ FS , but
well known results (dating back at least to Bahadur and Savage, 1956) show that if FS is too
large it is impossible to construct an “effective confidence interval” that controls the worst-case
coverage. In nonparametric regression these concerns boil down to the smoothness assumed on µ(·)
and the smoothness utilized by estimation, as this will ultimately affect the center and length of the
confidence intervals. We use standard assumptions on both the class FS and the intervals defined
by (3), a natural and empirically popular form, so that our results speak directly to standard
practice where the level of smoothness is typically assumed.
Furthermore, after identifying a coverage error optimal (CE-optimal) local polynomial interval
I ∈ I , within a class FS , we investigate and optimize its length. This quest led us to develop new
theoretical work on Edgeworth expansions for nonparametric local polynomial regression. To be
precise, the length of intervals of the form (3) is controlled by a particular functional of the (equiv-
alent) kernel, which is known to be minimized by employing the uniform kernel when constructing
the local polynomial estimators (Cheng, Fan and Marron, 1997). However, in all prior work on
Edgeworth expansions for nonparametrics the uniform kernel is explicitly ruled out, both for den-
sity estimation (Hall, 1991, 1992b,a) and regression (Chen and Qin, 2002; Calonico, Cattaneo and
Farrell, 2018). Other work on nonparametric regression (Hall, 1992c; Neumann, 1997) uses a fixed
design, assuming the issue away. In fact, Hall (1991, p. 218) conjectured that valid Edgeworth
expansions would require techniques for lattice-valued random variables if the uniform kernel was
used. On the contrary, we show that this is not needed, and in fact obtain valid Edgeworth ex-
pansions for local polynomial confidence intervals even when the uniform kernel is employed (see
Lemma 1 below for more discussion).
As a consequence, the new Edgeworth expansions permitting for the uniform kernel established
in this paper allow us to construct confidence intervals that not only are CE-optimal but also
have favorable asymptotic length, among the classes I and FS considered. We also note that
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allowing for the uniform kernel may have other practical appeals because unweighted local least
squares regression is a popular choice in applications. Putting all our results together, we find that
the robust bias correction approach of Calonico, Cattaneo and Farrell (2018) is minimax optimal
and has shorter interval length when coupled with carefully selected (fixed-n) standard errors and
bandwidth and kernel choices, for given classes I and FS .
We obtain novel bandwidth selectors that control coverage error at the optimal rate (a minimax
optimal rule of thumb bandwidth choice) as well as optimal choices of other tuning parameters
delivering the shortest, yet still consistent, robust bias corrected confidence intervals. The need
for inference optimal bandwidths has been appreciated theoretically before (e.g., see as far back
as Hall (1992b), or Delaigle, Hall and Jamshidi (2015) for a recent example), but they are not as
often used in applications. For this reason, we also offer companion R and Stata software packages
implementing our main theoretical and methodological results: see Calonico, Cattaneo and Farrell
(2019) for further details and numerical comparisons.
As already mentioned, to quantify the coverage error precisely we prove new valid Edgeworth
expansions for local polynomial regression uniformly over FS and I . Edgeworth expansions are
a long-standing tool for more careful analyses of asymptotic distributional approximations, named
after the author of a series of papers on the idea, beginning with Edgeworth (1883) and treated
more extensively in Edgeworth (1906). Relative to all previous work on Edgeworth expansions for
nonparametric smoothing methods (references above), we extend this higher-order distributional
analysis in three directions: (i) to hold uniformly over FS , (ii) to allow for the uniform kernel, and
(iii) to allow for any derivative (ν ≥ 0). These three new theoretical results give expansions that
are more reliable for assessing finite sample performance in more practically relevant cases than
previously available in the literature. Specifically, while Edgeworth expansions that hold uniformly
in the underlying distribution of the data have some precedence (dating perhaps to Beran (1982)
and naturally Hall and Jing (1995)), ours results appear to be the first in the context of kernel-
smoothing nonparametrics. Similarly, as discussed above, this paper appears to be the first to allow
for the uniform kernel.
Finally, considering Edgeworth expansions for derivatives (ν ≥ 1) also appears to be new in
the literature. These results are important not only because they are useful empirically, but also
theoretically, as they highlight how different are point estimation and inference. For example, it
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is well known that the mean square error (MSE) optimal bandwidth’s rate does not vary with ν,
the derivative at issue, but that the rate of convergence of the resulting point estimate is slower
for higher ν. A novel finding herein is that the inference-optimal bandwidth also does not depend
on ν, but further, the rate of decay of coverage error itself does not depend on ν either. As
a consequence, we show that it is possible to find an excellent approximation to the sampling
distribution of a “poor” point estimator. One perhaps striking example is as follows: we construct
a confidence interval that is optimal for coverage of µ(1), but implicitly relies on a point estimator
that is not even consistent in mean square.
To summarize, this paper:
• establishes Edgeworth expansions that hold uniformly in FS for local polynomials, including
derivative estimation and the uniform kernel (Theorem 1);
• characterizes the minimax coverage error optimal confidence interval estimator and finds it
to be shorter (Section 4.1);
• provides novel bandwidth and kernel selectors that yield minimax coverage error and length
optimal confidence intervals (Sections 5, 6, and 7);
• reinforces the difference between point estimation and inference, and the important practical
consequences it can have.
The rest of the paper proceeds as follows. Section 2 formalizes the local polynomial interval
estimators and the class FS . Section 3 gives the uniform Edgeworth expansions and details the
technical innovations, which are then used to study coverage error in Section 4. Sections 5, 6, and
7 discuss optimal bandwidth and kernel choices. Section 8 concludes. An online appendix gives
complete proofs and technical details.
2 Model Assumptions and Interval Estimators
Before introducing the point and interval estimators considered in this paper, it is important for
formalize the class of plausible data-generating processes.
Assumption 1. Let FS be the set of distributions F for the pair (Y,X) which obey model (1) and
the following. There exist constants S ≥ ν, s ∈ (0, 1], 0 < c < C < ∞, and a neighborhood of
x = 0, none of which depend on F , such that for all x, x′ in the neighborhood:
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(a) the Lebesgue density of (Y,X), fyx(·), is continuous and c ≤ fyx(·) ≤ C; the Lebesgue density
of X, f(·), is continuous and c ≤ f(x) ≤ C; v(x) := V[Y |X = x] ≥ c and continuous; and
E[|Y |8+c|X = x] ≤ C, and
(b) µ(·) is S-times continuously differentiable and |µ(S)(x)− µ(S)(x′)| ≤ C|x− x′|s.
Throughout, {(Y1, X1), . . . , (Yn, Xn)} is a random sample from (Y,X).
The conditions here are not materially stronger than usual, other than the fact that they
formalize what is required for uniformly valid Edgeworth expansions. For a broader review and
introduction to nonparametrics see Ha¨rdle, Mu¨ller, Sperlich and Werwatz (2012), and for local
polynomials regression in particular see Fan and Gijbels (1996).
The crucial piece in Assumption 1 is the level of smoothness S, and we make this explicit in
the notation FS . The distinction and interplay between the smoothness assumed here and that
utilized by the inference procedure is important. Intervals which utilize more smoothness will
yield better coverage error if such smoothness is available. In general, the lower of the two will
determine how quickly coverage error can vanish. Smoothness will also, naturally, play a role in
bias characterization and correction, as well as interval length. In most of our paper, we follow
empirical practice employing kernel smoothing methods and thus assume S ≥ p + 1, that is, we
assume that there is enough smoothness to implement a local polynomial estimator after computing
its optimal mean squared error bandwidth.
Turing to point and interval estimation, we now define the various pieces of the confidence
interval family. We begin with the center of the interval, θˆ, which may account explicitly for the
nonparametric bias (i.e., bias correction). The starting point is the standard local regression point
estimate, which we index by p, the order of the polynomial used, assumed to be at least ν. We
sometimes make the commonly-used restriction to p−ν odd, but not always, and set x = 0 without
loss of generality. Recall that the point of evaluation is suppressed when this causes no ambiguity.
Define
µˆ(ν)p = ν!e
′
νβˆp =
1
nhν
ν!e′νΓ
−1ΩY , βˆp = arg min
b∈Rp+1
n∑
i=1
(Yi − rp(Xi)′b)2K
(
Xi
h
)
, (5)
where h → 0 is a bandwidth sequence, eν is the (p + 1)-vector with a one in the (ν + 1)th po-
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sition and zeros in the rest, rp(u) = (1, u, u
2, . . . , up)′, K is a kernel or weighting function, Γ =∑n
i=1(nh)
−1K(Xi/h)rp(Xi/h)rp(Xi/h)′, Ω = h−1[K(X1/h)rp(X1/h), . . . ,K(Xn/h)rp(Xn/h)], and
Y = (Y1, . . . , Yn)
′.
The choice of h is often regarded as the most difficult in practice and delicate in theory. Studying
coverage accuracy sheds new light on this problem by motivating inference-optimal (coverage error
minimizing) bandwidth choices. To see why this is crucial, let us begin with the most common
choice of bandwidth by far, and indeed, the default in most software: minimizing the mean squared
error (MSE) of the point estimator. The MSE-optimal bandwidth for µˆ
(ν)
p is hmse = Hmsen
−1/(2p+3),
where Hmse is a function of the variance and bias at x and defined whenever µ
(p+1)(x) 6= 0. Notice
that the rate of decay of hmse does not depend on the specific derivative ν being estimated, though
the (mean square) convergence rate of µˆ
(ν)
p to µ(ν) will be slower for higher ν. This is a well-known
feature of local polynomials, but warrants mention as the rate for inference-optimal bandwidth will
also not depend on ν, and neither will the rate of coverage error decay rate itself.
The MSE-optimal bandwidth is too “large” for standard Gaussian inference: the nonparametric
smoothing bias (see (6) below) remains first-order important when scaled by the standard deviation.
Despite this bias, the MSE-optimal approach is prevalent and other options are lacking. Hall and
Kang (2001, p. 1446) go so far as to write “there is a growing belief that the most appropriate ap-
proach to constructing confidence regions is to estimate [µˆ
(ν)
p ] in a way that is optimal for pointwise
accuracy, and construct a confidence interval . . . for the expected value of this estimator.” In other
words, to simply ignore the bias in conducting inference. Our results, using robust bias correction,
will show that we can achieve both goals: accurate point estimation and accurate coverage.
Our criterion for coverage, Equation (4), is explicitly in terms of coverage of the true function,
not the expectation of the estimator, as the true function is of direct scientific importance. One
way or another then, bias must be removed. To make this precise, if we suppose for the moment
that p ≤ S − 1, then the conditional mean of µˆ(ν)p is
E
[
µˆ(ν)p
∣∣X1, . . . , Xn] = µ(ν) + hp+1−νν!e′νΓ−1Λ µ(p+1)(p+ 1)! + oP(hp+1−ν), (6)
with Λ = Ω[(X1/h)
p+1, · · · , (Xn/h)p+1]′/n. Throughout this paper, asymptotic orders and their
in-probability versions hold uniformly in FS , as required by our framework; e.g., An = oP(an)
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means supF∈FS PF [|An/an| > ]→ 0 for every  > 0.
To remove this bias, we consider the two approaches of undersmoothing and robust bias correc-
tion. The former leaves the center of the interval at θˆ = µˆ
(ν)
p and assumes the bandwidth vanishes
more rapidly than n−1/(2p+3), rendering the bias negligible. Bias correction involves subtracting
an estimate of the leading term of (6), of which only µ(p+1) is unknown, and accounting for the
variability of this point estimate in standard errors (see (8) below). The bias corrected interval
center is θˆrbc, given by
θˆrbc := µˆ
(ν)
p − hp+1−νν!e′νΓ−1Λe′p+1βˆp+1, (7)
where βˆp+1 is defined via (5), but with a bandwidth b := ρ
−1h instead of h. The sequence ρ will
play a key role throughout. In sum, the centering of the intervals in I , generically denoted θˆ, are
µˆ
(ν)
p or θˆrbc. (Note that I also includes the choices of h, K, zl, zu, and if required, ρ.)
Beyond the centering, the choice of scaling is crucial for coverage error. This differs from first-
order analyses, where only consistency is required. Our expansions show that, in general, there are
two types of higher-order terms that arise due to Studentization. One is the unavoidable estimation
error incurred when replacing a population standardization, say ϑ2, with a feasible Studentization,
ϑˆ2. However, there is also an error in the difference between the population variability of the center-
ing θˆ and the population standardization chosen. A “fixed-n approach” (also called “preasymptotic”
by Fan and Yao, 2005) is one where, for a generic centering θˆ, the Studentization is chosen directly
to estimate V[θˆ|X1, . . . , Xn] instead of (some) asymptotic approximation thereof. For θˆ either µˆ(ν)p
or θˆrbc, these fixed-n variances are readily computed. Let Σˆp and Σˆrbc be the n-diagonal matrices
of the squared residuals vˆ(Xi) = (Yi − rp(Xi)′βˆp)2 or vˆ(Xi) = (Yi − rp+1(Xi)′βˆp+1)2, respectively.
Then, note that, using ρ = h/b, we can rewrite
θˆrbc =
1
nhν
ν!e′νΓ
−1ΩrbcY , Ωrbc = Ω− ρp+1Λe′p+1Γ¯−1Ω¯,
with Γ¯ and Ω¯ defined akin to Γ and Ω, but with p+ 1 and b in place of p and h, respectively. This
form of the centering θˆrbc makes clear that (i) the bandwidth h determines the rates of convergence,
as ρ is absorbed in Ωrbc and (ii) conveniently for scale estimates, we can treat θˆrbc as a weighted
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least squares, just like µˆ
(ν)
p . Therefore, we set the scalings ϑˆ2 of I in (3) to either
ϑˆ2 =
σˆ2p
nh1+2ν
, σˆ2p := ν!
2e′νΓ
−1(hΩΣˆpΩ′/n)Γ−1eν , or
ϑˆ2 = ϑˆ2rbc :=
σˆ2rbc
nh1+2ν
, σˆ2rbc := ν!
2e′νΓ
−1(hΩrbcΣˆrbcΩ′rbc/n)Γ
−1eν ,
(8)
for θˆ = µˆ
(ν)
p in the former case and θˆ = θˆrbc in the latter. The above standard error definitions
separate the constant portions, denoted σˆ2p and σˆ
2
rbc, which will be used later for interval length
optimization.
Our results show that fixed-n Studentization completely removes the second type of error, the
difference between the population variability of the centering θˆ and the population standardization,
thereby delivering superior distributional approximations and inference procedures. This can be
contrasted with the popular practice of studentizing with a feasible version of the asymptotic
variance, i.e. finding the probability limit of V[
√
nh1+2ν θˆ|X1, . . . , Xn] and estimating any unknown
quantities. This is valid to first order, but the difference between V[
√
nh1+2ν θˆ|X1, . . . , Xn] and
its limit manifest in the higher-order expansion, exacerbating coverage error. At boundary points
these errors are O(h) and thus particularly damaging to coverage. Other possibilities are available,
as discussed in the supplement, but some may also be detrimental to coverage.
We now have the centering and scale of the intervals (3) defined. Valid inference using these
interval estimators relies on asymptotic approximations to the distributions of their associated
t-statistics, given by (collecting the expressions in (5), (6), (7), and (8))
T (θˆ, ϑˆ2) =
θˆ − µ(ν)
ϑˆ
, (θˆ, ϑˆ2) =
(
µˆ(ν)p ,
σˆ2p
nh1+2ν
)
or (θˆ, ϑˆ2) =
(
θˆrbc, ϑˆ
2
rbc
)
, (9)
for a given choice of bandwidth sequence (h), kernel function (K), and polynomial order (p).
For notational ease, we define the generic Tp for the former choices and Trbc for the latter; e.g.,
Trbc = T (θˆrbc, ϑˆrbc). The first step in our analysis is to establish uniformly valid Edgeworth
expansions for this family of t-statistics, which we turn to in the next section.
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3 Uniformly Valid Edgeworth Expansions
Edgeworth expansions are almost always established pointwise in the underlying distribution. In-
deed, standard references on the subject do not even mention uniformity (Bhattacharya and Rao,
1976; Hall, 1992a). Uniformly valid expansions have some precedence in the literature when study-
ing notions of optimality, e.g., Beran (1982), and most relevantly, Hall and Jing (1995), but these
results are rare and confined to parametric models. In this section we establish uniformly valid
Edgeworth expansions for kernel-based nonparametric smoothing t-statistics, which do not appear
to have a direct antecedent in the literature.
Validity of our expansions relies on conditions on the kernel function K(·) and polynomial
degree p. To be precise, we call x an “interior point” if it is further than h from the boundary of
the support of X. We impose the following throughout.
Assumption 2. The kernel K is supported on [−1, 1], positive, bounded, and even. Further, K(u)
is either constant (the uniform kernel) or (1,K(u)r3(k+1)(u))
′ is linearly independent on [−1, 1],
where k = p for Tp or k = p+ 1 for Trbc. The order p is at least ν, and for Trbc at interior points
x, p− ν is odd.
This assumption allows for standard choices such as the triangular and Epanechnikov kernels.
An important innovation is that we allow for the uniform kernel: K(u) = 1{|u| < 1}/2. The
linear independence requirement is similar to what has been used in the past for verification of
Crame´r’s condition. This is the approach used in Chen and Qin (2002) and conceptually similar
to the way Hall (1991, 1992b) establishes Crame´r’s condition in the kernel density case. Our
linear independence condition involves higher orders of polynomials than that of Chen and Qin
(2002), even for p = 1, in order to allow for the fixed-n standard errors that are so advantageous
for coverage, as formally proven below. For all common, nonuniform kernel functions this linear
independence assumption can be easily verified directly.
However, the uniform kernel is explicitly ruled out by linear independence, which is an impor-
tant limitation because of both its popularity and its theoretical use for constructing confidence
intervals with shortest interval length. We are able to directly establish that the appropriate n-
varying Crame´r’s condition holds even for the uniform kernel. Hall (1991, p. 218) conjectured that
expansions for the uniform kernel would require techniques for lattice-valued random variables, but
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we show that this is not needed: see Lemma 1 below and the supplement.
Some additional notation is needed to state the expansions. Most importantly, we define the
bias terms which appear. It will be useful to separate the rate and constant portions. Let the
(fixed-n) population bias of a given t-statistic’s numerator be denoted by hζ−νψT,F , where both
ζ > 0 and ψT,F depend on the specific centering employed and upon F . In general, the rate
will be known but the constants may be unknown or even (if p > S) uncharacterizable without
further assumptions. For the Edgeworth expansions we will make the high level assumption that
√
nhhζ vanishes asymptotically, making no explicit mention of smoothness until we discuss coverage
error and bandwidth selection below. For feasible bandwidth selection, the constants must be
characterized and will in general depend on p and whether x = 0 is a boundary or interior point.
To fix ideas, if T uses µˆ
(ν)
p , with p < S, then ζ = p+ 1 and ψT,F = ν!e
′
νE[Γ]−1E[Λ]µ(p+1)/(p+ 1)!;
c.f. (6). The supplement gives complete details. Importantly, ζ does not in general depend on ν.
Other than the bias, the expansion is given in terms of six functions ωk,T,F (z), k = 1, 2, . . . , 6.
These are cumbersome notationally, and so the exact forms are deferred to the supplement. All
that is important for our results is that they are nonrandom and known for all the t-statistics under
consideration. For coverage error it will be important that ω1, ω2, and ω3 are even functions of z,
while ω4, ω5, and ω6 are odd.
Also appearing is λT,F , a generic placeholder capturing the mismatch between the variance of
the numerator of the t-statistic and the population standardization chosen. We do not make this
error precise for all choices, but two important special cases are the asymptotic approximation,
which yields λT,F = O(h) at boundary points and the fixed-n Studentizations (8), which render
λT,F ≡ 0. For other Studentizations, the rates and constants may change, but control of worst-case
coverage, our ultimate goal, cannot be improved beyond the fixed-n forms of σˆp and σˆrbc. Let λT
such that supF∈FS λT,F = O(λT ) = o(1).
Theorem 1. Let Assumptions 1 and 2 hold, and suppose nh/ log(nh)2+γ →∞ and √nhhζ log(nh)1+γ →
0, for any γ bounded away from zero uniformly in FS, and if bias correction is used, ρ is bounded
uniformly in FS. Then for any T as in (9),
sup
F∈FS
sup
z∈R
∣∣∣PF [T < z]− Φ(z)− ET,F (z)∣∣∣ = o (rT ) ,
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where rT = max{(nh)−1, nh1+2ζ , hζ , λT }, i.e. the slowest vanishing of the rates, and
ET,F (z) =
1√
nh
ω1,T,F (z) +
√
nhhζψT,Fω2,T,F (z) + λT,Fω3,T,F (z)
+
1
nh
ω4,T,F (z) + nh
1+2ζψ2T,Fω5,T,F (z) + h
ζψT,Fω6,T,F (z),
(10)
with ωk,T,F (z), k = 1, 2, . . . , 6, bounded uniformly in FS, and bounded away from zero for at least
some F .
This result is quite general, covering interior and boundary points as well as derivative estima-
tion. Different settings yield different results in terms of the final rates, but they share a common
structure as shown here. For any specific setting, this theorem could be used directly, such as for
deriving Edgeworth-corrected critical values. However, our main interest lies in worst-case cover-
age error, and so we defer specifics to the next section where we consider different settings and
the implications of smoothness assumptions. The restrictions on the bandwidth are strengthened
relative to first-order analyses by only log factors. If the bandwidth is assumed to be polynomial
in n, as are most practicable choices, so that h = Hn−η, a simple sufficient condition for the rate
restrictions of the theorem would be that η is bounded inside (1/(1 + 2ζ), 1) and H is bounded
above from zero. Notice that hmse is not allowed for the conventional approach, Tp, but is allowed
for Trbc (see (9) for definitions of Tp and Trbc).
A crucial piece in the proof of Theorem 1 is establishing that the appropriate Crame´r’s condition
holds under Assumption 2. Hall (1991) appears to be the first to use this type of assumption to
verify the appropriate Crame´r’s condition in the context of kernel smoothing, but because the
uniform kernel is allowed herein, our result may be of independent interest. Prior work has often
assumed Crame´r’s condition directly (Neumann, 1997; Calonico, Cattaneo and Farrell, 2018), or
used linear independence of a vector of the form (1,K(u), uK(u), . . .)′ either explicitly (Chen and
Qin, 2002) or implicitly (Hall, 1991). This linear independence fails when K is uniform and u runs
over the support of K(u).
The key observation we exploit herein is that previous approaches ignored the region outside the
support ofK(·) but inside the neighborhood of Assumption 1. Loosely speaking, (1,K(u), uK(u), . . .)′
may be linearly dependent on u ∈ [−1, 1] (when K is uniform), but (1,K(x−xh ), (x−xh )K(x−xh ), . . .)′
is linearly independent on x in a fixed neighborhood of x. The following lemma, used to prove
Theorem 1 illustrates our key observation in a simplified case (see the supplemental appendix for
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the general case). We give a short proof here, for a special case, to illustrate the main idea and
how this differs from approaches in the literature.
Lemma 1. Let the conditions of Theorem 1 hold and assume v(x) is known. Consider Tp for
ν = 0, p = 1, and interior x. Let ξZ(t) be the characteristic function of the random vector
Zi =
(
[K(Xh,i)](1, Xh,i, X
2
h,i)
′ , [K(Xh,i)(Yi − µ−Xiµ(1))](1, Xh,i)′ , [K(Xh,i)2v(Xi)](1, Xh,i, X2h,i)′
)
.
For h sufficiently small, for all C1 > 0 there is a C2 > 0 such that
sup
|t|>C1
|ξZ(t)| < 1− C2h.
Proof. The key first step is to bound the characteristic function separately depending on whether
Xi is local to x. Note that h is fixed. The characteristic function of Zi is
ξZ(t) = E[exp
(
it′Zi
)
] = E
[
exp
(
it′Zi
)
1
(|Xh,i| > 1)]+ E [exp (it′Zi)1(|Xh,i| ≤ 1)] , (11)
where i =
√−1. First, if |Xh,i| > 1, then K(Xh,i) = 0, and so Zi is the zero vector and exp
(
it′Zi
)
=
1. Therefore, E[exp(it′Zi)1(|Xh,i| > 1)] = P[|Xi − x| > h]. The neighborhood of Assumption 1
where the density of X is bounded and bounded away from zero contains {x : |x − x| ≤ h}, and
therefore
P[|Xi − x| > h] = 1−
∫ x+h
x−h
f(x)dx ≤ 1− h2
(
min
x:|x−x|≤h
f(x)
)
= 1− C3h. (12)
Next, consider the event that |Xh,i| ≤ 1. Write Zi = Zi(Xh,i, Yi). By a change of variables
E
[
exp
(
it′Zi(Xh,i, Yi)
)
1(|Xh,i| ≤ 1)
]
=
∫ ∫ x+h
x−h
exp
(
it′Zi(x, y)
)
fxy(x, y)dxdy
= h
∫ ∫ 1
−1
exp
(
it′Zi(u, y)
)
fxy(x + uh, y)dudy.
Suppose that K is not the uniform kernel. The assumption of linear independence implies that Zi is
a set of linearly independent and continuously differentiable functions {[−1, 1]} ∪ R. Furthermore,
the density (U, Y ), as random variables on {[−1, 1]} ∪ Y, for some Y ⊂ R is strictly positive.
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Therefore, by Bhattacharya (1977, Lemma 1.4), Zi = Zi(U, Y ) obeys Crame´r’s condition as a
function of random variables on {[−1, 1]} ∪ Y, and so there is some C > 0 such that
sup
|t|>C
∣∣∣∣∫ ∫ 1−1 exp (it′Zi(u, y))fxy(x + uh, y)dudy
∣∣∣∣ < 1, (13)
according to Bhattacharya and Rao (1976, p. 207). Collecting Equations (11), (12), and (13) yields
the result when the kernel is not uniform.
If K is the uniform kernel, Equation (13) still holds, as follows. The first element of Zi(U, Y )
is K(U). Rewrite Zi(U, Y ) as Zi(U, Y ) := 2(K(U), Z˜
′
i)
′ and partition t ∈ Rdim(Z) as t = (t(1), t˜′)′.
Then, because K(U) ≡ 1/2 for U ∈ [−1, 1],
∫ ∫ 1
−1
exp
(
it′Zi(u, y)
)
fxy(x + uh, y)dudy =
∫ ∫ 1
−1
exp
(
it′
[
(1, Z˜ ′i)
′])fxy(x + uh, y)dudy
= eit1
∫ ∫ 1
−1
exp
(
it˜′Z˜i
)
fxy(x + uh, y)dudy.
Bhattacharya (1977, Lemma 1.4) applies to Z˜i and |eit1 | is bounded by one, thus yielding (13).
4 Coverage Error
We now turn to studying the worst-case coverage error of the local polynomial confidence interval
estimators I ∈ I . Recall that the family of confidence interval estimators I are those of the
form I =
[
θˆ − zuϑˆ , θˆ − zlϑˆ
]
, where θˆ and ϑˆ are defined in Section 2. For each I ∈ I there is
of course a corresponding t-statistic, and thus once the quantiles zu and zl are chosen, coverage
error expansions follow from Theorem 1. Only for simplicity, we restrict attention to bandwidth
sequences that are polynomial in n, that is, of the form h = Hn−η for some constants H > 0 and
η > 0. All practical implementations fall into this form, either in finite samples or asymptotically.
The following result serves as the starting point in our analysis of (4).
Corollary 1. Let the conditions of Theorem 1 hold, and suppose h = Hn−η, with H bounded and
bounded away from zero uniformly in FS. If η is bounded inside (1/(1+2ζ), 1) and zu, zl are chosen
such that Φ(zu)− Φ(zl) = (1− α), then
sup
F∈FS
∣∣∣PF [µ(ν) ∈ I]− (1− α)− [ET,F (zu)− ET,F (zl)]∣∣∣ = o (rT ) ,
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where ET,F (z) is given in (10) and rT = max{(nh)−1, nh1+2ζ , hζ , λT }, otherwise
sup
F∈FS
∣∣∣PF [µ(ν) ∈ I]− (1− α)∣∣∣  1.
This result is as general as Theorem 1, covering unadjusted, undersmoothed, and robust bias
corrected confidence intervals, at interior and boundary points. The final statement simply for-
malizes the idea that the bandwidth must vanish at the appropriate rate (among other choices)
lest worst-case coverage error persist asymptotically (notice that we force the bandwidth rate to
be captured by η notationally). Such intervals do not obey an Edgeworth expansion uniformly in
FS , but we can still discuss their coverage error, and in some special cases it may be possible to
quantify it precisely. For example, using the MSE-optimal bandwidth instead of undersmoothing
yields undercoverage when centering at µˆ
(ν)
p .
To fully utilize this result, and to identify interval estimators (and associated bandwidths) that
are minimax for coverage error, we need to specify the relationship of p−ν to S and consider interior
and boundary points. However, even at the present level of generality, some interesting and useful
conclusions are available. Most obviously, we see the well-known result that symmetric intervals,
with zl = −zu, have superior coverage, due to the evenness of ω1, ω2, and ω3. Asymmetric choices
that still have Φ(zu)−Φ(zl) = 1−α can still yield correct coverage, but the error will vanish more
slowly. Bootstrap based quantiles will in general not improve coverage error rates in nonparametric
contexts beyond the symmetric case (Hall, 1992b), and can be detrimental (Hall and Kang, 2001).
Second, it is clear that interval estimators with λT,F ≡ 0 are superior. That is, there should not
be a “mismatch” between the population variability of the centering and the population standard-
ization. Our expansions prove that for any ν ≥ 0 and interior and boundary points, the fixed-n
standard errors of (8) achieve this, and therefore, from the point of view of controlling worst-case
coverage, are excellent choices. This result generalizes the pointwise finding of Calonico, Cattaneo
and Farrell (2018) for µ(0), which was the first theoretical proof that fixed-n (or “preasymptotic”)
standardizations are superior for inference. This is particularly important at boundary points:
Chen and Qin (2002) found a coverage error at boundary points of O(h), which turns out to be
entirely driven by using an asymptotic standardization as opposed to a fixed-n one.
A very important conclusion, only implicit here, is that intervals for which coverage error
vanishes faster are able to employ larger bandwidths, and thus will have, in general, shorter length.
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We explore this further in Sections 6 and 7. Notice that the length of (3) vanishes proportionally to
n−1/2h−1/2−ν , the rate of square root of the variance of centering, and notice that it depends on ν.
However, the coverage error rate in Corollary 1, with fixed-n Studentization and zl = −zu, does not
depend on ν. This highlights the perhaps striking, and certainly under-appreciated, gap between
estimation and inference: the two may proceed at different rates. In particular, it is interesting
to note that the inference rate can be faster : the rate at which the distribution of θˆ collapses to
its asymptotic value (namely Φ(·)) can be faster than the rate at which θˆ itself collapses to its
asymptotic value (i.e. µ(ν)).
But beyond having different rates, it is possible that coverage error may vanish even if mean
square error does not, and vice versa. We have discussed one direction already: the coverage error
of an interval using the MSE-optimal bandwidth Hmsen
−1/(2p+3) does not vanish,
sup
F∈FS
∣∣∣PF [µ(ν) ∈ {µˆ(ν)p ± zα/2σˆpH−1/2mse n−1/2+(1+2ν)/(4p+6)}]− (1− α)∣∣∣  1.
The opposite direction may be more surprising and novel, and intuitively, may occur if the variance
of θˆ is too large for mean-square consistency, but is captured well enough by ϑˆ for inference. For
example, consider inference for the first derivative, µ
(1)
F (x), using local linear regression (p = 1)
and conventional inference, with θˆ = µˆ
(ν)
p and ϑˆ2 = σˆ2p/(nh
1+2ν). Choosing h  n−1/3 yields
rT = n
−2/3 → 0 (in fact, this is the fastest rate attainable by this I, i.e. h  n−1/3 is optimal
undersmoothing, see below). However, V[µˆ(ν)p |X1, . . . , Xn] = (nh1+2v)−1  1, therefore µˆ(ν)p is not
consistent in mean square.
Finally, we note that our measure of coverage error uses the symmetric absolute loss, thus giving
equal weight to under and over coverage. This need not be the case. Absolute loss can be replaced
by other well-behaved loss function. In particular, a natural choice would be to use the “check”
function loss, replacing (3) with
sup
F∈FS
L
(
PF [θF ∈ I]− (1− α)
)
, L(e) = Lτ (e) = e (τ − 1{e < 0})
Using the check function loss allows the researcher, through their choice of τ , to evaluate inference
procedures according to their preferences against over- and under-coverage. Setting τ = 1/2 re-
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covers the above, symmetric measure of coverage error. Guarding more against undercoverage (a
preference for conservative intervals) requires choosing a τ < 1/2. For example, setting τ = 1/3
encodes the belief that undercoverage is twice as bad as the same amount of overcoverage. All our
results, such as Corollary 1, can be established for this loss function. Doing so does not change
the rates involved, but will impact the constants and, consequently, the objective function (14). In
particular, the optimal bandwidths may change. Further details are given in the supplement.
4.1 Optimal Worst-Case Coverage Error at Interior and Boundary Points
We now turn to specifics. We use Corollary 1 to rank interval estimators in terms of their worst-
case coverage error. This motivates our inference-optimal bandwidth selectors. We will see that
intervals with better coverage properties are also shorter. Here we focus on rates only. The next
section discusses constants in the context of bandwidth selection.
First, for either interior or boundary points, Assumption 1 and, the smoothness in particular,
sets a limit on how fast (4) can vanish.
Theorem 2. Let the conditions of Corollary 1 hold and let Ip denote the class I for a given p.
Then
n(S+s)/(S+s+1) lim inf
n→∞ minp≥1
inf
I∈Ip
sup
F∈FS
∣∣∣PF [µ(ν) ∈ I]− (1− α)∣∣∣ > 0.
This result sets a theoretical benchmark: no choice of I ∈ I , no matter p, can attain a faster
coverage error decay rate than n−(S+s)/(S+s+1). However, this result is of little practical value
because in order to attain this rate the researcher would have to choose p and h as a function of S
and s, which are not known. If S were known to the researcher, any I with zl = zα/2 = −zu and
λT = 0 can be made optimal by selecting p large enough and appropriate choice of bandwidth(s).
In practice, S is not known and researchers first chooses p and then conduct inference based
on that choice (witness the ubiquity of local linear regression or cubic splines). It is therefore
instructive to study a fixed p and find intervals that give the minimize maximal coverage error and
those that do not. In particular, the bandwidths h and b must be selected as a function of p in
order to yield the best-possible convergence rate. We lay out the different cases, depending on the
difference between the assumed and utilized smoothness, i.e. S − p.
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Theorem 3. Let the conditions of Corollary 1 hold. Then, if x is interior to the support of X,
r−1? lim infn→∞ infI∈Ip
sup
F∈FS
∣∣∣PF [µ(ν)(x) ∈ I]− (1− α)∣∣∣ > 0
holds with r? = n
−(p+3)/(p+4) if p ≤ S− 3 and r? = n−(S+s)/(S+s+1) if p ≥ S− 2. If x is a boundary
point, the same is true with r? = n
−(p+2)/(p+3) if p ≤ S − 2 and r? = n−(S+s)/(S+s+1) if p ≥ S − 1.
This result gives the minimax rates for coverage error. As discussed above, and comparing to
Theorem 2, the relationship of p to S is crucial. Continuing the point from above: these rates do
not depend on ν. If p, although fixed, is close enough to S, the same rate can be attained as in the
known-S case. In the more empirically relevant case, where S is unknown but taken to be larger
than a fixed p, the rate depends only upon p.
With these rates quantified, the natural question is which interval estimators within Ip attain
them. The answer will be that robust bias correction, with zl = −zu, fixed-n Studentization, and
appropriately chosen bandwidth (complete details below), can attain the minimax rate in all cases.
Intuitively, this is because robust bias correction successfully exploits additional smoothness if it
exists, but is not punished (in rates) if there is no such smoothness. To illustrate this, consider
the case of an interior point. First, if p is large enough, any I can attain the coverage error rate of
n−(S+s)/(S+s+1) uniformly in FS . However, this requires setting h  n−1/(S+s+1) if p ≥ S − 2 for
bias correction and p ≥ S for undersmoothing with p − ν odd; either is unrealistic as knowledge
of S is required. For a fixed p, with p − ν odd and p < S − 2, robust bias correction with
h  n−1/(p+4) yields a worst-case coverage error of O(n−(p+3)/(p+4)), matching the best rate, while
the best-possible undersmoothing rate is n−(p+1)/(p+2), attained with h  n−1/(p+2).
Calonico, Cattaneo and Farrell (2018) proved, in a pointwise sense and only for the level of
the regression function, that robust bias correction is as good or better than undersmoothing for
coverage for a given bandwidth sequence. We extend that result to show that robust bias correction
offers a minimax improvement over undersmoothing, and that this generalizes to any derivative of
interest. It is also worth reiterating the point above regarding standard errors: we now have a
formal proof that fixed-n standard error are minimax coverage error optimal, whereas at boundary
points, asymptotic approximations are suboptimal.
An interesting consequence of Theorem 3 is that for interior points and local linear regression the
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mean-square optimal bandwidth is not only valid for robust bias corrected inference, but optimal, in
the sense that using hmse  n−1/5 yields coverage error O(n−(p+3)/(p+4)). However, this optimality
does not hold at boundary points, though hmse retains its validity. This shows exactly how one
may combine an optimal point estimate with a valid, even optimal, measure of uncertainty.
This further shows that interval length is improved, and gives the precise rate improvement.
The length of an interval I ∈ I contracts at the rate n−1/2h−1/2−ν , and therefore intervals with
larger bandwidths contract faster. However, the improvement will depend on the specific derivative
being estimated. We will next turn to our new inference-optimal bandwidths, covering both the
optimal choice of the main bandwidth h and the bias-correction bandwidth b (i.e. the ratio ρ).
5 Coverage Error Optimality: Choosing h
The fullest practical implications of Theorem 3 are realized if we can identify a feasible interval
I ∈ Ip and, especially, bandwidth selectors, that has coverage error rate r?. Robust bias correction
provides such an interval, and we now discuss complete implementation details, in particular the
choices of h and ρ = h/b. We focus first on the main bandwidth h, leaving ρ (and K) as an
arbitrary constant until the next section. Aside from the two bandwidths, the two most important
implementation choices for inference quality are the quantiles and the Studentization, but we know
from Corollary 1 that we should use zl = −zu = zα/2 and fixed-n Studentization such as (8); we
maintain these for the remainder. To help focus on h, we will denote by Irbc(h) the I of (2), with
zl = −zu = zα/2, centering θˆrbc of (7), and scale estimate ϑˆrbc of (8), for a given sequence h.
For a constant, positive ρ, and a bandwidth h, the coverage of Irbc(h) obeys
sup
F∈FS
∣∣∣PF [µ(ν)(x) ∈ Irbc(hrbc)]− (1− α)− CE(Irbc, F )∣∣∣ = o(rTrbc),
where rT = max{(nh)−1, nh1+2ζ , hζ} and CE(Irbc, F ) = ETrbc,F (z1−α/2)− ETrbc,F (zα/2), i.e.,
CE(Irbc, F ) =
1
nh
{
2ω4,T,F (zα/2)
}
+ nh1+2ζ
{
2ψ2T,Fω5,T,F (zα/2)
}
+ hζ
{
2ψT,Fω6,T,F (zα/2)
}
. (14)
It is this error that we will optimize as a function of h. With pragmatism in mind, we focus on the
case where p is fixed and small relative to S. In this case, ζ = p+ 3 in the interior and p+ 2 at the
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boundary. For implementation purposes, we optimize CE(Irbc, F ) pointwise in F . The optimal
bandwidths will be functions of F , and their implementations are functions of the data; neither
depend explicitly upon FS . However, the resulting coverage error rates will still hold uniformly,
that is, the bandwidths are of the form h = Hn−η, where η does not depend on F and H is well-
behaved in FS , and therefore coverage error rates. As an example, setting η = 1/(p + 4) yields a
rule-of-thumb minimax rate optimal bandwidth choice for interior points.
An obvious candidate for h is an MSE-optimal choice, hmse = Hmsen
−1/(2p+3), where Hmse
balances the variance against the squared bias. This choice is popular and readily available in
most statistical software. As we previously discussed, this choice is invalid for standard inference
procedures (which must be undersmoothed), but is allowed for robust bias correction and even
optimal for coverage in the case of p = 1 for interior points. Even when it is not optimal for
coverage, I(hmse) has the advantage that it can be reported along with µˆ
(ν)
p (x;hmse), pairing an
optimal point estimator with a valid measure of uncertainty that uses the same effective samples.
This is appealing from an empirical point of view.
However, when the goal is inference, improved bandwidth choices are available. We discuss two
natural criteria for choosing an inference-optimal h: first attaining coverage error optimality and
then sacrificing optimality for a reduction in length. We have already established that, because ρ is
constant, interval length is improved for larger bandwidths h. Robust bias correction allows for, and
(as we discuss below) will optimally use larger bandwidths, and thus leads to faster-contracting
intervals than any undersmoothing approach. However, we will see that length can be further
reduced while retaining asymptotically correct coverage by sacrificing minimax rate optimality.
First, if minimizing coverage error alone is the goal, we can construct an inference-optimal
bandwidth using (14). To do so, we set hrbc = Hn
−ηrbc for ηrbc = 1/(p + 4) for interior x and
1/(p + 3) at a boundary point. Notice that this, in terms of rates, balances the variance and bias
of the point estimator, instead of the squared bias as in MSE optimality. Any H bounded and
bounded away from zero uniformly in FS will yield the minimax optimal rate of Theorem 3, i.e.,
sup
F∈FS
∣∣∣PF [µ(ν)(x) ∈ Irbc(hrbc)]− (1− α)∣∣∣ = O(r?).
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A natural choice in practice is to minimize the constant portion of the coverage error of (14):
Hrbc = arg min
H>0
∣∣∣H−1{2ω4,rbc,F (zα/2)}+H1+2ζ{2ψ2rbc,Fω5,rbc,F (zα/2)}+Hζ{2ψrbc,Fω6,rbc,F (zα/2)}∣∣∣ .
It is straightforward to give a data-driven version of hrbc, we need only to select the constant
term. For this, we implement a direct plug-in rule by forming estimates of the known terms of
coverage error. We defer the details to the supplement, but because the functions are known
it is straightforward to implement ωˆ4,rbc,F (zα/2), ωˆ5,rbc,F (zα/2), and ωˆ6,rbc,F (zα/2), as well as an
estimate of the bias constant, ψˆrbc,F . We then numerically solve
Hˆrbc = arg min
H>0
∣∣∣H−1{2ωˆ4,rbc,F (zα/2)}+H1+2ζ{2ψˆ2rbc,F ωˆ5,rbc,F (zα/2)}+Hζ{2ψˆrbc,F ωˆ6,rbc,F (zα/2)}∣∣∣ .
Because this bandwidth depends on the specific data-generating process F , we view it as a rule-of-
thumb implementation for minimax optimality.
Inference optimal bandwidths as a notion are not new to the literature but, to our knowledge,
these are the first choices for local polynomial inference on derivatives, and which are shown to be
minimax rate optimal.
6 Interval Length Optimality: Choosing ρ and K(·)
To fully implement Irbc we need to select the bias-correction bandwidth b, which we do in the
form of ρ = h/b, and the kernel function K(·). To do so, we optimize the length of the resulting
confidence interval:
|Irbc(h)| = 2zα/2ϑˆrbc = 2zα/2
σˆrbc√
nh1+2ν
, (15)
where, in particular, Irbc(hrbc) is CE-optimal.
With ρ bounded and bounded away from zero, it affects only the constant portions of the
coverage error expansion of Irbc(hrbc), in particular changing the shape of the equivalent kernel
of θˆrbc. To find this equivalent kernel, begin by writing θˆrbc = ν!e
′
νΓ
−1ΩrbcY /nhν as a weighted
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average of the Yi:
θˆrbc =
1
nhν
ν!e′νΓ
−1 (Ω− ρp+1Λe′p+1Γ¯−1Ω¯)Y
=
1
nh1+ν
n∑
i=1
{
ν!e′νΓ
−1
(
K(Xh,i)rp(Xh,i)− ρp+1h
b
Λe′p+1Γ¯
−1K(Xb,i)rp+1(Xb,i)
)}
Yi.
The weights here depend on the sample, as Γ, Λ, and Γ¯ are sample quantities. The equivalent
kernel replaces these with their limiting versions (not, as elsewhere, their fixed-n expectations),
which we shall denote G = f(x)
∫
K(u)rp(u)rp(u)
′du, L = f(x)
∫
K(u)rp(u)u
p+1du, and G¯ =
f(x)
∫
K(u)rp+1(u)rp+1(u)
′du, respectively. The integrals are over [−1, 1] if x is an interior point
and appropriately truncated when x is a boundary point. Under our assumptions, convergence to
these limits is fast enough that, for the equivalent kernel Krbc(u;K, ρ, ν) defined as
Krbc(u;K, ρ, ν) = ν!e′νG−1
(
K(u)rp(u)− ρp+2Le′p+1G¯−1K(uρ)rp+1(uρ)
)
,
we have the representation
θˆrbc =
1
nh1+ν
n∑
i=1
Krbc
(
Xh,i;K, ρ, ν
)
Yi {1 + oP(1)}.
For more details on equivalent kernels, see Fan and Gijbels (1996, Sect. 3.2.2). It follows that the
(constant portion of) the asymptotic length of Irbc(hrbc) depends on K(·) and ρ only through the
specific functional
∫ (Krbc(u;K, ρ, ν))2du, where as above, the range of integration respects the
boundary as needed.
Cheng, Fan and Marron (1997) show that the asymptotic variance of a local polynomial point
estimator (at a boundary or interior point) is minimized by employing the uniform kernel. To
minimize the constant term of interval length asymptotically we thus choose ρ, depending on K, to
make Krbc(u;K, ρ, ν) as close as possible to the optimal equivalent kernel, i.e. the K∗p(u) induced
by the uniform kernel for a given p. If the uniform kernel is used initially, then ρ∗ = 1 is optimal:
that is, Krbc(·;1{|u| < 1}/2, 1, ν) ≡ K∗p+1(·). This highlights the importance of being able to
accommodate the uniform kernel in our higher-order expansions. If a kernel other than uniform
is used, we look for the optimal choice of ρ by minimizing the L2 distance between the induced
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Table 1: L2-Optimal Variance-Minimizing ρ
p Kernel
Triangular Epanechnikov Uniform
0 0.778 0.846 1.000
1 0.850 0.898 1.000
2 0.887 0.924 1.000
3 0.909 0.940 1.000
4 0.924 0.950 1.000
(a) Boundary point
p Kernel
Triangular Epanechnikov Uniform
1 0.798 0.865 1.000
3 0.867 0.915 1.000
5 0.900 0.938 1.000
7 0.919 0.951 1.000
(b) Interior point
Note: Optimal ρ computed by minimizing the L2 distance between the RBC induced equivalent kernel and the
variance-minimizing equivalent kernel (Uniform Kernel).
equivalent kernel and the optimal variance-minimizing equivalent kernel, solving
ρ∗ = arg min
ρ>0
∫ ∣∣Krbc(u;K, ρ, ν)−K∗p+1(u)∣∣2 du.
This is not a sample-dependent problem, only computational. We show in Table 1, for boundary
and interior (recall that p − ν is odd in this case), respectively, the optimal ρ∗ for the triangular
kernel, K(u) = (1 − |u|)1(|u| ≤ 1), and the Epanechnikov kernel, K(u) = 0.75(1 − u2)1(|u| ≤ 1).
These two are popular choices and are MSE-optimal at boundary and interior points, respectively.
The shapes of the resulting equivalent kernel, Krbc(u;K, ρ∗, ν), are shown in Figures 1-4 for different
p and ν. Note that although ρ∗ itself does not vary with ν, the equivalent kernel shape does.
7 Coverage Error and Interval Length Trade-Off
The CE-optimal bandwidth hrbc imposes the specific rate of decay n
−ηrbc , which is coverage error
optimal. However, from Corollary 1, the coverage of Irbc(n
−η) is (uniformly) asymptotically correct
for a wide range of η, leaving open the question of what other sensible choices might exist. We
have already seen that η = 1/(2p+ 3), the MSE-optimal rate, is sensible for reporting a measure of
uncertainty that is faithful to an optimal point estimate. Another natural option is a preference for
shorter (faster contracting) intervals, which, while not coverage-error optimal, are still uniformly
consistent in level.
In this section, we discuss the implications of looking for a trade-off bandwidth hto = Hton
−ηto
such that not only does Irbc(hto) have uniformly correct coverage, but also its length |Irbc(hto)|
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contracts more quickly. Length is reduced for larger bandwidths, meaning smaller exponents ηto.
For any η > ηrbc (i.e. h = o(hrbc)), both the rate of coverage error decay and interval length
contraction can be improved. Therefore, in considering trade-off bandwidths, we will only consider
1
1 + 2ζ
< ηto ≤ ηrbc = 1
1 + ζ
.
There is no “optimal” choice in this range, as the choice must reflect each researcher’s preference for
length vs. coverage error. However, any choice in this range is valid asymptotically. Note that this
range does not depend on ν, even though the length (15) does. This may affect how the researcher
wishes to trade off the two quantities.
To select the constant, Hto, we can explicitly consider the derivative by noting that for η < ηrbc
the middle term of the coverage error (14) is dominant. This term, n1−ηto(1+2ζ)
{
2ψ2T,Fω5,T,F (zα/2)
}
,
shares the rate of the scaled, squared bias. Therefore, it is natural to balance this against the square
of interval length, to match the trade off that hrbc represents. The feasible choice of this constant,
Hˆto, will also be a direct plug-in rule that uses the estimators above and a pilot version of σˆ
2
rbc, as
well a researcher’s choice of weight H ∈ (0, 1). We then set
Hˆto = arg min
H>0
H×H1+2ζ{2ψˆ2rbc,F ωˆ5,rbc,F (zα/2)}+ (1−H)× 4z2α/2 σˆ2rbcH1+2ν
=
(
(1−H)(1 + 2ν)4z2α/2σˆ2rbc
H(1 + 2ζ)2ψˆ2rbc,F ωˆ5,rbc,F (zα/2)
)
.
This choice can be implemented using the results in Section 6 to optimize length, since those results
remain valid when hto = Hton
−ηto is considered instead of hrbc.
There may be other sensible bandwidth selections that are compatible with Irbc(h), in the
sense of yielding high quality inference, but the ones outlined above are easy to implement and
founded on well-defined inference goals. These bandwidths (and related ideas) may also be useful
in other contexts as well. For example, Xia (1998) constructs bias corrected confidence bands
employing MSE-optimal choices for h as well as b. It is likely that such bands could be improved
by implementing inference-optimal choices such as those discussed herein.
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8 Conclusion
This paper developed new confidence intervals for local polynomial regression, which minimize their
worse-case coverage error and length in large samples. From a technical perspective, our results rely
on novel, valid Edgeworth expansions for t-statistics based on local polynomial methods, which are
established uniformly over relevant classes of data generating processes. In particular, these higher-
order expansions allow for the uniform kernel and any derivative order, significantly improving on
previous technical results available in the literature. We also proposed novel inference-optimal tun-
ing parameter selection for both bandwidths and kernel functions. The main methodological results
obtained in this paper are implemented in companion R and Stata software packages (Calonico,
Cattaneo and Farrell, 2019).
From a more general perspective, this paper employed an idea in Hall and Jing (1995) to assess
the quality of statistical inference. While we focused on nonparametric local polynomial regression
herein, our results suggest that a detailed study of worse-case coverage error is useful for developing
improved inference procedures more generally. The key ideas underlying Hall and Jing (1995) for
parametric inference, and in our paper for nonparametric smoothing, could be developed in other
statistical settings.
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Figure 1: K∗p+1(u) vs. Krbc(u;K, ρ∗, ν), Triangular Kernel, ν = 0, Boundary Point
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Notes: K∗p+1(u), Krbc(u;K, ρ∗, ν)
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Figure 2: K∗p+1(u) vs. Krbc(u;K, ρ∗, ν), Epanechnikov Kernel, ν = 0, Interior Point
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Notes: K∗p+1(u), Krbc(u;K, ρ∗, ν)
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Figure 3: K∗p+1(u) vs. Krbc(u;K, ρ∗, ν), Triangular Kernel, ν = 1, Boundary Point
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Figure 4: K∗p+1(u) vs. Krbc(u;K, ρ∗, ν), Epanechnikov Kernel, ν = 1, Interior Point
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Notes: K∗p+1(u), Krbc(u;K, ρ∗, ν)
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Supplement to “Coverage Error Optimal Confidence Intervals”
Sebastian Calonico∗ Matias D. Cattaneo† Max H. Farrell‡
March 22, 2019
This supplement contains proofs of all results and other technical details. Notation is kept
consistent with the main text, but this document is self-contained as all notation is redefined and
all necessary constructions, assumptions, and so forth, are restated. Throughout, clarity is prized
over brevity, and repetition is not avoided.
The main result is Theorem S.1, stated in Section S.3. Before that: a complete formalization
of the set up and inference procedures is given in Section S.1 and a bias and smoothness issues are
discussed thoroughly in S.2, including detail omitted from the main paper. Section S.3 contains
theoretical results, which proven in subsequent sections. A few other issues are then discussed. For
reference a complete list of notation is given in Section S.9.
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S.1 Setup
We observe a random sample {(Y1, X1), . . . , (Yn, Xn)} from the pair (Y,X), which are distributed
according to F , the data-generating process. F is assumed to belong to a class FS , as defined by
Assumption S.1 below, and in particular the pair (Y,X) obeys the heteroskedastic nonparametric
regression model
Y = µF (X) + ε, E[ε|X] = 0, E[ε2|X = x] = v(x). (S.1)
The parameter of interest is a derivative of the regression function, defined as
µ(ν) = µ
(ν)
F (x) :=
∂ν
∂xν
EF [Y | X=x]
∣∣∣∣
x=x
, (S.2)
for a point x in the support of X and an nonnegative integer ν ≤ S, the latter defined in Assumption
S.1, and indexing the class FS . As usual, we use the notation µF (x) = µ
(0)
F (x) = EF [Y | X=x].
Expectations and probability statements, as well as parameters and functions, are always un-
derstood to depend on F , though for simplicity this will often be omitted when doing so causes no
confusion. Similarly, unless it is explicitly required, we will omit the point of evaluation x as an
argument. For example,
µ
(ν)
F (x) = µ
(ν)(x) = µ(ν).
We study the coverage error of commonly-used Wald-type confidence interval estimators given
generically by
I =
[
θˆ − zu ϑˆ , θˆ − zl ϑˆ
]
, (S.3)
for a centering estimator θˆ, scale estimator ϑˆ, and a pair of quantiles zl and zu. Our main theoretical
result, Theorem 1 of the main text and Theorem S.1 herein, is an Edgeworth expansion for the dual
t-statistics of such I that hold uniformly over the class of data-generating processes FS , defined by
Assumption S.1 below.
S.1.1 Centering Estimators
We now define the centering estimators θˆ. These are based on local polynomial regressions. The
standard local polynomial (of degree p) point estimator is defined via the local regression
µˆ(ν)p = ν!e
′
νβˆp =
1
nhν
ν!e′νΓ
−1ΩY , βˆp = arg min
b∈Rp+1
n∑
i=1
(Yi − rp(Xi − x)′b)2K (Xh,i) , (S.4)
where
• ek is a conformable zero vector with a one in the (k + 1) position, for example eν is the
(p+ 1)-vector with a one in the νth position and zeros in the rest,
• h is a positive bandwidth sequence that vanishes as n diverges,
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• p is an integer greater than ν, with p− ν odd,
• rp(u) = (1, u, u2, . . . , up)′,
• Xh,i = (Xi − x)/h, for a bandwidth h and point of interest x,
• to save space, products of functions will often be written together, with only one argument,
for example,
(Krpr
′
p)(Xh,i) := K(Xh,i)rp(Xh,i)rp(Xh,i)
′ = K
(
Xi − x
h
)
rp
(
Xi − x
h
)
rp
(
Xi − x
h
)′
,
• W = diag (h−1K(Xh,i) : i = 1, . . . , n),
• H = diag (1, h, h2, . . . , hp), where
• diag(ai : i = 1, . . . , k) denote the k × k diagonal matrix constructed using the elements
a1, a2, · · · , ak,
• R = [rp(X1 − x), · · · , rp(Xn − x)]′,
• Rˇ = RH−1 = [rp(Xh,1), · · · , rp(Xh,n)]′,
• Γ = 1nh
∑n
i=1(Krpr
′
p)(Xh,i) = (Rˇ
′WRˇ)/n,
• Ω = h−1[(Krp)(Xh,1), (Krp)(Xh,2), . . . , (Krp)(Xh,n)] = Rˇ′W , and
• Y = (Y1, . . . , Yn)′.
We will also use, for bias correction,
• βˆp+1 which is defined exactly as in Equation (S.4) but with p+ 1 in place of p and b in place
of h in all instances.
For more details on local polynomial methods and related theoretical results, see Fan and Gijbels
(1996).
For computing the rate of convergence, and clarifying the appearance of (nhν)−1 in Equation
(S.4), it is useful to spell out the form of βˆp, the solution to the minimization in Equation (S.4).
Standard least squares algebra yields
βˆp =
(
R′WR
)−1
R′WY
=
([
RH−1H
]′
W
[
RH−1H
])−1 [
RH−1H
]′
WY
= H−1
(
Rˇ′WRˇ
)−1
H−1HRˇ′WY
= H−1
(
Rˇ′WRˇ
)−1
Rˇ′WY ,
= H−1Γ−1ΩY /n,
and therefore, because e′νH−1 = e′νh−ν ,
ν!e′νβˆp =
1
nhν
ν!e′νΓ
−1ΩY .
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The same applies to βˆp+1 with the necessary changes to the bandwidth and dimensions.
To conduct valid inference on µ(ν) the bias of the nonparametric estimator must be removed.
Assuming that the true µ(ν)(·) is smooth enough at x (such as is required for, in particular, com-
puting the mean square error optimal bandwidth), we find that the (conditional) bias of µˆ
(ν)
p is
E
[
µˆ(ν)p
∣∣X1, . . . , Xn]− µ(ν) = hp+1−νν!e′νΓ−1Λ1 µ(p+1)(p+ 1)! + oP(hp+1−ν), (S.5)
where
• Λk = Ω
[
Xp+kh,1 , . . . , X
p+k
h,n
]′
/n, where, in particular Λ1 was denoted Λ in the main text.
Throughout, asymptotic orders and their in-probability versions hold uniformly in FS , as required
by our framework; e.g., An = oP(an) means supF∈FS PF [|An/an| > ] → 0 for every  > 0. This
expression is valid for p− ν odd or even, though in the latter case the leading term of will be zero
due to symmetry for interior points, i.e. e′νΓ−1Λ1 = O(h), and thus the rate will actually be faster
(see Fan and Gijbels, 1996). This cancellation is not needed or used for any of our results below.
Sufficient smoothness for the validity of this calculation need not be available for many of
the results herein to apply, and the amount of smoothness assumed to exist is a key factor in
determining coverage error rates and optimality. See Section S.2 below for details and derivations
in all cases, in addition to the discussion in the main paper. For the present, Equation (S.5) serves
to motivate explicit bias correction by subtracting from µˆ
(ν)
p an estimate of the leading bias term.
This estimate is formed as
hp+1−νν!e′νΓ
−1Λ1e′p+1βˆp+1, with βˆp+1 =
1
nbp+1
Γ¯−1Ω¯Y ,
where βˆp+1 is exactly as in Equation (S.4), but with p+ 1 and b in place of p and h, respectively.
Calonico, Cattaneo, and Farrell (2018a,b) discuss more general methods of bias correction. It is
sometimes convenient to use the form above, but we will also use the more explicit notation for
what this approach does: estimating the unknown derivative µ(p+1) and plugging it in directly
hp+1−νν!e′νΓ
−1Λ1
µˆ
(p+1)
p+1
(p+ 1)!
, µˆ
(p+1)
p+1 = (p+ 1)!e
′
p+1βˆp+1 =
1
nbp+1
(p+ 1)!e′p+1Γ¯
−1Ω¯Y ,
again matching (S.4), but with p+ 1 in place of p and ν and b in place of h. In particular, we have
defined the exact analogues for this new local regression:
• Xb,i = (Xi − x)/b, for a bandwidth b and point of interest x, exactly like Xh,i but with b in
place of h,
• Ω¯ = b−1[(Krp+1)(Xb,1), (Krp+1)(Xb,2), . . . , (Krp+1)(Xb,n)], exactly like Ω but with b in place
of h and p+ 1 in place of p,
• Γ¯ = 1nb
∑n
i=1(Krp+1r
′
p+1)(Xb,i), exactly like Γ but with b in place of h and p+ 1 in place of
p, and
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• Λ¯k = Ω¯
[
Xp+1+kb,1 , . . . , X
p+1+k
b,n
]′
/n, exactly like Λk but with b in place of h and p+ 1 in place
of p (implying Ω¯ in place of Ω).
We thus consider two types of centering estimators. Conventional nonparametric local poly-
nomial inference sets θˆ = µˆ
(ν)
p , which typically requires undersmoothing for valid inference, and
robust bias corrected centering, which incorporates the explicit bias correction. In sum, θˆ of (S.3)
is one of
µˆ(ν)p =
1
nhν
ν!e′νΓ
−1ΩY ;
θˆrbc = µˆ
(ν)
p − hp+1−νν!e′νΓ−1Λ1
µˆ
(p+1)
p+1
(p+ 1)!
=
1
nhν
ν!e′νΓ
−1ΩrbcY .
(S.6)
where in the latter form of θˆrbc, which is useful for defining the scale estimators below, we define
• Ωrbc = Ω− ρp+1Λ1e′p+1Γ¯−1Ω¯ and
• ρ = h/b, the ratio of the two bandwidth sequences.
Comparing the two we see that only the matrix Ω premultiplying Y changes.
S.1.2 Scale Estimators
The next piece we define are the scaling estimators. As discussed in the paper, it is crucial for
coverage error to use fixed-n variance calculations, conditional in this case, to develop the Studen-
tization, and we will focus most of our attention on these. Discussion of other options can be found
in Section S.7, with some mention in Section S.3. The fixed-n variance of the centering is defined
as
ϑ2 = V
[
θˆ
∣∣X1, . . . , Xn] = 1
nh1+2ν
ν!2e′νΓ
−1(hΩ•ΣΩ′•/n)Γ
−1eν ,
where either Ω• = Ω or Ωrbc depending on the centering and
• Σ = diag(v(Xi) : i = 1, . . . , n), with v(x) = V[Y |X = x].
The rateless portions of the variance is defined by σ2 := (nh1+2ν)V
[
θˆ
∣∣X1, . . . , Xn] = (nh1+2ν)ϑ2,
with, in particular
σ2p = ν!
2e′νΓ
−1(hΩΣΩ′/n)Γ−1eν , and
σ2rbc = ν!
2e′νΓ
−1(hΩrbcΣΩ′rbc/n)Γ
−1eν ,
(S.7)
The only unknown piece of these is the conditional variance matrix Σ, which we estimate using
either
• Σˆp = diag(vˆ(Xi) : i = 1, . . . , n), with vˆ(Xi) = (Yi−rp(Xi−x)′βˆp)2 for βˆp defined in Equation
(S.4), or
5
• Σˆrbc = diag(vˆ(Xi) : i = 1, . . . , n), with vˆ(Xi) = (Yi − rp+1(Xi − x)′βˆp+1)2 for βˆp+1 defined
exactly as in Equation (S.4) but with p+ 1 in place of p and b in place of h.
The estimators vˆ(Xi), using either p or p + 1, are not estimators of the function v(·) of (S.1) per
se, but rather are a convenient notation for predicted residuals.
The scale estimator ϑˆ of I of (S.3) is thus one of
ϑˆ2 =
σˆ2p
nh1+2ν
, σˆ2p := ν!
2e′νΓ
−1(hΩΣˆpΩ′/n)Γ−1eν , or
ϑˆ2 = ϑˆ2rbc :=
σˆ2rbc
nh1+2ν
, σˆ2rbc := ν!
2e′νΓ
−1(hΩrbcΣˆrbcΩ′rbc/n)Γ
−1eν ,
(S.8)
Remark S.1. For notational, and more importantly, practical/computational simplicity, the stan-
dard errors use the same local polynomial regressions (same kernel, bandwidth, and order) as the
point estimates. Changing this results in changes to the constants and potentially (depending on
the choices of h, b, and p) the rates for the coverage error expansions. Further, the procedure as
defined here is simple to implement because the bases rp(Xi − x) and rp+1(Xi − x) and vectors
βˆp and βˆp+1 are already available. Other standard errors are discussed in Section S.7 and, for
asymptotic versions, briefly in the main paper. y
S.1.3 t-Statistics and Confidence Intervals
With the center and scale defined, the dual t-statistics of the confidence intervals in (S.3) are
Tp =
√
nh1+2ν(µˆ
(ν)
p − µ(ν))
σˆp
and Trbc =
(θˆrbc − µ(ν))
ϑˆrbc
=
√
nh1+2ν(θˆrbc − µ(ν))
σˆrbc
. (S.9)
Our main results, Theorem 1 of the paper and Theorem S.1 herein, are uniformly valid Edgeworth
expansions of the distribution functions of these statistics, and more general local polynomial based
t-statistics using other valid standard errors. These are given in Section S.3 below. From these, for
any fixed quantiles zl and zu the coverage error can be computed for the confidence intervals (S.3).
The class of intervals I is indexed by the choices of centering, scaling, bandwidths, and quantiles.
All of these represent choices made by the researcher, and each choice impacts the coverage error,
as made precise below. When discussing specific choices it will be useful notationally to write
the intervals as functions of these choices, such as I(h) for an interval based on a bandwidth
h or I(θˆ, ϑˆ) for specific choices of centering and scaling. In particular, let Ip = I(µˆ
(ν)
p , σˆp) and
Irbc = I(θˆrbc, σˆrbc), following the convention above.
S.1.4 Assumptions
The two following assumptions are sufficient for our results, both directly copied from the main
text. See discuss there. The first defines the class of distributions of the data, denoted FS .
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Assumption S.1. Let FS be the set of distributions F for the pair (Y,X) which obey model (S.1)
and the following. There exist constants S ≥ ν, s ∈ (0, 1], 0 < c < C <∞, and a neighborhood of
x = 0, none of which depend on F , such that for all x, x′ in the neighborhood:
(a) the Lebesgue density of (Y,X), fyx(·), is continuous and c ≤ fyx(·) ≤ C; the Lebesgue density
of X, f(·), is continuous and c ≤ f(x) ≤ C; v(x) := V[Y |X = x] ≥ c and continuous; and
E[|Y |8+c|X = x] ≤ C, and
(b) µ(·) is S-times continuously differentiable and |µ(S)(x)− µ(S)(x′)| ≤ C|x− x′|s.
Throughout, {(Y1, X1), . . . , (Yn, Xn)} is a random sample from (Y,X).
Second, the class of confidence intervals is governed by the following condition on the kernel
function K(·) and polynomial degree p. To be precise, we call x an “interior point” if it is further
than h from the boundary of the support of X. We impose the following throughout.
Assumption S.2. The kernel K is supported on [−1, 1], positive, bounded, and even. Further,
K(u) is either constant (the uniform kernel) or (1,K(u)r3(k+1)(u))
′ is linearly independent on
[−1, 1], where k = p for Tp or k = p+ 1 for Trbc. The order p is at least ν, and for Trbc at interior
points x, p− ν is odd.
We define
• Ip as the set of intervals I of the form (S.3) governed by Assumption S.1 for a given, fixed p,
centering and scaling from (S.6) and (S.8) respectively, and possibly, as needed, restrictions
on the bandwidths and other user choices defined below in the main results.
S.2 Bias and the Role of Smoothness
The conditional bias defined above in Equation (S.5), and the similarly computed E
[
θˆrbc
∣∣X1, . . . , Xn]−
µ(ν), are useful for describing bias correction, first order asymptotics, and computing and imple-
menting optimal bandwidths. However, these can not be present in the Edgeworth and coverage
error expansions because they are random quantities. Further, the leading term isolated in Equation
(S.5) presumes sufficient smoothness, which we must avoid in general. (The analogous calculation
for θˆrbc is shown below.)
The bias terms in the expansions, denoted ΨT,F in general and ΨTp,F and ΨTrbc,F in particular,
are defined both (i) before a Taylor approximation is performed, and (ii) with Γ, Γ¯, and Λ1 replaced
with their fixed-n expectations, denoted Γ˜, ˜¯Γ, and Λ˜1. In both sense, these bias terms reflect the
“fixed-n” approach. (A tilde always denotes a fixed-n expectation, and all expectations are fixed-n
calculations unless explicitly denoted otherwise.)
For notation, we maintain the dependence on F if it is useful to emphasize that for certain
F ∈ FS the bias may be lower or higher. For example, if it happens that µ(p+1)F (x) = 0, the leading
term of Equation (S.5) will be zero even if p − ν is odd. Further, at present we explicitly write
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these as functions of the t-statistic, as the expansions in Section S.3 are for the t-statistics, but it
would be equivalent to write them as functions of the corresponding interval: that is ΨI,F ≡ ΨT,F ,
in terms of I and F .
S.2.1 Generic Bias Formulas
In this subsection, when considering µˆ
(ν)
p+1 or Tp, the parity of p− ν does not matter. Define
• βk (usually k = p or k = p + 1) as the k + 1 vector with (j + 1) element equal to µ(j)(x)/j!
for j = 0, 1, . . . , k as long as j ≤ S, and zero otherwise,
• M = [µ(X1), . . . , µ(Xn)]′,
• ρ = h/b, the ratio of the two bandwidth sequences, and
• Γ˜ = E[Γ], ˜¯Γ = E[Γ¯], Λ˜1 = E[Λ1], and so forth. A tilde always denotes a fixed-n expecta-
tion, and all expectations are fixed-n calculations unless explicitly denoted otherwise. The
dependence on FS is suppressed notationally. As a concrete example:
Λk = Ω
[
Xp+kh,1 , . . . , X
p+k
h,n
]′
/n =
1
nh
n∑
i=1
(Krp)(Xh,i)X
p+k
h,i ,
and so
Λ˜k = E[Λk] = h−1E
[
(Krp)(Xh,i)X
p+k
h,i
]
= h−1
∫
supp{X}
K
(
Xi − x
h
)
rp
(
Xi − x
h
)(
Xi − x
h
)p+k
f(Xi)dXi
=
∫ 1
−1
K(u)rp(u)u
p+kf(x + uh)du.
The range of integration for integrals will generally be left implicit. The range will change
when the point of interest is on a boundary, but the notation will remain the same and it is
to be understood that moments and moments of the kernel be replaced by the appropriate
truncated version. For example, if supp{X} = [0,∞) and the point of interest is x = 0, then
by a change of variables
Λ˜k = h
−1
∫
supp{X}
(Krp)(Xh,i)X
p+k
h,i f(Xi)dXi =
∫ ∞
0
(Krp)(u)u
p+kf(uh)du,
whereas if supp{X} = (−∞, 0] and x = 0, then
Λ˜k =
∫ 0
−∞
(Krp)(u)u
p+kf(−uh)du.
For the remainder of this section, the notation is left generic.
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To compute the terms ΨTp,F and ΨTrbc,F , begin with the conditional mean of µˆ
(ν)
p :
E
[
µˆ(ν)p
∣∣X1, . . . , Xn] = ν!e′νE [βˆp∣∣X1, . . . , Xn] = 1nhν ν!e′νΓ−1ΩM
=
1
nhν
ν!e′νΓ
−1Ω(M −Rβp) + 1
nhν
ν!e′νΓ
−1ΩRβp.
Because h−νe′ν = e′νH−1, Rˇ = RH−1, Ω = Rˇ′W , and Γ = Rˇ′WRˇ/n = ΩRˇ/n, the second term
above is
ν!
(
e′νH
−1)Γ−1 (ΩRˇ/n)Hβp = ν!e′νβp = µ(ν)(x), (S.10)
using the definition of βp (the ν + 1 element of the vector βp will not be zero, as ν ≤ S holds by
Assumption S.1). Therefore
E
[
µˆ(ν)p
∣∣X1, . . . , Xn] = µ(ν) + h−νν!e′νΓ−1 1nh
n∑
i=1
(Krp)(Xh,i)
(
µ(Xi)− rp(Xi − x)′βp
)
. (S.11)
From here, a Taylor expansion of µ(Xi) around X = x immediately gives Equation (S.5), provided
that S ≥ p + 1. Instead, the bias term of the expansions uses this form directly, replacing the
sample averages with population averages. The biases, ΨT,F in general and ΨTp,F and ΨTrbc,F
in particular, must explicitly account for the rate scaling of
√
nh1+2ν , because the Edgeworth
expansions are proven directly for the t-statistics.
For θˆ = µˆ(ν), for Tp or Ip, we apply the rate scaling to the above display and thusly define
ΨTp,F =
√
nh1+2νh−νν!e′νΓ˜
−1E
[
h−1(Krp)(Xh,i)
(
µ(Xi)− rp(Xi − x)′βp
)]
.
Note that the h−ν cancels, and thus the rate of decay of the scaled bias does not depend on the
level of derivative of interest. Because of the fixed-n nature of this calculation, the parity of p− ν
does not matter. If a Taylor series were performed and the matrixes were allowed to converge to
their limit, the well-known symmetry cancellation would occur for p − ν even at interior x. This
is not necessary for our results and will not be used. However, we stress that p − ν can be either
even or odd for our main results for only Tp. For θˆrbc and associated inference, it is assumed that
p− ν is odd, as is standard practice for all local polynomial inference.
For Trbc, i.e. θˆrbc,
E
[
θˆrbc
∣∣X1, . . . , Xn]− µ(ν) = {E [µˆ(ν)∣∣X1, . . . , Xn]− µ(ν)}
−
{
hp+1−νν!e′νΓ
−1Λ1
1
(p+ 1)!
E
[
µˆ(p+1)
∣∣X1, . . . , Xn]} .
The first term is given exactly in (S.11). For the second term, following exactly the same steps that
we used to arrive at (S.11), but with (p+ 1) in place of v and p and b in place of h, we find that
E
[
µˆ(p+1)
∣∣X1, . . . , Xn] = (p+ 1)!e′p+1βp+1
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+ b−p−1(p+ 1)!e′p+1Γ¯
−1 1
nb
n∑
i=1
(Krp+1)(Xb,i)
(
µ(Xi)− rp+1(Xi − x)′βp+1
)
Inserting this result and (S.11) into E
[
θˆrbc
∣∣X1, . . . , Xn]− µ(ν), we find that
E
[
θˆrbc
∣∣X1, . . . , Xn]− µ(ν) = h−νν!e′νΓ−1 1nh
n∑
i=1
(Krp)(Xh,i)
(
µ(Xi)− rp(Xi − x)′βp
)
− hp+1−νν!e′νΓ−1Λ1
1
(p+ 1)!
(p+ 1)!e′p+1βp+1
− hp+1−νν!e′νΓ−1Λ1
1
(p+ 1)!
b−p−1(p+ 1)!e′p+1Γ¯
−1
× 1
nb
n∑
i=1
(Krp+1)(Xb,i)
(
µ(Xi)− rp+1(Xi − x)′βp+1
)
= h−νν!e′νΓ
−1 1
nh
n∑
i=1
(Krp)(Xh,i)
(
µ(Xi)− rp(Xi − x)′βp
)
− hp+1−νν!e′νΓ−1Λ1e′p+1βp+1
− h−νρp+1ν!e′νΓ−1Λ1e′p+1Γ¯−1
× 1
nb
n∑
i=1
(Krp+1)(Xb,i)
(
µ(Xi)− rp+1(Xi − x)′βp+1
)
= h−νν!e′νΓ
−1 1
nh
n∑
i=1
(Krp)(Xh,i)
(
µ(Xi)− rp+1(Xi − x)′βp
)
− h−νρp+1ν!e′νΓ−1Λ1e′p+1Γ¯−1
× 1
nb
n∑
i=1
(Krp+1)(Xb,i)
(
µ(Xi)− rp+1(Xi − x)′βp+1
)
.
where the last equality combines the first two terms (in the penultimate line), by noticing that
hp+1−νν!e′νΓ
−1Λ1e′p+1βp+1 = h
p+1−νν!e′νΓ
−1 1
nh
n∑
i=1
(Krp)(Xh,i)(Xh,i)
p+1e′p+1βp+1
= hp+1−νν!e′νΓ
−1 1
nh
n∑
i=1
(Krp)(Xh,i)h
−p−1(Xi − x)p+1e′p+1βp+1,
and that (Xi−x)p+1e′p+1βp+1 is exactly the difference between rp(Xi−x)′βp and rp+1(Xi−x)′βp+1.
As before, ΨTrbc,F is now defined replacing sample averages with population averages and ap-
plying the scaling of
√
nh1+2ν from the t-statistic. Again the h−ν cancels, and thus the rate of
decay of the scaled bias does not depend on the level of derivative of interest.
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In sum, the generic formulas are
ΨTp,F =
√
nh ν!e′νΓ˜
−1E
[
h−1(Krp)(Xh,i)
(
µ(Xi)− rp(Xi − x)′βp
)]
,
ΨTrbc,F =
√
nh ν!e′νΓ˜
−1E
[{
h−1(Krp)(Xh,i)− ρp+1Λ˜1e′p+1 ˜¯Γ
−1
b−1(Krp+1)(Xb,i)
}
× (µ(Xi)− rp+1(Xi − x)′βp+1)]
(S.12)
For the generic results of coverage error or the generic Edgeworth expansions of Theorem S.1
below, these definitions are suitable and the ΨTp,F and ΨTrbc,F may appear directly. For Tp, parity
of p − ν is not used, but can matter: the rate at which ΨTp,F vanishes is faster by one factor of
h at interior points (Fan and Gijbels, 1996, see). The validity of the Edgeworth expansions is not
affected by this; the statements are seamless.
For θˆrbc and related inference procedures, and in general for the Corollaries detailing specific
cases we must understand the behavior of these quantities for different values of S (defined in
Assumption S.1) and p − ν. In cases where it is possible, we will also need the leading constants
in order to implement feasible bandwidth selectors. To emphasize this, we will write the constant
portion as ψT,F and separate out the component of the rate which depends on S and p. That is,
the bias of hν θˆ is denoted by hζψT,F , or defined via
ΨT,F =
√
nhhζψT,F , (S.13)
where both ζ > 0 and ψT,F depend on the specific centering estimator (and hence p) and F . For
example, Equation (S.5) shows that if p < S, then for Tp (or equivalently, Ip), ζ = p+ 1 and ψTp,F
is ν!e′νE[Γ]−1E[Λ]µ(p+1)/(p + 1)!. The subsequent subsections treat ΨTp,F and ΨTrbc,F separately,
considering special cases of S and p. In general, the rate will be known but the constants may
be unknown or even (if p > S) uncharacterizable without further assumptions. For ΨTrbc,F it will
also matter if x is in the interior or on the boundary of the support of X. In all cases, feasible
bandwidth selection is only possible when there is sufficient smoothness that is not utilized by the
estimation, in perfect analogy with mean square error optimization.
S.2.2 Smoothness Cases and Leading Constants, without Bias Correction
Let us now restrict to p− ν odd. Without bias correction the same results are obtained for interior
and boundary points. The relationship between the total smoothness S (defined in Assumption
S.1) and p determines first the rate and if the constants may be characterized.
To begin, recall the definitions of rp(u) and βp, where in particular elements of the latter beyond
S + 1 are zero. A Taylor approximation, for some x¯, gives we find that
µ(Xi)− rp(Xi − x)′βp =
S∑
k=0
1
k!
(Xi − x)kµ(k)(x) + 1
S!
(Xi − x)S
(
µ(k)(x¯)− µ(k)(x)
)
11
−
S∧p∑
k=0
1
k!
(Xi − x)kµ(k)(x)
=
S∑
k=S∧p+1
1
k!
(Xi − x)kµ(k)(x) + 1
S!
(Xi − x)S
(
µ(k)(x¯)− µ(k)(x)
)
=
S∑
k=S∧p+1
hk
k!
(Xh,i)
kµ(k)(x) +O(hS+s), (S.14)
where the first summation in the last two lines is taken to be zero if p ≥ S, and we have applied
Assumption S.1 and restricted to Xi ∈ [x± h] (i.e. K(Xh,i) > 0). Note that the order is uniform in
FS .
Thus we see that if p < S, the leading bias term can be characterized, and we find (cf. Equation
(S.5))
ΨTp,F =
√
nhhp+1
µ(p+1)
(p+ 1)!
ν!e′νΓ˜
−1Λ˜1 [1 + o(1)] .
Note that this holds regardless of whether x is an interior or boundary point, with suitable changes
to the ranges of integration in Γ˜ and Λ˜1. On the other hand, if p ≥ S, we only have the O(hS+s)
term, and we know only that ΨTp,F = O(
√
nhhS+s).
S.2.3 Smoothness Cases and Leading Constants, with Bias Correction
Turning to post bias correction, it will be useful at times to consider the two terms of Equation
(S.12) separately, as the bandwidths h and b may be different and even vanish at different rates.
We maintain that p − ν is odd. The two terms represent (i) the next bias term, not targeted by
bias correction, and (ii) the bias of the bias estimator. For discussion in the context of kernel-based
density estimation, see Hall (1992b); Calonico, Cattaneo, and Farrell (2018a,b). Because p+ 1− v
is by assumption even, it will matter if x is an interior or boundary point, due to the well known
symmetry properties of local polynomial regression (Fan and Gijbels, 1996; Calonico, Cattaneo,
and Farrell, 2018b). This will matter for the rates and also for the interplay between S and p. We
consider each case in turn in the next subsubsections.
S.2.3.1 Boundary Point
Here, parity does not matter. Applying Equation (S.14), but with p+ 1 in place of p, and scaling
by h or b as appropriate, we find that if p+ 2 ≤ S:
ΨTrbc,F =
√
nh
µ(p+2)
(p+ 2)!
ν!e′νΓ˜
−1
{
E
[
hp+2h−1(Krp)(Xh,i)(Xh,i)p+2
]
− ρp+1bp+2Λ˜1e′p+1 ˜¯Γ
−1
E
[
b−1(Krp+1)(Xb,i)(Xb,i)p+2
] }
[1 + o(1)]
=
√
nhhp+2
µ(p+2)
(p+ 2)!
ν!e′νΓ˜
−1
{
Λ˜2 − ρ−1Λ˜1e′p+1 ˜¯Γ
−1 ˜¯Λ1
}
[1 + o(1)] .
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For the last line, recall the notation
• ρ = h/b and
• ˜¯Λk is the fixed-n expectation of Λ¯k = Ω¯
[
Xp+1+kb,1 , . . . , X
p+1+k
b,n
]′
/n.
On the other hand, if p+ 2 > S, ΨTrbc,F = O
(√
nhhS+s[1 + ρp+1−S−s]
)
.
S.2.3.2 Interior Point
Compared to the boundary case and the case without bias correction, which each had two regimes
for smoothness, binding or nonbinding, here we will have three. This is due to the cancellations
due to symmetry.
Case 1: p+ 3 ≤ S. In the interior, the fact that p− ν is odd will lead to cancellations. This
occurs because we can write e′νΓ˜−1Λ˜k = C1 +hC2 +o(h), where C1 = 0 if (p−ν+k) is odd (which
is when k is even, as p−ν is odd) and x is an interior point. Similarly, e′p+1 ˜¯Γ
−1 ˜¯Λk = C¯1+bC¯2+o(b),
with C¯1 = 0 if (p + 1) − (p + 1) + k = k is odd. These will mean that, referring to the formula
for ΨTrbc,F at the boundary given above, e
′
νΓ˜
−1Λ˜2 = O(h) and e′p+1
˜¯Γ
−1 ˜¯Λ1 = O(b). Therefore,
these are the same order as the appropriate “next” term in the expansion (S.14), i.e. one further
derivative may be retained.
Applying this to ΨTrbc,F , we find that
ΨTrbc,F =
√
nhhp+3 ν!e′νΓ˜
−1
{
µ(p+2)
(p+ 2)!
[
h−1Λ˜2 − ρ−2b−1Λ˜1e′p+1 ˜¯Γ
−1 ˜¯Λ1
]
+
µ(p+3)
(p+ 3)!
[
Λ˜3 − ρ−2Λ˜1e′p+1 ˜¯Γ
−1 ˜¯Λ2
]}
[1 + o(1)] .
Notice that rather than spell out the limiting form of e′νΓ˜−1Λ˜2 and e′p+1
˜¯Γ
−1 ˜¯Λ1, that is, the C2
and C¯2 above, we keep with the fixed-n spirit and write h
−1e′νΓ˜−1Λ˜2 and b−1e′p+1
˜¯Γ
−1 ˜¯Λ1, which
dual the advantages of easy implementability (using the sample, non-tilde versions) and capturing
all terms.
Case 2: p+ 2 = S. Then the terms above involving µ(p+3) must be replaced by the O(hS+s)
(or bS+s) term of (S.14), which if p+ 2 = S, leaves the exponent as p+ 2 + s. This gives
ΨTrbc,F =
√
nhhp+3 ν!e′νΓ˜
−1
{
µ(p+2)
(p+ 2)!
[
h−1Λ˜2 − ρ−2b−1Λ˜1e′p+1 ˜¯Γ
−1 ˜¯Λ1
]}
+O
(√
nhhp+2+s
)
+O
(√
nhρp+1bp+2+s
)
=
√
nhhp+3 ν!e′νΓ˜
−1
{
µ(p+2)
(p+ 2)!
[
h−1Λ˜2 − ρ−2b−1Λ˜1e′p+1 ˜¯Γ
−1 ˜¯Λ1
]}
+O
(√
nhhp+2+s[1 + ρ−1−s]
)
.
(Note that the order of second term is equivalently
√
nhhS+s[1 + ρ−1−s].) Recall that s ∈ (0, 1].
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The second term is always at least as large, in order, as the first. The first term above is higher
order unless s = 1 (which is not known) and ρ→ ρ¯ ∈ (0,∞), in which case the two are of the same
order. Otherwise, the second term dominates, and further, if the ρ−1−s portion is the dominant
rate if ρ = h/b→ 0 regardless of s.
Case 2: p + 2 > S. Now the symmetry does not apply (because only when the deriva-
tives exist do the Taylor series terms collapse to Λk and Λ¯k) and so we find that ΨTrbc,F =
O
(√
nh
[
hS+s + ρp+1bS+s
])
= O
(√
nhhS+s
[
1 + ρp+1−S−s
])
.
S.3 Main Theoretical Results
We now give the main technical result of the paper, a uniformly (in F ∈ FS) valid Edgeworth
expansion of the distribution function of a generic local polynomial based t-statistic, from which
coverage error follows for any I. This result is the same as Theorem 1 in the main text.
Appearing the expansion are the six functions ωk,T,F (z), k = 1, 2, . . . , 6, whose exact forms are
computed in Section S.3.1. All six are known for all I and F ∈ FS , bounded, and bounded away
from zero for at least some F ∈ FS , and most crucially, that ω1, ω2, and ω3 are even functions of
z, while ω4, ω5, and ω6 are odd.
Also appearing is λT,F , a generic placeholder capturing the mismatch between the variance of the
numerator of the t-statistic and the population standardization chosen (i.e. the quantity estimated
by σˆ of T ). We can not make this error precise for all choices, but give two important special cases.
First, employing an estimate of the asymptotic variance renders λT,F = O(h) at boundary points.
Second, the fixed-n Studentizations (S.8) yield λT,F ≡ 0. For other choices, the rates and constants
may change, but it is important to point out that the coverage error rate cannot be improved
beyond the others shown through the choice of Studentization alone (see discussion in Section S.7
and Calonico, Cattaneo, and Farrell (2018a,b)). Let λT such that supF∈FS λT,F = O(λT ) = o(1)
(if this were not o(1), the expansion is not valid as the t-statistic does not converge to standard
Normal). Like the bias terms, λT,F ≡ λI,F , and here we maintain the former only because the
theorem is directly for T .
Theorem S.1. Let Assumptions S.1 and S.2 hold, and suppose
nh/ log(nh)2+γ →∞ and
√
nhhζ log(nh)1+γ → 0,
for any γ bounded away from zero uniformly in FS, and if bias correction is used, p− ν is odd and
ρ is bounded uniformly in FS. Then
sup
F∈FS
sup
z∈R
∣∣∣PF [T < z]− Φ(z)− ET,F (z)∣∣∣ = o (rT ) ,
where Φ(z) is the standard Normal distribution function, rT = max{(nh)−1,Ψ2T,F , (nh)−1/2ΨT,F , λT },
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i.e. the slowest vanishing of the rates, and
ET,F (z) =
1√
nh
ω1,T,F (z) + ΨT,Fω2,T,F (z) + λT,Fω3,T,F (z)
+
1
nh
ω4,T,F (z) + Ψ
2
T,Fω5,T,F (z) + (nh)
−1/2ΨT,Fω6,T,F (z).
(S.15)
with ωk,T,F (z), k = 1, 2, . . . , 6, bounded uniformly in FS, and bounded away from zero for at least
some F .
This Theorem is the main technical result which allows the deduction of all others. At this level
of generality, p − ν may be odd or even for T = Tp. The terms of the expansion are computed in
the following subsection. We then turn our attention over to the proof of this result.
S.3.1 Terms of the Edgeworth Expansion
We now give the precise forms of the terms in the Edgeworth expansion, ET,F (z). This amounts
to defining the terms ωk, k = 1, 2, . . . , 6, ΨT,F , and λT,F . For all T (or I), ΨT,F is given in Section
S.2 and explicitly given in Equation (S.12). For the expansion, the special cases are not needed.
For the variance errors λT,F , we mention a few examples. First, as already discussed, the fixed-n
standard errors of Equation (S.8) yield λT,F ≡ 0. When it is nonzero, typically λT,F has the form
λT,F = lnL, for a rate ln → 0 and a constant (or at least, a sequence bounded and bounded away
from zero) L. The term L is exactly the difference between the variance of the numerator of the
t-statistic and the population standardization chosen. This has nothing to do with estimation error.
Loosely speaking,
L =
V
[√
nh1+2ν(θˆ − µ(ν))
]
σ2
− 1,
where σ2 is the limit of whatever σˆ2 has been chosen (c.f. Equation (S.9)). As an example, con-
sider traditional explicit bias correction, where the point estimate (or numerator of T ) is bias-
corrected but it is assumed that σp provides valid standardization (this requires ρ → 0), we find
that λT,F = ρ
p+2(L1 + ρ
p+2L2), where L1 captures the (scaled) covariance between µˆ
(ν) and µˆ(p+1)
and L2 the variance of µˆ
(p+1); see Calonico, Cattaneo, and Farrell (2018a,b) for the exact expres-
sions. For another example, for inference at the boundary when using the asymptotic variance for
standardization (i.e. the probability limit of the conditional variance of the numerator), one finds
ln = h and L capturing the difference between the conditional variance and its limit, based on the
localization of the kernel; see Chen and Qin (2002) for the exact expression.
It remains to define ωk, k = 1, 2, . . . , 6. More notation is required. As with the bias, all terms
must be nonrandom. We will maintain, as far as possible, fixed-n calculations. First, define the
following functions, which depend on F , n, h, b, ν, p, and K, though this is mostly suppressed
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notationally. These functions are all calculated in a fixed-n sense and are all bounded and rateless.
`0Tp(Xi) = ν!e
′
νΓ˜
−1(Krp)(Xh,i);
`0Trbc(Xi) = `
0
Tp(Xi)− ρp+1ν!e′νΓ˜−1Λ˜1e′p+1 ˜¯Γ
−1
(Krp+1)(Xb,i);
`1Tp(Xi, Xj) = ν!e
′
νΓ˜
−1 (E[(Krpr′p)(Xh,j)]− (Krpr′p)(Xh,j)) Γ˜−1(Krp)(Xh,i);
`1Trbc(Xi, Xj) = `
1
Tp(Xi, Xj)− ρp+1ν!e′νΓ˜−1
{(
E[(Krpr′p)(Xh,j)]− (Krpr′p)(Xh,j)
)
Γ˜−1Λ˜1e′p+1
+
(
(Krp)(Xh,j)X
p+1
h,i − E[(Krp)(Xh,j)Xp+1h,i ]
)
e′p+1
+ Λ˜1e
′
p+1
˜¯Γ
−1 (
E[(Krp+1r′p+1)(Xb,j)]− (Krp+1r′p+1)(Xb,j)
)}˜¯Γ−1(Krp+1)(Xb,i).
With this notation, define
σ˜2T = E[h−1`0T (X)2v(X)].
We can also rewrite the bias terms using this notation as
ΨTp,F =
√
nhE
[
h−1`0Tp(Xi)[µ(Xi)− rp(Xi − x)′βp]
]
and
ΨTrbc,F =
√
nhE
[
h−1`0Trbc(Xi)[µ(Xi)− rp+1(Xi − x)′βp+1]
]
.
Now we can define the Edgeworth expansion polynomials ωk, k = 1, 2, . . . , 6. The standard
Normal density is φ(z). The term ω4 is the most cumbersome. Beginning with the others:
ω1,T,F (z) = φ(z)σ˜
−3
T E
[
h−1`0T (Xi)
3ε3i
] {
(2z2 − 1)/6} ,
ω2,T,F (z) = −φ(z)σ˜−1T ,
ω3,T,F (z) = −φ(z) {z/2} ,
ω5,T,F (z) = −φ(z)σ˜−2T {z/2} ,
ω6,T,F (z) = φ(z)σ˜
−4
T E[h
−1`0T (Xi)
3ε3i ]
{
z3/3
}
.
For ω3, it is not quite as simple to state a generic version. Let G˜ stand in for Γ˜ or
˜¯Γ, p˜ stand in
for p or p + 1, and dn stand in for h or b, all depending on if T = Tp or Trbc. Note however, that
h is still used in many places, in particular for stabilizing fixed-n expectations, for Trbc. Indexes i,
j, and k are always distinct (i.e. Xh,i 6= Xh,j 6= Xh,k).
ω4,T,F (z) = φ(z)σ˜
−6
T E
[
h−1`0T (Xi)
3ε3i
]2 {
z3/3 + 7z/4 + σ˜2T z(z
2 − 3)/4}
+ φ(z)σ˜−2T E
[
h−1`0T (Xi)`
1
T (Xi, Xi)ε
2
i
] {−z(z2 − 3)/2}
+ φ(z)σ˜−4T E
[
h−1`0T (Xi)
4(ε4i − v(Xi)2)
] {
z(z2 − 3)/8}
− φ(z)σ˜−2T E
[
h−1`0T (Xi)
2rp˜(Xdn,i)
′G˜−1(Krp˜)(Xdn,i)ε
2
i
] {
z(z2 − 1)/2}
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− φ(z)σ˜−4T E
[
h−1`0T (Xi)
3rp˜(Xdn,i)
′G˜−1ε2i
]
E
[
h−1(Krp˜)(Xdn,i)`
0
T (Xi)ε
2
i
] {
z(z2 − 1)}
+ φ(z)σ˜−2T E
[
h−2`0T (Xi)
2(rp˜(Xdn,i)
′G˜−1(Krp˜)(Xdn,j))
2ε2j
] {
z(z2 − 1)/4}
+ φ(z)σ˜−4T E
[
h−3`0T (Xj)
2rp˜(Xdn,j)
′G˜−1(Krp˜)(Xdn,i)`
0
T (Xi)rp˜(Xdn,j)
′G˜−1(Krp˜)(Xdn,k)`
0
T (Xk)ε
2
i ε
2
k
]
× {z(z2 − 1)/2}
+ φ(z)σ˜−4T E
[
h−1`0T (Xi)
4ε4i
] {−z(z2 − 3)/24}
+ φ(z)σ˜−4T E
[
h−1
(
`0T (Xi)
2v(Xi)− E[`0T (Xi)2v(Xi)]
)
`0T (Xi)
2ε2i
] {
z(z2 − 1)/4}
+ φ(z)σ˜−4T E
[
h−2`1T (Xi, Xj)`
0
T (Xi)`
0
T (Xj)
2ε2jv(Xi)
] {
z(z2 − 3)}
+ φ(z)σ˜−4T E
[
h−2`1T (Xi, Xj)`
0
T (Xi)
(
`0T (Xj)
2v(Xj)− E[`0T (Xj)2v(Xj)]
)
ε2i
] {−z}
+ φ(z)σ˜−4T E
[
h−1
(
`0T (Xi)
2v(Xi)− E[`0T (Xi)2v(Xi)]
)2] {−z(z2 + 1)/8} .
For computation, note that the seventh term can be rewritten by factoring the expectation,
after rearranging the terms using the fact that rp˜(Xdn,j)
′G˜−1rp˜(Xdn,i) is a scalar, as follows
E
[
h−3`0T (Xj)
2rp˜(Xdn,j)
′G˜−1(Krp˜)(Xdn,i)`
0
T (Xi)rp˜(Xdn,j)
′G˜−1(Krp˜)(Xdn,k)`
0
T (Xk)ε
2
i ε
2
k
]
= E
[
h−1`0T (Xi)ε
2
i (Kr
′
p˜)(Xdn,i)G˜
−1
]
E
[
h−1rp˜(Xdn,j)`
0
T (Xj)
2rp˜(Xdn,j)
′G˜−1
]
× E [h−1(Krp˜)(Xdn,k)`0T (Xk)ε2k] .
This will greatly ease implementation.
S.4 Proof of Theorem S.1 without Bias Correction
The goal of this section is to prove that the Edgeworth expansion of Theorem S.1 is valid for
Tp = T (µˆ
(ν)
p+1, σˆ
2
p/(nh
1+2ν)). The proof for Trbc is essentially the same from a conceptual and
technical point of view, just with more notation and a repetition of the same steps, and so only a
sketch is provided. See Section S.5. We also restrict to the fixed-n, HC0 standard errors of (S.8),
which, in particular, render λT,F ≡ 0. Other possibilities are discussed in Section S.7. The terms
of the expansion are computed, in a formal manner, in Section S.3.1.
For notational ease, we sometimes drop subscripts, along with the point of evaluation and/or
dependence on F . Also define
• sn =
√
nh
The proof consists of three main steps, which are tackled in the subsections below.
Step (I) – Section S.4.1
Show that
PF [Tp < z] = PF
[
T˘ < z
]
+ o
(
(nh)−1 + (nh)−1/2ΨTp,F + Ψ
2
Tp,F
)
, (S.16)
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for a smooth function T˘ := T˘ (s−1n
∑n
i=1Zi), where Zi a random vector consisting of functions
of (Yi, Xi, εi) that, among other requirements, obeys Crame´r’s condition under our assump-
tions.
Step (II) – Section S.4.2
Prove that
∑n
i=1V[Zi]−1/2(Zi − E[Zi])/
√
n obeys an Edgeworth expansion.
Step (III) – Section S.4.3
Prove that the expansion for Tp holds and that it holds uniformly over F ∈ FS .
Numerous intermediate results relied upon in the proof are collected as lemmas that are stated and
proved in Section S.4.4.
Unless it is important to emphasize the dependence on F , this will be suppressed to save
notation; for example P = PF . Throughout proofs C shall be a generic conformable constant that
may take different values in different places. If more than one constant is needed, C1, C2, . . . , will
be used. Also define
• rTp = max{s−2n ,Ψ2Tp,F , s−1n ΨTp,F }, i.e. the slowest vanishing of the rates, and
• rn as a generic sequence that obeys rn = o(rTp).
We will frequently use the elementary probability bounds that for random A and B and positive
fixed scalars a and b, P[|A + B| > a] ≤ P[|A| > a/2] + P[|B| > a/2] and P[|AB| > a] ≤ P[|A| >
b] + P[|B| > a/b], also relying on the elementary bound |AB| ≤ |A||B| for conformable vectors or
matrixes A and B.
S.4.1 Step (I)
We now prove Equation (S.16) holds for suitable choices of T˘ and Zi. Notice that the “numerator”
portion, Γ−1Ω (Y −Rβp) /n is already a smooth function of well-behaved random variables, and
will thus be incorporated into T˘ . Our difficulty lies with the Studentization, and in particular,
the estimated residuals. We will start by expanding σˆ2p (see Equation (S.17)). Substituting this
expansion into Tp, we will identify the leading terms, collected as appropriate into T˘ (Equation
(S.19)) and Zi (Equation (S.20)), and the remainder terms, collected in Un := Tp − T˘ (Equation
(S.18)). Step (I) is complete upon showing that Un can be ignored in the expansion; this occupies
the latter half of the present subsection.
To begin, recall that σˆ2p = ν!
2e′νΓ−1(hΩΣˆpΩ′/n)Γ−1eν . The matrix Γ−1, present in the nu-
merator as well, enters smoothly and is itself smooth in elements of s−1n
∑n
i=1Zi. Thus our focus is
on the center matrix, (hΩΣˆpΩ
′/n), which contains the estimated residuals. Using RˇH = R (and
for each observation, rp(Xi − x)H−1 = rp(Xh,i)) and Γ = ΩRˇ/n we have
rp(Xi − x)′βˆp = rp(Xi − x)′H−1Γ−1ΩY /n = rp(Xh,i)′Γ−1ΩY /n
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and
rp(Xi − x)′βp = rp(Xi − x)′H−1Γ−1(ΩRˇ/n)Hβp = rp(Xh,i)′Γ−1ΩRβp/n.
We use these forms to expand as follows:
h
n
ΩΣˆpΩ
′ =
1
nh
n∑
i=1
(K2rpr
′
p)(Xh,i)vˆ(Xi)
=
1
nh
n∑
i=1
(K2rpr
′
p)(Xh,i)
(
Yi − rp(Xi − x)′βˆp
)2
=
1
nh
n∑
i=1
(K2rpr
′
p)(Xh,i)
(
εi +
[
µ(Xi)− rp(Xi − x)′βp
]
+ rp(Xi − x)′
[
βp − βˆp
])2
=
1
nh
n∑
i=1
(K2rpr
′
p)(Xh,i)
(
εi +
[
µ(Xi)− rp(Xi − x)′βp
]− rp(Xh,i)′Γ−1Ω [Y −Rβp] /n)2 .
The expansion of σˆ2p is then
σˆ2p = ν!
2e′νΓ
−1
(
V1 + 2V4 − 2V2 + V3 − 2V5 + V6
)
Γ−1eν (S.17)
where
V1 =
1
nh
n∑
i=1
(K2rpr
′
p)(Xh,i)ε
2
i ,
V2 =
1
nh
n∑
i=1
(K2rpr
′
pr
′
p)(Xh,i)εiΓ
−1Ω [Y −Rβp] /n,
V3 =
1
nh
n∑
i=1
(K2rpr
′
p)(Xh,i)
[
µ(Xi)− rp(Xi − x)′βp
]2
,
V4 =
1
nh
n∑
i=1
(K2rpr
′
p)(Xh,i)
{
εi
[
µ(Xi)− rp(Xi − x)′βp
]}
,
V5 =
1
nh
n∑
i=1
(K2rpr
′
pr
′
p)(Xh,i)
[
µ(Xi)− rp(Xi − x)′βp
]
Γ−1Ω [Y −Rβp] /n,
V6 =
1
nh
n∑
i=1
(K2rpr
′
p)(Xh,i)
{
rp(Xh,i)
′Γ−1Ω [Y −Rβp] /n
}2
.
With these terms in hand, define
• sn =
√
nh
• σ˘2p = ν!2e′νΓ−1
(
V1 − 2V2 + 2V4 − 2V˘5 + V˘6
)
Γ−1eν , where, with
[
Γ−1
]
li,lj
the {li + 1, lj + 1}
element of Γ−1, we define
V˘5 =
p∑
li=0
p∑
lj=0
[
Γ−1
]
li,lj
E
[
(K2rpr
′
p)(Xh,i)(Xh,i)
li
(
µ(Xi)− rp(Xi − x)′βp
)]
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× 1
nh
n∑
j=1
{
K(Xh,j)(Xh,j)
lj
(
Yj − rp(Xj − x)′βp
)}
,
V˘6 =
p∑
li1=0
p∑
li2=0
p∑
lj1=0
p∑
lj2=0
[
Γ−1
]
li1 ,lj1
[
Γ−1
]
li2 ,lj2
E
[
h−1(K2rpr′p)(Xh,i)(Xh,i)
li1+li2
]
× 1
(nh)2
n∑
j=1
n∑
k=1
K(Xh,j)(Xh,j)
lj1
(
Yj − rp(Xj − x)′βp
)
K(Xh,k)(Xh,k)
lj2
(
Yk − rp(Xk − x)′βp
)
.
Next, using Equation (S.10) to rewrite µ(ν), canceling hν , and adding and subtracting σ˘−1p , write
Tp as
Tp = σˆ
−1
p
√
nh1+2ν(θˆp − µ(ν))
= σˆ−1p
√
nh1+2νν!e′νΓ
−1Ω (Y −Rβp) /(nhν)
= σˆ−1p snν!e
′
νΓ
−1Ω (Y −Rβp) /n
= σ˘−1p snν!e
′
νΓ
−1Ω (Y −Rβp) /n+
(
σˆ−1p − σ˘−1p
)
snν!e
′
νΓ
−1Ω (Y −Rβp) /n
=: T˘ + Un.
Then, referring back to Equation (S.16), we have
P [Tp < z] = P
[
T˘ + Un < z
]
,
with
Un =
(
σˆ−1p − σ˘−1p
)
snν!e
′
νΓ
−1Ω (Y −Rβp) /n (S.18)
and
T˘ = σ˘−1p snν!e
′
νΓ
−1Ω (Y −Rβp) /n. (S.19)
As required, T˘ := T˘ (s−1n
∑n
i=1Zi) is a smooth function of the sample average of Zi, which is given
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by
Zi =
({
(Krp)(Xh,i)(Yi − rp(Xi − x)′βp)
}′
,
vech
{
(Krpr
′
p)(Xh,i)
}′
,
vech
{
(K2rpr
′
p)(Xh,i)ε
2
i
}′
,
vech
{
(K2rpr
′
p)(Xh,i)(Xh,i)
0εi
}′
, vech
{
(K2rpr
′
p)(Xh,i)(Xh,i)
1εi
}′
,
vech
{
(K2rpr
′
p)(Xh,i)(Xh,i)
2εi
}′
, . . . , vech
{
(K2rpr
′
p)(Xh,i)(Xh,i)
pεi
}′
,
vech
{
(K2rpr
′
p)(Xh,i)
{
εi
[
µ(Xi)− rp(Xi − x)′βp
]}}′)′
.
(S.20)
In order of their listing above, these pieces come from (i) the “score” portion of the numerator,
(ii) the “Gram” matrix Γ, (iii) V1, (iv) V2, and (v) V4. Notice that V˘5 and V˘6 do not add any
additional elements to Zi.
Equation (S.16) now follows from Lemma S.1(a), which completes Step (I), if we can show
that
r−1Tp P[|Un| > rn] = o(1), (S.21)
where rTp = max{s−2n ,Ψ2Tp,F , s−1n ΨTp,F } and rn = o(rTp).
We now establish that Equation (S.21) holds. First
1
σˆp
=
1
σ˘p
(
σˆ2p
σ˘2p
)−1/2
=
1
σ˘p
(
1 +
σˆ2p − σ˘2p
σ˘2p
)−1/2
,
and hence a Taylor expansion gives 1
1
σˆp
=
1
σ˘p
1− 1
2
σˆ2p − σ˘2p
σ˘2p
+
1
2!
3
4
(
σˆ2p − σ˘2p
σ˘2p
)2
σ˘5p
σ¯5
 ,
1It is not necessary to retain higher order terms in the Taylor series, for example via
1
σˆp
=
1
σ˘p
[
1− 1
2
σˆ2p − σ˘2p
σ˘2p
+
1
2!
3
4
(
σˆ2p − σ˘2p
σ˘2p
)2
− 1
3!
15
8
(
σˆ2p − σ˘2p
σ˘2p
)3
σ˘7p
σ¯7
]
,
because σ˘2p is constructed exactly to retain all the important terms from σˆ
2
p. Put differently, because (σˆ
2
p −
σ˘2p)snν!e
′
νΓ
−1Ω (Y −Rβp) /n will be shown to be ignorable in the process of verifying Equation (S.21), it is imme-
diate that terms from (σˆ2p − σ˘2p)2 can also be ignored, as they are higher order. A longer Taylor expansion can be
useful when computing the terms of the Edgeworth expansion.
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for a point σ¯2 ∈ [σ˘2p, σˆ2p], and so
σˆ−1p − σ˘−1p = −
1
2
σˆ2p − σ˘2p
σ˘3p
+
3
8
(
σˆ2p − σ˘2p
)2
σ¯5
. (S.22)
Plugging this into the definition of Un gives
Un =
(
− 1
2σ˘3p
+
3
8
σˆ2p − σ˘2p
σ¯5
)(
σˆ2p − σ˘2p
)
snν!e
′
νΓ
−1Ω (Y −Rβp) /n.
Therefore, if
∣∣σˆ2p − σ˘2p∣∣ = op(1), the result in (S.21) will hold, and Step (I) will be complete, once
we have shown that
r−1Tp P
[∣∣(σˆ2p − σ˘2p) snν!e′νΓ−1Ω (Y −Rβp) /n∣∣ > rn]
= r−1Tp P
[∣∣∣(ν!2e′νΓ−1 (V3 − 2[V5 − V˘5] + [V6 − V˘6])Γ−1eν) snν!e′νΓ−1Ω (Y −Rβp) /n∣∣∣ > rn]
= o(1). (S.23)
Recall that rTp = max{s−2n ,Ψ2Tp,F , s−1n ΨTp,F } and rn = o(rTp). This is what we now verify one term
at a time.
First, for the V3 term, we claim that
r−1Tp P
[∣∣∣ν!2e′νΓ−1V3Γ−1eνsnν!e′νΓ−1Ω (Y −Rβp) /n∣∣∣ > rn]
≤ r−1Tp P
[∣∣∣ν!2e′νΓ−1 (V3 − E[V3]) Γ−1eνsnν!e′νΓ−1Ω (Y −M) /n∣∣∣ > rn]
+ r−1Tp P
[∣∣∣ν!2e′νΓ−1E[V3]Γ−1eνsnν!e′νΓ−1Ω (Y −M) /n∣∣∣ > rn]
+ r−1Tp P
[∣∣∣ν!2e′νΓ−1 (V3 − E[V3]) Γ−1eνsnν!e′νΓ−1Ω (M −Rβp) /n∣∣∣ > rn]
+ r−1Tp P
[∣∣∣ν!2e′νΓ−1E[V3]Γ−1eνsnν!e′νΓ−1Ω (M −Rβp) /n∣∣∣ > rn]
= o(1). (S.24)
For the first term, using the elementary bounds (note that |eq| = 1),
r−1Tp P
[∣∣∣ν!2e′νΓ−1 (V3 − E[V3]) Γ−1eνsnν!e′νΓ−1Ω (Y −M) /n∣∣∣ > rn]
≤ r−1Tp 3P
[∣∣Γ−1∣∣ > CΓ]
+ r−1Tp P
[
sn |Ω (Y −M) /n| > δ log(sn)1/2
]
+ r−1Tp P
[∣∣∣∣ 1nh
n∑
i=1
{
(K2rpr
′
p)(Xh,i)
[
µ(Xi)− rp(Xi − x)′βp
]2
− E
[
(K2rpr
′
p)(Xh,i)
[
µ(Xi)− rp(Xi − x)′βp
]2]}∣∣∣∣ > rn 1(|eq|q!CΓ)3δ log(sn)1/2
]
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= o(1),
by Lemmas S.2, S.4, and S.6. In applying the last, take the constant to be (|eq|q!CΓ)−3δ−1 and
note that rn = o(rTp) may be chosen such that rn log(sn)
−1/2 vanishes slower than (i.e. is larger
than) Ψ2Tp,F s
−2
n log(sn)
γ , making the probability in the penultimate line bounded by the one in the
Lemma. For example, take rn = ΨTp,F s
−1
n log(sn)
−1/2−γ and note that
rn
log(sn)1/2
=
(
ΨTp,F
sn
)2
log(sn)
γ
[(
sn
ΨTp,F
)2 rn
log(sn)1/2+γ
]
=
(
ΨTp,F
sn
)2
log(sn)
γ
[
sn
ΨTp,F
]
,
where factor in square brackets diverges by assumption.
The second term required for result (S.24) obeys
r−1Tp P
[∣∣∣ν!2e′νΓ−1E[V3]Γ−1eνsnν!e′νΓ−1Ω (Y −M) /n∣∣∣ > rn]
≤ r−1Tp 3P
[∣∣Γ−1∣∣ > CΓ]
+ r−1Tp P
[
sn |Ω (Y −M) /n| > log(sn)1/2
{
s2n
Ψ2Tp,F
rn
1
(|eq|q!CΓ)3 log(sn)1/2
}]
= o(1),
using Lemmas S.2 and S.4, as the term in braces diverges (e.g. for rn = Ψ
2
Tp,F
log(sn)
−1/2) and
E[V3] = O(Ψ2Tp,F s
−2
n ) as follows:
E[V3] =
1
nh
n∑
i=1
E
[
(K2rpr
′
p)(Xh,i)
[
µ(Xi)− rp(Xi − x)′βp
]2]
= E
[
h−1(K2rpr′p)(Xh,i)
[
µ(Xi)− rp(Xi − x)′βp
]2]
=
Ψ2Tp,F
s2n
E
[
h−1(K2rpr′p)(Xh,i)
[
sn
ΨTp,F
(
µ(Xi)− rp(Xi − x)′βp
)]2]
= O
(
Ψ2Tp,F
s2n
)
.
The third term required for result (S.24) obeys
r−1Tp P
[∣∣∣ν!2e′νΓ−1 (V3 − E[V3]) Γ−1eνsnν!e′νΓ−1Ω (M −Rβp) /n∣∣∣ > rn]
≤ r−1Tp 3P
[∣∣Γ−1∣∣ > CΓ]
+ r−1Tp P
[
|Ω (M −Rβp) /n| > log(sn)1/2
]
+ r−1Tp P
[∣∣∣∣ 1nh
n∑
i=1
{
(K2rpr
′
p)(Xh,i)
[
µ(Xi)− rp(Xi − x)′βp
]2
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− E
[
(K2rpr
′
p)(Xh,i)
[
µ(Xi)− rp(Xi − x)′βp
]2]}∣∣∣∣ > rn 1sn(|eq|q!CΓ)3 log(sn)1/2
]
= o(1),
by Lemmas S.2, S.5, and S.6. In applying the last, take δ = (|eq|q!CΓ)−3 and note that rn = o(rTp)
may be chosen such that rn log(sn)
−1/2 vanishes slower than (i.e. is larger than) Ψ2Tp,F s
−2
n log(sn)
γ ,
making the probability in the penultimate line bounded by the one in the Lemma. For example,
take rn = ΨTp,F s
−1
n log(sn)
−γ and note that
rn
sn log(sn)1/2
=
(
ΨTp,F
sn
)2
log(sn)
γ
[(
sn
ΨTp,F
)2 rn
sn log(sn)1/2+γ
]
=
(
ΨTp,F
sn
)2
log(sn)
γ
[
1
ΨTp,F log(sn)
1/2+2γ
]
,
where factor in square brackets diverges by assumption.
The fourth term follows the same pattern as the second, using Lemma S.5 in place of Lemma
S.4, the same way the third term followed the pattern of the first. This completes the proof of
result (S.24).
Turning to the V5 terms, first observe that, when all its components are considered, V5 is a
(p+ 1)× (p+ 1) matrix (from (rpr′p)(Xh,i)) multiplied by a scalar. We write out
r′p(Xh,i)Γ
−1Ω [Y −Rβp] /n = 1
nh
n∑
j=1
{
r′p(Xh,i)Γ
−1r′p(Xh,j)
}
K(Xh,j)
(
Yj − rp(Xj − x)′βp
)
=
1
nh
n∑
j=1

p∑
li=0
p∑
lj=0
[
Γ−1
]
li,lj
(Xh,i)
li(Xh,j)
lj
K(Xh,j) (Yj − rp(Xj − x)′βp) .
where
[
Γ−1
]
li,lj
is the {li + 1, lj + 1} element of Γ−1, which is well-behaved by Lemma S.2. We
make use of this in order to write
ν!2e′νΓ
−1
[
V5
]
Γ−1eν = ν!2e′νΓ
−1 1
nh
n∑
i=1
(K2rpr
′
pr
′
p)(Xh,i)
[
µ(Xi)− rp(Xi − x)′βp
]
Γ−1Ω [Y −Rβp] /nΓ−1eν
=
p∑
li=0
p∑
lj=0
ν!2e′νΓ
−1 [Γ−1]
li,lj
1
(nh)2
n∑
i=1
n∑
j=1
{
(K2rpr
′
p)(Xh,i)K(Xh,j)(Xh,i)
li(Xh,j)
lj
× [µ(Xi)− rp(Xi − x)′βp] (Yj − rp(Xj − x)′βp)}Γ−1eν
=:
p∑
li=0
p∑
lj=0
ν!2e′νΓ
−1
{
V5,1(li, lj) + V5,2(li, lj)
}
Γ−1eν , (S.25)
where V5,1(li, lj) and V5,2(li, lj) are the “own” and “cross” summands
V5,1(li, lj) :=
[
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
{
(K3rpr
′
p)(Xh,i)(Xh,i)
li+lj
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× [µ(Xi)− rp(Xi − x)′βp] (Yi − rp(Xi − x)′βp)}
V5,2(li, lj) :=
[
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
∑
j 6=i
{
(K2rpr
′
p)(Xh,i)K(Xh,j)(Xh,i)
li(Xh,j)
lj
× [µ(Xi)− rp(Xi − x)′βp] (Yj − rp(Xj − x)′βp)}.
Recall that the goal is result (S.23). We will study one term of the double sum (S.25), i.e.
V5,1(li, lj) and V5,2(li, lj) for a fixed pair {li, lj}, as all terms are identically handled. If each term
is ignorable in the expansion, then it follows that
r−1Tp P
[∣∣∣(ν!2e′νΓ−1 (−2[V5 − V˘5)Γ−1eν) snν!e′νΓ−1Ω (Y −Rβp) /n∣∣∣ > rn]
≤ C max
0≤li,lj≤p
r−1Tp P
[∣∣∣∣ (ν!2e′νΓ−1 (V5,1(li, lj) + V5,2(li, lj)− V˘5,2(li, lj))Γ−1eν)
× snν!e′νΓ−1Ω (Y −Rβp) /n
∣∣∣∣ > rn]
= o(1), (S.26)
by Boole’s inequality and p fixed.
As hinted at in this display, V˘5 will be constructed from the pieces of V5,2(li, lj) which contribute
to the expansion. We first show that the V5,1(li, lj) terms may be ignored. Begin by splitting
(Yi − rp(Xi − x)′βp) = εi + (µ(Xi) − rp(X−x)′βp) everywhere, as the “variance” and “bias” type
pieces have different rates, which must be accounted for:
r−1Tp P
[∣∣(ν!2e′νΓ−1 (V5,1(li, lj)) Γ−1eν) snν!e′νΓ−1Ω (Y −Rβp) /n∣∣ > rn]
≤ r−1Tp P
[∣∣(ν!2e′νΓ−1 (V5,1(li, lj)) Γ−1eν) snν!e′νΓ−1Ω (Y −M) /n∣∣ > rn]
+ r−1Tp P
[∣∣(ν!2e′νΓ−1 (V5,1(li, lj)) Γ−1eν) snν!e′νΓ−1Ω (M −Rβp) /n∣∣ > rn]
≤ r−1Tp P
[∣∣∣∣∣
(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
{
(K3rpr
′
p)(Xh,i)(Xh,i)
li+lj
× [µ(Xi)− rp(Xi − x)′βp]2})Γ−1eν) snν!e′νΓ−1Ω (M −Rβp) /n
∣∣∣∣∣ > rn
]
+ r−1Tp P
[∣∣∣∣∣
(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
{
(K3rpr
′
p)(Xh,i)(Xh,i)
li+lj
× [µ(Xi)− rp(Xi − x)′βp]2})Γ−1eν) snν!e′νΓ−1Ω (Y −M) /n
∣∣∣∣∣ > rn
]
+ r−1Tp P
[∣∣∣∣∣
(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
{
(K3rpr
′
p)(Xh,i)(Xh,i)
li+lj
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× [µ(Xi)− rp(Xi − x)′βp] εi})Γ−1eν) snν!e′νΓ−1Ω (M −Rβp) /n
∣∣∣∣∣ > rn
]
+ r−1Tp P
[∣∣∣∣∣
(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
{
(K3rpr
′
p)(Xh,i)(Xh,i)
li+lj
× [µ(Xi)− rp(Xi − x)′βp] εi})Γ−1eν) snν!e′νΓ−1Ω (Y −M) /n
∣∣∣∣∣ > rn
]
.
For the first (i.e. the first term on the right hand side of the last inequality)
r−1Tp P
[∣∣∣∣∣
(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
{
(K3rpr
′
p)(Xh,i)(Xh,i)
li+lj
× [µ(Xi)− rp(Xi − x)′βp]2})Γ−1eν) snν!e′νΓ−1Ω (M −Rβp) /n
∣∣∣∣∣ > rn
]
≤ r−1Tp 4P
[∣∣Γ−1∣∣ > CΓ]
+ r−1Tp P
[
|Ω (M −Rβp) /n| > log(sn)1/2
]
+ r−1Tp P
[∣∣∣∣ 1nh
n∑
i=1
{
(K3rpr
′
p)(Xh,i)(Xh,i)
li+lj
× [µ(Xi)− rp(Xi − x)′βp]2}∣∣∣∣ > rn nhsn(|eq|q!)3C4Γ log(sn)1/2
]
= o(1),
by Lemmas S.2 and S.5, the latter applied twice, and the fact that, for rn = ΨTp,F sn log(sn)
−γ ,
with any γ > 0
rn
nh
sn(|eq|q!)3C4Γ log(sn)γ
 ΨTp,F
sn
log(sn)
1/2
[
sn
log(sn)1/2+2γ
]
,
and the factor in square brackets diverges. The rest of the V5,1(li, lj) terms are handled by exactly
the same steps, but using Lemmas S.4, S.5, and S.7 as needed for the final convergence. This
establishes the V5,1(li, lj) part of Equation (S.26).
Turning to the V5,2(li, lj) part of Equation (S.26), we again begin by splitting (Yi − rp(Xi −
x)′βp) = εi + (µ(Xi)− rp(X−x)′βp) everywhere, just like above,
r−1Tp P
[∣∣(ν!2e′νΓ−1 (V5,2(li, lj)) Γ−1eν) snν!e′νΓ−1Ω (Y −Rβp) /n∣∣ > rn]
≤ r−1Tp P
[∣∣∣∣∣
(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
∑
j 6=i
{
(K2rpr
′
p)(Xh,i)K(Xh,j)(Xh,i)
li(Xh,j)
lj
× [µ(Xi)− rp(Xi−x)′βp] (εj)})Γ−1eν) snν!e′νΓ−1Ω (Y −M) /n
∣∣∣∣∣ > rn
]
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+ r−1Tp P
[∣∣∣∣∣
(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
∑
j 6=i
{
(K2rpr
′
p)(Xh,i)K(Xh,j)(Xh,i)
li(Xh,j)
lj
× [µ(Xi)− rp(Xi−x)′βp] (µ(Xj)− rp(Xj−x)′βp)})Γ−1eν) snν!e′νΓ−1Ω (Y −M) /n
∣∣∣∣∣ > rn
]
+ r−1Tp P
[∣∣∣∣∣
(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
∑
j 6=i
{
(K2rpr
′
p)(Xh,i)K(Xh,j)(Xh,i)
li(Xh,j)
lj
× [µ(Xi)− rp(Xi−x)′βp] (εj)})Γ−1eν) snν!e′νΓ−1Ω (M −Rβp) /n
∣∣∣∣∣ > rn
]
+ r−1Tp P
[∣∣∣∣∣
(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
∑
j 6=i
{
(K2rpr
′
p)(Xh,i)K(Xh,j)(Xh,i)
li(Xh,j)
lj
× [µ(Xi)− rp(Xi−x)′βp] (µ(Xj)− rp(Xj−x)′βp)})Γ−1eν) snν!e′νΓ−1Ω (M −Rβp) /n
∣∣∣∣∣ > rn
]
For the first term, which has two “variance” terms and one bias-type term:
r−1Tp P
[∣∣∣∣∣
(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
∑
j 6=i
{
(K2rpr
′
p)(Xh,i)K(Xh,j)(Xh,i)
li(Xh,j)
lj
× [µ(Xi)− rp(Xi−x)′βp] (εj)})Γ−1eν) snν!e′νΓ−1Ω (Y −M) /n
∣∣∣∣∣ > rn
]
≤ r−1Tp 4P
[∣∣Γ−1∣∣ > CΓ]
+ r−1Tp P
[
|Ω (Y −M) /n| > C1s−1n log(sn)1/2
]
+ r−1Tp P
[∣∣∣∣ 1nh
n∑
j=1
{
K(Xh,j)(Xh,i)
ljεj
}∣∣∣∣ > C2s−1n log(sn)1/2]
+ r−1Tp P
[∣∣∣∣ 1nh
n∑
i=1
{
(K2rpr
′
p)(Xh,i)(Xh,i)
li
[
µ(Xi)− rp(Xi − x)′βp
]} ∣∣∣∣ > rn s2nsn(|eq|q!)3C4ΓC1C2 log(sn)
]
= o(1),
by Lemmas S.2, S.4 applied twice, and S.5. For the last, note that for rn = ΨTp,F sn log(sn)
−γ , with
γ > 0,
rn
s2n
sn(|eq|q!)3C4ΓC1C2 log(sn)
 ΨTp,F
sn
log(sn)
γ
[
sn
log(sn)1+2γ
]
,
and the term in square brackets diverges by assumption.
Turning to the second V5,2 term (the third and fourth will be similar), which has one “variance”
terms and two bias-type terms:, observe that
r−1Tp P
[∣∣∣∣∣
(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
∑
j 6=i
{
(K2rpr
′
p)(Xh,i)K(Xh,j)(Xh,i)
li(Xh,j)
lj
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×[µ(Xi)− rp(Xi−x)′βp] (µ(Xj)− rp(Xj−x)′βp)})Γ−1eν) snν!e′νΓ−1Ω (Y −M) /n
∣∣∣∣∣ > rn
]
6= o(1),
because, compared to the above, Lemma S.4 is applied only once, while Lemma S.5 is needed twice,
instead of vice versa. The slower rate in the latter implies that this term can not be ignored. Thus
pieces of this will contribute to V˘5. To see which, we will first center some bias terms. Just for
notational ease, define the shorthand
V5,2,i = (K
2rpr
′
p)(Xh,i)(Xh,i)
li
[
µ(Xi)− rp(Xi−x)′βp
]
and
V5,2,j = K(Xh,j)(Xh,j)
lj
[
µ(Xj)− rp(Xj−x)′βp
]
.
The term in question is then(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
∑
j 6=i
V5,2,iV5,2,j
)
Γ−1eν
)
snν!e
′
νΓ
−1Ω (Y −M) /n
=
(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
E[h−1V5,2,i]
1
nh
n∑
j=1
V5,2,j
)
Γ−1eν
)
snν!e
′
νΓ
−1Ω (Y −M) /n
+
(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
1
nh
n∑
i=1
(V5,2,i − E[V5,2,i])E[h−1V5,2,j ]
)
Γ−1eν
)
snν!e
′
νΓ
−1Ω (Y −M) /n
+
(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
∑
j 6=i
(V5,2,i − E[V5,2,i]) (V5,2,j − E[V5,2,j ])
)
Γ−1eν
)
snν!e
′
νΓ
−1Ω (Y −M) /n
The first term here will be incorporated into V˘5, and thus into T˘ . Note that it is a smooth function
of the Zi from Equation (S.20), which is why we choose the centering the way we do, that is,
keeping the term with E[h−1V5,2,i] instead of E[h−1V5,2,j ]. Doing the reverse would force further
variables into the vector Zi, and require a stronger Crame´r’s condition, which we seek to avoid.
2
The next term obeys
r−1Tp P
[∣∣∣∣∣
(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
1
nh
n∑
i=1
(V5,2,i − E[V5,2,i])E[h−1V5,2,j ]
)
Γ−1eν
)
snν!e
′
νΓ
−1Ω (Y −M) /n
∣∣∣∣∣ > rn
]
≤ r−1Tp 4P
[∣∣Γ−1∣∣ > CΓ]
+ r−1Tp P
[
|Ω (Y −M) /n| > C1s−1n log(sn)1/2
]
+ r−1Tp P
[∣∣∣∣ 1nh
n∑
i=1
(V5,2,i − E[V5,2,i])
∣∣∣∣ > rn snCΨTp,F sn log(sn)1/2
]
= o(1),
2Calonico, Cattaneo, and Farrell (2018a,b) use such an approach, requiring not only a strengthening of Crame´r’s
condition, but also in the process, ruling out the uniform kernel.
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by Lemmas S.2, S.4, and S.6, the fact that E[h−1V5,2,j ]  s−1n ΨTp,F (see Section S.2 or the compu-
tation for E[V3] above), and that for rn = ΨTp,F s−1n log(sn)−γ , with any γ > 0,
rn
sn
CΨTp,F sn log(sn)
1/2
 ΨTp,F
sn
log(sn)
γ
[
1
ΨTp,F log(sn)
1/2+2γ
]
the factor in square brackets diverges by assumption.
The final piece of the second V5,2 term similarly obeys
r−1Tp P
[∣∣∣∣∣
(
ν!2e′νΓ
−1
([
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
∑
j 6=i
(V5,2,i − E[V5,2,i]) (V5,2,j − E[V5,2,j ])
)
Γ−1eν
)
× snν!e′νΓ−1Ω (Y −M) /n
∣∣∣∣∣ > rn
]
≤ r−1Tp 4P
[∣∣Γ−1∣∣ > CΓ]
+ r−1Tp P
[
|Ω (Y −M) /n| > C1s−1n log(sn)1/2
]
+ r−1Tp P
[∣∣∣∣ 1nh
n∑
j=1
(V5,2,j − E[V5,2,j ])
∣∣∣∣ > ΨTp,Fsn log(sn)γ
]
+ o(1)
+ r−1Tp P
[∣∣∣∣ 1nh
n∑
i=1
(V5,2,i − E[V5,2,i])
∣∣∣∣ > rn snCΨTp,F sn log(sn)1/2+γ
]
= o(1),
by Lemmas S.2, S.4, and S.6 applied twice, and that for rn = ΨTp,F s
−1
n log(sn)
−γ , with any γ > 0,
rn
sn
CΨTp,F sn log(sn)
1/2
 ΨTp,F
sn
log(sn)
γ
[
1
ΨTp,F log(sn)
1/2+3γ
]
the factor in square brackets diverges by assumption. The o(1) factor in the third to last line
accounts for the missing term in the sum over the “j” index.
Comparing the first and second V5,2 terms, we see the the first was ignorable because it had
two “variance” type terms, while the second had only one. This generalizes to the third and fourth
V5,2 terms, the third being just like the second and the fourth having three bias-type terms. For
these, the same centering must be done as was done here. The bounding is then nearly identical.
Putting these pieces together, recall the definition of V5,2(li, lj):
V5,2(li, lj) :=
[
Γ−1
]
li,lj
1
(nh)2
n∑
i=1
∑
j 6=i
{
(K2rpr
′
p)(Xh,i)K(Xh,j)(Xh,i)
li(Xh,j)
lj
× [µ(Xi)− rp(Xi − x)′βp] (Yj − rp(Xj − x)′βp)}.
29
Following the logic above, always centering the “i” term first, we define
V˘5,2(li, lj) :=
[
Γ−1
]
li,lj
E
[
(K2rpr
′
p)(Xh,i)(Xh,i)
li
(
µ(Xi)− rp(Xi − x)′βp
)]
× 1
nh
n∑
j=1
{
K(Xh,j)(Xh,j)
lj
(
Yj − rp(Xj − x)′βp
)}
Returning to Equations (S.25), V˘5 is defined via
ν!2e′νΓ
−1
[
V˘5
]
Γ−1eν :=
p∑
li=0
p∑
lj=0
ν!2e′νΓ
−1 [Γ−1]
li,lj
E
[
(K2rpr
′
p)(Xh,i)(Xh,i)
li
(
µ(Xi)− rp(Xi − x)′βp
)]
× 1
nh
n∑
j=1
{
K(Xh,j)(Xh,j)
lj
(
Yj − rp(Xj − x)′βp
)}
Γ−1eν .
This completes the proof of Equation (S.26).
Lastly, we consider the V6 − V˘6 term of (S.23). Proving this is ignorable will complete Step
(I). Begin by expanding the inner product, just as was done for V5:
V6 =
1
nh
n∑
i=1
(K2rpr
′
p)(Xh,i)
{
rp(Xh,i)
′Γ−1Ω [Y −Rβp] /n
}2
=
1
nh
n∑
i=1
(K2rpr
′
p)(Xh,i)
 1nh
n∑
j=1
rp(Xh,i)
′Γ−1rp(Xh,j)K(Xh,j)
(
Yj − rp(Xj − x)′βp
)
2
=
1
nh
n∑
i=1
(K2rpr
′
p)(Xh,i)
 1nh
n∑
j=1
p∑
li=0
p∑
lj=0
(Xh,i)
li
[
Γ−1
]
li,lj
(Xh,j)
ljK(Xh,j)
(
Yj − rp(Xj − x)′βp
)
2
=
p∑
li1=0
p∑
li2=0
p∑
lj1=0
p∑
lj2=0
[
Γ−1
]
li1 ,lj1
[
Γ−1
]
li2 ,lj2
1
nh
n∑
i=1
(K2rpr
′
p)(Xh,i)(Xh,i)
li1+li2
× 1
(nh)2
n∑
j=1
n∑
k=1
K(Xh,j)(Xh,j)
lj1
(
Yj − rp(Xj − x)′βp
)
K(Xh,k)(Xh,k)
lj2
(
Yk − rp(Xk − x)′βp
)
.
Define
V˘6 =
p∑
li1=0
p∑
li2=0
p∑
lj1=0
p∑
lj2=0
[
Γ−1
]
li1 ,lj1
[
Γ−1
]
li2 ,lj2
E
[
h−1(K2rpr′p)(Xh,i)(Xh,i)
li1+li2
]
× 1
(nh)2
n∑
j=1
n∑
k=1
K(Xh,j)(Xh,j)
lj1
(
Yj − rp(Xj − x)′βp
)
K(Xh,k)(Xh,k)
lj2
(
Yk − rp(Xk − x)′βp
)
.
Completely analogous steps to those above will show that
r−1Tp P
[∣∣∣(ν!2e′νΓ−1 (V6 − V˘6)Γ−1eν) snν!e′νΓ−1Ω (Y −Rβp) /n∣∣∣ > rn] = o(1). (S.27)
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The starting point will again be splitting (Yi−rp(Xi−x)′βp) = εi+(µ(Xi)−rp(X−x)′βp) everywhere,
which now occurs in three places, giving eight total terms. The most difficult of these will be when
all three are bias terms. The rest of the terms will have at least one “variance” type term, and the
faster rates of Lemma S.4 can be brought to bear. Thus, we shall only demonstrate the former.
For a fixed set of the indexes li1 , li2 , lj1 , lj2 , let
V6,i = (K
2rpr
′
p)(Xh,i)(Xh,i)
li1+li2 ,
V6,j = K(Xh,j)(Xh,j)
lj1
(
µ(XJ)− rp(Xj − x)′βp
)
, and
V6,k = K(Xh,k)(Xh,k)
lj2
(
µ(Xk)− rp(Xk − x)′βp
)
.
The term in question, with three “bias” type terms”, is:
ν!2e′νΓ
−1
(
V6 − V˘6
)
Γ−1eνsnν!e′νΓ
−1Ω (M −Rβp) /n
= ν!2e′νΓ
−1
([
Γ−1
]
li1 ,lj1
[
Γ−1
]
li2 ,lj2
1
nh
n∑
i=1
(V6,i − E[V6,i]) 1
(nh)2
n∑
j=1
n∑
k=1
E[V6,j ]E[V6,k]
)
× Γ−1eνsnν!e′νΓ−1Ω (M −Rβp) /n
+ ν!2e′νΓ
−1
([
Γ−1
]
li1 ,lj1
[
Γ−1
]
li2 ,lj2
1
nh
n∑
i=1
(V6,i − E[V6,i]) 1
(nh)2
n∑
j=1
n∑
k=1
E[V6,j ] (V6,k − E[V6,k])
)
× Γ−1eνsnν!e′νΓ−1Ω (M −Rβp) /n
+ ν!2e′νΓ
−1
([
Γ−1
]
li1 ,lj1
[
Γ−1
]
li2 ,lj2
1
nh
n∑
i=1
(V6,i − E[V6,i]) 1
(nh)2
n∑
j=1
n∑
k=1
(V6,j − E[V6,j ])E[V6,k]
)
× Γ−1eνsnν!e′νΓ−1Ω (M −Rβp) /n
+ ν!2e′νΓ
−1
([
Γ−1
]
li1 ,lj1
[
Γ−1
]
li2 ,lj2
1
nh
n∑
i=1
(V6,i − E[V6,i]) 1
(nh)2
n∑
j=1
n∑
k=1
(V6,j − E[V6,j ]) (V6,k − E[V6,k])
)
× Γ−1eνsnν!e′νΓ−1Ω (M −Rβp) /n
The first term is bounded as
≤ r−1Tp 5P
[∣∣Γ−1∣∣ > CΓ]
+ r−1Tp P [|Ω (M −Rβp) /n| > C1 log(sn)γ ]
+ r−1Tp P
[∣∣∣∣∣ 1nh
n∑
i=1
(V6,i − E[V6,i])
∣∣∣∣∣ > rn 1C1C5Γν!3|eν |3E[h−1V6,j ]E[h−1V6,k]sn log(sn)γ
]
= o(1),
by Lemmas S.2, S.5, and S.3. In applying the last, we have used that E[h−1V6,j ]  E[h−1V6,k] 
s−1n ΨTp,F (see Section S.2 or the computation for E[V3] above) and rn = s−1n ΨTp,F log(sn)−γ for
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γ > 0, leaving
rn
1
E[h−1V6,j ]E[h−1V6,k]sn log(sn)γ
 s−1n log(sn)1/2
[
1
s−1n ΨTp,F log(sn)1/2+2γ
]
.
The factor in square brackets diverges by assumption. The second term is
ν!2e′νΓ
−1
([
Γ−1
]
li1 ,lj1
[
Γ−1
]
li2 ,lj2
1
nh
n∑
i=1
(V6,i − E[V6,i]) 1
(nh)2
n∑
j=1
n∑
k=1
E[V6,j ] (V6,k − E[V6,k])
)
× Γ−1eνsnν!e′νΓ−1Ω (M −Rβp) /n
≤ r−1Tp 5P
[∣∣Γ−1∣∣ > CΓ]
+ r−1Tp P [|Ω (M −Rβp) /n| > C1 log(sn)γ ]
+ r−1Tp P
[∣∣∣∣∣ 1nh
n∑
k=1
(V6,k − E[V6,k])
∣∣∣∣∣ > C2 ΨTp,Fsn log(sn)γ
]
+ r−1Tp P
[∣∣∣∣∣ 1nh
n∑
i=1
(V6,i − E[V6,i])
∣∣∣∣∣ > rnC1C2C5Γν!3|eν |3E[h−1V6,j ]ΨTp,F sns−1n log(sn)2γ
]
= o(1),
by nearly identical reasoning, additionally using Lemma S.6. The third term is the identical to this
one, and the fourth term is similar, requiring Lemma S.6 twice.
Referring back to the discussion following Equation (S.27), this completes the proof of that result
for the case where the bias portion of (Yi − rp(Xi − x)′βp) = εi + (µ(Xi)− rp(X−x)′βp) is retained
everywhere, which is the most difficult. All other pieces will follow by similar logic, applying Lemma
S.4 when needed. Because this Lemma delivers a faster rate, these other terms will not require
strong assumptions. Altogether, this establishes the convergence required by Equation (S.27).
Combining Equations (S.24), (S.26), and (S.27) establishes that
∣∣σˆ2p − σ˘2p∣∣ = op(1) and (S.23)
holds, proving (S.21) and thus completing Step (I).
S.4.2 Step (II)
We now prove that
Sn :=
n∑
i=1
V[Zi]−1/2(Zi − E[Zi])/
√
n
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obeys an Edgeworth expansion by verifying the conditions of Theorem 3.4 of Skovgaard (1981).
Repeating the definition of Zi from Equation (S.20):
Zi =
({
(Krp)(Xh,i)(Yi − rp(Xi − x)′βp)
}′
,
vech
{
(Krpr
′
p)(Xh,i)
}′
,
vech
{
(K2rpr
′
p)(Xh,i)ε
2
i
}′
,
vech
{
(K2rpr
′
p)(Xh,i)(Xh,i)
0εi
}′
, vech
{
(K2rpr
′
p)(Xh,i)(Xh,i)
1εi
}′
,
vech
{
(K2rpr
′
p)(Xh,i)(Xh,i)
2εi
}′
, . . . , vech
{
(K2rpr
′
p)(Xh,i)(Xh,i)
pεi
}′
,
vech
{
(K2rpr
′
p)(Xh,i)
{
εi
[
µ(Xi)− rp(Xi − x)′βp
]}}′)′
.
First, define
B := hV[Zi],
which may be readily computed, but the constants are not needed here. All that matters at present
is that, under our assumptions, B is bounded and bounded away from zero. Write
Sn =
n∑
i=1
B−1/2(Zi − E[Zi])/sn.
By construction, the mean of Sn is zero and the variance is the identity matrix. That is, for any
t ∈ Rdim(Zi), E[t′Sn] = 0 and V[t′Sn] = |t|2.
To verify conditions (I) and (II) of Skovgaard (1981, Theorem 3.4) we first compute the third
and fourth moments of Zi, and use these to compute the required directional cumulants of Sn. For
a nonnegative integer l and k ∈ {3, 4}, by a change of variables we find that
E
[(
K(Xh,i)(Xh,i)
l
)k]
= h
∫
K(u)kulkf(x− uh)du = O(h),
under the conditions on the kernel function and the marginal density of Xi, f(·). In exactly the
same way, for the remaining pieces of Zi, we find that:
E
[(
K(Xh,i)(Xh,i)
l(Yi − rp(Xi − x)′βp)
)k]
= O(h),
E
[(
K(Xh,i)(Xh,i)
lε2i
)k]
= O(h), and E
[(
K(Xh,i)(Xh,i)
lεi
)k]
= O(h),
E
[(
K(Xh,i)(Xh,i)
lεi(µ(Xi)− rp(Xi − x)′βp)
)k]
= O(h),
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using the assumed moment conditions on εi. Therefore, for a t ∈ Rdim(Zi) with |t| = 1
E
[(
t′B−1/2(Zi − E[Zi])
)3]
= O(h).
and
E
[(
t′B−1/2(Zi − E[Zi])
)4]
= O(h).
Using these, and the fact that the Zi are i.i.d. and the summands of Sn are mean zero, we have,
again for a t ∈ Rdim(Zi) with |t| = 1,
E
[
(t′Sn)3
]
= s−3n
n∑
i=1
E
[(
t′B−1/2(Zi − E[Zi])
)3]
= O(s−3n nh) = O(s
−1
n ).
The third moment agrees with the third cumulant of Sn. The fourth cumulant is
E
[
(t′Sn)4
]− 3E [(t′Sn)2]2 .
The first term of these two is
E
[
(t′Sn)4
]
= s−4n
(
4
2
) n∑
i=1
∑
j 6=i
E
[(
t′B−1/2(Zi − E[Zi])
)2]
E
[(
t′B−1/2(Zj − E[Zj ])
)2]
+ s−4n
n∑
i=1
E
[(
t′B−1/2(Zi − E[Zi])
)4]
= 3h−2[1 + o(1/n)]E
[(
t′B−1/2(Zi − E[Zi])
)2]2
+O(s−2n ).
By direct computation, the second piece of the fourth cumulant is
E
[
(t′Sn)2
]2
=
(
s−2n nE
[(
t′B−1/2(Zi − E[Zi])
)2])2
.
This cancels with the corresponding term of E
[
(t′Sn)4
]
, and thus the fourth cumulant is O(s−2n ).
Thus, we find that, in the notation of Skovgaard (1981), ρs,n(t)  s−1n , and so condition (II) of
Skovgaard (1981) is satisfied by setting an(t) = Csn for an appropriate constant C. Recall that
rn = o(rTp), with rTp = max{s−2n ,Ψ2Tp,F , s−1n ΨTp,F }, i.e. the slowest vanishing of the rates. Thus
our rn is εn in the notation of Skovgaard (1981), and condition (I) therein is satisfied because
an(t)
−(s−1) = s−3n = o(s−2n ) = O(rn).
Next, we verify condition (III′′α) of Skovgaard (1981, Theorem 3.4 and Remark 3.5). Let ξS(t) be
the characteristic function of Sn and ξZ(t) that of Zi, where t ∈ Rdim(Zi). By the i.i.d. assumption,
ξS(t) = E[exp{it′Sn}] =
n∏
i=1
E[exp{it′B−1/2(Zi − E[Zi])/sn}]
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=n∏
i=1
E
[
exp
{
i
(
t′B−1/2/sn
)
Zi
}]
exp{−it′B−1/2E[Zi])/sn}.
The second factor is bounded by one, leaving
ξS(t) ≤
[
ξZ
(
t′B−1/2/sn
)]n
.
Recall that, in the notation of Skovgaard (1981), an(t) = Cs
−1
n , and so condition (III
′′
α) of Theorem
3.4 (and Remark 3.5) is satisfied because
sup
|t|>δCs−1n
|ξS(t)| ≤ sup
|t|>δCs−1n
∣∣∣ξZ (t′B−1/2/sn)∣∣∣n
≤ sup
|t1|>C1
|ξZ(t1)|n
= (1− C2h)n = o(r−C3n ),
for any C3 > 0 by the assumption that nh/ log(nh) → ∞. Thus condition (III′′α) holds. The
penultimate equality holds by Lemma S.9, which verifies that Zi obeys the n-varying version of
Crame´r’s condition: for h sufficiently small, for all C1 > 0 there is a C2 > 0 such that
sup
|t|>C1
|ξZ(t)| < (1− C2h).
Finally, we check condition (IV) of Skovgaard (1981, Theorem 3.4). We aim to prove that
sup
0<s<1
∣∣∣∣ d5ds5 log ξS
(
s
δan(t)t
|t|
)∣∣∣∣
5!
∣∣∣∣δan(t)t|t|
∣∣∣∣5
= O(an(t)
−3), (S.28)
for some δ > 0, with an(t) = Csn defined by conditions (I) and (II). For the supremum, as s ranges
in (0, 1), the quantity w = sδan(t) ranges in (0, δan(t)). Further, by the chain rule
d5
ds5
log ξS
(
s
δan(t)t
|t|
)
=
d5
dw5
log ξS
(
wt
|t|
)
(δan(t))
5 .
To see why, write log ξS (sδan(t)t/|t|) as g(w(s)), where w(s) = sδan(t) and g(w) = log ξS (wt/|t|)
and then the chain rule gives
d5
ds5
log ξS
(
s
δan(t)t
|t|
)
=
d5g
dw5
(
dw
ds
)5
because all the other terms in the chain rule expansion involve higher derivatives of the linear
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function w(s) = sδan(t) and hence are zero. Therefore
sup
0<s<1
∣∣∣∣ d5ds5 log ξS
(
s
δan(t)t
|t|
)∣∣∣∣
5!
∣∣∣∣δan(t)t|t|
∣∣∣∣5
= sup
0<w<δan(t)
∣∣∣∣ d5dw5 log ξS
(
wt
|t|
)
(δan(t))
5
∣∣∣∣
5!
∣∣∣∣δan(t)t|t|
∣∣∣∣5
= sup
0<w<δan(t)
∣∣∣∣ d5dw5 log ξS
(
wt
|t|
)∣∣∣∣
5!
,
where we have canceled terms and used the fact that |(t/|t|)| = 1.
With an(t) = Csn, proving Equation (S.28) is equivalent to showing that
sup
0<w<δan(t)
∣∣∣∣ d5dw5 log ξS
(
wt
|t|
)∣∣∣∣ = O (s−3n ) .
Let ξZ¯(t) be the characteristic function of (Zi − E[Zi]). (This is distinct from ξZ(t), which is the
characteristic function of Zi itself. The two are related via ξZ¯(t) = ξZ(t) exp{−it′E[Zi]}.) By the
i.i.d. assumption
log ξS
(
wt
|t|
)
= n log ξZ¯
(
wB−1/2t
|t|sn
)
.
As w varies in (0, δan(t)), the quantity u = wB
−1/2s−1n varies in (0, CδB−1/2), by the definition
of an(t). Using the same chain rule logic as above,
d5
dw5
log ξZ¯
(
wB−1/2t
|t|sn
)
=
(
d5
du5
log ξZ¯
(
ut
|t|
))(
B−1/2
sn
)5
.
Therefore
sup
0<w<δan(t)
∣∣∣∣ d5dw5 log ξS
(
wt
|t|
)∣∣∣∣ = sup
0<w<δan(t)
∣∣∣∣∣ d5dw5n log ξZ¯
(
wB−1/2t
|t|sn
)∣∣∣∣∣
= n
(
B−1/2
sn
)5
sup
0<u<CδB−1/2
∣∣∣∣ d5du5 log ξZ¯
(
ut
|t|
)∣∣∣∣ .
We aim to show that the final quantity is O
(
s−3n
)
. As sn =
√
nh and B is bounded above and
below, this will hold if
sup
0<u<CδB−1/2
∣∣∣∣ d5du5 log ξZ¯
(
ut
|t|
)∣∣∣∣ = O(h). (S.29)
for some δ > 0.
By Corollary 8.2 of Bhattacharya and Rao (1976) for the first inequality and direct calculation
for the second, ∣∣∣∣log ξZ¯ (ut|t|
)
− 1
∣∣∣∣ ≤ 12
∣∣∣∣ut|t|
∣∣∣∣E [|Zi − E[Zi]|2] ≤ C|u|h. (S.30)
Therefore, for h small enough there is a δ > 0 such that C|u|h < 1/2 for all u such that 0 < u <
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CδB−1/2. This allows us to apply Lemma 9.4 of Bhattacharya and Rao (1976), yielding the bound
sup
0<u<CδB−1/2
∣∣∣∣ d5du5 log ξZ¯
(
ut
|t|
)∣∣∣∣ ≤ CE [|Zi − E[Zi]|5] .
As the fifth moment of Zi is O(h), this establishes Equation (S.29) and therefore Equation (S.28),
verifying condition (IV) of Skovgaard (1981, Theorem 3.4). All of the conditions of this Theorem
are now verified, thus completing Step (II).
Remark S.2. For building intuition it is useful to compare the bound bound in Equation (S.30)
and the n-varying version of Crame´r’s condition established in Lemma S.9. Both reflect the fact
that as h→ 0, K(Xh,i)→ 0, and therefore in the limit Zi ≡ 0 is a degenerate random variable. In
this case of (S.30), the bound shows that as h→ 0, the characteristic function log ξZ¯ (ut/|t|)→ 1.
Lemma S.9 shows the same thing, as it is proven therein that
sup
|t|>C1
|ξZ(t)| < (1− C2h).
Notice that in the limit as h → 0, the conventional Crame´r’s condition fails. Equation (S.30) and
Lemma S.9 are in qualitative agreement in this sense. y
S.4.3 Step (III)
We now prove that the expansion for Tp holds and that it holds uniformly over F ∈ FS . First, by
Equation (S.16) and Lemma S.1(a), Tp will obey the desired expansion (computed formally as in
Section S.3.1) if T˘ obeys an Edgeworth expansion. Now, T˘ is given by
T˘
(
s−1n
n∑
i=1
Zi
)
= T˘
(
V[Zi]1/2Sn + nE[Zi]/sn
)
,
which is a smooth function of Sn :=
∑n
i=1V[Zi]−1/2(Zi − E[Zi])/sn. Step (II) proved that Sn
obeys an Edgeworth expansion, and therefore by Skovgaard (1986) we have that T˘ does as well.
Equation (S.16) and Lemma S.1(a) deliver the result pointwise for Tp.
To prove that the expansion holds uniformly, first notice that all our results hold pointwise
along a sequence Fn ∈ FS . That is, the results of Skovgaard (1981) and Skovgaard (1986)
hold along this sequence. We thus proceed by arguing as in Romano (2004). Recall that rTp =
max{s−2n ,Ψ2Tp,F , s−1n ΨTp,F }, i.e. the slowest vanishing of the rates. Suppose the result failed. Then
we can extract a subsequence {Fm ∈ FS} such that
rTp
∣∣PFm [Tp < z]− Φ(z)− ETp,Fm(z)∣∣ 6→ 0.
But this contradicts the result above, because Tp obeys the expansion given on {Fm ∈ FS}.
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S.4.4 Lemmas
Our proof of Theorem S.1 relies on the following lemmas. Consistent with the above, we give
mainly details for the Tp case, i.e. the proof in Section S.4. The details for Trbc, Section S.5, are
entirely analogous. Indeed, though all the results below are stated for a bandwidth sequence h and
polynomial degree p, they generalize in the obvious way under the appropriate substitutions and
appropriate assumptions.
The first lemma collects high level results regarding the Delta method for Edgeworth expansions,
pertaining to Step (I), verifying Equation (S.16).
Lemma S.1.
(a) Let Un := Tp − T˘ . If r−1Tp P[|Un| > rn] = o(1) for a sequence rn such that rn = o(rTp), then
P [Tp < z] = P
[
T˘ + Un < z
]
= P
[
T˘ < z
]
+ o(rTp).
(b) If r1 = O(r
′
1) and r2 = O(r
′
2), for sequences of positive numbers r1, r
′
1, r2, and r
′
2 and if
a sequence of nonnegative random variables obeys (r1)
−1P[Un > r2] → 0 it also holds that
(r′1)−1P[Un > r′2] → 0. In particular, r−11 P[|Un| > rn] → 0 implies r−1Tp P[|Un| > rn] → 0,
for r1 equal in order to any of s
−2
n , Ψ
2
Tp,F
, or s−1n ΨTp,F , because rTp is the largest of these,
and any rn = o(rTp). Thus, for different pieces of Un defined above, we may make different
choices for these two sequences, as convenient.
Proof. Part (a) is the Delta method for Edgeworth expansions, which essentially follows from the
fact that the Edgeworth expansion itself is a smooth function. See Hall (1992a, Chapter 2.7) or
Maesono (1997, Lemma 2 and Remark following). Part (b) follows from elementary inequalities.
The next set of results, Lemmas S.2–S.8, give rate bounds on the probability of deviations for
various kernel-weighted sample averages. These are used in establishing Equation (S.23) in Step
(I). The proofs for all these Lemmas are given in the subsubsection below.
Lemma S.2. Let the conditions of Theorem S.1 hold. For some δ > 0, a positive integer k, and
CΓ <∞, we have
(a) r−1Tp P[|Γ− Γ˜| > δs−1n log(sn)1/2] = o(1),
(b) r−1Tp P
[∣∣∣Γ−1 −∑kj=0 (Γ−1(Γ˜ − Γ))jΓ˜−1∣∣∣ > δs−(k+1)n log(sn)(k+1)/2] = o(1), and in particular
(i.e. k = 0) r−1Tp P[|Γ−1 − Γ˜−1| > δs−1n log(sn)1/2] = o(1), and
(c) r−1Tp P[Γ
−1 > CΓ] = o(1).
Lemma S.3. Let the conditions of Theorem S.1 hold. Let A be a fixed-dimension vector or matrix
of continuous functions of Xh,i that does not depend on n. For some δ > 0,
r−1Tp P
[∣∣∣∣∣ 1nh
n∑
i=1
{(KA)(Xh,i)− E[(KA)(Xh,i)]}
∣∣∣∣∣ > δs−1n log(sn)1/2
]
→ 0.
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Further, there is some constant CA > 0 such that r
−1
Tp
P[
∑n
i=1(KA)(Xh,i)/(nh) > CA] = o(1). In
particular, r−1Tp P[|Λ1 − Λ˜1| > δs−1n log(sn)1/2] = o(1). Lemma S.2(a) is also a special case.
Lemma S.4. Let the conditions of Theorem S.1 hold. Let A be a fixed-dimension vector or matrix
of continuous functions of Xh,i that does not depend on n. For some δ > 0,
r−1Tp P
[∣∣∣∣∣ 1nh
n∑
i=1
{(KA)(Xh,i)εi}
∣∣∣∣∣ > δs−1n log(sn)1/2
]
→ 0.
In particular, with A = rp(Xh,i), r
−1
Tp
P
[|Ω (Y −M) /n| > δs−1n log(sn)1/2].
Lemma S.5. Let the conditions of Theorem S.1 hold. Let A be a fixed-dimension vector or matrix
of continuous functions of Xh,i that does not depend on n. For any δ > 0, γ > 0, and positive
integer k,
r−1Tp P
[∣∣∣∣ 1nh
n∑
i=1
{
(KA)(Xh,i)
[
µ(Xi)− rp(Xi − x)′βp
]k }∣∣∣∣ > δΨk−1Tp,Fsk−1n log(sn)γ
]
→ 0.
In particular, with k = 1 and A = rp(Xh,i), r
−1
Tp
P [|Ω (M −Rβp) /n| > δ log(sn)γ ]→ 0.
Lemma S.6. Let the conditions of Theorem S.1 hold. Let A be a fixed-dimension vector or matrix
of continuous functions of Xh,i that does not depend on n. For any δ > 0, γ > 0, and positive
integer k,
r−1Tp P
[∣∣∣∣ 1nh
n∑
i=1
{
(KA)(Xh,i)
[
µ(Xi)− rp(Xi − x)′βp
]k
− E
[
(KA)(Xh,i)
[
µ(Xi)− rp(Xi − x)′βp
]k]}∣∣∣∣ > δ2 ΨkTp,Fskn log(sn)γ
]
→ 0.
Lemma S.7. Let the conditions of Theorem S.1 hold. Let A be a fixed-dimension vector or matrix
of continuous functions of Xh,i that does not depend on n. For any δ > 0 and γ > 0,
r−1Tp P
[∣∣∣∣ 1nh
n∑
i=1
{
(KA)(Xh,i)
[
µ(Xi)− rp(Xi − x)′βp
]
εi
}∣∣∣∣ > δΨTp,Fsn log(sn)γ
]
→ 0.
Lemma S.8. Let the conditions of Theorem S.1 hold. For any δ > 0 and γ > 0,
r−1Tp P
[∣∣∣∣ 1nh
n∑
i=1
{
(Krpr
′
p)(Xh,i)
(
K(Xh,i)
(
µ(Xi)− rp(Xi − x)′βp
)
− E [K(Xh,i) (µ(Xi)− rp(Xi − x)′βp)] )εi}∣∣∣∣ > δan log(sn)γ]→ 0.
where set an = s
−1
n ΨTp,F if rTp = s
−2
n ; an = s
−2
n if rTp = Ψ
2
Tp,F
; or an = s
−3/2
n Ψ
1/2
Tp,F
if rTp =
s−1n ΨTp,F .
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Next, we show that the random variable Zi, given in Equation (S.20), obeys the appropriate
n-varying version of Crame´r’s condition. This is used in Step (II) to prove that the distribution
of the (properly centered and scaled) sample average of Zi has an Edgeworth expansion. This type
of Crame´r’s condition was first (to our knowledge) used by Hall (1991).
Lemma S.9. Let the conditions of Theorem S.1 hold. Let ξZ(t) be the characteristic function of
the random variable Zi, given in Equation (S.20). For h sufficiently small, for all C1 > 0 there is
a C2 > 0 such that
sup
|t|>C1
|ξZ(t)| < (1− C2h).
Proof of Lemma S.9. Recall the definition of Zi in Equation (S.20). It is useful to consider Zi as
a function of (Xh,i, Yi) rather than (Xi, Yi). We compute the characteristic function separately
depending on whether Xi is local to x. Note that h is fixed. The characteristic function of Zi is
ξZ(t) = E[exp{it′Zi}] = E
[
exp{it′Zi}1 {|Xh,i| > 1}
]
+ E
[
exp{it′Zi}1 {|Xh,i| ≤ 1}
]
. (S.31)
We examine each piece in turn. For the first, begin by noticing that |Xh,i| > 1 (i.e. Xi 6∈ {x± h}),
then K(Xh,i) = 0, in turn implying that Zi is the zero vector and exp{it′Zi} = 1. Therefore
E
[
exp{it′Zi}1 {|Xh,i| > 1}
]
= P[Xi 6∈ {x± h}].
By assumption, the density of X is bounded and bounded away from zero in a fixed neighborhood
of x. Assume that h is small enough that this neighborhood contains {x±h}. Then this probability
is bounded as
P[Xi 6∈ {x± h}] = 1−
∫ x+h
x−h
f(x)dx ≤ 1− h2
(
min
x∈{x±h}
f(x)
)
:= 1− C3h. (S.32)
Next, consider the event that |Xh,i| ≤ 1. Let fxy(x, y) denote the joint density of (X,Y ) and
explicitly write Zi = Zi(Xh,i, Yi). By a change of variables
E
[
exp{it′Zi(Xh,i, Yi)}1 {|Xh,i| ≤ 1}
]
=
∫ ∫ x+h
x−h
exp{it′Zi(x, y)}fxy(x, y)dxdy
= h
∫ ∫ 1
−1
exp{it′Zi(u, y)}fxy(x + uh, y)dudy.
Suppose thatK is not the uniform kernel. The assumption that (1,Kr3p)(u)
′ is linearly independent
implies that Zi is a set of linearly independent and continuously differentiable functions of (u, y) on
{[−1, 1]}∪R. Furthermore, by assumption, the density (U, Y ), as random variables on {[−1, 1]}∪R
is strictly positive. Therefore, by (Bhattacharya, 1977, Lemma 1.4), Zi = Zi(U, Y ) obeys Crame´r’s
condition (as a function of random variables on {[−1, 1]} ∪ R), and so (Bhattacharya and Rao,
40
1976, p. 207) there is some C > 0 such that
sup
|t|>C
∣∣∣∣∫ ∫ 1−1 exp{it′Zi(u, y)}fxy(x + uh, y)dudy
∣∣∣∣ < 1. (S.33)
Collecting Equations (S.31), (S.32), and (S.33) yields the result when the kernel is not uniform.
If K is the uniform kernel, Equation (S.33) will still hold, as follows. Note that one element
of Zi(U, Y ) is K(U). For notational ease, let this be the first element, and further write Zi(U, Y )
as Zi(U, Y ) := 2(K(U), Z˜
′
i)
′ and t ∈ Rdim(Z) as t = (t(1), t˜′)′. Then, because K(U) ≡ 1/2 for
U ∈ [−1, 1],
sup
|t|>C
∣∣∣∣∫ ∫ 1−1 exp{it′Zi(u, y)} fxy(x + uh, y)dudy
∣∣∣∣
= sup
|t|>C
∣∣∣∣∫ ∫ 1−1 exp
{
it′
[
2(K(U), Z˜ ′i)
′
]}
fxy(x + uh, y)dudy
∣∣∣∣
= sup
|t|>C
∣∣∣∣∫ ∫ 1−1 exp
{
it′
[
(1, Z˜ ′i)
′
]}
fxy(x + uh, y)dudy
∣∣∣∣
= sup
|t|>C
∣∣∣∣eit1 ∫ ∫ 1−1 exp
{
it˜′Z˜i
}
fxy(x + uh, y)dudy
∣∣∣∣ .
Exactly as above, (Bhattacharya, 1977, Lemma 1.4) applies, but now to Z˜i, and |eit1 | is bounded
by one, thus yielding Equation (S.33).
S.4.4.1 Proofs of Lemmas S.2–S.8
Before proving Lemmas S.2–S.7 we first state some generic results that serve as building blocks
for the main Lemmas above. Indeed, those results are often are almost immediate consequences of
these generic results. The versions of these results for Irbc are usually omitted, as they are entirely
analogous (replacing p and h by p+ 1 and b, as well as other obvious modifications).
Lemma S.10. Let the conditions of Theorem S.1 hold. Let g(·) and m(·) be generic continuous
scalar functions. For some δ1 > 0, any δ2 > 0, γ > 0, and positive integer k, the following hold.
(a) s2nP
[∣∣∣∣∣s−2n
n∑
i=1
{(Km)(Xh,i)g(Xi)− E[(Km)(Xh,i)g(Xi)]}
∣∣∣∣∣ > δ1s−1n log(sn)1/2
]
→ 0.
(b) s2nP
[∣∣∣∣∣s−2n
n∑
i=1
{(Km)(Xh,i)g(Xi)εi}
∣∣∣∣∣ > δ1s−1n log(sn)1/2
]
→ 0.
(c)
sn
ΨTp,F
P
[∣∣∣∣∣s−2n
n∑
i=1
(Km)(Xh,i)g(Xi)
[
µ(Xi)− rp(Xi − x)′βp
]k∣∣∣∣∣ > δ2 Ψ
k−1
Tp,F
sk−1n
log(sn)
γ
]
→ 0.
(d) s2nP
[∣∣∣∣s−2n n∑
i=1
{
(Km)(Xh,i)g(Xi)(µ(Xi)− rp(Xi − x)′βp)k
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spacing − E
[
(Km)(Xh,i)g(Xi)(µ(Xi)− rp(Xi − x)′βp)k
]}∣∣∣∣ > δ2(ΨTp,Fsn
)k
log(sn)
γ
]
→ 0.
(e) s2nP
[∣∣∣∣∣s−2n
n∑
i=1
(Km)(Xh,i)g(Xi)εi
[
µ(Xi)− rp(Xi − x)′βp
]∣∣∣∣∣ > δ2 ΨTp,Fsn log(sn)γ
]
→ 0.
(f) r−1Tp P
[∣∣∣∣ 1nh
n∑
i=1
{
(Km)(Xh,i)
(
K(Xh,i)
(
µ(Xi)− rp(Xi − x)′βp
)
forspacing − E [K(Xh,i) (µ(Xi)− rp(Xi − x)′βp)] )εi}∣∣∣∣ > δan log(sn)γ]→ 0,
where set an = s
−1
n ΨTp,F if rTp = s
−2
n ; an = s
−2
n if rTp = Ψ
2
Tp,F
; or an = s
−3/2
n Ψ
1/2
Tp,F
if
rTp = s
−1
n ΨTp,F .
Proof of Lemma S.10(a). Because the kernel function has compact support and g(·) and m(·) are
continuous, we have
|(Km)(Xh,i)g(Xi)− E[(Km)(Xh,i)g(Xi)]| < C1.
Further, by a change of variables and using the assumptions on f , g and m:
V[(Km)(Xh,i)g(Xi)] ≤ E
[
(Km)(Xh,i)
2g(Xi)
2
]
=
∫
f(Xi)(Km)(Xh,i)
2g(Xi)
2dXi
= h
∫
f(x + uh)g(x + uh)(Km)(u)2du ≤ C2h.
Therefore, by Bernstein’s inequality
s2nP
[∣∣∣∣∣ 1s2n
n∑
i=1
{(Km)(Xh,i)g(Xi)− E[(Km)(Xh,i)g(Xi)]}
∣∣∣∣∣ > δ1s−1n log(sn)1/2
]
≤ 2s2n exp
{
− (s
4
n)(δ1s
−1
n log(sn)
1/2)2/2
C2s2n + C1s
2
nδ1s
−1
n log(sn)1/2/3
}
= 2 exp{2 log(sn)} exp
{
− δ
2
1 log(sn)/2
C2 + C1δ1s
−1
n log(sn)1/2/3
}
= 2 exp
{
log(sn)
[
2− δ
2
1/2
C2 + C1δ1s
−1
n log(sn)1/2/3
]}
,
which vanishes for any δ1 large enough, as s
−1
n log(sn)
1/2 → 0.
Proof of Lemma S.10(b). For a sequence an →∞ to be given later, define
Hi = s
−1
n (Km)(Xh,i)g(Xi) (Yi1{Yi ≤ an} − E[Yi1{Yi ≤ an} | Xi])
and
Ti = s
−1
n (Km)(Xh,i)g(Xi) (Yi1{Yi > an} − E[Yi1{Yi > an} | Xi]) .
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By the conditions on g(·) and t(·) and the kernel function,
|Hi| < C1s−1n an
and
V[Hi] = s−2n V[(Km)(Xh,i)g(Xi)Yi1{Yi ≤ an}] ≤ s−2n E
[
(Km)(Xh,i)
2g(Xi)
2Y 2i 1{Yi ≤ an}
]
≤ s−2n E
[
(Km)(Xh,i)
2g(Xi)
2Y 2i
]
= s−2n
∫
(Km)(Xh,i)
2g(Xi)
2v(Xi)f(Xi)dXi
= s−2n h
∫
(Km)(u)2(gvf)(x− uh)du
≤ C2/n.
Therefore, by Bernstein’s inequality
s2nP
[∣∣∣∣∣
n∑
i=1
Hi
∣∣∣∣∣ > δ1 log(sn)1/2
]
≤ 2s2n exp
{
− δ
2
1 log(sn)/2
C2 + C1s
−1
n anδ1 log(sn)1/2/3
}
≤ 2 exp{2 log(sn)} exp
{
− δ
2
1 log(sn)/2
C2 + C1s
−1
n anδ1 log(sn)1/2/3
}
≤ 2 exp
{
log(sn)
[
2− δ
2
1/2
C2 + C1s
−1
n anδ1 log(sn)1/2/3
]}
,
which vanishes for δ1 large enough as long as s
−1
n an log(sn)
1/2 does not diverge.
Next, let pi > 2 be such that E[|Y |2+pi|X = x] is finite in the neighborhood of x, which is possible
under Assumption S.1, and then, by Markov’s inequality:
s2nP
[∣∣∣∣∣
n∑
i=1
Ti
∣∣∣∣∣ > δ log(sn)1/2
]
≤ s2n
1
δ2 log(sn)
E
∣∣∣∣∣
n∑
i=1
Ti
∣∣∣∣∣
2

≤ s2n
1
δ21 log(sn)
nE
[
T 2i
]
≤ s2n
1
δ21 log(sn)
nV
[
s−1n (Km)(Xh,i)g(Xi)Yi1{Yi > an}
]
≤ s2n
1
δ21 log(sn)
ns−2n E
[
(Km)(Xh,i)
2g(Xi)
2Y 2i 1{Yi > an}
]
≤ s2n
1
δ21 log(sn)
ns−2n E
[
(Km)(Xh,i)
2g(Xi)
2|Yi|2+pia−pin
]
≤ s2n
1
δ21 log(sn)
ns−2n (Cha
−pi
n )
≤ C
δ21
s2n
log(sn)apin
,
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which vanishes if s2n log(sn)
−1a−pin → 0.
It thus remains to choose an such that s
−1
n an log(sn)
1/2 does not diverge and s2n log(sn)
−1a−pin →
0. This can be accomplished by setting an = s
A
n for any 2/pi ≤ A < 1, which is possible as pi > 2.
Proof of Lemma S.10(c). By Markov’s inequality
sn
ΨTp,F
P
[∣∣∣∣∣s−2n
n∑
i=1
(Km)(Xh,i)g(Xi)
[
µ(Xi)− rp(Xi − x)′βp
]k∣∣∣∣∣ > δ2(s−1n ΨTp,F )k−1 log(sn)γ
]
≤ sn
ΨTp,F
(
sn
ΨTp,F
)k−1 1
δ2 log(sn)γ
E
[
h−1(Km)(Xh,i)g(Xi)
[
µ(Xi)− rp(Xi − x)′βp
]k]
≤ 1
δ2 log(sn)γ
E
[
h−1(Km)(Xh,i)g(Xi)
[
sn
ΨTp,F
(
µ(Xi)− rp(Xi − x)′βp
)]k]
= O(log(sn)
−γ)→ 0.
This relies on the calculations in Section S.2, and the compact support of the kernel and continuity
of m(·) and g(·) to ensure that the expectation is otherwise bounded.
Proof of Lemma S.10(d). Note that the summand is mean zero and apply Markov’s inequality to
find
s2nP
[∣∣∣∣s−2n n∑
i=1
{
(Km)(Xh,i)g(Xi)(µ(Xi)− rp(Xi − x)′βp)k
− E
[
(Km)(Xh,i)g(Xi)(µ(Xi)− rp(Xi − x)′βp)k
]}∣∣∣∣ > δ2(ΨTp,Fsn
)k
log(sn)
γ
]
≤ s2n
(
sn
ΨTp,F
)2k 1
δ22 log(sn)
2γ
s−2n E
[
h−1(Km)(Xh,i)g(Xi)(µ(Xi)− rp(Xi − x)′βp)2k
]
=
1
δ22 log(sn)
2γ
E
[
h−1(Km)(Xh,i)g(Xi)
[(
sn
ΨTp,F
)
(µ(Xi)− rp(Xi − x)′βp)
]2k]
= o(1).
The final line relies on the calculations in Section S.2.
Proof of Lemma S.10(e). By Markov’s inequality, since εi is conditionally mean zero, we have
s2nP
[∣∣∣∣∣s−2n
n∑
i=1
(Km)(Xh,i)g(Xi)εi
[
µ(Xi)− rp(Xi − x)′βp
]∣∣∣∣∣ > δ2(s−1n ΨTp,F ) log(sn)γ
]
≤ s2n
1
δ22s
−2
n Ψ2Tp,F log(sn)
2γ
1
s2n
E
[
h−1 ((Km)(Xh,i)g(Xi)εi)2
[
µ(Xi)− rp(Xi − x)′βp
]2]
≤ 1
δ22 log(sn)
2γ
E
[
h−1 ((Km)(Xh,i)g(Xi)εi)2
[
sn
ΨTp,F
(
µ(Xi)− rp(Xi − x)′βp
)]2]
= O(log(sn)
−2γ)→ 0.
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This relies on the calculations in Section S.2, and the compact support of the kernel and continuity
of m(·) and g(·) to ensure that the expectation is otherwise bounded.
Proof of Lemma S.10(f). By Markov’s inequality, since εi is conditionally mean zero, we have
r−1Tp P
[∣∣∣∣ 1nh
n∑
i=1
{
(Km)(Xh,i)
(
K(Xh,i)
(
µ(Xi)− rp(Xi − x)′βp
)
− E [K(Xh,i) (µ(Xi)− rp(Xi − x)′βp)] )εi}∣∣∣∣ > δan log(sn)γ]
≤
r−1Tp
a2n log(sn)
2γ
1
nh
E
[
h−1(Km)2(Xh,i)
(
K(Xh,i)
(
µ(Xi)− rp(Xi − x)′βp
)
− E [K(Xh,i) (µ(Xi)− rp(Xi − x)′βp)] )2v(Xi)]
=
r−1Tp
a2n log(sn)
2γ
1
nh
{
E
[
h−1(Km)2(Xh,i)K(Xh,i)2
(
µ(Xi)− rp(Xi − x)′βp
)2
v(Xi)
]
− 2E
[
h−1(Km)2(Xh,i)K(Xh,i)
(
µ(Xi)− rp(Xi − x)′βp
)
v(Xi)
]
E
[
K(Xh,i)
(
µ(Xi)− rp(Xi − x)′βp
)]
+ E
[
h−1(Km)2(Xh,i)v(Xi)
]
E
[
K(Xh,i)
(
µ(Xi)− rp(Xi − x)′βp
)]2}

r−1Tp
a2n log(sn)
2γ
1
nh
(
ΨTp,F
sn
)2 {
1 + h+ h2
}

r−1Tp
a2n log(sn)
2γ
1
nh
(
ΨTp,F
sn
)2
.
If rTp = s
−2
n , this vanishes for an = s
−1
n ΨTp,F . If rTp = Ψ
2
Tp,F
, this vanishes for an = s
−2
n . If
rTp = s
−1
n ΨTp,F , this vanishes for an = s
−3/2
n Ψ
1/2
Tp,F
. This relies on the calculations in Section S.2,
and the compact support of the kernel and continuity of m(·) to ensure that the expectation is
otherwise bounded.
Proof of Lemma S.2. A typical element of Γ− Γ˜ is, for some integer k ∈ [0, 2p],
1
nh
n∑
i=1
{
K(Xh,i)X
k
h,i − E
[
K(Xh,i)X
k
h,i
]}
,
which has the form treated in Lemma S.10(a). Therefore, by Boole’s inequality and p fixed,
r−1Tp P[|Γ− Γ˜| > δs−1n log(sn)1/2]
≤ Cr−1Tp maxk∈[0,2p]P
[∣∣∣∣∣ 1nh
n∑
i=1
{
K(Xh,i)X
k
h,i − E
[
K(Xh,i)X
k
h,i
]}∣∣∣∣∣ > δs−1n log(sn)1/2
]
→ 0,
by Lemma S.1(b). This establishes part (a).
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To prove part (b), first note that for any fixed δ1, part (a) and the sub-multiplicativity of the
Frobenius norm imply
r−1Tp P
[
|Γ−1(Γ− Γ˜)| ≥ δ1
]
≤ r−1Tp P
[
|(Γ− Γ˜)| ≥ δ1|Γ−1|−1
]
→ 0, (S.34)
because under the maintained assumptions
Γ˜ = E
[
h−1(Krpr′p)(Xh,i)
]
= h−1
∫
(Krpr
′
p)(Xh,i)f(Xi)dXi =
∫
(Krpr
′
p)(u)f(x + uh)du
is bounded away from zero and infinity for n large enough.
Now, on the event Gn = {|Γ−1(Γ − Γ˜)| < 1}, we use the identity Γ = Γ˜
(
I − Γ−1(Γ˜− Γ)
)
to
write Γ−1 as
Γ−1 =
(
I − Γ−1(Γ˜− Γ)
)−1
Γ˜−1 =
∞∑
j=0
(
Γ−1(Γ˜− Γ)
)j
Γ˜−1.
Write an = s
−(k+1)
n log(sn)
(k+1)/2 Using results (S.34) with δ1 = 1, we find that r
−1
Tp
(1 − P[Gn]) =
r−1Tp P[|Γ−1(Γ− Γ˜)| ≥ 1]→ 0. Therefore
r−1Tp P
∣∣∣∣∣∣Γ−1 −
k∑
j=0
(
Γ−1(Γ˜− Γ))jΓ˜−1
∣∣∣∣∣∣ > δan

≤ r−1Tp P

∣∣∣∣∣∣Γ−1 −
k∑
j=0
(
Γ−1(Γ˜− Γ))jΓ˜−1
∣∣∣∣∣∣ > δan
 ∪ Gn
+ r−1Tp (1− P[Gn])
≤ r−1Tp P
∣∣∣∣∣∣
∞∑
j=0
(
Γ−1(Γ˜− Γ)
)j
Γ˜−1 −
k∑
j=0
(
Γ−1(Γ˜− Γ))jΓ˜−1
∣∣∣∣∣∣ > δan
+ o(1)
= r−1Tp P
∣∣∣∣∣∣
∞∑
j=k+1
(
Γ−1(Γ˜− Γ)
)j
Γ˜−1
∣∣∣∣∣∣ > δan
+ o(1).
Again using sub-multiplicativity and part (a), |(Γ−1(Γ˜ − Γ))j | ≤ |Γ−1|j |Γ˜ − Γ|j → 0, and so by
dominated convergence and the partial sum formula, the above display is bounded as
≤ r−1Tp P
 ∞∑
j=k+1
∣∣∣∣(Γ−1(Γ˜− Γ))j∣∣∣∣ ∣∣∣Γ˜−1∣∣∣ > δan
+ o(1)
≤ r−1Tp P

∣∣∣Γ−1(Γ˜− Γ)∣∣∣k+1
1−
∣∣∣Γ−1(Γ˜− Γ)∣∣∣
∣∣∣Γ˜−1∣∣∣ > δan
+ o(1).
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Finally, using result (S.34) with some fixed δ1 < 1, this last display is bounded by
r−1Tp P
[∣∣∣Γ˜− Γ∣∣∣k+1 > ∣∣∣Γ˜−1∣∣∣−k−2 (1− δ1)δan]+ r−1Tp P [∣∣∣Γ−1(Γ˜− Γ)∣∣∣ ≥ δ1]+ o(1) = o(1),
where the final convergence follows by part (a).
For part (c), let CΓ <∞ be such that |Γ˜−1| < CΓ/2. Then
r−1Tp P[Γ
−1 > CΓ] = r−1Tp P[
(
Γ−1 − Γ˜−1
)
+ Γ˜−1 > CΓ]
≤ r−1Tp P
[∣∣∣Γ−1 − Γ˜−1∣∣∣ > δs−1n log(sn)1/2]+ r−1Tp P [∣∣∣Γ˜−1∣∣∣ > CΓ − δs−1n log(sn)1/2] ,
which vanishes because the second term is zero for n large enough such that δs−1n log(sn)1/2 < CΓ/2
and the first is o(1) by part (a).
Proof of Lemma S.3. The result follows from identical steps to proving Lemma S.2(a), because
Lemma S.10(a) also applies. The second conclusion follows from the first exactly the same way
Lemma S.2(c) follows from Lemma S.2(a).
Proof of Lemma S.4. Let [A]j,k be the {j, k} entry of A. By Boole’s inequality, since the dimension
of A is fixed, and Lemma S.1(b),
r−1Tp P
[∣∣∣∣∣ 1nh
n∑
i=1
{(KA)(Xh,i)εi}
∣∣∣∣∣ > δs−1n log(sn)1/2
]
≤ Cr−1Tp maxj,k P
[∣∣∣∣∣s−2n
n∑
i=1
{(
K [A]j,k
)
(Xh,i)εi
}∣∣∣∣∣ > δs−1n log(sn)γ
]
≤ Cs2n max
j,k
P
[∣∣∣∣∣s−2n
n∑
i=1
{(
K [A]j,k
)
(Xh,i)εi
}∣∣∣∣∣ > δs−1n log(sn)γ
]
,
which vanishes by Lemma S.10(b).
Proof of Lemma S.5. Exactly as above, but using Lemma S.10(c).
Proof of Lemma S.6. Exactly as above, but using Lemma S.10(d).
Proof of Lemma S.7. Exactly as above, but using Lemma S.10(e).
Proof of Lemma S.8. Exactly as above, but using Lemma S.10(f).
S.5 Proof of Theorem S.1 with Bias Correction
Proving Theorem S.1 for Trbc follows the exact same steps as for Tp. The reason being that both
are based such similar estimation procedures. To illustrate this point, recall that when ρ = 1, Trbc
is the same as Tp but based on a higher degree polynomial. In this special case, there is nothing
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left to prove: simply apply Theorem S.1 with p replaced with p+ 1. Or, alternatively, re-walk the
entire proof replacing p with p+ 1 everywhere.
The more general case, that is, with generic ρ, is not conceptually more difficult, just more
cumbersome. There are two chief changes. First, the bias rate changes due to the bias correction,
but this is automatically accounted for by the terms of the expansion and the conditions of the
theorem. For example, note that the rate rIrbc automatically includes the new bias rate, as it is
defined in general in terms of ΨT,F Second, there are additional kernel-weighted averages that enter
into Trbc and these will enter into the construction of Zi and the bounding of remainder terms.
Recall the definitions of the point estimators, standard errors, and t-statistics from Section S.1,
specifically Equations (S.6), (S.8), and (S.9):
µˆ(ν)p =
1
nhν
ν!e′νΓ
−1ΩY , σˆ2p = ν!
2e′νΓ
−1(hΩΣˆpΩ′/n)Γ−1eν , Tp =
√
nh1+2ν(µˆ
(ν)
p − µ(ν))
σˆp
θˆrbc =
1
nhν
ν!e′νΓ
−1ΩrbcY , σˆ2rbc = ν!
2e′νΓ
−1(hΩrbcΣˆrbcΩ′rbc/n)Γ
−1eν , Trbc =
√
nh1+2ν(θˆrbc − µ(ν))
σˆrbc
.
Comparing these, we see that the only differences in the change from Σˆp and Ω to Σˆrbc and Ωrbc,
where (to repeat):
• Σˆrbc = diag(vˆ(Xi) : i = 1, . . . , n), with vˆ(Xi) = (Yi − rp+1(Xi − x)′βˆp+1)2,
• Ωrbc = Ω− ρp+1Λ1e′p+1Γ¯−1Ω¯,
• ρ = h/b,
• Λk = Ω
[
Xp+kh,1 , . . . , X
p+k
h,n
]′
/n,
• Xb,i = (Xi − x)/b,
• Γ¯ = 1nb
∑n
i=1(Krp+1r
′
p+1)(Xb,i), and
• Ω¯ = [(Krp+1)(Xb,1), (Krp+1)(Xb,2), . . . , (Krp+1)(Xb,n)].
Notice that these are the same as their counterparts for Tp, but with b = hρ
−1 in place of h and
p + 1 in place of p. With these comparisons in mind, we briefly discuss the three steps of Section
S.4, highlighting key pieces.
For Step (I), first observe that the “numerator”, or θˆrbc, portion of the t-statistic is once
again already a smooth function of well-behaved random variables, albeit different ones that for Tp.
Terms will be added to Zi to reflect this. In particular, Λ1, Γ¯, and Ω¯ are present. Importantly,
Lemma S.2 applies to Γ¯ with b = hρ−1 in place of h and p+ 1 in place of p.
Turning to the Studentization, Equation (S.17) expands the quantity (hΩΣˆpΩ
′/n) and this
needs to be adapted to account instead for (hΩrbcΣˆrbcΩ
′
rbc/n), which requires two changes. The
fundamental issue remains the estimated residuals and thus the terms represented by V1 – V6 will
remain conceptually the same. The first change, which is automatically accounted for by the rate
assumptions of the Theorem and the terms of the expansion, are that the bias is now lower because
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the residuals are estimated with a p + 1 degree fit. This matches the numerator bias, and thus
the calculations are as above. Second, whereas the summands of each term of V1 – V6 include
(K2rpr
′
p)(Xh,i) stemming from the pre- and post-multiplying by Ω, now we multiply by Ωrbc,
which means the new versions of V1 – V6 have(
(Krp)(Xh,i)− ρp+1Λ1e′p+1Γ¯−1(Krp+1)(Xb,i)
)(
(Krp)(Xh,i)− ρp+1Λ1e′p+1Γ¯−1(Krp+1)(Xb,i)
)′
.
This is mostly a change in notation and increased complexity of all terms, which now will include
many more factors that much be accounted for. This does not affect the rates or the identity of
the important terms: in other words the expansion is not fundamentally changed. Notice that
in estimating the residuals vˆ(Xi) = (Yi − rp+1(Xi − x)′βˆp+1)2 is used, and not, as might also be
plausible, any further bias correction (such as vˆ(Xi) = (Yi − rp+1(Xi − x)′Γ−1ΩrbcY /(nh))2. This
means no other terms appear.
We illustrate with one example. Consider the first term bounded in Equation (S.24). For V3
defined following Equation (S.17) it was shown following Equation (S.24) that
r−1IrbcP
[∣∣∣ν!2e′νΓ−1 (V3 − E[V3]) Γ−1eνsnν!e′νΓ−1Ω (Y −M) /n∣∣∣ > rn]→ 0.
The corresponding bound required here is
r−1IrbcP
[∣∣∣ν!2e′νΓ−1 (V3,rbc − E[V3,rbc]) Γ−1eνsnν!e′νΓ−1Ωrbc (Y −M) /n∣∣∣ > rn]→ 0. (S.35)
The analogue of V3 is given by applying the two changes above: the bias term and replacing
(K2rpr
′
p)(Xh,i) with the expression above, yielding what we will call V3,rbc:
V3,rbc =
1
nh
n∑
i=1
(K2rpr
′
p)(Xh,i)
[
µ(Xi)− rp+1(Xi − x)′βp+1
]2
+ ρ2p+2Λ1e
′
p+1Γ¯
−1
{
1
nh
n∑
i=1
(K2rp+1r
′
p+1)(Xb,i)
[
µ(Xi)− rp+1(Xi − x)′βp+1
]2}
Γ¯−1ep+1Λ′1
+ ρp+1Λ1e
′
p+1Γ¯
−1
{
1
nh
n∑
i=1
(Krp+1)(Xb,i)(Krp)(Xh,i)
[
µ(Xi)− rp+1(Xi − x)′βp+1
]2}
+ ρp+1
{
1
nh
n∑
i=1
(Krp)(Xh,i)(Kr
′
p+1)(Xb,i)
[
µ(Xi)− rp+1(Xi − x)′βp+1
]2}
Γ¯−1ep+1Λ′1.
Verifying Equation (S.35) now amounts to repeating the original logic (for the first term of Equation
(S.24)) four times, once for each line here.
First, observe that all the conclusions of Lemma S.2 hold in exactly the same way for Γ¯ (sub-
stituting b and p + 1 for h and p respectively, as needed), and thus the same type of bounds can
be applied whenever necessary. Second, Lemma S.3 implies that we can bound and remove the Λ1
everywhere as well, just as was originally done with Γ−1. These two together imply that Lemma
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S.4 holds for Ωrbc in place of Ω (again with b and p+ 1 where necessary).
For the first term listed of V3,rbc the original logic now goes through almost as written, simply
with additional bounds for Λ1 and Γ¯. Lemma S.6 applies just the same, only p is replaced by p+ 1
but this is accounted for automatically by the generic rates.
For the remaining three terms listed of V3,rbc, the argument is much the same. The only
additional complexity is the bandwidth b (or ρ). However, because b does not vanish faster than h,
this will not cause a problem. Firstly, pre-multiplication by ρ to a positive power can only reduce
the asymptotic order because ρ 6→ ∞. Secondly, for the factors enclosed in braces in each of the
three terms, Lemma S.6 will still hold. Checking the proof of Lemma S.10(d), which gives Lemma
S.6, we can see that we simply must substitute the appropriate bias calculations of Section S.2.
For the second term listed of V3,rbc this is immediate, since the form is identical and we only
need to substitute b and p + 1 for h and p respectively, after re-writing so the averaging is done
according to nb instead of nh.
ρ2p+1Λ1e
′
p+1Γ¯
−1
{
1
nb
n∑
i=1
(K2rp+1r
′
p+1)(Xb,i)
[
µ(Xi)− rp+1(Xi − x)′βp+1
]2}
Γ¯−1ep+1Λ′1.
For the third and fourth terms listed of V3,rbc, the only potential further complication is that the
summand includes both Xh,i and Xb,i. However, because Xb,i = ρXh,i, all applications of changing
variables can proceed as usual, as typified by, for smooth functions m1 and m2 (c.f. Lemma S.10)
h−1E[(Km1)(Xh,i)(Km2)(Xb,i)] =
∫ 1
−1
(Km1)(u)(Km2)(ρu)f(x + uh)du,
which is just as well behaved as usual.
Collecting all of these results establishes the convergence of Equation (S.35). This illustrates
that although the notational complexity is increased and there are more terms to keep track of,
there is nothing fundamentally different in Step (I) for Trbc. We omit the rest of the details.
Moving to Step (II), the proof proceeds in almost exactly the same way as in Section S.4.2,
but now the quantity Zi is different. Collecting all the changes described above (the inclusion of
Γ¯, Lp1, and Ω¯, the change in estimated residuals to Σˆrbc, and the premultiplication by Ωrbc), the
new Zi is now the collection (deleting duplicate entries)
Zi,rbc =
(
Znumeri,rbc , Z
denom
i,rbc
[
(K2rpr
′
p)(Xh,i)
]
, Zdenomi,rbc
[
(K2rp+1r
′
p+1)(Xb,i)
]
,
Zdenomi,rbc
[
(Krp)(Xh,i)(Kr
′
p+1)(Xb,i)
])′
,
(S.36)
where
Znumeri,rbc =
({
(Krp)(Xh,i)(Yi − rp+1(Xi − x)′βp+1)
}′
,
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{
(Krp+1)(Xb,i)(Yi − rp+1(Xi − x)′βp+1)
}′
,
vech
{
(Krpr
′
p)(Xh,i)
}′
,
vech
{
(Krp+1r
′
p+1)(Xb,i)
}′
,
vech
{
(Krp)(Xh,i)(Xh,i)
p+1
}′
,
)
and for a matrix depending on (Xh,i, Xb,i), the function Z
denom
i,rbc
[
κ(Xh,i, Xb,i)
]
is
Zdenomi,rbc
[
κ(Xh,i, Xb,i)
]
=
(
vech
{
κ(Xh,i, Xb,i)ε
2
i
}′
,
vech
{
κ(Xh,i, Xb,i)(Xb,i)
0εi
}′
, vech
{
(K2rpr
′
p)(Xh,i)(Xb,i)
1εi
}′
,
vech
{
κ(Xh,i, Xb,i)(Xb,i)
2εi
}′
, . . . , vech
{
(K2rpr
′
p)(Xh,i)(Xb,i)
p+1εi
}′
,
vech
{
κ(Xh,i, Xb,i)
{
εi
[
µ(Xi)− rp+1(Xi − x)′βp+1
]}}′)
.
Zi,rbc is notationally intimidating, but comparing this to the original Zi of Equation (S.20), we see
that nothing fundamentally different has been added: the additions are mostly just repetition to
account for the higher degree local polynomial. Notice that if ρ = 1, i.e. h = b, then many of the
elements are duplicated (or contained in others) and can be removed: examples include the first,
third, and fifth lines of Znumeri,rbc and all of Z
denom
i,rbc
[
(K2rpr
′
p)(Xh,i)
]
. (Note also that in estimating
the residuals vˆ(Xi) = (Yi − rp+1(Xi − x)′βˆp+1)2 is used, and not, as might also be plausible, any
further bias correction (such as vˆ(Xi) = (Yi−rp+1(Xi−x)′Γ−1ΩrbcY /(nh))2. This means no other
terms appear.)
Because, by assumption, ρ 6→ ∞, the asymptotic orders do not change. Therefore, verifying
conditions (I), (II), and (IV) of Theorem 3.4 of Skovgaard (1981) are nearly identical for this new
Zi,rbc. For condition (III
′′
α) of Skovgaard (1981, Theorem 3.4 and Remark 3.5) the crucial ingredient
is Lemma S.9, which continues to hold in exactly the same way.
Finally, Step (III) carries over essentially without change, completing the proof of Theorem
S.1 with bias correction.
S.6 Computing the Terms of the Expansion
Computing the terms of the Edgeworth expansion of Theorem S.1, listed in Section S.3.1, is straight-
forward but tedious. We give a short summary here, following the essential steps of (Hall, 1992a,
Chapter 2). In what follows, will always discard higher order terms (those that will not appear in
the Theorem) and write A
o
= B to denote A = B+ o((nh)−1 + (nh)−1/2ΨT,F + Ψ2T,F ). Let G˜ stand
in for Γ˜ or ˜¯Γ, p˜ stand in for p or p+1, and dn stand in for h or b, all depending on if T = Tp or Trbc.
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Note however, that h is still used in many places, in particular for stabilizing fixed-n expectations,
for Trbc. We will also need the notation defined in Section S.3.1.
The steps to compute the expansion are as follows. First, we compute a Taylor expansion of
T around nonrandom denominators. Then we compute the first four moments of this expansion.
These are then combined into cumulants, which determine the terms of the expansion.
The Taylor expansion is
T
o
=
{
1− 1
2σ˜2T
(WT,1 +WT,2 +WT,3) +
3
8σ˜4T
(WT,1 +WT,2 +WT,3)
2
}
× σ˜−1T {NT,1 +NT,2 +NT,3 +BT,1} ,
where
WT,1 =
1
nh
n∑
i=1
{
`0T (Xi)
2
(
ε2i − v(Xi)
)}− 2 1
n2h2
n∑
i=1
n∑
j=1
{
`0T (Xi)
2rp˜(Xdn,i)
′G˜−1(Krp˜)(Xdn,i)εiεj
}
+
1
n3h3
n∑
i=1
n∑
j=1
n∑
k=1
{
`0T (Xi)
2rp˜(Xdn,i)
′G˜−1(Krp˜)(Xdn,i)εjεk
}
,
WT,2 =
1
nh
n∑
i=1
{
`0T (Xi)
2v(Xi)
2 − E[`0T (Xi)2v(Xi)2]
}
+ 2
1
n2h2
n∑
i=1
n∑
j=1
`2T (Xi, Xj)`
0
T (Xi)v(Xi),
WT,3 =
1
n3h3
n∑
i=1
n∑
j=1
n∑
k=1
`1T (Xi, Xj)`
1
T (Xi, Xk)v(Xi) + 2
1
n3h3
n∑
i=1
n∑
j=1
n∑
k=1
`2T (Xi, Xj , Xk)`
0
T (Xi)v(Xi),
BT,1 = sn
1
nh
n∑
i=1
`0T (Xi)[µ(Xi)− rp˜(Xi − x)′βp˜],
NT,1 = sn
1
nh
n∑
i=1
`0T (Xi)εi,
NT,2 = sn
1
(nh)2
n∑
i=1
n∑
j=1
`1T (Xi, Xj)εi,
NT,3 = sn
1
(nh)3
n∑
i=1
n∑
j=1
n∑
k=1
`2T (Xi, Xj , Xk)εi,
with the final line defining `2T (Xi, Xj , Xk) in the obvious way following `
1
T , i.e. taking account of
the next set of remainders. Terms involving `2T (Xi, Xj , Xk) are higher-order, which is why it is not
needed in Section S.3.1. To concretize the notation, note that ΨT,F = E[BT,1], and, for example
for Tp we are defining,
NTp,1 = snν!e
′
νΓ˜
−1Ω(YM)/n,
NTp,2 = snν!e
′
νΓ˜
−1(Γ˜− Γ)Γ˜−1Ω(YM)/n,
NTp,3 = snν!e
′
νΓ˜
−1(Γ˜− Γ)Γ˜−1(Γ˜− Γ)Γ˜−1Ω(YM)/n.
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Straightforward moment calculations yield, where “E[T ] o=” denotes moments of the Taylor
expansion above,
E[T ] o= σ˜−1T E [BT,1]−
1
2σ˜2T
E [WT,1NT,1] ,
E[T 2] o=
1
σ˜2T
E
[
N2T,1 +N
2
T,2 + 2NT,1NT,2 + 2NT,1NT,3
]
− 1
σ˜4T
E
[
WT,1N
2
T,1 +WT,2N
2
T,1 +WT,3N
2
T,1 + 2WT,2NT,1NT,2
]
+
1
σ˜6T
E
[
W 2T,1N
2
T,1 +W
2
T,2N
2
T,1
]
+
1
σ˜2T
E
[
B2T,1
]− 1
σ˜4T
E [WT,1NT,1BT,1] ,
E[T 3] o=
1
σ˜3T
E
[
N3T,1
]− 3
2σ˜5T
E
[
WT,1N
3
T,1
]
+
3
σ˜3T
E
[
N2T,1BT,1
]
,
and
E[T 4] o=
1
σ˜4T
E
[
N4T,1 + 4N
3
T,1NT,2 + 4N
3
T,1NT,3 + 6N
2
T,1N
2
T,3
]
− 2
σ˜6T
E
[
WT,1N
4
T,1 +WT,2N
4
T,1 + 4WT,2N
3
T,1NT,2 +WT,3NT,1
]
+
3
σ˜8T
E
[
W 2T,1N
4
T,1 +W
2
T,2N
4
T,1
]
+
4
σ˜4T
E
[
N3T,1BT,1
]− 8
σ˜6T
E
[
WT,1N
3
T,1BT,1
]
+
6
σ˜4T
E
[
N2T,1B
2
T,1
]
.
Computing each factor, we get the following results. For these terms below, indexes i, j, and k are
always distinct (i.e. Xh,i 6= Xh,j 6= Xh,k).
E [BT,1] = ΨT,F ,
E [WT,1NT,1]
o
= s−1n E
[
h−1`0T (Xi)
3ε3i
]
,
E
[
N2T,1
] o
= σ˜2T ,
E [NT,1NT,2]
o
= s−2n E
[
h−1`1T (Xi, Xi)`
0
T (Xi)ε
2
i
]
,
E
[
N2T,2
] o
= s−1n E
[
h−2`1T (Xi, Xj)
2ε2i
]
,
E [NT,2NT,3]
o
= s−2n E
[
h−2`2v(Xi, Xj , Xj)`
0
T (Xi)ε
2
i
]
,
E
[
WT,1N
2
T,1
] o
= s−2n
{
E
[
h−1`0T (Xi)
4
(
ε4i − v(Xi)2
)]
− 2σ˜2TE
[
h−1`0T (Xi)
2rp˜(Xdn,i)
′G˜−1(Krp˜)(Xdn,i)ε
2
i
]
− 4E
[
h−1`0T (Xi)
4rp˜(Xdn,i)
′G˜−1ε2i
]
E
[
h−1(Krp˜)(Xdn,i)`
0
T (Xi)ε
2
i
]
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+ σ˜2TE
[
h−2`0T (Xi)
2
(
rp˜(Xdn,i)
′G˜−1(Krp˜)(Xdn,j)
)2
ε2j
]
+ 2E
[
h−1`0T (Xj)
2
(
E
[
h−1rp˜(Xdn,j)
′G˜−1(Krp˜)(Xdn,i)`
0
T (Xi)ε
2
i |Xj
])2]}
,
E
[
WT,2N
2
T,1
] o
= s−2n
{
E
[
h−1
(
`0T (Xi)
2v(Xi)− E[`0T (Xi)2v(Xi)]
)
`0T (Xi)
2ε2i
]
+ 2σ˜2TE
[
h−1`1T (Xi, Xi)`
0
T (Xi)v(Xi)
]}
,
E [WT,2NT,1NT,2]
o
= s−2n
{
E
[
h−2
(
`0T (Xj)
2v(Xj)− E[`0T (Xj)2v(Xj)]
)
`1T (Xi, Xj)`
0
T (Xi)ε
2
i
]
+ 2E
[
h−3`1T (Xi, Xj)`
1
T (Xk, Xj)`
0
T (Xi)`
0
T (Xk)v(Xi)ε
2
k
]}
,
E
[
WT,3N
2
T,1
] o
= s−2n
{
σ˜2TE
[
h−2
(
`1T (Xi, Xj)
2 + 2`2T (Xi, Xj , Xj)
)
v(Xi)
]}
,
E
[
W 2T,1N
2
T,1
] o
= s−2n
{
σ˜2TE
[
h−1`0T (Xi)
4
(
ε4i − v(Xi)2
)]
+ 2E
[
h−1`0T (Xi)
3ε3i
]2}
,
E
[
W 2T,2N
2
T,1
] o
= s−2n σ˜
2
T
{
E
[
h−1
(
`0T (Xi)
2v(Xi)− E[`0T (Xi)2v(Xi)]
)2]
+ 4E
[
h−2
(
`0T (Xi)
2v(Xi)− E[`0T (Xi)2v(Xi)]
)
`1T (Xj , Xi)`
0
T (Xj)v(Xj)
]
+ 4E
[
h−3`1T (Xi, Xj)`
0
T (Xi)v(Xi)`
1
T (Xk, Xj)`
0
T (Xk)v(Xk)
]}
,
E [WT,1NT,1BT,1]
o
= E [WT,1NT,1]E [BT,1] ,
E
[
N3T,1
] o
= s−1n E
[
h−1`0T (Xi)
3ε3i
]
,
E
[
WT,1N
3
T,1
] o
= E
[
N2T,1
]
E [WT,1NT,1] ,
E
[
N4T,1
] o
= 3σ˜4T + s
−2
n E
[
h−1`0T (Xi)
4ε3i
]
,
E
[
N3T,1NT,2
] o
= s−2n 6σ˜
2
TE
[
h−1`1T (Xi, Xi)`
0
T (Xi)ε
2
i
]
,
E
[
N3T,1NT,3
] o
= s−2n 3σ˜
2
TE
[
h−2`2T (Xi, Xj , Xj)`
0
T (Xi)ε
2
i
]
,
E
[
N2T,1N
2
T,2
] o
= s−2n
{
σ˜2TE
[
h−2`1T (Xi, Xj)
2ε2i
]
+ 2E
[
h−3`1T (Xi, Xj)`
1
T (Xk, Xj)`
0
T (Xi)`
0
T (Xk)ε
2
i ε
2
k
]}
,
E
[
WT,1N
4
T,1
] o
= s−2n
{
E
[
h−1`0T (Xi)
3ε3i
]
E
[
h−1`0T (Xi)
3ε3i
]
+ 6E
[
N2T,1
]
E
[
WT,1N
2
T,1
]}
,
E
[
WT,2N
4
T,1
] o
= s−2n σ˜
2
T 6
{
E
[
h−1
(
`0T (Xi)
2v(Xi)− E[`0T (Xi)2v(Xi)]
)
`0T (Xi)
2ε2i
]
+ 2E
[
h−2`1T (Xi, Xj)`
0
T (Xi)`
0
T (Xj)
2ε2jv(Xi)
]
+ E
[
h−1`1T (Xi, Xi)`
0
T (Xi)v(Xi)
]}
,
E
[
WT,2N
3
T,1NT,2
] o
= 3E
[
N2T,1
]
E [WT,2NT,1NT,2] ,
E
[
WT,3N
4
T,1
] o
= 3E
[
N2T,1
]
E
[
WT,3N
2
T,1
]
,
E
[
W 2T,1N
4
T,1
] o
= 3E
[
N2T,1
]
E
[
W 2T,1N
2
T,1
]
,
E
[
W 2T,2N
4
T,1
] o
= 3E
[
N2T,1
]
E
[
W 2T,2N
2
T,1
]
.
The so-called approximate cumulants of T , denoted here by κT,k for the k
th cumulant, can
now be directly calculated from these approximate moments using standard formulas (Hall, 1992a,
Equation (2.6)). It is useful to list these and collect their asymptotic orders. For the first two, we
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split them into two subterms each, by their different asymptotic order.
κT,1 = E[T ] := κT,1,1 + κT,1,2
o
= s−1n + ΨT,F ,
κT,2 = E[T 2]− E[T ]2 := 1 + κT,2,1 + κT,2,2 o= 1 + s−2n + s−1n ΨT,F ,
κT,3 = E[T 3]− 3E[T 2]E[T ] + 2E[T ]3 o= s−1n ,
κT,4 = E[T 4]− 4E[T 3]E[T ]− 3E[T 2]2 + 12E[T 2]E[T ]2 − 6E[T ]4 o= s−2n .
Next, our equivalent of (Hall, 1992a, Equation (2.22)) would be the exponential of
κT,1(it) +
1
2
(it)2(κT,2 − 1) + 1
3!
(it)3κT,3 +
1
4!
(it)4κT,4
+
1
2
(it)2
(
κ2T,1,1 + 2κT,1,1κT,1,2κ
2
T,1,2
)
+
1
2
1
3!2
(it)6κ2T,3
+
1
2
2
1
3!
(it)(it)3 (κT,1,1κT,3 + κT,1,2κT,3) .
Then, the final computation is done by following (Hall, 1992a, p. 44f, Equations (2.17)). We
find that the Edgeworth expansion, with asymptotic order listed in parentheses at right, is given
by
Φ(z)− φ(z)
{[
κT,1,1 +
1
3!
(z2 − 1)κT,3
]
(s−1n )[
κT,1,2
]
(ΨT,F )[
1
2
zκ2T,1,1 +
1
2
1
3!2
z(z4 − 10z2 + 15)κ2T,3
+
1
2
2
1
3!
z(z2 − 3)κT,1,1κT,3 + 1
2
zκT,2,1 +
1
4!
z(z2 − 3)κT,4
] (s−2n )
[
1
2
zκ2T,1,2
]
(Ψ2T,F )[
1
2
z2κT,1,1κT,1,2 +
1
2
2
1
3!
z(z2 − 3)κT,1,2κT,3 + 1
2
zκT,2,2
]}
. (s−1n ΨT,F )
This is exactly the result of Theorem S.1 and these terms, in the order displayed, are exactly the
ωk(T, z), k = 1, 2, 3, 4, 5 of Section S.3.1.
S.7 Notes on Alternative Standard Errors
The proofs above are based on specific standard errors. In particular, we use the fixed-n form of
the variance from Equation (S.7), namely
σ2p = ν!
2e′νΓ
−1(hΩΣΩ′/n)Γ−1eν ,
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and estimate Σ using regression residuals, Σˆp = diag(vˆ(Xi) : i = 1, . . . , n), with vˆ(Xi) = (Yi −
rp(Xi − x)′βˆp)2 for βˆp defined in Equation (S.4). This is the HC0 variance estimator. We discuss
two types of alternatives here: (i) different estimators of essentially the same fixed-n object and
(ii) different population standardizations altogether. If other standard errors are used, the results
may change. The type and severity of the change will depend on the choice of standard error. In
particular, the coverage error rate can be slower, but not faster. This is because the Studentization
and standardization do not affect the rate of any term besides the λI,Fω3,I,F term, and thus λI,F ≡ 0
is the most that can be accomplished through variance estimation.
Within the fixed-n form, we consider two alternative estimators of (essentially) the conditional
variances of Equation (S.7): the HCk class estimators and nearest-neighbor based estimators.
First, motivated by the fact that the least-squares residuals are on average too small, we could
implement one of the HCk class of heteroskedasticity-consistent standard errors (MacKinnon, 2013)
beyond HC0. In particular, HC0, HC1, HC2, and HC3 are allowed in the nprobust package (?).
These are defined as follows. First, σˆ2p (and σˆ
2
rbc) defined above and treated in the proofs is the
HC0 estimator, employing the estimated residuals unweighted: εˆ2i = vˆ(Xi) = (Yi−rp(Xi− x)′βˆp)2.
Then, for k = 1, 2, 3, the σˆ2p-HCk estimator is obtained by dividing εˆ
2
i by, respectively, (n −
2 trace(Qp)+trace(Q
′
pQp))/n, (1−Qp,ii), and (1−Qp,ii)2, where Qp,ii is the i-th diagonal element
of the projection matrix Qp := Rˇ
′(Rˇ′WRˇ)−1Rˇ′W = Rˇ′Γ−1Ω/n. The corresponding estimators
σˆ2rbc-HCk are the same way, substituting the appropriate pieces.
These estimators may perform better in small samples, a conjecture backed by simulation studies
elsewhere. Adapting the proofs to allow for HC1, HC2, and HC3 would be notationally extremely
cumbersome, but is conceptually straightforward. The building block of each is the matrix Qp,
which is almost already a function of Zi from (S.20); it is not difficult to see that Crame´r’s condition
is plausible for this object. It is important to note that the rates in the expansion would not change,
only the constants (through the terms of (S.17)).
A second option, still using the fixed-n form and also designed to improve upon the least
squares residuals, is to use a nearest-neighbor-based estimator with a fixed number of neighbors
(Muller and Stadtmuller, 1987). This is also allowed in our software (?). For a fixed, positive
integer J , let Xj(i) denote the j-th closest observation to Xi, j = 1, . . . , J . Set vˆ(Xi) =
J
J+1(Yi −∑J
j=1 Yj(i)/J)
2. This estimate is unbiased for v(Xi), and although vˆ(·) is inconsistent, the resulting
σˆ2p = ν!
2e′νΓ−1(hΩΣˆNNΩ′/n)Γ−1eν provides valid Studentization (as would the analogous σˆ2rbc).
This approach, however, falls outside our proofs. Lemma S.9 would not verify Cram’er’s condition
for this estimator. A modified approach to verifying condition (III′′α) of Skovgaard (1981) would be
required and Assumption S.2 would not be sufficient.
Finally, as discussed above, on may use a different form of standardization altogether. As argued
in the main text and above, using variance forms other than (S.7) can be detrimental to coverage
by injecting terms with λI,F 6= 0. Examples were given in Section S.3.1. The most common option
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would be to employ the asymptotic approximation to the conditional variance:
σ2 →P v(x)
f(x)
V,
where f(·) is the marginal density of X and V is a known constant depending only on the equiv-
alent kernel (and thus Vp and Vrbc would be different); see (Fan and Gijbels, 1996, Theorem 3.1).
Estimating this quantity requires estimating the conditional variance function and the (inverse of
the) density at a single point, the point of interest x. If both of these are based on kernel methods
using the same kernel and bandwidth h, then Theorem S.1 allows for this choice. It is clear that the
expansion of the Studentization, Equation (S.17), will change dramatically, as will the elements of
Zi. However, the latter change will be relatively innocuous as far as the proof is concerned, because
Lemma S.9 covers the objects already. But the change to Equation (S.17) will result in additional
terms, with potentially slower rates, appearing the Edgeworth expansion. See the discussion in
Section S.3.1.
There are certainly many other options for (first-order) valid Studentization. Other population
choices include (i) using vˆ(Xi) = (Yi−mˆ(x))2; (ii) using local or assuming global heteroskedasticity;
(iii) using other nonparametric estimators for v(Xi), relying on new tuning parameters. None of
these can be recommended based on our results. As above, some can be accommodated into our
proof more or less directly, depending on the implementation details.
S.8 Remark 2: Check Function Loss
In Remark 2 of the main text, it was pointed out that coverage error can be measured by the check
function loss:
sup
F∈FS
L
(
PF [µ(ν) ∈ I]− (1− α)
)
, L(e) = Lτ (e) = e (τ − 1{e < 0})
Using the check function loss allows the researcher, through their choice of τ , to evaluate inference
procedures according to their preferences against over- and under-coverage. Setting τ = 1/2 re-
covers the above, symmetric measure of coverage error. Guarding more against undercoverage (a
preference for conservative intervals) requires choosing a τ < 1/2. For example, setting τ = 1/3
encodes the belief that undercoverage is twice as bad as the same amount of overcoverage.
Using this loss will affect the constants of the optimal bandwidths and kernels (dependent on
how these are optimized, such as for length, coverage error, or trading these off) but the rates will
not be impacted. This is due to standard properties of the check function, which, for completeness,
we spell out in the following result.
Lemma S.11. L(e) = e (τ − 1{e < 0}) obeys:
(a) L(ae) = aL(e) for a > 0,
(b) L(e) ≤ (τ + 1)|e|, and
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(c) L(e1 + e2) ≤ L(e1) + L(e2) for a > 0.
Proof. The first property follows because L(ae) = (ae) (τ − 1{(ae) < 0}) and, as a > 0, 1{(ae) <
0} = 1{e < 0}. The second uses the obvious bounds. The third, the triangle inequality, holds as
follows.
L(e1 + e2) = (e1 + e2) (τ − 1{(e1 + e2) < 0})
= e1 (τ − 1{e1 < 0}) + e2 (τ − 1{e2 < 0})
+ e11{e1 < 0}+ e21{e2 < 0} − (e1 + e2)1{(e1 + e2) < 0}.
In the second equality, the first line is exactly L(e1)+L(e2). The second line is nonpositive. To this,
consider four cases. (1) If e1 ≥ 0 and e2 ≥ 0, then all the indicators are zero and the second line is
zero. (2) If e1 < 0 and e2 < 0, then all the indicators are one and the second line is e1 +e2−(e1 +e2)
and is again zero. (3) If e1 ≥ 0, e2 < 0, and e1 ≥ |e2|, then 1{e1 < 0} = 1{(e1 + e2) < 0} = 0, and
the second line is e2 < 0. (4) If e1 ≥ 0, e2 < 0, and e1 < |e2|, then 1{e2 < 0} = 1{(e1+e2) < 0} = 1,
and the second line is e2 − (e1 + e2) = −e1 < 0.
S.9 List of Notation
Below is a (hopefully) complete list of the notation used in this Part, group by Section, roughly in
order of introduction. This is intended only as a reference. Each object is redefined below when it
is needed.
Asymptotic orders and their in-probability versions hold uniformly in FS , as required by our
framework; e.g., An = oP(an) means supF∈FS PF [|An/an| > ]→ 0 for every  > 0.
Local Polynomial Regression, t-Statistics, and Confidence Intervals
• {(Y1, X1), . . . , (Yn, Xn)} is a random sample distributed according to F , the data-generating
process. F is assumed to belong to a class FS
• µ(ν) = µ(ν)F (x) := ∂
ν
∂xνEF [Y | X=x]
∣∣
x=x
, where ν ≤ S, where µ(·) possess at least S deriva-
tives.
• µF (x) = µ(0)F (x) = EF [Y | X=x]
• Where it causes no confusion the point of evaluation x will be omitted as an argument, so
that for a function g(·) we will write g := g(x)
• µˆ(ν) = ν!e′νβˆp = 1nhν ν!e′νΓ−1ΩY
• βˆp = arg minb∈Rp+1
∑n
i=1(Yi − rp(Xi − x)′b)2K (Xh,i)
• βˆp+1 = arg minb∈R(p+1)+1
∑n
i=1(Yi − rp+1(Xi − x)′b)2K (Xb,i)
• ek is a conformable zero vector with a one in the (k + 1) position, for example eν is the
(p+ 1)-vector with a one in the νth position and zeros in the rest
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• h is a bandwidth sequence that vanishes as n diverges
• p is an integer greater than ν, with p− ν odd
• rp(u) = (1, u, u2, . . . , up)′
• Xh,i = (Xi − x)/h, for a bandwidth h and point of interest x
• to save space, products of functions will often be written together, with only one argument,
for example
(Krpr
′
p)(Xh,i) := K(Xh,i)rp(Xh,i)rp(Xh,i)
′ = K
(
Xi − x
h
)
rp
(
Xi − x
h
)
rp
(
Xi − x
h
)′
,
• Γ = 1nh
∑n
i=1(Krpr
′
p)(Xh,i) = (Rˇ
′WRˇ)/n
• Ω = [(Krp)(Xh,1), (Krp)(Xh,2), . . . , (Krp)(Xh,n)] = Rˇ′W
• Y = (Y1, . . . , Yn)′
• R = [rp(X1 − x), · · · , rp(Xn − x)]′
• W = diag (h−1K(Xh,i) : i = 1, . . . , n)
• H = diag (1, h, h2, . . . , hp)
• Rˇ = RH−1 = [rp(Xh,1), · · · , rp(Xh,n)]′
• diag(ai : i = 1, . . . , k) denote the k × k diagonal matrix constructed using the elements
a1, a2, · · · , ak
• Λk = Ω
[
Xp+kh,1 , . . . , X
p+k
h,n
]′
/n, where, in particular Λ1 was denoted Λ in the main text
• b is a bandwidth sequence that vanishes as n diverges
• Xb,i = (Xi − x)/b, for a bandwidth b and point of interest x, exactly like Xh,i but with b in
place of h
• Ω¯ = [(Krp+1)(Xb,1), (Krp+1)(Xb,2), . . . , (Krp+1)(Xb,n)], exactly like Ω but with b in place of
h and p+ 1 in place of p
• Γ¯ = 1nb
∑n
i=1(Krp+1r
′
p+1)(Xb,i), exactly like Γ but with b in place of h and p+ 1 in place of
p, and
• Λ¯k = Ω¯
[
Xp+1+kb,1 , . . . , X
p+1+k
b,n
]′
/n, exactly like Λk but with b in place of h and p+ 1 in place
of p (implying Ω¯ in place of Ω)
• µˆ(ν) = 1nhν ν!e′νΓ−1ΩY
θˆrbc = µˆ
(ν) − hp+1−νν!e′νΓ−1Λ1 µˆ
(p+1)
(p+1)! =
1
nhν ν!e
′
νΓ
−1ΩrbcY
• Ωrbc = Ω− ρp+1Λ1e′p+1Γ¯−1Ω¯
• ρ = h/b, the ratio of the two bandwidth sequences
• Σ = diag(v(Xi) : i = 1, . . . , n), with v(x) = V[Y |X = x]
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• σ2p = ν!2e′νΓ−1(hΩΣΩ′/n)Γ−1eν
σ2rbc = ν!
2e′νΓ−1(hΩrbcΣΩ′rbc/n)Γ−1eν
• σˆ2p = ν!2e′νΓ−1(hΩΣˆpΩ′/n)Γ−1eν
σˆ2rbc = ν!
2e′νΓ−1(hΩrbcΣˆrbcΩ′rbc/n)Γ−1eν
• Σˆp = diag(vˆ(Xi) : i = 1, . . . , n), with vˆ(Xi) = (Yi−rp(Xi−x)′βˆp)2 for βˆp defined in Equation
(S.4), and
• Σˆrbc = diag(vˆ(Xi) : i = 1, . . . , n), with vˆ(Xi) = (Yi − rp+1(Xi − x)′βˆp+1)2 for βˆp+1 defined
exactly as in Equation (S.4) but with p+ 1 in place of p and b in place of h.
• Tp =
√
nh1+2ν(µˆ
(ν)
p − µ(ν))
σˆp
Trbc =
(θˆrbc − µ(ν))
ϑˆrbc
=
√
nh1+2ν(θˆrbc − µ(ν))
σˆrbc
• Ip =
[
µˆ
(ν)
p − zuσˆp
/√
nh1+2ν , µˆ
(ν)
p − zlσˆp
/√
nh1+2ν
]
Irbc =
[
θˆrbc − zuϑˆrbc , θˆrbc − zlϑˆrbc
]
=
[
θˆrbc − zuσˆrbc
/√
nh1+2ν , θˆrbc − zlσˆrbc
/√
nh1+2ν
]
Bias and the Role of Smoothness
• βk (usually k = p or k = p + 1) as the k + 1 vector with (j + 1) element equal to µ(j)(x)/j!
for j = 0, 1, . . . , k as long as j ≤ S, and zero otherwise
• M = [µ(X1), . . . , µ(Xn)]′
• ρ = h/b, the ratio of the two bandwidth sequences
• Γ˜ = E[Γ], ˜¯Γ = E[Γ¯], Λ˜k = E[Λk], ˜¯Λk = E[Λ¯k], and so forth. A tilde always denotes a fixed-n
expectation, and all expectations are fixed-n calculations unless explicitly denoted otherwise.
The dependence on FS is suppressed notationally.
• ΨT,F and ΨI,F (which are identical for all I and F ), the fixed-n bias for interval I or t-statistic
T . See Equation (S.12)
• ψT,F and ψI,F (which are identical for all I and F ), the constant portion of the fixed-n bias
for interval I or t-statistic T . See Equation (S.13).
Main Results and Proofs
• See Section S.3.1 for definitions of all terms in the Edgeworth expansion.
• C shall be a generic conformable constant that may take different values in different places.
Note that C may be a vector or matrix but will generally not be denoted by a bold symbol.
If more than one constant is needed, C1, C2, . . . , will be used.
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• Norms. Unless explicitly noted otherwise, | · | will be the Euclidean/Frobenius norm: for
a scalar c ∈ R1, |c| is the absolute value; for a vector c, |c| = √c′c; for a matrix C,
|C| = √trace(C ′C).
• sn =
√
nh.
• rT = max{s−2n ,Ψ2T,F , s−1n ΨT,F }, i.e. the slowest vanishing of the rates, and
• rn as a generic sequence that obeys rn = o(rT ).
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