The Ramsey numbers for cycles versus wheels of even order  by Zhang, Lianmin et al.
European Journal of Combinatorics 31 (2010) 254–259
Contents lists available at ScienceDirect
European Journal of Combinatorics
journal homepage: www.elsevier.com/locate/ejc
The Ramsey numbers for cycles versus wheels of even order
Lianmin Zhang a,b, Yaojun Chen a,b, T.C. Edwin Cheng c
a State Key Laboratory for Novel Software Technology, Nanjing University, Nanjing 210093, PR China
b Department of Mathematics, Nanjing University, Nanjing 210093, PR China
c Department of Logistics and Maritime Studies, The Hong Kong Polytechnic University, Hung Kom, Kowloon, Hong Kong, China
a r t i c l e i n f o
Article history:
Received 6 May 2008
Received in revised form
9 September 2008
Accepted 17 December 2008
Available online 9 April 2009
a b s t r a c t
For two given graphs G1 and G2, the Ramsey number R(G1,G2) is
the smallest integer n such that for any graph G of order n, either
G contains G1 or the complement of G contains G2. Let Cn denote a
cycle of order n andWm a wheel of orderm+1. Surahmat, Baskoro
and Tomescu conjectured that R(Cn,Wm) = 3n − 2 for m odd,
n ≥ m ≥ 3 and (n,m) 6= (3, 3). In this paper, we confirm the
conjecture for n ≥ 20.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
All graphs considered in this paper are finite simple graphs without loops. Let G = (V (G), E(G))
be a graph. For S ⊆ V (G), we use NS(v) to denote the set of the neighbors of a vertex v contained in S
and dS(v) = |NS(v)|. If S = V (G), we write N(v) = NG(v), N[v] = N(v) ∪ {v} and d(v) = dG(v). For
two subgraphs F ,H , we define NF (H) = ∪v∈V (H) NF (v). The number of edges between two disjoint
subsets S1, S2 of V (G) is denoted by e(S1, S2). Theminimum degree,maximum degree, connectivity and
independence number of G are denoted by δ(G), ∆(G), κ(G) and α(G), respectively. The number of
components of G is ω(G). Let G1, G2 be two graphs – we use G1 ∪ G2 to denote the disjoint union of G1
and G2 – and G1 + G2 a graph with vertex set V (G1) ∪ V (G2) and edge set E(G1) ∪ E(G2) ∪ {uv | u ∈
V (G1) and v ∈ V (G2)}. For S ⊆ V (G), G[S] denotes the subgraph induced by S in G. We use Cn andmKn
to denote a cycle of order n and the union ofm vertex disjoint Kn, respectively. AWheel Wm = K1+Cm
is a graph ofm+1 vertices, where the K1 is called the hub of the wheel. The lengths of the longest and
shortest cycles of G are denoted by c(G) and g(G), respectively. A graph on n vertices is pancyclic if it
contains cycles of every length l, 3 ≤ l ≤ n and weakly pancyclic if it contains cycles of every length
l, g(G) ≤ l ≤ c(G). We call a cycle C a Dλ-cycle, if all components of G − C have order less than λ.
Let C be a cycle. We denote by
−→
C the cycle C with a given orientation, and by
←−
C the cycle C with
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the reverse orientation. If u, v ∈ V (C) then u−→C v denotes the consecutive vertices of C from u to v in
the direction specified by
−→
C . The same vertices, in reverse order, are given by v
←−
C u. We call u
−→
C v an
s-segment of C if |u−→C v| = s. We will consider u−→C v and v−→C u both as paths and vertex sets. We use
u+ to denote the successor of u and u− to denote its predecessor on
−→
C .
For two given graphs G1 and G2, the Ramsey number R(G1,G2) is the smallest integer n such that
for any graph G of order n, either G contains G1 or G contains G2, where G is the complement of G. For
a connected graph G, it is well known that R(F ,G) satisfies
R(F ,G) ≥ (χ(F)− 1)(|G| − 1)+ s(F), if |G| ≥ s(F), (∗)
where χ(F) is the chromatic number of F and s(F) the minimum number of vertices in some color
class under all vertex colorings by χ(F) colors. We say G is F-good if the equality occurs in (∗). The
classical result on F-goodness is due to Chvátal [1] that R(Km, Tn) = (m− 1)(n− 1)+ 1, where Tn is a
tree of order n. ForWm-good graphs, it is shown in [2,3] that a star Sn and a path Pn areWm-goodwhen
m is odd and n ≥ m−1 ≥ 2, and Pn isWm-goodwhenm is even and n ≥ m−1 ≥ 3. Surahmat et al. [4]
considered the Ramsey number involving a cycle versus a wheel and established the following.
Theorem 1 (Surahmat et al. [4]). R(Cn,Wm) = 2n− 1 for m even and n ≥ 5m/2.
Obviously, Theorem 1 says that Cn is Wm-good when m even and n ≥ 5m/2. In the same paper,
they [4] conjectured that Cn is alsoWm-good for odd m, n ≥ m ≥ 3 and (n,m) 6= (3, 3), and posed
the following.
Conjecture 1 (Surahmat et al. [4]). R(Cn,Wm) = 3n− 2 for m odd, n ≥ m ≥ 3 and (n,m) 6= (3, 3).
The conjecture is true for m = 3, 5, which are due to Yang et al. [5] and Surahmat et al. [6],
respectively.
Theorem 2 (Yang et al. [5]). R(Cn,W3) = R(Cn, K4) = 3n− 2 for n ≥ 4.
Theorem 3 (Surahmat et al. [6]). R(Cn,W5) = 3n− 2 for n ≥ 5.
Surahmat et al. prove recently [7] that Conjecture 1 is true for the case when m ≥ 5 is odd and
n > (5m− 9)/2 and establish the following result.
Theorem 4 (Surahmat et al. [7]). R(Cn,Wm) = 3n− 2 for odd m ≥ 5 and n > (5m− 9)/2.
In this paper, we show that Conjecture 1 holds for n ≥ 20. The main result of this paper is the
following.
Theorem 5. R(Cn,Wm) = 3n− 2 for m odd, n ≥ m and n ≥ 20.
On the Ramsey number R(Cn,Wm), many special cases are determined and the details can be found
in the dynamic survey [8].
2. Preliminaries
In this section, we will give some notations and lemmas for the proof of our main result.
Let G be a graph and C a longest cycle of G. Suppose G is not hamiltonian and H any component of
G− C . Set
NC (H) = {x1, x2, . . . , xk}, indices following the orientation of C;
A = {a1, a2, . . . , ak}, where ai = x+i ;
B = {b1, b2, . . . , bk}, where bi = x−i+1;
Ii = ai−→C bi, 1 ≤ i ≤ k.
For xi, xj ∈ NC (H)with i 6= j, we use xiHxj to denote a longest (xi, xj)-pathwith the internal vertices
in H .
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Definition 1. A vertex v of Ii is called an A-vertex if v+ai ∈ E(G) and a B-vertex if v−bi ∈ E(G).
Lemma 1 (Favaron et al. [9]). If ui ∈ Ii and uj ∈ Ij are two A-vertices (B-vertices, respectively) with i 6= j,
then uiuj 6∈ E(G).
By the definition, it is easy to see that every vertex ai is an A-vertex and every vertex bi is a B-vertex.
By Lemma 1 and the maximality of C , we have the following.
Lemma 2. For any h ∈ V (H), both A ∪ {h} and B ∪ {h} are independent sets.
Lemma 3. Let ai ∈ A and bj ∈ B such that i 6= j+ 1. For any vertex v ∈ xj+1−→C bi−1, if vbj ∈ E(G), then
v+ai 6∈ E(G).
Proof. If v+ai ∈ E(G), then xiHxj+1−→C vbj←−C aiv+−→C bi−1xi is a cycle longer than C , a contradiction. 
Lemma 4. For any v ∈ V (G)− V (C)− V (H), dA(v) ≤ 1 and dB(v) ≤ 1.
Proof. If dA(v) ≥ 2, say ai, aj ∈ N(v) with i < j, then xiHxj←−C aivaj−→C bi−1xi is a cycle longer than C ,
and hence dA(v) ≤ 1. By the symmetry of A and B, dB(v) ≤ 1. 
Lemma 5 (Faudree and Schelp [10], Rosta [11]). R(Cn, Cm) = 2n − 1 for n ≥ m ≥ 3, m is odd and
(n,m) 6= (3, 3).
Lemma 6 (Bondy [12]). Let G be a graph of order n. If δ(G) ≥ n/2, then either G is pancyclic or n is even
and G = Kn/2,n/2.
Lemma 7 (Brandt [13]). Every nonbipartite graph G of order n with δ(G) ≥ (n+2)/3 is weakly pancyclic
with g(G) = 3 or 4.
Lemma 8 (Dirac [14]). Let G be a connected graph of order n ≥ 3with δ(G) = δ ≥ 2. Then c(G) ≥ δ+1
and if G is 2-connected, then c(G) ≥ min{2δ, n}.
Lemma 9 (Jung [15]). If G is a 3-connected graph of order n with δ(G) ≥ (n + 6)/4, then every longest
cycle is a D3-cycle.
3. Proof of Theorem 5
Proof of Theorem 5. Let G be a graph of order 3n − 2 with n ≥ 20, m is odd and n ≥ m ≥ 3. By
Theorems 2 and 3, we may assume thatm ≥ 7. Suppose to the contrary neither G contains a Cn nor G
contains aWm.
If there is some vertex v such that d(v) ≤ n− 2, then G− N[v] is a graph of order at least 2n− 1.
By Lemma 5, G− N[v] contains a Cm, which implies G has aWm with the hub v, a contradiction. Thus
we have δ(G) ≥ n− 1. If G is bipartite, then α(G) ≥ (3n− 2)/2 > m+ 1, and hence G contains aWm,
a contradiction. Thus wemay assume G is nonbipartite. If δ(G) ≥ n, then G contains a Cn by Lemmas 7
and 8. Therefore, we have
δ(G) = n− 1. (1)
By (1), there is some v such that d(v) = δ(G) = n − 1. Let Gv = G − N[v]. Obviously Gv is a
graph of order 2n − 2. If Gv is bipartite, say Gv = (X, Y ), then |X | = |Y | = n − 1 for otherwise
G[X] or G[Y ] contains a Cn. If there is some vi ∈ N(v) such that dX (vi) ≥ 2 or dY (vi) ≥ 2, then
G[X ∪ {vi}] or G[Y ∪ {vi}] contains a Cn, which implies δ(G[N[v]]) ≥ n − 3 by (1). Note that G[N[v]]
is a graph of order n, by Lemma 6, G[N[v]] contains a Cn, a contradiction. Hence Gv is nonbipartite. If
∆(G) ≤ 4n/3 − 3, then δ(Gv) ≥ (3n − 3) − (4n/3 − 3) − n = 2n/3. If Gv is 2-connected, then by
Lemmas 7 and 8, Gv has a Cm, and hence G contains aWm with the hub v, a contradiction. If Gv is not
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2-connected, then since δ(Gv) ≥ 2n/3, Gv or Gv − s for some s ∈ V (Gv) has exactly two components
G′v,G′′v with |G′v| ≥ |G′′v | such that |G′v| ≥ n − 1 and |G′′v | ≥ 2n/3. If G′v is not a complete graph,
then G contains a subgraph (K2 ∪ (n− 3)K1)+ d2n/3eK1, which contains a Cn, a contradiction. Thus,
G′v = Kn−1 since n ≥ m and G has no Wm. Because δ(G) ≥ 5n/3, each vertex of G′v has at least
5n/3− (n− 1) = 2n/3+ 1 > 3 neighbors in N(v), which implies there is some vi ∈ N(v) such that
dG′v (vi) ≥ 3 in G since |N(v)| = n− 1. Thus, G′v, v and vi form aWm in G, again a contradiction. Hence
we have
∆(G) ≥ (4n+ 1)/3− 3. (2)
Claim 1. ω(G− S) ≤ 2 for any S ⊆ V (G) and |S| ≤ 7.
Proof. Let S ⊆ V (G) and |S| ≤ 7. By (1), each component of G− S has order at least n− |S| ≥ n− 7.
Noting that n ≥ 20 and |S| ≤ 7, we have 4(n − |S|) + |S| > 3n − 2, which implies ω(G − S) ≤ 3.
Suppose ω(G − S) = 3 and G0 is the largest component of G − S. Obviously, |G0| ≥ n − 3. If G0 is
not a complete graph, then G contains a subgraph K1 + (n − 7)K1 + (K2 ∪ (n − 5)K1), which has a
Wm, a contradiction. Thus we may assume that G0 = Kn−l, where 1 ≤ l ≤ 3. By (1), dS(v) ≥ l for any
v ∈ V (G0). Note that n ≥ 20 and |S| ≤ 7, there are s1, . . . , sl ∈ S such that dG0(s1) ≥ 3 if l = 1,
dG0(s1) ≥ 6 and dG0(s2) ≥ 3 if l = 2, and dG0(s1) ≥ 8, dG0(s2) ≥ 6 and dG0(s3) ≥ 4 if l = 3. In each
case, G contains a Cn, a contradiction. 
Suppose κ(G) ≤ 6. Let S be a minimum cutset. By Claim 1, we may assume that G1,G2 are two
components of G − S and |G1| ≤ |G2|. Obviously, |G2| ≥ 3n/2 − 4. By Claim 1, G2 is 2-connected. If
G2 is nonbipartite, then since δ(G2) ≥ n − 7 by (1), we see that G2 contains a Cn by Lemmas 7 and
8, a contradiction. If G2 is bipartite, then α(G2) ≥ |G2|/2 ≥ 3n/4 − 2. In this case, the subgraph of G
induced by a maximum independent set of G2 and V (G1) has aWm, again a contradiction. Hence we
have
κ(G) ≥ 7. (3)
Now, let u0 ∈ V (G)with d(u0) = ∆(G) be given. If G− {u0} contains a cycle C = v1v2 · · · v3n−6v1,
then since G contains no Cn, we see that u0 has at most one neighbor in {vi+1, vi+n−1, vi+2n−3} for
0 ≤ i ≤ n− 3. This implies that d(u0) ≤ (n− 2)+ 3 < (4n+ 1)/3− 3, which contradicts (2). Thus,
G− {u0} has no C3n−6. (4)
Let u1, u2, u3 ∈ V (G)− {u0}. Set U = {u1, u2, u3} and G∗ = G− ({u0} ∪ U). Suppose C is a longest
cycle of G∗. By (4), C is not hamiltonian. Let H be the minimum component of G∗ − C . Choose U such
that
(a) c(G∗) is as large as possible;
(b) subject to (a), choose C such that |H| is as small as possible;
(c) subject to (a) and (b), choose C such that |NC (H)| is as large as possible.
LetNC (H) = {x1, x2, . . . , xk}, indices following the orientation of C . DefineA, B and Ii as in Section 2.
Assume that there are l1 1-segments and l2 2-segments among I1, I2, . . . , Ik. Set l3 = k− l1 − l2.
By (3), G∗ is 3-connected. By (1), δ(G∗) ≥ n− 5. Since n ≥ 20, we have n− 5 ≥ ((3n− 6)+ 6)/4.
By Lemma 9, |H| ≤ 2.
Claim 2. If |B− A| ≥ 2, then G has two independent edges between A and B− A.
Proof. If l1 ≥ 2, then the result follows from Lemma 2. If l1 = 1, then l2 ≥ 2 for otherwise
|C | ≥ k + 1 + 2 + 3(k − 2) = 4k − 3 ≥ 4(n − 4 − |H|) − 3 > 3n − 6 − |H| since n ≥ 20
and |H| ≤ 2. For the same reason, we have l2 ≥ 3 if l1 = 0. For any two 2-segments Ii, Ij with i 6= j,
we have e(Ii, Ij) ≤ 1 by Lemmas 2 and 3. If e(Ii, Ij) = 0, then aibj, ajbi are the edges as required. Thus
we may assume that e(Ii, Ij) = 1. If l1 = 1, say |I1| = 1, then a1bi, aibj or a1bj, ajbi are the edges as
required. If l2 ≥ 3, we let I1, Ii, Ij with 1 < i < j be three given 2-segments. By the argument above,
wemay assume aib1 ∈ E(G) and a1bi ∈ E(G). By Lemma 3, a1bj ∈ E(G). Thuswe have a1bi, aibj ∈ E(G)
or a1bj, ajbi ∈ E(G) since either aibj ∈ E(G) or ajbi ∈ E(G). 
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Claim 3. |B− A| ≤ n− k− 1.
Proof. If |B − A| ≥ n − k, then |A ∪ B| ≥ n. By Lemma 2, both A and B are complete graphs in G. If
|B−A| ≥ 2, then by Claim2,we see thatG[A∪B] is pancyclic. If |B−A| ≤ 1, then l1 ≥ k−1 ≥ n−7 ≥ 13
since |H| ≤ 2. By Lemma 2, we see that G[A∪ B] is also pancyclic. Thus, G contains aWm with the hub
h for any h ∈ V (H), a contradiction. 
By (1), k ≥ n − |H| − 4. By Claim 3, we have l2 + l3 ≤ n − k − 1 ≤ |H| + 3. Thus we have
l1 = k − (l2 + l3) ≥ n − 2|H| − 7. If |H| = 2, then there is some Ii such that |Ii| = 1. In this case,
C ′ = xiHxi+1−→C bi−1xi is a cycle such that |C ′| > |C | or |C ′| = |C | and the minimum component of
G∗ − C ′ is 1, which contradicts the choice of C . Thus we have |H| = 1 and
l1 = k− (l2 + l3) ≥ n− 9. (5)
Assume that V (H) = {v0}. By (1), k ≥ n− 5. Since G has noWm, by Lemma 2, we have k ≤ n− 1.
Thus, n− 5 ≤ k ≤ n− 1.
If V (G∗) − V (C) − {v0} 6= ∅, we assume that V (G∗) − V (C) − {v0} = {u4, . . . , us}. By the
choice of U and Lemma 4, each ui with 1 ≤ i ≤ s has at most one neighbor in A ∪ {v0}. By (5),
there is some 1-segment Ii such that uj 6∈ N(ai) for 1 ≤ j ≤ n − k ≤ 5. If s ≥ n − k, we let
G′ = G[(A−{ai})∪ {v0, u1, . . . , un−k}]. Obviously, |G′| = n. By Lemma 2 and the argument above, we
have δ(G′) ≥ |A| − 1 ≥ n − 6. Note that n ≥ 20, by Lemma 6, G′ is pancyclic, and hence G contains
a Wm with the hub ai, a contradiction. If s ≤ n − k − 1, then s = 4 and k = n − 5. In this case,
C ′ = xiv0xi+1−→C bi−1xi is a cycle with |C ′| = |C | and dC ′(ai) ≥ n − 2, which contradicts the choice of
C . Therefore, we have V (G∗)− V (C) = {v0}.
Let Ii = v1v2 · · · vl with ai = v1 and vl = bi be the longest segment among all Ij, 1 ≤ j ≤ k.
Since |C | = 3n − 7, we have |B − A| ≥ 1, which implies k ≤ n − 2 by Claim 3. If k = n − 5,
then by Claim 3, we may assume that |I1| = |I2| = 1 since k ≥ 15. By the choice of C , we have
U ⊆ N(v0)∩N(a1)∩N(a2) and G[U] = K3. In this case, a1u1u2a2−→C x1a1 is a C3n−6, which contradicts
(4). Thus we have n− 4 ≤ k ≤ n− 2.
If |B − A| = n − k − 1, then l ≥ d((3n − 7) − k − (2k + 1 − n))/(n − k − 1)e ≥ 8 since
n − 4 ≤ k ≤ n − 2. If aiv3, biv3 6∈ E(G), then since δ(G[A ∪ B]) ≥ n − 9 by Lemma 2 and (5), which
implies G[A∪ B] is pancyclic by Lemma 6, and G[A∪ B∪ {v3}] is hamiltonian, we see that G contains a
Wm with the hub v0. If aiv3 ∈ E(G) or biv3 ∈ E(G), then v2 is an A-vertex or v4 is B-vertex. By Lemma 1
and (5), δ(G[A ∪ B ∪ {v2}]) ≥ n − 9 or δ(G[A ∪ B ∪ {v4}]) ≥ n − 9. By Lemma 6, G[A ∪ B ∪ {v2}]
or G[A ∪ B ∪ {v4}] is pancyclic, and hence G contains aWm with the hub v0, a contradiction. Thus, by
Claim 3, we have |B− A| ≤ n− k− 2.
Since 1 ≤ |B− A| ≤ n− k− 2 and k ≥ n− 4, we have k ≤ n− 3 and l2+ l3 ≤ 2. Since n− 4 ≥ 16,
wemay assume that |I1| = · · · = |I4| = 1. By the choice of C , we have NU(ai) 6= ∅ for 1 ≤ i ≤ 4. Since
|U| = 3,wemay assume that as, at ∈ N(u1) for some s, t with 1 ≤ s < t ≤ 4. If vjvj+2 ∈ E(G) for some
j with 1 ≤ j ≤ l − 2, then C ′ = v0xt←−C asu1at−→C vivi+2−→C xsv0 is a C3n−6, which contradicts (4). Thus,
vjvj+2 6∈ E(G) for 1 ≤ j ≤ l−2. Since l2+ l3 ≤ 2, we have l ≥ d((3n−7)−k−(k−2))/2e ≥ 11. If G[Ii]
contains an (ai, bi)-path P such that 5 ≤ |P| ≤ dl/2e, then since l ≤ (3n− 7)− k− (k− 1) ≤ n+ 2,
we see that G[V (P) ∪ A] is pancyclic by Lemma 2, and hence G contains a Wm with the hub v0, a
contradiction. If G[Ii] contains no (ai, bi)-path P such that 5 ≤ |P| ≤ dl/2e, then since vjvj+2 6∈ E(G)
for 1 ≤ j ≤ l− 2, we have l ≡ 0 (mod 2), v4, v6 ∈ N(ai) and vl−3 ∈ N(bi), which implies v3 and v5 are
A-vertices and vl−2 is a B-vertex. By Lemma 1 and (5), we have δ(G[A∪ {v3, v5, vl−2, bi}]) ≥ n− 9. By
Lemma 6, G[A ∪ {v3, v5, vl−2, bi}] is pancyclic, which implies G contains aWm with the hub v0, again
a contradiction.
By the argument above, we have R(Cn,Wm) ≤ 3n − 2. Since G = 3Kn−1 contains no Cn and G
contains noWm for oddm, we have R(Cn,Wm) ≥ 3n− 2 and hence R(Cn,Wm) = 3n− 2.
The proof of Theorem 5 is completed. 
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