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GILMAN’S CONJECTURE
ANDY EISENBERG AND ADAM PIGGOTT
Abstract. We prove a conjecture made by Gilman in 1984 that
the groups presented by finite, monadic, confluent rewriting sys-
tems are precisely the free products of free and finite groups.
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1. Introduction
Many algebraic structures are defined by, or at least naturally ac-
companied by, a finite rewriting system. A rewriting system is a pair
pΣ, T q, where Σ is a finite alphabet of symbols, Σ˚ denotes the set of
all words over the alphabet Σ, and T Ă Σ˚ ˆ Σ˚ is a set of rewriting
rules. Each rewriting rule pL,Rq specifies an allowable replacement:
whenever L appears as a subword, it may be replaced by R. We write
U
˚
ÝÑ V , if the word U can be transformed into the word V by applica-
tion of a finite sequence of rewriting rules. The reflexive and symmetric
closure of
˚
ÝÑ is an equivalence relation on Σ˚ whose equivalence classes
form a monoid under the operation of concatenation of representatives.
Sometimes this monoid is a group.
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A fundamental question of combinatorial group theory and the foun-
dations of computer science asks which algebraic classes of groups can
be characterized by the types of rewriting systems presenting groups
in that class. Having a nice rewriting system for a particular group
often allows one to perform efficient computations in the group—for
example, solving the word or conjugacy problems. A substantial effort,
with contributions from many authors spanning a period of more than
three decades ([Coc79], [Gil84], [AM86], [AMO86], [ABS87], [Die87],
[MO87], [PST04], [GHHR07], [Pig15], and more), has been made in
pursuit of a complete algebraic characterization of groups presented by
length-reducing rewriting systems (those in which each application of
a rewriting rule shortens a word). A summary of many results in this
program can be found in [MO87]; we mention a few relevant results
here.
One can strengthen the requirement that pΣ, T q is length-reducing
in various ways, restricting attention to monadic, 2-monadic, or special
rewriting systems. (See Section 2.2 for precise definitions.) It is com-
mon to consider confluent rewriting systems, but this can be relaxed to
require only that a rewriting system is confluent on r1s, the equivalence
class of the empty word (see, for example, [GHHR07], [PST04]).
Cochet [Coc79] proved that a group G is presented by a finite, spe-
cial, confluent rewriting system if and only if G is the free product of
finitely many cyclic groups. Diekert [Die87] showed that every group
presented by a finite, monadic, confluent rewriting system is virtu-
ally free. If, in addition, the rewriting system is inverse-closed (ev-
ery element represented by a generator has an inverse which is repre-
sented by a generator), then Avenhaus and Madlener [AM86] showed
that pΣ, T q must present a plain group, that is, a free product of a
finitely generated free group with finitely many finite groups. Gilman
[Gil84] conjectured in 1984 that this was the case even without as-
suming that pΣ, T q is inverse-closed. Avenhaus, Madlener and Otto
[AMO86] proved Gilman’s conjecture in the special case that in each
rewriting rule the left-hand side has length exactly two. The second au-
thor proved Gilman’s conjecture in the special case that every generator
has finite order [Pig15]. Our main result resolves Gilman’s conjecture
in its full generality:
Theorem 5.3. A group G is presented by a finite, monadic, confluent
rewriting system pΣ, T q if and only if G is a plain group.
We also give a new proof of Cochet’s result by different methods.
(See Theorem 4.8.)
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In order to complete the program laid out in [MO87], it only remains
to characterize the precise class of groups presented by finite, length-
reducing, confluent rewriting systems. This class is known to contain all
plain groups and be a proper subclass of virtually free groups [Die87].
It has been conjectured that this class is also the class of plain groups.
Our arguments make essential use of strong geometric consequences of
the monadic hypothesis captured in Lemma 4.1 and therefore do not
readily extend to the length-reducing setting.
2. Background
2.1. Notation. Throughout what follows, Σ is a nonempty set, Σ˚ is
the set of finite length words over Σ, and T is a subset of Σ˚ˆΣ˚. The
elements of Σ are called letters, and Σ is the alphabet. The elements of
T are called rewriting rules, and the pair pΣ, T q is a rewriting system.
We will typically use lowercase letters late in the Roman alphabet
(x, y, z, . . . ) to represent single letters in Σ, while uppercase letters
late in the Roman alphabet (U, V,W, . . . ) will represent words in Σ˚.
We will write 1 for the empty word.
If pL,Rq is a rewriting rule in T , we will write U Ñ V to mean
that U contains L as a subword, and V is the result of replacing that
subword with R. We say that V is obtained from U by application of
the rule pL,Rq. We will write U
˚
ÝÑ V to mean that V may be obtained
from U by applying a finite sequence of rewriting rules, and we extend
˚
ÝÑ by taking the reflexive and symmetric closure to get an equivalence
relation,
˚
ÐÑ. We write rUs for the equivalence class of U . The set of
equivalence classes, equipped with the rule rUsrV s “ rUV s, forms a
monoid M with identity element r1s. We say that the rewriting system
pΣ, T q presents M . We shall be interested in the special case that
the monoid presented by a rewriting system is a group. This happens
exactly when each equivalence class represented by a letter rxs has an
inverse (which may or may not be represented by a letter).
If pΣ, T q presents a group G, the equivalence classes rUs may be
identified with the group elements. We will typically use lowercase
letters early in the Roman alphabet (a, b, c, . . . ) to represent group
elements. In an equation like wx “ yz or UV “ WX , we mean equal
as words in Σ˚. In an equation of the form a :“ U , we mean that
a “ rUs. By a slight abuse of notation, we will write 1 for the identity
element of G (which is the equivalence class of the empty word).
If U “ x1x2 ¨ ¨ ¨xp, then |U | “ p is the length of the word. For a P G,
we will write |a| for the length of the shortest word U such that a :“ U .
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In pictures of portions of Cayley graphs, we will omit brackets, but
any letters or words that appear as vertex labels should be understood
to refer to group elements (since the vertices of the Cayley graph are the
elements of the group, not the words of Σ˚). Labels along edges should
be understood to be letters in Σ, and snaking arrows will represent
paths whose length may be greater than 1, which may be labeled by
words from Σ˚. Hopefully the distinction between letters, words, and
group elements will be clear from context.
2.2. Rewriting System Properties. Suppose that pΣ, T q is a rewrit-
ing system. A common use of a rewriting system is to construct algo-
rithms which find normal forms, that is, a preferred spelling of words
within a particular equivalence class. For example, one might hope to
tell whether two words U and V are equivalent by finding their respec-
tive normal forms, which should be the same if U
˚
ÐÑ V . Towards that
end, the following properties of rewriting systems can help guarantee
that the rewriting process proceeds unambiguously and terminates in
finite time.
Definition 2.1. A rewriting system pΣ, T q is called
(1) finite if both Σ and T are finite;
(2) confluent if, whenever W
˚
ÝÑ U andW
˚
ÝÑ V , there exists a word
Q so that U
˚
ÝÑ Q and V
˚
ÝÑ Q;
(3) terminating, or Noetherian, if any rewriting sequence must ter-
minate in a finite number of steps;
(4) convergent if it is both confluent and terminating.
A word U to which no rewriting rule can be applied is called reduced
or irreducible, and it is clear from the definitions that an equivalence
class of words in a convergent rewriting system pΣ, T q contains a unique
irreducible word. Moreover, given any word, we may apply any appli-
cable rewriting rules until we are left with an irreducible word—the
end result of this rewriting process does not depend on the order in
which we applied rewriting rules along the way.
Definition 2.2. A rewriting system pΣ, T q is called
(1) length-reducing if |R| ă |L| for every pL,Rq P T ;
(2) special if R “ 1 for every pL,Rq P T ;
(3) monadic if |R| ď 1 for every pL,Rq P T ; and
(4) 2-monadic if |L| ď 2 for every pL,Rq P T and it is length-
reducing.
A finite length-reducing rewriting system is necessarily terminating.
There is a simple algorithm by which one can determine whether or
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not such a rewriting system is confluent, and hence convergent (see,
for example, [Boo82, Proposition 2.4]).
We shall be concerned with finite, convergent, monadic rewriting sys-
tems. Such a rewriting system is called normalized if L has length at
least two and every proper subword of L is reduced for every pL,Rq P T .
The following, which is Theorem 1 in [AM86], shows that we may as-
sume withut loss of generality that our rewriting systems are normal-
ized.
Lemma 2.3. If pΣ, T q is a finite, convergent, monadic rewriting sys-
tem, then there exists a normalized, finite, convergent, monadic rewrit-
ing system pΣ1, T 1q such that pΣ, T q and pΣ1, T 1q present isomorphic
monoids.
3. Potential Obstructions to being Plain
For the remainder of the paper, we suppose that G is a group pre-
sented by a finite, convergent, monadic rewriting system pΣ, T q. By
Lemma 2.3 we may assume without loss of generality that pΣ, T q is
normalized.
We now show how fundamental results from the 1970’s and 1980’s
combine to allow us to conclude that G may be constructed as the
fundamental group of a graph of groups. Combining important re-
sults of Muller and Schupp [MS83] with those of Dunwoody [Dun85]
yields that the finitely-generated virtually-free groups are exactly the
groups for which the word problem is a context-free language. Us-
ing this characterization, Diekert [Die87, Theorem 5] showed that the
groups which admit a presentation by a finite, convergent, length-
reducing rewriting system form a proper subclass of the virtually-free
groups. Karrass, Pietrowski and Solitar [KPS73] characterized the
finitely-generated virtually-free groups as the fundamental groups of
finite graphs of groups in which the vertex groups are finite. Thus we
have that there exists a finite graph of groups ∆ in which vertex groups
are finite and such that ∆ encodes a way to construct a group πp∆q
isomorphic to G.
We now interpret the conclusion of the previous paragraph in more
detail. More specifically:
(1) ∆ is a finite, connected, undirected graph with no multi-edges
(note that loops are allowed);
(2) each vertex vi is labeled by a finite group Ai; and
(3) each edge e is labeled by a (necessarily finite) group K and
monomorphisms φ1 : K Ñ Ai and φ2 : K Ñ Aj into the groups
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labeling the vertices incident to e (with two monomorphisms
into the same vertex group in the case that the edge is a loop).
Let T0 Ă T1 Ă ¨ ¨ ¨ Ă Tp be a sequence of nested subtrees of ∆ such
that T0 is a single vertex tv0u, Tp is a spanning tree, and each Ti is
obtained from Ti´1 by adding one more vertex vi and one more edge
ei. Let ep`1, . . . , eq be the remaining edges in ∆. Let Ki be the edge
group of ei with monomorphisms φi,1 and φi,2. For each i we let Ri be
the set comprising all of the relations expressed in the multiplication
table for Ai so that xAi | Riy is a finite presentation of Ai. Finally, let
tp`1, . . . , tq be new symbols. The group πp∆q has a finite presentation
xX | Ry with
X “ A0 Y ¨ ¨ ¨ Y Ap Y ttp`1, . . . , tqu
and
R “ R0 Y ¨ ¨ ¨ YRp
Y tφi,1pkq “ φi,2pkq for every 1 ď i ď p and every k P Kiu
Y tt´1i φi,1pkqti “ φi,2pkq for every p` 1 ď i ď q and every k P Kiu.
It is important to note that the choices made (for example, the choice
of spanning subtree Tp) do not affect the isomorphism type of πp∆q.
Without loss of generality we may assume that, for edges that are not
loops, the edge homomorphisms φi,1 and φi,2 are not surjective (that is,
the order of an edge group is strictly less than the order of each vertex
group to which the edge is incident). If this were not the case, then we
could identify the incident vertices and omit the edge to obtain a more
simple graph of groups which presents an isomorphic group.
To prove that G is a plain group, it suffices to show that the edge
groups in ∆ are trivial, for in this case the relations associated to
edge homomorphisms serve only to identify all of the identity elements
from vertex groups, and πp∆q is isomorphic to the free product of
the finite groups A0, . . . , Ap and the free group of rank q ´ p. To
this end we observe some consequences of ∆ having a nontrivial edge
group. We note that πp∆q may be constructed iteratively using a
sequence of free products with amalgamation (one amalgam for each
of the edges e0, . . . , ep in a spanning subtree Tp of ∆) followed by a
sequence of HNN extensions (one HNN extension for each of the edges
ep`1, . . . , eq not in the spanning subtree). The following lemma follows
from the classical embedding theorems associated to each construction,
and the observation that any edge that is not a loop is contained in
some spanning subtree of ∆.
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Lemma 3.1. If adjacent vertices are labeled Ai and Aj, and the edge
group is labeled by K, then G contains a subgroup isomorphic to the free
product of Ai and Aj with amalgamation over subgroups isomorphic to
K. If a vertex is labeled A, and a loop at A is labeled K, then G con-
tains a subgroup isomorphic to an HNN extension of A with associated
subgroups isomorphic to K.
Our plan is simply to show that G may not contain subgroups of the
types described in the lemma. A nontrivial edge group must be of one
of the following types (in each case, we call the edge group K):
(1) a loop with cyclic vertex group A;
(2) an edge with cyclic incident vertex groups Ai and Aj ;
(3) a loop with noncyclic vertex group A such that |K| “ |A|;
(4) a loop with noncyclic vertex group A such that |K| ă |A|; or
(5) an edge with incident vertex groups Ai and Aj which are not
both cyclic.
The following is a special case of a more general result proved by
Madlener and Otto.
Lemma 3.2. [MO88, Theorem 2.3] If g P G is an element of infinite
order, then the centralizer of g in G is isomorphic to Z.
Madlener and Otto’s result can be used to exclude the first three
types of nontrivial edge groups.
Lemma 3.3. The graph of groups ∆ does not contain nontrivial edge
groups of type (1), (2), or (3).
Proof. Suppose that ∆ contains a loop with vertex group A, edge group
K, and homomorphisms φ1, φ2 : K Ñ A. In case (1), since A is cyclic, A
has a unique subgroup of order |K|. In case (3), the maps φ1 and φ2 are
surjective. In either of these cases, the images of φ1 and φ2 coincide, so
φ “ φ2˝φ
´1
1
is an automorphism of φ1pKq. Now G contains a subgroup
isomorphic to
xA, t | R, t´1kt “ φpkq for all k P φ1pKqy,
where R comprises the relations expressed in the multiplication table
of A. Since φ1pKq is a finite group, φ
m is trivial for some positive
integer m. It follows that t´mktm “ k for all k P φ1pKq. Since φ1pKq is
nontrivial, this means that the centralizer of tm (an element of infinite
order) contains nontrivial elements of finite order. This contradicts
Lemma 3.2, so ∆ cannot contain a nontrivial edge group of types (1)
or (3).
Finally, we consider an edge group with cyclic incident vertex groups
Ai and Aj, edge group K, and homomorphisms φ1 : K Ñ Ai and
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φ2 : K Ñ Aj. Recall that we assumed without loss of generality that
edge groups of non-loops must embed as proper subgroups of the in-
cident vertex groups, so 1 ă |K| ă mint|Ai|, |Aj|u. Let a P Aizφ1pKq,
b P Ajzφ2pKq, and nontrivial c P φ1pKq. Then the infinite order ele-
ment ab commutes with c. This contradicts Lemma 3.2, so ∆ cannot
contain a nontrivial edge group of type (2). 
Nontrivial edge groups of types (4) and (5) are not as easily elimi-
nated, but we can see from the following lemma that the only potential
obstruction is an amalgamated product of finite subgroups of G:
Lemma 3.4. If ∆ contains a nontrivial edge group of type (4) or (5),
then G contains a subgroup isomorphic to a free product with amal-
gamation A ˚K B, where A is a non-cyclic finite group, B is a finite
group, and 1 ă |K| ă mint|A|, |B|u.
Proof. In the case of a type (5) edge group, we clearly do not lose
generality by assuming that A is the non-cyclic factor. In the case
of a type (4) edge group with vertex group A, edge group K, and
homomorphisms φ1, φ2 : K Ñ A, we write φ “ φ2 ˝ φ
´1
1
(which, in this
case, is an isomorphism from one copy of K in A to another). Now
there exists a subgroup in G presented by
xA, t | R, t´1kt “ φpkq for all k P φ1pkqy
where R comprises the relations expressed in the multiplication tabe
of A. The subgroups t´1At and A generate a subgroup of G which is
isomorphic to pt´1Atq ˚K A. 
To complete our proof of Gilman’s conjecture it suffices to show that
G cannot contain a free product of finite subgroups, not both cyclic,
amalgamated over subgroups which are nontrivial and proper in each
factor. In the next section we show how to identify the finite subgroups
of G, and we explore their combinatorial and geometric properties.
4. Finite Order Elements and Subgroups
We continue to suppose that G is a group presented by a normalized,
finite, convergent, monadic rewriting system pΣ, T q.
Let Γ be the directed Cayley graph of G with respect to Σ. Thus Γ
is the labeled directed graph with vertex set V pΓq “ G, edge set
EpΓq “ tpg, hq | Dx P Σ, rxs “ g´1hu,
and labeling map L : EpΓq Ñ Σ defined by pg, hq ÞÑ x. We note that,
because pΣ, T q is normalized, distinct letters represent distinct group
elements, and no letter represents the identity. It follows that Γ has no
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loops or multi-edges. We also note that rewriting systems of this type
have normal forms, that is, for each U P Σ˚, there is a unique word
V that is shortest among all words in rUs, and V is also the unique
reduced word in rUs. In Γ, this means that there are unique geodesic
dipaths between any two vertices g and h. For any g P G, we will
write Ug for the normal form of g in Σ
˚, and we shall refer to Ug as the
reduced representative of g.
Consider a rewriting rule pL,Rq P T . Let g be a vertex in Γ, let ρL
be the dipath from g with label L, and let ρR be the dipath from g
with label R. It is clear that ρL and ρR have the same endpoints—this
is simply because the rewriting rules determine equality in the group.
What is characteristic of monadic rewriting systems is the observation
that the endpoints of ρL are the only vertices visited by ρR. It follows
that if U, V P Σ˚ and U
˚
ÝÑ V , then the dipath from g with label V
visits only vertices visited by the dipath from g with label U . That is:
Lemma 4.1. Suppose that g, h P G are distinct and that x1 ¨ ¨ ¨xm P Σ
˚
is the geodesic representative for g´1h. Let a0, a1, . . . , am be the vertices
in Γ visited by the dipath from g with label x1 ¨ ¨ ¨xm. (See Figure 1.)
g “ a0 a1 a2 am “ h
x1 x2 x3 xm
Figure 1. The unique geodesic dipath from g to h.
Then, every dipath from g to h is a concatenation of paths ρ1ρ2 ¨ ¨ ¨ ρm
such that ρi is a dipath from ai´1 to ai.
Proof. Consider an arbitrary dipath from g to h corresponding to the
word y1y2 ¨ ¨ ¨ yn P Σ
˚. Then g´1h is represented by the word y1y2 ¨ ¨ ¨ yn,
hence y1y2 . . . yn
˚
ÝÑ x1x2 ¨ ¨ ¨xm. Thus there exist words U0, . . . , Uℓ P Σ
˚
such that
y1y2 ¨ ¨ ¨ yn “ U0 Ñ U1 Ñ ¨ ¨ ¨ Ñ Uℓ “ x1x2 ¨ ¨ ¨xm.
Inductively applying the observation above, Uℓ visits only vertices vis-
ited by the path U0. 
An immediate consequence is that once two geodesic dipaths diverge,
they cannot rejoin:
Corollary 4.2. If g ‰ h and there are two internally disjoint dipaths
from g to h, then there is a single directed edge from g to h. In partic-
ular, suppose that U and V are equivalent words representing g´1h. If
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U and V begin with different letters and every proper prefix of each is
reduced, then there is a single letter x so that U
˚
ÝÑ x and V
˚
ÝÑ x.
Proof. The first statement follows immediately from Lemma 4.1. Sup-
pose that U and V satisfy the hypothesis of the second statement. Let
U 1 be the prefix of U which includes all but the last letter of U , and
let V 1 be the prefix of V which includes all but the last letter of V .
Since U 1 and V 1 are reduced and begin with different first letters, the
corresponding paths are internally disjoint and have distinct terminal
endpoints. It follows that U and V are internally disjoint. 
We use Lemma 4.1 and its corollary to identify the finite order ele-
ments and describe the structure of finite order subgroups of G.
Definition 4.3. A finite subgroup A “ t1, a1, a2, . . . , anu of G has the
distinct first letter form (or DFL form) if there exist letters xi P Σ
and words Wi P Σ
˚ so that the reduced representatives for nontrivial
elements of A are
ai :“ xiWi,
where at least two of the letters xi are distinct. (In particular, note
that a subgroup in DFL form must have at least two nontrivial el-
ements.) We say that A has the reduced cyclic form (or RC form)
if there exists a word U P Σ˚ such that, reordering if necessary, the
reduced representatives for the nontrivial elements of A are
ai :“ U
i.
The next lemma demonstates the profound consequences of the monadic
hypothesis.
Lemma 4.4. Suppose that A “ t1, a1, a2, . . . , anu has DFL form
ai :“ xiWi, xi P Σ,Wi P Σ
˚, 1 ď i ď n.
Then all of the xi are distinct, and all of the words Wi are the same
word W , so that
Uai “ xiW, 1 ď i ď n.
We will refer to the word W as the tail word for A.
Proof. Without loss of generality, we may assume that |W1| is maximal
among the lengths |W1|, . . . , |Wn|. Let W “ W1. Since A has DFL
form, there is some i so that xi ‰ x1. Since the dipaths labeled x1W
and xiWi emanating from the identity in the Cayley graph are geodesics
with distinct first edges, they do not share any vertex other than the
identity.
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There exists a group element aj P A such that aiaj “ a1. We have
xiWixjWj
˚
ÝÑ x1W , and the path α corresponding to x1W is geodesic,
so the path β corresponding to xiWixjWj must pass through every
vertex of the path α by Lemma 4.1. Write β “ ρσ, where ρ is the
portion of the path labeled by xiWi and σ is the portion labeled by
xjWj.
The path ρ does not share any vertices other than the vertex 1 with
the path α, so the rest of the vertices of α must appear along σ, whose
length is |xjWj|. It follows from the maximality of |W | that the path
σ must start with an edge from the vertex ai to the vertex x1, and it
must then follow along α directly to a1. (If σ deviated from α or took
longer than a single step to get to x1, then Wj would need to be longer
than W .) See Figure 2.
1
x1
a1
xi
ai
xj
Figure 2. The path xjWj from ai to a1 must pass
through all of the vertices from x1 to a1. By length ar-
guments, the edge xj goes directly to the vertex x1, and
then Wj follows the path W exactly.
Now we have a1 :“ x1W and aj :“ xjW .
For each ℓ such that 1 ď ℓ ď n, let Sℓ be the set of nontrivial
elements in A which have first letter xℓ. Since a1 ‰ aj , one of the
sets S1 or Sj has n{2 elements or fewer. Without loss of generality
we may assume that |S1| ď n{2. For each ak R S1, there exists ak1
such that akak1 “ a1. It follows as above that ak1 :“ xk1W . Since
ak1 “ a
´1
k a1, each ak yields a different element ak1. We now have that
there are at least n{2`1 elements, including a1, for which the geodesic
representative has the form xℓW . Without loss of generality we may
assume that these elements are a1, a2, . . . , am.
We note that the sets S1, . . . , Sm are nonempty and disjoint subsets
of ta1, . . . , anu. Since m ě n{2 ` 1 and
řm
i“1 |Si| ď n, at least one of
the sets has exactly one element. Without loss of generality we may
assume that |S1| “ 1. For each ak ‰ a1, there exists ak1 such that
akak1 “ a1. It follows as above that ak1 :“ xk1W . We have that for
each element g of A other than a1, including 1, the geodesic from g to
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a1 is of the form xℓW . Since there are n elements of this form, and n
nontrivial elements in A, the result is proved. 
Lemma 4.5. Let A ď G be a finite subgroup. Then there is g P G,
such that one of the following is true:
(1) the conjugate g´1Ag has RC form, or
(2) the conjugate g´1Ag has DFL form.
Moreover, if there is some nontrivial element a P A represented by a
word W “ x1x2 ¨ ¨ ¨xr which has shortest length in the conjugacy class
of a, then there is some k ě 0 and some (possibly empty) prefix P of
W such that g is represented by W kP .
Proof. The order 2 case is trivial, so assume that |A| ą 2. Suppose
that the reduced words representing all nontrivial elements begin with
the same letter.
Let a P A be represented by W “ x1x2 ¨ ¨ ¨xr. The conjugation
x´1
1
Ax1 cyclically permutes the first letters of each word to the end.
After reducing the words if necessary, if two words have distinct first
letters, then x´1
1
Ax1 has DFL form. Otherwise, repeat the process,
rotating the first letter of each word to the end, reducing, and checking
for distinct first letters.
After some finite number of steps, we will eventually reach a con-
jugate g´1Ag of A either with DFL form, or in which all words are
cyclically reduced and do not have distinct first letters when continu-
ing to cyclically permute their letters. In the latter case, it follows that
there is some word U so that each nontrivial reduced word of g´1Ag is
Uei for some exponent ei.
Now suppose that the word W has minimal length in the conjugacy
class of a. Then the cyclic conjugates of W are all reduced, so no
rewriting rules are applied to the conjugates of a during this proce-
dure. (Note that the procedure may cyclically conjugate the words of
A more than r times, in which case the conjugating letters will repeat.)
Therefore, g is represented by a word of the form W kP , where k ě 0
and P is a (possibly empty) prefix of W . 
Corollary 4.6. Suppose that A “ t1, a1, a2, . . . , anu is a non-cyclic
finite subgroup of G. For each i, let ℓi be the length of the shortest
representative among the conjugates of ai. Then there is a value ℓ such
that ℓi “ ℓ for all i. Moreover, there is a conjugate of A with DFL
form whose nontrivial reduced representatives all have length ℓ.
Proof. Without loss of generality, suppose that ℓ1 “ minitℓiu, and, re-
placing A with a conjugate if necessary, suppose that a1 has reduced
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representative W of length ℓ1. If we apply the cycle-and-reduce pro-
cedure outlined in the previous proof, the word W will be cycled but
never reduced (by the definition of ℓ1). Since A (and therefore any
conjugate of A) is not cyclic, this procedure must end with a conjugate
A1 in DFL form. By Lemma 4.4, the nontrivial reduced representatives
of A1 all have length ℓ1. By the minimality of ℓ1, this shows that all of
the ℓi are equal. 
In addition to sharing a tail word, the important properties of sub-
groups in DFL form are given in the following proposition.
Proposition 4.7. Suppose that A “ t1, a1, a2, . . . , anu has DFL form,
with
ai :“ xiW, 1 ď i ď n.
Then:
(1) Let V P Σ˚ such that rW s´1 “ rV s. If |W | ě 1, then V P Σ,
and if W is the empty word, then so is V .
Suppose further that there is some index j such that xjW has minimal
length in its conjugacy class. Then:
(2) For any i, k with aiaj “ ak, there is a rule pxiWxj , xkq P T .
(3) For any i with aiaj “ 1, there is a rule pxiWxj , V q P T .
(4) The word WxjW is reduced.
Proof. Properties (1) through (4) are trivial if W is the empty word.
Suppose that W is not the empty word.
Since A is closed under inverses, there are some i and j so that
ai “ a
´1
1
and aj “ a
´1
2
. There is a unique path labeled W ending at
the vertex 1, so the paths x1Wxi and x2Wxj are internally disjoint
paths ending at the same vertex g (see Figure 3). It follows from
Corollary 4.2 that there is a single directed edge from 1 to g. This
establishes property (1). In particular, note that WV
˚
ÝÑ 1.
For the remainder of the proof, suppose that there is some index j
such that xjW has minimal length in its conjugacy class.
Let aiaj “ ak. Then xiWxjW
˚
ÝÑ xkW . It follows that xiWxjWV
˚
ÝÑ
xkWV . Applying the reduction WV
˚
ÝÑ 1 to both sides, we have
xiWxj
˚
ÝÑ xk. Any proper subword of xiWxj is either a subword of xiW
or Wxj . Both of these words are reduced—the former by assumption,
and the latter because it is a conjugate of xjW which is assumed to
have minimal length in its conjugacy class. Since every proper subword
of xiWxj is reduced, the reduction xiWxj
˚
ÝÑ xk must be the applica-
tion of a single rewriting rule pxiWxj , xkq. This establishes property
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1
x1
x2
a1
a2
g
Figure 3. The two dipaths from 1 to g are internally
disjoint, so there must be a single edge from 1 to g.
Similarly, suppose that aiaj “ 1. Then an analogous argument shows
that the reduction xiWxj
˚
ÝÑ V must be the application of a single
rewriting rule pxiWxj, V q. This establishes property (3).
Assume that WxjW is not reduced. That is, by Lemma 4.1, a path
labeled WxjW in the Cayley graph has a shortcut (see Figure 4).
W
xj
W
U
Figure 4. Note that the shortcut path U must connect
a vertex from the first W path to a vertex in the second
W path. The two middle vertices cannot be on U .
Choose i such that aiaj ‰ 1. Then there is a rewriting rule of the
form pxiWxj, xkq by (2), thus the subwords Wxj and xjW are both
reduced. It follows that the path U in Figure 4 does not pass through
the middle two vertices. Let Y represent the initial part of the first W
path before U , and let Z represent the final part of the second W path
after U . Now consider the path xiWxjW emanating from 1. We have
the picture shown in Figure 5.
The path xkW is a geodesic, so by Lemma 4.1 the path xiY UZ passes
through every vertex of the path xkW . But the vertex xk cannot be
on this path, a contradiction. Therefore WxjW must be reduced. 
We observe that Cochet’s result [Coc79] follows from this proposi-
tion:
Theorem 4.8. A group G presented by a finite, special, confluent
rewriting system pΣ, T q is a free product of cyclic groups.
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xi
W
xj
W
xk
U
Y Z
Figure 5. The path xkW is geodesic, so the path
xiY UZ must pass through every vertex along xkW .
Proof. The rewriting system pΣ, T q is finite, monadic, and confluent, so
G is virtually free by Diekert’s result [Die87]. If A is any finite subgroup
which is not cyclic, replacing A with a conjugate if necessary, we may
assume that A has DFL form, and that the reduced representatives of
nontrivial elements of A have shortest length in their conjugacy classes.
Since A is not cyclic, |A| ě 4 and A has at least two nontrivial
elements which are not inverses. Given nontrivial elements a, b P A
with ab ‰ 1, write a :“ xW , b :“ yW , and ab :“ zW . Proposition 4.7
states that pxWy, zq is a rewriting rule of T . But this contradicts the
assumption that pΣ, T q is special, so A must be cyclic.
In the language of Section 3, G is isomorphic to πp∆q, where ∆ is
a graph of groups whose vertex groups are all cylic. If there are any
nontrivial edge groups, they must be of type (1) or type (2), but Lemma
3.3 says these types of edges cannot occur in ∆. Thus ∆ has trivial
edge groups and cyclic vertex groups, hence G is the free product of
cyclic groups. 
Finally, we explore some consequences for elements in finite sub-
groups of DFL or RC form whose reduced representatives are minimal
length in their conjugacy class.
Lemma 4.9. Suppose that A is a finite cyclic subgroup of G having
order m` 1 at least 3. Suppose that there is some z P Σ, W P Σ˚, and
c P A of order 2 such that c :“ zW and the word zWz is not reduced.
Then A cannot have RC form.
Proof. Suppose that A has RC form, generated by an element g of order
m ` 1. Let U be the reduced representative of g, so that the reduced
representatives for A are:
A “ t1, U, U2, . . . , Umu.
Since c has order 2, m ` 1 must be even and c “ gpm`1q{2. Then
zW “ U pm`1q{2. In particular, U begins with the letter z, so we can
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write U “ zV . Consider the element cg “ gpm`1q{2`1. Since m` 1 ą 2,
we have
m` 1
2
` 1 ă m` 1,
so cg ‰ 1.
According to the RC form for A, the reduced form for cg should be:
U pm`1q{2`1 “ U pm`1q{2U “ pzW qpzV q.
But this is not reduced, since it contains zWz as a subword. Therefore
A cannot have RC form. 
For the sake of clarity, we introduce the following terminology:
Definition 4.10. The word xW is appended first letter reducible (or
AFL-reducible) if the word xWx is reducible. The word xW is ap-
pended first letter irreducible (or AFL-irreducible) if the word xWx is
irreducible.
Lemma 4.11. Suppose that A is a finite subgroup of G having DFL
form. Let a P A be nontrivial and have reduced representative xW for
some x P Σ, W P Σ˚. Suppose that xW has shortest length among
representatives of conjugates of a. Then xW is AFL-reducible, and
every other cyclic conjugate of xW is AFL-irreducible.
Proof. Proposition 4.7 part (2) or (3) shows that xW is AFL-reducible.
On the other hand, by part (4) of that proposition, the word WxW is
reduced. Any other cyclic conjugate of xW followed by its first letter
is a subword of WxW , hence it is reduced. 
Corollary 4.12. Suppose that A is a finite subgroup of G having DFL
form. Suppose that some nontrivial element a P A has reduced repre-
sentative xW which is minimal length in its conjugacy class. Let B be
any finite subgroup containing a. Then g´1Bg cannot have DFL form
if g is represented by a nontrivial and proper prefix of xW .
Proof. The word xW is AFL-reducible, and every other cyclic conju-
gate of xW is AFL-irreducible. Suppose that g´1Bg has DFL form
and g is a nontrivial and proper prefix of xW . A reduced represen-
tative of g´1ag is a cyclic conjugate of xW , and it would have to be
AFL-reducible by Proposition 4.7 part (2) or (3), a contradiction. 
5. Main Result
Suppose that G is a group presented by a finite, convergent, monadic
rewriting system pΣ, T q. By Lemma 2.3 we may assume without loss
of generality that pΣ, T q is normalized.
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As laid out in Section 3, to complete our proof of Gilman’s conjecture
it remains to show that G cannot contain a subgroup isomorphic to
A ˚C B, where A and B are finite subgroups, A is non-cyclic, and C
is a nontrivial, proper subgroup of A and of B. We shall proceed by
showing that A and B cannot both have DFL form, and then we prove
that we may replace A ˚C B with a conjugate in which A and B are
both in DFL form.
Theorem 5.1. The group G does not contain a subgroup isomorphic
to a group
A ˚C B
where A and B both have DFL form, and 1 ă |C| ă mint|A|, |B|u.
Proof. Suppose that A ˚C B is such an amalgamated product. Let
a P AzC, b P BzC and c P Czt1u. By the normal form for free products
with amalgamation, ab has infinite order. We shall show that the
elements in
tpabqk | k P Zu
are represented by reduced words of uniformly bounded length. Since
there are only finitely many such words, this contradicts ab having
infinite order, establishing the theorem.
Let A “ t1, a1, a2, . . . , anu and B “ t1, b1, b2, . . . , bmu. Write the
reduced representatives of A and B as ai :“ xiW and bi :“ yiW re-
spectively. (Note that the tail words must be the same, since A and B
share nontrivial elements from C.) Without loss of generality, suppose
that c “ a1 “ b1, a “ a2, and b “ b2. Let z “ x1 “ y1, so that c is
represented by the word zW .
Since A is a group, there is some ai such that aic “ a. Since c is an
element of C but a is not, ai ‰ c. Since A is a group and c ‰ 1, ai ‰ a.
Without loss of generality (reindexing if necessary), we may suppose
that i “ 3. Similarly, we may suppose cb “ b3. It follows that x3Wz
˚
ÝÑ
x2 and zWy2
˚
ÝÑ y3. Now we have x2Wy2
˚
ÐÝ x3WzWy2
˚
ÝÑ x3Wy3.
The paths labeled x2Wy2 and x3Wy3 are internally disjoint (because
x2W and x3W are geodesics with x2 ‰ x3) and they are not loops
(because y2 is not the inverse of x2W ), so by Lemma 4.1 there is some
r1 P Σ so that x2Wy2
˚
ÝÑ r1 and x3Wy3
˚
ÝÑ r1. (See Figure 6.) By a
similar argument, there is some s1 P Σ such that y2Wx2
˚
ÝÑ s1.
We claim that the word r1W is reduced. If not, then r1W Ñ V or
r1W Ñ tV , where W “ UV . Consider first the case that r1W Ñ V .
It follows that x2Wy2U
˚
ÝÑ 1. Then y2U spells the inverse of x2W .
Since |y2U | ă |x2W |, this contradicts the fact that every nontrivial
element in a DFL group has the same length. Now consider the case
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x2
x3
W
W
y2
y3
r1
Figure 6. The top and bottom paths from left to right
are internally disjoint, since both x2W and x3W are re-
duced words.
that r1W Ñ tV . Let ai “ a
´1. We note that xi ‰ y2, since ai is
not in B. Now consider the paths labeled y2U and xiWt in Figure 7.
By Lemma 4.1, the path xiWt must pass through every vertex of the
path y2U , since the latter path is geodesic. However, xiWt cannot pass
through the vertex labeled g in the figure, otherwise the edge y2 would
provide a shortcut on a path that is supposed to be geodesic. This
is a contradiction, so the word r1W must be reduced. By a similar
argument, the word s1W is reduced.
g
x2
W
y2
xiW
U
V
t
Figure 7. The path y2U is geodesic, so the path xiWt
must pass through vertex g, but this is impossible.
Now consider the word x2Wy2Wx2. We have
r1Wx2
˚
ÐÝ x2Wy2Wx2
˚
ÝÑ x2Ws1.
We observe that r1W cannot be the inverse of x2: otherwise, any path
labeled r1Wx2 forms a loop, so there would have to be an edge labeled
r1 as in Figure 8. If W is the empty word, this figure would show
r1 “ xi, which is impossible (since then ab P A). If W is not the empty
word, then Wxi is reduced, so the path r1 cannot provide a shortcut.
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x2
W
xiW
r1
Figure 8. The word Wxi is reduced, so there cannot
be a shortcut r1 as in the figure.
We also have that r1W and x2W are both reduced, and they start
with distinct letters (otherwise r1W represents the group element ab,
and this cannot be equal to a). Therefore the paths across the top and
bottom of Figure 9 are internally disjoint and they are not closed. By
Lemma 4.1, there is some r2 P Σ such that x2Wy2Wx2
˚
ÝÑ r2, and the
word r2W is reduced by the same argument as above. Similarly, there
is some s2 P Σ such that y2Wx2Wy2
˚
ÝÑ s2, and s2W is reduced.
x2
r1
W
W
s1
x2
r2
Figure 9. The top and bottom paths from left to right
are internally disjoint, since both x2W and r1W are re-
duced words.
Continuing inductively, we have that the word px2Wy2W q
kx2 reduces
to the single letter r2k for each k P N. It follows that elements in
tpabqk | k P Zu
are represented by reduced words of bounded length. But there are
only finitely many words of length up to a particular bound, so this
implies that ab has finite order, a contradiction. Therefore G cannot
contain a subgroup of the form A ˚C B. 
Theorem 5.2. The group G does not contain a subgroup isomorphic
to a group
A ˚C B
where A is a non-cyclic finite group, B is a finite group, and 1 ă |C| ă
mint|A|, |B|u.
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Proof. Suppose that A ˚C B is such an amalgamated product. By re-
placing A ˚C B by a conjugate if necessary, we may assume that A
has DFL form (Lemma 4.5) and the nontrivial elements of A are each
represented by words which are shortest among all representatives of
conjugates of nontrivial elements in A (Corollary 4.6). We will write
these representatives as
A “ t1, zW, x2W,x3W, . . . , xnW u,
where z, x2, x3, . . . , xn P Σ, W P Σ
˚, c :“ zW and a :“ x2W . We shall
show that, replacing A ˚C B by a further conjugate if necessary, B is
also in DFL form. By Theorem 5.1, this is impossible, completing the
proof.
In the case that C has order at least three, then it contains two
elements which start with different letters, because A has DFL form.
But these elements are also in B, so B has DFL form.
For the remainder of the argument, assume that C (and therefore c)
has order 2. By Lemma 4.5, some conjugate B1 “ g´1Bg has either RC
or DFL form. Moreover, since zW has minimal length in its conjugacy
class, there is some power k ě 0 and a (possibly empty) prefix P of
zW so that g is represented by pzW qkP . Since c has order 2, k must
be either 0 or 1. We now consider subcases depending on whether P is
the empty word and whether g´1Bg has RC or DFL form.
Suppose P is the empty word, so that either g “ 1 or g “ c. If g “ 1,
then B itself has RC or DFL form. Note that zWz is not reduced by
Lemma 4.7 part (3), so Lemma 4.9 applies and shows B cannot have
RC form, so it must have DFL form. On the other hand, if g “ c,
then we can write B1 “ c´1Bc, and consider the amalgamated product
c´1pA ˚C Bqc “ A ˚C B
1. Thus we have reduced to the case in which
g “ 1, where we have already concluded B1 has DFL form.
Now suppose P is not the empty word, so that g´1cg is a nontrivial
cyclic conjugate of zW . This conjugate is AFL-irreducible by Lemma
4.11. If B1 had DFL form, then Proposition 4.7 part (2) or (3) would
imply that g´1cg is AFL-reducible, a contradiction. Therefore B1 must
have RC form. The property of having RC form is preserved by cyclic
conjugation, so we may replace g´1Bg with a further conjugate B2 “
h´1Bh, where h is a power of c. We thereby reduce to the case that P
is the empty word, therefore B2 has DFL form.
We have shown that one of the amalgamated products A˚CB, A˚CB
1,
or A ˚C B
2 must satisfy the assumptions of Theorem 5.1, therefore G
cannot contain A ˚C B as a subgroup. 
Following the discussion in Section 3, this completes our main result:
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Theorem 5.3. A group G can be presented by a finite, convergent,
monadic rewriting system if and only if G is a plain group.
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