This paper proposes a novel approach to automatic text segmentation without a full semantic understanding. In order to analyse the linguistic bonds and determine the degree of coherence that a text may exhibit, the tremendous diversity of textual relations in a discourse network is represented. A corpus of mutual linguistic knowledge that captures the similarity of meaning and causal relations is encoded in the discourse network, which is then subjected to a cluster algorithm. As a result, segments in the text are segregated into clusters according to their textual similarity. Topic boundaries in a text can be identified by observing the shifts of segments from one cluster to another. The experimental results show that the combination of the heterogeneous knowledge is capable of addressing the topic shifts. Comparison with a related method demonstrates that the algorithm is closely related to the topic boundaries. Given the increasing recognition of text structure in the fields of information retrieval in unpartitioned text, this approach provides a quantitative model and an efficient tool in text segmentation.
Introduction
The last decade has witnessed dramatic progress in the area of natural language processing. Buoyed by the great demand from information retrieval, computational linguists have found themselves at the centre of an information revolution ushered in by this Internet age [4, 9, 30] . In respect of the well-established information superhighways and the challenges of contentbased retrieval, natural language processing is certainly a key technology for building information systems in the next generation. Unlike the current relatively crude search engines that retrieve long lists of documents of often questionable relevance, the need for systems that can 'understand' both the user's queries and the semantic information held in textual databases is still mounting.
Understanding natural language is a process aimed at converting a linear sequence of a text into coherent wholes. Most linguists agree that a primary activity during language understanding is connecting the phrase and sentence that is currently being read with the contents of the immediately preceding sentences. If a reader is able to make such a connection, then local coherence is said to have been achieved. While it is important for readers to be able to trace continuities in the entities under discussion, it is equally important to locate and understand the breaks or turns in a text. Given the increasing recognition of text structure in the fields of information retrieval in unpartitioned text, an implementable quantitative model in local coherence identification becomes inevitable.
Traditional syntactic analysis of text has gained a limited success, however. It grew out of a number of pessimistic observations that syntactic techniques are a poor substitute for semantic analysis, and it turns out that they are unable to deliver sufficiently high-quality content representation [36] . The semantic content predictions made on the basis of syntactic structures are less reliable than we have hoped for. In other words, while the syntactic approach in understanding text seems impossible, we need some other challenging intermediate techniques to segment the textual information in a form that is both immediately usable and conceivable.
Indeed, the recent literature on textual information systems has begun to respond to this challenge. Morris and Hirst suggest that the discourse structure of a text can be determined through an analysis of lexical cohesion [23] . Using hand coding, they use a thesaurus to identify chains of related words across sentences. Breaks in these lexical chains tend to indicate structural elements in the text, such as changes in topics and the writer's intentional structures. Following the work of Youmans [42] , the concept of text window is used, within which they compute the lexical cohesion function. By moving the window over the text, they form a linear plot of the lexical cohesion as a function of the word position. A discourse boundary is assigned if the value falls below a threshold. In a similar vein, Kozima proposes a lexical cohesion profile as a quantitative indicator of marking text boundaries [13] . The profile is a record of lexical cohesiveness of words in a window that moves forward word by word on a text. Since a coherent text tends to be lexically cohesive, the local cohesiveness suggests local coherence in the text. More recently, Yaari segments text into a hierarchical structure, identifying sub-segments of larger segments [41] . Ponte and Croft use lexical co-occurrences to expand the number of terms for matching [29] . Litman and Passonneau present an algorithm that uses decision trees to combine multiple linguistic features extracted from corpora of spoken text, including prosodic and lexical cues [15] . However, their approach is lacking in features related to lexical cohesion. Nomoto and Nitta detect coherence through patterns of text co-occurrence [24] . They adopt the saliency factor as one of their weighting policies. Hearst segments expository texts into multiple paragraphs of coherent discourse units [10] . A cosine measure is used to gauge the similarity between constant-size blocks of morphologically analysed lexical items. However, all the above approaches rely on a single model and take the basic assumption that linguistic knowledge is homogeneous. This assumption can be very misleading while considerable heterogeneity and diversity can be found in linguistic knowledge. They are not flexible enough to work in a natural language environment which is characterised by almost infinite variability.
Identification of local coherence is a multifaceted process involving most aspects of linguistic knowledge, i.e. lexical repetition and semantic overlapping, as well as causal coherence. These knowledge sources cooperate in a more or less synchronised way. In this paper, we argue for an integrated approach and stress the need for the incorporation of this informative linguistic knowledge into textual segmentation. More importantly, we report a novel architecture that makes use of different, partial and orthogonal linguistic knowledge in local coherence analysis. The information provided by each aspect of knowledge seems independent of, and has not much bearing on, each other. None of these can fully identify the coherence or provide a general solution to the identification, but each will provide clues to solve the problem. Central to our approach is taking lexis as a starting point for local coherence identification. It ensures that attention is drawn to their important meanings, the patterns in which they typically occur and the most frequent words in the language. This is not for a moment to suggest that grammar should play no part in understanding; however, lexical items provide tangible and recognisable means in exemplifying and categorising senses. It has been pointed out that human beings can strip off all grammatical clues but still communicate [6] : 'woman, street, crowd, traffic, noise, thief, bag, loss, scream, police'. While an utterance may not be as 'ungrammatical' like this, it provides the information flow within the text and associated derivable text properties.
The main objectives of this research are to: (1) investigate patterns of coherence in expository texts in order to test a hypothesis about the textual continuity; (2) devise a measure in order to analyse the interrelations between each segment; (3) formulate a computational model and an objective measure in analysing local coherence; and (4) propose and implement a method for the segmentation of texts into thematically coherent units. The paper is organised as follows. In Section 2, we shall first explain our formalism and describe the general overview of the architecture. Detailed discussion of the orthogonal linguistic knowledge, including its formulation, will appear in Section 3. We shall explain, in Section 4, how the architecture can identify the local coherence from the piecewise orthogonal knowledge sources. In order to demonstrate the capability of the architecture, a simulation is delineated and comparisons are made with other related work in Section 5, followed by a conclusion.
Analysis of local coherence
A text is composed of a number of paragraphs, each of which is made up of a number of segments. A discourse segment may be a group of sentences or long phrases. Given that our intention is to explore the means by which various linguistic factors link sentences, it is necessary to have a formalism for representing the links that will accurately reflect the non-linear complexity of a text and, at the same time, permit us to handle and interpret them conveniently. In our consideration of how a text structure is expressed, we have already established a discourse network that is employed to represent the inter-sentential relationships existing among the segments:
A discourse network D is defined by a set of discourse segments, which stands in functional relations to each sentence in the discourse. The discourse network is represented as a graph characterised by a five-tuple [5, 27] . In our discourse network, the lateral weights between the arcs among the discourse segments are defined by heterogeneous linguistic knowledge. Let g i , g j ⑀G be two discourse segments in the discourse network D, each representing a different segment. If both of these segments are interrelated, the connection between them, i.e. W ij , is assigned a large positive weight. On the other hand, it is reasonable to assume that syntactic function words do not denote new topics, whereas new semantic content words (nouns, main verbs, adjectives and some adverbs) do. Given this assumption in our identification, a segment could be generated for a document simply by removing all function words from those tokens in the preprocessing. Fig. 1 exhibits the overall local coherence analysis. One aspect of world knowledge essential to constructing the network is to know when two tokens in the segments are related. Several major types of relationships provide a text with local coherence. As shown in Fig. 1 , first, lexical preference or similarity is crucial in solving many natural language processing tasks [25, 32, 37] . It provides the inter-cohesive structure by relating its tokens to one another. In addition to the above lexical preference, we also adopt the token saliency factor, as corpus-based knowledge, which takes into consideration the frequency of occurrence of the processing token in the database [34] . We distinguish the semantics of an item from others through their co-occurrence across different texts in the text database. It can be regarded as an associated meaning relationship between regularly co-occurring tokens. Third, while lexical preference and saliency factor reveal some of the surface and lexical relations between discourse segments and seem to be the main ingredients for constructing interpretations and representations of discourses, they are certainly not necessary or sufficient for coherence identification. A text plainly has to be coherent as well as cohesive, in that the concepts and relationships expressed should be logically or causally relevant to each other, thus enabling readers to make plausible inferences about the underlying meaning [12, 20] . A shallow semantic tagging is utilised in order to capture the surface causality within the text. In the following sections, we will describe how this heterogeneous linguistic knowledge can be utilised in building up the discourse network D and how our local coherence identification can take advantage of it.
Heterogeneous linguistic knowledge

Lexical preferences
While the syntactic constraints, though necessary, have little extension in semantic dimensions of the domain of analysis, it is well known that evaluating semantic similarity is crucial in solving many natural language processing tasks. An essential component of the lexical entry of a word is a definition of its meaning. Whittemore and his colleagues find lexical preferences to be the key to resolving ambiguity. However, arriving at an adequate representation of the meaning of a token is a notoriously difficult task [40] . They echo Taraban and McClelland [38] , who have shown that the structural models of language analysis are not, in fact, good predictors of human behaviour in semantic interpretation. Although it is unrealistic in this limited scope to justify all the attempts in representing meaning in all its forms, this section provides a connectionist approach to the representation of semantic information. In order to capture the lexical preferences, we adopt the componential approach where, for every token (l i ), there are semantic relations (R ij ) between l i and some concepts (C j ) which are used to define l i [14, 31] . Moreover, one of the unique features of Longman's Dictionary of Contemporary English (LDOCE) is that many of the word-sense definitions are marked with a subject field code (SF ␣ ). The code signifies the subject area to which the word-sense pertains. In other words, all the concepts associated with the tokens l i (both explicitly, and implicitly via inheritance) are collected into the following tuples T i ϭ ͗DC i , DR i , DS͘ where:
} is a set of concepts associated with the token l i ;
} is a set of semantic relations relating the token l i to its concepts; q DS ϭ {SF 1 , SF 2 , g, SF k } is a set of subject field codes available in LDOCE. In order to capture the lexical preferences of the token l i , in the first phase, all the triples related to l i , are trained in a lexical memory (LM) which is a back-propagation neural network. The semantic relations R i and the concepts C i are input into LM successively with the corresponding SF ␣ as the target output. Since there are many different kinds of linguistic items in the language, such as simple words and composite words, including derivative, compound words, reduplication and abbreviation, a forced back-propagation network with an additional output layer linguistic object (LO) is used in order to reinforce the LM to distinguish the type of linguistic object to which the token belongs. The hidden units and the weights are trained to encode a more specific representation of token l i , in LM [7, 22] . In the second phase, a set of connection activity, i.e. the weights from the input to the hidden layer and from the hidden to the output layer, which corresponds to the different tokens is compressed by a recursive auto-association memory (RAAM) [28] . Specifically, in our application, the RAAM is constrained to perform the identity mapping through a narrow channel in the hidden layer, forcing the input connection activities to develop the lexical subsymbols as shown in Fig. 3 .
These lexical subsymbols, as sixteen-bit data vectors, capture most of the useful semantic associations which are crucial to model the lexical meaning. Tokens with similar meanings are represented using similar subsymbols, such as the lexical subsymbols of bank and credit union under Economics, but not the bank under Location. It is most appropriate to regard the lexical subsymbols as sets of preferences that constrain the meanings of the tokens. In other words, the lexical subsymbols accommodate all the semantic feature dimensions of the relevant concepts. This is a way of giving purely syntactic items a bundle of natural meaning.
For a better visualisation, the lexical subsymbols are rearranged in a self-organising map [17, 33] . Groupings according to the semantic associations have emerged in the lexical subsymbols after training [18] . Fig. 4 shows the territories of the tokens bank, mum, mall, glass and rack. Some other tokens are also shown in the corresponding territory in this contour map of dot-product similarity. These lexical subsymbols allow a greater tolerance of errors in activation values. This is certainly not the case with conventional symbolic approaches to the representation of meaning.
Generally speaking, the quality of the results of neural network processing and the speed of convergence depend to a large extent on the number of hidden layers and nodes of the network [3] . Certainly, in order to find the optimal network, it usually requires considerable experimentation with various network topologies. However, it is not the objective of this paper to find (5) the optimal neural network. Table 1 shows the major topologies of the networks and the parameters used in the simulations. At the same time, the semantic similarity measure between the lexical subsymbols, or tokens, is defined by:
where ͗x i , x j ͘ is the dot product of the lexical subsymbols x i , x j and d max is proportional to the number of lexical subsymbols in the system. Moreover, in order to compute the conceptual distances between every segment-pair, all pairwise combinations between tokens in one segment g i and tokens in every other segment g j are generated. For each pairwise combination, the following definition is used to create a metric over the segments in the discourse network:
Let g i ϭ {w x1 , w x2 , g, w xm } and g j ϭ {w y1 , w y2 , g, w yn } be the two segments, the similarity components due to the lexical preferences are defined by:
Token saliency factor
Token saliency factor is a weight function which computes the number of each token occurring in a document tf times the inverse logarithm factor of the number of documents in which the token occurs in a large collection idf [34, 35] . Based on the knowledge from the corpus, one advantage of using token saliency factor is that the boundary of topics in a document can be distinguished by the coherence values of each segment pair [24] . The saliency factor for each token in a document is defined as:
where token frequency tf is the number of occurrences of a token w i in a document D i . Document frequency df is the number of documents in a collection of N in which the token w i occurs. The saliency factor r (w i ) is the product of tf and log --N dfi , the inverse of the df factor.
When N is large and df i is small, the token w i is considered to be less important in the document. The frequent tokens that are concentrated in particular documents are considered to be more important than the other frequent tokens that occur evenly over the entire document collection. In other words, the saliency factor favours rare words over common words. Tokens that are commonly found throughout a collection are not necessarily good indicators of saliency. As a result, their importance is down-weighted. In our approach, in order to determine the coherence value between segments, the following definition is employed:
Let g i ϭ {w x1 , w x2 , g, w xm } and g j ϭ {w y1 , w y2 , g w yn } be the two segments, coherence value for the similarity between segments is calculated by a normalised inner product of the two text segments g i and g j , the similarity component due to the saliency factor is defined by:
It yields a value between 0 and 1 representing the coherence value between the segments.
Shallow semantic tagging
Causality, temporality and spatiality are the intertwining links in global coherence when behavioural episodes are unfolded in a text [43] . In this paper, we limit our scope to the discussion of causal coherence. It is ascertained that readers attempt to tie each event or fact encountered to the prior text and relevant background knowledge [39] . However, even with this restriction, the concept of causal coherence seems not too realistic to manipulate in a simple, explicit and algorithmic definition. Capturing causal coherence requires deep semantic processing with broad knowledge; the strategies for generating such connectivity are highly domain-dependent [1, 8] . The complexity and expanse of knowledge involved in causal coherence and the multifaceted nature of the processes underlying it strongly suggest that one should resort to alternative methods in coherence analysis offered by the surface structures of discourse. Rhetorical structure theory (RST) determines logical relations between segments, based on linguistic clues in discourse, and explicitly models intentions which stand behind the utterance of two coherent segments [19] . Coherence in RST is established by means of semantic and pragmatic links through surface realisation, such as connective expressions or discourse markers, which exist between two or more segments, and hence argumentational chunks of discourse can be recognised. Our shallow semantic tagging using RST determines discourse organisation by mapping rhetorical and causal relations between segments onto coherence weights in our discourse network, as shown in the following principle:
[Principle of Rhetorical Connectivity]
Each of the subsequent discourse segments is interpreted in terms of whether it instantiates some expectation of the preceding discourse segments in some temporary buffers. If there is a discourse segment being analysed which succeeds in establishing rhetorical connections with the preceding ones, then it is favoured over one that does not.
The principle takes into account the overall argumentational organisation of the text and derives the important rhetorical relations from the surface realisation. Some of the rhetorical relations and the possible surface realisation that signify the relations are shown in Table 2 .
The rhetorical structure under the above principle is represented by two layers: intra-sentence and intersentence structures. Based on the minimalist hypothesis that most intra-sentence coherence is normally established during comprehension [21] , our emphasis will be concentrated on the intra-sentence structure between the adjacent segments within the sentence.
The rank as shown in the rightmost column of Table 2 is assigned as the weight between the segments if they all belong to the same intra-sentence chunk. Some heuristic rules are used to represent the local preferences on consecutive rhetorical relations between segments. For example, consider that: P, however, Q, and R. where P, Q, and R are the discourse segments in the sentence.
The rhetorical structure for the sentence above can either be Conjunction(Negative(P, Q), R) or Negative (P,Conjunction (Q, R)). To resolve this ambiguity, the following heuristic rule is adopted in our weight assignment between segments with the sentence:
[Heuristic Rule]
For the intra-sentence rhetorical relations, the adjacent segments with a higher rank of rhetorical relations will be favoured over others.
Since the rhetorical relation of the connective however has a higher rank than the connective and, P and Q is considered too close locally, and the structure Conjunction(Negative(P, Q), R) is more preferable than Negative(P, Conjunction (Q, R)). In this preliminary quantitative study, the assignment of weights in the discourse network does not need to be very precise or sophisticated, but should be just powerful enough to ensure that the right connections are likely to be among those generated, even though irrelevant or even obviously inappropriate connections will also be deduced.
On the other hand, text might exhibit a rhetorical expression between distant segments which defines the text structure. Certainly, one of the best solutions to identify the correct inter-sentence rhetorical structures is to understand the meaning of each segment [2, 16] . However, subject to complexity imposed by any deep semantic analysis in which the search space for potential explanations in a large-scale natural language processing system is likely to be extremely large, we enforce the connections among distant segments by inter-sentential relations. Four such relations employed are summarised in Table 3 . In all four cases, the reader is to infer the concept X from the key segment S 1 and the concept Y from subordinate segment S 2 [11] . Examples of these relations are given in the segments (S-1) a-b: Beyond what is asserted by the individual understanding of these two segments, each of the segments requires the supposition that Having a birthday party implies having a present. This inference utilises the sentencelevel semantics which is required for a coherent situation. Inferring the relations relies on inter-sentential segments as a whole. Once these coherent connections among the segments are detected, the corresponding rank is assigned as the connection weight between the segments. Let rc be a square matrix representing connections defined by the effect of rhetorical coherence relations as:
We have just shown how a shallow text coherent structure based on rhetorical relations is constructed in our discourse network. In sum, text coherence is modelled by matching keywords, mainly connective expressions, against a small set of relation-types and using the predefined ranks to organise the instances of event/state concepts which appear in the text. Previous models of text understanding have relied on an all-or-none approach which denies partial coding of causal coherence. Our shallow semantic tagging approach, changing the goal of understanding from full semantic-oriented reasoning to top-level-pattern matching using heuristic rules, generates partial inter-segment relations.
Local coherence identification
The weights generated from all these three major principles are combined to form an overall lateral matrix W which represents the connections across each segmentpair:
A great concentration of weights is near the diagonal of the lateral weight matrix W, which indicates that there is high local coherence at the neighbourhood of each segment. Obviously, link concentration is a potential indicator of local coherence. Most of the text segmentation techniques are based on the premise that the coherence should be lower where the topic changes. Our local coherence identification turns towards the identification of clusters generated from the lateral weight matrix. Segments with high local coherence will form a cluster. Boundaries are detected through the shifts of discourse segments from one cluster to another. We make use of an orthogonal decomposition known as the singular value decomposition (SVD), which is a generalisation of the well-known eigenvalue decomposition. It has been used in the solution of unconstrained linear least squares problems, matrix rank estimation and canonical correlation analysis. In the remaining section, first, we shall explain what the SVD is and then demonstrate how it can be applied to identify the discourse boundaries.
[THEOREM 1] Given a matrix A ∈ R mϫn , without loss of generality m Ն n and rank (A) ϭ r, then there exist orthogonal matrices U ∈ R mϫn such that:
The first r columns of the orthogonal matrices U and V define the orthogonal eigenvectors associated with the r non-zero eigenvalues of AA T and A T A respectively. The singular values of A are defined as the diagonal elements of ⌺ which are the non-negative square roots of the n eigenvalues of AA T . These matrices reflect a breakdown of the original relationships into linearly independent vectors or factor values.
In our application, the first step is to represent the inter-relationships among the segments in the text, as defined in Eqn. (6) , by an overall m ϫ m lateral weight matrix W in which each row and column stands for a unique segment. Each entry, say W ij , represents the weight in which the segment i is related to segment j and the entry subsumes the contribution arising from the lexical preference, shallow semantic tagging and the token saliency. The SVD of the matrix W is then defined as the product of three matrices:
where the columns of B contain the eigenvectors of W, and ⌺ is a diagonal matrix containing the eigenvalues in descending order:
The eigenvectors are normalised to have length 1 and be orthogonal, which means that they satisfy the following condition: B T BϭI. Decomposing a regular matrix into a product of three other matrices is not too interesting. However, if the first k (<< m) columns of the B matrix and the first (largest) k singular values of W are used to construct a rank-k of W via W k , such that:
T then the W k constructed from the k-largest singular triplets of W is the closest rank-k approximation in the least squares sense. Using the SVD where k is set to 2, our lateral weight matrix W is truncated into a new segment-by-segment matrix by multiplying the first two singular values of diagonal matrix ⌺ with the first two columns of singular vectors of the orthogonal matrix B.
The advantage of using SVD is that the truncated matrix can approximate the higher-order structure in W representing the association of segments within the document. W k is the best possible rank-k approximation of W in several senses, including the square root of the sum of squares of the elements. Another way to express this is that if we project onto the first k principal components, we have the most accurate rank-k reconstruction of the original data points in W k . The truncated SVD matrix is used to show the high coherence relationships among the segments in the text. It also captures the most important underlying text structure in terms of the interrelationships among segments and removes the noise or variability that militates against the prominent coherence ties.
The major local coherence patterns among the text segments can be represented geometrically under the decomposition. The result of our local coherence identification using SVD is a k-dimensional vector space having a vector for each segment. These vectors have a geometric interpretation, as they define points in a multidimensional space. In order to visualise the topic changes in a text, we represent each segment within the text in a two-dimensional Cartesian plane. We make use of the first column of B multiplied by the first singular value 1 for the x-coordinates and the second column of B multiplied by the second singular values 2 for the y-coordinates. The proximity of segment vectors in the plane reflects the similarity in their local coherence. As a result, clusters of segment vectors can be found in the two-dimensional Cartesian plane. The cluster means a group of segments that is linked by the three coherence factors as described in Section 3. Segments within a cluster have a high coherence index and are fully comprehensible. When more coherence ties can be found between the segment pairs, the pairs will be more contiguous in the two-dimensional plane and it is most unlikely that the segment boundaries lie among them. In other words, segments with high local coherence or under the same topic will form a cluster, while any topic shift in text can be detected by the shift of segments from one cluster to another.
Implementation and results
In order to demonstrate the flavour of the analysis and what the technique has accomplished, a simulation is used to show the interrelationships among segments within articles and to illustrate how the principles influence textual segmentation. Fifteen articles were selected in our implementation, with a total of 476 segments and more than 14,000 tokens. The documents were extracted from several categories, including commerce, information technology, entertainment, health, education and sport. The total number of paragraphs obtained was 69. In order to ensure that there were topic shifts between the paragraphs within an article, we mingled these 69 paragraphs together in order to produce fifteen new articles by randomly selecting four to five paragraphs for each new article. They were also constrained by the fact that no consecutive paragraphs came from the same original articles. In addition, with the assumption that function words do not denote much importance of meaning, while semantic content words do, our text pre-processing first removed function words from the documents. At the same time, other relevant information, such as segment ID, segment-token number and token ID, was stored in a database. In order to represent the sole effect of each principle as described in Section 3, we demonstrated their outcomes one by one in an article with 23 segments. The newly generated article was composed of four major paragraphs which came from the journals Harvard Asia Pacific Review and Asia Computer Weekly and an editorial of a local paper (see Appendix). All these paragraphs fell under the same topic, i.e. Hong Kong, but certainly with different themes. This ensured that both local coherence and paragraph boundaries could clearly be identified without any subjective judgement. Under the principle of lexical preference, every pair of segments was compared in order to find the number of same or similar tokens as defined in Eqns. (1) and (2) . As more repetition among tokens could be found between the segments, this segment pair would have a higher coherence index. Fig. 6 shows the segment clusters formed under lexical preference after the SVD with k is equal to 2.
The number in the figure represents the corresponding segment in the article. The ovals indicate those segments that are likely to be close together and may be considered as coherent wholes under the same topic. The distance between segments in this two-dimensional plane reflects the similarity among them, i.e. the denser the segments appear in the ovals, the higher is the similarity of the segments.
Similarly, in token saliency factor, coherence is measured at every pair of segments as defined in Eqns. (3) and (4); more precisely, given a segment g i and a block size n, what we did was compare a block spanning from g iϪn+1 to g i+nϪ1 . It is based on the idea that the number of token saliency links shared by segment pairs tends to increase as the distance between segments decreases. In representational terms, this means that there is a greater concentration of links near the diagonal of the lateral weight matrix. Fig. 7 shows the segment cluster produced by token saliency factor after the SVD. It can be observed that Segments 1-6, 7-11 and 19-23 are under different topics. However, the boundaries between the two clusters, 1-6 and 13-18, are totally unclear. Chaos appears in Segments 13-18, which seem to overlap with Segments 1-6. The application of the lexical preference and token saliency factor is supported by empirical studies of text structure; each is consistent with general assumptions about the nature of text. However, as shown in Figs text segmentation. In the process of identification of local coherence among the text segments, the reader must make a number of bridging inferences that do not solely rely upon either one. Given this situation, our working hypothesis described here is that all these heterogeneous knowledge sources must be applied simultaneously. Fig. 8 shows the combined effect of the three principles, such as lexical preference and token saliency, as well as the shallow semantic tagging. The figure shows that Segments 1-5, 7-11, 13-18 and 19-23 are clearly under different topics and the corresponding topic shifts occur at Segments 6-7, 12-13 and 18-19. By investigating these results in turn, it is clear that the combined effect achieves the best result, although the lexical preference, among the three principles, shows an acceptable performance. One may expect that the performance will be deteriorated by the inappropriate links as more interrelationships are added. However, the dimension reduction using SVD has demonstrated its capability by distilling the main gist or segment clusters in the noisy environment. This coarse segmentation provides the outlines and the gist of the text, omitting details and inconsistencies. This textual segmentation has obvious applications at the beginning of any summarisation processes [26] .
In the following excerpts, we begin by looking at how the clusters that are identified are mapped onto the existing boundaries across the article. We also provide the lexical evidence to illustrate how segments can be connected in a coherent series according to the semantic or pragmatic relations identified so far. The first cluster, from Segments 1-6 as shown below, emphasises the technology challenge in Hong Kong: 40-41.] In addition to the appearance of the exact lexical repetition, e.g. the lexical items technology, research, impetus, initiatives, innovation and Hong Kong in the first five segments, lexical preference bonding can also be observed among the segments (see Table 4 ). While the exact lexical repetition directly influences the token saliency factor as shown in Eqn. (4), the lexical preferences, as captured in our lexical subsymbols shown in Eqn. (2), indicate the local coherence as well as diversified sources of interrelations among the clusters.
Collocation cohesion, reflected both in our lexical preferences and the token saliency factors, describes the kinds of ties created by lexical items that are related to each other only insofar as they tend to appear together in similar contexts. Our lexical preferences and saliency factor create various degrees of cohesiveness on the basis of the frequency of their occurrences and proximity in a text. This collocation cohesion also explains the early formation of Cluster 1 as shown in Figs. 6 and 8. Similarly, Cluster 2 begins at Segment 7 and extends to Segment 11. It focuses on the notion of the Hong Kong movies in Hollywood. This article expresses the personal view of the author, a Harvard Professor of Modern Chinese Literature, on Asian influences in American popular culture. This explains why personal pronouns (I, my, we, our and us) can be found throughout the article. In addition, lexical items with part-of relations, e.g. American/Washington and United States/Washington, and various forms of contrast, e.g. Global/Provincial, also provide an unvarying, systematic semantic relationship with each other. Expressions of similarities or contrasts seem to be of a similar kind of intellectual operation. They both link up the segments within the cluster: The lexical evidence which provides the possible links among the segments can be found as follows:
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Journal of Information Science, 26 (5) Fig. 6 might imply, the clusters can clearly be identified after our shallow semantic tagging, using discourse markers as shown in Fig. 8 . While some discourse markers provide a form of contrast to signify the changes of argument, e.g. however, other discourse markers (in particular, those which mark a continuation relation, e.g. moreover) are tools of emphasis and provide instead a basic clarity. For instance, it is often desirable to emphasise a similarity between the marker likewise and markers such as In conclusion, which are often used to indicate an important conclusion, as shown in the following segment: The presence of discourse markers is sometimes ostensibly mandatory, rather than optional. In the following segments, the author has a series of arguments and the sense of coherence seems to slip by when the reader reaches the fourteenth segment. The discourse markers second and third in Segment 15 and Segment 16 respectively -markers which are always available to emphasise a sequence of arguments -seem essential in a series of argumentational segments. These discourse markers remind the readers that there are contiguous clauses and provide a sense of parallelism for strengthening the coherence between clauses and sentences: ( Our work is compared with the vocabulary-management profile (VMP), in which peaks and valleys are believed to be good predictors of the segment clusters [42] . VMP curves seem plausible for predicting new topics in articles and new episodes in stories. It is based on the idea that new topics will coincide with bursts of new vocabulary. Conversely, repetitions in vocabulary should signal a continuation, rather than a change. As a result, sharp upturns after deep valleys in VMP curves signal shifts to new subjects in articles. For comparison, a VMP curve is plotted for the article shown in the Appendix to this paper.
In the article, after removing all the function words, the actual topics' boundaries appear at token 209th, 414th and 618th in respective 6th, 12th and 19th segments. After plotting the VMP curve, four sharp peaks and three valleys can be identified, as shown in Fig. 9 . In the curve, a peak indicates a shift to a new topic in the document as the author uses an alternative vocabulary for the new topic. However, the first peak, which appears as 150th in the VMP curve, seems not to be a good predictor of the first boundary in the article. In contrast, our algorithm identifies the first boundary and predicts the topic shift which occurs at Segments 6 and 7 accurately, as shown in Fig. 8 . At the same time, one major characteristic of the two-dimensional cluster plot (as shown in Fig. 8 ) is that segments which are not bonded enough will appear as if they are, i.e. the relative distance between Clusters 1 and 2 not only indicates this boundary prediction, but also the difference in their semantic similarity.
In addition, although the second peak in the VMP curve occurs at the 400th token, which seems as accurate as possible, the VMP curve gives a false alarm that there is a topic shift at the 510th token. In fact, Cluster 3, from Segments 13-18, corresponds to the discussion about the impacts of the Internet in local brokerages, while Segment 19 signifies another topic change to the debate of e-commerce in Hong Kong. Our technique correctly identifies the heterogeneity by labelling the two contiguous clusters. In summary, the VMP curves provide too much information about the rhythmic variation in text, with less focus on the coherence ties. Unlike other linguistic approaches which usually describe focus shifts mainly on the basis of structural characteristics of a text, our approach strives to explain focus shifts on the basis of the coherence ties. Compared with the VMP curves, our textual information segmentation using cluster identification correlates surprisingly well with constituent boundaries and with information flow in the text.
Conclusion
In this research, the modelling we put forward employs a novel approach which establishes a network of interrelations among segments in the text. Local coherence between linguistic items is reflected by using various linguistic clues modelled in our discourse network. The process of text segmentation, from a microscopic point of view, can be regarded as a process of assigning weights between the text segments. In order to exaggerate the coherence effect, we have presented a method for segmenting texts into thematically coherent units, using the technique in matrix computation. Our initial discourse network is subjected to a singular value decomposition, which is interpreted as a particular transformation of a given set of weights into a set of segment clusters. This novel approach, different from any other, not only provides more sophisticated text segmentation by reducing the noise but also provides a clear visual effect in the analysis.
Appendix
A newly generated article composed of four major paragraphs which are extracted from the journals Harvard Asia Pacific Review and Asia Computer Weekly and an editorial of a local paper.
An economic greenhouse or protected technology zone is required to encourage both home grown technology initiatives in Hong Kong and China's fledgling technology industries. Hong Kong needs the political impetus to develop an Asian Silicon Valley, which would provide an appropriate environment for the research and development of products and services; this in turn would produce the trade and revenues for the future. Plans for an applied science and technology research institute have been announced by the Hong Kong government. This institute will provide the means and the impetus to link basic scientific research to its commercial applications and provide start-up support, such as low-cost office rent and access to international research facilities. Another Hong Kong government initiative is the establishment of a US$5billion innovation and technology fund to finance projects which will contribute to technical innovation in Hong Kong. A US$5 billion quality education fund has also been created to raise school standards through innovation and to facilitate technological collaboration between academic institutions and the business community. These funding initiatives create the foundation for economic success. Strong financing provides the leverage for research and development and secures the stability for venture partnerships, which will in turn attract foreign investment and expertise into local market. Hong Kong is now poised to become the powerhouse of e-commerce. The proposed Hongkong.com Studio would leverage Hong Kong's core strengths in commerce and communication, stimulate job creation and wealth creation opportunities in both Hong Kong and China.
[Extracted from Harvard Asia Pacific Review 3(1) (1999) 40-41.] I choose Hong Kong movies, my favorite subject, for a good reasons. It's about time that Americans become exposed to foreign cultures, whether they come from elite or popular sources, because despite its global ambitions, the United Sates has become one of the most 'provincial' countries in the world. Academically speaking, there's nothing new about Asian influence in America. My colleagues and I have been talking about it for several decades. However, our effort in studying and teaching Asian cultures has proven successful only on college campuses. Elsewhere, American mass media continues to overwhelm the general public with sensational images, simplistic stereotypes, and preconceived notions of what makes Asians tick. The business leaders fare a little better than the politicians in Washington, but their understanding of Asian cultures remains limited to politics and money, and does not focus on culture in any form. Thus the popularity of Chinese movies from Hong Kong is a phenomenon worthy of attention, for it gives us an example of how a specimen of that culture is making inroads into the American mainstreams.
[Extracted from Harvard Asia Pacific Review 3(1) (1999) 30.] The Hong Kong stock exchange is trying hard to keep the minimum commission system with the intention of safeguarding local brokerages' interests. However, in the long term, that will only jeopardize Hong Kong's status as an international finance centre. We consider the following three points very important. First, Hong Kong must keep abreast of technological advances and make e-trading services available as soon as possible. Net trading is so efficient and convenient that it has become a vogue. In the US, Net trading has soared over the past couple of years. Admittedly, not many local share transactions are now effected on the Net. However, the trend is in inexorable. Far-sighted local brokerages should now seriously consider investing in equipment and staff training so that they can adapt themselves to e-trading developments. Second, in the era of the new economy, when much is done on the Internet, it is considered a basic strategy for boosting growth to merge or ally with other firms. It is certainly open to local brokerages to merge and ally with one another. By forming gigantic businesses they can compete better with foreign brokerages and enable themselves to sally into international markets. Third, it is most crucial that they can provide their clients with good value-added services. For example, they should provide their clients with specific, individual consultation services, offer them tailor-made investment portfolios and make professional appraisals of their holdings. In conclusion, when Net trading has developed, investors can directly buy and sell shares on the Internet, brokerages' traditional share trading services will become less and less appealing. Hong Kong brokerages must positively respond to challenges.
[Extracted from an editorial in a local newspaper.]
Hong Kong still faces hurdles in e-commerce adoption, despite the government's efforts to bring it into the Internet age. At a seminar on e-commerce in Hong Kong presented by the Canadian Chamber of Commerce in Hong Kong and sponsored by First ecom.com, secretary for Information Technology and Broadcasting, KC Kwong, noted that the government is working on five fronts with the Digital 21 strategy, namely in telecommunications infrastructure; electronic services delivery; public key infrastructure; the legal framework; and general promotion. 'There are between 1 and 1.5 million Internet users in Hong Kong,' he said. 'The number of dial-up minutes in September 1998 was half a billion a month. In August 1999, it was more than 1 billion minutes per month.' However, this did not stop Rebecca Kennedy, e-commerce manager, South China Morning Post, from commenting: 'The government has been a little slow.' She explained that it is still difficult for Internet businesses to obtain bank accounts unless they already have an established brick-and mortar organization, and described online credit card payment processing facilities at banks in Hong Kong as 'abysmal'.
[Extracted from Asia Computer Weekly (20 December 1999) 1.] 
