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1 Introduction
Conformal metrics connect complex analysis, differential geometry and partial differential
equations. They were used by Schwarz [42], Poincare´ [38], Picard [35, 36, 37] and Bieberbach
[4, 5], but it was recognized by Ahlfors [3] and Heins [13] that they are ubiquitous in complex
analysis and geometric function theory. They have been instrumental in important recent
results such as the determination of the spherical Bloch constant by Bonk and Eremenko [6].
The present notes grew out of a series of lectures given at the CMFT Workshop 2008 in
Guwahati, India. The goal of the lectures was to give a self–contained introduction to the
rich field of conformal metrics assuming only some basic knowledge in complex analysis.
Our point of departure is the fundamental concept of conformal invariance. This leads in a
natural way to the notion of curvature in Section 2 and in particular to a consideration of
metrics with constant curvature and their governing equation, the Liouville equation. The
study of this equation and its numerous ramifications in complex analysis occupies large parts
of our discussion. We focus on the case of negative curvature and first find in an elementary
and constructive way all radially symmetric solutions and thereby explicit formulas for the
hyperbolic metric of all circularly symmetric domains like disks, annuli and punctured disks.
In Section 3, we discuss Ahlfors’ Lemma [3] including a simplified proof of the case of equality
using only Green’s Theorem and a number of standard applications such as Pick’s Theorem
and Liouville’s Theorem. Following a suggestion of A. Beardon and D. Minda Ahlfors’ Lemma
is called the Fundamental Theorem throughout this paper – a grandiose title but, as we
shall see, one that is fully justified. In a next step, we describe the elementary and elegant
construction of a conformal metric on the twice–punctured plane with curvature bounded
above by a negative constant due to Minda and Schober [31], which is based on earlier work
of Robinson [40]. The power of this tool is illustrated by proving the little Picard Theorem,
Huber’s Theorem and Picard’s Big Theorem.
The topic of Section 4 is M. Heins’ [13] celebrated theory of SK–metrics, which we develop
for simplicity only for continuous metrics. Following Heins’ point of view, we emphasize the
analogy between SK–metrics and subharmonic functions and prove for instance a Gluing
Lemma for SK–metrics. A crucial step is the solution of the Dirichlet problem for conformal
metrics of constant negative curvature on disks. As there is no analog of the Poisson formula,
the construction is a little more involved and is carried out in detail in the Appendix using
1D.K. was supported by a HWP scholarship and O.R. received partial support from the German–Israeli
Foundation (grant G–809–234.6/2003). Both authors were also supported by a DFG grant (RO 3462/3–1).
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only some basic facts from classical potential theory and a fixed point argument. After this
preparation it is quite easy to carry over a number of fundamental properties and concepts
from the theory of harmonic and subharmonic functions such as Harnack’s monotone con-
vergence theorem and Perron families to SK–metrics. As an application the existence of the
hyperbolic metric on any domain with at least two boundary points is established. The use-
fulness of the Gluing Lemma is illustrated by deriving a precise asymptotic estimate for the
hyperbolic metric close to an isolated boundary point. This then implies the completeness of
the hyperbolic metric and leads to a simple proof of Montel’s Big Theorem.
In Section 5, we describe the general (local) solution of Liouville’s equation in terms of
bounded analytic functions. This exhibits an intimate relation between constantly curved
conformal metrics and analytic function theory by associating to every metric with curvature
−1 its developing map, which in general is a multivalued analytic function. The connection
is realized via the Schwarzian derivative of a conformal metric, which makes it possible to
reconstruct a constantly curved metric from its Schwarzian using the Schwarzian differential
equation. We give two applications to the hyperbolic metric. First, a quick proof that the
Schwarzian of the hyperbolic metric of any domain with an isolated boundary point has
always a pole of order 2 at this specific point is obtained. Second, it is shown that the inverse
of the developing map of the hyperbolic metric is always single–valued. This combined with
the results of Section 4 immediately proves the Uniformization Theorem for planar domains.
We close the paper by showing how the techniques of the present paper can be used to derive
an explicit formula for the hyperbolic metric on the twice–punctured plane originally due
to Agard. This involves some simple facts from special function theory, in particular about
hypergeometric functions.
This paper contains no new results at all. Perhaps some of the proofs might be considered
as novel, which is more or less a byproduct of our attempts to try to present the material
in a way as simple as possible. In order not to interrupt the presentation, we have not
included references in the main text. Some references can be found in notes at the end of
every section, which also contain some suggestions for further reading. We apologize for
any omission. We have included a number of exercises and we intend to provide solutions
for them at www.mathematik.uni-wuerzburg.de/∼kraus. There is no attempt to present a
comprehensive treatment of “conformal metrics” in this paper; we rather focus on some
selected topics and strongly recommend the monograph [19] of L. Keen and N. Lakic and the
forthcoming book of A. Beardon and D. Minda on the same topic for extensive discussions
of conformal metrics. This is required reading for anybody interested in conformal metrics!
The adventurous reader is directed to Heins’ paper [13].
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Glossary of Notation
Symbol Meaning Page
N set of non–negative integers 10
R set of real numbers 5
C complex plane 4
C′ punctured complex plane C\{0} 9
C′′ twice–punctured plane C\{0, 1} 9
D, G domains in the complex plane 4
M closure of M ⊆ C relative to C 15
∂M boundary of M ⊆ C relative to C 10
KR(z0) open disk in C, center z0 ∈ C, radius R > 0 11
D unit disk in C, i.e., D = K1(0) 7
D′ punctured unit disk in C, i.e., D′ = D\{0} 7
DR open disk in C, center 0, radius R > 0 6
D′R punctured disk {z ∈ C : 0 < |z| < R} 6
∆R complement of DR, i.e., {z ∈ C : |z| > R} 6
Ar,R annulus {z ∈ C : r < |z| < R} 6
∆ Laplace Operator ∆ := ∂
2
∂x2
+ ∂
2
∂y2
5
or generalized Laplace Operator 13
κλ (Gauss) curvature of λ(z) |dz| 5
f∗λ pullback of λ(z) |dz| under f 4
λG(z) |dz| hyperbolic metric of G 17
Lλ(γ) λ–length of path γ 4
dλ distance function associated to λ(z) |dz| 18
C(M) set of continuous functions on M ⊆ C 34
Ck(M) set of functions having all derivatives of order ≤ k continuous 34
in M ⊆ C
mζ two–dimensional Lebesgue measure w.r.t. ζ ∈ C 8
3
2 Curvature
In the sequel D and G always denote domains in the complex plane C.
2.1 Conformal metrics
Conformal maps preserve angles between intersecting paths2, but the euclidean length
∫
γ
|dz| :=
b∫
a
|γ′(t)| dt
of a path γ : [a, b] → C is in general not conformally invariant. It is therefore advisable to
allow more flexible ways to measure the length of paths.
Definition 2.1 (Conformal densities)
A continuous function λ : G→ [0,+∞), λ 6≡ 0, is called conformal density on G.
Definition 2.2 (Metrics and Pseudo–metrics)
Let γ : [a, b]→ G be a path in G and λ a conformal density on G. Then
Lλ(γ) :=
∫
γ
λ(z) |dz| :=
b∫
a
λ(γ(t)) |γ′(t)| dt
is called the λ–length of the path γ and the quantity λ(z) |dz| is called conformal pseudo–
metric on G. If λ(z) > 0 throughout G, we say λ(z) |dz| is a conformal metric on G. We call
a conformal pseudo–metric λ(z) |dz| on G regular, if λ is of class C2 in {z ∈ G : λ(z) > 0}.
Remark
The λ–length of γ only depends on the trace of γ, but not on its parameterization.
Let λ(w) |dw| be a conformal pseudo–metric on D and w = f(z) a non–constant analytic
map from G to D. We want to find a conformal pseudo–metric µ(z) |dz| on G such that
Lµ(γ) = Lλ(f ◦ γ) for every path γ in G. There is clearly only one possible choice for
µ(z) |dz| since by the change–of–variables formula
Lλ(f ◦ γ) =
∫
f◦γ
λ(w) |dw| =
∫
γ
λ(f(z)) |f ′(z)| |dz| = Lλ◦f ·|f ′|(γ) .
Definition 2.3 (Pullback of conformal pseudo–metrics)
Let λ(w) |dw| be a conformal pseudo–metric on D and w = f(z) a non–constant analytic
map from G to D. Then the conformal pseudo–metric
(f∗λ)(z) |dz| := λ(f(z)) |f ′(z)| |dz| (2.1)
is called the pullback of λ(w) |dw| under w = f(z).
Thus
Lf∗λ(γ) = Lλ(f ◦ γ) . (2.2)
2Throughout, all paths are assumed to be continuous and piecewise continuously differentiable.
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2.2 Gauss curvature
Let λ(w) |dw| be a conformal pseudo–metric. We wish to introduce a quantity Tλ which is
conformally invariant in the sense that
Tf∗λ(z) = Tλ(f(z))
for all conformal maps w = f(z).
Consider (2.1). We need to eliminate the conformal factor |f ′(z)|. For this we note that
log |f ′| is harmonic, so ∆(log |f ′|) = 0 and therefore
∆(log f∗λ)(z) = ∆(log λ ◦ f)(z) + ∆(log |f ′|)(z) = ∆(log λ ◦ f)(z) = ∆(log λ)(f(z)) |f ′(z)|2 .
In the last step we used the chain rule ∆(u ◦ f) = (∆u ◦ f) · |f ′|2 for the Laplace Operator
∆ and holomorphic functions f . We see that Tλ(z) := ∆(log λ)(z)/λ(z)2 is conformally
invariant.
Definition 2.4 (Gauss curvature)
Let λ(z) |dz| be a regular conformal pseudo–metric on G. Then
κλ(z) := −∆(log λ)(z)
λ(z)2
is defined for all points z ∈ G where λ(z) > 0. The quantity κλ is called the (Gauss) curvature
of λ(z) |dz|.
Our preliminary considerations can now be summarized as follows.
Theorem 2.5 (Theorema Egregium)
For every analytic map w = f(z) and every regular conformal pseudo–metric λ(w) |dw| the
relation
κf∗λ(z) = κλ(f(z)) (2.3)
is satisfied provided λ(f(z)) |f ′(z)| > 0.
For the euclidean metric λ(z) |dz| := |dz| one easily finds κλ(z) = 0. Note that every regular
conformal metric λ(z) |dz| with non–positive curvature gives rise to a subharmonic function
u(z) := log λ(z) of class C2 and vice versa.
2.3 Constant curvature
In view of (2.3) conformal metrics λ(z) |dz| with constant curvature are of particular relevance,
since for such metrics curvature is an absolute conformal invariant, i.e., κf∗λ ≡ κλ. In order
to find all constantly curved conformal metrics, we set u(z) := log λ(z) and are therefore led
to the problem of computing all solutions u(z) to the equation
∆u = −k e2u ,
where k ∈ R is a real constant. This equation is called Liouville’s equation.
Remark (Curvature zero)
If k = 0, then the solutions of Liouville’s equation are precisely all harmonic functions.
Thus, a regular conformal metric λ(z) |dz| has zero curvature if and only if λ = eu for some
harmonic function u.
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We next consider the case of constant negative curvature k < 0. We may normalize and
choose k = −1. Thus we need to consider
∆u = e2u .
We shall later find all solutions to this equation. For now it suffices to determine all radially
symmetric solutions u(z) = u(|z|), which can be computed rather easily. As a byproduct we
obtain in a constructive way a number of important examples of conformal metrics. These
metrics will play an ubiquitous roˆle in the sequel.
Proposition 2.6 (Radially symmetric metrics with constant curvature −1)
Let λ(z) |dz| be a radially symmetric regular conformal metric defined on some open annulus
centered at z = 0 with constant curvature −1. Then one of the following holds.
(a) λ is defined on a disk DR := {z ∈ C : |z| < R} and
λ(z) = λDR(z) :=
2R
R2 − |z|2 .
(b) λ is defined on a punctured disk D′R := {z ∈ C : 0 < |z| < R} and either
λ(z) = λD′R(z) :=
1
|z| log(R/|z|)
or
λ(z) =
2αRα|z|α−1
R2α − |z|2α for some α ∈ (0,+∞)\{1} .
(c) λ is defined on an annulus Ar,R := {z ∈ C : r < |z| < R} and
λ(z) = λAr,R(z) :=
pi
log(R/r)
1
|z| sin
[
pi
log(R/|z|)
log(R/r)
] .
(d) λ is defined on ∆R := {z ∈ C : R < |z| < +∞} for some R > 0 and either
λ(z) = λ∆R(z) :=
1
|z| log(|z|/R)
or
λ(z) =
2αRα|z|α−1
|z|2α −R2α for some α ∈ (0,+∞) .
Proof. We give the main steps involved in the proof and leave the details to the reader.
Since λ is radially symmetric we get for u(z) := log λ(z)
∆u =
1
r
(
ru′(r)
)′
,
where r = |z| and ′ indicates differentiation with respect to r. Thus Liouville’s equation
∆u = e2u transforms into the ODE
(ru′(r))′ = r e2u(r) .
We substitute r = ex and obtain for v(x) := u(ex) + x the ODE
v′′(x) = e2v(x) .
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This ODE has 2 v′(x) as an integrating factor, so(
v′(x)2
)′ = (e2v(x))′ .
Integration yields
v′(x) = ±
√
e2 v(x) + c
with some constant of integration c ∈ R. The resulting two ODEs (one for each sign) are
separable and can be solved by elementary integration. This leads to explicit formulas for
v(x) and thus also for λ(z) = eu(|z|) = ev(log |z|)/|z|. 
Definition 2.7 (The hyperbolic metric)
We call
λD(z) |dz| := 21− |z|2 |dz|
the hyperbolic metric for the unit disk D := {z ∈ C : |z| < 1} and λD the hyperbolic density
of D. The curvature of λD(z) |dz| is −1.
Warning
Some authors call
|dz|
1− |z|2
the hyperbolic metric of D. This metric has constant curvature −4.
Exercises for Section 2
1. Let T be a conformal self–map of D. Show that T ∗λD ≡ λD.
2. Denote by D′ := D\{0} the punctured unit disk and let
λD′(z) |dz| := |dz||z| log(1/|z|) .
Find an analytic function pi : D→ D′ such that pi∗λD′ = λD and pi(0) = e−1.
(Consider the “ODE”
λD′(pi(x)) |pi′(x)| = λD(x)
for x ∈ (−1, 1) assuming that pi(x) is real and positive and pi′(x) is real and negative.)
3. Find all radially symmetric regular conformal metrics defined on some open annulus
centered at z = 0 with constant curvature +1.
4. Let f : D→ C be an analytic map with f(0) = 0 and f∗λD ≡ λD in a neighborhood of
z = 0. Show that f(z) = ηz for some |η| = 1.
5. (Geodesic curvature)
Let λ(z) |dz| be a regular conformal metric on D and γ : [a, b]→ D a C2–path. Then
κλ(t, γ) :=
Im
[
d
dt
(
log γ′(t)
)
+ 2∂ log λ∂z (γ(t)) · γ′(t)
]
λ(γ(t)) |γ′(t)| , t ∈ [a, b] ,
is called the geodesic curvature of γ at t for λ(z) |dz|. Show that if f is an analytic
map, then κf∗λ(t, γ) = κλ(t, f ◦ γ).
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3 The Fundamental Theorem
3.1 Ahlfors’ Lemma
The hyperbolic metric λD(z) |dz| has an important extremal property.
Lemma 3.1 (Ahlfors’ Lemma [3])
Let λ(z) |dz| be a regular conformal pseudo–metric on D with curvature bounded above by −1.
Then λ(z) ≤ λD(z) for every z ∈ D.
Following A. Beardon and D. Minda we call Lemma 3.1 the Fundamental Theorem.
Proof. Fix 0 < R < 1 and consider λDR(z) = 2R/(R
2 − |z|2) on the disk DR. Then the
function u : DR → R ∪ {−∞} defined by
u(z) := log
(
λ(z)
λDR(z)
)
, z ∈ DR ,
tends to −∞ as |z| → R and therefore attains its maximal value at some point z0 ∈ DR where
λ(z0) > 0. Since u is of class C2 in a neighborhood of z0, we get
0 ≥ ∆u(z0) = ∆ log λ(z0)−∆ log λDR(z0) ≥ λ(z0)2 − λDR(z0)2 .
Thus u(z) ≤ u(z0) ≤ 0 for all z ∈ DR, and so λ(z) ≤ λDR(z) for z ∈ DR. Now, letting R↗ 1,
gives λ(z) ≤ λD(z) for all z ∈ D. 
Lemma 3.2
Let λ(z) |dz| be a regular conformal pseudo–metric on D with curvature ≤ −1 and µ(z) |dz|
a regular conformal metric on D with curvature = −1 such that λ(z) ≤ µ(z) for all z ∈ D.
Then either λ < µ or λ ≡ µ.
In particular, if equality holds in Lemma 3.1 for one point z ∈ D, then λ ≡ λD.
Proof. Assume λ(z0) = µ(z0) > 0 for some point z0 ∈ D. We may take z0 = 0, since
otherwise we could consider λ˜ := T ∗λ and µ˜ := T ∗µ for a conformal self–map T of D with
T (0) = z0. Let u(z) := log(µ(z)/λ(z)) ≥ 0 and
v(r) :=
1
2pi
2pi∫
0
u(reit) dt , V (r) :=
r∫
0
v(ρ) dρ .
Then v(0) = 0 ≤ v(r) = V ′(r). To show V ≡ 0 observe ∆u ≤ µ(z)2 (1− e−2u) ≤ Cu in
|z| < R < 1 where C := 2 sup{µ(z)2 : |z| < R} < +∞ for small R > 0. Hence an application
of Green’s theorem,
rv′(r) =
r
2pi
d
dr
2pi∫
0
u(reit) dt =
1
2pi
∫∫
|ζ|<r
∆u(ζ) dmζ =
1
2pi
r∫
0
2pi∫
0
∆u(ρeit) dt ρ dρ ,
leads for all 0 ≤ r < R to the estimate
rV ′′(r)− CrV (r) ≤ rv′(r)− C
r∫
0
ρ v(ρ) dρ =
1
2pi
r∫
0
2pi∫
0
(
∆u(ρeit)− Cu(ρeit)) dt ρ dρ ≤ 0 .
Thus V ′′(r) ≤ C V (r), so (V ′(r)2)′ ≤ C(V (r)2)′. This implies V ′(r) ≤ √C · V (r), i.e.,
(V (r)e−
√
C r)′ ≤ 0 and therefore 0 ≤ V (r)e−
√
C r ≤ V (0) = 0. Hence V ≡ 0 and v ≡ 0 on
[0, R). Thus u ≡ 0 first on |z| < R and therefore in all of D, so λ ≡ µ. 
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3.2 Applications of Ahlfors’ Lemma
Corollary 3.3 (Pick’s Theorem)
Let f : D→ D be an analytic function. Then
|f ′(z)|
1− |f(z)|2 ≤
1
1− |z|2 , z ∈ D .
Proof. Note that for a non–constant analytic function f , (f∗λD)(z) |dz| is a regular conformal
pseudo–metric on D with constant curvature −1. Now apply the Fundamental Theorem. 
Corollary 3.4
The complex plane C admits no regular conformal pseudo–metric with curvature ≤ −1.
Proof. Assume that there is a regular conformal pseudo–metric λ(z) |dz| with curvature
≤ −1 on C. For fixed R > 0 consider fR(z) := Rz for z ∈ D. Then (f∗Rλ)(z) |dz| is a
regular conformal pseudo–metric on D with curvature ≤ −1. The Fundamental Theorem
gives λ(Rz)R = (f∗Rλ)(z) ≤ λD(z) for every z ∈ D, that is, λ(w) ≤ λD(w/R)/R for each
|w| < R. Letting R→ +∞ we thus obtain λ ≡ 0, which is not possible. 
Corollary 3.5
Assume G admits a regular conformal metric with curvature bounded above by −1. Then
every entire function f : C→ G is constant.
Proof. Let λ(w) |dw| be a regular conformal metric on G with curvature bounded above by
−1. If there would be a non–constant analytic function f : C→ G, then (f∗λ)(z) |dz| would
be a regular conformal pseudo–metric on C with curvature ≤ −1, contradicting Corollary
3.4. 
Thus the exponential map shows that there is no regular conformal metric on the punctured
plane C′ := C\{0} with curvature bounded above by −1. However, there is such a metric on
the twice–punctured plane.
Theorem 3.6
The twice–punctured plane C′′ := C\{0, 1} carries a regular conformal metric with curvature
≤ −1. In particular, every domain G ⊂ C with at least two boundary points carries a regular
conformal metric with curvature ≤ −1.
Proof. We first show that for ε > 0 sufficiently small
τ(z) := ε
√
1 + |z| 13
|z| 56
√
1 + |z − 1| 13
|z − 1| 56
defines a regular conformal metric τ(z) |dz| with curvature ≤ −1 on C′′.
A quick computation using polar coordinates gives for r := |z|
∆ log
√
1 + |z| 13
|z| 56
= ∆
(
1
2
log
(
1 + r
1
3
)
− 5
6
log r
)
=
1
2
∆
[
log
(
1 + r
1
3
)]
=
=
1
2
(
∂2
∂r2
log(1 + r
1
3 ) +
1
r
∂
∂r
log(1 + r
1
3 )
)
=
1
18
1
(1 + |z| 13 )2|z| 53
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and analogously
∆ log
√
1 + |z − 1| 13
|z − 1| 56
=
1
18
1
(1 + |z − 1| 13 )2|z − 1| 53
.
Thus
κτ (z) = − 118 ε2
[
|z − 1|5/3
(1 + |z| 13 )3(1 + |z − 1| 13 )
+
|z|5/3
(1 + |z| 13 )(1 + |z − 1| 13 )3
]
≤ −1
for each z ∈ C′′, if ε > 0 is small enough since
lim
z→0
κτ (z) = − 136 · ε2 , limz→1κτ (z) = −
1
36 · ε2 , lim|z|→+∞κτ (z) = −∞.
If a, b ∈ C with a 6= b, then the pullback of τ(w) |dw| under w = T (z) = (z−a)/(b−a) yields
a regular conformal metric with curvature ≤ −1 on C\{a, b}. Thus every domain G with at
least two boundary points carries a regular conformal metric with curvature ≤ −1 on G. 
Corollary 3.7 (The Little Picard Theorem)
Every entire function f : C→ C which omits two distinct complex numbers is constant.
Proof. Let a and b be two distinct complex numbers and assume that f(z) 6= a and f(z) 6= b
for every z ∈ C. By Theorem 3.6 C \ {a, b} carries a regular conformal metric with curvature
≤ −1, so f must be constant in view of Corollary 3.5. 
Corollary 3.8 (Huber’s Theorem)
Let G ⊆ C be a domain which carries a regular conformal metric with curvature ≤ −1
and let f : D′ → G be a holomorphic function. If there is a sequence (zn) ⊂ D′ such that
limn→∞ zn = 0 and such that limn→∞ f(zn) exists and belongs to G, then z = 0 is a removable
singularity of f .
Proof. By hypothesis G carries a conformal metric λ(w) |dw| on G with curvature ≤ −1. We
may assume w.l.o.g. that rn := |zn| is monotonically decreasing to 0 and that f(zn)→ 0 ∈ G.
We consider the closed curves γn := f(∂Drn) in G. Since (f∗λ)(z) |dz| is a regular conformal
pseudo–metric on D′ with curvature ≤ −1, we get (see Exercise 3.1)
(f∗λ)(z) ≤ λD′(z) = 1|z| log(1/|z|) , z ∈ D
′ ,
i.e.,
Lλ(γn) = Lf∗λ(∂Drn) ≤ LλD′ (∂Drn) =
2pi
log(1/rn)
→ 0 as n→∞ .
Now let K be a closed disk of radius ε > 0 centered at w = 0 which is compactly contained
in G. We may assume f(zn) ∈ K for any n ∈ N. Since λ(w) |dw| is a conformal metric,
its density is bounded away from zero on K, so λ(w) ≥ c > 0 for all w ∈ K. Hence the
euclidean length of γn ∩K is bounded above by Lλ(γn)/c. In particular, γn = f(∂Drn) ⊂ K,
i.e., |f(z)| ≤ ε on |z| = rn for all but finitely many indices n. The maximum principle implies
that |f(z)| ≤ ε in a punctured neighborhood of z = 0, so the singularity z = 0 is removable. 
Corollary 3.9 (The Big Picard Theorem)
If an analytic function f : D′ → C has an essential singularity at z = 0, then there exists at
most one complex number a such that the equation f(z) = a has no solution.
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Proof. Assume a, b 6∈ f(D′) for a 6= b. If c ∈ C\{a, b}, then the theorem of Casorati–
Weierstraß tells us that there exists a sequence (zn) such that zn → 0 and f(zn)→ c. This,
however, contradicts Huber’s Theorem (Corollary 3.8), because C \ {a, b} carries a regular
conformal metric with curvature ≤ −1 by Theorem 3.6. 
Exercises for Section 3
1. The Fundamental Theorem clearly holds for every disk DR, that is, λ(z) ≤ λDR(z) for
every regular conformal pseudo–metric λ(z) |dz| with curvature ≤ −1 on DR.
Show that λ(z) ≤ λAr,R(z) for every regular conformal pseudo–metric λ(z) |dz| with
curvature ≤ −1 on the annulus Ar,R, see Proposition 2.6. Deduce that λ(z) ≤ λD′(z)
for every regular conformal pseudo–metric λ(z) |dz| with curvature ≤ −1 on D′.
2. Let λ(z) |dz| be a regular conformal metric with curvature ≤ −1 on a disk KR(z0) :=
{z ∈ C : |z − z0| < R} with radius R >0 and center z0 ∈ C. Define u(z) := log λ(z)
and
v(r) :=
1
2pi
2pi∫
0
u
(
z0 + reit
)
dt .
Show that
v(r)− v(0) ≥ e
2v(0)
4
r2 for 0 ≤ r < R .
(Hint: Compute (rv′(r))′/r and recall Jensen’s inequality.)
3. Modify the proof of Lemma 3.2 to prove the following special case of the maximum
principle of E. Hopf [17] (see also Minda [28]):
Let c : G → R be a non–negative bounded function and u : G → R of class C2 such
that ∆u ≥ c(z)u in G. If u attains a non–negative maximum at some interior point of
G, then u is constant.
4. Use Lemma 3.2 and Exercise 2.4 to describe all cases of equality in Pick’s Theorem
(Corollary 3.3) for some z ∈ D.
5. Let z1, . . . , zn−1 be distinct points in C and zn = ∞. Further, let α1, . . . , αn be real
numbers < 1 with s := α1 + · · ·+ αn > 2.
(a) Define for ε > 0 and δ > 0
τ(z) := ε
n−1∏
j=1
[
1 + |z − zj |δ
] s−2
(n−1)δ
|z − zj |αj .
Show that if ε and δ are sufficiently small, then τ(z) |dz| is a regular conformal
metric with curvature ≤ −1 on C\{z1, . . . , zn−1} such that |z−zj |αjτ(z) is contin-
uous and positive at z = zj for each j = 1, . . . , n− 1 and |z|2−αnτ(z) is continuous
and positive at z =∞.
(b) Let f be a meromorphic function on C. We say that w is an exceptional value of
order m if the equation f(z) = w has no root of multiplicity less than m. Prove
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the following result of Nevanlinna: Let f be a meromorphic function on C with
exceptional values wj of order mj. If∑
j
(
1− 1
mj
)
> 2 ,
then f is constant.
Notes
Lemma 3.1 was established by Ahlfors [3] in 1938. He used it to derive quantitative bounds
in the theorems of Bloch and Schottky. Lemma 3.2 is due to M. Heins [13]. The proof given
here is a simplified version of Heins’ method. Different proofs were also found by D. Minda
[28] and H. Royden [41]. An elegant direct treatment of the case of equality in Ahlfors’ lemma
was given by H. Chen [7]. However, his method does not appear to be strong enough to prove
the more general Lemma 3.2. The proof of Theorem 3.6 is from the paper [31] of D. Minda
and G. Schober, which in turn is based on the work of R. Robinson [40]. The statement
of Exercise 3.5 which generalizes Theorem 3.6 is also due to Robinson. Huber’s Theorem
(Corollary 3.8) was originally proved by using the Uniformization Theorem, see [18]. The
proof here is essentially that of M. Kwack [20].
4 The hyperbolic metric
4.1 SK–Metrics
In many applications the class of regular conformal metrics is too restrictive to be useful. In
analogy to the situation for subharmonic functions, we consider for a real–valued function u
the integral means
v(r) :=
1
2pi
2pi∫
0
u(z0 + reit) dt .
Assuming momentarily that u is of class C2 an application of Green’s theorem gives
rv′(r) =
1
2pi
∫∫
|ζ|<r
∆u(z0 + ζ) dmζ =
1
2pi
r∫
0
2pi∫
0
∆u(z0 + ρeit) dt ρ dρ .
We differentiate this identity w.r.t. r and get
∆u(z0) = lim
r→0
1
2pi
2pi∫
0
∆u(z0 + reit) dt = lim
r→0
1
r
(
rv′(r)
)′
,
so (rv′(r))′ = r∆u(z0)+o(r). We integrate from 0 to r and obtain v′(r) = (r/2)∆u(z0)+o(r).
Another integration from 0 to r yields v(r) = u(z0) + (r2/4)∆u(z0) + o(r2) and therefore
∆u(z0) = lim
r→0
4
r2
(
1
2pi
∫ 2pi
0
u(z0 + reit) dt− u(z0)
)
.
If u is not C2, then this limit need not exist. We thus define:
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Definition 4.1
Let u : G→ R be a continuous function. Then the generalized lower Laplace Operator ∆u of
u at a point z ∈ G is defined by
∆u(z) = lim inf
r→0
4
r2
(
1
2pi
∫ 2pi
0
u(z + reit) dt− u(z)
)
.
Remark
Our preliminary considerations show that if u is C2 in a neighborhood of a point z ∈ G, then
the generalized lower Laplace Operator coincides with the standard Laplace Operator at z.
This justifies the use of the same symbol ∆ for both operators.
Definition 4.2
Let λ(z) |dz| be a conformal pseudo–metric on G. Then the (Gauss) curvature of λ(z) |dz| at
a point z ∈ G where λ(z) > 0 is defined by
κλ(z) = −∆(log λ)(z)
λ(z)2
.
For regular conformal metrics, Definition 4.2 is consistent with Definition 2.4.
Definition 4.3
A conformal pseudo–metric λ(z) |dz| on G is called SK–metric3 on G, if its curvature is
bounded above by −1.
We now have all the technology to generalize the Fundamental Theorem to SK–metrics.
Theorem 4.4 (Fundamental Theorem)
Let λ(z) |dz| be an SK–metric on D. Then λ(z) ≤ λD(z) for every z ∈ D. In particular,
λD(z) |dz| is the (unique) maximal SK–metric on D.
Theorem 4.4 can be proved in exactly the same way as Lemma 3.1 by noting that for a
continuous function u the generalized lower Laplace Operator is always non–positive at a
local maximum. One could also consider for 0 < R < 1 the auxiliary function
v(z) := max
{
0, log
(
λ(z)
λDR(z)
)}
.
The hypotheses guarantee that v is subharmonic on DR and v = 0 on |z| = R. By the
maximum principle for subharmonic functions we get v ≤ 0 in DR, so λ(z) ≤ λDR(z) there.
Now, let R→ 1 in order to arrive at the desired result.
4.2 The Perron method for SK–metrics
We first discuss a number of simple, but very useful techniques for producing new SK–metrics
from old ones.
Lemma 4.5
Let λ(z) |dz| and µ(z) |dz| be SK–metrics on G. Then σ(z) := max{λ(z), µ(z)} induces an
SK–metric σ(z) |dz| on G.
3“SK is intended to convey curvature subordinate to −1”, see [13].
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Proof. Clearly, σ is continuous in G. If σ(z0) = λ(z0) for a point z0 ∈ G, then
∆ log σ(z0) = lim inf
r→0
4
r2
(
1
2pi
∫ 2pi
0
log σ(z0 + reit) dt− log σ(z0)
)
≥ lim inf
r→0
4
r2
(
1
2pi
∫ 2pi
0
log λ(z0 + reit) dt− log λ(z0)
)
≥ λ(z0)2 = σ(z0)2 .
Thus κσ(z0) ≤ −1. Similarly, κσ(z0) ≤ −1, if σ(z0) = µ(z0), so in either case κσ(z0) ≤ −1. 
From Lemma 4.5 it follows that SK–metrics need not be smooth.
Lemma 4.6 (Gluing Lemma)
Let λ(z) |dz| be an SK–metric on G and let µ(z) |dz| be an SK–metric on an open subset U
of G such that the “gluing condition”
lim sup
U3z→ξ
µ(z) ≤ λ(ξ)
holds for all ξ ∈ ∂U ∩G. Then σ(z) |dz| defined by
σ(z) :=
max{λ(z), µ(z)} for z ∈ U ,λ(z) for z ∈ G\U
is an SK–metric on G.
Proof. We first note that the gluing condition guarantees that σ is continuous on G, so
σ(z) |dz| is a conformal pseudo–metric on G.
We need to compute the curvature κσ(z0) of σ(z) |dz| at each point z0 ∈ G with σ(z0) > 0. If
z0 ∈ U , then κσ(z0) ≤ −1 by Lemma 4.5. If z0 is an interior point of G\U , then σ(z) = λ(z)
in a neighborhood of z0, so κσ(z0) = κλ(z0) ≤ −1. Finally, if z0 ∈ ∂U ∩G, then σ(z0) = λ(z0)
and thus
∆ log σ(z0) = lim inf
r→0
4
r2
(
1
2pi
∫ 2pi
0
log σ(z0 + reit) dt− log σ(z0)
)
≥ lim inf
r→0
4
r2
(
1
2pi
∫ 2pi
0
log λ(z0 + reit) dt− log λ(z0)
)
≥ λ(z0)2 = σ(z0)2
Consequently, κσ(z0) ≤ −1. 
By the Fundamental Theorem the hyperbolic metric λD(z) |dz| on the unit disk D is the
maximal SK–metric on D. We shall next show that every domain G which carries at least
one SK–metric carries a maximal SK–metric λG(z) |dz| as well. Furthermore, this maximal
SK–metric is a regular conformal metric with constant curvature −1.
The construction hinges on a modification of Perron’s method for subharmonic functions. An
important ingredient of Perron’s method for subharmonic functions is played by the Poisson
integral formula, which allows the construction of harmonic functions with specified boundary
values on disks. We begin with the corresponding statement for regular conformal metrics
with constant curvature −1.
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Theorem 4.7
Let K ⊂ C be an open disk and ϕ : ∂K → (0,+∞) a continuous function. Then there exists
a unique regular conformal metric λ(z) |dz| with constant curvature −1 on K such that λ is
continuous on the closure K of K and λ(ξ) = ϕ(ξ) for all ξ ∈ ∂K.
For the somewhat involved proof of Theorem 4.7 we refer the reader to the Appendix.
We next consider increasing sequences of conformal metrics with constant curvature −1 and
prove the following theorem of Harnack–type.
Lemma 4.8
Let λj(z) |dz|, j ∈ N, be a monotonically increasing sequence of regular conformal metrics
with constant curvature −1 on G. Then λ(z) |dz| for λ(z) := limj→∞ λj(z) is a regular
conformal metric of constant curvature −1 on G.
Proof. Fix z0 ∈ G and choose an open disk K := KR(z0) which is compactly contained in
G. By considering T ∗λj for T (z) = Rz + z0 we may assume K = D and DR′ ⊆ G for some
R′ > 1. The Fundamental Theorem (see Exercise 3.1) shows λj(z) ≤ λDR′ (z) ≤M < +∞ in
D, so λ(z) := limj→∞ λj(z) is well–defined and bounded in D. We now consider to each λj
the function uj := log λj . Then by Remark 6.3,
uj(z) = hj(z)− 12pi
∫∫
D
g(z, ζ) e2uj(ζ) dmζ , z ∈ D ,
where hj : D→ R is harmonic in D and continuous on D with hj(ξ) = uj(ξ) for ξ ∈ ∂D and g
denotes Green’s function of D. The fact that (uj) is monotonically increasing and bounded
above implies that (hj) forms a monotonically increasing sequence of harmonic functions
bounded from above. Thus (hj) converges locally uniformly in D to a harmonic function h.
Letting j →∞ we obtain by Lebesgue’s Theorem on monotone convergence
u(z) = h(z)− 1
2pi
∫∫
D
g(z, ζ) e2u(ζ) dmζ , z ∈ D
for u(z) = log λ(z). It follows from Remark 6.3 that u is a C2 solution to ∆u = e2u in D.
Thus λ(z) |dz| is a regular conformal metric of constant curvature −1 on G. 
We finally prove an analog of the Poisson Modification of subharmonic functions for SK–
metrics.
Lemma 4.9 (Modification)
Let λ(z) |dz| be an SK–metric on G and K an open disk which is compactly contained in G.
Then there exists a unique SK–metric MKλ(z) |dz| on G with the following properties:
(i) MKλ(z) = λ(z) for every z ∈ G\K
(ii) MKλ(z) |dz| is a regular conformal metric on K with constant curvature −1.
We call MKλ the modification of λ on K.
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(a) An SK–metric . . . (b) . . . and its modification
Figure 1: Modification of SK–metrics
Proof. By Theorem 4.7 there exists a unique regular conformal metric ν(z) |dz| with constant
curvature −1 in K such that ν is continuous on K and ν(ξ) = λ(ξ) for all ξ ∈ ∂K. Exercise
4.2 shows λ(z) ≤ ν(z) for all z ∈ K. Thus, by the Gluing Lemma,
MKλ(z) :=
{
ν(z) for z ∈ K
λ(z) for z ∈ G\K
induces a (unique) SK–metric MKλ(z) |dz| with the desired properties. 
Remark 4.10
Note that MK [λ] ≥ λ and MK [λ] ≥MK [µ] if λ ≥ µ.
Definition 4.11 (Perron family)
A family Φ of (densities of) SK–metrics on G is called a Perron family, if the following
conditions are satisfied:
(i) If λ ∈ Φ and µ ∈ Φ, then σ ∈ Φ, where σ(z) := max{λ(z), µ(z)}.
(ii) If λ ∈ Φ, then MKλ ∈ Φ for any open disk K compactly contained in G.
Theorem 4.12
Let Φ be a Perron family of SK–metrics on G. If Φ 6= ∅, then
λΦ(z) := sup
λ∈Φ
λ(z)
induces a regular conformal metric λΦ(z) |dz| of constant curvature −1 on G.
Proof. Fix z0 ∈ G and choose an open disk KR(z0) in G. Then (T ∗λ)(0) ≤ λD(0) = 2 for
T (z) = Rz + z0 by the Fundamental Theorem, so λ(z0) ≤ 2/R for every λ ∈ Φ and λΦ is
well–defined.
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It suffices to show that λΦ(z) |dz| is regular and has constant curvature −1 in every open
disk which is compactly contained in G. Now fix such an open disk K and pick z0 ∈ K.
Let (λn) ⊂ Φ such that λn(z0)→ λΦ(z0) and let λ˜n ∈ Φ denote the modification of the SK–
metric max{λ1, . . . , λn} ∈ Φ on K. Then λ˜n(z0)→ λΦ(z0) and λ˜n(z) |dz| has curvature −1 in
K. Since the sequence (λ˜n) is monotonically increasing, it converges to a regular conformal
metric λ˜(z) |dz| with curvature −1 on K by Lemma 4.8.
We claim that λ˜ = λΦ in K. By construction, λ˜ ≤ λΦ in K and λ˜(z0) = λΦ(z0). Assume, for
a contradiction, that λ˜(z1) < λΦ(z1) for some z1 ∈ K. Then λ˜(z1) < λ(z1) for some λ ∈ Φ.
Let µn ∈ Φ denote the modification of max{λ, λ˜n} ∈ Φ in K. Then µn(z0)→ λΦ(z0), µn ≥ λ˜n
in K and (µn) is monotonically increasing. By Lemma 4.8 the sequence (µn) converges to a
regular conformal metric µ(z) |dz| with curvature −1 on K with λ˜(z0) = µ(z0) and λ˜ ≤ µ in
K. Lemma 3.2 shows that λ˜ = µ in K, which contradicts λ˜(z1) < λ(z1) ≤ µn(z1)→ µ(z1). 
4.3 The hyperbolic metric: Definition and basic properties
The family of all SK–metrics on a domain G is clearly a Perron family. Thus we obtain as a
special case of Theorem 4.12 the following result.
Theorem 4.13
Let ΦG be the Perron family of all SK–metrics on G. If ΦG 6= ∅, then
λG(z) := sup
λ∈ΦG
λ(z)
induces a regular conformal metric λG(z) |dz| of constant curvature −1 on G. In particular,
λG(z) |dz| is the (unique) maximal SK–metric on G.
Remark 4.14
We call λG(z) |dz| the hyperbolic metric on G. By Theorem 3.6 every domain with at least two
boundary points carries a hyperbolic metric. Note the obvious, but important monotonicity
property λD ≤ λG if G ⊆ D.
The Fundamental Theorem shows that the hyperbolic metric of the unit disk is given by
λD(z) |dz| = 2 |dz|1− |z|2 ;
the hyperbolic metric on the punctured unit disk D′ is
λD′(z) |dz| = |dz||z| log(1/|z|) ,
see Exercise 3.1 and Theorem 4.13.
In general, however, it is very difficult to find an explicit formula for the hyperbolic metric
of a given domain. It is therefore important to obtain good estimates for the hyperbolic
metric. We shall use the Gluing Lemma for this purpose and start with a lower bound for
the hyperbolic metric of the twice–punctured plane C′′.
Theorem 4.15
Let
logR :=
1
min
|z|=1
λC′′(z)
.
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Then
λC′′(z) ≥ 1|z| (logR+ ∣∣ log |z|∣∣) , z ∈ C′′ .
We shall later find the exact value of R, see Exercise 4.10 and Corollary 5.14.
Proof. We first consider the case z ∈ D′. By definition of R,
λC′′(z) ≥ 1logR =
1
|z| log(R/|z|) = λD′R(z) for z ∈ ∂D .
Thus the Gluing Lemma guarantees that
σ(z) :=
max{λC′′(z), λD′R(z)} for z ∈ D
′ ,
λC′′(z) for z ∈ C′′\D′,
induces an SK–metric on C′′, so σ(z) ≤ λC′′(z), which implies
λC′′(z) ≥ λD′R(z) =
1
|z| log(R/|z|) for z ∈ D\{0, 1} .
In a similar way (see Proposition 2.6) we get
λC′′(z) ≥ λ∆1/R(z) =
1
|z| log(R |z|) for z ∈ C
′′\D′ .
Combining both estimates completes the proof. 
It is now easy to show that the behavior of the hyperbolic metric λG(z) |dz| near an isolated
boundary point mimics the behavior of the hyperbolic metric λD′(z) |dz| of the punctured
unit disk near the origin.
Corollary 4.16
Let G be a domain with an isolated boundary point z0 ∈ C and hyperbolic metric λG(z) |dz|.
Then
lim
z→z0
(
|z − z0| log 1|z − z0|
)
λG(z) = 1 .
Proof. We may assume z0 = 0, D\{0} ⊂ G\{0} and 1 ∈ ∂G. Then λC′′(z) ≤ λG(z) ≤ λD′(z)
for any z ∈ D′, so Theorem 4.15 leads to
1
|z| log(R/|z|) ≤ λC′′(z) ≤ λG(z) ≤ λD′(z) =
1
|z| log(1/|z|) , z ∈ D
′ ,
which proves the Corollary. 
4.4 Completeness
Given a conformal metric λ(z) |dz| on G we define an associated distance function by
dλ(z0, z1) := inf
γ
Lλ(γ) = inf
γ
∫
γ
λ(z) |dz| ,
where the infimum is taken over all paths γ in G joining z0 and z1.
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Remark 4.17
If λ(z) |dz| is a conformal metric on G, then (G,dλ) is a metric space, see Exercise 4.11.
For instance, if we take the euclidean metric λ(z) |dz| := |dz| on G = C, then dλ is the
euclidean distance, dλ(z0, z1) = |z0− z1|. As another example, we briefly discuss the distance
induced by the hyperbolic metric λD(z) |dz| of the unit disk.
Example 4.18
We determine the distance dλ(z0, z1) associated to the hyperbolic metric λD(z) |dz| on the
unit disk D. We first deal with the special case z0 = 0 and z1 ∈ D\{0}. Let γ : [0, 1]→ D be
a path connecting 0 and z1 with γ(t) 6= 0 for all t ∈ (0, 1]. Then
LλD(γ) =
1∫
0
2 |γ′(t)|
1− |γ(t)|2 dt ≥
1∫
0
2 ddt |γ(t)|
1− |γ(t)|2 dt
s=|γ(t)|
=
|z1|∫
0
2 ds
1− s2 = log
(
1 + |z1|
1− |z1|
)
,
with equality if and only if γ(t) ≡ z1 t. Thus
dλD(0, z1) = log
(
1 + |z1|
1− |z1|
)
.
Now, let z0 and z1 be two distinct points in D and T a conformal self–map of D with T (z0) = 0.
By Exercise 2.1 λD(T (z)) |T ′(z)| = λD(z), so (2.2) implies LλD(γ) = LλD(T ◦γ) for each path
γ ⊂ D. This leads to
dλD(z0, z1) = dλD(T (z0), T (z1)) = dλD
(
0,
z1 − z0
1− z0 z1
)
= log
1 +
∣∣∣∣ z1 − z01− z0 z1
∣∣∣∣
1−
∣∣∣∣ z1 − z01− z0 z1
∣∣∣∣
 .
If λ(z) |dz| is a conformal metric on G, we can equip G with the ordinary euclidean metric
and get the metric space (G, | · |) and we also can equip G with the distance dλ coming
from λ(z) |dz| and get the metric space (G, dλ). Topologically, these two metric spaces are
equivalent.
Proposition 4.19
Let λ(z) |dz| be a conformal metric on G. Then the two metric spaces (G, | · |) and (G, dλ)
have the same open and compact sets.
Proof. We will prove that the identity maps (i) Id : (G, | · |)→ (G, dλ) and (ii) Id : (G, dλ)→
(G, | · |) are continuous.
(i) Pick z0 ∈ G and choose ε > 0. Since λ is continuous on G, there exists a δ > 0 such that
K := Kδ(z0) is compactly contained in G and
δ ·max
z∈K
λ(z) < ε .
Thus dλ(z, z0) ≤
∫
γ λ(z) |dz| ≤ δmaxz∈K λ(z) < ε for all z ∈ K, where γ is the straight line
connecting z0 and z.
(ii) Fix z0 ∈ G and let (zn) be a sequence in G with dλ(zn, z0) → 0 as n → ∞. Further, let
ε > 0 such that K := Kε(z0) ⊂ G and set
m := min
z∈K
λ(z) .
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Then there is an integer N such that
dλ(zn, z0) < mε
for all n ≥ N . We now assume that we can find some j ≥ N such that |zj − z0| > ε. In
particular, zj 6∈ K. Let γ : [0, 1] → G be a path joining z0 and zj . We set τ := inf { t ∈
[0, 1] : γ(t) 6∈ K }. Then γ˜ := γ|[0,τ ] is a path in K and we conclude
Lλ(γ) =
∫
γ
λ(z) |dz| ≥ m
∫
γ˜
|dz| ≥ mε .
This shows dλ(zj , z0) ≥ mε, contradicting our hypothesis. Thus |zn − z0| → 0 whenever
dλ(zn, z0)→ 0. 
However, even though the two metric spaces (G, | · |) and (G, dλ) are topologically equivalent,
they are in general not metrically equivalent. For instance, in (D, | · |) the boundary ∂D has
distance 1 from the center z = 0, but in (D,dλD) the boundary is infinitely away from z = 0.
This latter property turns out to be particularly useful, so we make the following definition.
Definition 4.20
A conformal metric λ(z) |dz| on G is called complete (for G), if
lim
n→∞dλ(zn, z0) = +∞
for every sequence (zn) ⊂ G which leaves every compact subset of G and for some (and
therefore for every) point z0 ∈ G.
Remarks 4.21
(a) If λ(z) |dz| is a complete conformal metric for G, then (G, dλ) is a complete metric
space in the usual sense, i.e., every Cauchy sequence in (G,dλ) converges in (G, dλ)
and, by Proposition 4.19, then also in (C, | · |) to some point in G.
(b) If λ(z) |dz| is a complete conformal metric on G and µ(z) ≥ λ(z) in G, then µ(z) |dz|
is also complete (for G).
Obviously, the euclidean metric is complete for the complex plane C and the hyperbolic
metric λD(z) |dz| is complete for the unit disk D, see Example 4.18.
Example 4.22
The hyperbolic metric λD′(z) |dz| on the punctured disk D′ is complete. By Exercise 2.2 we
have
λD(z) |dz| = (pi∗λD′) (z) |dz| ,
where pi : D → D′, z 7→ exp(−(1 + z)/(1 − z)), is locally one-to-one and onto. Now pick
z0, z1 ∈ D′ and let γ : [a, b]→ D′ be a path joining z0 and z1. Fix a branch pi−1 of the inverse
function of pi defined originally only in a neighborhood of z0 = γ(a). Then pi−1 can clearly be
analytically continued along γ and we get the path γ˜ := pi−1 ◦ γ ⊂ D. Thus we obtain
dλD(pi
−1(z0), pi−1(z1)) ≤ LλD(γ˜) = Lpi∗λD′ (γ˜)
(2.2)
= LλD′ (γ) ,
so, in particular,
dλD(pi
−1(z0), pi−1(z1)) ≤ dλD′ (z0, z1) .
The desired result follows from the latter inequality since |pi−1(z1)| → 1 if z1 → 0 or |z1| → 1.
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Theorem 4.23
The hyperbolic metric λC′′(z) |dz| is complete. In particular, the hyperbolic metric λG(z) |dz|
for any domain G with at least two boundary points is complete.
Proof. By Proposition 4.19 it suffices to show that for fixed z0 ∈ C′′ we have dC′′(zn, z0)→
+∞ for any sequence (zn) ⊂ C′′ which converges either to 0, 1 or ∞.
If zn → 0, then by making use of the estimate
λC′′(z) ≥ 1|z| log(R/|z|) = λD′R(z) , z ∈ D
′ ,
for some R > 0 (see Theorem 4.15), we deduce that dC′′(zn, z0) → +∞, since λD′R(z) |dz| is
complete for D′R, cf. Example 4.22.
In order to deal with the other cases, we note that Exercise 4.7 gives us
λC′′(z) = λC′′(T (z)) |T ′(z)| , z ∈ C′′ ,
for T (z) = 1/z and T (z) = 1− z. Hence in view of (2.2),
dC′′(z1, z0) = dC′′
(
1
z1
,
1
z0
)
,
dC′′(z1, z0) = dC′′(1− z1, 1− z0) .
This immediately shows dC′′(zn, z0)→ +∞ if zn →∞ and dC′′(zn, z0)→ +∞ if zn → 1. The
desired result follows. 
As an application, we now make use of the completeness of the hyperbolic metric to prove
Montel’s extension of the theorems of Picard.
Theorem 4.24 (The Big Montel Theorem)
The set of all holomorphic functions f : D→ C′′ is a normal family.
Proof. Let λ := λC′′ . For every holomorphic function f : D → C′′, the Fundamental
Theorem shows f∗λ ≤ λD, so
dλ(f(z1), f(z2)) ≤ dλD(z1, z2) , z1, z2 ∈ D .
Thus the family F := {f : (D, dλD)→ (C′′, dλ) holomorphic} is equicontinuous at each point
of D. We distinguish two cases.
1. Case: For each z ∈ D the set {f(z) : f ∈ F} has compact closure in (C′′, dλ). Then
Ascoli’s theorem (see [9, Thm. 0.4.11]) shows that every sequence in F has a subsequence
which converges locally uniformly in D to some function in F .
2. Case: There exists a point z0 ∈ D such that the closure of {f(z0) : f ∈ F} is not compact
in (C′′,dλ). Thus there is a sequence (fj) ⊂ F such that (fj(z0)) converges to either 0 or
1 or ∞. It suffices to consider the case fj(z0) → 0. Since dλ(fj(z), fj(z0)) ≤ dλD(z, z0) and
λC′′(z) |dz| is complete, it follows that fj(z)→ 0 for each z ∈ D. This convergence is actually
locally uniform in D, since otherwise one could find points zj ∈ D such that zj → z1 ∈ D
and |fj(zj)| ≥ ε > 0. But then, once again, the completeness of λC′′(z) |dz| would imply
+∞← dλ(fj(zj), fj(z0)) ≤ dλD(zj , z0)→ dλD(z1, z0) < +∞. Contradiction! 
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Exercises for Section 4
1. Show that there exists no SK–metric on the punctured plane C′.
2. Let λ(z) |dz| be a conformal pseudo–metric on G. Show that the following are equiva-
lent:
(a) λ(z) |dz| is an SK–metric on G.
(b) If D is compactly contained in G and µ(z) |dz| is a regular conformal metric with
constant curvature −1 on D such that
lim sup
z→ξ
λ(z)
µ(z)
≤ 1 for every ξ ∈ ∂D ,
then λ ≤ µ in D.
3. Show that the pullback of an SK–metric under a non–constant analytic map is again
an SK–metric.
4. Let λ(z) |dz| be an SK–metric on D′ such that
lim sup
z→0
λ(z) |z|α < +∞
for some α < 1. Let
λα(z) =
2 (1− α)|z|−α
1− |z|2 (1−α) .
Show that
λ(z) ≤ λα(z)
for all z ∈ D′.
5. Let
λn(z) =
2
(
1 + 1n
) |z| 1n
1− |z|2(1+ 1n )
.
Show that (λn) is a monotonically increasing sequence of densities of SK–metrics in D,
whose limit λ does not induce an SK–metric on D.
6. Use the Gluing Lemma to prove the following theorem of M. Heins ([13, Theorem
18.1]): Let G be a domain with a hyperbolic metric λG(z) |dz| and let D ⊆ G denote a
component of the complement of a compact subset K ⊂ G. Then λG/λD has a positive
lower bound on D\V for any neighborhood V of K.
7. Let T be one of the Mo¨biustransformations
1/z , 1− z , z
z − 1 .
Show that T ∗λC′′ = λC′′ and deduce λC′′(1/2) = 4λC′′(−1).
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8. (The Schwarz–Picard Problem on the sphere)
A point z0 ∈ Cˆ := C∪{∞} is called a conical singularity of order α ≤ 1 of an SK–metric
λ(z) |dz| defined in a punctured neighborhood of z0 if
log λ(z) =
{
−α log |z − z0|+O(1) as z → z0 6=∞
−(2− α) log |z|+O(1) as z → z0 =∞
if α < 1
log λ(z) =
{
− log |z − z0| − log (− log |z − z0|) +O(1) as z → z0 6=∞
− log |z|+ log log |z|+O(1) as z → z0 =∞
if α = 1 .
Now, let n ≥ 3 distinct points z1, . . . , zn−1,∞ ∈ Cˆ and real numbers α1, . . . , αn ≤ 1 be
given such that
n∑
j=1
αj > 2 . (4.1)
Choose δ > 0 such that
min
k 6=j
|zj − zk| > δ and |zj | < 1/δ for j = 1, . . . , n− 1 .
Let
λj(z) =

2 (1− αj) δ
1−αj |z − zj |−αj
δ2(1−αj) − |z − zj |2(1−αj)
if αj < 1
1
|z − zj | log(δ/|z − zj |) if αj = 1
for j = 1, . . . , n− 1, and
λn(z) =

2 (1− αn) δ
1−αn |z|−αn
δ2(1−αn) |z|2(1−αn) − 1 if αn < 1
1
|z| log(δ |z|) if αn = 1 .
(a) Denote by Φ the family of all densities of SK–metrics λ(z) |dz| on the n–punctured
plane G := C\{z1, . . . , zn−1} such that
lim sup
z→zj
λ(z)
λj(z)
≤ 1
for all j = 1, . . . , n. Show that Φ is a non–empty Perron family.
(b) Show that λΦ(z) := supλ∈Φ λ(z) induces the uniquely determined regular confor-
mal metric of constant curvature −1 on G with conical singularities of order αj at
zj for j = 1, . . . , n.
(Note: Condition (4.1) is also necessary (Gauss–Bonnet).)
9. Let Ωn := C′′\{e2piik/n : k = 1, . . . , n−1} for each positive integer n and let fn(z) = zn.
Show that λΩn(z) |dz| = (f∗nλC′′)(z) |dz|.
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10. The aim of this exercise is to show that min
|z|=1
λC′′(z) = λC′′(−1).
For η ∈ ∂D let λη(z) := λC\{0,η}(z).
(a) Show that λη(z) = λη(z).
(b) Use the Gluing Lemma to show that λη(z) ≤ λη(z) for all Im z > 0 if Im η > 0.
(Hint: Consider max{λη(z), λη(z)} on the upper half plane and λη(z) in the lower
half plane.)
(c) Now fix θ ∈ (−pi, 0) and let η := e−iθ/2. Verify that
λC′′(−eiθ) (a)= λη(−η)
(b)
≥ λη(−η) (a)= λC′′(−1) .
(d) Show in addition that θ 7→ λC′′(reiθ) is strictly decreasing on (0, pi) and strictly
increasing on (−pi, 0) for each r > 0.
11. Let λ(z) |dz| be a conformal metric on G. Show that (G, dλ) is a metric space.
Notes
Most of the material of this section and much more can be found in M. Heins [13], see also
S. Smith [43]. We again wish to emphasize the striking similarities of regular conformal
metrics of constant curvature −1 and SK–metrics with harmonic and subharmonic functions,
see Ransford [39]. Theorem 4.15 was proved by J. A. Hempel [14] (see also D. Minda [29]).
Different proofs for Corollary 4.16 were given by J. Nitsche [34], M. Heins [13, Section 18],
A. Yamada [47], S. Yamashita [48] and D. Minda [30]. The metric space (G, dλ) is an example
of a path metric space in the sense of Gromov [12]. The converse of Remark 4.21 (a) is the
Hopf–Rinow Theorem. It says that (G, dλ) is a complete metric space if and only if every
closed and bounded set in (G,dλ) is compact. See Gromov [12, Chapter 1] for a quick proof of
the Hopf–Rinow Theorem. For more information about normal families of analytic functions
and conformal metrics beyond Montel’s Big Theorem we refer to Grauert and Reckziegel
[11]. The Schwarz–Picard Problem (Exercise 4.8) was first solved by Poincare´ [38] in the case
α1 = . . . = αn = 1. The general case (even on a compact Riemann surface instead of the
sphere) was treated for instance by Picard [36, 37], Bieberbach [5], Lichtenstein [24], Heins
[13], McOwen [26, 27] and Troyanov [44]. See Lehto, Virtanen & Va¨isa¨la [23], Hempel [14],
Weitsman [46] and Minda [29] for Exercise 4.10. There one can find much more information
about monotonicity properties of the hyperbolic metric.
5 Constant Curvature
The pullback (f∗λD)(z) |dz| of the hyperbolic metric λD(w) |dw| under a locally univalent
analytic function w = f(z) from G to D is a regular conformal metric λ(z) |dz| on G with
constant curvature −1. We shall prove the following local converse.
Theorem 5.1 (Liouville)
Let λ(z) |dz| be a regular conformal metric of constant curvature −1 on a simply connected
domain G. Then there exists a locally univalent analytic function f : G→ D such that
λ(z) =
2 |f ′(z)|
1− |f(z)|2 , z ∈ G . (5.1)
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If g : G→ D is another locally univalent analytic function, then
λ(z) =
2 |g′(z)|
1− |g(z)|2 , z ∈ G ,
if and only if g = T ◦ f , where T is a conformal self–map of D.
Thus on simply connected domains conformal metrics of constant curvature −1 and bounded
locally univalent functions can be identified. More precisely, if G is a simply connected
domain with z0 ∈ G, let
Λ(G) := {λ : λ(z) |dz| regular conformal metric with κλ ≡ −1 on G}
and
H0(G) := {f : f : G→ D analytic and locally univalent with f(z0) = 0, f ′(z0) > 0} .
Then the map
Ψ : H0(G)→ Λ(G) , f 7→ λ = 2 |f
′|
1− |f |2 ,
is one–to–one.
Remark 5.2
The proof of Theorem 5.1 below will show that when G is not simply connected, then the
function f can be analytically continued along any path γ ⊂ G and (5.1) holds along the
path γ. We call the (multivalued and locally univalent) function f the developing map of the
constantly curved metric λ(z) |dz|. The developing map is uniquely determined by the metric
up to postcomposition with a conformal self–map of D.
Example
The conformal metric
λ(z) |dz| = |dz|√|z| (1− |z|)
on the punctured unit disk D′ has constant curvature −1. Its developing map (modulo nor-
malization) is the multivalued analytic function f(z) =
√
z.
5.1 Proof of Theorem 5.1
The proof of Theorem 5.1 will be split into several lemmas which are of independent interest.
We start off with the following preliminary observation, see Remark 6.3.
Remark 5.3
If λ(z) |dz| is a regular conformal metric of constant curvature −1, then the function λ is of
class C∞.
In order to find for a conformal metric λ(z) |dz| with constant curvature −1 a holomorphic
function f such that the representation formula (5.1) holds, we first associate to λ(z) |dz| a
holomorphic auxiliary function.
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Lemma 5.4
Let λ(z) |dz| be a regular conformal metric of constant curvature −1 on G and u(z) :=
log λ(z). Then
∂u2
∂z2
(z)−
(
∂u
∂z
(z)
)2
is holomorphic in G.
Proof. Since u is a solution to ∆u = e2u, we can write
∂2u
∂z∂z
(z) =
1
4
e2u(z) .
In view of Remark 5.3, we are allowed to differentiate this identity with respect to z. Hence
∂3u
∂z2∂z
=
1
2
e2u
∂u
∂z
= 2
∂2u
∂z∂z
∂u
∂z
=
∂
∂z
[(
∂u
∂z
)2]
,
and therefore
∂
∂z
[
∂2u
∂z2
(z)−
(
∂u
∂z
(z)
)2]
≡ 0 .

Definition 5.5
Let λ(z) |dz| be a regular conformal metric and u(z) := log λ(z). Then the function
Sλ(z) := 2
[
∂u2
∂z2
(z)−
(
∂u
∂z
(z)
)2]
(5.2)
is called the Schwarzian derivative of λ(z) |dz|.
The appearance of the constant 2 in this definition is motivated by
Example 5.6
If λ(z) |dz| has the form
λ(z) =
2 |f ′(z)|
1− |f(z)|2 ,
then the Schwarzian derivative of the metric λ(z) |dz| is equal to the Schwarzian derivative
of the analytic function f , that is
Sf (z) :=
(
f ′′(z)
f ′(z)
)′
− 1
2
(
f ′′(z)
f ′(z)
)2
= Sλ(z) . (5.3)
Thus, to find for a conformal metric λ(z) |dz| with constant curvature −1 a holomorphic
function f such that (5.1) holds, first one computes the Schwarzian derivative Sλ and then
solves the Schwarzian differential equation (5.3) for f . In order to guarantee that this program
works one needs to know that conformal metrics with constant curvature −1 are (modulo a
normalization) uniquely determined by their Schwarzian derivatives.
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Lemma 5.7
Let λ(z) |dz| and µ(z) |dz| be regular conformal metrics of constant curvature −1 on D such
that
Sλ(z) = Sµ(z)
for every z ∈ D and
λ(z0) = µ(z0) and
∂λ
∂z
(z0) =
∂µ
∂z
(z0)
for some point z0 ∈ D. Then λ(z) = µ(z) for every z ∈ D.
Proof. (a) Let u(z) = log λ(z) and v(z) = logµ(z). Then
∂u2
∂z2
(z)−
(
∂u
∂z
(z)
)2
=
∂v2
∂z2
(z)−
(
∂v
∂z
(z)
)2
(5.4)
for every z ∈ D and
u(z0) = v(z0) and
∂u
∂z
(z0) =
∂v
∂z
(z0) . (5.5)
We first show that
∂k+ju
∂zk∂z¯j
(z0) =
∂j+kv
∂zk∂z¯j
v(z0) (5.6)
for k, j = 0, 1, . . .. By Lemma 5.4 both sides of equation (5.4) are holomorphic functions in D
and it follows inductively from (5.4) and (5.5) that (5.6) holds for j = 0 and each k = 0, 1, . . ..
Since u is real–valued (5.6) is valid for k = 0 and every j = 0, 1, . . .. But then the partial
differential equation ∆u = e2u implies that (5.6) holds for all k, j = 0, 1, . . ..
(b) We note that v1(z) := e−u(z) and v2(z) := e−v(z) are (formal) solutions of the linear
equation
vzz +
Sλ(z)
2
v = 0 .
Thus we consider the auxiliary function (Wronskian)
W (z) :=
∂v1
∂z
(z) v2(z)− v1(z) ∂v2
∂z
(z) .
Then a straightforward calculation, using Sλ = Sµ, shows
∂W
∂z
(z) = 0 ,
so that W is antiholomorphic in D. But (a) implies that
∂kW
∂z¯k
(z0) = 0
for each k = 0, 1, . . ., so W ≡ 0 in D. Consequently,
∂
∂z
(
v1(z)
v2(z)
)
=
W (z)
v2(z)2
≡ 0 ,
i.e. v1/v2 is antiholomorphic in D. Since v1/v2 is real–valued in D it has to be constant
v1(z0)/v2(z0) = 1 by (5.5). Therefore u ≡ v. 
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Proof of Theorem 5.1. Let u(z) := log λ(z). Lemma 5.4 implies that Sλ(z) is a holomorphic
function in G. Fix z0 ∈ G. Then, as it is well–known (see [22, p. 53] or [21]), the initial value
problem
Sf (z) = Sλ(z)
f(z0) = 0 , f ′(z0) =
λ(z0)
2
, f ′′(z0) =
∂λ
∂z
(z0) ,
(5.7)
has a unique meromorphic solution f : G → C. Let D be the connected component of the
set {z ∈ G : f(z) ∈ D and f ′(z) 6= 0} which contains z0 and let
µ(z) :=
2 |f ′(z)|
1− |f(z)|2 , z ∈ D .
Example 5.6 and the choice of the initial conditions for f guarantee that the hypotheses of
Lemma 5.7 are satisfied in D, so λ(z) = µ(z) for each z ∈ D. It is not difficult to show that
this implies that D is closed (and open) in G, i.e., D = G and (5.1) holds for each z ∈ G.
Now assume that
λ(z) =
2 |g′(z)|
1− |g(z)|2 , z ∈ G ,
for some locally univalent holomorphic function g : G→ D. There is a conformal self–map T
of D with T (g(z0)) = 0 and (T ◦ g)′(z0) > 0. Then, by Exercise 2.1,
2 |(T ◦ g)′(z)|
1− |(T ◦ g)(z)|2 =
2 |T ′(g(z))|
1− |T (g(z))|2 |g
′(z)| = 2 |g
′(z)|
1− |g(z)|2 = λ(z) , z ∈ G .
Thus T ◦ g is a solution of the initial value problem (5.7) and therefore has to be identical to
f by uniqueness of this solution, so f = T ◦ g. 
5.2 Applications to the hyperbolic metric
Theorem 5.1 is of fundamental importance and has many applications. For instance, it can
be used to analyze the Schwarzian of the hyperbolic metric near isolated boundary points.
Theorem 5.8
Let G be a domain with an isolated boundary point z0 and hyperbolic metric λG(z) |dz|. Then
SλG has a pole of order 2 at z = z0 and
SλG(z) =
1
2 (z − z0)2 +
C
z − z0 + . . .
for some C ∈ C.
Proof. We may assume z0 = 0 and D′ ⊆ G. Let fn(z) = zn and λn(z) |dz| := (f∗nλG) (z) |dz|.
Then by Corollary 4.16,
λn(z) = λG(zn)n |z|n−1 = 1|z| log(1/|z|) µ(z
n) ,
where µ is a continuous function at z = 0 with µ(0) = 1. This shows that λn → λD′ locally
uniformly in D′ as n→∞. Exercise 5.2 and Liouville’s Theorem imply
SλG(z
n)n2z2n−2 +
1− n2
2 z2
= Sλn(z)→ SλD′ (z) =
1
2 z2
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locally uniformly in D′. Now a comparison of the Laurent coefficients on both sides immedi-
ately completes the proof. 
We now apply Liouville’s Theorem to complete conformal metrics of curvature −1.
Theorem 5.9
Let λ(z) |dz| be a regular conformal metric of constant curvature −1 on G. Then the following
are equivalent.
(a) λ(z) |dz| is complete.
(b) Every branch of the inverse of the developing map f : G → D can be analytically
continued along any path γ ⊂ D.
(c) λ(z) |dz| is the hyperbolic metric of G.
Proof.
(a) =⇒ (b): Let λ(z) |dz| be a complete conformal metric of constant curvature −1 in G. By
Liouville’s Theorem we have
λ(z) |dz| = 2 |f
′(z)|
1− |f(z)|2 |dz|
for some locally univalent (multivalued) function f : G → D. Without loss of generality we
may assume 0 ∈ G and f(0) = 0. We claim that the branch f−1 of the inverse function of f
with f−1(0) = 0 can be continued analytically along every path γ : [a, b]→ D with γ(a) = 0.
If this were false, then there exists a number τ ∈ (a, b) such that f−1 can be continued
analytically along γ : [a, τ) → D, but not further. Let τn ∈ [a, τ) with τn → τ and let
γn := γ|[a,τn]. Note that ∫
γn
λD(w) |dw| ≤
∫
γ
λD(w) |dw| ≤ C
for some constant C > 0. Let wn = γ(τn) and zn = f−1(wn). Then we get
dλ(zn, 0) ≤
∫
f−1◦γn
λ(z) |dz| =
∫
γn
λD(w) |dw| ≤ C .
As λ(z) |dz| is complete for G, the sequence (zn) stays in some compact subset of G, so
some subsequence converges to a point z∞ ∈ G. We may thus assume zn → z∞ ∈ G.
Hence γ(τ) ← wn = f(zn) → f(z∞), i.e. f(z∞) = γ(τ). Since f is locally univalent, it
maps a neighborhood of z∞ univalently onto a disk Kr(γ(τ)), that is f−1 can be continued
analytically to this disk. This, however, contradicts our hypothesis.
(b) =⇒ (c): Note that g := f−1 : D→ G is holomorphic and single–valued by the Monodromy
Theorem. Hence the Fundamental Theorem gives us
(g ∗λG)(z) ≤ λD(z) , z ∈ D .
But, by construction,
λD(z) = (g∗λ)(z) , z ∈ D .
Thus λG ≤ λ in G and therefore λ ≡ λG in G.
(c) =⇒ (a): This is Theorem 4.23. 
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Theorem 5.10 (Uniformization Theorem)
Let G be a domain with at least two boundary points. Then there exists a locally univalent,
surjective and analytic function pi : D→ G such that every branch of pi−1 can be analytically
continued along any path in G (pi is called a universal covering of G). If τ is another universal
covering of G, then τ = pi ◦ T for some conformal self–map T of D.
Proof. G carries an SK–metric, see Theorem 3.6, and thus possesses a hyperbolic metric
λG(w) |dw| by Theorem 4.13, which is complete by Theorem 4.23. Theorem 5.9 implies that
the every branch pi of the inverse of the developing map f : G → D can be analytically
continued along any path in D. By the Monodromy Theorem pi is an analytic function from
D into G. It follows from the construction that pi is locally univalent. Since f can also be
analytically continued along any path in G (see Remark 5.2) it follows that pi is onto. If τ is
another such function, then it is easy to see that τ = pi ◦T for some conformal self–map T of
D. 
Remark
Let λG(z) |dz| be the hyperbolic metric on G and pi : D → G a universal covering. Then
(pi∗λG)(z) |dz| = λD(z) |dz| by construction.
Corollary 5.11 (Riemann Mapping Theorem)
Let G ( C be a simply connected domain. Then there exists a conformal map f from G onto
D, which is uniquely determined up to postcomposition with a conformal self–map of D.
Proof. If G is simply connected, then the developing map f is a single–valued analytic
function and therefore a conformal map from G onto D. 
5.3 The twice–punctured plane
In case of the twice–punctured plane it is possible to derive explicit formulas for the hyperbolic
metric and its developing map.
Theorem 5.12 (Agard’s formula)
Let
K(z) :=
2
pi
1∫
0
dt√
(1− t2) (1− zt2) .
Then
λC′′(z) |dz| = |dz|
pi |z| |1− z| Re [K(z)K(1− z)]
and the developing map of λC′′(z) |dz| is given by
z 7→ K(1− z)−K(z)
K(1− z) +K(z) .
The proof of Theorem 5.12 relies on Liouville’s Theorem and the following lemma.
Lemma 5.13
Let λ(z) |dz| = λC′′(z) |dz| be the hyperbolic metric of C′′. Then
Sλ(z) =
1
2
[
1
z2
+
1
(z − 1)2 +
1
z (1− z)
]
.
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Proof. Theorem 5.8 shows that Sλ is analytic in C′′ with poles of order 2 at z = 0 and z = 1,
so
Sλ(z) =
1
2 z2
+
c1
z
+
1
2 (z − 1)2 +
c2
z − 1 + r(z) =
1
2 z2
+
1
2 (z − 1)2 +
(c1 + c2)z − c1
z(z − 1) + r(z) ,
where c1, c2 ∈ C and r is analytic on C. We analyze Sλ(z) at z = ∞. Let f(z) = 1/z and
observe that f∗λ = λ, so Sλ(z) = Sf∗λ(z) = Sf + Sλ(f(z)) f ′(z)2 = Sλ(1/z)/z4 in view of
Exercise 5.2. Hence
lim
z→∞ z
2Sλ(z) = lim
z→∞
1
z2
Sλ(1/z) = lim
z→0
z2Sλ(z) =
1
2
.
This forces r ≡ 0 and c1 = −c2 = 1/2. 
Proof of Theorem 5.12. We consider the simply connected domain G = C\((−∞, 0] ∪
[1,+∞)). Liouville’s Theorem gives us an analytic function f : G→ D such that
2 |f ′(z)|
1− |f(z)|2 = λC′′(z) , z ∈ G .
By Example 5.6 and Lemma 5.13, we know that f is a solution to
Sf (z) =
1
2
[
1
z2
+
1
(z − 1)2 +
1
z (1− z)
]
. (5.8)
We consider the hypergeometric differential equation
z(1− z)u′′ + (1− 2 z) u′ − 1
4
u = 0 , (5.9)
since every solution of (5.8) can be written as a fractional linear transformation of two linearly
independent solutions u1 and u2 of (5.9), see [33, p. 203 ff.]. It is well–known and easy to
prove (see Nehari [33, p.206 ff.]) that u1(z) = K(z), u2(z) = K(1 − z) are two linearly
independent solutions of (5.9) in G. Hence
f(z) =
a u2(z) + b u1(z)
c u2(z) + d u1(z)
for a, b, c, d ∈ C with ad− bc 6= 0 and thus
λC′′(z) = 2|ad− bc| |u
′
2(z)u1(z)− u2(z)u′1(z)|
|c u2(z) + d u1(z)|2 − |a u2(z) + b u1(z)|2 , z ∈ G .
Now, consider the Wronskian w := u′2u1 − u2u′1 of u1 and u2, which is a solution to
w′ = − 1− 2z
z (1− z) w .
As u1 is holomorphic in a neighborhood of z = 0 with u1(0) = 1 and
u2(z) = − 1
pi
log z + h1(z) log z + h2(z) ,
where h1 and h2 are analytic in a neighborhood of z = 0 with h1(0) = 0, cf. [1, 15.5.16 and
15.5.17]), we obtain
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u′2u1 − u2u′1 = −
1
pi
1
z (1− z) .
Consequently, if we set β := |ad− bc| and γ := cd− ba, we get
λC′′(z) =
2β
pi
1
|z| |1− z|
1
(|c|2 − |a|2) |u2(z)|2 + (|d|2 − |b|2) |u1(z)|2 + 2 Re
(
γ u1(z)u2(z)
) ,
for every z ∈ G. Now, if we let z → 0, then by the asymptotics of λC′′(z) at z = 0 described
in Corollary 4.16 we see that |a| = |c|. A similar analysis for z → 1 gives |b| = |d|. Hence
λC′′(z) =
β
pi
1
|z| |1− z| Re
(
γ u1(z)u2(z)
) . (5.10)
Applying Corollary 4.16 once more shows β = Re(γ). In addition, the continuity of λC′′(z)
in C′′ implies that γ is real. We thus arrive at
λC′′(z) |dz| = |dz|
pi |z| |1− z| Re [K(z)K(1− z)] .
Now, we are left to show that some developing map F : C′′ → D of λC′′(z) |dz| has the asserted
form. Here we will make essential use of the fact that with f also T ◦ f is a developing map
for λC′′(z) |dz|, when T is a conformal self–map of D. We have shown above that
f(z) =
a u2(z) + b u1(z)
c u2(z) + du1(z)
with |a| = |c|, |b| = |d| and cd − ba = |ad − bc| > 0 is a developing map for λC′′(z) |dz|.
Therefore,
F˜ (z) =
u2(z) +B u1(z)
u2(z) +Du1(z)
is also a developing map for λC′′(z) |dz| where B = b/a and D = d/c. Furthermore, |B| = |D|
and D −B > 0. This implies Re(B) < 0 < Re(D). Thus, z0 := (1 +B)/(1 +D) ∈ D and if
T (z) =
1− z0
1− z0
z − z0
1− z0z ,
then
F (z) = (T ◦ F˜ )(z) = u2(z)− u1(z)
u2(z) + u1(z)
=
K(1− z)−K(z)
K(1− z) +K(z)
is the desired developing map of λC′′(z) |dz|. 
Corollary 5.14
The density of the hyperbolic metric λC′′(z) |dz| at z = −1 has the value
λC′′(−1) =
Γ
(
3
4
)4
pi2
≈ 0.22847329.
Proof. Since K(1/2) =
√
pi/Γ(3/4)2 (see [1]), Exercise 4.7 and Theorem 5.12 give
λC′′(−1) = λC
′′(1/2)
4
=
1
piK(1/2)2
=
Γ
(
3
4
)4
pi2
.

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Figure 2: A plot of z 7→ log λC′′(z)
Exercises for Section 5
1. Let λ(z) |dz| be a regular conformal metric with constant curvature +1 on a simply
connected domain G. Show that
λ(z) =
2 |f ′(z)|
1 + |f(z)|2
for some locally univalent meromorphic function f on G.
2. Let λ(w) |dw| be a regular conformal pseudo–metric on G and f : D → G an analytic
map. Show that
Sf∗λ(z) = Sf (z) + Sλ(f(z)) f ′(z)2 .
Notes
Theorem 5.1 was apparently first stated by Liouville [25], but his proof is certainly not
complete by today’s standards. The proof given here is an adaption of the method of Nitsche
[34], whose presentation contains some gaps as well. Liouville’s theorem is also proved in
Bieberbach [5] and a very elegant geometric proof has been given by D. Minda (unpublished).
Theorem 5.8 is Theorem 1 (iii) in Minda [30], but can also be deduced from Nitsche’s result
in [34]. The methods of Minda and Nitsche are different from the short proof given above.
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6 Appendix
In this appendix we construct conformal metrics with constant curvature −1 on disks with
prescribed (continuous) boundary values (Theorem 4.7). It clearly suffices to consider the
case of the unit disk D. In this situation, Theorem 4.7 is equivalent to the following result.
Theorem 6.1
Let ψ : ∂D→ R be a continuous function. Then there exists a uniquely determined function
u ∈ C(D) ∩ C2(D) such that
∆u = e2u in D,
u = ψ on ∂D.
(6.1)
We shall use the following basic facts about the Poisson equation ∆u = q in D.
Theorem 6.2
Let q : D→ R be a bounded and continuous function. Then
w(z) := − 1
2pi
∫∫
D
g(z, ζ) q(ζ) dmζ
where g(z, ζ) = log
(∣∣1− ζz∣∣ / |z − ζ|) is Green’s function for D, belongs to C(D) ∩ C1(D).
If, in addition, q is continuously differentiable in D then w ∈ C2(D) and solves the boundary
value problem
∆w = q in D,
w = 0 on ∂D.
Moreover, if q ∈ Ck(D) for some k ≥ 1, then w ∈ Ck+1(D).
Remark 6.3
Theorem 6.2 shows that every C2 solution to (6.1) has the form
u(z) = h(z)− 1
2pi
∫∫
D
g(z, ζ) e2u(ζ) dmζ , z ∈ D , (6.2)
where h is continuous on D, harmonic in D and coincides with ψ on ∂D. If, conversely, a
bounded and continuous function u on D has the form (6.2) with a harmonic function h in
D which is continuous on D and has boundary values ψ, then u ∈ C2(D) and solves (6.1). In
particular, every C2 solution to ∆u = e2u is of class C∞.
Proof of Theorem 6.2. For the differentiability properties of w we refer to [10, p. 50 ff].
So, it remains to show that
lim
z→ξ
∫∫
D
g(z, ζ) q(ζ) dmζ = 0 .
Since ζ 7→ g(z, ζ) has no integrable majorant independent of z, we cannot make profit of the
fact that z 7→ g(z, ζ) vanishes continuously on the boundary of D. We need a more refined
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argument. For this we pick τ ∈ ∂D and choose ε > 0. Then we can find 0 < % < 1/4 such
that for any z ∈ D ∩K%/2(τ)∫∫
D∩K%(τ)
log
∣∣∣∣1− ζzz − ζ
∣∣∣∣ dmζ ≤ (log 2)pi %2 + ∫∫
K%(τ)
log
1
|z − ζ| dmζ
≤ (log 2)pi %2 +
∫∫
K2%(z)
log
1
|z − ζ| dmζ ≤ (log 2)pi %
2 + 4pi % ≤ ε .
If z ∈ D ∩K%/2(τ) and ζ ∈ D\K%(τ) then∣∣∣∣1− ζzz − ζ
∣∣∣∣ ≤ |1− ζτ |+ |z − τ ||τ − ζ| − |z − τ | = 1 +
|z−τ |
|τ−ζ|
1− |z−τ ||τ−ζ|
≤
1 + |z−τ |%
1− |z−τ |%
.
This implies that ∫∫
D\K%(τ)
log
∣∣∣∣1− ζzz − ζ
∣∣∣∣ dmζ ≤ pi log(%+ |z − τ |%− |z − τ |
)
≤ ε
if z ∈ D ∩K%/2(τ) is sufficiently close to τ . The result follows. 
The next lemma provides an important equicontinuity property of Green’s function.
Lemma 6.4
Let 0 < % < 1. Then for every z1, z2 ∈ D1−% with |z1 − z2| < %/4,∫∫
D
|g(z1, ζ)− g(z2, ζ)| dmζ ≤ pi (5/%+ 4 %) |z1 − z2| . (6.3)
Proof. Let z1, z2 ∈ D1−% such that |z1 − z2| < %/4. We first observe that
|g(z2, ζ)− g(z1, ζ)| ≤
∣∣∣∣log ∣∣∣∣z1 − ζz2 − ζ
∣∣∣∣∣∣∣∣+ ∣∣∣∣log ∣∣∣∣1− ζz21− ζz1
∣∣∣∣∣∣∣∣ ≤ ∣∣∣∣log ∣∣∣∣z1 − ζz2 − ζ
∣∣∣∣∣∣∣∣+ log(1 + |z1 − z2|%
)
.
Thus we have∫∫
D
|g(z1, ζ)− g(z2, ζ)| dmζ ≤ pi |z1 − z2|
%
+
∫∫
D
∣∣∣∣log ∣∣∣∣z1 − ζz2 − ζ
∣∣∣∣∣∣∣∣ dmζ .
Now let M = (z1 + z2)/2 be the midpoint of the line segment joining z1 and z2 and let
K = K%/2(M). Then we obtain∫∫
D
∣∣∣∣log ∣∣∣∣z1 − ζz2 − ζ
∣∣∣∣∣∣∣∣ dmζ = ∫∫
K
∣∣∣∣log ∣∣∣∣z1 − ζz2 − ζ
∣∣∣∣∣∣∣∣ dmζ + ∫∫
D\K
∣∣∣∣log ∣∣∣∣z1 − ζz2 − ζ
∣∣∣∣∣∣∣∣ dmζ
≤
∫∫
K
[
log
(
1 +
|z2 − z1|
|z1 − ζ|
)
+ log
(
1 +
|z2 − z1|
|z2 − ζ|
)]
dmζ +
∫∫
D\K
log
(
1 +
4 |z1 − z2|
%
)
dmζ
≤
∫∫
K%(z1)
log
(
1 +
|z2 − z1|
|z1 − ζ|
)
dmζ +
∫∫
K%(z2)
log
(
1 +
|z2 − z1|
|z2 − ζ|
)
dmζ +
4
%
pi|z1 − z2|
≤ 4pi % |z1 − z2| + 4
%
pi|z1 − z2| . 
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We are now in a position to give the
Proof of Theorem 6.1.
Uniqueness: Assume u and v are two solutions of the boundary value problem (6.1). Then
s(z) := max{0, u(z) − v(z)} is a non–negative subharmonic function in D and s(z) = 0 on
|z| = 1. By the maximum principle for subharmonic functions it follows that u(z) ≤ v(z) for
every z ∈ D. Switching the roˆles of u and v gives u(z) = v(z) for z ∈ D.
Existence: Suppose for a moment u ∈ C(D) ∩ C2(D) is a solution to (6.1). Then Theorem
6.2 implies that
u(z) = h(z)− 1
2pi
∫∫
D
g(z, ζ) e2u(ζ) dmζ , z ∈ D ,
where h is continuous on D, harmonic in D and coincides with ψ on ∂D.
This suggests to introduce the operator
T [u](z) := h(z)− 1
2pi
∫∫
D
g(z, ζ) e2u(ζ) dmζ ,
and to apply Schauder’s fixed point theorem.
To set the stage for Schauder’s theorem, let X be the Fre´chet space of all real–valued con-
tinuous functions in D equipped with the (metriziable) compact–open topology, and let
M := {u ∈ X : m ≤ u(z) ≤ h(z) for all z ∈ D} , where m := inf
z∈D
T [h](z) .
Note that m > −∞. In order to be able to apply Schauder’s fixed point4 theorem we need
to check the following properties:
The set M is closed and convex (in X). The operator T : M → X is continuous, maps M
into M , and T (M) is precompact.
Clearly, M is closed and convex. Next, we will prove T [M ] is precompact, by showing T [M ]
is a locally equicontinuous family and the set {Tu(z) : u ∈ M, z ∈ D} is bounded in the
reals. For that pick 0 < % < 1, let B1−% := {z ∈ C : |z| ≤ 1 − %} and fix ε > 0. Since
h is continuous on D there exists a constant δ′ > 0 such that |h(z1) − h(z2)| < ε/2 for all
z1, z2 ∈ D with |z1 − z2| < δ′. We now define
δ := min
{
δ′,
ε
C (5/%+ 4%)
,
%
4
}
,
where C := supζ∈D e2h(ζ). Then by Lemma 6.4 we have for all z1, z2 ∈ B1−% with |z1−z2| < δ
and for every u ∈M :
|T [u](z2)− T [u](z1)| ≤ |h(z2)− h(z1)|+ 12pi
∫∫
D
|g(z2, ζ)− g(z1, ζ)| e2u(ζ) dmζ
≤ |h(z2)− h(z1)|+ 12pi C
∫∫
D
|g(z2, ζ)− g(z1, ζ)| dmζ
≤ ε
2
+
1
2pi
C pi(5/%+ 4 %) · δ ≤ ε.
4compare [8, p. 90]
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Thus T [M ] is a locally equicontinuous set of functions on D. Moreover, for all u ∈M and all
z ∈ D
T [h](z) ≤ T [u](z) ≤ h(z) , (6.4)
which implies
min
ζ∈D
T [h](ζ) ≤ T [u](z) ≤ max
ζ∈D
|h(ζ)| for everyu ∈M and for all z ∈ D .
This shows {Tu(z) : u ∈M, z ∈ D} is bounded, so T [M ] is a precompact subset of X. Note,
estimate (6.4) also gives T [M ] ⊆M .
It remains to prove that T : M → M is continuous. Let (uk) be a sequence of functions in
M which converges locally uniformly in D to u ∈ M . We have to show that the sequence
(T [uk]) converges locally uniformly in D to T [u].
To do this, choose 0 < % < 1 and fix ε > 0. We shall deduce that |T [uk](z)− T [u](z)| < ε for
all z ∈ B1−% and all k ≥ k˜ for some k˜ independent of z.
For notational simplicity we set
C1 :=
1
pi
sup
ζ∈D
e2h(ζ) , C2 := sup
z∈D
∫∫
D
g(z, ζ) dmζ , C3 := 2 sup
ζ∈D
|h(ζ)|,
Now we choose 0 < r < %/2 such that
C1C3 log
(
2
r
)
pi (2r − r2) < ε
2
. (6.5)
Further, we can find an index k˜ ∈ N such that
sup
z∈B
|uk(z)− u(z)| < ε2C1C2 , k ≥ k˜ , (6.6)
where B := B1−r. We now obtain by equations (6.5) and (6.6) for z ∈ B1−%
|T [uk](z)− T [u](z)| =
∣∣∣∣∣∣ 12pi
∫∫
D
g(z, ζ) (e2uk(ζ) − e2u(ζ))dmζ
∣∣∣∣∣∣
≤ 1
pi
sup
ζ∈D
e2h(ζ) ·
∫∫
D
g(z, ζ) |u(ζ)− uk(ζ)| dmζ
≤ C1 sup
z∈B
|uk(z)− u(z)|
∫∫
D
g(z, ζ) dmζ + C1 2 sup
ζ∈D
|h(ζ)|
∫∫
D\B
g(z, ζ) dmζ
≤ ε
2
+ C1C3
∫∫
D\B
log
(
2
r
)
dmζ < ε .
Thus T : M →M is continuous.
Now Schauder’s fixed point theorem gives us a fixed point u ∈M of T , i.e.,
u(z) = T [u](z) = h(z)− 1
2pi
∫∫
D
g(z, ζ) e2u(ζ) dmζ .
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We claim u belongs to C(D) ∩ C2(D) and is a solution of (6.1).
Indeed, since ζ 7→ e2u(ζ) is bounded and continuous in D, the function u belongs to C(D) ∩
C1(D) by Theorem 6.2. This implies that the function ζ 7→ e2u(ζ) belongs to C1(D) and
applying Theorem 6.2 again proves that u ∈ C(D) ∩ C2(D) solves (6.1). 
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