Context. Scattering polarization measurements contain a wealth of information that needs a thorough interpretation. This often requires accounting for the non-local origin of photons with different frequencies and at different limb positions. Currently, modeling scattering polarization in several molecular C 2 lines simultaneously is only successful for lines with similar quantum numbers. More sophisticated models are needed to understand the dependence on quantum numbers and to reliably derive the strength of the turbulent magnetic fields using the differential Hanle effect. Aims. We have developed a non-LTE analyzing technique for the C 2 lines to determine the strength of turbulent magnetic fields and have applied it to observations obtained during our synoptic program at the Istituto Ricerche SOlari Locarno (IRSOL). Methods. The influence of magnetic fields on scattering polarization can be interpreted differentially, i.e., by comparing several spectral lines within one spectral region. Through the application of the differential Hanle effect and non-LTE 1D radiative transfer, we are able to infer a magnetic field strength from the photospheric C 2 lines around 5141 Å. Compared to previous models we include the effect of collisions and investigate their dependence on the total angular momentum number J. Results. We carry out a detailed parameter study to investigate the influence of model parameters on the resulting scattering polarization. A good fit can now be obtained for spectral lines from different C 2 triplets. For the 78 measurements obtained during the solar minimum in 2007-2009 we infer a mean magnetic field strength of 7.41 G with a standard deviation of 0.76 G.
Introduction
Coherent scattering processes in the solar atmosphere produce a linearly polarized spectrum, which is called second solar spectrum (Ivanov 1991; Stenflo & Keller 1997) and poses a challenge to current modeling. Different physical processes for the continuum and line polarization, including magnetic fields and collisions, have to be taken into account to model this spectrum. Turbulent magnetic fields can modify scattering polarization via the Hanle effect (e.g., Stenflo 1994) . Therefore, the second solar spectrum is a very important diagnostic of weak fields, which fill most of the solar atmosphere. Their properties and evolution are important for understanding the solar magnetism. However, determining their field strength is not straightforward and may be influenced by other processes in the atmosphere.
By analyzing the Q/I amplitude ratios of several spectral lines with a similar formation height and different quantum mechanical parameters such as Landé factors, it is possible to eliminate many unknown parameters and derive the magnetic field strength. This differential approach is very useful for the Hanle effect in molecular lines because molecules are often observed in bands and the Landé factors within multiplets or branches of molecules can differ significantly (see e.g., Berdyugina et al. 2002; Trujillo Bueno 2003; Berdyugina & Fluri 2004 ).
In our first paper (Kleint et al. 2010 , hereafter Paper I) we applied this approach to the molecular C 2 lines of the Swan system (d 3 Π − a 3 Π) around 5141 Å and constrained the magnetic field strength to be at least 4.7 ± 0.2 G. This spectral region shows six prominent C 2 lines in two triplets, each with a different sensitivity to the magnetic field and similar other parameters. The R-triplet including R 1 (14), R 2 (13) and R 3 (12) is resolved and unblended. The adjacent P-triplet with P 1 (42), P 2 (41) and P 3 (40) is also unblended but unresolved. Three amplitude ratios are sufficient for a unique determination of the magnetic field from these lines (Berdyugina & Fluri 2004) . In Paper I we used the ratios R 1 /R 2 , R 3 /R 2 and R 2 /P (P = P 1 + P 2 ), as well as P/P 3 to exclude magnetic fields stronger than 80 G. We found that the magnetic field strength can be evaluated only from lines with similar quantum numbers, while the observed amplitude ratios between two different C 2 triplets cannot be reproduced. We concluded that this could be because of neglected differences between the triplets, e.g. collision rates. Therefore, the resulting field strength was only a lower limit.
Here we present a more detailed radiative transfer modeling. We use 1D NLTE radiative transfer (see Sect. 2) to synthesize C 2 spectra and fit the data from Paper I. All synoptic data were taken at IRSOL with the ZIMPOL2 system in intervals of 2 to 3 weeks, starting in December 2007 and until the end of 2009. For the current paper, we use a selection of the synoptic data set, A&A 536, A47 (2011) excluding all measurements outside of a range of heliocentric angles 0.07 < µ < 0.13. As described in Paper I, µ is accurately determined through a calibration using the amplitude of a magnetically less sensitive C 2 line.
The use of radiative transfer allows us to include the previously neglected influence of collisions and the depolarization of the continuum and to investigate their effects on amplitude ratios. Earlier modeling of various spectral lines (e.g., Faurobert & Arnaud 2003; Trujillo Bueno et al. 2006 ) have resulted in different magnetic field strengths, ranging from a few Gauss to hundreds of Gauss for the turbulent magnetic field. While we were able to exclude the presence of stronger fields (above 80 G) for the C 2 lines with the simple line-ratio model and set a lower limit of 4.7 G, our goal is to obtain a more accurate field strength when taking into account more radiative transfer effects.
We explain the model in Sect. 2 and carry out a parameter study in Sect. 3. The data are compared with the model in Sect. 4. The average magnetic field strength calculated from the 78 measurements obtained during the solar minimum is found to be 7.41 G with a standard deviation of 0.76 G.
Radiative transfer model

Basic assumptions
In Paper I we employed a simple model expressing the C 2 polarization amplitudes via a number of line parameters, including the intrinsic line polarizability W 2 and the depolarization factors due to the Hanle effect W H and collisions W c (Berdyugina & Fluri 2004) . This model was further simplified by assuming that W c = 1 for all C 2 lines. We found however that this model cannot produce a sufficiently good fit to our current data sets for the R-and P-triplets with very different total angular momentum numbers. To investigate the possibility to fit both triplets simultaneously, we now apply a more consistent approach using radiative transfer, similar to the one employed by Holzreuter et al. (2005) and Shapiro et al. (2011a) who applied it to the first and second solar spectrum in strong chromospheric lines and the CN violet system, respectively. While a detailed description of the code can be found in those papers, we will emphasize the differences and required changes for our modeling.
The scattering process is a radiative excitation followed by an emission of a photon. Each photon can be produced through different excitation processes. For each C 2 line, we take into account nine radiative excitation processes as shown in Fig. 1 , each corresponding to absorption. Transitions with the same initial and final states are called Rayleigh scattering, the others are Raman scattering. In principle, all these transitions have to be calculated and treated separately and the line source function has contributions from all of them. Also, contributions from other vibrational states should be included, but we verified them to be negligible. In addition to the scattering processes, thermal absorption and emission take place as well.
Thus, the line source function consists of two terms: scattering and thermal part. For the ith line it is S i l ≡ S i l (τ, ν, µ) and within the CRD approximation it can be written as
The variables µ and µ indicate the outgoing and incoming directions of photons, respectively, and ν and ν the outgoing and 
where I j sc is the intensity part of the jth scattering integral, γ C is the total collisional exciting rate, γ j R is the radiative exciting rate from the lower level j. The total collisional rate is defined as the sum of rates of all possible collisional excitation processes. The coefficients δ th and δ j sc define the parts of the thermal and scattered photons
To simplify the calculations, we substituted the total exciting collision rates by the total decay rates. Both rates are equal in LTE, and we have verified that they are so close to each other in our case that no significant error is introduced.
The considered C 2 lines are optically thin in the solar atmosphere. Using the second solar spectrum atlas (Gandorfer 2000) we verified that none of the absorption lines, which excite the upper level of our lines of interest, are blended with other strong lines (I/I c is always larger than 0.85). Hence, the values of the scattering integrals in Eq. (1) differ only by the intrinsic polarizability factors W 2 and Einstein coefficients, which both depend on the line quantum numbers (see Berdyugina et al. 2002) . In particular, the main contribution is owing to P-and R-branch transitions (∆J = ±1) since the Q-branch (∆J = 0) is much weaker. To simplify the matter, we considered only the Rayleigh scattering integral but with the effective scattering polarizability that is calculated as a weighted mean of the nine polarizabilities with the Einstein coefficients for absorption being the weights. A similar approach was used by Landi Degl'Innocenti (2006 who analytically calculated the polarizability factors for diatomic molecules in an intermediate Hund's case (a-b). We calculated the level structure and the Einstein coefficients numerically, using matrix elements for the effective Hamiltonian listed by Brown & Merer (1979) and Brazier et al. (1986) . The level structure includes shifts due to orbit-rotation coupling, which normally for levels with a non-zero orbital momentum results in the Λ-doubling effect. In the case of C 2 , rotational levels shift up or down in energy depending on the parity. The normalization of Einstein coefficients was according to Whiting & Nicholls (1974) , but without the Λ-doubling perturbation, which is consistent with Trujillo Bueno et al. (2006) and differs by factor of two from Berdyugina & Fluri (2004) . Using numerical values was easier with our approach but the result of both methods would be similar. We evaluated that the error induced by our effective polarizabilities is not larger than 5% and does not affect our conclusions. This is in contrast to e.g. the CN violet system where Raman scattering plays an important role because those lines are optically thick (Shapiro et al. 2011a ). Some of the parameters that were used for the calculations are given in tables in Paper I and in Berdyugina & Fluri (2004) . The full line list containing main and satellite branch transitions in several vibrational bands is available upon request. The band oscillator strengths were taken from Curtis et al. (1976) , while the molecular constants were obtained from Prasad & Bernath (1994) .
The actual calculation was done in two steps, analogous to the approach by Holzreuter et al. (2005) . First, Stokes I and opacities were calculated. The statistical equilibrium in the C 2 lines is solved with the 1D version of the NLTE radiative transfer code (hereafter RH-code) written by Uitenbroek (2001) . The code is employing the multilevel accelerated lambda iterations (MALI) method by Rybicki & Hummer (1991 , 1992 . To make the calculations less time-consuming, the statistical equilibrium equations were solved only for electronic-vibrational states, while populations of rotational levels within one vibrational state were assumed to obey the Boltzmann law. The molecular number densities were calculated by solving the chemical equilibrium equations, using the solar abundances by Grevesse & Anders (1991) . The CNO abundances that are important for the C 2 equilibrium are C = 8.6, N = 8.0 and O = 8.93 with respect to hydrogen H = 12 in the logarithmic scale. Molecular partition functions and equilibrium constants were calculated with the polynomial approximation by Sauval & Tatum (1984) .
In the second step, the intensity and opacities calculated by the RH-code were used as input for the second code POLY by Fluri & Stenflo (2003) . This code iteratively solves the polarized radiative transfer equation for Stokes Q/I, assuming that polarization does not affect the opacity. This is a valid assumption for our case because of the low polarization degrees (<1%). The continuum polarization is calculated according to Stenflo (2005) .
Model parameters
1D radiative transfer with standard solar model atmospheres is not able to reproduce Stokes I/I c and Q/I simultaneously.
Models that give a reasonable intensity fit, produce very small Q/I signals owing to a lack of radiation anisotropy (Holzreuter & Stenflo 2007) . To overcome this problem we follow the approach of Shapiro et al. (2011a) and introduce a free parameter f , which allows us to account for the missing anisotropy at higher layers of 1D model atmospheres (see Sect. 3.4).
We assume a turbulent, isotropic, single-valued magnetic field, constant over the formation heights of our C 2 lines. The magnetic field strength B is a free parameter, and determining its value is our main goal.
The collision rates for the C 2 transitions were never measured in the laboratory for conditions similar to those on the Sun. Therefore, there are big uncertainties in their values as well as dependence on temperature and pressure. Following a theoretical development by Derouich (2006) , we assumed that C 2 collision rates vary with temperature T and the hydrogen concentration N H as γ C ∝ T 0.3 N H . Then, we chose the branching coefficient δ th at the height of 220 km above τ 5000 = 1 as a free parameter ρ C = δ th (220 km). This height corresponds to the maximum of the Stokes I contribution function for the selected lines at the limb distance µ = 0.1. Because of the high pressure gradient over the formation region of the C 2 lines, δ th is changing quickly.
Using these free parameters, a good fit can be found for either the R-triplet with lower J numbers or the P-triplet with higher Js, but not for both simultaneously. These triplets have a somewhat different absorption depth, but they are both still optically thin. For µ = 0.1 the continuum is depolarized to 87% of its value in the line cores of the R-triplet lines and to 68% for the line core of P 1 and P 2 . Our calculations show that the larger absorption in the P-triplet cannot account for the observed difference in Q/I. Also, the triplets form at about the same height in the solar atmosphere, which is seen from their contribution functions. A possible explanation for their difference might be that collisions affect the triplets differently. For instance, Derouich (2006) predicted that collision rates should decrease with increasing J. Since J of our P lines (40 ≤ J ≤ 42) are significantly higher than those of the R lines (12 ≤ J ≤ 14), one can expect higher collision rates for the R-triplet. To account for this behavior we introduced a free parameter ρ J describing the ratio between collision rates for different J numbers. In our case, ρ J = γ C (12 ≤ J ≤ 14) / γ C (40 ≤ J ≤ 42), which corresponds to the ratio of the collision rates of the two triplets.
These four parameters, namely B, f , ρ C and ρ J , allow us to obtain a good fit to the observed spectra using a χ 2 -minimization.
Parameter study
The radiative transfer approach allows us to investigate the dependence of calculated spectra and line amplitude ratios on model parameters. Our parameter study is described in the following sections.
Atmosphere model
We simulated spectra using the standard atmospheres from Fontenla et al. (1993) : FAL-C for the averaged quiet Sun, FAL-A for the faint supergranule cell interior and FAL-P for a plage. The polarization amplitude ratios were found similar for all atmospheres for a fixed set of other free parameters. The absolute value of the polarization was significantly lower for the FAL-P model, which can be explained by the different temperature A&A 536, A47 (2011) Fig. 2 . Measured intensity spectrum (dotted) and model calculation (solid). Only C 2 lines were taken into account for the calculation, which explains the differences to the observed, deep atomic absorption lines. Some small differences in the C 2 lines may be caused by vignetting effects, which could not be fully removed because flatfields were not available for the observations. structure of this atmosphere. For our final calculations we used FAL-C and adjusted its radiation anisotropy. This model, combined with our molecular constants and the element abundances from Grevesse & Anders (1991) , results in C 2 intensity profiles that agree well with the measurements, as can be seen in Fig. 2 .
Collisions
In all previous models for C 2 lines, the effect of collisions was considered in a simplified way. Our NLTE radiative transfer model allows us to consistently take collisions into account and investigate their influence on polarization. In the POLY code, depolarization because of the Hanle effect is calculated using the equation
where g L is the upper level Landé factor, Γ R the radiative decay rate, γ I the inelastic collision rate, and D (2) the rate of depolarizing elastic collisions.
The elastic and inelastic collisions enter into Eq. (4) in the same way, therefore we cannot distinguish between them. Thus, we treat the sum D (2) +γ I as one height-dependent variable. Zero value of the ρ C parameter corresponds to calculations without collisions (D (2) + γ I = 0). The collisional term goes to infinity for ρ C → 1 which yields Γ H → 0. For the comparison without collisions, this collisional term was set to zero for all heights.
The collision rates also enter via the branching factors ε i in the source function given by Eq. (1). For the comparison without collisions, we have set the thermal part of the source function to zero, i.e. ε i th = 0. These branching factors are determined from ρ C via δ th (see Eq. (2)). For example, if ρ C is close to 1, then collisions dominate and the source function is close to the Planck function (pure LTE). For ρ C = 0 we have the opposite case where the source function is given by its scattering part without any contribution from the Planck function ( j ε i, j sc = 1 and ε i th = 0). Figure 3 shows a comparison between line ratios including collisions (top panels, ρ C = 0.05) and without collisions (bottom panels, D (2) + γ I = 0 and ε i th = 0). The left panels are magnifications of the plots on the right with a smaller range of magnetic field values. The effective W 2 values were used, as defined in Sect. 2.1, which explains the small differences to the plots of Berdyugina & Fluri (2004) for the case without collisions. It is visible that the R 2 /P ratio is rather high because the J-dependent collisions were neglected in this plot (ρ J = 1), making it impossible to fit our new observations (see Paper I). The comparison shows that the ratios change significantly when the effect of collisions is included. The collisions mainly influence how fast the ratios increase or decrease with magnetic field but the shape of the curves is very similar for both cases. Basically, the main difference is the scaling of the B-axis because of the collisional term in the denominator of Eq. (4).
Magnetic field strength
The different sensitivities of the C 2 lines to the magnetic field strength is the key to our differential Hanle interpretation. The decrease of the amplitudes from 0 G to 300 G is presented in Fig. 4 . The simulation was performed for realistic parameters: µ = 0.11, ρ J = 1.5 and ρ C = 0.05. The left panel shows the fast decrease of the amplitudes of R 1 (solid) and R 3 (dash-dotted) which have the lowest critical field of our observed lines, i.e. depolarize the fastest. Their amplitude is nearly constant above 100 G. The amplitudes of R 2 (dashed) and P (dotted) decrease slower. P is a combination of P 1 and P 2 where the first line has a rather low critical field strength (58 G) and the second line has the highest critical field strength of our sample (1622 G). These values of the critical field strength correspond to 75% line depolarization (Paper I). In the right panel, the region from 0 G to 100 G is shown. The curves show the decrease of the amplitudes in percent with respect to the zero magnetic field case. The amplitudes of R 2 and P are less affected by the magnetic field than R 1 and R 3 . This was already used for the calibration of our observed limb distances in Paper I.
Radiation anisotropy
Model atmospheres are empirically constructed to fit the solar intensity spectrum. The scattering polarization scales with the anisotropy, which is mainly given by the temperature gradient of the atmosphere. An average temperature structure that may produce a good fit to Stokes I will almost always underestimate the actual, local anisotropy of the radiation field and result in a too low polarization for Stokes Q. The solar atmosphere is highly inhomogeneous, especially in its higher layers (Ayres & Testerman 1981) , but this anisotropy is averaged out in 1D atmosphere models (Uitenbroek & Criscuoli 2011) . A first approach may include adjusting the temperature structure of the model atmosphere to fit Q/I but this will result in a bad fit for the center-to-limb variation of Stokes I. Even when two or more atmospheric components are used for fits, it is not possible to simultaneously fit Stokes I and Q/I for different heliocentric angles. This is a well-known problem in 1D radiative transfer modeling and may be solved by adding additional anisotropy, which only influences Stokes Q (Holzreuter & Stenflo 2007; Shapiro et al. 2011a ). Similarly to Shapiro et al. (2011a) , we introduce an additional factor f in the Q component of the source function. The exact formulae for f can be found in that paper.
The additional radiation anisotropy f can be constrained through additional observations and therefore does not have to be treated equally to the other free parameters. We have repeatedly measured the center-to-limb variation of the Q/I amplitude of the lines and, in case of THEMIS measurements, 4 . Variation of the absolute Q/I including the continuum polarization with magnetic field. The parameters used for the simulation are: ρ C = 0.05, ρ J = 1.5 and µ = 0.11. Left panel: the amplitudes of R 1 (solid) and R 3 (dash-dotted) decrease very fast and are nearly fully depolarized above 100 G. The critical field strengths of R 2 (dashed) and P (dotted) are higher. Right panel: magnification of the region from 0 G to 100 G. The y-axis is scaled with the zero magnetic field Q/I value, i.e. shows the amplitude decrease in percent. Because the continuum polarization is included and not only the line polarization is shown, the ratio does not necessarily decrease to 20% for high B.
also the center-to-limb variation of the continuum polarization. We therefore adjust the effective polarizability of the continuum (see Stenflo 2005) and the additional anisotropy factor to fit the observations using the FAL-C atmosphere model. The additional anisotropy is correlated with the collisions ρ C , and corrections to the unknown height-dependence of δ sc may be induced through f . Therefore, it can not be excluded that a slightly different f with accordingly different collisions ρ C may lead to the same spectra, but as shown in Fig. 9 , the determination of the magnetic field is independent. Figure 5 is similar to Fig. 6 of Paper I and shows the P polarization amplitude with limb distance (left panel) for different additional anisotropy functions f (right panel). It can demonstrate how the final f was found. Without any additional anisotropy (triangles, left panel), the calculated Q/I amplitudes are significantly below the measured levels (dashed line, left panel). A constant f , as used by Shapiro et al. (2011a) , cannot reproduce the measured µ dependence in our case. The physical mechanisms that influence the additional anisotropy could be different for the optically thick CN lines and the optically thin C 2 lines. For example, the scattering polarization of CN and C 2 may originate from different regions on the solar surface. The figure shows that the largest correction in anisotropy was required for measurements that were taken close to the limb. A linearly increasing f (solid line, right panel and diamonds, left panel) can reproduce the observed amplitudes very well. Because the differences in formation height at different limb distances are quite small (less than 100 km), f needs to be steeply increasing. Only the P amplitude is shown in our figure for clarity, but to find the final f , the slope of f was varied until the A47, page 5 of 9 A&A 536, A47 (2011) Fig. 6 . When the collision rates of the R triplet are enhanced by a factor of ρ J compared to the P triplet, the R lines show additional depolarization. These J-dependent collisions were predicted by Derouich (2006) and were necessary to obtain good fits to the observed spectra. The parameters used to produce this figure are ρ C = 0.05, B = 7 and µ = 0.11. calculated R 2 and P amplitudes agreed with the observations for a non-zero value of ρ C . The result was well-defined for a given choice of ρ C and did not change when the magnetic field was changed. The R 2 and P amplitudes were chosen because they are least affected by the magnetic field. Figure 6 shows the effect of J-dependent collision rates for the observed P and R triplets. The code was modified for our desired R triplet around 5141 Å only, while other R triplets, partly visible in the figure, are not affected. The numbers ρ J denote the factor between the collision rates. While Derouich (2006) predicted a factor of ∼5.5, we found that a lower factor is needed (see Table 1 ). Because we cannot distinguish between elastic and inelastic collisions in the code and the prediction was for elastic collisions only, this difference is well possible.
J-dependence of the collisions
Fitting the observations
We calculate the χ 2 -minimization comparing the simulations with the observations, and obtain the collision rates, the J-dependent collisions and the value of B from the best fit. In this section we calculate the model fits to the 78 synoptic observations with limb distance 0.07 < µ < 0.13 from Paper I including the peculiar measurement ms 080509 and to the atlas of the second solar spectrum (Gandorfer 2000) . The minimization was calculated using three wavelength points of each of the C 2 peaks, giving a total of 18 data points per observation. In this way the P and R triplets are weighted equally and since the wavelength points are chosen close to the maximum values of each peak, the amplitude ratios of each best fit agree well with the amplitude ratios of the respective observation. We minimize the χ 2 -value defined as
where σ obs denotes the noise of the observed Q/I spectrum. The filling factor α of the turbulent magnetic field was assumed to be α = 1 in agreement with the results of Paper I. The best fits (smallest χ 2 ) are shown in Fig. 7 for an average synoptic observation, the atlas and ms 080509 (from top to bottom). The observations (dotted), always averaged over the slit, and the calculations (solid) were shifted so that the continuum is at the zero level. The parameters for each best fit are given in Table 1 .
The limb distance (µ) was a fixed parameter, determined for each observation separately as described in Paper I. The model was calculated for steps of ∆µ = 0.01 and linearly interpolated for each observation. It was verified that within these small steps of µ, a linear interpolation results in a relative error of less than 1% that is lower than the noise level of our observations. The parameters, especially the magnetic field, are well constrained. Of all measurement, the lowest obtained magnetic field is 6.0 G and the highest amounts to 9.7 G. The deviations in the collision factor and ρ J are slightly larger because they are both coupled with our additional anisotropy. As mentioned before, we chose an additional anisotropy linearly increasing with height. Our simplification may not be entirely correct and therefore, for measurements with different µ and thus line formation heights, one may need different collision rates to depolarize the lines to their "best fit". This is indeed the case, as all of the lowest occurring collision rates (0.03) are for µ < 0.08. The magnetic field however will not be affected because of the differential Hanle effect.
The J-dependent collision factor is coupled in a similar way: the difference in the formation heights of the P and R lines gets larger for measurements taken closer to the solar limb. Therefore, P and R then each get a different amount of additional anisotropy and collisions. Thus, ρ J is correlated with the limb distance of the observations.
The errors for the single measurements, which were determined from χ 2 -contours, are comparably large, because similar amplitude ratios can be reached with different combinations of B, ρ J and ρ C . Figure 8 shows the contours of constant χ 2 -values for the atlas observation for a fixed ρ J = 1.2. Contours for the synoptic measurements are similar, although generally smaller because their noise level is lower. In Paper I, the derived error bars were smaller because they were determined directly from A47, page 6 of 9 L. Kleint et al.: Solar turbulent magnetic fields: Non-LTE modeling of the Hanle effect in the C 2 molecule Fig. 7 . Best fits for Q/I (solid), as determined by the χ 2 -minimization, to an example synoptic observation, the atlas and ms 080509 (dotted, from top to bottom). Blend lines (Fe  and Cr ) were not included for the calculations which explains the large differences below 5139.8 Å.
the measurement noise and collisions were neglected. Here, the collisions can compensate for variations in magnetic fields (see Fig. 8 ) and therefore, we cannot conclude on any variability between the synoptic measurements and the atlas. The measurement noise, σ obs , was taken from the observations as the standard deviation of Q/I of a region without spectral lines. If σ obs was overestimated, then the errors of the single measurements would be smaller. Deriving the error bars from levels of constant χ 2 -values assumes that the errors are distributed normally. However, systematic errors may be present and in that case, the current error bars may be underestimated. Because the actual collisions rates on the Sun are unknown, it is not possible to restrict the field strength more exactly. The error bars get smaller with better statistics. Therefore, it certainly is worthwhile to continue the synoptic program and compare the atlas measurement with future measurements taken during more active phases. The errors given in Table 1 , namely the standard deviation and the error of the mean, both assume that the errors are distributed normally, which we cannot reliably determine with the current number of measurements because statistical tests are inconclusive. If the errors follow a normal distribution, then the error of 2 -values (confidence levels {68.3%, 95.4%, 99.7%}, solid lines; two degrees of freedom) for fits to the atlas observation. ρ J was fixed and the contours were calculated for the µ-value of the observation. The dotted ellipse represents a confidence interval of 68.3% for one degree of freedom. It is used to derive the errors of the single parameters by projections onto one dimensional intervals (see Press et al. 2002) . 8.1 ± 0.8 0.047 ± 0.003 1.4 ± 0.1
Notes.
( * ) Averages of 78 synoptic measurements with 0.07 < µ < 0.13, their standard deviations σ and their errors of the mean. To obtain errors of the mean, the standard deviations are divided by √ 78, assuming a normal distribution of the errors. the mean may be calculated as σ/ √ 78, which would equal to 0.09 G. In this case, increasing the number of measurements and thus the statistics, would lower the value of the error bars.
Even though a good fit is found for ms 080509 , it does not reproduce the observed R 1 /R 2 ratio. It is 0.56 in the model but 0.47 in the observation. We cannot provide a definitive explanation for ms 080509 . It is unlikely that the collision rates were different on one specific date at one specific place in the Sun. What may be possible is a change in the anisotropy. Even though our slit subtends 180 there could be a small chance to place it over a region with anomalous anisotropy. The anisotropy in our model was fixed using (average) polarization amplitudes and because anisotropy, collision rates and magnetic field are linked, it could explain the result of the fit. Also, the iron lines are more depolarized for this specific measurement and the broad wing of the line next to R 1 could influence the ratio. In conclusion, we cannot absolutely rule out any of the possibilities and can only speculate about this measurement.
While some of the other variables are correlated with each other (like ρ J and µ, for example), the magnetic field is independent when comparing the different measurements of our dataset. The scatter plots in Fig. 9 show the lack of correlation for the magnetic field B and the collision factor ρ C , µ and ρ J (from left to right) for the 78 best fits. It indicates that even if the collision rates or the anisotropy are slightly off, the determination of the magnetic field does not depend on it. 
Conclusions
We adapted a 1D NLTE radiative transfer model to be able to calculate C 2 lines around 5141 Å. It was found that an implementation of collisions, and especially J-dependent collisions, is necessary for a proper modeling of C 2 . Using the differential Hanle effect, we calculated the average turbulent magnetic field strength to be 7.41 G for our fits to 78 measurements spanning two years. The standard deviation of 0.76 G is either because of statistical noise or possible fluctuations of the magnetic field. The value of the magnetic field strength is in agreement with Paper I, where only a lower limit of 4.7 ± 0.2 G could be determined.
Our value for the turbulent magnetic field agrees well with strengths inferred from previous measurements of optically thin molecular lines. The values of different authors and different molecular lines range from a few G to 30 G using the least model-dependent interpretation, the differential Hanle effect. While some authors considered the effect of collisions (e.g., Faurobert et al. 2001; Derouich et al. 2006; Bommier et al. 2006) , others neglected them (e.g., Faurobert & Arnaud 2003; Berdyugina & Fluri 2004) and thus the latter results should be compared to the magnetic field value from Paper I, where depolarization because of collisions was also neglected. For example, Trujillo Bueno et al. (2006) analyzed different C 2 lines and found a value of 7 G assuming a single-value, isotropic, turbulent magnetic field but neglecting collisions. Measurements involving atomic lines, for example Sr , usually result in higher magnetic field strengths (Trujillo Bueno et al. 2006) . One proposed explanation suggests that the scattering polarization of molecular lines may be formed in upflowing regions where the magnetic field is weaker (Trujillo Bueno 2003) . Another possibility for the discrepancy may be the different methods employed for the interpretation of the polarization in molecular and atomic lines. For instance, atomic depolarization is always compared to a model dependent non-magnetic level of scattering polarization, while molecular lines allow for a differential Hanle effect.
Measurements of optically thick molecular lines, such as CN, suggest a field strength closer to the atomic values. Shapiro et al. (2011a) deduced a magnetic field strength of 82 G from the observations in the region of the CN (0-0) bandhead and 45 G from the observations in the region of the CN (1-1) bandhead. This result is compatible with the explanation proposed by Trujillo Bueno (2003) . For the optically thick lines, the scattering polarization may not only form in the center of granules as in the optically thin case, but also in intergranular areas that may contain a higher magnetic field. The optical thickness of lines in the (1-1) bandhead region is generally smaller than of those in the (0-0) bandhead region. Therefore, one can expect that the relative contribution of intergranular areas to the overall signal in the (1-1) bandhead region is smaller than in the (0-0) bandhead region. This could explain the differences in the deduced values of the magnetic field from various molecular lines. Whether the optical thickness plays a role in the sensitivity of atomic lines to turbulent magnetic fields needs to be clarified. It appears that the higher temperature sensitivity of molecular lines makes them more sensitive to the granular structure of the photosphere.
A remarkable property of our measurements is that the magnetic field was homogeneous across all solar latitudes during the past solar minimum. The accuracy of our measurements does not allow us to unambiguously state that there is a variation of the magnetic field between the solar maximum and minimum. This is mainly because of the low accuracy of the single atlas measurement taken close to the solar maximum. Additionally, more exact collision rates would be needed to restrict the error bars of the magnetic field for single measurements. The continuation of our program will help clarifying the variability and testing the present models of the origin of the quiet Sun magnetism. If the homogeneous distribution of the magnetic field persists over the solar cycle, this could be considered as a hint that the local dynamo plays a significant role in the formation of the quiet Sun magnetism. On the other hand, the modulation of the turbulent magnetic field with the solar cycle (if confirmed) could indicate that the debris from decaying active regions may also have an important contribution. Moreover, as the evolution of the quiet Sun magnetism could influence the long-term trend in the solar irradiance, the synoptic program may also provide important information for the modeling of the long-term solar variability and clarification of its role in the natural climate change (cf. Shapiro et al. 2011b ). Our results help characterizing the turbulent magnetic field on the Sun and it would be most interesting to obtain measurements with a higher spatial resolution in order to look for variations on granular scales.
