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ABSTRACT
Spectral methods such as the improved Fourier Mellin
Invariant (iFMI) transform have proved to be faster, more
robust and accurate than feature based methods on image
registration. However, iFMI is restricted to work only when
the camera moves in 2D space and has not been applied
on omni-cameras images so far. In this work, we extend the
iFMI method and apply a motion model to estimate an omni-
camera’s pose when it moves in 3D space. In the experiment
section, we compare the extended iFMI method against ORB
and AKAZE feature based approaches on three datasets,
showing different types of environments: office, lawn and
urban scenery (MPI-omni dataset). The results show that
our method reduces the error of the camera pose estimation
two to three times with respect to the feature registration
techniques, while offering lower processing times.
Index Terms— Omnidirectional vision, pose estimation,
spectral registration, visual odometry
I. INTRODUCTION
Fourier-Mellin transformation is used in pattern recogni-
tion and image registration due to its advantage in accuracy
and robustness. Chen et al. used the Fourier-Mellin invariant
(FMI) descriptor and symmetric phase-only matched filtering
to calculate rotation, scaling and translation in [1]. Bu¨low
et al. improve the FMI (iFMI) descriptor to stitch images
faster and more accurately in [2]. Then, the work in [3]
proposed a FMI based visual odometry method for a ground
robot, which proved to be more accurate than optical flow
based method. However, the FMI and iFMI methods are only
applicable to 2D motion when it comes to visual odometry.
Kaustubh et al. proposed an iFMI extension to calculate the
camera tilt [4], including pitch and roll for forward looking
cameras, but estimating yaw remains a challenge.
Our work extends the iFMI method to estimate the orien-
tation of the omni-camera when it moves in 3D space. To
overcome the issue that yaw cannot be calculated through
the iFMI method for forward looking cameras, we exploit
This work is supported by DAAD Scholarship, Funding No.
57378443. A pre-print version of this paper can be found on Arxiv:
https://arxiv.org/abs/1811.05306.
the property of the omni-camera to convert the 3D rotation
estimation to a 2D image motion computation. We compare
our method to feature-based approaches in different indoor
and outdoor environments. Evaluations are made regarding
computation time, robustness and accuracy. ORB[5] and
AKAZE[6] were chosen as baselines, because ORB has
the fastest computation time while AKAZE is designed to
handle large image distortions, which are commonly present
in omni-images according to [7]. In summary, our main
contributions include:
• extending the iFMI method to estimate motion between
omni-images; hence
• allowing 3D registration instead of 2D for iFMI;
• proposing a motion model based on sub-image patches
to compensate for omni-images non-linear distortions;
• providing baseline comparisons against commonly used
registration feature-based methods.
II. OMNI-CAMERA MODEL
In recent years, there has been a large amount of pub-
lications on omni-camera models. To represent the relation
between image pixels and camera rays (Fig. 1a), we exploit
the model in [8], since it is independent of the type of camera
sensors and easy to calibrate with the provided toolbox.
Two assumptions are taken into consideration: the camera
center and omni-lens are aligned and the omni-lens rotates
symmetrically.
Suppose the coordinate of a pixel p in the omni image
Io is (u, v), when the origin is in the center of Io and its
corresponding camera ray P, defined by
P =
 xy
z
 =
 αuαv
f(u, v)
 =>
 uv
f(u, v)
 = pi−1(p) , (1)
show the direction of the corresponding real world scene
point from this pixel. In this case, since the mirror is
rotationally symmetric, f(u, v) depends only on the distance
ρ =
√
u2 + v2 of a point to the image center. f(ρ) is
modeled as a high degree polynomial given by
f(u, v) = f(ρ) = α0 + α1ρ+ α2ρ
2 + α3ρ
3 + ... (2)
to represent different types of lenses. Finally, to account
for possible errors in the hypothesis about the camera-lens
Fig. 1: (a) Catadioptric Omni-directional Camera Model
[8]. (b) Omnidirectional image I(u, v). (c) Panorama image
obtained from omni-image. (d) Non-overlapping and over-
lapping sub-image extraction.
alignment and coordinates transformation of the omni-image
Io, an extra affine transformation is used as follows,[
u∗
v∗
]
=
[
c d
e 1
][
u
v
]
+
[
x′c
y′c
]
. (3)
where (x′c, y
′
c) is the center of the omni-image and (u∗, v∗)
is the coordinate of p when the origin is in the upper left
corner of Io.
III. EXTENDING THE IFMI METHOD FOR
OMNI-CAMERAS IN 3D SPACE
The first step is to convert the omni-image into a panorama
image by representing each pixel (u, v) in polar coordinates
and mapping these into the Cartesian plane, where each pixel
is denoted as (u′, v′). This is done to avoid determining the
type of image transformation, affine or projective, between
frames by replacing with pixels’ motion when the camera
moves in 3D space. Next, to ensure consistent motion
among all image pixels when moving, we extract small local
regions or sub-images ai. Consistent motion among sub-
image pixels can be ensured if the panorama image is divided
in sufficiently small regions. Then, the motion between two
sub-images (kai, k+1ai) from consecutive frames k and k+1
can be estimated using the iFMI method.
III-A. Sub-images Extraction
The panorama image is divided into multiple sub-images
with size Na×Na in both overlapping and non-overlapping
fashion as shown in Fig. 1d. The best sub-image extraction
parameters were chosen after comparing the computation
time and motion estimation error among sub-images with
different size and overlapping percentage. Sub-images with
size Na equals to ≈ 10% of the panorama image width
and no overlap is used in this work according to our
experiments. According experiments are not shown due to
space constraints.
III-B. Motion Estimation between Sub-images
First, we find corresponding sub-image pairs from consec-
utive panorama frames. Assume these two sub-images sets
are 1A = {1a1,1 a2, ...,1 am} and 2A = {2a1,2 a2, ...,2 an},
1ai and 2ai are considered as a sub-image pair based on the
assumption that images are captured sequentially.
The motion between the sub-images 1ai and 2ai is cal-
culated with the iFMI method, described in detail in [1],
[9]. To summarize iFMI, image rotation is the same in the
spectral magnitude representation |G|, and image scaling by
σ scales |G| by a factor of σ−1 according to
|G(1ai)| = σ−2|G(σ−1 · 2ai)| . (4)
We are obtaining the iFMI descriptor VG by resampling the
spectra to polar coordinates. The radial axes are represented
logarithmically and then the Fourier transform is computed.
Thus Eq. (4) can be expressed as
VG(1ai) = σ
−2e−j2pir(θ,s)VG(2ai) , (5)
which effectively decouples rotation, scaling and transla-
tion. All these transformations are now represented by
signal shifts (θ, s) which can be estimated using Phase-
Only Matched Filter. After re-scaling and re-rotating the
image, translation between two images can be calculated by
matched filter.
IV. MOTION MODEL
Assume two images 1Io and 2Io are captured by the
omni-camera in two different poses 1C and 2C, so that
the motion model describes the transformation 21T between
poses 1C and 2C. We construct the motion model into
two steps: building the motion flow field and estimating the
transformation 21T .
IV-A. Motion Flow Field
To build the motion flow field, corresponding pixel pairs
between two panorama images need to be found, i.e. corre-
sponding pixel pairs between sub-image sets 1A,2A. First,
the relative motion mi = [s θ tx ty]> between the
corresponding sub-image pair (1ai,2 ai) is computed through
the extended iFMI method in Section III. Then the relation
between pixel 2paj = (u
′
2, v
′
2) in
2aj and its corresponding
pixel 1pai = (u
′
1, v
′
1) in
1ai is represented by[
u′1
v′1
]
=
[
u′2α− v′2β + cx(1− α) + cyβ + tx
u′2β + v
′
2α− cxβ + cy(1− α) + ty
]
, (6)
where α = s cos θ, β = s sin θ and (cx, cy) is the center
pixel of the sub-image as discussed in [10]. Based on this,
all corresponding pixels of sub-image 2aj can be found in
1aj via Eq. (6). Fig. 2 shows a motion flow field example
for several arbitrary pixels.
IV-B. Relative Pose Estimation
The transformation 21T between two camera poses
1C
and 2C can be estimated by pixel correspondences found
by Equation (6). First, we use the OCamCalib toolbox
[11], [12] to calibrate the camera and associate each pixel
(u, v) in 1Io to the undistorted and normalized camera ray
1P = [u, v, f(u, v)]T in the 1C coordinate frame; following
the camera model described in Eq. (1). Same procedure is
done for the image 2Io.
Then, based on the pixel pairs (1pai ,
2 pai) representing the
motion flow field, the corresponding camera rays (1Pi, 2Pi)
are computed. It is important to note that for this, the pixel
pair (1pai ,
2 pai) is converted back from panorama image to
omni-image coordinates.
The relation between each 3D pair (1Pi, 2Pi) can be
described as
1Pi
T
E2Pi = 0 , (7)
where matrix E is called essential matrix based on epipolar
geometry [13]. Finally, rotation and translation (up-to-scale)
between two camera poses can be extracted from E.
V. IMPLEMENTATION
The implementation to estimate the transformation be-
tween two poses C from omni images Io is described in
Algorithm 1, where the STEWENIUS-5-Points [14] method
is provided by the OpenGV[15] library.
Algorithm 1 Extended iFMI-based rotation estimation
1: Input: Omni images 1Io, 2Io;
Noise filter thresholds thpr , thpnr
2: Obtain panorama images 1Ip, 2Ip of size W ×H
by cartesian-to-polar transformation
3: Extract sub-image set 1A, 2A from 1Ip and 2Ip
4: for all sub-images 1ai ∈ 1A, 2ai ∈ 2A do
5: Compute relative motion
mi = iFMI(1ai, 2ai, thpr , thpnr)= [s θ tx ty]>
6: Select pixel 1pai = (cx + δ, cy + δ), where δ > 0
7: Find motion pixel pair Fi = (1pai ,
2 pai) (Eq. (6))
8: Convert Fi to omni-image coordinates
polar-to-Cartesian(Fi)
9: Find camera ray pair (1Pi,2 Pi) = pi−1(Fi) (Eq. (1))
10: Add (1Pi,2 Pi) to correspondences set S
11: end for
12: Transformation 21T = STEWENIUS-5-Points(S)
13: Output: 21T
VI. EXPERIMENTS AND RESULTS
Experiments to evaluate the accuracy of the mentioned
approaches in three datasets are presented here. The first
two datasets were collected in different environments: in-
door (office) and outdoor (lawn) with 500 images each. A
smartphone equipped with an omni-lens (≈ 15USD) was
used (Fig. 3a) for their collection. The third dataset, referred
as MPI-omni in this work, was obtained from [16], [17]. It
contains omni-images from urban scenes collected from a
(a) First Panorama Image
(b) Second Panorama Image
(c) Motion Flow Field
Fig. 2: Motion flow field between panorama images divided
in 10 sub-images. The red dot is pixel 1pai in the first sub-
image while the green is the corresponding pixel 2pai in the
second one. Arrows represent motion between sub-images
(scaled for displaying purposes).
(a) Capture
Device
(b) Office
(indoor)
(c) Lawn
(Outdoor)
(d) MPI-omni
[16]
Fig. 3: Capture device and samples from used datasets.
driving platform; the first driving sequence of 200 frames
is used to prove the universality of our approach. Ground
truth for all datasets is taken from their respective Inertial
Navigation Systems (INS) measurements and only camera
orientation is compared in these experiments. The ranslation
estimation needs further optimization techniques, because it
is up-to-scale for monocular images, so this topic is out of
the scope of this paper. Also, we do not compare against the
original iFMI method, because it does not work with omni-
images and it is not applicable when the forward-looking
camera’s motion has a yaw component.
Fig. 4 shows the orientation estimation performance for
the different datasets. The reported error is the absolute
trajectory root mean square error, i.e., RMSE of euclidean
differences. In the office scenario, the results from the
extended-iFMI method are closest to the ground truth, fol-
lowed by AKAZE. Commonly, this environment presents
different objects with distinct features e.g., books, chairs,
furniture, etc., that help feature registration algorithms to
recover from errors between frames. However, for scenarios
like the lawn dataset, the images textures generate many
ambiguous features that cannot be correctly matched. Fig. 4b
shows that the ORB based method is unable to track pitch
motion and constantly underestimates yaw. Extended-iFMI
still offers the best results, especially for pitch rotations.
Finally, results on the MPI-omni dataset in Fig. 4c show
that our approach is accurate and robust in highly dynamic
environments, having the least error as well.
Table I shows the average computation time µ(t) and
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(c) MPI-omni dataset
Fig. 4: Orientation estimation on different datasets and absolute trajectory root mean square error µ.
the average RMSE µ() from all three datasets measure-
ments. ORB and extended-iFMI methods are about seven
times faster than AKAZE. The extended-iFMI outperforms
feature-based methods in roll, pitch and yaw, showing a
robust performance in all types of environments. Its RMSE
error is approximately three times smaller than that of ORB
iFMI ORB AKAZE
roll [rad] 0.058 ± 0.056 0.166 ± 0.078 0.128 ± 0.044
pitch [rad] 0.107 ± 0.053 0.300 ± 0.337 0.183 ± 0.204
yaw [rad] 0.075 ± 0.080 0.191 ± 0.139 0.153 ± 0.058
µ() [rad] 0.080 ± 0.025 0.219 ± 0.071 0.155 ± 0.028
µ(t) [s] 0.12 0.11 0.75
Table I: Average orientation root mean square error
(RMSE) and computation time per frame from all datasets
samples.
and two times smaller than that of AKAZE. This is important
because, it eliminates the necessity of selecting or designing
a specific feature detector for certain scenarios or image
distortions.
VII. CONCLUSIONS
In this paper, we extend the iFMI method to calculate
3D motion between omni-images. Our approach is compared
against two feature-based methods, ORB and AKAZE, for
robustness, accuracy and run-time. The experiments show
that our method has the highest accuracy overall and that
it is more robust against different types of environments.
For these reasons, we believe in extending this type of
spectral based approach for full 6DOF pose recovery in
mobile robots. It is a step forward for the practical use of
catadioptric omni-cameras, where accuracy and runtime are
crucial.
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