Applied researchers in the field of efficiency and productivity analysis often need to estimate and make inference about aggregate efficiency, such as industry efficiency or aggregate efficiency of a group of distinct firms within an industry (e.g., public vs. private firms, regulated vs. unregulated firms, etc.). While there are approaches to obtain point estimates for such important measures, no asymptotic theory has been derived for it-the gap in the literature that we fill with this paper. Specifically, we develop full asymptotic theory for aggregate efficiency measures when the individual true efficiency scores being aggregated are observed as well as when they are unobserved and estimated via DEA or FDH. As a result, the developed theory opens a path for more accurate and theoretically better grounded statistical inference (e.g., estimation of confidence intervals and conducting statistical tests) on aggregate efficiency estimates such as industry efficiency, etc. 1
Introduction
Researchers performing applied work in the field of efficiency and productivity analysis often need to estimate aggregate efficiency or efficiency of a group consisting of individual decision making units (DMUs). This could be, for example, the industry efficiency, or the aggregate efficiency of some particular groups of firms within an industry (e.g., public firms vs. private firms, or regulated vs. unregulated firms, etc.). While there are approaches to obtain point estimates for such practically important measures, no asymptotic theory has been derived for them except for the cases of equally weighted means-this is the gap in the literature that we fill with our paper. Specifically, here we develop full asymptotic theory for aggregate efficiency measures when the individual true efficiency scores being aggregated are observed as well as when they are unobserved and estimated using the data envelopment analysis (DEA) and the free disposal hull (FDH) estimators.
The envelopment estimators that we consider here have proven to be very useful tools for performance analysis. This is especially the case for DEA-a very powerful linear programming technique developed by Charnes, Cooper and Rhodes (1978) who elaborated on the seminal work of Farrell (1957) . These methods have reached practically uncountable number of applications in many areas of human activity, both in public sector (e.g., see Ruggiero, 1996) and in private sector (e.g., see Cook and Zhu, 2006 ) of many economies.
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In this work we will particularly focus on developing statistical theory for the aggregate efficiency estimated with standard DEA and FDH estimators. Our approach can also be 2 E.g., see Cooper, Seiford and Zhu (2011) for an extensive discussion of DEA and its many variations.
extended by analogy to other variations, such as the IDEA (Zhu (2004) ), CAR-DEA (Cook and Zhu (2008) ), DEA with non-homogeneous firms (Cook et al. (2013) ), the related to DEA nonparametric models of optimizing behavior (Cherchye et al (2008) ), Stochastic DEA and Stochastic FDH (e.g., Simar and Zelenyuk (2011) ), to mention just a few popular variations.
To develop our theory, we first give a new interpretation to the existing aggregate efficiency measures-not as the weighted averages (as usually presented), but as the ratios of simple averages. We then point out that for a hypothetical case when the individual true efficiency scores being aggregated are observed, a proper application of existing central limit theory for ratios of means may solve the task. However, in the realistic case when the individual true efficiency scores being aggregated are not observed but estimated with DEA or FDH, an application of standard central limit theory is problematic due to inherent bias in DEA and FDH estimators, as was pointed out by Kneip, Simar and Wilson (2015a,b) and we used these two recent works to develop a related asymptotic theory, and procedures for correcting the bias, for the case of aggregate efficiency measures that were developed by Färe and Zelenyuk (2003) and Simar and Zelenyuk (2007) . In fact, the latter work also has proposed a practical way of making statistical inference on the aggregate efficiency and correcting for bias, using sub-sampling bootstrap, but an asymptotic theory was not developed there. In addition the choice of the optimal subsample size is still an unresolved problem. Thus, the current paper makes substantial improvement upon Simar and Zelenyuk (2007) .
The strategy we use to derive asymptotic properties consists of three steps. In the first step, we convert the weighted aggregate efficiencies described above into ratios of the non-weighted means. In the second step we adapt statistical theory of the ratios of sample means to our aggregate efficiency scores assuming the individual efficiency scores are known. In the third step we extend the results to the case when individual efficiency scores are unknown but estimated, accounting for the characteristics pertinent to particular efficiency estimators at use.
The asymptotic theory developed in this paper paves the way to more accurate and better theoretically grounded statistical inference on aggregate efficiency estimates, such as industry efficiency or aggregate efficiency of a group of firms within an industry or efficiency of group of countries, etc.
The paper is structured as following: Section 2 briefly outlines the economic theory characterization of technology, efficiency measures for individual units (firms, banks, hospitals, etc.) and of their theoretical aggregates traditionally represented in the form of weighted averages of the individual scores. Section 3 gives an alternative representation of the aggregate efficiencies-as ratios of simple averages, which is more convenient for statistical analysis because some well-known theorems can be applied to derive the asymptotic results when the true efficiency is known, as is done in Section 4. Because in reality the true efficiency is typically unknown, and one has to use its estimates, proper asymptotic theory needs to be derived for the case of specific estimators because the standard asymptotic theory generally fails, except for very restricted cases. Section 5 briefly describes the estimators we focus on here (DEA and FDH) and summarizes the key asymptotic results from Kneip, Simar and Wilson (2015a,b) about averages of sample means, which are needed for us to derive our results, in Sections 6, 7, 8, and 9, for the context of aggregate efficiencies represented as ratios of averages. Specifically, Section 6 outlines the key asymptotic results, Section 7 describes estimation of the bias, Section 8 outlines two new main central limit theorems and Section 9 describes how to use these theorems to estimate confidence intervals for the aggregate efficiency. Section 10 presents some Monte Carlo evidence. Finally, Section 11 makes concluding remarks on the value from this paper and on paths for future research it opens.
Individual and Aggregate Efficiency
While considering modeling and estimation of a group of economic agents (plants, departments, firms, countries, regions, etc.) we will conventionally call them as decision making units (hereafter DMUs). Throughout the paper we will assume that a DMU i uses p inputs x ∈ R p + to produce a vector of q outputs, denoted by y ∈ R q + . We also assume that technology of a DMU i can be characterized by the technology set, Ψ, defined, in general terms, as
which gives the set of combinations of inputs and outputs that are feasible. The technology, or efficient frontier of Ψ, is given by
We assume usual regularity conditions on technology in production theory (e.g., see Färe and Primont, 1995) , and in particular we need the following two assumptions to hold:
Assumption 2.1. Ψ is closed and Ψ ∂ exists. 
The technical efficiency is usually viewed as a gap between the actual observation and the frontier Ψ ∂ and is usually be measured via the so-called Farrell-Debreu output oriented measure of technical efficiency, which for a DMU with an input-output allocation (x, y) is defined as
Another popular measure of efficiency used in practice that we will involve is known as the overall output efficiency or the revenue efficiency, which for a DMU with an inputoutput allocation (x, y) that face output prices w ∈ R q + is defined as
where RF (x, ω) is the classical revenue function from economic theory, defined as
and throughout the paper we assume that w T y = 0.
The two efficiency measures are known to relate to each other via the Mahler's inequality, as
which can be used to introduce the so-called allocative efficiency measure, defined as the multiplicative residual that closes inequality (2.6), i.e., AE(x, y, w) = RE(x, y, w)/λ(x, y).
This, in turn, ensures the following decomposition of efficiencies at the individual level, for each DMU,
Of course, in practice neither Ψ nor Ψ ∂ is observed and so must be estimated from a sample of of data on inputs and outputs, denoted by X n = {(X i , Y i ) | i = 1, . . . , n}, and we will come back to this matter after outlining important results from theory of production, efficiency and aggregation.
Given certain assumptions on the aggregate technology and the law of one price on output markets (i.e., w i = w, ∀i) and using the analogue to Koopmans (1957) theorem, Färe and Zelenyuk (2003) derived an economic theory justified aggregation scheme for obtaining the aggregate efficiency scores from the individual efficiencies outlined above.
Specifically, from their approach, the aggregate revenue efficiency for a group of some n DMUs is given by
while the aggregate technical efficiency is given by 9) and the aggregate allocative efficiency is given by 
Here, n can be the number of all DMUs in a population (e.g., firms in an industry) or a sub-population (e.g., certain type of firms in an industry) or of a sample from a population or a sub-population, while from the next section we will treat n as the sample size. Such aggregation can be also implemented for different layers, first aggregating within sub-groups then aggregating between sub-groups into larger groups using between the group weights, as derived by Simar and Zelenyuk (2007) , but at higher notational complexity. For the sake of simplicity, here we will focus on aggregation into one group only, e.g., when the focus is on obtaining the industry efficiency.
A particular feature of such aggregation scheme is that the three aggregate efficiency scores, (2.8), (2.9) and (2.10), are related to each other in a similar fashion as the individual efficiency scores. That is we have an analogue of decomposition (2.7), at the aggregate level, given by
In the sections that follow, we take this aggregation scheme above as given and derive asymptotic properties of the estimates of these aggregate efficiencies.
Aggregate Efficiency as Ratios of Simple Averages
While the form of aggregates given in (2.8)-(2.10) is intuitive in itself, indicating that each efficiency score is accounted by its relative weight in the group in the aggregation, these measures turn out to have another useful economic interpretation which appears to has been overlooked so far-they can be represented as ratios of totals or, equivalently, of simple means. This form turns out to be more convenient for our statistical analysis.
Specifically, the aggregate revenue efficiency of a group given in (2.8) can be transformed
where Y * i can be understood as the revenue-optimal counterfactual output vector for DMU i, which can be obtained as a radial expansion of Y i by the revenue efficiency score of DMU i, i.e.,
In this sense, w T Y * i is the counterfactual revenue value for DMU i which would be equal to the maximal revenue for this DMU when the latter is obtained according to optimization problem (2.5). Thus, by this simple transformation, we obtained another interesting economic interpretation of the aggregate revenue efficiency measure-as the ratio of the sum of maximal (counterfactual) revenues of the individuals in the group to the sum of actual revenues of the individuals in this group. Furthermore, dividing numerator and denominator by 1/n gives the analogous interpretation in terms of the equally-weighted means, which is particularly convenient for statistical analysis.
In a similar fashion, we can convert the aggregate technical efficiency given in (2.9) Finally, we also can convert the aggregate allocative efficiency score given in (2.10),
i.e., the aggregate allocative efficiency can also be represented as the ratio of simple average (or the sum) of the counterfactual revenues (obtained by correcting for revenue inefficiency of each DMU in the group) to the simple average (or the sum) of the counterfactual revenues obtained by correcting only for the technical inefficiency of each DMU of this group.
Given that the aggregate efficiency scores can be interpreted as ratios of simple means, we can adapt statistical theory of the ratio of sample means and in the next section we summarize some of the main points of it. For the sake of brevity, in the rest of the paper we will focus only on the aggregate technical efficiency, because it appears to be the most popular in practice, and note that similar theory can be developed for the revenue efficiency and the (output oriented) allocative efficiency. It is also worth noting that this same ideas can be adapted to the case of aggregation of other measures 
Asymptotics when True Efficiency is Known
We have seen that when analyzing aggregate efficiencies, we are interested in a ratio of two means, both being estimated by appropriate empirical means. For the case of aggregate technical efficiencies, the two means are the expectations of the two elements of the random vector
where Z i is a scalar valued function (typically a linear combination) of the vector Y i , e.g., 
We denote the first two moments of these two variables as
with implicit assumption that all these moments are finite.
Our parameter of interest is τ = µ 1 /µ 2 and if the λ function would be known, a natural estimator would be given by the ratio of the sample means, i.e.,
By standard arguments, based on Central Limit Theorem (CLT) and the delta method (first order Taylor expansion) we obtain the well-known results (e.g., see Kendall and Stuart, 1977)
where
This result can be used for doing inference on τ . In practice, applying Slutsky Theorem, we replace the unknown moments appearing in V ( τ n ) by some consistent estimators
Of course, we do not observe Z ∂ i because the values of the function λ are unknown.
However we have estimates of λ, like the nonparametric envelopment estimators, discussed 3 Clearly the boundary of Ψ is a non-random object, but Z ∂ i is random as a function of the random
in more detail in the next section. So one would be tempted to replace µ 1,n , the unavailable numerator of τ n , by its estimator µ 1,n = n
Unfortunately, the envelopment estimators suffer from an inherent bias and averaging in the numerator of τ n drives its variance to zero faster than convergence of the bias to zero.
So usual central limit theorems fail, unless, as explained below, we use an appropriate correction for the bias and, when the dimension of sample space p + q increases, we use an appropriate rescaling of the test statistics to control for convergence rates of both bias and variance.
Asymptotics for Estimators of Individual Efficiency
To estimate the technology frontier Ψ ∂ and the related values of efficiency scores, λ, many methods have been suggested in the literature, and here we focus on the nonparametric envelopment estimators such as DEA and FDH. Specifically, if one is ready to assume Constant Returns to Scale (CRS) for Ψ ∂ , then the CRS-DEA estimator is given by the following linear programming (LP) problem
which is also known as CCR approach (due to Charnes, Cooper and Rhodes (1978) ).
Alternatively, if one is ready to assume Variable Returns to Scale (VRS) for Ψ ∂ , then the VRS-DEA estimator is given by the following LP problem
i.e., constraint n k=1 ξ k = 1 is added to the CCR specification. Moreover, if convexity of Ψ is not assumed then one can use the FDH estimator (due to Deprins, Simar and Tulkens (1984)) given by The basic issue addressed by KSW is that the objects we want to average are the
. . , n where we make it explicit in this notation that the estimators are computed with respect to the sample
gating the possibilities of CLT for simple averages of these n quantities, it appears that these averages have a mean flawed by the bias of each of its components which is of order O(n −κ ). Moreover, note that κ depends on the chosen estimator and may be smaller than 1/2 (see details below) while the variance can be of smaller order (because we divide by n) plus eventually some covariance terms due to the complex relations between the
The good news from KSW is that indeed the bias of each component in the average is O(n −κ ), its variance is σ More formally, the basic results established in KSW can be summarized as follows:
for the FDH and DEA estimators, under some regularity conditions and as n → ∞,
Importantly, note that the values of the constant C 0 , the rate κ, and the remainder term R n,κ depends on which estimator is used. Specifically, we consider the following cases:
• When we assume constant returns to scale, then the CRS-DEA estimator (5.1)achieve the rate
• When we assume variable returns to scale, then it is more appropriate to use the VRS-DEA estimator (5.2), which achieves the rate
• When we do not assume convexity but maintain the free disposability (monotonicity) assumption (see Assumption 2.2), then appropriate estimator is the FDH estimator (5.3). It achieves the rate
In all these three cases, the values of α j > 1, j = 1, 2, 3 are given in KSW; for purposes of the results needed here, the log n factor contained in R n,κ does not play a role and can be ignored. The results outlined here are valid under a set of corresponding regularity assumptions (see Theorems 3.1, 3.2 and 3.3 in KSW), typically smoothness of the frontier and of the density f (x, y) of (X, Y ) on Ψ. In addition, the latter density has to be strictly positive in a neighborhood or Ψ ∂ . These regularity conditions are summarized in Appendix A.
Once this basic result is established, it is rather easy to derive CLT theorems for simple averages of the efficiency scores likeλ n = n
To summarize, as a corollary of Theorem 4.1 in KSW, it appears that as n → ∞,
This basic result indicates that we have problem to use this results as soon as κ ≤ 1/2 which happens in most application. Indeed for all nonparametric estimators, κ decreases quickly when the dimension of the input/output space (p + q) increases (see above). The solution suggested by KSW has two folds: (i) try to estimate the leading term of the bias (by using a type of generalized jacknife), (ii) compute the average on a random subsample of data points to control the variance of the resulting average and obtain useful and applicable CLTs (see KSW for details). We will see below how to adapt these strategies to our particular case where we analyze ratio of means and not only simple averages of efficiency scores.
To start the analysis, we first have to restate the basic results from KSW summarized in (5.4)-(5.6). The basic quantity of interest here is the difference between the true projection of the random variable Z i = w T Y i on the frontier Z ∂ i and its estimates obtained from a sample X n , that we now explicitly write as Z ∂ i (X n ) to stress the fact that the efficiency score is estimated with the full sample of data X n . So we have
from which it appears that, under the mild assumption that the first two moments of Z i are finite, the order of the first moments of the left hand side of (6.1) inherits those from the first factor of the right hand side. So we have the following analogous results, under the same regularity conditions. 
for all i, j ∈ {1, . . . , n}, i = j and where C 1 is some finite constant and
has the same order as above, according the type of estimator used.
Now we can follow the same arguments as in KSW, adding where it is necessary the additional results we need for our setup. First, we have the following lemma summarizing important properties for the estimator Z ∂ i (X n ) itself. 
Proof. The proofs of (i) and (ii) follow directly the proofs in Lemma 1 of KSW. The point (iii) goes as follows:
By the Cauchy-Schwartz inequality the latter term is bounded by VAR(
which, due to (6.2) and (6.3), is of order o n −κ/2 , completing the proof.
The following theorem establishes the key properties of µ 1,n , the numerator of τ n , and provides consistent estimators of σ 2 1 and of σ 12 .
Theorem 6.1. Let µ 1,n = E( µ 1,n ). Under the assumptions of Lemma 6.1, we have
Proof. We know (from usual central limit theorem) that
2) we can conclude that E(ζ n ) = C 1 n −κ + R n,κ and from (6.3) with (6.4) we conclude that VAR(ζ n ) = o n −1 , so that
. These, in turn, help establishing (i), (ii) and (iii). In particular,
we also have µ 1,n p −→ µ 1 .
Meanwhile, for the estimators of the variance, note that we have the following Now it is easier to understand why there is a problem in trying to extend the CLT, available for the unobservable τ n in (4.4), to the estimator τ n . Indeed, we have
and so one obtains formally 14) where the bias introduced by replacing the unobserved Z ∂ i by their estimates Z ∂ i is
where R n,κ = o n −κ has a particular value depending on the type of estimator which is used.
Now we see clearly that in most of the practical cases, we have a problem to use this results:
(i) If κ > 1/2 then the bias term can be ignored because it vanishes even when multiplied by √ n. Note that this translates into the cases when p + q ≤ 3 for CRS-DEA, p + q ≤ 2 for VRS-DEA and p + q ≤ 1 (i.e. p = 0 and q = 1), for the FDH case, which are quite limited for practice.
(ii) If κ = 1/2 the bias converges to a unknown constant and the result cannot be used;
(iii) If κ < 1/2, the bias explodes to infinity when n → ∞. Here, it might be tempting to replace the factor √ n in (6.14) by n γ with γ < κ ≤ 1/2, but it is not a solution because the variance would then converge to zero.
In a similar situation, KSW suggest to introduce a suitable estimator of the bias that will allow to use the CLT for slightly smaller values of κ and in more general situation (bigger values of p + q), they suggest also to rescale the estimator of τ for controlling both the bias and the variance and we follow their strategy here as well.
Estimation Procedure for the Bias
To deal with the bias problem, we use a type of generalized jackknife technique aiming to reduce the bias of µ 1,n . It is based on the principle of splitting randomly the full sample X n into two parts of size n 1 = n/2 , where a denotes integer part of a, and n 2 = n − n 1 respectively and from these two subsamples, build a bias estimate. To reduce the variance of the bias estimate, as suggested in Kneip, Simar and Wilson (2015b), the operations below will be repeated a large number of times by shuffling the observations before each split of the sample X n , for = 1, . . . , L where L n n 1 . Set = 1. Then X
(1)
a random subset of n 1 observations in X n and X (2) n 2 , is the set of remaining points. So the sample is split evenly if n is even, or almost evenly (with a difference of one observation)
where n is odd. For simplicity, we assume n is even, so n 1 = n 2 = n/2. Now, for j = 1, 2,
where the notation introduced above indicates that the nonparametric estimators of the efficiency scores are obtained by using only the corresponding subsamples for j = 1, 2. Now, note that by (ii) in Theorem 6.1, we have
Now we define
We have µ 1,n 1 = µ 1,n 2 (if n is odd the difference is negligible) and so it is easy to check
By subtracting (ii) in Theorem 6.1 from (7.4), we obtain
where the remainder has the same order as the original R n,κ . Therefore
provides an estimator of the bias term of µ 1,n , and the error is of order smaller than n −1/2 .
Repeating the operations above for = 1, . . . , L and averaging reduces the variance of the estimate by a factor L −1 , as is usual with jackknife estimators.
Finally the bias estimator of τ n we introduced in (6.15) is defined by 6) which is an estimate of µ −1 2 C 1 n −κ . Also note that using µ 2 , the empirical mean of Z i , in place of µ 2 does not affect the results because this add a term of smaller order.
Central Limit Theorems for τ n
Using the bias correction B n,κ outlined in the previous section, we are now able to obtain two important for practice results, summarized in the two theorems below. 
where B n,κ is the bias estimate described above, and In the case p+q is bigger than the values given in the preceding theorem, then another central limit theorem has to be advocated and we summarize it below. 
with τ nκ being a subsample version of τ n , in the sense that the averages are taken over a random subsample X * nκ ⊂ X n of size n κ = n 2κ < n. Formally
Proof. Here we simply use the fact that the standard CLT theorem holds also for τ nκ since n κ → ∞ as n → ∞. Subsampling deteriorates the rate of convergence but the CLT is still valid. Since in all the cases, R n,κ = o n −κ , these results are useful for practical inference.
Note that in (8.4), the averages are computed over the j = 1, . . . , n κ random elements of the subsample X * nκ , but the estimates λ(X j , Y j |X n ) at the numerator are relative to all the data points in X n , as the explicit notation indicates. Note also that we use here the same estimator for the bias and the same V ( τ n ) as in Theorem 8.1.
Remark 8.1. It should be noticed that, as pointed in KSW for the averages of efficiency scores, Theorem 8.1 could be stated as being valid for κ ≥ 1/2 and Theorem 8.2 for κ < 1/2, where κ is determined by the dimension of the input-output space and by the chosen estimator. This is true since in all the cases, R n,κ = o n −κ . In the two theorems, the values of κ are tuned depending on the more specific value of R n,κ . It is easy to check that for some estimators and some values of κ both approximations will be applicable.
For the VRS-DEA and CRS-DEA estimators, if κ = 2/5, so n κ < n. Theorem 8.1, using the scaling √ n has a remainder term √ nR n,κ = O n −1/10 , whereas Theorem 8.2, using the scaling n κ has a remainder term n κ R n,κ = O n −1/5 . Thus, for κ = 2/5, we may expect better approximation by using Theorem 8.2 rather than Theorem 8.1. The same is true for the FDH case when κ = 1/3 and n κ < n, Theorem 8.1 has a remainder of order O n −1/6 after scaling by √ n, whereas, the remainder term in Theorem 8.2 is only of order O n −1/3 because the scaling factor is only n κ .
Remark 8.2. As we briefly mentioned above, a similar asymptotic theory can be devel-oped to the case of aggregation of other measures based on the Farrell-type efficiency measures, e.g., input oriented technical, allocative and cost efficiency measures, the Malmquist Productivity Indexes, the Hicks-Moorsteen Productivity Indexes, the scale efficiency measures, etc. The strategy of such adaptation would be similar to the one we used in this paper. Specifically, the first step would be to present the object of interest and its estimator as ratios of true and sample means, respectively. The second step would be to adapt the existing asymptotic theory of ratios of sample means as estimator of the ratio of true means to the context, under the simplifying assumption that the efficiency scores are known. The third step would be to relax this simplifying assumption and generalize the theory by carefully adapting the theory from KSW and the new results from this paper. For example, for the revenue efficiency, this would amount to using (3.1), where the asymptotic properties of the DEA and FDH estimator of revenue efficiency (and of (3.2)) can be deduced from the asymptotic properties of the DEA and FDH estimator of the output oriented technical efficiency. For the scale efficiency, a similar expression as (3.1)
can be derived from the results of Zelenyuk (2015) . For the productivity indexes, such as Malmquist productivity index and the Hicks-Moorsteen productivity index, formulas will involve ratios of ratios of sample means, and would therefore entail more tedious derivations of the asymptotic theory, with potentially several covariance terms, rather than one as in the theorems above.
Confidence Intervals for τ
Using the results of the above theorems, confidence intervals for τ can be easily built by using standard normal quantiles. For p + q ≤ 5 if CRS-DEA estimator is used and Ψ ∂ is globally CRS and convex, for p + q ≤ 4 if VRS-DEA estimator is used and Ψ ∂ is convex and for p + q ≤ 3 if FDH estimator is used and Ψ ∂ satisfies free disposability of inputs and outputs, an asymptotically correct (1 − α)-confidence interval for τ , is given by
where z 1−α/2 is the corresponding quantile of the standard normal distribution.
For larger values of p + q, we should rather use the asymptotically correct (1 − α)-
where we remind that n κ = n 2κ .
Of course for the DEA cases, when κ = 2/5 and for the FDH case when κ = 1/3, the two intervals will be different but are asymptotically equivalent (see Remark 8.1).
Monte Carlo Experiments
In To evaluate the performance we will focus on the estimated coverage of confidence intervals given by the percentage of times (out of all MC replications) an estimated confidence interval with selected α covers the true value of τ . We will present results for the most common choices for the level of confidence, i.e., {0.90, 0.95, 0.99} while for the sample sizes we use n ∈ {10, 20, 50, 100, 200, 300, 500, 1000, 2000}. We did M C = 500
replications in the experiments and in the bias estimation procedure described above, we choose L = 10 reshuffles.
4
All scenarios assume that technology is characterized by
where for ψ(x) we chose the most popular form used in empirical works-the Cobb-Douglas production function, i.e., ψ(x) = y
, where each input was generated from the standard uniform distribution, while the inefficiency scores were generated from a truncated normal (shifted by 1) that also allows for heteroskedasticity, i.e., (
For the results presented below we have chosen σ(
and a 0 = 1, although we also tried other specifications (including homoskedastic case) and the results were qualitatively the same (similar scenarios were used in Simar and Zelenyuk, 2007) . Finally the outputs are obtained by projecting the generated frontier points inside the attainable set, i.e.,
The true values of the key parameter of interest, τ = µ 1 /µ 2 , in the various scenarios are computed via a prior Monte-Carlo simulation of n = 2, 000, 000 realizations of
We also tried other choices of L in some pilot limited MC experiments without substantial qualitative changes in the results presented here. The computational burden in a MC experiment (with M C = 500), when increasing the sample size, the value of p + q and the value of L can become prohibitive and so we limited the experiments to the value L = 10 (note that the asymptotic theory is valid even with L = 1). However, in applied work, for one or a few particular samples, we could easily use larger number of reshuffles (e.g., L = 100) to reduce the variance of the bias estimate. For example, on machine with 1.3 GHz Intel Core i5 with 8GB 1600 MHz DDR3, for our scenario with p + q = 4, n = 10, L = 10, and M C = 500, it took about 109 seconds to get the results; just changing to L = 100 increased the computation time to 950 seconds; just changing to n = 100 increased the computation time to 1600 seconds. ψ(X i )) and then using (4.3). There is no DEA estimation in this prior MC trial.
Example 1:
We start with the simple example where p = q = 1. In this low dimensional case (p+q = 2 and κ = 2/3 > 1/2), our theory suggests that the standard CLT is still valid here for the DEA with VRS assumption. However, due to the bias term we could expect in finite sample that our new CLT theorem (Theorem 8.1, using bias correction) behaves better than the standard CLT. Table 1 displays the results where β 1 = 0.4, β 2 = 0, β 3 = 0 and so only the first input is used in the DEA formulation. We note that for both the standard CLT and the new CLT, the coverage is substantially lower than the nominal coverage for relatively small samples, but the new CLT performs much better than the standard CLT as we expected. We see also that from n = 500, the new CLT provides reasonable coverages fairly close to the nominal ones. We note also that the precision achieved by our new CLT for ratio of means is very similar to the ones obtained in the corresponding cases in Kneip et al. (2015) , where only simple averages of homogeneous λ's were considered (see Table 1 in Kneip et al. (2015) , the columns headed (i) when p + q = 2). The bottom line conclusion from this example is that even in the simplest case where the standard CLT is valid, the new CLT derived in this paper provides substantially more accurate estimates of confidence intervals.
10.2 Example 2: p = 2, q = 1
In this case, the dimension of production model is p + q = 3 and so κ = 1/2. This has implications to general convergence (due to the 'curse of dimensionality' of DEA) and, more importantly, to convergence of bias relative to convergence of variance, making the standard CLT invalid (because the bias does not vanish fast enough) for the VRS case.
So, the only valid option available so far is the new CLT derived in Theorem 8.1. Table 2 presents the performances of the standard CLT and of the new CLT with β 1 = 0.4, β 2 = 0.2, β 3 = 0 (only the first two inputs are used in the DEA formulation).
The results clearly indicate that the coverage from the new CLT is always much better than that from the standard CLT, gradually converging to the nominal coverage. On the other hand, the standard CLT performs very poorly, with estimated coverage of only about 10% when it should cover 95%! This confirms the theory indicating that for the VRS case when p + q = 3 and κ = 1/2 the bias does not vanish whereas the variance of the statistics is converging to zero, as explained above at the end of Section 6.
Comparing Table 1 and Table 2 , one can see the practical effects of the curse of dimensionality revealed by the rates of convergence of the DEA estimators: larger dimensions of the production model require larger sample sizes to achieve similar level of accuracy. We can also check that here again we achieve similar level of precision as the one obtained in the simpler problem analyzed by Kneip et al. (2015) : see Table 1 in Kneip et al. (2015) , the columns headed (i) when p + q = 3.
The bottom line conclusion from this example is that even in this case where the standard CLT is invalid, the new CLT is able to provide accurate estimates of confidence intervals for relatively large samples, while for smaller samples one might need to be more conservative and select stricter significance levels.
10.3 Example 3: p = 3, q = 1
Now we consider the case where the dimension of production model is increased to p+q = 4, thus implying κ = 2/5. Thus, besides the general 'curse of dimensionality' problem, here the bias term of estimate of τ explodes when multiplied by √ n, making the standard CLT invalid for the VRS case. Again, the only valid option available so far are the new CLT results derived in this paper (Theorem 8.1 and Theorem 8.2). Importantly, note that both theorems we derived above apply here, although the second theorem is expected to work better (see Remark 8.1). As expected from the theory, the standard CLT cannot work and we see clearly that the 'bias kills the variance' with the resulting confidence intervals being far off the truth even when n is increasing. The coverage from both new CLTs is clearly much better but of course the curse of dimensionality is illustarted by the disappointing precision of the resulting confidence intervals for relatively small sample size. This is similar to the results from simpler scenarios of Kneip et al. (2015) for the corresponding cases who obtained precisions of the same order for this dimension (see Table 1 in Kneip et al. (2015) , when p + q = 4: the columns headed (i) corresponds to our CLT1 and those headed (ii) to our CLT2).
The confidence intervals for relatively large samples but the new CLT2 appears to work much better for the same sample sizes.
Concluding Remarks
In this paper we developed asymptotic theory for aggregate efficiency measures (e.g., such
as industry efficiency, etc.) that are constructed as the weighted averages of individual efficiency measures.
The key difficulty of the matter here is that when the individual true efficiency scores being aggregated are not observed but estimated with DEA or FDH, an application of standard central limit theory is problematic due to inherent bias in DEA and FDH estimators. This was first pointed out by Kneip, Simar and Wilson (2015a,b) and here we used these two recent works to develop similar asymptotic theory for the case of aggregate efficiency measures. In a nutshell, the strategy we used to derive the asymptotic theory followed three steps:
(i) converting the weighted aggregate efficiencies described above into ratios of the simple (non-weighted) means,
(ii) adapting statistical theory of the ratios of sample means to our aggregate efficiency scores assuming the individual efficiency scores are known, The main novelty of the paper is in the third step, where after deriving the key asymptotic results for the aggregate efficiency scores, we described the estimation procedure for the bias, derived two related central limit theorems and explained how to use these results to estimate confidence intervals for the aggregate efficiency. We also presented some Monte
Carlo evidence that illustrates the dramatic problems of the standard CLT applied to our context and the improvement offered by the approach we developed here.
All in all, the asymptotic theory developed in this paper opens a path for more accurate and theoretically grounded statistical inference on aggregate efficiency estimates, such as industry efficiency or aggregate efficiency of distinct groups of firms within an industry, etc.
This paper also lays out the statistical foundation for many related theories and practical procedures to be developed. For example, the two central limit theorems we derived in this paper can also be used for developing statistical tests, e.g., for testing the equality of aggregate efficiencies of two independent groups of observations. A natural way to do so would be to adapt the procedure described in Kneip et al. (2015b) , for testing equality of the mean efficiencies of two groups and use the two central limit theorems developed in this paper.
Furthermore, while for the sake of brevity in this paper we focused only on the aggregate output oriented technical efficiency, similar theories can be also developed for the revenue efficiency and the (output oriented) allocative efficiency. The same ideas can be also be adapted to the case of aggregation of other measures based on the Farrell-type efficiency measures, such as input oriented technical, allocative and cost efficiency measures, the input and output oriented scale efficiency measures, the input and output oriented Malmquist Productivity Indexes, the Hicks-Moorsteen Productivity Index, etc. , y), the set {(x * , y * ) | (x * , y * ) = (x, y) + α(( x, y) − (x, y)) for some 0 < α < 1} is a subset of the interior of D.
For the case of the CRS-DEA estimator, Assumption A.5 must be replaced by the following condition. 
