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A complete comparison is made between the value V(X, ,..., X,) = sup{ EX,: t is a 
stop rule for X,,..., Xn} and E(max,,,X,) for all uniformly bounded sequences of 
i.i.d. random variables X,,..., X,. Specifically, the set of ordered pairs 
{(x,y):x= V(X ,,..., X,) and y=E(max,,, , X) for some i.i.d.r.v.‘s Xi ,..., X, taking 
values in [0, l] } is precisely the set {(x, y): x Q y  < r,(x); 0 <x < 1 }, where the 
upper boundary function r, is given in terms of recursively defined functions. The 
result yields families of inequalities for the “prophet” problem, relating the mortal’s 
value of a game V(X, ,..., X,) to the prophet’s value of the game E(max,,,X,). The 
proofs utilize conjugate duality theory, probabilistic convexity arguments, and 
functional equation analysis. Asymptotic analysis of the “prophet” regions and 
inequalities is also given. e 1986 Academic Press. Inc. 
1. INTRODUCTION 
For n > 1, let X ,,..., X, denote random variables taking values in [0, 11 
and V(X, ,..., X,) denote the value of the ordered collection X1,..., X,, that 
is, V(X, ,..., X,) = sup{EX,: t is a stop rule for X, ,..., X,}. Recently, Hill 
[7] has shown that 
the set of ordered pairs {(x, y): x= V(X ,,..., X,) and 
y = E(maxjS. Xj) for some independent r.v.‘s X, ,..., X,,} is (1) 
precisely the set ((x, y): x < y < 2x - x2; 0 < x < 1 }. 
From (1) it follows that 
(2) 
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for all independent random variables Xi,..., X, taking values in [0, 11, for 
each y in [0,2], for each n = 2,.... The inequality is sharp for each y and n. 
(See also Krengel and Sucheston [12, 131 and Hill and Kertz [S, 91.) 
A main purpose of this paper is to obtain this type of comparison and 
resulting inequalities for the class of i.i.d.r.v.‘s. Two main results of this 
paper are the following. 
THEDREM A. For n > 1, the set of ordered pairs {(x, y): x = 
VW, ,.‘.f X,) and y = E(maxj,Jj) for Some i.i.d.r.v.‘s X, ,..., A’, taking values 
in [O,l]} isprecisely theset ((x,y):x<y<T,(x);O<x<l), wherer,is 
the nonnegative, strictly increasing, strictly concave function given explicitly 
in terms of recursively defined functions in Proposition 4.8. 
THEOREM B. For n > 1, and any i.i.d.r.v.5 X1 ,..., X,, taking values in 
co, 11, 
and 
(3b) 
for every y E [0, y,] and a E [0, tin], where H, is the recursively defined 
function of Definition 3.3 and J,, is the inverse function of H,; and a, is the 
positive number satisfying H, (a,) - a,, = 1, and yn = H,,(a,). The inequalities 
are sharp; equality is attained in (3a) and (3b) for each y E [0, y”] and each 
a E [0, an], respectively. 
Special cases of (3a), with J,,(y) = 1 - y and with y = 1, were given by 
Hill and Kertz [lo, Theorems A and B]. 
If the independence condition on X1,..., X, is dropped, then what com- 
parison can be made between I/(X1,..., X,,) and E(maxj.,Jj)? Hill and 
Kertz [11] have shown that 
the set of ordered pairs {(x, y): x = V(X, ,..., X,) and 
y = E(maxj.,,Xj) for some XI,..., X,} is precisely the set 
((x,y):x~y~x+(n-l)x(l-xl~(“-‘~);O~x~l}. (4) 
It follows that 
E(F2f xj) - (1 - (y/n))" G Y VtJfl,.-, X,) (5) 
for all random variables X1,..., X, taking values in [0, 11, for each 
y E [0, n], for each n = 2, 3,.... This inequality is sharp for each y and n. 
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In this paper, mixtures of i.i.d.r.v.‘s are also considered. Under the 
assumption that the gambler is given the information from the ran- 
domization as a priori knowledge, it is shown that the regions and 
inequalities of Theorems A and B carry over precisely to mixtures of 
i.i.d.r.v.‘s (Theorems 5.1 and 5.2). If the gambler is not given information 
from the randomization as a priori knowledge, then the regions and 
inequalities of Theorems A and B do not apply (see Remark 7.1). 
Inequality (5) can be used for a comparison in this case; whether (4) and 
(5) are sharp in this case is unknown. 
Comparison of E(maxj,,Xj) to the value V(Xi,..., X,) has been referred 
to as a prophet problem [7-131, since the optimal return V(X, ,..., X,) of a 
gambler (player using nonanticipating stop rules) is being compared to the 
expected return of a prophet (player with complete foresight) playing the 
same game. Inequalities such as (2) (3a), (3b), and (5) give a precise 
description of how well the gambler can fare when compared to the 
prophet for different classes of games. For example, inequalities (2) (3a), 
and (5) state that it can be ensured that the gambler’s optimal return is at 
least l/y of the prohet’s return in a game of length n, if a handicap is 
imposed on the prophet of (i) (1 - (r/n))” for a general game; (ii) of 
(1 - (y/2))’ for a game of independent r.v.‘s; and (iii) of 1 - y + J,(y) for a 
game of i.i.d.r.v.‘s (for any y satisfying 0 < y < y, < 1 + (e - 1)) ‘). Extremal 
distributions for the inequalities indicate which processes allow the prophet 
to best take advantage of the future. 
Theorems A and B are proved by combining conjugate duality theory, 
probabilistic convexity arguments, and functional-equation analysis. In 
Section 2, results on conjugate functions (the Legendre transformation) 
and on i.i.d.r.v.‘s, which are applicable to this problem, are gathered from 
the literature. Definitions and properties of recursively defined functions 
used in the evaluation of the boundary function r, of Theorem A and in 
inequalities (3a), (3b) are given in Section 3. Explicit evaluation of the 
upper boundary function r,, and its conjugate dual is the content of Sec- 
tion 4. Proofs of Theorems A and B, and the corresponding theorems for 
mixtures of i.i.d.r.v.‘s are given in Section 5. Several of the regions in 
Theorem A are given in Fig. 1. 
What happens to the regions and inequalities in the comparison of value 
w-1 ,..., X,) and E(max ,,nXj) as n tends to infinity? For the collection of 
independent random variables and the collection of general processes, it is 
known [7, 111 that the regions and inequalities (l), (2) and (4), (5) for 
games of finite length converge to the regions and inequalities for 
corresponding games of infinite length. However, for the collection of 
i.i.d.r.v.‘s (and mixtures of i.i.d.r.v.‘s), this is not the case. As indicated by 
Hill and Kertz [lo], E(sup,, , Xi) = V(X,, X,,...) for every i&rite sequence 
Xl, x2 ,... of i.i.d.r.v.‘s taking values in [0, 11, where V(X,, X *,... )= 
STOPRULEANDSUPRJZMUMEXPECTATIONS 91 
sup{EX,: t is a (finite) stop rule for X,, X2,...>. Hence, the set of ordered 
pairs ((x, y): x = V(X,, X,,...) and y = E(SUpj> iXj> for some i.i.d.r.v.‘s 
Xi, X,,... > is precisely the diagonal set {(x, y): 0 < x = y < 1 }. On the other 
hand, the regions and inequalities of Theorems A and B for collections of 
sequences of i.i.d.r.v.3 of finite length converge to nondiagonal regions and 
nondegenerate inequalities, as the third main theorem indicates. 
THEOREMC. (i) The sequences offunctions {In}, {Jn}, and (H,} of 
Theorems A and B converge pointwise, respectively, to functions I, J, and H 
given in Theorems 6.10 and 6.5. In particular, the functions J and H are 
inverses, and the function H(a) is defined for 0 < a < a0 = lim,a, by H(a) = 
(dz/dt)( 1; a), where z = z(t; a), 0 < t < 1, 0 c a < a,,, satisfies the initial value 
problem 
dz 
-=z-zlnz+a, 
dt 
O<t<l;z(O)=O. 
(ii) For any E > 0, there exists N sufficiently large so that 
for all i.i.d.r.v.3 X ,,..., X, and y in [0, y,], for all integers n 2 N, and for 
each n 2 N and each y in [0, y,], 
y UXl,..., X,,)-E<E(maxX,)- [l -r+J(r)] 
i$n 
for some sequence of i.i.d.r.v.‘s X, ,..., X,. 
The limit of the regions of Theorem A is given in Fig. 1. The proof of 
Theorem C and further asymptotic results are given in Section 6. Final 
remarks are made in Section 7. 
2. PRELIMINARIES 
For random variable X taking values in [0, 11, EX denotes the expec- 
tation of X. If n 2 1 and X, ,..., X, are independent, identically distributed 
random variables each with distribution that of X, then E,,(X) = 
E(maxj.,,Xj) and V,(X)= V(X,,..., X,) = sup{EX,: t is a stop rule for 
X lv-7 x.1. 
In this section, two results on value and results on the conjugacy 
operation are collected for ease of reference. The first lemma is a special 
case of [2, p. SO] and the second lemma combines Lemmas 2.4 and 2.5 of 
Hill and Kertz [lo]. 
LEMMA 2.1. v,(x) = E(max{X, I’,- i(X)}) for ah n > 1. 
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LEMMA 2.2. Let n > 1 and X be any random variable taking values in 
[0, 11. Then either X is identically constant or there is a simple random 
variable Y, taking on only the values 0 < V, (X) < * * * < V, _, (X) < 1 with 
probabilities p,,,..., p,, which satisfies Vj( Y)= V,(X) for j= l,..., n and 
E,(X) < E,(Y). In addition, for sj =pO + *. * +pj, j = 0 ,,.., n, and s- 1 = 1, the 
following representations hold 
(i) Vj(Y)= V,(Y)[l+s,+s,s,+ ... +s,s,...s,-,I, j=2,...,n; 
(ii) V,(Y) = (1 - s,-,)/[(l - s,-,)(l + s0 + sOsl + ... + sOsl... 
s,-~)+s~.s~~~~s,-~]; and 
(iii) E,(Y) = V,(Y)[(l +so+sos, + ... +s,s,...s,~,)+s,s,... 
s,-,(I +s,-, + ... +s::I:)-(s;t+s,s;+ ... +s~~~~sn-~s~~*)]. 
A real-valued function g defined on a convex subset 
D of R is said to be concave if g(;la + (1 - A) b) B 1 g(a) + (1 - ,?.) g(b) for 
all a, b E D and all 1, 0 < A< 1. If strict inequality holds whenever a # b, 
then g is said to be strictly concave. As a reference for the following 
definition and lemma, see Chapter 7 of Luenberger [ 141 and Chapter 4 of 
Stoer and Witzgall [ 163 (and also Chap. 3 of Arnold [ 11). 
DEFINITION 2.3. Let g be a real-valued function defined on subset D of 
R. The function g* defined on the set D*={~ER; 
infx E D [xy-g(x)]> --co> byg*(y)=inf,.. [xy-g(x)] is said to be the 
concave conjugate function of g. 
LEMMA 2.4. Let g be a concave function defined on convex set D. Then 
(i) g* is a concave function and D* is a convex set; 
(ii) the conjugate operation is involutive, i.e., (g*)* =g and 
(D*)* = D, if the hypograph of g, {(r, x) E R x D: r <g(x)}, is closed; and 
(iii) (Young’s inequality) g(x) +g*( y) G xy for every XE D and 
YED*. 
3. USEFUL RECURSIVELY DEFINED FUNCTIONS 
The purpose of this section is to define the function H,, and its inverse 
function J,, appearing in Theorems B and C, and to develop results con- 
cerning these functions needed in the proofs of the main theorems. 
DEFINITION 3.1. For n>l and WXECO, CQ), let tin(w, x) = 
(n/(n - 1)) w+ ‘)I” + (x/(n - 1)). For a E [0, co ), define recursively the 
functions qj,,, j=O, l,...,n, by no,n(a)=dn(O,a), and qj,,(a)= 
Ah-~,~(a), a). 
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LEMMA 3.2. For each n > 1 and j= O,..., n, nj,, satisfies the following 
properties: nj,,(0) = 0, ~~,~(a) > 0 for a > 0, and lim, _ m ~~,~(a) = 00; qj,,, is 
continuous, strictly increasing, and concave; and Q, is infinitely differentiable 
on (0, 00). 
Proof Use the definition of Q and Lemma 3.2 of [lo]. I 
DEFINITION 3.3. The function H, is defined on [0, 00) by H,(a) = 
b- l)(tl,,,(a)--tl,-l,n(a)). 
From Lemma 3.2 it follows that H, is infinitely differentiable on (0, co). 
Constants a,, n=2, 3 ,..., are defined from the functions {H,} in 
LEMMA 3.4. (a) For n > 1, there is a unique number a, satisfying one, and 
hence all, of the equivalent conditions (i) H,,(a) = 1 + or; (ii) qn- I,n(a) = 1; 
and (iii) H:,(a) = 1. 
(b) For n> 1, the number a,, satisfies ((n- 1)/n)“-‘[(n/(n- 1))” 
-1]-1~a,~[(n/(n-1))“-1]~‘and(3e)-’~a,~(e-1)-1. 
(c) For n > 1 and 0 < a < a,, the function qn- I,n(a) satisfies 
aC(nl(n- l))“- 11 <rln-d4 
<a[(n/(n-l))“-l]+[l-((n-1)/n)“-‘]. 
(6) 
Proof For part (a), the equivalence of (i) and (ii) follows from 
representation H,(a)-a=z,((rl,_l,~(a))(“-‘)‘“), where z,(x) =x + (n - 1). 
x( 1 -xl/(“-‘)) has unique maximum at x = 1; and the equivalence of (ii) 
and (iii) follows from H~(a)=l-(n-l)(n~-l,~(a))[l-(nn-,,n(a)))”n]. 
From these equivalences, the bounds of Propositions 3.6 and 3.4 of [lo] 
give the bounds of parts (b) and (c). [ 
Relevant properties of the function H,,, and of its inverse function J,, are 
given in 
PROPOSITION 3.5. (a) On the interval [0, a,], the function H, is con- 
tinuous, strictly increasing, and strictly concave, and has bounds 
0 < H,,(a) < 1 + a. On the interval (0, a,], the function HL is continuous and 
strictly decreasing, and satisfies limaI, H,(a) = co and H,(a) > 1 = Hn(a,) 
for O<a<a,. 
(b) The function J,,, the inverse function of H,, is defined, continuous, 
strictly increasing, and strictly convex on [0, y,], and infinitely differentiable 
on (0, y,), where y,, = H,, (a,) = 1 + a,, and a, is given in Lemma 3.4. Also, 
J,, (0) = 0 and max{O, y - 1 } < J,, (y ) c a, for 0 < y < yn. The function J:, is 
continuous and strictly increasing on [0, y,], and has bounds Jn(0) = 
O<J:,(y)<l=J:,(y,)forO<y<y,. 
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Proof From Lemmas 3.2 and 3.4 and straightforward differentiation, it 
follows that 
there is an E, >O such that for all c1 in (0, tl, + E,), H,(U) >O, 
HL(cr)>O, and H,“(cr)<O. (7) 
Thus, H, is strictly increasing and strictly concave. The other properties of 
H, in part (a) follow from Lemma 3.4 and its proof. 
For part (b), observe first that from the infinite differentiability of H,, 
part (a), Eq. (7), and the implicit function theorem (e.g., [17, p. 56]), it 
follows that 
there is a 6, > 0 sufficiently small so that for all y in (0,~” + 6,), 
J,,(y), the inverse function of H,, exists and satisfies Yn(y)= 
l/H;(a)>0 and J,“(y)=(-l)Hz(a)/(H:,(~r))~>O at c~=J,(y), 
and Jck)(y) exists for all k> 1. n (8) 
Thus, J, is strictly increasing and strictly convex on [0, r,]. The other 
properties of J, and J:, follow directly from Lemma 3.4, part (a), and 
W. (8). I 
4. EVALUATION OF THE UPPER BOUNDARY FUNCTION r, 
AND ITS CONJUGATE DUAL 
Recall that random variables are assumed to take values in [0, 11. 
DEFINITION 4.1. The prophet region 9” is the set of ordered pairs 
{ (x, y): x = V,(X) and y = E, (X) for some random variable X}. The upper 
boundary function f,, is defined on [0, l] by ~,,(u)=sup{E,,(X): 
V,(X)=0 for random variable X}. Thus r,(v)=sup{y: (u,Y)E~&,}. 
A sequence of random variables X, ,..., X, is called a mixture (or ran- 
domization) of i.i.d.r.v.‘s under a a-algebra Q if X1,..., X, are conditionally 
i.i.d.r.v.‘s given 9; that is, P(X, E B, ,..., X, E B, 1%) = P(X, E B, 1 Y) *. . 
P(X, E B, 1 Y) for all Bore1 sets B, ,..., B, of R. In this paper, the point of view 
is taken that the randomization for a mixture takes place before the values of 
the random variables are obtained. This leads to the following definition of 
value for a mixture of i.i.d.r.v.‘s. 
DEFINITION 4.2. Let X r ,..., X,, be a mixture of i.i.d.r.v.‘s under 9. A stop 
rule for X r ,..., X, is any random variable t taking values in (l,..., n} and 
satisfying {t =j} E ~$9, XI ,..., Xi) for each j = l,..., n. The value of X, ,..., X,, 
VW, ,..‘, X,), and the conditional value under Y of X1,..., X,, 
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w, ,***, X, 1 S), are defined, respectively, by V(X1,..., X,) = sup{EX,: t is a 
stop rule for X ,,..., Xn} and V(X, ,..., X, ( B) = ess sup{ E(X, 1%): t is a stop 
rule for Xi,..., X,}. 
It is immediate that for mixture X1,..., X,, of i.i.d.r.v.5 under 9, 
VW, ,---, Xn) = EC WI P..., X” I WI. (9) 
The prophet region and boundary function for the class of mixtures of 
i.i.d.r.v.‘s is defined as follows: 
DEFINITION 4.3. The prophet region 9n is the set of ordered pairs 
{(x, y): x = V(X, ,..., A’,) and y = E(maxj,,Xj) for some mixture Xi,..., X,,}. 
The upper boundary function @,, is defined on [0, l] by o,(u)= 
sup{E(maxjG.Xj): V(X ,,..., Xn)=u for mixture X ,,..., X,}. Thus Q,(u)= 
suP{Y: (W)~Y?n~. 
It is clear from Definitions 4.1 and 4.3 that 9,, c yn and r, < @,,. The 
main result of this section is 
THEOREM 4.4. (i) Z, = c?,, and Z’,* = @,* ; 
(ii) r,* is the nonpositive, nondecreasing, differentiable, concave 
functiongiuenbyZ,*(y)=y-lfory<O, =y-1-JJ,(y)forO<y<y,,and 
= 0 for y,, 6 y, where J, is the function and y,, is the number defined in 
Proposition 3.5; and 
(iii) Z,, is the nonnegative, strictly increasing, strictly concave function 
given byZ,(o)=l+J,(k,(v))-(l-v)k,(v)for u~(O,l), wherey=k,(u) 
is the inverse function of u = 1 - J:,(y), and Z,, (0) = 0 and r, (1) = 1. 
Theorem 4.4 is a consequence of the following lemma and propositions. 
Other representations for r, are given in Proposition 4.8. It is important to 
point out that results for Yn and @,, are not merely included as an extension 
of results for B?,, and r,, but are used as an integral part of the proof of the 
latter. Relevant regularity and convexity properties of region 9” and 
functions Qi, and r, are given in 
LEMMA 4.5. Y, is a convex set. CD,, is a concave, continuous function with 
closed hypograph. Z,, is a continuous function satisfying Z, (u) = max {E, (X): 
V,(X)=vfor r.v. X} and~,(O)=O~~~r,(~)~2~-~*~ 1 =r,,(l)for ah 
VE [O, 11. 
Proof For the proof of convexity of yn, let ( V(X1,..., X,), 
E(maxjS,Xj)) and (V( Yi,..., Y,,), E(maxjG, Y,)) be two distinct points in 
9” for mixtures X, ,..., X, and Y, ,..., Y, of i.i.d.r.v.‘s under o-algebras B and 
%‘, respectively. It may be assumed that o(Y, X1,..., X,) is independent of 
4%. y, Y..., Y,,), and that there is a random variable B with a(B) indepen- 
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dent of a(%‘, X, ,..., X,, SF, Y, ,..., Y,) and P(B= l)=A= 1 -P(B=O) for 
0 < 1< 1. Define random variables W, ,..., W,, by Wi = BX, + (1 - B) Yi for 
each i = l,..., n. Then W, ,..., W, is a mixture of i.i.d.r.v.‘s under a-algebra 
f=o(((B=l)ng, (B=O)n%‘), and (V(W,,..., W,) E(max,,,W,))= 
4 w, 7.*-T X,), E(maxj..Xj)) + (1 -n)(VY,,..., Y,), E(maxj<, Yj)). The 
convexity of yn follows. Concavity of Qn follows from the convexity of Y;‘,. 
The continuity of 0, follows from the concavity of @, [14, p. 1941, and 
from the inequalities Q,(O) = 0 < u < Qn (u) < 1 = @,( 1) and Gj,(u) < 
u+(n-l)o(l-u I’+ “) (from (4)). This continuity gives closedness of the 
hypograph {(r, u): r<@,(u)). 
The inequalities for r, follow from the definitions and (1). The con- 
clusion that r,, is continuous and that the supremum is attained in the 
definition of r, follows from the maximization theorem given by Hilden- 
brand [6, p. 303; and from the continuity of functions E,(X) and V,,(X) on 
the compact, metrizable space %? of random variables taking values in 
[0, l] (with the topology of convergence in distribution as in [3, 
Chap. 43). 1 
The main results for @,* and r,* are given in 
PROPOSITION 4.6. (a) Q,* = r,* and r,*(y) = min(y V,(X) - E,,(X): X is 
a r.v.>. 
(b) r,* is given by 
mY)=Y-1 for y < 0, 
=y-l--J,(y) forO<y<y,, (10) 
=o for yn G Y, 
where function J,, and constant yn are given in Proposition 3.5. r,* is a non- 
positiue, nondecreasing, differentiable, concaue function. 
Proof Part (a) follows from the inequality 
=min{yV,(X)- E,,(X): Xis a r,v.> 
>inf(E[yV(X,,..., Xnl~)-E(~~~X,1~)1; 
X I ,..., X, is a mixture of i.i.d.r.v.‘s 
under 8, for some S} = @j’(y) 
2 E(min{yV,(X)- E,(X): Xis a r.v.}) = I’,*(y) 
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for each y E R, where the continuity of r,, was used in the first equality, and 
(9) was used in the first inequality. 
For the proof of part (b), observe first that r,* = 0,* is a concave, con- 
tinuous function from Lemmas 2.4 and 4.5 and Corollary 1 of Luenberger 
[14, p. 1943. f,* is also nondecreasing, from its definition. It also follows 
from Lemma 4.5 and the definition of r,* that r,*(y) = y - 1 for y < 0. Let 
function J, and constant yn be given as in Propostition 3.5. Fix y with 
0 < y < yn. It is shown that r,*(y) = y - 1 - J,(y). It may be assumed from 
Lemma 2.2 that in the minimum of part (a) either 
(i) a minimizing r.v. X is a constant c, O< c < 1, and f,*(y) = 
c(y - 1); or 
(ii) a minimizing r.v. X takes on values 0 < V,(X) < ... < 
V,-,(X)< 1 with probabilities po,...,pn. In this case, if sj=po+ ..a +pj, 
j = O,..., n, and s-i = 1, then 0 KS,,-, < 1 (otherwise X is constant) and 
Yv,(X)-E”(X)=C”(so,...,s,-,), where C, is the continuous func- 
tion defined on {&,,...,s,-1): O<s,< ... <s,-,<l and [s,>O or 
s,-I< l]} u {(sg,..., $-I): 0 <s,-i<l and si>O for j=O ,..., n-2} by 
C” (so,..., ~,-~)=~~-~--1--p~Q~(s~ ,..., snml), where pl=Vl(so ,..., Lo), 
the expression in Lemma 2.2(ii), and Q,(sO ,..., s,- ,) = (1 + s0 + 
SOS1 + ... +s, ~**s,-*)(s;~,-y)-s;f-sos~- ... -so...s,-2s~~1. 
Hence, in order to prove r,* (y) = y - 1 - J,,(y) for 0 < y < yn, it suffices 
to show 
min{C,(s,,...,s,~,):O~s,=G ... <s,-,<land[s,>Oors,-,<l]) (11) 
=y-l-J,,(y). 
The argument used to show (11) is analogous to that used by Hill and 
Kertz to prove Theorem B in [lo]. 
First, observe that the following representations hold for (so,..., s,~ 1) 
with sj > 0 for j = O,..., n-2 and O<s,-,< 1: 
~=("1/SO)CC~-(y--l)+(n--l)s~l; 
0 
ac ac, --r-.ys-.-=p,,yo 
sj+lasj+, J asj 
***sj[C,-(y-l)-ns~-‘+(n-l)sj”+l] 
for j = O,..., n - 3; (12) 
Sn-l(l-Sn-I)as,-, sLs _ n 
ac 
n 2as,-2 
= PlSO . ..s.-2[Cn-(y-1)-ns;::+(n-1)s;_,]; 
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and 
$=(-p,s,...s .-z/(l-s,~~)*)CC,+l-ns::~:+(n-l)s::_,]. 
n 1 
From (12) and the definitions of v~,~, H,, and J, in Section 3, it 
can be deduced that the following statement is equivalent to 
(X,J8sj)(s, ,..., s,- 1) = 0 for j = 0 ,..., n - 1, for (sO ,..., s,- r) with sj > 0 for 
j = O,..., n-2 and O<s,-, < 1. 
J,,(y)=(n- l)s& and letting a= J,(y), nj,,(a)=s; for 
j = 0 ,..., n - 1, and at (sO ,..., s, ._ 1) satisfying the equations, 
c, (so,..., S” ~ I )=Y-~-J,(Y). (13) 
Let A,, be the region A,={(s~,...,s,-t): O<s,< ... <s,_,<l and 
[so>0 or 8,-r < l]}, and let (&,,..., S,-, ) denote the point in the interior 
of A,, satisfying (13). From an analysis of the behavior of C, at and near 
the boundary of A,,, based on (12) and similar to that in Section five of 
[lo], one obtains that the minimum for C, in A,, is at (T,,,..., Snp,), and 
( 11) follows. 
To see that I’,*(y) =0 for y, <y, observe that r,*(y,,) =0 from 
Proposition 3.5 and hence that 0 = r,* (y”) < I’,*(y) Q 0 * y - r,(O) = 0. 
Finally, use this representation of r,* and Proposition 3.5 to conclude 
that I’,* is differentiable. 1 
The following result is an immediate consequence of the proof of 
Proposition 4.6. 
COROLLARY 4.7. For each y E R, r,* (y ) = y V, (X) - E,(X) for some ran- 
dom variable X taking ualues in [0, 11. For y<O[y,<y], X= 1 a.e. [X=0 
a.e.1. For O<y<y,,, such an X is given as follows. Let a = J,,(y), 
sj= [qj,n(a)]l’nforj= O,..., n-l,andp,=s,,pi=sj-sj_,forj=l,...,n-1, 
and p,,= 1 -s,-~. Define X as that random variable taking on values 
0 < V, (X) < . . ’ < V,- 1 (X) < 1 with probabilities pO, p1 ,..., pn, where 
Vi(X) = Vi(q),..., s,_~), the expression given in Lemma 2.2(i), (ii), for 
j = l,..., n - 1. 
The main results for @, and r, are given in 
PROPOSITION 4.8. r, = an. r, has the following representations: 
(a) r,(u)=l+J,(k,(v))-(1-u)k,(v)for UE(O, l), where J, is the 
function defined in Proposition 3.5 and y = k,,(u) is the inverse function of 
u= 1 -&(y); (14) 
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(b) r,(u)=l+h,(u)-(1-u)H,,(h,(u)) for u~(O,l), where H,, is 
the function giuen in Definition 3.3 and u = h,,(u) is the inuerse function of 
u = 1 - [l/H-(a)]; and 
(c) the curue C,: {(u,I,(u)): 0 < u < 1 } has parametric represen- 
tations 
(0 (x,(Y),Y~(Y))=(~-J:,(Y), l-rJk(~)+J,(~)h O<YGY,, and 
(ii) (%(a),P,,(~))= Cl- CUH:,(a)l, 1 +a- CH,(a)IK(~)l), 0~ 
a<a,, with (Z,(O),y,(O))=(l, 1). 
I,, is a strictly increasing, strictly concave, differentiable function on 
[0, 13, with r:, (0) = y, and rn( 1) = 0. I,, is infinitely differentiable on (0, 1). 
Proof From Lemmas 2.4 and 4.5, Definition 4.3, and Proposition 4.6, it 
follows that Q,(O) = 0, @,( 1) = 1, and for u E (0, 1 ), 
where 7, is the number in (0, yn) defined by (a/dy)(uy - f,*(y)) = 0, 
i.e., (r,*)‘(y,) = u. Representation (a) now follows from (15) and 
Proposition 4.6. Representation (b) follows directly from (15) and (a); and 
representation (c) follows from { (0, Q”(u)): 0 < u < 1 > = {((T,*)‘(y), 
YC)‘(Y)-C(y)): O<Y <Y,> = ((1 -Ji(Y), 1 -rJ:,(y)+J,(y)): 0-c 
Y<Y,,)= ((I--I:l/K(a)l, 1-CH,(~YfC(a)l+~): O<a<a,,). 
From this parametric representation and (8) it follows that @k(u) = y 
and @i(u) = -J,“(y) < 0 for u E (0, l), and hence that @,, is strictly increas- 
ing and strictly concave in [O, 11. The equality 0, = r, follows from (15), 
Proposition 4.6(a), and the strict concavity of 0,. Differentiability proper- 
ties of r,, follow from those of J, in Proposition 3.5. m 
COROLLARY 4.9. For each u E [0, 1 ] there is a random variable X taking 
ualues in [O, 1) with u= V,(X) and I’,(u)=E,(X). If u=O[u=l], then 
X = 0 a.e. [X = 1 a.e.]. If 0 < u < 1, then such an X is given as follows. Let 
y = k,,(u), where k, is the inverse function of u = 1 - Jn(y). Construct X as in 
Coroflary4.7 so that I’,*(y)=yV,(X)- E,(X). Then Vn(X)=u and 
En(X) = r,(u). 
Proof Let y = k,(u) and let 9 denote the straight line passing 
through (u, r,(u)) with slope y. Construct X as in Corollary 4.7 so 
that r,*(y)= yV,,(X)- E,(X). It follows that r,(u) =yu-r,*(y)= 
YU- CyV,W)-E,,(X)1 =Y(v- v,(X))+&,(X), so that (V,W), E,,W)) is 
on 8. Let 9& be the region of Definition 4.1. Now, 9 is tangent to r,,, the 
upper boundary of BE, at (u, r,,(u)), and ( V,(X), E,(X)) is in Bn. Thus, 
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from the strict concavity of r,= @,, proved in Proposition 4.8, 
(~,Gf), &W))= (4 r,(u)). I 
Remark 4.10. The analysis of region Ye, and upper boundary function 
r,, of Definition 4.1 is equivalent to analysis of the region B” and lower 
boundary function r” defined, respectively, by B,, = {(x, y): x = inf(EX,: t 
is a stop rule for X ,,..., X,} and y=E(minjG&) for i.i.d.r.v.‘s X, ,..., X, 
taking values in [0, l]}, and m(u) =inf( y: (0, y) ~a~}. In particular, 
p”(u) = 1 - r,,(l - 0); the convex conjugate dual pz (y) = sup{yv - Fn(u): 
UE [0, l]} =y- 1 -r,*(y); and inequality (3)(a) becomes 
E(minjG,Jj)+J,(y)3Yinf(EX,: t is a stop rule for XI,..., X”}. (16) 
5. PROOFS OF THEOREMS A AND B 
Let &‘, and r,, [yn and @,I be the prophet region and upper boundary 
function for [mixtures of] i.i.d.r.v.‘s, as defined in Section 4. Theorem A is a 
direct consequence of the next theorem. Several of the regions in 
Theorem 5.1 are given in Fig. 1. 
kOREM5.1. ~"=~={(X,y):Xgy~r,(X);o~X~i}. 
ProoJ: The containment %‘n c y” E ((x, y): x < y d r,(x); 0 < x d 1 } is 
clear. It is immediate that { (0, 0), (1, l)} ~9~. Let (a, 6) be chosen with 
0 <a < 1 and ad b < r,(a). Construct random variable X as in 
Corollary 4.9 so that ( V,(X), E,,(X)) = (a, r,(u)) and let Y = a. Define the 
random variable 2, taking values in [0, I], by Z= 1X+ (1 - 2) Y, where 
A= (b-u)/(T,(u)-a). Then (a, b)= (V,(Z), E,(Z))EB”, and the equality 
follows. 1 
Let H,, be the recursively defined function of Definition 3.3 and J,, be the 
inverse of H,; let u, be the positive number satisfying H,, (a,) - ~1, = 1, and 
Y, = Hn (4. Th eorem B is a special case of the following theorem. 
THEOREM 5.2. If n > 1 and X, ,..., X, is any mixture of i.i.d.r.v.‘s, then 
Et?;; 4) 6 r, (v(x, ,..., X,1) (17) 
and 
Et?:: -Jfj)- C~-Y +Jn(Y)I GYv(‘(x,,..*, xn) WW 
and 
E(max Xi) - [ 1 -H,(a) + a] G H,(a) V(X, ,..., X,) 
j<n (18b) 
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for every y E [0, y,] and a E [0, a,]. Equality is attained ~JJ i.i.d.r.v.‘s in (17) 
and in (18a) and (18b), f or each YE [0, y,] undfor each a~ [0, a,], respec- 
tively. 
Proof: For any mixture X1 ,..., X, of i.i.d.r.v.‘s, with V(X, ,..., X,) = v, it 
follows from Theorem 5.1 that E(maxjG n Xj) < r,,(v) = r,, ( V(X, ,..., X,)), 
and inequality (17) is proved. Attainment of equality in (17) by i.i.d.r.v.‘s 
follows from Corollary 4.9. 
Inequality (18a) is proved next; inequality (18b) follows by taking inver- 
ses. For each YE [0, y,] and any mixture X ,,..., X, of i.i.d.r.v.‘s with 
VW, ,..., X,) = v, it follows that E(maxjG. Xi) < G,(v) < yv - @,* (y) = 
YV - r,* (Y) = Y VW, ,*.., X,) - [y - 1 -J,(y)], where the second inequality 
follows from Lemma 2.4(ii), and the equalities follow from Proposition 4.6. 
Thus, inequality (18a) is proved. 
It is now shown that equality is attained in (18a) by i.i.d.r.v.‘s, for each 
y E [0, y,]. For y = O[y = y,], take X= 1 a.e. [X= 0 a.e.]. Let 0 < y < y,. 
Construct random variable X as in Corollary 4.7. Then r,*(y) = 
y V,,(X) - E,(X), and equality in (18a) follows from Proposition 4.6. 1 
Remark 5.3. For E > 0 small, a nonconstant random variable X is con- 
structed, taking values in [0, 11, for which yn V,(X) - E < E,(X) < 
yn V,(X). The second inequality is just (17) with y = yn. Choose y sufficiently 
close to y, so that r,*(y) < s/2 and 0 c y, - y < s/2. Fix this number y and 
construct nonconstant random variable X as in Corollary 4.7 satisfying 
r,*(y)=yV,(X)-E,(X). Then E,(X)>y,Vn(X)-E. 
EXAMPLE 5.4. This example extends the example begun in [lo]. The 
functions of Sections 3 and 4 and inequality (18a) of Section 5 are given for 
the case n = 2. 
The functions and constants of Section 3 are ~,,~(a) = CI, ~~,~(a)= 
2J;; + a, q&a) = 2(2& + a)“* + a, H,(a) = 2(2& + a)‘/* - 2&, J,(y) = 
(1/16)C~*/(2 - r)l*> a2 = 3 - 2fisO.171, and y2 = 1 + a*. 
The functions of Section 4 are r,*(y) = y - 1 for y < 0, = y - 1 - (l/16) x 
CY*/(~-Y)I* for 06~ <Y*, and = 0 for y2 < y. And the upper boundary 
curve {(v, T,(v)): 0 < v < 1 } is given in parametric form by {(x(y), y(y)): 
0 < y < y2}, where x(y) = 1 - (4 - y)[y/(4 - 2y)13 and y(y) = 1 - [y4(6 - y)/ 
(16(2-~)~)1. 
Inequality (18a) becomes 
E@axGL X2W- Cl -Y +W~6)Cy*/(2-~)1*1 ~yWk X2) (19) 
for all mixtures X,, X2 of i.i.d.r.v.‘s taking values in [0, 11, for each y 
with O<y<y2. For each y E (0, y2), equality is attained in (19) for 
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FIG. 1. From the bottom, in the unit square, (i) the diagonal y  = x; (ii) the upper boun- 
dary curves y  = r,(x) and y  = r5 (x) for the regions %I and 9&, respectively; (iii) the limiting 
curve y  = lim, _ a, T,,(x); and (iv) the upper boundary curve y  = 2x-x’ for the region (1). 
i.i.d.r.v.‘s X, and X, each with distribution that of a r.v. taking on 
values 0, [ 1 - (y/2)((4 - y)/(4 - 2y))]/[ 1 - (y/2)], and 1 with probabilities 
y*/(8 - 4y), y/2, and (y’ - 8(y - 1))/(8 - 4y), respectively. 
6. PROOF OF THEOREMC AND OTHER ASYMPTOTIC ANALYSIS 
The main purpose of this section is the asymptotic analysis of the regions 
and inequalities of Theorems A and B. Theorem C is an immediate con- 
sequence of Theorems 6.5 and 6.10, which identify the limits of the sequen- 
ces of functions (H,,}, {Jn}, and { f n >, and Theorem 6.11, which states the 
resulting inequalities. In this section, for continuous functions g defined on 
[0, 11, 11 gl) denotes the supremum norm of g, that is, llgll = sup{ lg( y)l: 
o<y< l}. 
DEFINITION 6.1. The functions f and f,, n = 1,2,..., are defined for 
O<y< 1 by f(y)=y-ylny for O<y< 1 and =0 for y=O; and f,(y)= 
(n+ l)y”““+“+Zy. The function Z is defined for u> 0 by Z(a) = 
kJi’<‘i + “,1,-bu’y. The functions g and g,, n = 1,2,..., are defined for 
~20 by g(x,y)=(-lnx)y+l and gn(x,y)= 
4x 
-&+l) - 1) y + 1, respectively, and with g(0, 0) = 1 = g,(O, 0). 
The following two lemmas establish elementary facts for functionsf, 
{fn}, and Z, and constants (~1,) of Section 3. Lemma 6.2(a) follows from 
elementary calculus. Lemma 6.2(b) partially answers a conjecture posed in 
Section 3 of [lo]; the proof of Lemma 6.2(b) is essentially due to David C. 
cox [S]. 
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LEMMA 6.2. (a) The functions f and fn are uniformly continuous, strictly 
increasing, and strictly concaue on [0, l] with f(0) =O=fn(0) and 
f(l)= 1 =fn(l), and are infinitely differentiable on (0, 1). The sequence of 
functions {f,} andf satisfy f,>f,,+l >f and [If,-fll <(8/e2)(n+ 1)-l for 
each n = 1, 2,.... 
(b) The function I is well defined, real-valued, and strictly decreasing. 
The sequence of numbers {a,,} ,, , 1, defined in Lemma 3.4, have limit a,, the 
unique number satisfying Z(a,) = 1. 
Proof The proof of the limit result for constants {a,> is given. Denote 
y,,=O and yj=nj?i-I,n+I(an+l),j= l,...,n+ 1; then 
Yj+1-Yj=n-‘Cf”(Yj)+a,+11 forj = O,..., n. (20) 
The sequence {a,,} is bounded; let 5 denote the limit of an arbitrarily 
chosen subsequence {am} = {a,,(,, }. For indices m = n(k) of this sub- 
sequence, write (20) as yj+ I -~~=rn-‘[f(y~)+G]+6~., forj=O, l,..., m, 
where oj,=m-‘[fm(yj)-f(yj)]+m-‘(a,-&). From Lemmas6.2(a) 
and 3.4, ‘it follows that cj’zO [( yj+ 1 - y,)/(f ( yj) + Cr)] = 1 + 6,, where 
16,ld9m-‘+6eIa,-clI. Let m+oo to obtain I(Cr)=l, where Zis the 
integral function of Definition 6.1. It follows that there is a unique number 
a,, satisfying Z(a,) = 1. Thus every convergent subsequence of {an} con- 
verges to a,; hence lim, _ o. a, exists and equals aO. 1 
In the remainder of this paper the following notation is used without 
additional recall: functions {~li,~}, {H,,}, and {Jn}, and constants (a,} 
from Section 3; functions {r,*} and {m} from Section 4; and functions f, 
{f,}, g, {g,}, and Z, and constant a,, from Definition 6.1 and Lemma 6.2. 
LEMMA~.~. (i) For each Ocada,, there exists a unique solution 
z = z(t) = z( t; a), 0 < t < 1, of the initial value problem 
$=f(z)+a, ogtg1; z(O)=O. (21) 
The function z = z( t; a) takes values in [0, 11; is Lipschitz continuous on rec- 
tangles [0, l] x [a, b], 0 <a c b < a,; is strictly increasing both in t and in 
a; is strictly convex in t; and has lower bound at < z( t; a). (Consistent with 
(21), set z(t;O)=Ofor O<t<l.) 
(ii) ForeachO<a~a,,thefunctionw=(~z/~a)(t;a),O~t~l,isthe 
unique solution of the initial value problem 
~=g(z, WI, O<t<l; w(O)=O. 
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The function w = &/au has representation 
w(t; a) = (f (z(t; a)) + a) J’ (f My; a)) + a)-‘dy; 
0 
(23) 
takes values in [0, 1 + a ~ ‘1 for each 0 < a < a,; is Lipschitz continuous on 
rectangles [0, l] x [a, b], 0 <a < b <a o; is strictly increasing in t; and has 
bounds (a/(l+a))t<w(t;a)<(l+a-‘)t. 
Prooj Let z = z(t) = z( t; a), 0 d t d 1, be the unique inverse function of 
t = t(z) = t(z; a), defined for each 0 < a 6 a0 by 
t(z;a)=j’If(y)+al~‘dy, O<z<l, 
0 
Then the properties of z(t; a) given in (i) follow from those of t(z; a) and 
from the partial derivative representations 
$=f(z)+a, $=(--lnz)(f(z)+a), 
~(t;a)=V.(z(t;a))+a)j~““(f(y)+a)~’dy (24) 
for all Ogtgl, O<a<a,. 
Properties of the function w  = (az/aa)(t; a) given in (ii) follow from 
Gronwall’s inequality [4, p. 191, from (24), and from the representation 
awlat = G(t), where the function G(t) = G(t; a), defined by G(t; a) = 
g(z(t; a), w(t; a)), is uniformly continuous in t, and satisfies G(0; a) = 1 and 
l<G(t;a)<(-lnat)(l+a-‘)t+l<A(a) for O<t<l, where A(a)= 
(ae)-‘(1 +a-‘)+ 1. 1 
DEFINITION 6.4. Let z = z(t; a) be the function in Lemma 6.3. The 
function H = H(a) is defined for 0 < a < a0 by 
(25) 
The first of the main results of this section is now stated. Its proof relies 
on Lemmas 6.7 and 6.8, and is given after Corollary 6.9. 
THEOREM 6.5. (i) The functions {H, > converge to H un$ormly on com- 
pact subsets of (0, a,) as n + 00. The function H is infinitely differentiable on 
(0, a,) and is strictly increasing and strictly concave on [0, a,], and has 
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bounds a 4 H(a) < 1 + a. Let y. = lim,, o. y,, and J denote the inverse 
function of H on [0, yo]. Then the functions (J,, > converge to J uniformly on 
compact subsets of (0, yo) as n + co, The function J is continuously differen- 
tiable, strictly increasing and strictly convex on [0, y,], and has bounds 
max{O,y-l}<J(y)<yfor O<y<y,. 
(ii) The functions {Hn} converge to H’ untformly on compact subsets 
of (0, ao) as n + co. The function H’ is strictly decreasing on (0, ao], and has 
bounds H’(a,)=l<H’(a)<(-lna)(l+a-‘)+l, with lim,lOH’(a)=co 
= H’(0). The functions (&} converge to J’ untformly on compact subsets of 
(0, yo) as n + co. The function S is continuous and strictly increasing on 
[0, yo] and satisfies J’(0) = 0 <J’(y) < 1 = J’(y,) for 0 < y < yo. 
DEFINITION 6.6. For each n = 1, 2,... and 0 < a G ao, define the function 
z, = z,( t) = z,(t; a), 0 < t < 1, by piecewise linear interpolation of the 
points { (0, 0), (j/n, vi- I,n+ I (a)), j= l,..., n}; that is, z,(O; a) = 0 and for 
j/n<tt(j+l)/n, 
z,(t;a)=z,(j/n;a)+(t-((j/n))Cf,(z,(j/n;a))+al (26) 
for each j= 0, l,..., n - 1. Denote w, = w,(t; a) = (az,@a)(t; a); that is, 
w,(O;a)=O and forj/n<t<(j+l)/n, 
w,(t; a) = w,(j/n; a) + (t- (j/n)) s,(z,(j/n; a), w,(j/n; a)) (27) 
for each j = 0, l,..., n - 1. 
LEMMA 6.7. (i) For each n = 1, 2 ,..., the function z, = z,(t; a), 0 < t < 1, 
O<a<a,+,, takes values in [0, 11; is Lipschitz continuous on rectangles 
CO, 11 x [a, bl, O<a<b<acr,+,; is strictly increasing both in t and in a; is 
convex in t and concave in a; and has lower bound at < z,(t; a). 
(ii) For each n = 1, 2,..., the function w, = w, (t; a) = (az,/aa)( t; a) 
takes values in [0, 1 + a-‘] for each 0 < a < a,; is Lipschitz continuous on 
rectangles [0, l] x [a, b], 0 c a < b < a,; is strictly increasing in t; and has 
upperboundw,(t;a)d(l+a-‘)t. 
Proof. It follows from Definitions 3.1 and 6.6 and Lemma 3.2 
of [lo], that z, = z,(t; a) is strictly increasing both in t and in a; is 
convex in t and concave in a; and O=z,(O;a)<z,(t;a)<z,(l;a)< 
z,(l;a,+l)~tlr,+l(a,+l )=l. For O<s<t<l, z,(t;a)--&;a)= 
(t-s)(f,,(z,(j/n;a))+a) if j/n<sstt((i+l)/n, and =(((j+l)/n)-s) 
L(z,W; a)) + --. + (t - ((j + k)/n)).L(z,((j + k)ln; a)) + (t-s) a if 
j/n<s<(j+l)/n< ... < (j + k)/n < t < (j + k + 1)/n. The Lipschitz con- 
tinuity of z, in t, with Lipschitz constant CZfl,o < 1 + a, and the lower bound 
on z,, follow. 
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For the proof of Lipschitz continuity of z, in both variables and the 
upper bound for w, = az,,/acr, the following bound on w, is used. For each 
n=l, 2,... and O<a<a,+,, 
w,(U+ l)/n;a)~(fn(zn(j/n;a))+Co i (f,(zn(i/n;a))+Co-‘n-’ (28) 
i=O 
for j=O, I,..., n- 1. Inequality (28) is proved through an induction 
argument, which compares w,((j+ 1)/n), given in (27) with @,,((j+ 1)/n), 
the right-hand side of inequality (28) given by 
@,,((j+ 1)/n) = *,,Wn) (29) 
The upper bound w, (t; a) < (1 - a ~ ’ ) t now follows from the bounds on j, 
in Lemma 6.2, the inequality (28) and the piecewise linearity of w,. 
Lipschitz continuity of z, over [O, l] x [a, b] (with Lipschitz constant 
C,Ja-‘) a$(1 +a-‘)) follows by use of this upper bound. 
The strictly increasing and Lipschitz continuity properties in the variable 
t for function w, follow from the representation w,,(t) = 
w, (j/n) + (t - (j/n)) G, (j/n) for j/n < t < (j + 1 )/n, j = O,..., n - 1, where the 
function G,(t)=G,(t;a), defined by G,(t;a)=g,(z,(t;a), w,(t;a)) for 
O-ca and O<t<l, satisfies G,(O, a)= 1 and 1 <G,(t;a)< 
n((at)-‘““+‘) - l)( 1 + a-‘) t + 1 < A(a) for 0 < t < 1, where A(a) was given 
in the proof of Lemma 6.3. 
Finally, it is shown that w, is Lipschitz continuous on rectangles 
[0, l] x [a, b], 0 <a < b < ao. For this purpose, the following bounds are 
obtained for the function u,(t; a) = (aw,&)(t; a) = (azz,/aa2)(t; a): 
-(l +a)‘ap3A(a) t<uu,(t;a)60 (30) 
for all O<a<a,+, and 0 < t Q 1, for each n = 1, 2 ,.... 
To prove (30) introduce the auxiliary function ii,,, where ii,(j/n) = 
t?, (j/n; a) is defined for 0 < a d a, + , and j in (O,..., n} by i&(0; a) = 0 and 
&((j+ 1)/n) = (aG,/aa)((j+ 1)/n) = G,(j/n) C{=. (f,(z,(i/n))+a)-‘n-’ - 
(f,(z,(j/n)) + a) c<=. G,(i/n)(f,(z,(i/n)) + a)-2n-‘; and observe that, 
for each 0 < a < Ein+ L, the function ii, has lower bound 
-(l +a) A(a) av2kn-’ < ii,(k/n; a) for all k in {O,..., n} and satisfies the 
recursive inequality 
ii,((j+ l)/n)<(z,(j/n))-“‘“+“ii,(j/n) (31) 
-(n+ 1)p’(z,(j/n))p’“+2)‘(n+‘)w,(j/n) w,((j- 1)/n) 
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for all j in {l,..., n - I>. The functions U, and ii, are related as follows: 
ii,((j+l)ln)~u,((j+l)/n)+g(j+l,n) (32) 
for all 0 < a < a, + 1 and je (O,..., n - l}, where 6(k, n) = @a, k, n) is given 
by @a,k,n)=ka- - 2 (k’(n+“)n-2+(k”“+1))(1 +a) A(a); inequality (32) is 
proved through an induction argument, based on (31) and on the represen- 
tation u,((j+ 1)/n)= u,(j/~)+n-‘(aG,(j/~)/aa). The lower bound in (30) 
is now a consequence of the lower bound for ii,,, (32), and the piecewise 
linearity of u,. The upper bound in (30) is a consequence of u, = a2z,,/&i2, 
the definition of z,, and Lemma 3.2 of [lo]. 
The Lipschitz continuity of w, over [0, l] x [a, b] (with Lipschitz con- 
stant C,Ja-‘)<@(a)(1 +~)~a-~) follows by use of (30). 1 
LEMMA 6.8. (i) As n + 00, the sequence {zn}[ (f,oz,,}] converges to 
z[fo z], uniformly over [0, l] x C, for every compact subset C of (0, ao). 
(ii) As n 3 00, the sequence { wn}[ {g,o (z,, w,)>] converges to 
w[go (z, w)], uniformly ouer [0, l] x C, for euery compact subset C of 
(0, ad. 
Proof We give the proof of part (i); the proof of part (ii) is similar, 
although technically more complicated. Let C be any compact subset of 
(0, a,); and let a.+ = g.1.b.C and a* = 1.u.b.C. By passing to a subsequence, if 
necessary, we may assume that a* < a, for all n; and hence from Lem- 
ma 6.7(i), it follows that the sequence {z”> is bounded and equicontinuous 
on [0, 11 x C. By Ascoli’s theorem [4, p. 71, there is a subsequence of (z,> 
which is uniformly convergent to a continuous function on [O, 1 ] x C. 
Let {z,} be any subsequence of {zn} which converges uniformly on 
[0, l] x C to a continuous function y. It is shown that y = z, the function of 
Lemma 6.3(i). First, ~(0; a) = 0 for each a in C. Next, let t and t + h be in 
[0, l] and observe that for each a in C, 
I At + hi a) -At; a) - W(y(t; a>) + alI 
~~~~p{ly~~;~~-~,~~;~~l:(~,~~~C~,~1~~}+~llf,-fII (33) 
+ I Mf(zm(f + k a)) -f( At + hi a)))l + I Kf(y(t + k a)) -f( y(t; a))l, 
sincef, and z, are increasing functions. Now, let m + cc in (33) and con- 
clude 
I At + k a) -y(t; a) - W(AC a)) + alI f I Wb(t + k a)) -f(r(t; a)))l. 
(34) 
Divide by 1 h 1 in (34), let h + 0, and use continuity off and y, to obtain 
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y’( I; a) =f( y( t; TV)) + a. Thus y = y( t; a) satisfies (21) for each c1 E C. Since z 
is the unique solution of (21), y = z on [0, l] x C. However, (zm} was an 
arbitrarily chosen subsequence; so it follows that the entire sequence {z, > 
converges to z uniformly on [O, 1 ] x C. 
Finally, {f, 0 z, } converges to f 0 z uniformly on [O, 1 ] x C, from use of 
the inequality 
SUP{lfMC a))-f”k(t; a))l: (6 U)E CO, 11 x q 
G SUP{ IfMc co) -f (z,(t; a))I: (t, a) E CO, 11 x C} 
+ Ilf -f, II. I 
COROLLARY 6.9. (i) The functions {yl,,,+ , } converge to z( 1; . ) 
uniformly on compact subsets of (0, a,) as n -+ co. The function ~(1; a) is 
strictly increasing and concave on [0, a,,], and has bounds a(e - 1) < 
z(l;a)<a(e-1)+(1-e-‘). 
(ii) The functions {VA,, + 1} converge to w( 1; . ) uniformly on compact 
subsets of (0, cq,) as n -+ co. The function ~(1; a) is decreasing on [0, a,,], 
andhusboundscl(l+a)~16w(l;cr)<1+a~1. 
Proof For the convergence results observe that 
I? .,,+l(~)--z(l;~)l GIz,(l;~)-z(l;~)l +n-‘Ifn(zn(l;a.))+aI 
and 
Irl ~,,+l(~)--w(l;~)l ~lw,(1;a)-~(1;~)l+n~‘(g,~(z~,~~))(l;~r) 
for all O< c1 <a,, and n = 1, 2,..., and apply Lemma 6.8. From this con- 
vergence, Lemmas 3.2 and 3.4, and Lemma 6.3, the other properties of 
~(1, a) and ~(1; a) follow. 1 
Proof of Theorem 6.5. The convergence results for {H,} and {W,} 
follow from Lemmas 6.2 and 6.8, Definitions 3.1 and 6.6, and the 
inequalities 
IHn+I(a)-Wa)l = If,(?,,,+l(a))-f(z(l;~))l 
G 2llfn -f II + If (V,,", 1 (~))-f(z,(l;a))I + If,(z,(l;~))--f(z(l;a))l, 
and 
IK+,(Go-flH’(a)l 
= I gn h,n + 1 (ah $I,, + 1 (u))-&(l; a), 41; a))1 
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G lMLl,n+l (a))-“(“+‘)- llll~~,,+l(a)-w,(l~~)l 
+ In[(?,,,+,(a))-l’(“+l)-(~n(l;a))-l’(”+l)] w,(l;a)l 
+ lg,(z,(k a), w,(l; aI)-t&(1; a), 41; a))1 
GJ4a-‘).n-‘+ Ig,(z,(l; a), w,(l; aI)-gg(41; a), 41; a))l, 
which hold for each 0 <a <a,+ 1, n = 1,2 ,..., where 0~ K(a-‘) < 
3a-‘(l + a-l)*. 
The differentiability, monotonicity, and concavity properties of H 
and H’ follow from (25), Lemma 6.3, and representations 
H’(a)=g(z(l;a),w(l;a))>l and 2?‘(a)=(-1)[(w(1;a))*(z(1;a))-‘+ 
(lnz(l;a))w’(l;a)]<O, for each O<a<a,. The bounds on H and H 
are immediate from (25), Lemma 6.2 and the proof of Lemma 6.3. 
Finally, H’(a,) = 1 since ~(1; a,,) = 1 and 0 c ~(1; aO) < co; H’(0) 2 
lim,l,f(a)/a = cr,; and lim,,, H’(a) = limEl,[(f(z( 1; a)) + a)/a] - 1 = 
H(O)-l=co. 1 
THEOREM 6.10. (i) The functions {mz} conuerge to the function r* 
deJinedbyT*(y)=y-lfory~0, =y-l-J(y)forO<y<y,,and =Ofor 
y,, < y, where J and y,, are defined in Theorem 6.5. The convergence is 
pointwise for all y and uniform on compact subsets of (0, yO). The function I’* 
is differentiable, strictly increasing, and convex. 
(ii) The functions {m} converge to the function r on [0, 11. Con- 
vergence is pointwise for all v in [0, l] and untform on compact subsets of 
(0, 1). 
(iii) The function r has the following representations 
(a) T(u) = 1 - J(k(o)) - (1 -u) k(u) for UE (0, l), where k(o) is the 
inverse function of 0 = 1 - S(y); 
(b) I’(u) = 1 + h(u) - (l-v) H(h(v)) for u E (0, l), where h(u) is the 
inverse function of u = 1 - [l/H’(a)]; 
(c) r(v)= 1 -j;-V (J’)-‘(x)d x or UE [0, 11, where (J’)’ is the f 
inverse function of S; and 
(d) The curve C: {(II, r(v)): 0 < u < l} has parametric represen- 
tations MY), Y(Y))=(~-J’(Y), 1-yJ’(y)+J(y)), O<y<yo, 
and (x(a), y(a)) = (1 - Cl/Wa)l, 1+ a - CH(aYWa)l), 
Oca<a,, where yo- ao= 1, with a0 and y. defined in 
Lemma 6.2 and Theorem 6.5, respectively, and (x(O), y(0)) = 
(4 1) and (4~~)~ Y(Y~)) = Mao), y(ao)) = (0, 0). 
The function r is strictly increasing and strictly concave on [0, 11. 
(iv) The functions r and P are concave conjugate functions and 
satisfy T(u) + r*(y) G yu for all D E [0, l] and y E R. 
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ProoJ The convergence results and representation results for r* and r 
in (i) and (ii)(a), (b), and (d) follow from Propositions 4.6 and 4.8 and 
Theorem 6.5. The properties of r* are consequences of properties of H and 
J in Theorem 6.5. The properties of r are obtained as in Proposition 4.8 
from the parametric representation of r in (d). The conjugacy of r and r* 
follows from the involutive property of the conjugacy operation as in (15), 
and the inequality of (iv) is a statement of Young’s inequality for r and r*. 
The representation of r given in (iii)(c) follows, using Remark 4.10, from 
the properties of J’ given in Theorem 6.5, from the form of r*, and from 
representations for the function p(u) = 1 - r( 1 - v) and F*(y) = 
y - 1 -I’*(y) obtained through the version of Young’s inequality in 
[151- I 
THEOREM 6.11. Given E > 0. 
(i) There exists N sufficiently large so that 
for all mixtures of i.i.d.r.v.3 X, ,..., X,, and y in [0, y,] for each n 3 N; andfor 
each n > N and each y in [0, y,] 
YVX, ,..., X,)-E~E(~nXXi)-C1-Y+J(Y)I (36) 
for some sequence of i.i.d.r.v.‘s X, ,..., X,,. 
(ii) There exists N sufficiently large so that 
E(max Xj) - [ 1 + CI -H(u)] d H(a) V(X1,..., X,) + E 
i<n 
(37) 
for all mixtures of i.i.d.r.v.‘s X, ,..., X, and a in [0, a,,], for each n 2 N; and 
for each n > N and each a in [O, a,,] 
H(a) VW, ,..., X,) - E < E(III:~ Xj) - [ 1 + a - H(a)] (38) 
for some sequence of i.i.d.r.v.‘s X, ,..., X,,. 
ProoJ: The results follow directly from Theorems 5.2 and 6.5. 1 
Remark6.12. For each fixed O<a<a, or O<y<y,, as n+cc, the 
extremal random variables {x’“‘} of Corollaries 4.7 and 4.9 and 
Theorems A and B satisfy the following: (i) the number of values taken on 
by X(“’ increases to infinity, and (ii) the probabilities P(x(“) = 0) increase 
to one. 
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Remark 6.13. The inverse functions y = H(a) and a = J(y) of 
Theorem 6.5 are related through the differential equation dz/dt = 
f(z)+z’(O), O< t < 1; z(O)=0 as follows. If z’(O)=a, then y=H(a) = 
(dz/dt)( 1; a); and if z’( 1) = y, then a = J(y) = (dz/dt)(O; y). 
7. FURTHER REMARKS 
Remark 7.1. If the gambler is not given apriori knowledge of the ran- 
domization for a mixture of i.i.d.r.v.‘s, the prophet region is not that of 
Theorem 5.1. Consider the following example. Let B denote a random 
variable with P(B= 1) = f = P(B= 0). Random variables X, and X, are 
conditionally i.i.d. under B with P(XI = 11 B = 1) = f = P(X1 = 4 1 B = 1) and 
P(X1 = 0 1 B= 0) = 4 = P(X, = f 1 B = 0). If stop rules with respect to G- 
algebras $I = a(B, Xi) and ?S.. = a(B, Xi, X,) are used as in Sections 4 and 
5, then (V(X,, X,), E(max(X,, X,})) = (5/8, 5/8). However, if stop rules 
with respect to a-algebras F1 = 0(X,) and 4 = a(X,, X,) are used, then 
e = ( ux, > X2), E( max{x,,X,}))=(9/16,5/8)~~*. 
Remark 7.2. The results of Sections l-6 carry over to uniformly boun- 
ded sequences of random variables. In particular, for any - co < a < b < co, 
let %“(a, b) = ((x, y): x = V,(X) and y = E, (A’) for some r.v. X taking 
values in [a, b]} and r,(u;u, b)=sup{y: (x,~)E~&(u, b)}. Then 
%,(a, b) = ((xv Y): x<y<T,(x;u,b); u<x<b}=(a,a)+(b-u)g,,; and 
f,(u;u, b)=u+ (b-u) T,((v-a)/(b-a)). Inequalities (3a), (3b), (17), 
(18a), (18b), and (35)-(38) also carry over. For example, 
E(maxXj)- Cb(l -Y +J,(Y))--aJ,,(~)l <yVX1,..., x,,) 
jcn 
(39) 
for all mixtures Xi,..., X, of i.i.d.r.v.‘s taking values in [a, b], for each 
Y~CO,Y,l, n>l. 
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