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Re´sume´ et abstract
RE´SUME´
Le fonctionnement des syste`mes cellulaires est largement conditionne´ par leurs topologies, c’est-a`-dire
les compartiments (caracte´rise´s chacun par un type) qui les composent et les dispositions relatives les uns
par rapport aux autres de ces compartiments. Cependant, on constate ge´ne´ralement une relative faiblesse
dans la prise en compte de la topologie dans certains outils a` base de re`gles pour la mode´lisation des proces-
sus biologiques, ces outils inte´grant par ailleurs de bonnes capacite´s de simulation et d’analyse de mode`les.
Les travaux pre´sente´s dans cette the`se proposent une approche de mode´lisation qui consiste a` de´finir les
mode`les en conside´rant d’une part un ensemble de re`gles ge´ne´riques traduisant les comportements des
types de compartiments en fonction des mole´cules et d’autre part l’abstraction d’une compartimentation
cellulaire par un graphe d’e´changes qui donne en particulier les voisinages existant entre les diffe´rents
compartiments. Ces deux e´le´ments sont couple´s, ce qui permet d’obtenir un mode`le interme´diaire qui est
le re´sultat de l’instanciation des re`gles ge´ne´riques en fonction des contraintes issues du graphe d’e´changes.
La traduction de ce mode`le interme´diaire vers le langage de re`gles d’un outil cible (choisi entre BIOCHAM
et PATHWAY LOGIC) constitue la dernie`re e´tape de mode´lisation et permet d’utiliser les capacite´s de
simulation et d’analyse de mode`les de cet outil.
ABSTRACT
The functioning of cellular systems is widely conditioned by their topology, that is compartments
(characterized each by a type) which compose them and the relative position of these compartments with
regard to the others. However, we notice generally a relative weakness in the consideration of the topology
in certain tools for the rule-based modelling of biological processes, these tools integrating besides good
capacities of models simulation and analysis. The works presented in this thesis propose an approach which
consists in defining the models by considering on one hand a set of generic rules translating the behavior
of the types of compartments according to molecules and on the other hand the abstraction of a cellular
compartimentation by an exchanges graph which gives in particular the neighborhood existing between
the various compartments. These two elements are coupled, what allows the obtention of an intermediate
model which is the result of the instanciation of the generic rules according to the constraints stemming
from the exchanges graph. The translation of this intermediate model towards the language of rules of
a target tool (chosen between BIOCHAM and PATHWAY LOGIC) constitutes the last stage of the
modelling and allows to use the capacities of simulation and analysis of the chosen tool.
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Chapitre 1
Introduction
Si la bio-informatique a permis entre autres, d’acque´rir et d’organiser dans des bases de donne´es,
d’importantes quantite´s de donne´es biologiques, le recours a` l’informatique (et aux mathe´matiques) est plus
que jamais ne´cessaire pour l’e´lucidation des phe´nome`nes biologiques. En effet, malgre´ les (ou en raison des)
grandes masses de donne´es biologiques disponibles, les comportements des syste`mes biologiques restent
mal maˆıtrise´s et leur compre´hension constitue un poˆle de recherche tre`s actif pour les biologistes. Cela
est imputable au fait que les syste`mes biologiques font partie des syste`mes dits syste`mes complexes [?, ?]
qui sont principalement caracte´rise´s par un grand nombre d’entite´s en interaction et un comportement
global e´mergent, donc, non naturellement pre´dictible a` partir des comportements isole´s des composantes
de base du syste`me. L’existence de proprie´te´s e´mergentes est l’une des caracte´risations possibles pour
les syste`mes complexes, y compris pour les syste`mes industriels ou informatiques [?]. L’absence d’un
cadre unanimement reconnu pour expliquer les phe´nome`nes biologiques, ame`ne les biologistes a` s’aider
d’outils de simulation et d’analyse pour appre´hender le comportement de ces syste`mes. Cela ne´cessite une
de´marche pre´alable de mode´lisation.
Dans le pre´sent document, nous nous inte´ressons aux mode`les de processus biologiques qui tiennent
compte des structures topologiques des syste`mes sous e´tude. En cela, nous nous inscrivons dans le domaine
de la biologie des syste`mes, et plus pre´cise´ment, dans le cadre de la mode´lisation a` base de re`gles des inter-
actions de mole´cules dans les syste`mes biologiques cellulaires. Dans ce chapitre, nous commencerons par
pre´senter de fac¸on succincte les e´le´ments biologiques qui font partie du contexte des mode´lisations discute´es
dans le manuscrit. Ensuite, nous e´voquerons les principales options adopte´es dans les mode´lisations.
Principaux e´le´ments constitutifs des cellules eucaryotes
L’organisation structurale des cellules biologiques est aujourd’hui assez bien connue. Il est unanimement
admis que la cellule biologique est un cloisonnement de´limite´ par une membrane dite membrane plasmique.
A` la diffe´rence des cellules procaryotes, eˆtres unicellulaires sans noyau (par exemple, la bacte´rie Escherichia
Coli), les cellules eucaryotes sont constitue´es d’un noyau de´limite´ par une membrane et d’un cytoplasme
contenant de nombreuses entite´s, appele´es organites (ou organelles) e´galement se´pare´es du reste de la
cellule par une membrane (nous utiliserons le terme bio-membrane comme terme ge´ne´rique pour de´signer
toute membrane d’un syste`me cellulaire). Ces organites jouent des roˆles pre´cis : l’appareil de Golgi permet
1
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la maturation et l’excre´tion des prote´ines ; les mitochondries participent a` la transformation du glucose
en e´nergie disponible pour la cellule (sous la forme d’ATP), . . .
Les re´actions chimiques ayant lieu au sein des cellules sont aussi appele´es re´actions biochimiques.
Ces re´actions qui peuvent eˆtre catalyse´es (par des enzymes) permettent la production d’e´nergie (ATP),
la synthe`se de me´tabolites (prote´ines) a` partir des e´le´ments de base fournis par l’alimentation (re´actions
d’anabolisme), ou au contraire, la de´gradation de constituants mole´culaires (catabolisme). Le me´tabolisme
regroupe les re´actions de synthe`se et de de´gradation de mole´cules. Les re´actions biochimiques sont des
re´actions rapides, souvent re´versibles en lien avec les taux de concentration des mole´cules concerne´es
(substrats et enzymes). Elles sont re´gies par le principe de comple´mentarite´ mole´culaire : les liaisons
covalentes, en permettant a` deux atomes de partager les meˆmes e´lectrons, expliquent la constitution de
mole´cules stables a` partir d’entite´s se´pare´es, tandis que les liaisons plus faibles (Forces e´lectrostatiques,
liaison hydroge`ne, interactions de van der Waals) expliquent l’importance des structures tridimension-
nelles des mole´cules en pre´sence et les grandes possibilite´s de transformations de mole´cules (souplesse de
cre´ation et rupture de ces liaisons). Les relations faibles sont typiques des interactions biochimiques : a`
titre d’exemples repre´sentatifs, l’appariement comple´mentaire des bases entre deux brins d’ADN, ou le
repliement des prote´ines sont explique´s par la pre´sence de telles liaisons faibles.
L’eau joue un roˆle pre´ponde´rant : elle est le principal solvant, notamment dans le cytosol, milieu
liquide constituant le cytoplasme, pour les mole´cules en jeu dans les re´actions biochimiques, et elle re´git
la configuration des bio-membranes qui sont des bicouches lipidiques forme´es de deux feuillets distincts,
(avec des compositions en lipides diffe´rentes selon [?]), avec les parties hydrophobes prises a` l’inte´rieur de
la (double) membrane.
Dans la cellule, des milliers de mole´cules de types diffe´rents sont susceptibles d’eˆtre modifie´es par
les re´actions biochimiques. Comme la plupart des fonctions cellulaires (re´gulation, structure, transport,
signalisation, mouvement) sont assure´es par les prote´ines (macromole´cules constitue´es de chaˆınes d’acides
amine´s), elles sont les principaux e´le´ments en jeu dans les re´actions biochimiques intracellulaires. L’hy-
pothe`se, ou dogme de la biologie mole´culaire, formule´e par Francis Crick [?], postule que l’ADN contenu
dans les noyaux constitue l’information dite ge´ne´tique qui gouverne les principales fonctions de la cellule
(reproduction, nutrition, excre´tion, etc.). Dans un premier temps, l’ADN est transcrit en ARN messager
dans le noyau (e´tape de transcription). Dans un deuxie`me temps, l’ARN messager est traduit en une
prote´ine dans le re´ticulum endoplasmique (e´tape de traduction).
Lorsque les mole´cules produites par une re´action biochimique apparaissent comme substrats d’une
autre re´action, il y a formation de chaˆıne (ou voie) me´tabolique. Ces chaˆınes sont re´gule´es afin d’optimiser
les taux de concentration des diffe´rentes mole´cules y participant. Par exemple, l’activite´ de catalyse d’une
des enzymes de la chaˆıne peut eˆtre inhibe´e. Les re´actions biochimiques sont locales puisqu’elles ne peuvent
avoir lieu que lorsque les substrats en jeu, ainsi que les catalyseurs, sont en situation de proximite´. Une fois
produites, les mole´cules re´sultantes peuvent migrer au sein de la cellule ou a` l’exte´rieur de la cellule pour
eˆtre utilise´es par d’autres cellules. On peut donc en de´duire que chaque cellule est dote´e d’un comportement
autonome et d’un comportement coordonne´ avec les autres, ce qui suppose une ne´cessite´ de communication
(e´changes de mole´cules) entre les cellules et entre les compartiments d’une meˆme cellule.
Les macromole´cules biologiques sont souvent ve´hicule´es par le biais de ve´sicules membranaires. L’exo-
cytose est le transport de mole´cules par excre´tion d’une ve´sicule suivie d’une fusion de la ve´sicule avec
une membrane : s’il s’agit de la membrane de la cellule, les mole´cules sont alors e´vacue´es vers le milieu
exte´rieur. L’ope´ration inverse, ou re´ception de mole´cules venant de l’exte´rieur, s’appelle l’endocytose (la
membrane se referme pour constituer un espace ferme´, appele´ a` se de´tacher sous forme de ve´sicule).
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Roˆle de la compartimentation cellulaire
Tout organisme biologique multicellulaire est constitue´ de cellules biologiques organise´es en tissus, puis
en organes et enfin en appareils et syste`mes, ce qui en fait un syste`me totalement hie´rarchise´. Cette organi-
sation compartimente´e est de´terminante pour le fonctionnement des syste`mes biologiques, dans la mesure
ou` l’effectivite´ des re´actions biochimiques, qui re´gissent les grandes fonctions biologiques, en de´pend. A
l’e´chelle de la cellule, les types de compartiments conditionnent la fonction : le noyau contient le ge´nome, le
cytoplasme contient les organites, le cytosol permet la synthe`se de prote´ines, les mitochondries permettent
la transformation des glucides en ATP, le re´ticulum endoplasmique stocke le calcium (Ca++) controˆlant
les me´canismes de prolife´ration des cellules (apoptose), les lysosomes sont le lieu de la de´gradation de
mole´cules, les ve´sicules assurent le transport des mole´cules d’un compartiment a` l’autre . . . C’est dire que
la compartimentation cellulaire permet de de´limiter des unite´s fonctionnelles spe´cialise´es, et garantit pour
chaque compartiment son identite´ mole´culaire, ce qui constitue un me´canisme cle´ de re´gulation dans de
nombreux syste`mes biologiques [?]. Du reste, on admet que le degre´ de compartimentation d’une cellule
est d’autant plus e´leve´ que celle-ci est e´volue´e, spe´cialise´e. Le roˆle de la compartimentation cellulaire
est donc d’assurer un fonctionnement plus efficace de l’organisme en de´limitant des unite´s fonctionnelles
spe´cialise´es. Par exemple, une cellule qui a un grand besoin d’e´nergie contiendra beaucoup de mitochon-
dries.
Au regard des re´actions biochimiques, les bio-membranes jouent un roˆle essentiel :
– Elles permettent de localiser les re´actions biochimiques dans un des deux espaces qu’elles de´limitent
(en pratique, pour une membrane conside´re´e, l’inte´rieur ou l’exte´rieur du compartiment de´limite´).
Ainsi, les re´actions biochimiques sont conditionne´es par les densite´s des e´le´ments biochimiques
pre´sents dans ces espaces se´pare´s par la membrane. En quelque sorte, ces re´actions biochimiques
s’apparentent a` des re´actions effectue´es en vase clos. Ainsi, chaque organite met en place un espace
local qui lui est propre, et favorable aux re´actions biochimiques en lien avec sa fonction cellulaire.
– Elles organisent le transport se´lectif de mole´cules a` travers la membrane : n’entrent dans un com-
partiment et n’en sortent que les mole´cules agre´e´es pour circuler dans un sens ou dans l’autre. Ce
transport se fait soit a` l’aide de prote´ines membranaires (transport des petites mole´cules assure´
de fac¸on passive par simple diffusion, ou de fac¸on active en consommant de l’e´nergie par exemple
pour lutter contre le gradient de concentration) soit a` l’aide de formation ou absorption de ve´sicules
(exocytose et endocytose).
– Les bio-membranes constituent aussi un lieu de forte activite´ biochimique : leur surface varie, et elles
contiennent en plus des phospholipides de´ja` mentionne´es de nombreuses autres mole´cules (notam-
ment des prote´ines constituant environ la moitie´ de la masse de la membrane [?]) susceptibles de
se mouvoir, d’agir comme catalyseur ou de se modifier et qui sont responsables d’une grande partie
des fonctions membranaires. La voie se´cre´toire, de´crite ci-dessous de fac¸on succincte, met en jeu des
prote´ines membranaires actives.
Il est admis que l’activite´ me´tabolique de la cellule (par exemple taux d’activite´ des re´actions biochi-
miques ”en vase clos”) est proportionnelle au volume tandis que les e´changes de mole´cules sont propor-
tionnels a` la surface des membranes. L’activite´ me´tabolique de´pend donc des e´changes de matie`re permis
par les endomembranes (i.e. membranes inte´rieures a` la cellule).
La voie se´cre´toire est un exemple de processus cellulaire dans lequel les re´actions chimiques et la confor-
mation compartimentale sont fortement imbrique´es afin de re´aliser la fonction, a` savoir la maturation, le
tri et l’excre´tion des prote´ines. Il s’agit du processus qui permet la se´cre´tion de prote´ines synthe´tise´es et
mature´es. Commenc¸ant dans le re´ticulum endoplasmique et passant par l’appareil de Golgi, il se termine
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par une phase de transport dans des ve´sicules ou des grains de se´cre´tion [?, ?]. Diverses re´actions biochi-
miques au sein des saccules de l’appareil de Golgi permettent la maturation des prote´ines en assurant la
perte de se´quences peptidiques, l’ajout de sucres (glycosylation) ou l’ajout de sulphates (sulphatation).
Ainsi, la maturation et le tri des prote´ines re´sultent de re´actions biochimiques et de plusieurs e´tapes
de transport (empaquetage et de de´paquetage dans les compartiments – saccules de l’appareil de Golgi,
ve´sicules et grains de se´cre´tion – de la voie se´cre´toire). Il existe aussi un transport re´trograde, a` contre
courant de la voie se´cre´toire qui rame`ne les enzymes de maturation de la face  trans  de l’appareil de
Golgi tourne´e vers la membrane plasmique vers la face  cis  de l’appareil de Golgi accole´e au re´ticulum
endoplasmique.
Biologie des syste`mes : mode´lisation des processus cellulaires
La biologie des syste`mes poursuit, par mode´lisation, la compre´hension du fonctionnement des syste`mes
biologiques. Selon l’encyclope´die libre Wikipe´dia [?, ?], la biologie des syste`mes peut eˆtre de´fini comme
suit :
” un domaine acade´mique qui cherche a` inte´grer diffe´rents niveaux d’informations pour com-
prendre comment fonctionnent des syste`mes biologiques. En e´tudiant les relations et les inter-
actions entre diffe´rentes parties du syste`me biologique (organites - organelle -, cellules, syste`mes
physiologiques, re´seaux de ge`nes et de prote´ines permettant la communication des cellules), le
chercheur tente de de´couvrir un mode`le de fonctionnement de la totalite´ du syste`me. ”
De nombreux mode`les ont e´te´ de´finis et utilise´s avec plus ou moins de succe`s dans l’e´tude de certains
phe´nome`nes biologiques tels que les interactions de prote´ines, la re´gulation des ge`nes etc [?]. Certains de
ces mode`les sont issus de travaux qui ont cherche´ a` mode´liser l’activite´ biochimique cellulaire, en lien avec
la pre´sence des compartiments. L’ambition commune est l’e´tude des mode`les par simulation ou analyse
afin de reproduire les phe´nome`nes observe´s ou de formuler des hypothe`ses sur les syste`mes biologiques
mode´lise´s. Ces hypothe`ses, appele´es aussi pre´dictions, sont destine´es a` eˆtre confronte´es aux expe´riences des
biologistes. En fonction des re´sultats de la confrontation, les mode`les propose´s pourront eˆtre ame´nage´s,
pour refle´ter au mieux les observations, tout en restant exploitables vis-a`-vis des outils de simulation
ou d’analyse. Ainsi, cette de´marche correspond a` un cycle  mode´lisation / simulation ou analyse /
re´sultats expe´rimentaux / raffinement de mode`le . Les mode`les propose´s par les mathe´maticiens ou bio-
informaticiens ne´cessitent des compromis de calibration (taille du mode`le, nature et pre´cision des concepts
biologiques pris en compte) pour donner lieu a` des pre´dictions susceptibles d’eˆtre juge´es inte´ressantes par
les biologistes.
Mode´lisation des re´actions biochimiques
Une large majorite´ des premiers mode`les de´finis aux fins d’e´lucidation des processus biologiques
par mode´lisation des re´actions biochimiques, tels que [?, ?] s’appuient sur les syste`mes d’e´quations
diffe´rentielles tant il est vrai que la the´orie des syste`mes dynamiques, de´ja` bien e´tablie, offre une multitude
de techniques mathe´matiques pour raisonner sur de tels syste`mes. [?, ?] e´noncent plusieurs raisons expli-
quant pourquoi certains mode´lisateurs ont e´te´ amene´s a` s’affranchir des syste`mes d’e´quations diffe´rentielles
pour mode´liser autrement les processus biologiques :
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– les e´quations diffe´rentielles sont de´finies sur les parame`tres cine´tiques qui quantifient les re´actions ;
cependant, nombre de ceux-ci ne sont pas connus et leur estimation automatique qui fait l’objet de
quelques initiatives de recherches [?, ?] est un proble`me difficile ;
– le nombre d’e´quations a` de´finir peut eˆtre tre`s e´leve´ puisque croissant avec le nombre d’e´tats possibles
de l’ensemble des mole´cules en jeu. Par exemple pour une mole´cule comportant 8 sites de modifica-
tion, 256 e´tats sont possibles. L’ajout d’une mole´cule peut entraˆıner une explosion combinatoire du
nombre d’e´quations.
Une autre approche pour la mode´lisation des interactions de mole´cules est celle a` base de re`gles, forma-
lisme initialement introduit pour mode´liser les syste`mes dynamiques concurrents. En ce qui concerne la
mode´lisation des re´actions biochimiques cellulaires, les approches a` base de re`gles ont fait leurs preuves,
et sont, de fait, largement accepte´es. En effet :
– Ces re`gles s’inspirent fortement de la notion classique des re`gles ou e´quations chimiques. Les usages
des re`gles sont inspire´es des re`gles chimiques (synthe`se, oxydo-re´duction, combustion, . . . ). Par
exemple, la dissociation de l’eau s’e´crit classiquement :
2H2O −→ H3O+ + HO−
Cette re´action indique que deux mole´cules d’eau peuvent donner lieu a` deux ions, respectivement
H3O
+ etHO−. Les re´actifs (ou substrats) sont place´s a` gauche de la fle`che et repre´sentent la situation
avant re´action. Les produits, quant a` eux, sont place´s a` droite de la fle`che et donnent la situation a`
l’issue de la re´action. Le signe +  permet de se´parer les mole´cules en jeu. Les re´actions chimiques
peuvent eˆtre annote´es d’informations : l’e´nergie libe´re´e, les catalyseurs favorisant la re´action, la
vitesse de re´action, . . . Ces re`gles sont tre`s familie`res aux scientifiques : les re´actions biochimiques
sont donc souvent mode´lise´es a` partir des usages accepte´s en chimie ;
– Les langages a` base de re`gles permettent de se´parer les connaissances, mode´lise´es a` l’aide de re`gles,
des me´canismes d’agencement des connaissances, mode´lise´s comme une strate´gie d’application des
re`gles a` partir d’une configuration initiale, l’application d’une re`gle se ramenant a` une re´e´criture
[?, ?] de l’e´tat du syste`me. La granularite´ de la configuration initiale et les me´canismes d’application
des re`gles de´finissent le dynamique du syste`me, et donc le mode`le.
Les mole´cules en jeu dans les re`gles biochimiques sont en ge´ne´ral de grande taille, comportant quel-
quefois des informations particulie`res comme les sites de modification de forme ou les sites de liaison.
Pour simplifier l’e´criture des re`gles biochimiques, ces mole´cules ne sont en ge´ne´ral pas de´crites a` l’aide
des e´le´ments chimiques les constituant mais plutoˆt par un simple identificateur. Afin de faciliter le suivi
des modifications des mole´cules et d’assurer une certaine forme d’e´quilibre des re´actions biochimiques,
des manipulations simples sur les identificateurs sont mises en place. Par exemple, la mole´cule re´sultant
de la complexation de deux mole´cules note´es respectivement par les identificateurs A et B est souvent
simplement note´e A − B. Cette dernie`re notation explicite que la mole´cule re´sultante est constitue´e des
e´le´ments des mole´cules A et B.
Par de´faut, une re`gle biochimique s’applique pour des substrats co-localise´s dans un meˆme espace,
en pratique, l’inte´rieur d’un compartiment. S’il est ne´cessaire de localiser pre´cise´ment les mole´cules, des
annotations de localisation (types de compartiments) sont ajoute´es aux re`gles. En particulier une re`gle de
transport de mole´cules indiquera des localisations diffe´rentes a` droite et a` gauche.
Classification des re´actions biochimiques
Nous de´taillons dans ce paragraphe les diffe´rents types de re´actions biochimiques pre´sentes dans la
cellule, et qui donnent en ge´ne´ral lieu a` diffe´rents modes de transcriptions dans les langages a` base de
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re`gles. Les principales re´actions biochimiques e´le´mentaires que l’on peut distinguer dans la cellule sont peu
nombreuses et se re´sument en la synthe`se et la de´gradation d’une mole´cule, la formation et la dissociation
d’un complexe, la modification de forme d’une mole´cule et le transport d’une mole´cule d’un compartiment
vers un autre.
Cellule Cellule
M1
(a) Synthe`se spontane´e de M1
M2 M2
Cellule Cellule
M1
(b) Synthe`se de M1 catalyse´e par M2
Figure 1.1 – Synthe`se (→) et de´gradation (←) de mole´cules
La synthe`se et la de´gradation de mole´cule consistent respectivement en une production et une
e´limination d’une mole´cule. Il s’agit d’interactions ayant lieu dans un meˆme compartiment comme le
montre la figure 1.1 ou` le compartiment concerne´ est Cellule. Elles peuvent eˆtre spontane´es (figure 1.1(a))
ou re´sulter de re´actions faisant intervenir d’autres mole´cules en tant que catalyseurs (mole´cule M2 dans
la figure 1.1(b)).
Noyau
M1
Noyau
M1
Cytoplasme Cytoplasme
(a) Transport non catalyse´ de M1
M1 M2
Cellule1 Cellule2
M2
Cellule1 Cellule2
M1
(b) Transport de M1 catalyse´ par M2
Figure 1.2 – Transport de mole´cules
La figure 1.2 sche´matise le transport non catalyse´ (1.2(a)) et catalyse´ (1.2(b)) d’une mole´culeM1. Dans
le premier cas (1.2(a)), les compartiments implique´s sont tels que l’un (Noyau) est inclus dans l’autre
(Cytoplsme). Le second cas montre deux compartiments Cellule1 et Cellule2 qui adhe`rent l’un a` l’autre.
Ces deux dispositions spatiales relatives de compartiments les uns par rapport aux autres, sont les deux
cas de voisinages entre compartiments dont nous traiterons dans la suite de ce document.
M1A p1 CB
Figure 1.3 – Repre´sentation d’une mole´cule (M1) avec ses domaines fonctionnels.
En dehors des re´actions de synthe`se, de de´gradation et de transport de mole´cules, les autres interactions
e´le´mentaires font intervenir la notion de domaines fonctionnels qui regroupent les sites de liaison et les
sites de modification des mole´cules. La figure 1.3 sche´matise la mole´culeM1 comportant les sites de liaison
(points noirs) A, B et C et le site de modification (cercle) p1.
La liaison entre un site de liaison d’une mole´cule M1 et un site de liaison d’une mole´cule M2, en-
core appele´e complexation, re´sulte en la formation d’une autre mole´cule plus pre´cise´ment d’une chaˆıne de
mole´cules) appele´e complexe qui a des proprie´te´s diffe´rentes de celles des mole´cules de de´part. La com-
plexation et son pendant, la de´complexation permettent d’avoir des mole´cules de tailles diffe´rentes, allant
des plus petites comme les e´le´ments chimiques de base, les acides amine´es a` des mole´cules de grande taille,
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C
Figure 1.4 – Complexation entre les mole´cules M1 et M2 par leurs sites de liaison respectifs B et D.
telles que les prote´ines et les ge`nes. La figure 1.4 montre une complexation entre une mole´cule M1 et une
mole´cule M2, la liaison engageant les sites B de M1 et D de M2.
Les modifications de formes de mole´cules sont des re´actions co-traductionnelles ou post-traductionnelles
(selon qu’elles interviennent pendant ou apre`s la synthe`se de la prote´ine) qui, en affectant la structure
chimique de la prote´ine concerne´e, lui confe`rent des proprie´te´s particulie`res, ge´ne´ralement un changement
de fonction. Les modifications de prote´ines ont des buts tre`s diversifie´s tels que l’activation des prote´ines,
la re´gulation de l’activite´ des prote´ines, le marquage des prote´ines afin de permettre leurs reconnaissance
par d’autres mole´cules ou des syste`mes de de´gradation, l’ancrage des prote´ines dans une membrane ou
encore leur inte´gration a` des cascades de signalisation etc. La phosphorylation qui consiste en l’ajout
d’un groupe phosphate sur un site de modification d’une prote´ine ou d’une petite mole´cule est l’une des
modifications de forme les plus mentionne´es dans la litte´rature.
Mode´lisation de la compartimentation cellulaire
L’organisation structurale de la cellule (topologie qui est l’ensemble des compartiments de la cellule et
leurs dispositions spatiales relatives les uns par rapport aux autres) suit une structure d’arbre : la racine
de l’arbre est le compartiment  cellule  tout entier avec sa membrane plasmique et avec le cytosol
comme inte´rieur, les arcs entre les nœuds compartiments repre´sentent la relation d’inclusion directe entre
compartiments. Cette structure arborescente est commune, en particulier, elle est adopte´e dans le standard
SBML (Systems Biology Markup Language) [?, ?]. Elle permet en particulier de mode´liser l’emboˆıtement
des compartiments.
La mode´lisation de la structure topologique de la cellule diffe`re selon les parame`tres suivants :
– les membranes sont conside´re´es comme un simple se´parateur d’espace, ou au contraire, au meˆme
titre que les inte´rieurs des compartiments, elles sont le lieu de re´actions biochimiques ;
– la structure topologique peut eˆtre plus ou moins abstraite, selon qu’elle comporte un compartiment
ge´ne´rique repre´sentant toutes les instances possibles (par exemple une ve´sicule ge´ne´rique) ou plu-
sieurs instances repre´sentatives du compartiment (par exemple quelques ve´sicules dans une cellule
simplifie´e) ;
– la structure topologique peut eˆtre statique ou dynamique selon que la topologie est fixe´e pour toutes
les simulations ou qu’au contraire, elle subit des transformations au cours d’une simulation ;
– les e´le´ments topologiques (compartiments, membranes) peuvent eˆtre munies de donne´es ge´ome´triques
et biomole´culaires (volumes, dimensions, positions, concentrations de mole´cules). Ces donne´es
peuvent aussi simplement eˆtre partielles (par exemple ne concerner que les concentrations des
mole´cules).
Il est e´vident que la mode´lisation de la structure spatiale des cellules ne´cessite des compromis dras-
tiques pour simplifier la complexite´ intrinse`que des cellules biologiques. Ces compromis diffe`rent selon les
approches de mode´lisation suivies.
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Couplage entre re´actions biochimiques et compartimentation cellulaire
Dans les paragraphes pre´ce´dents, nous avons pre´sente´ de fac¸on de´couple´e les e´le´ments qui sont pris
en compte respectivement pour mode´liser les re´actions biochimiques et la structure spatiale des cellules.
Selon les aspects privile´gie´s, et en lien avec les outils de simulation ou d’analyse utilise´s, le couplage peut
privile´gier l’une ou l’autre composante, en particulier faire abstraction de l’existence des compartiments.
– A` l’une des extre´mite´s, les approches a` base de re`gles peuvent ne conside´rer qu’un ensemble de re`gles
biochimiques, s’appliquant implicitement dans une soupe (par exemple, le cytosol), contenant toutes
les mole´cules en jeu. Par exemple, les premiers cas d’e´tude mene´s dans l’environnement BIOCHAM
[?] ne contiennent que des re`gles, sans faire mention d’une compartimentation.
– A´ l’autre extre´mite´, les mode´lisations oriente´es  dynamiques spatio-temporelles  mettent l’accent
sur les modifications de la structure topologique et ge´ome´trique e´tudie´e en lien avec la fonction
biologique sous e´tude. Dans [?], l’appareil de Golgi est e´tudie´ sous le seul angle de la dynamique de
sa structure topologique. Trois hypothe`ses, diffe´rant par la structure topologique, ont e´te´ mode´lise´es.
En quelques mots, la forme 3D de l’appareil de Golgi est souvent assimile´e a` une pile d’assiettes
entoure´e de ve´sicules ou de grains de se´cre´tion. Cependant, sa dynamique en lien avec la fonction de
tri et d’excre´tion des mole´cules n’est pas vraiment connue. Dans [?], il est montre´ qu’une structure
topologique continue (assiettes connecte´es par des tubules) est plus en accord avec les observations
faites par les biologistes qu’une structure topologique de´connecte´e (simples assiettes) : en particulier,
une e´tude des flux de matie`res transporte´es (quantite´ de surfaces membranaires et de volumes)
plaide pour une structure connecte´e en raison d’un principe d’e´quilibre des flux entrants et sortants
en re´gime stationnaire.
Il existe des approches de mode´lisation qui ont inte´gre´ des possibilite´s de modification des compar-
timents en jeu et des possibilite´s d’analyse. En particulier, [?, ?] proposent des cadres de mode´lisation,
 Brane calculi  et  BioAmbients , de´die´s a` la biologie cellulaire, fonde´ sur le pi-calcul [?], une alge`bre
de processus mode´lisant des syste`mes informatiques concurrents et distribue´s, pour lesquels la topolo-
gie des communications entre processus peut varier au cours du temps. Dans [?], l’accent est mis sur la
mode´lisation de l’activite´ des membranes. Les principales modifications (exocytose, phagocytose, endocy-
tose) des compartiments peuvent eˆtre capture´es par des transformations de configurations membranaires.
Comme les membranes apparaissent explicitement dans les termes du calcul des membranes, il devient
possible d’exprimer des re´actions qui modifient les membranes, et donc la structure topologique de la
cellule.
Dans ce document, nous nous focaliserons sur une mode´lisation d’une structure topologique statique
des syste`mes biologiques en jeu : nous n’e´voquerons donc plus les formalismes a` base de pi-calcul. Notre
objectif est de combiner une description pre´cise des aspects compartiments et des re`gles biochimiques,
afin de mode´liser les syste`mes biologiques avec une forte pre´occupation oriente´e  re´alisme et cohe´rence
de la structuration en compartiments . Nous pensons qu’il s’agit d’une e´tape pre´alable avant d’inte´grer
des me´canismes de transformations topologiques.
Notre approche : un environnement ge´ne´rique
De manie`re ge´ne´rale, les outils de mode´lisation de processus biologiques sont caracte´rise´s par une
certaine faiblesse au niveau de la prise en compte de la structure topologique des syste`mes biologiques
e´tudie´s. Notre motivation principale dans la conduite de ce travail est d’offrir un environnement ge´ne´rique
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(sur les compartiments et sur les re´actions) de mode´lisation par des re`gles, de processus biologiques avec
la garantie que toutes les re´actions exprime´es sont autorise´es eu regard a` la compartimentation de la
structure biologique e´tudie´e : toutes les re´actions engagent les compartiments de types approprie´s et
tous les e´changes de mole´cules sont en accord avec les voisinages entre les compartiments implique´s. Par
ailleurs, bon nombre des outils a` base de re`gles existant pour la mode´lisation de ces phe´nome`nes offrent
d’inte´ressantes capacite´s de simulation et d’analyse que nous souhaitons pouvoir exploiter.
Parmi les approches de mode´lisation des processus biologiques existantes, certaines inte`grent de´ja` une
ge´ne´ricite´ pouvant porter aussi bien sur les mole´cules que sur les localisations. Cette ge´ne´ricite´ est mise
en œuvre a` travers l’utilisation de variables. [?] introduit un langage qui utilise des variables de mole´cules
et des variables de sites de modification pour mode´liser des re´actions ge´ne´riques. En ce qui concerne
BIOCHAM [?, ?], les variables peuvent eˆtre de´finies sur toutes les composantes des re`gles. Les mode`les
de´finis dans ces langages peuvent eˆtre interpre´te´s selon plusieurs se´mantiques, en fonction des e´le´ments
conside´re´s dans l’expression des re´actions : ainsi dans BIOCHAM, les re´actions peuvent eˆtre interpre´te´es
en ne conside´rant uniquement que la pre´sence des mole´cules ; il est e´galement possible de tenir compte
des parame`tres cine´tiques pour effectuer des simulations qui tiennent compte des concentrations ou des
quantite´s de mole´cules.
Dans ce paragraphe nous donnons les principales options pour la de´finition de notre environnement
de mode´lisation : d’un point de vue structurel, les mode`les qui seront de´finis auront deux composantes
inde´pendantes : les re`gles mode´lisant les re´actions biochimiques et la topologie des syste`mes sous e´tude.
Cette inde´pendance entraˆıne une ge´ne´ricite´ des re`gles de re´actions qui ne portent de fait sur aucun com-
partiment concret. En termes de mode´lisation des compartimentations cellulaires, nous pre´conisons dans
un premier temps de conside´rer des structures topologiques statiques, ce qui, eu e´gard au caracte`re dy-
namique des syste`mes biologiques est restrictif. L’objectif a` terme est d’inte´grer une prise en compte des
modifications de topologie. Dans un souci de re´alisme de la repre´sentation et e´galement pour permettre
de modifier les mode`les tout en en conservant la cohe´rence, nous choisissons d’utiliser la mode´lisation
ge´ome´trique pour la repre´sentation des compartimentations cellulaires. Enfin, les mode`les seront simule´s
et analyse´s selon les se´mantiques d’outils de mode´lisation externes, et pour ce faire, nous avons retenus
deux outils cibles BIOCHAM et PATHWAY LOGIC dont les se´mantiques en ce qui concerne la prise en
compte des localisations de mole´cules peuvent eˆtre fide`lement rendues par un couplage entre les re`gles
ge´ne´riques et une compartimentation cellulaire.
Organisation du document
Le manuscrit sera organise´ autour des chapitres suivants :
Le chapitre 2 sera consacre´ a` la pre´sentation de notre approche couplant re`gles de re´action ge´ne´riques
et compartimentation cellulaire pour la mode´lisation des processus biologiques cellulaires. Le chapitre nous
permettra de de´velopper notre analyse des besoins en identifiant les e´le´ments a` inte´grer coˆte´ repre´sentation
de compartimentations cellulaires et coˆte´ re`gles ge´ne´riques. Nous commencerons par pre´senter les deux
outils cibles que nous avons retenus.
Dans le chapitre 3, nous pre´sentons le graphe d’e´changes qui est notre abstraction de la compartimen-
tation cellulaire. Afin de fournir une base re´aliste aux graphes d’e´changes, ces derniers seront extraits a`
partir d’objets 3D construits a` l’aide d’un modeleur ge´ome´trique de´die´. Nous allons en effet spe´cialiser un
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modeleur ge´ome´trique afin de fournir a` l’utilisateur des primitives d’aide a` la construction de structures
compartimente´es.
Dans le chapitre 4, nous pre´sentons notre langage de re`gles ge´ne´riques, incluant des variables type´es
appele´es a` eˆtre substitue´es par des compartiments issus de la compartimentation biologique cible. Nous
introduisons aussi notre langage de re`gles interme´diaires, issues du couplage entre re`gles ge´ne´riques et
graphe d’e´changes. Enfin, nous de´crivons nos me´canismes de traduction des re`gles interme´diaires vers
BIOCHAM et vers PATHWAY LOGIC.
Dans le chapitre 5, nous pre´sentons quelques e´le´ments de validation de notre approche. Nous y discute-
rons de la qualite´ des mode`les PATHWAY LOGIC et BIOCHAM construits, et nous illustrerons l’inte´reˆt de
notre approche a` l’aide d’exemples issus de la litte´rature comportant des e´le´ments de compartimentation.
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Chapitre 2
Couplage entre re`gles biochimiques
et compartiments : Approche suivie
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Dans ce chapitre, nous pre´sentons notre approche pour coupler des re`gles biochimiques et une compar-
timentation cellulaire donne´e : l’objectif vise´ est l’obtention d’un mode`le de processus biologique, de´crit
dans le langage de re`gles de l’un des deux outils cibles choisis (BIOCHAM ou PATHWAY LOGIC - PL
- en l’occurrence), et tenant compte d’une compartimentation cellulaire. Cette dernie`re indique a` la fois
quels sont les types des compartiments en jeu (noyau, cytoplasme, ve´sicule, . . . ) et quelles sont les dispo-
sitions relatives des compartiments composant le syste`me cellulaire, c’est-a`-dire quelles sont les relations
de voisinage imme´diat entre les compartiments.
Comme e´voque´ pre´ce´demment dans l’introduction de ce manuscrit, le choix des environnements cibles
BIOCHAM ou PATHWAY LOGIC a e´te´ en partie guide´ par le fait que ces deux environnements de
mode´lisation, reconnus par l’un comme par l’autre assez similaires, fournissent des langages de re`gles rela-
tivement faciles a` appre´hender, par la volonte´ meˆme affiche´e par leurs concepteurs respectifs de proposer
aux biologistes-mode´lisateurs un langage qui leur est accessible. Une e´tude comparative succincte des deux
outils nous a permis de nous rendre compte que les deux environnements ont pour objet la mode´lisation de
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phe´nome`nes de meˆme nature, et en particulier, fournissent des analyses qualitatives permettant de mettre
en e´vidence des proprie´te´s biologiques similaires (exprime´es a` l’aide de formules temporelles). Nous tenons
a` pre´ciser que meˆme si la partie analyse des mode`les n’entre pas a` proprement parle´ dans le cadre de
notre travail, il est inte´ressant, voire meˆme rassurant, de remarquer que le fait d’exhiber pour les mode`les
BIOCHAM et PATHWAY LOGIC d’un meˆme processus, les meˆmes proprie´te´s biologiques, renforce la
pre´somption que les points fondamentalement communs aux deux outils sont nombreux.
Ce point a son importance : l’ide´e est qu’a priori, avec deux outils re´pute´s relativement semblables
sur la mode´lisation de phe´nome`nes biologiques, on a plus de chances de capturer sans effort excessif en
adaptations diverses, un large panel des aspects aborde´s dans le domaine conside´re´, et donc potentiellement
d’eˆtre assez complet.
Nous conside´rons meˆme que les divergences entre ces deux outils constituent des points forts spe´cifiques
a` chacun pour la mode´lisation de processus biologiques. La premie`re diffe´rence entre BIOCHAM et PATH-
WAY LOGIC est celle du contexte de de´finition des deux environnements : en effet, d’un coˆte´, BIOCHAM
a e´te´ conc¸u pour mode´liser uniquement les phe´nome`nes biologiques cellulaires et de l’autre, PATHWAY
LOGIC est fonde´ sur un langage initialement de´fini pour mode´liser les processus concurrents. Il en re´sulte
que le langage de re`gles de BIOCHAM est de´die´ a` l’expression de re´actions biologiques dans le cadre des
analyses pre´vues, et n’inte`gre pas de ce fait des e´le´ments externes, tandis que celui de PATHWAY LOGIC,
de par la possibilite´ qu’a l’utilisateur de de´finir ses propres types alge´briques de donne´es, offre une plus
grande flexibilite´ dans l’expression des e´le´ments de re`gles biologiques.
Pour ces raisons, nous avons, dans un premier temps, e´tudie´ les deux environnements de mode´lisation,
en particulier leurs langages de re`gles, afin de mettre a` jour les aspects des processus biologiques pris en
compte par l’un et/ou par l’autre et de proposer un langage de re`gles ge´ne´riques exprimant les meˆmes
aspects (communs ou spe´cifiques a` l’un ou a` l’autre) de mode´lisation de processus biologiques. L’ide´e a
priori est de pouvoir retranscrire les mode`les e´crits dans notre langage de re`gles en mode`les BIOCHAM et
PATHWAY LOGIC. Cette e´tude comparative confirme que BIOCHAM et PATHWAY LOGIC pre´sentent
des similitudes marque´es 1, qui vont fonder la de´finition d’un langage de re`gles ge´ne´riques compatible
avec ceux des deux outils. Par ailleurs, nous avons e´galement releve´ que les divergences constate´es ont
plutoˆt tendance a` s’amenuiser si l’on se fie aux perspectives d’e´volution affiche´es par les concepteurs des
deux environnements. Nous comptons donc nous inspirer des deux langages de re`gles de ces outils, pour
proposer le noˆtre avec la meˆme qualite´ de description intuitive, simple et familie`re aux biologistes.
Le chapitre a principalement pour objet de motiver notre approche de couplage entre re`gles biochi-
miques et compartimentation cellulaire. La premie`re partie du chapitre consistera en la pre´sentation des
environnements BIOCHAM et PATHWAY LOGIC. Plus pre´cise´ment, le chapitre va s’articuler autour des
sections suivantes :
– Dans les sections 2.1 et 2.2, nous pre´sentons respectivement les outils BIOCHAM et PATHWAY
LOGIC a` travers notamment les objets manipule´s dans les re`gles de re´action. Nous insistons sur la
prise en compte des informations de localisation, attendu que notre travail est axe´ sur l’ide´e que la
re´partition des mole´cules dans les compartiments des cellules et l’agencement de ces compartiments
sont de´terminants pour les phe´nome`nes biochimiques observe´s.
– La section 2.3 est consacre´e a` la proble´matique de´veloppe´e dans ce manuscrit, et constitue plus
pre´cise´ment une analyse des besoins. Nous identifions ce qui nous sera utile en termes d’e´le´ments
a` conside´rer. Ainsi, nous y e´voquons la proble´matique de l’abstraction des compartimentations
cellulaires, et nous synthe´tisons a` partir des deux sections pre´ce´dentes concernant BIOCHAM et
1. Nous ne conside´rons a` ce niveau que la se´mantique boole´enne de BIOCHAM
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PATHWAY LOGIC les e´le´ments cle´s qui apparaˆıtront dans notre langage de re`gles. L’objectif que
nous poursuivons dans cette section est de de´limiter notre domaine d’e´tude en ce qui concerne les
contours de notre langage de re`gles ge´ne´riques. En particulier, nous identifions les aspects que nous
prendrons en compte dans notre langage de re`gles afin de mode´liser les processus biologiques cible´s.
2.1 BIOCHAM
BIOCHAM [?, ?, ?, ?, ?, ?, ?] est un environnement logiciel destine´ aux biologistes-mode´lisateurs, qui
offre deux langages formels :
– un langage a` base de re`gles, pour la mode´lisation des interactions biochimiques ;
– un langage fonde´ sur la logique temporelle, pour la formalisation des proprie´te´s biologiques du
syste`me.
BIOCHAM offre la possibilite´ de de´crire des mode`les selon plusieurs angles :
– purement qualitatifs, simule´s et analyse´s selon une se´mantique dite boole´enne,
– quantitatifs, interpre´te´s selon une se´mantique dite des concentrations, une autre dite des populations
et une autre dite discre`te.
Pionnier dans l’adjonction aux mode`les, de proprie´te´s biologiques e´tablies de manie`re expe´rimentale, ou
infe´re´es, BIOCHAM offre une me´thode de validation automatique et de re´vision des mode`les par utilisation
des techniques d’apprentissage de re`gles biochimiques a` partir de proprie´te´s en logique temporelle [?]. Il
est e´galement possible de rechercher automatiquement les valeurs des parame`tres cine´tiques correspondant
a` un comportement donne´.
Les processus mode´lise´s se re´sumaient initialement aux re´seaux d’interactions entre prote´ines (et ge`nes)
au niveau intracellulaire. De plus en plus, BIOCHAM s’inte´resse a` la mode´lisation des interactions dans
des populations de cellules.
Les re`gles de re´actions biochimiques constituent le cœur de tout mode`le BIOCHAM. Elles sont donne´es
sous la forme d’un fichier ”.bc” contenant, outre la section des re`gles de re´action qui est obligatoire,
plusieurs autres parties qui peuvent eˆtre de´clare´es de manie`re optionnelle :
– Les objets formels sur lesquels portent les re`gles de re´actions, sont des compose´s chimiques ou
biochimiques (mole´cules telles que les prote´ines, les ge`nes, etc) assortis d’information de localisation
ou non ;
– une section d’initialisation des identificateurs de parame`tres cine´tiques ;
– une section de de´claration de macros qui sont des ope´rations de´finies par l’utilisateur a` des fins
d’observation. Par exemple si A de´signe une mole´cule, l’utilisateur peut souhaiter connaˆıtre a` un
instant donne´, la quantite´ totale de A pre´sente dans la cellule e´tudie´e. Il de´finira donc une macro,
qui lui permettra de calculer cette valeur en se fondant sur toutes les formes de A ;
– une section de de´finition des concentrations initiales des mole´cules. Lorsque cette section est absente,
toutes les mole´cules sont conside´re´es avoir une concentration nulle a` l’e´tat initial ;
– une section re´pertoriant les proprie´te´s biologiques du syste`me sous e´tude. Cette section contient des
formules de logique temporelle et peut faire l’objet d’un fichier se´pare´.
Les logiques temporelles utilise´es pour l’analyse des mode`les sont respectivement
– la logique temporelle arborescente, ou Computation Tree Logic, (CTL) pour l’e´tablissement des
proprie´te´s boole´ennes comme les proprie´te´s d’accessibilite´, d’existence d’e´tats stables ou des points
de passage oblige´s ...
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– la logique temporelle line´aire, ou Linear Time Logic, (LTL) pour les proprie´te´s temporelles quanti-
tatives : les atomes portent sur les niveaux de concentrations des e´le´ments biochimiques conside´re´s
via des ope´rateurs de comparaison ou de de´rivation.
L’existence d’une interface graphique qui donne acce`s aux principales commandes facilite grandement les
interrogations des mode`les et offre e´galement la possibilite´ de comparer des re´sultats de requeˆtes.
L’environnement BIOCHAM dont le de´veloppement a de´bute´ en 2002 en est actuellement a` sa
version 3.2. C’est un logiciel libre, te´le´chargeable a` l’adresse http ://contraintes.inria.fr/BIOCHAM/.
Le te´le´chargement inclut le logiciel lui-meˆme et des exemples de mode`les classe´s selon les aspects de
mode´lisation qui y sont mis en exergue (kinetics, locations) ou les processus mode´lise´s (cell cycle, MAPK,
etc).
Dans les paragraphes suivants, nous allons pre´senter le langage des re`gles de BIOCHAM a` travers
notamment les objets biochimiques manipule´s, la syntaxe des re`gles de re´action, la prise en compte des
compartiments cellulaires et l’association de parame`tres cine´tiques aux re`gles de re´action.
2.1.1 Les objets formels manipule´s
En tant qu’environnement de mode´lisation de processus biologiques, BIOCHAM manipule des ob-
jets qui de´signent des mole´cules localise´es ou non. Les mole´cules simples dites ”mole´cules de base” sont
identifie´es par leurs noms tandis que les mole´cules plus complexes sont obtenues en appliquant les deux
ope´rations essentielles suivantes :
– l’ope´ration de complexation utilise´e comme suit :
mol1-mol2
ou` mol1 et mol2 sont les mole´cules lie´es par l’ope´rateur  -  ;
– l’ope´rateur de modification de forme note´
mol˜fs1 ... sng
ou` les si sont des sites de modification de la mole´cule mol
Par exemple, si A et B sont des mole´cules,
A-B et A˜fp1g
sont des mole´cules qui de´signent respectivement le complexe forme´ par A et B et la forme phosphoryle´e
de A sur le site p1.
On notera que la complexation dans BIOCHAM est ge´re´e de fac¸on implicite. Par ailleurs, la modifi-
cation de forme pre´cise uniquement les sites de modification, sans nommer la modification elle-meˆme. Il
est possible mais pas indispensable de de´clarer avant utilisation les sites de modification d’une mole´cule.
Par exemple
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declare MEK˜parts of(fp1,p2g).
de´clare que les sites possibles de modification pour la mole´cule MEK sont p1 et p2. On pourra avoir dans
le mode`le les formes suivantes pour MEK :
MEK, MEK˜fp1g, MEK˜fp2g, MEK˜fp1, p2g
L’ope´rateur :: permet d’associer des localisations sous forme d’e´tiquettes (labels) aux mole´cules. On
obtient des objets localise´s tels que
A::noy
avec noy pour noyau. Cette dernie`re expression de´signe la mole´cule A localise´e dans un compartiment
de´nomme´ noy.
Il est possible d’utiliser des sche´mas d’objets formels pour spe´cifier des ensembles d’objets de manie`re
concise. Un sche´ma d’objet (mole´cule ou mole´cule localise´e) est obtenu par utilisation dans l’expression
d’un objet, du caracte`re  ?  ou d’une variable qui est un mot commenc¸ant par le caracte`re $. Par
exemple :
A˜? et A˜?-?
sont des sche´mas d’objets qui spe´cifient respectivement l’ensemble des formes de la mole´cule A, comprenant
A et les formes phosphoryle´es de A, et l’ensemble des formes de A complexe´es ou non.
Les variables ou le caracte`re  ?  peuvent apparaˆıtre dans n’importe quelle partie des objets formels.
Ainsi dans un sche´ma de mole´cules localise´es, on peut les retrouver au niveau de la partie mole´cule ou au
niveau de la localisation. Par exemple,
A-?::?
est un sche´ma qui de´finit l’ensemble contenant la mole´cule A localise´e ou non et tous les complexes
engageant A e´ventuellement localise´s.
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2.1.2 Les composantes des re`gles biochimiques
Les re`gles biochimiques dans BIOCHAM sont essentiellement compose´es de solutions et de parame`tres
cine´tiques. La forme ge´ne´rale en est
kinetics for MG => MD.
ou` kinetics est un parame`tre cine´tique et ou` MG et MD sont des solutions. La partie re´action, MG=>MD,
traduit le passage du syste`me sous e´tude de l’e´tat caracte´rise´ par MG a` l’e´tat caracte´rise´ par MD. Des
abre´viations ont e´te´ pre´vues pour plus de concision et une meilleure lisibilite´ des mode`les. Au titre de ces
abre´viations, on peut lister
MG <=> MD.
MG=[Object]=>MD.
qui permettent de de´finir respectivement une re´action re´versible et une re´action catalyse´e, les cataly-
seurs e´tant donne´s entre crochets sous forme de solutions.
2.1.2.1 Les solutions
Un ensemble quelconque d’objets formels est appele´  solution . Elle est note´e en se´parant les objets
la composant par des + . Une solution est qualifie´e de vide lorsque cet ensemble est vide : elle est alors
note´e . Ainsi,
A
A+B
A+B+A-B::Cytoplasme
sont des exemples de solutions contenant respectivement la mole´cule A, les mole´cules A et B, les
mole´cules A, B et le complexe A-B localise´ dans le Cytoplasme.
2.1.2.2 Les parame`tres cine´tiques
Ils pre´cisent les contextes d’application des re`gles de re´action. Il peut s’agir d’objets formels comme
de´finis a` la section 2.1.1, de valeurs re´elles, d’expressions arithme´tiques ou d’expressions conditionnelles.
Leur utilisation permet dans une certaine mesure de de´finir des re`gles conditionnelles. Notons toutefois que
les parame`tres cine´tiques, qui constituent une partie optionnelle (la loi d’action de masse des mole´cules
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de MG, avec 1 comme parame`tre, est conside´re´e par de´faut) des re`gles de re´action, ne sont pas pris en
compte au niveau de la se´mantique boole´enne. Par exemple, si on conside`re deux mode`les se re´sumant
respectivement aux re`gles de re´action suivantes :
=> B
(if [A] > 1 then 1 else 0) for => B
ils se comportent de la meˆme manie`re en simulation boole´enne quelle que soit la concentration de A
dans l’e´tat initial. Cependant, il convient de noter que les parame`tres cine´tiques constituent un e´le´ment
tre`s important dans BIOCHAM et qu’ils expriment parfois des conditions engageant des voisinages entre
localisations. C’est le cas par exemple lorsque les contenus des compartiments voisins d’un compartiment
C activent une re´action dans C.
2.1.2.3 Les sche´mas de re`gles biochimiques
Lorsqu’une re`gle de re´action contient des sche´mas d’objets, elle devient un sche´ma de re`gle, donc
susceptible d’eˆtre instancie´e en un certain nombre de re`gles de re´action. Si ces sche´mas d’objets sont
exprime´s a` l’aide de variables, les valeurs de celles-ci doivent eˆtre contraintes soit par les de´clarations
pre´alables, soit par utilisation de la clause where suivie d’une contrainte qui de´termine les valeurs autorise´es
ou les valeurs interdites. Par exemple, les re`gles suivantes
A+ $V => A-$V where $V in fB, Cg
A+ $V => A-$V where $V not in fB, Cg
sont des sche´mas de re`gles qui vont donner lieu respectivement aux deux re`gles de re´action suivantes
A+B => A-B.
A+C => A-C.
et a` toutes les re`gles de complexation entre A et toutes les autres mole´cules diffe´rentes de B et de C.
Notons que la deuxie`me re`gle peut e´galement s’exprimer par
A+ $V => A-$V where $V diff fB, Cg.
Comme on peut le constater, tout comme  in  et  not in  ... il existe dans BIOCHAM d’autres
ope´rateurs tels que  in all ,  diff ,  phos form , etc. qui permettent de contraindre les va-
leurs d’une variable. Il est important de noter que les sche´mas de re`gles de re´action seront instancie´es
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diffe´remment en fonction de leur emplacement dans le mode`le. Ainsi par exemple, en conside´rant le
mode`le comportant les trois re`gles suivantes :
r1 : _=>B.
r2 : C=>_.
r3 : A+? => A-?.
le sche´ma de re`gle r3 sera instancie´e en
A+B => A-B.
si les re`gles apparaissent dans l’ordre r1, r3, r2 et en
A+B => A-B.
A+C => A-C.
si elles apparaissent dans l’ordre r1, r2, r3. Seuls les e´le´ments (objets formels)  connus  au moment
de la de´finition des sche´mas de re`gles peuvent eˆtre pris en compte dans l’instanciation de ces sche´mas.
2.1.2.4 Extrait d’un mode`le BIOCHAM : Mapk
Listing 2.1 – Extrait du mode`le MAPK de BIOCHAM
1 %DECLARATIONS
2 declare MEK˜parts of({p1,p2}).
3 declare MAPK˜parts of({p1,p2}).
4
5 %REGLES DE REACTION
6 (MA(1), MA(0.4)) for RAF + RAFK <=> RAF−RAFK.
7
8 (MA(3.3),MA(0.42)) for MEK˜$P + RAF˜{p1} <=> MEK˜$P−RAF˜{p1}
9 where p2 not in $P.
10
11 (MA(10),MA(0.8)) for MEKPH + MEK˜{p1}˜$P <=> MEK˜{p1}˜$P−MEKPH.
12
13 MA(0.1) for RAF−RAFK => RAFK + RAF˜{p1}.
14
15 MA(0.1) for RAF˜{p1}−RAFPH => RAF + RAFPH.
16
17 %ETAT INITIAL
18
2.1. BIOCHAM
18 present(MAPK,0.3).
19 present(MAPKPH,0.3).
20 present(MEK,0.2).
21 present(MEKPH,0.2).
22 present(RAF,0.4).
23 present(RAFK,0.1).
24 present(RAFPH,0.3).
25
26 %same as ’make absent not present.’
27 absent({?−?,?˜{p1}˜?}).
Le listing 2.1 pre´sente un extrait du mode`le BIOCHAM de la signalisation mapk qui est un des
processus biologiques relativement bien connu et ayant fait l’objet de plusieurs mode´lisations.
Nous donnons ci-dessous quelques e´le´ments relatifs au mode`le de´crit :
– Les lignes pre´ce´de´es par ”%” (lignes 1, 5, 17, 26) repre´sentent des commentaires.
– Les lignes 2 et 3 sont des de´clarations donnant les sites de phosphorylation des mole´cules MEK et
MAPK. Cette partie est optionnelle.
– La premie`re re`gle (ligne 6) concerne une re´action de complexation re´versible entre RAF et RAFK. On
remarquera l’expression du parame`tre cine´tique qui de´finit deux composantes, la premie`re (MA(1))
contextualisant la complexation tandis que la deuxie`me (MA(0,4)) concerne la de´complexation.
– Les re`gles 2 et 3 commenc¸ant respectivement en lignes 8 et 11 sont des sche´mas de re`gles de re´action
re´versibles. On constate que dans la re`gle 2 (ligne 8), les valeurs de la variable $P sont contraintes
par une clause where, tandis que dans la re´action 3 (ligne 11), c’est la de´claration en ligne 2 qui
contraint les valeurs de $P.
– En lignes 13 et 15, on a deux re`gles de re´action non re´versibles.
– Toutes les re`gles de ce mode`le ont comme parame`tres cine´tiques la loi d’action de masse applique´e
a` des valeurs re´elles. La re`gle 4 (ligne 13) aurait pu s’e´crire
0.1*[RAF-RAFK] for RAF-RAFK => RAFK + RAF˜fp1g.
ou` [RAF-RAFK] correspond a` la concentration de la mole´cule RAF-RAFK.
– A partir de la ligne 18, l’e´tat initial est spe´cifie´ : toutes les formes simples (non complexe´es, non
phosphoryle´es) sont pre´sentes avec une concentration donne´e. Ainsi, on a par exemple MAPK pre´sente
avec une concentration de 0.3, MEK avec une concentration de 0.2, etc.
2.1.3 Prise en compte de la localisation
Nous avons introduit en section 2.1.1 l’ope´rateur :: qui permet d’associer une localisation aux
mole´cules. Les objets localise´s sont utilise´s pour mate´rialiser les transports de mole´cules. Ainsi, la re`gle
de re´action
A::cyt => A::noy
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correspond au transport de la mole´cule A du cytoplasme (cyt) vers le noyau (noy). Si la notion de
localisation est bien pre´sente dans BIOCHAM, elle gagnerait a` eˆtre renforce´e. En effet, dans un contexte
intracellulaire, on peut raisonnablement supposer que les mode`les de´finis sont en accord avec une certaine
compartimentation cellulaire cohe´rente. En effet, la quasi totalite´ des organelles membranaires sont acces-
sibles les uns a` partir des autres graˆce au re´seau membranaire interne. Par contre, pour la mode´lisation
d’interactions dans une population de cellules, il est important de pouvoir assurer que toutes les re`gles
de transport sont cohe´rentes par rapport a` la structure topologique de l’ensemble cellulaire sous e´tude.
Une e´tude mene´e en 2005 et qui a conduit a` la mode´lisation de la signalisation Delta-Notch (notch4n36c)
adapte´ de [?] (nous reviendrons sur ce mode`le dans le chapitre 5 de ce document) dans une population
de trente-six cellules, avait permis de relever la ne´cessite´ de tenir compte de la structure topologique des
syste`mes cellulaires dans les mode´lisations BIOCHAM.
C’est sans doute pour atte´nuer les effets de cette relative faiblesse au niveau de la prise en compte
de la structure topologique, que les concepteurs de BIOCHAM ont introduit en 2007, une me´thode de
ve´rification a posteriori de la cohe´rence topologie/re`gles [?]. Cette me´thode permet d’infe´rer, pour un
mode`le donne´, une structure topologique et de ve´rifier la conformite´ de la topologie infe´re´e par rapport
aux informations d’ordre topologique disponibles pour le syste`me cellulaire dans lequel se de´roule le
processus mode´lise´. Deux mole´cules sont conside´re´es comme voisines (comprenons cela par :  peuvent
potentiellement interagir) si elles sont localise´es dans un meˆme compartiment ou dans des compartiments
voisins. La me´thode a permis d’e´tablir que certains mode`les BIOCHAM faisant intervenir des localisations,
sont en accord avec les informations d’ordre topologique donne´es. Il s’agit ge´ne´ralement des mode`les issus
de transcriptions de mode`les pris dans Biomodels [?] pour lesquels il existe cette cate´gorie d’informations,
et d’autre part du mode`le de la signalisation Delta-Notch 2. Les structures topologiques infe´re´es dans le
cadre de toutes ces ve´rifications ont permis de distinguer deux types de voisinage :
– l’inclusion d’un compartiment dans un autre : les mode`les de Biomodels incluent quelquefois l’at-
tribut outside dans la de´finition d’un compartiment C, pour spe´cifier le compartiment contenant
C ;
– le fait pour deux compartiments d’eˆtre  colle´s .
En l’absence de telles informations, les structures topologiques infe´re´es ne peuvent eˆtre ve´rifie´es et les
voisinages qui y sont mentionne´s ne peuvent eˆtre qualifie´s. En effet, si les identificateurs de compartiments
ne sont pas assez explicites, on ne pourra pas affirmer pour deux compartiments voisins s’ils sont colle´s
ou si l’un est inclus dans l’autre.
Nous notons e´galement que cette me´thode aborde la topologie uniquement en termes de voisinage
entre les compartiments, sans se pre´occuper de la nature des compartiments en jeu.
L’autre aspect important qui plaide pour un renforcement de la prise en compte de la localisation est
la possibilite´ de mode´liser des compartiments imbrique´s de fac¸on cohe´rente.
2.2 PATHWAY LOGIC
Pathway Logic [?, ?, ?, ?, ?, ?, ?] est une approche symbolique pour la mode´lisation, la simulation et
l’analyse des processus biologiques cellulaires. Il est fonde´ sur la logique de re´e´criture et est conc¸u avec le
souci de permettre des de´finitions de mode`les correspondant au mieux aux mode`les intuitifs (informels)
que les biologistes ont du comportement d’un syste`me biologique donne´. Jusqu’a` pre´sent, la mode´lisation
2. http ://contraintes.inria.fr/BIOCHAM/EXAMPLES/locations/notch4n36c.bc
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en PATHWAY LOGIC est uniquement qualitative, mais les re´cents de´veloppements pre´voient la prise en
charge de parame`tres cine´tiques, et la possibilite´ de faire des analyses quantitatives [?]. Par ailleurs, le
champ des processus mode´lise´s qui ne comprenait que les interactions intracellulaires, s’est e´largi et couvre
actuellement les interactions inter-cellulaires.
Sur la base des donne´es disponibles dans le domaine e´tudie´, PATHWAY LOGIC permet de mode´liser
les processus biologiques, a` diffe´rents niveaux d’abstraction : par exemple, il est possible d’e´crire des re`gles
de re´action engageant des prote´ines prises comme telles (interaction intermole´culaire), ou des re`gles de
re´action portant sur les domaines fonctionnels des mole´cules, et dans ce cas, celles-ci sont vues comme
des agre´gats de domaines fonctionnels. Les mode`les dans lesquels se coˆtoient des re`gles de re´action de
diffe´rents niveaux d’abstraction sont qualifie´s de mode`les multi-e´chelles.
Le langage de re´e´criture Maude [?] est utilise´ pour le de´veloppement des mode`les PATHWAY LOGIC,
ce qui fait de ces derniers, des modules syste`mes Maude comprenant une description d’un type alge´brique
de donne´es et un ensemble de re`gles de re´e´criture associe´. E´tant ainsi baˆti sur Maude, PATHWAY LO-
GIC re´alise les simulations et les analyses de ses mode`les, en utilisant les fonctions de simulation et
le model-checker de Maude qui est fonde´ sur la logique temporelle  Linear Time Logic (LTL) . Les
proprie´te´s biologiques e´tablies par ces analyses sont celles de stabilite´, d’accessibilite´, d’existence d’e´tats
d’e´quilibre etc. Graˆce a` l’interface graphique inte´gre´e, le Pathway Logic Assistant (PLA) [?], il est pos-
sible de repre´senter un mode`le donne´ sous forme de re´seaux de Pe´tri, d’interroger les mode`les, de ge´ne´rer
automatiquement des sous-graphes correspondant aux requeˆtes exprime´es et de faire des comparaisons de
parties de graphes.
PATHWAY LOGIC est un logiciel libre distribue´ avec des exemples de mode`les, sous licence GPL. Il
inte`gre une version d’exe´cution en ligne qui permet de l’expe´rimenter sans avoir a` l’installer. La dernie`re
version 3.3 du PLA, sortie le 12 juin 2011, est accessible en te´le´chargement sur le site web du projet
http ://www.pl.csl.sri.com/download.html.
Dans les paragraphes suivants, nous pre´sentons l’outil PATHWAY LOGIC en commenc¸ant par un
aperc¸u de sa spe´cification alge´brique des donne´es qui lui permet de repre´senter toutes les composantes
des mode`les. La section briefera sur la structure des re`gles de re´action tandis qu’une analyse de la prise
en charge des compartiments viendra boucler la pre´sente section.
2.2.1 Aperc¸u de la spe´cification alge´brique : Les objets manipule´s
Comme tout environnement de mode´lisation de processus biologiques a` base de re`gles, PATHWAY
LOGIC manipule des objets formels repre´sentant des mole´cules et e´ventuellement des compartiments
cellulaires. E´tant fonde´ sur Maude, PATHWAY LOGIC a spe´cifie´ un type alge´brique de donne´es qui lui
permet de de´finir l’ensemble de ces e´le´ments. Cette spe´cification, objet du fichier ”theops.maude” contient
toutes les sortes pertinentes pour la mode´lisation d’un processus biologique, ainsi que les ope´rations sur
ces sortes. L’extrait 2.2 suivant du fichier  theops.maude 
Listing 2.2 – extrait 1 de theops. maude : de´claration des dortes AminiAcid et Protein
1 fmod PROTEIN is pr NAT .
2
3 sorts AminoAcid Protein .
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4 subsort AminoAcid < Protein .
5
6 ops T Y S K P N˜: −> AminoAcid .
7 ops pT pY pS˜: −> AminoAcid . ∗∗∗ modified amino acids
8
9 endfm
spe´cifie dans un module fonctionnel PROTEIN de Maude (ligne 1) utilisant la spe´cification NAT
pre´alablement de´finie dans Maude, deux sortes : AminoAcid et Protein (ligne 3) avec l’information de
hie´rarchisation (ligne 4) qui pre´cise qu’un AminoAcid est un Protein. Les lignes 6 et 7 permettent de
de´clarer des exemples particuliers de AminoAcid.
De la meˆme manie`re, les sortes Thing, Family, Complex, Chemical, DNA ... sont de´clare´es dans
le module fonctionnel THING utilisant PROTEIN, avec la pre´cision que Protein, Family, Complex,
Chemical, DNA etc. sont des Thing. En particulier, on notera dans ce module la pre´sence de l’ope´ration
op ( : ): Thing Thing -> Complex
qui permet de spe´cifier l’ope´ration de complexation, ge´re´e de manie`re implicite. Il est cependant im-
portant de signaler que PATHWAY LOGIC permet e´galement une gestion explicite de la complexation
des mole´cules. C’est pre´cise´ment ce qui lui permet de mode´liser des processus en niveau d’abstraction 2
(conside´ration des domaines fonctionnels).
La syntaxe de repre´sentation d’une complexation explicitant les domaines fonctionnels est dans le
listing 2.3 ci-dessous. On peut y de´celer trois mole´cules diffe´rentes Mol1, Mol2 et Mol3 chacune e´tant
repre´sente´e avec ses domaines fonctionnels :
– (S 11), ABC et (S 12) pour Mol1 ;
– (S 21) et (S 22) pour Mol2 ;
– (S 31), (S 32) et (S 33) pour Mol3).
Les domaines tels que (S 11), (S 12) . . . marque´s  bound  sont lie´s. Les lignes 5 a` 7 explicitent les
diffe´rentes liaisons. Ainsi on voit que toutes les mole´cules sont lie´es chacune sur deux domaines
Listing 2.3 – Exemple de liaison explicite
1 [Mol1 | (S 11 − bound), ABC, (S 12 − phos − bound)]
2 [Mol2 | (S 21 − bound), (S22 − bound)]
3 [Mol2 | (S 31 − bound), (S32 − bound), S33]
4
5 e((Mol1,(S 11)), (Mol2, (S 21))
6 e((Mol1,(S 12)), (Mol3, (S 31))
7 e((Mol2,(S 22)), (Mol3, (S 32)) .
A pre´sent que nous avons donne´ les types ne´cessaires a` la de´finition des mole´cules de base et des
complexes, nous introduisons les sortes Soup, Modification et ModSet qui vont servir entre autre pour la
de´finition des formes modifie´es de mole´cules. La sorte Soup repre´sente un ensemble quelconque de Thing,
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le mot-cle´  empty  de´signant la Soup vide. Les sortes Modification et ModSet servent respectivement,
comme leurs noms le laissent supposer, a` de´finir les types de modifications de forme qu’on rencontre dans
un processus biologique et un ensemble de Modification avec ou sans pre´cision des sites de modifica-
tion(Site). La forme modifie´e d’une prote´ine est donne´e par l’ope´ration
op [ - ] : Protein ModSet => Protein.
De la meˆme manie`re, on spe´cifie les formes modifie´es des autres Thing (Chemical, DNA, ...) a` l’exception
des Complex qui sont conside´re´s comme des Protein.
La cellule biologique, vue comme un ensemble de compartiments cellulaires, chacun e´tant de´limite´ par
une membrane et contenant une Soup, est au cœur de toute mode´lisation PATHWAY LOGIC. Aussi,
pour la repre´senter, les sortes Cell, CellType, MemType ont e´te´ de´finies avec CellType et MemType qui
permettent de spe´cifier respectivement les types de cellules (e´pithe´liale, nerveuse, musculaire...) et les
types de membranes (membrane cytoplasmique, nucle´ique, ...). Par exemple
[Cell | A B C]
fCM | A fCyto | B Cgg
sont des cellules de type non spe´cifie´ (Cell) qui contiennent respectivement :
– une Soup compose´e des mole´cules A, B et C ;
– une Soup compose´e de A au niveau de la membrane cellulaire (CM) et une Soup compose´e de B et C
dans le cytoplasme (Cyto).
On remarquera que dans le premier cas, le compartiment contenant les mole´cules n’a pas e´te´ pre´cise´.
A coˆte´ du fichier theops.maude dont le contenu vient d’eˆtre brosse´ et qui change peu d’un mode`le a` un
autre, nous avons le fichier Components.maude qui, lui, contient les de´clarations des mole´cules de base,
spe´cifiques au mode`le en conception. Par exemple, pour la mode´lisation de la transduction de signal de la
kinase MAP, les prote´ines Ras et EgfR sont de´clare´es dans ce fichier, qui peut inclure d’autres de´clarations
de sortes, a` des fins de cate´gorisation particulie`re des mole´cules. Les sortes de´clare´es a` ce niveau seront
toujours des sous-sortes (direct ou non) d’une de celles de´clare´es dans le fichier theops.maude
2.2.2 Les composantes des re`gles de re´action
Dans PATHWAY LOGIC, les re`gles de re´action sont des re`gles de re´e´criture classiques ayant les formes
rl[label] : MG => MD
crl[label] : MG => MD if Condition
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selon qu’elles sont de´pourvues de conditions ou non. MG et MD sont des Soup donnant des caracte´risations
partielles d’e´tats cellulaires. Toutes les re`gles de re´action d’un mode`le sont regroupe´es dans le fichier
rules.maude qui contient en outre des de´clarations de variables.
L’identification de la re`gle est donne´e par rl[label ou crl[label] ou` label est une composante facultative
mais il est conseille´ de la de´finir et il est important d’accorder une certaine attention a` sa de´finition, car
elle peut renseigner sur la re´action mode´lise´e.
En plus des Soup MG et MD et des informations d’identification de la re`gle, on a comme autre classe de
composantes des re`gles de re´action, les variables. Elles sont soit de´clare´es avant utilisation dans les re`gles,
soit de´clare´es a` l’utilisation. Elles permettent de de´finir
– des sche´mas de re`gles de re´action : Par exemple
rl[complex] : ?A:A [CellType:CellType | ct fCLm | clm Bg]
=>
[CellType:CellType |ct fCLm | clm (?A:A : B)g]
est un sche´ma de re`gle de complexation entre une mole´cule B localise´e sur la membrane cellulaire et
une mole´cule de sorte A (?A:A) situe´e a` l’exte´rieur de la cellule. Elle comporte trois variables :
– ct et clm de´clare´es en amont et qui tiennent lieu respectivement du contenu non de´crit de la
cellule et du contenu non de´crit de la membrane cytoplasmique. Ces deux variables jouent des
roˆles passifs.
– ?A:A qui est de´clare´e a` la vole´e et qui repre´sente toute mole´cule de la sorte A. A et ses composantes
de sorte A dans le mode`le doivent avoir e´te´ de´clare´es plus toˆt. Toute instanciation de ?A:A par une
mole´cule de type A est une re`gle de re´action valide.
– Des re`gles conditionnelles : On distingue deux types de conditions selon que la variable conside´re´e
est une mole´cule ou une soupe (Soup) :
– lorsque la variable est une mole´cule, la condition contraint les valeurs qu’elle peut prendre. Par
exemple la re`gle ci-dessous :
crl[phos.A] : fCM | cm A ?Vg
=> fCM | cm [A - Yphos] ?Vg
if ?V S : Soup := B
est une re`gle de phosphorylation de A sur le site Y (Yphos) catalyse´e par B ou C, seules valeurs que
peut prendre la variable ?V ;
– Lorsque la variable est une Soup, la condition pre´cise les mole´cules qu’elle ne doit pas contenir.
Par exemple
crl[phos.A] : fCM | cm Ag => fCM | cm [A - Yphos]g
if cm has B = false  cm has C = false.
est une re`gle de phosphorylation de A sur le site Y a` condition que la membrane cytoplasmique
ne contienne ni B ni C.
Une re`gle conditionnelle peut contenir plusieurs conditions. Elles doivent eˆtre conjointement
ve´rifie´es pour que la re`gle soit valide.
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2.2.3 Prise en compte de la compartimentation cellulaire
Dans PATHWAY LOGIC, la notion de compartimentation cellulaire est pre´sente, mais sa prise en
compte n’est pas toujours assure´e. En effet, en raison de la spe´cification des re`gles qui veut que MG et
MD soient des Soup, et attendu qu’une Soup est soit un ensemble de Thing, soit un ensemble de Soup
localise´es, soit une Cell, il est possible de de´finir des re`gles de re´action non localise´es. Ainsi
A B => C
fCLm | Ag fCLi | Bg => fCLi | Cg
fCM | A fCyto | Bgg => fCyto | Cg
sont des re`gles de re´action toutes valides. On peut donc distinguer trois niveaux de prise en compte de la
compartimentation cellulaire :
– le niveau 0 dans lequel les mole´cules ne sont pas localise´es : C’est le cas de la premie`re re`gle de
re´action ;
– le niveau 1 qui fait apparaˆıtre des localisations mais sans information d’ordre topologique, permettant
d’affirmer que tel compartiment est inclus dans tel autre : la deuxie`me re`gle est une illustration de
ce niveau de prise en compte de la compartimentation ;
– le niveau 2 qui fait figurer les compartiments chacun a` l’inte´rieur de son contenant : on peut voir
dans le membre gauche de la troisie`me re`gle que Cyto est inclus dans CM.
PATHWAY LOGIC a e´tabli deux conventions de de´nomination des diffe´rents types de compartiments
mis en e´vidence a` nos jours, dans la cellule biologique.
– Dans la premie`re convention, il s’agit d’identifier chaque type de compartiment par deux lettres
majuscules : CL pour la cellule, NU pour le noyau, GA pour l’appareil de Golgi et ainsi de suite, on a les
identificateurs pour les mitochondries, les lysosomes etc. Pour chacun de ces types de compartiments,
quatre localisations sont pre´de´finies par ajout de suffixes particuliers aux identificateurs a` deux
lettres :
– suffixe  o  pour repre´senter l’exte´rieur du compartiment qui est l’espace de´limite´ situe´ en dehors
de la membrane dudit compartiment ;
– suffixe  m  pour repre´senter la membrane du compartiment qui isole celui-ci de son environne-
ment exte´rieur imme´diat ;
– suffixe  i  pour de´signer l’inte´rieur imme´diat (face interne) de la membrane du compartiment ;
– suffixe  c  pour de´signer l’inte´rieur du compartiment. Il s’agit de contenu du compartiment a`
l’exception des compartiments inclus.
Par exemple, on aura
CLo, CLm, CLi, CLc
pour repre´senter respectivement l’exte´rieur, la membrane cytoplasmique, la face interne de la
membrane cytoplasmique et le cytosol.
– La deuxie`me convention rame`ne les compartiments a` deux composantes : la membrane et le cytosol 3.
C’est dans cette convention qu’il est possible d’imbriquer des compartiments les uns dans les autres.
3. Nous entendons ici par ”cytosol” tout contenu intra-compartiment sans distinction de type de compartiment.
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Cependant, la liste des identificateurs de types de compartiment n’est pas exhaustive. On rencontre
ge´ne´ralement CM pour la membrane cytoplasmique et Cyto pour le cytosol. De meˆme NM de´signe la
membrane du noyau.
La prise en compte de la compartimentation dans PATHWAY LOGIC gagnerait a` eˆtre renforce´e pour
d’une part permettre une gestion efficace des cas ou` on a affaire a` une structure cellulaire comportant
plusieurs compartiments de meˆme type et d’autre part inte´grer les voisinages par accolement qui sont
incontournables dans la perspective qu’a PATHWAY LOGIC d’e´voluer vers les mode´lisations intercellu-
laires.
2.3 Analyse des besoins
Dans les sections 2.1 et 2.2, nous avons mis en lumie`re une certaine faiblesse de la prise en compte
de la compartimentation cellulaire dans les environnements de mode´lisation BIOCHAM et PATHWAY
LOGIC. C’est un constat qui peut eˆtre ge´ne´ralise´ a` la plupart des outils de mode´lisation de processus
biologiques. En effet, la litte´rature fait e´tat de nombreux mode`les a` base de re`gles pour la cate´gorie
de processus biologiques adresse´s, mais relativement peu se pre´occupent de la compartimentation des
structures cellulaires e´tudie´es. Pour illustration, en juin 2007, sur les cent-douze (112) mode`les valide´s que
comptait BioModels (http ://www.biomodels.net), trente-cinq (35) comportaient plus d’un compartiment,
et seulement sept (7) donnaient des informations relatives a` la topologie : tel compartiment est inclus dans
tel autre [?].
Si jusqu’a` re´cemment, l’absence de conside´rations de type  cohe´rence d’un mode`le par rapport a`
une compartimentation cellulaire  n’a pas e´te´ ressentie comme un proble`me crucial dans les langages a`
base de re`gles pour la biologie, c’est sans doute que les processus mode´lise´s par ces environnements se
de´roulaient dans des structures cellulaires a` la topologie e´vidente. Les processus se de´roulent ge´ne´ralement
dans un meˆme compartiment d’une meˆme cellule, ou lorsqu’il y en a deux, il s’agit du cas typique du
cytoplasme et du noyau. On peut donc supposer que les mode`les de´finis jusque la` sont conformes a` une
compartimentation cellulaire cohe´rente. Du reste BIOCHAM a teste´ avec succe`s la consistance de certains
de ces mode`les [?] en se basant sur les informations de topologie donne´es dans Biomoldels. Cependant, les
re´centes e´volutions ou les perspectives d’e´volution respectivement de BIOCHAM et PATHWAY LOGIC
rendent ne´cessaire une prise en compte soigne´e de la compartimentation cellulaire en termes de types de
compartiment et de re´partition spatiale de ces compartiments.
C’est pour apporter une premie`re re´ponse a` cela, que nous cherchons a` offrir au biologiste-mode´lisateur
le moyen de de´finir simplement, un mode`le de processus biologique a` base de re`gles, compilable dans
BIOCHAM ou PATHWAY LOGIC, qui soit compatible avec la topologie de la structure cellulaire sous
e´tude. La compatibilite´ d’un mode`le avec une compartimentation cellulaire se traduisant par la ve´rification
par le mode`le, des deux conditions suivantes :
– les re`gles de re´actions s’appliquent dans les compartiments de types approprie´s ;
– si une re`gle de re´action implique plusieurs compartiments, ceux-ci doivent respecter certaines condi-
tions de voisinage.
Nous pre´sentons notre approche en en donnant une sche´matisation (figure 2.1) dans laquelle les rec-
tangles aux bords arrondis repre´sentent les diffe´rentes proce´dures que nous avons de´finies, et qui prennent
en entre´e ou produisent des donne´es sche´matise´es sous formes d’ellipses, tandis que les formes hexagonales
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Utilisateur
Traduction vers le langage   
de l’outil cible choisi
Langage cible retenu
Outils cibles
BIOCHAM, PL, ...
Modèle intermédiaire
Ensemble de règles intermé−
diaires + état initial
graphe d’échanges
Couplage règles génériques /
Modèle générique
Ensemble de règles 
génériques
Modèle cible
BIOCHAM ou PL ...
Graphe d’échanges
cules + voisinages
Compartiments avec molé
Extraction d’un graphe
d’échanges
−
Modeleur de compartimen−
tation cellulaire
Procédure de description
directe d’un GE
Langage de règles génériques
Modèle bio−géométrique
Figure 2.1 – Sche´matisation de l’approche
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servent a` repre´senter les moyens (outils ou formalismes) mis a` la disposition du mode´lisateur pour forma-
ter et/ou fournir les donne´es en entre´e des diffe´rentes proce´dures. Ainsi, l’obtention d’un mode`le dans le
langage de re`gles de l’outil choisi par l’utilisateur (BIOCHAM ou PATHWAY LOGIC), qui constitue le
cœur et la finalite´ de notre travail, part de deux e´le´ments distincts, en entre´e de la proce´dure de couplage.
Il s’agit :
N1:N N2:N
V1:V
C1:C C2:C
(a) Compartimentation cellulaire : cel
C1:C C2:C
N1:N V1:V N2:N
(b) Graphe d’e´changes correspondant a` cel : Gcel
Figure 2.2 – Une compartimentation cellulaire et le graphe d’e´changes correspondant
– d’un graphe d’e´changes (cf. section 3.2) qui fournit une abstraction d’une compartimentation cellu-
laire en termes d’informations topologiques ; il indique l’ensemble des compartiments composant le
syste`me cellulaire e´tudie´, et pour chaque compartiment, l’information de son type et ses voisinages
avec les autres compartiments. Par exemple, la figure 2.2 montre en 2.2(a) une compartimentation
cellulaire cel. Chaque compartiment y est repre´sente´ par un rectangle aux bords arrondis e´tiquete´
d’un identificateur et d’un type de compartiment se´pare´s par  : . Ainsi, cel comporte deux com-
partiments de type N , N1 et N2 contenus respectivement dans deux compartiments de type C
adhe´rant l’un a` l’autre C1 et C2. C1 contient e´galement un compartiment V 1 de type V .
Cette compartimentation cellulaire peut eˆtre abstraite par le graphe d’e´changes Gcel donne´ par la
figure 2.2(b) dans lequel les compartiments sont repre´sente´s sous forme de cercles avec en dessous
leur nom et leur type. On retrouve effectivement dans Gcel les meˆmes compartiments que dans cel et
les relations de voisinage existant entre eux : C1 voisin a` N1, a` V 1 et a` C2 qui a e´galement comme
autre voisin N2.
– d’un mode`le ge´ne´rique essentiellement compose´ de re`gles ge´ne´riques (cf. section 4.1) qui sont des
sche´mas de re`gles mode´lisant des re´actions biochimiques, dans lesquels les informations de localisa-
tion des mole´cules sont des types de compartiment plutoˆt que des compartiments. Par exemple, une
re`gle ge´ne´rique rg pourra se libeller
” transport d’une mole´cule M1 d’un compartiment de type cytoplasme vers un
compartiment de type noyau, si ces deux compartiments sont voisins. ”
Ces deux e´le´ments, le graphe d’e´changes et le mode`le ge´ne´rique, sont ensuite couple´s sur la base
des informations de types de compartiments existant de part et d’autre. En fonction des informations
de voisinage recele´es par le graphe d’e´changes, la proce´dure de couplage fournit un mode`le dit mode`le
interme´diaire (section 4.2) qui comporte des re`gles interme´diaires. Celles-ci sont des re`gles de re´actions
biochimiques, instances particulie`res (car respectant des conditions particulie`res de voisinage) de re`gles
ge´ne´riques, dans lesquelles les mole´cules sont localise´es dans les compartiments donne´s par le graphe
d’e´changes. En conside´rant le graphe d’e´changes Gcel (convenons que le type C de´signe le cytoplasme et
N le noyau) et la re`gle ge´ne´rique rg, nous obtenons comme ensemble de re`gles interme´diaires celui aux
deux e´le´ments
{ri1 : transport d’une mole´cule M1 de C1 vers N1}
{ri2 : transport d’une mole´cule M1 de C2 vers N2}
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L’ultime e´tape pour l’obtention du mode`le BIOCHAM ou PATHWAY LOGIC est celle de traduc-
tion des re`gles interme´diaires vers le langage de l’outil cible choisi par l’utilisateur. Les deux re`gles in-
terme´diaires donneront en BIOCHAM
M1 :: C1 ⇒ M1 :: N1.
M1 :: C2 ⇒ M1 :: N2.
et en PATHWAY LOGIC
rl[ri1] : {C1 | c1 M1} {N1 | n1} ⇒ {C1|c1} {N1 | n1 M1} .
rl[ri2] : {C2 | c1 M1} {N2 | n1} ⇒ {C2|c1} {N2|n1 M1} .
Revenons sur la question de l’acquisition des donne´es en entre´e de la proce´dure de couplage. La
figure 2.1 (page 27) montre deux moyens d’obtention du graphe d’e´changes qui doit absolument eˆtre
cohe´rent par rapport a` la compartimentation cellulaire e´tudie´e. La premie`re proce´dure qui consiste a`
le de´crire directement est un raccourci pre´vu pour permettre a` l’utilisateur de passer outre l’e´tape de
mode´lisation, dans les cas ou` la compartimentation cellulaire est relativement simple (se limitant par
exemple a` un cytoplasme contenant un noyau) pour donner lieu a` un graphe d’e´changes e´vident. La
seconde approche, garantissant par construction la cohe´rence avec une structure cellulaire re´aliste consiste
a` repre´senter dans un premier temps la compartimentation cellulaire du syste`me sous e´tude et a` ensuite
extraire de cette repre´sentation le graphe d’e´changes correspondant. Le graphe d’e´changes ainsi obtenu
est cohe´rent par rapport a` la compartimentation cellulaire e´tudie´e.
Quant au mode`le ge´ne´rique, l’utilisateur le de´finit en se servant d’un langage dit langage de re`gles
ge´ne´riques qui re´pond en particulier au besoin qu’a` l’utilisateur d’exprimer en fonction de types de com-
partiment, des re`gles biochimiques qui une fois instancie´es traduiraient des re´actions interpre´tables dans
BIOCHAM et PATHWAY LOGIC. Nous de´taillerons ce langage au niveau de la section 4.1 .
L’objet de la pre´sente section consiste donc a` pre´ciser nos besoins au regard des deux entite´s conside´re´es
en entre´e de notre approche, a` savoir le graphe d’e´changes et le langage de re`gles. Nous sommes dirige´s
par deux pre´occupations :
– pre´parer le couplage entre nos re`gles ge´ne´riques et la structure topologique abstraite par le graphe
d’e´changes ;
– anticiper une traduction des re`gles obtenues par la proce´dure de couplage vers des mode`les BIO-
CHAM ou PATHWAY LOGIC qui soit aussi conforme que possible a` l’intuition.
Pour le graphe d’e´changes, nous adopterons une repre´sentation simple sous forme de graphe ou` les in-
formations pre´sentes sont essentiellement celles d’identification et de typage des diffe´rents compartiments
ainsi que les voisinages entre ces compartiments. A ces donne´es viendront s’ajouter des donne´es biochi-
miques correspondant aux mole´cules pre´sentes dans la structure cellulaire abstraite. Quant au niveau
d’expressivite´ du langage des re`gles ge´ne´riques, directement lie´ aux aspects de mode´lisation de processus
biologiques par les re`gles que nous prendront en compte, il sera discute´ a` la lumie`re de ce qui a e´te´ e´crit
dans les sections 2.1 et 2.2. C’est dire que nous chercherons a` inclure dans notre langage, les e´le´ments de
mode´lisation pris en compte par BIOCHAM et PATHWAY LOGIC.
Nous de´taillons dans la suite de la section les options que nous avons privile´gie´es dans ce document.
2.3.1 Exemple d’illustration de notre approche
Nous conside´rons comme e´le´ments en entre´e :
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– l’ensemble RGs de quatre re`gles de re´action biochimique, donne´es par le listing 2.4 en langage
naturel, ou` M1 et M2 sont des mole´cules et C, E, N et V des types de compartiment ;
– la compartimentation cellulaire cel donne´e par la figure 2.2(a).
Listing 2.4 – RGs : Re`gles ge´ne´riques en langage naturel pour l’illustration de notre approche
1 rg1 : Transport de M2 d’un compartiment de type V vers un autre de type C voisin.
2 rg2 : Complexation de M1 et M2 dans un compartiment de type C.
3 rg3 : Transport du complexe de M1 et M2, d’un compartiment de type C vers un autre de type N
voisin.
4 rg4 : Phosphorylation de M2 dans un compartiment de type E sous l’action de M1 dans ce
compartiment
5 rg5 : M1 dans un compartiment Vi de type V et M2 dans un compartiment Cj de type C donnent
un complexe M1−M2 dans un compartiment Nk de type N, si Vi et Cj sont voisins et Cj et Nk
sont voisins
6 rg6 : M1 dans un compartiment Vi de type V et M2 dans un compartiment Cj de type C donnent
un complexe M1−M2 dans un compartiment Nk de type N, si Vi et Cj sont voisins, Cj et Nk
sont voisins et Vi et Nk sont aussi voisins.
La lecture des e´le´ments de RGs met en e´vidence l’importance des types de compartiment dans les
re`gles ge´ne´riques : toutes les re`gles sont exprime´es en fonction des localisations des mole´cules dans des
compartiments identifie´s par leur type. On remarquera que la pre´sence simultane´e de M1 et M2 dans
un compartiment entraˆıne des re´actions diffe´rentes selon le type de celui-ci : une complexation pour
un compartiment de type C et une phosphorylation de M2 pour un compartiment de type E. On notera
e´galement que la re`gle rg6 exprime la meˆme re´action que rg5 sous condition d’un voisinage supple´mentaire
entre Nk et V i. Les re`gles sont de´finies inde´pendamment de toute structure cellulaire : nous de´fendons
que les re`gles biochimiques sont essentiellement contextualise´es par la nature et les relations de voisinage
des compartiments.
A partir des e´le´ments donne´s ou calcule´s RGs et Gcel (cf figure 2.2(b)), la proce´dure de couplage
va instancier chaque re`gle de RGs en respectant notamment les types de compartiment et les voisinages
entre ceux-ci (donne´s par Gcel). Nous obtenons comme re´actions interme´diaires celles du listing suivant
2.5 (page 30) suivant.
Listing 2.5 – Re`gles interme´diaires issues du couplage re`gles de RGs (listing 2.4) et Gcel (figure 2.2(b))
1 rg1 1 : Transport de M2 de V1 vers C1
2 rg2 1 : Complexation de M1 et M2 dans C1
3 rg2 2 : Complexation de M1 et M2 dans C2
4 rg3 1 : Transport du complexe de M1−M2, de C1 vers N1
5 rg3 2 : Transport du complexe de M1−M2, de C2 vers N2
6 rg5 1 : M1 dans V1 et M2 dans C1 donne un complexe M1−M2 dans N1
On constate que rg4 n’a pas e´te´ instancie´e, ce qui est normal parce que Gcel ne comporte aucun
compartiment de type E. Par ailleurs, rg1 n’est pas instancie´e pour C2 qui n’a pas de voisin de type V .
L’e´tape suivante est la traduction des re`gles en BIOCHAM (on obtient le listing 2.6) ou en PATHWAY
LOGIC (listing 2.7).
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Listing 2.6 – Re`gles BIOCHAM issues de la traduction des re`gles interme´diaires du listing 2.5
1 rg1 1 : M2::V1 => M2::C1.
2 rg2 1 : M1::C1 + M2::C1 => M1−M2::C1.
3 rg2 2 : M1::C2 + M2::C2 => M1−M2::C2.
4 rg3 1 : M1−M2::C1 => M1−M2::N1.
5 rg3 2 : M1−M2::C2 => M1−M2::N2.
6 rg5 1 : M1::V1 + M2::C1 => M1−M2::N1.
Listing 2.7 – Re`gles PATHWAY LOGIC issues de la traduction des re`gles interme´diaires du listing 2.5
1 rl [rg1 1] : {V1 | v1 M2} {C1 | c1} => {V1 | v1} {C1 | c1 M2} .
2 rl [rg2 1] : {C1 | c1 M1 M2} => {C1 | c1 M1:M2} .
3 rl [rg2 2] : {C2 | c2 M1 M2} => {C2 | c2 M1:M2} .
4 rl [rg3 1] : {C1 | c1 M1:M2} {N1 | n1} => {C1 | c1} {N1 | n1 M1:M2} .
5 rl [rg3 2] : {C2 | c2 M2:M2} {N2 | n2} => {C2 | c2} {N2 | n2 :M2} .
6 rl [rg5 1] : {V1 | v1 M1} {C1 | c1 M2} => {N1 | n1 M1:M2} .
2.3.2 Graphe d’e´changes et compartimentation cellulaire
Les logiciels de mode´lisation ge´ome´trique sont appele´s modeleurs. La construction dans un modeleur
d’un objet 3D repre´sentant une compartimentation cellulaire pre´sente certaines difficulte´s. En particulier,
il faut s’assurer que deux compartiments quelconques ne s’intersectent pas. Par ailleurs, un compartiment
C1 inclus dans un autre C2 doit eˆtre effectivement repre´sente´ a` l’inte´rieur de la repre´sentation de C2, de
meˆme que deux compartiments accole´s devront  se toucher  dans la repre´sentation  objet 3D  de la
compartimentation. Notre ambition a` ce niveau est d’offrir a` l’utilisateur les outils facilitant la prise en
compte de ces contraintes. Comme ce qui nous importe, ce sont les positions relatives entre compartiments,
plus que leurs dimensions ge´ome´triques, nous avons choisi de spe´cialiser un modeleur ge´ome´trique en le
munissant d’ope´rations de cre´ation de compartiments, de forme paralle´le´pipe´dique, toutes positionne´s selon
les meˆmes axes. Cela nous permettra de construire des compartimentations simplifie´es, car cubiques, dans
lesquelles les questions de voisinage (objets accole´s, intersection d’objets, inclusion d’objets) seront plus
simples a` appre´hender. Nous reviendrons sur ce parti-pris dans le prochain chapitre.
A partir d’un objet 3D repre´sentant une compartimentation sous e´tude, nous allons extraire le graphe
d’e´changes correspondant explicitant les seules informations utiles, i.e. relatives a` la topologie de la struc-
ture cellulaire e´tudie´e. Ainsi, la proce´dure d’extraction assurera les faits suivants :
– Tous les compartiments repre´sente´s et seulement eux, seront re´pertorie´s dans le graphe d’e´changes ;
– Tous les voisinages repre´sente´s et seulement eux, seront re´pertorie´s dans le graphe d’e´changes.
La cohe´rence ge´ome´trique de la repre´sentation initiale garantit celle du graphe d’e´changes extrait. Celle-ci
se traduit par le fait que tous les arcs du graphe peuvent eˆtre cate´gorise´s comme traduisant soit une
inclusion d’un compartiment dans un autre, soit une adhe´rence entre deux compartiments.
2.3.3 Langage des re`gles ge´ne´riques
En raison meˆme de la nature des processus mode´lise´s, les mole´cules (compose´s chimiques et biochi-
miques) constituent la premie`re cate´gorie d’objets formels manipule´s dans les deux environnements. On
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y rencontre les mole´cules dites de base et les deux principales ope´rations qui permettent de de´finir des
formes alte´re´es de mole´cules ou des complexes. Au dela` des notions et de ce qu’elles recouvrent, quelques
divergences peuvent eˆtre observe´es :
– Au niveau des mole´cules de base, si les deux environnements s’accordent sur le fait qu’il s’agit de
simples identificateurs, PATHWAY LOGIC leur associe quelquefois des domaines fonctionnels. C’est
ce qui du reste lui donne la possibilite´ de ge´rer la complexation de manie`re explicite.
La mode´lisation au niveau d’abstraction 2 (domaines fonctionnels) n’e´tant pas prise en compte dans
BIOCHAM et e´tant rarement utilise´e dans PATHWAY LOGIC, nous convenons de nous passer de
cette option de pre´cision des domaines fonctionnels.
– En ce qui concerne la complexation, pour les meˆmes raisons que pre´ce´demment, nous nous en
tiendrons a` la forme implicite.
– Les diffe´rences au niveau des ope´rations d’alte´ration de forme des mole´cules sont de trois ordres :
– Dans BIOCHAM, il est impe´ratif de pre´ciser les sites de modification dans les formes phosphoryle´es
des prote´ines, tandis que cette information est optionnelle dans PATHWAY LOGIC. Par exemple
A˜fS1g
[A-phos(S1)]
correspondent a` la forme phosphoryle´e de la mole´cule A sur le site S1 respectivement en BIOCHAM
et PATHWAY LOGIC. Cette diffe´rence peut eˆtre minimise´e du moment qu’elle n’induit pas une
difficulte´ (voire une impossibilite´) de repre´sentation de l’objet.
– Le type de modification n’est pas mentionne´ dans BIOCHAM qui ne conside`re que la phosphory-
lation comme seule modification de forme, alors qu’il est obligatoire dans PATHWAY LOGIC ou`
sont de´finies d’autres ope´rations de modification de forme telles que l’ace´tylation. La mole´cule
[A-phos]
qui de´signe en PATHWAY LOGIC n’importe quelle forme phosphoryle´e de A ne pourra pas eˆtre
exprime´e de fac¸on  naturelle en BIOCHAM. En effet pour de´finir cela en BIOCHAM, on pourrait,
apre`s avoir associe´ par de´claration pre´alable de tous ses sites de modification a` A, utiliser le sche´ma
d’objet
A˜?
On pourra ainsi comme on le souhaite, ge´ne´rer toutes les formes phosphoryle´es de A. Cependant, ce
sche´ma d’objets ge´ne`re e´galement A lui-meˆme, ce qui n’est pas le re´sultat recherche´. En forc¸ant ? a` ne
pas matcher avec vide, le proble`me est re´solu, mais cela rele`ve d’une mauvaise pratique et provoque
de ce fait un warning dans la mesure ou` BIOCHAM conside`re qu’une mole´cule doit exister dans sa
forme native (non alte´re´e).
– Le fait pour PATHWAY LOGIC et BIOCHAM de ne pas conside´rer le meˆme ensemble de modifi-
cations de forme, est e´galement source de proble`me. Par exemple
[A-act]
en PATHWAY LOGIC, de´signant la forme active de A ne pourra pas eˆtre exprime´ en BIOCHAM.
Ces difficulte´s doivent eˆtre contourne´es. En effet, en raison de l’importance des phe´nome`nes de
modification de forme dans les processus biologiques, il ne serait pas pertinent d’envisager un langage
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de re`gles pour les interactions biochimiques qui ne tienne pas compte de la modification de forme.
Dans le chapitre 4, nous exposons la solution que nous proposons pour ce proble`me.
Les langages de re`gles de BIOCHAM et de PATHWAY LOGIC incorporent la notion de localisation.
La seule diffe´rence notable est que lorsqu’une localisation est utilise´e, elle concerne une mole´cule pour
BIOCHAM et une Soup (ensemble de mole´cules) pour PATHWAY LOGIC. Par exemple
A::etiq1 + B::etiq1 + C::etiq2
fetiq1 | A Bg fetiq2 | Cg
de´signent les meˆmes solutions ou Soup respectivement en BIOCHAM et PATHWAY LOGIC.
Meˆme si PATHWAY LOGIC inte`gre une hie´rarchisation de compartiments dans certains cas, l’infor-
mation, qui n’a aucune pertinence pour BIOCHAM qui ne ge`re pas les aspects topologiques sera ignore´e.
Aussi,
fCM | cm A fCyto | cyto B Cgg
A::CM + B::Cyto + C::Cyto
de´signent e´galement la meˆme Soup ou solution respectivement en PATHWAY LOGIC et BIOCHAM.
Ceci e´tant, nous pensons qu’il est important d’inclure dans notre langage de re`gles, la de´composition d’un
compartiment en ses parties (membrane, inte´rieur, ...), ce en raison entre autres du fait qu’elle permet de
donner plus de pre´cision sur la localisation. Par ailleurs, la plupart des mode`les de processus biologiques
a` base de re`gles (159 sur 259 pour la cellule prise comme compartiment, et 32 sur 82 pour les organelles
prises comme compartiments [?]) en tient compte.
Nous distinguerons re`gle de re´action et sche´ma de re`gle de re´action qui donne lieu par instanciation a`
plusieurs re`gles de re´action construits sur le meˆme mode`le.
Les deux types de re`gles de re´action que nous rencontrons dans les deux langages sont les re`gles
non conditionnelles et les re`gles conditionnelles. De manie`re ge´ne´rale, la possibilite´ de repre´sentation
d’une meˆme re`gle de re´action dans BIOCHAM ou dans PATHWAY LOGIC de´pend de la possibilite´ de
repre´sentation de ses composantes qui sont principalement des mole´cules et des localisations. Les re`gles de
re´actions non conditionnelles pourront eˆtre repre´sente´es sans difficulte´ notable dans BIOCHAM comme
dans PATHWAY LOGIC. Il n’en va pas de meˆme des re`gles conditionnelles, dans lesquelles interviennent
des composantes supple´mentaires : les variables et la condition. Pour de´terminer quelles formes de re`gles
nous pouvons inclure (il s’agit de celles qui peuvent s’exprimer dans les deux langages), nous conside´rons les
re`gles conditionnelles de BIOCHAM (respectivement PATHWAY LOGIC) et nous e´tudions la possibilite´
de les exprimer en PATHWAY LOGIC (respectivement BIOCHAM).
En BIOCHAM, ce sont les conditions sur parame`tres cine´tiques qui donnent lieu a` des re`gles condi-
tionnelles. E´tant donne´ que PATHWAY LOGIC est une approche purement qualitative, nous pouvons
affirmer que sa syntaxe n’a pas pre´vu la prise en compte de tels parame`tres.
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Nous avons vu section 2.2.2 que PATHWAY LOGIC permettait deux classes de conditions. Une re`gle
conditionnelle dans laquelle toutes les conditions rele`vent de la premie`re classe (les variables sont des
variables de mole´cules) pourra eˆtre exprime´e en BIOCHAM. Par exemple
[crl[decompl] : [?V1 : ?V2] => ?V1 ?V2
if ?V1 S1:Soup := A C  ?V2 S2:Soup := B D
sera rendue en BIOCHAM par
V1-$V2 => $V1 + $V2 where $V1 in fA,Cg and $V2 in fB, Dg
qui correspond non pas a` une re`gle conditionnelle mais a` un sche´ma de re`gle de re´action.
Quant aux re`gles conditionnelles dans lesquelles une au moins des variables est une variable de Soup,
telles que
crl[phos.A] : fCM | cm Ag => fCM | cm [A - Yphos]g
if cm has B = false  cm has C = false
elles ne peuvent pas eˆtre exprime´es naturellement en BIOCHAM ou` les variables sont de variables de
mole´cules, de sites de phosphorylation, de localisation mais pas de Solution.
Les sche´mas de re`gles de re´action sont utilise´s dans BIOCHAM par le biais de l’utilisation de sche´mas
d’objets. Ils peuvent eˆtre exprime´s en PATHWAY LOGIC uniquement sous certaines conditions : toutes
les variables qui y apparaissent portent sur des variables de mole´cules et leurs valeurs sont contraintes
avec l’ope´rateur in. Par exemple le sche´ma de re`gle
V1-$V2 => $V1 + $V2 where V1 in fA, Cg and $V2 in fB, Dg
sera rendu en PATHWAY LOGIC par
crl[decompl] : [?V1 : ?V2] => ?V1 ?V2 if ?V1 S1:Soup := A C  ?V2 S2:Soup:= B D
Le tableau 2.1 fournit une synthe`se des arguments de´veloppe´s pre´ce´demment. Il s’agit d’un tableau a`
quatre colonnes qui donne pour chaque aspect de mode´lisation de processus biologique conside´re´ (colonne
1), l’information de sa prise en compte dans BIOCHAM (colonne 2), dans PATHWAY LOGIC (colonne
3), notre choix de l’inclure ou non dans notre langage de re`gles (colonne 4) et un petit commentaire si
ne´cessaire qui explique notre option (colonne 5).
34
2.3. ANALYSE DES BESOINS
E´le´ments BIOCHAM PATHWAY LO-
GIC
Oui/Non Commentaires
Mole´cules de base Identificateurs Identificateurs +
domaines fonction-
nels
Oui en tant qu’identificateurs
Complexation Implicite Implicite et expli-
cite
Oui Implicite
Modification Oui sans type et
avec sites
Oui avec types et
possiblement sans
sites
Oui On ne peut pas s’en passer,
alors on trouvera le moyen de
ge´rer les divergences
Localisations Etiquettes Avec ou sans
hie´rarchisation des
localisations
oui. Types de compartiments
Parame`tres
cine´tiques
Oui Non Oui Point important de BIO-
CHAM qui inte`gre parfois des
informations de voisinage et
dont la prise en compte ne
nuit pas a` la traduction vers
PATHWAY LOGIC
Re`gles non condi-
tionnelles
Oui Oui Oui
Re`gles condition-
nelles
Oui Oui Oui Il faut trouver le moyen de
ne pas traduire celles qui ne
peuvent pas l’eˆtre pour un
langage conside´re´
Sche´mas de re`gles oui Non Oui Celles ou` les variables
de´signent des mole´cules
Table 2.1 – Tableau re´capitulatif des e´le´ments a` inclure dans le nouveau langage de re`gles
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Mode´lisation ge´ome´trique a` base
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Comme nous l’avons explique´ dans la section 2.3 (page 26) notre but est de spe´cialiser des re`gles
ge´ne´riques pour une compartimentation cellulaire donne´e. Cette spe´cialisation s’effectue a` partir du graphe
d’e´changes qui est une carte des e´changes possibles entre les compartiments cellulaires conside´re´s. En
particulier deux compartiments voisins, par inclusion ou par adhe´rence, pourront e´changer, tandis que deux
compartiments distants ne pourront pas le faire. Cependant, la construction manuelle du graphe d’e´changes
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devient tre`s rapidement complexe lorsque le nombre de compartiments cellulaires croˆıt. Le but de cette
section est d’utiliser la mode´lisation ge´ome´trique pour repre´senter les compartimentations cellulaires, puis
extraire automatiquement de ces repre´sentations, les graphes d’e´changes. C’est principalement en raison
des avance´es notables enregistre´es ces dernie`res anne´es par la mode´lisation ge´ome´trique que nous avons
investigue´ de ce coˆte´ pour identifier des mode`les adapte´s pour la repre´sentation des compartimentations
cellulaires. En effet, la mode´lisation ge´ome´trique couvre de´sormais une grande diversite´ de domaines
d’applications et a, dans la foule´e, utilise´ des structures de donne´es bien adapte´es pour repre´senter les
syste`mes ou` les relations de voisinage jouent un roˆle important, comme c’est le cas pour les syste`mes
cellulaires.
Figure 3.1 – Deux plongements pour une meˆme structure topologique
Ainsi, notre mode´lisation des compartiments cellulaires sera fonde´e sur les cartes ge´ne´ralise´es qui
entrent dans le cadre de la mode´lisation ge´ome´trique a` base topologique dont une des principales ca-
racte´ristiques est la nette distinction qui est faite entre topologie et ge´ome´trie. La topologie d’un objet
est sa structuration en terme de sommets, areˆtes, faces, volumes, etc. Par opposition, la ge´ome´trie de
l’objet quant a` elle, pre´cise la forme et la position des diffe´rentes cellules topologiques. Ainsi, deux objets
diffe´rents peuvent avoir la meˆme structure topologique. Par exemple, la figure 3.1 pre´sente un cube et une
sphe`re qui ont la meˆme topologie constitue´e d’un volume de 6 faces (dont 3 visibles), etc.
L’organisation du chapitre se fera autour des sections suivantes :
– la section 3.1 nous permet de dresser un bref e´tat de l’art de la mode´lisation ge´ome´trique et des
principaux mode`les de repre´sentation des objets ge´ome´triques, puis nous pre´senterons plus en de´tail
les mode`les ge´ome´triques a` base topologique et plus particulie`rement celui des cartes ge´ne´ralise´es ;
– la section 3.2 quant a` elle, va nous permettre de de´tailler les particularite´s du graphe d’e´changes ;
– nous aborderons en section 3.3 la pre´sentation du mode`le ge´ome´trique et topologique utilise´ pour
repre´senter les compartimentations cellulaires a` travers ses principes fondamentaux et les informa-
tions qu’il rece`le ;
– la section 3.4 sera consacre´e a` l’imple´mentation du modeleur de compartiments cellulaires. Nous
conclurons le chapitre par quelques cas d’utilisation de notre modeleur (section 3.5).
3.1 Mode´lisation ge´ome´trique
La mode´lisation ge´ome´trique rele`ve de l’informatique graphique. Elle permet de repre´senter et de
manipuler des objets ge´ome´triques sur ordinateur. Ses domaines d’application sont diversifie´s. On peut
citer :
– la me´canique, avec le Dessin et la Conception Assiste´e par Ordinateur (DAO/CAO) en ae´ronautique
ou en construction automobile par exemple ;
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– l’architecture, avec la re´alisation de plans de baˆtiments ou la visite virtuelle de villes ;
– l’imagerie me´dicale, avec la reconstruction d’organes en 3D, par exemple pour la simulation
d’ope´rations chirurgicales endoscopiques ;
– le cine´ma et les jeux vide´o, avec la re´alisation d’effets spe´ciaux, la cre´ation d’eˆtres virtuels ;
– la simulation scientifique, notamment dans le domaine biologique, avec la repre´sentation de
mole´cules, de compartimentations cellulaires ;
– etc.
La mode´lisation ge´ome´trique concerne diffe´rentes cate´gories d’objets. Dans le cadre de ce document, nous
conside´rons uniquement la mode´lisation des objets structure´s. Ainsi, n’entrent pas en ligne de compte les
mode`les de fluides (Computational Fluid Dynamic (CFD)) ge´ne´ralement a` base de particules et d’inter-
actions me´caniques entre ces particules.
3.1.1 Quelques mode`les
Les modeleurs ge´ome´triques utilisent des structures de donne´es diffe´rentes selon l’ensemble des objets
que l’on peut repre´senter. Bien que les travaux the´oriques portent souvent sur des structures en toute
dimension, la plupart des outils existants imple´mentent des mode`les en dimension allant de 2 a` 4 (2D,
3D, 4D). La quatrie`me dimension est ge´ne´ralement utilise´e pour l’animation d’objets 3D, on parle alors
de 3D plus temps. Le modeleur Catia de Dassault et le modeleur open source Blender sont des outils
repre´sentatifs de cette classe de modeleurs.
Les mode`les 2D sont des outils de traitement de dessins techniques qui utilisent des points et des lignes.
Ils sont bien adapte´s pour la production de plans en Dessin Assiste´ par Ordinateur (DAO) qui utilise les
techniques classiques du dessin industriel pour repre´senter les objets. Ces mode`les repre´sentent les objets
par leurs contours. La mode´lisation 2D pre´sente de nombreux avantages tels que :
– la facilite´ d’apprentissage et d’utilisation ;
– la facilite´ de modification d’un dessin ;
– le gain de temps dans la construction de plans.
Leur principale limite est qu’ils ne permettent aucune relation entre les diffe´rentes vues d’une meˆme pie`ce
ou d’un meˆme me´canisme. On peut citer comme modeleur 2D Mecaplan, le premier logiciel a` avoir associe´
me´canique et informatique. La version actuelle Mecaplan SW peut eˆtre charge´e dans SolidWorks 1 qui est
un logiciel de CAO.
Dans la cate´gorie de modeleurs permettant des repre´sentations en dimension supe´rieure a` deux, la
mode´lisation tridimensionnelle semble de prime abord la plus naturelle e´tant donne´ que les objets du
monde re´el sont en 3D. Des mode`les de nature diffe´rente ont e´te´ de´finis et peuvent eˆtre regroupe´s en trois
cate´gories que nous allons de´tailler dans les paragraphes 3.1.1.1 a` 3.1.1.3 suivants. Il s’agit :
– des mode`les filaires ou en fil de fer ;
– des mode`les de la ge´ome´trie de construction de solides ;
– des mode`les de repre´sentation par les bords.
3.1.1.1 Le mode`le en fil de fer
Les repre´sentations fil de fer constituent le premier niveau de mode´lisation dans l’espace. Un objet est
repre´sente´ par un ensemble de sommets, relie´s entre eux par des areˆtes comme le montre la figure 3.2(a)
1. Logiciel de DAO de Dassault Syste`mes
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A
B C
D
E
FG
H
(a) Objet topologique (b) Un cube (c) Tube
Figure 3.2 – Ambiguite´ du mode`le en fil de fer
repre´sentant une structure topologique : on y distingue les diffe´rents sommets de l’objet identifie´s par les
points A a` H, ainsi que les areˆtes qui relient chacune deux sommets.
Le principal point faible de ce mode`le est l’ambigu¨ıte´ des repre´sentations due au fait que la notion de
face n’est pas prise en compte. Ainsi, une meˆme repre´sentation peut correspondre a` des objets diffe´rents.
Sur la figure 3.2 par exemple, pour la meˆme structure en fil de fer (3.2(a)), on obtient un cube (3.2(b))
ou un tube (3.2(c)) selon que les faces ABCD et HEFG existent ou non.
3.1.1.2 La Ge´ome´trie de construction de solides
(a) Objet 3D final
B
C
A
  A U B
(A U B) \ C
(b) Arbre de construction
Figure 3.3 – Repre´sentation par arbre CSG
Dans la ge´ome´trie de construction de solides (Constructive Solid Geometry (CSG) en anglais) [?],
la repre´sentation des objets s’appuie sur un ensemble de solides e´le´mentaires (cube, cylindre, sphe`re,
polye`dre etc), auxquels on applique des ope´rateurs ensemblistes (union, intersection, diffe´rence etc) et des
ope´rations ge´ome´triques notamment des rotations et des translations, tout en conservant les e´tapes de la
construction. L’expressivite´ du mode`le est directement lie´e au nombre de formes de base et a` celui des
ope´rations applicables.
La repre´sentation CSG d’un objet est un arbre dont les nœuds internes sont des ope´rateurs ensemblistes
et les feuilles sont des solides e´le´mentaires appele´s primitives, comme le montre la figure 3.3. L’objet a`
repre´senter (figure 3.3(a)) peut eˆtre mode´lise´ par l’arbre donne´ par la figure 3.3(b). On constate que
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les nœuds internes de l’arbre correspondent a` des ope´rateurs ensemblistes (∪, ∩, /) et constituent des
racines d’arbres CSG d’objets interme´diaires, tandis que les feuilles correspondent aux solides e´le´mentaires
utilise´s.
Les principaux avantages de la repre´sentation des objets en CSG sont d’une part la rapidite´ de mise
en œuvre, due en partie a` la possibilite´ de re´utilisation de tout ou partie d’un mode`le dans un autre et a`
celle d’avoir a` disposition une riche bibliothe`que de solides e´le´mentaires.
C
F
(a) Objet non usinable
F2
F1
(A ∩ B) ∪ C
C
BA
A ∩ B
(b) Arbre de construction
Figure 3.4 – Repre´sentation CSG d’un objet non usinable
Il existe e´galement des inconve´nients tels que la possibilite´ de repre´senter un meˆme objet par des arbres
diffe´rents (mais avec le meˆme ensemble de primitives). De plus, l’application d’ope´rateurs ensemblistes a`
des solides e´le´mentaires peut re´sulter en un objet impossible a` usiner : par exemple, si on conside`re que
les faces F1 et F2 des objets respectifs A et B de la figure 3.4(b) sont ge´ome´triquement localise´es au meˆme
endroit, l’objet de la figure 3.4(a), re´sultant de l’arbre de construction (3.4(b)) est non usinable. Enfin,
les repre´sentations par arbre CSG ne permettent pas d’avoir une de´finition explicite des objets. En effet,
l’objet lui-meˆme n’est pas repre´sente´, seul l’agencement des solides e´le´mentaires est donne´. Il en re´sulte
des calculs relativement lourds pour l’affichage des objets.
3.1.1.3 Mode`les de repre´sentation pas les bords
Les mode`les de repre´sentation par les bords (Boundary Representation - B-rep - en anglais) [?, ?]
constituent une classe importante de la mode´lisation ge´ome´trique. L’ide´e ge´ne´rale de la repre´sentation par
les bords est de conserver sur l’objet a` repre´senter l’information de la surface ferme´e qui le de´limite ; celle-ci
e´tant constitue´e d’un ensemble de faces, elles-meˆmes de´finissables par leurs contours forme´s d’areˆtes, puis
de sommets. C’est dire que les repre´sentations par les bords s’appuient sur les notions de de´composition
des objets en cellules de dimensions diffe´rentes, les cellules de dimension i constituant les bords des cellules
de dimension i + 1. Ainsi les sommets (dimension ze´ro) sont les bords des areˆtes (dimension un) qui a`
leur tour sont les bords des faces (dimension deux), etc. Sur la figure 3.5 on peut voir en 3.5(a) un objet
3D dont uniquement deux faces sont visibles. La figure 3.5(b) montre les cinq (5) faces de l’objet, celles
visibles e´tant repre´sente´es en traits pleins.
Les cellules obtenues par de´composition sont appele´es cellules topologiques de dimension i. Selon que
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(a) Objet repre´sente´ (b) Arbre de construction
Figure 3.5 – Un objet repre´sente´ par les bords
ces cellules sont de formes quelconques ou non, on a des mode`les cellulaires ge´ne´raux ou des mode`les
simpliciaux.
Un des principaux avantages des repre´sentations par les bords est le fait que l’objet a` repre´senter l’est
explicitement. De plus, un objet donne´ a une unique repre´sentation possible.
3.1.2 Mode`les ge´ome´triques a` base topologique
La mode´lisation ge´ome´trique a` base topologique s’appuie sur la de´composition des objets a` repre´senter
en cellules de diffe´rentes dimensions, relie´es entre elles par plusieurs types de relation de voisinage :
– les relations d’incidence qui impliquent deux cellules de dimensions diffe´rentes ;
– les relations d’adjacence qui concernent deux cellules de meˆme dimension, qui sont incidentes a` une
meˆme cellule de dimension directement infe´rieure ;
– les relations d’inclusion qui concernent aussi deux cellules de meˆme dimension, non contigue¨s, qui
sont telles que l’une est incluse dans l’autre.
A B
C
a
b
cD
E
d
e fF2
F1
Figure 3.6 – De´composition d’un objet en cellules
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La vue e´clate´e de la figure 3.6 permet d’expliciter la structure topologique de l’objet 2D. On distingue
d’une part les cellules topologiques : les sommets (A,B, ..., E), les areˆtes (a, b, ..., f) et les faces (F1 et
F2). En termes de relations de voisinage, l’areˆte a est incidente a` la face F1, car c’est une areˆte du bord
de la face et les deux faces F1 et F2 sont adjacentes, car elles sont contigue¨s e´tant toutes deux incidentes
a` l’areˆte c.
Dans le domaine de la simulation biochimique, il est e´vident que la topologie et donc les relations de
voisinage de´terminent les e´changes mole´culaires entre compartiments. Nous allons donc dans la suite de
ce chapitre, nous placer dans le cadre de la mode´lisation a` base topologique. Le paragraphe 3.1.3 va ainsi
pre´senter quelques mode`les topologiques, en l’occurrence les graphes d’incidence, les graphes d’adjacence
et les arbres d’inclusion.
3.1.3 Graphes d’incidence, d’adjacence et arbres d’inclusion
3.1.3.1 Graphe d’incidence
a b c d e f
A B C D E
F1 F2
Figure 3.7 – Graphe d’incidence de l’objet figure 3.6
Les graphes d’incidence associent un nœud a` chaque cellule topologique, avec une areˆte reliant chaque
paire de cellules topologiques incidentes dont les dimensions se suivent. Les autres relations d’incidence
se de´duisent par simple transitivite´. Ainsi dans le graphe d’incidence de la figure 3.7 qui est celui de la
structure topologique de la figure 3.6, on peut lire que la face F1 est incidente a` l’areˆte a qui est incidente
au sommet A. Par transitivite´ donc, F1 est incidente a` A.
Notons que les graphes d’incidence sont ambigus. En particulier ils ne permettent pas toujours de
repre´senter l’orientation relative des cellules topologiques. Le graphe d’incidence de la figure 3.7 permet
de retrouver l’orientation relative des faces F1 et F2 de l’objet figure 3.6 (page 42), car les deux faces
partagent une areˆte commune c. Par contre, lorsque les faces ne partagent qu’un sommet, comme c’est
le cas dans la figure 3.8, l’orientation relative des deux faces des objets Objet1 et Objet2 ne peut eˆtre
de´duite du seul graphe d’incidence.
En outre, les graphes d’incidence ne repre´sentent pas l’inclusion, comme le montre la figure 3.9. Dans
le graphe d’incidence figure 3.9, la face C3 appartient a` une composante connexe disjointe des faces C2 et
C1. A` la seule donne´e du graphe d’incidence, il est impossible de de´terminer si la face C3 se trouve bien
incluse dans la face C1, ou au contraire incluse dans la face C2 ou a` l’exte´rieur de ces deux faces.
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Figure 3.8 – Ambigu¨ıte´ du graphe d’incidence
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(a) Structure topologique
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(b) Graphe d’incidence correspondant
Figure 3.9 – Non prise en compte de l’inclusion par les graphes d’incidence
Notons que l’inclusion est une relation topologique cruciale dans les e´changes biochimiques cellulaires.
Il est donc essentiel pour nous de repre´senter la relation d’inclusion.
3.1.3.2 Graphe d’adjacence
a c
b
d
e
f
Figure 3.10 – Graphe d’adjacence pour les cellules de dimension 1 de l’objet figure 3.6 (page 42)
Les graphes d’adjacence permettent de repre´senter les relations d’adjacence existant entre les cellules
topologiques. Ils sont de´finis pour une dimension donne´e. E´tant conside´re´e une dimension, il est associe´
a` chaque cellule topologique un nœud avec des areˆtes reliant les paires de cellules adjacentes. La figure
3.10 repre´sente le graphe d’adjacence associe´ a` la structure topologique de la figure 3.6 (page 42) pour les
areˆtes.
Les graphes d’adjacence sont surtout utilise´s en traitement d’images dans les algorithmes de segmenta-
tion [?, ?, ?, ?, ?, ?]. On parle de graphe d’adjacence de re´gions (Region Adjacency Graph en anglais) ou`
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Figure 3.11 – Graphe d’Adjacence des re´gions
les re´gions correspondent a` des cellules topologiques de dimensions 2 ou 3 selon la dimension des images.
Les re´gions et leurs relations d’adjacence sont alors repre´sente´es sous la forme d’un graphe. La figure 3.11
montre un objet topologique (figure 3.11(a)) et le graphe d’adjacence des re´gions correspondant (figure
3.11(b)). Dans ce graphe les nœuds sont dans les meˆmes couleurs que les re´gions qu’ils repre´sentent. La
fusion de deux re´gions connexes, motive´e par le fait qu’elles sont de couleurs proches et/ou de faible taille,
se fait par la suppression de l’areˆte mate´rialisant l’adjacence, dans le graphe. On peut voir sur cette figure
que les graphes d’adjacence repre´sentent de la meˆme manie`re les relations d’inclusion (comme entre les
re´gions C et E) et celle d’accolement (comme entre les re´gions C et D par exemple).
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Figure 3.12 – Ambiguite´ des graphes d’Adjacence des re´gions
Tout comme les graphes d’incidence, les graphes d’adjacence sont ambigus. En effet, un seul graphe
d’adjacence peut de´noter deux objets diffe´rents. Cette ambigu¨ıte´ est illustre´e dans la figure 3.12 ou` les
deux objets topologiques (figures 3.12(a) et 3.12(b) ont le meˆme graphe d’adjacence (3.12(c)).
Dans le cas de la simulation biochimique, nous pouvons utiliser les graphes d’adjacence pour repre´senter
les compartiments contigus qui pourront e´changer des mole´cules via les membranes qui les se´parent. En
effet, les graphes d’e´changes dont nous avons besoin (section 3.2) ne sont rien d’autre que des graphes
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d’adjacence de compartiments. Par contre, en raison de leur ambigu¨ıte´, ils ne sont pas un mode`le adapte´
a` la mode´lisation de compartimentations cellulaires.
3.1.3.3 Arbre d’inclusion
N1:N N2:N
V1:V
C1:C C2:C
(a) Objet topologique
C1:C
V1:V
C2:C
N1:N
N2:N
(b) arbre d’inclusion correspondant
Figure 3.13 – Arbre d’inclusion
Les arbres 2 d’inclusion sont des graphes de hie´rarchie entre les diffe´rentes composantes d’une structure
topologique. Les relations mate´rialise´es par des arcs entre les nœuds, sont des relations d’inclusion. C’est
dire que l’arbre d’inclusion de´crit la structure topologique repre´sente´e a` travers sa de´composition en sous-
structures topologiques. Les arbres d’inclusion sont de´finissables pour chaque dimension supe´rieure a` 0.
La figure 3.13(b) donne l’arbre d’inclusion correspondant a` la compartimentation cellulaire 3.13(a) (qui
est celui de l’exemple illustratif de notre approche (figure 2.2(a), page 28). On peut constater que toutes
les liaisons traduisent des inclusions de compartiments : N1 inclus dans C1, V 1 inclus dans C1, N2 inclus
dans C2.
Les arbres d’inclusion ne repre´sentent pas les voisinages par accolement. On remarquera a` cet effet
que la diffe´rence entre l’arbre d’inclusion (figure 3.13(b)) et le graphe d’e´changes (figure 2.2(b), page 28)
est l’adjacence par accolement reliant les compartiments C1 et C2. Notons que les arbres d’inclusion sont
couramment utilise´s en comple´ment d’une autre structure topologique qui ne repre´sente pas les inclusions
telles que les graphes d’incidence (sous-section 3.1.3.1) ou des structure topologiques plus comple`tes telles
que les cartes ge´ne´ralise´es qui feront l’objet de la section suivante.
3.1.4 Les cartes ge´ne´ralise´es
Les cartes ge´ne´ralise´es [?] font partie de la grande famille des mode`les topologiques utilise´s pour
repre´senter des objets dont les cellules topologiques sont quelconques, par opposition aux mode`les re´guliers
dans lesquels toutes les faces sont triangulaires ou quadrilate`res par exemple. Ce mode`le permet de
repre´senter des objets en toute dimension, avec ou sans bord, orientables ou non. En outre il a l’avantage
d’avoir une structure tre`s re´gulie`re et de repre´senter de la meˆme manie`re les relations de voisinage dans
toutes les dimensions, ce qui n’est pas le cas dans d’autres mode`les comme celui des cartes combinatoires
[?, ?] ou des areˆtes aile´es [?] par exemple. De plus ce mode`le est implante´ dans le noyau du modeleur open
source MOKA [?] que nous pre´sentons plus loin dans le paragraphe 3.4.1.
Le principe de repre´sentation des objets par des cartes ge´ne´ralise´es est illustre´ sur l’objet 3D de la
figure 3.14 par les figures 3.15 et 3.16 repre´sentant respectivement les phases de de´composition de l’objet
2. le terme ”arbre” est utilise´ par abus de langage : on a bien des arborescences mais pouvant partir de plusieurs racines
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Figure 3.14 – Objet 3D a` repre´senter par une 3-G-Carte
initial en cellules topologiques de dimensions successives, et d’e´tablissement des relations d’adjacence entre
les brins obtenus pour reconstituer l’objet d’origine.
(a) Les volumes (b) Faces visibles (c) Areˆtes faces visibles (d) Brins faces visibles
Figure 3.15 – De´composition de l’objet 3D (figure 3.14) en brins
E´tant donne´ que nous avons affaire a` un objet 3D, la phase de de´composition se de´roule en quatre
e´tapes. Elle consiste en une de´composition de l’objet a` repre´senter en ses composantes de dimension de
plus en plus petite jusqu’a` l’obtention des brins, e´le´ments abstraits qui sont les briques de base des cartes
ge´ne´ralise´es et qui re´sultent de la de´composition des areˆtes. Ils peuvent de ce fait eˆtre pris comme des
sommets vus d’une areˆte, elle-meˆme vue d’une face, vue a` son tour d’un volume. Les sous-composantes
obtenues par la de´composition de notre objet initial sont dans l’ordre les suivantes :
– deux sous-objets (figure 3.15(a)) qui correspondent aux diffe´rents volumes constituant l’objet ;
– ces sous-objets obtenus en figure 3.15(a) sont a` leur tour de´compose´s en leurs faces dont les six (sur
onze) visibles sont donne´es par la figure 3.15(b) ;
– une de´composition de ces six faces nous donne en figure 3.15(c) leurs areˆtes ;
– enfin, la de´composition des areˆtes donne les brins (figure 3.15(d)).
Une fois les brins obtenus, l’e´tape suivante de la repre´sentation consiste en l’e´tablissement de relations
d’adjacence entre les brins. Ces relations sont de´signe´es par α0, . . . , α3, et chaque αi permet de lier les
brins de deux sous-objets de dimension i pour former des objets de dimension i + 1. (les brins sont pris
comme e´tant de dimension 0). On obtient ainsi :
– en figure 3.16(a), la liaison des brins par des relations α0 qui permet d’obtenir les sous-composantes
de dimension 1 ;
– la figure 3.16(b) montre les liaisons α1 (et α0) qui permettent d’obtenir les cellules de dimension 2 ;
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α0
(a) Liaisons α0
α0
α1
α0
(b) Liaisons α0, α1
α2
α1
α0
(c) Liaisons α0, α1, α2
α1
α0
α2
α3
α3
α3
α3
α3
α3
α3
α3
α3
(d) Liaisons α0, α1, α2, α3
Figure 3.16 – Etablissement des liaisons α0 a` α3 entre les brins de la figure 3.15(d)
.
– en figure 3.16(c), les liaisons α2 vont relier ces cellules (obtenues en 3.16(b)) entre elles pour donner
les cellules de dimension 3 ;
– enfin, dans la figure 3.16(d), les diffe´rentes cellules de dimension 3 sont relie´es les unes aux autres
par les liaisons α3. On obtient ainsi la G-carte de l’objet initial.
On remarque dans la figure 3.16(c) que certains brins n’ont pas de voisin par α2. Cela est duˆ au fait que les
α2 de ces brins sont sur les faces non visibles donc non figure´es dans le sche´ma. Par contre, dans la figure
3.16(d), il y a des brins qui n’ont pas de voisins par α3. Dans ce cas, par convention dans les G-Cartes, le
brin est son propre voisin par α3 d’ou` les boucles figure´es sur certains brins (pour des raisons de lisibilite´,
nous n’avons pas repre´sente´ toutes les boucles sur la figure).
  α2 α0
α1
(a) Brin isole´
  
  


  α0 α2α2
α1α1
(b) Brins lie´s par α0
Figure 3.17 – Repre´sentation des voisinages de brins
De manie`re ge´ne´rale, on constate que dans une G-carte de dimension n, ou n-G-carte, on a n+1 types
de relations d’adjacence (α0 a` αn) et tous les brins doivent avoir un unique voisin par chaque αi. Lorsque
qu’un brin n’a pas de voisin par un αi donne´, il est convenu de conside´rer qu’il est son propre voisin par
cet αi. Ainsi, dans une 2-G-carte par exemple, un brin n’ayant aucun voisin sera repre´sente´ par la figure
3.17(a) et une areˆte isole´e sera repre´sente´es par deux brins relie´s par α0 et n’ayant pas d’autre voisin
comme dans la figure 3.17(b) et ainsi de suite.
Les n-G-cartes sont mathe´matiquement de´finies de la manie`re suivante :
De´finition 3.1. (n-G-carte).
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Une involution est une application f : E → E dont la composition par elle-meˆme correspond a` l’iden-
tite´ : f ◦ f(a) = a, pour tout a ∈ E.
Une carte ge´ne´ralise´e de dimension n, ou n-G-carte, est une alge`bre G = (B,α0, ..., αn) ou` :
– B est un ensemble fini de brins,
– pour tout i, 0 6 i 6 n, αi est une involution sur B,
– pour tout i et j, si 0 6 i < i+ 2 6 j 6 n, alors αi ◦ αj est une involution sur B.
α0
α0
α0
α0
α0
α0
b1 b2
b9
b3
b4
b5b6
b7
b8
b12
b14
b13
α0
b10
b11
Figure 3.18 – Mode´lisation 2-G-Carte de l’objet de la figure 3.6 (page 42)
La figure 3.18 donne la repre´sentation sous la forme d’une 2-G-carte de l’objet 2D introduit figure
3.6 (page 42). Les traits en pointille´s repre´sentent les α1 tandis que les α2 sont repre´sente´s par des traits
doubles. On peut ve´rifier sur la figure que tous les points de la de´finition sont respecte´s :
– l’ensemble des brins (b1, ..., b14) est fini ;
– les liaisons α0, ..., α3 sont toutes des involutions, repre´sente´es graphiquement par des liaisons non
oriente´es ; par exemple α1(b1) = b8 et α1(b8) = b1, de meˆme α2(b8) = b8 ;
– comme nous sommes en 2D, le troisie`me point ne concerne que α0 ◦ α2, il permet de garantir le
bon collage des 2 faces le long de l’areˆte centrale, ainsi α2(b1) = b9, α0(b9) = b14, α2(b14) = b2 et
α0(b2) = b1 ; de meˆme ce point est ve´rifie´ au bord de l’objet, par exemple, α2(b8) = b8, α0(b8) = b7,
α2(b7) = b7 et α0(b7) = b8.
Avant de revenir sur la de´finition 3.1, notamment le dernier point, nous donnons la de´finition des
notions de i-Cellule et plus ge´ne´ralement d’orbite, qui permettent de retrouver les cellules topologiques
d’une G-carte. En effet, bien que les G-cartes soient un mode`le topologique, elles ne s’appuient pas sur
une repre´sentation explicite des cellules topologiques (sommet, areˆte, faces, etc.).
De´finition 3.2. (notion d’orbite).
Soient G = (B,α0, . . . , αn) une n-G-carte, b ∈ B un brin, et β un ensemble de liaisons αi,
(0 6 i 6 n).
49
CHAPITRE 3. MODE´LISATION DES COMPARTIMENTS CELLULAIRES
On appelle orbite β de b ou orbite β incidente a` b, note´e < β > (b), l’ensemble des brins de B accessibles
a` partir de b en utilisant uniquement les involutions αi de β. I.e, < β > (b) est le plus petit ensemble
inclus dans B tel que :
– b est un brin de < β > (b),
– pour tout brin d de < β > (b) et toute involution αi de β, αi(d) est un brin de < β > (b).
α0
α0
α0
α0
α0α0
α0
b10
b9
b1
b8
b7
b6
(a) Sommets
α0
α0
α0
α0
α0α0
α0
b1 b2
b9
b7
b8
b14
(b) areˆtes
α0
α0
α0
α0
α0α0
α0
b1 b2
b3
b4
b5b6
b7
b8
b9 b14
b13b10
b11
b12
(c) Faces
Figure 3.19 – Les diffe´rentes cellules topologiques dans une 2-G-Carte
Conside´rons la G-carte figure 3.18. Les cellules des diffe´rentes dimensions peuvent eˆtre retrouve´es a`
l’aide des orbites, comme le montre la figure 3.19 qui donne en noir les cellules associe´es a` b1.
– le sommet (voir figure 3.19(a)) associe´ a` un brin b est donne´ par l’orbite < α1α2 > (b) ; ainsi en est-il
par exemple du sommet incident a` b1 qui est constitue´ par les brins b1, b8, b9 et b10 et du sommet
incident a` b7 qui comporte les brins b7 et b6 ;
– l’areˆte (voir figure 3.19(b)) associe´e a` un brin b est donne´e par < α0α2 > (b) ; ainsi l’areˆte incidente
a` b7 est constitue´e par les brins b7 et b8 et l’areˆte associe´e a` b1 comprend les brins b1, b2, b9 et b14.
– la face (voir figure 3.19(c)) associe´e a` un brin b est donne´e par < α0α1 > (b) ; ainsi la face incidente
a` b10 est constitue´e par les brins b9 a` b14 et la face associe´e a` b1 comprend les brins b1 a` b8.
Ainsi, chaque brin est implique´ dans exactement un sommet, une areˆte et une face.
En s’appuyant sur les commentaires de la figure 3.19, on peut dire que la cellule de dimension i (i ∈
[0, 2]), incidente a` un brin b correspond a`
< α0...αi−1αi+1...α2 > (b).
la ge´ne´ralisation de cette observation va nous donner la de´finition 3.3 qui est celle des cellules de dimension
(i, i ∈ [0, n]) incidente a` un brin b (encore appele´es i-cellule incidente a` un brin) dans une n-G-Carte,
De´finition 3.3. (i-cellule).
Soient
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– G = (B, α0, . . . αn) une n-G-carte ;
– b ∈ B ;
– i ∈ [0, n] ;
on appelle i-cellule incidente a` b l’orbite < α0...αi−1αi+1...αn > de b
La contrainte exprime´e par le deuxie`me point de la de´finition 3.1 qui n’est pertinente que pour les
dimensions de mode´lisation supe´rieures a` 1, peut s’exprimer en termes des exigences suivantes :
– lier par α2 deux brins b1 et b2 impose que soient e´galement lie´s par α2 les deux brins < α0 > (b1)
et < α0 > (b2) ;
– lier par α3 deux brins b1 et b2 d’une meˆme areˆte, ne´cessite que soient e´galement lie´s par α3 les brins
< α1 > (b1) et < α1 > (b2) (valable pour les dimensions 3 et supe´rieures) ;
– etc.
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(a) Deux faces colle´es le long d’une areˆte
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(b) Face de collage de deux volumes (en
noir)
Figure 3.20 – Collage de i− cellules le long de (i− 1)− Cellules
Intuitivement, en dimension 2 et 3, le deuxie`me point de la de´finition exprime le fait que le collage
de deux faces se fait le long d’une areˆte et celui de deux volumes (dimension 3 uniquement) se fait le
long d’une face. Ainsi, ce point pre´cis de la de´finition impose que le collage d’une i − Cellule se fasse le
long d’une (i − 1) − Cellule. Pour illustrer cela, nous donnons a` travers la figure 3.20 deux n-G-cartes
respectivement une 2-G-carte (figure 3.20(a)) repre´sentant un objet 2D consistant en deux faces colle´es le
long d’une areˆte et une 3-G-carte (figure 3.20(b)) repre´sentant la face de collage de deux objets 3D.
Sur la base de cette intuition, les mode`les de la figure 3.21 qui sont tous en 2D ne sont pas des n-G-
cartes. En effet aucun ne respecte le deuxie`me point de la de´finition 3.1 puisque pour tous, < α0α2 >
n’est pas une involution (on a pour les mode`les 1 (figure 3.21(a)) et 2 (figure 3.21(b))
< α0α2 > ◦ < α0α2 > (b1) = b3
et pour le mode`le 3 (figure 3.21(c)) qui repre´sente deux faces colle´es par un sommet, on a
< α0α2 > ◦ < α0α2 > (b2) = b15
Pour conclure sur la mode´lisation ge´ome´trique, nous rappelons que notre objectif dans cette section est
de proposer un mode`le de repre´sentation des compartimentations cellulaires, qui fournisse les informations
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(c) mode`le 3
Figure 3.21 – Exemples de repre´sentations qui ne sont pas des n-G-Cartes
de voisinage et d’inclusion ne´cessaires pour l’e´criture de re`gles de re´action cohe´rentes avec la compartimen-
tation cellulaire du syste`me sous e´tude. La structure topologique d’une cellule e´tant de´terminante pour le
comportement de celle-ci, nous avons besoin de pouvoir repre´senter les relations d’adjacence et les relations
d’inclusion. Or, des mode`les topologiques que nous avons e´tudie´s, aucun ne permet de repre´senter simul-
tane´ment ces deux types de relations. Aussi , nous allons associer un arbre d’inclusion (la seule structure
a` repre´senter uniquement les inclusions) aux n-G-cartes. Le choix des n-G-cartes par rapport aux graphes
d’adjacence, est dicte´ par la possibilite´ qu’offrent les premie`res, en plus du fait qu’elles repre´sentent sans
ambigu¨ıte´ toutes les relations d’adjacence, de construire et de visualiser des mode`les cohe´rents.
3.2 Abstraction de la compartimentation cellulaire : le graphe
d’e´changes
Comme nous l’avons vu en section 2.3, une fois le mode`le de compartimentation cellulaire construit,
nous allons en extraire le graphe d’e´changes qui sera combine´ avec les re`gles ge´ne´riques pour construire les
re`gles de´die´es a` la compartimentation cellulaire de de´part. Nous venons de retenir, section 3.1, les cartes
ge´ne´ralise´es associe´es a` un arbre d’inclusions, pour la repre´sentation des compartimentations cellulaires.
Cependant, une G-carte contient beaucoup d’informations propres a` la mode´lisation ge´ome´trique des
compartiments, qui sont inutiles pour la spe´cialisation des re`gles. Aussi, les informations ne´cessaires,
c’est-a`-dire principalement le graphe d’adjacence des compartiments, doit eˆtre extrait avant de pouvoir
spe´cialiser les re`gles.
Dans cette section, nous rappelons dans un premier paragraphe, quelques e´le´ments de la the´orie des
graphes, avant d’introduire un type de graphe d’adjacence particulier, le graphe d’e´changes.
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3.2.1 Rappels sur les graphes
Les graphes sont des structures abstraites approprie´es pour repre´senter un ensemble d’entite´s et les
voisinages qui existent entre elles. Les applications de graphes sont diversifie´es couvrant classiquement les
domaines lie´s a` la notion de re´seau (re´seaux de te´le´communication, re´seaux routiers, re´seaux de re´gulation
de ge`nes et autres re´seaux biologiques ...)
Intuitivement, un graphe peut eˆtre vu comme un ensemble de points appele´s sommets, certains ayant
des liens directs appele´s arcs entre eux. Mathe´matiquement, un graphe peut eˆtre de´fini de la manie`re
suivante :
De´finition 3.4. (Graphe).
Un graphe G = (V,E) est de´fini par :
– Un ensemble fini de sommets : V = {v1, ..., vn}.
– Un ensemble fini d’arcs E ⊆ V × V . Pour un arc e = (v, v′), le sommet v est appele´ source de e et
note´ source(e) et le sommet v′ est appele´ cible de e et est note´ target(e).
Remarquons que dans la de´finition pre´ce´dente, les arcs sont nomme´s par les couples de noms des
sommets qu’ils relient. Il n’est donc pas possible de repre´senter plusieurs arcs entre deux sommets donne´s.
Ceci est conforme aux graphes d’adjacence, pour lesquels les arcs repre´sentent la relation de voisinage. En
effet, deux compartiments sont voisins ou non, mais il n’y a pas de voisinage multiple.
Cette de´finition s’inte´resse a` la structure du graphe sans autre pre´cision. Cependant, les sommets et/ou
les arcs d’un graphe peuvent eˆtre assortis d’e´tiquettes prises dans des ensembles d’e´tiquettes de sommets
et/ou d’arcs. Ces e´tiquettes pre´cisent certaines caracte´ristiques des sommets ou des arcs. Lorsque certains
sommets et/ou certains arcs d’un graphe sont e´tiquete´s, on parle de graphe partiellement e´tiquete´ et la
de´finition 3.4 peut alors s’e´tendre comme suit pour prendre en compte cet/ces e´tiquetage(s).
De´finition 3.5. (Graphe partiellement e´tiquete´).
Soient ΣV et ΣE deux ensembles non vides d’e´tiquettes de sommets et d’e´tiquettes d’arcs, ne contenant
pas l’e´tiquette {⊥}.
Un graphe partiellement e´tiquete´ sur ΣV et ΣE est un graphe G = (V,E, lV , lE) tel que :
– (V, E) est un graphe
– lV : V → ΣV est une application qui associe a` chaque sommet v de V une e´tiquette dans ΣV ∪ {⊥}.
Si lV (v) = ⊥, on dit que le sommet v est non e´tiquete´ sinon on dit que v est e´tiquete´ par lV (v).
– lE : E → ΣE est une application qui associe a` chaque arc e = (v,v’) de E une e´tiquette dans
ΣE ∪ {⊥}. Si lE(e) = ⊥, on dit que l’arc e est non e´tiquete´, sinon on dit que e est e´tiquete´ par
lE(e).
Lorsque tous les sommets et tous les arcs sont e´tiquete´s, on dit que le graphe est totalement e´tiquete´.
Dans la suite du document, nous convenons de repre´senter les graphes avec les e´le´ments suivants :
soit G = (V,E, lV , lE) un graphe partiellement e´tiquete´ sur ΣV et ΣE :
– les sommets sont repre´sente´s par des cercles avec en dessous le nom du sommet et a` l’inte´rieur
l’e´ventuelle e´tiquette ; les sommets non e´tiquete´s sont repre´sente´s par des cercles vides ;
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v1
v4
v3
v5
v2
n
c c
21 2
Figure 3.22 – Graphe G1 : exemple de graphe partiellement e´tiquete´
– les arcs sont des traits entre deux sommets, assortis de fle`ches oriente´es vers la cible ; les e´tiquettes
d’arc sont mentionne´es a` coˆte´ des traits.
Ainsi la figure 3.22 repre´sente le graphe G1 = (V, E, lV , lE) partiellement e´tiquete´ sur ΣV =
{a, ..., z} et ΣE = {1, . . . , 9}, tel que :
V = {v1, v2, v3, v4, v5}
E = {(v1, v2), (v1, v4), (v2, v3), (v2, v4), (v3, v2), (v4, v1)}
lV (v1) = c, lV (v2) = c, lV (v3) = n, lV (v4) = ⊥, lV (v5) = ⊥
lE((v1, v2)) = ⊥, lE((v1, v4)) = ⊥, lE((v2, v3)) = 2, lE((v2, v4)) = ⊥, lE((v3, v2)) = 2, lE((v4, v1)) = 1
On constate dans G1 (figure 3.22) que les sommets v1 et v2, e´tiquete´s par c sont repre´sente´s par des
cercles contenant la lettre c. De meˆme, l’arc (v4, v1), e´tiquete´ par 1 est repre´sente´ par un trait assorti
d’une fle`che oriente´e vers v1 avec a` coˆte´ le chiffre 1. Aucun arc ne part ni n’aboutit a` v5. v4 et v5 qui sont
non e´tiquete´s sont repre´sente´s par des cercles identifie´s par leurs noms respectifs.
De´finition 3.6. (Chemin, graphe connexe, distance entre deux sommets).
Un chemin c dans graphe G = (V,E, lV , lE) est la donne´e d’une se´quence d’arcs conse´cutifs
(v1, v2), (v2, v3), . . . , (vn−1, vn). On appelle v1 (resp. vn) ”source” (resp. ”cible”) de c. La longueur
de c est le nombre d’arcs qu’il compte.
G est dit connexe si pour tout couple de sommets (v, v′), il existe un chemin ayant pour source v et
pour cible v′.
La distance entre deux sommets note´e d(v, v′) est la plus petite longueur de chemin entre ces deux
sommets. Ainsi pour v ∈ V et v′ ∈ V , on dira qu’ils sont :
– voisins directs si d(v, v′) = 1 ((v, v′) ∈ E) ;
– voisins indirects si d(v, v′) > 1.
Par convention, lorsqu’il n’existe aucun chemin entre deux sommets v et v′, d(v, v′) = +∞.
Cette de´finition 3.6 nous permet de dire pour le graphe G1 (figure 3.22) que la se´quence d’arcs
(v1, v2), (v2, v3)
est un chemin de longueur 2 ayant pour source v1 et pour cible v3. Par ailleurs on a
d(v1, v4) = 1
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d’ou` v1 et v4 sont des voisins directs tandis que v3 et v4 sont voisins indirects car d(v3, v4) = 2. Pour finir,
on peut dire que G1 n’est pas connexe, car il n’existe aucun chemin ayant pour source ou pour cible v5.
Dans de nombreux proble`mes de la vie courante, il peut s’ave´rer inte´ressant d’e´tudier les parties d’un
graphe. Par exemple dans un re´seau routier structure´ sous forme de graphe, on peut se demander s’il
est possible d’aller du point a au point b sans passer par le point c. Cet inte´reˆt pour la caracte´risation
de parties de graphe a conduit a` la de´finition de notions telles que graphe partiel, graphe ge´ne´re´ par un
sommet, etc.
Nous de´finissons dans ce qui suit la notion de sous-graphe engendre´ par un sous-ensemble des sommets
d’un graphe, dont nous aurons besoin dans la suite de notre travail.
De´finition 3.7. (Sous-graphe engendre´ par un ensemble de sommets).
Soient G = (V,E, lV , lE) un graphe e´tiquete´ sur ΣV et ΣE deux ensembles d’e´tiquettes respectivement
de sommets et d’arcs et V ′ ⊆ V un sous-ensemble des sommets de G.
Le sous-graphe de G engendre´ par V ′ est le graphe note´ G|V ′ = (V ′, E′, lV ′ , lE′) tel que :
– E′ = {(v, v′) | (v, v′) ∈ E, v ∈ V ′, v′ ∈ V ′} ;
– lV ′ (e´galement note´ lV|V ′ ) : V ′ → ΣV est la restriction de lV a` V ′ (∀ v ∈ V ′, lV ′(v) = lV (v)) ;
– lE′ (e´galement note´ lE|E′ ) : E′ → ΣE est la restriction de lE a` E′ (∀ e ∈ E′, lE′(e) = lE(e)).
v1
v4
v3
v5
v2
n
c c
21 2
(a) Graphe G1
v3
n
c
22
v5
v2
(b) Sous graphe G2
c c
1
v4
v1 v2
(c) Sous-graphe G3
Figure 3.23 – Deux sous graphes
La figure 3.23 montre G2 et G3, deux sous-graphes de G1 (repris de la figure 3.22) engendre´s respec-
tivement par V2 = {v2, v3, v5} et V3 = {v1, v2, v4}.
Comme les relations de voisinage entre re´gions sont syme´triques, nous utiliserons des graphes non
oriente´s que l’on de´finit de la manie`re suivante :
De´finition 3.8. (Graphe non oriente´).
Un graphe G = (V,E, lV , lE) est dit non oriente´ si tout arc a un arc syme´trique, c’est-a`-dire si
∀e = (v, v′) ∈ E, ∃e′ = (v′, v) ∈ E, lE(e) = lE(e′).
Le couple d’arcs syme´triques ((v, v′), (v′, v)) est appele´ areˆte et se note {v, v′}.
La repre´sentation graphique des graphes non oriente´s utilise des areˆtes (arcs sans fle`che) plutoˆt que
des arcs classiques. Pour transformer un graphe non oriente´ repre´sente´ avec des arcs, en un graphe non
oriente´ repre´sente´ avec des areˆtes, on remplace chaque couple d’arcs syme´triques ((v, v′), (v′, v)) ayant la
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v3
n
c
v5
v2
2
Figure 3.24 – Graphe non oriente´ correspondant au graphe G2 (figure 3.23(b))
meˆme e´tiquette lE((v, v′)) par une unique areˆte {v, v′} portant l’e´tiquette lE((v, v′)). En proce´dant de la
sorte, le graphe G2 (figure 3.23(b)) est repre´sente´ par le graphe G2 de la figure 3.24.
Notons que le graphe G3 (figure 3.23(c)) n’est pas un graphe non oriente´ d’une part parce que les arcs
(v1, v2) et (v2, v4) n’ont pas d’arcs syme´triques et d’autre part, parce que lE((v4, v1)) 6= lE((v1, v4)).
3.2.2 Principales caracte´ristiques et de´finition du graphe d’e´changes
Un graphe d’e´changes est un graphe d’adjacence, qui rend compte des possibilite´s qu’ont les diffe´rents
compartiments d’e´changer des bio-mole´cules. En effet les e´changes se font entre compartiments voisins
soit par inclusion, soit par accolement. Ainsi, d’un point de vue structurel, chaque sommet du graphe
doit de´noter un compartiment biologique et chaque arc traduit un voisinage entre les deux compartiments
correspondants aux sommets implique´s.
Nous allons passer en revue les diffe´rentes caracte´ristiques des graphes d’e´changes avant de les de´finir
mathe´matiquement.
3.2.2.1 De l’orientation du graphe
Comme dit dans l’introduction, les bio-membranes sont a` perme´abilite´ se´lective dans les deux sens et
la vitesse de passage des mole´cules peut varier en fonction des mole´cules et du sens. Ce sont la` autant
d’e´le´ments qui militent en faveur de l’orientation des graphes d’e´changes, ce qui donnerait la possibilite´
a` l’utilisateur de pre´ciser par le biais d’e´tiquettes sur les sommets par exemple, les mole´cules agre´e´es par
tel ou tel autre compartiment, dans tel ou tel sens...
Cependant, les informations sur la perme´abilite´ des membranes a` telle mole´cule ou telle autre, dans
un sens ou l’autre est par ailleurs de´finie dans les re`gles. Le but du graphe d’e´changes n’est donc pas
de modifier les re`gles de comportement donne´es par l’utilisateur, mais seulement de les spe´cialiser pour
une compartimentation cellulaire donne´e. C’est pourquoi nous choisissons de repre´senter les voisinages de
manie`re simple par des areˆtes. Nos graphes d’e´changes sont donc non oriente´s.
3.2.2.2 Des e´tiquetages ne´cessaires
Parmi les e´le´ments caracte´ristiques d’un compartiment biologique (type, contenu, volume, surface
de la membrane, etc.) le type de compartiment et le contenu du compartiment en termes de mole´cules,
apparaissent comme ceux qui doivent ne´cessairement eˆtre pris en compte dans le graphe d’e´changes.
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Pour illustrer la ne´cessite´ de prendre en compte les types de compartiments, nous supposons une
re´action bio-mole´culaire qui a besoin qu’un compartiment de type t1 et un autre de type t2 soient voisins.
Si le graphe d’e´changes ne pre´cise pas les types de compartiments, il ne permettra jamais de ve´rifier si une
telle condition de voisinage est satisfaite. Il ne pourra donc pas rendre compte de la possibilite´ qu’une telle
re´action se produise. Cependant, nous de´cidons d’introduire les types de compartiments non pas comme un
e´tiquetage mais plutoˆt comme un typage de sommets. Cela nous permet de typer les compartimentations
cellulaires et de faire le lien entre les re`gles ge´ne´riques (de´finies sur les types de compartiments) et les re`gles
interme´diaires et cibles. Ceci e´tant, ce choix au niveau des de´finitions mathe´matiques, est inde´pendant de
celui que nous ferons au niveau de l’implantation. En effet, au niveau logiciel, les types seront attache´s
aux sommets et repre´sente´es comme les e´tiquettes.
La conside´ration en ce qui concerne les contenus des compartiments est toute autre : en effet, s’il est vrai
que les interactions bio-mole´culaires de´pendent essentiellement des types de compartiments en pre´sence
et de leurs contenus respectifs, l’importance de l’aspect contenu peut eˆtre relativise´e (voire ignore´e) dans
notre proce´dure de couplage re`gles ge´ne´riques/graphe d’e´changes. Cependant, les mode`les cibles que nous
obtenons sont destine´s a` eˆtre simule´s a` partir d’un e´tat initial, et nous pensons qu’il est inte´ressant
(ne´cessaire) que celui-ci puisse eˆtre de´fini dans le graphe d’e´changes, qui est, des deux e´le´ments en entre´e
de la proce´dure de couplage, celui qui  connaˆıt  les vrais compartiments et qui peut donc en initialiser
le contenu. Aussi, proposons-nous d’introduire les contenus des compartiments comme un e´tiquetage des
sommets. Cependant, cet e´tiquetage des sommets par le contenu des compartiments doit eˆtre vu comme
une possibilite´ supple´mentaire donne´e a` l’utilisateur pour de´finir un mode`le BIOCHAM ou PATHWAY
LOGIC directement exe´cutable. Comme nous allons le voir, elles n’interviennent pas dans la traduction
des re`gles.
Les e´tiquettes d’arcs quand a` elles ne sont pas utiles. En effet, comme nous l’avons vu, il n’y a pas lieu
de qualifier les relations de voisinage.
B : tB
A : tA
C : tC
E : tE
D : tD
F : tF
Env : tEnv
(a) Compartimentation cellulaire cc1
E : tE
B : tB
C : tC
D : tD
A : tAEnv : tEnv
F : tF
(b) Graphe Gcc1 correspondant
Figure 3.25 – Compartimentation cellulaire et le graphe d’e´changes l’abstrayant
Pour illustrer les caracte´ristiques des graphes d’e´changes, nous prenons l’exemple, figure 3.25(b), d’une
compartimentation cellulaire cc1 et du graphe d’e´changes correspondant Gcc1 . Les compartiments sont
nomme´s de A a` F et type´s de tA a` tF . Dans cet exemple, nous ne pre´cisons pas les conditions initiales des
compartiments. Les sommets du graphe d’e´changes ne portent donc aucune e´tiquette. Remarquons que la
compartimentation cellulaire cc1 et son graphe d’e´changes Gcc1 contiennent un compartiment particulier
pre´-de´fini Env de type par de´faut tEnv, qui repre´sente l’environnement exte´rieur de la compartimentation
cellulaire conside´re´e.
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3.2.2.3 De´finition mathe´matique du graphe d’e´changes
Une fois fixe´es les diffe´rentes caracte´ristiques du graphe d’e´changes, nous pouvons le de´finir de la
manie`re suivante.
De´finition 3.9. (Graphe d’e´changes).
Soit Tc un ensemble de types de compartiments contenant le type pre´-de´finie tEnv et ΣV un ensemble
d’e´tiquettes de sommets.
Un graphe d’e´changes GE = (V,E, lV ) de´fini sur Tc et ΣV est un graphe non oriente´, e´tiquete´ aux
sommets tel que :
les sommets de V sont type´s sur Tc, c’est-a`-dire qu’a` tout sommet v ∈ V il est associe´ un type t ∈ Tc ; on
dit que v est de type t et on note v : t.
3.2.3 Ope´rations applicables dans un graphe d’e´changes
Nous allons distinguer deux grandes cate´gories d’ope´rations applicables dans les graphes d’e´changes :
– les ope´rations de cre´ation/de´finition du graphe d’e´changes qui modifient le graphe. Elles sont utili-
sables lors de la de´finition du graphe et consistent en l’ajout, la suppression d’un sommet ou d’une
areˆte ;
– les ope´rations d’utilisation qui lisent le graphe pour en tirer des informations mais ne le modifient
pas. Entrent dans cette cate´gorie, en ce qui concerne notre e´tude, toutes les ope´rations qui sont
ne´cessaires pour la proce´dure de couplage re`gles ge´ne´riques/graphe d’e´changes. On peut citer entre
autres la ve´rification d’un voisinage entre deux sommets, la recherche des voisins d’un sommet, le
calcul de sous-graphes, la ve´rification de la connexite´ d’une partie de graphe, etc. Cette cate´gorie
d’ope´rations ne sera pas de´taille´e dans ce document.
3.2.3.1 Cre´ation d’un graphe d’e´changes vide
Avant toute chose, il s’agit de cre´er le graphe d’e´changes vide, ne contenant donc ni sommet ni areˆte.
Nous allons supposer tout au long de cette sous-section que le graphe cre´e´ est
GE = (VGE , EGE , lVGE )
On aura VGE = ∅ et par conse´quent EGE = ∅ et lVGE = ∅. Dans la suite de cette section, nous ne nous
pre´occuperons plus de lVGE .
3.2.3.2 Cre´ation de l’environnement
La premie`re vraie ope´ration consiste a` cre´er l’environnement : on a a` ce niveau la possibilite´ de pre´ciser
le type de l’environnement typeenv qui est par de´faut tEnv. On aura apre`s l’ope´ration
VGE = {Env : typeEnv}
avec EGE inchange´.
Cette ope´ration est utilise´e une seule fois pour la de´finition d’un graphe et n’est applicable que lorsque
celui-ci est vide. Une fois que Env est ajoute´, les ope´rations suivantes deviennent applicables :
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– ajout d’un sommet v ;
– suppression d’un sommet v ;
– ajout d’une areˆte {v, v′} ;
– suppression d’une areˆte {v, v′}.
3.2.3.3 Ajout d’un sommet autre que Env
Pour l’ajout d’un sommet v au graphe, le sommet v′ repre´sentant le compartiment d’inclusion du
compartiment repre´sente´ par v est donne´ et est pre´sent dans le graphe. Par de´faut, Env est le contenant
conside´re´. Cette ope´ration modifie VGE et EGE . On obtient
VGE = VGE ∪ {v}
EGE = EGE ∪ {v, v′}
3.2.3.4 Suppression d’un sommet
La suppression d’un sommet v entraˆıne celle de toutes les areˆtes reliant v a` un autre sommet. Cette
ope´ration modifie donc a` la fois VGE et EGE . On obtient
VGE = VGE \ {v}
EGE = EGE \ (
∐
{v, v′}).
Il est a` noter que la suppression de Env vide le graphe d’e´changes.
3.2.3.5 Ajout et suppression d’une areˆte
L’ope´ration d’ajout d’une areˆte {v, v′} au graphe ainsi que celle de suppression d’une areˆte {v, v′}
modifient seulement EGE . On a respectivement
EGE = EGE ∪ {v, v′}
EGE = EGE \ {v, v′}
Notons que toutes ces ope´rations ne controˆlent pas la cohe´rence du graphe d’e´changes obtenu par
rapport a` une compartimentation cellulaire. En effet, en conside´rant Env comme le compartiment le plus
externe, on peut toujours retrouver (si le graphe est cohe´rent) la nature de la relation entre deux sommets
(inclusion ou accolement). Ainsi, l’ope´ration de suppression d’un sommet devrait en principe supprimer
dans un premier temps tous les compartiments contenus dans celui repre´sente´ par le sommet a` supprimer.
De meˆme l’ajout d’une areˆte devrait ve´rifier que les deux compartiments ont le meˆme contenant. Nous
n’inte´grons pas ces controˆles parce que non seulement ils peuvent se re´ve´ler lourds lorsque’on a affaire a` des
compartimentations cellulaires et par ailleurs, nous offrons a` l’utilisateur un moyen suˆr d’avoir un graphe
d’e´changes cohe´rent avec la compartimentation qu’il souhaite e´tudier. Nous pre´sentons section 3.3 notre
modeleur de compartimentations biologiques et l’extraction du graphe d’e´changes a` partir des mode`les
construits.
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3.3 Mode´lisation des compartiments cellulaires
Pour permettre aux utilisateurs de mode´liser leurs compartiments cellulaires, nous avons de´veloppe´ un
modeleur bio-ge´ome´trique pre´sentant les caracte´ristiques suivantes :
– Il est fonde´ sur deux structures topologiques mutuellement lie´es pour assurer la construction de
compartimentations cellulaires cohe´rentes et l’extraction du graphe d’e´changes associe´ : il s’agit d’une
part d’une carte ge´ne´ralise´e de dimension 3 qui permet de repre´senter les compartiments et leurs
relations de collage (adjacence) et d’autre part d’un arbre d’inclusions qui permet de mate´rialiser
les inclusions entre les compartiments.
– Il permet d’associer des contenus en termes de mole´cules aux compartiments repre´sente´s, donnant
ainsi la possibilite´ a` l’utilisateur d’initialiser son mode`le directement au niveau de la compartimen-
tation cellulaire. Cet e´tat initial sera traduit dans le langage de re`gles de l’outil cible via le graphe
d’e´changes.
Outre le controˆle de cohe´rence assure´ par les ope´rations de construction, la visualisation des compartiments
cellulaires en 3 dimensions est d’un inte´reˆt appre´ciable pour l’utilisateur.
3.3.1 Le mode`le bio-ge´ome´trique
3.3.1.1 Structure topologique
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α1 α1
α0α0
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α0
α1
α1 α1
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α0α0
Env
b3
C3
C2 b2
C1
b1
C1C2
C3
Figure 3.26 – Repre´sentation d’une compartimentation cellulaire par un mode`le bio-ge´ome´trique
Notre modeleur bio-ge´ome´trique est base´ sur une repre´sentation des objets par un mode`le bio-
ge´ome´trique. Comme nous venons de l’expliquer, c’est un mode`le base´ sur deux structures topologiques
qu’il convient de lier pour en assurer la cohe´rence.
Prenons l’exemple figure 3.26, de repre´sentation d’une compartimentation cellulaire a` trois comparti-
ments, C1, C2 et C3. Pour une question de lisibilite´, nous prenons notre exemple en deux dimensions (2D)
sur la figure, meˆme si en pratique les mode`les bio-ge´ome´triques sont de´finis en trois dimensions (3D).
Le compartiment par de´faut Env est la racine de l’arbre d’inclusion dans tous les mode`les bio-
ge´ome´triques. Il permet d’avoir une carte ge´ne´ralise´e ferme´e, puisque tout l’espace exte´rieur a` la com-
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partimentation cellulaire est occupe´ par l’environnement qui est explicitement repre´sente´ par la G-carte.
Dans l’exemple figure 3.26, ce sont les brins gris qui correspondent a` cet environnement exte´rieur.
Le lien entre les deux parties du mode`le se fait dans un sens par le plongement de la G-carte. Les
volumes de la G-carte sont plonge´s sur les compartiments repre´sente´s par les nœuds de l’arbre d’inclusions.
Comme le montre l’exemple figure 3.26 :
– les brins gris qui appartiennent au volume externe sont plonge´s sur l’environnement,
– les brins gris-blanc qui appartiennent au volume du compartiment C1, sont plonge´s sur le compar-
timent C1,
– les brins noir-blanc qui appartiennent au volume du compartiment C3, sont plonge´s sur le compar-
timent C3,
– et les brins noirs qui correspondent aux deux volumes du compartiment C2 sont plonge´s sur le
compartiment C2.
Le premier volume de C2 correspond a` son enveloppe convexe exte´rieure, et l’autre correspond a` son
interface avec C3 qui est le compartiment inclus dans C2. Ces deux volumes sont distincts dans la G-carte,
mais ils sont bien plonge´s sur le meˆme compartiment.
Dans l’autre sens, nous associons a` chaque compartiment de l’arbre d’inclusions le volume de la G-carte
correspondant a` l’enveloppe convexe exte´rieur du compartiment, via un brin repre´sentant (Ces associations
sont mate´rialise´es par les fle`ches en pointille´s partant des nœuds de l’arbre vers les brins de la G-carte). Les
volumes internes du compartiment sont accessibles via les compartiments fils dans l’arbre d’inclusions. Par
exemple, figure 3.26, le compartiment C2 a un lien vers le brin b2 et donc vers toute l’enveloppe convexe
du compartiment C2 dans la G-carte. Pour acce´der a` l’enveloppe interne de C2 (celle qui entoure C3) il
suffit :
– d’acce´der au compartiment fils dans l’arbre d’inclusions, c’est-a`-dire au compartiment C3,
– puis d’acce´der au brin b3 repre´sentant l’enveloppe convexe de C3,
– puis d’acce´der au brin voisin dans la G-carte α2(b3) qui est un repre´sentant de l’enveloppe interne
de C2, celle qui entoure C3.
La cohe´rence topologique du mode`le bio-ge´ome´trique est principalement assure´e par la cohe´rence de sa
G-carte. Il convient juste de garantir en plus la cohe´rence entre la G-carte et l’arbre d’inclusions. Comme
les relations d’inclusion ne sont pas repre´sente´es dans la G-carte, cela revient juste a` ve´rifier que toute
liaison entre 2 volumes relie : soit deux compartiments pe`re et fils, soit deux compartiments fre`res, dans
l’arbre d’inclusions. Dans l’exemple en 2 dimension figure 3.26, cela est bien ve´rifie´ :
– tous les brins gris de l’environnement sont relie´s par α2 (repre´sente´ par un double trais sur la figure)
soit a` des brins gris-blancs de C1, soit a` des brins noirs de C2, qui sont les deux fils de Env dans
l’arbre d’inclusions ;
– tous les brins gris-blancs de C1 sont relie´s par α2 soit aux brins gris de l’environnement comme nous
venons de le voir, soit aux brins noirs de C2 qui est son fre`re dans l’arbre d’inclusions ;
– tous les brins noirs de C2 sont relie´s soit a` des brins de Env ou C1 comme nous venons de le voir,
soit aux brins noirs-blancs de C3 qui est son fils dans l’arbre d’inclusion ;
– enfin tous les brins noirs-blancs de C3 sont uniquement relie´s aux brins de C2, car C3 n’a ni fils ni
fre`re dans l’arbre d’inclusions.
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3.3.1.2 Plongement ge´ome´trique
De manie`re classique, les sommets de la G-carte sont plonge´s sur des points 3D pour en assurer la
repre´sentation ge´ome´trique et ainsi un affichage en 3 dimensions.
Le cohe´rence ge´ome´trique vise a` assurer d’une part l’absence de chevauchements entre compartiments
fre`res et d’autre part, l’inclusion ge´ome´trique des compartiments fils dans leur pe`re. Pour faciliter ces
ve´rifications lors de la construction d’une compartimentation cellulaire, nous restreignons la forme des
compartiments a` des volumes convexes, voir a` des paralle´le´pipe`des rectangles.
3.3.1.3 Plongement biologique
nom : C1
type : typeC1
contenu global : M1 +M2
(a) Compartiment C1
nom : C2
type : typeC2
contenu feuillet externe membrane : M1
contenu transmembranaire : vide
contenu feuillet interne membrane : vide
contenu interieur compartiment : M2
(b) Compartiment C2
Figure 3.27 – Les informations du plongement compartiment sur deux exemples
Comme nous l’avons vu dans la section 3.3.1.1, les volumes de la G-carte sont plonge´s sur les compar-
timents. Ces compartiments doivent disposer d’un nom et d’un type pour permettre la spe´cialisation des
re`gles ge´ne´riques pour une compartimentation cellulaire.
En outre, il convient d’associer au mode`le bio-ge´ome´trique la composition bio-chimique initiale de la
compartimentation cellulaire. Selon les choix de l’utilisateur, cette composition peut eˆtre globale, c’est-
a`-dire que chaque compartiment contient des composants bio-chimiques sans pre´cision de leur localite´.
Pour cela, nous associons une troisie`me information de plongement aux compartiments. Ainsi, l’exemple
du compartiment C1 figure 3.27(a) contient sans pre´cision de localisation les mole´cules M1 et M2.
Au contraire, le contenu d’un compartiment cellulaire peut eˆtre localise´ et dans ce cas on distingue le
contenu interne d’un compartiment, de celui du feuillet externe ou interne d’une membrane, ou encore du
contenu trans-membranaire. S’il est logique d’associer le contenu global ou inte´rieur d’un compartiment
aux compartiments du mode`le bio-topologique (c’est-a`-dire aux volumes de la G-carte), la question se pose
pour les contenus membranaires. En effet, les membranes sont naturellement repre´sente´es par les faces
de la G-carte. Cependant, la ge´ome´trie polye´drique impose de repre´senter les membranes par plusieurs
faces, alors qu’un compartiment ne contient qu’une seule membrane externe repre´sente´e par son enveloppe
convexe. C’est pourquoi nous choisissons d’associer l’ensemble des contenus localise´s aux compartiments.
L’exemple du compartiment C2 figure 3.27(b) contient sur le feuillet externe de sa membrane la mole´cule
M1 et a` l’inte´rieur du compartiment la mole´cule M2.
Seulement l’un de ces deux plongements biologiques, contenu global ou localise´, peut eˆtre associe´ a`
chaque compartiment cellulaire. Par ailleurs, l’ensemble des compartiments cellulaires d’une meˆme com-
partimentation doivent avoir un contenu biologique de meˆme nature : tous les compartiments d’un meˆme
mode`le bio-ge´ome´trique doivent donc soit avoir un contenu biologique global, soit un contenu localise´.
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3.3.2 Ope´rations de cre´ation des compartiments cellulaires
Les principales ope´rations du modeleur bio-ge´ome´trique sont celles qui permettent de cre´er les com-
partiments cellulaires. Ce sont des ope´rations de haut niveau, qui permettent a` l’utilisateur de cre´er
directement des compartiments cohe´rents, sans manipuler directement les mode`les bio-ge´ome´triques et
ses structures topologiques.
La cre´ation d’un compartiment ne´cessite que soit fournis le nom du compartiment a` cre´er, son type
ainsi que le compartiment dans lequel il sera inclus. Cela e´tablit de fait un certain ordre dans les ope´rations
de cre´ation de compartiments : un compartiment ne peut eˆtre cre´e´ que lorsque son contenant a de´ja` e´te´
repre´sente´. L’environnement qui n’a pas de contenant et qui contient directement ou indirectement tous
les autres compartiments doit donc eˆtre cre´e´ en premier.
Le collage entre deux compartiments se fait lors de la cre´ation du deuxie`me compartiment et consiste en
des liens entre deux faces topologiques, appartenant respectivement aux volumes topologiques repre´sentant
le premier compartiment (compartiment de collage) de´ja` repre´sente´, et le second compartiment (compar-
timent a` coller). Le choix de la face de collage (face du compartiment de collage sur laquelle va s’effectuer
le collage) impose le contenant du compartiment a` cre´er.
Pour re´sumer, nous pouvons e´crire qu’en dehors de la cre´ation de l’environnement, trois options de
cre´ations de compartiment existent :
– cre´ation d’un compartiments isole´, c’est-a`-dire directement inclus dans l’environnement ;
– cre´ation d’un compartiments inclus dans un autre : le contenant du compartiment a` cre´er est choisi
parmi les compartiments de´ja` repre´sente´s ;
– cre´ation d’un compartiment colle´ a` un autre : la face de collage est choisie parmi les faces libres du
compartiment de collage qui est de´ja` repre´sente´.
(a) Zone d’inclusion
(b) Diffe´rents cas de chevauchement entre deux compartiments
Figure 3.28 – Ve´rifications a` effectuer pour le positionnement des compartiments a` cre´er
Notons que la cre´ation d’un compartiment isole´ est un cas particulier de cre´ation d’un compartiment
inclus. Pour toutes les cre´ations de compartiment, des ve´rifications sont faites avec pour objet d’assurer
que :
– le nom propose´ pour le compartiment a` cre´er n’est pas de´ja` porte´ par un autre ;
– l’emplacement choisi par l’utilisateur pour le compartiment a` cre´er respecte les exigences de non-
chevauchement et d’inclusion approprie´es. La figure 3.28 pre´sente en 3.28(a) la zone d’inclusion en
pointille´s : tous les sommets de la repre´sentation d’un compartiment inclus dans C1 doivent eˆtre a`
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l’inte´rieur de la zone d’inclusion. En 3.28(b), on a les diffe´rents cas de chevauchement qui doivent
eˆtre e´vite´s : aucun sommet du compartiment en cre´ation ne doit se trouver dans la repre´sentation
d’un autre compartiment de´ja` cre´e et vice versa ; les deux repre´sentations ne doivent pas eˆtre colle´es,
ni ”se traverser”.
3.3.3 Extraction du graphe d’e´change
Il semble de prime abord naturel de se fonder sur la structure topologique du mode`le bio-ge´ome´trique
pour l’extraction du graphe d’e´changes a` partir de l’arbre d’inclusions. En effet, l’arbre d’inclusions du
mode`le contient de´ja` :
– pour sommets les compartiments et les informations biologiques associe´es,
– pour arcs les liaisons d’inclusions.
Extraire le graphe d’e´change consiste donc a` reprendre l’arbre d’inclusions tel quel et a` y ajouter les
liaisons de collage issues de la G-carte.
Du fait de la cohe´rence ge´ome´trique des mode`les bio-topologiques, cohe´rence garantie par les ope´rations
de construction pre´ce´dentes, ces liaisons de collages ne peuvent exister qu’entre des compartiments fre`res
de l’arbre d’inclusions. Elles peuvent donc aise´ment eˆtre retrouve´es en parcourant les brins de l’enveloppe
convexe de chaque compartiment.
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α1
α1
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b3
C3
C2 b2
C1
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C1C2
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(a) Mode`le bio-ge´ome´trique
C2
C3
Env
C1
(b) Graphe d’e´change
Figure 3.29 – Extraction du graphe d’e´change
Reprenons le mode`le bio-ge´ome´trique de la figure 3.26 page 60 reproduit par la figure 3.29(a) et le
graphe d’e´changes extrait sur la figure 3.29(b). L’environnement n’ayant jamais de fre`re, il est inutile de
parcourir ses brins (en gris sur la figure), ils sont tous voisins de brins gris-blancs de C1 ou de brins noirs
de C2 ses deux fils dans l’arbre d’inclusions. C1 et C2 sont fre`res dans l’arbre d’inclusions et voisins par
collage dans la G-carte. En effet quand on parcourt les brins noirs et gris-blancs des enveloppes convexes
respectives de C1 et C2 elles sont voisines par α2 (en double trait sur la figure) soit des brins gris de
leur pe`re Env, soit mutuellement voisins. Le compartiment C3, quand a` lui, n’a pas de fre`re dans l’arbre
d’inclusion et donc les seuls voisins des brins noirs-blancs de son enveloppe convexe dans la G-carte, sont
des brins noirs de C2.
Nous faisons cependant remarquer que l’extraction du graphe d’e´changes s’appuie uniquement sur
la G-carte. En effet graˆce a` l’utilisation de G-cartes ferme´es, toutes les relations de voisinage, y compris
celles dues a` l’inclusion, se traduisent par des liaisons α3 dans la G-carte. De plus, l’arbre d’inclusions peut
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Figure 3.30 – Compartiment inclus mais non voisin du contenant
contenir des relations pe`res-fils qui n’induisent aucun voisinage en termes de possibilite´ de communication.
Conside´rons par exemple la figure 3.30. Le compartiment C0, bien qu’inclus dans l’environnement comme
les autres, n’a pas de voisinage avec celui-ci. En effet, on ne voit sur le sche´ma aucune liaison reliant un
brin gris (de l’environnement) a` un brin noir (de C0).
Cet e´tat de fait souligne l’importance d’avoir une repre´sentation re´aliste des compartimentations cellu-
laires. De plus, cela nous conforte dans notre option d’avoir une G-carte ferme´e permettant la construction
du graphe d’e´changes sans passer par l’arbre d’inclusions.
3.4 Imple´mentation
L’implantation de nos diffe´rents algorithmes s’est fait en C/C++ dans l’environnement de
de´veloppement inte´gre´ Qt.
Dans cette section, nous pre´sentons les diffe´rentes structures de donne´es que nous utilisons pour l’im-
plantation de notre modeleur bio-ge´ome´trique et pour celle des graphes d’e´changes. Par ailleurs, nous y
de´crivons la fonction d’extraction d’un graphe d’e´changes a` partir d’un mode`le bio-ge´ome´trique. Pour la
de´finition de notre modeleur, nous nous appuyons sur un modeleur existant, MOKA [?] qui imple´mente
les 3-G-Cartes. Une telle option est motive´e par les faits suivants :
– MOKA est open-source, distribuable avec une licence GPL ;
– il est structure´e en couches autour d’un noyau, ce qui permet la re´alisation d’applications spe´cifiques
baˆties autour de ce noyau ;
– nous avons travaille´ avec une e´quipe qui avait de´ja` une bonne connaissance de l’outil d’ou` une prise
en main potentiellement facilite´e.
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Notre modeleur sera donc une surcouche de MOKA offrant comme fonctionnalite´s la de´finition et la
manipulation de cartes ge´ne´ralise´es repre´sentant des compartimentations cellulaires, la gestion des com-
partiments et de leurs contenus initiaux, et enfin l’extraction d’un graphe d’e´changes.
Pour commencer cette section, nous nous attachons a` donner un aperc¸u de MOKA a` travers notamment
son architecture globale et les principales classes et structures de donne´es qui y sont de´finies. Ensuite nous
pre´sentons les extensions propres au modeleur bio-ge´ome´trique, et donnons les de´tails de l’implantation
de l’algorithme d’extraction d’un graphe d’e´changes. Enfin nous concluons la section par des exemples de
mode`les bio-ge´ome´triques et des graphes d’e´changes correspondants.
3.4.1 Pre´sentation de MOKA
MOKA est un modeleur ge´ome´trique qui imple´mente les 3-G-cartes. Il a e´te´ re´alise´ en C++ avec
une interface Qt, par une e´quipe de l’Universite´ de Poitiers. Il s’agit d’un outil riche en fonctionnalite´s,
inte´grant une grande diversite´ de formes repre´sentables et de nombreuses fonctions de manipulation des
objets telles que les rotations, les translations, les extrusions, etc. Il offre e´galement plusieurs options
d’affichage (vue compacte, vues e´clate´es ou semi-e´clate´es) ainsi que des options de coloration de faces et
de volumes etc.
3.4.1.1 Architecture et principales classes du noyau
lib−gmapkernellib-controler
libcontrolergmap
mokaQtIhm
Figure 3.31 – Architecture 3 tiers de MOKA
MOKA a une architecture 3/3 classique avec un vue graphique, des controˆleurs et un noyau fonctionnel,
comme le montre la figure 3.31. Le noyau de MOKA, lib-gmapkernel, contient l’ensemble des principales
fonctions de de´finition et de manipulation d’une G-Carte ainsi que les classes ne´cessaires pour la de´finition
et l’association de mode`les de plongement aux orbites souhaite´es. Le noyau MOKA compte environ 170
fichiers (enteˆtes et sources) totalisant plus de 30000 lignes de code.
La figure 3.32 est une portion du diagramme des classes de MOKA, pre´sentant les principales classes
du noyau. En accord avec les notations de UML (Unified Modeling Language) qui repre´sentent :
– les he´ritages par des fle`ches  creuses  allant des classes spe´cialise´es vers celles ge´ne´rales ;
– les relations de composition (contenances) par des fle`ches pleines commenc¸ant par un diamant noir,
oriente´es vers la classe dont les objets sont contenus par l’autre,
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CGmapGeneric
CGmap
CGmapVertex
TCoordinate FBurstCoef[4]
TBurstMethod FBurstMethod
CDart
CEmbedding * FFirstEmbedding
CDart * FAlpha[4]
CDart * FNext
CDart * FPrev
CVertex
TCoordinate FCoord
CAttributeVertex
CEmbedding
CAttribute * FFirstAttribute
CEmbedding * FNext
CEmbedding * FPrev
TOrbit FId
CAttribute * FPrev
CAttribute * FNext
CAttribute
CDartVertex
CVertex FBurstVertex
int FNbUsedDirectInfos
int FMaxNbUsedMarks
int FMaxNbUsedDirectInfos
int FNbUsedMarks
CDart * FFirstDart
CGmapBasic
Figure 3.32 – Portion du diagramme des classes de MOKA.
nous pouvons lire en particulier, qu’une CGMapVertex (un objet polye´drique, i.e. une 3-G-carte dont les
sommets sont plonge´s sur des points 3D) est par transitivite´ une CGMapBasic qui comporte une liste de
CDart (les brins de la G-carte). Chaque CDart contient une liste de CEmbedding (qui sont les plongements
associe´s a` chaque orbite).
Sur le sche´ma, nous avons fait figurer les attributs prive´s et certains attributs prote´ge´s des diffe´rentes
classes. Par contre nous n’avons pas repre´sente´ les relations re´flexives telles que un CDart contient d’autres
objets de la meˆme classe qui jouent des roˆles pre´cis. Cette relation notamment nous fonde a` voir la
repre´sentation des G-cartes dans MOKA comme celle d’un graphe dont les nœuds correspondraient aux
brins et les arcs aux relations de voisinage entre brins. La classe CDart qui repre´sente les brins, et toutes les
informations associe´es est donc au cœur de la structure de donne´es que nous de´taillons dans le paragraphe
suivant.
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3.4.1.2 Structure des brins dans MOKA
Les informations associe´es a` un brin b dans MOKA sont principalement :
– un tableau FAlpha de quatre pointeurs vers les brins voisins α0(b), α1(b), α2(b) et α3(b) ;
– un double chaˆınage des brins dans la liste des brins de la G-carte, i.e. deux pointeurs sur des brins
FPrev et FNext correspondant respectivement au brin pre´ce´dent et au brin suivant b dans la liste
des brins du mode`le ;
– un pointeur sur la liste des listes des plongements FFirstEmbedding, chaque liste de plongements
concernant une meˆme orbite (notons que chaque plongement est porte´ par un unique brin de l’orbite
concerne´ - par exemple, un seul brin de chaque sommet porte le plongement ge´ome´trique - ) ;
– un tableau de trente-deux marques FMarks, les marques e´tant utilise´es pour distinguer les brins
lors des ope´rations de parcours, ce qui permet en particulier d’arreˆter les parcours du graphe ;
– un tableau de 16 bitset FUsedOrbits permettant de retrouver pour une carte donne´e, les orbites
plonge´es ;
3.4.2 Construction d’une structure cellulaire
L’imple´mentation du modeleur bio-ge´ome´trique a ne´cessite´ trois actions principales :
– la de´finition d’une bibliothe`que de fonctions lib-gmapbiokernel utilisant les fonctions de lib-
gmapkernel et dont les e´le´ments servent pour les cre´ations et les modifications de compartiments en
maintenant a` jour l’arbre d’inclusions associe´ a` la G-carte ;
– la de´finition de la bibliothe`que lib-controleur-gmapbio, correspondant a` la partie lib-controler-gmap
du controˆleur et contenant les parame`tres a` prendre en compte dans les ope´rations sur les compar-
timents ;
– la programmation de l’interface utilisateur.
Nous nous limitons dans ce qui suit a` de´crire certains de´tails d’imple´mentation de la bibliothe`que
lib-gmapbiokernel, notamment ceux relatifs a` la cre´ation et au collage des compartiments, ainsi qu’a`
l’enregistrement des mode`les bio-ge´ome´triques. Auparavant, nous donnons dans la section 3.4.2.1 la forme
qu’auront nos compartiments ainsi que la repre´sentation d’un compartiment.
3.4.2.1 Forme des compartiments et quelques options de repre´sentation
(a) Vues compactes de compartiments
Y0
X1
Z1
(b) Faces d’un com-
partiment
Figure 3.33 – Deux vues compactes de compartiments et identification des faces dans la repre´sentation
des compartiments
Nous convenons de donner aux compartiments biologiques une forme de paralle´le´pipe`de rectangle. La
figure 3.33(a) montre deux vues compactes de compartiments, la premie`re correspondant a` un cube qui est
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un cas particulier de paralle´le´pipe`de rectangle. Cette option est motive´e par le fait qu’il s’agit d’une forme
ge´ome´trique relativement simple ayant des proprie´te´s inte´ressantes, ce qui est plus pratique pour les calculs
lie´s aux conside´rations ge´ome´triques. Par exemple, en tant que paralle´le´pipe`de rectangle, un compartiment
comporte six faces deux a` deux oppose´es : X0 et X1, Y 0 et Y 1, Z0 et Z1 dont trois X1, Y 0 et Z1 (celles
visibles) sont identifie´es par la figure 3.33(b). En imposant par ailleurs qu’aucune rotation par rapport a`
l’un quelconque des trois axes OX, OY et OZ n’est autorise´e dans notre modeleur, nous avons que, pour
une repre´sentation de compartiment donne´e, les faces X0, Y 0 et Z0 sont celles de´crites par les quatre
sommets ayant les plus petites coordonne´es respectivement en X, Y et Z, tandis que les faces X1, Y 1 et
Z1 sont celles de´crites par les quatre sommets ayant les plus grandes coordonne´es respectivement en X, Y
et Z. Cet e´tat de fait est largement exploite´ dans les calculs pour les positionnements des compartiments.
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Figure 3.34 – Repre´sentation de la double-enveloppe sur deux faces de cube
Une fois fixe´e la forme a` donner aux compartiments, nous construisons sa double enveloppe, comme
pre´sente´ dans la section 3.3. Nous les repre´sentons comme des associations de deux paralle´le´pipe`des de
meˆme taille, ge´ome´triquement localise´s au meˆme emplacement, lie´s par des liaisons α3. La figure 3.34
donne une vue e´clate´e partielle repre´sentant les faces X1 et Z1 d’un compartiment. On y distingue les
liaisons α0 et α1 qui sont mentionne´es tandis que les liaisons α2 sont des traits en pointille´s ce qui les
diffe´rencie des liaisons α3 qui sont des traits pleins gris ne portant pas d’e´tiquette.
3.4.2.2 cre´ation et collage de compartiments
Pour la cre´ation et le collage de compartiments, nous avons de´fini de nouvelles classes d’objets, de-
vant notamment servir pour la mise en œuvre du plongement biologique dont nous avons besoin. La
figure 3.35 donne (en noir) les classes de´finies dans la librairie lib-gmapbiokernel et leurs liens avec les
classes pre´existantes dans MOKA (grise´). On y lit en particulier qu’uneGMapBio est une GMapV ertex et
que les brins (CDartCompartiment) d’un mode`le bio-ge´ome´trique, qui he´ritent de la classe CDartV ertex
ont un plongement compartiment (CCompartimentBio). L’annexe D comporte les fichiers enteˆtes C++
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CCompartimentBioFCBio
CDartCompartiment
CTypeCompartiment
string libTypeC
string locs[5]
int nbCompart
CTypeCompartiment * typeSuiv
CCBio
string typeCompart
string nomCompart
ListeBrins * lesInterieurs
string contenu[5]
CDart * bPorteur
int FNbUsedDirectInfos
int FMaxNbUsedMarks
int FMaxNbUsedDirectInfos
int FNbUsedMarks
CDart * FFirstDart
CGmapBasic
CGmapBio
CCompartimentBio
CCBio * leCompart
bool interne
CAttributeCompartiment
CGmapVertex
TCoordinate FBurstCoef[4]
TBurstMethod FBurstMethod
CGmapGeneric
CGmap
CVertex
TCoordinate FCoord
CAttributeVertex
CAttribute * FPrev
CAttribute * FNext
CAttribute
CDartVertex
CVertex FBurstVertex
CDart
CEmbedding * FFirstEmbedding
CDart * FAlpha[4]
CDart * FNext
CDart * FPrev
CEmbedding
CAttribute * FFirstAttribute
CEmbedding * FNext
CEmbedding * FPrev
TOrbit FId
Figure 3.35 – Diagramme de classes de lib-gmapbiokernel.
de´finissant les classes de lib-gmapbiokernel (Pour des raisons de concision, seules quelques me´thodes sont
donne´es) .
La classe CCBio implante le plongement biologique (voir la section 3.3). Pour acce´le´rer les parcours
des brins des mode`les bio-ge´ome´triques, le plongement des volumes consiste en une association d’un objet
CCBio et d’un boole´en qui pre´cise le roˆle du volume plonge´. Ce boole´en indique si le volume est l’enveloppe
externe du compartiment ou non. Cette association donne un objet de la classe CCompartimentBio.
Concre`tement, l’arbre d’inclusions n’est pas repre´sente´ en tant que tel. Nous maintenons plutoˆt a` jour
une liste de brins repre´sentatifs des compartiments listeCompart. A partir de ses brins repre´sentatifs, on
retrouve le plongement biologique (objets CCompartimentBio et CCBio) et donc l’arbre d’inclusions.
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α1
α1 α1
α0α0
α0
α1
α0
α1
α1 α1
α0α0
α0
α1
α0
α1
α1 α1
α0α0
α0
α1
α0
α0
α1
α1
α0
α0
α1
α0
α1
α1
α1
α1
α1
α1
α1
α0α0
α0 α0
α0α0 b3
C3
C2 b2
C1
b1
(a) Rappel compartimentation figure 3.26
bporteur : bpC1
typeCompart : typeC1
nomCompart : C1
Contenu en molcules
Brins porteurs des fils
Contenu en molcules
typeCompart : typeC3
nomCompart : C3
bporteur : bpC3
Brins porteurs des fils
bpEnv bpC1 bpC2 bpC3
bporteur : bpEnv
nomCompart : Env
typeCompart : tEnv
Contenu en molcules
Brins porteurs des fils
bpC1 bpC2
Contenu en molcules
typeCompart : typeC2
nomCompart : C2
bporteur : bpC2
Brins porteurs des fils
bpC3
(b) Imple´mentation du plongement biologique correspondant
Figure 3.36 – Compartimentation et imple´mentation du plongement biologique correspondant
En effet, chaque compartiment CCBio contient, d’une part le brin repre´sentatif de son enveloppe convexe
bporteur, et d’autre part la liste des brins porteurs de ses fils (qui permettent a` leur tour d’acce´der aux
compartiments inclus). Ainsi, partant d’un quelconque compartiment CCBio, il est possible de parcourir
son enveloppe convexe a` l’aide de l’orbite < α0α1α2 > (bporteur), et l’enveloppe interne de son contenant
qui le contient lui-meˆme et tous ses compartiments colle´s a` l’aide de l’orbite < α0α1α2 > (α3(bporteur)).
Les ve´rifications de non chevauchement des compartiments est base´e sur les parcours de ces enveloppes.
La figure 3.36 reprend (pour rappel) en 3.36(a) la compartimentation cellulaire de la figure 3.26 et
donne (3.36(b)) le de´tail des objets qui l’imple´mentent : la liste des brins repre´sentatifs et les compartiments
(CCBio) correspondants.
Comme nous l’avons explique´ (section 3.3) le modeleur bio-ge´ome´trique offre plusieurs ope´rations de
haut niveau pour cre´er facilement des compartiments cellulaires. La premie`re ope´ration consiste a` cre´er
un compartiment isole´ dans l’environnement ou a` l’inte´rieur d’un compartiment donne´. Nous en donnons
l’algorithme ge´ne´ral ci-apre`s.
Algoritme 3.1. (Cre´ation d’un compartiment isole´).
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1. Effectuer les ve´rifications sur le nom de compartiment propose´ pour s’assurer que le nom propose´
n’est pas porte´ par un compartiment de´ja` cre´e´ : on parcourt pour cela listeCompart a` la recherche
d’un e´ventuel brin incident a` un volume topologique dont le plongement biologique a comme valeur
pour nomCompart, le nom propose´. Si on ne trouve pas un tel brin dans listeCompart, le nom
propose´ est accepte´ autrement l’utilisateur en fournit un autre qui subit les meˆmes ve´rifications et
ainsi de suite.
2. Ve´rifier que l’emplacement de´limite´ par l’utilisateur respecte les exigences d’inclusion : Lorsque le
contenant est Env, aucune ve´rification d’inclusion n’est faite. Par contre, lorsqu’il s’agit d’un autre
compartiment, l’application inte`gre des controˆles interactifs empeˆchant l’utilisateur de de´finir une
zone hors de la zone d’inclusion (cf. figure 3.28(a)). Nous avons fixe´ a` 0.02 la distance minimale
entre les faces du contenant et les faces des compartiments inclus.
3. Ve´rifier que l’emplacement de´limite´ par l’utilisateur respecte les exigences d’absence de chevauche-
ments avec les autres compartiments de´ja` repre´sente´s dans le contenant : Cette ve´rification ne se
fait pas interactivement mais plutoˆt apre`s que l’utilisateur a demande´ la cre´ation effective du com-
partiment. Elle s’appuie sur l’intuition que deux compartiments (paralle´le´pipe`de rectangle) ne se
chevauchent pas si tous les sommets de l’un sont du meˆme coˆte´ des deux plans de´limite´s par deux
faces oppose´es de l’autre. Notons que cette intuition n’est ve´rifie´e qu’en raison de l’absence de rota-
tion impose´e.
4. Si toutes les exigences de positionnement sont satisfaites, cre´er la membrane interne du comparti-
ment en utilisant la fonction de cre´ation de cube de MOKA ;
5. Cre´er la membrane externe en effectuant une fermeture par α3 du cube cre´e´ ;
6. effectuer les plongements volumes (un brin de la membrane interne va porter le plongement compar-
timent (a` cre´er) consistant au nom du compartiment en cre´ation et un brin de la membrane externe
porte le plongement compartiment consistant au contenant.
En ce qui concerne la cre´ation d’un compartiment colle´ a` une face, les traitements sont quelque peu
diffe´rents dans la mesure ou` il faut de´terminer la surface de collage qui repre´sente la membrane commune
aux deux compartiments. La face de collage est choisie par l’utilisateur, ce qui impose la face a` coller dans
le compartiment a` cre´er : si la face de collage est X0 ou Y 0 ou Z0, la face a` coller sera respectivement
X1 ou Y 1 ou Z1 et vice-versa.
Pour des raisons pratiques, notamment pour e´viter des calculs relativement plus lourds dans la
de´termination de la surface de collage, nous imposons que la face a` coller soit totalement incluse dans la
face de collage. Cela est quelque peu restrictif pour l’utilisateur qui n’a notamment pas la possibilite´ de
repre´senter un collage engageant une portion de face de chacun des compartiments concerne´s : en effet,
un collage occupe totalement une des faces du compartiment qui a la plus petite face de collage. Ainsi,
quatre possibilite´s de collage peuvent eˆtre distingue´es :
– le premier cas est celui ou` les deux faces sont identiques : aucun traitement n’est ne´cessaire pour
de´terminer la surface de collage ;
– les trois autres cas concernent une face a` coller plus petite que la face de collage.
Ces trois cas e´nume´re´s par la figure 3.37 se distinguent par l’emplacement relatif de la face a` coller sur
la face de collage. La figure 3.37 montre en 3.37(a) la face de collage F1 en noir et en 3.37(b) la face a`
coller F2 en gris. Les figures 3.37(c), 3.37(d) et 3.37(e) de´limitent les surfaces de collage pour un collage
respectivement dans un coin de F1, sur un bord de F1 et au milieu de F1. On peut voir que selon les cas
la topologie a` cre´er est diffe´rente. En particulier dans le cas d’un collage en milieu de face, il convient de
cre´er une arreˆte fictive pour repre´senter l’inclusion des faces (voir figure 3.37(e)).
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α1
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α0
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(a) Face de collage
α0
α1
α1
α1
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α0
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(b) Face a` (cre´er) coller
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(c) Collage dans un coin de la face
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(d) Collage sur un bord de la face
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α1
α0
α1
α0
F2
F1
(e) Collage au milieu de la face
Figure 3.37 – Cas de collage de faces de dimensions diffe´rentes
Algoritme 3.2. (Cre´ation d’un compartiment colle´ a` un autre).
Des ve´rifications sont faites pour s’assurer que la face est libre de tout collage. Tous les brins de la
face doivent eˆtre α3 lie´es a` un volume interne d’un compartiment, et non a` une enveloppe convexe
externe. Dans ce cas, la face est libre et peut faire l’objet d’un collage.
1. Effectuer les ve´rifications sur le nom de compartiment propose´.
2. Ve´rifier que l’emplacement de´limite´ par l’utilisateur respecte les exigences d’inclusion dans l’enve-
loppe convexe du contenant.
3. Ve´rifier que l’emplacement de´limite´ par l’utilisateur respecte les exigences d’absence de chevauche-
ments avec les autres compartiments (sauf celui de collage) de´ja` repre´sente´s dans le contenant. La
ve´rification se fait comme dans l’algorithme 3.1. Par ailleurs des controˆles sont inte´gre´s pour que
l’utilisateur ne puisse de´finir son emplacement que ge´ome´triquement colle´ a` la face choisie.
4. Cre´er la membrane du compartiment (son enveloppe convexe) et effectuer le plongements
ge´ome´triques et biologiques approprie´s.
5. Supprimer l’enveloppe englobante de la composante connexe de collage et pre´parer la surface de
collage en parcourant les deux faces simultane´ment et en traitant les trois cas suivants :
(a) pour chaque brin de la face a` coller, soit il a un  homologue  (meˆmes coordonne´es et meˆme
sens) sur la face de collage, soit il se trouve sur une demi-areˆte de la face de collage du com-
partiment, soit il est au milieu de la face de collage sans lien particulier avec tous les brins de
cette face ;
(b) pour chaque brin b de la face de collage, soit il a un homologue sur la face a` coller soit il se
trouve sur une demi-areˆte de cette face.
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A l’issue de cette e´tape, on doit avoir deux faces isomorphes topologiquement et ge´ome´triquement.
6. Effectuer le collage par une 3-couture et cre´er si ne´cessaire une areˆte fictive.
7. Recre´er la membrane englobante de la nouvelle composante connexe et effectuer les plongements
ne´cessaires.
Il peut eˆtre utile ou pratique de coller des compartiments de´ja` cre´e´s par l’une des ope´rations
pre´ce´dentes. Bien entendu cela n’a de sens que si les deux compartiments sont contenus dans le meˆme com-
partiment pe`re. De plus, si les deux compartiments a` coller ne sont pas de´ja` contigue¨s ge´ome´triquement,
il convient de les de´placer et donc de refaire les ve´rifications de non chevauchement approprie´s.
Pour cela, nous avons repris le choix effectue´ par MOKA, qui propose une ope´ration de couture qui
e´tire l’objet  a` coller  pour de´placer sa face de collage le long de la face  de collage  de l’autre objet.
Dans notre cas, de formes de compartiments simplifie´s, cela revient a` e´tirer le paralle´le´pipe`de rectangle
de l’objet a` coller. Nous de´taillons l’algorithme ci-apre`s.
Algoritme 3.3. (Collage de deux compartiments de´ja` cre´e´s).
Les deux compartiments a` coller doivent avoir le meˆme contenant. L’utilisateur se´lectionne les deux
faces a` coller. L’un des compartiments (celui dont la face est la plus grande) sera conside´re´ comme
le compartiment de collage (C1) et l’autre le compartiment a` coller (C2).
1. On ve´rifie que les deux faces sont :
(a) oppose´es (face X0 de C1 et face X1 de C2, face Y 0 de C1 et face Y 1 de C2, face Z0 de C1
et face Z1 de C2 et inversement) ;
(b) libres de tout collage : la ve´rification se fait comme dans l’algorithme 3.2 ;
(c) dispose´es dans le bon ordre : (pour deux faces X0 et X1, la coordonne´e en X de la face X1
doit eˆtre infe´rieure a` celle en X de la face X0).
2. On ve´rifie que le collage ne va pas cre´er de chevauchements en de´terminant la position de C2 apre`s
collage. Si le collage doit engendrer des chevauchements, il est abandonne´. Dans le cas contraire, on
proce`de au collage de manie`re similaire a` l’algorithme 3.2.
3. Supprimer l’enveloppe englobante de la composante connexe des 2 compartiments a` coller. (Les deux
compartiments peuvent ou non eˆtre dans la meˆme composante connexe.)
4. Si besoin subdiviser la surface de collage comme pre´ce´demment.
5. Effectuer le collage par une 3-couture et cre´er si ne´cessaire une areˆte fictive.
6. Recre´er la membrane englobante de la nouvelle composante connexe et effectuer les plongements
ne´cessaires.
3.4.2.3 Initialisation de la structure cellulaire
Nous avons de´fini une syntaxe pour repre´senter les ensembles de mole´cules et avons re´alise´ un analyseur
syntaxique pour ve´rifier qu’une expression donne´e par l’utilisateur respecte cette syntaxe. Le de´tail de
l’implantation de cet analyseur sera donne´ dans le chapitre 4, car la syntaxe utilise´e ici est extraite de
celle plus ge´ne´rale des re`gles ge´ne´riques.
L’initialisation peut se faire au moment de la cre´ation du compartiment ou apre`s. L’utilisateur entre
pour un compartiment ou une localisation pre´cise dans un compartiment une chaˆıne de caracte`res qui
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repre´sente l’ensemble des mole´cules pre´sentes initialement. Si cette entre´e est syntaxiquement correcte,
elle est stocke´e. Nous optons de la garder sous forme de chaˆıne de caracte`res pour faciliter son e´dition par
l’utilisateur.
3.4.2.4 Enregistrement des mode`les bio-ge´ome´triques
Deux fonctions ont e´te´ de´veloppe´es pour respectivement l’enregistrement dans un fichier et le char-
gement a` partir d’un fichier des mode`les bio-ge´ome´triques. Ces fonctions s’appuient sur celles de MOKA
pour l’enregistrement et le chargement d’une G-carte, qu’elle comple`tent avec les informations issues des
plongements biologiques.
3.4.3 Extraction d’un graphe d’e´changes a` partir d’un mode`le bio-
ge´ome´trique
CExchangeGraph
CCompartiment * firstVertex
CTypeCompartiment * tfirstTC
CArete * firstEdge
string nomGE
CCompartiment * C1
CCompartiment * C2
CArete * aSuiv
CArete * aPrev
CArete
string typeC
CCompartiment * cPrev
CCompartiment * cSuiv
string contenu[5]
string nomC
CCompartiment
string libTypeC
CTypeCompartiment
CTypeCompartiment * typeSuiv
int nbCompart
string locs[5]
Figure 3.38 – Diagramme de classes de libGE.
L’implantation du graphe d’e´changes a donne´ lieu a` une bibliothe`que statique libGE essentiellement
baˆtie autour de la classe CCompartiment qui a a` peu pre`s les meˆmes attributs que la classe CCBio. La
figure 3.38 repre´sente le diagramme de classes de la bibliothe`que libGE. On y lit qu’un graphe d’e´changes
(CExchangeGraph) est de´fini sur un ensemble de types de compartiments (CTypeCompartiment) et
contient un ensemble de sommets (CCompartiment) et un ensemble d’areˆtes (CArete).
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En plus des constructeurs et des accesseurs classiques, libGE offre a` travers la classe CExchangeGraph
(enteˆte en annexe D.2 quelques fonctions de manipulation des graphes d’e´changes telles que le calcul de
sous-graphes induits par un ensemble de sommets, la de´termination de la connexite´ des graphes, de
l’ensemble des sommets d’un type donne´, le calcul des arrangements de compartiments sur la base d’un
vecteur de types de compartiments etc. Il inte`gre pour finir une fonction d’enregistrement dans un fichier
texte (extension .ge) d’un graphe d’e´changes et une fonction permettant de charger le contenu d’un fichier
de graphe d’e´changes pour utilisation. C’est du reste par le biais de tels fichiers que l’utilisateur peut
cre´er directement un graphe d’e´changes. Un analyseur syntaxique inte´gre´ a` celui des re`gles ge´ne´riques a
e´te´ de´veloppe´ pour ve´rifier que les fichiers qu’on veut charger respectent la syntaxe d’un fichier de graphe
d’e´changes.
L’algorithme d’extraction du graphe d’e´changes dont le code est donne´ (listing 3.1) utilise deux parcours
d’orbites de la G-carte plus un marquage (par treated de´fini en ligne 5) des brins traite´s.
Le premier parcours (cov de´fini en ligne 4) concerne l’ensemble des brins. Il permet d’inclure dans
le graphe d’e´changes les compartiments correspondant aux volumes incidents aux brins non marque´s, si
ceux-ci n’ont pas encore e´te´ inclus dans le graphe d’e´changes (premie`re boucle for,ligne 7) : pour le brin
courant dans le parcours (∗cov qu’on affecte a` une variable temporaire b1), si b1 est marque´ (test ligne
10), on passe au brin suivant. Si b1 n’est pas marque´ :
– on re´cupe`re le plongement biologique de b1 (ligne 12) principalement le nom de compartiment (nC,
ligne 13) et on ve´rifie s’il est de´ja` dans le graphe en extraction GERes (ligne 14). Si c’est le cas,
on passe au brin suivant dans le parcours cov. Sinon, on ve´rifie (lignes 16 et 17) si le type de
compartiment (tC) est de´ja` enregistre´ et on l’inse`re (ligne 17) dans le graphe sinon (ligne 18).
Ensuite on inse`re dans GERes le compartiment de nom nC et de type tC (ligne 19).
– C’est alors que commence le second parcours cov1 qui concerne les brins du volume incident a` b1
(ligne 21) pour re´cupe´rer les voisinages traduits par les brins non marque´s de ce volume et leurs α3.
Pour un brin b1 de ce parcours (ligne 24), s’il n’est pas marque´ (ligne 25), on re´cupe`re le plongement
biologique de son α3 (ligne 27) et on ve´rifie si le type de compartiment (tC1) et le compartiment
lui-meˆme (nC1) sont de´ja` enregistre´s dans le graphe. Si ce n’est pas le cas, on proce`de a` leur insertion
(lignes 31 a` 34). On inse`re ensuite une areˆte entre le compartiments nC et nC1 (ligne 36) et on
marque les brins de la face incidente a` b1 (lignes 37).
Pour finir, on de´marque tous les brins, on libe`re la marque treated et on de´truit le parcours cov avant de
retourner le graphe extrait comme re´sultat.
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Listing 3.1 – Code d’extraction du graphe d’e´changes
1 CExchangeGraph ∗ CGMapBio::extraireGrapheDEchanges()
2 {
3 CExchangeGraph ∗ GERes = new CExchangeGraph();
4 CStaticCoverageAll cov(this);
5 int treated = getNewMark();
6 CDart ∗ b1; CCBio ∗ ctemp;
7 for (; cov.cont();++cov)
8 {
9 b1 = ∗cov;
10 if (! isMarked(b1,treated))
11 {
12 ctemp = findCompartiment(b1)−>getLeCompart();
13 string nC = ctemp−>getNomC();
14 if (GERes−>findCompartment(nC) == NULL)
15 {
16 CTypeCompartiment ∗ tC = ctemp−>getTypeC();
17 if (GERes−>findTypeCompartiment(tC) == NULL)
18 GERes−>insertTypeC(tC);
19 GERes−>insertVertex(tC, nC);
20 }
21 CStaticCoverage012 cov1(this, b1);
22 for (; cov1.cont() ; ++cov1)
23 {
24 b1=∗cov1;
25 if (! isMarked(b1, treated))
26 {
27 ctemp = findCompartiment(alpha3(b1))−>getLeCompart();
28 string nC1 = ctemp−>getNomC();
29 if (GERes−>findCompartment(nC1) == NULL)
30 {
31 CTypeCompartiment ∗ tC1 = ctemp−>getTypeC();
32 if (GERes−>findTypeCompartiment(tC1) == NULL)
33 GERes−>insertTypeC(tC1);
34 GERes−>insertVertex(tC1, nC1);
35 }
36 GERes−>insertEdge(nC, nC1);
37 markOrbit(b1, 013, treated);
38 }
39 } cov1.˜CCoverage();
40 }
41 }
42 unmarkAll(treated); freeMark(treated); cov.˜CCoverage();
43 return GERes;
44 }
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3.5 Application
Nous montrons dans cette section quelques mode`les bio-ge´ome´triques que nous avons construits comme
repre´sentations de structures cellulaires.
N1:N N2:N
V1:V
C1:C C2:C
Env :tEnv
(a) Vue 2D
C1:C C2:C
N1:N V1:V N2:N
Env :tEnv
(b) Graphe d’e´change extrait
(c) Vue semi-e´clate´e 3D (d) Vue semi-e´clate´e 3D avec coloration selon les volumes
Figure 3.39 – Mode´lisation d’une compartimentation cellulaire et extraction de son graphe d’e´change
La figure 3.39 reprend la compartimentation cellulaire de la figure 3.26 page 60. Elle montre, fi-
gure 3.39(a), un sche´ma 2D de cette compartimentation cellulaire, et figures 3.39(c) et 3.39(d), deux
copies d’e´cran de la compartimentation mode´lise´e a` l’aide du modeleur bio-ge´ome´trique. Notons que l’uti-
lisateur dispose de toutes les options de visualisation de MOKA, pour choisir son option d’affichage (vues
e´clate´s ou non, affichage fil de fer ou plein, etc.) et se de´placer dans la compartimentation cellulaire. Ainsi
l’utilisateur peut  entrer  dans chaque compartiment pour en afficher l’inte´rieur. Le graphe d’e´changes
extrait est donne´ figure 3.39(b).
Le re´sultat de l’extraction du graphe d’e´changes est donne´ par le listing 3.2. On y retrouve tous les
compartiments de la repre´sentation ainsi que toutes les areˆtes.
Listing 3.2 – Fichier d’extraction de graphe d’e´changes correspondant
1 GRAPHE D’ECHANGES
2 TYPES_COMPARTIMENT
3 N, V, C,
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4 ext
5 FIN_TYPES_COMPARTIMENT
6
7 COMPARTIMENTS
8 C1 : C ; C2 : C ; Env : ext ;
9 N1 : N ; N2 : N ; V1 : V
10 FIN_COMPARTIMENTS
11
12 ARETES
13 {C1,C2}; {C1,Env}; {C1,N1};
14 {C1,V1}; {C2,Env}; {C2,N2}
15 FIN_ARETES
B : tB
A : tA
C : tC
E : tE
D : tD
F : tF
Env : tEnv
(a) Vue 2D
E : tE
B : tB
C : tC
D : tD
A : tAEnv : tEnv
F : tF
(b) Graphe d’e´change extrait
(c) Vue semi-e´clate´e 3D (d) Vue semi-e´clate´e 3D avec coloration selon les volumes
Figure 3.40 – Mode´lisation d’une compartiment cellulaire aux compartiments de taille diffe´rents
Comme deuxie`me cas d’illustration, nous avons construit le mode`le bio-ge´ome´trique correspondant a`
la compartimentation donne´e figure 3.25(a) page 57 qui est rappele´e par la figure 3.40(b). Ce cas nous
permet de tester le collage de deux compartiments le long de faces n’ayant pas les meˆmes dimensions. Les
sommets de la  petite face  sont aligne´s sur les areˆtes de l’autre face. On constate que celle-ci a e´te´
divise´e en trois parties, la partie centrale ayant servi de surface de collage. Le graphe d’e´changes extrait
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est donne´ par la figure 3.40(b), et le fichier d’extraction listing 3.3. Ces deux graphes sont bien identiques.
Listing 3.3 – Fichier d’extraction de graphe d’e´changes correspondant
1 GRAPHE D’ECHANGES
2 TYPES_COMPARTIMENT
3 TC, TE, TD,
4 TB, TF, TA,
5 Ext
6 FIN_TYPES_COMPARTIMENT
7
8 COMPARTIMENTS
9 A : TA ; B : TB ; C : TC ;
10 D : TD ; E : TE ; Env : Ext ;
11 F : TF
12 FIN_COMPARTIMENTS
13
14 ARETES
15 {A,B}; {A,D}; {A,E};
16 {A,Env}; {A,F}; {B,C};
17 {B,D}; {D,E}; {Env,F}
18 FIN_ARETES
(a) Vue semi-e´clate´e simple (b) Vue semi-e´clate´e avec coloration selon les volumes
Figure 3.41 – Mode´lisation d’un collage avec inclusion de la face de collage
Le troisie`me cas que nous avons traite´ est un cas nouveau, relativement simple puisque consistant en
une structure cellulaire a` deux compartiments (plus l’environnement) adhe´rant l’un a` l’autre. Son principal
inte´reˆt est qu’il nous permet de tester le collage de deux compartiments avec cre´ation d’une areˆte fictive.
L’extraction du graphe d’e´changes ne pose pas de proble`me et donne le fichier en listing 3.4.
Listing 3.4 – Fichier d’extraction de graphe d’e´changes correspondant
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1 GRAPHE D’ECHANGES
2 TYPES_COMPARTIMENT
3 TB, TA, ext
4 FIN_TYPES_COMPARTIMENT
5
6 COMPARTIMENTS
7 A : TA ; B : TB ; Env : ext
8 FIN_COMPARTIMENTS
9
10 ARETES
11 {A,B}; {A,Env}; {B,Env}
12 FIN_ARETES
(a) Vue semi-e´clate´e simple (b) Vue semi-e´clate´e avec coloration selon les vo-
lumes
Figure 3.42 – Mode´lisation d’un compartiment sans voisinage avec son contenant
Le quatrie`me cas traite´ concerne une compartimentation 3D similaire a` celle 2D donne´e en figure 3.30
page 65. Le compartiment centrale a toutes ses faces colle´es a` d’autres compartiments, il n’a donc plus de
surface d’e´change avec l’environnement qui le contient. Dans ce cas, comme nous l’avons explique´ dans la
section 3.3, le graphe d’e´changes correspondant ne doit donc contenir aucune areˆte entre ce compartiment
central et l’environnement. Ce qui est bien le cas, comme le montre le fichier d’extraction du graphe
d’e´changes (listing 3.5). En effet le compartiment centrale C0 est bien relie´ par une areˆte aux 6 autres
compartiments C1 a` C6, mais pas a` l’environnement.
Listing 3.5 – Fichier d’extraction de graphe d’e´changes correspondant
1 GRAPHE D’ECHANGES
2 TYPES_COMPARTIMENT
3 Cell, Ext
4 FIN_TYPES_COMPARTIMENT
5
6 COMPARTIMENTS
7 C1 : Cell ; C2 : Cell ; C3 : Cell ;
8 C4 : Cell ; C5 : Cell ; C6 : Cell ;
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9 C7 : Cell ; Env : Ext
10 FIN_COMPARTIMENTS
11
12 ARETES
13 {C1,C2}; {C1,C3}; {C1,C4};
14 {C1,C5}; {C1,C6}; {C1,C7};
15 {C2,Env}; {C3,Env}; {C4,Env};
16 {C5,Env}; {C6,Env}; {C7,Env}
17 FIN_ARETES
3.6 Conclusion et perspectives
Le modeleur contient l’ensemble des ope´rations ne´cessaires pour construire les compartimentations
cellulaires voulues, et permet ainsi d’extraire automatiquement tous les graphes d’e´changes correspondants
incluant l’ensemble des relations de voisinage et les contenus biochimiques initiaux.
La re´utilisation du modeleur MOKA nous a` permis de be´ne´ficier d’une interface comple`te de visuali-
sation des objets, appre´ciable quand on mode´lise des compartimentations complexes. Au contraire, nous
n’avons pas inte´gre´ dans le modeleur bio-ge´ome´trique les nombreuses ope´rations de construction et modi-
fication des objets, afin de se´curiser la construction des compartiments et ainsi d’en garantir la cohe´rence.
Ce qui dans l’absolu est bien, mais en pratique parfois contraignant.
Pour ame´liorer l’ergonomie du modeleur bio-ge´ome´trique, il conviendrait d’ajouter certaines ope´rations.
En particulier les ope´rations de modification des compartiments comme des redimensionnements, des
translations et des rotations. Toutes ces ope´rations devront pre´server la cohe´rence du mode`le bio-
ge´ome´trique et donc inte´grer une e´tape de ve´rification des contraintes ge´ome´triques de non chevauchement.
Notons que ces ve´rifications sont parfois complexes a` re´aliser en raison des erreurs d’arrondis sur
les calculs ge´ome´triques. Ainsi deux compartiments proches peuvent eˆtre induˆment de´tecte´s comme se
chevauchant. C’est le cas notamment quand on construit des compartiments contigue¨s avant de les coudre.
Les proble`mes ge´ome´trique n’e´tant pas au cœur de cette the`se, nous avons simplement inte´gre´ une marge
d’erreur a` nos calculs.
Par ailleurs, nous avons volontairement limite´ la forme des compartiments a` des paralle´le´pipe`des rec-
tangles pour simplifier les calculs ge´ome´triques, la` encore car ils ne sont pas notre propos principal.
Cependant cela donne des rendus cubiques peu re´alistes et peu eˆtre trop contraignant pour mode´liser
certains assemblages complexes base´s par exemple sur des hexagones. Il conviendrait donc d’enrichir les
formes de de´part des compartiments, par exemple en les ge´ne´ralisant a` toute enveloppe convexe.
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Chapitre 4
Langage de re`gles biochimiques
oriente´ compartiments cellulaires :
les re`gles ge´ne´riques ou a` variables
de compartiments
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Dans ce chapitre, nous introduisons un langage dit de re`gles ge´ne´riques qui nous permettra d’exprimer
des re`gles de re´actions biochimiques, en accord avec la nature et la re´partition des compartiments ou` ont
lieu les re´actions conside´re´es.
Comme annonce´ pre´ce´demment, dans notre approche, la topologie du syste`me biologique e´tudie´ et les
re`gles biochimiques sont de´finies inde´pendamment : la topologie est fournie par un graphe d’e´changes, en
pratique extrait d’une 3-G-carte, garantissant le re´alisme de la structure des compartiments conside´re´e
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tandis que les re`gles biochimiques sont exprime´es abstraitement a` partir de la seule nature des compar-
timents et de leur relation de voisinage. Ainsi, dans un premier temps, un ensemble de re`gles ge´ne´riques
pourra eˆtre instancie´ en diffe´rents ensembles de re`gles biochimiques, en fonction des graphes d’e´changes
conside´re´s, qui jouent le roˆle de contextes d’instanciation. Dans un second temps, les re`gles issues de
l’instanciation d’un ensemble de re`gles ge´ne´riques en fonction d’un graphe d’e´changes pourront eˆtre in-
terpre´te´es, via un me´canisme de traduction, selon l’un ou l’autre des deux environnements conside´re´s
dans ce document : BIOCHAM et PATHWAY LOGIC. A partir donc d’un ensemble de re`gles ge´ne´riques,
sous re´serve de nous donner un graphe d’e´changes pertinent et un outil cible (BIOCHAM ou PATHWAY
LOGIC), nous obtenons apre`s instanciation et traduction un ensemble de re`gles directement exploitables.
Notre langage de re`gles ge´ne´riques est donc  ge´ne´rique a` deux niveaux  :
– le premier niveau est la ge´ne´ricite´ selon la structure topologique pre´cise du syste`me biologique
conside´re´ : il s’agit de substituer les variables de compartiment conforme´ment a` la structure topolo-
gique fournie par le graphe d’e´changes associe´ au syste`me biologique conside´re´ ;
– le deuxie`me niveau concerne la ge´ne´ricite´ selon le langage cible utilise´ pour exploiter l’ensemble des
re`gles re´sultantes (par de´finition sans variables de compartiment) : l’outillage de´die´ du langage cible
permettra a` l’utilisateur d’analyser le syste`me biologique e´tudie´.
Remarque 4.1. Dans cette section, lorsque nous parlons de ge´ne´ricite´ des re`gles, c’est a` celle du premier
niveau que nous nous re´fe´rons.
Les deux outillages conside´re´s, BIOCHAM et PATHWAY LOGIC, e´tant fonde´s sur des paradigmes
diffe´rents, les analyses issues de l’un ou l’autre, ne donneront pas ne´cessairement des re´sultats convergents.
Ne´anmoins, nous pensons que notre approche offre ainsi un degre´ de flexibilite´ appre´ciable : elle permet
a` l’utilisateur d’expe´rimenter deux points de vue diffe´rents d’un meˆme phe´nome`ne biologique dans une
meˆme structure topologique.
Le chapitre est organise´ selon le plan suivant :
– La section 4.1 est consacre´e a` la pre´sentation des re`gles ge´ne´riques. Quelques e´le´ments de syntaxe
des re`gles, ainsi que le roˆle des diffe´rents constituants des re`gles y sont de´taille´s.
– La section 4.2 de´crit les me´canismes d’instanciation des re`gles ge´ne´riques dans un graphe d’e´changes
en des re`gles dites interme´diaires. Par construction, ces re`gles interme´diaires refle`tent la structure
topologique de´crite par le graphe d’e´changes et sont exprime´es dans un format proche des langages de
re`gles des outils cibles BIOCHAM et PL. En effet, elles se pre´sentent comme des re`gles biochimiques
simples, sans variables de compartiments.
– la section 4.3 est consacre´e a` la pre´sentation de la proce´dure de traduction vers les langages des
outils cibles ;
– Enfin, la section 4.4 pre´sente les e´le´ments lie´s a` l’imple´mentation.
4.1 Les re`gles ge´ne´riques
Dans cette section, nous introduisons un langage a` base de re`gles qui incorpore des re´actions biochi-
miques relatives a` la transformation, de´gradation, synthe`se des mole´cules et localise ces re´actions dans
certains compartiments.
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La brique de base du langage est la re`gle dite ge´ne´rique encore appele´e re`gle a` variables de compar-
timents. Les re`gles ge´ne´riques font intervenir des mole´cules et des types de compartiment, la ge´ne´ricite´
portant sur cette deuxie`me cate´gorie d’e´le´ments. L’ide´e est d’exprimer a` travers les re`gles ge´ne´riques les
comportements intrinse`ques des types de compartiments biologiques, en faisant abstraction d’un quel-
conque syste`me biologique. L’hypothe`se sous-jacente est que les re´actions biochimiques de´pendent non
seulement de la nature des compartiments concerne´s, mais aussi de la configuration explicite du syste`me
biologique sous e´tude selon ces compartiments. Plus pre´cise´ment, deux intuitions essentielles militent en
faveur d’un couplage entre re`gles biochimiques et structuration en compartiments. Il s’agit de :
– l’identite´ mole´culaire des compartiments biologiques [?] qui sugge`re que, dans un syste`me biolo-
gique donne´, les compartiments de meˆme type, de manie`re intrinse`que ou sous certaines conditions
(notamment de voisinage avec d’autres compartiments), ont les meˆmes comportements ;
– la de´pendance structuro-fonctionnelle des compartiments biologiques qui impose :
– qu’une re`gle de re´action faisant intervenir un compartiment de type T1 donne´, ne peut en aucun
cas s’appliquer dans un syste`me ne comportant pas de compartiment de type T1 ;
– qu’une re`gle de re´action faisant intervenir n compartiments C1, . . . Cn de types respectifs T1, . . .
Tn n’est applicable dans un syste`me comportant des compartiments de type T1, . . . Tn, que sous
certaines conditions relatives aux configurations de voisinage des diffe´rents Ci.
Du fait de ces deux intuitions, une meˆme re`gle ge´ne´rique applique´e a` deux syste`mes biologiques compar-
timente´s diffe´remment va donner lieu a` deux ensembles diffe´rents de re`gles interme´diaires. Ces ensembles
de re`gles sont induits par la topologie donne´e par les graphes d’e´changes.
Les avantages d’une telle approche sont les suivants :
– Les re`gles ge´ne´riques permettent de s’affranchir de la prise en compte de la structure topologique
des syste`mes cellulaires auxquels elles seront rapporte´es. Cette structure est donne´e par le graphe
d’e´changes tel que de´fini dans le chapitre 3.
– Le graphe d’e´changes, sous re´serve qu’il soit extrait d’une G-carte est cohe´rent et garantit ainsi
que l’utilisation de la notion de compartiments au sein de re`gles biochimiques refle`te une structure
topologique re´aliste des syste`mes biologiques e´tudie´s. Cet avantage correspond pre´cise´ment a` la
motivation initiale du travail pre´sente´ dans ce manuscrit.
– L’ensemble des re`gles est concis. En effet, une re`gle ge´ne´rique est appele´e a` eˆtre instancie´e autant de
fois que ne´cessaire au regard du syste`me biologique a` l’origine de la construction du graphe d’e´changes
conside´re´. Par exemple, une re`gle ge´ne´rique de transport de mole´cules entre deux compartiments
voisins type´s de fac¸on approprie´e suffit pour capturer l’ensemble des cas particuliers de transports
de mole´cules ayant lieu pour chaque voisinage de compartiments respectant le typage de la re`gle
ge´ne´rique et apparaissant dans le graphe d’e´changes. Le gain en taille de´pendra clairement du graphe
d’e´changes conside´re´, tout particulie`rement du fait que les motifs de voisinage privile´gie´s par les re`gles
ge´ne´riques s’y retrouvent souvent.
Les principales ide´es sous-jacentes a` notre langage de re`gles ge´ne´riques peuvent se re´sumer dans les
points suivants :
– La structure sous-jacente d’une re`gle ge´ne´rique est celle usuelle d’une re`gle biochimique, avec es-
sentiellement un membre gauche et un membre droit, chacun des membres comportant un certain
nombre d’entite´s mole´culaires.
– Chaque mole´cule ou structure mole´culaire est localise´e. En pratique, une variable de compartiment
lui est attache´e. Plus pre´cise´ment, l’ensemble des mole´cules pre´sentes dans un meˆme compartiment
est associe´ a` une variable de compartiment.
– Une re`gle ge´ne´rique peut eˆtre instancie´e sous la contrainte d’un graphe d’e´changes. L’instanciation
sera constitue´e de toutes les re`gles que l’on pourra construire en identifiant dans le graphe d’e´changes
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les configurations de compartiments conformes a` celle attendue par la re`gle ge´ne´rique. Intuitivement,
une re`gle est autorise´e si les e´changes biochimiques envisage´s ont lieu dans le meˆme compartiment
ou dans des compartiments voisins.
– Une re`gle ge´ne´rique est e´ventuellement assortie de parame`tres cine´tiques dont les expressions peuvent
impliquer des mole´cules et des variables de compartiment.
– Une re`gle ge´ne´rique peut contenir des pre´conditions portant sur les variables de compartiment
pre´sentes dans les membres gauche et/ou droit de la re`gle ge´ne´rique. Ces pre´conditions permettent
de restreindre les configurations de voisinage le´gitimes pour construire les re`gles instancie´es.
Nous souhaitons attirer l’attention du lecteur de`s a` pre´sent sur un cas particulier : la plupart des langages
de re`gles biochimiques ont la possibilite´ de conside´rer des re´actions chimiques ne de´pendant que des seules
mole´cules en pre´sence. Intuitivement, quel que soit le compartiment conside´re´, la re`gle s’applique, pour
peu que le compartiment en question contienne les mole´cules du membre gauche. Ainsi la re´action peut
avoir lieu quel que soit le compartiment de localisation des mole´cules. En raison de l’identite´ mole´culaire
des compartiments biologiques, l’existence de ce type de re´actions suppose celle de mole´cules pouvant eˆtre
contenues dans n’importe quel type de compartiment. Afin de ne pas eˆtre amene´ a` e´crire autant de re`gles
qu’il y a de types de compartiment, nous allons distinguer dans la suite du document, selon leur degre´ de
de´pendance vis-a`-vis des types de compartiment :
– les re`gles ge´ne´riques a` localisation non se´lective qui sont totalement inde´pendantes des types de
compartiment ;
– les re`gles ge´ne´riques a` localisation se´lective dans lesquelles toutes les mole´cules sont ne´cessairement
localise´es dans des compartiments type´s.
Nous prendrons soin d’avoir une syntaxe a` la fois homoge`ne et explicite pour repe´rer ces deux types de
re`gles ge´ne´riques.
4.1.1 Composantes d’une re`gle ge´ne´rique
Les re`gles ge´ne´riques font essentiellement intervenir deux cate´gories d’e´le´ments :
– La premie`re cate´gorie est constitue´e des mole´cules ou complexes mole´culaires en jeu dans les re´actions
biochimiques. En suivant la description fournie dans le chapitre 2, il s’agit de l’ensemble des consti-
tuants des langages de re`gles biochimiques. Nous en reprenons les principales facilite´s de manipula-
tion. Les formes les plus simples de mole´cules sont dites de base et les autres sont forme´es a` partir
de deux ope´rations essentielles sur les mole´cules. Il s’agit de :
– La complexation qui associe deux mole´cules pour en former une autre dite complexe. L’ope´ration
inverse de la complexation est la de´complexation qui dissocie les deux mole´cules d’un complexe ;
– L’application d’une modification de forme a` une mole´cule. On obtient une forme modifie´e de la
mole´cule concerne´e qui peut par exemple passer d’une forme inactive a` une forme active. On peut
citer comme exemple de modification de forme de mole´cule, la phosphorylation et son pendant la
de´phosphorylation, l’ace´tylisation, etc.
– Conforme´ment aux arguments pre´ce´demment expose´s dans ce chapitre, la seconde cate´gorie est
celle des variables de compartiment qui permettent d’indiquer dans quel type de compartiment sont
localise´es les mole´cules en jeu dans la re´action.
Nous commenc¸ons par introduire quatre ensembles finis :
CompartRG, MolsBase, Modifs, ParamsC
qui seront syste´matiquement utilise´s dans la suite pour de´noter respectivement :
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– l’ensemble des identificateurs 1 de types de compartiments (quatre identificateurs sont associe´s a`
chaque type de compartiment pour prendre en compte les re´actions localise´es sur la face externe de
la membrane, dans l’espace trans-membranaire, sur la face interne de la membrane et a` l’inte´rieur
du compartiment) ;
– L’ensemble des identificateurs de mole´cules de base (chaque mole´cule pouvant eˆtre assortie de ses
sites de modification) manipule´es ;
– l’ensemble des identificateurs de modifications de forme applicables aux mole´cules ;
– l’ensemble des identificateurs de parame`tre cine´tique.
L’ensemble Mols des mole´cules a` conside´rer a` partir de la donne´e de MolBase et de Modifs est
l’ensemble des expressions, de´fini comme le plus petit ensemble ve´rifiant :
– les e´le´ments de MolBase sont des e´le´ments de Mols ;
– si m1 et m2 sont deux e´le´ments de Mols, alors m1−m2 est un e´le´ment de Mols ;
– si m appartient a` Mols et si mf appartient a` Modifs, alors (m : mf) est un e´le´ment de Mols ;
– si m appartient a` Mols et si mf appartient a` Modifs, alors (m : mf < s1, . . . sn >) est un e´le´ment
de Mols
Dans la construction ci-dessus,
m1−m2
repre´sente la mole´cule obtenue par complexation de m1 et de m2 tandis que
(m : mf)
de´note la mole´cule m modifie´e par la modification de forme mf et
(m : mf < s1, . . . sn >)
la forme de m modifie´e par la modification de forme de mf sur les sites de modification s1 a` sn.
Nous signalons de`s a` pre´sent que, pour prendre en compte la possibilite´ offerte par les outils cibles
de de´finir des sche´mas de re`gles biochimiques, nous introduisons des variables de mole´cules comme des
variables type´es sur Mols. Il s’agit d’identificateurs introduits par  ? .
Remarque 4.2. Vocabulaire lie´ a` l’utilisation de variables de mole´cules.
1. L’utilisation de variables de mole´cule dans une re`gle ge´ne´rique transforme celle-ci en un sche´ma
de re`gle ge´ne´rique qui permet de ge´ne´rer des sche´mas de re`gles biochimiques. Dans la suite du
document, nous utilisons plutoˆt l’expression  re`gle ge´ne´rique avec variables de mole´cule  au lieu
de sche´mas de re`gles ge´ne´riques.
2. Dans la suite de ce chapitre, nous utilisons  terme mole´cule  pour de´signer soit un e´le´ment de
Mols, soit une variable de mole´cule, soit un terme bien forme´ a` partir de variables de mole´cule et
d’e´le´ments de Mols.
En suivant les notations classiques de la logique du premier ordre type´, nous introduisons ci-dessous
les quelques e´le´ments syntaxiques relatifs a` la manipulation des variables de compartiments :
De´finition 4.1. (Variable de compartiment).
Soit t un e´le´ment de CompartRG. Une variable de compartiment de type t sera note´e v : t ou` v est le
nom de la variable.
1. Les identificateurs sont repre´sente´s classiquement a` l’aide de mots qui sont des suites de caracte`res alphanume´riques
commenc¸ant ge´ne´ralement par une lettre.
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Exemple 4.1. (Variable de compartiment).
On donne CompartRG = {cytoplasme, noyau}.
x : cytoplasme et y : noyau sont deux exemples de variables de compartiment de´signant respectivement
une variable x de type cytoplasme et une variable y de type noyau.
De´finition 4.2. (Utilisation du mot  ge´ne´rique ).
On conside`re l’ensemble CompartGE des types de compartiment. Toute expression comportant une
variable de compartiment de´finie sur CompartGE sera qualifie´e de ge´ne´rique.
Remarque 4.3. (Compartiment ge´ne´rique).
Pour plus de clarte´, nous utilisons quelquefois dans la suite du document,  compartiment ge´ne´rique
v , pour faire re´fe´rence a` la variable de compartiment v : t. Par exemple, on dira le contenu du compar-
timent ge´ne´rique v plutoˆt que le contenu de la variable de compartiment v.
Une re`gle a` variable de compartiment prend la forme ge´ne´rale suivante :
idrg : [PreC] [ParamC] MG⇒MD [CondV arMol]
et permet de ge´ne´rer des re`gles de re´actions biochimiques mate´rialisant pour un syste`me biologique donne´,
le passage d’un e´tat e1 engendre´ a` partir de l’e´tat ge´ne´rique MG a` un e´tat e2 engendre´ a` partir de l’e´tat
ge´ne´rique MD, sous des conditions particulie`res de voisinage entre les valeurs prises par les variables
de compartiment implique´es. Ces conditions de voisinage sont en partie donne´es par la pre´condition de
voisinage PreC.
Nous distinguons ainsi dans une re`gle ge´ne´rique deux parties :
– la partie active constitue´e de la description de la re´action biochimique, MG⇒MD, qui mate´rialise
le changement d’e´tat ;
– la partie passive comportant les autres composantes : la pre´condition de voisinage PreC, utilise´e pour
discriminer les re`gles ge´ne´re´es, le parame`tre cine´tique ParamC qui permet de pre´ciser le contexte
d’application des re`gles ge´ne´re´es et la condition sur les variables de mole´cules CondV arMol servant
a` contraindre les valeurs des variables de mole´cules apparaissant notamment dans la partie active.
Nous commenc¸ons par de´tailler la notion d’e´tats ge´ne´riques dont rele`vent les partiesMG etMD d’une
re`gle ge´ne´rique. Les e´tats ge´ne´riques sont des mode`les abstraits d’e´tats de syste`me biologique permettant
de ge´ne´rer des e´tats de syste`me biologique. Ils consistent en des ensembles de termes mole´cules associe´s a`
diffe´rentes variables de compartiment. Les mole´cules pre´sentes dans un meˆme compartiment forment une
solution.
De´finition 4.3. (Solution).
Une solution S est un ensemble de termes mole´cules. Lorsque l’ensemble est vide, on parle de solution
vide et on note [ ].
La solution non vide est de la forme [ensMol] ou` ensMol est de la forme
m ou m+ ensMol
avec m un terme mole´cule.
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Nous utilisons le symbole @ pour mate´rialiser l’association entre un compartiment et son contenu
(solution), ce qui donne lieu a` une solution localise´e.
De´finition 4.4. (Solution localise´e).
Une solution localise´e sur CompartRG, note´e S@v est la donne´e d’une solution S et d’une variable
de compartiment v sur CompartRG.
v est appele´e variable de localisation de S@v.
Il est possible de donner une pre´cision supple´mentaire sur la localisation en faisant suivre la variable
de compartiment de
extM, transM, intM, et intC
mis entre parenthe`ses et correspondant respectivement a` la face externe de la membrane, a` la localisation
trans-membranaire, a` la face interne de la membrane ou a` l’inte´rieur du compartiment. Dans ce cas, la
solution localise´e sera note´e S@v(loc), loc ∈ {extM, transM, intM, intC}.
Exemple 4.2. (Solutions et solutions localise´es).
On conside`re :
– Mols = {m1,m2} ;
– Modifs = {PHOS} ;
– CompartRG = {t1, t2}.
Les expressions suivantes de´finies sur Mols, Modifs et CompartRG
[m1 +m1−m2]
[m1 +m1 −m2]@v1 : t1
[m1 +m1 −m2]@v1 : t1(intM)
correspondent respectivement a` une solution compose´e des mole´cules m1 et m1 −m2, la meˆme solution
localise´e sur CompartRG dans un compartiment de type t1, la meˆme solution localise´e sur CompartRG
sur la face interne d’un compartiment de type t1.
Les solutions localise´es entrant dans la constitution d’un e´tat ge´ne´rique doivent respecter certaines
conditions sur les variables de compartiment et sur les ensembles de termes mole´cule :
– Une meˆme variable de compartiment ne peut figurer qu’une seule fois dans l’expression d’un e´tat
ge´ne´rique. Cette option trouve sa raison d’eˆtre dans le fait que notre travail s’inte´resse essentiellement
aux compartiments cellulaires, ce qui nous fonde a` privile´gier une approche par les compartiments
en de´crivant le contenu qualitatif de chacun d’eux une seule fois, plutoˆt qu’une approche par les
termes mole´cule.
Une telle option obe´it a` un souci de clarte´ et de concision dans l’e´criture des e´tats ge´ne´riques mais
permet e´galement une meilleure lisibilite´ des e´tats. Cependant, la motivation premie`re de cette
interdiction reste le souci d’alle´ger les traitements, en e´vitant de multiplier inutilement les variables
de compartiment, toutes choses qui ne´cessiteraient des tests supple´mentaires pour s’assurer qu’une
meˆme mole´cule n’est pas incluse plusieurs fois dans la meˆme localisation.
– L’ensemble des solutions ne peut contenir a` la fois une solution vide localise´e et des solutions non
vides localise´es.
Ces deux conditions sont exprime´es dans la de´finition 4.5 qui est celle d’e´tat ge´ne´rique.
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De´finition 4.5. (E´tat ge´ne´rique).
Un e´tat ge´ne´rique sur CompartRG eg est soit un ensemble ayant comme seul e´le´ment la solution vide
localise´e sur CompartRG, soit un ensemble non vide de k solutions localise´es sur CompartRG tel que
toutes les solutions sont non vides et toutes les variables de compartiments sont disjointes deux a` deux.
On appelle ensemble des variables de localisation de eg note´ var(eg), l’union des ensembles des va-
riables de localisation des solutions localise´es de eg :
var(eg) =
∐
Si@vi:tvi ∈ eg
vi : ti
On appelle ensemble des types de de´finition de eg note´ types(eg), l’union des ensembles des types de
compartiments de var(eg) :
types(eg) =
∐
vi :tvi ∈ var(eg)
tvi
On note
S1@v1 : tv1 & . . . &Sk@vk : tvk
l’e´tat ge´ne´rique compose´ des solutions localise´es Si@vi i ∈ [1, k˙]
Exemple 4.3. (E´tats ge´ne´riques).
En conside´rant les donne´es de l’exemple 4.2,
[(M1 −M2)]@v1 : t2 et
[(M1 : PHOS)]@v1 : t1 & [M1 +M2]@v2 : t1
sont des e´tats ge´ne´riques compose´s respectivement d’une et de deux solution(s) localise´e(s). Par contre
[(M1 : PHOS)]@v1 : t1 & [M1 +M2]@v1 : t1
[]@v1 : t1 & [M1]@v2 : t2
ne sont pas des e´tats ge´ne´riques parce que pour le premier cas, les variables de compartiment ne sont
pas disjoints deux a` deux et pour le second, la solution vide localise´e n’est pas le seul e´le´ment de l’e´tat
ge´ne´rique.
Nous allons de´tailler les e´le´ments de la partie passive des re`gles ge´ne´riques en commenc¸ant par les
parame`tres cine´tiques ParamC qui constituent la premie`re cate´gorie de composantes optionnelles d’une
re`gle ge´ne´rique. Il s’agit d’expressions de formes varie´es allant des re´els a` des expressions tre`s complexes
impliquant ge´ne´ralement les termes mole´cule apparaissant dans MG. L’expression de nos parame`tres
cine´tiques s’inspire fortement de BIOCHAM qui est le seul des deux outils cibles a` prendre en compte
ces informations. On y rencontre les parame`tres cine´tiques conditionnels et les parame`tres cine´tiques non
conditionnels.
De´finition 4.6. (Parame`tres cine´tiques simples pour une re`gle ge´ne´rique).
Soit rg une re`gle ge´ne´rique. Un parame`tre cine´tique simple pour rg est de´fini inductivement par :
1. tout e´le´ment de R est un parame`tre cine´tique ;
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2. toute variable type´e sur R est un parame`tre cine´tique ;
3. si Si@vi : tvi est une solution localise´e de MG, alors |[m1 + . . . + mk]@vi : tvi | telle que mj ∈
Si (j ∈ [1, . . . , k] est un parame`tre cine´tique simple pour rg et de´signe le produit des concentrations
des termes mole´cule mj contenus dans le compartiment ge´ne´rique v : ti ;
4. si k1 et k2 sont des parame`tres cine´tiques simples pour rg et n un entier, alors
k1 ∗ k2, k1 + k2, k1 − k2, k1/k2
(k1), log(k1), exp(k1), cos(k1), sin(k1), frac(k1), MA(k1)
MM(k1, k2), H(k1, k2, n)
sont des parame`tres cine´tiques simples pour rg ;
De´finition 4.7. (Parame`tres cine´tiques conditionnels pour une re`gle ge´ne´rique).
Soit rg une re`gle ge´ne´rique. Un parame`tre cine´tique conditionnel est de´fini par la donne´e :
1. d’une expression boole´enne de´finie sur des parame`tres cine´tiques simples pour rg et utilisant les
ope´rateurs <,=, > et le connecteur logique and ;
2. de deux parame`tres cine´tiques simples pour rg, k1 et k2.
les parame`tres cine´tiques conditionnels sont note´s : if condition then k1 else k2 ou` condition est l’ex-
pression boole´enne et k1, k2 les deux parame`tres cine´tiques simples.
En conside´rant les donne´es de l’exemple 4.2,
|[m1]@v1 : t1|
|1.2| et |k1|
|if k1 > 2 then [m1 +m2]@v1 : t1 else 1|
sont des exemples de parame`tres cine´tiques.
Nous avons signale´ au niveau de la section 2.1 que dans certains cas, les concentrations en mole´cules des
compartiments voisins de ceux implique´s dans la re´action influencent celle-ci : les parame`tres cine´tiques
des re`gles ge´ne´re´es doivent alors porter sur les compartiments voisins. Pour prendre cela en compte de
fac¸on concise dans les re`gles ge´ne´riques, nous introduisons la fonction Neighb qui prend comme parame`tre
une variable de compartiment et de´signe l’ensemble des compartiments voisins de celui passe´ en parame`tre.
Par exemple
Neighb(v1 : t1)
est l’ensemble des compartiments voisins du compartiment ge´ne´rique v1.
|[m1]@Neighb(v1 : t1)|
repre´sente les concentrations de la mole´cule m1 dans les compartiments voisins de v1.
Les pre´conditions de voisinage constituent l’e´le´ment original de notre langage de re`gles. Ce sont des
paires de variables de compartiment apparaissant dans la partie active de la re`gle ge´ne´rique. Chaque paire
exprime une condition de voisinage entre ses deux membres. Les pre´conditions de voisinage sont utilise´es
dans la proce´dure de couplage entre re`gles ge´ne´riques et graphe d’e´changes pour la discrimination des
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re`gles ge´ne´re´es pour ne retenir pour traduction que celles pour lesquelles la condition sur chaque paire est
respecte´e.
E´tant donne´ qu’elles n’engagent que des variables de compartiment implique´es dans la partie active
d’une re`gle ge´ne´rique, elles n’ont pas de raison d’eˆtre dans les re`gles n’impliquant qu’une seule variable
de compartiment. Il s’agit de ce fait d’une composante optionnelle des re`gles ge´ne´riques.
De´finition 4.8. (Pre´condition de voisinage).
Une pre´condition de voisinage PreC note´e
PreC : {{v1, v′1}, . . . , {vn, v′n}}
est un ensemble de n paires {vi, v′i} ou` vi et v′i (i ∈ [1, n]) sont des variables de compartiment distinctes
deux a` deux.
La dernie`re composante optionnelle des re`gles ge´ne´riques, CondVMol n’est utilise´e que lorsque la
partie active comporte des variables de mole´cule. Il s’agit d’une expression introduite par le mot-cle´ if ,
qui contraint les valeurs de chaque variable de mole´cule.
De´finition 4.9. (Conditions sur les variables de mole´cules).
Soit rg une re`gle ge´ne´rique comportant les variables de compartiment vmol1 . . . vmolk. Une condition
sur les variables de mole´cules de rg, CondVMol est la donne´e pour chaque vmoli i ∈ [1, k], d’un
sous-ensemble de Mols.
CondVMol est note´e
if (vmol1 in {mvmol11 , . . . mvmol1n1 } and . . . and vmolk in {mvmolk1 , . . . mvmolknk })
ou` mvmolij pour (i ∈ {1, . . . k} et (j ∈ {1, ni}) sont des e´le´ments de Mols.
Toutes ses parties constitutives ayant e´te´ de´taille´es, nous donnons a` pre´sent la de´finition d’une re`gle
ge´ne´rique.
De´finition 4.10. (Re`gle ge´ne´rique).
Une re`gle ge´ne´rique rg sur CompartRG est l’expression
idrg : [PreC] [ParamC] MG⇒MD [CondVMol]
ou` :
– MG et MD sont des e´tats ge´ne´riques sur CompartRG ;
– ParamC est un parame`tre cine´tique tel que
∀vi ∈ var(ParamC), vi ∈ (var(MG) ∪ var(MD)) ;
– PreC est une pre´condition de voisinage telle que
∀{vi, v′i} ∈ PreC, vi, v′i ∈ (var(MG) ∪ var(MD)) ;
– CondVMol est une condition portant sur les variables de mole´cules des e´tats ge´ne´riques.
92
4.1. LES RE`GLES GE´NE´RIQUES
– idrg est un identificateur de re`gle ge´ne´rique qui est par de´faut rg ou crg selon que l’on est en pre´sence
d’une re`gle ge´ne´rique ou d’une re`gle ge´ne´rique avec variable de mole´cules aux valeurs contraintes
par CondVMol.
On appelle types de de´finition de rg note´ types(rg), l’ensemble types(MG) ∪ types(MD) et variables
de localisation de rg note´ var(rg), l’ensemble var(MG) ∪ var(MD)
On conside`re les donne´es de l’exemple 4.2 ; les re`gles du listing suivant sont des exemples de re`gles
ge´ne´riques.
rg1 : [m1]@v1 : t1 => []@v1 : t1.
rg2 : [PreC : {{v1 : t2, v2 : t2}}] [m2]@v1 : t2 => [m2]@v2 : t2.
rg3 : |[m2]@v1 : t2| [m2]@v1 : t2 & [m1 +m2]@v2 : t1 => [m1 −m2]@v2 : t1 & [m2]@v1 : t2.
crg1 : [?vmol]@t2 ⇒ [(?vmol : PHOS)]@t2 if (?vmol in {m1,m2})
rg1, rg2, rg3 et rg4 mate´rialisent respectivement :
– la de´gradation de m1 dans un compartiment de type t1 ;
– le transport de m2 d’un compartiment de type t2 vers un autre de meˆme type voisin ;
– la complexation de m1 et m2 dans un compartiment de type t1, catalyse´e par m2 dans un com-
partiment de type t2, re´action dont la vitesse varie en fonction de la concentration de m2 dans le
compartiment de type t2 ;
– la phosphorylation d’une mole´cule dans un compartiment de type t2, cette mole´cule pouvant eˆtre
m1 ou m2.
4.1.2 Le mode`le ge´ne´rique
Les mode`les ge´ne´riques sont essentiellement compose´s de re`gles ge´ne´riques. Avant d’en donner une
de´finition mathe´matique, nous attirons l’attention du lecteur sur des types de compartiment particuliers
que nous introduisons pour diverses raisons. En effet, l’obligation de localiser chaque mole´cule apparaissant
dans une re`gle ge´ne´rique ainsi que le souci de concision dans l’e´criture des re`gles ge´ne´riques, nous ame`nent
a` introduire le type de compartiment particulier AnyW qui permettra d’e´crire une seule fois les re`gles a`
localisation non se´lective. Les variables de compartiment de ce type pourront eˆtre substitue´es par n’importe
quel compartiment du graphe d’e´changes, inde´pendamment du type de ce compartiment. En ge´ne´ral, les
re´actions donnant lieu a` des re`gles a` localisation non se´lective n’engagent qu’un unique compartiment
d’ou` AnyW ne sera utilise´ que pour des re`gles portant sur une seule variable de compartiment.
Par ailleurs, nous introduisons le type de compartiment tEnv comme type par de´faut (l’utilisateur peut
en effet typer l’environnement) pour l’environnement du syste`me sous e´tude. Ce type de compartiment ne
peut eˆtre utilise´ que comme type de la variable de compartiment Env (qui est un identificateur re´serve´
que nous introduisons e´galement). En d’autres termes, nous n’avons pas des variables de compartiment
de forme
v1 : tEnv.
Par contre, nous pouvons avoir
Env : t1,
t1 e´tant le type de´fini par l’utilisateur pour l’environnement.
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De´finition 4.11. (Mode`le ge´ne´rique).
Un mode`le ge´ne´rique sur CompartRG est un 5-uplet
(CompartRG, MolsBase, Modifs, ParamsC, RGs)
tel que :
– CompartRG est l’ensemble de types de compartiments ;
– MolsBase l’ensemble des mole´cules de base apparaissant dans le mode`le ;
– Modifs est l’ensemble de modifications de forme de mole´cules ;
– ParamsC est l’ensemble des identificateurs de parame`tres cine´tiques ;
– RGs est l’ensemble de re`gles ge´ne´riques sur CompartRG tel que :
– si AnyW ∈ CompartRG, ∃ rg ∈ RGs | AnyW ∈ types(rg) ;
– si AnyW /∈ CompartRG, ∀tc ∈ CompartRG, ∃ rg ∈ RGs | tc ∈ types(rg).
La condition sur RGs et CompartRG indique que si le type AnyW fait partie de CompartRG, c’est
qu’il existe au moins une re`gle ge´ne´rique qui porte sur ce type. Dans ce cas, quels que soit les autres
e´le´ments de CompartRG, ils doivent eˆtre pris en compte meˆme s’ils n’apparaissent pas dans une re`gle
ge´ne´rique. Par contre, lorsque AnyW ne fait pas partie de CompartRG (aucune re`gle de re´action ne porte
sur AnyW ), tous les types de compartiments de´clare´s dans CompartRG doivent eˆtre utilise´s par au moins
une re`gle ge´ne´rique.
Exemple 4.4. (Mode`le ge´ne´rique).
On conside`re les mode`les ge´ne´riques :
MGen1 = (CompartRG1, MolsBase1, Modifs1, ParamsC1, RGs1) avec :
– CompartRG1 = {AnyW, T1, T2} ;
– MolsBase1 = {M1} ;
– Modifs1 = ∅ ;
– ParamsC1 = ∅ ;
– RGs1 = {rg1 : [M1]@AnyW ⇒ []@AnyW.}
MGen2 = (CompartRG2, MolsBase2, Modifs2, ParamsC2, RGs2) avec :
– CompartRG2 = {T1, T2} ;
– MolsBase2 = {M1} ;
– Modifs2 = ∅ ;
– ParamsC2 = ∅ ;
– RGs2 = {rg1 : [M1]@T1 ⇒ []@T1.}
MGen1 est correct du point de vue de la de´finition car l’existence de rg1 portant sur AnyW fait que
MGen1 est e´quivalent a`
MGen′1 = (CompartRG′1, MolsBase′1, Modifs′1, ParamsC ′1, RGs′1)
avec :
– CompartRG′1 = {T1, T2} ;
– MolsBase′1 = {M1} ;
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– Modifs′1 = ∅ ;
– ParamsC ′1 = ∅ ;
– RGs′1 = {rg1 : [M1]@T1 ⇒ []@T1 ., rg2 : [M1]@T2 ⇒ []@T2 .}
Par contre MGen2 n’est pas correct car le type de compartiment T2 est de´clare´ sans eˆtre utilise´.
Les re`gles ge´ne´riques donne´es au titre de l’illustration de notre approche de couplage (listing 2.4)
peuvent s’exprimer par les re`gles du listing 4.1 suivant.
Listing 4.1 – Mode`le ge´ne´rique pour les re`gles du listing 2.4 - page 30 -
1 BEGIN TYPEC C; E; N; V END TYPEC
2 BEGIN MOLSB M1; M2 END MOLSB
3 BEGIN MODIFS PHOS END MODIFS
4 BEGIN REGEN
5 rg 1 : [PreC : {{var 1, var 2}}] [M2]@var 1:V => [M2]@var 2:C.
6 rg 2 : [M1+M2]@C => [M1−M2]@C.
7 rg 3 : [PreC : {{var 1, var 2}}] [M1−M2]@var 1:C => [M1−M2]@var 2:N.
8 rg 4 : [M1+M2]@E => [(M2 : PHOS)+M1]@E.
9 rg 5 : [PreC : {{V, C}, {C, N}}] [M1]@V & [M2]@C => [M1−M2]@N.
10 rg 6 : [PreC : {{V, C}, {V, N}, {C, N}}] [M1]@V & [M2]@C => [M1−M2]@N.
11 END REGEN
Ce listing introduit quelques e´le´ments de syntaxe concre`te des mode`les ge´ne´riques. La syntaxe inte´grale
sera donne´e par l’annexe A.
4.2 Re`gles interme´diaires
Les re`gles interme´diaires, comme on peut le lire sur la figure 2.1, sont des re`gles de re´actions biochi-
miques issues de la proce´dure de couplage re`gles ge´ne´riques/graphe d’e´changes. Ce couplage proce`de d’une
instanciation des re`gles ge´ne´riques en fonction des contraintes venant du graphe d’e´changes, ces contraintes
e´tant les types des compartiments du graphe et les relations de voisinage entre ces compartiments. En
tant qu’instances de´finies sur les compartiments d’un graphe d’e´changes, les re`gles interme´diaires sont des
re`gles de re´actions biochimiques impliquant des compartiments concrets. Notre objectif, nous le rappelons,
e´tant d’avoir un mode`le dans lequel toutes les re`gles de re´action sont compatibles avec les voisinages entre
les compartiments implique´s, les instances de re`gles obtenues doivent eˆtre discrimine´es pour ne retenir que
celles qui satisfont les conditions particulie`res de voisinage entre les compartiments implique´s, lesquelles
conditions sont en partie donne´es par la composante PreC des re`gles ge´ne´riques.
Cette section a pour objet de de´tailler les deux e´tapes (calcul puis se´lection des instances de re`gles
ge´ne´riques) de la proce´dure de couplage entre re`gles ge´ne´riques et graphe d’e´changes qui permet de passer
d’un mode`le ge´ne´rique a` un mode`le interme´diaire. Un exemple d’un tel mode`le, obtenu a` partir des re`gles
ge´ne´riques du listing 4.1 et du graphe d’e´changes de la figure 4.1 est donne´ par le listing 4.2. On y
constate en particulier le remplacement des variables de compartiment par des noms de compartiments
issus du graphe d’e´changes. Par ailleurs, on note l’absence de la composante PreC et la modification des
identificateurs de re`gles, toutes choses qui confe`rent aux re`gles interme´diaires la forme ge´ne´rale suivante :
idri : [ParamC] MG⇒MD [CondVMol].
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La pre´sentation de la proce´dure va se fonder sur des exemples donne´s a` titre d’illustration pour susciter
les commentaires utiles. Mais auparavant, e´tant donne´ que l’instanciation proce`de d’une substitution de
termes, nous faisons en 4.2.1 quelques rappels sur cette notion et y introduisons la notion de substitution
dans un graphe d’e´changes. Avant de de´tailler en 4.2.3 la proce´dure de couplage entre les re`gles ge´ne´riques
et les graphes d’e´changes, nous faisons a` travers le paragraphe 4.2.2, le point sur les donne´es d’illustration
choisies qui consistent en un mode`le ge´ne´rique et quelques graphes d’e´changes simples.
Listing 4.2 – Mode`le interme´diaire pour les re`gles du listing 4.1 en fonction du graphe de la figure 4.1
1 BEGIN MOLSB M1; M2 END MOLSB
2 BEGIN REGINTERM
3 ri 1 1 : [M2]@C1 => [M2]@C1.
4 ri 2 1 : [M1+M2]@C1 => [M1−M2]@C1.
5 ri 2 2 : [M1+M2]@C2 => [M1−M2]@C2.
6 ri 3 1 : [M1−M2]@C1 => [M1−M2]@N1.
7 ri 3 2 : [M1−M2]@C2 => [M1−M2]@N2.
8 ri 5 1 : [M1]@V1 & [M2]@C1 => [M1−M2]@N1.
9 END REGINTERM
C1:C C2:C
N1:N V1:V N2:N
Figure 4.1 – Graphe d’e´changes
4.2.1 Notions de substitution de termes
Dans cette section, nous rappelons quelques notions relatives a` la substitution de termes, qui est
une fonction σ d’un ensemble de variables type´es, vers un ensemble de termes, respectant le typage. On
repre´sente une telle fonction par l’ensemble des couples note´
{x1 \ t1, . . . , xn \ tn} tels que xi 6= ti
Avant de donner la de´finition mathe´matique des substitutions de termes, nous donnons celle d’alge`bre
de termes du premier ordre sorte´e qui de´crit l’ensemble des termes a` partir d’une signature et d’un ensemble
de variables type´es sur les sortes de la signature.
De´finition 4.12. (Alge`bre de termes du premier ordre).
On conside`re :
– Une signature Σ qui est la donne´e
– d’un ensemble SΣ de n types (sortes) de donne´es : SΣ = {s1, . . . , sn} ;
– d’un ensemble OpΣ de m ope´rations munies chacune d’un profil : OpΣ = {op1, . . . opm}, tel
que opi = si1 . . . sip+1 (avec 1 ≤ i ≤ m) est d’arite´ p ;
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– Un ensemble XΣ de variables type´es sur SΣ note´ XΣ = {x1 : sx1 , . . . , xnbv : sxnbv} ou` sxi est le
type de la variable xi
L’alge`bre des termes du premier ordre, note´e A = T (Σ, X) se de´finit par induction comme suit :
– Toute variable x ∈ XΣ est un terme.
– Toute ope´ration opi ∈ OpΣ d’arite´ 0 note´e opi :→ si1 est un terme.
– Pour toute ope´ration opj ∈ OpΣ d’arite´ p > 0, note´e opj : sj1 . . . sjp → sjp+1, si t1 . . . tp
sont des termes tels que ∀ k ∈ [1, . . . , p], tk est de meˆme type que sjk alors opj(t1, . . . , tp) est
un terme.
Exemple 4.5. (Alge`bre des termes de premier ordre).
Soient :
– une signature Σ = (S,Op) avec :
S = {entier, boole´en} et Op = {0, succ, +, *, true, false, estNul} tel que :
– 0 : → entier
– true : → boole´en
– false : → boole´en
– succ : entier → entier
– + : entier entier → entier
– * : entier entier → entier
– estNul : entier → boole´en
– un ensemble de variables X = {x : entier, y : entier, z : entier}
Les expressions suivantes
true, 0, succ(x), +(succ(0), +(x, succ(y))), estNul(succ(0)), ∗(+(x, y), z)
sont des exemples de termes de l’alge`bre des termes de premier ordre A = T (Σ, X).
De´finition 4.13. (Substitution).
Soit A = T (Σ, X) une alge`bre de termes du premier ordre sorte´e.
Une substitution σ de´finie sur A est une fonction de X dans A, telle que ∀ xi : sxi ∈ X, σ(xi) est de
type sxi .
L’ensemble des x : sx ∈ X tels que σ(x) 6= x est appele´ domaine de σ et note´ dom(σ).
On appelle image de σ note´e im(σ) l’ensemble
∐
x ∈ dom(σ)
σ(x).
Notons BV (x) l’ensemble des variables apparaissant dans le terme x ; le codomaine de σ note´ codom(σ)
est l’ensemble
∐
y ∈ im(σ)
BV (y).
Une substitution σ est dite  close  lorsqu’elle n’introduit aucune variable (codom(σ) = ∅).
Notation 4.14. On note σ(A) =
∐
x ∈ dom(σ)
{x \ σ(x)} la substitution σ de´fini sur l’alge`bre des termes
de premier ordre sorte´e A
En conside´rant les donne´es de l’exemple 4.5
σ(A) = {x \ 0} et σ′(A) = {x \ succ(y)}
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Domaine Image Codomaine
σ(A) {x} {0} ∅
σ′(A) {x} succ(y) {y}
Table 4.1 – Domaine, image et codomaine des substitutions σ(A) et σ′(A).
sont des exemples de substitutions de´finies sur A, dont les principales caracte´ristiques sont donne´es par
le tableau 4.1.
L’application d’une substitution σ a` un terme t se fait en remplac¸ant simultane´ment dans t, toutes les
variables xi de σ par les σ(xi).
En conside´rant l’alge`bre donne´e dans l’exemple 4.5 et en appliquant au terme ∗(+(x, y), z) une sub-
stitution σ = {z \ ∗(y, x)} on obtient le terme t′ = ∗(+(x, y), ∗(x, y))
Apre`s avoir aborde´ la substitution de termes dans un cadre ge´ne´ral sorte´, nous introduisons la notion
de substitution dans un graphe d’e´changes et nous de´finissons par la suite d’autres notions supple´mentaires
que nous utilisons dans notre proce´dure de couplage entre les re`gles ge´ne´riques et les graphes d’e´changes.
De´finition 4.15. (Signature issue d’un graphe d’e´changes).
Soit GE = (VGE , EGE , lVGE) un graphe d’e´changes sur CompartGE.
On de´signe par ΣGE = (CompartGE, OPGE) la signature issue de GE telle que
OPGE =
∐
v:tv ∈ VGE
v :→ tv
.
Par exemple en conside´rant le graphe d’e´changes G1 de la figure 2.2(b), on a
ΣG1 = (CompartGEG1 , OPG1) =
({C, N, V }, {C1 :→ C, C2 :→ C, N1 :→ N, N2 :→ N, V 1 :→ V })
De´finition 4.16. (Substitution dans un graphe d’e´changes).
Soient :
– GE un graphe d’e´changes sur CompartGE ;
– X un ensemble de variables type´es sur CompartGE.
Une substitution dans GE pour X, note´e σ(GE,X) est une substitution close de´finie sur T (ΣGE , X)
(σ(GE,X) : X → OPGE).
Une substitution σ(GE,X) dans un graphe d’e´changes GE pour un ensemble de variables X de´finit un
sous-graphe qui est le sous-graphe de GE engendre´ par im(σ(GE,X)).
Exemple 4.6. (Substitution dans un graphe d’e´changes).
En conside´rant le graphe d’e´changes G1 (figure 2.2(b)) et l’ensemble
X = {v1 : C, v2 : C, v3 : N}
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de variables type´es sur CompartGEG1 , on a
σ(G1,X) = {v1 \ C1, v2 \ C1},
σ′(G1,X) = {v1 \ C1, v2 \ C2, v3 = N1}
qui sont des exemples de substitutions dans le graphe d’e´changes G1 pour X.
Nous de´finissons dans ce qui suit les notions de restriction d’une substitution a` un ensemble de variables,
de substitution connexe et de substitutions voisines qui sont toutes relatives aux substitutions dans un
graphe d’e´changes et qui seront utilise´es au niveau du filtrage des instances de re`gles ge´ne´riques.
De´finition 4.17. (Restriction d’une substitution a` un ensemble de variables).
Soient
– GE un graphe d’e´changes sur CompartGE ;
– X = {x1, . . . , xn} un ensemble de variables type´es sur CompartGE et X ′ = {x′1, . . . , x′m} ⊆ X ;
– σ(GE, X) une substitution dans GE pour X.
La restriction de σ(GE, X) a` X ′ est la substitution note´e σ(GE,X)|X′ telle que
∀i, 1 6 i 6 m, ∀j, 1 6 j 6 n, si x′i = xj , alors σ(GE, X)|X′ (x′i) = σ(GE, X)(xj)
.
Par exemple, en conside´rant les donne´es de l’exemple 4.6 et un ensemble X ′ = {v3} de variables type´es
sur CompartGEG1 , on a
σ(G1,X)|X′ = ∅
σ′(G1,X)|X′ = {v3 = N1}
ce qui nous permet de dire qu’une substitution σ(GE,X)|X′ peut ou non de´finir un sous-graphe du sous-
graphe engendre´ par σ(GE,X).
De´finition 4.18. (Substitution connexe).
Soient
– GE un graphe d’e´changes sur CompartGE ;
– X un ensemble de variables type´es sur CompartGE ;
– σ(GE,X) une substitution dans GE pour X.
σ(GE,X) est dite connexe si le sous-graphe engendre´ par im(σ(GE,X)) est connexe.
En conside´rant par exemple le graphe d’e´changesG1 (figure 2.2(b)) et l’ensembleX = {v1 : C, v2 : N}
de variables type´es sur CompartGEG1 , les substitutions
σ(G1, X) = {v1 \ C1, v2 \N1} et σ′(G1, X) = {v1 \ C2, v2 \N1}
sont respectivement connexe et non connexe car donnant lieu respectivement aux sous-graphes G1X (fi-
gure 4.2(a)) et G′1X (figure 4.2(b)) de la figure 4.2 qui sont respectivement connexe et non connexe.
De´finition 4.19. (Substitutions voisines).
Soient
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C1:C
N1:N
(a) Sous-graphe
G1X .
N1:N
C2:C
(b) Sous-graphe G′1X .
Figure 4.2 – Deux sous-graphes de G1 engendre´s respectivement par im(σ(GE1,X)) et im(σ′(GE1,X)).
– GE un graphe d’e´changes sur CompartGE ;
– X = {x1, . . . , xn} et X = {x′1, . . . , x′m} deux ensembles de variables type´es sur CompartGE ;
– σ(GE,X) et σ′(GE,X′) deux substitutions dans GE pour respectivement X et X ′.
On dit que σ′(GE,X′) est voisine a` σ(GE,X) si :
– ∀ x ∈ X ∩ X ′, σ(GE,X)(x) = σ′(GE,X′)(x)
– ∀ x′ ∈ X ′ \X, ∃ v ∈ im(σ(GE,X)), | {σ′(GE,X′)(x′), v} ∈ EGE.
on conside`re le graphe d’e´changes G1 (figure 2.2(b)) et les ensembles X = {v1 : C, v2 : N} et
X ′ = {v3 : C, v2 : N} de variables type´es sur CompartGEG1 . La substitution
σ(G1, X′) = {v3 \ C2, v2 \N1}
est voisine a` la substitution
σ(G1, X) = {v1 \ C1, v2 \N1}
car σ(G1, X′)(v2) = N1 et {C1, C2} ∈ EG1 .
4.2.2 Les donne´es d’illustration
Nous fixons dans la pre´sente section les e´le´ments sur lesquels nous nous appuyons pour pre´senter
la proce´dure de couplage entre re`gles ge´ne´riques et graphes d’e´changes. Nous tenons a` pre´ciser que ces
e´le´ments ont e´te´ choisis non parce qu’ils sont repre´sentatifs de cas biologiques re´els mais plutoˆt parce
qu’ils permettront d’aborder toutes les particularite´s (subtilite´s) des me´canismes de substitutions et/ou
de filtrage. Il s’agit des quatre graphes d’e´changes donne´s par la figure 4.3 et du mode`le ge´ne´riqueMGen1
dont la description est donne´e par le fichier fichrg1.
Listing 4.3 – Mode`le ge´ne´rique pour illustration du couplage
1 BEGIN TYPEC AnyW; Env; T1; T2 END TYPEC .
2 BEGIN MOLSB M1; M2; M3 END MOLSB.
3 BEGIN MODIF PHOS END MODIF.
4 BEGIN PARAM k1(0.1) END PARAM.
5
6 BEGIN REGEN
7 rg1 : [M1]@T1 => []@T1 .
8 rg2 : [M2]@T2 => [M2]@v1:T2 .
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9 rg3 : [] @Env =>[M1]@Env .
10 rg4 : [(M1:PHOS)]@T1 & [M2]@T2 => [M3]@T2 .
11 rg5 : [M2]@T1 => [M1]@T2 & [M2]@T1 .
12 rg6 : [PreC : (v1,v2)] [M1]@Env & [M2]@v1:T1 => [M2]v2:T1 .
13 rg7 : [M1]@AnyW =>[]@AnyW .
14 rg8 : | if (k1∗[M1]@Neighb(v1) > 1) then 0.5 else 0.7| [M2+M2]@v1:t1 => [M1−M2]@v1 .
15 END REGEN
Env : tEnv
(a) GE1illust
A :T1 B :T3
Env : tEnv
(b) GE2illust
Env : tEnv
B :T2 D :T2
C :T1A :T1
(c) GE3illust
Env : tEnv A :T1
(d) GE4illust
Figure 4.3 – Graphes d’e´changes pour illustration de la proce´dure de couplage.
MGen1 est de´fini sur trois mole´cules de base M1, M2 et M3 et sur deux types de compartiments
de´clare´s T1 et T2 en plus de Env et AnyW . Les re`gles ge´ne´riques rg (1), . . . , rg (8) qu’il contient, font
intervenir respectivement 1, 2, 1, 2, 2, 3, 1, 1 variable(s) de compartiments. Le mode`le comporte e´galement
une de´claration d’une ope´ration de modification de forme PHOS et une de´claration d’un identificateur
de parame`tre cine´tique k1 initialise´ a` 1.
4.2.3 La proce´dure de couplage re`gles ge´ne´riques et graphe d’e´changes
Nous pre´sentons dans cette section les deux composantes de la proce´dure de couplage entre un en-
semble de re`gles ge´ne´riques et un graphe d’e´changes. La phase d’instanciation consistant en l’application
de substitutions, le paragraphe 4.2.3.1 va s’atteler a` caracte´riser les substitutions permettant d’obtenir
des instances de re`gles ge´ne´riques intrinse`quement (respectant notamment le nombre de variables de com-
partiments) correctes. Nous qualifions ces substitutions de substitutions e´ligibles. La phase de se´lection
va permettre de retenir parmi les substitutions e´ligibles, celles dites valide´es par les voisinages du graphe
d’e´changes dont l’application donne les re`gles interme´diaires.
4.2.3.1 Calcul des substitutions e´ligibles
On conside`re un mode`le ge´ne´riqueMGen = (CompartRG, MolsBase, Modifs, ParamsC, RGs) et
un graphe d’e´changes GE de´fini sur CompartGE. Pour effectuer les instanciations des re`gles ge´ne´riques
de RGs dans le graphe d’e´changes GE, il convient dans un premier temps de re´ajuster le cadre d’instan-
ciation. Ce traitement consiste a` calculer et a` conside´rer comme cadre d’instanciation, le sous-graphe de
GE qui contient uniquement tous les compartiments dont les types se retrouvent dans CompartRG. La
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principale raison d’une telle disposition est d’e´viter que ne soient instancie´es les re`gles comportant AnyW
en remplac¸ant AnyW par des types de compartiment non de´clare´s dans CompartRG. En conside´rant par
exemple le graphe d’e´changes GE2illust (figure 4.3(b)) et la re`gle ge´ne´rique rg (7) du listing 4.3, on aurait
en l’absence de re´ajustement du cadre d’instanciation, une re`gle interme´diaire [M1]@B ⇒ []@B.
A :T1
Env : tEnv
Figure 4.4 – Graphe d’e´changes GE2illust apre`s re´ajustement.
Pour les donne´es d’illustration, le seul ajustement a` faire concerne le graphe GE2illust qui se rame`ne
au sous-graphe de la figure 4.4.
Une fois que le cadre d’instanciation est re´ajuste´, il s’agit de de´terminer pour chaque re`gle rg conside´re´e,
toutes les substitutions dans GE pour les variables de localisation de rg en veillant a` respecter le nombre
de variables de compartiments. C’est-a`-dire que chaque substitution calcule´e doit comporter le meˆme
nombre de noms de compartiments que l’on a de variables de compartiments dans rg. Cela implique deux
choses :
– Les substitutions doivent eˆtre de´finies sur toutes les variables de compartiments, plus exactement
a` chaque variable de compartiments apparaissant dans rg doit eˆtre associe´ un compartiment par la
substitution.
– Deux variables de compartiments de meˆme type doivent eˆtre substitue´es par des compartiments
diffe´rents : en effet, les substituer par le meˆme compartiment changerait la nature de la re´action
mode´lise´e par la re`gle ge´ne´rique. Par exemple, rg 2 est utilise´e pour mate´rialiser le transport de la
mole´cule M2 entre deux compartiments de type T2 ; en substituant les deux variables de comparti-
ments par le meˆme compartiment, on obtient une re`gle interme´diaire (par exemple dans GE3)
ri2 : [M2]@B => [M_1]@B.
qui ne mate´rialise pas un transport de mole´cule.
Ces deux exigences caracte´risent les substitutions e´ligibles que nous de´finissons mathe´matiquement par la
de´finition 4.20 suivante.
De´finition 4.20. (Substitutions e´ligibles).
Soient :
– GE un graphe d’e´changes sur CompartGE un ensemble de types de compartiment ;
– rg une re`gle ge´ne´rique telle que types(rg) ⊆ CompartGE.
Une substitution σ(GE,var(rg)) est dite substitution e´ligible pour rg dans GE si :
1. dom(σ) = var(rg) d’ou` σ est une application ;
2. ∀ v, v′ ∈ var(rg), σ(GE,var(rg))(v) 6= σ(GE,var(rg))(v′), d’ou` σ(GE,var(MDrg)) est injective ;
Les instances de re`gles ge´ne´riques intrinse`quement correctes sont les instances obtenues par application
de substitutions e´ligibles. Le tableau suivant donne ces substitutions pour les donne´es d’illustration.
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rg Substitutions e´ligibles
GE1illust GE2illust ajuste´ GE3illust GE4illust
rg1 {v1\A} {v1\A}
{v1\C}
rg2 {v1\B, v2\D}
{v1\D, v2\B}
rg3 {v1\Env} {v1\Env} {v1\Env} {v1\Env}
rg4 {v1\A, v2\B}
{v1\A, v2\D}
{v1\C, v2\B}
{v1\C, v2\D}
rg5 {v1\A, v2\B}
{v1\A, v2\D}
{v1\C, v2\B}
{v1\C, v2\D}
rg6 {v1\A, v2\C, v3\Env}
{v1\C, v2\A, v3\Env}
rg7 {v1\Env} {v1\Env} {v1\Env} {v1\Env}
{v1\A} {v1\A}
{v1\B}
{v1\C}
{v1\D}
rg8 {v1\A} {v1\A}
{v1\C}
Table 4.2 – Substitutions e´ligibles dans GE1illust a` GE4illust pour les re`gles de MGen1
Pour pratiquement toutes les re`gles ge´ne´riques de MGen1, les variables de compartiments sont sous
la forme abre´ge´e consistant en l’omission du nom de la variable. Aussi, pour le calcul des substitutions,
des noms leur ont e´te´ associe´s (v1 pour la premie`re variable anonyme rencontre´e dans la re`gle, v2 pour la
deuxie`me et ainsi de suite).
Se´lection des substitutions e´ligibles : les substitutions valide´es par les voisinages
Toutes les substitutions e´ligibles obtenues ne respectent pas les voisinages entre compartiments. Par
exemple, les deux substitutions calcule´es pour rg (2) impliquent deux compartiments B et D qui n’ont
aucune relation de voisinage, et dont les mole´cules ne peuvent par conse´quent pas interagir. L’objectif
de cette e´tape est de discriminer les substitutions e´ligibles pour ne retenir que celles qui respectent les
conditions de voisinage impose´es par les re`gles ge´ne´riques auxquelles elles doivent eˆtre applique´es. Ces
conditions de voisinage doivent eˆtre e´value´es sur la base du graphe d’e´changes. Elles sont reparties selon
deux cate´gories :
– Les conditions de voisinage explicites fournies au travers de la composante PreC des re`gles ge´ne´riques
qui comme nous l’avons de´ja` vu exprime des ne´cessite´s de voisinage direct.
– Les conditions de voisinage implicites, de´finies par de´faut dans le syste`me. Ces dernie`res sont au
nombre de deux pour une re`gle ge´ne´rique conside´re´e :
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– La premie`re porte sur les variables de compartiment figurant dans le membre gauche de la re`gle
ge´ne´rique (var(MG)). Elle stipule que deux compartiments ge´ne´riques quelconques de cet en-
semble doivent eˆtre accessibles l’un a` partir de l’autre en utilisant, si ne´cessaire, comme seuls
interme´diaires possibles, les autres compartiments ge´ne´riques du meˆme ensemble. Cette condition
permet de garantir que tous les compartiments implique´s dans le de´clenchement d’une re´action
ont la possibilite´ de s’e´changer des mole´cules inde´pendamment des autres e´le´ments de la structure
topologique.
– La deuxie`me porte sur les voisinages qui doivent exister entre les e´le´ments de var(MG) et ceux
de var(MD). Elle est ve´rifie´e si chaque compartiment ge´ne´rique de var(MD) est soit e´le´ment
de var(MG), soit directement voisin a` au moins un compartiment ge´ne´rique de var(MG). La
raison d’eˆtre de cette condition est de garantir que les e´le´ments de var(MD) qui ne sont pas dans
var(MG) peuvent communiquer avec les e´le´ments de var(MG) pour en recevoir des mole´cules.
La prise en compte de toutes les conditions de voisinage par un me´canisme de se´lection nous donne pour
une re`gle ge´ne´rique rg et un graphe d’e´changes GE, l’ensemble des substitutions dans GE pour var(rg),
valide´es par les voisinages de GE que nous de´finissons mathe´matiquement comme suit :
De´finition 4.21. (Substitutions valide´es par les voisinages d’un graphe d’e´changes).
Soient :
– GE = (V,E, lV ) un graphe d’e´changes sur CompartGE ;
– rg = [PreC] [ParamC] MG ⇒ MD CondV arMol une re`gle ge´ne´rique sur CompartRG ;
– σ(GE,var(rg)),une substitution e´ligible pour rg dans GE.
On dit que σ(GE,var(rg)) est valide´e pour rg par les voisinages de GE si :
1. σ(GE,var(rg)|var(MG)) est connexe ;
2. σ(GE,var(rg)|var(MD)) est voisine a` σ(GE,var(rg)|var(MG)) ;
3. ∀ {v, v′} ∈ PreC, {σ(GE,var(rg))(v), σ(GE,var(rg))(v′)} ∈ E.
La se´lection des substitutions e´ligibles du tableau 4.2 donne comme substitutions valide´es celles du
tableau 4.3 qui ne soient pas hachure´es.
En consultant le tableau 4.3, on constate que pour les re`gles ge´ne´riques qui ne contiennent qu’une
unique variable de compartiment (rg1, rg3 et rg7)), toutes les substitutions e´ligibles sont de fait valide´es
par le graphe d’e´changes. En effet, de par le nombre de compartiments implique´s, aucune condition de
voisinage n’a a` eˆtre ve´rifie´e, ce qui explique qu’on retrouve toutes ces substitutions dans le tableau 4.3.
En ce qui concerne les re`gles ge´ne´riques n’impliquant que deux variables de compartiments, les sub-
stitutions e´ligibles qui ne sont pas valide´es (celles calcule´es pour rg2, et quelques unes de celles calcule´es
pour rg4 et rg5) ne respectent pas les conditions de voisinage par de´faut. En effet, en pre´sence de deux
variables de compartiment, la ve´rification des conditions de voisinage par de´faut suffisent pour que les
substitutions soient valide´es. E´tant donne´ le nombre de compartiments implique´s, la ve´rification de la
condition de connexite´ exige´e sur les compartiments du membre gauche et celle de la deuxie`me condition
par de´faut, impliquent un voisinage direct entre les deux compartiments, qui se re´ve`le eˆtre la seule condi-
tion de voisinage qui aurait pu faire l’objet d’une pre´condition de voisinage. Nous pouvons affirmer que les
pre´conditions de voisinage ne sont pertinentes que pour les re`gles impliquant plus de deux compartiments.
Les substitutions e´ligibles calcule´es pour rg6 ne respectent pas les conditions de voisinage particulie`res
donne´es par la pre´condition de voisinage. En effet, les compartiments A et D appartenant a` GE3illust
ne sont pas voisins. On remarquera que ces deux substitutions respectent les conditions de voisinage
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rg Substitutions e´ligibles et substitutions valide´es
GE1illust GE2illust ajuste´ GE3illust GE4illust
rg1 {v1\A} {v1\A}
{v1\C}
rg2 //////////{v1\B,//////////v2\D}
//////////{v1\D,//////////v2\B}
rg3 {v1\Env} {v1\Env} {v1\Env} {v1\Env}
rg4 {v1\A, v2\B}
//////////{v1\A,///////////v2\D}
//////////{v1\C,//////////v2\B}
{v1\C, v2\D}
rg5 {v1\A, v2\B}
//////////{v1\A,///////////v2\D}
//////////{v1\C,//////////v2\B}
{v1\C, v2\D}
rg6 //////////{v1\A,//////////v2\C,/////////////v3\Env}
//////////{v1\C,//////////v2\A,/////////////v3\Env}
rg7 {v1\Env} {v1\Env} {v1\Env} {v1\Env}
{v1\A} {v1\A}
{v1\B}
{v1\C}
{v1\D}
rg8 {v1\A} {v1\A}
{v1\C}
Table 4.3 – Substitutions valide´es dans GE1illust a` GE4illust pour les re`gles de MGen1.
par de´faut. De manie`re ge´ne´rale, la ve´rification des conditions de voisinage par de´faut pre´ce`de celle des
conditions particulie`res.
Instanciation des re`gles ge´ne´riques : application des substitutions valide´es
L’instanciation des re`gles ge´ne´riques consiste pour une re`gle rg en l’application a` rg des substitutions
valide´es pour rg dans le graphe d’e´changes utilise´ comme cadre d’instanciation. En tant qu’instances
particulie`res de re`gles ge´ne´riques, les re`gles interme´diaires ont globalement la meˆme structure que les
re`gles ge´ne´riques dont elles sont issues. En particulier, on notera que si les membres gauche et droit
conservent la meˆme structure en ne diffe´rant que sur les variables de compartiments qui sont remplace´es
par des noms de compartiments, les structures des parame`tres cine´tiques peuvent changer comple`tement.
C’est notamment le cas lorsque le parame`tre cine´tique de la re`gle ge´ne´rique est de´fini en utilisant Neighb :
l’instanciation s’accompagne d’une e´valuation de la fonction Neighb pour de´terminer le bon parame`tre
cine´tique.
Nous obtenons pour les substitutions valide´es du tableau 4.3 les trois mode`les interme´diaires donne´s par
les fichiers 4.4, 4.5 et 4.6 suivants (l’instanciation dans GE1illust e´tant la meˆme que celle dans GE4illust).
On notera en particulier que les informations de localisation n’apparaissent pas dans le mode`le in-
terme´diaire fichInterm1 qui mode´lise un processus se de´roulant en vase clos. Il est e´galement a` noter que
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l’utilisation de AnyW entraˆıne quelques fois des situations dans lesquelles plusieurs re`gles interme´diaires
expriment la meˆme re´action : par exemple, en conside´rant GE3illust et en appliquant toutes les substi-
tutions valide´es pour rg1 et toutes celles valide´es pour rg3 respectivement a` rg1 et rg3, on obtient deux
fois les re´actions
[M1]@A => []@A.
[M1]@C => []@C.
parce que rg1 est un cas particulier de rg7. Enfin, nous faisons remarquer que l’instanciation donne en
principe :
rg81 : |if (k1*[M1]@Neighb(A) > 1) then 0.5 else 0.7| [M2+M2]@A => [M1-M2]@A .
rg82 : |if (k1*[M1]@Neighb(C) > 1) then 0.5 else 0.7| [M2+M2]@C => [M1-M2]@C .
pour rg8 instancie´e respectivement dans GE2illust, GE3illust et GE3illust. C’est l’e´valuation dans les
graphes GE2illust et GE3illust de Neighb(A) et Neighb(C) qui permettent d’obtenir respectivement les
re`gles rg81 dans fichInterm2 et fichInterm3 et rg81 dans fichInterm2.
Listing 4.4 – Mode`le interme´diaire obtenu avec GE1illust : fichier fichInterm1
1 BEGIN TYPEC AnyW; Env; T1; T2 END TYPEC .
2 BEGIN MOLSB M1; M2; M3 END MOLSB.
3 BEGIN MODIF PHOS END MODIF.
4 BEGIN PARAM k1(0.1) END PARAM.
5
6 BEGIN REGINTERM
7 ri11 : [] =>[M1] .
8 ri11 : [M1] =>[] .
9 END REGINTERM
Listing 4.5 – Mode`le interme´diaire obtenu avec GE2illust : fichier fichInterm2
1 BEGIN TYPEC AnyW; Env; T1; T2 END TYPEC .
2 BEGIN MOLSB M1; M2; M3 END MOLSB.
3 BEGIN MODIF PHOS END MODIF.
4 BEGIN PARAM k1(0.1) END PARAM.
5
6 BEGIN REGINTERM
7 ri11 : [M1]@A => []@A .
8 ri31 : [] @Env =>[M1]@Env .
9 ri71 : [M1]@Env =>[]@Env .
10 ri81 : | if ([M1]@Env > 1) then 0.5 else 0.7| [M2+M2]@A => [M1−M2]@A .
11 END REGINTERM
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Listing 4.6 – Mode`le interme´diaire obtenu avec GE3illust : fichier fichInterm3
1 BEGIN TYPEC AnyW; Env; T1; T2 END TYPEC .
2 BEGIN MOLSB M1; M2; M3 END MOLSB.
3 BEGIN MODIF PHOS END MODIF.
4 BEGIN PARAM k1(0.1) END PARAM.
5
6 BEGIN REGINTERM
7 ri11 : [M1]@A => []@A .
8 ri12 : [M1]@C => []@C .
9
10 ri 31 : [] @Env =>[M1]@Env .
11
12 ri41 : [(M1:PHOS)]@A & [M2]@B => [M3]@B .
13 ri42 : [(M1:PHOS)]@C & [M2]@D => [M3]@D .
14
15 ri51 : [M2]@A => [M1]@B & [M2]@A .
16 ri52 : [M2]@C => [M1]@D & [M2]@C .
17
18 ri71 : [M1]@Env =>[]@Env .
19 ri72 : [M1]@B => []@B .
20 ri73 : [M1]@D => []@D .
21
22 ri81 : | if (k1 ∗ [M1]@Env + [M1]@B > 1) then 0.5 else 0.7| [M2+M2]@A => [M1−M2]@A .
23 ri82 : | if (k1 ∗ [M1]@Env + [M1]@D > 1) then 0.5 else 0.7| [M2+M2]@C => [M1−M2]@C .
24 END REGINTERM
4.3 Traduction des re`gles interme´diaires
Le sche´ma ge´ne´ral de notre approche (cf. figure 2.1) indique que la proce´dure de traduction permet
d’obtenir a` partir d’un ensemble de re`gles interme´diaires et d’un outil cible choisi par l’utilisateur, un
mode`le de processus biologique, e´crit dans le langage de re`gles de l’outil cible choisi. La pre´sente section a
pour objet de pre´senter cette phase de notre approche. Il s’agit pour une re`gle interme´diaire ri conside´re´e,
d’en transcrire chaque partie (e´tats cellulaires, parame`tres cine´tiques ou conditions sur les variables de
mole´cules) et d’agencer ces diffe´rentes transcriptions selon la syntaxe du langage de l’outil cible. Ces
parties e´tant baˆties sur les objets formels de base que sont les termes mole´cules et les localisations, leur
traduction passe par celle de ces objets formels dont certains (mole´cules de base et localisations) en tant
qu’identificateurs ne seront pas traduits et donc seront simplement repris tels quels dans les langages des
outils cibles.
Nous organisons notre description autour des paragraphes suivants :
– le paragraphe 4.3.1 va concerner la traduction d’un mode`le interme´diaire dans le langage de re`gles
de BIOCHAM ; nous pre´senterons dans un premier temps les me´canismes de traduction des termes
mole´cule avant de de´tailler ceux des re`gles interme´diaires a` travers les transcriptions des e´tats cel-
lulaires, des parame`tres cine´tiques et des conditions sur les variables de mole´cules ;
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– dans le paragraphe 4.3.2, nous de´taillerons selon le meˆme sche´ma que pre´ce´demment pour BIO-
CHAM, la transcription d’un mode`le interme´diaire dans le langage de PATHWAY LOGIC ;
– le paragraphe 4.3.3 va donner la traduction en BIOCHAM et PATHWAY LOGIC du mode`le in-
terme´diaire fichInterm3 et consister un en re´capitulatif sous forme de tableau des deux paragraphes
pre´ce´dents.
4.3.1 Traduction vers BIOCHAM
La quasi-totalite´ des e´le´ments du langage de re`gles ge´ne´riques peut eˆtre traduit en BIOCHAM. Dans
cette section, nous allons dans un premier temps pre´senter la traduction des mole´cules (complexes et formes
modifie´es). Ensuite, nous de´taillerons le passage des e´tats cellulaires interme´diaires a` des e´tats cellulaires
exprime´s en langage de re`gles BIOCHAM, avant de de´crire la traduction des parame`tres cine´tiques. Enfin,
nous discuterons de la fide´lite´ des traductions surtout si des compromis ont e´te´ consentis.
4.3.1.1 Traduction des termes mole´cule
Les complexes et les formes modifie´es de mole´cules que l’on rencontre dans le langage de re`gles
ge´ne´riques se traduisent assez naturellement en langage de re`gles BIOCHAM. En langage de re`gles
ge´ne´riques comme en langage de re`gles BIOCHAM, un complexe est une mole´cule issue d’une liaison
entre deux mole´cules. Le complexe
CDC2-CYCLIN
sera rendu de la meˆme manie`re en BIOCHAM :
CDC2-CYCLIN
Il en va autrement pour les ope´rations de modification de forme de mole´cules. En effet, toutes les
informations manipule´es en langage de re`gles ge´ne´riques dans le cadre de ces ope´rations ne peuvent eˆtre
fide`lement rendues en BIOCHAM qui ne conside`re que la phosphorylation comme modification de forme
et qui ne pre´cise que les sites de phosphorylation dans l’expression des formes modifie´es de mole´cules.
Deux cas sont a` distinguer selon que les sites de modification sont pre´cise´s ou non : dans le premier cas,
nous aurons comme sche´ma de traduction :
(Mol : Modif<s1, ... sn>)
(Mol : <s1, ... sn>)
qui donnent en BIOCHAM
Mol˜fs1, ... sng
et dans l’autre cas nous aurons
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(Mol : Modif)
qui donne en BIOCHAM
Mol˜fdefaultg
fournissant l’information qu’aucun site de modification n’a e´te´ pre´cise´. Il s’agit d’une convention que nous
nous donnons pour pouvoir repre´senter ce genre de mole´cules modifie´es.
La transformation d’une variable de mole´cule d’une re`gle interme´diaire en une variable de mole´cule
BIOCHAM, consiste a` remplacer le caracte`re ? par $.
CDC2-?vMol
en langage de re`gles interme´diaires donnera en BIOCHAM
CDC2-$vMol
4.3.1.2 Traduction des re`gles interme´diaires
De´finition 4.22. (Utilisation du mot  interme´diaire ).
Nous qualifions d’ interme´diaire  toute instance d’une partie ge´ne´rique d’une re`gle ge´ne´rique. Ainsi
on a les e´tats interme´diaires qui sont des instances d’e´tats ge´ne´riques, les solutions interme´diaires sont
les instances de solutions interme´diaires et ainsi de suite.
Dans les re`gles interme´diaires, un e´tat cellulaire est un ensemble de k solutions localise´es note´
S1@L1, . . . Sk@Lk , une solution Si, (i ∈ [1, . . . , k]) e´tant un ensemble de ni termes mole´cule :
mi1, . . . mini contenues dans Li.
En BIOCHAM par contre, un e´tat cellulaire est une solution vue comme un ensemble d’objets formels
BIOCHAM (mole´cule ou mole´cule assortie d’une localisation). La traduction d’un e´tat cellulaire de re`gle
interme´diaire en un e´tat cellulaire de re`gle BIOCHAM va donc consister a` transformer les k solutions
interme´diaires en une solution BIOCHAM. Pour cela, chaque terme mole´cule de chaque solution in-
terme´diaire sera transforme´e dans BIOCHAM, en mole´cule ou en sche´ma de mole´cule assortie d’une
localisation. Ainsi on aura
[m11+... +m1n1]@L1, & ...,& [mk1+... +mknk]@Lk
109
CHAPITRE 4. LANGAGE DE RE`GLES GE´NE´RIQUES
qui donne en BIOCHAM
m11::@L1+... + m1n1::L1+... +mk1::@Lk +... + mknk::Lk
De manie`re ge´ne´rale, on a pour un e´tat interme´diaire
ei =
∐
i ∈ [1,k]
(Si@Li)
une solution BIOCHAM
SolutionB =
∐
i ∈ [1,k]
(
∐
j ∈[1,ni]),mij ∈ Si@Li
(mij :: Li))
En ce qui concerne les parame`tres cine´tiques, la seule forme qui soit a` traduire est celle exprimant des
concentrations de mole´cules d’une solution :
|[m1+... +mn]@L|
qui sera transforme´ en
[m1::L]*... *[mn::L]
correspondant a` la loi d’action de masse avec comme parame`tre 1, des mole´cules de la solution. Les autres
formes sont simplement reprises en traitant cependant la particularite´ de Neighb.
La traduction des conditions sur les variables de mole´cules se fait assez facilement en remplac¸ant if
par where.
La re`gle BIOCHAM issue d’une re`gle interme´diaire ri sera obtenue en agenc¸ant les diffe´rentes trans-
criptions des composantes de ri de la manie`re suivante
[ParamC for] MG => MD [where CondVMol].
les e´le´ments entre crochets e´tant optionnels.
Au niveau mode`le, les sections MOLSB et PARAM permettront respectivement de re´cupe´rer e´ventuellement
les sites de phosphorylation des diffe´rentes mole´cules de base et les valeurs initiales des identificateurs de
parame`tres cine´tiques.
4.3.2 Traduction vers PATHWAY LOGIC
La pre´sentation de la traduction des re`gles interme´diaires vers PATHWAY LOGIC suivra a` peu de
choses pre`s le meˆme plan que celle de la traduction vers BIOCHAM, la principale diffe´rence e´tant lie´e au
fait que PATHWAY LOGIC ne prend pas en compte les parame`tres cine´tiques.
110
4.3. TRADUCTION DES RE`GLES INTERME´DIAIRES
4.3.2.1 Traduction des termes mole´cule
Avant toute chose, nous commenc¸ons par pre´ciser que les variables de mole´cules sont reprises telles
quelles dans PATHWAY LOGIC. En effet, elles s’expriment de la meˆme manie`re dans les re`gles in-
terme´diaires et dans les re`gles de PATHWAY LOGIC.
Tous les complexes et toutes les formes modifie´es de mole´cules qu’on rencontre dans un mode`le in-
terme´diaire peuvent eˆtre transcrites dans PL. Les re´sultats de ces transcriptions sont des re´arrangements
syntaxiques des mole´cules de base et variables de mole´cules en utilisant les bons ope´rateurs. La traduction
des complexes se rame`ne a` un remplacement de l’ope´rateur - par  : . Ainsi, le complexe
CDC2-CYCLIN donne en PATHWAY LOGIC (CDC2 : CYCLIN)
En ce qui concerne les modifications de formes, PATHWAY LOGIC n’autorise pas les formes ne pre´cisant
pas la nature de la modification. Aussi, nous aurons pour respectivement
(Mol : Modif<s1, ... sn>)
(Mol : Modif)
les sche´mas de traduction respectifs suivants :
[Mol-Modif(s1) ... Modif (sn)]
[Mol-Modif]
Pour transcrire la forme de modification n’indiquant que les sites de modification, nous introduisons une
ope´ration de modification de forme par de´faut qui est ModDefault et ainsi, nous traduisons
(Mol : <s1, ... sn>)
en PATHWAY LOGIC par :
[Mol-ModDefault (s1) ... ModDefault (sn)]
4.3.2.2 Traduction des re`gles interme´diaires
Dans les re`gles interme´diaires de meˆme qu’en PATHWAY LOGIC, un e´tat cellulaire est de´fini selon la
meˆme compre´hension : un ensemble de k localisations contenant chacune des termes mole´cules. La trans-
cription de l’e´tat exprime´ en langage de re`gles interme´diaires vers l’e´tat PATHWAY LOGIC consiste donc
en de simples re´arrangements syntaxiques des termes mole´cules et des localisations. (Avant de poursuivre,
nous pre´cisons que nous conside´rons la compartimentation de niveau 1, telle que de´finie dans la section
2.2.3). L’e´tat interme´diaire
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[m11+... +m1n1]@L1,&...,&[mk1+ ... +mknk]@Lk
donnera en PL
fL1 | l1 m11 ... m1n1g ... fLk | lk mk1 ... mknkg
De manie`re ge´ne´rale, on a pour un e´tat interme´diaire
ei =
∐
i ∈ [1,k]
(Si@Li)
ou` les Si sont des solutions, un e´tat PL
etatPL =
∐
i ∈ [1,k]
({Li | li Si})
ou` les Si sont des Soup contenant les termes mole´cules qui sont produits, consomme´s ou transporte´s au
cours de la re´action et les li des Soup de´signant l’ensemble des autres mole´cules contenues dans Li.
La traduction des conditions sur les variables de mole´cule donne lieu dans PATHWAY LOGIC a`
des conditions de matching, avec comme e´le´ments de matching les diffe´rentes mole´cules des domaines de
de´finition des variables. Rappelons que les conditions dans PATHWAY LOGIC sont introduites par if .
Nous aurons pour la condition interme´diaire suivante
if (?vMol1 in fM1,M2g and ?vMol2 in fM3, M4g)
la condition PL
if ?vMol1 S1 : Soup := M1 M2  ?vMol1 S1 : Soup := M3 M4 .
En ce qui concerne les identificateurs de re`gles interme´diaires,
ri details donne lieu a` rl[details] et cri details donne lieu a` crl[details]
Tout comme dans BIOCHAM, la re`gle PATHWAY LOGIC issue d’une re`gle interme´diaire ri sera
obtenue en agenc¸ant les diffe´rentes transcriptions des composantes de ri de la manie`re suivante
idrg : MG => MD [CondVMol]
4.3.2.3 Obtention d’un mode`le PL
L’obtention d’un mode`le PL a` partir d’un mode`le interme´diaire passe par la constitution des quatre
fichiers qui contiennent respectivement les modules donnant la de´finition du type alge´brique de donne´es
(theops.maude), les mole´cules de base (components.maude), les re`gles de re´action (rules.maude) et les
e´tats initiaux (qq.maude).
Nous de´finissons un fichier theops.maude ge´ne´ral qui sera utilise´ pour tous les mode`les que nous
construirons a` partir d’un ensemble de re`gles interme´diaires. Le principal module de ce fichier, THEOPS
incorpore re´cursivement la de´finition des modules
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PROTEIN
THING
SOUP
MODIFICATION
LOCATION
CELL
DISH
qui fournissent en particulier toutes les ope´rations non unaires pour de´finir toutes les formes de mole´cules
possibles et leur localisation ainsi que les e´tats initiaux. Le fichier theops.maude est donne´ en annexe B.1.
A coˆte´ de ce fichier, nous avons ceux qui varient en fonction des processus e´tudie´s. Il s’agit :
– du fichier modOtherOps.maude qui comportera s’il y a lieu plusieurs modules :
– dans le module MODIFS on a les ope´rations de modification de forme de´clare´s dans le mode`le
interme´diaire. Chaque e´le´ment idModif de la section MODIFS va donner lieu aux deux ope´rations
suivantes :
op idModif :-> Modification
op idModif : site-> Modification
– dans le module LOCALISATION on a les informations de localisation issues de la section TYPEC
du mode`le interme´diaire. Chaque type de compartiment idTypeC ou chaque partie de type de
compartiment idPartC donnent lieu respectivement a` une ope´ration de la forme
op idTypeC : -> locName.
op idPartC : -> locName.
– enfin le module TYPECELLULE va lister les ope´rations de de´claration des types de cellules utilise´es.
– du fichier modComponents.maude qui sera renseigne´ a` partir de la section MOLSB. Le module
PROTEINOPS donnera lieu pour chaque classe de mole´cules de base idClasseMBase a` une de´claration
de sort comme sous-sort de PROTEIN, ce qui correspond a` l’insertion des lignes :
sort idClasseMBase
subsort idClasseMBase < PROTEIN.
et pour chaque mole´cule de base idMBase idClasseBase (lstsites) a` une ope´ration de la forme
op idMBase :-> idClasseBase
– du fichier modRules.maude contenant le module RULES ou` sont de´clare´es en premier lieu les
diffe´rentes variables qui seront utilise´es. En particulier, on de´clarera pour chaque donne´e de lo-
calisation idLoc, la variable de type Soup qui correspond a` son contenu non de´crit dans les re`gles
de re´action, a` l’aide de l’instruction
var idContRestant_idLoc : Soup .
Ensuite, on aura les re`gles biochimiques traductions, dans PATHWAY LOGIC des re`gles in-
terme´diaires.
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– du fichier modqq qui donne l’e´tat initial a` conside´rer.
Une fois qu’on a tous ces fichiers dont les parties immuables sont donne´es en annexes B, on peut de´finir
comme suit le fichier all.maude qui sera charge´ lors de l’ouverture du mode`le.
1 load theops
2 load modOtherOps
3 load modComponents
4
5 fmod ALLOPS is
6 inc THEOPS .
7 inc MODIFS .
8 inc LOCALISATIONS .
9 inc PROTEINOPS .
10 endfm
11
12 load modRules
13 load model−checker
14 load modqq
4.3.3 Exemple : traduction du mode`le interme´diaire donne´ par fichInterm3
Traducion en BIOCHAM
Listing 4.7 – Traduction en BIOCHAM du mode`le donne´ fichInterm3
1 parameter(k1,0.1).
2
3 r (1) 1 : M1::A => ::A .
4 r (1) 2 : M1::C => ::C .
5
6 r (3) 1 : :: Env => M1::Env .
7
8 r (4) 1 : M1˜\{default\}::A + M2::B => M3::B .
9 r (4) 2 : M1˜\{default\}::C + M2::D => M3::D .
10
11 r (5) 1 : M2::A => M1::B + M2::A .
12 r (5) 2 : M2::C => M1::D + M2::C .
13
14 r (7) 1 : M1::Env => ::Env .
15 r (7) 2 : M1::B => ::B .
16 r (7) 3 : M1::D => ::D .
17
18 r (8) 1 : if (k1 ∗ ([M1::Env] + [M1::B]) > 1) then 0.5 else 0.7 for M2::A + M2::A => M1−M2::
A .
19 r (8) 2 : if (k1 ∗ ([M1::Env] + [M1::D]) > 1) then 0.5 else 0.7 for M2::C + M2::C => M1−M2::
C .
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Traduction en PATHWAY LOGIC
Listing 4.8 – Traduction en PATHWAY LOGIC du mode`le donne´ fichInterm3 : fichier modOtherOps
1 fichier modOtherOps.maude
2
3 fmod MODIFS is inc THEOPS .
4 op PHOS : −> Modification .
5 op PHOS : Site −> Modification .
6 endfm
7
8 fmod LOCALISATIONS is inc THEOPS .
9 ops A B C D Env : −> LocName .
10 endfm
Listing 4.9 – Traduction en PATHWAY LOGIC du mode`le donne´ fichInterm3 : fichier modOtherOps
1 Fichier modComponents.maude
2
3 fmod PROTEINOPS is inc THEOPS .
4 op M1 : −> Protein .
5 ops M2 M3 : −> Protein .
6 endfm
Listing 4.10 – Traduction en PATHWAY LOGIC du mode`le donne´ fichInterm3 : fichier modOtherOps
1 Fichier modRules.maude
2
3 mod ALLBP is inc PROTEINOPS .
4
5 vars a b c d env : Soup .
6
7 rl [1 1 ]: \{A | a M1\} => \{A | a\} .
8 rl [1 2 ]: \{C | c M1\} => \{C | c\} .
9
10 rl [3 1 ]: {Env | env} => {Env | env M1} .
11
12 rl [4 1 ]: \{A | a [M1−PHOS]\} \{B | b M2\} => \{A | a\} \{B | b M3\} .
13 rl [4 2 ]: \{C | c [M1−PHOS]\} \{D | d M2\} => \{C | c\} \{D | d M3\} .
14
15 rl [5 1 ]: \{A | a M2\} \{B | b\} => \{A | a M2\} \{B | b M1\} .
16 rl [5 2 ]: \{C | c M2\} \{D | d\} => \{C | c M2\} \{D | d M1\} .
17
18 rl [7 1 ]: \{Env | env M1\} => \{Env | env\} .
19 rl [7 2 ]: \{B | b M1\} => \{B | b\} .
20 rl [7 3 ]: \{D | d M1\} => \{D | d\} .
21
22 rl [8 1 ]: \{A | a M1 M2\} => \{A | a (M1:M2)\} .
115
CHAPITRE 4. LANGAGE DE RE`GLES GE´NE´RIQUES
23 rl [8 1 ]: \{C | c M1 M2\} => \{C | c (M1:M2)\} .
24
25 endm
4.4 Imple´mentation
Dans cette section, nous de´crivons les principales classes et structures de donne´es de´finies pour la
repre´sentation des mode`les ge´ne´riques et celles utilise´es dans la mise en œuvre des proce´dures d’instan-
ciation d’un mode`le ge´ne´rique dans un graphe d’e´changes et de traduction d’un mode`le interme´diaire en
langage d’outil cible. Nous donnerons e´galement quelques algorithmes, notamment celui du couplage re`gles
ge´ne´riques/graphe d’e´changes et l’algorithme de traduction. Le de´veloppement a e´te´ effectue´ en C/C++
dans l’Environnement de De´veloppement Inte´gre´ (EDI) Codeblocks.
Remarque 4.4. Dans la suite du document, nous utilisons le terme ”fichier mode`le ge´ne´rique” pour
de´signer le fichier texte d’extension  mg  e´crit en langage de re`gle ge´ne´riques.
4.4.1 Le mode`le ge´ne´rique
Nous avons de´fini en C++ une bibliothe`que libModeleGenerique qui contient toutes les fonc-
tions de de´finition (a` partir d’un fichier mode`le ge´ne´rique) et de manipulation d’un mode`le ge´ne´rique
(objet de la classe CModeleGenerique). Cette librairie statique utilise les fonctions d’une autre, la
libAnalyseSyntaxeRG qui a e´te´ de´veloppe´e en C et qui regroupe uniquement les fonctions d’un ana-
lyseur syntaxique pour les fichiers mode`le ge´ne´rique.
L’analyseur syntaxique
Les nœuds de l’arbre de syntaxe abstraite produit par l’analyseur syntaxique sont des instances de la
structure de donne´e noeud ci-dessous
typedef struct noeud
{
typeNoeud natureN;
detailNoeud valNoeud;
}noeud;
noeud contient un champ (natureN) qui donne la nature du nœud, c’est-a`-dire l’information du type
ou de la structure de donne´es de l’e´le´ment que va contenir le champ valNoeud qui est une union de
donne´es. L’union de donne´es detailNoeud est de´fini comme suit :
typedef union detailNoeud
{
typeNoeud natureN;
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n_modGen mGen;
n_typesC lesTypesC;
n_molsB lesMolsB;
n_molB uneMolB;
n_sitesM lesSitesM;
n_modifsF lesModifsF;
n_paramsC lesParamsC;
n_regleG * lesRG;
}detailNoeud;
Le nombre de champs de cette union correspond aux nombre de types de nœuds diffe´rents que contient
l’arbre de syntaxe abstraite. La librairie libAnalyseSyntaxeRG compte environ 1800 lignes de code (non
ge´ne´re´).
modification
PHOS
Null
modifsF
typeCompart
typeCompart
typeCompart
typeCompart
typesC
typesC
typesC
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Figure 4.5 – arbre de syntaxe abstraite
La figure 4.5 repre´sente une partie de l’implantation de l’arbre de syntaxe abstraite produit par l’analyse
du fichier mode`le ge´ne´rique fichrg1. On peut y lire sur les premie`res lignes de chaque forme rectangulaire
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la nature du nœud. On a donc comme racine un nœud MGen qui a comme fils un nœud typesC, un
nœud molsB, un nœud modifsF , un nœud paramsC et un nœud reglesG a` partir desquels on peut
parcourir respectivement les types de compartiments, les mole´cules de base avec e´ventuellement leurs sites
de modification, les modifications de forme de mole´cules et les identificateurs de parame`tres cine´tiques
avec leurs valeurs.
Les cercles gris en pointille´s et les lignes qui y arrivent ne font pas partie de l’arbre. Ils sont mis comme
indications pour renseigner sur la nature de certains nœuds fils des nœuds dont partent les traits : ainsi,
on peut lire qu’un nœud molecule est une union d’un identificateur (qui est renseigne´ si on a affaire a` une
mole´cule de base), deux pointeurs sur desmolecule (cas d’un complexe) et un pointeur sur unmodif (si on
a affaire a` une forme modifie´e de mole´cule). De meˆme un nœud moleculeBase comprend un identificateur
et un fils de nature sitesM qui dont le parcours donne l’ensemble des sites de modification de´clare´s pour
la mole´cule.
La bibliothe`que libModeleGenerique
L’arbre de syntaxe abstraite repre´sente le mode`le ge´ne´rique. Cependant nous avons de´fini une fonction
qui transforme un arbre donne´ en un objet de la classe CModeleGenegrique. Les raisons d’une telle
transformation sont de deux ordres :
– nous voulions be´ne´ficier des avantages de la programmation objet pour l’instanciation ;
– la transformation de l’arbre en plusieurs listes permet d’allouer a` chaque objet l’espace effectivement
ne´cessaire. La structure des nœuds de l’arbre est relativement grosse ;
– l’implantation de cette librairie a de nombreux points communs avec celle de la librairie
libModeleInterm qui sera utilise´e au niveau des proce´dures de traduction.
Nous donnons en annexe D.3, D.4 et D.5 les implantations (fichiers enteˆtes uniquement) de certaines des
classes :
CModeleGenerique, CRegleGenerique CMolecule
4.4.2 Implantation de l’instanciation et de la traduction
Elle a donne´ lieu a` la bibliothe`que statique libModeleInterm qui fait appel aux bibliothe`ques statiques
libModeleGenerique et libGE. Deux algorithmes ont e´te´ de´finis pour l’instanciation des re`gles ge´ne´riques,
la diffe´rence entre les deux se situant au niveau de la ge´ne´ration et du filtrage des substitutions valides :
– Le premier algorithme (algorithme 4.4.2) qui a e´te´ implante´ est robuste mais n’est pas tre`s efficace
(en temps) : en effet, pour deux re`gles ge´ne´riques diffe´rentes qui portent sur les meˆmes types de
compartiment aussi bien dans le membre gauche que dans le membre droit, l’algorithme ge´ne`re deux
fois les meˆmes substitutions et effectue deux fois le meˆme filtrage.
– Le second algorithme (algorithme 4.4.2.1) est une tentative d’ame´lioration du premier en e´vitant si
possible la re´pe´tition de la ge´ne´ration des substitutions valides pour le membre gauche des re`gles.
Premier algorithme de couplage
Les e´tapes de cet algorithme sont les suivantes et elles s’appliquent a` toutes les re`gles ge´ne´riques :
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1. On ve´rifie que la re`gle ge´ne´rique peut potentiellement eˆtre instancie´e : si rg implique plus de variables
de compartiment de type t que n’en compte le graphe d’e´changes, elle ne peut eˆtre instancie´e. On
passe a` la re`gle suivante.
2. On effectue la ge´ne´ration des substitutions pour les variables de compartiment du membre gauche
de rg. Pour chaque substitution, on teste la connexite´. A la sortie de cette e´tape, on a la liste des
substitutions connexes pour les variables du membre gauche (lstSubstMG).
3. On effectue la ge´ne´ration des substitutions pour les variables de compartiment du membre droit de
rg, ce qui donne lieu a` la liste lstSubstMD.
4. Pour chaque e´le´ment substMG de lstSubstMG, on conside`re tour a` tour chaque e´le´ment substMD
de lstSubstMD et on teste que substMD est voisine a` substMG. Si c’est le cas, on ve´rifie les
pre´conditions de voisinage. Si celles-ci ne sont pas ve´rifie´es, on passe au couple (substMG, substMD)
suivant.
5. Si le parame`tre cine´tique contient Neighb(vi) on le rede´finit en cherchant tous les voisins de vi dans
le graphe. Si vi n’a pas de voisin et si le parame`tre cine´tique se re´duisait a` cette expression, rg ne
peut eˆtre instancie´e.
6. On cre´e une re`gle interme´diaire par application de substMG ∪ substMG a` rg.
4.4.2.1 Deuxie`me algorithme de couplage
Subst Voisins
Subst Voisins
lstTypeCMG
substEtVoisins
suivant
Suivants
Figure 4.6 – Structure de la liste lstSubstMG
Cet algorithme est en cours d’implantation. Elle utilise une liste lstSubstMG qui contient des e´le´ments
calcule´s pour l’instanciation d’une re`gle et pouvant eˆtre utiles pour l’instanciation des re`gles ge´ne´riques
non encore traite´es. Nous donnons la structure de ces e´le´ments dans la figure 4.6 . Chaque e´le´ment contient
deux composantes :
– la premie`re (lstTypeCMG) est une liste (ordonne´e) de types de compartiment ;
– la deuxie`me (substEtV oisins) est une liste d’e´le´ments compose´s chacun :
– d’une substitution subst qui est en fait une liste de compartiments pris dans le graphe et ordonne´e
en fonction de lstTypeCMG : l’e´le´ment a` l’indice i de subst est de type l’e´le´ment a` l’indice i de
lstTypeCMG.
– l’ensemble des compartiments voisins directs par le graphe des e´le´ments de subst qui ne sont pas
dans subst : plus clairement, on ne conside`re pas les voisinages entre deux e´le´ments de subst.
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Figure 4.7 – Sche´matisation de la liste pour le graphe
Un exemple de liste (calcule´e pour le fichier de re`gles ge´ne´riques fichrg1 (4.3) sur la base du graphe
d’e´changes GE3illust (4.3(c)) est donne´ par la figure 4.7. Les quatre premiers e´le´ments correspondent aux
e´le´ments calcule´s pour le membre gauche de respectivement rg1, rg2, rg3 et rg3. Les re`gles rg5 et rg8
utiliseront le premier e´le´ment puisque leurs membres gauches portent sur exactement les meˆmes types de
compartiment que celui de rg1. Pour rg7 portant sur AnyW , cette liste n’est pas utilise´e.
Les e´tapes de l’algorithme sont les suivantes pour chaque re`gle ge´ne´rique :
1. On re´cupe`re la liste (ordonne´e selon les types de compartiment) des variables de compartiments
implique´s dans MG (lstTypeCTemp).
2. On ve´rifie que rg peut potentiellement eˆtre instancie´e : si rg implique plus de variables de com-
partiment de type t que n’en compte le graphe d’e´changes, elle ne peut eˆtre instancie´e. On cre´e un
nouvel e´le´ment qui a comme valeur (lstTypeCTemp,NULL) dans lstSubstMG et on passe a` la
re`gle ge´ne´rique suivante.
3. On calcule VMDExclusif l’ensemble des variables de compartiments du membre droit qui ne sont
pas dans le membre gauche (V ar(MD) \ V ar(MG)).
4. On recherche dans lstSubstMG l’e´le´ment dont lstTypeCMG correspond aux types de
lstTypeCTemp. S’il existe, on va a` l’e´tape 6.
5. On cre´e un nouvel e´le´ment dans lstSubstMG ayant comme valeurs :
(a) pour lstTypeCMG la liste des types de compartiments de lstTypeCTemp ;
(b) pour substEtV oisins la liste des objets tels que subst est une substitution connexe pour les
variables de compartiment de MG et V oisins est la diffe´rence ensembliste entre l’union des
ensembles des voisins des e´le´ments de subst et subst.
6. On ge´ne`re la liste lstSubstMD des substitutions de VMDExclusif a` partir des e´le´ments de V oisins.
7. Pour chaque substitution subst de substEtV oisins, pour chaque e´le´ment de lstSubstMD, on teste
que les pre´conditions de voisinage sont ve´rifie´es. Si c’est le cas, on applique subst a` rg et substMD
a` MD.
Le deuxie`me algorithme n’ayant pas e´te´ implante´, il est difficile de se prononcer sur son efficacite´ par
rapport au premier.
Les diffe´rentes classes de la librairie libModeleInterm inte`gre des proce´dures de traduction en BIO-
CHAM ou en PATHWAY LOGIC. La traduction d’un mode`le interme´diaire s’ope`re par la traduction
de ses diffe´rentes parties dans le langage cible. Elles prennent en parame`tre le langage cible et le fichier
re´sultat.
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Avant toute chose, je fais remarquer avec regret qu’en raison d’un certain nombre de facteurs 1, nous
n’avons pas pu de´finir dans le cadre de ces travaux un nouveau mode`le de processus biologique.
Dans ce chapitre, nous pre´sentons et appliquons une de´marche de validation de notre approche, vali-
dation qui vise a` e´tablir que les  bonnes  entre´es produisent les sorties attendues. Nous rappelons que
notre objectif ge´ne´ral est d’offrir au biologiste-mode´lisateur un moyen de de´finir des mode`les de processus
biologiques dans l’outil cible de son choix (BIOCHAM ou PATHWAY LOGIC), avec la garantie que toutes
les re`gles de re´action contenues dans ces mode`les respectent la compartimentation cellulaire du syste`me
e´tudie´. Aussi, la validation de notre approche consistera a` e´tablir que :
1. Conditions de de´roulement de la the`se notamment :  the`se en alternance  entre le Burkina Faso et la France. Le
temps que j’ai passe´ en France (quatre mois chaque anne´e) n’a pas permis de travailler avec une e´quipe de biologistes de ce
pays a` l’identification et a` la compre´hension d’un phe´nome`ne a` mode´liser. D’un autre coˆte´, le proble`me traite´ par le sujet
ne mobilise pas tellement les chercheurs au Burkina Faso : je n’ai pas pu identifier une e´quipe qui travaille a` cette cate´gorie
de proble´matique. Par ailleurs, e´tant sous contrat professionnel a` temps plein, je n’ai pas pu me consacrer entie`rement a` la
the`se.
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– l’abstraction de la compartimentation cellulaire sous forme de graphe d’e´changes rend fide`lement
compte des compartiments et de leurs voisinages ;
– les re`gles interme´diaires issues du processus de couplage sont uniquement les instances de re`gles
ge´ne´riques respectant dans le graphe d’e´changes les conditions de voisinage implicites et explicites ;
– la traduction de ces re`gles interme´diaires vers le langage cible, conserve scrupuleusement la
se´mantique (traduit exactement les meˆmes re´actions) avec e´ventuellement un nombre diffe´rent de
re`gles de re´action.
Nous proposons de valider notre approche sur des mode`les pris dans les deux outils cibles que nous
de´couplerons, l’hypothe`se e´tant que chaque mode`le combine topologie et re`gles biochimiques. Cela nous
permettra d’avoir les e´le´ments en entre´e de notre proce´dure de couplage et selon les re´sultats obtenus,
nous pourrons nous prononcer sur la validite´ de notre approche. Ainsi dans un premier temps, nous
conside´rons deux mode`les BIOCHAM pour l’application de cette de´marche de validation. Ensuite, nous
nous inte´resserons aux mode`les PATHWAY LOGIC. Enfin, une petite discussion ouvrira des perspectives
a` plus ou moins court terme a` ces travaux.
5.1 Validation a` partir de mode`les BIOCHAM
La distribution actuelle de BIOCHAM inte`gre des mode`les de processus biologiques, regroupe´s en
fonction des aspects du langage qui y sont mis en exergue ou en fonction des processus mode´lise´s. Ainsi,
on a les groupes kinetics, cellcycle, locations etc. Nous proposons dans le tableau 5.1 (page 122) une bre`ve
description des deux mode`les enregistre´s dans la rubrique Locations : il s’agit du mode`le de la signalisation
delta notch adapte´ de [?] et du mode`le du re´seau P53/Mdm2 2 adapte´ de [?]. Le tableau donne pour chaque
mode`le le nombre de compartiments, celui de mole´cules (au sens BIOCHAM), de mole´cules de base et de
mole´cules localise´es, et le nombre de re`gles de re´action.
Nombre de : p56Mdm2 signalisation Delta - Notch
compartiments 2 (n et c) 36 (cij, i, j ∈ [1, 6])
mole´cules 7 72
mole´cules de base 3 2
mole´cules localise´es 3 72
re`gles de re´action 20 144
A partir de ces e´le´ments, nous retenons comme mode`le a` utiliser dans le cadre de la pre´sente validation,
le mode`le de la signalisation Delta - Notch 3 dans lequel selon le tableau 5.1, toutes les mole´cules sont
localise´es. En effet, pour eˆtre transcriptible dans notre langage de re`gles, un mode`le doit respecter une
des deux conditions suivantes :
– aucune mole´cule n’est localise´e ;
– toutes les mole´cules sont localise´es.
Le principal inte´reˆt de ce mode`le qui contient des re`gles de re´actions simples est l’importance de la compar-
timentation cellulaire, qui y est de´terminante pour l’application des re`gles. Nous utilisons ce mode`le pour
2. http ://contraintes.inria.fr/BIOCHAM/EXAMPLES/locations/p53Mdm2.bc
3. http ://contraintes.inria.fr/BIOCHAM/EXAMPLES/locations/notch4n36c.bc
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valider l’extraction du graphe d’e´changes, ainsi que l’utilisation de la fonction Neighb dans l’expression
des parame`tres cine´tiques. En raison meˆme de la simplicite´ des re`gles de ce mode`le, nous allons utiliser un
autre mode`le, celui du cycle cellulaire re´duit de Tyson 4 qui contient des re`gles de re´action plus complexes,
pour valider notre approche sur la pre´servation de la se´mantique lors de la traduction. Comme ce mode`le
ne contient que des mole´cules non localise´es, nous n’allons pas l’utiliser pour valider l’extraction du graphe
d’e´changes qui est trivial.
5.1.1 Les processus biologiques mode´lise´s
5.1.1.1 Le cycle cellulaire
Selon [?, ?]
” le cycle cellulaire est l’ensemble des modifications qu’une cellule subit entre sa formation par
division a` partir d’une cellule me`re et le moment ou` cette cellule a fini de se diviser en deux
cellules filles. La dure´e du cycle cellulaire varie d’une espe`ce a` l’autre et d’un type cellulaire a`
l’autre.”
Figure 5.1 – Diffe´rentes phases du cycle cellulaire
Toutes nos autres sources [?, ?, ?] s’accordent sur le fait qu’il s’agit d’un me´canisme central qui re´gule
la division cellulaire, cle´ du de´veloppement d’un organisme. La figure 5 5.1 montre les quatre phases que
compte le cycle cellulaire : la phase G1 qui contient une  sous-phase  G0 pendant laquelle la cellule
reste en repos. Ensuite, on a la phase S qui est celle de synthe`se prote´ique commenc¸ant par la re´plication
de l’ADN. La phase G2 pre´ce`de la phase M qui est celle de division de la cellule.
Deux types de prote´ines pre´sentent une activite´ importante durant ces quatre phases : il s’agit des
cyclines et des kinases cycline-de´pendantes (cdk) dont l’activite´ de´pend de la liaison avec une cycline. En
fonction des phases, les concentrations des diffe´rentes sortes de cyclines et de kinases cycline-de´pendantes
varient et l’atteinte de certains seuils de´clenche le passage a` la phase suivante. Le cycle cellulaire est
caracte´rise´ par des se´ries de complexations cycline-kinases cycline-de´pendantes et de phosphorylations
par des kinases ou des phosphatases.
4. http ://contraintes.inria.fr/BIOCHAM/EXAMPLES/cell cycle Tyson 6Var/tyson91.bc
5. Source : Wikipe´dia
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Le cycle cellulaire constitue un sujet bien documente´ en raison principalement du roˆle cle´ du processus
dans l’organisme, qui a amene´ beaucoup de chercheurs a` s’y inte´resser. Ainsi, les mode`les de´crivant le
cycle cellulaire sont relativement de´taille´s avec (pour les mode`les a` base de re`gles) un grand nombre de
re`gles de re´action. Cependant, le mode`le que nous proposons de traiter dans ce document est celui dit
du cycle cellulaire re´duit de Tyson, transcrit a` partir des travaux de tyson [?] sur la mode´lisation des
interactions cycline cdc2 au cours de la division cellulaire. Ce mode`le comporte dix re`gles de re´action et
deux mole´cules de base : la kinase cycline-de´pendantes Cdc2 et la cycline Cyclin.
5.1.1.2 La signalisation Delta-Notch
La voie de signalisation Delta-Notch [?, ?] (couramment appele´e voie de signalisation Notch) est une
cascade de signalisations juxtacrines que l’on retrouve dans la quasi-totalite´ des organismes vivants : elle
est conserve´e chez tous les me´tazoaires, du ne´matode C.elegans aux verte´bre´s supe´rieurs tels que l’homme.
Elle controˆle la capacite´ de nombreux types de cellules a` se diffe´rencier et implique essentiellement deux
mole´cules : le re´cepteur trans-membranaire Notch dont le ge`ne codant est le ge`ne Notch et un ligand
trans-membranaire Delta ou Serrate ; en l’occurrence dans notre exemple, il s’agit de Delta.
L’activation du re´cepteur Notch est de´clenche´e par une liaison avec le ligand Delta fourni par une
cellule juxtapose´e a` celle dans laquelle se de´roule la signalisation. Cette liaison entraˆıne un premier clivage
de Notch par l’enzyme Kuzbanian, libe´rant la partie extra-cellulaire et activant Notch. Un second clivage
par la γ-se´cre´tase libe`re la partie intracellulaire dans le cytoplasme en conservant un court segment trans-
membranaire. Le fragment intra cytoplasmique migre alors vers le noyau ou` il s’associe a` d’autres prote´ines
(CSL) pour former un complexe re´gulant la transcription de nombreux ge`nes cibles, notamment du ge`ne
Notch. Notons que la voie de signalisation Notch est un processus biologique tre`s important. Des e´tudes [?,
?] ont montre´ que de nombreuses pathologies parfois le´tales sont associe´es a` une mutation au niveau du
ge`ne Notch, ce qui donne lieu a` d’autres travaux [?] qui explorent des strate´gies bio-pharmacologiques
pour modifier in vivo la signalisation Notch.
Les autres prote´ines intervenant dans cette voie de signalisation notamment au niveau des clivages et
de la transcription ne sont pas mentionne´es dans le mode`le que nous proposons de traiter dans le pre´sent
document. Il s’agit d’un mode`le comportant deux mole´cules de base et soixante douze re`gles de re´action.
5.1.2 Compartimentation cellulaire et graphe d’e´changes
5.1.2.1 Le cycle cellulaire
Comme nous l’avons de´ja` dit, dans le cycle cellulaire re´duit de Tyson, aucune information de locali-
sation n’est donne´e. Dans ce cas, nous conside´rons le processus comme se de´roulant en vase clos, dans
l’environnement.
Env :tEnv
Figure 5.2 – Graphe d’e´changes pour l’exemple du cycle cellulaire : GEcellCycle
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Le graphe d’e´changes est ainsi re´duit au seul compartiment repre´sentant l’environnement Env de
type tEnv. Nous le construisons donc directement, sans construire pre´alablement la compartimentation
cellulaire dont il est issu, comme le montre la figure 5.2.
5.1.2.2 La signalisation Delta-Notch
(a) Vue semi-e´clate´e simple (b) Vue semi-e´clate´e avec coloration selon les volumes
Figure 5.3 – Compartiment cellulaire pour l’exemple de la signalisataion Delta-Notch
La signalisation Delta-Notch concerne un processus se de´roulant dans une population de trente-six
cellules dispose´es en matrice 6 X 6. Chaque cellule est de´signe´e a` l’aide de ses coordonne´es en ligne et en
colonne dans la matrice. Nous avons construit le mode`le bio-ge´ome´trique correspondant, comme le montre
la figure 5.3.
La figure 5.4 repre´sente le graphe d’e´changes extrait du mode`le bio-ge´ome´trique pre´ce´dent. Pour alle´ger
la figure, seuls les noms des compartiments sont indique´s. En particulier, le type commun a` tous les
compartiments n’est pas affiche´. Ce graphe d’e´changes est bien conforme aux informations de voisinage
entre les cellules donne´es par [?] ainsi qu’aux areˆtes donne´es dans le fichier (annexe E) d’extraction du
graphe d’e´changes a` partir du mode`le bio-ge´ome´trique.
5.1.3 Re`gles ge´ne´riques
5.1.3.1 Le mode`le du cycle cellulaire
Le code complet des re`gles BIOCHAM est donne´ en annexe C (listing C.1). Les dix re`gles du mode`le
mate´rialisent des re´actions de synthe`se, de de´gradation, de transformation et de complexations des deux
mole´cules de base :
– rg1 est une re`gle de synthe`se de la cycline (cyclin) dans l’environnement
– rg2 et rg8 sont des re`gles de de´gradation respectivement de Cyclin et de la forme phosphoryle´e sur
le site p1 de la meˆme mole´cule
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c11 c12 c13 c14 c15 c16
c21 c22 c23 c24 c25 c26
c31 c32 c33 c34 c36
c41 c42 c43 c44 c45 c46
c51 c52 c53 c54 c55 c56
c35
Env
c61
c63c62 c66c64 c64
Figure 5.4 – Graphe d’e´changes cohe´rent pour l’exemple du notch4n36c
((Cyclin : PHOS<p1>)).
– rg3 mate´rialise une complexation de la cycline et de la forme phosphoryle´e en p1 de la kinase
cycline-de´pendante (cdc2). Le complexe re´sultant est ensuite phosphoryle´ en p2.
– rg4 et rg5 traduisent des re´actions de de´phosphorylation en p2 du complexe cyclin cdc2 doublement
phosphoryle´ (en p1 et p2). Dans rg5, cette re´action est catalyse´e par la pre´sence initiale du complexe
re´sultat.
– rg6 est la re´action inverse de rg4. Elle consiste en une phosphorylation en p2 du complexe cyclin
cdc2 phosphoryle´ en p1.
– rg7 traduit une de´complexation de cdc2 et de la forme phosphoryle´e en p1 de cyclin.
– rg9 est une re´action de phosphorylation de cdc2 en p1.
– rg10 est une re´action de de´phosphorylation de cdc2 en p1.
Comme dans cet exemple, il n’y a pas de compartiment, les re`gles ge´ne´riques qu’on obtient en
conside´rant Env (de type tEnv) comme seul compartiment sont proches des re`gles BIOCHAM initiales.
Le mode`le ge´ne´rique (listing 5.1) compte dix re`gles ge´ne´riques.
Listing 5.1 – Mode`le ge´ne´rique du cycle cellulaire
1 BEGIN TYPEC tEnv END TYPEC
2 BEGIN MOLSB MOLCLASS Protein {Cyclin(p1,p2); Cdc2(p1,p2)} END MOLSB
3 BEGIN MODIF PHOS END MODIF
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4 BEGIN PARAM k1:0.015; k2:0; k3:200; k4p:0.018;
5 k4:180; k5:0; k6:1; k7 :0.6; k8:100; k9:100 END PARAM
6
7 BEGIN REGEN
8 rg 1 : |k1| [] @Env=>[Cyclin]@Env.
9
10 rg 2: |(k2 ∗ [Cyclin]@Env)| [Cyclin]@Env=>[]@Env.
11
12 rg 3: |(k3 ∗ [Cyclin + (Cdc2:PHOS<p1>)]@Env)|
13 [Cyclin+(Cdc2:PHOS<p1>)]@Env=>[(Cdc2−Cyclin:PHOS<p1,p2>)]@Env.
14
15 rg 4: |(k4p ∗ [(Cdc2−Cyclin:PHOS<p1,p2>)]@Env)|
16 [(Cdc2−Cyclin:PHOS<p1,p2>)]@Env=>[(Cdc2−Cyclin:PHOS<p1>)]@Env.
17
18 rg 5: |(k4∗[(Cdc2−Cyclin:PHOS<p1>)+(Cdc2−Cyclin:PHOS<p1>)+(Cdc2−Cyclin:PHOS<p1,p2
>)]@Env)|
19 [(Cdc2−Cyclin:PHOS<p1,p2>) + (Cdc2−Cyclin:PHOS<p1>)]@Env
20 => [(Cdc2−Cyclin:PHOS<p1>) + (Cdc2−Cyclin:PHOS<p1>)]@Env.
21
22 rg 6: |(k5 ∗ [(Cdc2−Cyclin:PHOS<p1>)]@Env)|
23 [(Cdc2−Cyclin:PHOS<p1>)]@Env=>[(Cdc2−Cyclin:PHOS<p1,p2>)]@Env.
24
25 rg 7: |(k6∗[(Cdc2−Cyclin:PHOS<p1>)]@Env)|
26 [(Cdc2−Cyclin:PHOS<p1>)]@Env=>[(Cyclin:PHOS<p1>) + Cdc2]@Env.
27
28 rg 8: |(k7∗[(Cyclin:PHOS<p1>)]@Env)|
29 [(Cyclin:PHOS<p1>)]@Env=>[]@Env.
30
31 rg 9: |(k8∗[Cdc2]@Env)|
32 [Cdc2]@Env => [(Cdc2:PHOS<p1>)]@Env.
33
34 rg 10: |(k9∗[(Cdc2:PHOS<p1>)]@Env)|
35 [(Cdc2:PHOS<p1>)]@Env=>[Cdc2]@Env.
36 END REGEN
Le seul type de compartiment tEnv se retrouve dans la section TY PE C du mode`le tandis que les
deux mole´cules de base sont enregistre´es dans la section MOLSB, chacune assortie de deux sites de
modification qui se trouvent eˆtre les meˆmes. Les dix (10) identificateurs de parame`tres cine´tiques
k1, k2, k3, k4, k4p, k5, k6, k7, k8, k9
avec leurs valeurs initiales font l’objet de la section PARAM . Dans la section MODIFS, est mentionne´e
comme seule ope´ration de modification de forme de mole´cules PHOS mis pour phosphorylation. Cette
information qui n’est pas explicite´e dans le mode`le initial est implicite, car BIOCHAM ne conside`re qu’une
seule modification de forme de mole´cules, en l’occurrence la phosphorylation.
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5.1.3.2 Mode`le de la signalisation Delta-Notch inspire´ de [?]
Les re`gles BIOCHAM initiales du mode`le de la signalisation delta-notch sont donne´es en annexe C,
listing C.2
L’observation de ces soixante-douze (72) re`gles cibles, toutes re´versibles, montre que tous les compar-
timents sont concerne´s par les meˆmes re`gles qui sont au nombre de quatre et qui traduisent des re´actions
de synthe`se et des re´actions de de´gradation des deux mole´cules D et N du mode`le :
– la synthe`se de N dans la cellule (rg1) qui est une re`gle conditionnelle ;
– la de´gradation de N dans le cellule (rg2) ;
– la synthe`se de D dans la cellule (rg3) qui est e´galement une re`gle conditionnelle ;
– la de´gradation de D dans le cellule (rg4) ;
Ce sont ces quatre re´actions qui sont traduites a` travers les re`gles du mode`le ge´ne´rique dont le listing
complet est donne´ (listing 5.2).
Listing 5.2 – Mode`le ge´ne´rique de la signalisation Delta-Notch
1 BEGIN TYPEC Cell END TYPEC
2 BEGIN MOLSB MOLCLASS Protein {D; N} END MOLSB
3 BEGIN PARAM ka : 1.0; kd : 1.0 END PARAM
4 BEGIN REGEN
5 rg 1 : | if (([D]@Neighb(Cell) < 0.2)) then 0.0 else ka| [] @Cell => [N]@Cell.
6 rg 2 : |MA(kd)| [N]@Cell => []@Cell.
7 rg 2 : | if (([N]@Cell < 0.5)) then 0.0 else ka| [] @Cell => [D]@Cell.
8 rg 4 : |MA(kd)| [D]@Cell => []@Cell.
9 END REGEN
Le parame`tre cine´tique de rg1 montre
if([D]@Neighb(Cell) < 0.2) then 0 else ka
que ce sont les concentrations des mole´cules dans les cellules voisines (utilisation de Neighb) qui
de´terminent la survenue de la re´action. On note ici l’inte´reˆt de cette fonction qui dans ce cas pre´cis
nous permet d’avoir un mode`le concis. En effet, en l’absence de Neighb, nous aurions eu a` de´finir les
re`gles ge´ne´riques en fonction du nombre de voisins des cellules. Ainsi, on aurait eu une re`gle pour les
cellules a` deux, trois, et quatre voisins.
5.1.4 Application de l’approche de couplage/traduction
Bien que les exemples de de´part soient en BIOCHAM, nous allons traduire nos re`gles ge´ne´riques a`
la fois en BIOCHAM et en PATHWAY LOGIC, afin de montrer la ge´ne´ralite´ de notre langage de re`gles
ge´ne´riques.
5.1.4.1 Cycle cellulaire
L’application de notre approche sur l’exemple du cycle cellulaire en BIOCHAM nous donne un mode`le
identique d’un point de vue se´mantique au mode`le initial (listing 5.3).
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Listing 5.3 – Mode`le re´duit du cycle cellulaire de Tyson traduit vers BIOCHAM
1 parameter(k1,0.015).
2 parameter(k2,0).
3 parameter(k3,200).
4 parameter(k4p,0.018).
5 parameter(k4,180).
6 parameter(k5,0).
7 parameter(k6,1).
8 parameter(k7,0.6).
9 parameter(k8,100).
10 parameter(k9,100).
11
12 r 1 : k1 for =>Cyclin.
13 r 2 : k2∗[Cyclin] for Cyclin=> .
14 r 3 : k3∗[Cyclin]∗[Cdc2˜{p1}] for Cyclin+Cdc2˜{p1} => Cdc2−Cyclin˜{p1,p2}.
15 r 4 : k4p∗[Cdc2−Cyclin˜{p1,p2}] for Cdc2−Cyclin˜{p1,p2} => Cdc2−Cyclin˜{p1}.
16 r 5 : k4∗[Cdc2−Cyclin˜{p1}]∗[Cdc2−Cyclin˜{p1}]∗[Cdc2−Cyclin˜{p1,p2}] for Cdc2−Cyclin˜{p1,
p2}+Cdc2−Cyclin˜{p1} => Cdc2−Cyclin˜{p1}+Cdc2−Cyclin˜{p1}.
17 r 6 : k5∗[Cdc2−Cyclin˜{p1}] for Cdc2−Cyclin˜{p1} => Cdc2−Cyclin˜{p1,p2}.
18 r 7 : k6∗[Cdc2−Cyclin˜{p1}] for Cdc2−Cyclin˜{p1} => Cyclin˜{p1}+Cdc2.
19 r 8 : k7∗[Cyclin˜{p1}] for Cyclin˜{p1} => .
20 r 9 : k8∗[Cdc2] for Cdc2 => Cdc2˜{p1}.
21 r10 : k9∗[Cdc2˜{p1}] for Cdc2˜{p1} => Cdc2.
22
23 present(Cdc2,1).
On peut constater que chaque re`gle ge´ne´rique a donne´ lieu a` une unique re`gle interme´diaire qui a e´te´
traduite dans le langage cible. Les seules diffe´rences notables sont au niveau de la re`gle issue de rg5. Dans
le mode`le initial, le parame`tre cine´tique de la re`gle dont est de´duite rg 5 est :
k4*([Cdc2-Cyclin˜fp1g])ˆ2*[Cdc2-Cyclin˜fp1,p2g]
tandis que dans le mode`le re´sultat il est :
k4*[Cdc2-Cyclin˜fp1g]*[Cdc2-Cyclin˜fp1g]*[Cdc2-Cyclin˜fp1,p2g]
Toujours par rapport a` la meˆme re`gle, nous pouvons constater que la forme abre´ge´e des re´actions catalyse´es
de BIOCHAM est inte´ressante et qu’elle aurait pu s’inte´grer avantageusement a` notre langage de re`gles.
En effet, la lecture de la re`gle initiale
k4*([Cdc2-Cyclin˜fp1g])ˆ2*[Cdc2-Cyclin˜fp1, p2g] for
Cdc2-Cyclin˜fp1,p2g=[Cdc2-Cyclin˜fp1g]=>Cdc2-Cyclin˜fp1g.
est beaucoup plus facile a` lire que celle de la re`gle obtenue par traduction
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k4*[Cdc2-Cyclin˜fp1g]*[Cdc2-Cyclin˜fp1g]*[Cdc2-Cyclin˜fp1,p2g] for
Cdc2-Cyclin˜fp1,p2g+ Cdc2-Cyclin˜fp1g => Cdc2-Cyclin˜fp1g+Cdc2-Cyclin˜fp1g.
Par ailleurs, on remarque qu’il n’est pas fait mention du compartiment Env qui e´tait pre´sent dans le
mode`le ge´ne´rique. Cela est voulu, car l’environnement ne fait pas partie de la compartimentation cellulaire
et n’est pas de´clare´ explicitement par le biologiste mode´lisateur.
Remarque 5.1. De fac¸on ge´ne´rale, lorsque nous avons une compartimentation se re´sumant a` l’environ-
nement, nous ne le faisons pas apparaˆıtre dans les traductions. De meˆme, lorsque la compartimentation
comporte un seul compartiment de chaque type et que les localisations sont pre´cise´es dans les re`gles
ge´ne´riques, nous ne pre´fixons pas dans les re`gles traduites, ces localisations par les noms des comparti-
ments.
La section des mole´cules de base (MOLBS) n’est pas traduite. Ceci est normal parce que BIOCHAM
conside`re toutes les mole´cules (de base, complexes ou modifie´es) de la meˆme manie`re : comme des objets
formels. Cette flexibilite´ au niveau de BIOCHAM peut conduire a` des situations inattendues : en se
trompant sur une mole´cule dans une re`gle, le syste`me conside`re le nom errone´ comme une nouvelle
mole´cule. Le passage par les re`gles ge´ne´riques et le couplage permet d’e´viter cela : en effet, seules les
mole´cules de´clare´es peuvent apparaˆıtre dans les re`gles de re´action. De meˆme, la section des modifications
de forme de prote´ines (MODIFS) n’est pas non plus traduite pour la raison e´vidente que BIOCHAM
comme nous l’avons de´ja` e´crit n’explicite pas les ope´rations de modification de forme.
On retrouve la transcription de la section des identificateurs de parame`tres cine´tiques (lignes 1 a` 10).
Les informations d’initialisation qui sont directement issues du graphe d’e´changes sont donne´es (ligne 23).
On notera ici que contrairement au mode`le initial qui pre´cise les valeurs initiales pour chaque mole´cule,
notre traduction se limite a` donner les concentrations des mole´cules effectivement pre´sentes (dans ce
mode`le, il s’agit de CdC2).
Notons que l’ordre des sections importe peu : ainsi dans le mode`le initial, l’e´tat initial est place´ avant
l’ensemble des re`gles. On rencontre e´galement des mode`les (par exemple mode`le de la signalisation delta
notch) ou` c’est l’inverse. Pour terminer nous signalons l’absence (justifie´e) de la macro, aspect que nous
n’avons pas pris en compte dans notre langage de re`gles.
La traduction en PATHWAY LOGIC du mode`le interme´diaire du cycle cellulaire a donne´ lieu a` quatre
fichiers (modOtherOps.maude, modComponents.maude, modRules.maude et qq.maude) pre´sente´s dans
les listings 5.4 a` 5.7.
Listing 5.4 – Mode`le re´duit du cycle cellulaire de Tyson : fichier modOtherOps.maude
1 fmod OTHEROPS is inc THEOPS .
2 op p1 : −> Site .
3 op p2 : −> Site .
4 op PHOS : −> Modification .
5 op PHOS : Site −> Modification .
6 endfm
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Listing 5.5 – Mode`le re´duit du cycle cellulaire de Tyson : fichier modComponents.maude
1 fmod PROTEINOPS is inc THEOPS .
2 op Cdc2 : −> Protein .
3 op Cyclin : −> Protein .
4 endfm
Listing 5.6 – Mode`le re´duit du cycle cellulaire de Tyson : fichier modRules.maude
1 mod MODRULES is inc ALLOPS .
2 rl [1] : empty => Cyclin .
3 rl [2] : Cyclin => empty .
4 rl [3] : Cyclin [Cdc2−PHOS (p1)] => [[(Cdc2 : Cyclin) − PHOS (p1)] − PHOS (p2)] .
5 rl [4] : [[( Cdc2 : Cyclin) − PHOS (p1)] − PHOS (p2)] => [(Cdc2 : Cyclin) − PHOS (p1)] .
6 rl [5] : [[( Cdc2 : Cyclin) − PHOS (p1)] − PHOS (p2)] [(Cdc2 : Cyclin) − PHOS (p1)] => [(Cdc2
: Cyclin) − PHOS (p1)] [(Cdc2 : Cyclin) − PHOS (p1)] .
7 rl [6] : [(Cdc2 : Cyclin) − PHOS (p1)] => [[(Cdc2 : Cyclin) − PHOS (p1)] − PHOS (p2)] .
8 rl [7] : [(Cdc2 : Cyclin) − PHOS (p1)] => [Cyclin − PHOS(p1)] Cdc2 .
9 rl [8] : [Cyclin − PHOS(p1)] => empty .
10 rl [9] : Cdc2 => [Cdc2 − PHOS(p1)] .
11 rl [10] : [Cdc2 − PHOS(p1)] => Cdc2
12 endm
Listing 5.7 – Mode`le re´duit du cycle cellulaire de Tyson : fichier modQQ.maude
1 mod QQ is
2 inc ALLBP .
3 inc MODEL−CHECKER .
4 subsort Dish < State .
5
6 op etatinit : −> Dish .
7 eq etatinit = PD(Cdc2) .
Le fichier modOtherOps (listing 5.4) liste p1 et p2 comme sites de modification et de´clare PHOS et
PHOS associe´ a` un site comme des modifications de forme de mole´cules. Ces deux informations sont issues
d’une part de la section MOLSB et de la section MODIF du mode`le ge´ne´rique. Les deux mole´cules sont
de´clare´es dans le fichier modComponents.maude.
Conside´rant le fichier modRules.maude, on constate que les parame`tres cine´tiques n’apparaissent pas
dans les re`gles. Par exemple rg3 est traduite par
rl[3] : Cyclin [Cdc2-PHOS (p1)] => [[(Cdc2 : Cyclin) - PHOS (p1)] - PHOS (p2)]
ignorant ainsi la vitesse de la transformation
|k3 * [cyclin + (Cdc2:PHOS<p1>)]|
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Ceci est normal du moment que PATHWAY LOGIC ne prend pas en compte les parame`tres cine´tiques et
de manie`re ge´ne´rale les aspects quantitatifs des mode`les.
Nous attirons e´galement l’attention sur la traduction des re`gles de synthe`se et de de´gradation telles
que
rl[1] :empty => Cyclin
rl[9] : Cdc2 => empty
dans lesquelles la solution vide est donne´e par empty. Il s’agit d’une convention que nous nous sommes
fixe´e pour repre´senter cette cate´gorie de re`gles parce que la notion de solution vide n’est pas inte´gre´e
par PATHWAY LOGIC qui utilise plutoˆt des variables pour repre´senter le contenu non spe´cifie´ d’un
compartiment. Mais e´tant dans un contexte de non localisation de nos re`gles, nous ne pouvons utiliser a`
ce niveau cette repre´sentation.
5.1.4.2 Signalisation Delta-Notch
L’application de notre approche de couplage puis de traduction sur l’exemple de signalisation Delta-
Notch nous donne un mode`le BIOCHAM identique d’un point de vue se´mantique au mode`le initial
(Compte tenue de la longueur de ce fichier, nous en avons extrait quelques re`gles que nous pre´sentons
listing 5.8.)
Listing 5.8 – extrait de la traduction vers BIOCHAM du mode`le de la signalisation Delta-Notch
1 parameter(ka,1).
2 parameter(kd,1).
3
4 if [D::c12]+[D::c21] < 0.2 then 0 else ka for :: c11 => N::c11.
5 if [D::c13]+[D::c15]+[D::c24] < 0.2 then 0 else ka for :: c14 => N::c14.
6 if [D::c53]+[D::c55]+[D::c44]+[D::c64] < 0.2 then 0 else ka for :: c54 => N::c54.
7 MA(kd) for N::c11 => ::c11.
8 MA(kd) for N::c14 => ::c14.
9 MA(kd) for N::c54 => ::c54.
10 if [N::c41] > 0.5 then 0 else ka for :: c41 <=> D::c41.
11 MA(kd) for D::c35 => ::c35.
On peut constater a` partir de cet extrait que les re`gles de re´action qui e´taient toutes re´versibles dans
le mode`le initial ont e´te´ traduites chacune en deux re`gles de re´action. Par exemple, la premie`re re`gle (ligne
4)
(if [(D::c12] + [D::c21]<0,2 then 0 else ka, MA(kd)) for <=> N::c11.
donne dans le mode`le traduit les deux re`gles suivantes :
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if [D::c12] + [D::c21]<0,2 then 0 else ka for ::c11 => N::c11.
MA(kd) for N::c11 => ::c11.
Cela est duˆ au fait que notre langage de re`gles n’autorise pas les re´actions re´versibles pour la principale
raison que les conditions de voisinage entre compartiments que nous exigeons pour l’instanciation de nos
re`gles ne sont pas force´ment ve´rifie´es dans les deux sens. Par exemple, conside´rons la re`gle ge´ne´rique
suivante :
[M1-M2]@A => [M1]@B ˜&˜ [M2]@C .
Elle exige dans le sens gauche droite, un voisinage direct entre le compartiment de type A et celui de
type B et un autre entre le compartiment de type A et celui de type C (nous assimilerons le compartiment
a` son type dans la suite de cet exemple). Si cette re`gle e´tait re´versible, elle exigerait dans le sens droite
gauche un voisinage direct entre B et C et un autre entre A et B ou entre A et C. On voit par la` que
les meˆmes substitutions qui seraient ge´ne´re´es dans un graphe d’e´changes pour un sens ne marchent pas
force´ment pour l’autre sens. Ceci e´tant, nous n’inte´grons naturellement pas les parame`tres cine´tiques qui
valent pour les deux sens d’une re`gle re´versible (comme ceux qu’on rencontre dans ce mode`le). En effet,
en conside´rant toujours la meˆme re`gle (ligne 4 du listing),
if [D::c12] + [D::c21]<0,2 then 0 else ka et MA(kd)
sont respectivement utilise´s dans le sens de la synthe`se et dans celui de la de´gradation.
On notera par ailleurs que la solution vide dans BIOCHAM n’est pas localise´e tandis qu’elle l’est dans
notre langage.
Cet exemple a permis de ve´rifier la prise en compte des relations de voisinage engageant des
compartiments dont le contenu n’est pas affecte´ par la re´action. En effet, on peut voir dans l’exemple
de la premie`re re`gle que c12 et c21 apparaissent dans la re`gle sans que leur contenu soit affecte´. Seul le
contenu de c11 change.
Lors de la traduction en PATHWAY LOGIC, comme pour le mode`le du cycle cellulaire, la signalisation
Delta-Notch produit les quatre fichiers habituels (modOtherOps, modComponents, modRules et modQQ).
Nous donnons ci-apre`s (listing 5.9 a` 5.11) les extraits (limite´s aux re`gles pre´sente´es dans la traduction
vers BIOCHAM) des trois premiers fichiers cite´s.
Listing 5.9 – Mode`le de la signalisation delta-notch : fichier modOtherOps.maude
1 fmod OTHEROPS is inc THEOPS .
2 op c11 : −> LocName .
3 op c12 : −> LocName .
4 op c13 : −> LocName .
5 op c14 : −> LocName .
6 op c15 : −> LocName .
7 op c21 : −> LocName .
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8 op c24 : −> LocName .
9 op c44 : −> LocName .
10 op c53 : −> LocName .
11 op c54 : −> LocName .
12 op c55 : −> LocName .
13 op c64 : −> LocName .
14 endfm
Listing 5.10 – Mode`le de la singalisation delta-notch : fichier modComponents.maude
1 fmod PROTEINOPS is inc THEOPS .
2 op D : −> Protein .
3 op N : −> Protein .
4 endfm
Listing 5.11 – Mode`le de la singalisation delta-notch : fichier modRules.maude
1 mod MODRULES is inc ALLOPS .
2 vars cc11 cc14 cc13 cc14 cc15 cc21: −> Soup .
3 vars cc24 cc44 cc53 cc54 cc55 cc64: −> Soup .
4 rl : [c11 | cc11] => [c11 | cc11 N] .
5 rl : [c14 | cc14] => [c14 | cc14 N] .
6 rl : [c54 | cc54] => [c54 | cc54 N] .
7 rl : [c11 | cc11 N] => [c11 | cc11] .
8 rl : [c14 | cc14 N] => [c14 | cc14] .
9 rl : [c54 | cc54 N] => [c54 | cc54] .
10 rl : [c41 | cc41] => [c41 | cc41 D] .
11 rl : [c35 | cc35 D] => [c35 | cc35] .
12 endm
Tous les compartiments sont de´clare´s comme des localisations au niveau du fichier modOtherOps,
tandis que les mole´cules sont de´clare´es dans le fichier modComponents.maude.
Conside´rant le fichier des re`gles modRules.maude, on s’aperc¸oit imme´diatement de l’absence des pa-
rame`tres cine´tiques. Par exemple la dernie`re re`gle
(if [N::c35] > 0.5 then 0 else ka, MA(kd)) for <=> D::c35.
donne lieu aux deux re`gles suivantes :
rl : [c35 | cc35] => [c35 | cc35 N] .
rl : [c35 | cc35 N] => [c35 | cc35] .
On notera e´galement dans le fichier modRules.maude la de´claration des variables de Soup (cc11, cc12 etc)
qui repre´sentent les contenus non de´taille´s des compartiments et qui sont utilise´es au niveau des re`gles de
re´action.
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5.1.5 Bilan
Le tableau 5.1 propose un re´capitulatif de certaines observations faites lors de l’application de notre
de´marche de validation sur ces deux mode`les.
Indicateurs Cycle cellulaire Signalisation Notch
Inte´reˆt du choix du mode`le Il s’agit de l’exemple
 pe´dagogique  de BIO-
CHAM. Il nous a permis de
traduire des re`gles a` com-
plexite´ moyenne, et de valider
notre approche centre´e sur
les compartiments et leurs
types, sur un mode`le de
processus se de´roulant en
vase clos sans pre´cision d’une
localisation.
La topologie dans ce mode`le
est importante. De plus
l’information principale
des re`gles est porte´e par
les parame`tres cine´tiques.
Nous avons ainsi pu ve´rifier
que leur prise en compte
est  soigne´e  dans notre
approche.
Nombre de re`gles du mode`le cible initial 10 72
Nombre de re`gles du mode`le ge´ne´rique de´duit 10 4
Nombre de re`gles du mode`le cible apre`s appli-
cation de notre approche
10 144
Nombre de types de compartiment 0 1
Nombre de sommets de graphe d’e´changes 1 37
Nombre d’areˆtes du graphe d’e´changes 0 98
Nombre de re`gles instancie´es 10 4
Fide´lite´ (Conservation de la se´mantique sans
ajout de nouvelles re´actions) de la traduction
Oui Oui sur les aspects pris en
compte par PATHWAY LO-
GIC
Table 5.1 – Indicateurs sur les traductions du cycle cellulaire et de la signalisation de Notch
Notre de´marche de validation a consiste´ dans cette premie`re e´tape a` de´coupler un mode`le BIOCHAM
existant, et a` le reconstruire selon l’approche de couplage traduction que nous pre´conisons dans ce docu-
ment. En l’appliquant avec succe`s sur le mode`le du cycle cellulaire de BIOCHAM dans lequel les mole´cules
ne sont pas localise´es, nous montrons que l’approche qui s’inte´resse en particulier aux comportements des
types de compartiments, est relativement flexible.
L’application de la de´marche de validation au mode`le de la signalisation delta-notch avait pour objectif
entre autre de tester la cohe´rence du graphe d’e´changes extrait par rapport a` la compartimentation
cellulaire mode´lise´e. En effet, la structure cellulaire conside´re´e dans ce mode`le est tre`s re´gulie`re et les
relations de voisinage entre compartiments qu’elle rece`le peuvent eˆtre (difficilement) ve´rifie´es a` la main.
De plus, la moitie´ des re`gles de re´action conside´re´es dans ce mode`le s’appuient essentiellement sur les
voisinages entre les compartiments : pour un compartiment C conside´re´, les concentrations de la mole´cule
D dans tous tous les compartiments voisins a` C de´terminent la possibilite´ d’une synthe`se de N dans C.
Le mot  tous  ici est important. En effet, en retrouvant a` l’issue de notre processus de validation un
mode`le se´mantiquement e´quivalent au mode`le initial, nous montrons que le graphe d’e´changes que nous
avons extrait de notre repre´sentation de la compartimentation e´tudie´e est cohe´rent par rapport a` cette
compartimentation : il contient les meˆmes compartiments et les meˆmes relations de voisinage.
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Cet exemple a e´galement mis en lumie`re l’inte´reˆt de la caracte´risation des comportements des types
de compartiments : si’il est admis que tous les compartiments d’un meˆme type ont les meˆmes re´actions
en pre´sence des meˆmes e´le´ments biochimiques, une seule re`gle de re´action traduisant une de ces re´actions
suffit a` rendre compte du comportement de tous les compartiments de ce type. Ainsi, nous avons eu besoin
de seulement quatre re`gles ge´ne´riques sur les types de compartiment pour exprimer les re´actions d’une
population de trente-six cellules. Notons que meˆme s’il y en avait beaucoup plus, les quatre re`gles de
re´action restent suffisantes.
5.2 Validation a` partir d’un mode`le PATHWAY LOGIC
PATHWAY LOGIC propose en te´le´chargement un certain nombre de mode`les, parmi lesquels la base
de connaissances smallKB. Ce mode`le comporte des re`gles de´crivant les premie`res re´actions dans la
cascade de signalisation RAS/MAPK. SmallKB est inclus par de´faut dans le te´le´chargement du paquetage
d’installation de PATHWAY LOGIC et est e´galement utilise´ pour les simulations en ligne de PATHWAY
LOGIC. Nous reprenons ici cet exemple de re´fe´rence.
5.2.1 Processus mode´lise´ : premie`res e´tapes de l’activation de Ras
Selon [?] :
” La voie Ras/MAPK est une voie de signalisation intracellulaire qui joue un roˆle important
dans la re´gulation de la prolife´ration, de la survie, de la diffe´renciation et de la migration
cellulaire, ainsi que de l’angiogene`se. Elle est anormalement active´e dans de nombreux can-
cers dont le cancer colorectal. Les me´canismes d’activation de cette voie sont principalement
l’activation de re´cepteurs membranaires tels que l’EGFR, mais aussi la survenue de mutations
somatiques, notamment au niveau des ge`nes codant pour la prote´ine Ras ou la prote´ine Raf.
Une meilleure connaissance de cette voie de signalisation et des alte´rations oncoge´niques en
son sein ont permis l’identification de cibles the´rapeutiques anticance´reuses potentiellement
inte´ressantes, mais aussi de facteurs pre´dictifs de re´sistance a` certaines the´rapies anti-EGFR.
”
La cascade Ras/MAPK est une des voies de signalisation les plus e´tudie´es en raison du roˆle important
qu’elle joue dans l’organisme. Elle est de´clenche´e par l’activation de la prote´ine Ras par des stimulus
extra-cellulaires tels que la fixation du facteur de croissance e´pidermique EGF a` son re´cepteur EGFR.
Une fois active´e, Ras de´clenche une cascade de phosphorylations conduisant a` la transcription de ge`nes
implique´s dans la division cellulaire. Il est donc important pour e´viter une prolife´ration de cellules, que la
prote´ine Ras ne soit pas continuellement active, ce qui est le cas lors d’une mutation du ge`ne Ras.
La figure 5.5 6 montre la voie de signalisation des re´cepteurs aux EGF (ErbB).
La premie`re e´tape de cette voie consiste en une liaison entre un re´cepteur membranaire (EgfR dans
le mode`le) et un facteur de croissance (ErbB dans le mode`le) qui transmet le signal extra-cellulaire a`
l’inte´rieur de la cellule. Cette stimulation du re´cepteur l’ame`ne a` adopter sa forme active en se dime´risant.
Dans cette conformation, le re´cepteur va de´clencher dans le cytoplasme une cascade de phosphorylations
de nombreuses prote´ines. Cela a pour effet l’activation de certaines voies de signalisation (parmi lesquelles
6. Source [?]
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Figure 5.5 – Sche´ma de la voie Ras/MAPK
celles de Ras/MAPK) aboutissant a` l’entre´e en jeu de facteurs de transcription pouvant activer la trans-
cription des ge`nes implique´s dans la progression du cycle cellulaire, la survie cellulaire et la prolife´ration
cellulaire.
5.2.2 compartimentation cellulaire et graphe d’e´changes
Env:Env C:Cell
Figure 5.6 – Graphe d’e´changes pour la voie RAS/MAPK
A partir du fichier des re`gles du mode`le initial (listing C.4), on a l’information que la partie mode´lise´e
pour ce processus se de´roule dans un unique compartiment qui est la cellule. Dans ce mode`le les diffe´rentes
localisations sont des parties de cellule : membrane cellulaire, inte´rieur de la cellule et e´galement l’exte´rieur
qui pour nous est l’environnement. Notre graphe d’e´changes (figure 5.6) comporte donc deux comparti-
ments : la cellule et l’environnement qui sont lie´s par une areˆte. Cependant e´tant donne´ que ce graphe
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est le seul de tous ceux que nous avons vus jusque la` a` pre´ciser les localisations, nous avons repre´sente´ la
compartimentation sous-jacente pour en extraire l’en extraire. Cela a donne´ lieu au fichier 5.12 suivant.
Listing 5.12 – Fichier d’extraction du graphe d’e´changes pour le mode`le de l’activation de Ras
1 GRAPHE D’ECHANGES
2 TYPES_COMPARTIMENT
3 Cell, tEnv
4 FIN_TYPES_COMPARTIMENT
5
6 COMPARTIMENTS
7 C : Cell[CLo CLm CLi CLc] ; Env : TEnv
8 FIN_COMPARTIMENTS
9
10 ARETES
11 {C,Env}
12 FIN_ARETES
Ce fichier nous donne en ligne 7 les de´nominations des diffe´rentes localisations de la cellule : CLo pour
l’exte´rieur, CLm pour la membrane, CLi pour la face interne de la membrane et CLc pour l’inte´rieur de
la cellule.
5.2.3 Les re`gles ge´ne´riques
Nous donnons en annexe (listings C.3 et C.4) des versions de´pouille´es de leurs commentaires des fichiers
components.maude et rules.maude du mode`le. En raison de la longueur du fichier theops.maude, nous ne
l’incluons pas dans le document.
Le mode`le comporte dix-sept re`gles impliquant trente-sept mole´cules et traduisant des re´actions di-
verses :
– rl[2] (ligne 12) concerne l’activation de EgfR par fixation avec un facteur de croissance e´pidermique
(classe de mole´cule ErbB1L).
– rl[2] (ligne 21) concerne la dimme´risation de EgfR.
– rl[4] (ligne 32) est la phosphorylation de Gab1 sur le site Y.
– rl[5] (ligne 42) traduit une relocalisation de Grb2 qui passe de l’inte´rieur de la cellule a` la face interne
de la membrane.
– rl[6] (ligne 52) traduit l’activation de Hras par association avec GTP.
– rl[7] (ligne 60) est une synthe`se de IP3 par PIP2 sous l’action de Plc.
– rl[8] (ligne 70) traduit l’activation de Pi3k qui passe de l’inte´rieur de la cellule a` la face interne de
la membrane.
– rl[9] (ligne 78) est une transformation de PIP2 en PIP3 sous l’action de Pi3k.
– rl[10] (ligne 86) concerne l’activation de Plcg qui passe de l’inte´rieur de la cellule a` la face interne
de la membrane.
– rl[11] (ligne 96) est la phosphorylation sur la face interne de la membrane, de Shc sur le site Y.
– rl[12] (ligne 106) traduit le passage de Sos de la face interne de la membrane vers l’inte´rieur de la
cellule.
– rl[13] (ligne 116) est la re´action inverse de rl[12].
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– rl[15] (ligne 124) consiste en une phosphorylation de Cbl et en sa relocalisation sur la membrane
interne de la cellule.
– rl[56] (ligne 134) concerne une activation de Pak1 qui passe ensuite du cytoplasme a` la face interne
de la membrane.
– rl[280] (ligne 144) consiste en l’activation de Raf1 par Hras dans le cytoplasme.
– rl[14] (ligne 152)traduit l’activation de Vav2 sur la face interne de la membrane.
– rl[clt1.ctest] (ligne 162) traduit une liaison entre les mole´cules Src, [Vav2-act] et [Cbl-Yphos].
Listing 5.13 – Mode`le ge´ne´rique de l’activation de Ras
1 BEGIN TYPEC Env, Cell END TYPEC
2 BEGIN MOLSB
3 MOLCLASS ErbB1L {Egf; Tgfa}
4 MOLCLASS Plc {Plcg; Plcg2}
5 MOLCLASS Protein {P1433x1; Cbl(p1, p2); DAG; EgfR; ErbB2; Gab1; Grb2; Hras; IP3; Pak1;
Pi3k; Pik3ca; Pik3cb; Pik3cd; Pik3cg; Pik3c3; Pik3r1; Pik3r2; Pik3r3; PIP2; PIP3; PP2a; Raf1;
Shc;
6 Sos1; Src; Ube213; Vav2}
7 END MOLSB
8 BEGIN MODIF act, ubiq, Yphos, reloc, GDP, GTP END MODIF
9
10 BEGIN REGEN
11 rg 1 : [ErbB1L]@Env & [EgfR]@Cell(TM)
12 => [(EgfR:act)−ErbB1L]@Cell(TM).
13
14 rg 2 : [(EgfR:act)−ErbB1L]@Cell(TM) & [(Cbl:Yphos) + (Ube213:ubiq)]@Cell(IM)
15 => [(EgfR:ubiq)−ErbB1L]@Cell(TM) & [(Cbl:Yphos) + Ube213]@Cell(IM).
16
17 rg 4 : [(EgfR:act)−ErbB1L]@Cell(TM) & [(Grb2:reloc)]@Cell(IM) & [Gab1]@Cell(IC)
18 => [(EgfR:act)−ErbB1L]@Cell(TM) & [(Grb2:reloc) + (Gab1:Yphos)]@Cell(IM).
19
20 rg 5 : [(EgfR:act)−ErbB1L]@Cell(TM) & [Grb2]@Cell(IC)
21 => [(EgfR:act)−ErbB1L]@Cell(TM) & [(Grb2:reloc)]@Cell(IM).
22
23 rg 6 : [PIP3]@Cell(TM) & [(Grb2:reloc) + (Sos1:reloc) + (Hras:GDP)]@Cell(IM)
24 => [PIP3]@Cell(TM) & [(Grb2:reloc) + (Sos1:reloc) + (Hras:GTP)]@Cell(IM).
25
26 rg 7 : [PIP2]@Cell(TM) & [(Plc : act)]@Cell(IM)
27 => [DAG]@Cell(TM) & [(Plc : act)]@Cell(IM) & [IP3]@Cell(IC).
28
29 rg 8 : [(Gab1 : Yphos)]@Cell(IM) & [Pi3k]@Cell(IC)
30 => [(Gab1 : Yphos)+(Pi3k:act)]@Cell(IM).
31
32 rg 9 : [PIP2]@Cell(TM) & [(Pi3k : act)]@Cell(IM)
33 => [PIP3]@Cell(TM) & [(Pi3k : act)]@Cell(IM).
34
35 rg 10 :[( EgfR:act)−ErbB1L + PIP3]@Cell(TM) & [Src]@Cell(IM) & [Plcg]@Cell(IC)
36 => [(EgfR:act)−ErbB1L + PIP3]@Cell(TM) & [Src + (Plcg : act)]@Cell(IM).
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37
38 rg 11 :[( EgfR:act)−ErbB1L + PIP3]@Cell(TM) & [Src]@Cell(IM) & [Shc]@Cell(IC)
39 => [(EgfR:act)−ErbB1L + PIP3]@Cell(TM) & [Src + (Shc:Yphos)]@Cell(IM).
40
41 rg 12 :[( EgfR:act)−ErbB1L + PIP3]@Cell(TM) & [(Grb2:reloc)+(Sos1:reloc)]@Cell(IM)
42 => [(EgfR:act)−ErbB1L + PIP3]@Cell(TM) & [(Grb2:Yphos)]@Cell(IM) & [Sos1]@Cell(IC
).
43
44 rg 13 : [(Grb2:reloc)]@Cell(IM) & [Sos1]@Cell(IC)
45 => [(Grb2:reloc)+(Sos1:reloc)]@Cell(IM).
46
47 rg 15 :[( EgfR:act)−ErbB1L + PIP3]@Cell(TM) & [Cbl]@Cell(IC)
48 => [(EgfR:act)−ErbB1L + PIP3]@Cell(TM) & [(Cbl:Yphos)]@Cell(IM).
49
50 rg 56 :[( EgfR:act)−ErbB1L + PIP3]@Cell(TM) & [Pak1]@Cell(IC)
51 => [(EgfR:act)−ErbB1L + PIP3]@Cell(TM) & [(Pak1:act)]@Cell(IM).
52
53 rg 280 :[( Hras:GTP) + (Pak1:act) + Src]@Cell(IM) & [Raf1+ P1433x1 + PP2a]@Cell(IC)
54 => [(Hras:GTP) + (Pak1:act) + Src + (Raf1:act) + P1433x1]@Cell(IM) & [PP2a]@Cell(IC
).
55
56 rg 14 :[( EgfR:act)−ErbB1L]@Cell(TM) & [Src]@Cell(IM) & [Vav2]@Cell(IC)
57 => [(EgfR:act)−ErbB1L + PIP3]@Cell(TM) & [Src + (Vav2:act)]@Cell(IM).
58
59 rg test :[ Src+(Vav2:act)+(Cbl:Yphos)]@Cell(IM)
60 => [Src−(Vav2:act)−(Cbl:Yphos)]@Cell(IM).
61
62 END REGEN
Le commentaire que suscite la vue de ce listing est que le mode`le e´crit en langage de re`gles est beaucoup
plus compact que le mode`le initial e´crite en PATHWAY LOGIC. En effet, les deux fichiers (sans compter
theops.maude et qq.maude) de ce dernier totalisent deux-cents huit (208) lignes contre soixante-deux (62)
pour le mode`le ge´ne´rique. La` encore, tout comme dans le mode`le du cycle cellulaire de´ja` traite´, une re`gle
PATHWAY LOGIC a permis la de´duction d’une unique re`gle ge´ne´rique. On note e´galement l’absence
(justifie´e) de la section des identificateurs de parame`tres cine´tiques.
5.2.4 Application de l’approche de couplage/traduction
Nous obtenons apre`s application de notre approche de couplage/traduction au mode`le de l’activation
de Ras, un mode`le PATHWAY LOGIC se´mantiquement e´quivalent au mode`le initial. Du point de vue de
la syntaxe e´galement, l’e´quivalence est quasi-parfaite. Les diffe´rentes sections du mode`le ge´ne´rique ont e´te´
concerne´es par la traduction. Il est a` noter en particulier la transformation des localisations pre´cises des
mole´cules en utilisant les informations de localisation issues du graphe d’e´changes :
– EM donne CLo ;
– TM donne CLm ;
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– IM donne CLi ;
– IC donne CLc ;
Notons pour terminer que nous avons duˆ ajouter un  P  pour prote´ine a` la mole´cule 1433x1 pour la
compilation de nos re`gles ge´ne´riques parce que dans ce langage les identificateurs sont sense´s commencer
par un caracte`re alphabe´tique.
Le listing 5.14 est le re´sultat de la traduction vers BIOCHAM du mode`le de l’activation de Ras. Seule
la section des re`gles ge´ne´riques a e´te´ traduite en BIOCHAM. Plusieurs adaptations ont e´te´ ne´cessaires :
– Les re`gles de re´actions dans lesquelles apparaissent des classes de mole´cules (par exemple ErbB1L,
Plc) ont donne´ lieu a` des sche´mas de re`gles de re´action. En effet, ces classes de mole´cules repre´sentent
plusieurs mole´cules et lorsqu’elles apparaissent dans une re`gle, elles sont conside´re´es comme des
variables des mole´cules de la classe. Aussi ayant connaissances de ces dernie`res graˆce a` la section
MOLSB, on peut e´crire le sche´ma de re`gle correspondant. Notons que l’ajout d’une mole´cule a` la
classe ne´cessite que tous les sche´mas de re`gles fonde´s sur cette classe soient mis a` jour.
– La prise en compte des ope´rations de modification de forme. PATHWAY LOGIC en use beaucoup et
comme nous l’avons de´ja` dit, BIOCHAM ne tient compte que de la phosphorylation. L’adaptation
ici a e´te´ de conside´rer la modification comme un site pour pouvoir e´crire la re`gle en BIOCHAM.
Listing 5.14 – Traduction vers BIOCHAM du mode`le d’activation de Ras
1 ?ErbB1L::Env + EgfR::CLm => EgfR˜{act}−?ErbB1L::CLm if ?ErbB1L in {Egf, Tgfa}.
2
3 EgfR˜{act}−?ErbB1L::CLm + Cbl˜{Yphos}::CLi+Ube213˜{ubiq}::CLi .
4 => EgfR˜{ubiq}−?ErbB1L::CLm + Cbl˜{Yphos}::CLi+Ube213::CLi if ?ErbB1L in {Egf, Tgfa}.
5
6 EgfR˜{act}−?ErbB1L::CLm + Grb2˜{reloc}::CLi+Gab1::CLc
7 => EgfR˜{act}−?ErbB1L::CLm + Grb2˜{reloc}::CLi + Gab1˜{Yphos}::CLi if ?ErbB1L in {Egf,
Tgfa}.
8
9 EgfR˜{act}−?ErbB1L::CLm + Grb2::CLc
10 =>if ?ErbB1L in {Egf, Tgfa}+Grb2˜{reloc}::CLi if ?ErbB1L in {Egf, Tgfa}.
11
12 PIP3::CLm+Grb2˜{reloc}::CLi+Sos1˜{reloc}::CLi+Hras˜{GDP}::CLi
13 =>PIP3::CLm+Grb2˜{reloc}::CLi+Sos1˜{reloc}::CLi+Hras˜{GTP}::CLi.
14
15 PIP2::CLm + ?Plc˜{act}::CLi
16 =>DAG::CLm+?Plc˜{act}::CLi+IP3::CLc if ?Plc in {Plcg, Plcg2}.
17
18 Gab1˜{Yphos}::CLi+Pi3k::CLc
19 => Gab1˜{Yphos}::CLi + Pi3k˜{act}::CLi.
20
21 PIP2::CLm+Pi3k˜{act}::CLi => PIP3::CLm+Pi3k˜{act}::CLi.
22
23 EgfR˜{act}−?ErbB1L::CLm+Src::CLi+Shc::CLc
24 =>EgfR˜{act}−?ErbB1L::CLm+Src::CLi+Plcg˜{act}::CLi if ?ErbB1L in {Egf, Tgfa}.
25
26 EgfR˜{act}−?ErbB1L::CLm+PIP3::CLm+Grb2˜{reloc}::CLi+Sos˜{reloc}::CLi
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27 =>EgfR˜{act}−?ErbB1L::CLm+PIP3::CLm+Grb2˜{Yphos}::CLi+Sos1::CLc if if ?ErbB1L in {Egf,
Tgfa}.
28
29 Grb2˜{reloc}::CLi+Sos1::CLc => Grb2˜{reloc}::CLi+Sos1˜{reloc}::CLi.
30
31 EgfR˜{act}−?ErbB1L::CLm+PIP3::CLm+Cbl::CLc
32 =>EgfR˜{act}−?ErbB1L::CLm+PIP3::CLm+Cbl˜{Yphos}::CLi if ?ErbB1L in {Egf, Tgfa}.
33
34 EgfR˜{act}−?ErbB1L::CLm+PIP3::CLm+Pak1::CLc
35 =>=>EgfR˜{act}−?ErbB1L::CLm+PIP3::CLm+Pak1˜{act}::CLi if ?ErbB1L in {Egf, Tgfa}.
36
37 Hras˜{GTP}::CLi+Pak1˜{act}::CLi+Src::CLi+Raf1::CLc+P1433x1::CLc+PP2a::CLc
38 =>Hras˜{GTP}::CLi+Pak1˜{act}::CLi+Src::CLi+Raf1˜{act}$$CLi+P1433x1::CLi+PP2a::CLc.
39
40 EgfR˜{act}−?ErbB1L::CLm+Src::CLi+Vav2::CLc
41 =>EgfR˜{act}−?ErbB1L::CLm+PIP3::CLm+Src::CLi+Vav2˜{act}::CLi if ?ErbB1L in {Egf, Tgfa}.
42
43 Src ::CLi+Vav2˜{act}::CLi+Cbl˜{Yphos}::CLi => Src−Vav2˜{act}−Cbl˜{Yphos}::CLi.
5.2.5 Commentaires
Les re´sultats obtenus par l’application de notre approche au mode`le de l’activation de Ras, viennent
confirmer la pertinence de conside´rer les syste`mes cellulaires comme combinant topologie et re´action
biochimiques.
5.3 Perspectives
Nous estimons en toute objectivite´ que la phase de validation de notre approche aurait gagne´ a`
mode´liser un cas nouveau a` partir de donne´es prise dans la litte´rature, et a` confronter les re´sultats des
simulations et analyses a` ceux re´pertorie´s. Dans notre queˆte d’un processus cellulaire nouveau a` mode´liser,
nous nous sommes rendus compte que la litte´rature ne regorge pas tant de processus engageant plusieurs
cellules. Par ailleurs, les processus mode´lise´s ne concernant qu’une seule cellule, toutes les localisations
sont pratiquement voisines. Probablement en raison des limitations des outils actuels.
Pour de´montrer pleinement le potentiel de la chaˆıne de mode´lisation que nous proposons, il conviendrait
donc de traiter un nouveau cas d’e´tude comprenant une compartimentation plus riche. Cependant un tel
travail doit ce faire en concertation avec des biologiste. Or comme nous l’avons rappele´ en introduction
de ce chapitre, cela n’a pas e´te´ possible dans le cadre de cette the`se.
A de´faut de ce cas nouveau, nous souhaitons a` tre`s court terme cre´er un mode`le extrapole´ mais re´aliste
avec un nombre conse´quent de compartiments et de re`gles ge´ne´riques. Cela nous permettra de tester le
comportement de notre outil sur des donne´es plus volumineuses.
Nous avons dit dans le pre´sent chapitre que notre approche s’appliquait dans un syste`me ou` soit
aucune mole´cule n’est localise´e, soit toutes les mole´cules sont localise´es. cela peut eˆtre restrictif eu e´gard
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au nombre de mode`les qui combinent des re`gles mixtes . Nous souhaitons nous pencher sur la question
pour proposer un moyen cre´dible de conside´rer ces mode`les dans notre approche.
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Conclusion
L’objectif initial des pre´sents travaux de recherche e´tait de de´finir la premie`re version d’un environ-
nement ge´ne´rique de´die´ aux biologistes-mode´lisateurs pour la de´finition de mode`les (a` base de re`gles) de
processus biologiques qui tiennent compte de la topologie des structures cellulaires e´tudie´es. Le contexte
de la mode´lisation des phe´nome`nes biologiques e´tant entre autres caracte´rise´ par l’existence de nombreux
outils de mode´lisation offrant d’inte´ressantes capacite´s de simulation et d’analyse, nous exploitons cette
donne en garantissant en amont que les mode`les e´tudie´s ne comportent que des re`gles de re´action auto-
rise´es au vu de la structure cellulaire sous e´tude tout en donnant des moyens souples et ge´ne´riques pour
de´finir les processus.
Pour re´soudre cette proble´matique, nous avons adopte´ une approche qui consiste a` construire les
mode`les en partant de deux structures : les compartimentations cellulaires et les re`gles ge´ne´riques, struc-
tures que nous rapprochons sur la base de donne´es de types de compartiment.
Re´sultats obtenus
Notre contribution peut concre`tement se de´cliner selon les trois axes que sont 1) La mode´lisation
des compartimentations cellulaires, 2) La de´finition d’un langage de re`gles ge´ne´riques sur les types de
compartiment et 3) Le couplage entre un mode`le ge´ne´rique et une compartimentation cellulaire.
Selon le premier axe, nous nous sommes appuye´s sur le noyau de MOKA, modeleur manipulant les
cartes ge´ne´ralise´es de dimension 3, pour implanter un modeleur dit bio-ge´ome´trique qui permet une
repre´sentation re´aliste des structures cellulaires compartimente´es. Dans l’implantation de ce modeleur,
la structure des brins de MOKA a naturellement e´te´ conserve´e ainsi que le plongement ge´ome´trique
des sommets ne´cessaire pour la visualisation des mode`les. Nous avons de´fini un plongement spe´cifique, le
plongement compartiment porte´ par les volumes topologiques qui donne l’identification des compartiments
repre´sente´s ainsi que leur contenu en termes de mole´cules.
Le modeleur prend en compte deux types de relations de voisinage entre compartiments : l’inclusion
d’un compartiment dans un autre et l’accolement de deux compartiments. Il permet a` ce jour la cre´ation
et la suppression de compartiments, l’attachement de mole´cules aux compartiments cre´e´s et l’extraction
d’un graphe d’e´changes cohe´rent par rapport a` la compartimentation cellulaire mode´lise´e.
De manie`re concre`te, deux bibliothe`ques statiques ont e´te´ de´veloppe´es : lib-gmapbiokernel et
lib-controler-gmapbio, ainsi qu’une interface graphique basique permettant l’utilisation de leurs fonc-
tions. Une bibliothe`que additionnelle libGE contient toutes les fonctions lie´es aux graphes d’e´changes.
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En ce qui concerne le deuxie`me axe, nous avons propose´ un langage de re`gles ge´ne´rique permettant aux
utilisateurs d’exprimer des re´actions biochimiques caracte´risant les comportements intrinse`ques des types
de compartiments en fonction des mole´cules qu’ils contiennent et des types des compartiments voisins.
Notre langage est suffisamment expressif pour capturer les re´actions manipulables par l’outil BIO-
CHAM et la formalisation PATHWAY LOGIC de Maude. Il inte`gre de nombreux aspects de la mode´lisation
a` base de re`gles des processus cellulaires, analysables dans l’une ou l’autre de ces deux approches. Du point
de vue de l’implantation, nous avons de´veloppe´ les outils de ve´rification de mode`le et de manipulation des
re`gles. Ils font l’objet des bibliothe`ques libCompilRG et libModeleGen.
Quant au troisie`me axe, nous avons de´fini une proce´dure d’instanciation des re`gles ge´ne´riques dans un
graphe d’e´changes respectant une topologie donne´e, et sans relation de voisinage implicite. Les fonctions
de´veloppe´es a` cet effet sont regroupe´es dans la libSubstitution. La synthe`se est re´alise´e dans des fonc-
tions de traduction vers les mode`les cibles BIOCHAM et PATHWAY LOGIC, en fonction du point de
vue d’analyse que souhaite suivre l’utilisateur.
Le modeleur spe´cialise´ re´alise´ nous permet de traiter des cas aussi complexes que ceux rencontre´s dans
la voie de signalisation Delta-Notch. Nous pre´sentons une telle mode´lisation, avec les garanties apporte´es
par notre construction.
Quelques perspectives
Notre bio-modeleur constitue une base solide pour un environnement de mode´lisation et d’analyse qui
peut eˆtre e´tendu selon plusieurs directions.
A` court terme et du point de vue outil, on peut dans un premier temps e´toffer les primitives et les
techniques de manipulation des compartiments, en particulier en ce qui concerne les multi-adjacences.
Nous avons montre´ que notre approche e´tait re´aliste en traitant des exemples non triviaux. Au dela` de
BIOCHAM et les formalisations PATHWAY LOGIC, il est maintenant envisageable de chercher a` traduire
nos mode`les vers d’autres outils d’analyse a` compartiments quasi-statiques et, par la`, a` e´tudier des cas de
plus en plus complexes.
A` moyen et long terme, des perspectives plus ambitieuses s’offrent a` nous. Notre prototype de mo-
deleur bio-ge´ome´trique conside`re comme composante unitaire l’objet compartiment ; il serait inte´ressant
d’individualiser les membranes comme objets du langage et contenant a` part entie`re de mole´cules afin
de permettre une spe´cification des re´actions membranaires (et donc leur e´tude). Une premie`re approche
pourrait alors prendre la forme d’une de´finition ade´quate d’un mode`le de plongement face ou demi-face per-
tinent. Cela permettrait d’attacher d’autres informations aux membranes telles que le sens de perme´abilite´
des mole´cules, surface d’e´changes offerte par la membrane, etc.
Dans le meˆme ordre d’ide´es, les proprie´te´s ge´ome´triques telles que le volume peuvent se re´ve´ler
inte´ressantes a` inte´grer. De telles informations peuvent, a` premie`re vue, eˆtre prises en compte dans l’ex-
pression des parame`tres cine´tiques.
Remarquons qu’e´tendre l’expressivite´ de notre langage contraindra l’ensemble des outils cibles dans la
mesure ou` nous pourrions e´ventuellement distinguer des situations trop fines pour certains d’entre eux,
ou des proprie´te´s hors de leur champ d’expertise.
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On pourrait encore offrir de nouveaux niveaux de de´tail, en permettant une description plus pre´cise
des mole´cules elles-meˆmes : sites de liaison, etc., certaines caracte´risations e´tant susceptibles d’influer sur
les re´sultats de simulation et d’analyse.
Enfin, les syste`mes cellulaires sont des objets dynamiques. Prendre en compte cette dimension impor-
tante autoriserait la mode´lisation de divisions et fusions de compartiments, voire la migration de cellules,
etc. qui sont pour l’instant hors d’atteinte de nos outils cibles.
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Annexe A
E´le´ments de syntaxe concre`te
A.1 Le mode`le ge´ne´rique
Listing A.1 – Syntaxe de de´claration des diffe´rentes parties d’un mode`le ge´ne´rique
1 MGen ::= declTypesC declMolsBase declModifs declParam defRGs
2
3 declTypesC ::= BEGIN TYPEC lstDeclTypeC END TYPEC
4 lstDeclTypeC ::= idTypeC | idTypeC;lstDeclTypeC
5
6 declMolsBase ::= BEGIN MOLSB lstDeclMolBase END MOLSB
7 lstDeclMolBase ::= declMolBase | declMolBase; lstDeclMolBase
8 declMolBase ::= idMolBase | idMolbase (lstSites)
9
10 declModifs ::= BEGIN MODIF lstModifs END MODIF
11 lstModifs ::= idModif | idModif, lstModifs
12
13 declParamC ::= BEGIN PARAM lstDeclParam END PARAM
14 lstDeclParam ::= declParam | declParam; lstDeclParam
15 declParam ::= idParam(reel)
16
17 defRGs ::= BEGIN REGEN lstRGs END REGEN
18 lstRGs ::= rg | rg lstRGs
Le listing A.1 montre que chaque partie d’un mode`le ge´ne´rique est introduite par un mot-cle´ :
BEGIN TY PEC, BEGIN MOLSB etc. Il donne en lignes 3 a` 4 les e´le´ments de syntaxe relatifs a`
la de´claration des types de compartiments qui seront utilise´s dans le mode`le. La de´claration des mole´cules
de base (ligne 6 a` 8) suit a` peu pre`s la meˆme logique que celle des types de compartiment. On y lit en
particulier que celles-ci peuvent eˆtre de´clare´es avec la pre´cision de leurs sites de modification (ligne 10).
Par exemple
BEGIN MOLSB cdc2; cyclin(p1, p2) END MOLSB
de´clare les mole´cules cdc2 sans site de modification et cyclin avec deux sites de modification p1 et p2.
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La de´claration des ope´rations de modification de forme des mole´cules est donne´e par les lignes 10 et
11. On peut constater que ces ope´rations consistent juste en des identificateurs. Par exemple
BEGIN MODIF PHOS, ACTI, INHI END MODIF
de´clare trois ope´rations de modifications de forme de mole´cules. Les identificateurs de parame`tres
cine´tiques sont de´clare´s (lignes 13 a` 15) chacun avec une valeur initiale.
A.2 Syntaxe des re`gles ge´ne´riques
Listing A.2 – Syntaxe des re`gles ge´ne´riques
1 rg ::= idrg : precond pCinetiq etatCel => etatCel CondVarMol.
2
3 precond ::= [PreC : lstCondV]
4 lstCondV ::= CondV | condV, lstCondV
5 condV ::= {varCompart, varCompart}
6
7 pCinetiq ::=%paramC% | %if condition then paramC else paramC%
8 paramC ::= reel | idParam | | solLocalisee | | paramC Op paramC
9 | fonction(paramC) | MM(paramC, paramC)
10 | H(paramC, paramC, entier) | (paramC)
11 Op ::= ∗ | / | + | −
12 fonction ::= log | exp | cos | sin | frac | MA
13 condition ::= paramC OpCompare paramC
14 OpCompare ::= < | = | >
15
16 etatCel ::= solLoc1 | etatNonVide
17 solLoc1 ::= [] @varCompart
18 etatNonVide ::= solLoc2 | solLoc2 & etatNonVide
19 solLoc2 ::= [ensMol]@varCompart
20 ensMol ::= molecule | molecule + ensMol
21 molecule ::= idMolBase | (molecule : modif) | molecule−molecule
22 modif ::= idModif | <lstSites> | idModif <lstSites>
23 lstSites ::= idSite | idSite , lstSites
24 varCompart ::= idVarC : idTypeCpartTC | idVarC | idTypeC partTC
25 partTC ::= (idMemb) | (idMExt) | (idMInt) | (idInt) |
26
27 CondVarMol ::= if (idVarMol in {ensMol}) suiteCondVM
28 suiteCondVM ::= and CondVarMol |
La ligne 1 du listing A.2 donne la structure ge´ne´rale de la re`gle ge´ne´rique : on retrouve en effet les
e´le´ments de syntaxe pour les six diffe´rentes parties d’une re`gle ge´ne´rique que sont l’identificateur de la
re`gle ge´ne´rique, la pre´condition de voisinage et le parame`tre cine´tique, les deux e´tats cellulaires tenant
lieu de membre gauche et de membre droit et la condition sur les variables de mole´cules.
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Les identificateurs de parame`tres cine´tiques (idParam) que l’on retrouve dans les re`gles ge´ne´riques
doivent avoir e´te´ de´clare´s dans la section ade´quate. De meˆme tous les types de compartiment doivent avoir
e´te´ de´clare´s. Meˆme lorsque les sites de modification ont e´te´ pre´cise´s dans la de´claration d’une mole´cule de
base, conforme´ment a` la ligne 21 du listing A.2, celle-ci apparaˆıt sans mention des sites de modification
dans les re`gles ge´ne´riques. Par exemple le complexe forme´ de cdc2 et de cyclin est
cdc2− cyclin et non cdc2− cyclin(p1, p2)
Les lignes 24 et 25 correspondent a` la syntaxe d’expression des variables de compartiment. La forme
standard est celle comportant un identificateur de variable et un type de compartiment, les deux parties
e´tant se´pare´es par  : . Par exemple
v 1 : cell
v 1 : cell(clm)
de´signent respectivement la variable de compartiment v 1 de type cell et la variable v 2 de type cell avec
une pre´cision de la localisation des mole´cules dans cell. A coˆte´ de cette forme standard, on a deux autres
formes qui consistent en des abre´viations se traduisant par l’omission dans l’expression de la variable,
de l’une ou l’autre des deux parties : l’identificateur ou le type de compartiment. Les abre´viations sont
utilisables sous certaines conditions :
– l’abre´viation qui consiste a` omettre le type de compartiment ne peut apparaˆıtre que lorsqu’un type
de compartiment lui avait de´ja` e´te´ associe´ dans la meˆme re`gle ge´ne´rique. Ainsi, en dehors de la
variable de compartiment Env, cette forme d’abre´viation ne peut, en raison de la premie`re condition
de de´finition des e´tats ge´ne´riques, se retrouver que dans le membre droit d’une re`gle ge´ne´rique. Par
exemple la re`gle ge´ne´rique
[]@v 1⇒ [A]@v 1 : Type1
est une utilisation incorrecte de cette abre´viation.
– l’abre´viation qui consiste a` omettre le nom de la variable peut apparaˆıtre partout dans la re`gle
ge´ne´rique mais son utilisation ne´cessite d’eˆtre suˆr de ce que l’on souhaite exprimer. Aussi, il est
conseille´ de ne l’utiliser que lorsque la re`gle ge´ne´rique ne contient qu’une seule variable du type
concerne´. Par exemple, la re`gle ge´ne´rique
[A]@v 1 : Type1 ⇒ [A]@Type1
sera interpre´te´e comme faisant intervenir deux variables de compartiment, tandis que la re`gle
ge´ne´rique
[]@Type1 ⇒ [A]@Type1
sera interpre´te´e comme ne faisant intervenir qu’une unique variable de compartiment.
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Annexe B
Parties immuables des fichiers d’un
mode`le PL
B.1 theops.maude
1 fmod PROTEIN is pr NAT .
2 sorts AminoAcid Protein .
3 subsort AminoAcid < Protein .
4 endfm
5 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
6 fmod THING is pr PROTEIN .
7
8 sort Thing Family Composite DNA Complex Chemical Signature Stimulus .
9 subsorts Protein Family Composite DNA Complex Chemical Signature
10 Stimulus < Thing .
11
12 op ( : ) : Thing Thing −> Complex [assoc comm] .
13
14 ∗∗∗∗ removing duplicates in complexes for new complexes
15 op reduce : Complex −> Complex .
16 eq reduce((T1:Thing : T2:Thing)) = (T1:Thing : T2:Thing) .
17
18 endfm
19 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
20 fmod SOUP is pr THING .
21
22 sort Soup .
23 subsort Thing < Soup .
24 op empty : −> Soup .
25 op : Soup Soup −> Soup [assoc comm id: empty] .
26
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27 op has : Soup Thing −> Bool .
28 eq (T1:Thing S:Soup) has T2:Thing =
29 if T1:Thing == T2:Thing then true else S:Soup has T2:Thing fi .
30 eq (S:Soup has T:Thing) = false [owise] .
31
32 ∗∗∗∗!!! cltfix
33 op < > : Soup −> Complex . ∗∗∗∗ for new complexes
34 op reduceS : Soup −> Soup .
35 eq reduceS(T:Thing T:Thing S:Soup) = reduceS(T:Thing S:Soup) .
36 eq reduceS(S:Soup) = S:Soup [owise] .
37
38 eq reduce(< s:Soup >) = < reduceS(s:Soup) > .
39 ∗∗∗∗!!! end cltfix
40
41 ∗∗∗ A quick way to add more than one of the same thing to qt
42 op # : Nat Thing −> Soup .
43 eq #((s N:Nat),T:Thing) = T:Thing #(N:Nat,T:Thing) .
44 eq #(0,T:Thing) = empty .
45
46 endfm
47 ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
48 fmod MODIFICATION is pr SOUP .
49
50 sorts Site Modification ModSet .
51 subsort Modification < ModSet .
52
53 op none : −> ModSet .
54 op : ModSet ModSet −> ModSet [assoc comm id: none] .
55 op : AminoAcid Nat −> Site .
56
57 op contains : ModSet Modification −> Bool .
58 var M M’ : Modification .
59 var MS : ModSet .
60
61 eq none contains M’ = false .
62 eq (M MS) contains M’ = if M == M’ then true
63 else MS contains M’ fi .
64
65 op [_-_] : Protein ModSet -> Protein
66 [right id: none ] . *** format (nt d d d d d)] .
67 op [_-_] : Family ModSet -> Family
68 [right id: none ] . *** format (nt d d d d d)] .
69 op [_-_] : Composite ModSet -> Composite
70 [right id: none ] . *** format (nt d d d d d)] .
71 op [_-_] : DNA ModSet -> DNA
72 [right id: none ] . *** format (nt d d d d d)] .
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73 op [_-_] : Chemical ModSet -> Chemical
74 [right id: none ] . *** format (nt d d d d d)] .
75
76 endfm
77 **************************************************
78 fmod LOCATION is inc MODIFICATION .
79
80 sort Location LocName .
81 subsort Location < Soup .
82 op {_|_} : LocName Soup -> Location [format (n d d t d d)] .
83
84 endfm
85 **************************************************
86 fmod CELL is inc LOCATION .
87
88 sort Cell CellType .
89 subsort Cell < Soup .
90
91 op [_|_] : CellType Soup -> Cell .
92 op Cell : -> CellType .
93
94 endfm
95 ***************************************************
96 fmod DISH is inc CELL .
97
98 sort Dish .
99 op PD : Soup -> Dish .
100
101 endfm
102
103 *****************************************************
104 fmod THEOPS is
105 inc DISH .
106 endfm
107 *****************************************************
B.2 modOtherOps.maude
1 fmod OTHEROPS is inc THEOPS .
2 ∗∗∗∗ Operations de modification de forme
3
4 ∗∗∗∗ Localisations
5
6 ∗∗∗∗ type de cellules
7
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8 ∗∗∗∗ etc
9 endfm
B.3 modCompnents.maude
1 fmod PROTEINOPS is inc THEOPS .
2 ∗∗∗∗ Classes de molecules
3
4 ∗∗∗∗ Molecules
5 endfm
B.4 modRules.maude
1 mod MODRULES is inc ALLOPS .
2 ∗∗∗∗ variables de Soup
3
4 ∗∗∗∗ regles biochimiques
5 endm
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Annexe C
Mode`les pour la validation de
l’approche
C.1 Mode`les initiaux BIOCHAM
Listing C.1 – Mode`le re´duit du cycle cellulaire de Tyson (version initiale)
1 %A model of the cell cycle based on the interactions between cdc2 and cyclin.
2
3 present(Cdc2,1).
4 present(Cdc2˜{p1},0).
5 present(Cyclin,0) .
6 present(Cdc2−Cyclin˜{p1,p2},0).
7 present(Cdc2−Cyclin˜{p1},0).
8 present(Cyclin˜{p1},0).
9
10 %macro(CT,[Cdc2−Cyclin˜{p1,p2}]+[Cdc2−Cyclin˜{p1}]+[Cdc2˜{p1}]+[Cdc2]).
11
12 k1 for =>Cyclin.
13 k2∗[Cyclin] for Cyclin=> .
14
15 k3∗[Cyclin]∗[Cdc2˜{p1}] for Cyclin+Cdc2˜{p1} => Cdc2−Cyclin˜{p1,p2}.
16
17 k4p∗[Cdc2−Cyclin˜{p1,p2}] for Cdc2−Cyclin˜{p1,p2} => Cdc2−Cyclin˜{p1}.
18
19 k4∗([Cdc2−Cyclin˜{p1}])ˆ2∗[Cdc2−Cyclin˜{p1,p2}]
20 for Cdc2−Cyclin˜{p1,p2} =[Cdc2−Cyclin˜{p1}]=> Cdc2−Cyclin˜{p1}.
21
22 k5∗[Cdc2−Cyclin˜{p1}] for Cdc2−Cyclin˜{p1} => Cdc2−Cyclin˜{p1,p2}.
23
24 k6∗[Cdc2−Cyclin˜{p1}] for Cdc2−Cyclin˜{p1} => Cyclin˜{p1}+Cdc2.
25 k7∗[Cyclin˜{p1}] for Cyclin˜{p1} => .
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26
27 k8∗[Cdc2] for Cdc2 => Cdc2˜{p1}.
28 k9∗[Cdc2˜{p1}] for Cdc2˜{p1} => Cdc2.
29
30 macro(YT,[Cyclin]+[Cyclin˜{p1}]+[Cdc2−Cyclin˜{p1,p2}]+[Cdc2−Cyclin˜{p1}]).
31
32 parameter(k1,0.015).
33 parameter(k2,0).
34 parameter(k3,200).
35 parameter(k4p,0.018).
36 parameter(k4,180).
37 parameter(k5,0).
38 parameter(k6,1).
39 parameter(k7,0.6).
40 parameter(k8,100).
41 parameter(k9,100).
Listing C.2 – Mode`le de la signalisation Delta-Notch (version initiale)
1 % http://www.loria.fr/publications/2002/A02−R−026/A02−R−026.ps
2
3 parameter(ka,1).
4 parameter(kd,1).
5
6 %%% Notch protein production
7
8 % two neighbors
9
10 ( if [D::c12]+[D::c21] < 0.2 then 0 else ka,MA(kd)) for <=> N::c11.
11 ( if [D::c15]+[D::c26] < 0.2 then 0 else ka,MA(kd)) for <=> N::c16.
12 ( if [D::c62]+[D::c51] < 0.2 then 0 else ka,MA(kd)) for <=> N::c61.
13 ( if [D::c65]+[D::c56] < 0.2 then 0 else ka,MA(kd)) for <=> N::c66.
14
15 % 3 neighbors
16
17 ( if [D::c11]+[D::c13]+[D::c22] < 0.2 then 0 else ka,MA(kd)) for <=> N::c12.
18 ( if [D::c12]+[D::c14]+[D::c23] < 0.2 then 0 else ka,MA(kd)) for <=> N::c13.
19 ( if [D::c13]+[D::c15]+[D::c24] < 0.2 then 0 else ka,MA(kd)) for <=> N::c14.
20 ( if [D::c14]+[D::c16]+[D::c25] < 0.2 then 0 else ka,MA(kd)) for <=> N::c15.
21
22 ( if [D::c61]+[D::c63]+[D::c52] < 0.2 then 0 else ka,MA(kd)) for <=> N::c62.
23 ( if [D::c62]+[D::c64]+[D::c53] < 0.2 then 0 else ka,MA(kd)) for <=> N::c63.
24 ( if [D::c63]+[D::c65]+[D::c54] < 0.2 then 0 else ka,MA(kd)) for <=> N::c64.
25 ( if [D::c64]+[D::c66]+[D::c55] < 0.2 then 0 else ka,MA(kd)) for <=> N::c65.
26
27 ( if [D::c11]+[D::c31]+[D::c22] < 0.2 then 0 else ka,MA(kd)) for <=> N::c21.
28 ( if [D::c21]+[D::c41]+[D::c32] < 0.2 then 0 else ka,MA(kd)) for <=> N::c31.
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29 ( if [D::c31]+[D::c51]+[D::c42] < 0.2 then 0 else ka,MA(kd)) for <=> N::c41.
30 ( if [D::c41]+[D::c61]+[D::c52] < 0.2 then 0 else ka,MA(kd)) for <=> N::c51.
31
32 ( if [D::c16]+[D::c36]+[D::c25] < 0.2 then 0 else ka,MA(kd)) for <=> N::c26.
33 ( if [D::c26]+[D::c46]+[D::c35] < 0.2 then 0 else ka,MA(kd)) for <=> N::c36.
34 ( if [D::c36]+[D::c56]+[D::c45] < 0.2 then 0 else ka,MA(kd)) for <=> N::c46.
35 ( if [D::c46]+[D::c66]+[D::c55] < 0.2 then 0 else ka,MA(kd)) for <=> N::c56.
36
37 % 4 neighbors
38
39 ( if [D::c21]+[D::c23]+[D::c12]+[D::c32] < 0.2 then 0 else ka,MA(kd)) for <=> N::c22.
40 ( if [D::c22]+[D::c24]+[D::c13]+[D::c33] < 0.2 then 0 else ka,MA(kd)) for <=> N::c23.
41 ( if [D::c23]+[D::c25]+[D::c14]+[D::c34] < 0.2 then 0 else ka,MA(kd)) for <=> N::c24.
42 ( if [D::c24]+[D::c26]+[D::c15]+[D::c35] < 0.2 then 0 else ka,MA(kd)) for <=> N::c25.
43
44 ( if [D::c31]+[D::c33]+[D::c22]+[D::c42] < 0.2 then 0 else ka,MA(kd)) for <=> N::c32.
45 ( if [D::c32]+[D::c34]+[D::c23]+[D::c43] < 0.2 then 0 else ka,MA(kd)) for <=> N::c33.
46 ( if [D::c33]+[D::c35]+[D::c24]+[D::c44] < 0.2 then 0 else ka,MA(kd)) for <=> N::c34.
47 ( if [D::c34]+[D::c36]+[D::c25]+[D::c45] < 0.2 then 0 else ka,MA(kd)) for <=> N::c35.
48
49 ( if [D::c41]+[D::c43]+[D::c32]+[D::c52] < 0.2 then 0 else ka,MA(kd)) for <=> N::c42.
50 ( if [D::c42]+[D::c44]+[D::c33]+[D::c53] < 0.2 then 0 else ka,MA(kd)) for <=> N::c43.
51 ( if [D::c43]+[D::c45]+[D::c34]+[D::c54] < 0.2 then 0 else ka,MA(kd)) for <=> N::c44.
52 ( if [D::c44]+[D::c46]+[D::c35]+[D::c55] < 0.2 then 0 else ka,MA(kd)) for <=> N::c45.
53
54
55 ( if [D::c51]+[D::c53]+[D::c42]+[D::c62] < 0.2 then 0 else ka,MA(kd)) for <=> N::c52.
56 ( if [D::c52]+[D::c54]+[D::c43]+[D::c63] < 0.2 then 0 else ka,MA(kd)) for <=> N::c53.
57 ( if [D::c53]+[D::c55]+[D::c44]+[D::c64] < 0.2 then 0 else ka,MA(kd)) for <=> N::c54.
58 ( if [D::c54]+[D::c56]+[D::c45]+[D::c65] < 0.2 then 0 else ka,MA(kd)) for <=> N::c55.
59
60
61 %%% Delta protein production
62
63 ( if [N::c11] > 0.5 then 0 else ka,MA(kd)) for <=> D::c11.
64 ( if [N::c12] > 0.5 then 0 else ka,MA(kd)) for <=> D::c12.
65 ( if [N::c13] > 0.5 then 0 else ka,MA(kd)) for <=> D::c13.
66 ( if [N::c14] > 0.5 then 0 else ka,MA(kd)) for <=> D::c14.
67 ( if [N::c15] > 0.5 then 0 else ka,MA(kd)) for <=> D::c15.
68 ( if [N::c16] > 0.5 then 0 else ka,MA(kd)) for <=> D::c16.
69 ( if [N::c21] > 0.5 then 0 else ka,MA(kd)) for <=> D::c21.
70 ( if [N::c22] > 0.5 then 0 else ka,MA(kd)) for <=> D::c22.
71 ( if [N::c23] > 0.5 then 0 else ka,MA(kd)) for <=> D::c23.
72 ( if [N::c24] > 0.5 then 0 else ka,MA(kd)) for <=> D::c24.
73 ( if [N::c25] > 0.5 then 0 else ka,MA(kd)) for <=> D::c25.
74 ( if [N::c26] > 0.5 then 0 else ka,MA(kd)) for <=> D::c26.
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75 ( if [N::c31] > 0.5 then 0 else ka,MA(kd)) for <=> D::c31.
76 ( if [N::c32] > 0.5 then 0 else ka,MA(kd)) for <=> D::c32.
77 ( if [N::c33] > 0.5 then 0 else ka,MA(kd)) for <=> D::c33.
78 ( if [N::c34] > 0.5 then 0 else ka,MA(kd)) for <=> D::c34.
79 ( if [N::c35] > 0.5 then 0 else ka,MA(kd)) for <=> D::c35.
80 ( if [N::c36] > 0.5 then 0 else ka,MA(kd)) for <=> D::c36.
81 ( if [N::c41] > 0.5 then 0 else ka,MA(kd)) for <=> D::c41.
82 ( if [N::c42] > 0.5 then 0 else ka,MA(kd)) for <=> D::c42.
83 ( if [N::c43] > 0.5 then 0 else ka,MA(kd)) for <=> D::c43.
84 ( if [N::c44] > 0.5 then 0 else ka,MA(kd)) for <=> D::c44.
85 ( if [N::c45] > 0.5 then 0 else ka,MA(kd)) for <=> D::c45.
86 ( if [N::c46] > 0.5 then 0 else ka,MA(kd)) for <=> D::c46.
87 ( if [N::c51] > 0.5 then 0 else ka,MA(kd)) for <=> D::c51.
88 ( if [N::c52] > 0.5 then 0 else ka,MA(kd)) for <=> D::c52.
89 ( if [N::c53] > 0.5 then 0 else ka,MA(kd)) for <=> D::c53.
90 ( if [N::c54] > 0.5 then 0 else ka,MA(kd)) for <=> D::c54.
91 ( if [N::c55] > 0.5 then 0 else ka,MA(kd)) for <=> D::c55.
92 ( if [N::c56] > 0.5 then 0 else ka,MA(kd)) for <=> D::c56.
93 ( if [N::c61] > 0.5 then 0 else ka,MA(kd)) for <=> D::c61.
94 ( if [N::c62] > 0.5 then 0 else ka,MA(kd)) for <=> D::c62.
95 ( if [N::c63] > 0.5 then 0 else ka,MA(kd)) for <=> D::c63.
96 ( if [N::c64] > 0.5 then 0 else ka,MA(kd)) for <=> D::c64.
97 ( if [N::c65] > 0.5 then 0 else ka,MA(kd)) for <=> D::c65.
98 ( if [N::c66] > 0.5 then 0 else ka,MA(kd)) for <=> D::c66.
99
100
101 %%% Initial state
102
103 % stochastic distribution :
104 % +/− 30% about the value 1 in the first article
105 % normal distribution with unity mean and a variance of 0.05 in the second article
106 % here we choose the second option
107
108 present(D::c11,1) . present(N::c11,0.91) .
109 present(D::c12,1.02) . present(N::c12,1) .
110 present(D::c13,1) . present(N::c13,0.95) .
111 present(D::c14,1) . present(N::c14,1) .
112 present(D::c15,1.06) . present(N::c15,1) .
113 present(D::c16,1.06) . present(N::c16,1) .
114 present(D::c21,0.97) . present(N::c21,1) .
115 present(D::c22,1.04) . present(N::c22,1.01) .
116 present(D::c23,1.02) . present(N::c23,0.95) .
117 present(D::c24,1) . present(N::c24,1.03) .
118 present(D::c25,1) . present(N::c25,1) .
119 present(D::c26,1.06) . present(N::c26,1.09) .
120 present(D::c31,1.02) . present(N::c31,1) .
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121 present(D::c32,0.99) . present(N::c32,1.01) .
122 present(D::c33,1) . present(N::c33,0.98) .
123 present(D::c34,1) . present(N::c34,0.96) .
124 present(D::c35,1.12) . present(N::c35,1.06) .
125 present(D::c36,1.12) . present(N::c36,1.06) .
126 present(D::c41,0.94) . present(N::c41,0.99) .
127 present(D::c42,1.03) . present(N::c42,1.01) .
128 present(D::c43,1) . present(N::c43,1.02) .
129 present(D::c44,0.91) . present(N::c44,0.99) .
130 present(D::c45,1.1) . present(N::c45,0.99) .
131 present(D::c46,1.1) . present(N::c46,0.99) .
132 present(D::c51,0.94) . present(N::c51,0.99) .
133 present(D::c52,1.03) . present(N::c52,1.01) .
134 present(D::c53,1) . present(N::c53,1.02) .
135 present(D::c54,0.91) . present(N::c54,0.99) .
136 present(D::c55,1.11) . present(N::c55,0.99) .
137 present(D::c56,1.0) . present(N::c56,0.99) .
138 present(D::c61,0.94) . present(N::c61,0.99) .
139 present(D::c62,1.03) . present(N::c62,1.01) .
140 present(D::c63,1) . present(N::c63,1.02) .
141 present(D::c64,0.91) . present(N::c64,0.93) .
142 present(D::c65,0.87) . present(N::c65,0.99) .
143 present(D::c66,1.1) . present(N::c66,0.99) .
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Listing C.3 – Mode`le de l’activation de Ras : fichier components.maude
1 fmod PROTEINOPS is inc DISH .
2 ∗∗∗∗ inc DOMAIN .
3
4 sort ErbB1L .
5 subsort ErbB1L < Protein .
6 op 1433x1 : −> Protein .
7 op Cbl : −> Protein .
8 op DAG : −> Chemical .
9 op Egf : −> ErbB1L .
10 op EgfR : −> Protein .
11 op ErbB2 : −> Protein .
12 op Gab1 : −> Protein .
13 op Grb2 : −> Protein .
14 op Hras : −> Protein .
15 op IP3 : −> Chemical .
16 op Pak1 : −> Protein .
17 op Pi3k : −> Composite .
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18 op Pik3ca : −> Protein .
19 op Pik3cb : −> Protein .
20 op Pik3cd : −> Protein .
21 op Pik3cg : −> Protein .
22 op Pik3c3 : −> Protein .
23 op Pik3r1 : −> Protein .
24 op Pik3r2 : −> Protein .
25 op Pik3r3 : −> Protein .
26 op PIP2 : −> Chemical .
27 op PIP3 : −> Chemical .
28 sort Plc .
29 subsort Plc < Protein .
30 op Plcg : −> Plc .
31 op Plcg1 : −> Protein .
32 op Plcg2 : −> Protein .
33 op PP2a : −> Composite .
34 op Raf1 : −> Protein .
35 op Shc : −> Protein .
36 op Sos1 : −> Protein .
37 op Src : −> Protein .
38 op Tgfa : −> ErbB1L .
39 op Ube2l3 : −> Protein .
40 op Vav2 : −> Protein .
41 endfm
Listing C.4 – Mode`le de l’activation de Ras : fichier rules.maude
1 mod ALLBP is inc PROTEINOPS .
2
3 var cell : CellType .
4 vars clo clm cli clc nuo num nui nuc : Soup .
5 vars moo mom moi moc mio mim mii mic : Soup .
6 vars ero erm eri erc pxo pxm pxi pxc : Soup .
7 vars gao gam gai gac lyo lym lyi lyc : Soup .
8 vars eeo eem eei eec leo lem lei lec : Soup .
9 vars cpo cpm cpi cpc ct ptc sig : Soup .
10 var ms : ModSet .
11
12 rl [1.EgfR.act]:
13 ?ErbB1L:ErbB1L
14 [CellType:CellType | ct
15 {CLm | clm EgfR } ]
16 =>
17 [CellType:CellType | ct
18 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L)} ] .
19 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
20
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21 rl [2.EgfR.ubiq]:
22 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) }
23 {CLi | cli [Cbl − Yphos] [Ube2l3 − ubiq] }
24 =>
25 {CLm | clm ([EgfR − ubiq] : ?ErbB1L:ErbB1L) }
26 {CLi | cli [Cbl − Yphos] Ube2l3 } .
27 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
28 ∗∗∗ 10531381(D) Cbl−Ring binds Ube2l3
29 ∗∗∗ Together they ubiq EgfR after Egf stim
30
31
32 rl [4.Gab1.Yphosed]:
33 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) }
34 {CLi | cli [Grb2 − reloc] }
35 {CLc | clc Gab1 }
36 =>
37 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) }
38 {CLi | cli [Grb2 − reloc] [Gab1 − Yphos] }
39 {CLc | clc } .
40 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
41
42 rl [5.Grb2.reloc ]:
43 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) }
44 {CLi | cli }
45 {CLc | clc Grb2 }
46 =>
47 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) }
48 {CLi | cli [Grb2 − reloc] }
49 {CLc | clc } .
50 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
51
52 rl [6.Hras.act .1]:
53 {CLm | clm PIP3 }
54 {CLi | cli [Grb2 − reloc] [Sos1 − reloc] [Hras − GDP] }
55 =>
56 {CLm | clm PIP3 }
57 {CLi | cli [Grb2 − reloc] [Sos1 − reloc] [Hras − GTP] } .
58 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
59
60 rl [7. IP3.from.PIP2.by.Plc]:
61 {CLm | clm PIP2 }
62 {CLi | cli [?Plc:Plc − act] }
63 {CLc | clc }
64 =>
65 {CLm | clm DAG }
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66 {CLi | cli [?Plc:Plc − act] }
67 {CLc | clc IP3 } .
68 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
69
70 rl [8.Pi3k.act ]:
71 {CLi | cli [Gab1 − Yphos] }
72 {CLc | clc Pi3k }
73 =>
74 {CLi | cli [Gab1 − Yphos] [Pi3k − act] }
75 {CLc | clc } .
76 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
77
78 rl [9.PIP3.from.PIP2.by.Pi3k]:
79 {CLm | clm PIP2 }
80 {CLi | cli [Pi3k − act] }
81 =>
82 {CLm | clm PIP3 }
83 {CLi | cli [Pi3k − act] } .
84 −−−−−−−−−−−−−−−−−−−−−−−−−−−
85
86 rl [10.Plcg.act ]:
87 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) PIP3 }
88 {CLi | cli Src }
89 {CLc | clc Plcg }
90 =>
91 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) PIP3 }
92 {CLi | cli Src [Plcg − act] }
93 {CLc | clc } .
94 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
95
96 rl [11.Shc.Yphosed]:
97 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) }
98 {CLi | cli Src }
99 {CLc | clc Shc }
100 =>
101 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) }
102 {CLi | cli Src [Shc − Yphos] }
103 {CLc | clc } .
104 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
105
106 rl [12.Sos1. reinit ]:
107 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) }
108 {CLi | cli [Grb2 − reloc] [Sos1 − reloc] }
109 {CLc | clc }
110 =>
111 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) }
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112 {CLi | cli [Grb2 − Yphos] }
113 {CLc | clc Sos1 } .
114 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
115
116 rl [13.Sos1.reloc ]:
117 {CLi | cli [Grb2 − reloc] }
118 {CLc | clc Sos1 }
119 =>
120 {CLi | cli [Grb2 − reloc] [Sos1 − reloc] }
121 {CLc | clc } .
122 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
123
124 rl [15.Cbl.reloc .Yphos]:
125 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) }
126 {CLi | cli }
127 {CLc | clc Cbl }
128 =>
129 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) }
130 {CLi | cli [Cbl − Yphos] }
131 {CLc | clc } .
132 −−−−−−−−−−−−−−−−−−−−−−−−−−−−
133
134 rl [E56.Pak1.irt.Egf ]:
135 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) }
136 {CLi | cli }
137 {CLc | clc Pak1 }
138 =>
139 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) }
140 {CLi | cli [Pak1 − act] }
141 {CLc | clc } .
142 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
143
144 rl [280.Raf1.by.Hras]:
145 {CLi | cli [Hras − GTP] [Pak1 − act] Src }
146 {CLc | clc Raf1 1433x1 PP2a }
147 =>
148 {CLi | cli [Hras − GTP] [Pak1 − act] Src [Raf1 − act] 1433x1 }
149 {CLc | clc PP2a } .
150 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
151
152 rl [14.Vav2.act]:
153 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) }
154 {CLi | cli Src }
155 {CLc | clc Vav2 }
156 =>
157 {CLm | clm ([EgfR − act] : ?ErbB1L:ErbB1L) }
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158 {CLi | cli Src [Vav2 − act] }
159 {CLc | clc } .
160 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
161
162 rl [ clt1 . ctest ]:
163 {CLi | cli Src [Vav2 − act] [Cbl − Yphos] }
164 =>
165 {CLi | cli ( Src : ( [Vav2 − act] : [Cbl − Yphos] ) ) } .
166 −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
167 endm
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Quelques fichiers enteˆtes de classes
D.1 Classe CCBio
1 #ifndef C BIO HH
2 #define C BIO HH
3
4 #include "inline-macro.hh"
5 #include <iostream>
6 #include <cstring>
7 #include "dart.hh"
8 using namespace std;
9 using namespace GMap3d;
10
11 struct ListeBrins
12 {
13 CDart ∗ Unbrin;
14 ListeBrins ∗ suiv;
15 };
16
17 ListeBrins ∗ ajouterEltListe(ListeBrins ∗ L, CDart ∗ ADart);
18 ListeBrins ∗ supprimerEltListe(ListeBrins ∗ L, CDart ∗ ADart);
19
20 class CCBio
21 {
22 private :
23 string TypeCompart;
24 string NomCompart;
25 ListeBrins ∗ LesInterieurs ;
26 CDart ∗ bPorteur;
27
28 public :
29 CCBio();
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30 CCBio (string TypeC, string NomC);
31 ˜CCBio();
32
33 string getLibTypeC() const;
34 CTypeCompartiment ∗ getTypeC();
35 string getNomC() const;
36 ListeBrins ∗ getInterieurs () ;
37 CDart ∗ getBrinPorteur();
38 void setTypeC(string NewTypeC);
39 void setNomC(string NewNomC);
40 void setInterieurs (ListeBrins ∗ lb)
41 void setBrinPorteur(CDart ∗ bp);
42 void setTypeNomC(string NewTypeC, string NewNomC);
43 void insererInt (GMap3d::CDart ∗ TC);
44 bool est egal (CCBio C);
45 void deleteInt (CDart ∗ b);
46 bool contient(CCBio C);
47 bool est contenu dans(CCBio C);
48 bool est colle a (CCBio C);
49 bool est voisin (CCBio C);
50 };
51 #include INCLUDE INLINE("cbio.icc")
52 #endif // C BIO HH
D.2 Classe CExchangeGraph
1 #ifndef EXCHANGEGRAPH HH
2 #define EXCHANGEGRAPH HH
3
4 #include "typescompart.hh"
5 #include "compartiment.hh"
6 #include "arete.hh"
7 #include "substitution.hh"
8 #include <stdio.h>
9 #include <string>
10 #include <iostream>
11 extern "C"{
12 #include "analyseGE.h"
13 #include "analyseGE.tab.h"
14 }
15 using namespace std;
16
17 class CExchangeGraph
18 {
19 public :
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20 CExchangeGraph();
21 CExchangeGraph(CCompartiment ∗ lc, CArete ∗ la);
22 CExchangeGraph(string nge);
23 CExchangeGraph(noeudGE ∗ nge);
24 CExchangeGraph(CExchangeGraph ∗ G);
25 CExchangeGraph(CExchangeGraph &G);
26 ˜CExchangeGraph();
27
28 CCompartiment ∗ getListVertex();
29 CArete ∗ getListArete();
30 string getNomGE();
31 CTypeCompartiment ∗ getTypesC();
32 void setListCompart(CCompartiment ∗ ACompart);
33 void setListArete(CArete ∗ a);
34 void setNomGE(string nge);
35 void setTypesC(CTypeCompartiment ∗ tc);
36
37 void insertVertex( string tc , string nc);
38 void insertVertex(CCompartiment ∗ ACompart);
39 void supprimVertex(string nc);
40 void supprimVertex(CCompartiment ∗ ACompart);
41 void insertEdge(string nc1, string nc2);
42 void insertEdge(CCompartiment ∗ c1, CCompartiment ∗ c2);
43 void insertEdge(CArete ∗ a);
44 void supprimEdge(CCompartiment ∗ ACompart);
45 void supprimEdge(string nc1, string nc2);
46 void supprimEdge(CCompartiment ∗ c1, CCompartiment ∗ c2);
47 void supprimEdge(CArete ∗ a);
48 void insertTypeC(string libtc , string em, string tm, string im, string ic ) ;
49 void insertTypeC(CTypeCompartiment ∗ tc);
50 void insertTypeC(CTypeCompartiment & tc);
51
52 CExchangeGraph ∗ restrictPartieListCompart(CCompartiment ∗ lc);
53 CCompartiment ∗ findCompartment(string nc);
54 CCompartiment ∗ findCompartment(CCompartiment ∗ ACompart);
55 CArete ∗ findEdge(CCompartiment ∗ c1, CCompartiment ∗ c2);
56 CArete ∗ findEdge(string nc1, string nc2);
57 bool sontVoisins( string nc1, string nc2);
58 CCompartiment ∗ lesVoisinsDe(CCompartiment ∗ ACompart);
59 CCompartiment ∗ lesVoisinsDe(string nc);
60 bool contientVertex(string nc);
61 bool contientType(string tc) ;
62 bool contientListCompart(CCompartiment ∗ ACompart);
63 void differenceVertex (CExchangeGraph ∗ G2);
64 void fusionnerVertex(CExchangeGraph ∗ G2);
65 bool sousGraphesIssusSontVoisins(CCompartiment ∗ L1, CCompartiment ∗ L2);
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66 bool sousGraphesVoisins(CExchangeGraph ∗ G1, CExchangeGraph ∗ G2);
67 int nbVertex();
68 bool estConnexe();
69 CSubstitution ∗ genererSubstUneVar(CCompartmentVariable ∗ cv);
70 CSubstitution ∗ genererSubstListVariables(CCompartmentVariable ∗ lesVars, CSubstitution
∗ res);
71 bool tousTypesRepresentes(CCompartmentVariable ∗ vars);
72 CSubstitution ∗ genererSubstListVariables2(CCompartmentVariable ∗ lesVars,
CSubstitution ∗ res);
73 CTypeCompartiment ∗ findTypeCompartiment(string ltc);
74 void enregistrerGE();
75 void writeGraphe();
76
77 private :
78 string nomGE;
79 CTypeCompartiment ∗ firstTC;
80 CCompartiment ∗ firstVertex;
81 CArete ∗ firstEdge;
82 };
83 #endif // EXCHANGEGRAPH HH
D.3 Classe CModeleGenerique
Listing D.1 – enteˆte de la classe CModeleGenerique
1 #ifndef MODELE GEN HH
2 #define MODELE GEN HH
3 #include <string>
4 #include "typescompart.hh"
5 #include "classe-molecule-base.hh"
6 #include "modif-forme.hh"
7 #include "parametre-cinetiq.hh"
8 #include "rg.hh"
9
10 extern "C"
11 {
12 #include "analyse.h"
13 #include "analyse.tab.h"
14 }
15
16 using namespace std;
17 class CModeleGenerique
18 {
19 public :
20 CModeleGenerique();
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21 CModeleGenerique(noeud ∗ tn);
22 ˜CModeleGenerique();
23
24 CRegleGenerique ∗ getFirtsRG();
25
26 void setFirstRG(CRegleGenerique ∗ rg);
27
28 CRegleGenerique ∗ recupererLaRG(noeud ∗ tn);
29 CEtatCellule ∗ recupererMembre(noeud ∗ tn);
30 CSolution ∗ recupererSolutionLocalisee(noeud ∗ tn);
31 CMolecule ∗ recupererMolecule(noeud ∗ tn);
32 CModification ∗ recupererModification(noeud ∗ tn);
33
34 void addRules(CRegleGenerique ∗ rg);
35
36 void insertTypeC(string libtc , string em, string tm, string im, string ic) ;
37 void insertTypeC(CTypeCompartiment ∗ tc);
38 void insertTypeC(CTypeCompartiment & tc);
39 CTypeCompartiment ∗ findTypeCompartiment(string ltc);
40 CTypeCompartiment ∗ getTypesC();
41 void setTypesC(CTypeCompartiment ∗ tc);
42 void recupererLesTypesC(noeud ∗ tn);
43
44 CClassMols ∗ getClassMolsB();
45 void setClassMolsB(CClassMols ∗ cm);
46
47 void insertClassMolsB(CClassMols ∗ cm);
48 void recupererMoleculeBase(noeud ∗ tn);
49 CMoleculeBase ∗ recupererMoleculesClasse(noeud ∗ tn);
50
51 CModifForme ∗ getModifForme();
52 void setModifForme(CModifForme ∗ mf);
53
54 void insertModifForme(string mf);
55 void insertModifForme(CModifForme ∗ mf);
56 void recupererModifsForme(noeud ∗ tn);
57
58 CParametresCinetiq ∗ getFirstPC();
59 void setFirstPC(CParametresCinetiq ∗ pcin);
60 void insertParamCin(CParametresCinetiq ∗ pcin);
61 void insertParamCin(string idp, float valp) ;
62 void insertParamCin(string idp);
63 void recupererParametresCinetiques(noeud ∗ tn);
64
65 void recupererLesReglesGen(noeud ∗ tn);
66
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67
68 private :
69 CTypeCompartiment ∗ firstTC;
70 CClassMols ∗ firstClassMolsB;
71 CModifForme ∗ firstModification;
72 CParametresCinetiq ∗ firstPC;
73 CRegleGenerique ∗ firstRG;
74
75
76 };
77
78 #endif // MODELE GEN HH
D.4 Classe CRegleGenerique
Listing D.2 – enteˆte de la classe CRegleGenerique
1 #ifndef RG HH
2 #define RG HH
3
4 #include <stdio.h>
5 #include <string>
6 #include <stdlib.h>
7 #include "precond-voisinage.hh"
8 #include "kinetics-rg.hh"
9 #include "param-cin-conditionnel.hh"
10 #include "etat-cellule.hh"
11 #include "condition-variable-molecule.hh"
12
13 #include <string>
14 #include <iostream>
15 #include <fstream>
16
17
18 typedef enum{pcinAbsent, pcinSimple, pcinCond} optionPCin;
19 class CRegleGenerique
20 {
21 public :
22 CRegleGenerique();
23 CRegleGenerique(CEtatCellule ∗ E1, CEtatCellule ∗ E2);
24 CRegleGenerique(CRegleGenerique ∗ rg);
25 CRegleGenerique(CRegleGenerique & rg);
26 ˜CRegleGenerique();
27
28 string getNomRG();
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29 void setNomRG(string nrg);
30 void recupererIdrg(noeud ∗ tn);
31
32 CPrecondVoisinage ∗ getPrecondV();
33 void setPrecondV(CPrecondVoisinage ∗ prec);
34 void insertPrecondV(CPrecondVoisinage ∗ prec);
35 void insertPrecondV(string v1, string v2);
36 void recupererPrecVoisinage(noeud ∗ tn);
37
38 optionPCin getExistenceEtTypePC();
39 CKineticsRG ∗ getSimpleKineticsRG();
40 CParamCinCond ∗ getConditionnalKineticsRG();
41 void setExistenceEtTypePC(optionPCin optPC);
42 void setSimpleKineticsRG(CKineticsRG ∗ pc);
43 void setConditionnalKineticsRG(CParamCinCond ∗ pc);
44 void recupererParametrsCinetiques(noeud ∗ tn);
45
46 CEtatCellule ∗ getMG();
47 CEtatCellule ∗ getMD();
48 CRegleGenerique ∗ getRGSuivant();
49
50
51 void setMG(CEtatCellule ∗ E1);
52 void setMD(CEtatCellule ∗ E2);
53 void recupererEtatsCellule(noeud ∗ tn);
54
55 void setCondVMol(CConditionVarMol ∗ cvm);
56 CConditionVarMol ∗ getCondVMol();
57 void addCondVMol(CConditionVarMol ∗ cvm);
58 void recupererCondVMol(noeud ∗ tn);
59 void writeCondVMol();
60 void setRGSuivante(CRegleGenerique ∗ rgS);
61
62 void writeRG(ostream &f);
63
64 private :
65 string nomRG;
66 CPrecondVoisinage ∗ firstPrecV;
67
68 optionPCin optPC;
69 CKineticsRG ∗ simpleKin;
70 CParamCinCond ∗ condKin;
71
72 CEtatCellule ∗ MG;
73 CEtatCellule ∗ MD;
74 CConditionVarMol ∗ firstCondVM;
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75 CRegleGenerique ∗ rgSuiv;
76 };
77 #endif //RG HH
D.5 Classe CMolecule
Listing D.3 – enteˆte de la classe CMolecule
1 #ifndef MOLECULE HH
2 #define MOLECULE HH
3 #include <string>
4 #include <iostream>
5 #include <fstream>
6 #include "modification.hh"
7
8 extern "C"
9 {
10 #include "analyse.h"
11 #include "analyse.tab.h"
12 }
13
14 using namespace std;
15
16 typedef enum {molvide, MBase, MBaseModif, Complexe, ComplexeModif, vMol1, vMol1Modif,
vMol2, vMol2Modif} typeMol;
17
18 class CMolecule
19 {
20 public :
21 CMolecule();
22 CMolecule(string nomM);
23 CMolecule(CMolecule ∗ M);
24 CMolecule(CMolecule & M);
25 ˜CMolecule();
26 typeMol getTypeM();
27 string getNomM();
28 string getVarMol1();
29 string getVarMol2();
30 CMolecule ∗ getComposante1Complexe();
31 CMolecule ∗ getComposante2Complexe();
32 CModification ∗ getModification();
33
34
35 CMolecule ∗ getMoleculeSuivante();
36
174
D.5. CLASSE CMOLECULE
37 void setTypeM(typeMol tm);
38 void setNomM(string nomM);
39 void setVarM1(string nomVM);
40 void setVarM2(string nomVM);
41
42 void createComplex(CMolecule ∗ M1, CMolecule ∗ M2);
43 void setMolSuivante(CMolecule ∗ M);
44 void addModif(string nmod);
45 void addModification(CModification ∗ modM);
46
47 void recupererMolecule(noeud ∗ tn);
48
49 void writeMolecule(typeModele tmod, ostream &fichier);
50
51 void writeMoleculeBiocham(ostream &fichier);
52 void writeMoleculePL(ostream &fichier);
53 void writeMoleculeGenerique(ostream &fichier);
54 void writeMoleculeGenerique();
55 void writeMoleculeIntermediaire(ostream &fichier);
56
57 private :
58 typeMol typeM;
59 string nomMol;
60 string varMol1;
61 string varMol2;
62 CMolecule ∗ C1;
63 CMolecule ∗ C2;
64 string modif;
65 CModification ∗ modifMol;
66
67 CMolecule ∗ molSuiv;
68 };
69
70 #endif // MOLECULE HH
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Annexe E
Fichier d’extraction du graphe
d’e´changes : informations
topologiques
Listing E.1 – Fichier d’extraction du graphe d’e´changes pour le mode`le de la signalisation Delta-Notch
1 GRAPHE D’ECHANGES
2 TYPES_cOMPARTIMENT
3 Cellule, Ext
4 FIN_TYPES_COMPARTIMENT
5
6 COMPARTIMENTS
7 c11 : Cellule ; c12 : Cellule ; c13 : Cellule ;
8 c14 : Cellule ; c15 : Cellule ; c16 : Cellule ;
9 c21 : Cellule ; c22 : Cellule ; c23 : Cellule ;
10 c24 : Cellule ; c25 : Cellule ; c26 : Cellule ;
11 c31 : Cellule ; c32 : Cellule ; c33 : Cellule ;
12 c34 : Cellule ; c35 : Cellule ; c36 : Cellule ;
13 c41 : Cellule ; c42 : Cellule ; c43 : Cellule ;
14 c44 : Cellule ; c45 : Cellule ; c46 : Cellule ;
15 c51 : Cellule ; c52 : Cellule ; c53 : Cellule ;
16 c54 : Cellule ; c55 : Cellule ; c56 : Cellule ;
17 c61 : Cellule ; c62 : Cellule ; c63 : Cellule ;
18 c64 : Cellule ; c65 : Cellule ; c66 : Cellule ;
19 Env : Ext
20 FIN_COMPARTIMENTS
21
22 ARETES
23 {c11,c12}; {c11,c21}; {c11,Env};
24 {c12,c13}; {c12,c22}; {c12,Env};
25 {c13,c14}; {c13,c23}; {c13,Env};
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26 {c14,c15}; {c14,c24}; {c14,Env};
27 {c15,c16}; {c15,c25}; {c15,Env};
28 {c16,c26}; {c16,Env}; {c21,c22};
29 {c21,c31}; {c21,Env}; {c22,c23};
30 {c22,c32}; {c22,Env}; {c23,c24};
31 {c23,c33}; {c23,Env}; {c24,c25};
32 {c24,c34}; {c24,Env}; {c25,c26};
33 {c25,c35}; {c25,Env}; {c26,c36};
34 {c26,Env}; {c31,c32}; {c31,c41};
35 {c31,Env}; {c32,c33}; {c32,c42};
36 {c32,Env}; {c33,c34}; {c33,Env};
37 {c34,c35}; {c34,c44}; {c34,Env};
38 {c35,c36}; {c35,c45}; {c35,Env};
39 {c36,c46}; {c36,Env}; {c41,c42};
40 {c41,c51}; {c41,Env}; {c42,c43};
41 {c42,c52}; {c42,Env}; {c43,c44};
42 {c43,c53}; {c43,Env}; {c44,c45};
43 {c44,c54}; {c44,Env}; {c45,c46};
44 {c45,c55}; {c45,Env}; {c46,c56};
45 {c46,Env}; {c51,c52}; {c51,c61};
46 {c51,Env}; {c52,c53}; {c52,c62};
47 {c52,Env}; {c53,c54}; {c53,c63};
48 {c53,Env}; {c54,c55}; {c54,c64};
49 {c54,Env}; {c55,c56}; {c55,c65};
50 {c55,Env}; {c56,c66}; {c56,Env};
51 {c61,c62}; {c61,Env}; {c62,c63};
52 {c62,Env}; {c63,c64}; {c63,Env};
53 {c64,c65}; {c64,Env}; {c65,c66};
54 {c65,Env}; {c66,Env}
55 FIN_ARETES
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