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RÉSUMÉ. Nous montrons, dans ce papier, que les systèmes temps-réel constitués de tâches péri-
odiques et sporadiques interdépendantes à durée d’exécution variables peuvent être validées
temporellement à partir d’une méthodologie à base de langages rationnels. Ceci établit la
cyclicité des séquences d’ordonnancements pour ces systèmes de tâches.
ABSTRACT. We show that real-time systems composed of both periodic and sporadic interdepen-
dent tasks which CPU time is not fixed can be validated from a methodology based on rational
languages. This property leads to the cyclicity of the schduling sequences for such systems.
MOTS-CLÉS : Temps-réel, Automates finis, Langages rationnels, Cyclicité, Validation temporelle,
Ordonnançabilité
KEYWORDS: Real-time, Finite automata, Rational languages, Cyclicity, Temporal validation,
Feasibility
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1. Introduction
1.1. Les systèmes temps-réel
Par essence même, un système temps-réel est d’une part réactif (car devant pren-
dre en compte, à la volée, les informations entrantes qui lui indiquent l’évolution du
procédé dans son environnement physique), et d’autre part concurrent (car l’ensem-
ble des opérations relatives au pilotage –observations de l’environnement et actes de
conduite– doivent être réalisées simultanément). Il est donc naturellement composé
d’un ensemble de tâches élémentaires, chacune d’elles implémentant une réaction
(ou une partie de réaction) que le système devra fournir à une sollicitation extérieure
(qui s’exprime sous la forme d’un événement).
Certaines informations entrant dans le système suivent des flots réguliers : ce sont,
généralement, des données transmises par des capteurs périodiques. Les tâches de
lecture et de traitement de ces informations doivent donc être synchronisées avec
les capteurs en question. Ce sont des tâches périodiques. Si le système comporte
n tâches périodiques, nous les appelons ici 

	  
. Dans le modèle classique de
tâches temps-réel [LIU 73], la spécification temporelle de  est constituée par la don-
née de quatre caractéristiques :
– La date de première activation (notée  ) est l’instant de création de   (l’orig-
ine des temps est 

	  


 )
– Le période (notée ﬀﬁ ) est le délai séparant deux activations successives de  
– Le délai critique (noté ﬂ  ) est le délai séparant la date d’activation d’une oc-
currence de  de la date à laquelle l’exécution de cette occurrence doit être
terminée (cette date est nommée échéance de l’occurrence de  )
– La durée d’exécution (notée ﬃ  ) est la durée pendant laquelle chaque occur-
rence de  devra disposer d’un processeur pour pouvoir terminer son exécution
Notons que date de première activation, période et délai critique sont imposés par
le procédé à piloter. À ce titre, ce sont des paramètres hérités. À l’opposé, la durée
d’exécution est un paramètre synthétisé à partir des caractéristiques du processeur
cible et du corps de   .
Les signaux d’alarmes, ou les interventions d’un éventuel superviseur, constituent
les flots d’informations entrantes non-périodiques. Les tâches de prise en compte de
ces informations, activées uniquement lorsque c’est nécessaire, sont appelées tâches
sporadiques ou apériodiques. Une tâche sporadique est caractérisée par la connais-
sance d’un délai minimum séparant deux de ses occurrences successives. Dans le cas
où un tel délai ne peut être garanti, la tâche est dite apériodique. Si le système com-
porte p tâches sporadiques1, nous les appelons ici  !

	 " #
.
 
. Nous nous focalisons ici sur les systèmes constitués de tâches périodiques et sporadiques
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1.2. Techniques de validation
Avant sa mise en exploitation, tout système doit être validé, de façon à garantir
que son comportement correspond aux besoins affichés. Ceci est particulièrement vrai
pour les applications de contrôle-commande. Pour les applications temps-réel, la val-
idation comporte deux aspects. D’une part la classique validation fonctionnelle, mais
également la validation temporelle2 : il s’agit de garantir que, quelle que soit l’évo-
lution du procédé, le système temps-réel est apte à traiter correctement (c’est à dire
en respectant ses contraintes temporelles) l’ensemble des signaux susceptibles de se
présenter. Le pilotage d’un système temps-réel est classiquement abordé suivant deux
approches différentes (voir une synthèse fournie dans [GRO 99]) : l’ordonnancement
en ligne et l’ordonnancement hors-ligne.
1.2.1. Politiques en ligne
Le pilotage en ligne consiste à implanter dans la machine cible un ordonnanceur
qui s’appuie sur une politique spécifique (basée sur des priorités, où sur les paramètres
temporels des tâches, par exemple) : chaque événement (signal ou commutation) voit
l’ordonnanceur élire la prochaine tâche en fonction de sa politique. Cette approche
a motivé un grand nombre de travaux ([CHO 99], par exemple, pour les systèmes
périodiques, [BAK 91] propose des politiques adaptées à la gestion des ressources
critiques, on trouvera dans [DEL 99] une synthèse sur l’intégration des sporadiques
dans cette approche). Si l’approche en ligne est souple, elle est toutefois limitée par sa
non-optimalité3 dès que les tâches sont interdépendantes (c’est à dire à peu près tout
le temps, dans les cas réels !).
1.2.2. Politiques hors-ligne
En toute généralité, le problème de décision de l’ordonnançabilité d’un système
temps-réel est NP-difficile [BAR 90]. Il est donc illusoire de rechercher une politique
en ligne optimale dans le cas général. Cet état de fait a motivé la mise en place de
stratégies basées sur l’énumération exhaustive des ordonnancements possibles d’une
configuration donnée : les stratégies hors ligne. Ici, l’énumération permet, dès lors que
la configuration est ordonnançable, d’exhiber une séquence valide qui, implantée dans
un séquenceur, pilotera l’application.
Pour les systèmes périodiques4, la production d’une telle séquence suppose la
connaissance de la durée minimale de simulation. [LEU 80] en fournit une borne,
et [GRO 99] généralise ce résultat.
Les méthodes hors-ligne s’appuient sur des modèles de tâches, à base de systèmes
à états (automates et réseaux de Petri). Certains sont à temps explicite [ALU 94]
$
. Un bon résultat rendu hors délai est faux
%
. Un algorithme d’ordonnancement est optimal si il n’échoue que sur les configurations de
tâches qui ne peuvent être ordonnancées (voir [GRO 99] pour une définition formelle de l’opti-
malité)&
. i.e. uniquement constitués de tâches périodiques
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[FLO 85] [RAM 74] (on parle de modèles temporisés), d’autres à temps implicite
[CHO 96]. Les modèles à temps explicite sont exploités via des techniques de sim-
ulation, ceux à temps implicite via des techniques d’analyse. Dans les deux cas, un
premier axe d’étude consiste à produire des techniques de modélisation exhaustives
(i.e. qui prennent en compte l’ensemble des configurations réelles possibles). Par
ailleurs, les complexités temporelles de décision étant exponentielles, un axe ma-
jeur des travaux est la mise en œuvre de techniques d’amélioration des temps de
calcul (essentiellement par la détection précoce de branches correspondant à des cas
d’échec). Les systèmes périodiques interdépendants pour lesquels les tâches ont une
durée d’exécution fixée sont pris en compte. Évidemment, ce cas de figure est tout à
fait irréaliste, puisque dès que le corps d’exécution d’une tâche intègre un test du type
If. . .Then. . .Else. . ., on sort du modèle. Dans ce cas, on valide usuellement en prati-
quant la technique de la pire durée d’exécution. Les matériels jugés aptes à piloter
l’application étudiée sont, en général, très fortement sur-évalués. Mais à ce problème
d’inefficacité s’ajoute un problème de fond, qui invalide totalement l’approche, dans
le cas d’interdépendence entre tâches (ressources, communication) : l’instabilité des
algorithmes d’ordonnancement 5.
1.2.3. Validation
Valider une application temps-réel (i.e. un systême de tâches) consiste à prouver
que, quelle que soit l’évolution du procédé qu’elle pilote, elle ne se trouvera jamais en
situation de violation de ses contraintes temporelles. Dans le cas où l’objectif est un pi-
lotage en ligne, la validation s’obtient à l’aide de techniques de simulation. Dans le cas
hors-ligne, on utilise des techniques de model-checking pour produire une séquence
d’ordonnancement en accord avec les contraintes spécifiées.
Les méthodes de validation temporelle basées sur l’approche pire cas sont utilisées
dans tous les ateliers industriels existants, et supposées valides dans tous les travaux
scientifiques que nous connaissons à ce jour. Pourtant, le problème de l’instabilité des
algorithmes d’ordonnancement montre que ces approches sont en fait invalides dans
la quasi-totalité des cas réels.
Notre propos est ici de combler ce vide en matière de validation temporelle de
systèmes critiques. Dans ce papier, nous établissons une technique de décision de
la validité temporelle pour des systèmes de tâches tmpes-réel comportant des surées
d’exécution variables, et nous étendons le résultat de la cyclicité des ordonnancements
valides à de tels systèmes de tâches, en environnement multi-processeur.
'
. Le problème de l’instabilité s’exprime ainsi : un ordonnancement temporellement valide pour
un système (*)+,
+-/. 021 34
de tâches de durées d’exécution (56+ ,
+*-/. 021 34
peut être non valide si la
durée de l’une des occurrences de l’une des )"+ est strictement inférieure à 56+ . On trouvera une
description détaillée de ce problème –en général non abordé– et de ses conséquences, dans
[CHO 00], pp 73 & 74.
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1.3. Cadre du travail
Nous avons introduit dans [GEN 00] une technique de modélisation de tâches
temps-réel à base d’automates finis, et nous avons montré qu’elle prend en compte les
configurations de tâches périodiques interdépendantes à durée d’exécution fixe. Dans
[GEN 01], nous prenons en compte les tâches sporadiques (qui peuvent être inter-
dépendantes avec les périodiques), et nous introduisons une méthode à base de séries
géneratrices, pour décider a priori de l’ordonnançabilité de certaines sporadiques.
Le temps y étant implicite, notre modèle présente, par rapport aux autres approches
orientées modèles (automates temporisés [ACE 98], réseaux de Petri [GRO 99]) un
certain nombre d’avantages. D’une part, il permet de disposer de processus de déci-
sion basés sur les techniques d’analyse des automates finis, dont la puissance, l’effi-
cacité et la modularité sont établies depuis longtemps. Par exemple, le résultat central
de [GRO 99], qui établit la cyclicité des ordonnancements en environnement mono
processeurs de systèmes de tâches interdépendants, se retrouve, dans notre approche,
comme un corollaire de la rationnalité de l’ensemble des comportements valides d’une
application temps-réel. La rationnalité de cet ensemble persistant en multi-processeur,
nous pouvons d’ores et déjà affirmer que, pour les tâches à durées fixes, la cyclicité des
ordonnancements persiste en multi-processeurs. D’autre part, l’aspect comportemen-
tal de notre approche permet l’expression de propriétés assez fines, plus difficilement
exprimables par d’autres approches, soit parce qu’elles nécessitent des manipulations
équationnelles élaborées (approches temporisées), soit parce qu’elles imposents des
définitions structurelles assez lourdes (approches réseaux de Petri, par exemple).
Ici, après une synthèse de la modélisation et une réflexion sur les méthodes de
calcul les plus adaptées, nous montrons que la modélisation s’adapte bien aux tâches
à durées variables, et nous généralisons le résultat de la cyclicité à ce cas d’étude.
Nous sommes donc en mesure de prendre en compte le problème de l’instabilité des
algorithmes d’ordonnancement : c’est là un apport central de notre méthode.
Ce résultat montre que ce modèle possède une expressivité suffisante pour l’é-
tude de systèmes temps-réel quelconques et réels. Par rapport aux modèles tempo-
risés [RAM 74][ACE 98], il présente l’intérêt d’impliciter le temps, et donc d’utiliser
les techniques de model checking les plus performantes qui soient : celles du modèle
des automates finis déterministes.
2. Modélisation de tâches à contraintes strictes
Nous nous intéressons ici à la validation temporelle d’applications. Notre mod-
èle doit donc être à même de répondre à des questions centrées sur l’aspect opéra-
tionnel (respect des échéances, donc), et non sur l’aspect fonctionnel (ce que fait le
programme). Dans un premier temps, nous présentons succinctement la modélisation
temporelle [GEN 00] pour les tâches à durées fixes. Nous étendons ensuite cette mod-
élisation aux tâches à durées variables.
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2.1. Tâches périodiques à durée d’exécution fixe
Intéressons nous ici à la tâche6  , dont les paramètres temporels sont 7 , 89 , :
et ;< . À partir de sa date d’activation (un entier de >=?;@A ), chaque occurrence de
 doit impérativement se voir allouer un processeur pendant exactement 8B unités
de temps sur sa période. En représentant par le symbole C  l’activité de   , et par
le symbole D l’inactivité de   , tout mot de CFEHG
JI
DLK
GMHEHG
correspond, sur tout inter-
valle temporel du type [   =ON<P ;  ,   =QN<P ;  =O:  [, à une configuration d’allocation
d’un processeur à   compatible avec ses contraintes temporelles. Cet ensemble est ra-
tionnel. Prendre en compte le fait que, sur l’intervalle [   =RN<P ;  =S:  ,   =T NU=WVP ;  [,
 est toujours inactive, revient à suffixer tout mot de CXE G
 I
DYK
GMHEHG
par DYZ
GM
K
G
. La
concaténation de ces deux langages est le langage CXE[G
TI
DLK
G MHE G
DYZ
G M
K
G
, également
rationnel. Sur le plan opérationnel,  est la suite *\7 \ Y] de ses occurrences. Donc,
allouer globalement à  un processeur de manière compatible avec ses contraintes
temporelles revient à allouer à chacune des occurrences  \ un processeur de manière
compatible avec ses contraintes temporelles. Chaque mot ^ de CFE G
JI
DLK
GMHEHG
DYZ
GM
K
G
est de longueur ;@ : il décrit une configuration d’allocation valide7 du processeur
à une occurrence de   . Donc, si *^ \  \ Y]`_ba@a CXE G
TI
DLK
GMHEHG2c
DYZ
GM
K
G2c
]
, le mot
^!d/P ^e6PPPf^g modélise une configuration d’allocation du processeur valide pour n+1
occurrences de  . D’une façon générale, tout mot ^ de a@aC EHG

I
DLK
G
MHE
G2c
DLZ
G
M
K
Gfc>h
modélise une configuration d’allocation de processeur valide pour   sur n’importe
quel intervalle temporel du type i   =jN<P ; fk   =jN<P ;  =Ql ^mlni , et donc, notamment, sur
l’intervalle i  ok   =Ol ^mlni . Étant donné que   est inactive sur l’intervalle i p k   i , tout
mot DLq
G
^ , où ^ _ra@a CXEHG
JI
DYK
GM<E[G2c
DYZ
GM
K
Gfc
h
, modélise une configuration d’allo-
cation de processeur valide pour   sur l’intervalle i p k   =Ql ^mli . ^ pouvant de longueur
arbitrairement grande (le langage est une étoile de langage rationnel), il modélise les
configurations d’allocation valides pour n’importe quelle durée de vie de la tâche. Le
langage DLq
G
aHa7C
EHG

I
DYK
G
MHE
G2c
DLZ
G
M
K
Gfc>h
est rationnel. Le problème de l’ordonnance-
ment temps-réel consiste, à un instant t donné de la vie de la tâche, à pouvoir prédire
ses possibilités d’évolution dans un environnement donné. Bien entendu, le passé de
la tâche est connu. Pour ce qui nous intéresse ici, ce passé est simplement l’historique
des allocations CPU de   un mot ^ de sLD k C 2t
h
. Par construction, ^ est de la forme
^

P u , où ^ m_ DLq
G
a@a
CXEHG
JI
DYK
GM<E[G2c
DLZ
G2M
K
G2c
h
et
vxw
_
sLD
k
CF
t
h
tel que u
w
_
a
CXE
G
TI
D
K
GM<E[G
c
D
Z
GM
K
G
Donc, ^ est un préfixe d’un mot de DLq
G
a@aC
EHG

I
DLK
G
MHE
G2c
DLZ
G
M
K
Gfcyh
. Par ailleurs, par
construction également, quel que soit l’instant f appartenant au futur ]t, ={z [, il ex-
iste un mot ^| dans
a@a
CXE
G
TI
DYK
GMHEHG2c
DYZ
GM
K
Gfc
h
, et tel que ^|u
w
^e soit de longueur
}
. Nous ne considérons que le cas des tâches non réentrantes.
~
. c’est à dire compatible avec les contraintes temporelles de la tâche
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FIG. 1. Mots associés à une tâche à durée variable
supérieure à f. À tout instant t, le passé ^ de  est donc un mot du centre8 de
DYq
G
a<a
CXE
G
TI
DLK
GMHEHG2c
DYZ
GM
K
G2c
h
. Réciproquement, par définition, tout mot du centre
est le passé d’une configuration valide d’allocation de processeur à la tâche.
Définition 1 On appelle comportement temporel valide de la tâche  tout mot ^
appartenant au langage 8©¨7ª@«2Y¨ a DLq
G
a
CXE
G
JI
DYK
GM<E[G2c
DLZ
G2M
K
Gfc
h
Un comportement temporel valide de  modélise donc une configuration d’alloca-
tion de processeur à  pour laquelle on est en mesure de garantir que  dispose d’au
moins une possibilité de continuer son exécution en respectant ses contraintes tem-
porelles. Dans la suite, nous notons ¬­® ou, plus succinctement, ¬U , l’ensemble des
comportements temporels valides de  . Ce langage est rationnel. .
2.2. Tâches à durée d’exécution variable
Dans le cas général, les tâches temps-réel s’appuient sur des programmes dont
les comportements sont variables. C’est le cas dès que le programme intègre une
instruction conditionnelle ou de boucle. La durée d’exécution de la tâche dépend
alors du comportement fonctionnel du programme. Pour intégrer ce genre de tâches
dans le modèle temporel, il faut modéliser des durées d’occupation CPU variables,
mais également que les durées d’occupation CPU permises pour   correspondent ex-
¯
. Le centre de L est l’ensemble des préfixes de L indéfiniment prolongeables dans L.
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actement aux comportements fonctionnels engendrés par le programme sous-jacent.
Considérons, par exemple, le programme présenté en Figure 1. On lui associe sa
représentation canonique sous forme d’automate fini, en appliquant le morphisme
°
ªy±«2²H³´«2µ¶ª¸·[¹ C  à l’ensemble des étiquettes. Tout chemin dans cet automate
est étiqueté par un mot de la forme C \ , où j est la durée d’allocation CPU néces-
saire pour l’exécution du comportement correspondant de la tâche. Dans le cas de
cet exemple, l’ensemble est CXºU»FCXº k CX¼F½m¾<CXº k C@»/CXºU»¿C k CXº¿½<½ ¼ÁÀ C@Â , qui s’écrit aussi
¾ CFÃ k CXÄ kFÅ CXÃÇÆ>¼YÈ
¼ÇÀÁÆ
É

	 d
¼ÁÃ

Â
. D’une manière générale9, cet ensemble est fini. No-
tons le ¬
EHG
. Pour ^ _ ¬
EHG
, 8©¨7ª@«2Y¨©aDYq
G
Å7Å^
I
DYK
G M6Ê Ë<Ê
É
DYZ
G M
K
G
É
h
c
collecte l’ensem-
ble des comportements temporels valides de   pour lesquels toute occurrence de
  possède un comportement de durée d’exécution l ^ml . Ce langage est accepté par
l’automate dont l’allure est présentée sur la Figure 1.c. Nommons *^eÌLoÌ /Í les mots
de l’ensemble ¬
E
G
. Étant donné que ¬
E
G
est fini, I l’est également. Les comporte-
ments des différentes occurrences de  correspondent à des ^ Ì non nécessairement
égaux. Un comportement temporel valide de  est donc, globalement, élement de
8©¨ª@«2Y¨ÏÎ>DYq
G
ÎÑÐ
Ì
/Í
a^
I
D
K
G
MgÊ Ë@Ê
c
D
Z
G
M
K
G2Ò
h
Ò
. I étant un ensemble fini, ce langage
est rationnel (l’allure de l’automate associé est présenté en Figure 1.d).
Les tâches sporadiques étant également modélisables par des langages rationnels,
elles s’intègrent parfaitement dans cette étude. Le procédé de traitement est le même.
3. Modélisation de systèmes de tâches
Une application temps-réel est constituée d’un ensemble de tâches, indépendantes
ou interdépendantes. Nous nous intéressons ici aux applications temps-réel à con-
traintes strictes, donc uniquement constituées de tâches soumises à des contraintes
temporelles strictes. Une telle application est définie par la donnée de deux familles de
tâches ®

	  
et  !

	 " #
: les ! sont des sporadiques, et les  des périodiques.
3.1. Fonctionnement simultané de l’ensemble des tâches
Un système temps-réel étant réactif, les tâches qui le composent fonctionnent si-
multanément. Cette simultanéïté est modélisée par des produits de Hadamard de
langages : si Óm®

	  
sont des alphabets, le produit de Hadamard est le morphisme
Ô
. Notre hypothèse restrictive est ici de considérer que les programmes ne comportent, comme
boucles, que des instructions de type For. . .Do, pour lesquelles le nombre d’itérations est dé-
cidable statiquement : dans le cadre de systèmes temps-réels à contraintes strictes, il s’agit une
restriction raisonnable. . .
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FIG. 2. Des produits de Hadamard pour modéliser les systèmes de tâches
de concaténation Ó  

	  
·[¹
Ìñ 
ò
Ìñ

Ó
ôó
C



	  |õ
·H¹ ö÷
C

ó
C
ùøú
. La sémantique
associé au produit de Hadamard d’une famille de lettres (chaque lettre représentant l’é-
tat d’activité d’une tâche) est la simultanéïté10(Voir Figure 2.Gauche). Dans la suite,
nous notons

ñ

û

ñ

¬U le produit de Hadamard des langages ¬U

	 " Y
. Notons que le
produit de Hadamard d’une famille de centres de langages rationnels reste un centre
de langages rationnels [EIL 76]. La notion de comportement temporel valide, définie
plus haut pour les tâches, s’étend naturellement aux systèmes de tâches.
Définition 2 On appelle comportement temporel valide d’une application temps-réel
à contraintes strictes constituée de deux familles de tâches   

	  
et   

	 " #
indépendantes tout mot de ü

ñ

û

ñ

¬­®fý
û
ü

ñ
#
û

ñ

¬mg 2ý
Dans la suite de ce travail, nous notons indiféremment ¬­Á  

	 " 
k
 



	 " #
 ou
ü

ñ

û

ñ

¬­®
ý
û
ü

ñ
#
û

ñ

¬mg 
ý cet ensemble.
3.2. Interdépendance des tâches
Lorsque les tâches communiquent ou partagent des ressources critiques, l’ensem-
ble des comportements temporels valides de l’application est un sous-ensemble de
¬
a


	 " 
k
 !

	 " #
c
: certaines périodes d’activité de certaines tâches se trou-
vent retardées, du fait de l’exclusion mutuelle sur l’accès aux ressources, où du fait
de l’attente de messages. Certaines comportements temporels valides dans le cas de
l’indépendance des tâches ne sont plus valides. Pour détecter ces comportements, nous
 "þ
. Dans le cadre de la modélisation de systèmes concurrents, cette approche a été introduite
par [ARN 94].
10 Modélisation des Systèmes Réactifs.
utilisons une tâche virtuelle associée à la ressource, et dont l’objet est de tracer ses
états. Par ailleurs, nous modifions le morphisme µªy±«2²H³´«2µ¶ªß¹ C  de façon à ce
qu’il laisse inchangées les instructions critiques. Comme il garde sa propriété de mor-
phisme, les résultats décrits plus haut restent valides.
Nous utilisons la technique conçue par Arnold et Nivat [ARN 94] pour la mod-
élisation de la synchronisation de processus concurrents. Formellement, le calcul du
langage des comportements valides s’exprime de la façon suivante. Soit   

	 "
q

l’ensemble des ressources (resp. messages) partagées (resp. transmis ou reçus) par
les tâches 

	  
. À chaque   , nous associons le langage ¬­   destiné à tracer
son historique.

 peut donc apparaître à un ou plusieurs exemplaires, à condition
que le nombre d’exemplaires soit fini11. Nous construisons ensuite le langage ¬
ü
 ñ 
û
 ñ 
¬­  
ý
û
ü
 ñ
q
û
 ñ 
¬­

 
ý . Soit maintenant S le sous-ensemble de l’alphabet sup-
port de ¬ dont chaque élément  vérifie la propriété

µ
k	

_
iV
k

 s
kÏt¿k
L
Æ


v 
_
iV
k
ª
 tel que  \ 

S contient donc l’ensemble des configurations d’activité instantannée valides du sys-
tème : lorsqu’une tâche effectue une instruction critique (P ou V, lorsqu’il s’agit d’une
ressource, S ou R lorsqu’il s’agit d’une transmission), la tâche virtuelle qui trace l’é-
tat de la ressource correspondante la prend effectivement en compte. On appelle ce
langage le produit synchronisé du système de tâches.
3.3. Application au calcul d’ordonnançabilité
3.3.1. Cas des tâches à durées fixes
L’intersection de langages n’est pas interne dans la classe des centres de langages
rationnels. Dans notre étude, cette propriété traduit le fait que le partage de ressources
(par exemple) entre ª tâches soumises à des contraintes strictes peut amener certaines
d’entre elles en situation de faute temporelle. Ce résultat est bien connu, et a motivé
dans le passé un grand nombre de travaux [BAK 91], l’objet étant de décider de l’or-
donnançabilité du système de tâches dans ce contexte d’interdépendance. Nous allons
voir que notre approche permet une résolution extrêmement efficace de ce problème.
Le produit synchronisé ¬?a/ 

	 " 
c
est partitionné en
8©¨7ª@«2Y¨{a7¬ja¿

	 " Y
c@cﬀ
a¬ja¿  

	  
c<cﬁ
8©¨7ª@«2Y¨©a7¬?a/

	  
c@c
La composante 8©¨7ª@«2¨{a¬ja¿  

	  
c<c
collecte l’ensemble des comportements tem-
porels valides, alors que la composante a¬ja¿

	 " Y
c<cﬂﬁ
8©¨7ª@«2Y¨©a¬ja¿®

	  
c@c
  
. Ce n’est pas vraiment une restriction, pour un système réel.
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collecte les comportements temporels non valides : n’appartenant pas au centre du lan-
gage, ils modélisent les séquences d’allocation CPU aux différentes tâches telles qu’il
est certain que, dans le futur, l’une au moins des tâches ne sera pas en mesure de
respecter ses échéances temporelles. Le centre du produit synchronisé fournit donc
exactement l’ensemble des comportements valides. L’ordonnançabilité de la configu-
ration est donc obtenue à partir du prédicat 8©¨7ª@«2Y¨©a7¬?a/

	  
c@cﬃ
! .
3.3.2. Cas des tâches à durées variables
Lorsque les tâches sont à durées variables, le calcul du centre ne suffit plus car,
pour une tâche donnée, la synchronisation par la technique d’Arnold-Nivat peut inter-
dire à la tâche certains de ses comportements individuels (par exemple les plus longs),
et en autoriser d’autres. Prise tel quel, la méthode de validation temporelle décrite
ci-dessus décide la propriété pour chaque tâche, il existe au moins un chemin d’exécu-
tion toujours valide. Cette propriété est, bien entendu, totalement insuffisante : il n’est
(fonctionnellement) pas tolérable que le champ de fonctionnement d’une tâche soit
restreint par le système. Il est donc nécessaire de décider si une tâche conserve, dans
un modèle temporel synchronisé d’application, la possibilité d’exécuter l’ensemble de
ses chemins. Pour ce faire, il va suffire de renforcer la notion de validité temporelle
des comportements.
Pour simplifier le discours, nous raisonnons ici sur des tâches périodiques unique-
ment. toutefois, comme tout le raisonnement repose sur la rationnalité des modèles
temporels de tâches, il reste valide pour les systèmes intégrant des sporadiques. Con-
sidérons, par exemple, le cas d’une système de tâches 

	 " Y
, chaque  pou-
vant (ou non) être à durée variable. Les tâches 7 et 
º
sont amenées à partager une
ressource critique. Le programme associé à 7 est donné en Figure 3.Gauche12. Mais
leurs programmes respectifs sont conçus de elle sorte que, lorsqu’il y a partage, au-
cune des deux tâches n’est à même de respecter ses échéances. Le résultat normale-
ment attendu est que le système n’est pas ordonnançable. Or, pour chacune des deux
tâches, il existera une possibilité de fonctionnement compatible avec ses contraintes
temporelles. Pour la tâche   , ce sont l’ensemble des chemins excluant le partage de
ressource avec 
º
. La partie considérée comme temporellement valide du programme
de   est donnée en noir dans le Figure 3.Droite, la partie en grisé, considérée comme
non temporellement valide, étant simplement ignorée par l’analyse d’ordonnançabil-
ité. Dans ce cas précis, le résultat d’ordonnançabilité fourni par la méthode est faux :
le système est diagnostiqué comme étant ordonnançable, alors qu’il ne l’est pas. Cette
propriété doit être caractérisée, pour déterminer si la configuration est acceptable :
c’est le cas si chaque tâche dispose de la possibilité de suivre l’ensemble de ses
chemins. Ceci nous amène à la définition suivante :
Définition 3 Un système de tâches 

	  
est globalement ordonnançable si tout
chemin de toute tâche est possible pour chacune de ses occurrences.
 $
. Dans la suite, on appellera chemin d’exécution –ou simplement chemin– de la tâche toute
trace d’un chemin dans l’automate canoniquement associé à ce programme. On notera "Q(*)"+ ,
l’ensemble fini de ces chemins.
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FIG. 3. Comportements non globalement valides
Un mot ^ du produit est de la forme ö÷
^e*
ó
^|,+
ø
ú
ö
÷
^
º
*
ó
^
º
+
ø
ú
PPP
PPP
PPP
ö
÷
^
Ê Ë@Ê
*
ó
^
Ê Ë@Ê
+
ø
ú
. Projeté
sur sa µ ème composante, ^ fournit -[Ç*^9ﬂ Å ^ 
G
É
Å
^
º
G
É
PPP
Å
^
Ê Ë@Ê G
É
, élément
de ¬ * . Si, dans ce comportement, on supprime l’ensemble des D (correspondant aux
instants d’inactivité de   , on obtient un chemin d’exécution de   . La configuration est
valide si, dans 8©¨ª@«2Y¨{a7¬ja¿

	 " Y
c@c
, ce chemin peut être couplé avec l’ensemble
des chemins d’exécution de l’ensemble des autres tâches, dans le respect des con-
traintes temporelles de l’ensemble de l’application. C’est ce que nous exprimons dans
la propriété suivante, en préalable de laquelle nous posons quelques notations.
Notation
Dans la suite, pour tout µ _ inV k ª
 , on note -  le morphisme   \ 

	 " 
¹
[ . Pour
tout alphabet . et tout Ó0/1. , on note -32 le morphisme
4
 _
Ó657-32 

8


ﬃ
_
Ó657-32 

8:9
et
par -<; 2 le morphisme
4
 _
Ó157-;
2


869

ﬃ
_
Ó157-;
2


8

Le résultat suivant permet de décider si le centre du produit synchronisé collecte
exactement l’ensemble des comportements temporels globalement valides d’un sys-
tème de tâches :
Théorème 4 Un ensemble de tâches 2

	  
est globalement ordonnançable sur
une configuration matérielle donnée si et seulement si


H


	  
_

ñ

ò

ñ

>= 

Ç
k
v
^
_
8©¨ª@«2Y¨
a
¬
a




	 " Y
c<c
tel que

µ
_
inV
k
ª

k
-
;@?
>-

^9o8
[
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FIG. 4. Une configuration de tâches
L’ordonnançabilité globale est donc une caractéristique du centre du produit synchro-
nisé : soit le système est globalement ordonnançable et, dans ce cas, le centre fournit
l’ensemble des séquences d’ordonnancement valides, soit il ne l’est pas, et la spécifi-
cation doit être revue en amont.
Si le système de tâches est ordonnançable, l’ensemble de ses séquences d’ordon-
nancement valides est un langage rationnel. Le lemme de l’étoile permet donc, à partir
du théorème 4, d’obtenir le résultat suivant, qui généralise celui de [GRO 99] au cas
d’une part des systèmes de tâches à durées variables, et d’autre part au cas des or-
donnancements en environnement multi-processeurs (sous l’hypothèse de migration
totale des tâches) :
Corollaire 5 Soit   

	  
un ensemble de tâches interdépendantes, à durées vari-
ables, à ordonnancer sur une configuration matérielle mono-processeur ou multi-
processeurs. Les séquences d’ordonnancement valides pour ce système sont cycliques.
4. Recherche d’une stratégie efficace pour le produit synchronisé
Notre but est ici d’étudier les stratégies de calcul permettant de limiter la taille des
automates résultant des calculs intermédiaires intervenant lors de la construction du
modèle temporel 8©¨7ª@«2¨{a7¬ja¿®

	  
c<c
.
Considérons, par exemple, une configuration de sept tâches périodiques, possédant
chacune les caractéristiques    p , 8  0X , :  0Y , ;  `Vp , le système partageant
trois ressources (voir figure 4). Nous appelons ensemble ressource les ensembles  
contenant les tâches   qui utilisent la ressource

 (Voir Figure 4). Sur cet exemple, le
produit de Hadamard et la synchronisation correspondante sont réalisés de la manière
suivante (les opérations sont réalisées dans l’ordre d’écriture) :
¬ 


û
¬ *
º

û
¬ *
¼

û
¬ [Z
û
¬ 
À

û
¬ *
Ã

û
¬ *
Ä
o\^]
Les automates associés aux  comportent chacun une cinquantaine d’états. Le calcul
du modèle temporel passe par un produit de Hadamard (concernant trois tâches) de
V
k_a`
JVp
Z états, le produit de sept tâches en comporte b
kc
V
_d`
TV7p
Ç
et enfin après
la synchronisation, le modèle temporel obtenu comme résultat contient 131 états.
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La méthode naïve consiste à calculer d’abord le produit de Hadamard des ¬  ,
puis à synchroniser. La complexité est en e Î3fdf ³hg

	  
;  
Ò
.
Le nombre d’états de l’automate résultat est nettement plus petit que celui des
automates intermédiaires. En fait, les synchronisations (partage de ressources), im-
plémentées sous la forme d’intersections de langages, ont pour effet de supprimer les
parties inutiles des automates. En les effectuant le plus tôt possible, on retarde l’ex-
plosion combinatoire, voire même on l’évite, si le système est suffisamment contraint.
Nous intercalons donc les synchronisations avec les ressources entre les produits de
tâches (i.e. on fait systématiquement un produit de deux automates que l’on synchro-
nise immédiatement).
Soient ] # l’ensemble des configurations instantanées dans lesquelles le nombre de
tâches actives est inférieur ou égal au nombre de processeurs disponibles,

 l’auto-
mate virtuel associé à la ressource

 [ARN 94], et ]  l’ensemble des n-uplets cor-
respondant aux configurations instantannées conformes au protocole d’utilisation de

 . Sur l’exemple, la forme du produit obtenu en intercalant les synchronisations est :
o®¬ *7
û
¬ *
º
Ái\j][#L
û
]y etc.
Nous avons testé différentes approches :
– Un calcul orienté tâches, qui consiste à faire le produit de Hadamard des tâches
utilisant la même ressource puis à synchroniser avec ]@ , ceci successivement
pour toutes les ressources
– Un calcul orienté ressources, qui traite d’abord les ensembles de tâches qui sont
soumises aux plus fortes contraintes pour maximiser la suppression de transi-
tions due à la synchronisation sur les ressources
Pour le calcul orienté tâches, nous prenons les ensembles ressources un par un et
calculons d’abord le produit de Hadamard (synchronisé sur le nombre de tâches ac-
tives) de toutes les tâches d’un ensemble ressource   puis nous synchronisons avec la
ressource correspondante ]
q
(les   sont traits´ dans l’ordre croissant des cardinaux).
La figure 4 présente l’évolution de l’occupation mémoire en fonction du temps, pour
notre exemple test. La croissance du nombre d’états en fonction du temps traduit la
bonne qualité de la stratégie de coupure des automates.
Pour le calcul orienté ressources, nous commençons par les tâches qui utilisent le
plus de ressources. On calcule les ensembles   , puis les classes d’équivalence i  h
 ,
i

º

 , . . ., i


k

º

 , i


k

¼

 , . . ., i


k

º
k

¼

 , . . ., qui vérifient13


_lk a
¾





	 " 
Â
c
k
i


<
¾

\ tels que  \ ¹

et  \
ﬃ
¹
a
¾





	 " 
Â
ﬁ

c
Â
Chacun de ces ensembles contient les tâches qui utilisent les ressources indiquées et
uniquement celles là. Ainsi, chaque tâche n’apparaît que dans un de ces ensembles.
Sur la figure 4, on constate que le produit orienté ressources est meilleur (au sens du
 "%
. On note )nmpo le fait que la tâche ) utilise la ressource o , et par )@qrmso le fait qu’elle
ne l’utilise pas.
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nombre d’états) que le produit orienté tâches pendant les quatorze premières secondes.
À partir de cet instant, la courbe ressources se trouve au dessus de la courbe tâches.
Celà traduit l’avance du produit orienté ressources sur le produit orienté tâches.
Si le centre du langage associé à une configuration de tâches est vide, alors cette
configuration n’est pas ordonnançable, il en est donc de même pour toute extension
de cette configuration. Il faut donc essayer de décider de cette ordonnançabilité le plus
tôt possible, c’est à dire sur le plus petit sous-ensemble possible de la configuration de
tâches. La décision est alors acquise pour l’ensemble de système, et la suite du calcul
est inutile. Aussi, nous entrelaçons synchronisations et calculs de centre14. Cette tech-
nique améliore le produit orienté ressources, dans le sens où, pour une configuration
donnée, elle permet d’obtenir la décision d’ordonnançabilité précocément. Sur notre
exemple, notamment, elle permet une détection bien plus précoce de la non ordon-
nançabilité (voir Figure 4). Nous appelons cette technique produit synchronisé centré.
L’outil développé repose sur cette stratégie de calcul.
5. Conclusion
L’utilisation des langages rationnels pour l’analyse d’ordonnançabilité s’est donc
révélée très fructueuse. D’une part, le modèle est adapté aux tâches à durées variables,
pour lesquelles les résultats établis dans [GEN 00] restent valides, et d’autre part nous
ètendons le critère d’ordonnançabilité pour les systèmes constitués de telles tâches. À
notre connaissance, à ce jour, un tel critère n’a été obtenu par aucune autre approche.
Par ailleurs, nous étendons le résultat de la cyclicité des ordonnancements d’un sys-
tème temps-réel (établi par [GRO 99] pour les systèmes périodiques en environnement
mono-processeur) au cas des systèmes de tâches à durées variables en environnement
multi-processeur, sous l’hypothèse de migration totale.
Pour les systèmes intégrant des tâches sporadiques, notre méthodologie fournit des
résultats similaires. Ces tâches pouvant se modéliser à l’aide de langages rationnels,
les résultats de décision d’ordonnançabilité et de cyclicité obtenus pour les systèmes
périodiques persistent pour les systèmes intégrant des sporadiques.
Actuellement, nous étudions d’une part les capacités d’analyse de notre modèle
pour les systèmes distribués, et d’autre part les méthodes effectives d’évaluation de la
propriété caractéristique du théorème 4. Une étude en cours de démarrage est centrée
sur l’utilisation du modèle temporel comme outil de pilotage effectif d’applications.
Pour les systèmes de tâches à durées variables, en effet, même si l’ordonnançabilité
globale est acquise, chaque commutation de contexte pose le problème du choix de
la tâche à sélectionner, choix pour l’instant fortement non déterministe. Les fonctions
génératrices introduites dans [GEN 01] constituent vraissemblablement une piste in-
téressante pour la levée de ce non déterminisme. Par ailleurs, les études comportemen-
tales du procédé de calcul semblent montrer qu’une explosion combinatoire reflète
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souvent une sous-charge du système. Nous cherchons à raffiner le modèle pour lim-
iter cette explosion, tout en conservant la puissance des outils d’analyse de langages
rationnels, et la compatibilité avec l’enrichissement du modèle [GEN 01].
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