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Abstract 
The thesis is concerned with the inversion of matrices and the solution of linear systems 
and eigensystems in a parallel environment. 
Following an introductory chapter of concepts and definitions in the field of linear 
algebra, a general survey of parallel machines and algorithms is presented in Chapters 2 
and 3, including a detailed description of the Distributed Array Processor (DAP) and the 
Neptune multiprocessing system. 
In Chapter 4, a new technique, the double-bordering algorithm, for the solution of 
linear systems is derived, and its application to the parallel solution of difference systems 
described. A modified form of the method for the inversion of matrices is derived, 
implemented on the Neptune multiprocessing system, and its performance compared with 
that of the Gauss-Jordan and (single) bordering algorithms. The results of the 
implementation of several other parallel algorithms are also presented. 
Chapter 5 deals with the class of matrices known as Toeplitz matrices, which arise·in 
the field of signal processing. Trench's algorithm for the inversion of such matrices is 
implemented on the Neptune multiprocessing system, and, for the solution of banded 
symmetric Toeplitz systems, the relative efficiencies of three sequential strategies are 
compared: Levinson's algorithm, the double-bordering algorithm, and a method based on a 
novel factorisation scheme. 
Chapter 6 is concerned with the implementation of various iterative methods on the 
DAP. The solution of several difference systems by the Jacobi, Gauss-Seidel and 
successive over-relaxation (SOR) algorithms is compared with their solution by a variation 
(c. 1943) of the algorithms proposed by Hotelling, in which matrix-vector products are 
replaced by successive matrix squarings. The technique is also applied to the power 
method for the solution of the eigenvalue problem. 
The thesis concludes with a summary and recommendations for future work. 
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Chapter 1 
Basic Mathematical Concepts 
1.1 Notation and Definitions 
The notation for a vector will be a lower-case letter such as x, with~ referring to the ith 
element of the vector, that is, if xis ann-dimensional column vector, 
XI 
x2 
X= 
X 
n 
The corresponding row vector, or transpose, of the column vector x is denoted by 
xT = [x1, x2, ... , xnl· 
(1.1.1) 
(1.1.2) 
The notation for a matrix will be an upper-case letter such as A, with aij referring to the 
element at the intersection of the ith row and jth column, that is, if A is a square matrix of 
order n, 
all a12 aln 
a21 a22 a2n 
A= (1.1.3) 
ani an2 a nn 
The transpose of A, denoted by AT, is a matrix whose elements are given by 
(A T)ij = (A)ji· A matrix which is identical to its transpose is said to be symmetric, since aij 
is equal to the element aji in the corresponding position on the opposite side of the main 
diagonal. When aij is equal to the element ~-j+ l,n-i+ 1 in the corresponding position on the 
opposite side of the secondary diagonal, the matrix is said to be persymmetric. 
A matrix is described as banded if there exist integers p and q, 1 < p,q < n, such that 
aij = 0 whenever j-i ~ p or i-j ~ q. The bandwidth for this type of matrix is defined as 
p+q-1. A matrix of bandwidth 3 is called tridiagonal, one of bandwidth 5, quindiagonal, 
and so on. 
Other types of sparse matrices include upper- and lower-triangular and permutation 
1 
matrices. 
In each row of an upper-triangular matrix U, uij = 0, for j = 1, ... , i-1; in each row 
of a lower-triangular matrix L, lij = 0, for j = i+1, ... , n. A diagonal matrix is both 
lower- and upper-triangular, since the only non-zero elements lie on the main diagonal. 
A permutation matrix has precisely one non-zero element, whose value is unity, in each 
row and each column. The most commonly encountered permutation matrix is the identity 
matrix I, given by 
1 0 
I= (1.1.4) 
0 1 
Finally, a matrix T whose elements (T)ij are a function of (i-j) is called a Toeplitz 
matrix, an example of which is 
ro r .... 
-1 . r -n+1 
r1 
T= (1.1.5) 
r_1 
r 
n-1 . . . r1 ro 
The determinant of a matrix A will be denoted by det (A) or IAI, and is defined through 
the expansion of its ith row by 
(1.1.6) 
where 
Aij = (-1)i+j det (Mij), j = 1, ... , n, (1.1.7) 
and 1\j is the matrix obtained from A by deleting its ith row and jth column. 
A matrix is said to be singular if the value of its determinant is zero. If a matrix A is 
non-singular, then its inverse A - 1 exists, such that 
(1.1.8) 
A matrix A is said to be strictly diagonally dominant when 
2 
n 
la .. l> ~la .. l 
11 ~ IJ 
j=1 
j;ti 
(1.1.9) 
holds for each i = 1, ... , n. A symmetric matrix A is called positive definite if x TAx > 0 
for every. column vector x "' 0. To prove that a matrix is non-singular, it is sufficient to 
demonstrate that it is either strictly diagonally dominant or positive definite. 
The characteristic polynomial of a matrix A is the polynomial defined by 
p(A) = det (A- AI). (1.1.10) 
p is, therefore, a polynomial of degree n, the zeros of which are called the eigenvalues of 
the matrix. If A is an eigenvalue of A, and x"' 0 is such that (A- AI)x = 0, then xis called 
the eigenvector of A corresponding to the eigenvalue A. The spectral radius (p) of A is 
defined by 
p(A) = max lA. I. 
1,;;isn 1 
(1.1.11) 
The norm of a vector or a matrix is a single value which gives an overall assessment of 
its size. For a vector x, the 1-, 2- and oo-norms are defmed by 
and 
llxll2 =[tx~J 
1=1 
llxll = max lx.l, 
oo l:=;i::;n 1 
1/2 
respectively. Similarly, for a matrix A, the corresponding norms are defined by 
and 
n 
IIA111 = max ~la .. I, 1<'< ~ IJ ~J-U . 1 I= 
3 
(1.1.12) 
(1.1.13) 
(1.1.14) 
(1.1.15) 
( 1.1.16) 
n 
IIAII =max "la .. l. 
"" I<1'<n~ 11 
-- j=1 
(1.1.17) 
The condition number of a matrix A is a measure of the effect on an approximate 
inverse of A of its elements being changed slightly. If the effect is small, the matrix is 
termed well-conditioned; if large, it is termed ill-conditioned. Three common measures of 
condition are Turing's M-condition number M(A), Taring's N-condition number N(A) and 
V on Neumann and Goldstine's P-condition number P(A), defined by 
and 
-1 M(A) = n max I(A) .. I max I(A ) .. I, 
1:o;i,j,;n IJ 1:o;i,j,;n IJ 
. 1/2 
N(A) = 2_11AIIIIA-111, where IIAII =(!!a~.J 
n · 1 · 1 1 
. . ~ 
rnax 1/....1 
P(A) = 1<i<n I , 
rnin 1/....1 
1:o;i,;n I 
(1.1.18) 
(1.1.19) 
(1.1.20) 
In the remainder of this chapter, various algorithms are derived that are used in 
subsequent chapters of this thesis. 
1.2 Direct Methods for Solving Linear Systems 
In this section, we assume that the matrix under consideration is either strictly 
diagonally dominant or positive definite, so that it is not necessary to perform row or 
column interchanges (pivoting) to ensure the stability of the computations. 
1. 2.1 Huard's Algorithm [22] 
We consider the solution of the system 
Ax=b (1.2.1.1) 
4 
of order n. The basis of the method is to form the sequence of systems 
A(k)x = b(k), k = 1, ... , n, (1.2.1.2) 
where A (1) =A and b(1) = b, by eliminating the first (k-1) elements of the kth row, then 
normalising the kth row and eliminating the first (k-1) elements of the kth column. 
At the kth stage, therefore, we have the augmented matrix 
1 0 . . . 0 
. 
0 
0 
0 . . . 0 1 
(1) (1) 
~1 .......• ~.k-1 
(1) (1) 
a . . . • • • . . a 
nl n,k-1 
from which we generate the matrix 
1 0 : ...... 0 
0 
0 
1 
0 • • • • 0 • • • • • 0 
(!) 
~+1,1 . . . . . . . 
(1) 
ak+1,k-1 
(1) (1) 
a ·· · · · · · · · · a n1 n,k-1 
where 
a(k) . · · . • a(k) b(k) 
lk 1n 1 
(k) - (k) b (k) 
~-1,k • · · · ~-l,n k-1 
~ ..... ~ 
(1) (1) 
ank • • 0 0 • a 
a(k) 
lk 
(k) 
~-1,k 
~ 
(!) 
~+l,k 
5 
(!) 
ank 
nn 
• • • 0 • 
a(k) 
In 
a(k) 
k-1,n 
. . . . . ~ 
(1) 
~+l,n 
b(1) 
n 
b(k) 
1 
b(k) 
k-1 
b(k) 
k 
b(l) 
k+l 
(1.2.1.3) 
(1.2.1.4) 
(1.2.1.5) 
and 
We then proceed by normalising the kth row of this matrix, yielding 
1 0 : ..... 0 
0 
0 
. ' 
1 
0 0 • • • • • • • • • 0 
(1) (1) 
llk+l,l 
• • 0 • • • • 
llk+1,k-1 
(1) (1) 
a · · ,, · · · · · · a n1 n,k-1 
from which we generate the matrix 
where 
1 0," .... 0 
0 
0 ...... 0 
0 
1 
(I) 
ak+l,k 
(I) (I) 
an1 • • · · • • · · · ank 
aQ.<) 
lk 
()<) 
llk-l,k 
1 
(1) 
llk+1,k 
(I) 
ank 
a().<) 
0 • • • • • 
a()<) 
l,k+l In 
()<) 
. . . . . 
llk-l,k+1 
()<) 
llk-1,n 
{~+/~ •••• ~~~ 
(1) 
llk+1,k+1 
(1) 
' · ' ' ' llk+1,n 
a(!) • • • • • • a(1) 
n,k+l nn 
()<+1) (k+l) 
a · · · · · a 
b ()<+!) 
I l,k+1 In 
()<+I) ()<+I) 
ak,k+ 1 · · • • • llkn 
(I) 
llk+l,k+l 
(I) 
an,k+l 
(I) 
a k+l,n 
(I) 
. . . . . a 
nn 
()<+I) (k) (k) . 
llki = llk/llkk• J = k+l, ... , n, 
6 
(1.2.1.6) 
b()<) 
I 
b()<) 
k-1 
b~)/~' 
b(1) 
k+1 
(1.2.1. 7) 
I 
(1.2.1.8) 
(1.2.1.9) 
b~+1)=b~)/~, (1.2.1.10) 
(k+1) (k) (k) (k+1) . 
a.. =a .. - aik a·. , J = k+1, ... , n, i = 1, ... , k-1 IJ IJ kJ (1.2.1.11) 
and 
(k+1) (k) (k) (k+1) . 
bi = bi - aik bk , 1 = 1, ... , k-1. (1.2, 1.12) 
Clearly, when k = n, A (n) will hold the elements of the identity matrix, and b(n) =A (n)x 
will, therefore, hold the solution vector x. 
1.2.2 The Escalator Method [451 
We consider the solution of the system 
Anx + ~+1 = 0, (1.2.2.1) 
where An is a symmetric matrix of order n, and an+ 1 = (a1 n+ 1, ... , ~ n+ 1) T. If 
. ' 
Yik• i = 1, ... , k-1, is the solution of the system 
Ak-1Yk + ak = 0, (1.2.2.2) 
then Yi,n+1 =xi, i = 1, ... , n, is the solution of the original system (1.2.2.1). In this 
way, the successive solution of the systems Ak_1yk + ak = 0, fork= 2, ... , n+1, forms 
the basis of the method. 
We now assume that the quantities Yik• k = i+ 1, ... , n, have previously been 
computed, so that, if Y is the upper-triangular matrix containing these quantities, given by 
1 Y 12 ' ' ' ' Y In 
Y= . . (1.2.2.3) 
0 1 
then 
C=A Y n (1.2.2.4) 
is a lower-triangular matrix, the elements of which are given by 
7 
~------------------------------------------------------------------------- I 
k-1 
cik=Lai/jk+aik, i=k+1, ... ,n, k=1, ... ,n, 
j=1 
k-1 
since, from (1.2.2.2), it is apparent that"" a .. y.k + a.k = 0, fori< k. L... IJ J I 
Rearranging ( 1.2.2.4 ), we obtain 
-1 - -1 A =CY =CDY , 
n 
j=l 
where 
and 
D= 
0 
0 
c 
nn 
Hence, the elements of C are given by the expression 
cik = cik/ ckk, i = k+1, ... , n. 
As An is symmetric, it follows that we can rewrite (1.2.2.6) as 
T 
An =A~=( Y-1) oc:T. 
(1.2.2.5) 
(1.2.2.6) 
(1.2.2.7) 
(1.2.2.8) 
(1.2.2.9) 
(1.2.2.10) 
Since the factorisation of An is unique, by equating the expressions for An given by 
(1.2.2.6) and (1.2.2.10), we obtain the relation 
c7 = y-\ (1.2.2.11) 
or 
8 
y(:_T =I. (1.2.2.12) 
Thus, having previously computed the first k columns of Y, C and C, the (k+ 1)th column 
of Y is obtained directly from the expression 
Y· k 1 = - ( ~ Y--~k 1 · + ck 1 ·l· i = 1, · · · , k. 1, + .L..J lJ + ,J + ,1 j=i+l . (1.2.2.13) 
1.2.3 The Column-Sweep Algorithm [28] 
We consider the solution of the system 
Ax=b, (1.2.3.1) 
where 
A= (1.2.3.2) 
. 
is a lower-triangular matrix of order n. By expressing the system (1.2.3.1) as 
all 0 x1 
b(1) 
1 
a21 a22 x2 
b(1) 
2 
= , 
. 
(1.2.3.3) 
an! an2 .... a X 
b(1) 
nn n n 
we obtain the immediate result 
(1) 
x1 = b1 I all, (1.2.3.4) 
with which we generate, from (1.2.3.3), the following system of order (n-1): 
9 
a22 0 x2 
b(2) 
2 
a32 a33 x3 
b(2) 
3 (1.2.3.5) = 
an2 an3 a X 
b(2) 
nn n n 
where 
(2) (1) i=2, ... ,n. (1.2.3.6) b. =b. -a.1x 1, I I I 
At the jth stage, therefore, the generation of the system of order (n-j) from that of order 
(n-j+ 1) is accomplished via the expressions 
and 
1. 2. 4 Levinson's Algorithm [32] 
We consider the solution of the system 
where 
T = 
n 
r · · · · · r 1 n-1 
(1.2.3. 7) 
(1.2.3.8) 
(1.2.4.1) 
(1.2.4.2) 
is a symmetric Toeplitz matrix of order n. We begin by presenting Durbin's algorithm [10] 
for the solution of Yule-Walker equations. Assuming that we have solved the kth-order 
Yule-Walker system 
10 
(1.2.4.3) 
where 
r = . , (1.2.4.4) 
for some k that satisfies 1 ~ k ~ n-2, we proceed to solve the (k+1)th-order system 
[ T, 
lEk 
~r l [ _, l 
ro vk+l = -rk+l , 
where 
0 1 
E = k 
1 0 
is the (kxk) exchange matrix, yielding the equations 
Tku+Ekrvk+l = -r, 
rTEku+rovk+l = -rk+l· 
(1.2.4.5) 
(1.2.4.6) 
(1.2.4.7) 
(1.2.4.8) 
By rearranging (1.2.4.7), using (1.2.4.3) and the persymmetry property 
-1 -1 . 
EkTk Ek = Tk , we obtam 
-1 -1 
u= -Tk r-Tk EJ!Vk+1 
-1 -1 
= -Tk r-EkTk rvk+l 
which, on substituting into (1.2.4.8), yields 
rTEk(v + Ekv vk+l) + r0vk+l = -rk+J· 
Thus, 
where 
vk+l = - (rk+l + rTEkv) I (r0 + rTv) 
= - Pk/ak, 
11 
(1.2.4.9) 
(1.2.4.10) 
(1.2.4.11) 
and 
o:k = ro + rTv. 
For o:k+ 1, therefore, we have the expression 
from which, via (1.2.4.9), (1.2.4.12) and (1.2.4.13), we obtain 
= r0 + rTv + (rTEkv + rk+1) vk+1 
= o:k + J3ek+1· 
(1.2.4.12) 
(1.2.4.13) 
, 
(1.2.4.14) 
(1.2.4.15) 
Having completed the derivation of Durbin's algorithm, we now consider Levinson's 
algorithm for the solution of Toeplitz systems. Assuming that we have solved the kth-
order Toeplitz system 
(1.2.4.16) 
for some k which satisfies 1 :<:; k :<:; n-1, we proceed to solve the system of order (k+1) 
which yields the equations 
Tky +Elf xk+1 = b, 
rTEky + roxk+1 = bk+1· 
( 1.2.4.17) 
(1.2.4.18) 
(1.2.4.19) 
By rearranging (1.2.4.18), using (1.2.4.3), (1.2.4.16) and the persymmetry ofT~\ 
we obtain 
-1 -1 
y=Tk b-Tk EifXk+l 
-1 -1 
=Tk b-EkTk rxk+1 
12 
= x + Ekv xk+l' 
which, on substituting into (1.2.4.19), yields 
Thus, 
where 
rTEk(x + Ekv xk+l) + r0xk+l = bk+l' 
xk+l = (bk+l- rTEkx) I (r0 + rTv) 
= J..lk/ak, 
1. 3 Direct Methods for Matrix Inversion 
(1.2.4.20) 
(1.2.4.21) 
(1.2.4.22) 
(1.2.4.23) 
As in the previous section, we again make the assumption that the matrix under 
consideration is either strictly diagonally dominant or positive defmite. 
1.3.1 The Gauss-Jordan Method [45] 
The inversion of a matrix A of order n is equivalent to solving the system 
AX=I. 
The basis of the method is to form the sequence of systems 
A(k)x = B(k), k = 1, ... , n, 
(1.3.1.1) 
(1.3.1.2) 
where A (l) =A and B(l) = I, by transforming the kth column of A (k) to that of the identity 
matrix, and performing the appropriate modification to the remaining elements of A (k) and 
B0<). 
At the kth stage, therefore, we have the augmented matrix 
13 
1 0 ..•. 0 
0 
0 
1 
0 
0 ........ 0 
(k) 
bk-1,1 
b(k) 
k1 
b(k) 
n1 
a(k) 
1k 
(k) 
llk-1,k 
~ 
a(k) 
1,k+1 
(k) 
llk-1,k+1 
(k) 
llk,k+ 1 
a(k) 
n,k+1 
(k) 
b1 k-1 
' 
•••• b(k) 
k-1,k-1 
(k) 
••• 0 0 
bk k-1 
' 
0 • • • 0 b(k) 
n,k-1 
• • 0 • • 
a(k) 
1n 
(k) 
llk-1,n 
• • • • 0 a: 
0 ........ 0 
0 
1 
0 
0 
0 . . . . 0 1 
We then proceed by normalising the kth row of this matrix, yielding 
14 
(1.3.1.3) 
1 
0 
0 .... 0 
0 
1 
0 
a C..) 
lk 
C..) ~-l,k 
1 
C..) ~+l,k 
a C..) 
nk 
C..) 
bl k-1 
• 
a C..) 
l,k+l 
. . . . . . 
a C..) 
In 
C..) C..) 
~-l,k+l . . . . . ~-l,n 
{i+/a: .... a:/a: 
C..) C..) 
~+l,k+l ' · ' ' • ~+l,n 
aC..) • · • · · • aC..) 
n,k+l nn 
bkC:..-)1 I • • • . . b C..) 0 
• k-l,k-1 
b(k) taCk:) • · · · bC..) talk:) 
kl KK k,k-1 KK 1/a: 
bC..) ..••• bC..) 
k+l,l k+l,k-1 0 1 
' . 
0 ...... 0 
from which we generate the matrix 
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(1.3.1.4) 
0 
1 
where 
1 0 .•.. 0 a(k+1) (k+1) 1,k+ 1 • • • • • a1n 
0 
0 
1 (k+1) (k+1) ak,k+1 • • • • • \n 
0 (k+1) (k+1) l1c+1,k+1 • • • · • ak+1,n 
0 ......... 0 a(k+1) ••••• a(k+1) 
n,k+l nn 
b(k+l) ••••• b(k+l) 
11 l,k-1 
b(k+l) 0 ........ 0 
lk 
b(k+l) ••.•• b(k+1) 
k1 k,k-1 
(k+1) . (k+1) b .••. b 
k+l,1 k+l,k-1 
b(k+l) ••••• b(k+1) 
nl n,k-1 
(k+l) (k) (k) . 
l1ci = l1c/<lkk, J = k+ 1, ... , n, 
(k+ I) (k) (k) . 
bkj = bk/<lkk' J = 1, ... 'k-1, 
b~+ 1)= 1/~. 
b(k+1) 0 
kk 
b(k+1) 
k+l,k 1 
0 
b(k+l) 0 ...• 0 
nk 
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0 
1 
(1.3.1.5) 
(1.3.1.6) 
(1.3.1.7) 
(1.3.1.8) 
(k+1) (le) (le) (k+1) 
aij =aij -aikllkj , i=1, ... ,k-1,k+1, ... ,n, j=k+1, ... ,n, 
(1.3.1.9) 
b(k .. + 1) = b(k .. ) - a(kik) bk(k_+ 1)' 
IJ IJ J 
i = 1, ... , k-1, k+1, ... , n, j = 1, ... , k-1 
(1.3.1.10) 
and 
(k+1) (le) (k+1) . 
bik = -aik bkk , 1 = 1, ... , k-1, k+1, ... , n. (1.3.1.11) 
Clearly, when k = n, A(n) will hold the elements of the identity matrix and B(n) will 
hold the elements of A-1, since, from (1.3.1.1), IX= A-1. 
1.3.2 The Bordering Method [13] 
. -1 -1 -1 -1 The basis of the method IS to form the sequence of matrices A 1 , A2 , ... , An =A , 
where "
1 
is a matrix of order k obtained from "\ through the following bordering 
process. 
We begin by partitioning Ak, such that 
where 
uk = [a1k• · · · • ak-1,k]T, 
T 
vk = [ak1• ... , ak,k-1], 
(1.3.2.1) 
(1.3.2.2) 
(1.3.2.3) 
and Ak_1 is a sub-matrix of the first (k-1) rows and columns of Ak. Similarly, we can 
-1 express~ as 
(1.3.2.4) 
17 
Since, by definition, J\:~1 = Ik, it follows that 
from which we obtain the expressions 
T 
vk\ + \k/ ak = 1. 
Rearranging (1.3.2.8), we obtain 
-1 
rk= -Ak-1~/ak, 
which, on substitution into (1.3.2.9), yields 
T -1 ~ = \k -vkl\:-1 uk. 
Rearranging (1.3.2.6), we obtain 
-1 -1 T 
Pk-1 =Ak-1-Ak-1ukqk, 
which, on substitution into (1.3.2.7), yields 
T -1 -1 T T 
vk(J\:_1 -Ak-1ukqk) + \kqk 
Thus, 
which, on substitution into (1.3.2.12), gives the final result of 
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(1.3.2.5) 
(1.3.2.6) 
(1.3.2.7) 
(1.3.2.8) 
(1.3.2.9) 
(1.3.2.10) 
(1.3.2.11) 
. ( 1.3.2.12) 
(1.3.2.13) 
(1.3.2.14) 
(1.3.2.15) 
We are now able to rewrite (1.3.2.4), in terms of the elements of (1.3.2.1), as 
where ak is given by (1.3.2.11). 
1.3.3 Trench's Algorithm [43] 
We consider the inversion of the symmetric Toeplitz matrix 
T = 
n 
r ..... r r0 n-1 1 
of order n. We begin by partitioning T0 , such that 
T =[: 0 r E &]. ro 
where 
A= Tn-1• 
r1 
r= 
r 
n-1 
and E is the (n-l)x(n-1) exchange matrix. Similarly, we can express T-1 as 
n 
[
B 
-1 
T = T 
n w 
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(1.3.2.16) 
(1.3.3.1) 
(1.3.3.2) 
(1.3.3.3) 
(1.3.3.4) 
(1.3.3.5) 
Since, by defmition, T T-1 = I , it follows that 
n n n 
[ 
: Er][ B T w l = [In_1 0 ], 
rE r0 w y 0 1 
from which we obtain the expressions 
AB +ErwT =10_ 1, 
Aw+Ery=O, 
rTEw + roY = 1. 
Rearranging (1.3.3.8), we obtain 
w= -A-1Ery. 
(1.3.3.6) 
(1.3.3.7) 
(1.3.3.8) 
(1.3.3.9) 
(1.3.3.10) 
To proceed further, we require the solution of the (n-1)th-order Yule-Walker system 
(1.2.4.3), given by 
Tn_1v=Av= -r. 
Thus, since A - 1 is persymmettic, 
Ev= -EA-1r= -A-1Er, 
which, on substitution into (1.3.3.10) and (1.3.3.9), yields 
w=Evy 
and 
rTvy+ roY = 1, 
respectively. Thus, 
y = I I (r0 + rTv) 
= 1/o:n-1• 
the evaluation of which is described in Section 1.2.4. 
(1.3.3.11) 
(1.3.3.12) 
(1.3.3.13) 
(1.3.3.14) 
(1.3.3.15) 
All that remains in completing the evaluation of T-1 is to derive an expression to 
n 
determine the elements of B. This is achieved by rearranging (1.3.3.7) to give 
B = A-1- A-1Er wT 
=A-1 +EvwT. 
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(1.3.3.16) 
The expression for T-1, given by (1.3.3.5), therefore becomes 
o 
[ 
-1 T A +Evw 
-I T = 
o T 
w :l 
However, as T-1 is both symmetric and persymmetric, 
o 
=E 
[ 
-1 T A +Evw 
T 
w 
=[E: 
t 
wTE l 
-1 T EA E+vw E 
We are now able to express an element ofT~1 either as 
-1 -1 (T ) .. =(A ) .. + v .w., OIJ IJ 0-IJ 
from (1.3.3.17), or as 
-1 -1 (T ). 1 . 1 =(A ) .. +v.w ., 0 I+ ,J+ IJ I 0-J 
from (1.3.3.18). Combining these expressions, we obtain the result 
-1 -1 (T ). I. 1 = (T ) .. +v.w .-v .w., o I+ ,J+ o IJ 1 O-J o-1 J 
21 
(1.3.3.17) 
(1.3.3.18) 
(1.3.3.19) 
(1.3.3.20) 
(1.3.3.21) 
--- ---~---------------------------....J 
which demonstrates that, given an element of T-\ all of the remaining elements on the 
n 
same diagonal of the matrix can be readily obtained. 
1.4 The Power Method for Determining the Dominant Eigenvalue of a 
Matrix [46] 
We begin by assuming that the matrix A, of order n, has n real eigenvalues 
A1, ... , A0 , such that 
IA11 > IA21 ~ IA31 ~ .•• ~ IA0 1 ~ 0, (1.4.1) 
and that there are n associated linearly independent eigenvectors v<1), ..• ,v(n), such that 
Av(i) = ' .v(i) 1. - 1 n 
""1 ' - '0. 0' . (1.4.2) 
Thus, an arbitrary vector x(O) may be expressed as the linear combination of eigenvectors 
(1.4.3) 
From x<O), we may generate the sequence of vectors x<l), ... , x(k) via the recurrence 
relation 
x<i) = Ax(i-1), i = 1, ... , k, (1.4.4) 
which, on expansion, yields 
x(k) = Ax(k-1) = ... = Akx(O). (1.4.5) 
Thus, from (1.4.3) and (1.4.2), 
(1.4.6) 
since 
(1.4. 7) 
If A~ is factorised out of each term of (1.4.6), we obtain the expression 
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(1.4.8) 
As it is assumed that 11.. 11 :> lA.. I, fori= 2, ... , n, it follows that lim (A../ A.1)k = 0, so I k__...,., I 
that, with cx1 # 0, 
lim (k)- ,k (1) x - ~~,1 cx1v , k---
and, therefore, that 
(k+1) 
X. 
lim I =A, 
k__...,., x?<> 1 
I 
for any i = 1, ... , n. 
1.5 Iterative Methods for Solving Linear Systems [41] 
(1.4.9) 
(1.4.10) 
Starting with an initial approximation x<O) to the solution vector x of the system Ax = b 
of order n, an iterative method generates a sequence of vectors x<l), x<2), ... which 
converges to x. Most of these methods involve a process that converts the system into the 
equivalent form 
x = Tx + c, (1.5.1) 
for some iteration matrix T and vector c. 
The simplest scheme is to solve the ith equation of the system for xi• which yields 
x. =(b.-~ a ..x.)/a .. , i = 1, ... , n, I I L..JIJJ 11 j=1 
j;Ci 
(1.5.2) 
provided that aii # 0 for all i. 
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1.5.1 The Jacobi Method 
In this method, the (k+ l)th iterative values of x are expressed exclusively in terms of 
the kth iterative values, and the iterative form corresponding to (1.5.2) is, therefore, 
defined by 
x?'+l) =(b.-~ a .. x?')) I a .. , i = 1, ... , n. 
I I "-' IJ J 11 j=l 
j>'i 
(1.5. 1.1) 
The method may be expressed in the form x(k+l) = Tx(k) + c by splitting A into 
(D + L + U), where D contains the diagonal elements of A, and Land U contain the strictly 
lower- and upper-triangular elements of A, respectively. Thus, by performing the 
transformation 
(D + L + U)x = b, 
Dx=b-(L+U)x, 
x = o-1b- o-1(L + U)x, 
we obtain the matrix form of the method 
x(k+l) = o-1b- o-I(L + U)x(kl. 
1.5.2 The Gauss-Seidel Method 
(1.5.1.2) 
(1.5.1.3) 
In this method, the (k+ l)th iterative values of x are used as soon as they are available, 
. . (k+l) (k+l) (k+l) . (k) (k) 
so that, m the evaluauon of x. , x1 , ... , x. 1 are used m place of x1 , ... , x. 1, 1 1- 1-
since they have already been computed and tend to be better approximations to the elements 
of the solution vector x1, .•. , xi-!· Hence, the iterative form corresponding to (1.5.2) is 
now defined by 
( 
i-1 n ) 
x(k+l) = b.-"" a .. x?'+l)- ""a .. x?') I a .. , 
I I "-' IJ J "-' IJ J 11 j=l j=i+l 
i = 1, ... , n, (1.5.2.1) 
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which is, in matrix form, 
Dx(k+l) = b- Lx(k+l)- Ux(kl. (1.5.2.2) 
Thus, 
(D + L)x{k+l) = b- Ux(kl, 
x<k+l) = (D + L)-1b- (D + L)-1Ux(kl. (1.5.2.3) 
1.5.3 The Successive Over-Relaxation (SOR) Method 
The iteration (1.5.2.1) may be rewritten as 
( 
~1 n ) x~+l) = x~) + b.-" a .. x~+l)-"a .. x~) I a .. , 
I I I ~ IJ J ..t{- IJ J 11 
J=l J=l 
i = I, ... , n. (1.5.3.1) 
This demonstrates the corrections that are made to xi, i = I, ... , n, by one iteration of the 
Gauss-Seidel method. The aim of the SOR method is to accelerate convergence by 
increasing the correction terms by a factor ro, the over-relaxation parameter, which 
generally lies in the range 1 < ro < 2. The iterative form is, therefore, defined by 
i = 1, ... , n, (1.5.3.2) 
which is equivalent to 
x(k+1) =(I - ro)x~) + ro b.-" a .. x~+1)-"a .. x~) I a .. , 
( 
i-1 n ) 
I I I ~ IJ J . £... IJ J 11 i = 1, .... , n. 
J=1 J=l+ 1 
(1.5.3.3) 
·clearly, when ro = I, the iterative form (1.5.3.3) reduces to that of the Gauss-Seidel 
method (1.5.2.1). In matrix form, this is 
(1.5.3.4) 
Thus, 
(I+ ron-IL)x(k+l) = ron-Ib + [(1- ro)I- ron-tu]x(kl, 
x(k+1l =(I+ ron-1L)-1ron-1b +(I+ roD-1L)-1[(1- ro)I- ron-1U]x(kl. (1.5.3.5) 
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1. 5. 4 Condition for Convergence 
Each of the three iterative methods described above were expressed in the matrix form 
x(k+l) = Tx(k) + c, 
which, on subtraction from the exact solution of Ax = b, given by (1.5.1), yields 
x- x(k+l) = T(x- x(k)), 
or 
(1.5.4.1) 
(1.5.4.2) 
where e(k) is the error in the kth approximation to the exact solution x, the expansion of 
which yields 
e(k) = Te(k-l) := ••• = Tke(O). (1.5.4.3) 
Since the sequence of iterates will converge to x only if 
(1.5.4.4) 
and, since the value of x<0) and, consequently, of e<O) is arbitrary, it follows that the 
iterations will only converge if 
lim T(k) = 0. 
k..-
(1.5.4.5) 
In order to quantify this, we begin by making the assumption, which was made in the 
derivation of the power method, that the iteration matrix T has n real eigenvalues 
A1, ... , An, such that 
IA11 > IA21;?; IA31;?; ... ;?; IAnl;?; 0, (1.5.4.6) 
and that there are n associated linearly independent eigenvectors v(l), ... , v<n), such that 
Av<O = Aiv<O, i = 1, ... , n. (1.5.4.7) 
It follows that the arbitrary error vector e<0) can be uniquely expressed as the linear 
combination of eigenvectors 
(1.5.4.8) 
By following the same analysis as was performed in the derivation of the power method, 
26 
we obtain the result 
(1.5.4.9) 
from which we conclude that e<k) will approach zero only if JA.il < 1 for all i, which is 
equivalent to saying that the iteration will converge only if the spectral radius ofT is less 
than unity. 
A further result is that, for large values of k, 
(k) 
le. I 1 1 
1 =-=--, 
Je?'+l)l IA.ll p(T) 
1 
(1.5.4.10) 
so that loglO (1/p) = -log p will indicate the number of decimal digits by which the error 
is reduced by each iteration. Since p must be less than unity for the iterates to converge, 
this clearly increases as p falls. 
The quantity -loge p is known as the asymptotic rate of convergence and is denoted 
by R00(T), and the average rate of convergence Rk(T) after k iterations is defined by 
(1.5.4.11) 
By considering the solution of the Dirichlet problem for the Laplace equation, Ames [1] 
has demonstrated that the rate of convergence of the SOR method is an order of magnitude 
greater than that of the Gauss-Seidel method, whose rate of convergence is itself twice that 
of the Jacobi method. 
1.5.5 Determination of the Optimum Over-Relaxation Parameter for the 
SOR Method 
The optimum value roopt of the over-relaxation factor ro is the one which minimises the 
spectral radius of the SOR iteration matrix, thus maximising the rate of convergence of the 
method. Currently, the theory for determining roopt• developed by Young [48], is limited 
to that class of matrices possessing what he termed property A. 
27 
A matrix A possesses property A if there exist two disjoint subsets S and T of the first 
n positive integers, whose sum is the first n positive integers, such that, for any a~j = 0, 
s"J... "' ~rix ~ d..scrl.b.:l M be.{_~ ''<<>11SLrl:.,..-;tS o.-d.Lre.d._ ~ 
either i = j, or i is in S and j is in T, or i is in T and j is m S)l .h.:c:h is equivalent to the 
assertion that, by appropriate permutations of its rows and corresponding columns, the 
matrix can be written in the tridiagonal form 
A= 
0 
0 
F 
m-1 
E D 
m-1 m 
(1.5.5.1) 
where the Di, i = 1, ... , m, are square diagonal matrices, not necessarily of the same 
order, and the Ei and Fi, i = I, ... , m-1, are the corresponding square or rectangular 
matrices. 
Young demonstrated the significance of this by proving that, for a matrix possessing 
property A, the eigenvalues A. of the SOR iteration matrix are related to the eigenvalues Jl of 
the J acobi iteration matrix through the expression 
(A + ro - 1 )2 = AC02J.L 2, 
which yields the quadratic 
A± A.112roJ.L + (ro- 1) = 0, 
the solution of which is 
(1.5.5.2) 
(1.5.5.3) 
(1.5.5.4) 
As previously stated, to maximise the rate of convergence of the method, the spectral radius 
of the SOR iteration matrix 15::1 must be minimised. This is achieved when the moduli of 
both pairs of roots of (1.5.5.3) are identical, which occurs when 
rolr2 -4(ro-1) =0, (1.5.5.5) 
where ljii is the spectral radius of the J acobi iteration matrix, whose values are given by 
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CJl= 4±J 16-16~2 = 2( 1 ±M). 
2~2 ~2 (1.5.5.6) 
To determine which root of (1.5.5.5) yields roopt' we proceed by using (1.5.5.5) to 
eliminate ro2112 from (1.5.5.2), yielding 
[~ + (ro-1)]2 -4~(ro -1) = 0, 
- 2 [A.- (ro- 1)] = 0, 
~=ro-1. (1.5.5.7) 
But, since the SOR method converges only when 1~1 < 1, it follows that, for convergence, 
ro < 2, implying that roopt is given by 
(1.5.5.8) 
This theory may also be used to directly prove the relationship between the rates of 
convergence of the Gauss-Seidel and Jacobi methods, stated in Section 1.5.4. As, in this 
case, ro = 1, the quadratic (1.5.5.2) readily simplifies to 
(1.5.5.9) 
and, as the asymptotic rate of convergence of a method is given by the quantity -loge p, 
it follows that 
-log A. = - 2log Jl, (1.5.5.10) 
confirming that the rate of convergence of the Gauss-Seidel method is indeed twice that of 
the J acobi method. 
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Chapter 2 
Parallel Computer Architectures 
2.1 Introduction 
In the field of science and technology, there are many problems which require massive 
use of computer resources. Consequently, there is an ever-present desire to obtain their 
solution more rapidly. From the earliest days of computing, such increases in computation 
speed have been achieved through both faster electronic components and denser electronic 
circuits. The historical progression has been from the rather slow relays and vacuum tubes 
of the computers of the 1940's and early 1950's, through the transistorised integrated 
circuit technology of the 1960's, to the current large-scale integrated circuits consisting of 
many thousands of transistors and related components. However, there are physical 
limitations preventing any further significant increases in computation speed by this 
method, for the reason that circuit densities are fast approaching the limits of optical 
resolution, thus setting a ceiling on the speed at which data can be transferred. This 
problem has been the motivation for the development of parallel and supercomputers, 
whereby a further increase in computation speed is achieved by bringing more than one 
processor simultaneously to bear on a computational task. 
A number of differing strategies for implementing parallelism have been developed, 
thus creating the desire for a means of classifying parallel machines. The best known, and 
most widely used, classification is that of Flynn [14], which is based on how a machine 
relates its instructions to the data that is being processed. His classification is in terms of 
streams, which are sequences of items that a processor executes or operates on, and divides 
parallel computers into four types according to whether the instruction or data streams are 
single or multiple: 
i) single instruction stream single data stream (SISD), 
ii) single instruction stream multiple data stream (SIMD), 
iii) multiple instruction stream single data stream (MISD), 
iv) multiple instruction stream multiple data stream (MIMD). 
These four classes are illustrated in Figures 2.1, 2.2, 2.3 and 2.4, respectively. 
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Figure 2.1. The SISD computer. 
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Figure 2.2. The SIMD computer. 
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Figure 2.3. The MISD computer. 
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Figure 2.4. The MIMD computer. 
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The SISD computer is the conventional sequential computer, in which there is a single 
processor, executing a single instruction, which operates on a single data item. An MISD 
computer is one in which several instructions operate simultaneously on a data item. 
Although this appears somewhat unrealistic, Flynn [15] states that this applies to 
specialised streaming organisations. However, no examples of this are given. The SIMD 
and MIMD classes are of more practical interest, and are discussed in the following 
sections. 
Following Flynn, Shore [ 40] has developed a taxonomy of parallel machines. Unlike 
Flynn, however, he based his classification on how the computer is organised from its 
constituent parts. He identified six different types of machine, which he labelled machines 
I to VI. 
These classifications suffer from the drawback that there are several well-established 
architectures, particularly the pipeline computer, which do not fit neatly into them, and 
others which may fit equally well into several different categories. 
Hockney and Jesshope [20] have suggested an alternative approach by demonstrating 
that, historically, parallelism has been applied at several distinct levels, which tbey classify 
as: 
i) Job level- between jobs; between phases of a job. 
ii) Program level- between parts of a program; within DO loops. 
ill) Instruction level- between phases of instruction execution. 
iv) Arithmetic and bit level- between elements of a vector operation; within arithmetic 
logic circuits. 
By considering the main ways in which parallelism appears in existing architectures, 
that is, in pipelining, processor replication and functional parallelism, they formulate their 
taxonomy based on these divisions. 
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2. 2 SIMD Computers 
An SIMD computer, or array processor, consists of an array of processors, each of 
which executes the same instruction stream on different data streams. These processing 
elements (PE's) differ from a conventional sequential computer in that they are unable to 
generate their own instructions, but receive the same sequence of instructions from a global 
control unit, and execute these instructions simultaneously on data from their associated 
private memories. 
The most important part of an SIMD system is the interprocessor communication 
network. As there is usually a large number of PE's, a complete interconnection network, 
linking each PE with all others, is both expensive and impractical. In practice, various 
restricted interconnection networks are employed, a consequence of which is that the use of 
a particular array processor is limited to a particular class of problems. For example, the 
two-dimensional array in Figure 2.5, employed by both the ICL Distributed Array 
Processor or DAP (Reddaway [37]) and the Burrough's Corporation Illiac IV (Barnes et a! 
[ 4]), is suited to solving two-dimensional partial differential equation.s, and the perfect 
shuffle [ 42] in Figure 2.6 is suitable for Fourier transforms, sorting and matrix 
transpositions. 
One drawback of SIMD computers is the difficulty they have in dealing with 
conditional statements. A conditional statement can create more than one instruction 
stream, and since, by definition, there can only be a single instruction stream, it is 
impossible to execute more than one of its branches simultaneously. However, each PE 
usually possesses a local on/off switch or mask, which can be used to prevent any of the 
PE's from executing any individual instruction. 
For an SIMD computer to solve a problem efficiently clearly requires the problem to 
possess a high degree of parallelism, so that as many of the available PE's as possible are 
used simultaneously. Furthermore, a suitable interconnection network must be available to 
avoid excessive communication delays. SIMD computers are, therefore, not general-
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purpose computers. However, there is a sufficiently large number of mostly numerical 
problems to which they are suited for the development of these special-purpose machines to 
be justified. 
0 ~ ~ 1 ~ ~ 2 ~ - p -1 
~ ~ 
... lr ... lr 
p - p+l - p+2 ~ 
~ ~ 
lr lr • 
- - ~ - ~ -
~ ~ l ~ 
lr lr r 
• .. • 
" 
... ... 
. . ~ . 
Figure 2.5. A (pxp) array processor interconnection pattern. 
1]]1----~ 
Figure 2.6. Perfect shuffle interconnection pattern. 
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2, 3 MIMD Computers 
An MIMD computer, or multiprocessor, consists of a number of processors, which are 
themselves separate computers, each of which generates its own instruction stream, which 
it executes on its own data stream. It is, therefore, possible for the processors to execute 
different instructions simultaneously, thereby removing the need for the processors to be 
identical. 
Each processor has access to a large primary memory, usually referred to as the 
common or shared memory, from which it derives part of its data stream. This 
arrangement predisposes MIMD computers to memory contention, which occurs when two 
or more processors request access to the same memory location simultaneously. As only 
one such request can be granted at any one time, the others will be somewhat delayed, 
causing a degradation in the performance of the system. The provision of a private 
memory associated with each processor can reduce these memory conflicts, and the 
processor interconnection, if the most commonly used data and instructions are stored 
there. Examples of MIMD computers include the C.mmp multi-minicomputer at Camegie-
Mellon University (Wulf and Bell [ 47]), the Neptune multiprocessing system at 
Loughborough University of Technology (Barlow et al [3]) and the more recently available 
Sequent Balance. 
The MIMD configuration is, clearly, more flexible than the SIMD configuration, and 
these general-purpose machines may, therefore, be used to solve a wider range of 
problems. The main difficulty in their use is in efficiently matching a problem to a given 
system, rather than in the ability to solve the problem itself. 
2. 4 Pipeline Computers 
Unlike SIMD and MIMD computers, the pipeline computer, or vector processor, is 
essentially sequential in nature, but achieves a degree of parallelism by splitting arithmetic 
operations into subtasks, and simultaneously executing these subtasks on queues of pairs 
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of operands. The subtasks into which floating-point operations may be split include 
operand fetching, exponent adjustment and coefficient alignment. A pipeline computer 
separates these subtasks, and, by means of an instruction look-ahead mechanism, it sets up 
a queue of operand pairs, which provides a continuous data stream for the sequence of 
subtasks, each of which acts on a pair of operands before passing them on to the next 
subtask and receiving the next pair of operands. Examples of pipeline computers include 
the CDC STAR-lOO (Hintz and Tate [19]), the Texas Instruments Advanced Scientific 
Computer (Watson [44]) and the Cray-1 (Russell [39]). 
A pipeline computer is at its most efficient when every subtask is acting on a pair of 
operands. Hence, to take full advantage of such machines, algorithms must be devised that 
achieve this condition as often as possible, that is, they must contain the long sequences of 
identical operations that algorithms for SIMD machines also require. 
In the remainder of this chapter, we describe, in detail, the two parallel machines on 
which the majority of the experimental work was implemented: the Neptune 
multiprocessing system and the ICL DAP. 
2.5 The Neptune Multiprocessing System 
The system is based on four Texas Instruments 990/10 minicomputers. The current 
configuration ofthe system is shown in Figure 2. 7. 
The system consists of five linked buses called TILINEs. To four of these, a processor 
is attached, with the TILINE acting as its local bus. Via its local TILINE, each processor 
has access to its own private memory of at least 128Kb. These local TILINEs are attached, 
via a TILINE coupler, to the filth shared TILINE, to which 104Kb of memory and a 50Mb 
disc drive are attached, both of which are accessible to all processors. 
One processor (numbered 0) has a 10Mb disc drive attached to its local TILINE, while 
another (numbered 2) has a controller with a 474Mb Winchester disc drive and a tape 
streamer attached. 
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During normal use, the processors operate individually under Texas Instruments' 
DXlO multi-tasking operating system. The 990/10 hardware permits a program to exist in 
up to three segments. Since parallel programs consist logically of two parts (the program 
code and local variables, and the shared variables), the commands that are used to generate 
the programs will ensure that each part will reside in a different segment 
Storage in the shared memory may be claimed by any processor, subject to availability. 
When a request to execute a parallel program is received by a processor, it claims an area of 
the shared memory, into which it loads the segment containing the shared variables. A 
small area at the top of the shared memory that is reserved for managing interprocessor co-
operation is used to indicate the location of this segment. The non-shared segments of the 
program are loaded into the private memory of each processor, and the remaining 
processors link into the shared segment that has already been loaded into the common 
memory. 
The shared disc, and all the files that the DX1 0 operating system has stored on it, are 
available to tasks running on all four processors simultaneously, and the co-ordination 
scheme for parallel operation permits files to be created, opened, accessed and deleted by 
more than one processor. 
2. 6 The ICL Distributed Array Processor (DAP) 
The DAP represented an advance in the design of array processors in the way it was 
integrated into a complete system. It was designed to emulate a memory module for an ICL 
mainframe, and also to perform computations in a highly parallel manner. The DAP 
derives its name from this feature, since the processing power is distributed throughout a 
conventional computer's memory. 
The DAP configuration on which the experimental work was performed consists of a 
two-dimensional array of 4096 (64x64) 1-bit processors with nearest neighbour 
connections, which is attached to an ICL 2980 computer. Each PE has 16 Kbits of private 
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memory, giving a total of 8 Mbytes of memory, as depicted in Figure 2.8. 
Figure 2.9 illustrates a typical integrated system, consisting of an order code processor 
and a store access controller, both of which are cross-connected with a number of memory 
units. One or more of these memory units may be a DAP, which, in addition to providing 
memory in the conventional way, may also be instructed by the order code processor to 
execute its own DAP code. The store access controller gives the peripherals access to 
memory units, and also transfers blocks of data between the memory units. In effect, the 
DAP can be considered the number-crunching core of the system, while the conventional 
store can be considered the fast backing store to the DAP, with the order code processor 
providing sequential pre- and post-processing. 
The major components and data highways in the DAP are shown in Figure 2.10. 
Interface to the 2980 computer is provided by the DAP access controller and the column 
highway, which has one bit for each column of processors. Thus, each 2980 64-bit word 
corresponds to a row across the DAP memory. The column highway also provides a path 
between rows of the DAP array and the master control uriit registers, and for the master 
control unit to fetch 32-bit instructions from the DAP store, which are stored two per row. 
Under certain conditions, instructions can be stored in the instruction buffer for repeated 
execution. Finally, the row highway connects the DAP array to the master control unit 
registers orthogonally. It has one bit for each row of processors, and is used exclusively 
for transmitting data to and from the registers. 
In the following chapter, we describe the principles for the design and analysis of 
parallel algorithms, and the special constructs that must be employed to permit their 
implementation on the machines described in the latter sections of this chapter. 
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l Chapter 3 
Parallel Programming and Languages 
3.1 Introduction 
Computer algorithms designed for sequential computers are often unable to exploit the 
potential of parallel computers to the full. Consequently, the appearance of these machines 
has led to the reformulation of existing algorithms, and the development of novel ones, to 
produce a range of efficient parallel algorithms. 
The development of parallel algorithms depends on the simple, but extremely 
important, observation that independent computations may proceed simultaneously. In this 
context, independence means that the results obtained from one computation are unaffected 
by the results from any other. 
A parallel algorithm may be created by recognising the inherent parallelism of a 
standard sequential algorithm. When the degree of inherent parallelism is low, it is clearly 
necessary to reconstruct the algorithm in order to increase this property. This often occurs 
with efficient sequential algorithms, since they have been designed specifically for 
sequential computers, with no effort having been made to expose whatever parallelism they 
may possess. For this reason, an efficient sequential algorithm may not automatically lead 
to an efficient parallel one. 
When designing an algorithm for a parallel computer, the basic characteristics of the 
machine must be taken into account, so that the algorithm may fully exploit its particular 
architectural features. Of the three major classes of parallel computers described in Chapter 
2, we first consider those of SIMD and MIMD type. Since SIMD computers usually 
possess many more processors than those of MIMD type, fully exploiting their· potential 
will require the design of algorithms with a higher degree of parallelism than is necessary 
for MIMD computers. 
In addition to this, the synchronous processors of SIMD computers are unable to take 
advantage of independent computations that are not identical, whereas the asynchronous 
processors of MIMD computers can. On an SIMD computer, such non-identical 
computations must be executed sequentially, which has the effect of reducing the number 
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of processors that may be used concurrently. Under such conditions, those processors that 
are not required in a computation must lie idle. So, however small the improvement that 
may be achieved if extra processors are available, they should be used. Therefore, in 
designing algorithms for SIMD computers, importance is laid not so much on the efficient 
use of processors, but on the speed with which the problem can be solved. 
Conversely, the asynchronous processors of an MIMD computer need not necessarily 
be involved on the same problem, so that, if the availability of an extra processor causes 
little or no improvement, it should be used elsewhere on a different problem. Therefore, in 
designing algorithms for MIMD computers, importance is laid on the efficient use of 
processors, as well as on the speed with which the problem can be solved. Clearly, the 
characteristics of the two classes of parallel computer, and the factors affecting the design 
of algorithms for them, are such that a good MIMD algorithm is generally not a good SIMD 
algorithm, and vice versa. 
With pipeline computers, however, parallelism is achieved by producing a string of 
identical operations that are queued up and treated in assembly-line fashion. Since the 
requirements of pipeline and SIMD algorithms are essentially the same, it is usually the 
case that a good SIMD algorithm is also a good pipeline algorithm. 
3. 2 Design of Algorithms for SIMD and Pipeline Computers 
It has previously been shown that algorithms for SIMD computers require a high 
degree of parallelism, that is, a large number of identical, independent computations that 
can be executed simultaneously, and the aim is to reduce their number of steps to a 
minimum. This is achieved most readily with algorithms that consist of elementary vector 
and matrix operations, since sufficient processors may operate on all the elements of a 
vector or matrix at once. 
Another powerful method for generating SIMD algorithms is the technique of recursive 
doubling, so called because it divides the original computation into two independent, 
smaller computations of equal complexity, which are themselves reduced to even smaller 
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computations recursively. Helier [18] calls this technique the associative fan-in algorithm. 
Examples of computations to which the technique is applicable include the summation of 
the elements of a vector, the determination of the maximum and minimum elements of a 
vector, and the evaluation of inner products and first-order recurrence relations. 
The design of a parallel algorithm, therefore, involves the sequential algorithm being 
restructured into a form that is usually a combination of the basic computations described 
above: for example, the algorithm of Chen and Kuck [7] for the solution of a triangular 
system of equations consists essentially of a sequence of matrix sums and products. 
In the development of a parallel algorithm, the assumption is frequently made that the 
computer in question has unlimited parallelism, that is, it possesses as many processors as 
the algorithm requires. This often results in algorithms that require an unrealistically latge 
number of processors: for example, Csanky's algorithm [8] for the solution of linear 
systems of equations requires n4/2 processors. A practical algorithm is subsequently 
obtained by reducing its processor requirement to match that of the computer in question. 
Hyafil and Kung [23] identify two basic principles for achieving this: algorithm 
decomposition and problem decomposition. In the algorithm decomposition principle, the 
operations that ate performed by each step of the algorithm ate distributed between the 
available processors, whereas, in the problem decomposition principle, the original 
problem is partitioned into a number of smaller problems, to which the patallel algorithm is 
applied in turn. 
The techniques described above for the design of SIMD algorithms are equally 
applicable to the design of algorithms for pipeline computers. However, for MIMD 
computers, a different approach is required. 
3. 3 Design of Algorithms for MIMD Computers 
Kung [30] defines an MIMD algorithm as a collection of concurrent "processes" that 
may operate simultaneously for solving a given problem. To ensure that an algorithm uses 
parallelism effectively, it is necessary for processes to communicate with each other. This 
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occurs at so-called interaction points, which divide a process into stages. At the end of 
each stage, a process may communicate with other processes before beginning the next 
stage. However, as the speed of a process is unpredictable, it is not certain that an input 
required by one process will be produced in time by another. Kung suggests two 
approaches for solving this problem. The flrst approach, synchronising processors so that 
they wait for inputs whenever necessary, results in a synchronous algorithm. The second 
approach, letting processors continue or terminate according to currently available 
information (so that processors never wait for inputs), results in an asynchronous 
algorithm. 
3.3.1 Synchronous Algorithms 
In a synchronous algorithm, a task is decomposed into a number of subtasks, of equal 
size if possible, so that each subtask is solved by one process of the algorithm. Processes 
are synchronised at interaction points, where they may be blocked while waiting for inputs. 
As the degradation in performance grows as the number of synchronised processes 
increases, synchronised algorithms are best employed when the fluctuations in process 
speed are small and there are few processes to be synchronised. 
3.3.2 Asynchronous Algorithms 
The processors of MIMD computers communicate by means of shared data (global 
variables). In an asynchronous algorithm, there is a set of global variables accessible to all 
processes. When a stage of a process has been completed, the process reads certain global 
variables, and then, according to the values of these variables, together with the results 
obtained from the previous stage, it modifies certain global variables, and proceeds to 
activate the next stage or terminate itself. 
When fluctuations in computation times are large, asynchronous algorithms tend to be 
more efficient than synchronous ones, for the following reasons. Firstly, no time is 
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wasted by the processes in waiting for inputs. Secondly, algorithms can take advantage of 
fast-running processes, and use the results they produce immediately. By making use of 
these results, any slow-running processes that are performing useless computations may be 
identified and readily aboned. Thirdly, the algorithms are adaptive, in that the processes 
are able to adjust themselves during the computation to enable them all to finish at about the 
same time, ensuring that the degree of parallelism is maximised. 
In addition to asynchronous algorithms being more efficient than synchronous ones, 
they also tend to be more reliable, in the sense that, even if some processors are 
permanently blocked, an asynchronous algorithm may continue its computations as long as 
at least one process remains active. 
For a given problem, it is almost always possible to construct a large number of 
asynchronous algorithms for its solution. The analysis of such algorithms, however, is a 
far from trivial affair, as Baudet [5], who employs techniques from order statistics and 
queueing theory in his analysis of certain asynchronous algorithms, amply demonstrates. 
3. 4 Performance of MIMD Algorithms 
Parallelism can often be introduced into an algorithm in a number of different ways, 
with the resulting programs making different demands for parallel resources. These 
resources consist of multiple processors, communication for data sharing, and 
synchronisation to ensure any necessary time-ordering. Different computer systems 
provide different amounts of these resources. Consequently, the performance of an MIMD 
algorithm is determined by the interaction between the program's demands for the 
resources and the computer's response to these demands. 
3. 4.1 Limitations on Performance due to Co-operation 
If the p processors of an MIMD computer are identical, it follows that such a machine 
could not complete a given task more than p times as fast as a single processor. Further 
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limitations on performance are introduced by co-operation. The fact that all the processors 
are working on the same task means that they must share information, and, under most 
circumstances, change it dynamically during processing. 
Two types of overheads can be identified: static overheads and dynamic overheads. 
Static overheads are due to the hardware and software design, and arise from: 
i) the subdivision of the task, 
ii) the allocation of subtasks to processors, 
iii) checking by hardware and software for contention on accesses to shared data, 
iv) checking for correct sequencing. 
Dynamic overheads are due to the interference between two or more subtasks running on 
different processors, and their causes are as follows: 
i) If p subtasks are not available at any time, all processors cannot then be processing, 
and some must remain idle. 
ii) If one subtask generates results that are required as input to another subtask, then 
the latter is prevented from executing until the former has produced the required 
results. 
iii) If the number of processors that are able to access shared data simultaneously is 
less than p, then there will be an overhead associated with checking that the number 
of simultaneous accesses is not exceeded, causing time to be wasted if processors 
must wait to gain access. 
It is possible to evaluate the static overheads of an algorithm from the number of 
subtasks, the number of synchronisations and the number of accesses, since these are all 
properties of the algorithm itself. The dynamic overheads, however, depend not only on 
the algorithm, but also on the detailed timing considerations, which will vary each time the 
program is executed. 
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3.4.2 Measurement of Performance 
The performance of a parallel algorithm is most commonly expressed through the 
quantities speed-up (SP) and efficiency (Ep). 
The speed-up of a parallel algorithm is given by the expression 
TI 
s =-p T , 
p 
(3.4.2.1) 
where TP is the computation time for the algorithm to execute on p processors, and T I is 
either the time of the equivalent sequential algorithm without any of the parallel constructs 
and all its data stored in local memory (T Is), or the time for the parallel algorithm to execute 
on one processor (TIp). In the former case, the speed-up is a measure of how much faster 
the parallel version of the algorithm is compared to the sequential while, in the latter case, it 
is a measure of the degree of parallelism the algorithm exhibits. 
The efficiency of a parallel algorithm is given by the expression 
s 
E =_E., 
p p (3.4.2.2) 
A useful, additional measure is the quantity T In• the computation time of the sequential 
version of the algorithm with all the shared data stored in shared memory, and, together 
with the quantities T Is and T Ip• it provides a means of determining the shared data access 
overhead (SDAO) and the static parallel control overhead (SPCO) via the expressions 
Tin -Tis (3.4.2.3) 
and 
(3.4.2.4) 
respectively. 
(Parkinson and Liddell [351 describe how the concepts of speed-up and efficiency are 
not suitable for describing the performance of SIMD computers such as the DAP, 
principally because the quantity T I is meaningless in this context.) 
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49 
3. 5 Implementing Algorithms on the Neptune Multiprocessing System 
On the Neptune multiprocessing system, various pseudo-FORTRAN syntactic 
constructs are provided to enable parallel paths to be created and terminated, data to be 
shared between paths, and synchronisation to ensure that shared data is reliably updated. 
These constructs are converted to FORTRAN calls to special machine code routines by a 
pre-processor that executes before the normal FORTRAN compiler. These constructs are 
described in the remainder of this section. 
3. 5 .1 Creation and Termination of Paths 
All paths that are created together must terminate together. Three pairs of constructs are 
available to this end. The first pair is used to generate and terminate paths with identical 
code: 
$DOPAR 100 I= NI, N2, N3 
code 
IOO $PAREND 
This construct is analogous to the FORTRAN DO/CONTINUE statement, and generates 
(N2-NI + I)/N3 paths, each with a unique value of the loop index I. This indexing permits 
different paths to evaluate different results, and, since paths are created dynamically on 
encountering this construct, NI, N2 and N3 may be defined during execution. 
The second pair is used to generate paths with different code: 
$FORK 100, 110, I20; 200 
100 code I 
GOT0200 
110 code 2 
GOT0200 
120 code 3 
200 $JOIN 
50 
This construct is similar to the FORTRAN computed GOTO statement. The paths 
commence at labels 100, 110 and 120, and GOTO's are used to force the paths to terminate 
at label 200. 
The third pair is used to generate paths with the same code, with each processor being 
forced to execute the code once and once only: 
$DOALL100 
code 
100 $PAREND 
This construct is useful for initialising data and obtaining timing information. 
Although nesting is allowed for all three constructs (Figure 3.1 ), the local variables of a 
parent path are not made available to the child paths. However, all the index values of the 
ancestors of a path, together with the index value of the path itself, are restored prior to 
execution of a path. 
3.5.2 Data Communication Constructs 
Data required by a parallel path that is not initialised in a $DOALL or FORTRAN 
DATA statement must be defined as shared data, using the construct 
$SHARED variable list 
This construct is equivalent to the FORTRAN labelled COMMON statement, and forces the 
listed variables to be loaded into the shared memory; all other data, including program 
code, is held in local memory. 
3. 5. 3 Synchronisation 
Sequential access to certain shared data may be necessary to ensure its accuracy. For 
this purpose, up to eight resources are available, which are owned by only one processor at 
a time. Processors claiming a resource that is already owned by another processor are 
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forced to wait until the resource is released. Resources must be declared with FORTRAN-
like names in the construct 
$REGION list of names 
the scope of this declaration being the next $END construct. Resources are claimed by the 
construct 
$ENTER name 1 
and released by 
$EXIT name 1 
A critical region of code (requiring access by one processor at a time) is embedded 
within an $ENTER!$EXIT pair of constructs. Different critical regions in a program can be 
protected by the same resource. 
3. 5. 4 Other Necessary Constructs 
$USEP AR must be the first executable parallel statement. When it is encountered, all 
but one of the processors are forced to wait until parallel paths are created for them to 
execute. 
$END replaces the FORTRAN END statement. It forces the nesting of parallel 
constructs within each subroutine to be checked. 
$STOP must replace all FORTRAN STOP statements. It ensures that a program will 
terminate gracefully. 
3. 5. 5 Measurement of Performance 
Two subroutines are available on the Neptune multiprocessing system that provide 
timing information on the execution of parallel programs. For each processor, the timing 
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information includes: 
i) clocked CPU time, 
ii) elapsed time, 
iii) number of parallel paths executed by the processor, 
iv) number of waiting cycles because no path is available, 
v) number of accesses to critical region resources, 
vi) number of waiting cycles because these resources are being used by another 
processor. 
The static overheads associated with memory accesses, simple arithmetical and logical 
operations, and parallel constructs are listed in Table 3.1. 
Pr-oce.ss or- 0 1 2 3 
Relative speed 1.000 1.014 1.006 1.019 
Local memory access time 0.98 0.95 0.92 0.92 
Shared memory access time 1.73 1.70 1.68 1.68 
. 
DO loop per increment 12.9 
I=J 5.7 
I =J +K 14.9 
I=J -K 14.9 
I=J * K 20.9 
Instruction I=J /K 161.0 
timings IF (I. EQ. J) 8.0 A=B 13.0 
C=A+B 643.0 
C=A-B 658.0 
C=A*B 625.0 
C=AIB 1111.0 
IF (A .EQ. B) 580.0 
Parallel $DOPAR 1300.0 
construct Parallel path overhead 900.0 
timings $ENTER/$EXIT 800.0 
Cycle W airing to enter a critical region 1080.0 
times Waiting for a parallel path to execute 10800.0 
Table 3.1. Timing information for the Neptune multiprocessing system; all figures are 
given in microseconds. A, B, and C are real; I, J and K are integer. 
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3. 6 Implementing Algorithms on the DAP 
The only high-level language provided on the DAP is DAP FORTRAN [25). Its syntax 
is very similar to that of standard FORTRAN, with a number of extensions that take full 
advantage of the DAP's parallel processing capabilities. 
The most important feature of DAP FORTRAN is its ability to manipulate data items 
called vectors and matrices. These are analogous to the one- and two-dimensional arrays of 
standard FORTRAN, except that their dimensions are constrained to be 64 and (64x64) 
respectively. The elements of such vectors and matrices can be processed by the DAP in 
parallel, as can a subset of their elements. A number of indexing techniques are provided 
for selecting such subsets from a vector or matrix. 
DAP FORTRAN further differs from standard FORTRAN in that it has no input/output 
or encode/decode facilities. In general, a program that uses the DAP cannot consist entirely 
of DAP FORTRAN routines, but must contain at least one standard FORTRAN routine to 
serve as an entry point to the program, where all the input/output is performed. 
Furthermore, there are a number of restrictions on the types and precisions of data that may 
be declared in DAP FORTRAN. 
3.6.1 Data Modes 
DAP FORTRAN scalar variables and arrays correspond exactly to standard FORTRAN 
variables and arrays, and are declared and used in the same way. 
Vectors and matrices are the only constructs on which the DAP is able to perform 
parallel processing. They consist of a number of elements that may be processed singly, all 
together, or in sets selected by various indexing techniques. Vector and matrix variables 
are declared in the same way as standard FORTRAN one- and two-dimensional arrays, 
respectively, except that the dimensions are omitted. These are termed constrained 
dimensions, since the dimensions of vectors and matrices are constrained to be 64 and 
(64x64) respectively. 
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DAP FORTRAN vectors and matrices may also be grouped together into vector or 
matrix arrays, from which a particular vector or matrix can be selected. These arrays are 
declared by specifying the required dimensions after the constrained dimension(s). 
3.6.2 Simple Assignment 
The basic rule of simple assignment in DAP FORTRAN is that the left- and right-hand 
sides of the assignment must have the same type, length and mode, the assignment being 
performed in parallel on an element by element basis. In certain cases, the mode of a 
variable on the right-hand side will be automatically expanded, so that it has the same mode 
as the left-hand side. Similarly, implicit type changing is performed between integer and 
real values, and implicit length changing performed when the two sides of the assignment 
are of differing lengths. 
3. 6. 3 Built-in Aggregate Functions 
These functions are an important part of the facilities offered by DAP FORTRAN, and 
may be divided into several groups, according to the type of function they perform. 
(a) VEC, MAT, MATC, MATR 
These functions expand the mode of their argument. VEC and MAT take a scalar 
argument, and return a vector and matrix value respectively, each element of which is equal 
to the scalar argument. MA TC and MATR take a vector argument, MA TC returning a 
matrix value whose columns are equal to the vector argument, and MATR returning a 
matrix value whose rows are equal to the vector argument. 
(b) TRAN, REV, REVC, REVR 
These functions alter the ordering of the elements of their vector or matrix argument. 
TRAN performs a transposition of its matrix argument. REV reverses the order of its 
vector argument. REVC and REVR reverse the column and row ordering, respectively, of 
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their matrix argument. 
(c) SUM, SUMC, SUMR 
These functions perform various types of summation on vectors and matrices. SUM 
returns the scalar sum of all the elements of its vector or matrix argument. SUMC and 
SUMR return vector values, each element of which is the sum of all the elements in the 
corresponding row or column of their matrix argument. 
(d) MAXV, MINV 
MAXV and MINV return a scalar value corresponding to the maximum and minimum 
values, respectively, in their vector or matrix argument. 
The above and all other built-in aggregate functions are described, in detail, in [24] and 
[25]. 
3. 6. 4 Indexing Techniques 
DAP FORTRAN provides a number of indexing techniques for the selection of one or 
more elements from a vector or matrix. As in standard FORTRAN, indexing may be used 
to differing effect on either side of an assignment. Indexing on the right-hand side of an 
assignment has the effect of selecting from a vector or matrix a value to be assigned or 
processed, whereas indexing on the left-hand side selects the array elements whose value is 
to be changed by the assignment. 
(a) Right-Hand-Side Indexing 
This form of indexing may be used to select: 
i) a scalar from a vector, vector array, matrix, or matrix array, 
ii) a vector from a vector array, matrix, or matrix array, 
iii) a matrix from a matrix array. 
The mode of the value selected by an indexing expression is determined by the number of 
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---· ----------------------------------------------------------
null subscripts in the expression, that is, the omission of a subscript expression from either 
or both of the constrained subscript positions. 
A constrained subscript position in an indexing expression may contain: 
i) a null subscript, 
ii) an integer scalar expression, yielding a value in the range 1 to 64, 
iii) an integer vector expression, yielding values in the range 1 to 64, 
iv) a logical vector expression, 
v) a logical matrix expression, 
vi) a+ or-. 
Examples of these indexing techniques are presented in Table 3.2, for the following DAP 
FORTRAN declarations: 
REAL 
INTEGER 
LOGICAL 
Expression 
V (I) 
M(I,J) 
M(I,) 
M(,J) 
M(IV,) 
M(,IV) 
V(), M(,) 
IV() 
LV(), LM(,) 
Element I of V 
Description 
Element I,J of M 
Row I of M 
ColumnJofM 
Vector containing M(IV(I),I) in element I 
Vector containing M(I,IV(I)) in element I 
Table 3.2. DAP right-hand-side indexing techniques. 
Logical 
equivalent 
V (LV) 
M(LM) 
M(LV,) 
M(,LV) 
M(LM,) 
M(,LM) 
Details of right-hand-side indexing techniques, together with a description of shift 
indexing employing the shift operators + and-, are to be found in [24}. 
(b) Left-Hand-Side Indexing 
The function of an indexing expression on the left-hand side of an assignment is to 
identify one or more vector or matrix elements to which the value of the right-hand side is 
to be assigned. Components that are not identified by their indexing expression retain their 
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original values. 
Any of the indexing techniques described in Table 3.2 may also be used on the left-
hand side of an assignment, but here they may be considered to be activating certain 
elements of a left-hand-side vector or matrix for assignment, while masking out the 
remaining elements from their effects. 
Details of left-hand-side indexing techniques, together with a description of reduced 
rank indexing, are to be found in [24] 
3. 6. 5 Program Structure 
All programs that use the DAP consist of two sections: a DAP section and a host 
section. The DAP section consists of one or more DAP FORTRAN routines that execute 
on the DAP, while the host section consists of one or more standard FORTRAN routines 
that execute on the ICL 2980 host processor. DAP section routines may call, and be called 
by, other DAP section routines, but may not call host section routines. The initial entry to a 
DAP FORTRAN program is via a routine in the host section. 
Since DAP FORTRAN has no input/output facilities, and all subroutine calls from the 
host section to the DAP section have no parameters, data must be passed between the host 
and DAP sections of a program via named COMMON blocks. These DAP FORTRAN 
COMMON blocks are held in the DAP store, but are accessible to both the DAP and the 
host. 
3. 6. 6 Measurement of Performance 
Since the DAP consists of bit-serial processing elements, all matrix arithmetic has to be 
based on sequences of single-bit operations. This means that the performance is strongly 
dependent on the word-length of the data. For most problems, 32-bit floating-point 
computation gives acceptable accuracy, and timings for this precision are presented in Table 
3.3. These figures may be used to give fairly accurate timing estimates of DAP FORTRAN 
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programs, as the overheads from high-levellanguage manipulation are minimal. This is 
due to the rapidity with which the DAP can perform data manipulation, which is 
highlighted by the timing for assignment in Table 3.3. 
Operation Time (Jls) 
Z=X 17 
Z=X*S 40-130 
Z=X **2 125 
Z=X+Y 150 
Z=SQRT(X) 170 
Z=X*Y 250 
Z=LOG(X) 285 
Z=XIY 330 
Z=MAX(X,Y) 33 
Z=MOD(Z) 1 
IZ=IX+IY 22 
S =SUM (X) 280 
S =MAX(X) 48 
Table 3.3. DAP arithmetic routines (32-bit precision). X, Y and Z are real (4096 
elements); IX, IY and IZ are integer (4096 elements); S is a real scalar. (Hockney and 
Jesshope [20]) 
3. 7 Survey of Parallel Algorithms 
A comprehensive survey of parallel algorithms in linear algebra is beyond the scope of 
this thesis. A few especially significant contributions to the field do, however, deserve 
mention. 
The review papers of Helier [18] and Ortega and Voigt [34] provide extensive surveys 
of SIMD algorithms. Although there was less initial interest in MIMD algorithms, the 
papers by Kung [30] and Baudet [5], referred to in Section 3.3, laid much of the 
framework for the present study of these algorithms. The recent availability of commercial 
MIMD machines has encouraged a greater interest in this field, one example of which is the 
collection of papers edited by Kowalik [27]. 
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Chapter 4 
MIMD Algorithms for the Solution of 
Linear Systems and Matrix Inversion 
4.1 Introduction 
In the field of linear algebra, the related tasks of the solution of linear systems and the 
inversion of matrices are performed with great frequency. With the development of parallel 
computers, it is now possible to solve systems and invert matrices of a size that is beyond 
the limit of what can be reasonably achieved on sequential machines, provided that there are 
efficient algorithms to do so. 
In this chapter, we describe various algorithms for these two tasks, and implement 
them on the Neptune multiprocessing system. We derive a novel algorithm, the double-
bordering algorithm, for the solution of linear systems, based on a double partitioning 
procedure, and demonstrate its applicability to the solution ofblock-tridiagonal systems and 
the parallel inversion of matrices, whereupon its performance is compared to that of two 
well known methods for inverting matrices, the Gauss-Jordan algorithm [ 45] and the 
bordering algorithm [ 13]. 
In the remainder of the chapter, we investigate three further parallel algorithms. The 
first is Huard's algorithm [22] for the solution of linear systems. Unlike Gaussian 
elimination, which involves two distinct phases (triangularisation of the matrix and solution 
of the triangular system), Huard's algorithm evaluates the solution while triangularising the 
matrix. This results in the matrix being diagonalised at no extra cost, one that would, 
however, be incurred if the Gauss-Jordan algorithm were used. 
The second algorithm is the escalator method for the solution of linear systems with 
symmetric coefficient matrices. The method was originally developed by Morris [33], but 
has since been reformulated by Faddeev and Faddeeva [13] and Westlake [45] using matrix 
linear algebra, making the connection between this method and the class of triangularisation 
methods much more apparent. 
The third and final algorithm is the column-sweep algorithm for the solution of linear 
systems with triangular coefficient matrices [28], from which an algorithm for their 
inversion can readily be obtained. 
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4.2 The Double-Bordering Algorithm 
By partitioning the system 
A<1lx = b(1) (4.2.1) 
in the following way 
(1) (1) (1) (1) b(1) 
all a12 . . . . . a a1n x1 1,n-1 1 
(1) (1) (1) (1) b(l) 
a21 a22 . . . . . a a2n x2 2,n-I 2 
= (4.2.2) 
(I) (I) (I) (1) b(I) 
a a a a X n-I n-1,I n-I,2 n-I,n-I n-l,n n-1 
(1) (1) (1) (1) b(1) 
an1 an2 • . . . • a a X n,n-1 nn n n 
we can rewrite the system in the form 
(1) T (1) b(I) 
all ui a1n x1 1 
wi 
A(1) 
2->n-1 z1 X 2->n-1 = 
b(1) 
2->n-1 (4.2.3) 
(1) T (1) b(1) 
an1 v1 a X nn n n 
where ui, vi, w1, z1, x2_,0 _ 1 and bi~n-1 are vectors of order (n-2) given by 
T (1) (1) 
u1 = [a12' · · · 'a1,n-1], (4.2.4a) 
T (1) (1) 
v1 = [a 2, ... , a 1], n n,n- (4.2.4b) 
(1) (1) T 
w1 = [a21' · · · 'an-1,1] ' (4.2.4c) 
(1) (1) T 
z1 = [a2 , ... , a 1 ] , n n- ,n (4.2.4d) 
T 
x2 I = [x2' .. · ' x 1] 
-7n- n- (4.2.4e) 
and 
b(1) = [b(1) b(1) ]T 
2->n-1 2 ' · ' ' ' n-1 ' (4.2.4f) 
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and A~~n-l is a sub-matrix of order (n-2) containing the 2nd to the (n-l)th rows and 
columns of A(!). From (4.2.3), we immediately obtain the equations 
and, by combining equations ( 4.2.5) and ( 4.2. 7), we obtain the expressions 
and 
( (!) T (!) T) ( (!)b(l) (l)b(l)) aln v 1 -annul x2->n-l- aln n -ann 1 
X=~=-~-=~~~~---=~---=~~ 
1 (!) (!) (!) (!) 
X = 
n 
all ann - aln an! 
which, on substitution into (4.2.6), yields the following system of order (n-2): 
[ 
(!) T (!) T (!) T (!) T l 
A(!) + wl(aln vl -annul)+ zl(anl ul -all vl) x 
2.->n-1 (!) (!) (!) (!) 2.->n-1 
all ann - aln an! 
If we represent this system as 
A(2) X =b(2) 
2.->n-1 2.->n-1 2.->n-1' 
and partition it in the following way 
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(4.2.5) 
(4.2.6) 
(4.2.7) 
(4.2.8a) 
(4.2.8b) 
(4.2.9) 
(4.2.10) 
(2) (2) 
. . . . . 
(2) a(l.) b(2) 
a22 a23 a x2 2,n-2 2,n-1 2 
a(l.) (2) (2) (2) b(2) 
a33 . . . . . a a x3 32 3,n-2 3,n-1 3 
"" 
(4.2.11) 
(2) (2) (2) a(l.) b(2) 
a a a X 
n-2 n-2,2 n-2,3 n-2,n-2 n-2,n-1 n-2 
a(l.) (2) (2) (2) b(2) a a a X 
n-1 n-1,2 n-1,3 n-1,n-2 n-1,n-1 n-1 
we can rewrite it in the form 
(2) T (2) b(2) 
a22 u2 a x2 2,n-1 2 
w2 
A(2) 
3--m-2 z2 X 3-4n-2 "" 
b(2) 
3-4n-2 • (4.2.12) 
(2) T (2) b(2) 
a v2 a X n-1 n-1,2 n-1,n-1 n-1 
in which u~, v~, w2, z2, x3-4n-Z' bj~n-2 andA~~n-2 are defined in a similar-manner to 
the components of (4.2.3). 
We have, thus, set up a recursive procedure, at the kth stage of which we have the 
system of order (n--2k+2) 
~ T (k) b(k) l1c \,n-k+1 k 
(k) b(k) 
wk Ak+1-4n-k ~ ~+1-4n-k "" k+1-4n-k · (4.2.13) 
a(k) T a(k) b(k) 
n-k+1,k vk n-k+1,n-k+l X n-k+1 n-k+1 
The first and last equations of this system yield the expressions 
(a(k) vT--a(k) uT)x --(a(k) b(k) -a(k) b(k)) 
X , k,n-k+1 k n-k+1,n-k+1 k k+1-4n-k k,n-k+1 n-k+1 n-k+1,n-k+1 k 
k (k) a (k) (k) a (k) 
'\k n-k+1,n-k+1- \,n-k+1 n-k+1,k 
(4.2.14a) 
and 
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(a()<) uT-a:vT)x -(a()<) b(J<)_a:b(J<) ) 
X k 
1 
= n-k+l,k k k k+l-m-k n-k+l,k k n-k+l , (4.2.14b) 
n- + ()<) ()<) ()<) ()<) 
\k an-k+1,n-k+l -llk,n-k+1 an-k+1,k 
from which we obtain the system A 0<+1
1) kx. 1 k = bkO<+ll) k of order (n-2k), given A '"k+ -?D- .le+ --:l>D- + -?D-
by 
[ 
W (r!-) VT a()<) u.T) + Z (a()<) U.T a(J<)VT l A()<) + k k,n-k+l k- n-k+1,n-k+1 k k n-k+l,k k- kk k 
· 'k+l~n-k ()<) ()<) ()<) ()<) ~+l~n-k 
a::a -a· a 
-kk n-k+1,n-k+l · k,n-k+1 n-k+1,k 
w ( ()<) b()<) -a()<) b(J<)) + (a()<) b(J<)- (J<)b(J<) ) 
= b(J<) + k llk,n-k+1 n-k+1 n-k+1,n-k+1 k ~ n-k+1,k k \k n-k+l 
k + Hn-k ()<) ()<) ()<) ()<) 
a·:a -a· a 
kk n-k+1,n-k+1 --k,n-k+1 n-k+1,k 
(4.2.15) 
This recursive procedure is continued until a system of order one (when n is odd) or 
two (when n is even) is obtained. When n is odd, we have the final system 
A(m) X = b(m) 
m-?n-m+l m-?n-m+l m-7n-m+l' 
where m= (n+1)/2. This is equivalent to the single equation 
a(m) x = b(m) 
mm m m ' 
which immediately gives the result 
x = b (m) I a (m) • 
m m mm 
(4.2.16) 
(4.2.17) 
(4.2.18) 
When n is even, m has the value n/2, and the system (4.2.16) is equivalent to the (2x2) 
system 
[ 
(m) (m) ][ l [ b(m) j a a x mm ,m+1 m  
= ' (m) (m) b(m) 
am+1,m am+l,m+1 xm+l m+1 
(4.2.19) 
which yields the result 
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and 
X = 
m 
(m) b(m) (m) b(m) 
a -a 
m+l,m+l m m,m+l m+l 
(m) (m) (m) (m) 
a a -a a 
mm m+l,m+l m,m+l m+l,m 
(m) b(m) (m) b(m) 
a -a 
X =--~m~m~m~+~l~~m~+l~,m~~m __ __ 
m+ 1 (m) (m) (m) (m) 
a a -a a 
mm m+l,m+l m,m+l m+l,m 
(4o2o20a) 
(4o2o20b) 
Thus, having obtained the central value(s) of the solution vector x, we proceed to 
determine the remaining elements of x through a back-substitution process involving the 
formulae ( 4o2o14 )o 
In order to simplify the description of the algorithm, we introduce the quantities 
-T -T -(k) d-(k) o d fi 
uk' vk, bk an bn-k+l' which we e me as 
_T (k) T (k) T ~ = C~,n-k+l vk- an-k+l,n-k+l ~)I~· (402021a) 
-T (k) T (k) T 
vk = (an-k+l,kuk- \k vk) I~· (4o2o21b) 
b~) = cat:n-k+l b~k+l- a~2k+I,n-k+l b~)) I~ (4o2o21c) 
and 
(4o2o21d) 
where 
- (k) a (k) (k) a (k) ~-~ n-k+l,n-k+l- ~.n-k+l n-k+l,k' (402022) 
thus reducing (4o2o14) and (402015) to 
-T -(k) 
xk = ukxk+l-4n-k- bk (4o2o23a) 
and 
(402023b) 
and 
respectively o 
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In the following detailed listing of the algorithm, the floor function L J is used to denote 
the largest integer whose value does not exceed that of its argument. 
Algorithm 4.1 
m:= L(n+1)/2j; 
fork : = 1 step 1 until m-1 do 
begin 
cl ·=a.a -a a · I<· · kk n-k+l,n-k+l l<,n-k+l n-k+l,k' 
l\,n-k+l : = l\,n-k+l / <\; 
a ·-a fcl· 
n-k+l,n-k+l ·- n-k+l,n-k+l I<' 
an-k+l,k: = an-k+l,k/<\; 
for j : = k+ 1 step 1 until n-k do 
begin 
V =l\i; 
1\j: = 1\,n-k+l an-k+l,j- an-k+l,n-k+l1cj; 
a k 1 ·: =a k I kt.- a· a k I .; n- + ,J n- + , ·I<J kk n- + ,J 
a .. : =a .. + a.kak. + a. k 1 a k 1 . , (k+ 1 ~ i ~ n-k) IJ IJ I J I,D- + D- + ,J 
end; 
1c: =bk; 
bk: = l\,n-k+l bn-k+l- an-k+l,n-k+l1c; 
b ·=a t-a.b · 
n-k+l · n-k+l,klc · kk n-k+l' 
b. : =b. + aikbk + a. k 1 b k 1, (k+ 1 ~ i ~ n-k) J J I,n- + n- + 
end; 
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(4.1a) 
(4.1b) 
(4.1c) 
ifn = 2m then 
begin 
d ·=a a -a a · 
m· mm m+1,m+1 m,m+1 m+1,m' 
x · = (a b -a b ) Id · 
m· m+1,m+1 m m,m+1 m+1 m' 
x : = (a b -a b ) Id 
m+1 mm m+1 m+1,m m m 
end 
else 
x : =b /a · 
m m mm' 
fork: = m-1 step -1 until 1 do 
begin 
n-k 
X k 1: =~a k 1 .X.- b k 1 n-+ L-n-+,JJ n-+ j:=k+1 
end. 
(4.1d) 
(4.1e) 
(4.1f) 
The number of operations that are performed by each step of the algorithm. is given in 
Table 4.1. 
Step Operation count 
4.1a 7 
4.1b 6(n- 2k) + 4(n- 2k)2 
4.1c 6 + 4(n -2k) 
4.1d 11 
4.1e 1 
4.1f 4(n -2k) 
Table 4.1 
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Thus, when n is even, the total operation count is given by 
(~/2 (n~/2 
T 1= 2. [7+6(n-2k)+4(n-2k)2 +6+4(n-2k)]+11+ 2. 4(n-2k) 
k=1 k=1 
= ( 4n3 + 9n2 + 5n- 12) /6. ( 4.2.25) 
Similarly, when n is odd, the total operation count is given by 
(~/2 (~/2 
T 1 = 2. [7 + 6(n- 2k) + 4(n- 2k)2 + 6 + 4(n- 2k)] + 1 + 2. 4(n- 2k) 
k=1 k=1 
= (4n3 + 9n2 + Sn -12) /6. (4.2.26) 
If the system (4.2.1) had been solved by the well-known method of Gaussian 
elimination, the total operation count would only be 2(n- 1) fewer than that of the double-
bordering algorithm, demonstrating that the asymptotic complexities of the two algorithms 
are identical. 
4. 3 Application of the Double-Bordering Algorithm to the Solution of 
Block-Tridiagonal Systems 
Block-tridiagonal systems are frequently encountered in the finite-difference and finite-
element solutions of second-order linear elliptic partial differential equations. These 
systems are of the form 
A<1lx = b(1), (4.3.1) 
where 
D(l) 
1 
E(1) 
1 0 
cOl n<1) . 
. 
A(1) = 1 2 (4.3.2) 
E(1) 
n-1 
0 
. (1) . (1) 
c D 
n-1 n 
is a block-tridiagonal matrix of order n2 whose elements are themselves matrices of order n 
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,- of as yet unspecified strucmre, and 
(4o3o3) 
is a vector of order n2 whose elements are themselves vectors of order no 
By partitioning the system in the manner of (4o2o2), we can rewrite it in the form 
D(l) T 0 b(l) I ul XI 1 
wl 
A(1) 
2~n-1 z1 x2~n-1 = 
b(1) 
2~n-1 • 
0 T o<1) b(1) v1 X n n n 
where u~, v~, w1, z1, x2~0_1 and bi~n-1 are vectors of order n(n-2) given by 
and 
T (1) 
u1 = [E1 , 0, o o o , 0], 
T (1) 
VI = [0, 0 0 0 '0, cn-1], 
(1) T 
w 1 = [C1 , 0, o o o , 0] , 
(!) T 
z1 = [0, 0 o o , 0, En_1] , 
x2 1 = [x2' .. 0 , x 1] 
-tn- n-
T 
b(l) = [b(l) b(l) ]T 
2---+n-1 2 ' · · • ' n-1 ' 
(4o3.4) 
(4o3o5a) 
(4o3o5b) 
(4o3o5c) 
(4o3o5d) 
(4o3o5e) 
(4o3o5f) 
and A (2!) 1 is a sub-matrix of order n(n-2) containing the 2nd to the (n-l)th block-rows ~n-
and block-columns of A (l)o From ( 4o3.4), we immediately obtain the equations 
(4o3o6) 
(1) (1) 
w1x1+A2 1x2 1+zlx =b2 1' ~n- ~n- n ~n- (4o3o7) 
(4.3o8) 
and, therefore, the expressions 
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(4.3.9a) 
and 
(4.3.9b) 
from (4.3.6) and (4.3.8), respectively, which, on substitution into (4.3.7), yields the 
following block-tridiagonal system of order n(n-2): 
(1) (1) -1 T (1) -1 T 
[A2--.n-1 -w1 (D1 ) u1 -z1(Dn ) v1]x2--.n-1 
(4.3.10) 
If we represent this system as 
(4.3.11) 
we can perform a second partition, and rewrite it in the form 
d2) T 0 b(2) 2 uz xz 2 
w2 
A(2) 
3-->n-2 z2 x3-->n-2 = 
b(2) 
3-->n-2 ' (4.3.12) 
0 T d2) b(2) v2 n-1 X n-1 n-1 
. h' h T T ID W lC u2, v2 , w2, z2, X 3 2, bj
2) 2 and A~2) 2 are defined in a similar manner to ~n- ---)n- .-.?n-: 
the components of (4.3.4). 
We have, thus, set up a recursive procedure similar to that of the previous section, at 
the kth stage of which we have the block-tridiagonal system of order n(n-2k+2) 
D(k) T 0 b(k) k uk k 
wk 
A(k) 
k+1-->n-k ~ ~+1-->n-k = b(k) k+1-->n-k · ( 4.3.13) 
0 T D(k) b(k) vk X n-k+1 n-k+l n-k+1 
The first and last equations of the system yield the expressions 
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(4.3.14a) 
and 
(4.3.14b) 
respectively, from which we obtain the system A (k+ll) kx. 1 k = bk(k+ll) k of order ~ 1c+ ~n- - k+ ~n- + -?n-
n(n-2k), given by 
[ A (k) (D(k)fl T (D(k) fl T] 
· 1<+1-->n-k- wk k ~- \c n-k+l vk ~+1-+n-k 
(4.3.15) 
This recursive procedure is continued until a system of order one (when n is odd) or 
two (when n is even) is obtained. When n is odd, we have the final system 
A(m) x = b(m) 
m->n-m+l m->n-m+l m->n-m+l' (4.3.16) 
where m= (n+ 1)/2. This is equivalent to the single equation 
(4.3.17) 
which immediately gives the result 
(4.3.18) 
When n is even, m has the value n/2, and the system (4.3.16) is equivalent to the (2nx2n) 
system 
dm) E(m) X b(m) 
m m m m 
= (4.3.19) 
c<m) o<m) X 
m+! 
b(m) 
m m+! m+! 
which yields the result 
(4.3.20a) 
and 
(4.3.20b) 
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Thus, having obtained the central sub-vector(s) of the solution vector x, we proceed to 
detennine the remaining elements of x through a back-substitution process involving the 
formulae (4.3.14). 
As in the previous description of the double-bordering algorithm, we introduce the 
quantities~· v~, 6~) and b~k+l' which we define as 
and 
- T _ (D(k))-1 T ~- k ~· 
thus reducing (4.3.14) and (4.3.15) to 
- b(k) -T ~- k -~~+1->n-k 
and 
-b(k) -T X = -V X. 
n-k+1 n-k+l k · k+l->n-k' 
and 
respectively. 
(4.3.2la) 
(4.3.2lb) 
(4.3.21c) 
(4.3.2ld) 
(4.3.22a) 
(4.3.22b) 
(4.3.23) 
There now follows a detailed listing of the double-bordering algorithm for the solution 
of block-tridiagonal systems. 
Algorithm 4.2 
m:= LCn+1)/2j; 
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fork: = 1 step 1 until m-1 do 
begin 
-1 ]\:=Dk Ek; 
-1 C ·-D C · n-k ·- n-k+1 n-k' 
-1 
bk:=Dk bk; 
-1 
bn-k+l: = Dn-k+1 bn-k+1; 
bk+1 : = bk+1- Ckbk; 
b :=b -E b 
n-k n-k n-k n-k+ 1 
end; 
ifn = 2m then 
begin 
end 
else 
-1 
x :=D b · 
m m m' 
fork:= m-1 step -1 unti11 do 
begin 
end. 
(4.2a) 
(4.2b) 
(4.2c) 
(4.2d) 
(4.2e) 
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Generally, the sub-matrices Ci, Di and Ei are sparse and possess a highly regular 
structure, the degree of sparsity and regularity depending on the particular finite-difference 
or finite-element method that is used. For this reason, it is not practicable to perform an 
operation count on the generalised form of the algorithm given here. 
4. 4 Inversion of Matrices by the Double-Bordering Algorithm 
The inverse X of a matrix A can be obtained by solving the system 
A(l)X = B(l), (4.4.1) 
where A (1) = A and B(1) = I. This is equivalent to the solution of n systems of the form 
( 4.2.1) by the double-bordering algorithm. We, therefore, have 
b(l) 0 
lk 
b(l) 
k-l,k 0 
b(l) 
kk = 1 , k=l, ... ,n, (4.4.2) 
b(l) 
k+l,k 0 
and (4.2.2lc) and (4.2.2ld) become 
ii~) = <~!n-k+l b~2k+I,i- a~2k+t,n-k+l b~l) I~ (4.4.3a) 
and 
b(k) = (a(k) b(k)- (k)b(k) ) I c1 
n-k+l,j n-k+l,k kj '\k n-k+l,j '1<' (4.4.3b) 
for j = l, ... , k-1 and j = n-k+2, ... , n only, since: 
i) for j = k, bk~) = 1 and b (k)k 1 . = 0, yielding J n- + ,J 
b(k) = - a(k) I c1 
kj n-k+l,n-k+l K (4.4.4a) 
and 
b(k) = a(k) I c1 
n-k+l,j n-k+l,k '1<' (4.4.4b) 
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ii) for j = n-k+1, bk~) = 0 and b(k)k 1 . = 1, yielding J n- + ,J 
-(k) (k) 
bkj = 3k,n-k+l I~ (4.4.5a) 
and 
b(k) . = -a0) fn 
n-k+1,J kl< 1<' (4.4.5b) 
iii) for j = k+1, ... , n-k, bk~) = b(k)k 1 . = 0, yielding J n- + ,J 
b~)=O (4.4.6a) 
and 
-(k) 
b k 1. = 0. n- + ,J ( 4.4.6b) 
Similarly, the expressions of (4.2.23) and (4.2.24) become 
-T -(k) 
xk. = uk xk 1 k · - bk. J +-40-,J J (4.4.7a) 
and 
-T -(k) 
xn-k+l,j = vk ~+l-4n-k,j- bn-k+l,j' (4.4.7b) 
for j = 1, ... , k andj = n-k+l, ... , n only, and 
(k) - T - T (k) -(k) -(k) 
[Ak I k + wkuk + z. vk]xk 1 k · = bk I k · + wkbk. + z. b k I ., + -:)fl- 1e + -:)D- ,J + ->n- ,J J . k n- + ,J 
for j = 1, ... , k-1 and j = n-k+2, ... , n only, respectively, since: 
i) for j = k+1, ... 'n-k, bz) = b~~k+l,j = 0, yielding 
_y 
~j = uk~+I-4n-k,j 
and 
_T 
xn-k+l,j = vk xk+I-4n-k,j' 
ii) for j = k andj = n-k+1, bk(k)l k. = 0, yielding 
+ -40- ,J 
"') ~ . k 1 k -b(k) -b(k) 0 . Id' 111 10r J = + , ... , n- , k' = k I . = , y1e mg J n- + ,J 
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(4.4.8) 
(4.4.9a) 
(4.4.9b) 
(4.4.10) 
[A (k) + w iiT + z. vT]x = b(k) 
k+l-4n-k k k 1< k k+l-4n-k,j k+l-4n-k,j · (4.4.11) 
Finally, (4.2.20a) and (4.2.20b) become 
- ( (m) b(m) (m) b(m) ) Id 
xmj - am+l,m+l mj -am, m+ I m+l,j m (4.4.12a) 
and 
- ( (m) b(m) - (m) b(m)) Id 
xm+l,j- amm m+l,j am+l,m mj m' (4.4.12b) 
for j., m andj T' m+ I only, since: 
i) for J. = m b (~) = 1 and b (m) . = 0 yielding 
' mJ m+l,J ' 
x = a(m) Id 
mj m+l,m+l m (4.4.13a) 
and 
x = -a(m) /d 
m+l,j m+l,m m' (4.4.13b) 
ii) for j =m+ I, b(~) = 0 and b(m)l . = 1, yielding 
mJ m+ ,J 
x .= -a(m) /d 
mJ m,m+l m (4.4.14a) 
and 
x . = a(m) Id . 
m+l,J mm m (4.4.14b) 
There now follows a detailed listing of this algorithm, incorporating the parallel 
constructs that are required for it to be implemented on an MIMD machine with 1 ::; p ::; n 
processors. In this and all subsequent algorithms, we have introduced parallelism into the 
outermost loop in which it is feasible to do so (avoiding introducing it into the very smallest 
of loops), in order to minimise the parallel overheads that are generated. 
Algorithm 4.3 
m:= LCn+1)/2j; 
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fork: = 1 step 1 until m-1 do 
begin 
tl·=a__a -a_ a · 
"K · -lck n-k+l,n-k+l -1<,n-k+l n-k+l,k' 
~.n-k+l : = ~.n-k+l I~; 
an-k+l,n-k+l: = an-k+l,n-k+l I~; 
an-k+l,k: = an-k+l,k I~; 
for j : = 1 step 1 until n $dopar 
if j > k and j < n-k+1 then 
begin 
t . -a_ . 1<:j.- l<j' 
~j: = ~.n-k+1 an-k+1,j- an-k+1,n-k+l ~i: 
a k 1 ·:=a k 1 kt ·-a- a k 1 .; n- + ,J n- + , 1<:J -l<l< n- + ,J 
a .. : =a .. + aika . +a. k 1 a k 1 . , (k+ 1 ::> i ::> n-k) IJ IJ l<J 1,n- + n- + ,J 
end 
else 
if j < k or j > n-k+ 1 then 
begin 
~j:=bkj; 
bkj: = ~.n-k+1 bn-k+l,j- an-k+l,n-k+l ~j; 
bn-k+l,j: = an-k+l,k~j- \kbn-k+li 
bij: = bij + aikbkj + ai,n-k+l bn-k+l,j' (k+1::;; i::;; n-k) 
end 
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(4.3a) 
(4.3b) 
(4.3c) 
else 
$parend 
begin 
if j = k then 
begin 
b ·=-a · kj · n-k+l,n-k+l' 
bn-k+l,j = an-k+1,k 
end 
else 
begin 
bkj: = ~.n-k+1; 
bn-k+1,j: = -~ 
end; 
b .. : = aikbk. +a. k 1 b k 1 . , (k+ 1 => i => n-k) IJ J 1,n- + n- + ,J 
end 
end; 
ifn = 2m then 
begin 
d ·=a a -a a · 
m· mm m+l,m+l m,m+l m+l,m' 
x ·-a /d· 
• mm·- m+l,m+l m' 
x ·=-a /d· 
m+l,m · m+l,m m' 
x ·=-a /d· 
m,m+l · m,m+l m' 
x :=a /d 
m+l,m+l mm m 
end 
else 
b = 1· 
mm ' 
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(4.3d) 
(4.3e) 
for j : = 1 step 1 until n $dopar 
begin 
if n = 2m then 
if j < m or j > m+ 1 then 
begin 
xmj: = xmmbmj + xm,m+l bm+l,j; } 
X I . : = X I lb I . + X I b . m+ ,J m+ ,m+ m+ ,J m+ ,m mJ 
end 
else 
xmj: = bmj I a mm; 
fork:= m-1 step -1 untill do 
end 
$parend. 
if j < k+ 1 or j > n-k then 
begin 
n-k 
X k I . :="a k I .X .. - b k I . n- + d ..L..J n- + ,1 IJ n- + ,J 
i:=k+l 
end 
else 
begin 
n-k 
X k I . :="a k I .X .. n- + ,J .L.J n- + ,1 IJ 
i:=k+l 
end 
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(4.3£) 
(4.3g) 
(4.3h) 
(4.3i) 
The number of operations that are performed by the sequential form of the algorithm is 
given in Table 4.2. 
Step Operation count 
4.3a 7 
4.3b 6(n - 2k) + 4(n - 2k)2 
4.3c 6(2k - 2) + 4(n - 2k)(2k - 2) 
4.3d 6(n -2k) 
4.3e 7 
4.3f 6(n -2) 
4.3g n 
4.3h 8k(n -2k) 
4.3i 2(n- 2k)[2(n- 2k)- 1] 
Table 4.2 
Thus, when n is even, the total operation count is given by 
(n~/2 
T 1 = L [7 + 6(n -2k) + 4(n- 2k)2 + 6(2k- 2) + 4(n- 2k)(2k -2) + 6(n- 2k)] 
k=1 
(n~/2 
+ 7 + 6(n- 2) + L [8k(n -2k) + 2(n -2k)(2n- 4k-1)] 
k=1 
= 2n3 - 2n2 - n/2. 
Similarly, when n is odd, the total operation count is given by 
(4.4.15) 
(!2 
T 1 = [7 + 6(n- 2k) + 4(n- 2k)2 + 6(2k- 2) + 4(n- 2k)(2k- 2) + 6(n- 2k)] 
k=1 
(~!2 
+ n + L [8k(n- 2k) + 2(n- 2k)(2n- 4k -1)] 
k=1 
= 2n3- 2n2- n/2 + 3/2. (4.4.16) 
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In order to facilitate the analysis of the parallel version of the algorithm, we make the 
assumption that each set of parallel paths are all of the same length. This has the effect of 
increasing the total operation count, but not to the extent that the asymptotic complexity is 
altered. 
The resultant values for each step of the algorithm are given in Table 4.3. 
Step Operation count 
4.3a 7 
4.3b, c, d ln/pl [6 + 4(n- 2k)] 
4.3e 7 
4.3f 6 
4.3g 1 
4.3h, i 4(n-2k) 
Table 4.3 
Thus, when n is even, the total operation count is given by 
(~/2 [ (n.~f.{/2 l 
TP = f:t + /n/pl [6 + 4(n- 2k)]) + 7 + ln/pl 6 + 64(n-2k) 
= /n/pl (2n2 - n) + 7n/2. 
Similarly, when n is odd, the total operation count is given by 
TP ~H7 + ln/pl [6 + 4(n- 2k))) + ln/pl [ 1 +(ny(n- 2k)] 
= ln/pl (2n2 - n) + 7(n -1)/2. 
When n is even, the speed-up (3.4.2.1) of the algorithm is, therefore, given by 
2n2 -2n-1/2 
s = ' 
P ln/pl (2n- 1) + 7/2 
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(4.4.17) 
(4.4.18) 
(4.4.19) 
and its efficiency (3.4.2.2) by 
2n2 -2n-l/2 
E :-------
P prn/pl (2n -1) + 7p/2 
Similar expressions are obtained when n is odd. 
(4.4.20) 
The algorithm was implemented on the Neptune multiprocessing system, and a listing 
of the resultant program appears in Appendix A. I. In this implementation, as in those of 
the subsequent algorithms described in this chapter, a range of matrices of increasing sizes 
was used, the elements of which were assigned values in the range 1.0 to 2.0 by a random 
number generator. 
In order to analyse the performance of the implemented algorithm, values were obtained 
for the quantities T5 , Tn and TP(described in section 3.4.2) for p = 1, ... , 4, from which 
the shared data access and the static parallel control overheads (in percentages) can both be 
evaluated. These values were obtained by executing the program ten times and taking an 
average of the results, and are presented in Table 4.4. 
n Ts Tn Tl T2 T3 T4 SDAO SPCO 
8 0.586 0.588 0.597 0.337 0.304 0.245 0.34 1.51 
16 4.820 4.853 4.897 2.571 1.973 1.406 0.68 0.53 
32 39.329 39.594 39.682 20.123 13.989 10.303 0.67 0.22 
64 317.436 319.915 320.068 161.153 111.108 81.230 0.77 0.05 
Table 4.4 
The resulting speed-up and efficiency figures are given in Tables 4.5 and 4.6, 
respectively, with the theoretical figures calculated from (4.4.19) and (4.4.20) in 
parentheses. 
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n st Sz s3 s4 
8 0.982 (0.903) 1.554 (1.756) 1.928 (2.299) 2.392 (3.328) 
16 0.988 (0.960) 1.875 (1.907) 2.443 (2.530) 3.428 (3.761) 
32 0.991 (0.982) 1.954 (1.961) 2.811 (2.848) 3.819 (3.908) 
64 0.992 (0.992) 1.970 (1.982) 2.857 (2.882) 3.908 (3.961) 
Table 4.5 
n El Ez E3 E4 
8 0.982 (0.903) 0.777 (0.878) 0.643 (0.766) 0.598 (0.832) 
16 0.988 (0.960) 0.937 (0.953) 0.814 (0.843) 0.857 (0.940) 
32 0.991 (0.982) 0.977 (0.980) 0.937 (0.949) 0.954 (0.977) 
64 0.992 (0.992) 0.985 (0.991) 0.952 (0.961) 0.977 (0.990) 
Table 4.6 
4. 5 The Gauss-Jordan Algorithm 
From the description of the method in section 1.3.1, we obtain the following parallel 
algorithm: 
Algorithm 4.4 
for k : = 1 step 1 until n do 
begin 
bkk : = 1 I '\Jc; 
for j : = 1 step 1 until n $dopar 
if j > k then 
begin 
end 
(4.4a) 
(4.4b) 
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else 
if j < k then 
begin 
end 
else 
$parend 
end. 
bkj: =bkjbkk; 
bij : = bij- aikbkj' (1 ~ i ~ n, i ;e k) } (4.4c) 
(4.4d) 
The number of operations that are performed by each step of the sequential and parallel 
forms of the algorithm is given in Table 4.7. 
Thus, 
Sequential Parallel 
Step operation operation 
count count 
4.4a 1 1 
4.4b 2n-l 
} ro/pl (2o- 1) 4.4c 2n-l 
4.4d n-1 
Table 4.7 
n 
T1 =LP +(n-1)(2n-l)+ (n-1)] 
k=l 
3 2 
= 2n -2n +n, 
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(4.5.1) 
and 
n 
T = LP + fn/pl (2n- 1)] 
p k=l 
= ln/pl (2n2 - n) + n, 
2n2 -2n + 1 
s =--=----
p fn/pl(2n -1) + 1 
2n2 -2n+1 
E =~~---
P pfn/pl(2n-l) +p 
(4.5.2) 
(4.5.3) 
(4.5.4) 
The algorithm was implemented on the Neptune multiprocessing system, and a listing 
of the resultant program appears in Appendix A.2. The results of executing the program in 
the manner described in Section 4.4 are presented in Table 4.8. 
n Ts Tn Tl Tz T3 T4 SDAO SPCO 
8 0.632 0.640 0.658 0.429 0.372 0.301 1.25 2.74 
16 5.158 5.221 5.246 2.800 2.213 1.584 1.21 0.48 
32 41.922 42.387 42.443 21.580 15.145 11.188 1.10 0.13 
64 338.031 340.997 341.563 171.592 118.983 86.893 0.87 0.17 
Table 4.8 
The resulting speed-up and efficiency figures are given in Tables 4.9 and 4.10, 
respectively, with the theoretical figures calculated from (4.5.3) and (4.5.4) in parentheses. 
n sl s2 s3 s4 
8 0.960 (0.934) 1.473 (1.852) 1.699 (2.457) 2.100 (3.645) 
16 0.983 (0.968) 1.842 (1.932) 2.331 (2.572) 3.256 (3.848) 
32 0.988 (0.984) 1.943 (1.967) 2.768 (2.860) 3.747 (3.931) 
64 0.990 (0.992) 1.970 (1.984) 2.841 (2.886) 3.890 (3.967) 
Table 4.9 
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n El E2 E3 E4 
8 0.960 (0.934) 0.737 (0.926) 0.566 (0.819) 0.525 (0.911) 
16 0.983 (0.968) 0.921 (0.966) 0.777 (0.857) 0.814 (0.962) 
32 0.988 (0.984) 0.971 (0.984) 0.923 (0.953) 0.937 (0.983) 
64 0.990 (0.992) 0.985 (0.992) 0.947 (0.962) 0.973 (0.992) 
Table 4.10 
4. 6 The Bordering Algorithm 
From the description of the method in Section 1.3.2, we obtain the following parallel 
algorithm: 
Algorithm 4.5 
b 11 :=1/a11; 
fork : = 2 step 1 until n do 
begin 
fori : = 1 step 1 until k-1 $dopar 
begin 
end 
$parend; 
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(4.5a) 
(4.5b) 
(4.5c) 
fori= 1 step 1 until k-1 $dopar 
begin 
end 
$parend; 
bki : = bkkbki, (1 :;; i:;; k-1) 
end. 
(4.5d) 
(4.5e) 
The number of operations that are performed by each step of the sequential and parallel 
forms of the algorithm is given in Table 4.11. 
Thus, 
Sequential Parallel 
Step operation operation 
count count 
4.5a 1 1 
4.5b 2(k- 1)(2k- 3) i(k- 1)/pl2(2k- 3) 
4.5c 2k-1 2k-1 
4.5d (k- 1)(2k- 1) ICk- 1)/pl (2k -1) 
4.5e k-1 k-1 
Table 4.11 
n 
Tl = 1 + LPCk-1)(2k- 3) + (2k-1) + (k-1)(2k-1) + (k-1)] 
k=2 
3 2 
=2n -2n +n, 
n 
. 
(4.6.1) 
T = 1 + 2)1Ck- 1)/pl2(2k- 3) + (2k- 1) + ICk- 1)/pl (2k- 1) + (k- 1)] 
p k=2 
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and 
n-1 
= (3n2 - n)/2 + Llk!pl (6k- 1), 
k=l 
2n3-2n2 +n 
E =---------------------P n-1 
p(3n2 -n)/2+ LPik/pl(6k-1) 
k=l 
(4.6.2) 
(4.6.3) 
(6.6.4) 
The algorithm was implemented on the Neptune multiprocessing system, and a listing 
of the resultant program appears in Appendix A.3. The results of executing the program in 
the manner described in Section 4.4 are presented in Table 4.12. 
n Ts Tn Tl T2 T3 T4 SDAO SPCO 
8 0.645 0.653 0.682 0.513 0.493 0.447 1.23 4.25 
16 5.204 5.254 5.309 3.129 2.475 2.108 0.95 1.04 
32 41.908 42.340 42.423 22.667 16.331 12.980 1.02 0.20 
64 336.817 339.532 339.824 175.146 120.559 93.064 0.80 0.09 
Table 4.12 
The resulting speed-up and efficiency figures are given in Tables 4.13 and 4.14, 
respectively, with the theoretical figures calculated from (4.6.3) and (4.6.4) in parentheses. 
n st s2 s3 s4 
8 0.964 (1.000) 1.257 (1.662) 1.308 (2.142) 1.443 (2.525) 
16 0.980 (1.000) 1.663 (1.822) 2.103 (2.539) 2.469 (3.108) 
32 0.988 (1.000) 1.849 (1.909) 2.566 (2.739) 3.229 (3.502) 
64 0.991 (1.000) 1.923 (1.954) 2.794 (2.867) 3.619 (3.736) 
Table 4.13 
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n El E2 E3 E4 
8 0.964 (1.000) 0.629 (0.831) 0.436 (0.714) 0.361 (0.631) 
16 0.980 (1.000) 0.832 (0.911) 0.701 (0.846) 0.617 (0.777) 
32 0.988 (1.000) 0.924 (0.954) 0.855 (0.913) 0.807 (0.876) 
64 0.991 (1.000) 0.962 (0.977) 0.931 (0.956) 0.905 (0.934) 
Table 4.14 
4. 7 A Comparison of the Matrix Inversion Algorithms 
From the experimental results presented in Tables 4.4, 4.8 and 4.12, it is clear that the 
execution times of the double-bordering algorithm are lower than those of the Gauss-
Jordan algorithm. Similarly, for the sequential versions when n ~ 16 and all the parallel 
versions, the execution times of the Gauss-Jordan algorithm are lower than those of the 
bordering algorithm. For the remainder, the corresponding execution times are slightly 
higher. Furthermore, from the experimental speed-up figures presented in Tables 4.5, 4.9 
and 4.13, and the corresponding efficiency figures presented in Tables 4.6, 4.10 and 4.14, 
it is clear that the speed-up and efficiency of the double-bordering algorithm is greater than 
that of the Gauss-J ordan algorithm, which, in turn, is greater than that of the bordering 
algorithm, except in the trivial case of p = 1. 
A more detailed inspection of the efficiency figures reveals the trend of the efficiency 
increasing as n increases, but decreasing as p increases, due to the effects of the overheads 
described in Section 3.4.1. An exception to this trend occurs in the case of the double-
bordering and Gauss-Jordan algorithms when p = 3 and n ;;:: 16. Since, in the parallel 
portions of these algorithms, n tasks are distributed between p processors, a loss of 
efficiency occurs when n is not an exact multiple of p, and the parallel paths are, 
consequently, of differing lengths. 
The figures for the overheads presented in Tables 4.4, 4.8 and 4.12 represent the small 
percentage differences between two sets of large numbers, and will, therefore, be of only 
limited accuracy. Nevertheless, certain trends are apparent: the values for the shared data 
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access overhead are relatively constant, reflecting the fact that the ratio of memory accesses 
to arithmetic operations is itself relatively constant, whereas the values for the static parallel 
control overhead generally fall as n increases, reflecting the fact that the number of parallel 
constructs remains constant while the total number of operations increases. 
Before analysing the theoretical results for the algorithms, we first consider their 
sequential complexities. These are given by (4.4.15), (4.5.1) and (4.6.1), and are virtually 
identical. However, the sequential execution times of the Gauss-Jordan and bordering 
algorithms, which are very similar, differ significantly from that of the double-bordering 
algorithm. This is because, in the calculation of the complexities, it is assumed that each 
arithmetic operation can be performed in unit time, whereas, in practice, the times required 
to perform these operations differ, and there are additional factors, such as non-arithmetic 
operations and memory accesses, to be taken into account. 
For the theoretical efficiency figures, however, the same trend that is evident in the 
experimental results is observed, in that the efficiency increases as n increases, but 
decreases as p increases. Furthermore, for p :2 2, the discrepancies between the theoretical 
and experimental figures also follow the same trend, which is again due to the influence of 
the dynamic overheads, such that the best correspondence between the figures occurs when 
p = 2 and n = 64, when these overheads are minimised. 
Thus, we have demonstrated the superiority of the double-bordering algorithm over the 
Gauss-Jordan and bordering algorithms, in terms of both its execution time and its speed-
up and efficiency. 
4. 8 Miscellaneous Parallel Matrix Algorithms 
In this section, we are concerned with Huard's algorithm for the solution of general 
linear systems, the escalator method for the solution of symmetric linear systems, and the 
column-sweep algorithm for the inversion of triangular matrices. 
From the description of Huard's algorithm in Section 1.2.1, we obtain the following 
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parallel algorithm: 
Algorithm 4.6 
for k : = 1 step 1 until n do 
for j : = k+ 1 step 1 until n+ 1 $do par 
if j !> n then 
begin 
llci : = llci I \k; 
if k > 1 then 
a .. : =a .. - aika. ., (1 !>iS k-1); ~ g . ~ 
ifk < n then 
k 
llc+t,j : = llc+t,j- Lllc+t,iaij 
i:=l 
end 
else 
begin 
bk : = bk I \k; 
if k > 1 then 
b. :=b.- a.kbk, (1 !> i !> k-1); 
1 1 1 
if k < n then 
k 
bk+l = = bk+l- Lllc+t}; 
i:=l 
end 
$parend. 
(4.6a) 
(4.6b) 
(4.6c) 
(4.6d) 
(4.6e) 
(4.6f) 
The number of operations that are performed by each step of the sequential form of the 
algorithm is given in Table 4.15. 
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Step Operation count 
4.6a, d n-k+l 
4.6b, e (n-k+ 1)2(k-1) 
4.6c, f (n-k+ 1)2k, k;oOn 
Table 4.15 
Thus, the total operation count is given by 
n-1 
T 1 = 1 + 2(n- 1) + L<n- k + 1)[1 + 2(k- 1) + 2k] (4.8.1) 
k=1 
3 2 
=(4n +9n -7n)/6, (4.8.2) 
which is identical to the total operation count of Gaussian elimination. Since all the 
arithmetic operations are performed within the single parallel loop, we immediately obtain 
the total operation count of the parallel form of the algorithm, from (4.8.1), as 
n-1 
T = 1 + 2(n- I)+ lrcn- k + I)/pl [I + 2(k- 1) + 2kJ 
p k=l 
n-1 
= (2n- I) + lrcn- k + 1)/pl (4k- 1). (4.8.3) 
k=l 
Thus, 
4n3 +9n2 -7n 
s = ----------- (4.8.4) p n-1 
6(2n -1) + 6 lrcn- k + 1)/pl (4k- I) 
k=1 
and 
4n3 +9n2 -7n 
E = ------------ ( 4.8.5) 
P n-1 
6p(2n-1) + 6Lpr(n-k+ 1)/pl(4k-1) 
k=l 
The algorithm was implemented on the Neptune multiprocessing system, and a listing 
of the resultant program appears in Appendix A.4. The results of executing the program in 
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the manner described in Section 4.4 are presented in Table 4.16. 
n Ts Tn Tl T2 T3 T4 SDAO SPCO 
8 0.318 0.323 0.341 0.268 0.260 0.243 1.55 5.28 
16 2.198 2.216 2.255 1.358 1.094 0.927 0.81 1.73 
32 16.300 16.429 16.510 8.871 6.423 5.131 0.79 0.49 
64 125.641 126.596 126.609 65.441 45.156 34.898 0.75 0.01 
Table 4.16 
The resulting speed-up and efficiency figures are given in Tables 4.17 and 4.18, 
respectively, with the theoretical figures calculated from (4.8.4) and (4.8.5) in parentheses. 
n SI s2 s3 s4 
8 0.933 (1.000) 1.187 (1.754) 1.223 (2.314) 1.309 (2.744) 
16 0.975 (1.000) 1.621 (1.852) 2.009 (2.578) 2.371 (3.198) 
32 0.987 (1.000) 1.837 (1.917) 2.538 (2.759) 3.177 (3.533) 
64 0.992 (1.000) 1.920 (1.956) 2.782 (2.870) 3.600 (3.745) 
Table 4.17 
n El E2 E3 E4 
8 0.933 (1.000) 0.593 (0.887) 0.408 (0.771) 0.327 (0.686) 
16 0.975 (1.000) 0.810 (0.926) 0.670 (0.859) 0.593 (0.800) 
32 0.987 (1.000) 0.919 (0.959) 0.846 (0.920) 0.794 (0.883) 
64 0.992 (1.000) 0.960 (0.978) 0.927 (0.957) 0.900 (0.936) 
Table 4.18 
The second algorithm investigated is the escalator method, and, from its description in 
Section 1.2.2, we obtain the following parallel algorithm: 
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Algorithm 4.7 
for k : = 1 step 1 until n do 
begin 
for i : = k step 1 until n+ 1 $do par 
$parend; 
cik: =cik/ckk' (k+1 ~i ~n+1); 
for i : = 1 step 1 until k $dopar 
Y· k 1: = -( fy .. ck 1 · + ck 1 ·) 1, + . . lj + ,J + ,1 
J:=t+l 
$parend 
end. 
(4.7a) 
(4.7b) 
(4.7c) 
The number of operations that are performed by each step of the sequential and parallel 
forms of the algorithm is given in Table 4.19. 
Sequential Parallel 
Step operation operation 
count count 
4.7a (n- k + 2) 2(k- 1) fen- k + Z)/pl2(k- 1) 
4.7b n-k+l n-k+l 
k Il 4.7c I,zck-iJ 2(k-ip + p -1) 
i=l i=l 
Table 4.19 
Thus, 
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and 
T1 = ~[ 2(n -k + 2)(k-1) + (n -k + 1) + t2(k-i)] 
= (4n3 + 9n2 -7n) I 6, 
n [ ~l l T p = L rcn- k + 2)/pl2(k- 1) + (n- k + 1) + l. ..}Ck- ip + p- 1) 
k=l 1=1 
' 
n [ ~l l 
=(n2 +n)/2+2t- rcn-k+2)/pl(k-1)+ tr(k-ip+p-1). 
3 2 4n +9n -7n 
SP = n [ ~l l 
3(n2 + n) + 12 tt rcn- k + 2)/pl (k -1) + tr(k- ip + p -1) 
3 2 
(4.8.6) 
(4.8.7) 
(4.8.8) 
(4.8.9) 
The algorithm was implemented on the Neptune multiprocessing system, and a listing 
of the resultant program appears in Appendix A.5. The results of executing the program in 
the manner described in Section 4.4 are presented in Table 4.20. 
n Ts Tn Tl T2 T3 T4 SDAO SPCO 
8 0.325 0.328 0.360 0.365 0.359 0.351 0.91 8.89 
16 2.184 2.204 2.266 1.528 1.305 1.198 0.91 2.74 
32 15.997 16.138 16.254 9.191 6.903 5.711 0.87 0.71 
64 122.291 123.599 123.705 65.367 45.874 36.254 1.06 0.09 
Table4.20 
The resulting speed-up and efficiency figures are given in Tables 4.21 and 4.22, 
respectively, with the theoretical figures calculated from (4.8.8) and (4.8.9) in parentheses. 
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n SI s2 s3 s4 
8 0.903 (1.000) 0.890 (1.646) 0.905 (2.078) 0.926 (2.378) 
16 0.964 (1.000) 1.429 (1.783) 1.674 (2.407) 1.823 (2.910) 
32 0.984 (1.000) 1.741 (1.878) 2.317 (2.652) 2.801 (3.339) 
64 0.989 (1.000) 1.871 (1.935) 2.666 (2.809) 3.373 (3.629) 
Table 4.21 
n El E2 E3 E4 
8 0.903 (1.000) 0.445 (0.823) 0.302 (0.693) 0.231 (0.594) 
16 0.964 (1.000) 0.715 (0.892) 0.558 (0.802) 0.456 (0.727) 
32 0.984 (1.000) 0.870 (0.939) 0.772 (0.884) 0.700 (0.835) 
64 0.989 (1.000) 0.935 (0.967) 0.889 (0.936) 0.843 (0.907) 
Table4.22 
The final algorithm investigated is the column-sweep algorithm, and, from its 
description in Section 1.2.3, we obtain the following algorithm for the solution of a linear 
system with the lower-triangular coefficient matrix A: 
Algorithm 4.8 
for j : = 1 step 1 until n do 
begin 
b.:= b./ a .. ; 
J J JJ 
b.:= b.- a .. b., G+1 :s; i :s; n) 
1 1 1) J 
end. 
For the inversion of A, however, we require the system 
AB =I, (4.8.10) 
where B, the lower-triangular inverse of A, is obtained through the solution of the series of 
systems 
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~ bkk 1 
~+l,k ~+l,k+l bk+l,k 0 
= 
' 
k = 1, ... , n 
ank a · · · • · a n,k+l nn bnk 0 
by the column-sweep algorithm, yielding the following parallel algorithm. 
Algorithm 4.9 
bkk : = 1/ ~· (1 :s; k :s; n); 
fork : = 1 step 1 until n $dopar 
begin 
bik : = - aikbkk, (k+ 1 :s; i !:; n); 
for j : = k+1 step 1 until n do 
begin 
end 
end 
$parend. 
(4.8.11) 
(4.9a) 
(4.9b) 
(4.9c) 
The number of operations that are performed by each step of the sequential and parallel 
forms of the algorithm is given in Table 4.23. 
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Thus, 
and 
Step 
4.9a 
4.9b 
4.9c 
n 
Sequential 
operation 
count 
n 
n-k 
L[l + 2(n- j)] 
j=k+l 
Table 4.23 
T1 =n+ !{cn-k)+ ![1+2(n-j)J} 
k=l j=k+l 
3 
= (n + 2n) I 3, 
Parallel 
operation 
count 
n 
n-kp+p-1 
n L[l + 2(n- j)) 
j=kp-p+2 
i{f.li l\ n } Tp=n+ L (n-kp+p-1)~ 2)1+2(n-j)] , 
k=l J=kp-p+2 
EP" 3po+ 3p!Y(o-kp::~) +![I +2(n-j))}. 
k=l I_ j=kp-p+2 
3 
(4.8.12) 
(4.8.13) 
(4.8.14) 
(4.8.15) 
The algorithm was implemented on the Neptune multiprocessing system, and a listing 
of the resultant program appears in Appendix A.6. The results of executing the program in 
the manner described in Section 4.4 are presented in Table 4.24. 
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n Ts Tn Tl T2 T3 T4 SDAO SPCO 
8 0.147 0.148 0.152 0.112 0.093 0.091 0.68 2.63 
16 1.069 1.080 1.082 0.620 0.460 0.385 1.02 0.18 
32 8.265 8.327 8.338 4.408 3.079 2.430 0.74 0.13 
64 65.276 65.764 65.874 33.761 23.003 17.655 0.74 0.17 
Table4.24 
The resulting speed-up and efficiency figures are given in Tables 4.25 and 4.26, 
respectively, with the theoretical figures calculated from (4.8.14) and (4.8.15) in 
parentheses 
n SI 
8 0.967 (1.000) 
16 0.988 (1.000) 
32 0.991 (1.000) 
64 0.991 (1.000) 
n El 
8 0.967 (1.000) 
16 0.988 (1.000) 
32 0.991 (1.000) 
64 0.991 (1.000) 
1.312 
1.724 
1.875 
1.933 
0.656 
0.862 
0.937 
0.967 
Sz 
(1. 680) 1.581 (2.04 7) 
811) 2.324 (2.475) 
905) 2.684 (2.726) 
953) 2.838 (2.861) 
(1. 
(1. 
(1. 
Ta ble 4.25 
Ez 
(0. 
(0. 
(0. 
(0. 
815) 0.527 (0.682) 
905) 0.775 (0.825) 
953) 0.895 (0.909) 
976) 0.946 (0.954) 
Ta ble 4.26 
1.615 (2.316) 
2.777 (3.018) 
3.401 (3.472) 
3.697 (3.727) 
0.404 (0.579) 
0.694 (0.754) 
0.850 (0.868) 
0.924 (0.932) 
ve, the trends that are observed are the same as For the three algorithms described abo 
those described in Section 4. 7 for the d ouble-bordering, Gauss-Jordan and bordering 
algorithms, with the experimental and theo retical efficiencies increasing as n increases, but 
decreasing as p increases (the discrepanci 
the values for the shared data access overh 
es between them following the same trend), and 
ead remaining relatively constant, whereas those 
ally fall as n increases. of the static parallel control overhead gener 
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The sequential complexities of both Huard's algorithm and the escalator method are 
identical to that of Gaussian elimination, and, from Tables 4.16 and 4.20, it is clear that 
their sequential and parallel execution times are, correspondingly, very similar. Although 
the escalator method is designed to solve linear systems with symmetric coefficient 
matrices, it does not, however, take advantage of this fact to reduce the complexity by a 
factor of two, which Choleski's algorithm with a complexity of (2n3 + 15n2 + n) I 6 clearly 
does. 
4. 9 Conclusions 
All the algorithms presented in this chapter possess a high degree of inherent 
parallelism, in that only a few of their steps are unsuitable for parallelisation. This is 
demonstrated by the fact that efficiencies of greater that 0.9 are obtained from all the 
algorithms bar one, when matrices of order 64 are used. 
As there are overheads associated with every parallel path of an algorithm, the fewer 
there are of them, and the greater their lengths, the smaller the overheads will be, and, 
consequently, the greater the efficiency. This is demonstrated by comparing the SPCO 
figures of the algorithm with the highest efficiency (the double-bordering algorithm) with 
those of the one with the lowest (the escalator method). 
Therefore, when formulating algorithms to solve problems in linear algebra, it is 
important to choose those which exhibit a high degree of parallelism, and ensure that the 
number of parallel paths they create is as small, and their lengths as great, as possible. 
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Chapter 5 
Solution of Banded Symmetric Toeplitz Systems 
5.1 Introduction 
Many problems in mathematical physics.and statistics give rise to systems of linear 
equations with Toeplitz coefficient matrices of the form (1.1.5). These include stochastic 
processes, time series analysis, control theory, sound propagation and, in particular, image 
and signal processing, all of which require either the inversion of a Toeplitz matrix or the 
solution of a Toeplitz system of linear equations. Using general matrix algorithms for both 
these tasks would require O(n3) arithmetic operations. However, a number of algorithms 
have been developed which take advantage of the special structure of the Toeplitz matrix to 
reduce this requirement to O(n2) arithmetic operations. These include, in chronological 
order, the algorithms ofLevinson [32], Trench [43], Bareiss [2], Zohar [49], Justice [26], 
Risannen [38], Zohar [50] and Kumar [29]. 
In this chapter, we describe Trench's algorithm for the inversion of Toeplitz matrices 
and Levinson's algorithm for the solution of Toeplitz systems of linear equations, and 
investigate their suitability for implementation on the Neptune multiprocessing system. In 
the remainder of the chapter, we examine the related topic of the solution of linear systems 
with banded symmetric Toeplitz coefficient matrices, and we compare the performance of 
three algorithms for this task, two of which are based on modifications to the existing 
Levinson's and double-bordering algorithms, and the third, a novel algorithm, based on 
factorising the coefficient matrix into a series of pairs of rectangular bidiagonal matrices of 
increasing size. In addition, we demonstrate how the notation of the latter method can be 
applied to the method Evans [11] has proposed for the solution of symmetric quindiagonal 
Toeplitz systems. 
5.2 Trench's Algorithm 
From the description of the method in Section 1.3.3, we obtain the following parallel 
algorithm: 
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Algorithm 5.1 
for k : = 1 step 1 until n-2 do 
begin 
k 
~k: =rk+l + ~>k+l-iri; 
i:=l 
for i : = 1 step 1 until k $do par 
$parend 
end; 
fori:= 1 step 1 until L<n-1)/2j do 
for j : = i step 1 until n-i-1 $dopar 
b. 1 . 1 :=b .. +v.b1 . -v .b1 . 1. I+ ,]+ I] I ,j+l n-1 ,ll-j+ 
$parend. 
(5.1a) 
(5.1b) 
(5.1c) 
(S.1d) 
(5.1e) 
(5.1f) 
The number of operations that are performed by each step of the sequential and parallel 
forms of the algorithm is given in Table 5.1. 
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Sequential Parallel 
Step operation operation 
count count 
5.1a 3 3 
5.1b 2k 2rk/pl-1 +p 
5.1c 3 3 
5.1d 2k 2rk/pl 
5.1e n n 
S.lf 4(n- 2i) 4r(n- 2i)/pl 
Table 5.1 
Thus, when n is even, 
n-2 (n~ 
T 1 = 3 + 2:(2k + 3 + 2k) + n + _L 4(n- 2k) 
k=l k=l 
2 
=3n -4n+l, (5.2.1) 
n-2 (n~/2 
TP = 3 + l:c2rk/pl-1 + p + 3 + 2rk/pl) + n + _L4r(n- 2k)/pl 
k=l k=l 
[ 
n-2 (n~/2 l 
= (p + 3)n- (2p + 1) + 4 :trk/pl + ttn -2k)/pl , (5.2.2) 
2 
SP = 3n[~_:n + 1 (n~/2 l 
(p + 3)n- (2p + 1) + 4 :trk/pl + t{<n- 2k)/pl (5.2.3) 
and 
2 
EP = 3n [~_:n + 1 (n~/2 ]. 
p(p + 3)n -p(2p + 1) + 4 :tprk/pl + 6Pr<n- 2k)/pl 
(5.2.4) 
Similar expressions are obtained when n is odd. 
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The algorithm was implemented on the Neptune multiprocessing system, and a listing 
of the resultant program appears in Appendix A. 7. The results of executing the program in 
the manner described in Section 4.4 are presented in Table 5.2. 
n Ts Tn Tl T2 T3 T4 SDAO SPCO 
8 0.121 0.122 0.155 0.213 0.236 0.278 0.82 21.29 
16 0.490 0.494 0.569 0.663 0.659 0.681 0.81 13.18 
32 1.976 1.991 2.152 1.967 1.779 1.718 0.75 7.48 
64 7.973 8.023 8.351 6.137 5.074 4.559 0.62 3.93 
Table 5.2 
The resulting speed-up and efficiency figures are given in Tables 5.3 and 5.4, 
respectively, with the theoretical figures calculated from (5.2.3) and (5.2.4) in parentheses. 
n si s2 s3 s4 
8 0.781 (1.000) 0.568 (1.505) 0.513 (1.660) 0.435 (1.695) 
16 0.861 (1.000) 0.739 (1.715) 0.744 (2.117) 0.720 (2.390) 
32 0.918 (1.000) 1.005 (1.846) 1.111 (2.485) 1.150 (2.996) 
64 0.955 (1.000) 1.299 (1.920) 1.571 (2.717) 1.749 (3.427) 
Table 5.3 
n El E2 E3 E4 
8 0.781 (1.000) 0.284 (0.752) 0.171 (0.553) 0.109 (0.424) 
16 0.861 (1.000) 0.370 (0.858) 0.248 (0.706) 0.180 (0.597) 
32 0.918 (1.000) 0.502 (0.923) 0.370 (0.828) 0.288 (0.749) 
64 0.955 (1.000) 0.650 (0.960) 0.524 (0.906) 0.437 (0.857) 
Table 5.4 
It is clear, from (5.2.1), that the inversion of symmetric Toeplitz matrices by Trench's 
algorithm is an O(n2) process, unlike general matrix inversion algorithms, some of which 
are described in Chapter 4, which are all O(n3) processes. Partly for this reason, the 
speed-up and efficiency figures for the algorithm are rather poor, as a large number of very 
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small parallel paths are created. This accounts for the large SPCO figures that were 
obtained, as well as the large discrepancies between the theoretical and experimental 
efficiencies. 
5. 3 Levinson 's Algorithm 
From the description of the method in Section 1.2.4, we obtain the following 
algorithm: 
Algorithm 5.2 
ao: =ro; 
fork: = 0 step 1 until n-1 do 
begin 
k 
Ilk:= - bk+1 + r.~+1-/i; 
i:=l 
xk+l: =- ~~~; 
x. : = x. + vk 1 .x. 1, (1 ~ i ~ k); 1 1 + -r le+ 
if k < n-1 then 
begin 
k 
~k: = rk+l + L,vk+l-/i; 
i:=l 
v. : = v. + vk 1 .vk 1, (1 ~ i ~ k) I 1 + -1 + 
end 
end. 
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(5.2a) 
(5.2b) 
(5.2c) 
(5.2d) 
(5.2e) 
(5.2f) 
The number of operations that are performed by each step of the algorithm is given in 
Table 5.5. 
Step Operation count 
5.2a 2k 
-
5.2b 1 
5.2c 2k 
5.2d 2k 
5.2e 3 
5.2f 2k 
Table 5.5 
Thus, the total operation count is given by 
n-1 n-2 
l:<zk + 1 + 2k) + l:<zk + 3 + 2k) 
k=O k=O 
= 4n2 -4n + 1, (5.3.1) 
so that the solution of symmetric Toeplitz systems is again an O(n2) proce;s. ·Together 
with the fact that the steps of the algorithm are of a sitrtilar form to those of Trench's 
algorithm, this means that the algorithm would give sitrtilarly disappointing speed-up and 
efficiency figures if it were implemented on the Neptune multiprocessing system. Instead, 
we turn to the related topic of the solution of linear systems with banded symmetric 
Toeplitz coefficient matrices of the form 
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ro rl ...•. r 0 
. 
p 
rl 
. 
r p 
T= (5.3.2) 
r p 
. rl 
. 
0 r . · . · · r p 1 ro 
In the following analysis, we will demonstrate the modifications that need to be made to 
Levinson's algorithm to enable us to take full advantage of the sparsity ofT. In this, we 
will follow the strategy that Dickinson [9) has adopted for the non-symmetric case. 
As ri = 0, i = p+ 1, ... , n-1, in (5.3.2), step (5.2a) becomes 
mi~,k) 
Ilk:= - bk+l + 2 .. lk+l-irr 
i:=l 
(5.3.3) 
The evaluation of Ilk• therefore, requires the elements xi, i = max(1, k-p+ 1), ... , k. 
These elements are obtained from steps (5.2b) and (5.2c) on the previous ((k-l)th) 
iteration, so that step (5.2c) becomes 
xi: =xi+ vk+l-ixk+l• (max(l, k-p+2) s; is; k). (5.3.4) 
By the same argument, steps (5.2d) and (5.2f) become 
if k < p then ~k: = rk+l + ~>k+J-/i else ~k: = ~>k+l-iri (5.3.5) 
i:=l i:=l 
and 
(5.3.6) 
Furthermore, the evaluation of xi and vi, from (5.3.4) and (5.3.6), respectively, requires 
the elements vi, i = 1, ... , min(p-1, k). These elements are obtained from steps (5.2e) 
and (5.2f) on the previous ((k-1)th) iteration, so that step (5.2c) now becomes 
(5.3.7) 
except on the penultimate ((n-2)th) iteration when only vi, i = 1, ... , p-1, need be 
evaluated, since, from these, we obtain xi, i = n-p+1, ... , n-1, through (5.3.4) on the 
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final ((n-1)th) iteration. The remaining elements of the solution vector xi, i = 1, ... , n-p, 
are then obtained through the following back-substitution process involving the last (n-p) 
equations of the system Tx = b: 
k = n-p, ... , 1. (5.3.8) 
Using these modifications to the steps of Levinson's algorithm, we obtain the 
following algorithm for the solution of banded symmetric Toeplitz systems: 
Algorithm 5.3 
ao: = ro; 
fork: = 0 step 1 until n-1 do 
begin 
~+I:= -~/ak; 
x. : = x. + vk 1 .xk 1, (max(l, k-p+2) :5 i :5 k); 1 1 + -1 + 
if k < n-1 then 
begin 
if k < p then 
k 
~k: = rk+l + Lvk+l-/i 
i:=l 
else 
~k: = !.vk+l-iri; 
i:=l 
if k < n-2 then 
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(5.3a) 
(5.3b) 
(5.3c) 
(5.3d) 
(5.3e) 
v. : = v. + vk 1 .vk 1, (1 ~ i ~ p-1, k-p+2 ~ i ~ k); l 1 + -1 + 
else (5.3£) 
v. : = v. + vk 1 .vk 1, (1 ~ i ~ p-1) I 1 + -1 + 
end 
end; 
fork : = n-p step -1 until 1 do 
(5.3g) 
The number of operations that ate performed by each step of the algorithm, for 
p !> L(n-1)/2j, is given in Table 5.6. 
Step Operation count 
5.3a 2k, k = 0, ...• p 2p, k = p+1, ... , n-1 
5.3b 1 
5.3c 2k, k = 0, ...• p-1 2(p- 1), k=p, ... ,n-1 
5.3d 2k, k = 0, ...• p-1 2p - 1, k = p, ... , n-2 
5.3e 3 
2k, k = 0, ...• 2p-2 
5.3f 4(p- 1), k = 2p-1, ... , n-3 
2(p- 1), k = n-2 
5.3g 2(n- k) + 1, k = n-p, ... , n-2p 4p + l, k = n-2p-1, ... , 1 
Table 5.6 
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Thus, the total operation count is given by 
f2k+ (n-p-1)2p+n+ I.2k+(n-p)2(p-1) + r2k+ (n-p-1)(2p-1) 
k=O k=O k=O 
2~ ~ 
+ 3(n -1) + _L2k + (n -2p-1)4(p -1) +2(p -1) + _L[2(n -k) + 1] 
k=O k=n-2p 
+ (n- 2p- 1)(4p + 1) 
= (14p- 2)n- (12p2 + 4p- 2). (5.3.9) 
The algorithm was implemented on a VAX 11nso computer, and a listing of the 
resultant program appears in Appendix A.8. 
S. 4 Application of the Strategy to the Double-Bordering Algorithm 
In the same way that we adapted Levinson's algorithm for coefficient matrices of 
banded symmetric Toeplitz form, we can adapt the double-bordering algorithm, described 
in Section 4.2, for the same class of matrices, and thereby obtain the following algorithm: 
Algorithm 5.4 
m: =L(n+1)/2J; 
fork: = 1 step 1 until m-1 do 
begin 
if k :5 L<n-p)/2j then 
begin 
~i: = ~i I~· (k+1 :5j :5 k+p); 
bk: =bk/~; 
b ·-b /a. 
n-k+l ·- n-k+l ~ kk 
end 
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else 
begin 
2 2 
<\: = ~- ~.n-k+1; 
~:=~I<\; ~.n-k+1: = ~.n-k+1 I<\; 
~j : = '\r (k+ 1 ::; j ::; n-k); 
a . : = a. a . -a. k 1 t . 1, (k+ 1 ::; j ::; n-k); kJ -kk- kJ k,n- + l<,n-J+ 
~:=bk; 
bk: = ~~- '\,n-k+1 bn-k+1; 
bn-k+1: = ~bn-k+1- ~.n-k+1 ~ 
end; 
for j : = k+ 1 step 1 until min(k+p, n-k) do 
a .. := a .. -aikak., (k+1 :'>i :'>min(j, n-j+1); lJ lJ J 
for j: = max(k+1, n-p-k+1) step 1 until min(k+p, n-k) do 
(5.4a2) 
a .. := a .. - a. k 1ak . 1, max(k+l, n-p-k+1)::; i::; min(j, n-j+l)); (5.4b2) lJ IJ 1,n- + ,n-J+ 
for j : = k+2 step 1 until min(k+p, m) do 
a .. := a .. , (k+1::; i :'>j-1); Jl lJ 
for j : = max(k+2, n-p-k+1) step 1 until m do 
a .. :=a . 1 . 1, (n-j+2::; i::; n-k); Jl n-1+ ,n-J+ 
bi: = bi- aikbk' (k+ 1 ::; i::; min(k+p, m); 
b . 1 : = b . 1 - aikb k 1, (k+1::; i::; min(k+p, m); n-r+ n-I+ n- + 
b. : =b. -a . 1 k 1 bk' (m+ 1 ::; i ::; min(k+p, n-k); 1 1 n-I+ ,n- + 
b . 1 : = b . 1 -a . 1 k 1 b k 1, (m+ 1 ::; i ::; min(k+p, n-k) n-1+ n-1+ n-1+ . n- + n- + 
end; 
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(5.4c) 
if n = 2m then 
begin 
end 
else 
x :=b /a · 
m m mm' 
fork: = m-1 step -1 until 1 do 
begin 
. _ min(k~,n-k) . 
~ . - bk- 2.-h·x., 
. k 1 J } r= + 
min(k~,n-k) 
xn-k+l : = bn-k+l- 2...~/n-j+l 
j:=k+l 
end. 
(5.4dz) 
(5.4e) 
When n and p are both even, the number of operations that are performed by each step 
of the algorithm, for p :5; n/2, is given in Table 5. 7. 
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Step Operation count 
5.4a p + 2, k"' 1, ... , (n-p)/2 6k + 11, k"' 1, ... ' (p-2)/2 
f,2j, k"' 1, ... , (n-2p)/2 
j=l 
f,2j, k"' 1, ... , (p-2)/2 
5.4b 
j=2k+l 
k 
L.16j, k = 1, ... , (p-2)/2 
j=l 
k 
L,sj, k=p/2 
j=l 
5.4c 4p, k"' 1, ... , (n-p)/2 8k, k = 1, ... , (p-2)/2 
5.4d 10 
5.4e 4p, k = 1, ... , (n-p)/2 8k, k = 1, ... , (p-2)/2 
Table 5.7 
Thus, the total operation count is given by 
(n~/2 ~/2 ~ k 
10 + l)(p + 2) + 4p + 4p] + .2.)<6k + 11) + L2j + 2:r6j + sk + sk] 
k=l k=l j=2k+l j=l 
~ni12I2j + fsj 
k=l j=l j=l 
"' (p2/2 + 5p + 1)n - (2p3 + 12p2 + 7p + 6) I 6. (5.4.1) 
Similat expressions ate obtained for the three other combinations of odd and even n and p. 
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The algorithm was implemented on a VAX 11n50 computer, and a listing of the 
program appears in Appendix A.9. 
5. 5 A Novel Factorisation Strategy 
We consider the solution of the system 
Tx=b, (5.5.1) 
where T is the banded symmetric Toeplitz matrix (5.3.2), by employing the strategy Evans 
and Audish [12] developed for the solution of linear systems with banded circulant 
coefficient matrices. By factorising T into Q1Q2 ... ~ci;<i;,_1 ... Qi, where Qk' 
k = 1, ... , p, are a set of rectangular bidiagonal matrices of sizes (n+k-l)x(n+k) of the 
form 
1 <\ 0 
Q = k k = 1, ... 'p-1, 
0 1 ak 
ap+l a 0 p . 
~= 
0 a p+l a p 
we can rewrite the system (5.5.1) as 
TT T Q!Q2 ... ~o;o;._l • .. Ql X= b, 
the solution of which is obtained through the solution of the linked systems 
Q X(k) = x(k-l) k = 1 p k ' ' ... ' ' 
~x(2p-k+l) = x(2p-k), k = p, ... , 1, 
where xCO) = band x = xC2Pl. 
We now consider this solution process in more detail. 
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(5.5.2a) 
(5.5.2b) 
(5.5.3) 
(5.5.4a) 
(5.5.4b) 
(i) Solution of Q1x(l) = xCO) 
By rearranging the system 
1 0 
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(ii) Solution of Qkx(k) = x(k-l), k = 2, ... , p 
Fork= 2, ... , p-1, by rearranging the system 
1 0 
= 
0 1 ~ x(k) 
(k-1) 
X 
n+k-1 n+k-1 
x(k) 
n+k 
b(k) b(k) . . . . . b(k) 1 11 12 1k 
(1) 
X 
n+1 
b(k) 
n1 
b(k) 
n2 
= (k-1) (5.5.9) 
1 xn+k-1 
b(k) 
n+k-2,k 
0 1 
to give 
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1 
0 
b(k) 
11 
b(k) 
ni 
= 
0 
0 
(Xk 
1 
x(k) 
I 
x(k) 
n+k-1 
b(k) .. . . . . b(k) 
I2 Ik 
b(k) 
n2 
1 
b(k) 
n+k-2,k 
1 
0 1 
(I) 
X 
n+I 
(k-I) 
X 
n+k-I 
0 
x(k) 
n+k 
- (Xk 
and applying an elimination procedure, we obtain the solution vector 
x(k) 
I 
b(k+I) 
11 
b(k+l) ••.•• b(k+I) 
I2 Ik 
b(k+I) 
I,k+I 1 
(I) 
xn+I 
b(k+I) 
ni 
b(k+I) 
n2 • 
= x(k) 
1 n+k 
b(k+I) 
n+k-2,k 
x(k) 
n+k-I 0 1 
b(k+I) 
n+k-l,k+I 
where 
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(5.5.10) 
(5.5.11) 
(k+l) (k+l) (k+l) . 
b k I k I = -a.. ; b. k I= - o:kb. I k I' 1 = n+k-Z, · ' · ' 1• n+ - l + - -k 1, + 1+ t + (5.5.12a) 
b(k+l) = b(k). b(k+l) = b(k) - b(k+l). 
nl nl' n-1,1 n-1,1 ~ nl ' 
(k+l) (k) . 
b . 2 .=b . 2 .-o:k,J=Z, ... ,k n+J- ,J n+J- ,J 
and 
b~+l) =b~) -a.. b?<+11!, i = n+j-3, ... , 1, j = 1, ... , k. IJ IJ - k I+ ,J 
Fork == p, however, we nomalise the system to yield 
(Qp I ~+1)x(p) = x(p-l) I ~+I' 
(5.5.12b) 
(5.5.12c) 
(5.5.13) 
By following the above elimination procedure on the normalised system, we obtain the 
following steps: 
b(p+l) = - ~ . b(p+l) = - ~~ b(p+l) . + 2 1 I I ~ ' . I ~ ' 1 I' 1 == n p- ' " ' ' ' n+p- ,p+ p l,p+ p 1+ ,p+ (5.5.14a) 
b(p+l)- b(p) • b(p+l) - b(p) - I b(p+l) • b(p+l) = b(p) - I • - 2 
n1 - n1' n-1,1 - n-1,1 O:p nl ' n+j-2,j n+j-2,j O:p, J - ' • · · ' P 
and 
bC_P_ +I)= bc.r. >-NI b(p. +I_) . . 3 1 . 1 ~ 1 , 1 = n+J- , ..• , , J = , ... , p, IJ IJ p I+ ,J 
where o:' = 0: I o: 1. p p p+ 
(iii) Solution of Q T xCP+ 1) = xCP) p 
By separating the system 
118 
(5.5.14b) 
(5.5.14c) 
- I 
0 
(X • 
p • 
= 
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x(p) 
1 
and 
1 
a.' p 
0 a.' p 
0 
1 (p+1) X 
n+p-1 
b(p+1) b(p+1) ••.•• b(p+1) 
11 12 1p 
b(p+1} 
1,p+1 
0 
b(p+1) 
n2 • 
1 
a x(p+1} = x(p} 
p n+p-1 n+p' 
b(p+1) 
n+p-2,p 
1 b(p+1) 
n+p-1,p+1 
1 
(1) 
xn+1 
and applying an elimination procedure to (5.5.16), we obtain the solution vector 
(p+1) b(p+2) 
• • • 0 • 
b(p+2) b(p+2) 1 x1 11 1p 1,p+1 
= 
(1) 
X 
n+l 
(p+1) b(p+2) b(p+2} b(p+2) 2 X 
n+p-1 n+p-1,1 n+p-1,p n+p-l,p+l /a.p+l' 
(p-I) 
X 
n+p-1 
x(p) 
n+p 
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(5.5.16) 
(5.5.17) 
(5.5.18) 
where 
b(p+2) = b(p+1) 0 b(p+2) = b(p+1)- 'b(p+2) 0 2 0 2 0 1 1 1j 1j • ij ij a.P i-1,j , 1 = , o o o , n+J- , J = , 0 0 0 , p+ , 
(5o5o19a) 
b(p+2) =b(p+1) -a.'b(p+2)0 b(p+2) = 1-a.'b(p+2) 0 2 n1 n1 p n-1,1' n+j-1,j p n+j-2,j' J = • 0 0 o • P (5o5.19b) 
and 
b(p+2) 'b(p+2) . 0 1 0 1 . . = - a . 1 . , 1 = n+J, o o o , n+p- , J = , 0 0 . , p-1. I) p 1- ,) (5.5o19c) 
Substituting the final equation of (5o5ol8) into (5.5o17) yields 
a. (b(p+2) + ~ b(p+2) x0-1) + b(p+2) x(p) ) I a.2 = x(p) 
p n+p-1,1 .?- n+p-1,j n+j-1 n+p-1,p+1 n+p p+1 n+p' 
j=2 
or 
x(p) =a (b(p+2) + ~ b(p+2) xQ-1) ) a.2 -a. b(p+2) 
n+p p n+p-1,1 .?- n+p-l,j n+j-1 I ( p+l p n+p-1,p+1), 
)=2 . 
(5o5.20) 
which, on substitution into (5o5.18), reduces that system to 
(p+l) b(p+2) . . . . . b(p+2) 1 xl 11 lp 
= 
(1) 
X 
n+1 2 
(p+l) b(p+2) b(p+2) I a.p+1' (5.5021) 
X 
n+p-1 n+p-1,1 n+p-l,p 
(p-1) 
X 
n+p-1 
where 
b~+2) = b(p+2) + b<P+2) a. b(p+2) . I (a2 -a. b(p+2) ) 
IJ IJ I,p+1 p n+p-1,J p+l p n+p-1,p+l ' 
i = 1, o 0., n+p-1, j = 1, 0 0 . , p. (5o5.22) 
(iv) Solution of Q!x<2p-k+l) :: x< 2p-k), k = p-1, •.• , 1 
By separating the system 
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1 
(Xk 
0 
"' 
0 (2p-k+1) x1 
1 (2p-k+1) X 
n+k-1 
ak 
b(2p-k+1) 
11 
b(2p-k+1) 
n+k-1,1 
b(2p-k+1) 
n+k,1 
•• 0 • 
(2p-k) 
x1 
"' (2p-k) 
X 
n+k-1 
(2p-k) 
X 
n+k 
b(2p-k+1) 
1k 
b(2p-k+1) 
n+k-1,k 
b(2p-k+1) 
n+k,k 
b(2p-k+1) 
1,k+1 
b(2p-k+1) 
n+k-1,k+1 
b(2p-k+1) 
n+k,k+1 
1 
x(k) 
n+k 
(5.5.23) 
into the two systems 
and 
1 
0 
= 
b(2p-k+1) 
11 
b(2p-k+1) 
n+k-1,1 
0 
1 
(2p-k+1) 
x1 
(Zp-k+l) 
X 
n+k-1 
b(2p-k+1) 
1k 
b(2p-k+l) 
n+k-l,k 
b(2p-k+1) 
1,k+1 1 
(1) 
X 
n+1 2 
I ap+1 (5.5.24) 
b(2p-k+l) x(k) 
n+k-1,k+1 n+k 
(2p-k+1l = (b(2p-k+ll ~ b(2p-k+1) G-1) b(2p-k+1) (k) ) I 2 (55 25) akxn+k-1 n+k,1 + .£... n+k,j xn+j-1 + n+k,k+1 xn+k ap+1' · · 
j=2 
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and applying an elimination procedure to (5.5.24), we obtain the solution vector 
where 
(2p-k+l) b(2p-k+2) •••• b(2p-k+2) b(2p-k+2) 
XI 11 . lk l,k+l 
= 
(2p-k+l) b(2p-k+2) b(2p-k+2) b(2p-k+2) 
xn+k-1 n+k-1,1 n+k-l,k n+k-l,k+l 
b (2p-k+2) = b(2p-k+l). b(2p-k+2) = b(2p-k+l)- b(2p-k+2) lj lj ' ij ij ~ i-l,j ' 
1 
(I) 
X 
n+l 
(k-1) 
X 
n+k-1 
x(k) 
n+k 
i = 2, ... , n+k-1, j = 1, ... , k+l. 
Substituting the final equation of (5.5.26) into (5.5.25) yields 
or 
(
b(2p-k+2) ~ b(2p-k+2) G-1) b(2p-k+2) (k) ) 
ak n+k-1,1 + L..i n+k-l,j xn+j-1 + n+k-l,k+lxn+k 
j=2 
I (b(2p-k+l) _ b(2p-k+2) ) 
n+k,k+l ~ n+k-l,k+l ' 
which, on substitution into (5.5.26), reduces that system to 
(2p-k+l) b(2p-k+2) .. b(2p-k+2) 1 XI 11 lk 
= 
.. (I) 
xn+l 2 
(2p-k+l) b(2p-k+2) b(2p-k+2) I ap+l' X 
n+k-1 n+k-1,1 n+k-l,k 
(k-1) 
X 
n+k-1 
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2 
/ap+l' 
(5.5.26) 
(5.5.27) 
(5.5.28) 
(5.5.29) 
where 
(2p-k+l) (2p-k+2) . - . -I (bn+k,k+l - '\bn+k-l,k+l), 1- l, ... , n+k-1, J- 1, ... , k. (5.5.30) 
Thus, for the final system Q~x(2p) = x(2p-l), we obtain the solution vector x = x<2P) 
directly from the expression 
x~2p) = [b~2p+l) + b(2p+l)(a b(2p+l)- b(2p) ) I (b(2p) - u b(2p+l))] I uz 
1 11 12 I nl n+l,l n+l,2 I n2 p+l' 
i = 1, ... , n. (5.5.31) 
There now follows an algorithmic form of this factorisation method, 
Algorithm 5.5 
for k = 1 step 1 until p do 
begin 
ifk = p then 
a:=ala · p p p+1' 
fori : = n+k-2 step -1 until 1 do 
b ·=-a.b . i,k+l. le i+1,k+l' 
b 1 1 : = b 11 - a. b 1; n- , n- , -·k n 
b . 2 . : = b . 2 . - a. , (2 :S j :S k); 
n+J- ,J n+J- .] ~ k 
forj: = 1 step 1 until k do 
fori : = n+j-3 step -1 until 1 do 
end; 
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(5.5a) 
(5.5b) 
for j : "' 1 step 1 until p+ 1 do 
for i : "' 2 step 1 until n+j-2 do 
b .. : =b .. -a b. 1 .; IJ IJ p 1- ,J 
bnl : = bnl- ap bn-1,1; 
b . 1 . : = 1-a b . 2 ., (2 ~ j ~ p); D+J- ,J p D+J- ,J 
forj : = 1 step 1 until p-1 do 
fori : = n+j step 1 until n+p-1 do 
b .. : = - a b. 1 . ; lJ p 1- ,J 
for j : = 1 step 1 until p do 
begin 
~ ·=a b I (a -a b )· } j · p n+p-l,j p+l p n+p-l,p+l ' 
b .. :=b .. +~.b. 1, (l~i~n+p-1) IJ IJ J i,p+ 
end; 
fork : = p-1 step -1 until 1 do 
begin 
fori : = 2 step 1 until n+k-1 do 
end; 
b .. : =b .. - a. b. 1 . ' (1 ~ j ~ k+ 1); !J IJ - k 1- ,J 
for j : = 1 step 1 unfil k do 
begin 
~j: = (~bn+k-l,j- bn+k} I (bn+k,k+l- akbn+k-l,k+l); 
b .. :=b .. +~.b.k 1, (l~i~n+k-1) IJ IJ J I, + 
end 
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(5.5c) 
(5.5d) 
(5.5e) 
(5.5t) 
The number of operations that are performed by each step of the algorithm is given in 
Table 5.8. 
Step Operation count 
5.5a 1 
k 
5.5b (n + k- 2) + 2 + (k- 1) + ~)(n + j - 3) 
5.5c 
I j=l I 
2(n + j- 3) + 2 + 2(p- 1) + (p- j) 
j=l j=l 
5.5d p[4+2(n+p-1)] 
5.5e 2(k + l)(n + k- 2) + k[5 + 2(n + k -1)] 
5.5f n+1 
Table 5.8 
Thus, the total operation count is given by 
1+ f[(n+2k-1)+ t2(n+j-3)]+ ~2(n+j-3)+2p+ I<p-j) 
k=l J=l j=l j=l 
+ 2p(n + p + 1) + r[2(k + l)(n + k- 2) + k(2n + 2k + 3)] + (n + 1) 
k=l 
= (3p2 + 6p + l)n + (5p3 + 3p2- 17p + 6) I 3. (5.5.32) 
The algorithm was implemented on a VAX. 11nso computer, and a listing of the 
resultant program appears in Appendix A.IO. 
By comparing the expres!i.ons (5.5.32) and (5.4.1), it is clear that, for the solution of 
banded symmenic Toeplitz systems, the asymptotic complexity of this algorithm is always 
greater than that of the double-bordering algorithm, which should, therefore, always be 
used in preference to the factorisation strategy. A funher disadvantage of the strategy is 
that the computation of the quantities tx1, ... , txp+l requires the solution of (p-1) non-
linear systems, a procedure that, as Evans and Audish [12] demonstrate, is far from 
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straightforward. For these reasons, we need only compare the complexity of the double-
bordering algorithm (5.4.1) with that ofLevinson's algorithm (5.3.9) to determine which 
of these three algorithms can solve banded symmetric Toeplitz systems most efficiently. 
Thus, for the double-bordering algorithm to possess the lower complexity requires that 
(p2/2 + 5p + 1)n < (14p- 2)n, (5.5.33) 
provided that p«n. Rearranging (5.5.33) yields the inequality 
p2 -18p + 6 < 0, 
the solution of which is given by 
9- 5/3 < p < 9 + s/3. 
(5.5.34) 
(5.5.35) 
We conclude, therefore, that the double-bordering algorithm should be used in 
preference to Levin son's algorithm for the solution of banded symmetric Toeplitz systems 
when p < 17, i.e. when the bandwidth of the coefficient matix does not exceed 35. 
5. 6 Application of the Strategy to a Method of Evans 
Evans [11] has proposed a method for the solution of symmetric quindiagonal Toeplitz 
systems which is similar to the strategy outlined in the previous section. By reformulating 
the method with the same notation, we simplify the derivation somewhat and reduce its 
complexity slightly. 
By factorising the symmetric quindiagonal Toeplitz matrix T into QQT, where Q is a 
rectangular matrix of size nx(n+2) of the form 
y 0 
a (5.6.1) 
~ a 
0 y 
we can rewrite the linear system Tx = b as 
QQTx=b, 
a 
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(5.6.2) 
the solution of which is obtained through the solution of the linked systems 
(5.6.3a) 
(5.6.3b) 
Evans has shown how the quantities a, 13 and y can be obtained, in a single stage, from 
llo• a1 and ~· unlike the quantities a 1, ••. , <Xp_1 of the previous section which require the 
solution of (p-1) non-linear systems. 
(i) Solution of Qy = b 
By rearranging the system 
y 
solution vector 
y1 
b(2) 
11 
b(2) 
12 
b(2) 
13 1 
= 
Yn+1 /y, (5.6.6) 
Yn 
b(2) 
n1 
b(2) 
n2 
b(2) 
n3 
Yn+2 
where 
b<2l = b<1l. b<2l = b<1l - Wb<2l. b<2l = b<1l- Wb<2l - clb<2l 
n1 nl' n-1,1 n-1,1 nl' i1 i1 i+l,l i+2,1' 
i = n-2, ... , 1, (5.6.7a) 
and 
b(2) = - r~. b(2) = -a· b(2) = -a- R'b(2). b(2) = - R'b(2). 
n2 , 1-'• n3 ' n-1,2 1-' n2' n-1,3 1-' n3' 
b~~) = - Wb~)l , - a'b(2)2 . , i = n-2, ... , 1, j = 2, 3. lJ 1+ ,J !+ ,J (5.6.7b) 
(ii) Solution of QT x = y 
By separating the system 
y 0 XI yl b(2) 11 
b(2) 
12 
b(2) 
13 1 
~ Yn+l /y 
Yn+2 
a 
= = 
a ~ y X Yn b(2) b(2) b(2) n nl n2 n3 
~ Yn+l 0 y 0 
0 a Yn+2 0 0 y 
(5.6.8) 
into the two systems 
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1 0 x1 b(2) 11 
b(2) 
12 
b(2) 
13 1 
13'0 
Yn+1 tl 
Yn+2 
a' = 
0 a' w 1 X n b(2) n1 b(2) n2 b(2) n3 
and 
p [X:} Y,.,l 
0 a Yn+2 
and applying an elimination procedure to (5o6o9), we obtain the solution vector 
x1 
b(3) 
11 
b(3) 
12 
b(3) 
13 1 
Yn+1 
2 
= 
I 'Y , 
X b(3) b(3) b(3) Yn+2 
n n1 n2 n3 
where 
b(3) = b(2)0 b(3) = b(2)- A'b(3)0 b(3) = b(2)- A'b(3) - 'b(3) 1i 1i ' 2j 2j " 1i ' ii ij " i-1,j a i-2,j' 
From (5o6o11), we have 
b(3) l [b(3) 
n-1,1 + n-1,2 
b(3) b(3) 
n1 n2 
which, on substitution into (5o6o10), yields 
1 
l 0 + 
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i = 3, 0 o 0 , n, j = 1, 2, 3o 
2 /"(, 
= 
(5o6o9) 
(5o6o10) 
(5o6o11) 
(5o6ol2) 
(5o6o13) 
b(3) 
n-1,1 
b(3) 
n-1,2 
b(3) 
n-1,3 Yn+l a -~ Yn+l 2 
+ =L 
b(3) b(3) b(3) 2 0 Yn+2 a a Yn+2 nl n2 n3 
[ bO) -a" b<3l + W' Yn+l ·~2 •.• l n-1,2 n-1,3 
=- (3) • (5.6.14) b(3) b(3)- a'' 
n2 n3 Yn+2 bnl 
where a"= a(y I a 2) and W' = ~(f I a 2), the solution of which is given by 
y =[(b(3) +P'')b(3)-(b(3)-a")b(3) ]Id 
n+l n-1,3 nl n3 n-1,1 (5.6.15a) 
and 
y = [b(3)b(3) -(b(3) -a")b(3)]1d 
n+2 n2 n-1,1 n-1,2 nl ' (5.6.15b) 
where 
d = (b(3) - a")(b(3)- a'')~ (b(3) + W')b<3>. 
n-1,2 n3 n-1,3 n2 (5.6.16) 
Finally, using the above expressions for Yn+l and Yn+2, we obtain the solution vector x, 
from (5.6.11), through the expression 
(5.6.17) 
There now follows the algorithmic form of this method. 
Algorithm 5.6 
a':= aly; 
(5.6a) 
fori : = n-2 step -I until I do 
b. I :=b. I-Wb. I! - a'b. 2 I; 1 1 1+ • 1+ ' 
131 
b . - (.1. n2 ·- - >'• 
bn3: =-et; 
bn-12: = -a-Wbn2; 
• 
fori : = n-2 step -llHltill do 
b .. : = - Wb. 1 . - a'b. 2 ., (2::; j ::; 3); IJ I+ ,J I+ ,J 
fori : = 3 step 1 lHltil n do 
b .. : =b .. - Wb. 1 . -a' b. 2 . , (1 ::; j ::; 3); IJ !J 1- ,J 1- ,J 
W': =~I a'2; 
d : = (b I 2- a")(b 3 -a")- (b I 3 + P'') b 2; n- , n n- , n 
y 1: = [(b 1 3 + (3")b 1- (b 3- a")b 11J Id; n+ n- , n n n- , 
Y 2: = [b 2b 11- (b I 2- a")b I] Id; n+ nn-, n-, n 
2 
x. : = (b.1 + b.2y 1 + b.3y 2) /y , (1 ::; i::; n). 1 1 1 n+ 1 n+ 
(5.6b) 
(5.6c) 
(5.6d) 
(5.6e) 
The number of operations that are performed by each step of the algorithm is given in 
Table 5.9. 
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Step Operation count 
5.6a 4 + 4(n -2) 
5.6b 3 + 6(n -2) 
5.6c 6 + 12(n-2) 
5.6d 17 
5.6e 5n + 1 
Table 5.9 
Thus, the total operation count is given by 
22(n-2)+5n+31 
= 27n -13, (5.6.18) 
which represents a reduction of approximately n operations on the total operation count that 
is obtained by following Evans' derivations. 
5. 7 Conclusions 
We have shown that implementing Trench's and Levinson's algorithms on the Neptune 
multiprocessing system results in rather poor speed-up and efficiency figures, since a large 
number of very small parallel paths are created. On other parallel architectures, however, 
this may not be a problem. Parkinson and Sylwestrowicz [36] have implemented Trench's 
algorithm on the ICL DAP, and also a version of one of the algorithms that Grcar and 
Sameh [16] have derived for the solution of banded Toeplitz systems (implemented on a 
Control Data Cyber 17 5 computer). Further theoretical work on this topic has been carried 
out by Bini [6]. 
For banded symmetric Toeplitz systems, we have shown that Levinson's algorithm is 
not necessarily the most efficient method to use in their solution. In fact, when the 
bandwidth of the coefficient matrix falls below 36, the double-bordering algorithm 
becomes more efficient, with the relative improvement in its performance increasing as the 
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bandwidth of the matrix decreases, so that, for tridiagonal, quindiagonal and septadiagonal 
systems, the double-bordering algorithm is twice as efficient as Levinson's algorithm. 
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Chapter 6 
Iterative SIMD Algorithms Involving 
Matrix-Matrix Products 
6.1 Introduction 
In this chapter, we consider both the solution of the general system of linear equations 
Ax=b (6.1.1) 
and the determination of the dominant eigenvalue of A by iterative means on the ICL DAP. 
For the solution of linear systems, the well-known Jacobi, Gauss-Seidel and 
successive over-relaxation (SOR) methods, described in Section 1.5, involve the repeated 
computation of matrix-vector products. In 1943, Hotelling [21] suggested an alternative 
strategy for small systems based on the formation of matrix-matrix products. However, in 
the early days of computing, when computers were slow and their memories limited, 
methods involving matrix-vector products were greatly preferred to those involving matrix-
matrix products, especially if the coefficient matrices were sparse and could be stored 
implicitly. With the advent of large array processors such as the DAP, it is now feasible to 
give the latter methods serious consideration. 
In the determination of the dominant eigenvalue of a matrix by the power method, 
descibed in Section 1.4, many authors, includingWilkinson [46], have suggested a similar 
modification, in which the matrix used in the iteration is replaced by one generated through 
a process of successive matrix squaring. 
6. 2 Augmented Matrix Form and Hotelling's Strategy for the Iterative 
Solution of Linear Systems 
In Section 1.5.1, we derived the matrix form of the Jacobi method, which is given by 
xCk+ I) = o-1 b- o-l(L + U)xCkl, fork= 0, 1, ... (6.2.1) 
If we now form the augmented matrix T1 out of the vector D-lb and the matrix 
-D-l(L+ U), where 
0 l 
-1 ' 
-D (L+U) 
(6.2.2) 
and augment the set of vectors x by the element x0 = 1, then (6.2.1) can be rewritten as 
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(6.2.3) 
In generating the equivalent matrix for the Gauss-Seidel method, we consider the 
sequential modification of the elements of the first iterate. In matrix form, the up-dating of 
xiO) is given by 
1 
(1) 
xl 
(0) 
xz 
x(O) 
3 
(0) 
X 
n 
1 
b11all 
0 
= 
0 
0 
or, more concisely, 
x(O,l) = T 1x(O,O), 
0 0 0 ......... 0 
0 
- al2 I all - a13 I a11 · · · · - a10 I all 
0 1 0 ......... 0 
0 0 1 ......... 0 
0 0 0 . . . . . . . . . 1 
where x(O,O) = x(O). Similarly, the updating of xf) is given by 
1 1 0 0 0 ......... 0 
(1) 
x1 0 1 0 0 ........• 0 
(1) 
x2 b2 I a22 -a21 /a22 0 -a23/a22 · · ; · -a2n/a22 
= 
(0) 
x3 0 0 0 1 . . . . . . . . . 0 
0 0 0 0 . . . . . . . . . 1 
or 
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1 
(0) 
x1 
(0) 
x2 
(0) 
x3 
(6.2.4) 
(6.2.5) 
1 
(1) 
x1 
(0) 
x2 
(0) 
x3 
(0) 
X 
n 
(6.2.6) 
(6.2.7) 
After all the elements of x<0) have been up-dated, we have 
or 
where 
X(!) - x(O,n) = T T T x<0) 
- n n-1 · · · I ' 
Ta; =TnTn-1 ... T1, 
so that we can express the Gauss-Seidel method as 
x(k+1) = Tasx(kl. 
(6.2.8) 
(6.2.9) 
(6.2.10) 
(6.2.11) 
By extending the above approach to the SOR method with over-relaxation parameter ro, 
we obtain the relation 
x(k+ I) = T x(kl 
SOR ' (6.2.12) 
with TsoR again being given by the expression Tn Tn-l ... T1, but with 
1 0 0 0· . . . . . . . ; . 0 
rob1 I a11 1-0l - roa12 I a11 -roa13 1 a11 • • • • - coa I a In 11 
0 0 1 0 . . . . . . . .. 0 
T = 1 0 0 0 1 . . . ·0 . . . . 
0 0 0 0 .... . . . . . 1 
(6.2.13) 
1 0 0 0 .......... 0 
0 1 0 0 .......... 0 
rob2 I a22 - roa2I I 3zz l-oo - Ol3z I a · • • • - roa I a 3 22 2n 22 
T = 2 0 0 0 1 . ... 0 0 0 • • • • 
0 0 0 
(6.2.14) 
and likewise forT 3, ... , Tn-
The above methods are, therefore, examples of the generalised iterative form 
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which, on expansion, yields 
xCkl = Tkx(O). 
(6.2.15) 
(6.2.16) 
By choosing x(O) to be the vector [1, 0, 0, ... , 0], it is clear that x(k+1) will be given by 
the first column of the matrix Tk, and, if k is a power of two, the most efficient way of 
doing this is to generate the sequence of matrices T2, ~, T8, ... , T2m from T by a 
process of successive squaring, such that k = 2m. Hence, the vector obtained from the first 
column of the matrix formed by successively squaring T a total of m times is equivalent to 
that obtained by 2m iterations of the form (6.2.15). This, in effect, is a generalisation of 
the strategy Hotelling [21] devised for what he called "an acceleration and extension of the 
classical iteration." 
When testing for convergence of the Hotelling form of the method, the two successive 
iterates to be compared are given by the first columns of the matrices T2m and T2m-l. Since 
these vectors are equivalent to xCkl and xW2l, respectively, the current vector is, in effect, 
being compared with one obtained when only half the current number of iterations had been 
performed. If, however, we were performing the standard (non-Hotelling) form of the 
method, the comparison would then be with its predecessor xCk-1l. Because of this, the 
final iterate of a method employing Hotelling's strategy will be a closer approximation to 
the solution vector than the one obtained, under the same conditions, from its non-
Hotelling form, resulting in the likelihood of additional iterations of the Ho telling strategy 
being performed unnecessarily. 
6. 3 Implementation Details 
In order to simplify the implementation of the methods, we assume that the coefficient 
matrices of the system ( 6.1.1) have been normalised, so that o-1 = D = I, and we introduce 
the matrix C of the form 
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----··----------------------------------------------------------~ 
C=[ 1 0 l 
rob (1- ro)I- ro(L + U) . 
(6.3.1) 
Clearly, for the Jacobi method for which OJ = 1, C is equivalent to the matrix TJ. given by 
(6.2.2); for the Gauss-Seidel and SOR methods, the (i+ 1)th row of C now contains the 
(i+ l)th row of Ti. 
We continue the description of the implementation with the following DAP FORTRAN 
declarations: 
INTEGER 
REAL 
N 
C(,), T(,), P(,), X( ), XOLD( ), ERROR 
The scalar variable N holds the order of the coefficient matrix of the system (6.1.1); the 
matrix variable C holds the matrix (6.3.1); the matrix variable T initially holds the identity 
matrix; the matrix variable P holds the result of a matrix-matrix product; the vector variables 
X and XOLD hold the current and previous iterate, respectively, of a non-Hotelling 
method; and the scalar variable ERROR holds the !-norm of the error vector. 
For the J acobi method, the initial assignment T = C is followed by the iteration loop, 
which is accomplished by the DAP FORTRAN statements 
XOLD=X 
X= SUMC (T * MATR (X)) 
ERROR= SUM (ABS (X- XOLD)) 
(6.3.2a) 
(6.3.2b) 
(6.3.2c) 
where, in statement (6.3.2b), X is assigned the value of the matrix-vector product TX, thus 
implementing the Jacobi iteration (6.2.3). 
For both the Gauss-Seidel and SOR methods, the preliminary computation of T0 s and 
TsoR is accomplished by the statement 
DO 10I=2,N+l 
10 T(I,) = SUMR (T * MATC (C(I,))) (6.3.3) 
where the 2nd through to the (N+ 1)th row of C are successively used in the accumulation 
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of the matrix product TnTn-l ... T1. This is followed by the iteration loop previously 
given for the Jacobi method (6.3.2), thus implementing the Gauss-Seidel iteration (6.2.11) 
and the SOR iteration (6.2.12). 
For the Hotelling form of the Jacobi method, which we will subsequently denote the 
Jacobi-Hotelling (JH) method, the initial assignment P = T = C is followed by the iteration 
loop, which is accomplished by the statements 
20 
P(COLS (2, N+l)) = 0.0 
DO 20 K=2, N+1 
P = P + MATC (T(,K)) * MATR (T(K,)) 
ERROR= SUM (ABS (P(,l)- T(,1))) 
T=P 
(6.3.4a) 
(6.3.4b) 
(6.3.4c) 
(6.3.4d) 
where, in statement (6.3.4a), all elements in the 2nd through to the (N+ l)th columns of P 
are assigned the value 0.0, leaving the values of the current iterate in the first column 
unchanged; in statement (6.3.4b), Pis assigned the value T2 through the accumulation of 
outer products, taking advantage of the fact that the first row ofT is equal to the first row 
of the identity matrix, thus implementing the successive matrix squaring of the JH iteration. 
Finally, for both the Gauss-Seidel-Hotelling (GSH) and SOR-Hotelling (SORH) 
methods, the preliminary computation ofT as and T50R is accomplished by the statement 
previously given for the Gauss-Seidel and SOR methods (6.3.3). The assignment P = T is 
then followed by the iteration loop previously given for the JH method (6.3.4), thus 
implementing the successive matrix squaring of the GSH and SORH iterations. 
With the description of the implementation of the methods complete, we now consider 
the matrices used in the investigation of their performance, and the evaluation of the 
optimum value of ro for use in the SOR and SORH methods. These frequently encountered 
matrices arise in the solution of one- and two-dimensional Laplace and biharmonic 
equations by finite difference methods. 
The one-dimensional Lap lace matrix of order n is given by 
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1 -1/2 0 
-1/2 
A= 
0 -1/2 
-1/2 ' 
1 
and the two-dimensional matrix of order n2 by 
D E 0 
.. 
E 
A= E 
0 E D 
where D and E, which are given by 
and 
1 
-1/4 
0 
-1/4 
0 
-1/4 
. 
· . 
. 
-1/4 
0 
-1/4 
0 
-1/4 
1 
respectively, are themselves of order n. 
(6.3.5) 
(6.3.6) 
(6.3.7a) 
(6.3.7b) 
To determine the value of the optimum over-relaxation parameter ro for the SOR 
method, we require the value of the spectral radius of the iteration matrix (I- A), which, 
for both (6.3.5) and (6.3.6), is given by the expression [17] 
p(I- A)= cos ( n~1 ). (6.3.8) 
and, since both these matrices satisfy property A, we obtain the value of ro directly from the 
expression 
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2 
ro= ' 
1 + J 1 - [p(I- A)]2 (6.3.9) 
which yields 
2 (6.3.10) 00 
= I + sin ( -;;!·!) . 
J.'rem~ We cannot, however, apply the above analysis11 to the one-dimensional biharmonic 
matrix of order n, 
6 
-4 
-4 1 0 
. 
A= 1. .. 
.. 
1 
-4 
0 1 -4 6 
o<'ki'e! (t .S. .. f..l). 
(6.3.11) 
as it.. i.s not c,oM~.J.~ A • Assuming that n is divisible by two, we are then able to 
rewrite (6.3.11) as 
(6.3.12) 
(6.3.13) 
(6.3.14) 
142 
B =PAP, (6.3.15) 
where 
0 
P= (6.3.16) 
0 
it is apparent that B will satisfy block-property A, and be of the form 
I 0 
F 
B= (6.3.17) 
• T ' 
F 
0 F I 
where F is a matrix of order two. To determine the values of its elements, we must first 
obtain the values of the elements g and h of n-1/2 through the relation 
i.e. 
n-112o-1/2 = n-1, 
[: : ][: h] = [3/10 g 1/5 1/5] 3/10 ' 
which yields the non-linear system of equations 
g2 + h2 = 3/10, 
2gh = 1/5, 
a solution of which is 
_{3-;]5 g--v -w· 
h = !3-15 
-v-w-· 
Then, from (6.3.15), we obtain the relation 
F = n-112En-112, 
143 
(6.3.18) 
(6.3.19) 
(6.3.20a) 
(6.3.20b) 
(6.3.21a) 
(6.3.21b) 
(6.3.22) 
which yields the desired result of 
F= 
1 -2-fS 
-10 5 
-2+/5 
5 
1 
10 
(6.3.23) 
To determine the value of the spectral radius of the iteration matrix (I - B), we are 
forced to use an iterative procedure, as there is no simple analytic expression comparable to 
the one for the one- and two-dimensional Laplace matrices. The procedure used was the 
power method, which we will consider in greater detail in the latter portion of this chapter. 
Finally, by premultiplying the system (6.1.1) by P, and utilising the fact that pp-I =I, 
we obtain the system 
(6.3.24) 
which is equivalent to 
By=c, (6.3.25) 
where B =PAP and c = Pb. The solution of the system (6.3.25) yields the vector y, from 
which the solution vector x of the original system (6.1.1) is readily obtained through the 
computation of the matrix-vector product Py. 
i!-.,-J:i=> mo&:rZx '!-or-the. 
By contrast, the evaluation of the spectral radius of the" two-dimensional biharmonic 
matrix of order n2 
D E 0 
E 
A= 
E 
(6.3.26) 
0 E D 
where 
1 -1/5 0 
-1/5 
D= 
. 
-1/5 
(6.3.27) 
0 -1/5 1 
and 
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-1/5 -1/20 0 
-1/20 
E= 
-1/20 
(6.3.28) 
0 -1/20 -1/5 
are themselves of order n, is a much simpler process, as its value is given directly by the 
expression [17] 
p(I- A) = ~ [ cos2 ( ::1 ) - 4cos ( ::1 )]. (6.3.29) 
6. 4 Results and Discussion 
The results obtained for the solution of the system by the iterative methods described 
above are presented in Tables 6.1, 6.2, 6.3 and 6.4 (the absence of results in Tables 6.3 
and 6.4 for the J acobi and JH methods is due to the fact that the methods are not 
convergent for these matrices). In each table, results are presented for a range of 
augmented coefficient matrices of increasing size, up to and including the largest one that 
could be held within the DAP store without recourse to partitioning techniques; for both 
types of one-dimensional matrices, the largest example is of order 64 (63+ 1), and, for the 
corresponding two-dimensional matrices, 50 (7*7+ 1). 
As the Hotelling methods implicitly use right-hand-side vectors as their starting vectors, 
the same vectors were chosen for use by their non-Ho telling forms, so that meaningful 
comparisons of their relative performance could be made. For each matrix, therefore, we 
determined both the total number of iterations and the time (in milliseconds) for the 
convergence of the method to be achieved, which, in all cases, was deemed to have 
occurred when the 1-norm of the difference between successive iterates had fallen below 
the value 10-7. 
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Jacobi method Gauss-Seidel method SORmethod 
n No. of No. of No. of 
iterations Time iterations Time iterations Time 
4 78 151 37 80 16 39 
8 229 442 103 215 29 72 
16 962 1857 391 787 55 138 
32 3672 7089 1223 2425 100 257 
63 12286 23722 4724 9247 202 516 
JHmethod GSHmethod SORHmethod 
n No. of No. of No. of 
iterations Time iterations Time iterations Time 
4 8 70 7 69 5 52 
8 9 154 8 153 6 119 
16 11 372 10 370 7 268 
32 13 874 12 870 8 601 
63 15 1979 14 1972 9 1312 
Table 6.1. Results of the solution of the system with the one-dimensional Laplace 
coefficient matrix. 
Jacobi method Gauss-Seidel method SORmethod 
n No. of No. of No. of 
. 
iterations Time iterations Time iterations Time 
2 24 46 13 33 9 25 
3 44 85 20 57 13 43 
4 84 162 39 107 16 63 
5 121 234 53 152 20 88 
6 168 324 75 216 25 120 
7 202 390 90 271 28 152 
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JHmethod GSHmethod SORHmethod 
n No. of No. of No. of 
iterations Time iterations Time iterations Time 
2 6 53 5 52 4 43 
3 7 134 6 133 5 114 
4 8 270 7 268 5 201 
5 8 421 7 418 6 365 
6 9 680 8 676 6 525 
7 9 924 8 919 6 714 
Table 6.2. Results of the solution of the system with the two-dimensional Laplace 
coefficient matrix. 
Gauss-Seidel method SORmethod 
n No. of No. of 
iterations Time iterations Time 
4 47 99 16 39 
8 283 563 43 99 
16 2469 4804 149 320 
32 15593 30216 521 1070 
62 238442 461095 1815 3630 
GSHmethod SORHmethod 
n No. of No. of 
iterations Time iterations Time 
4 7 69 5 52 
8 10 187 7 136 
16 13 471 9 336 
32 17 1206 11 803 
62 21 2850 13 1811 
Table 6.3. Results of the solution of the system with the one-dimensional biharmonic 
coefficient matrix. 
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Gauss-Seidel method SORmethod 
n No. of No. of 
iterations Time iterations Time 
2 12 31 9 25 
3 19 55 13 43 
4 34 98 16 63 
5 45 137 20 88 
6 64 195 26 122 
7 78 248 28 152 
GSHmethod SORHmethod 
n 
No. of TIITie No. of TIITie iterations iterations 
··, 2 5 52 4 43 
3 6 133 5 114 
4 7 268 5 201 
5 7 418 6 365 
6 8 676 6 525 
7 8 919 6 714 
b\.~eiY"'fYIOI'l; C 
Table 6.4. Results of the solution of the system with the two-dimensional"coefficient 
matrix. 
Before discussing the results obtained for each type of matrix in turn, we begin by 
identifying the general trends running through the results for all matrices. 
Firstly, for a given matrix, the number of iterations of the J acobi method is greater than 
that of the Gauss-Seidel method, which, in turn, is greater than that of the SOR method, as 
theory predicts; the corresponding JH, GSH and SORH methods exhibit the same 
behaviour. If k is the number of iterations of one of the former methods, and m is that of 
the corresponding latter method, we observe that m> r1og2k 1 in every case. But, as the 
theoretical result is m = r logzk l, this is experimental proof of the prediction of the final 
paragraph of Section 6.2 that additional iterations of the Hotelling forms of the methods 
were performed beyond what would be required to match the accuracy of their non-
Hotelling counterparts. 
Secondly, the fact that the number of iterations of the Gauss-Seidel method is 
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approximately half that of the Jacobi method is reflected in the number of iterations of the 
GSH method being exactly one fewer than that of the JH method. However, any saving in 
time as a result of this is almost completely lost, since the computation of the GSH iteration 
matrix involves a similar amount of work to that involved in performing a single Hotelling 
iteration step. 
A final general observation is that increasing the order of a given type of matrix 
increases the ratio of the number of iterations of the Gauss-Seidel (or GSH) method to that 
of the SOR (or SORH) method. The case of the one-dimensional biharmonic matrix 
provides the most spectacular illustration of this. 
We now consider the results in greater detail, beginning with the one-dimensional 
Laplace matrix, upon which the JH and GSH methods outperform (in the sense of a shorter 
amount of time) the Jacobi and Gauss-Seidel methods, respectively, for all values of n (the 
order of the matrix), whereas, for the SORH and SOR methods, the reverse is true. 
Similarly, for the one-dimensional biharmonic matrix, the GSH method outperforms 
the Gauss-Seidel method, but, for the SORH and SOR methods, the situation is more 
complex, in that the SOR method outperforms the SORH method when n ~ 16, whereas 
the reverse is true when n ;;:: 32. 
Finally, for the remaining matrices, the Jacobi, Gauss-Seidel and SOR methods all 
outperform their respective Ho telling counterparts. 
6. 5 Application of Hotelling's Strategy to the Power Method 
In the implementation of the power method, described in Section 1.4, successive 
approximations to the eigenvector xCk) are normalised through the introduction of the 
auxiliary vectors yCk), to prevent underflow or overflow occurring at some point in the 
sequence of vectors. This feature is incorporated in the following scheme: 
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y(k+l) = Ax(kl, (6.5.1) 
~ = y~+l) where ly~+l)l = lly(k+l)ll 1 $ i::; n, 
k+ 1 1 ' 1 00, (6.5.2) 
X(k+ I) - y(k+ I) I" 
- ... k+l" (6.5.3) 
Given some initial vector x<O) and convergence criterion e, the above iteration then 
proceeds until the condition I ilk+ 1 -Ilk I < e is satisfied, whereupon the value of Ilk+ 1 will 
be an estimate of the dominant eigenvalue A.1. Furthermore, from (1.4.8), i.e. 
(6.5.4) 
it is clear that the rate at which Ilk will converge to A.1 is governed by the values of the 
tenns IA.i I A.1Jk, fori= 2, ... , n, but mainly by the value of the tenn 10_ I A./, implying 
that 
(6.5.5) 
We now introduce the Hotelling fonn of the method by using the matrix Azm in step 
(6.5.1) instead of A, where m is a small, non-negative, fixed integer. By repeating the 
analysis presented in Section 1.4, this time with the matrix A2m, we obtain the following 
expression analogous to (6.5.4): 
(6.5.6) 
from which it follows that 
(6.5.7) 
and 
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,{k+l) 
X. 2m 
lim - ...;;1__ ' = /1,1 ' 
k->oo x'~) 
(6.5.8) 
I 
as does the corresponding assertion that the rate at which ll' k will converge to A.~m will be 
governed by the value of the terms lA.) A.1Jk2m, fori= 2, ... , n, but mainly by the value 
of the term lA.z I A.1Jk2m, implying that 
(6.5.9) 
To determine the optimum value of m, we make the assumption that the time required to 
perform a matrix-matrix product is equivalent to that required to perform n matrix-vector 
products. If the power method requires a total of k iterations for convergence to be 
achieved with a given matrix, then with Hotelling's strategy, the method would require a 
total of approximately k/2m iterations, in addition to the equivalent of mn matrix-vector 
products required to generate the matrix Azm. Therefore, to determine the optimum value 
of m, it is necessary to minimise the function (mn + k/2m)/k with respect to m by solving 
the differential equation 
~ (mn + _1 ) =O. 
dm k 2m 
(6.5.10) 
Hence, 
n 1 0, (6.5.11) 
k 
(6.5.12) 
which quantifies the assertion that the greater the number of iteratic'ls required (or the 
smaller the order of the matrix), the greater the power to which the matrix must be raised in 
order to determine its dominant eigenvalue with optimal efficiency. 
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6. 6 Implementation of the Power Method 
We begin the description of the implementation of the power method with the following 
DAP FOR1RAN declarations: 
INTEGER 
REAL 
N, NPRODS 
A(,), P(,), X(), E, EOLD, ROOT, ERROR 
The scalar variable N holds the order of the matrix whose dominant eigenvalue is required; 
the scalar variable NPRODS holds the logarithm (to the base two) of the power to which 
the matrix is to be raised; the matrix variable A holds the matrix itself; the matrix variable P 
holds the intermediate values in the computation of A2; the vector variable X holds the 
current iterate; the scalar variables E and EOLD hold the current and previous 
approximation to the dominant eigenvalue, respectively; the scalar variable ROOT holds the 
inverse of the power to which the matrix is raised; and the scalar variable ERROR holds the 
norm of the error. 
The implementation of Hotelling's strategy of successive matrix squaring is 
accomplished by the DAP FORTRAN statements 
10 
20 
DO 20 M= 1, NPRODS 
P=O.O 
DO !OK= l,N 
P= P +MATC (A(,K)) * MATR (A(K,)) 
A=P 
(6.6.la) 
(6.6.lb) 
(6.6.1c) 
where, in statement (6.6.1b), Pis assigned the value A2 through the accumulation of outer 
products. This is followed by the iteration loop, which is accomplished by the statements 
EOLD=E 
XMAX = MAXV (ABS (X)) 
E = XMAX ** ROOT 
ERROR= ABS (E- EOLD) 
X = SUMC (A * MATR (X I XMAX)) 
(6.6.2a) 
(6.6.2b) 
(6.6.2c) 
(6.6.2d) 
(6.6.2e) 
where, in statement (6.6.2b), XMAX is assigned the value of the largest absolute element 
152 
of X; in statement (6.6.2e), X is assigned the value of the matrix-vector product 
AX/XMAX. 
With the description of the implementation of the method complete, we now consider 
the matrices used in the investigation of the performance of the method. The ones chosen 
were the iteration matrices of the one-dimensional Lap lace matrix of order n, given by 
A= 
0 
1/2 
0 
1/2 
1/2 
0 
1/2 ' 
0 
(6.6.3) 
and the form of the one-dimensional biharmonic matrix of order n that satisfies block-
property A, given by 
0 0 
F 
B= 
. • • T 
. . F 
0 F 0 
where F is the (2x2) matrix 
F= 
1 
10 
-2+[5 
5 
-2-/5 
5 
6. 7 Results and Discussion 
(6.6.4) 
(6.6.5) 
The results obtained in the determination of the dominant eigenvalues of the matrices 
(6.6.3) and (6.6.4) are presented in Tables 6.5 and 6.6, respectively. In each table, results 
are presented for a range of matrices of increasing size, up to and including the largest one 
that could be accommodated within the DAP store without recourse to partitioning 
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techniques, and, for each matrix, the total number of iterations and the time (in 
milliseconds) for the convergence of the method to be achieved were determined. In all 
cases, this was deemed to have occurred when the norm of the difference between 
successive iterates had fallen below the value w-7. 
Order of Logarithm of Number of Tune Error 
matrix matrix power iterations (ms) (lOe-8) 
0 19 74 1 
1 10 48 -
4 2 6 41 -
3 4 42 -
4 3 46 -
0 84 329 4 
1 33 147 17 
8 2 18 106 6 3 10 91 2 
4 6 92 -
5 4 100 -
0 313 1234 5 
1 95 410 84 
2 51 270 42 
16 3 28 213 16 
4 16 199 4 
5 9 204 1 
6 6 225 -
0 1157 4578 5 
1 240 1019 360 
2 134 666 169 
32 3 74 495 81 4 41 431 35 
5 23 427 13 
6 13 454 4 
7 8 501 -
0 4320 17132 5 
1 572 2406 548 
2 287 1407 544 
64 3 158 1029 384 4 94 909 175 
5 54 884 83 
6 31 926 36 
7 18 1009 13 
Table 6.5. Results of the determination of the dominant eigenvalue of the one-dimensional 
Laplace matrix. 
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Order of Logarithm of Number of Tune Error 
matrix matrix power iterations (ms) (lOe-8) 
0 8 32 -
4 1 5 29 -2 4 33 -
3 3 38 -
0 118 469 4 
I 36 160 37 
2 20 113 18 
8 3 12 99 4 
4 7 95 1 
5 5 104 
-
6 4 117 -
0 1086 4321 5 
1 199 824 363 
2 113 516 177 
16 3 64 355 81 4 36 277 36 
5 20 247 17 
6 12 249 4 
7 7 263 1 
0 12342 49209 5 
1 1379 5544 4400 
2 755 3133 177 
3 379 1706 175 
32 4 191 1026 171 5 97 720 164 
6 52 608 128 
7 32 596 54 
8 19 611 24 
9 11 646 11 
0 41333 165658 147 
1 1647 6675 22017 
2 1092 4606 15455 
3 696 3166 10665 
4 530 2641 6708 
64 5 392 2227 4264 6 284 1931 2764 
7 228 1842 1035 
8 137 1614 474 
9 74 1498 179 
10 43 1508 109 
11 27 1578 2 
Table 6.6. Results of the determination of the dominant eigenvalue of the one-dimensional 
biharmonic matrix. 
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These tables readily provide the values of the powers to which each matrix must be 
raised in order to obtain its dominant eigenvalue with the greatest efficiency. These values 
are presented in Table 6.7. 
Order of Logarithm of optimal matrix power 
matrix lDLaplace 1D biharmonic 
4 2 1 
8 3 4 
16 4 5 
32 5 7 
64 5 9 
Table 6.7 
We begin the discussion with the observation that, when the logarithm of the matrix 
power is zero, the error in the eigenvalue is commensurate with the convergence criterion, 
but, when its value is one, the error may be several orders of magnitude larger. This is 
likely to have been caused by rounding errors introduced during the squaring of the matrix. 
However, as the logarithm of the matrix power increases further, the error might be 
expected to increase correspondingly. That the reverse is observed is due to the fact that 
the effect of the delayed-convergence characteristic of Hotelling methods (described in 
Section 6.2) outweighs that of any additional rounding errors that might be introduced 
during the process. The consequence of this is that, as the logarithm of the matrix power 
increases, the reductions in the number of iterations do not follow the. theoretical result, 
which is that their number should be halved on doubling the matrix power (equivalent to 
raising its logarithmic value by one). 
6.8 Conclusions 
In this chapter, we have shown how the results of applying Hotelling's strategy to the 
solution of systems of linear equations and the determination of the dominant eigenvalues 
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of matrices improve as their sizes and condition numbers increase. We now consider some 
of the problems associated with this strategy. 
The most obvious problem is the possibility of underflow or overflow occurring during 
the process of matrix squaring. This may be quite easily avoided by scaling the original 
matrix by some suitable factor. A more serious drawback for the power method is that 
there is no obvious way of determining, in advance, the power to which the matrix must be 
raised in order to obtain its dominant eigenvalue with the greatest efficiency. This problem 
does not arise with the corresponding method for the solution of linear systems, when 
successive squaring is continued until convergence is achieved. 
Nevertheless, it is clear that Ho telling's strategy remains a powerful tool that can be 
brought to bear on various linear algebraic problems, in that the larger and more ill-
conditioned the problems are, the more likely it will be that its application will prove 
advantageous. 
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Chapter 7 
Conclusions 
In the design of algorithms for parallel computers, the basic characteristics of the 
machines must be taken into consideration, so that the algorithms may fully exploit their 
particular architectural features. In SIMD computers, the large number of synchronous 
processors require algorithms to consist of a large number of identical tasks that can be 
executed simultaneously. Many MIMD computers, however, contain relatively few 
processors, operating asynchronously, so that a synchronous MIMD algorithm should, 
ideally, consist of a small number oflarge, not necessarily identical, tasks ofroughly equal 
size to minimise the amount of time that processors are idle. 
Many numerical methods for solving linear systems and inverting matrices possess a 
high degree of inherent parallelism, which makes them suitable for implementation on 
parallel computers as both SIMD and synchronous MIMD algorithms. This is clearly 
demonstrated by the high efficiencies that were achieved when the direct methods of 
Chapter 4 were implemented on the Neptune multiprocessing system, and the iterative 
methods of Chapter 6 were implemented on the DAP. These Hotelling iterative methods 
merit further comment, in that they represent the rehabilitation of a method long considered 
impracticable on sequential machines, one that has now provided a means whereby the 
essentially sequential iterative forms of the Gauss-Seidel and SOR methods may be 
parallelised. 
The most important area of work that remains to be performed on these algorithms is an 
investigation of their numerical stability, and whether suitable pivoting strategies can be 
developed to overcome any numerical instability they may possess. This could be of 
importance when there are several parallel algorithms of similar efficiencies for a given 
problem, since it is obviously desirable to choose the one that is most stable. 
Like so many other experimental MIMD systems, the Neptune multiprocessing system 
has now outlived its usefulness. However, the work that has been carried out on it may be 
continued on commercial machines, such as the Sequent Balance 8000, which have 
recently become available. The Balance has been found to be a more than adequate 
substitute, as it possesses up to 12 processors (compared to the Neptune's 4) and a virtual 
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memory (compared to the Neptune's fixed memory), permitting problems of a much 
greater size to be tackled. 
During the past decade, the most exciting development in parallel computing has been 
in the field of systolic arrays. Such systems are composed of input/output channels, and a 
large number of simple processors that are interconnected by a communication network. 
The communication network is the key to making use of the parallelism in a systolic array. 
Kung [31] suggests the following criteria for their design: 
i) The design should use a few types of simple cells. 
ii) Data and control flow should be simple and regular. 
ill) There should be extensive pipelining and parallelism, so that several data streams 
move at a constant rate over fixed paths in the network, interacting at cells where 
they meet. In this way, a large number of cells are active at any one time, enabling 
a hlgh computation rate to be achieved. 
iv) Multiple use should be made of each data item, thus reducing the bandwidth 
required between the array and the memory or host. 
Initially, the implementation of systolic arrays required the fabrication of individual 
special-purpose chips. For this reason, very few systolic arrays were actually implemented 
because of the time and cost factors involved. However, the recent development of the 
OCCAM language and the INMOS Transputer chip has enabled systolic arrays, expressed 
as OCCAM algorithms, to be simulated on the Transputer, which means that arrays of 
much greater complexity may be devised and implemented. It remains to be seen whether 
any viable and efficient systolic arrays can be developed from the algorithms here 
presented. 
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Appendices 
Appendix A.1. Neptune subroutine implementing the double-bordering algorithm. 
c 
c 
c 
SUBROUTINE DB 
INTEGER N, NP, S(4), E(4) 
REAL A(64,128), DET, TEMP 
c Variables: 
c N ---- on entry holds the order of the matrix. Unchanged on exit. 
c NP --- On entry holds the number of processors. unchanged on exit. 
c s, E - Values on entry and exit irrelevant. Hold the loop indices 
c of the start and end of each parallel path. 
c A ---- On entry holds the matix in the first n columns. on exit 
c holds its inverse in the (n+1)th to 2nth columns. 
c 
c 
c 
$SHARED A, N, NP, S, E, M, M1, K, L, K1, L1 
c Distribute parallel paths between processors: 
c 
NEIM = (N + NP - 1) I NP 
DO 10 IP = 1, NP 
S(IP) = (IP - 1)*NEIM + l 
E (IP) = IP*NEIM 
10 IF (E(IP) .GT. N) E(IP) = N 
c 
c Elimination phase: 
c 
c 
c 
c 
20 
30 
c 
40 
50 
1 
M = Nl2 
M1=M-1 
DO 100 K = 1, M1 
L=N-K+1 
K1=K+1 
L1=L-1 
DET = 1.0 I (A(K,K)*A(L,L) - A(K,L)*A(L,K)) 
A(K,L) = A(K,L) * DET 
A(L,L) = A(L,L) * DET 
A(L,K) = A(L,K) * DET 
A(K,K) = A(K,K) * DET 
$DOPAR 90 IP = 1, NP 
IF (S(IP) .GT. N) GOTO 90 
IS = S(IP) 
IE = E(IP) 
DO 80 J = IS, IE 
JJ = J 
IF (J .GT. K .AND. J .LT. L) GCTO 20 
JJ=N+J 
IF (J .EQ. K .OR. J .EQ. L) GOTO 40 
TEMP = A(K,JJ) 
A(K,JJ) = A(K,L)*A(L,JJ) - A(L,L)*TEMP 
A(L,JJ) = A(L,K)*TEMP- A(K,K)*A(L,JJ) 
DO 30 I = K1, Ll 
A(I,JJ) = A(I,JJ) + A(I,K)*A(K,JJ) 
+ A(I,L)*A(L,JJ) 
GOTO 80 
IF (J .EQ. L) GOTO 50 
A(K,JJ) = - A(L,L) 
A(L,JJ) = A(L,K) 
GOTO 60 
A(K,JJ) = A(K,L) 
A(L,JJ) = - A(K,K) 
60 DO 70 I = Kl, Ll 
70 A(I,JJ) = A(I,K)*A(K,JJ) + A(I,L)*A(L,JJ) 
80 CONTINUE 
90 $PAREND 
lOO CONTINUE 
c 
c Back-substitution phase: 
c 
c 
c 
c 
110 
c 
c 
120 
c 
130 
140 
150 
c 
c 
DET = 1.0 I (A(M,M)*A(M+1,M+1) - A(M,M+1)*A(M+1,M) 
A(M,N+M) = A(M+1,M+1) * DET 
A(M+1,N+M) = - A(M+1,M) * DET 
A(M,N+M+1) = - A(M,M+1) * DET 
A(M+1,N+M+l) = A(M,M) * DET 
$DOPAR 150 IP = 1, NP 
IF (S(IP) .GT. N) GOTO 150 
IS = S(IP) + N 
IE = E(IP) + N 
M2=M+2 
DO 140 J = IS, IE 
$PAREND 
RETURN 
$END 
IF (J .EQ. (N+M) .OR. J .EQ. (N+M+1)) GOTO 110 
TEMP = A(M,J) 
A(M,J) = A(M,N+M)*TEMP + A(M,N+M+1)*A(M+1,J) 
A(M+1,J) = A(M+1,N+M+1)*A(M+1,J) + A(M+1,N+M)*TEMP 
DO 140 LL = M2, N 
KK=N-LL+1 
KK1=KK+1 
LLl=LL-1 
IF (J .GT. KK .AND. J .LT. LL) GOTO 120 
A(KK,J) = A(KK,KK1)*A(KK1,J) - A(KK,J) 
A(LL,J) = A(LL,KK1)*A(KK1,J) - A(LL,J) 
GOTO 130 
A(KK,J) = A(KK,KK1)*A(KK1,J) 
A(LL,J) = A(LL,KK1)*A(KK1,J) 
KK2=KK1+1 
DO 140 I = KK2, LL1 
A(KK,J) = A(KK,J) + A(KK,I)*A(I,J) 
A(LL,J) = A(LL,J) + A(LL,I)*A(I,J) 
Appendix A.2. Neptune subroutine implementing the Gauss-Jordan algorithm. 
c 
c 
c 
SUBROUTINE GJ 
INTEGER N, NP 
REAL A(64, 128) 
c Variables: 
c N -- On entry holds the order of the matrix. Unchanged on exit. 
c NP - on entry holds the number of processors. Unchanged on exit. 
c A -- On entry holds the matrix in its first n columns. on exit 
c holds its inverse in the (n+l)th to 2nth columns. 
c 
C $SHARED A, N, NP, NElM, K 
c 
c 
c 
NElM = (N + NP - 1) I NP 
DO 50 K = 1, N 
A(K,N+K) = 1.0 I A(K,K) 
$DOPAR 40 IP = 1, NP 
c Distribute parallel paths between processors: 
c 
c 
IS = (IP- 1)*NE1M + K + 1 
IF (IS .GT. (N+K)) GOTO 40 
IE = IP*NElM + K 
IF (IE .GT. (N+K)) IE = N+K 
c Eliminate the jth column of A: 
c 
DO 30 J = IS, IE 
IF (J .EQ. (N+K)) GOTO 20 
A(K,J) = - A(K,J) * A(K,N+K) 
DO 10 I = 1, N 
IF (I .EQ. K) GOTO 10 
A(I,J) = A(I,J) + A(I,K)*A(K,J) 
10 CONTINUE 
GOTO 30 
c 
20 DO 30 I = 1, N 
IF (I .EQ. K) GOTO 30 
A(I,J) = A(I,K) * A(K,J) 
30 CONTINUE 
40 $PAREND 
50 CONTINUE 
c 
c 
RETURN 
$END 
Appendix A.3. Neptune subroutine implementing the bordering algorithm. 
c 
c 
c 
SUBROUTINE BORDER 
INTEGER N, NP, S(4), E(4) 
REAL A(64,64), B(64,64), ALPHA 
c Variables: 
c N ---- On entry holds the order of the matrix. Unchanged on exit. 
c NP --- On entry holds the number of processors. unchanged on exit. 
c s, E - Values on entry and exit irrelevant. Hold the loop indices 
c of the start and end of each parallel path. 
c A ---- on entry holds the matrix. Unchanged on exit. 
c B ---- Value on entry i=elevant. On exit holds the inverse of 
c the matrix. 
c 
c 
c 
c 
c 
$SHARED A, B, N, NP, S, E, K, K1 
B(1,1) = 1.0 I A(1,1) 
DO 80 K = 2, N 
K1 = K - 1 
c Distribute parallel paths between processors: 
c 
NEIM = (K1 + NP - 1) I NP 
DO 10 IP = 1, NP 
S(IP) = (IP- 1)*NEIM + 1 
E (IP) = IP*NEIM 
10 IF (E(IP) .GT. K1) E(IP) = K1 
c 
c Generate B(k) from B(k-1): 
c 
$DOPAR 30 IP = 1, NP 
IF (S(IP) .GT. K1) GOTO 30 
IS= S(IP) 
IE = E(IP) 
DO 25 I = IS, IE 
B(I,K) = B(I,1) * A(1,K) 
B(K,I) = A(K,1) * B(1,I) 
IF (K1 .EQ. 1) GOTO 20 
D015J=2,K1 
B(I,K) = B(I,K) + B(I,J)*A(J,K) 
15 B(K,I) = B(K,I) + A(K,J)*B(J,I) 
20 B(I,K) = - B(I,K) 
25 B(K,I) = - B(K,I) 
30 $PAREND 
c 
ALPHA = A(K,K) 
DO 40 I = 1, K1 
40 ALPHA= ALPHA+ A(K,I)*B(I,K) 
c 
50 
60 
c 
B(K,K) = 1.0 I ALPHA 
$DOPAR 60 IP = 1, NP 
IF (S(IP) .GT. K1) GOTO 60 
IS = S(IP) 
IE = E(IP) 
DO 50 I = IS, IE 
$PAREND 
B(I,K) = B(I,K) * B(K,K) 
DO 50 J = 1, K1 
B(I,J) = B(I,J) + B(I,K)*B(K,J) 
DO 70 I = 1, Kl 
70 B(K,I) = B(K,K) * B(K,I) 
80 CONTINUE 
c 
c 
RETURN 
$END 
Appendix A.4. Neptune subroutine implementing Huard's algorithm. 
c 
c 
c 
SUBROUTINE HUARD 
INTEGER N, NP 
REAL A(64, 65) 
c variables: 
c 
c 
c 
c 
N -- On entry holds the order of the system. Unchanged on exit. 
NP - On entry holds the number of processors. Unchanged on exit. 
A -- on entry holds the coefficient matrix in the first n columns 
including the right-hand-side vector in column n+1. on exit 
holds the solution vector in column n+1. 
$SHARED A, N, N1, NP, NEI.M, K 
00 70 K = 1, N 
A(K,K) = 1.0 / A(K,K) 
NEI.M = (N - K + NP) / NP 
$DOPAR 60 IP = 1, NP 
c Distribute parallel paths between processors: 
c 
c 
IS= (IP- l)*NEI.M) + K + 1 
IF (IS .GT. Nl) GOTO 60 
IE = IP*NElM + K 
IF (IE .GT. Nl) IE = Nl 
DO 50 J = IS, IE 
A(K,J) = A(K,J) * A(K,K) 
c Eliminate the first (k-1) elements of the kth column: 
c 
IF (K .EQ. 1) GOTO 30 
K1 = K - 1 
00 20 I = 1, Kl 
20 A(I,J) = A(I,J) - A(I,K)*A(K,J) 
c 
C Eliminate the first k elements of the (k+l)th row: 
c 
30 IF (K .EQ. N) GOTO 50 
00 40 I = 1, K 
40 A(K+1,J) = A(K+1,J) - A(K+l,I)*A(I,J) 
50 CONTINUE 
60 $PAREND 
70 CONTINUE 
c 
c 
RETURN 
$END 
Appendix A.5. Neptune subroutine implementing the escalator method. 
c 
c 
c 
SUBROUTINE ESCLTR 
INTEGER N, NP 
REAL A(65,65), CY(65,65) 
c Variables: 
c N -- On entry holds the order of the system. Unchanged on exit. 
c NP - On entry holds the number of processors. Unchanged on exit. 
c A -- On entry holds the coefficient matrix in the first n columns 
c including the right-hand-side vector in column n+l. 
c Unchanged on exit. 
c CY - Value on entry irrelevant. Holds the lower-triangular matrix 
c c and the upper-triangular matrix Y. On exit holds the 
c solution vector in column n+l. 
c 
c 
c 
c 
10 
c 
c 
$SHARED A, CY, N, Nl, NP, NEIM, K, K1 
00 90 K = 1, N 
K1=K-1 
00 10 I = K, N1 
CY(I,K) = A(I,K) 
IF (K .EQ. 1) GOTO 40 
NEIM = (N1 - K + NP) I NP 
$00PAR 30 IP = 1, NP 
c Distribute parallel paths between processors: 
c 
c 
IS = (IP - 1)*NEIM + K 
IF (IS .GT. N1) GOTO 30 
IE = IP*NEIM + K - 1 
IF (IE .GT. N1) IE = N1 
c Generate the kth column of C: 
c 
00 20 I = IS, lE 
00 20 J = 1, K1 
20 CY(I,K) = CY(I,K) + A(I,J)*CY(J,K) 
30 $PAREND 
40 CY(K,K) = 1.0 I CY(K,K) 
KK1=K+1 
00 50 I = KK1, N1 
CY(I,K) = CY(I,K) * CY(K,K) 
50 CY(K,I) = - CY(I,K) 
c 
c Generate the (k+1)th column of Y: 
c 
IF (K .EQ. 1) GOTO 90 
$00PAR 80 IP = 1, NP 
I=IP-NP 
60 I = I + NP 
IF (I .GT. K1) GOTO 80 
Il=I+1 
DO 70 J = Il, K 
70 CY(I,K+l) = CY(I,K+1) - CY(I,J)*CY(K+1,J) 
GOTO 60 
80 $PAREND 
90 CONTINUE 
c 
c 
RETURN 
$END 
Appendix A.6. Neptune subroutine implementing the column-sweep algorithm. 
c 
c 
c 
SUBROUTINE CS 
INTEGER N, NP 
REAL A(64,64) 
c Variables: 
c N -- On entry holds the order of the matrix. Unchanged on exit. 
c NP - on entry holds the number of processors. Unchanged on exit. 
c A -- On entry holds the lower-triangular matrix. On exit holds 
c the transpose of its inverse. 
c 
c 
c 
$SHARED A, N, NP 
DO 5 K = 1, N 
5 A(K,K) = 1.0 / A(K,K) 
$DOPAR 40 IP = 1, NP 
c 
c Distribute parallel paths between processors: 
c 
10 
c 
K = IP- NP 
K=K+NP 
IF (K .GE. N) GOTO 40 
K1 = K + 1 
DO 20 I = K1, N 
20 A(K,I) = - A(I,K) * A(K,K) 
DO 30 J = Kl, N 
A(K,J) = A(K,J) * A(J,J) 
IF (J .EQ. N) G0T0 30 
J1 = J + 1 
DO 30 I = Jl, N 
A(K,I) = A(K,I) - A(I,J)*A(K,J) 
30 CONTINUE 
GOTO 10 
40 $PAREND 
c 
c 
RETURN 
$END 
Appendix A.7. Neptune subroutine implementing Trench's algorithm. 
c 
c 
c 
SUBROUTINE TRENCH 
INTEGER N, NP, S(4), E(4) 
REAL B(32,64), R(63), V(63), VOLD(63), SUM(4), ALPHA, BETA 
c Variables: 
c N ---- On entry holds the order of the matrix. Unchanged on exit. 
c NP --- On entry holds the number of processors. Unchanged on exit. 
c s, E - Values on entry and exit irrelevant. Hold the loop indices 
c of the start and end of each parallel path. 
c B ---- Value on entry irrelevant. On exit holds the upper qudrant 
c the inverse of the matrix. 
c R ---- on entry holds the first row (or column) of the matrix. 
c Unchanged on exit. 
c V ---- Value on entry and exit irrelevant. Holds the intermediate 
c results. 
c 
c 
c 
c 
c 
$SHARED B, R, V, VOLD, SUM, N, NP, NEIM, S, E, K, II 
V(1) = - R(1) I R(O) 
ALPHA = R(O) + V(1) *R(1) 
N2=N-2 
DO 70 K = 1, N2 
c Distribute parallel paths between processors: 
c 
NEIM = (K + NP - 1) / NP 
DO 5 IP = 1, NP 
S(IP) = (IP - 1)*NELM + 1 
E (IP) = IP*NEIM 
5 IF (E(IP) .GT. K) E(IP) = K 
c 
c Generate v(k+1) from v(k): 
c 
$DOPAR 20 IP = 1, NP 
SUM(IP) = 0.0 
IF (S(IP) .GT. K) GOTO 20 
IS = S(IP) 
IE = E(IP) 
DO 10 I = IS, IE 
10 SUM(IP) = SUM(IP) + V(K+1-I)*R(I) 
20 $PAREND 
c 
BETA = R(K+1) 
DO 30 IP = 1, NP 
30 BETA = BETA + SUM(IP) 
c 
V(K+1) = - BETA I ALPHA 
ALPHA = ALPHA + BETA*V(K+l) 
DO 40 I = 1, K 
40 VOLD(I) = V(I) 
c 
$DOPAR 60 IP = 1, NP 
IF (S(IP) .GT. K) GOTO 60 
IS = S(IP) 
IE = E(IP) 
DO 50 I = IS, IE 
50 V(I) = VOLD(I) + VOLD(K+1-I)*V(K+1) 
60 $PAREND 
70 CONTINUE 
c 
c Generate the first row of the inverse: 
c 
B(l,l) = 1.0 I ALPHA 
Nl = N- 1 
DO 80 J = 1, Nl 
80 B(l,J+l) = B(l, 1) * V(J) 
c 
c Generate the remaining rows of the inverse: 
c 
100 
110 
120 
c 
c 
1 
Nl2 = (N - 1)12 
DO 120 II = 1, Nl2 
NEIM = (N - 2*II + NP - 1) I NP 
$DOPAR 110 IP = 1, NP 
Nil = N - II - 1 
IS= (IP- l)*NEIM + II 
IF (IS .GT. Nil) GOTO 110 
IE = IP*NEIM + II - 1 
IF (IE • GT. Nil) IE = Nil 
DO 100 J = IS, IE 
B(II+l,J+l) = B(II,J) 
$PAREND 
CONTINUE 
RETURN 
$END 
+ V(II)*B(l,J+l) 
- V(N-II)*B(l,N-J+l) 
Appendix A.8. VAX program implementing Levinson's algorithm for banded 
symmetric Toeplitz systems. 
integer n, p 
real r(0:99), x(lOO), b(100), v(99), vold(99), alpha, beta, mu 
c Variables: 
c n - Holds the order of the system. 
c p - Holds the semi-bandwidth (bandwidth = 2p+1). 
c r - Holds the first row (or column) of the coefficient matrix. 
c x - Holds the solution vector. 
c b - Holds the right-hand-side vector. 
c v - Holds the intermediate results. 
read *, n, p 
do 40 i = o, p 
40 read *, r(i) 
do 60 i = 1, n 
60 read *, b(i) 
c 
70 
75 
c 
80 
85 
90 
& 
100 
c 
105 
110 
alpha = r(O) 
do 100 k = o, n-1 
Generate x(k+1) from x(k): 
mu = - b(k+1) 
do 70 i = 1, min (p, k) 
mu= mu+ x(k+1-i)*r(i) 
x(k+1) = - mu 1 alpha 
do 75 i = max (1, k-p+2), k 
x(i) = x(i) + v(k+1-i)*x(k+1) 
Generate v(k+1) from v(k): 
if (k .lt. (n-1)) then 
beta = o.o 
if (k .lt. p) beta = r(k+1) 
do 80 i = 1, min (p, k) 
beta= beta+ v(k+1-i)*r(i) 
v(k+1) = - beta 1 alpha 
alpha = alpha + beta*V(k+1) 
do 85 i = 1, k 
vold(i) = v(i) 
do 90 i = l, k 
if (i .lt. p .or. (i .ge. (k-p+2) .and. 
k .lt. (n-2))) v(i) = v(i) + vold(k+1-i) *v(k+l) 
end if 
continue 
Generate remaining elements of x through back-substitution: 
do 110 k = n-p, 1, -1 
x(k) = b(k+p) 
do 105 i = 1-p, min (p, n-k-p) 
x(k) = x(k) - x(k+p+i)*r(iabs(i)) 
x(k) = x(k) 1 r(p) 
print *, (x(i), i = 1, n) 
stop 
end 
Appendix A.9. VAX program implementing the double-bordering algorithm for 
banded symmetric Toeplitz systems. 
integer n, p 
real A(50,100), b(100), x(100), t(100), det 
c variables: 
c n - Holds the order of the system. 
c p- Holds the semi-bandiwidth (bandwidth= 2p+1). 
c A - Holds the upper half of the coefficient matrix. 
c b - Holds the right-hand-side vector. 
c x - Holds the solution vector. 
read *, n, p 
m = (n+1)12 
do 20 i = 1, m 
do 20 j = 1, n 
20 A(i,j) = 0.0 
do 30 i = 1, p+1 
30 read *, A(1, i) 
c Generate coefficient matrix from its first row: 
do 35 i = 1, m 
35 A(i,1) =A(1,i) 
do 40 i = 2, m 
do 40 j = max (2, i-p), min (i+p, n) 
40 A(i,j) = A(i-1,j-1) 
do 50 i = 1, n 
50 , read *, b(i) 
c Elimination phase: 
do 140 k = 1, m-1 
if (k .le. ((n-p)l2)) then 
do 60 j = k+1, k+p 
60 A(k,j) = A(k,j) I A(k,k) 
else 
b(k) = b(k) I A(k,k) 
b(n-k+1) = b(n-k+l) I A(k,k) 
det = A(k,k)*A(k,k) - A(k,n-k+1)*A(k,n-k+1) 
A(k,k) = A(k,k) I det 
A(k,n-k+1) = A(k,n-k+1) 1 det 
do 70 j = k+l, n-k 
70 t(j) = A(k,j) 
do 80 j = k+l, n-k 
80 A(k,j) = A(k,k)*A(k,j) - A(k,n-k+l)*t(n-j+1) 
t(k) = b(k) 
b(k) = A(k,k)*t(k) - A(k,n-k+1)*b(n-k+1) 
b(n-k+1) = A(k,k)*b(n-k+1) - A(k,n-k+1)*t(k) 
end if 
do 90 j = k+1, min (k+p, n-k) 
do 90 i = k+1, min (j, n-j+1) 
90 A(i,j) = A(i,j) - A(i,k)*A(k,j) 
do 100 j = max (k+1, n-p-k+l), min (k+p, n-k) 
do 100 i = max (k+1, n-p-k+1), min (j, n-j+1) 
100 A(i,j) = A(i,j) - A(i,n-k+1)*A(k,n-j+1) 
do 110 j = k+2, min (k+p, m) 
do 110 i = k+1, j-1 
110 A(j,i) = A(i,j) 
do 120 j = max (k+2, n-p-k+1), m 
do 120 i = n-j+2, n-k 
120 A(j,i) = A(n-i+1,n-j+1) 
do 130 i = k+l, min (k+p, m) 
b(i) = b(i) - A(i,k)*b(k) 
130 b(n-i+1) = b(n-i+1) - A(i,k)*b(n-k+1) 
do 140 i = m+l, min (k+p, n-k) 
b(i) = b(i) - A(n-i+1,n-k+1)*b(k) 
140 b(n-i+1) = b(n-i+1) - A(n-i+1,n-k+1)*b(n-k+1) 
c Back-substitution phase: 
if (n .eq. (2*m)) then 
x(m) = (A(m,m)*b(m) - A(m,m+1)*b(m+1)) 1 
& (A(m,m)*A(m,m) - A(m,m+1)*A(m,m+1)) 
x(m+1) = (b(m+1) - A(m,m+1)*x(m)) 1 A(m,m) 
else 
x(m) = b(m) 1 A(m,m) 
end if 
do 150 k = m-1, 1, -1 
x(k) = b(k) 
x(n-k+1) = b(n-k+1) 
do 150 j = k+l, min (k+p, n-k) 
x(k) = x(k) - A(k,j)*x(j) 
150 x(n-k+1) = x(n-k+1) - A(k,j)*x(n-j+1) 
print *, (x(i), i = 1, n) 
stop 
end 
Appendix A.10. VAX program implementing the solution of banded symmetric 
Toeplitz systems by factorisation into rectangular bidiagonal matrices. 
integer n, p 
real b(200,100), x(100), alpha(100), beta 
c Variables: 
c n ----- Holds the order of the system. 
c p ----- Holds the bandwidth (bandwidth = 2p+1). 
c b ----- Holds the augmented right-hand-side matrices. 
c x ----- Holds the solution vector. 
c alpha - Holds the factors of the coefficient matrix. 
read *, n, p 
do 20 k = 1, p+1 
20 read *, alpha(k) 
do 30 i = 1, n 
30 read *, b(i,1) 
c Solve the first p linked bidiagonal systems: 
do 120 k = 1, p 
b(n+k-1,k+1) = - alpha(k) 
if (k .eq. p) alpha(p) = alpha(p) 1 alpha(p+1) 
do 100 i = n+k-2, 1, -1 
100 b(i,k+l) = - alpha(k) * b(i+1,k+1) 
b(n-1,1) = b(n-1,1) - alpha(k)*b(n,1) 
do 110 j = 2, k 
110 b(n+j-2,j) = b(n+j-2,j) - alpha(k) 
do 120 j = 1, k 
do 120 i = n+j-3, 1, -1 
120 b(i,j) = b(i,j) - alpha(k)*b(i+1,j) 
c Solve the (p+1)th system: 
do 130 j = 1, p+1 
do 130 i = 2, n+j-2 
130 b(i,j) = b(i,j) - alpha(p)*b(i-1,j) 
b(n,1) = b(n,1) - alpha(p)*b(n-1,1) 
do 140 j = 2, p 
140 b(n+j-1,j) = 1.0- alpha(p)*b(n+j-2,j) 
do 150 j = 1, p-1 
do 150 i = n+j, n+p-1 
150 b(i,j) = - alpha(p) * b(i-1,j) 
dq 160 j = 1, p 
beta= alpha(p)*b(n+p-1,j) 1 (alpha(p+1) - alpha(p)*b(n+p-1,p+1)) 
do 160 i = 1, n+p-1 
160 b(i,j) = b(i,j) + beta*b(i,p+l) 
c Solve the final p-1 systems: 
do 180 k = p-1, 1, -1 
do 170 j = 1, k+1 
do 170 i = 2, n+k-1 
170 b(i,j) = b(i,j) - alpha(k)*b(i-1,j) 
do 180 j = 1, k 
beta= (alpha(k)*b(n+k-1,j) - b(n+k,j)) 1 
& (b(n+k,k+1) - alpha(k)*b(n+k-1,k+1)) 
do 180 i = 1, n+k-1 
180 b(i,j) = b(i,j) + beta*b(i,k+1) 
c Generate the solution vector: 
alpha(p+1) = alpha(p+1) * alpha(p+1) 
do 190 i = 1, n 
190 x(i} = b(i,1} I alpha(p+l} 
print*, (x(i}, i = 1, n} 
stop 
end 
·- - _ _j 
