We use the Iocco et al. (2015) compilation of 2,780 circular velocity measurements to analyze the Milky Way rotation curve. We find that the error bars for individual measurements are non-gaussian, and hence instead derive median statistics binned central circular velocity values and error bars from these data. We use these median statistics central values and error bars to fit the data to simple, few parameter, rotation curve functions. These simple functions are unable to adequately capture the significant small scale spatial structure in these data and so provide poor fits. We introduce and use the Gaussian Processes (GP) method to capture this small scale structure and use it to derive Milky Way rotation curves from the binned median statistics circular velocity data. The GP method rotation curves have significant small-scale spatial structure superimposed on a broad rise to galactocentric radius R ≈ 7 kpc and a decline at larger R. We use the GP method median statistics rotation curve to measure the Oort A and B constants and other characteristic rotation curve quantities. We study correlations in the residual circular velocities (relative to the GP method rotation curve). Along with other evidence for azimuthal asymmetry of the Milky Way circular rotation velocity field, we find that larger residual circular velocities seem to favor parts of spiral arms.
INTRODUCTION
The Milky Way rotation curve, the circular velocity of tracers in the disk as a function of the distance R from the Galactic center, v(R), is an important kinematical characteristic of the Milky Way and, in particular, is used to constrain the mass distribution of the Milky Way. 1 For early discussions of the Milky Way rotation curve, see Kwee et al. (1954) , Kerr (1961) , Burton (1966) , and Shane & BiegerSmith (1966) . Sofue (2013 Sofue ( , 2017 reviews the field. Recent work includes Russeil et al. (2017) , Sysoliatina et al. (2018) , Fernández-Hernández et al. (2018) , Mróz et al. (2018) , and Eilers et al. (2018) . E-mail:yuhai@smail.nju.edu.cn † E-mail:asingal14@gmail.com ‡ E-mail:jcpeyton@phys.ksu.edu § E-mail:sacranda@ucsc.edu ¶ E-mail:ratra@phys.ksu.edu 1 Dark matter (for reviews see Ratra & Vogeley 2008; Bertone & Tait 2018; Drees 2018 , and references therein) plays a prominent role in determining the Milky Way rotation curve. There is convincing evidence for dark matter from cosmic microwave background anisotropy measurements (Planck Collaboration 2016a; Ooba et al. 2018; Park & Ratra 2018a , and references therein), from Hubble parameter measurements (e.g., Moresco et al. 2016; Farooq et al. 2017) , and from other cosmological data (e.g., Park & Ratra 2018b).
Implicit in most derivations of the rotation curve from observational data is the assumption of an axisymmetric circular velocity field. Under the assumption of azimuthal symmetry it is appropriate to combine circular velocity measurements in different galactocentric longitude bins at the same distance from the Galactic center. These combined, angle averaged, data allow for a more precise determination of the rotation curve. However, if the disk is azimuthally asymmetric then a rotation curve derived under the assumption of azimuthal symmetry is not an accurate characterization of the circular velocity field of the disk. Iocco et al. (2015) have compiled 2,780 Milky Way circular velocity measurements distributed over a significant fraction of the Milky Way disk. This useful large compilation includes velocities of many different tracers: gas tracers (such as CO and HI), star tracers (such as Cepheids), and maser tracers. This abundance of data provides an opportunity to examine the velocity field of the disk of the Milky Way, and through it the mass distribution, including that of the dark matter, of the Milky Way. This large data set should provide an opportunity to determine an accurate Milky Way rotation curve, as well as rotation curves in a few azimuthal sectors and so allow for a study of the azimuthal symmetry of the Milky Way circular velocity field. Unfortunately, as discussed next, this is not a straightforward task. bars are consistent with what is expected for a gaussian distribution. To study this we divide the data into small spatial bins and assume that the individual measurements in each bin are measurements of the same quantity. It is widely believed that a large enough number of independent measurements of the same quantity will have gaussian error bars, however many counter examples are known. 2 We construct error distributions using the procedure. We first assume azimuthal symmetry and bin the circular velocity data only in R. We find in this case that the circular velocity data are quite non-gaussian. It is possible that this result is a consequence of azimuthal asymmetry. 3 So we next look at data in different angular sectors separately and bin in both galactocentric longitude and R. We find that the data binned in angle and R are less non-gaussian than the data binned just in R, however, they are still significantly non-gaussian. We also analyze the two main tracer subsets of data, gas tracers and star tracers, 4 and find that they are slightly less non-gaussian than the complete data binned only in R, but still significantly non-gaussian.
It is not known why these velocity errors are non-gaussian. It is possible that there are unaccounted-for systematic errors or correlations. Since they are non-gaussian, weighted comparisons between models and these data (Iocco et al. 2015; Pato & Iocco 2015; Pato et al. 2015; Calore et al. 2015; Bozorgnia et al. 2016) are only illustrative, and it is incorrect to use the weighted mean technique to determine a Milky Way rotation curve from their data. More correctly, the error bars associated with the individual measurements are suspect, and so to make use of this large dataset we must determine more reliable error bars. 5 Median statistics (Gott et al. 2001 ) provides a technique to do this, and so allows one to make use of this circular rotation velocity dataset.
Median statistics (Gott et al. 2001) does not use the quoted error bars on the individual measurements (which in this case are non-gaussian). Instead the distribution of the binned data is used to compute median statistics error bars. We provide extensive tables of median statistics binned angular circular velocity and error bars, ω i ±σ i at R i , i = 1, 2, . . . , N bins, and recommend that these be used in model fitting and parameter constraints instead of the individual data points. Of course, since median statistics does not make use of the quoted error bars, the median statistics constraints will be less precise than the weighted mean ones, but probably more accurate.
2 Examples include Hubble constant measurements Chen & Ratra 2011a; Zhang 2018) , 7 Li and D primordial abundance measurements Zhang 2017; Zavarygin et al. 2018; Penton et al. 2018) , LMC and SMC distance moduli measurements (de Grijs et al. 2014; , and parameters of the Milky Way (de Grijs & Bono 2016 Rajan & Desai 2018b; Camarillo et al. 2018a,b) . For other examples see Bailey (2017) and Rajan & Desai (2018a) . A lot of effort is devoted to testing for intrinsic non-gaussianity (e.g., Park et al. 2001; Planck Collaboration 2016b) , in contrast to non-gaussianity introduced by the measurement process, since gaussianity is usually assumed in parameter estimation (e.g., Samushia et al. 2007; Chen & Ratra 2011b; Ooba et al. 2017) . 3 Because it bins together data for many different galactocentric longitude points that are very far apart in space. 4 We do not have a sufficient number of maser measurements to test for non-gaussianity in maser tracer velocity error bars. 5 The other option is to simply discard these data and use more recent data such as that from Gaia. However, we shall find that when analyzed using medium statistics these older data provide results consistent with those derived from other datasets, as well as some new and interesting conclusions, and so we believe it is worthwhile to describe our analysis and results in detail in this paper.
In summary, even though the individual measurement errors are non-gaussian, median statistics allows us to use this large circular rotation velocity dataset to determine Milky Way rotation curves, by binning together individual measurements and using the scatter in each bin to determine the error bars for that bin. In our analysis here, because of their non-gaussian error bars, the individual measurements are not used to determine rotation curves.
We fit simple, few parameter, functional ω(R) forms to these median statistics binned ω i ± σ i values, and determine the best-fit parameter values by minimizing χ 2 . We find that the reduced χ 2 is large because the binned ω i measurements are not a simple function of R i , so a two or three parameter angular circular velocity function ω(R) is unable to adequately capture the finer scale spatial structure in the ω i measurements as a function of R i . This is one indication that there is significant smaller-scale structure in the Milky Way rotation curve.
We make use of the Gaussian Processes (GP) method to better capture the smaller scale spatial structure in the median statistics binned, observed angular circular velocities. This is the first time that this useful regression method has been used to determine the Milky Way rotation curve. For the complete data set, the GP method results in a relatively robust rotation curve over the 2 kpc R 10 kpc range, that is relatively insensitive to the binning strategy we use and to the GP method covariance function assumed. The linear circular velocity curve v(R) rises from about 190 km s −1 at R ≈ 2 kpc to about 230 km s −1 at R ≈ 7 kpc, and then declines to about 200 km s −1 at R ≈ 10 kpc. Superposed on the overall rise and fall are finer-scale spatial variations. We compute the slope of the GP method circular velocity rotation curve, dv/dR, and the index function n(R) = d(ln v)/d(ln R), as well as the Oort functions A(R) and B(R). Our measured Oort constants A(R 0 ) and B(R 0 ) are consistent with other local measurements, but we have larger uncertainties (this is discussed in §5.2). It is reassuring that our new GP method median statistics Milky Way rotation curve passes this consistency test. While we find that the rotation curve slope at the distance of the Sun, dv/dR (R 0 ) is consistent with 0 and a flat rotation curve, dv/dR assumes values between approximately ±40 km s −1 kpc −1 over 2 kpc R 9 kpc, and the index n(R) assumes values between approximately −1.25 and 0.75 over this range. 6 These results show that the rotation curve we derive has more spatial structure than a simple flat one.
While it has long been known that the Milky Way rotation curve has significant finer-scale spatial structure superimposed on a broad rise to R ≈ 7 kpc and then a decline at larger R, most analyses to date are based on techniques that effectively obscure or average over this small-scale structure. The GP method we use here is better able to capture this small-scale spatial structure than most other techniques used to date, and we believe that most of this small-scale spatial structure we discover in the Milky Way rotation curve is physically significant. It is of interest to apply the GP method to more recent and more precise data, such as that from Gaia.
Our GP method circular velocity rotation curve is derived using circular velocity data measured over a fairly large fraction of the Milky Way disk. It combines data over a large range of galactic longitude and if the circular velocity field is azimuthally anisotropic it is inappropriate to combine the data in such a manner. We find that the circular velocity field is indeed azimuthally anisotropic and circular velocity residuals (determined by subtracting the GP method determined rotation curve from the circular velocity measurements) show evidence of some characteristic spatial scales that might be related to dynamical processes in the Milky Way. Our results are qualitatively consistent with those found by McClure-Griffiths & Dickey (2016) from a smaller data set over a smaller R range. It is reassuring that our new GP method median statistics Milky Way rotation curve gives results that are consistent with those derived using the conventional technique.
In §2 we summarize the Iocco et al. (2015) data, outline the data subsets we consider, and the binnings we use. Our gaussianity analyses are presented in §3, where we show that the velocity error bars are non-gaussian, and so using weighted means of individual data points is inappropriate, and instead a median statistics analysis should be used to analyze these circular velocity data. In §3 we also present preliminary evidence for azimuthal anisotropy in the observed circular velocity field. In §4 we fit the median statistics binned data to simple, few parameter ω(R) functions and show that such functions are unable to adequately describe the ω(R) measurements. In §5 we use the GP method to compute the rotation curves from the ω(R) measurements. In this section we show that the circular velocity field is azimuthally anisotropic. We also measure a few characteristic spatial scales in the residual circular velocity field that are thought to be related to dynamical processes in the Milky Way. We conclude in §6.
DATA
In this section we summarize the Iocco et al. (2015) data we use and describe how we bin these data. Iocco et al. (2015) compile 2,780 Milky Way circular velocity measurements of 2,274 gas tracers, 506 star tracers and 100 masers. They list the circular velocity and position relative to the Galactic center of these objects, v(R), and in many cases they also list the uncertainties in v and R (uncertainties on R are listed for only 1,083 measurements). Positional data is not provided for 13 objects, which we do not include in our analyses. The remaining 2,767 data points are shown in the left panels of Figs. 2.1 and 2.2.
Observational data
We are interested in determining the rotation curve of the Milky Way disk and hence discard measurements more than 1.5 kpc above and below it. Due to the sharp decrease in density of measurements beyond 13.55 kpc from the Galactic center, we discard the measurements beyond that radial distance. The two constraints, |z| 1.5 kpc and R 13.55 kpc, reduce the number of measurements to 2,706. Of these 2,706 measurements, 2,146 are of gas tracers, 426 of star tracers, and 98 are of masers. These data are shown in the right panels of Figs. 2.1 and 2.2. We calibrate the data we use here to R 0 = 8.0 kpc and v 0 = 220 km s −1 (see Camarillo et al. 2018a,b) . Here R 0 is the radial distance of the Sun from the Galactic center and Θ 0 is the circular velocity about the Galactic center at the position of the Sun. 7 Because the angular velocity, ω, is what is measured directly for most gas tracers (which make up by far the largest subgroup), we perform our analyses using this. However, we plot and present our results in terms of circular velocity v, as is more common.
7 (Camarillo et al. 2018a,b) have performed careful analyses of all recent measurements and conclude that at 2σ the best summary values are R 0 = 8.0 ± 0.03 kpc and v 0 = 220 ± 10 km s −1 .
galkin
The Iocco et al. (2015) data can be accessed through the galkin Python program (Pato & Iocco 2017) . galkin provides a graphical user interface where the user can select certain parameters including R 0 and v 0 , and the tracers they wish to include from the compilation.
The tool can be used to obtain three files, 8 which contain velocity data, position data, and raw data respectively: (i) The velocity data file lists the tracer's distance from the Galactic center R, and the error ∆R, in kpc (∆R is provided for less than half the tracers). This file also lists linear circular velocity and angular circular velocity measurements with corresponding errors (v, ∆v, ω, and ∆ω).
(ii) The position data file lists the distance from the Galactic center (R), and from the Sun (d), along with Galactic coordinates (longitude l and latitude b), and cartesian coordinates with the Galactic center as the origin (x, y, and z).
(iii) The raw data file lists the line-of-sight velocity v los , the associated error ∆v los , and the peculiar motion observations (µ l * , ∆µ l * , µ b , and ∆µ b ).
More detailed discussion of these data may be traced back through the papers of Iocco et al. (2015) and Pato & Iocco (2017) .
Binning, data subsets, and ∆R's
Given the reasonably large number of measurements, 2,706, distributed over a reasonably large area of the Milky Way disk, we may divide the full data set into different subsets and study consistency between results derived using the different subsets. Here we consider all 2,706 measurements together, as well as two different tracer subsets: the 2,146 gas tracers and the 426 star tracers.
It is important to determine if the quoted error bars are consistent with what is expected for a gaussian distribution. To study this, we bin the data in small spatial bins and assume that individual measurements in a bin may be treated as measurements of the same quantity.
We first assume that the circular velocity field is azimuthally symmetric and only consider radial bins. For N individual measurements in a subset, we create √ N bins 9 with approximately √ N measurements in each bin. 10 For example, for the full data compilation of 2,706 measurements, we create 52 radial bins with approximately 52 measurements in each bin.
As an aside, we note that it is not straightforward to account for the uncertainty in R. The Iocco et al. (2015) compilation provides ∆R for only 966 of the 2,706 measurements. To examine the effect of uncertainties in R on the results, we create a second set of bins by swapping the first third of the tracers in each bin, i.e., the third of the tracers with the smallest galactocentric radius, with the last third of the tracers in the previous bin. We then compare the results derived from the first set of bins with those derived from the second set of bins with interchanged R values to get a qualitative indication of how the uncertainties in R affect the results. Our procedure here Iocco et al. (2015) compilation. The Sun is at 0°and 8 kpc from the Galactic center which is at the origin. The density of measurement points fall rapidly beyond R ∼ 13 kpc. In our analyses we only consider measurements with R 13.55 kpc. In addition, we restrict our analyses to measurements close to the Galactic plane, retaining only those with |z | 1.5 kpc. The positions of the truncated set of 2,706 tracers we use in our analyses are shown in the right panel. is likely more dramatic than what the R errors can cause. When we apply our procedure we find no significant change in our results. This is most probably due to the fact that we bin in R.
It is also important to determine if the velocity field is azimuthally symmetric. To do this we first subdivide the data into 10°azimuthal angular sectors and then radially bin the data in each angular sector.
GAUSSIANITY ANALYSES
For multiple measurements M i , i = 1, 2, . . . , N, of the same quantity M, with statistical errors σ i , we ideally expect that the errors are distributed in a gaussian manner. If this is the case, the weighted mean technique can be used to derive a summary estimate of the data points with a smaller uncertainty than that of the individual measurements.
In this section we examine if the angular velocity data described in the previous section have errors that are gaussianly distributed, and discover that they do not. In §3.1, §3.2, and §3.3, we summarize the tools required for such an analysis. We then present the results of the gaussianity analysis of the angular velocity data in §3.4, where we show that these angular velocity data have non-gaussianity distributed errors. We assume that the bins are small enough in space so that we may treat individual measurements in each bin as a measurement of the same quantity.
In the Appendix we provide extensive tables to establish our conclusions. Among these tables are those for median statistics binned angular circular velocity ω(R) and errors. For model comparison and parameter estimation, we recommend that the data in these tables be used, rather than the individual measurements, which are non-gaussian.
Central estimate statistics
To determine an error distribution of the measurements, we need to have a summary central value for the measurements. In our analyses we use two central estimates, the median and the weighted mean.
Median statistics
The median is the central value in the sorted data set, the value that divides the data set into two halves each containing an equal number of elements. Median statistics assumes statistical independence of all measurements and an absence of systematic errors. It does not make use of a measurement's errors, which is an advantage if the errors are incorrectly estimated, however, as a result the median central estimate has a relatively large uncertainty. 11 To find the errors associated with the median we follow Gott et al. (2001) . For a data set of N independent measurements, M i , we define the probability of the median lying between M i and M i+1 as a binomial distribution,
To determine the errors on the median M med , we start from M med , which has the highest probability, and integrate outwards from either side, stopping when the cumulative probability reaches 0.6827 of the total probability on either side. We take the difference between the median, M med , and the two M values found at the end of the integrals to obtain the one standard deviation error bars, 1σ ± . We repeat these integrals till the cumulative probability reaches 0.9545 of the total probability, to obtain the two standard deviation error bars, 2σ ± . Note that the distribution need not be symmetric, and that the 2σ ± values are not necessarily twice the 1σ ± values.
Weighted mean statistics
In contrast to the determination of the median, determination of the weighted mean makes use of the error of each measurement. Individual measurements with smaller errors are weighted more heavily in the weighted mean. For the median, each measurement carries the same weight. The weighted mean is defined for measurements M i each with non-zero error σ i as (Podariu et al. 2001 )
The error associated with the weighted mean is symmetric (σ + = σ − ), and given by
Error distributions
An error distribution is a measure of how far each individual measurement is from the central estimate. It takes into account the error of the central estimate, σ CE , and of the individual measurement, σ i . For a measurement M i and a central estimate M CE , we define
This assumes that M CE is not determined by using the measurements M i and so it is not directly correlated with the data. For the median central estimate we have both an upper and a lower error. Hence we use the lower error for M i < M med and the upper error for M i M med . In this case, for the angular velocity measurements, ω i , with central estimate, ω med , we have
For the weighted mean case, when the central estimate, ω wm , is derived from the individual measurements, ω i , accounting for the correlations under the assumption that the measurements are gaussianly distributed (see the appendix of Camarillo et al. 2018b) , we have
Ideally, we expect the error distribution N σ i to follow a gaussian distribution of unit standard deviation (σ = 1), given by
Here, 68.27% of the data points lie within the 1σ range of x = 0, 95.45% within 2σ. Typically, real measurements are not gaussianly distributed Bailey 2017) . We shall find that this is also the case for the angular velocity data we study here. It is of interest to see if the angular velocity error distributions can be fit by other functional forms. In addition to the gaussian distribution, we consider the Cauchy, Student's t, and Laplace distributions. Compared to the gaussian distribution, the Cauchy distribution has a smaller FWHM, but a much higher probability in the tails, with probability distribution function
(3.2.5)
For this distribution, 68.27% and 95.45% of the probability lie in the range |x| 1.8 and |x| 14 respectively. The Student's t distribution is a generalized distribution, with an additional parameter ν. The Student's t, qualitatively speaking, lies between the gaussian and the Cauchy, reducing to the former in the limit ν → ∞, and the latter in the limit ν = 1. The limits containing 68.27% and 95.45% of the data vary with ν, with the kurtosis reducing when ν is large. The Student's t probability distribution function is
where Γ(x) is the gamma function. In our analyses we limit ν to lie between [1, 100] . Qualitatively, at ν = 100 the t distribution is very similar to the gaussian. The Laplace distribution is an exponential distribution that has a relatively lower kurtosis. It does, however, have a longer tail than the gaussian. 68.27% and 95.45% of the probability lie in the range |x| 1.2 and |x| 3.1 respectively. The Laplace distribution is
Data with underestimated or overestimated errors would not have an error distribution consistent with the gaussian distribution of unit standard deviation, eq. (3.2.4). So in addition to comparing the angular velocity error distributions to the functional forms described above, it is useful to also compare them to scaled versions of these distributions. We accomplish this by using a scale factor S to form scaled error distributions,
which we then fit to the above functional forms.
In a gaussian distribution of unit standard deviation, 68.27% and 95.45% of the probability lies in the ranges [-1, 1] and [-2, 2] respectively. To study the gaussianity of the angular velocity error distributions, we first determine the ranges of the error distributions that contain 68.27% and 95.45% of the error distribution probability on each side. To eliminate the need to have to consider a possible non-zero mean value, we then symmetrize the error distribution by appending its additive inverse to the original error distribution (i.e. if we define inv N σ ≡ −1 × N σ where the multiplication happens to the error of each individual measurement in the error distribution N σ , then we use the error distribution formed by appending inv N σ to N σ ) 12 . We then determine its parameter ranges that contain 68.27% and 95.45% of the error distribution probability and the percentage of probability contained within the ranges [−1, 1] and [−2, 2] for |N σ |. We call the latter two the expected fraction (abbreviated as EF in the tables) of the error distribution.
Kolmogorov-Smirnov (KS) test
We next fit the symmetrized error distributions to the functional forms described in the previous subsection to determine which functional form best fits the error distribution. To accomplish this we employ the KS test, a well-understood goodness of fit test, which finds the maximum difference between the expected cumulative distribution from a hypothesis, say H o , and the cumulative distribution function from the error distribution. This maximum difference is called the D statistic, and the KS test uses it, along with the number of data points in the symmetrized error distribution, N, as factors for obtaining the probability that H o cannot be rejected. 12 Now 0 lies at the middle of the error distribution, and the error distribution is symmetric.
To do this, we use a modified statistic, z = f (N, D), to obtain the corresponding probability, or p-value, of the data arising from our hypothesis. There are multiple such functions, with common ones including z = √ N D. For our work, we use the z statistic mentioned in Press et al. (2007) 
We use this z to find the p-value from its formula
From these equations, it can be shown that as D → 0, p → 1, and as D → 1, p → 0 for a large N. Non-trivially, it can also be shown that p is a strictly decreasing function of D for a constant N. We use this test to quantitatively find the best-fit functional form and scale factor S by computing p for the probability distributions described in §3.2 by optimizing S to provide the lowest D statistic.
The KS test makes no prior assumption about the data. However, it has an important shortcoming: it is more sensitive to the peak of the corresponding PDF than it is to the edges.
Gaussianity results
Here we present and discuss the results of the analyses described in §3.1, §3.2, and §3.3. The results are given in tables in the Appendix. We first discuss the results obtained for the complete data set of 2,706 measurements. Next, we present the results of the subsets formed by splitting the data into tracer types, and finally, we examine the azimuthal symmetry of the data by subdividing them into angular sectors. Splitting the data into tracer types shows that velocity measurements of gas and star tracers are mildly inconsistent at R ∼ 7 kpc. The gas tracer error distributions are slightly less non-gaussian than the complete and star tracer error distributions.
Assuming azimuthal isotropy, there is significant nongaussianity in the error distributions. However, assessing the data in azimuthal sectors we find less non-gaussianity in the error distributions, indicating a mild deviation from azimuthal symmetry in these data.
All error distributions we study are non-gaussian, thus weighted mean analyses of these data are inappropriate.
The complete data set
Here we present results from our analysis of the complete velocity data set. Table A1 lists the angular and linear circular velocity median central values for the radially binned data without the 1/3 R bin exchanges. 13 Table A2 shows results from the N σ analysis of the complete data, using both the median and the weighted mean estimates of the central angular circular velocities. From it we see that most bin error distributions have high kurtosis and high skewness. The high kurtosis is especially important, as it is a sign of non-gaussianity for a symmetrized distribution. We expect 95.45% of the error distribution to lie within the 2σ range of the center of the gaussian 13 Results obtained by binning the data with the 1/3 R bin exchanges are only used to qualitatively asses how much the R uncertainties could affect the results distribution if 68.27% lies within σ of it. From this table we qualitatively see that in most bins the kurtosis is more consistent with distributions which have higher probability in the tails than a gaussian distribution, with 95.45% of the error distribution lying in a range much larger than should be expected from the range containing 68.27% of the error distribution for most bins. In addition, for a gaussian error distribution 68.27% of the data ought to be contained in the ±1σ range. This is not consistent with the error distributions of most bins, possibly implying erroneous uncertainties, correlations, or intrinsic non-gaussianity of the system. This improves for bins closer to R 0 = 8.0 kpc, however, the high kurtosis does not drop, still indicating that a higher fraction of the error distribution lies in the tails compared to that of a gaussian distribution.
The smaller error bars for the weighted mean central estimate results in a broader error distribution than its median central estimate counterpart. This further escalates the non-gaussianity of the error distributions derived from the weighted mean central estimates. The observed non-gaussianity invalidates usage of the weighted mean technique, thus we do not list weighted mean circular velocity central values in Table A1 .
Comparing the results without and with the 1/3 R bin exchanges (not listed), we see that they are quite similar. This indicates that the R uncertainties cannot significantly change the conclusions. This is probably mostly because we bin in R. Table A3 gives the best-fit functional forms for the error distributions obtained for the median and weighted mean central estimates. These results largely corroborate the results observed in Table A2 , with best-fit distributions generally being the high kurtosis Cauchy, Laplace, and low to mid ν Student's t distributions. There is an increase in the incidence of bins with gaussian distributions being the best fitting functional form for error distributions built using the weighted mean central estimate, but the corresponding scale factors S are large, indicating that the error distributions are highly non-gaussian with standard deviations far from 1.
Tracer type subsets
The gas tracer and star tracer data subsets, with 2,146 and 426 measurements respectively, are large enough for us to determine rotation curves. Tables A4 and A7 list the angular and linear circular velocities median central values for the radially binned gas and star tracer data without the 1/3 R bin exchanges.
Comparing the median central values in Tables A1, A4 , and A7 we see that the ω values are largely mutually consistent for the complete data and the gas and star tracer data. However, for R ∼ 7 kpc, the star tracer binned velocities are somewhat lower.
The 1/3 R exchange affects the median central values of ω a little more significantly in the star tracer data subset. This is probably a consequence of the lower radial density of star tracers. Overall, the R uncertainties are unlikely to significantly affect our conclusions. Tables A5 and A8 show the results of the N σ analyses for the gas and star tracer data subsets. We observe that the kurtosis and skewness of the error distributions reduce (and in some bins, significantly) for gas tracers data subset compared to the complete data set. Even the ranges containing 68.27% and 95.45% of the symmetrized gas tracer error distributions get closer to ±1σ and ±2σ respectively, indicating less non-gaussianity. For star tracers, the skewness reduces compared to the results for the complete data set, but the kurtosis remains high. This indicates that the star tracer measurement error distributions are more non-gaussian than the gas tracer measurement error distributions.
These differences between the results of analyses of the complete data and the gas and star tracer data sets might be indicating that there is a systematic difference between the different data subsets. This is consistent with the discussion above about the inconsistencies between the median central angular velocity for the gas and star tracers near R ∼ 7 kpc. We return to this issue in §5.2. Tables A6 and A9 list the best-fit functional forms for the error distributions of the binned gas tracer and star tracer data. For the without R error cases for median central values, we see from Tables  A3, A6 , and A9, that 13% (7 of 52), 33% (15 of 46), and 19% (4 of 21) of the bin error distributions for the complete data set and the gas and star data subsets are most consistent with a gaussian distribution respectively. However, most of the gaussian error distributions for the three data sets have scale factors significantly different from 1, with the closest two S's being 1.24 and 1.41 for the complete data set, 0.9 and 1.28 for the gas tracers, and 0.83 and 1.32 for the star tracer subset.
For the error distributions formed using the weighted mean, there is an overall increase in the incidence of best-fit gaussian distributions, especially for the complete data, however, the scale factors S are much larger. This pattern holds for all tables, though for a few bins, S is pretty close to 1. These are mostly bins where the corresponding error distributions from median statistics have S < 1.
Angular sector data subsets
To investigate the azimuthal symmetry of the Milky Way disk, we study the rotation curves in a number of angular sectors. It is also important to do this to see if the non-gaussianity we have found in the complete data set and in the gas and star tracer data subsets are a consequence of combining together measurements that are far apart in azimuthal separation. The radially binned data in each angular sector consists of measurements taken at points that are spatially adjacent.
Dividing the 2,706 measurements among 10°sectors, the 4 sectors between 290°and 330°, and the 9 sectors between 340°and 70°, contain enough measurements to allow reasonable gaussianity studies.
Tables A10 through A13 list the median central estimates of angular and linear circular velocity measurements for radially binned data without the 1/3 R exchange for each 10°sector. By comparing the results for the original R binning and the 1/3 R exchange binning, we find that the R uncertainties cannot significantly affect the conclusions. Similarly, although we haven't explicitly checked, it is likely that azimuthal position uncertainties also cannot significantly alter the conclusions.
There are hints of deviation from azimuthal isotropy in the central values listed in these tables. For example, for the sector between 290°and 300°, we observe for the radial bin ∼ 2.80 kpc from the Galactic center that the median angular circular velocity is 70.4 +0.6 −1.0 km s −1 kpc −1 , compared to 75.2 +0.2 −0.5 km s −1 kpc −1 for the same galactic radius for the section between 60°and 70°. This might be caused by the bar at the center of the Milky Way, or might be an effect due to difference in peculiar motions of tracers at the two locations.
Tables A14 through A17 list parameters of the error distributions obtained from the angular sector data. The kurtosis of the error distributions is high, but the range containing 68.27% and 95.45% of the error distributions is typically closer to 1 and 2 respectively than for the complete and gas and star tracers data sets. The skewness is also smaller for the angular sector data. These results generally indicate that the angular sector data are less non-gaussian than the complete and gas and star tracers data, although the angular sector data are still non-gaussian. This reduction in non-gaussianity is consistent with the velocity field being slightly azimuthally asymmetric. Tables A18 through A21 show the best-fit functional forms for the error distributions formed for all 13 angular sector subsets of data. The results show that about 27% (46 of 171) of all bins have median error distributions best-fit by gaussian distributions, when binned using the original R values. For binning with the 1/3 R exchanges, the fraction increases to about 36% (61 out of 171). For these error distributions best-fit by a gaussian, a fair fraction of the scale factors are close to 1, however, a number are significantly larger. Overall the sector data are less non-gaussian, although it is fair to conclude that even these error distributions are mostly non-gaussian.
The weighted mean error distributions are best-fit by gaussian distributions more frequently than are their median counterparts. However, they have higher non-gaussianity, as their scales S are further from 1. For median error distributions best-fit by gaussian distribution, about 13% (6 of 46) and 20% (12 of 61) of the best-fit scales S lie in the range [0.95, 1.05] for binning without and with the 1/3 R exchanges respectively. These fractions are 8% (5 of 65) and 8% (6 of 76) for the weighted mean error distributions best-fit by gaussian distributions, and formed without and with the 1/3 R exchanges respectively.
Partially motivated by the gaussianity analyses of tracer-type data subsets, we check for non-gaussianity in measurements for gas tracers without the assumption of anisotropy. The error distributions hence formed are more gaussian than our previous results, albeit still non-gaussian. Therefore, the various angular sectors within the data subset are ill-suited for a weighted mean analysis. 14
FUNCTIONAL FORM FITTING
It is of interest to try to condense the information in the large number of circular velocity measurements by fitting these data to simple functions of R characterized by a few parameters.
Previous efforts have been made to fit rotation curve measurements to simple functions of R such as linear functions and power laws (see e.g. Clemens 1985; Fich et al. 1989; Brand & Blitz 1993; McClure-Griffiths & Dickey 2007; Reid et al. 2014) . These have typically involved using many fewer (and less heterogeneous) measurements than the Iocco et al. (2015) compilation we consider here.
We have shown in the previous section that the error bars of these velocity measurements are non-gaussian. Consequently we ignore the quoted error bars and instead use median statistics to determine central value and error bars for the spatially binned Iocco et al. (2015) data. In this section we fit functional form to these median statistics binned data measurements.
We find that the simple two and three parameter functions we fit to these data have a very large reduced χ 2 . Interestingly, the three parameter functions fit better, having a smaller reduced χ 2 . We argue that the simple functional forms we use are not flexible enough to fit the small-scale spatial structure in the circular rotational velocity data.
14 We do not list tabulated results for this finding. 
Functional forms
We fit the angular circular velocity data to five different functional forms. This is partly motivated by the desire to try to determine model independent summary descriptions for these data. By fitting to different models we can determine which results are independent of the models used. We find that the best-fitting five different v(R) functions agree reasonably well over 3 kpc R 9 kpc, although there are discernible differences between the five rotation curves. The first function we consider is the linear function
where a 0 and a 1 are fitting parameters to be determined from the data and v 0 and R 0 are the local linear circular velocity and distance of the Sun from the Galactic center respectively, and ω 0 = v 0 /R 0 is the local angular circular velocity. We use v 0 = 220 km s −1 and R 0 = 8.0 kpc (see Camarillo et al. 2018a,b) . The second and third functional forms we consider are the two parameter power law 1.2) and the three parameter power law
Here a 0 , a 1 , a 2 are the fitting parameters. We also study two other functional forms from Fich et al. (1989) . The first is an exponential function 1.4) and the second is the second-order polynomial function 
Fitting procedure
As discussed in Fich et al. (1989) , fitting should be performed using angular circular velocities as a function of distance, as the errors of ω are not correlated with those of R, unlike the case for the v errors. While Fich et al. (1989) use a 2D χ 2 fitting technique that makes use of the information in both the ω and R uncertainties, we cannot use this procedure. This is because the data we use have non-gaussian error bars. So instead we discard the quoted errors, bin the data, and use median statistics to derive angular velocity central values and error bars for the binned data. We fit the above functional forms to the median statistics determined ω med,i ± σ i , of the bins centered at R i . 15 To fit the above functional forms to the median statistics data we use the Markov chain Monte Carlo (MCMC) procedure to maximize a likelihood and determine the best-fit parameter values. Here we The likelihood we use is L ∝ exp − χ 2 /2 where χ 2 is
where N is the number of measurements (bins). The goodness of fit is determined from the reduced χ 2 value
where ν is the number of degrees of freedom. We see that the functional forms of §4.1 are poor fits to the velocity data. This is reflected in the large χ 2 ν values we find. This is almost certainly a consequence of significant spatial substructure in the ω(R) data that is not adequately captured by the simple, few parameter, functional forms of §4.1
While not likely, it is possible that this substructure is not physical but rather a consequence of unobserved systematic errors or correlations in the velocity measurements. To study the possible consequences of this we introduce an additional unknown uncertainty σ int and regard it as an additional free parameter to be determined by the MCMC fitting procedure. In this case, we use the modified χ 2
and the modified reduced χ 2 is
We use these two definitions of χ 2 in our fitting procedure and study the effects of including σ int . 
Fitting results
In order to determine what model independent conclusions can be drawn from these data, we fit to a variety of different data and functional form combinations. In what follows, we introduce our labelling conventions for these combinations.
M 1 through M 5 refer to the linear, polynomial, two-parameter a 0 = 3.623 +0.010 0.010 3 . 6 0 3 . 6 2 3 . 6 4 3 . 6 6 a0 power law, three-parameter power law, and exponential functions described in eqs. (4.1.1), (4.1.5), and (4.1.2)-(4.1.4) above. B 52 and B 33 refer to the median statistics measurements for the data binned in 52 and 33 bins. P (θ + ) and N (θ − ) refer to positive (0° θ < 180°, with 1,641 measurements) and negative azimuthal angle (180° θ < 360°, with 1,065 measurements) data (we don't tabulate best-fit parameter values for the P and N data subsets). A refers to the complete data set of 2,706 measurements. e and E refer to the cases without and with the 1/3 R error exchange, while l and L refer to the standard χ 2 , eq. (4.2.1), and the modified χ 2 with σ int as an additional parameter to be determined from the fit, eq. (4.2.3). For example, a case with name AELB 33 M 1 means that we bin the complete data (A) into 33 bins (B 33 ) with 1/3 R error exchange (E) and use the modified χ 2 (L) to fit the median angular circular velocities of each bin to the linear model (M 1 ). Figure 4 .1 shows the five angular circular velocity functions that best fit the complete data set binned in 52 bins. Since ω(R) drops rapidly as R increases, the y axis extends over a large range of ω values, resulting in relatively small error bars on the measurements shown in this plot. Figure 4 .2 shows the same five models, but now we plot the linear circular velocity v(R) which does not change as significantly as a function of R. This figure clearly shows that the simple functional forms we assume don't adequately capture the spatial substructure in the velocity data. It is interesting that the bestfit functions at R > 6 kpc range from a mildly rising linear function to a fairly steeply dropping exponential function. All five best-fit functions are reasonably mutually consistent in the 3 kpc R 9 kpc range. However, even over this range of R there are discernible differences between the five rotation curves. Consequently there will be significant differences between velocity residuals derived using each of these five rotation curves, making conclusions drawn from velocity residuals very sensitive to the rotation curve model assumed.
Figures 4.3 through 4.6 show some of the various combinations of models and data we study. Table 4 .1 lists best-fit parameter values and 1σ error bars as well as χ 2 ν values for forty different cases (we don't list these values for the P and N data subsets). This table shows that when we do not include the additional error σ int , the reduced χ 2 ν values are very large. Figures 4.2-4.6 clearly show that the simple functional forms do not adequately capture the spatial substructure seen in the velocity data. This is reinforced by the fact that Table 4 .1 shows that when we do not included the additional error σ int , the reduced χ 2 's are lower for the three-parameter models compared to the two-parameter cases.
Allowing for the additional uncertainty σ int results in shifts in the best-fit parameter values and curves -see Table 4 .1 and Fig.  4 .3. Figure 4 .3 also shows that the best-fit curves do not drastically change when σ int is introduced as an additional fitting parameter, compared to the case when it is not included. Table  4 .1 show that changes in the binning do not significantly alter the curves and the best-fit parameter values. Table 4 .1 and Fig. 4 .5 show that the 1/3 R exchange does not significantly alter the results: since we have binned the data in R it is relatively safe to ignore the R uncertainties.
Figures 4.7 through 4.11 show two-dimensional likelihood contours and one-dimensional likelihoods for the parameters of the five functional forms of §4.1, for the complete data binned in 52 bins; these plots show that all the adjustable parameters we use are reasonably well constrained. The corresponding ω(R) and v(R) best-fit functions are shown in Figs. 4.1 and 4.2.
We emphasize that none of the models we discuss here adequately fit the data, as they do not capture the substructure, and some don't even capture the general shape of the rotation curve beyond some range.
GAUSSIAN PROCESSES
In the previous section we found that the median statistics binned circular velocity data has significant substructure as a function of R. It is not clear how much of this is physical and how much, if any, of it is caused by unaccounted-for systematic errors or correlations. In the previous section we saw that simple, few parameter, functions of R are not able to capture this substructure and so provide a bad fit to the circular velocity data.
In this section we use the Gaussian Processes (GP) method to determine the rotation curve from the median statistics binned circular velocity data. The GP method is better able to capture the spatial substructure in measurements. It determines a continuous function, here ω(R), that best represents discrete data, here ω i ± σ i at R i , the binned median statistics angular circular velocity data. The GP method was first used cosmologically by Holsclaw et al. (2010a ,b, 2011 ), Shafieloo et al. (2012 ), and Seikel et al. (2012a .
Here we present a first application of the GP method to the study of the Milky Way rotation curve. The GP method median statistics Milky Way rotation curves we derive have significant small-scale spatial structure superimposed on a broad rise to R ≈ 7 kpc and a decline at larger R. We believe most of this small-scale spatial structure is physical and reinforces a revised picture of the Milky Way rotation curve.
Gaussian Processes method
The GP method is a basic and useful regression method for determining a continuous function f (x) that best represents a discrete set of measurements f (x i ) ± σ i at x i , where i = 1, 2, ..., N and σ i are the 1σ errors. A major advantage of the GP method is that it doesn't make an assumption about the form of the continuous function f (x) and so is able to fit finer details in the discrete data than a fewer parameter simple function can.
The GP method is based on the assumption that the value of the continuous function at position x is a random variable that follows a gaussian distribution whose expectation and standard deviation, µ(x) and σ(x), can be determined from the discrete data through a covariance (or kernel) function k(x, x i ). The expected value and standard deviation are determined by
Here the matrix M i j = k(x i , x j ) + c i j where c i j is the covariance matrix of the discrete measurements that are being fit. The matrix c i j is diagonal with elements σ 2 i if the observed data are uncorrelated. Equations (5.1.1) and (5. 2018). Here we use it for the first time to determine the Milky Way rotation curve. Given a covariance function k(x, x i ), eqns. (5.1.1) and (5.1.2) determine the continuous function f (x) from the discrete data. In practice, any covariance function that reasonably describes the relation among data will work. Here we consider the usual gaussian form
where hyperparameters σ f and l control the strength of the correlation of the function values and the coherence length of the correlation in x. The σ f and l hyperparameters are optimized for the observed discrete measurements, f (x i ) ± σ i , by minimizing the log marginal likelihood (Seikel et al. 2012a )
where |M | is the determinant of the matrix M i j . 
All 14.01 ± 2.07 −13.87 ± 2.07 −0.14 ± 4.14 N 21.81 ± 5.00 −6.06 ± 5.00 −15.75 ± 10.00 S 12.31 ± 1.42 −15.37 ± 1.42 3.06 ± 2.83 Since it is a basic regression method, there are many GP method codes available. For our analyses here we use the Python based software GaPP (Seikel et al. 2012a). 16 A major assumption of the GP method is the choice of the covariance (or kernel) function k(x, x i ). It is important to see if the derived continuous function f (x) depends significantly on this choice. To do this, in addition to the gaussian covariance function of eq. (5.1.3), we also consider Matérn and Cauchy covariance functions,
and compare results derived by using each of these three covariance functions to determine which part of the results are insensitive to the choice of the covariance function.
Fitting results
Again, as in the case for the χ 2 fitting to simple functional forms in §4.3, here we wish to determine what model independent conclusions can be drawn from the GP method fitting, so we derive , central values derived from the GP method fits for the complete data set (in 52 bins), the positive azimuthal sector data, and the negative azimuthal sector data (both in 37 bins), for the gaussian covariance function. We list the Oort constants, which are the values of the Oort functions at R = R 0 , in rotation curves for a variety of data set and covariance function combinations. 17 Figure 5 .1 shows the GP method linear circular velocity rotation curves derived using the gaussian, Matérn, and Cauchy covariance functions, for the complete data set (52 bins, AeB 52 ) and positive azimuthal and negative azimuthal data sets (37 bins, PeB 37 and NeB 37 ). There is no real difference between the rotation curves derived using the three different covariance functions for the R ranges over which the GP method median statistics binned linear circular velocity is well determined with smaller error bars: 3 kpc R 8 kpc and perhaps even over 2 kpc R 9 kpc for the complete and negative azimuthal sector data sets. Beyond R 8 or 9 kpc, depending on the data set being analyzed, there are not enough data points to allow the GP method to reasonably approximate the rotation curve. The wild oscillations seen at larger R are artifacts of overfitting due to this, and are not real. At smaller R the GP method accurately captures the small-scale spatial structure in these data.
Comparing the GP method rotation curves of Fig. 5 .1 to those shown in §4.3 that were determined by fitting simple, few parameter, functions to the velocity data, we see that the GP method rotation curves capture much more of the small scale spatial information that is present in the binned velocity data. These panels also show that the complete data and the positive azimuthal sector data have more small scale spatial structure than do the negative azimuthal sector data. Figure 5 .2 shows the effect on the GP method derived rotation curves resulting from changes in the median statistics binning. For the complete data set, the rotation curve in the range 3 kpc R 8 kpc is relatively insensitive to the binning. Figure 5 .3 shows that this is also true for the 1/3 R exchange, so the R uncertainties cannot significantly affect the GP method derived rotation curves for the complete data set over the 3 kpc R 8 kpc range. In §4.3, we saw that the reduced χ 2 's were quite large for the cases where we used the binned median statistics error bars. To reduce χ 2 to unity, we had to introduce an additional error. 18 We study this issue here by examining the consequence of introducing an additional overall error. Figure 5 .4 shows the effects of adding an additional σ int (R) = 2.0/R km s −1 (large) error in quadrature to the median statistics binned angular circular velocity error bars prior to the GP method fitting procedure. This additional error results in a smoothing of the small scale spatial structure in the rotation curves. This effect is more prominent for the complete and positive azimuthal sector cases, which had more small scale spatial structure compared to the negative azimuthal sector data prior to the inclusion of σ int . Figure 5 .5 compares the rotation curves determined from the complete data set and the gas and star tracers data subsets. These rotation curves are largely mutually consistent, except, as discussed in §3.4.2, near R ≈ 7 kpc where the star tracers rotation curve lies a little below that for the gas tracers. This difference should be examined. In a more precise analysis it probably would be inappropriate to combine circular velocity data for star and gas tracers. However, this is probably not a significant issue for our less precise purposes here.
Focusing on the complete data set presented in the top panels of Figs. 5.1 through 5.4, we see that v(R) increases from about 190 km s −1 at R ≈ 2 kpc to about 230 km s −1 at R ≈ 7 kpc and then declines to a little above 200 km s −1 at R ≈ 10 kpc. This trend is relatively independent of the binning used, the 1/3 R error exchange, and the inclusion of a nonzero σ int . The Milky Way bar 18 The large χ 2 's are almost certainly more properly thought of as being mostly a consequence of the small scale spatial structure in the circular velocity field (that cannot be adequately described by the simple functions we used in §4.3) rather than as being mostly a consequence of improperly estimated error bars.
has a significant influence to perhaps R ≈ 4 kpc. Superposed on this overall rise and fall are finer scale spatial variations in v(R). Figure 5 .6 shows the slope of the circular velocity rotation curve, dv/dR. We see, in the left panel, as is well-known, the complete data and the negative azimuthal sector data rotation curves are relatively flat over 3 kpc R 10 kpc and the positive azimuthal sector curve is relatively flat over 3 kpc R 8 kpc. Focusing more closely on the slope of the rotation curve for the complete data, shown in the right panel of Fig. 5 .6, we see however that there are significant deviations from a flat rotation curve. We return to this point in the last paragraph of this subsection. The slopes at the solar distance R = 8 kpc are recorded in Table 5 .1. The uncertainties plotted in Fig. 5 .6 and listed in Table 5 .1 were computed using Monte Carlo simulations with the covariance matrix obtained for the dω/dR fits. We emphasize that the quantitative results depend on the median statistics binning used; we have checked that different binnings do not change the qualitative conclusions.
The Oort constants A(R 0 ) and B(R 0 ) characterize the rotational properties of the Milky Way at the distance of the Sun from the Galactic center. For an azimuthally symmetric disk they characterize the rotational properties of the Milky Way at the position of the Sun. The Oort constants are evaluated from the Oort functions
We use the obtained GP method fits to the complete data set, and the positive azimuthal and negative azimuthal sector data subsets, to compute the respective Oort functions. The Oort functions are plotted in Fig. 5 .7, and the Oort constants are given in Table 5 .1. The right panels of the figure shows the Oort functions central values for the complete data set, binned in 52 bins and computed using the gaussian covariance function, along with 1σ uncertainties. These uncertainties are computed using Monte Carlo simulations. Feast & Whitelock (1997) find A(R 0 ) = 14.82±0.84 km s −1 kpc −1 and B = −12.37 ± 0.64 km s −1 kpc −1 , which is fairly consistent with our complete data and our negative azimuthal sector data derived Oort constants, but not our positive azimuthal sector Oort constants. The difference in Oort constant values for the two sectors is another indication that the circular velocity data are azimuthally anisotropic.
Our Oort constant values are determined from our GP method fit Oort functions that are based on the median statistics binned data. The median statistics analyses ignore the error bars of the individual measurements and so are less constraining. In addition the GP method fit is to circular velocity measurements over a significant fraction of the Milky Way disk that are not necessarily azimuthally symmetric, which will introduce additional scatter. As a result our Oort constants error bars are mostly significantly larger than those shown in Table 5 .2, which were determined largely from local measurements and make use of the error bars of the individual measurements.
Assuming Newtonian gravity, the velocity of a tracer on a circular orbit of radius R about the Galactic center depends on the mass interior to the orbit, 
Azimuthal asymmetry
It has been known for quite a while that the Milky Way disk circular velocity field is not axisymmetric. See, e.g., Kerr (1964) , Humphreys (1970) , Georgelin & Georgelin (1976) , Humphreys (1976) , Blitz & Spergel (1991) , McClure-Griffiths & Dickey (2007) , Bovy et al. (2015) , McClure-Griffiths & Dickey (2016) , Bovy (2017) , and references therein. In this subsection we use our GP method median statistics Milky Way rotation curves to study this azimuthal asymmetry. Figure 5 .9 shows a contour map of the circular velocity field v(R, θ), where θ is galactocentric longitude, interpolated from the circular velocity data. We consider only the measurements in |z| 1.5 kpc, R 13.55 kpc, and 290° θ 70°, so that the areal density of circular velocity measurement points is sufficiently large. 19 To produce this contour map we used the tricontourf tool in the matplotlib.pyplot Python library. This tool uses Delaunay triangulation 20 to triangulate the data and interpolates the data according to the triangulated and original data to find a possible value at any given position (R, θ) within the bounds of the data's positions.
We overlap the contour circular velocity map with an artist's impression of the Milky Way disk, aligning the images using the position of the Sun and the Galactic center. Some regions with higher circular velocity seem to align with the spiral arms. In particular, there are higher circular rotation velocities at θ ∼ 0°and R ∼ 5 kpc (the Scutum-Centaurus spiral arm), R ∼ 8 kpc (the Orion spur), and R ∼ 10-11 kpc (the Perseus spiral arm). The circular velocity contour map clearly exhibits azimuthal anisotropy. Perhaps a better probe of azimuthal anisotropy is the residual velocity field, discussed later in this subsection. Figure 5 .10 compares the rotation curves for the complete and positive azimuthal and negative azimuthal sector data sets. There are very significant differences between the positive azimuthal sector and negative azimuthal sector rotation curves, which further shows that azimuthal symmetry is broken. In the 3 kpc R 8 kpc range the complete data rotation curve is more consistent with the positive azimuthal sector rotation curve, probably because there are more measurements in that sector. Figure 5 .11 extends this comparison by analyzing narrower angular sectors. The GP method rotation curve fits for the four sectors are significantly different, further indicating azimuthal asymmetry. Figure 5 .12 shows the residual circular velocities relative to the complete data GP method rotation curve (52 bins, gaussian covariance function). The residuals are color coded, with green (red) markers corresponding to the positive (negative) azimuthal sector data points. 21 McClure-Griffiths & Dickey (2016), hereafter 19 This map is over a smaller area than what is used in the χ 2 and GP method analyses and we have discarded 141 of the 2,706 measurements used in those analyses. Additionally, so as to not skew the color scale, we have discarded 16 measurements with v > 300 km s −1 and 60 measurements with v < 180 km s −1 . In all we use 2,489 of the 2,706 measurements to make this contour map. 20 The Delaunay triangulation method triangulates coordinates in space so that there is no other measurement coordinate in the circle circumscribing the triangles. This reduces the use of sliver triangles (triangles with one or more angles close to 0°) in its triangulation. 21 The GP method rotation curve is only defined between the central radius of the lowest radius bin and the central radius of the highest radius bin. As a result we are unable to determine residual velocities for measurements that lie beyond the ends of the GP method rotation curve. Therefore we have to omit 52 out of 2,706 data points for these analyses, limiting the number of residual velocity data points to 2,654. MD 2016, show a similar residual velocity plot in their Fig. 7 . Theirs is for a smaller data compilation, and for 3 kpc R 8 kpc, compared to the larger R range shown in the left panel of Fig. 5 .12 here. The MD 2016 residuals are relative to a smooth linear rotation curve fit while ours are relative to the GP method fit that captures more of the small scale spatial structure present in the median statistics binned data. Our negative azimuthal sector (red) velocity residuals over 3 kpc R 8 kpc show a qualitatively similar sawtooth spatial structure to the Quadrant IV (QIV) residuals in Fig. 7 of MD 2016. The sawtooth structure is much less prominent in our positive azimuthal sector residuals compared to that seen in the QI data of Fig. 7 of MD 2016. This is probably a consequence of two effects. As seen is Fig. 5.10 , and discussed earlier, over 3 kpc R 8 kpc the rotation curves for the complete data set and for the positive azimuthal sector data subset are very similar, so the GP method complete data set rotation curve captures much of the small scale spatial variation present in the positive azimuthal sector velocity field. Thus the positive azimuthal sector residuals relative to the complete data rotation curve will have less small scale spatial structure than the negative aziuthal sector residual velocities, and this is evident in the left panel of Fig. 5 .12. MD 2016 on the other hand fit a smooth rotation curve to their data, which will result The residual velocities are with respect to the GP method rotation curve derived from the complete data using the gaussian covariance function. To avoid compressing the histograms, we do not show 10 (9) velocity residues with ∆v < −100 km s −1 (∆v > 100 km s −1 ). Of these 6 (2) correspond to the positive azimuthal sector data and 4 (7) correspond to the negative azimuthal sector data.
in both QI and QIV residual velocities with small scale spatial structure. A similar conclusion may be drawn from the velocity residuals histograms shown in Fig. 5 .13. The negative azimuthal sector residual velocities are broader than the positive azimuthal sector and complete data residual velocities. See Table 5 .3 for numerical characteristics of the residual velocity distributions. We emphasize that the quantitative details depend on the median statistics binning used, but the qualitative conclusions don't. Figure 5 .14, left panel, plots the location and amplitude of all 2,654 velocity residuals. To convert this to a velocity residuals contour map, we limit to an angular range of 290° θ 70°a nd omit 108 of the 2,654 measurements. To avoid skewing the color scale, we discard 35 measurements with ∆v > 50 km s −1 and 44 measurements with ∆v < −50 km s −1 . In all we use 2,467 velocity residuals, shown in the middle panel of Fig. 5 .14, to make our velocity residuals contour map shown in the right panel of This contour plot of residual velocities was made using the method used to produce Fig. 5 .9. This residual velocity contour map is also azimuthally asymmetric, with the negative azimuthal sector exhibiting greater anisotropy. Somewhat prominent are anisotropies at R ∼ 4 kpc near where the Scutum-Centaurus spiral arm starts at the Galactic bar, at R ∼ 9 kpc at the Perseus spiral arm, and at R ∼ 11 kpc at the Outer spiral arm. They stand out more in the negative azimuthal sector, but some anisotropy is also evident in the positive azimuthal sector.
It is of interest to examine the autocorrelation of the positive and negative azimuthal sector residual velocities, and the crosscorrelation between the positive and the negative azimuthal secor residual velocities (MD 2016) . Secondary peaks in the autocorrelation functions might be associated with physical processes in the Milky Way, and the scales at which these occur could help identify the relevant processes (MD 2016). A peak in the cross-correlation function at non-zero spatial displacement would signify a relative displacement between spatial structure in the positive and negative azimuthal sector residual velocities (MD 2016) . The correlation function, 3.1) corresponds to the autocorrelation function (acf) for the case f = g, and the cross-correlation function (ccf) if f g. Here f and g = θ + , θ − , corresponding to the positive and negative azimuthal sector data subsets, and K is a normalization constant, determined as follows. We normalize the positive and negative azimuthal sector residual velocity acfs by their respective global maxima and the ccf by the geometric mean of the global maxima of the positive and negative azimuthal sector acfs, max(acf(θ + )) × max(acf(θ − )), where max(acf( f )) stands for the maximum value of the acf of v f (R) obtained without normalization.
The acf is useful when searching for periodicity in space, as manifested by secondary peaks in the acf. The ccf is used to look at projections of one function on the other at various spatial displacements. If ∆v g (R) = ∆v f (R + a), we expect C f g (∆R) to form its peak at ∆R = a.
In the case at hand, for the discrete residual velocity function, eq. (5.3.1) is replaced by Here we focus on residual velocities with respect to the GP method fit for the complete data, in 52 bins and using a gaussian covariance function. The acf's and ccf depend on the median statistics binning used; we have checked that our qualitative conclusions do not depend significantly on the binning, although the binning does affect the quantitative results. emphasize that these length scales are significantly larger than the data resolution scale, and so argue that these are characteristic scales for dynamical effects.
As MD 2016 did, we find a peak at close to zero lag in the ccf, Fig. 5 .16 right panel. This peak has a normalized correlation of 0.44 at −40 pc shift, which means that the positive and negative azimuthal sector velocity residuals have a similar pattern with the positive azimuthal sector residuals shifted to a slightly smaller radius relative to the negative azimuthal sector residuals at the peak. 24 These results are qualitatively consistent with those of MD 2016, who find a correlation of 0.27 and a shift of −75 pc between QI and QIV residuals. MD 2016 note that the shift is unexpectedly small.
Compared to the acf's and ccf shown in Fig. 8 of MD 2016, our acf's and ccf in Fig. 5 .16 have significantly more small-scale spatial structure and also do not have the well-aligned side-lobes at ∆R ∼ ±2 kpc in the two acf's and the ccf seen in Fig. 8 of MD 2016. We note however that our negative azimuthal sector acf has side lobes at ∆R ∼ ±1-2 kpc, ∆R ∼ ±4 kpc, and at ∆R ∼ ±7.5-9 kpc, 25 and the positive azimuthal sector acf has wider side lobes at ∆R ∼ ±4.5-6 kpc. These differences between our side lobes and those found by MD 2016 are probably a consequence of the different rotation curves used to determine the velocity residuals, 22 When computed for 43, 46, 49, and 52 bins, they range over 260-310 pc (θ + ) and 190-280 pc (θ − ); the variation is larger when more than 52 bins are allowed. 23 When computed for 43, 46, 49, and 52 bins, this ranges over 470-590 pc (θ + ) and 500-700 pc (θ − ). 24 When computed for 43, 46, 49, and 52 bins, the correlation ranges between 0.37 and 0.82 and the shift between −40 pc and 0 pc. 25 These ∆R's are close to the separations between the local overdensities in visible matter; there is a distance of ∼ 2 kpc between Perseus and Outer spiral arms, a distance of ∼ 4-5 kpc between the Scutum-Centaurus and Perseus spiral arms, and a distance of ∼ 7.5 kpc between the Scutum-Centaurus and Outer spiral arms.
the GP method median statistics rotation curve fit here and the simple functional form used in MD 2016.
The results we find here are qualitatively consistent with those found by MD 2016. This indicates that the GP method median statistics rotation curve we derive here is, at least qualitatively, as reasonable an approximation to that of the Milky Way disk as the rotation curves derived using the conventional technique.
Given that the small scale spatial structure in the rotation curve is anisotropic, e.g., we find that the positive and negative azimuthal sector data rotation curves are significantly different, it is probably more valuable now to extend beyond axisymmetric bulge, disk, and halo models (e.g., Sofue et al. 2009 ; Sofue 2013, and references therein), instead of trying to explain observed small scale spatial structures in the derived Milky Way rotation curves in terms of axisymmetric mass perturbations about a more uniform background. More importantly, the small scale spatial structure in the Milky Way rotation curve depends on the technique used to determine the rotation curve, and this effect must be accounted for when trying to relate such small scale spatial structure to models of the Milky Way mass distribution. Iocco et al. (2015) have recently compiled a very useful, large collection of Milky Way circular velocity measurements. We have studied and used their compilation in this paper.
CONCLUSION
Our main results, in summary, are:
• We have found that the Iocco et al. (2015) circular velocity measurement error bars are non-gaussian.
• To be able to make use of the Iocco et al. (2015) compilation, we have ignored the error bars on the individual measurements and used median statistics and the measured circular velocity values to determine new median statistics central values and error bars for binned circular velocity measurements.
• We have provided tables of median statistics binned circular velocities for a variety of different tracer types and spatial distribution combinations. We emphasize that we only get good fits over 2 R 10 kpc (and over shorter ranges for the various data subsets) due to a low radial density of measurements outside the range.
• We have found that simple, few parameter, functional descriptions of the Milky Way rotation curve are unable to adequately capture the small scale spatial variation in the circular velocity data, and so badly fit these data.
• To capture this small scale spatial structure in the circular velocity field, we introduce and use the Gaussian Processes method to extract Milky Way rotation curves from these data. The GP method rotation curves we derive have significant small scale spatial structure. We believe that most of this small-scale spatial structure is physical and reinforces a revised picture of the Milky Way rotation curve.
• Near R ≈ 7 kpc the star tracers rotation curve lies a little below that derived from gas tracers. This possible discrepancy deserves careful study.
• From the GP rotation curve derived using the median statistics binned measurements of the complete data, we measure the A(R 0 ) and B(R 0 ) Oort constants. Our measurements are consistent with, but less constraining than, many recent measurements of A(R 0 ) and B(R 0 ). It is reassuring that our new GP method median statistics Milky Way rotation curve passes this test.
• By deriving GP method median statistics rotation curves for different angular sectors of the Milky Way disk, we show that the Milky Way circular velocity field is azimuthally anisotropic. We emphasize that the small scale spatial structure in GP method Milky Way rotation curves are azimuthally anisotropic.
• We find that circular velocity residuals relative to the GP method rotation curve show evidence for characteristic spatial structures at length scales qualitatively consistent with those found by McClure-Griffiths & Dickey (2016) . It is reassuring that our results are consistent with theirs; this validates the GP method median statistics rotation curve technique we have developed. As discussed by McClure-Griffiths & Dickey (2016), these measured spatial structure length scales may be used to elucidate dynamical Milky Way processes.
• We have found that different tracers can result in slightly different Milky Way rotation curves. More importantly we have found that different techniques ( χ 2 fitting of simple functional forms versus the GP method) result in different Milky Way rotation curves. This probably means that determining more accurate Milky Way mass models necessitates avoiding the step of compressing circular rotation velocity data into a rotation curve.
While these results are interesting, they are based on the Iocco et al. (2015) data compilation of older, less precise data. It is of significant interest to apply the techniques we have developed and used here to more recent, better data. Student's t , ν = 3 1.14 1.0 Table A17 . N σ analysis for data within 40°to 50°, 50°to 60°, and 60°to 70°sectors, with (lower row for each bin) and without (upper row) R error. Table A18 . KS rest results for error distributions in 290°to 300°, 300°to 310°, 310°to 320°, and 320°to 330°sectors, with (lower rows) and without (upper rows) R error. 
