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The detection of topological phases of matter becomes a central issue in recent years. Conventionally, the
realization of a specific topological phase in condensed matter physics relies on probing the underlying surface
band dispersion or quantum transport signature of a real material, which may be imperfect or even absent. On
the other hand, quantum simulation offers an alternative approach to directly measure the topological invariant
on a universal quantum computer. However, experimentally demonstrating high-dimensional topological phases
remains a challenge due to the technical limitations of current experimental platforms. Here, we investigate the
three-dimensional topological insulators in the AIII (chiral unitary) symmetry class which yet lack experimental
realization. Using the nuclear magnetic resonance system, we experimentally demonstrate their topological
properties, where a dynamical quenching approach is adopted and the dynamical bulk-boundary correspondence
in the momentum space is observed. As a result, the topological invariants are measured with high precision on
the band-inversion surface, exhibiting robustness to the decoherence effect. Our work paves the way towards the
quantum simulation of topological phases of matter in higher dimensions and more complex systems through
controllable quantum phases transitions.
Introduction. – The past decades have witnessed a new
era of condensed matter physics after the milestone discov-
ery of the quantum Hall [1, 2], quantum spin Hall [3–5] and
quantum anomalous Hall effect [6–9] that established the link
between topology and electronic structure. Topological insu-
lators, in a general sense, are such fermionic phases with a
gapped n-dimensional (nD) bulk state but gapless (n − 1)D
boundary states protected by the generic symmetries of the
Hamiltonian [4, 5, 10–15]. Considering time-reversal sym-
metry, particle-hole symmetry and their combination, chiral
symmetry as the only generic symmetries, there are ten topo-
logical classes characterized by Z or Z2 topological invari-
ants within the framework of Altland-Zirnbauer (AZ) classi-
fication [16, 17]. While the central physics of the topologi-
cal nature can be sketched within a few energy bands, such
a clean picture at the Fermi level in condensed matter sys-
tems is extremely difficult to realize because the huge amount
of electrons in complex materials leads to dense manifold of
states as a visual effect named band spaghetti [18], not to men-
tion other detrimental factors such as impurities and domains.
As a result, although the topological insulators of A (2D Cr
doped (Bi,Sb)Te) [19, 20], AII (3D Bi2Se3) [21] and DIII
class (3D B phase of 3He) [22, 23] have been experimen-
tally confirmed, several topological classes, e.g., 2D chiral
p-wave (D class) and d-wave topological superconductors (C
class), are still in controversy among various material candi-
dates such as Sr2RuO4 [24–26], SrPtAs [27, 28] and URu2Si2
[29, 30], etc. More importantly, there are still a number of
topological classes waiting for realization.
Recently, quantum simulation is also demonstrated a pow-
erful tool [31–38] to investigate topological phases accompa-
nied with the emergence of modern quantum technologies. As
the parameters of the simulator are highly controllable, it can
directly work on a minimal Hamiltonian and thus get rid of the
complication of real materials. At present, quantum simula-
tion of topological systems has been carried out in cold atoms
[31, 37, 39–42], superconducting circuits [43], and nitrogen-
vacancy defects in diamond [36]. Interestingly, all of these
works focused on 1D and 2D topological insulators or their
derivatives. For example, the 1D AIII topological Anderson
insulator has been realized in disordered atomic wires [44],
while the 3D Weyl semimetal with the same topological na-
ture of a 2D Chern insulator has been simulated by single-
qubit superconducting circuits [45]. On the other hand, the
experimental realization of a 3D topological insulator is still
lacking.
The minimum models of 1D and 2D topological insulators,
e.g., 1D SSH chain (BDI class) and 2D Chern insulator (A
class), can be described within a two-band Hamiltonian ma-
nipulated by a single-qubit system. In contrast, the simula-
tion a 3D topological insulator requires at least a four-band
model within in a two-qubit system [46]. Meanwhile, the ne-
cessity of realizing 3D topological insulators also lies in the
possibility for exploring more emergent topological phenom-
ena, such as higher-order bulk-surface correspondence [47].
Hence, in this work, we for the first time demonstrate quan-
tum simulation of a 3D AIII class (chiral unitary) topologi-
cal insulator in a nuclear magnetic resonance (NMR) quantum
simulator. Such a topological class only respects chiral sym-
metry, without any counterparts in condensed matter physics
yet. Following the dynamical quench approach recently pro-
posed by Zhang et al [48], we measure the time-averaged spin
texture on the nodes of band inversion when turning off the
pseudo spin-orbit coupling, i.e., band inversion surface (BIS),
via quenching the Hamiltonian of the system in the topologi-
cal region. By reducing the 3D system to a 2D subregion, we
are able to obtain two distinct topological phases character-
ized by different winding number of 2 and -1 with high preci-
sion. Our work not only enriches the experimental realization
of the topological phases within the framework of AZ classifi-
cation, but also provides a platform to bridge other topological
phases in 3D world.
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23D AIII model. – In this work, we realize the 3D AIII class
topological insulator with the Hamiltonian
H(k) = h0σ1zσ2x + h1σ1x + h2σ1y + h3σ1zσ2z . (1)
Here, h0 = mz − ξ0(cos kx + cos ky + cos kz) characterizes
the dispersion of the decoupled bands, while h1 = ξso sin kx,
h2 = ξso sin ky , and h3 = ξso sin kz denote the spin-orbit
(SO) field. In this model, h0(k) = 0 in the momentum space
defines the BIS. Figure 1(a) presents a band structure of a 3D
topological insulator. Both of the valence band and the con-
duction band are doubly-degenerate due to the chiral symme-
try. According to the classification theory at equilibrium, the
3D topological phases of this model includes three nontriv-
ial areas dictated by mz: (I) winding number ν3 = 2 when
|mz| < ξ0; (II) ν3 = −1 when ξ0 < mz < 3ξ0; and
(III) ν3 = −1 when −3ξ0 < mz < −ξ0. The region with
|mz| > 3ξ0 have only trivial phases.
In non-equilibrium classification, the topological invariant
of H(k) described by the 3D winding number can be deter-
mined in a dynamical quench process. At t < 0, the sys-
tem stays in the ground state ρ0 of the pre-quench H(k) with
mz  ξ0, and then starts to evolve under the post-quench
H(k) by suddenly changing mz to a nontrivial value. De-
noting the spin texture by γi (here γ1 = σ1x, γ2 = σ
1
y , and
γ3 = σ
1
zσ
2
z ), its expectation value under a given evolution
time t is thus
〈γi(k, t)〉 = Tr(γie−iH(k)tρ0eiH(k)t). (2)
On the BIS, the time-averaged spin texture 〈γi(k)〉 vanishes,
so it can be employed to characterize the quench dynamics.
However, to determine the topological invariant requires more
efforts, that the difference of 〈γi(k)〉 across the BIS needs to
be acquired. This parameter is quantified by a dynamical spin-
texture field gi(k) = −∂〈γi(k)〉/Nk∂k⊥, where Nk is a nor-
malization coefficient and k⊥ is the direction perpendicular to
the BIS from the inside out. This ~g(k) uniquely determines
the contour of the topological patterns, leading to the direct
acquisition of the 3D winding number.
Concisely, to detect the topological phases in experiment
using the quench process, one needs to at first locate the BIS
and consequently measure the dynamical spin-texture field
perpendicular to the BIS. In the following, we describe our
experiment of detecting the topological number in the 3D AIII
topological insulators in detail.
Experimental settings. – The demonstration is performed
on the NMR quantum simulator. The sample used in this
work is the 13C-labeled chloroform dissolved in acetone-d6
as shown in Fig. 1(b). The 13C and 1H spin are used as two
qubits, where each qubit can be controlled by radio-frequency
(rf) fields, respectively. In the rotating frame, the total Hamil-
tonian of this sample is formulated by
Hnmr = piJ
2
σ1zσ
2
z +
2∑
i=1
piBi(cosφiσ
i
x + sinφiσ
i
y), (3)
where J = 215 Hz is the coupling strength between qubits,
and Bi and φi are tunable parameters (amplitude and phase)
of the rf field. All experiments are carried out on a Bruker
AVANCE 600 MHz spectrometer equipped with a cryoprobe
at room temperature.
The key concept in quantum simulation is to map the ex-
perimental Hamiltonian in Eq. (3) to the problem Hamilto-
nian in Eq. (1), i.e., Hnmr → H(k) . Here, we adopt the
Trotter-Suzuki formula [49, 50] by decomposing the desired
Hamiltonian dynamics into repeated evolutions of elementary
Hamiltonians. In regards to the problem Hamiltonian in Eq.
(1), the evolution can be approximated by
U = e−iH(k)T ≈ (e−iHzxτe−iHzzτe−iHx,yτ )m, (4)
where Hzx = h0σ1zσ2x, Hzz = h3σ1zσ2z , Hx,y = h1σ1x + h2σ1y ,
T is the evolving time, and m = T/τ is the Trotter number.
The value of m determines the precision of the approximation
result. In NMR, each term on the right hand of Eq. (4) can be
faithfully realized: Hzx and Hzz using the J-coupling evolu-
tion plus single-qubit rotations, andHx,y using a hard rf pulse
acting on the first qubit. Figure 1(c) presents an NMR pulse
sequence to realize the simulation of H(k) when h0 < 0 and
h3 < 0.
FIG. 1. (a) Band structure of a 3D topological insulator with the
Hamiltonian H(k) when mz = 0.86ξ0 and kz = pi/6. (b) Molecu-
lar structure of 13C-labeled chloroform with the coupling J = 215
Hz and the splitting energy levels under a strong magnetic field B0.
(c) Pulse sequence using the Trotter approximation to simulate the
topological HamiltonianH(k) when h0 < 0 and h3 < 0. The green
circle represents a rotation around the x-axis with the pulse ampli-
tude A and the phase φ. The orange circles represent the y-axis ro-
tations with the displaying angles. The gray and blue blocks are the
free evolutions under the J-coupling Hamiltonian with the evolution
time T (h3) = 2|h3|piJ τ and T (h0) =
2|h0|
piJ
τ , respectively.
Overall, the entire experiment to simulate the topological
phases of the AIII class model in Eq. (1) includes four steps as
follows. (1) Prepare the ground state of the pre-quench Hamil-
tonian H(k) with mz  |ξ0|. In experiment, we choose it
as positive infinity, so the corresponding ground state is sim-
ply (|00〉 − |01〉)/√2. In NMR, it is prepared by creating
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FIG. 2. Experimental BIS when quenching mz from mz  ξ0 to mz = 0.86ξ0. (a) Time-averaged spin textures for different 〈γi〉 in a 2D
slice of the 3D momentum space by fixing kz = pi/6. For all γi’s, the characterized BIS is a diamond-like pattern. (b-c) One typical example
about how to obtain the time-averaged spin texture, corresponding to the cross section where ky = −pi/2 in (a). (b) shows the experimental
data of the expectation values of 〈γi〉 for different evolution time T ∈ [0.5, 5] (unit: ms) with respect to kx, while (c) shows the time-averaged
results where the circles are experimental data and the solid curve is the theory.
a (pseudo) pure state |00〉 and then applying a −pi2 rotation
about the y-axis on the second qubit. (2) Quench mz from
positive infinity which produces a trivial phase to mz < |ξ0|
which leads to a nontrivial topological phase. We experimen-
tally realize this quench dynamics using the Trotter approxi-
mation in Eq. (4). (3) Measure the time-averaged spin texture
〈γi〉 where 〈γ1〉 = 〈σ1x〉, 〈γ2〉 = 〈σ1y〉 and 〈γ3〉 = 〈σ1zσ2z〉 to
obtain the BIS where h0(k) = 0. (4) Detect the dynamical
spin-texture field ~g(k) according to the slope of 〈γi〉 across
the BIS. These expectation values are directly measured using
standard NMR readout pulses, and the topological number of
the phase can be uniquely determined by the topological pat-
terns of ~g(k) on the BIS.
Here, we experimentally show that all three nontrivial topo-
logical phases can be detected at non-equilibrium using the
quench dynamics approach, demonstrating the bulk-boundary
correspondence. In experiment, the Hamiltonian in Eq. (1)
is chosen as ξ0 = 4ξso with ξso = 400. The evolution time
T after quenching mz ranges from 0.5 ms to 5 ms with an
increment 0.5 ms, meaning 10 points for each time average
measurement. During the Trotter approximation in Eq. (4),
we fix the time slice τ = 0.25 ms, so the corresponding Trot-
ter number m = T/τ ranges from 2 to 20. Above is all basic
parameters for our NMR quantum simulation experiment.
Locating the BIS. – Next is to locate the BIS by measur-
ing 〈γi〉 in the momentum space, which satisfies h0 = mz −
ξ0(cos kx+cos ky+cos kz) = 0. For simplicity and better vi-
sualization, we fix kz = pi/6 and discretize kx, ky ∈ [−pi, pi]
into a 24-by-24 lattice. Actually, this is a 2D slice (call it S)
out of the entire 3D momentum space, in which we draw the
topological pattern by measuring the time-averaged spin tex-
ture 〈γi〉. The Hamiltonian H(k) is quenched along z axis
with the parameter mz from mz  ξ0 to mz = 0.86ξ0. As
shown in Fig. 2(a), the experimental reconstruction of 〈γi〉
in the slice S clearly illustrates that there is a square topolog-
ically pattern, which is an intersection between the BIS and
S. This pattern corresponds to a 3D topological phase with
the winding number ν3 = 2. To obtain the BIS in Fig. 2(a),
we first measure the spin texture 〈γi〉 as a function of the evo-
lution time T with T ∈ [0.5, 5] in the unit of ms, and then
calculate its time average. Figure 2(b) shows a typical exam-
ple of the value of 〈γi〉 with respect to kx when ky = −pi/2
and kz = pi/6. Figure 2(c) shows the time-averaged spin tex-
ture 〈γi〉 in the setting of Fig. 2(b), which is clearly a perfect
match with the theoretical prediction.
Measuring the winding number. – After locating the BIS,
we need to detect the dynamical spin-texture field ~g(k) ac-
cording to the slope of 〈γi〉 across the BIS. As mentioned
above, the AIII class model described by Eq. (1) implies three
non-trivial topological phases, so we elaborate on the results
of the three cases in the following, respectively.
Case I: |mz| < ξ0. We quench the HamiltonianH(k) along
the z axis from a trivial phase to a nontrivial phase withmz =
0. We choose two surfaces near the BIS that h0 = −0.1ξ0
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FIG. 3. Measured time-averaged spin textures 〈γi〉 on the two surfaces h0 = −0.1ξ0 and h0 = 0.1ξ0 for the three non-trivial topological
phases in the momentum space (kx, ky, kz ∈ [−pi, pi]), respectively. The signs of 〈γi〉 are reversed on the two surfaces across the BIS, which
are used to compute the dynamical spin-texture field ~g(k).
and h0 = 0.1ξ0 to measure the time-averaged spin operators
〈γi〉, where on each surface a total number of 195 points are
sampled. Figure 3(a) presents the measured values of 〈γi〉 for
h0 = −0.1ξ0 and h0 = 0.1ξ0, apparently displaying that the
sign of the values on these two surfaces are opposite. The
dynamical spin-texture field ~g(k) is hence computed from the
differences of 〈γi〉 between two surfaces, where the result is
shown in Fig. 4(a). The pattern of ~g(k) corresponds to a
winding number ν3 = 2, demonstrating that the topological
feature of the 3D AIII class model can be detected via the
dynamics at the BIS, i.e. the bulk-boundary correspondence.
Case II: ξ0 < mz < 3ξ0. We quench the parameter mz
from a trivial phase to a nontrivial phase with mz = 1.3ξ0.
The two surfaces near the BIS are also chosen as h0 = −0.1ξ0
and h0 = 0.1ξ0 to be in consistency with case I. Figure 3(b)
presents the measured values of 〈γi〉 on these two surfaces.
Obviously, the sign is flipped when 〈γi〉 passes through the
BIS from the inside out. To determine the topological num-
ber, we measure the dynamical spin-texture field ~g(k) at the
BIS by computing by the differences of 〈γi〉 between the two
surfaces. Figure 4(b) presents the direction of ~g(k) across
the BIS, whose pattern corresponds to a 3D topological phase
with the winding number ν3 = −1.
Case III: −3ξ0 < mz < −ξ0. This case is equivalent to
Case II with the same winding number ν3 = −1, while man-
ifesting a closed BIS centered at the corner of the Brillouin
zone. We quench the parameter to mz = −1.3ξ0, with the
experimental time-average spin textures 〈γi〉 in Fig. 3(b) and
the dynamical field ~g(k) in Fig. 4(c).
According to the formula of the 3D topological invariant
[48], the winding number can be written as an integral over
the BIS:
ν3 =
1
8pi
∑
j
mnl
∫
BISj
d2k · hˆm(∇hˆn ×∇hˆl). (5)
Here ν3 is the winding number of the given 3D system, mnl
stands for the 3D Levi-Civita symbol, hˆ is the normalized ver-
(a) (b) (c)
(a) (b) (c)
FIG. 4. Dynamical spin-texture fields ~g(k) across the BIS (h0 = 0)
for the three non-trivial topological phases. These values are de-
termined by computing the variation of the values 〈γi〉 at the two
surfaces h0 = −0.1ξ0 and h0 = 0.1ξ0. The patterns correspond to
the winding number (a) ν3 = 2, (b) ν3 = −1, and (c) ν3 = −1,
respectively.
sion of vector h with m, n, and l being the three coordinates.
The sum of j ensures that all components of BIS have been
included in the integral. Based on the experimental data, the
calculated winding numbers for Cases I-III are νexp3 = 1.960,
−0.985 and −0.988, respectively. They agree well with the
theoretical predictions where the values are ν th3 = 2, −1 and
−1, with the inaccuracies in terms of percentage are 2.0%,
1.5% and 1.2%, respectively. Moreover, we analyze the errors
from the experimental data by computing the average error for
all data points. It turns out to be 0.70%, 0.28% and 0.28% for
the three cases, which is reasonable for present quantum sim-
ulation experiments. Therefore, we conclude that the winding
numbers as well as the topological phases of the AIII model
have been observed in experiment.
Discussion. – This experiment demonstrates that a quan-
tum simulator with state-of-the-art control technologies can
be employed to investigate topological phases in high dimen-
sions. The quench dynamics approach offers a practical way
towards detecting topological phases at non-equilibrium. It is
quite suitable for quantum simulation experiments, which is
solidly verified in our NMR experiment with high precision.
5However, there are two more issues to be resolved. Firstly,
the quench approach requires measuring the time evolution of
the spin textures, implying a relatively long evolving time and
potential errors due to decoherence. As quantum processors
are very vulnerable to decoherence, it is necessary to analyze
whether this approach is robust against decoherence. In our
system, we give a positive answer, as on one hand that the
experiment agrees well with the theory even in the presence
of decoherence, and on the other, the numerical simulation
also shows that the decoherence effect is well resisted (See
the Supplemental Material [51]). Similar results are discussed
in Ref. [36]. The second issue is about the scalability. For
high-dimensional topological phases, to locate the BIS can be
a challenging task. In experiment, one has to in principle dis-
cretize the momentum space into many pixels and measure
the spin texture at each pixel to eventually draw the BIS that
h0(k) = 0. This takes huge efforts, and one possible solution
is to utilize some prior knowledge that may determine the BIS
roughly. At present, this issue deserves further explorations in
theory.
In summary, we have simulated the 3D AIII-class topo-
logical insulator using the quench dynamics approach. The
non-trivial topological phases have been observed, while the
winding numbers are extracted from the experimental dynam-
ical spin textures with high precision. As the first experiment
to simulate the topological insulator phases beyond 2D using
quantum processors, we anticipate quantum simulation to be
an alternative way to study novel topological phases that lack
experimental realization in condensed matter systems. More-
over, our work paves an avenue to further explore the other
unconventional 3D topological phases, e.g., DIII topological
superconductor by introducing s-wave pairing, and study the
underlying topological phase transition.
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7Supplementary Information: Experimental Detection of the Quantum Phases of a Three-Dimensional Topological
Insulator on a Spin Quantum Simulator
QUANTUM PROCESSOR
The experiments for simulating 3D topological insulators are carried out on a 600 MHz Nuclear Magnetic Resonance (NMR)
platform with a 2-qubit sample 13C-labeled chloroform. The spectrometer is equipped with a superconducting magnet which
creates a strong magnetic field (14.1T) and a cryoprobe (20 K helium gas) which prominently suppresses the thermal noise
generated by electronic circuits and increases the signal-to-noise ratio (SNR).
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FIG. 5. Molecular structure, Hamiltonian parameters and single-peak spectra of 13C-labeled Chloroform. (a) 13C and 1H are chosen as 2
qubits with the coupling value of 215 Hz. (b) The table provides the values of the chemical shifts (diagonal elements, Hz) and the J-coupling
strength (off-diagonal, Hz) involved in the NMR Hamiltonian. (c) Experimental spectra of 13C. The signal is obtained after applying a pi/2
rotation pulse on 13C following the PPS preparation.
Figure 5(a) presents the geometrical structure of the used sample. Due to the Zeeman splitting under a strong magnetic field
(14.1T), the spin-half nuclei 13C and 1H are encoded as the 2-level systems. Mutlti-qubit quantum computing is realized with
the assistance of the interaction between 13C and 1H, such that this sample can be used as a 2-qubit quantum processor. Under
the rotating frame, the internal Hamiltonian of 13C-labeled chloroform can be written as
Hint = −pi(ν1 − ω1)σ1z − pi(ν2 − ω2)σ2z +
piJ12
2
σ1zσ
2
z . (6)
νi and ωi (i = 1, 2) are the chemical shift and the reference frequency of the i-th spin, respectively. We usually set νi = ωi in
experiments. J12 is the coupling strength between 13C and 1H with the value of 215 Hz. Figure 5(b) shows the Hamiltonian
parameters of the sample, including the chemicals shifts and the coupling strength. One adopt the radio-frequency (rf) pulses to
realize arbitrary single-qubit rotations. The corresponding control Hamiltonian is
Hc =
2∑
i=1
piBi(cosφiσ
i
x + sinφiσ
i
y). (7)
We can tune the amplitude Bi and the phase φi of the pulse to control the target qubits.
At room temperature, the thermal equilibrium state of NMR sample is a highly-mixed state
ρeq ≈ 1− 
4
I4 + (
1
4
I4 + σ1z + 4σ2z). (8)
 ≈ 10−5 is the polarization. Before implementing our simulation, we initialize this system to the so-called pseudo-pure state
(PPS) with the form
ρ00 ≈ 1− 
4
I4 + |00〉〈00|. (9)
In experiments, the spatial averaging technique is adopted to generate PPS ρ00 from the thermal state ρeq . The initialization
pulse sequence is
R2x(
pi
6
)→ Gz → R2−x(
pi
4
)→ U( 1
2J12
)→ R2y(
pi
4
)→ Gz. (10)
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FIG. 6. Experimental NMR pulse sequence for simulating H(k) with the Trotter approximation. (a) h3 > 0, h0 < 0. (b) h3 < 0, h0 < 0.
(c) h3 > 0, h0 > 0. (d) h3 < 0, h0 > 0. The bracket illustrated by the dotted line is repeated by m times. m is changed from 2 to 20 with
an increment 2. The cyan circles represent the rotations around the direction φ with the angle 2piAτ ′, and the orange circles are the rotations
around the direction y with the angles inside the circles. The blocks across qubits mean the J-coupling evolution with the time T (h3) and
T (h0), respectively.
The notationGz means a gradient z-field which crushes all coherence in the instantaneous state. Rinˆ(θ) represents a single-qubit
rotation around the direction nˆ with the angle θ on the i-th qubit, and U( 12J12 ) is the coupling evolution described by e
−ipiσ1zσ2z/4.
The experimental spectum of the nuclei 13C or 1H includes two peaks due to the interaction between them. These peaks
provide the expectation values of the operators M1x,y and M0x,y with M1x,y = σx,y ⊗ |1〉〈1| and M1x,y = σx,y ⊗ |0〉〈0|,
respectively. Hence, a single-peak spectrum can be observed if a pi/2 rotation pulse is applied on the perfect PPS. As shown in
Fig. 5(c), we applied a pi/2 pulse R1yˆ(pi/2) on
13C after the PPS preparation, and obtained a single-peak spectrum of 13C. Such
a high-quality PPS sets the ground for reliable subsequent simulations.
EXPERIMENTAL PROTOCOL
As described in the main text, we simulate the Hamiltonian H(k) of the 3D AIII-class topological insulator and detect their
topological invariants through the non-equilibrium dynamical classification.
Firstly, we prepare the ground state ofH(k)withmz  |ξ0| at t < 0, whereH(k)|t<0 is called as the pre-quench Hamiltonian.
In practical experiments, we prepare the state (|00〉 − |01〉)/√2 as the ground state of H(k)|t<0. It is realized by applying a
rotation pulse R2y(−pi/2) on the second qubit after the PPS preparation.
Subsequently, the parameter mz is suddenly changed to a nontrivial regime from a trivial regime at t = 0. After t > 0, the
dynamical evolution is controlled under the post-quench HamiltonianH(k)|t>0. We adopt the digital quantum simulation using
the Trotter approximation formula to simulate the dynamics ofH(k)|t>0. The evolution time T is divided into m repeated slices
with the duration of τ = T/m, then the propagator of each slice can be written as,
e−iH(k)τ ≈ e−iHzx(k)τe−iHzz(k)τe−iHxy(k)τ . (11)
Here, e−iHzzτ = e−ih0σ
1
zσ
2
zτ can be realized by the J-coupling evolution with the time T (h0) = 2|h0|τ/piJ12,
e−i
piJ12
2 σ
1
zσ
2
zT (h0), if h0 > 0, (12)
R2x(pi)e
−ipiJ122 σ1zσ2zT (h0)R2x(−pi), if h0 < 0. (13)
Similarly, e−iHzxτ = e−ih3σ
1
zσ
2
xτ is also realized by the J-coupling evolution with the time T (h3) = 2|h3|τ/piJ12,
R2y(pi/2)e
−ipiJ122 σ1zσ2zT (h3)R2y(−pi/2), if h3 > 0, (14)
R2y(−pi/2)e−i
piJ12
2 σ
1
zσ
2
zT (h3)R2y(pi/2), if h3 < 0. (15)
9The term e−iHxyτ = e−i(h1σ
1
x−ih2σ1y)τ is realized by a hard pulse with a short length τ ′ acting on the first qubit,
e−ipiB1(cosφ1σ
1
x+sinφ1σ
1
y)τ
′
. (16)
The length τ ′ is chosen as the short value such that the influence of evolution of the interaction can be ignored. B1 is the
amplitude with the value of
√
h21 + h
2
2/pi and φ1 is the phase with the value of arctan(h2/h1). In experiments, we set τ = 0.25
ms and τ ′ = 5 us.
Then, we choose two closed surfaces near the BIS (h0 = −0.1ξ0 and h0 = 0.1ξ0) and sample a number of points on the
surface, and we set the evolution time T from 0.5 ms to 5 ms with the step increment 0.5 ms. It creates 10 points for the
time average for each point on the surface. Next, we perform the simulation of H(k) in NMR and measure the values of 〈γi〉
(γ1 = σ1x, γ2 = σ
1
y , and γ3 = σ
1
zσ
2
z ),
〈γi(k, t)〉 = Tr(γie−iH(k)tρ0eiH(k)t). (17)
Averaging over all the chosen points, the numerical simulation shows that the fidelity of the Trotter approximation is over
98% for all three cases. Figure 6 presents the NMR pulse sequence of simulatingH(k) using the Trotter approximation .
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FIG. 7. Experimental results for one point on the surface h0 = −0.1ξ0 in Case I. (a) The spectrum of the nuclei 13C as a function of the
evolution time. These spectra provide with the expectation values of the operators σxI and σyI . (b) The measured values of 〈σxI〉, 〈σyI〉
and 〈σzσz〉 as a function of the evolution time. The lines and points represents the results from the numerical simulation using the Trotter
approximation and the experiments, respectively.
Finally, we calculate the dynamical spin-texture field ~g(k) according to the difference of 〈γi〉 on the two closed surfaces near
BIS (h0 = −0.1ξ0 and h0 = 0.1ξ0),
~g(k) = − 1
Nk
〈~γ〉|h0=0.1ξ0 − 〈~γ〉|h0=−0.1ξ0
4k . (18)
Here, 4k represents the distance between the surfaces h0 = −0.1ξ0 and h0 = 0.1ξ0 around the k⊥ direction. Nk is the
normalization coefficient.
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FIG. 8. Experimental results for Case I. The number of points sampled on the surfaces is labeled as the horizontal axis. The vertical axis means
the values of 〈γi〉 (first subfigure for 〈γ1〉, second subfigure for 〈γ2〉, and third subfigure for 〈γ3〉). The blue and red results (lines and points)
represent the values of 〈γi〉 on the surfaces h0 = −0.1ξ0 and h0 = 0.1ξ0, respectively.
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FIG. 9. Experimental results for Case II.
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FIG. 10. Experimental results for Case III.
RESULTS
For Case I, 192 points are sampled on each surface, and 192× 2× 2× 10 = 7, 680 experiments are required to measure the
values of 〈γi〉, where the first factor 2 means the two closed surfaces, the second factor 2 means two experiments for measuring
〈γ1,2〉 and 〈γ3〉, and the last factor 10 means 10 points during the time evolution. For Case II and Case III, 208 points are
sampled on each surface and 208× 2× 2× 10 = 8, 320 experiments are required to measure the values of 〈γi〉.
Figure 7(a) and 7(b) show the spectrum of the 13C and the measured values of 〈γi〉 as a function of the evolution time for one
point on the surface h0 = −0.1ξ0 in Case I, respectively. The experimental results have a good agreement with the numerical
simulation. To evaluate the precision of the experiments, we make the comparison between the experimental results and the
numerical simulation for all points on the surfaces. As shown in Fig. 8-10, we present them by labeling the number of points
as the horizontal axis. Clearly, the experimental results (circle points) are in agreement with the numerical simulation (lines)
under the Trotter approximation. Some small discrepancies are due to unavoidable error resources such as the imperfections of
the PPS preparation and the imprecisions of the hard pulses. It is shown that the signs of 〈γi〉 on the surface h0 = −0.1ξ0 is
opposite to that of the surface h0 = 0.1ξ0. It also implies that 〈γi〉 crosses the BIS between the two surfaces h0 = −0.1ξ0 and
h0 = 0.1ξ0.
TOPOLOGICAL PATTERN UNDER THE DEPHASING
The potential stumbling block for perform quantum simulation is the relaxation process from the practical quantum system.
In our experimental platform, the relaxation process is mainly from the decoherence effect caused by the inhomogeneity of the
magnetic field. Fortunately, the method for detecting topological phases by quantum quench dynamics is robust against such
decoherence. To study the influence of the decoherence on the quantum quench dynamics, we consider the dephasing noise in
11
quantum quench dynamics and numerically simulate the quench dynamics under the decoherence effect. The dephasing model
can be written as,
Hdec = H(k) + dz1σzI + dz2Iσz. (19)
Here,H(k) is the target quench Hamiltonian. dz1 and dz2 are the dephasing noises from the first and second spins, respectively.
In the numerical simulation, the HamiltonianH(k) is quenched along z-axis frommz  ξ0 tomz = 0.86t0 and dzi is supposed
to satisfy the uniform distribution below the noise level A. Then we choose a slice S in the momentum space (S: kx, ky
∈ [−pi, pi] and kz = pi/6) and further observe the changes of topological patterns described by the time-averaged spin textures
under the decoherence.
Figure 11 show the numerical simulation results including the time-averaged spin textures 〈γ1〉 and the values of 〈γ1〉 as a
function of the noise amplitude A. Obviously, the spin element 〈γ1〉 has a decay under the dephasing noise, but the topological
pattern is almost unchanged under the decoherence. It also supports the claim that the dynamical boundary-bulk correspondence
is robust against the dephasing noise in detecting the topological phases.
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FIG. 11. Numerical results for simulating the topological phases under the decoherence effect. We only show the behavior of the time-
averaged spin textures 〈γ1〉 under the decoherence (colored patterns). The point (orange circle) presents the values of 〈γ1〉 as a function of
the evolution time (orange lines). The color scale of the colored pattern is between −0.5 and 0.5. The noise level A is shown in the top right
corner of the panel.
