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ABSTRACT 
Confounding effects are a commonly encountered challenge in statistical 
inference. Ignoring confounders can cause bias in estimation. In practice, confounders are 
often unknown, which makes applying classical methods to deal with the confounding 
effect difficult. In the first thesis project, we apply the Gaussian Mixture Model (GMM) 
to help overcome the difficulty caused by a shortage of information about confounders. A 
new estimator is developed which shows better performance than the unadjusted 
estimator with regard to bias and confidence interval coverage probability. 
In the second thesis project, we consider the bias caused by an informative 
number of events in a recurrent-event data framework. Wang and Chang (1999) studied 
this bias and introduced an unbiased Kaplan-Meier-like estimator for recurrent event 
data. However, their method lacks corresponding rank tests to compare survival estimates 
among different groups. In this thesis project, we extend three commonly used rank tests 
to compare within group estimates based on Wang and Chang’s unbiased survival 
estimator. We also compare the power of our new method and the clustered rank test 
method which did not consider the informativeness of number of events. In addition, we 
show how to estimate the hazards ratio based on the log-rank test statistics. The 
 
 vi 
unbiasedness of the log hazards ratio estimator calculated based on the extended log-rank 
test statistic is confirmed via simulation.    
In the third thesis project, we extend Firth’s correction method for the maximum 
partial likelihood estimator (MPLE) to clustered survival data. Heinze and Schemper 
(2001) showed that Firth’s correction method is applicable to the Cox regression 
estimates for survival data with small numbers of events or even with the monotone 
likelihood problem. However, this problem has not been solved in the clustered survival 
data setting. In this dissertation project, we extend Firth’s correction method by adopting 
a robust variance estimator to calculate the correct variability and reduce bias for the 
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CHAPTER 1 INTRODUCTION 
1.1 Hidden Confounders 
1.1.1 Confounding and confounders 
Confounding is a phenomenon that the association between the primary exposure 
of interest and the outcome is distorted or inaccurate when there is some extraneous 
factor mixed up with the primary exposure. The extraneous factor is often referred to as a 
confounding factor or confounder. A typical relationship between predictor variable X, 
response variable Y and confounder variable Z is shown in Figure 1.1. A spurious 
relationship between a primary exposure and an outcome could be obtained if 
confounders are not taken into consideration correctly. Conversely, the existence of 















1.1.2 Hidden confounders 
If confounders are measured, they can be handled well by classical analysis 
methods including matching by confounders, stratified analyses by confounders, and 
regression analyses with adjustment for confounders. Unfortunately, in many situations, 
confounders may be unmeasured or ‘hidden’ from researchers. Instrumental variable (IV) 
models (Angrist et al., 1996; Hernan et al., 2006; Glymour et al., 2012; Baiocchi et al., 
2014) are one commonly used method when hidden confounders exist. However, 
assumptions required by IV models may not hold and IV’s themselves may not be 
available. There are also other methods to overcome hidden confounder problems in 
some special situations, e.g., negative control can help remove hidden confounding 
effects caused by batch effects in microarray studies (Gagnon-Bartsch and Speed, 2012) 
and a random effect model can be used for data with population structure confounding 
(Listgarten et al., 2010). However, these methods may not be applicable to general 
hidden confounder problems.  
In this project, we assume that confounders are unknown or unmeasured and there 
are no instrumental variables to use. We call this problem a hidden confounder problem. 
The objective of this project is to develop a method to reduce bias in parameter estimates 
caused by hidden confounders. 
1.2 Clustered Survival Data 
Clustered data are often encountered in multi-site clinical trials, multi-family 
studies and studies of recurrent events. In clustered data, observations from the same 




cluster. This is referred to as intra-cluster correlation (ICC). Due to the existence of ICC, 
statistical inferences based on clustered data need extra effort in both the estimation step 
and the hypothesis test step. Generally speaking, there are two different ways to do 
statistical inferences for clustered data. The first approach is to model the data structure 
explicitly. Generalized estimation equations (GEE, Liang and Zeger, 1986) is one such 
method. An alternative approach is to estimate parameters based on an independent 
estimation equation, where data structures are not considered, and then use the robust 
variance for hypothesis testing and constructing confidence intervals. Huster et al. (1989) 
proved that the estimators from independent estimating equations are consistent under 
regularity conditions. Even though this latter approach may suffer from lower efficiency, 
some research shows that this loss is not unacceptable (Liang & Zeger, 1986; McDonald, 
1993; Joe, 1997, §10·1·2; Sutradhar & Das, 1999; Henderson & Shikamura, 2003). 
Besides, methods based on an independent estimation equation are usually less 
computationally expensive and in some situations, they may produce less biased 
estimates compared with methods that explicitly modeled data structures (Chandler and 
Bated, 2007).  
For clustered survival data, Cai and Prentice (1995) developed a weighted 
estimating equation method by introducing a weight matrix into partial likelihood score 
equations for the Cox (1972) proportional hazards model in order to increase efficiency 
of parameter estimates based on an incorrect within cluster independence assumption. 
However, this method is very computationally expensive (Therneau and Grambsch, 




equations for clustered survival data. For example, Lin and Wei (1989) introduced a 
sandwich type robust estimator for the marginal distribution of correlated survival data. 
Lee, Wei and Ying (1993) proposed a marginal proportional hazard model to analyze 
stratified survival data. Jung and Jeong (2003) specified three rank tests for clustered 
survival data which used a straightforward way to calculate robust variances. In this 
project, we will follow the latter approach, where independence score equations and 
robust variances are used to make inferences.  
1.2.1 Recurrent event data 
Recurrent event data can be treated as a special type of clustered survival data, 
where events that belong to one individual are treated as a cluster. Recurrent events are 
commonly encountered in medical studies, with events such as heart attacks, admissions 
to hospital and cancer recurrences. When analyzing recurrent event data, researchers may 
have different goals. For example, some researchers may be interested in the gap-time 
between the end of one event and the occurrence of the next event, while other 
researchers may be more interested in the time from start of follow-up to occurrence of 
multiple events. Besides, in some situations, multiple events may have different 
importance while in some other situations, multiple events can be treated equally except 
their order. The appropriateness of a method for analyzing recurrent event data depends 
on the aim of a specific study. To our knowledge, there are a few semi-parametric 
methods to address different questions with regard to recurrent events, such as the 
counting process model (Anderson and Gill, 1982), the stratified model (Prentice, 




In this thesis project, we focus on the comparison of marginal survival distributions from 
multiple groups, using non-parametric rank tests. 
In addition to the problem of intra-subject correlation, which also exists in 
analyzing other types of clustered survival data, another concern in recurrent event data 
analysis is the potential confounding of the number of events on parameter estimation. In 
the recurrent event setting, subjects with shorter time to event tend to experience more 
events than those with longer time to event, given a fixed length of follow-up time. In 
other words, the number of events is informative for the time to events. If each event is 
treated equally, the survival estimator would be biased toward low survival rate due to 
the overweighting of individuals with shorter times to events. When comparing survival 
estimates among different groups, e.g. different clinical trial arms, if the distributions of 
cluster size are different between treatment arms, then the differences between survival 
estimates between treatment arms will be confounded by cluster size. To account for 
informative cluster size, Hoffman et al. (2001) proposed a within-cluster resample 
(WCR) method, where one unit is randomly sampled from each cluster. Cong et al. 
(2007) and Williamson et al. (2008) developed weighted score function methods for 
marginal analysis of survival data with informative cluster size. However, both of these 
weighted score methods use the semi-parametric Cox proportional hazard model. As far 
as we know, nonparametric rank test methods in the recurrent event data setting are still 
not well established.  
As in the situation without recurrent events, the Kaplan-Meier estimator is often 




differences among multiple groups. Wang and Chang (1999) proposed a modified 
Kaplan-Meier estimator to avoid the bias due to overweighting of individuals with more 
events. The basic idea of Wang and Chang’s method is that events should be weighted by 
the inverse of the number of events experienced by the corresponding subject. This 
method is different from the methods of Cong (2007) and Williamson (2008) in the sense 
that the weights are applied to each event whereas Cong’s method and Williamson’ 
method both apply the weights to score functions. However, no statistical tests exist for 
Wang and Chang’s estimates. In this dissertation project, we aim to develop valid rank 
test methods to compare Wang and Chang’s Kaplan-Meier-like estimates.  
1.2.2 Clustered survival data with small number of events 
When sample size is small, the bias of the maximum likelihood estimator (MLE) 
can be large (Cox and Snell, 1968; Firth, 1999). The monotone likelihood problem also 
occurs more often when sample size is smaller. In survival analysis, the monotone 
likelihood problem occurs when at each event time point, the covariate value of the failed 
subject is always the largest, or always the smallest, among all covariate values in the risk 
set at that time. For survival data, the monotone likelihood problem is usually observed 
when at least one predictor of interest has large effect size, the number of events is small 
and survival data is highly censored (Heinze et al., 2001).  
For survival data, when number of events is small, parameter estimates based on 
the commonly used Cox proportional hazard model can be very biased. Especially, when 
the monotone likelihood problem exists, parameter estimates tend to infinity. Heinze et 




data. However, there has been no solutions for this problem in the clustered survival data 
setting. In this project, we combine Firth’s correction method with a robust variance 
estimator so that it can be used for clustered survival data with small sample size. 
1.2.3 The frailty model 
Frailty models are a convenient way to introduce intra-cluster correlations in clustered 
survival data. The term ‘frailty’ was introduced by Vaupel et al. (1979) and is used to 
measure how ‘frail’ a subject is to have an event. In a frailty model, for an individual 
from cluster 𝑖, the hazard function is 
𝜆𝑖(𝑡|𝑋𝑖𝑗,  𝑧𝑖) = 𝑧𝑖𝜆0(𝑡|𝑋𝑖𝑗),      (1.1) 
where 𝑧𝑖 is a frailty variable, 𝜆0(𝑡|𝑋𝑖𝑗) is a baseline hazard function of covariates 𝑋𝑖𝑗. In 
the Cox regression framework, 𝜆0(𝑡|𝑋𝑖𝑗) = 𝜆0(𝑡) 𝑒𝑥𝑝(𝛾
𝑇𝑋𝑖𝑗), where 𝑒𝑥𝑝(𝛾
𝑇𝑋𝑖𝑗) is the 
relative risk of the 𝑗𝑡ℎ event in cluster 𝑖 compared to the baseline hazard. Here 𝑋𝑖𝑗 is a 
length-𝑝 (𝑝 ≥ 1) vector and 𝛾 is a vector of the same length as 𝑋𝑖𝑗. It follows that 
cumulative hazard function and survival function for individuals belong to cluster 𝑖 are 





𝑇𝑋𝑖𝑗).      (1.2) 
S𝑖(𝑡|𝑋𝑖𝑗,  𝑧𝑖) = exp (−Λ𝑖(𝑡|𝑋𝑖𝑗,  𝑧𝑖)).      (1.3) 
The marginal survival function can be calculated by integrating out the frailty term, 
𝑆(𝑡|𝑋𝑖𝑗) = ∫S𝑖(𝑡|𝑋𝑖𝑗,  𝑧𝑖)
 
𝑧








𝑔(𝑧)𝑑𝑧.       (1.4) 




within interval (0, ∞). In reality, there are two commonly used frailty distributions, the 
Gamma distribution (Clayton, 1978; Vaupel et al., 1979; Yashin et al., 1995) and the 
positive stable distribution (Cong et al., 2007 and Williamson et al., 2008). 
 Gamma distribution 
When the frailty variable follows a Gamma distribution, it is easy to express the 
marginal survival function in a closed form. For simplicity, assume 𝜆(𝑡|𝑧) =
 𝑧𝜆(𝑡), i.e. no predictor X is involved. Let Λ0(𝑡) = ∫ 𝜆(𝑢)𝑑𝑢
𝑡
0
, then 𝑆(𝑡|𝑧) =
𝑒−𝑧∫ 𝜆(𝑢)𝑑𝑢
𝑡
0 = 𝑒−𝑧Λ0(𝑡). Assume 𝑧~𝐺𝑎𝑚𝑚𝑎(𝛼, 𝜃), where 𝛼 and 𝜃 are the shape 
parameter and the rate parameter for a Gamma distribution, respectively. Then the 
marginal survival function can be calculated as  

































.      (1.5) 
 Positive stable distribution 
The positive stable distribution (Hougaard, 1986) is another often used 
distribution for the frailty variable. If 𝑧~𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒. 𝑆𝑡𝑎𝑏𝑙𝑒(𝛼), where 𝛼 ∈ (0, 1], 









𝛼 exp(𝛼𝛾𝑇𝑋𝑖𝑗)).      (1.6) 
In other words, the marginal survival function satisfies the proportional hazard 
assumption. True marginal regression parameter for 𝑋𝑖𝑗 is 𝛼𝛾. This property 
makes the positive stable distribution useful in simulating datasets with desired 
time-independent marginal hazard ratios. 
1.3 Structure of the Dissertation 
In Chapter 2, we propose a method to solve the hidden categorical confounder 
problem based on the Gaussian Mixture Model (GMM). Several hidden confounding 
scenarios are explored and we find that our new method showed better performance with 
regard to bias and coverage probability for a wide range of parameter setups. A simulated 
dataset is used to further illustrate the application of this new method. 
In Chapter 3, we extend three commonly used rank tests for analyzing recurrent 
event data by taking into consideration of potential informativeness of number of events 
per subject. We show that type-one error rate is well controlled for these extended rank 
tests. We also explore the power comparison between our new rank tests and clustered 
rank tests where informativeness of number of events was not considered; we find that 
which method shows higher power is related to both the size of heterogeneity in recurrent 
event data and also the frailty distribution. In addition, we show how the hazards ratio 
can be calculated approximately based on log-rank test statistics Further simulations 
confirm that hazards ratio estimates based on our new log-rank test statistic are less 
biased and the corresponding confidence intervals have a higher empirical coverage rate 




In Chapter 4, we focus on the monotone likelihood problem in clustered survival 
data. We use Firth’s correction to reduce the bias in estimation caused by small number 
of events and/or monotone likelihood. At the same time, statistical inferences are made 
using robust variances. Simulation results show that our new method yields smaller bias 
compared with clustered Cox regression and gives better coverage rate than both 
clustered cox regression and Firth corrected Cox regression in analyzing clustered 
survival data when monotone likelihood is rare. In addition, we find that for data with the 
monotone likelihood problem, the performance of the Firth’s correction depends on what 
penalty coefficient is used. We used an example with resampling to illustrate the 
application of the Firth’s correction for data with the monotone likelihood problem. 





CHAPTER 2  
2.1 Introduction 
A confounder (also known as a confounding factor/variable) is an extraneous 
variable that influences both the dependent variable and the independent variable. 
A spurious relationship between an independent variable and a dependent variable could 
be obtained if confounders are not taken into consideration. Conversely, the existence of 
confounders could also cover up the true association between variables of interest. 
Randomization is a commonly used technique at the study design stage to reduce 
confounding; however, there is no guarantee that all potential confounders are balanced 
through randomization. In fact, the probability of getting an unbalanced design becomes 
larger when sample size is smaller (Rosenberger et al., 2001; Rosenberger and Lachin, 
2002).  Importantly, randomization is not possible for all study designs, for example, 
retrospective studies.  
If confounders are known and collected, the confounding can be handled properly 
using approaches such as adjustment and stratification during data analysis. When 
exploring the relationship between outcome and predictors of interest, suspected 
confounders are also added into regression models as covariates. By including adjustment 
for confounders in the model, the true relationship between outcome and predictors can 
be obtained. If suspected confounders are categorical, stratified analysis could be used. 
Both adjustment and stratified analysis methods work well as long as confounders are 
known and values of confounders are collected. When confounder information is only 




confounding by making use of instrumental variables (Angrist et al., 1996; Hernan et al., 
2006; Glymour et al., 2012; Baiocchi et al., 2014) or constraints on specific confounders, 
e.g. genetic effects or batch effect, in specific projects (Gagnon-Bartsch et al., 2012; 
Listgarten et al., 2010). However, these methods either are limited to specific research 
areas or are based on strict assumptions required by instrumental variable (IV) models, 
which may not hold in reality.  
In this chapter, we work on the problem where confounders are completely 
unknown (or hidden) to researchers and thus traditional analysis methods are not 
applicable. An unadjusted estimator, which ignores the existence of confounders, could 
be used, but is usually biased. We propose a new estimator based on the Gaussian 
Mixture Model (GMM), and perform simulations to confirm the advantage of using this 
estimator compared with using the unadjusted estimator. We also use a simulated dataset 
to show how to apply our new method and to demonstrate the advantages of our new 
method compared with the unadjusted estimator, which ignores the hidden confounders. 
 
2.2 Method 
2.2.1 Notations and assumptions 
Let X be a binary variable, which has two levels, X=0 or X=1, with sample size 𝑛0 and 
𝑛1, respectively. We are interested in comparing the outcome variable between the two 
levels of X. In the following, we use the two treatment arms in clinical trial designs as an 




levels in both treatment arms. Assume 𝑃[𝑍 = 𝑧|𝑋 = 𝑥] = 𝜆𝑥𝑧. Assume 𝑌 is the outcome 
variable of interest and  
𝑌|(𝑋 = 𝑥, 𝑍 = 𝑧)~𝑁(𝜇𝑥𝑧, 𝜎𝑥𝑧 
2),      (2.1) 
for x=0 or 1 and z=0, 1, ..., K-1. The mixture distribution is then 










      (2.2) 
The objective is to estimate 𝛽 = 𝜇1𝑧 − 𝜇0𝑧. Assume the effect size of the confounder is 
𝛼𝑧 = 𝜇𝑥(𝑧+1) − 𝜇𝑥𝑧 for 𝑧 = 0, 1, . . . , 𝐾 − 1. Notice that the effect size of confounder 𝑍 
does not change between two 𝑋 levels, i.e., there is no interaction between 𝑋 and 𝑍. 
2.2.2 The unadjusted estimator 
Let 𝑌𝑥 denote the outcome variable from treatment arm x, where x=0 or 1. If hidden 
confounders are ignored, an unadjusted estimator can be calculated by taking the 











.       (2.3) 
Notice that due to the mixture property in 𝑌1, deviation of 𝑌1𝑖 from its crude mean ?̅?1 is 






  over-estimates 












The same over-estimation can happen for 𝑌0. So, we suggest using a re-sampling method, 




2.2.3 A new estimator based on GMM 
The Gaussian mixture model (GMM) is one of the most commonly used model-based 
clustering methods (Everitt and Hand, 1981; Lindsay, 1995). Compared with another 
commonly used clustering methods, the K-means clustering (Forgy, 1965), GMMs make 
use of the assumption that variable(s) of interest within each cluster follow a Gaussian 
distribution and thus is more appropriate in our project because it matches with our 
assumption that the response variable follows normal distributions. Using the EM 
algorithm (Dempster et al., 1977; McLachlan and Peel, 2000; and Benaglia et al., 2009), 
the parameters 𝜇𝑥𝑧, 𝜆𝑥𝑧 and 𝜎𝑥𝑧 in formula 2.2 can be estimated. Treatment effect can 
then be obtained as following 
?̂?𝐺𝑀𝑀 =




.     (2.4) 
The variability of this estimator can be estimated via re-sampling techniques, e.g. 
bootstrapping. 
When applying GMMs, there are at least two general concerns. First, the starting 
information to be used and second, whether the EM algorithm converges to the correct 
point (global maximum). If non-informative or even misleading starting information is 
given as inputs to a GMM, this method can give even more biased estimates than that 
from an unadjusted method. In order to get reasonably good results from GMM, we 
design a new algorithm to guide the use of GMM in this project.  
Ideally the number of clusters K should be correctly estimated and the EM 
algorithm should converge to the correct point, in order to get good estimates of the true 




moment. We start with the ‘Mclust()’ function in R to estimate parameters in a GMM. 
‘Mclust()’ is one of the commonly used functions for model-based clustering and 
estimation based on the EM algorithm. However, like other EM algorithm based 
methods, this function may also converge to a wrong point, e.g. some local maximum 
(McLachlan and Krishnan, 1996).  
In order to overcome this problem, we used two remediation approaches. First, if 
the difference between two consecutive ?̂?𝑥𝑧 is smaller than the average of the 
corresponding two ?̂?𝑥𝑧 estimates, i.e. (?̂?𝑖𝑧 − ?̂?𝑖(𝑧−1)) <
?̂?𝑖𝑧+?̂?𝑖(𝑧−1)
2
, we will re-run 
‘Mclust()’ with the previously determined parameter K and parameter estimates. This 
process is repeated up to 100 times until the difference between two consecutive ?̂?𝑥𝑧 is no 
smaller than the average of the corresponding two ?̂?𝑥𝑧 estimates.  
The second remediation approach involves the application of R function 
‘normalmixEM()’, which also implements GMM based on the EM algorithm. One 
difference between ‘normalmixEM()’ and ‘Mclust()’ from our experience is that 
estimates from ‘normalmixEM()’ fluctuate more than those from ‘Mclust()’ due to the 
randomness in starting points using ‘normalmixEM()’. This property is not always good, 
however in practice this does give us a chance to reach better estimates when ‘Mclust()’ 
converges to a wrong point. We use ‘normalmixEM()’ when our first remediation 
approach reaches its maximum allowed number of iterations (100) and (?̂?𝑖𝑧 − ?̂?𝑖(𝑧−1)) ≥
?̂?𝑖𝑧+?̂?𝑖(𝑧−1)
2
 is still not satisfied. In this case, we run normalmixEM() 30 times and pick the 




compared with that from the ‘Mclust()’ function, and results from ‘normalmixEM()’ will 
be adopted only if its corresponding likelihood is larger than that from ‘Mclust()’. Both 
remediation approaches are built into an R function named ‘est.K()’ (see Section 2.6.2). 
The idea of this function is that given the number of clusters K, we can improve 
parameter estimates by applying the above two remediation approaches. A diagram for 










Figure 2.1 Flow chart for ‘est.K()’ function 
Dashed lines stand for remediation approaches. 
So far, we have assumed that number of clusters K is known. Now we will 
consider how to determine the number of clusters. We start with running the ‘Mclust()’ 
function without any informative starting information. By default, ‘Mclust()’ can search 
through K=1:9 and report the best K based on the Bayesian Information Criterion (BIC).  
In practice, the ‘Mclust()’ function may report different number of clusters for the two 
?̂?𝑥𝑧, ?̂?𝑥𝑧, 
and 𝑙. 𝑘. 
 
Mclust(y; K) ?̂?𝐺𝑀𝑀; 
𝐵𝐼𝐶(𝑘), 𝑣(?̂?𝐺𝑀𝑀,𝑧; 𝑘) 
 




and iteration ≤ 100 
?̂?𝑥𝑧, ?̂?𝑥𝑧, and 𝑙. 𝑘.
∗  
 
run normalmixEM(y; K) 
30 times  
If iteration > 100 If 𝑙. 𝑘.∗> 𝑙. 𝑘. 
If iteration ≤ 100 





treatment arms even though we assumed that the numbers of clusters are the same in both 
treatment arms. Let 𝐾0 and 𝐾1 denote the number of clusters reported by ‘Mclust()’ for 
treatment arm 0 and 1, respectively. Let 𝐾𝑚𝑖 = min(𝐾0, 𝐾1) and 𝐾𝑚𝑥 = max(𝐾0, 𝐾1). 
Depending on different 𝐾𝑚𝑖 and 𝐾𝑚𝑥 values, we will take different actions in the next 
step.  
Before moving to the next step, we define two criteria to help determine the best 
𝐾. The first is the BIC criterion, 𝐵𝐼𝐶(𝑘) which is the sum of the two BIC’s from 
treatment arm 0 and 1 calculated given cluster size is 𝑘. Throughout this dissertation, we 
define BIC = 2𝑙𝑜𝑔𝐿 − log(𝑁) 𝑝, where 𝐿 and 𝑁 are the likelihood and sample size per 
treatment arm and 𝑝 is the number of parameters in a GMM model. By this definition, the 
cluster size 𝑘 that gives  the larger BIC is favored. The second criterion is a measurement 
of variability of confounder level-specific treatment effects. Let ?̂?𝐺𝑀𝑀,𝑧 = ?̂?1𝑧 − ?̂?0𝑧, 
then the variability criterion is calculated as 𝑣(?̂?𝐺𝑀𝑀,𝑧;  𝑘) = ∑ (?̂?𝐺𝑀𝑀,𝑧 − ?̂?𝐺𝑀𝑀,𝑧









𝑧=0  and 𝑘 > 1. The rationale for using this criterion is that we 
assume the same treatment effect through all confounder levels. So when cluster size is 
correctly calculated and the EM algorithm converges to the correct point, the treatment 
effect estimates ?̂?𝐺𝑀𝑀,𝑧 for different confounder levels should be close to each other. As a 
result, the variability in ?̂?𝐺𝑀𝑀,𝑧 should be smaller if cluster size is correctly estimated 
than if cluster size is estimated incorrectly.  
Now we are ready to proceed to the next step. If 𝐾𝑚𝑖 = 𝐾𝑚𝑥 = 1, then we will 




we calculate 𝐵𝐼𝐶(2) is to have a remediation approach ready in case the numbers of 
clusters were underestimated in both treatment arms. If 𝐾𝑚𝑖 = 𝐾𝑚𝑥 > 1, then we will 
compare 𝑣(𝐾𝑚𝑖) with 𝑣(𝐾𝑚𝑖 + 1) and pick the 𝐾 that gives smaller 𝑣(𝐾). If 𝐾𝑚𝑖 =
1 and 𝐾𝑚𝑥 > 1, then we use the 𝐵𝐼𝐶 criterion to choose between 𝐾𝑚𝑖 and 𝐾𝑚𝑥. If 𝐾𝑚𝑥 >
𝐾𝑚𝑖 > 1, then we use 𝑣(𝐾) criterion to choose between 𝐾𝑚𝑖 and 𝐾𝑚𝑥.  







Figure 2.2 Diagram for overall estimation algorithm 
2.2.4 Calculation of the GMM estimator when there are important covariates 
In this section, we consider that in addition to predictor X and confounder Z, there is a 
third variable C, which is indepdent with X and Z, that influences the response variable 
Y. C can be either categorical or continuous. We assume that there is no interactions 
among X, Z and C. Let 𝑌𝑥, 𝑍𝑥 and 𝐶𝑥 denote subset of 𝑌, 𝑍 and 𝐶 that belong to group 𝑥, 
respectively. A full regression model conditional on X=x in this case is 
𝑌𝑥 = 𝜇0,𝑥 + 𝛼𝑍𝑥 + 𝛾𝐶𝑥 + 𝜖𝑥 , 𝜖𝑥 ~ 𝑁(0, 𝜎
2𝐼𝑁),      (2.5) 
or 













𝐾𝑚𝑖  and 
𝐾𝑚𝑥  using 
‘Mclust()’ 
𝐾𝑚𝑖 = 𝐾𝑚𝑥 = 1 
𝐾𝑚𝑥 > 𝐾𝑚𝑖=1 
𝐾𝑚𝑖 = 𝐾𝑚𝑥 > 1 













where x=0 or 1, 𝐼𝑁 is an 𝑁 ×𝑁 identity matrix, 𝜇0,𝑥 is the mean of Y belong to group x 
given 𝑍𝑥  = 𝐶𝑥 = 0, and 𝛾 is the effect size of covariate C. Due to the existence of 
covariate variable C, the Gaussian mixture pattern caused by multiple levels of Z is 
covered up and thus we cannot apply the GMM to the reponse variable Y directly. 
However, we can regress 𝑌𝑥 on 𝐶𝑥 , i.e. estimate this following reduced model,  
𝑌𝑥 = 𝜇0,𝑥
∗ + 𝛾∗𝐶𝑥 + 𝜖𝑥
∗ ,      (2.7) 
or  
𝐸[𝑌𝑥|𝐶] = 𝜇0,𝑥
∗ + 𝛾∗𝐶𝑥.     (2.8) 
Because C and Z are independent of each other, leaving out variable Z will not affect the 
expected effect size of C, i.e. 𝛾∗ = 𝛾 and it can also be shown that 𝜇0,𝑥
∗  =𝜇0,𝑥 +
𝛼𝐸[𝑍𝑥] (Weisberg, 2014). By comparing (2.5) and (2.7), we have  
𝜖𝑥
∗ = 𝜇0,𝑥 − 𝜇0,𝑥
∗ + 𝛼𝑍𝑥 + (𝛾 − 𝛾
∗)𝐶𝑥 + 𝜖𝑥      (2.9) 
Substitue  𝛾∗ = 𝛾 and 𝜇0,𝑥
∗  =𝜇0,𝑥 + 𝛼𝐸[𝑍𝑥] into (2.9), we have, 
𝜖𝑥
∗ = 𝛼𝐸[𝑍𝑥] + 𝛼𝑍𝑥 + 𝜖𝑥      (2.10) 
where 𝑍𝑥 is the Z variable belongs to treatment arm 𝑥 and 𝐸[𝑍𝑥] is the average of 𝑍𝑥. 
Notice that 𝐸[𝑍𝑥] does not change with Z, but change with X due to the unbalancedness 
of Z across X levels. (2.10) also indicates that the distribution of the residual term 𝜖𝑥
∗ will 
show a Guassian mixture pattern due to the exitence of the 𝛼𝑍𝑥 term in (2.10). Thus we 
can treat 𝜖𝑥
∗ as an analog of 𝑌𝑥 in section 2.2.3 and apply GMM on 𝜖𝑥
∗ to estimate the 
mean of 𝜖𝑥




 One important difference between 𝜖𝑥
∗ and 𝑌𝑥 is that 𝜇𝜖1∗ ,𝑧 − 𝜇𝜖0∗ ,𝑧 =
𝛼(𝐸[𝑍1] − 𝐸[𝑍0]) according to (2.10) while 𝜇𝑌1,𝑧 − 𝜇𝑌0,𝑧 = 𝛽. This means that we can 
not take the difference between ?̂?𝜖1∗ ,𝑧 and ?̂?𝜖0∗ ,𝑧 to estimate the X effect 𝛽, like we did in 
equation (2.4). The correct way is to make use of the ?̂?𝑥𝑧 information from either 
‘Mclust()’ or ‘normalmixEM()’ to recover the Z variable. For example, we can define 
𝑍 = max
𝑧
?̂?𝑥𝑧 for the observations belong to the 𝑋 = 𝑥 group. With this piece of 
information bout Z, we can estimate all parameters in the full model (2.5), including the 
X effect 𝛽 unbiasedly.  
 
2.3 Simulation Studies 
2.3.1 Hidden confounder(s) with two categories  
Simulations were conducted according to (2.1) and (2.2). We performed simulations on 
20 different scenarios, with parameters as shown in the first column of Table 2.1. So far 
we assume that there is only one binary hidden confounder. For each scenario, there are 
1,000 replicates, each with sample size 100 per treatment group (N=100). We calculated 
the unadjusted and the GMM estimate for each simulated dataset. For both the unadjusted 
method and the GMM method, the scenario level treatment effect estimate means are 
calculated by taking the average across the 1,000 replicates (nSims=1,000) for each 
scenario: ?̅̂? = ∑ ?̂?𝑖
1000
𝑖=1 . Standard errors of treatment effect estimates are just standard 









confidence interval is constructed as ?̂? ± 1.96 ∗ 𝑠𝑑(?̂?), and used to compute the 
corresponding coverage probability.  
As shown in Table 2.1, our new estimator based on GMM is less biased and gives 
higher coverage rate compared with the unadjusted estimator for most scenarios. Only 
when the confounder effect 𝛼 is close to 0 (scenarios 12, 15 and 16), or confounder 
distribution is balanced between two treatment arms (scenarios 1-3 and 21-23), the 
unadjusted estimator shows similar or slightly better results than our GMM estimator 
with regard to bias and coverage rate. According this simulation result, to get a 
reasonable good coverage rate (e.g. > 90%), the confounder effect should be at least as 
large as the variability within each subgroup being mixed together. In addition, as 
scenario 31-34 show, when the sample size of the smaller subgroup within a mixture 
distribution is small, the GMM estimator is not very good. This is reasonable because it’s 
usually hard for the EM algorithm to pick the correct mixture pattern when one 
component in a mixture distribution is too small. However, we do notice that when the 
confounder effect is large (e.g. 𝛼 = 5 in scenario 34), even though the sample size for the 
smaller subgroup is only 3, the GMM still gives reasonably good result. 
Table 2.1 Comparisons of Unadjusted and GMM estimates (N=100/treatment) 
Scenario 
Parameters ?̅̂? (𝑠𝑑(?̂?)) 
Coverage 
Probability 
(𝛽 , 𝛼, 𝜆10, 𝜆00) Unadjusted  GMM  Unadjusted  GMM  
1 (0.3, 5, 0.4, 0.4) 0.304 (0.140) 0.303 (0.152) 0.946 0.945 
3 (0.3, 3, 0.4, 0.4) 0.304 (0.140) 0.305 (0.227) 0.946 0.962 
5 (0.3, 2, 0.4, 0.4) 0.304 (0.140) 0.312 (0.382) 0.946 0.963 
6 (0.3, 5, 0.4, 0.7) 1.804 (0.140) 0.302 (0.159) 0 0.947 
9 (0.3, 3, 0.4, 0.7) 1.204 (0.140) 0.312 (0.237) 0 0.952 




12 (0.3, 0, 0.4, 0.7) 0.304 (0.140) 0.311 (0.553) 0.946 0.933 
13 (0.3, 0.7, 0.4, 0.7) 0.514 (0.140) 0.46 (0.566) 0.678 0.926 
14 (0.3, -0.7, 0.4, 0.7) 0.094 (0.140) 0.147 (0.603) 0.684 0.933 
15 (0.3, 0.2, 0.4, 0.7) 0.364 (0.140) 0.366 (0.549) 0.925 0.935 
16 (0.3, 0.2, 0.4, 0.7) 0.244 (0.140) 0.25 (0.549) 0.931 0.935 
21 (0.3, 5, 0.5, 0.5) 0.304 (0.140) 0.305 (0.153) 0.946 0.951 
23 (0.3, 3, 0.5, 0.5) 0.304 (0.140) 0.309 (0.219) 0.946 0.953 
25 (0.3, 2, 0.5, 0.5) 0.304 (0.140) 0.308 (0.377) 0.946 0.962 
26 (0.3, 5, 0.2, 0.8) 3.304 (0.140) 0.301 (0.192) 0 0.943 
29 (0.3, 3, 0.2, 0.8) 2.104 (0.140) 0.318 (0.288) 0 0.952 
31 (0.3, 2, 0.2, 0.8) 1.504 (0.140) 0.43 (0.534) 0 0.94 
32 (0.3, 2, 0.03, 0.45) 1.144 (0.140) 0.955 (0.614) 0 0.865 
33 (0.3, 3, 0.03, 0.45) 1.564 (0.140) 0.755 (0.736) 0 0.909 
34 (0.3, 5, 0.03, 0.45) 2.404 (0.140) 0.361 (0.388) 0 0.95 
 
Table 2.2 shows results for the same scenarios as in Table 2.1, except that the 
variability for two confounder levels, are not equal. Results in Table 2.2 are similar to 
those in Table 2.1.  
 
Table 2.2 Comparisons of Unadjusted and GMM estimates (N=100/treatment; 𝜎𝑥0 =
1.4, 𝜎𝑥0 = 0.6) 
Scenario 
Parameters ?̅̂? (𝑠. 𝑒. ) 
Coverage 
Probability 
(𝛽 , 𝛼, 𝜆10, 𝜆00) Unadjusted  GMM  Unadjusted  GMM  
1 (0.3, 5, 0.4, 0.4) 0.302 (0.137) 0.304 (0.177) 0.953 0.953 
3 (0.3, 3, 0.4, 0.4) 0.302 (0.137) 0.302 (0.224) 0.953 0.953 
5 (0.3, 2, 0.4, 0.4) 0.302 (0.137) 0.304 (0.284) 0.953 0.957 
6 (0.3, 5, 0.4, 0.7) 1.802 (0.153) 0.349 (0.189) 0 0.942 
9 (0.3, 3, 0.4, 0.7) 1.202 (0.153) 0.449 (0.277) 0 0.926 
11 (0.3, 2, 0.4, 0.7) 0.902 (0.153) 0.509 (0.362) 0.021 0.913 
12 (0.3, 0, 0.4, 0.7) 0.302 (0.153) 0.3 (0.953) 0.952 0.932 
13 (0.3, 0.7, 0.4, 0.7) 0.512 (0.153) 0.411 (0.523) 0.711 0.939 
14 (0.3, -0.7, 0.4, 0.7) 0.092 (0.153) 0.213 (0.609) 0.711 0.947 
15 (0.3, 0.2, 0.4, 0.7) 0.362 (0.153) 0.304 (0.854) 0.937 0.933 
16 (0.3, 0.2, 0.4, 0.7) 0.242 (0.153) 0.307 (0.865) 0.935 0.934 
21 (0.3, 5, 0.5, 0.5) 0.305 (0.151) 0.303 (0.172) 0.956 0.953 




25 (0.3, 2, 0.5, 0.5) 0.305 (0.151) 0.301 (0.292) 0.956 0.957 
26 (0.3, 5, 0.2, 0.8) 3.304 (0.148) 0.399 (0.232) 0 0.935 
29 (0.3, 3, 0.2, 0.8) 2.104 (0.148) 0.597 (0.332) 0 0.899 
31 (0.3, 2, 0.2, 0.8) 1.504 (0.148) 0.627 (0.508) 0 0.882 
32 (0.3, 2, 0.03, 0.45) 1.143 (0.12) 0.726 (0.623) 0 0.898 
33 (0.3, 3, 0.03, 0.45) 1.563 (0.12) 0.531 (0.556) 0 0.918 
34 (0.3, 5, 0.03, 0.45) 2.403 (0.12) 0.362 (0.423) 0 0.952 
  
More simulation results can be found in the appendix (Section 2.6). For example, 
Table 2.4 shows comparison between the two estimators when sample size per group is 
500. Simulation results with larger sample size are generally similar to those with smaller 
sample size (Table 2.1). The standard errors for both estimators becomes smaller due to 
the larger sample size. One more difference worth to notice is that for scenario 34 in 
Table 2.6, the GMM estimator is now less biased compared with that in Table 2.1 
because when N=500, the smallest subgroup now has a sample size equals 15, which 
makes it easier for the algorithm to pick both subgroups under mixture compared with 
when N=100. 
2.3.2 Hidden confounder(s) with more than two categories 
Table 2.3 shows comparison of two estimators when the hidden confounder has 
four categories. Notice that the proportion parameter 𝜆𝑖 , 𝑖 = 0 𝑜𝑟 1, is now a vector of 
length 4 with its 𝑗𝑡ℎ element, 1 ≤ 𝑗 ≤ 4, to denote the proportion of the 𝑗𝑡ℎ level of 
confounder Z in treatment arm 𝑖. Results in Table 2.3 are similar to those in Table 2.1.  
Table 2.3 Comparisons of Unadjusted and Combined estimates (N=100/treatment; K=4) 
Scenario 
Parameters ?̅̂? (𝑠. 𝑒. ) Coverage Probability 





















































































































































2.4 Application in Data Analysis 
Notice that in the above simulations, the variability of parameter estimate ?̂? is calculated 
using sd(?̂?) over 1,000 simulated datasets. However, in reality researchers usually just 
have access to one dataset. So, we recommend using resampling approaches, e.g. 
bootstrap, to estimate the variance of ?̂?. To further illustrate the application of our new 
method under typical conditions, we simulated a data set with mean, standard deviation 
and sample size setup shown in Table 2.4. Assume that we are interested in estimating 
treatment effect on response variable Y and there is a binary hidden confounder Z for 
example Z could be some unknown genetic variants. Notice that the true treatment effect 
size is -2 and effect size of hidden confounder Z is 2. Without loss of generality, assume 
that Z=1 stands for some harmful gene mutation status while Z=0 stands for the reference 
status. Then there is a higher chance for individuals with Z=1 mutation to take the 
treatment compared with those who do not carry this mutation. This is why the number of 
individuals with Z=1 and not taking treatment and number of individuals with Z=0 and 
taking treatment are smaller compared with sample sizes in the other two cells in Table 
2.4.  
Table 2.4 Sample size, mean and standard deviation of Y by hidden confounder level and 




 Z=0 Z=1 














Using the above parameter setup and setting seed value equal to 1 in R/3.4.0, we 
simulated a single dataset. Histograms of Y by treatment for the simulated data are shown 
in Figure 2.3. The estimated treatment effect using this dataset based on a bivariate linear 
regression model with Y as response variable and both treatment and confounder Z 
included in model is -2.19. The treatment effect estimates are -2.62 and -0.47 based on 
our GMM method and the unadjusted method, respectively. We then resample from the 
original dataset with replacement 1,000 times to estimate the variance of each estimator. 
Results are shown in Table 2.5.  The 95% confidence interval is constructed as 
[?̂?0.025
∗ , ?̂?0.975
∗ ], where ?̂?0.025
∗  and ?̂?0.975
∗  are the 2.5% and 97.5% percentile of ?̂?∗ 
estimated from resampled datasets. 
 




Table 2.5 Comparison of GMM estimator and the unadjusted estimator using simulated 
dataset 
 GMM Unadjusted 
?̂? -2.62 -0.47 
?̂?∗̅̅ ̅ -2.05 -0.47 
95% Confidence Interval [-3.31, -0.32] [-0.67, -0.27] 
As shown in Table 2.5, our new method is less biased and the 95% confidence 
interval covers the true effect size (-2) while the 95% confidence interval based on the 
unadjusted method does not.  
 
2.5 Discussion  
In this chapter, we propose a method based on the Gaussian Mixture Model to deal with 
the hidden categorical confounder problem. We addressed the problem of convergence to 
local maxima of the EM algorithm by applying two remediatian approaches. We also 
proposed using the BIC and the variability of treatment effect estimates among 
confounder levels as criteria to determine the number of clusters within each treatment 
arm.  
We carried out extensive simulation studies, which suggests that our new method 
can reduce the bias in treatment effect estimate in a wide range of scenarios with varying 
sample sizes and/or varying parameter setups compared with the unadjusted estimator 




small (𝛼 < 𝜎) or there is no difference in confounder distributions between two treatment 
arms, the results from our new method are similar to the unadjusted method.  
We do notice that there are still limitations in applying our GMM estimator. One 
limitation is that the confounder is assumed to be categorical. This assumption is required 
by the nature of the clustering method based on which our method is built. Other novel 
approaches that are not based on clustering methods may be better solutions to the hidden 
continuous confounder problem. Another limitation is that we did not consider potential 
interactions between predictor X and Z. With interactions between X and Z, Z is usually 
called an effect modifier rather than a confounder. In this case, the GMM estimator 
defined in section 2.2.3 can still be used with some modifications: Firstly, an average X 
effect estimator through all Z levels as shown in equation (2.4) is not approapriate to use 
in this situation, instead the predictor effect should be reported by confounder levels. 
Another change is that criterion 𝑣(?̂?𝐺𝑀𝑀,𝑧;  𝑘) defined in section 2.2.3 does not work any 
more because the validty of this criterion is based on the equal X effect through all Z 
levels, which clearly does not hold any more in this situation; however the BIC criterion 







2.6.1 More simulation results 
Table 2.6 Comparisons of Unadjusted and Combined estimates (N=500/treatment) 
Scn. 
Parameters ?̅̂? (𝑠. 𝑒. ) Coverage Probability 
(𝛽 , 𝛼, 𝜆10, 𝜆00) Unadjusted GMM Unadjusted GMM 
1 (0.3, 5, 0.4, 0.4) 0.300 (0.062) 0.3 (0.068) 0.949 0.948 
3 (0.3, 3, 0.4, 0.4) 0.300 (0.062) 0.3 (0.1) 0.949 0.951 
5 (0.3, 2, 0.4, 0.4) 0.300 (0.062) 0.305 (0.152) 0.949 0.945 
6 (0.3, 5, 0.4, 0.7) 1.80 (0.062) 0.3 (0.071) 0 0.95 
9 (0.3, 3, 0.4, 0.7) 1.20 (0.062) 0.31 (0.1) 0 0.95 
11 (0.3, 2, 0.4, 0.7) 0.90 (0.062) 0.357 (0.157) 0 0.935 
12 (0.3, 0, 0.4, 0.7) 0.300 (0.062) 0.304 (0.203) 0.949 0.95 
13 (0.3, 0.7, 0.4, 0.7) 0.510 (0.062) 0.478 (0.206) 0.081 0.908 
14 (0.3, -0.7, 0.4, 0.7) 0.090 (0.062) 0.135 (0.209) 0.082 0.913 
15 (0.3, 0.2, 0.4, 0.7) 0.360 (0.062) 0.362 (0.201) 0.845 0.941 
16 (0.3, 0.2, 0.4, 0.7) 0.240 (0.062) 0.246 (0.211) 0.839 0.942 
21 (0.3, 5, 0.5, 0.5) 0.300 (0.062) 0.3 (0.068) 0.949 0.94 
23 (0.3, 3, 0.5, 0.5) 0.300 (0.062) 0.3 (0.095) 0.949 0.953 
25 (0.3, 2, 0.5, 0.5) 0.300 (0.062) 0.307 (0.138) 0.949 0.964 
26 (0.3, 5, 0.2, 0.8) 3.30 (0.062) 0.3 (0.085) 0 0.959 
29 (0.3, 3, 0.2, 0.8) 2.10 (0.062) 0.313 (0.128) 0 0.951 
31 (0.3, 2, 0.2, 0.8) 1.50 (0.062) 0.382 (0.215) 0 0.94 
32 (0.3, 2, 0.03, 0.45) 1.14 (0.062) 0.944 (0.373) 0 0.44 
33 (0.3, 3, 0.03, 0.45) 1.56 (0.062) 0.502 (0.453) 0 0.905 
34 (0.3, 5, 0.03, 0.45) 2.40 (0.062) 0.314 (0.159) 0 0.946 
 
2.6.2 ‘est.K()’ function 
est.K<-function(G,y1,y0, model="E"){ 
  library(mclust) 




  N0<-length(y0) 
  N1<-length(y1) 
  v<-Inf 
  lk1<-lk0<- -Inf  ## if one of these two following trials fail, do not trust this input 'G' 
  cnvg=0 
  trt_est=se_est=NA 
  result=list(trt_est,G,v,lk0,lk1) 
  names(result) = c('trt_est', 'G','v',"lk0","lk1")  
   
  out0=try(Mclust(y0,modelNames=model,G=G)$parameters) 
  out1=try(Mclust(y1,modelNames=model,G=G)$parameters) 
  lk0<-try(Mclust(y0,modelNames=model,G=G)$loglik) 
  lk1<-try(Mclust(y1,modelNames=model,G=G)$loglik) 
  if (!is.null(out0) & !is.null(out1)){ 
    trt_est=trt_mx=mean(out1$mean-out0$mean) 
     
    cnvg=1 
    if (G>1){ 
      v<-var(out1$mean-out0$mean)     
      iter0=iter1=0 
      if(!is.null(out0) & G>1){ 
        out0$mean<-out0$mean[order(out0$mean)]  
        out0$pro<-out0$pro[order(out0$mean)]  
        #out0$variance$sigmasq<-out0$variance$sigmasq[order(out0$mean)]   
        while ( (min(diff(out0$mean)) < (sqrt(out0$variance$sigmasq)) | 
max(out0$pro)>0.999) & iter0<100){ 
          
out0=Mclust(y0,modelNames=model,prior=priorControl(mean=out0$mean),G=G)$para
meters 
          lk0<-
Mclust(y0,modelNames=model,prior=priorControl(mean=out0$mean),G=G)$loglik 
          iter0<-iter0+1 
        } 
         
      }  
      if( !is.null(out1) & G>1){ 
        out1$mean<-out1$mean[order(out1$mean)]    
        out1$pro<-out1$pro[order(out1$mean)]    
        #out1$variance$sigmasq<-out1$variance$sigmasq[order(out1$mean)]   
        min.idx<- which(diff(out1$mean)==min(diff(out1$mean)) )  
        while ( (min(diff(out1$mean)) < (sqrt(out1$variance$sigmasq)) | 




          
out1=Mclust(y1,modelNames=model,prior=priorControl(mean=out1$mean),G=G)$para
meters 
          lk1<-
Mclust(y1,modelNames=model,prior=priorControl(mean=out1$mean),G=G)$loglik 
          iter1<-iter1+1 
        } 
      } 
      trt_est=trt_mx=mean(out1$mean-out0$mean) 
      v<-var(out1$mean-out0$mean)  
       
      ## Try another EM function; sensitivity; require G>1 
      out.0=normalmixEM(y0, k=G, epsilon = 1e-
05,sd.constr=rep("a",G),maxrestarts=3500) 
      out.1=normalmixEM(y1, k=G, epsilon = 1e-
05,sd.constr=rep("a",G),maxrestarts=3500) 
 
      if (iter0==100){ 
        for (j in 1:30){ 
          try.0=normalmixEM(y0, k=G, epsilon = 1e-
05,sd.constr=rep("a",G),maxrestarts=3500) 
          if (out.0$loglik<try.0$loglik){ 
            out.0<-try.0 
          }    
        } 
      } 
      if (iter1==100){ 
        for (j in 1:30){ 
          try.1=normalmixEM(y1, k=G, epsilon = 1e-
05,sd.constr=rep("a",G),maxrestarts=3500) 
          if (out.1$loglik<try.1$loglik){ 
            out.1<-try.1 
          }      
        } 
      } 
      out.1$mu<-out.1$mu[order(out.1$mu)]    
      out.0$mu<-out.0$mu[order(out.0$mu)]  
      out.1$lambda<-out.1$lambda[order(out.1$mu)]    
      out.0$lambda<-out.0$lambda[order(out.0$mu)]   
      out.1$sigma<-out.1$sigma[order(out.1$mu)]    
      out.0$sigma<-out.0$sigma[order(out.0$mu)]  
       
      if ( !is.null(out1) & !is.null(out.0) & lk0<=out.0$loglik ) {  




        v<-var(out1$mean-out.0$mu) 
         
        lk0<-out.0$loglik 
        cnvg=1 
      }else if ( !is.null(out0) & !is.null(out.1) & lk1<=out.1$loglik ) {  
        trt_est=trt_mx=mean(out.1$mu-out0$mean) 
        v<-var(out.1$mu-out0$mean) 
         
        lk1<-out.1$loglik 
        cnvg=1 
      } 
      result=list(trt_est,G,v,lk0,lk1) 
      names(result) = c('trt_est',"G","v","lk0","lk1")  
    }else{ 
      result=list(trt_est,G,lk0,lk1) 
      names(result) = c('trt_est',"G","lk0","lk1")  
    }  ## G==1 
  } ## is.NULL(out1) is.NULL(out0)      
  #print(paste0("trt_est:",trt_est)) 




 G: number of clusters. 
 y1: vector of response variable from treatment arm 1. 
 y0: vector of response variable from treatment arm 0. 
 model: Either “E” or “V”. 
  "E" = equal variance (one-dimensional). 
  "V" = variable variance (one-dimensional). 
Outputs 
 trt_est: treatment effect estimate based on Gaussian Mixture Model (GMM). 
 G: number of clusters. 
 v: variability of confounder level-specific treatment effect estimates. More details 
can be found in Section 2.2.3. 
 lk0: likelihood for y0 based on GMM. 





CHAPTER 3 Extended Rank Tests for Recurrent Event Data Analysis 
3.1 Introduction 
Recurrent events are commonly encountered in medical studies, with events such as heart 
attacks, admissions to hospital and cancer recurrences. To analyze recurrent event data, 
researchers may have different goals. For example, some researchers may be interested in 
the gap-time between the end of one event and the occurrence of the next event, while 
other researchers may be more interested in the time from start of follow-up to 
occurrence of multiple events. Moreover, in some situations, multiple events may have 
different importance while in some other situations, multiple events can be treated 
equally except their chronological order.  
The appropriateness of a method for analyzing recurrent event data depends on 
the aim of a specific study. In this project, we focus on the comparison of marginal 
survival distributions of gap times between two consecutive events. There are a few semi-
parametric methods to address different questions with regard to recurrent events, such as 
the counting process model (Andersen and Gill, 1982), the stratified model (Prentice, 
Williams and Peterson, 1981), and the marginal model (Wei, Lin and Weissfeld, 1989). 
In this chapter, we focus on the comparison of marginal survival distributions of gap 
times among multiple groups, using non-parametric rank tests.  
This project was motivated by a viral infection disease study the authors were 
involved with. Patients were recruited and randomized into two treatment arms, a placebo 
and an active drug arm, and followed for approximately one year. During the follow-up 




were censored by the end of follow-up. Researchers were interested whether the drug 
prolonged the gap-time between recovery from a previous outbreak and the next virus 
outbreak.  
In the recurrent-event setting, subjects with shorter time to event tend to 
experience more events than those with longer time to event, given a fixed length of 
follow-up time. In other words, the number of events is informative for the time to events 
or the hazard rate. If each event is weighted equally, the survival curve estimator is 
biased toward low survival rate due to over-representation of individuals with shorter 
times to events. In order to account for this informativeness of cluster size, Hoffman et al. 
(2001) proposed a within-cluster resample (WCR) method, where one unit is randomly 
sampled from each cluster. Cong et al. (2007) and Williamson et al. (2008) developed 
weighted score function methods for marginal analysis of survival data. However, both of 
these weighted score methods are under semi-parametric Cox regression model setting. 
To the best of our knowledge, non-parametric rank tests in the recurrent-event data 
setting are still not well established.  
As in the situation without recurrent events, the Kaplan-Meier estimator is often 
used to visualize survival as a function of follow-up time and to illustrate potential 
differences among multiple groups. Wang and Chang (1999) proposed a modified 
Kaplan-Meier estimator to avoid the bias due to overweighting individuals with more 
observed events. The basic idea of Wang and Chang’s method is that events should be 
weighted by the inverse of number of events experienced by the corresponding subject. 




because the weights are applied to each event including censorings, while in weighted 
score function methods, weights are applied to score functions.  
Another important issue when analyzing recurrent event data is the intra-subject 
correlation. When individuals are allowed to experience multiple events, the events that 
belong to the same individual tend to be dependent, whereas events from different 
individuals are independent. Several methods have been developed to analyze time-to-
event data while accommodating correlations within data. For example, Lin and Wei 
(1989) introduced a sandwich-type robust inference method for the Cox proportional 
hazards model. Lee, Wei and Ying (1993) proposed a marginal proportional hazards 
model to analyze stratified survival data. Jung and Jeong (2003) specified three rank tests 
for clustered survival data which used a straightforward way to calculate robust variances 
and may also be applicable to recurrent event data.  
In this chapter, we use a similar method to that of Jung and Jeong to deal with the 
intra-class correlation, treating each individual as one cluster. Also, our method adopts 
Wang and Chang’s method to correct for bias in the classical Kaplan-Meier estimate, so 
that our extended rank tests can be used to compare Wang and Chang’s Kaplan-Meier-
like estimates. In addition, we show how to approximately estimate and make inferences 
on the marginal hazards ratio based on a log-rank test statistic. We give details of our 
method in Section 3.2. Section 3.3 shows simulation results to confirm there is no type-
one error inflation using any of the three extended rank tests. We show thorough power 
comparisons between our method and Jung and Jeong’s method. We also applied the 




unbiasedness of Wang and Chang’s estimator and to show the asymptotic property of our 
new test statistics. In Section 3.7, we give some insights about the subtle inflation in type-
one error observed using Jung and Jeong’s method.  
3.2 Method 
3.2.1 Recurrent event data 
Suppose that n individuals are randomized to two treatment arms, with 𝑛𝑔 individuals in 
arm g, where g=0 indicates the placebo group and g=1 indicates the treatment group.  For 
individual i, let 𝑚𝑖 be the number of observations including events and censorings and 𝑇𝑖𝑗  
(𝑗 = 1, . . , 𝑚𝑖) be the survival time for the 𝑗
𝑡ℎ event measured from the recovery of the 
(𝑗 − 1)𝑡ℎ  event or the beginning of follow-up if 𝑗 = 1. We assume that individuals 
within each treatment group have a common marginal survival distribution with 
cumulative hazard function Λ𝑔(𝑡). The null and alternative hypothesis for one-sided rank 
tests are   
𝐻0: Λ1(𝑡) = Λ2(𝑡), 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑡 ≥ 0  
and 
𝐻1: Λ1(𝑡) > Λ2(𝑡), 𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑡 ≥ 0, 
respectively. Let 𝐶𝑖𝑗 be the censoring time, which is assumed to be independent of 𝑇𝑖𝑗, 
and 𝑋𝑖𝑗 = min (𝑇𝑖𝑗, 𝐶𝑖𝑗) be the observed survival time. Let Δ𝑖𝑗 = 𝐼(𝑇𝑖𝑗 ≤ 𝐶𝑖𝑗) indicate 
whether the 𝑗𝑡ℎ observation of the 𝑖𝑡ℎsubject is an event (Δ𝑖𝑗 = 1) or not (Δ𝑖𝑗 = 0). 
3.2.2 The ordinary rank test statistic 




𝑊 = ∫ 𝐻(𝑡){𝑑Λ̂1(𝑡) − 𝑑Λ̂0(𝑡)}
∞
0
     (3.1) 





 is the Nelson-Aalen (Nelson 
1969) estimator of the cumulative hazard function for group 𝑔, 





 is the counting process for group 𝑔, and 𝑌𝑔(𝑡) =





 is the at-risk process in group 𝑔. 𝐻(𝑡) =
𝑌1(𝑡)𝑌2(𝑡)
𝑌(𝑡)
 for the log-rank 
(LR) test, 𝐻(𝑡) =
𝑌1(𝑡)𝑌2(𝑡)
𝑛




for the Peto-Prentice (PP) test, where ?̂?(𝑡) is the Kaplan-Meier estimate in the pooled 
sample. 
This unstandardized test statistic W can be re-written (Supplementary Material 
S1) as  















where 𝐿(𝑡) = 1,
𝑌(𝑡)
𝑛
 and ?̂?(𝑡) for LR, GB and PP, respectively. Assume that there are no 
ties for observed time points, then Δ𝑁(𝑡𝑖𝑗) = 1 for any 𝑖 and 𝑗 as long as Δ𝑖𝑗 = 1. Thus, 








      (3.2) 
where 𝛿𝑖 = 1 if the 𝑖
𝑡ℎ subject belongs to treatment group, 𝛿𝑖 = 0 if the 𝑖
𝑡ℎ subject 




3.2.3 Wang and Chang’s estimator 
Assume that subjects are followed for similar lengths of time, then subjects with shorter 
time to events would have more events compared to those with longer time to events. If 
all events are weighted equally, then those subjects with more events would contribute 
greater weights than those with fewer events. As a result, the survival estimator would be 
biased. Wang and Chang came up with an estimator to correct for this bias (Wang and 
Chang, 1999): 




1          if 𝑚𝑖 = 1
𝑚𝑖 − 1    if 𝑚𝑖 ≥ 2
 . 











     
and the mass of event set of group g evaluated at time 𝑡 is 
𝑁𝑔
∗(𝑡) =∑
𝐼(𝑚𝑖 ≥ 2 )
𝑚𝑖






 .   
It follows that the marginal cumulative hazard function and corresponding survival 
function can be estimated as follows: 
Λ̂𝑔













3.2.4 Extended rank tests based on Wang and Chang’s estimator 
Wang and Chang (1999) showed the asymptotic properties of ?̂?𝑔
∗(𝑡). The unbiasedness of 
Λ̂𝑔
∗ (𝑡) is illustrated using a simulated example dataset in Section 3.6.1. However, there 
has been no hypothesis test method to compare their Λ̂𝑔
∗ (𝑡) estimators across different 
groups.  
According to (1), the unstandardized rank test statistic 𝑊 is calculated by 
integrating the difference between Λ̂𝑔(𝑡)′𝑠 over time. As we are now interested in 
comparing Λ̂𝑔
∗ (𝑡)′𝑠 rather than Λ̂𝑔
 (𝑡)′𝑠, an extended unstandardized test statistic which 
reflects the differences between Λ̂𝑔
∗ (𝑡)′𝑠 should be used: 
𝑊∗ = ∫ 𝐻∗(𝑡){𝑑Λ̂1




















?̂?∗(𝑡) for LR, GB and PP respectively, 
?̂?∗(𝑡) is the Wang and Chang’s Kaplan-Meier estimator in the pooled sample and 
𝑌 
∗(𝑡) = 𝑌1 
∗(𝑡) + 𝑌0 
∗(𝑡). By similar derivation shown in Section 3.6.2 and derivation for 





























where 𝐿∗(𝑡) = 1,
𝑌∗(𝑡)
𝑛
 and ?̂?∗(𝑡) for LR, GB and PP, respectively, and 𝑁 




3.2.5 Variance estimator of the new unadjusted rank test statistics  
In the case of a single event per subject, all observations are mutually independent. The 
variance of the unadjusted rank test statistic 𝑊 can be estimated by adding up 
information from each time point directly (Peto and Peto, 1972). However, for recurrent 
event data, time points from the same subject are not independent. In general, the 
sandwich-type robust variance (Lin and Wei, 1989) can be used to account for this 
dependence. Al-Khalidi et al. (2011) have applied this robust variance to recurrent event 
data. Jung and Jeong derived a valid variance estimator of the unstandardized rank test 
statistic based on large-sample theory (Jung and Jeong, 2003). 
According to Jung and Jeong (2003), for clustered survival data, the variance of 





,     (3.4) 
where  





















Here, 𝑌𝑔𝑖𝑖(𝑡) = ∑ 𝐼(𝑋𝑖𝑗 ≥ 𝑡)
𝑚𝑖
𝑗=1  is the risk set at time 𝑡 for individual 𝑖, who belongs to 
group 𝑔𝑖 (=0 or 1).  
To accommodate different numbers of events experienced by different individuals 
using the method developed by Wang and Chang, we substitute 𝛿𝑖, 𝑌1(𝑡𝑖𝑗), 𝑌(𝑡𝑖𝑗), 












































  .  (3.6) 





.    (3.7) 




~𝑁(0, 1).     




 (Section 3.6.2). This means that the second term on 
right-hand side of formula (3.6), which is used to deal with heterogeneity, only affects the 





3.2.6 Extension to G-group comparison 
Now we consider the case where there are 𝐺 (𝐺 > 2) groups. The null hypothesis now 
becomes 𝐻0: Λ0(𝑡) = Λ1(𝑡) = ⋯ = Λ𝐺−1(𝑡), for all 𝑡 ≥ 0. Without loss of any 














∗ = ( 1̂,𝑖
∗ , … , ?̂?−1,𝑖

































     
where 𝛿𝑔𝑖𝑖 = 1 if the 𝑖
𝑡ℎ subject belongs to treatment group g, 𝛿𝑔𝑖𝑖 = 0 otherwise.  
Based on similar arguments as shown in the two group situation, under the null 
hypothesis, 𝑊 
∗ follows a multivariate normal distribution with mean zeros and variance-







.    




𝑄 = 𝑊 
∗(?̂?∗)−1(𝑊∗)𝑇~𝜒𝐺−1
2 . 
So in a two-sided test, we will reject the null hypothesis when 𝑄 > 𝜒𝐺−1,𝛼
2 . 
 
3.3 Simulation Results 
To assess the performance of the proposed method, we carry out simulation studies. We 
use the ‘rec.ev.surv()’ function in R package ‘survsim’ to generate recurrent event data. 
In the ‘survsim’ package, the first step to generate uncensored survival time points is to 
simulate the process 𝑡𝑖𝑗
′ , for 𝑖 = 1,2, … , 𝑛 and 𝑗 = 1, . . , 𝑚𝑖 based on specific survival 
distributions as listed in Table 3.1. For simplicity, we assume that for the same person, 
survival distributions are the same from event to event. To induce inter-subject 
heterogeneity or intra-subject correlation, a random effect covariate 𝑍𝑖 that follows a 
Uniform(a, b) distribution is used. We require that a>0 and  𝑎 + 𝑏 = 2 so that the mean 
of 𝑍 variable is 1. Event times are generated using 
𝑡𝑖𝑗 = 𝑡𝑖𝑗
′ ∗ 𝑧𝑖 . 
With this simulation setup, clearly the larger |𝑏 − 𝑎|, the more heterogeneous the data. 
Notice that this simulation approach is a frailty model, but the frailty term 𝑧𝑖 is multiplied 
with survival time rather than with the hazard rate. In fact, if an exponential distribution 
is assumed, the frailty term 𝑧𝑖 for time variable 𝑡𝑖𝑗
′  corresponds to a frailty variable 1/𝑧𝑖 
in (1.1). Non-informative competing censoring times 𝑐𝑖𝑗 can be generated in a similar 
manner to 𝑡𝑖𝑗, but without including any individual heterogeneity.  
The total follow-up time is set to be 180 days. Entry time 𝜏 follows U(0, 180), and 




𝑚𝑖 for subject 𝑖 is determined by 𝑚𝑖 = min
𝑡𝑖𝑗>𝑐𝑖𝑗 𝑜𝑟 ∑ 𝑡𝑖𝑗
𝑗
𝑙=1 >180−𝜏𝑖
 { 𝑗} . We simulated 
100,000 datasets, each with 100 subjects per treatment arm, under 𝐻0: 𝜆1 = 𝜆2 using four 
different survival distributions as listed in Table 3.1. Parameter values are selected so that 
the mean survival time of simulated data is similar to the average survival time observed 
in the control arm of the viral trial data, which was 54 days. For the exponential 
distribution, the Weibull distribution, the log-normal distribution and the log-logistic 
distribution shown in Table 1, expected survival times are 55, 48, 62 and 86, respectively. 
The corresponding empirical standard errors of the three new rank test statistics are 
shown in the last column of Table 3.1 to support that the distributions of these new rank 
test statistics match well with the standard normal distribution no matter which survival 
distribution was used. An example histogram of the new log-rank test statistic is shown in 
Figure 3.1. This is based on a simulated data under survival distribution 𝑆(𝑡) =
𝑒𝑥𝑝 (−𝑒−4𝑡). 






Parameters under the 
null hypothesis 
SE(T) of Three New Rank 
Tests 
T(LR) T(PP) T(GB) 
exponential e−𝜆𝑡
 
 𝜆 = e−4 1.007 1.005 1.004 
Weibull e−𝜆𝑡
𝑝 
 𝜆 = e−8;  p = 2 1.015 1.007 1.003 
log-normal 1-Φ((log(𝑡) − 𝜆)/𝜎) 𝜆 = 4;  𝜎 = 0.5 1.009 1.006 1.003 
log-logistic 1/(1 + (𝜆𝑡)1/𝜂) 𝜆 = e−4; 𝜂 = 0.5 1.009 0.997 0.998 
Note: nSims=100,000, sample size N=100 per treatment group, follow-up time=180, 





Figure 3.1 Example histogram of the new log-rank test statistic 
Note:  
1. Blue curve is the standard normal distribution 
2. nSims=100,000, sample size N=100 per treatment group, follow-up time=180, 
Z~U(0.1, 1.9) distribution, under the null hypothesis. 
 
 Empirical type-one error results are shown in Table 3.2. A critical value of 1.96, 
corresponding to a one-sided type-one error rate of 0.025 is used as the rejection 
threshold. Note that our new method works as well as Jung and Jeong’s method with 
regard to the control of type-one error when inter-subject heterogeneity is low or 
medium. When heterogeneity is high, Jung and Jeong’s method has slight inflation in 




in the type-one error for all four different survival distributions, even when inter-subject 
heterogeneity is low. 
3.3.1 Empirical type-one error 
Table 3.2 Empirical type-one errors (*1000) based on three rank tests 
   New Method 







Parameters LR PP GB LR PP GB  (OLR) 
U(0.5, 1.5) 
exponential 𝜆 = e−4 27 26 26 28 26 26 32 
Weibull 𝜆 = e−8;  p = 2 29 26 25 27 26 26 38 
log-normal 𝜆 = 4;  𝜎 = 0.5 27 25 26 26 26 27 46 
log-logistic 𝜆 = e−4;  𝜂 = 0.5 26 26 25 27 27 27 35 
U(0.1, 1.9) 
exponential 𝜆 = e−4 26 25 26 28 27 27 104 
Weibull 𝜆 = e−8;  p = 2 27 26 25 28 28 28 144 
log-normal 𝜆 = 4;  𝜎 = 0.5 25 25 25 30 31 31 183 
log-logistic 𝜆 = e−4;  𝜂 = 0.5 26 25 25 28 28 29 134 
U(0.01, 
1.99) 
exponential 𝜆 = e−4 26 26 25 31 31 30 291 
Weibull 𝜆 = e−8;  p = 2 25 25 24 34 32 31 323 
log-normal 𝜆 = 4;  𝜎 = 0.5 26 26 25 40 40 39 358 
log-logistic 𝜆 = e−4;  𝜂 = 0.5 25 25 24 37 36 36 326 
Note: The number of simulations, nSims=10,000, sample size N=100 per treatment 
group, follow-up time=180. 
 
3.3.2 Power   
To compare the performance of different methods under alternative hypotheses, we 
simulated 10,000 datasets per alternative, each with 100 subjects per treatment arm. We 
performed one-sided tests under type-one error rate 0.025. Empirical power results are 
shown in Table 3.3. We find that for the same baseline survival distribution, as 
heterogeneity increases, power decreases. This makes sense because higher heterogeneity 
indicates higher variability across individuals within each treatment arm, which will 




method has consistently higher power compared with Jung and Jeong’s method when 
large inter-subject heterogeneity is specified. However, this does not always hold. In 
Section 3.3.3, we conduct more simulations with different frailty distributions to further 
explore the power comparisons between our new log-rank test and the clustered log-rank 
test.  
Table 3.3 Empirical rejection rates (*1000) based on three rank tests  
Note: nSims=10,000, sample size N=100 per treatment group, follow-up time=180. 
   New method 










LR PP GB LR PP GB 
U(0.5, 1.5) 
exponential 
−𝑙𝑜𝑔𝜆: 4.25 𝑣𝑠 4 212 207 181 292 267 232 
−𝑙𝑜𝑔𝜆: 4.5 𝑣𝑠 4 601 595 532 774 742 677 
Weibull 
−𝑙𝑜𝑔𝜆: 8.5 𝑣𝑠 8 460 454 391 538 499 436 
−𝑙𝑜𝑔𝜆: 9 𝑣𝑠 8 948 948 910 975 968 940 
log-normal 
𝜆: 4.25 𝑣𝑠 4 620 645 664 699 706 685 
𝜆: 4.5 𝑣𝑠 4 989 992 995 997 997 997 
log-logistic 
−𝑙𝑜𝑔𝜆: 4.25 𝑣𝑠 4 325 334 334 419 431 409 
−𝑙𝑜𝑔𝜆: 4.5 𝑣𝑠 4 828 846 852 920 928 911 
U(0.1, 1.9) 
exponential 
−𝑙𝑜𝑔𝜆: 4.25 𝑣𝑠 4 180 180 164 175 160 150 
−𝑙𝑜𝑔𝜆: 4.5 𝑣𝑠 4 519 521 482 512 466 430 
Weibull 
−𝑙𝑜𝑔𝜆: 8.5 𝑣𝑠 8 294 287 247 197 163 148 
−𝑙𝑜𝑔𝜆: 9 𝑣𝑠 8 786 781 718 582 488 432 
log-normal 
𝜆: 4.25 𝑣𝑠 4 361 360 330 271 233 212 
𝜆: 4.5 𝑣𝑠 4 869 872 834 732 655 609 
log-logistic 
−𝑙𝑜𝑔𝜆: 4.25 𝑣𝑠 4 242 247 230 206 186 170 




−𝑙𝑜𝑔𝜆: 4.25 𝑣𝑠 4 169 165 149 94 78 72 
−𝑙𝑜𝑔𝜆: 4.5 𝑣𝑠 4 478 471 422 206 160 144 
Weibull 
−𝑙𝑜𝑔𝜆: 8.5 𝑣𝑠 8 255 242 193 100 76 69 
−𝑙𝑜𝑔𝜆: 9 𝑣𝑠 8 710 683 574 213 150 129 
log-normal 
𝜆: 4.25 𝑣𝑠 4 310 293 251 128 97 93 
𝜆: 4.5 𝑣𝑠 4 800 781 703 290 210 191 
log-logistic 
−𝑙𝑜𝑔𝜆: 4.25 𝑣𝑠 4 210 212 191 105 87 82 




3.3.3 Additional simulations with three different frailty distributions 
To further explore the power of our method compared with Jun and Jeong’s, we run 
simulations with two other commonly used frailty distributions, the Gamma distribution 
and the positive stable distribution. Formula (1.1) is used to simulate recurrent event data 
with Gamma or positive stable distribution. Without loss of generality, 𝜆0(𝑡|𝑋𝑖𝑗 = 0) =
1 is used in (1.1) for the control arm and parameter 𝛾 ≡ log (𝐻𝑅) is defined as in (1.2). 
For simplicity, only the log-rank test is considered in this section. We use the ratio 
between the robust variance (𝑉𝑟𝑜𝑏𝑢𝑠𝑡; formula (3.2)) and the naïve variance (𝑉𝑛𝑎𝑖𝑣𝑒) 




 the greater the heterogeneity. Simulation results are shown in Table 3.4. 
We find that when the frailty variable follows a Gamma distribution, the clustered log-
rank test is consistently more powerful even when heterogeneity is high; while when the 
frailty variable follows a positive stable distribution, our new log-rank test is more 
powerful. More directions on selection between the new rank test method and the 
clustered rank test method can be found in Section 3.5. 
Table 3.4 Power comparisons between new log-rank test and clustered log-rank with 























Uniform (0.01, 1.99) 0.13 0.077 8.9 0.366 0.159 9.4 
 (0.1, 1.9) 0.131 0.139 2.2 0.368 0.404 2.3 
 (0.5, 1.5) 0.164 0.211 1.1 0.473 0.646 1.1 
Gamma (0.5, 0.5) 0.105 0.135 7.1 0.197 0.344 17.3 




 (1.5, 1.5) 0.206 0.249 0.3 0.511 0.541 5 
Stable 0.5 0.138 0.048 25.6 0.388 0.075 25.5 
 0.75 0.281 0.089 20.8 0.791 0.177 20.5 
 0.9 0.28 0.149 10.8 0.786 0.39 10.8 
 
3.3.4 Inference on hazards ratio   
So far, we have developed rank tests for comparing Wang and Chang’s cumulative 
hazard estimates. We can actually do more than constructing a hypothesis test. In this 
section, we show that we can use the log-rank test statistic to make inferences on the 
hazards ratio HR, or log(HR).   
Let 𝛽 ≡ log(𝐻𝑅). A key approximation needed in calculating the maximum 
likelihood estimate of 𝛽 is that derivative of the score function, or the information 
function, should be a constant for any 𝛽 ∈ [0, ?̂?] when ?̂? is not large. This approximation 
is often used, even though it may not be realized, in sample size calculation of survival 






 if equal 
sample size is assumed for the two treatment arms. Here 𝐼(0) is the variance of ?̂? given 













Figure 3.2 Relationship between ?̂? and log-rank test statistics 










 We also used simulations according to (1.1) to (1.3), to evaluate the performance 
of this estimation method for log(HR). We assume that 𝑧𝑖 ~ positive.stable(𝛼) and that 
𝛽 = 𝛼𝛾 varies from 0.05 to 1.80. We set sample size to 100 per treatment arm, set 
follow-up time to 2, and perform 5,000 replicates. The mean of the log(HR) estimates, 
mean of the variability estimates of log(HR) and the coverage rate of the corresponding 
95% confidence interval are shown in Table 3.5. Parameter estimates calculated using our 
new log-rank test statistic are less biased and coverage rates of corresponding confidence 





Table 3.5 Comparison of log(HR) estimates using two different methods 









0.05 0.05 (0.17) 0.95 0.01 (0.15) 0.94 
0.25 0.26 (0.15) 0.94 0.08 (0.17) 0.83 
0.45 0.46 (0.16) 0.94 0.36 (0.30) 0.95 
0.90 0.94 (0.16) 0.92 0.67 (0.26) 0.89 
1.80 1.95 (0.18) 0.91 1.10 (0.19) 0 
 
 
3.4 Application to Data Generated Based on A Viral Infection Trial 
We applied our new log-rank test and the Jung and Jeong’s clustered log-rank test 
method to the virus infection disease dataset described in section 3.1. Due to 
confidentiality issues, rather than directly using the original data, we generated new data 
which has similar empirical distribution to the original trial data. Survival curves for the 
two treatment groups are estimated using both the classical Kaplan-Meier method and 
Wang and Chang’s method (Figure 3.3). We observe that the survival curve estimate 
using Wang and Chang’s method is relatively higher than that from classical Kaplan-
Meier method for each treatment group. According to Wang and Chang’s work (Wang 
and Chang, 1999), the classical Kaplan-Meier estimates are biased when the number of 
events is informative, while Wang and Chang’s estimates remain unbiased. The bias of 
the ordinarily calculated cumulative hazard estimator is illustrated in section 3.6.1. As 




compares the biased classical Kaplan-Meier estimates, which is not desired. On the 
contrary, our new method compares Wang and Chang’s unbiased estimates. Standardized 
log-rank test statistics (one-sided p-values) are -3.01 (0.0013) and -2.93 (0.0017) using 
Jung and Jeong’s method and our new method, respectively. If the proportional hazard 
assumption is made, hazard ratio estimates and corresponding 95% confidence intervals 
can be calculated (Table 3.6).  
 
Figure 3.3 Time to recurrent herpes disease 
Table 3.6 Summary of analysis results from two Log-Rank tests applied to the herpes 
data 
 New Log-Rank Clustered Log-Rank 
?̂? (𝑠𝑒) -0.71 (0.24) -0.61 (0.20) 




95% C.I. for HR [0.31, 0.79]  [0.37, 0.80] 
P-value 0.0017 0.0013 
 
3.5 Discussion 
In this chapter, we propose an extension to three rank tests so that they can be used to 
compare Wang and Chang’s survival estimates while controlling the type-one error rate. 
The ordinary log-rank test (OLR) does not take heterogeneity into consideration. As a 
result, the type-one error based on OLR is inflated when inter-subject heterogeneity 
exists. In contrast, Jung and Jeong’s method takes heterogeneity into consideration and 
controls the type-one error well. However, this method yields a biased survival estimator 
when the number of events is informative with regard to the hazard rate. When the 
number of events is non-informative and inter-subject heterogeneity is not high, as in the 
example data used in Jung and Jeong’s paper, there is no bias in estimation and thus their 
method is still valid. 
Our new method has higher power compared with Jung and Jeong’s method when 
the frailty variable follows a positive-stable distribution or when the frailty variable Z 
follows a uniform distribution and moderate (Z~U(0.1, 1.9)) or high (Z~U(0.01, 1.99)) 
inter-subject heterogeneity exists. However, when the frailty variable follows a Gamma 
distribution, the clustered log-rank test is consistently more powerful. In practice, if high 
power is the main concern, we suggest a two-step procedure to decide which method to 
use. First, make a histogram of individual-level hazard rates (individual-level hazards can 
be approximated by taking reciprocal of average survival times for each individual) to get 




level hazards follow a Gamma distribution and calculate the parameters of that Gamma 
distribution and then do a goodness-of-fit test to see whether that Gamma distribution is a 
good fit to the observed individual-level hazard rates. Similarly, goodness-of-fit test can 
be performed against other distributions, e.g. the positive stable distribution or the 
uniform distribution. Second, if the inverse uniform distribution fits the individual-level 
hazard rates the best compared to other frailty distributions, then calculate 
𝑉𝑟𝑜𝑏𝑢𝑠𝑡
𝑉𝑛𝑎𝑖𝑣𝑒
; A rule 
of thumb based on simulation results is that when 
𝑉𝑟𝑜𝑏𝑢𝑠𝑡
𝑉𝑛𝑎𝑖𝑣𝑒
> 3, our new rank tests are 
more powerful than the clustered rank method, otherwise, clustered rank tests are more 
powerful. If the Gamma distribution fits the individual-level hazard rates, then use Jung 
and Jeong’s clustered rank tests; if the positive stable distribution gives the best fit, then 
use our new rank tests. In practice, when inferences on hazard ratio is also of interest, our 
new method may be preferred even if it has lower power, as its hazard ratio estimator is 
less biased compared to that based on Jung and Jeong’s method. 
In addition, Jung and Jeong’s method yields subtle inflation in type-one error 
rates, especially when heterogeneity is high (Table 3.2). We suspect that this is related to 
the large number of events occasionally observed when inter-subject heterogeneity is 
moderate or high. It can be shown that the expected number of events is positively 
correlated with inter-subject heterogeneity (Table S3.1), given simulation setup as 
described in section 3. Simulation results also show that there is a greater chance to 
observe individuals with a larger number of events in scenarios with higher inter-subject 
heterogeneity (Table S3.2). As shown by formula (3.5), ?̂? is an accumulation of 




events will contribute some large | ?̂? | values when using Jung and Jeong’s method. In 
fact, occasionally observed extreme | ?̂? | values make the ?̂? distributions have heavy tails 
(Table S3.3 and Table S3.4), which makes the application of the Lindeberg-Feller central 
limit theorem inappropriate. On the contrary, our new method is robust to large number 
of events per person, because all calculations are performed after adjusting for the 
number of events. So, there are no extreme | ?̂?
∗| values (Table S3.4).   
 
3.6 Appendix 
3.6.1 Illustration of unbiasedness property of Wang and Chang’s method 
Wang and Chang (1999) proved that their Kaplan-Meier-like survival estimator is 
unbiased and showed plots to illustrate this unbiasedness. In this section, we provide 
more details for the unbiasedness of the cumulative hazard estimator since we have 
shown that the rank tests are actually comparing cumulative hazard estimators from 
multiple groups (3.1). We choose to use the frailty model with a frailty term that follows 
a Gamma distribution, because it is easy to derive the marginal survival function 𝑆(𝑡) and 
the marginal cumulative hazard function Λ(𝑡) in this model. Let Z denote the frailty 
variable, and 𝑍~𝐺𝑎𝑚𝑚𝑎(𝛼, 𝜃), where 𝛼 and 𝜃 are the shape parameter and the rate 
parameter for a Gamma distribution, respectively. According to formula (1.5), with this 











It then follows that 




Without losing any generality, let 𝛼 = 𝜃 = 0.5 and 𝜆0(𝑡) = 1, i.e. Λ0(𝑡) = 𝑡, then 
Λ(𝑡) = −0.5 log (
0.5
𝑡+0.5
).  We simulated one recurrent event dataset with 1,000 
individuals based on these parameters. Individuals were assumed to be followed from 
time 0 and can have as many recurrences as possible until the terminal censoring happens 
at time 2. This follow-up time is long enough for recurrent events to be observed. 
Cumulative hazard functions with and without adjustment for number of events are 













Plots of these two estimators as functions of time 𝑡 and the true cumulative hazard 
function are shown in Figure 3.3. The cumulative hazard function based on Wang and 
Chang’s method is much closer to the true cumulative hazard function compared with 
that without adjusting for number of events, which supports the unbiasedness of Wang 





Figure 3.4 Unbiasedness of cumulative hazard estimates based on Wang and Chang’s 
method 
3.6.2 Unstandardized rank statistics 




















= ∫ 𝐿(𝑡) {
























𝐿(𝑡) = 1. 





For the Peto-Prentice test, 
𝐿(𝑡) = ?̂?(𝑡). 
 
3.6.3 Property of residuals 
The adjustment of residuals for inter-subject heterogeneity does not affect the numerator 





























































































































































































































































Similarly, it can be shown that for Jung and Jeong’s method, 

















3.6.4 Convergence of new rank test statistics 


















































To show convergence, we rewrite the unadjusted rank statistics 𝑊∗ using martingales as 
following, 


























Using the same arguments as those in Ying and Wei’s work (1994) and proof by 
Billingsley (1986), it can be shown ∑ 𝑀𝑖





 is bounded, we can apply the Lindeberg-Feller central limit theorem to show 






3.6.5 Extended rank tests R functions 
### This function implement extended LR, GB and PP rank test by adopting Wang and # 
### Chang’s method 
### define m^* exactly as Wang-Chang's paper 
 
JW_LPG_m<-function(dt=dt){ 
  dt$id<-paste(dt$trt,dt$ID,sep="") 
  dt_evn<-aggregate(event~trt+ID,data=dt, FUN=max) 
  colnames(dt_evn)[3]<-"EVN" 
  dt<-join(dt, dt_evn, by=c("ID", "trt"), type="left") 
  dt=dt[!(dt$event==dt$EVN & dt$censor==0 & dt$EVN>1),]  ## delete censored data if 
multiple events observed 
  dt$EVN<-ifelse(dt$EVN==1, dt$EVN, dt$EVN-1) 
   




  for (i in 1:nrow(dt)) { 
    y1[i]=sum((dt[dt$trt==1,]$time>=dt$time[i])/dt[dt$trt==1,]$EVN)   ### make 
adjustment by EVN 
    y[i]=sum((dt$time>=dt$time[i])/dt$EVN)   ### make adjustment by EVN 
  } 
  dt$y1<-y1 
  dt$y<-y 
   
  #fitr0<-survfitr(Survr(as.factor(id),time,censor)~1,data=dt0, type="wa") 
  km<-S.est(dt) 
  colnames(km)<-c("time","surv") 
  km$censor<-1 
  dt<-merge(dt,km, by=c("time","censor"),all=TRUE) 
  dt$surv<-ifelse(is.na(dt$surv),1,dt$surv) 
 
  id<-unique(dt$id) 
  n.a<-sum(1/dt$EVN) ## adjusted sample size 
  n<-length(id) 
  eps1<-eps2<-eps1.P<-eps2.P<-eps1.G<-eps2.G<-rep(0,n) 
  #eps1<-eps2<-rep(0,length(id)) 
  for (i in 1: length(id)){ 
    dt_id<-dt[dt$id==id[i],] 
    eps1[i]<-sum((dt_id$trt-dt_id$y1/dt_id$y)*dt_id$censor/dt_id$EVN) 
    eps1.P[i]<-sum((dt_id$trt-dt_id$y1/dt_id$y)*dt_id$surv*dt_id$censor/dt_id$EVN) ## 
weights for Prentice: s[i] 
    eps1.G[i]<-sum((dt_id$trt-dt_id$y1/dt_id$y)*dt_id$y/n.a*dt_id$censor/dt_id$EVN) 
## weights for Gehan: dt_id$y 
     
    for (j in 1:nrow(dt)) { 
      y_li[j]=sum((dt_id$time>=dt$time[j])/dt_id$EVN[1]) 
    } 
    dt$y_li<-y_li 
     
    eps2[i]<-sum((dt$censor)*(dt_id$trt[1]-dt$y1/dt$y)*dt$y_li/dt$y/dt$EVN) 
    eps2.P[i]<-sum((dt$censor)*(dt_id$trt[1]-dt$y1/dt$y)*dt$surv*dt$y_li/dt$y/dt$EVN) 
    eps2.G[i]<-sum((dt$censor)*(dt_id$trt[1]-dt$y1/dt$y)*dt$y/n.a*dt$y_li/dt$y/dt$EVN) 
  } 
   
  W=sum(eps1) 
  V=sum((eps1-eps2)^2) 
  T=W/sqrt(V) 
  V0=sum((dt$y1/dt$y-(dt$y1/dt$y)^2)*dt$censor/dt$EVN) 
 




  V.P=sum((eps1.P-eps2.P)^2) 
  T.P=W.P/sqrt(V.P) 
  V0.P=sum((dt$y1/dt$y-(dt$y1/dt$y)^2)*dt$surv*dt$censor/dt$EVN) 
 
  W.G=sum(eps1.G) 
  V.G=sum((eps1.G-eps2.G)^2) 
  T.G=W.G/sqrt(V.G) 
  V0.G=sum((dt$y1/dt$y-(dt$y1/dt$y)^2)*dt$y/n.a*dt$censor/dt$EVN) 
   
  out0<-c(W, V, V0, T, W.P, V.P, V0.P, T.P, W.G, V.G, V0.G, T.G) 
  out<-data.frame(rbind(out0)) ## column vector to row vector 
  colnames(out)<-
c("W","V","V0","T","W.P","V.P","V0.P","T.P","W.G","V.G","V0.G","T.G") 







dt is a recurrent event dataset with each event as one observation. Column names 
are: 
  ID, 
  trt: 0 or 1, 
  time: > 0,  
  event: order indicator of each event, 
  censor: if censored =0, if failure event =1. 
Outputs 
 W: Numerator part of our extended Log-rank test statistic (3.3) 
 V: Denominator part of our extended Log-rank test statistic (3.7) 
V0: Naïve variance estimator 
T: Standardized Log-rank test statistic 
W.P, V.P, V0.P and T.P are the same statistics as shown above but for extended 
Peto-Prentice test. 







3.7 Supplementary Materials 
In this section, we give more details about our simulated data to explain why slight 
inflation in type-one error was observed using Jung and Jeong’s method given Z~U(0.1, 
1.9).  
3.7.1 Inflation of type-one error using Jung and Jeong’s method 
For simplicity, we assume no competing censoring and that the entry time is 0 for all 
individuals. Assume random effect variable 𝑍~𝑈(𝑎, 𝑏). From the simulation method 
described in Section 3.3, we know that 𝑡|𝑧~𝐸𝑥𝑝 (
𝜆
𝑧
) when 𝑆(𝑡) = e−𝜆𝑡
 
. Treat the 




), where 𝑇𝑡𝑜𝑡 is the total follow-up time. It follows that  





𝑑𝑧 = (log (𝑏) − log (𝑎))𝜆𝑇𝑡𝑜𝑡 





































− (log (𝑏) − log (𝑎))2) 
By plugging in numbers, 𝐸(𝑚) and 𝑉(𝑚) can be calculated and are shown in Table S3.1. 
Average of the largest number of events per individual per simulated datasets are shown 
in Table S3.2. 
Table S3.1 Expectation and variance of number of events  




U(0.5, 1.5) 𝑒𝑥𝑝(−4.5) 2.2 2.7 
𝑒𝑥𝑝(−4.25) 2.8 3.7 
𝑒𝑥𝑝(−4) 3.6 5.0 
U(0.1, 1.9) 𝑒𝑥𝑝(−4.5) 5.9 9.1 
𝑒𝑥𝑝(−4.25) 7.5 12.9 
𝑒𝑥𝑝(−4) 9.7 18.4 
U(0.01, 1.99) 𝑒𝑥𝑝(−4.5) 10.6 296.4 
𝑒𝑥𝑝(−4.25) 13.6 484.8 
𝑒𝑥𝑝(−4) 17.5 794.3 
 
Table S3.2 Average largest number of events based on simulated datasets 




U(0.5, 1.5) −𝑙𝑜𝑔𝜆: 4.25 𝑣𝑠 4 7.3 
−𝑙𝑜𝑔𝜆: 4.5 𝑣𝑠 4 7.0 
U(0.1, 1.9) −𝑙𝑜𝑔𝜆: 4.25 𝑣𝑠 4 15.9 
−𝑙𝑜𝑔𝜆: 4.5 𝑣𝑠 4 15.2 
U(0.01, 1.99) −𝑙𝑜𝑔𝜆: 4.25 𝑣𝑠 4 59.4 
−𝑙𝑜𝑔𝜆: 4.5 𝑣𝑠 4 54.8 
Note: Maximum follow up time is 180. 
 
To show differences in the residual distribution using Jung and Jeong’s method and using 
our new method, we simulated one dataset for each Z distribution using the method 
described in section 3.3 and show the corresponding residuals using two different 
methods in Figure S3.1. Baseline survival distributions for treatment and control groups 
are 𝑆(𝑡) = 𝑒−𝑒
−4.5𝑡 and 𝑆(𝑡) = 𝑒−𝑒
−4𝑡 respectively. It can be seen that tail part of 
individual-level residual distribution based on Jung and Jeong’s method is heavier than 
















Figure S3.1 Boxplots of individual-level residuals based on two different methods, given 




To further confirm that residuals calculated using Jung and Jeong’s method have a heavy-
tailed distribution, we calculated average kurtosis of the histogram of individual-level 
residuals from 5,000 simulated datasets.  
Table S3.3 Average kurtosis of residual distribution 
Z distribution Parameters: treatment 
vs placebo 
Average kurtosis ?̂?𝒊 
distribution 




U(0.5, 1.5) −𝑙𝑜𝑔𝜆: 4.25 𝑣𝑠 4 7.7 2.7 
−𝑙𝑜𝑔𝜆: 4.5 𝑣𝑠 4 8.5 2.7 
U(0.1, 1.9) −𝑙𝑜𝑔𝜆: 4.25 𝑣𝑠 4 22.5 2.5 
−𝑙𝑜𝑔𝜆: 4.5 𝑣𝑠 4 22.9 2.5 
U(0.01, 1.99) −𝑙𝑜𝑔𝜆: 4.25 𝑣𝑠 4 71.0 2.4 






CHAPTER 4 Correct for Bias in Estimation for Clustered Survival Data with Small 
Number of Events 
4.1 Introduction 
The maximum likelihood estimator (MLE) is one of the most commonly used estimators 
in statistical inferences. However, the MLE is sometimes biased (Cox and Snell, 1968). 
Firth (1993) developed a method to correct the first order bias of the MLE by adding a 
penalty term to the score function. Heinze and Schemper (2001) showed that Firth’s 
correction method is also applicable to the Cox regression model for time to event data 
with small number of events, or even with the monotone likelihood problem. In this 
chapter, we propose an extension to Heinze’s method to solve this bias problem in 
clustered survival data setting.  
Clustered survival data often arise in biomedical research, for example, multiple 
sites clinical trials, recurrent event studies and multi-family studies. In general, 
observations from the same cluster tend to be more correlated with each other than with 
observations from another cluster. This is usually referred to as intra-cluster correlation 
(ICC). Lin and Wei (1989) proposed a robust inference method for analyzing clustered 
survival data.  
In this chapter, we will extend Heinze’s method by adopting Lin and Wei’s robust 
inference method, so that correct inferences can be made on the parameter estimates for 
clustered survival data. Benefits of using this new method are demonstrated through 






Assume there are n clusters of data.  For cluster i (=1,2,…, n), let 𝑚𝑖 be the number of 
observations, and 𝑇𝑖𝑗 (𝑗 = 1, . . , 𝑚𝑖) be the survival time for the 𝑗
𝑡ℎ observation. Let 𝐶𝑖𝑗be 
the censoring time, which is assumed to be independent of 𝑇𝑖𝑗. Let Δ𝑖𝑗 = 𝐼(𝑇𝑖𝑗 ≤ 𝐶𝑖𝑗) 
indicate whether event time 𝑇𝑖𝑗 is observed (Δ𝑖𝑗 = 1) or censored (Δ𝑖𝑗 = 0). 
4.2.1 Firth’s correction 
Firth’s method introduces a modification to the score function to correct the bias in 
parameter estimation. The modified score function is (Firth, 1993) 
𝑈(𝛽𝑟)
∗ = 𝑈(𝛽𝑟) + 𝑎𝑟      (4.1) 
with 




}].      (4.2) 
Here 𝛽𝑟 is the 𝑟
𝑡ℎ parameter of interest, 𝐼(𝛽) is the information matrix evaluated at 𝛽, 
and c is a coefficient which is usually 0.5. The corresponding penalized likelihood 
function is  
𝑙𝑜𝑔𝐿∗(𝛽) = log 𝐿 (𝛽) + 𝑐 ∗ 𝑙𝑜𝑔|𝐼(𝛽)|.      (4.3) 












,      (4.4) 
where 𝑥ℎ is the covariate vector for some observation with event/censoring time 𝑡ℎ in the 
risk set 𝑅𝑖𝑗 and 𝑥ℎ,𝑟 is the 𝑟




4.2.2 Calculation of the robust variance estimator 
A robust variance can be calculated to account for clustered survival data (Lin and Wei, 
1989), 
?̂?𝑟𝑜𝑏𝑢𝑠𝑡 = 𝐼






      (4.6) 
and ?̂?𝑖 is the score function contributed by cluster i evaluated at ?̂?. More details about the 
calculation of ?̂?𝑖 can be found in Section 4.6. Inferences can then be made by the 
following asymptotic distribution, 
?̂? − 𝛽 ~ 𝑁(0, ?̂?𝑟𝑜𝑏𝑢𝑠𝑡).     (4.7) 
4.2.3 Inference based on profile likelihood intervals 
The normality assumption made by the Wald test may not hold especially in situations 
with monotone likelihood where the log-likelihood function may not be symmetric. In 
these situations, the likelihood ratio test may work better than the Wald test. Rotnitzky 
and Jewell (1990) proposed a method to perform a likelihood ratio test for clustered data. 
Let 𝛽 = (𝜓, 𝜙) where 𝜓 are the 𝑞 parameters to be tested and 𝜙 are the 𝑝 additional 
parameters. The likelihood ratio test statistic Λ is then calculated assuming an 
independent data structure, 
 Λ = 2[𝑙𝑜𝑔𝐿(?̂?) − 𝑙𝑜𝑔𝐿(𝛽)]       (4.8) 
where ?̂? and 𝛽 are the maximum likelihood estimator and the restricted maximum 




Let ?̂?𝑟𝑜𝑏𝑢𝑠𝑡,𝜓 and 𝐼𝜓
  denote the subset of ?̂?𝑟𝑜𝑏𝑢𝑠𝑡 and information matrix 𝐼 
corresponding to 𝜓, respectively. Rotnitzky and Jewell proved that when cluster size is 
large the distribution of Λ is approximately the same as ∑ 𝑎𝑖𝑌𝑖
𝑞
𝑖=1 , where the 𝑎𝑖s are 
eigenvalues of matrix ?̂?𝑟𝑜𝑏𝑢𝑠𝑡,𝜓𝐼𝜓
  and 𝑌𝑖s are independent chi-squared variables with one 
degree of freedom. The two bounds of the two-sided 95% profile likelihood confidence 
interval can be found by trying different 𝜓0′𝑠 and find a pair of 𝜓0′𝑠 that can make Λ 
equal the 2.5% quantile and the 97.5% quantile of the ∑ 𝑎𝑖𝑌𝑖
𝑞
𝑖=1  distribution, respectively.  
To incorporate Firth’s correction, we can replace the likelihood function with the 
corresponding penalized likelihood function (4.3) in formula (4.8), i.e. 
Λ∗ = 2[𝑙𝑜𝑔𝐿∗(?̂?) − 𝑙𝑜𝑔𝐿∗(𝛽)]      (4.9) 
The corresponding profile likelihood confidence interval based on Λ∗ can be found using 
similar approach as that used for Λ.  
4.3 Simulation Studies  
In this section, we report simulation studies to assess the performance of our proposed 
method. We simulate data with varying sample sizes, censoring rates, predictor effect 
sizes and within-cluster correlations. 
Clustered failure time data were simulated using the technique described in Cong 
et al. 2007, which uses Cox regression model with positive stable frailty (Hougaard, 
1986), 
𝜆(𝑡|𝑋𝑖𝑗, 𝑤𝑖) = 𝜆0(𝑡)𝑤𝑖 exp(𝛾𝑋𝑖𝑗),      (4.9) 




using positive stable distribution with parameter 𝛼, where 𝛼 ∈ (0,1) controls the degree 
of correlation between clusters. The larger 𝛼, the smaller the within cluster correlation 
(Cong et.al., 2007). With this simulation setup, the true marginal regression parameters 
are 𝛽 = 𝛼𝛾.  We try 𝛽 values equal to 0, 0.69, 1.38, 2.08 and 4.16, which correspond to 
the marginal hazards ratio equal to 1, 2, 4, 8 and 64, respectively.  
For simplicity we considered a regression model with one binary predictor on the 
cluster level, which means that observations within the same cluster share the same 
predictor value. However, methods developed in this project are also applicable to 
regression models with continuous predictor or more than one binary predictor either on 
the cluster level or on the observation level.  
Simulation results are shown in Table 4.1 (𝛼 = 0.1) and Table 4.2 (𝛼 = 0.5). 
Number of clusters 𝑛 is 100 and cluster size 𝑚𝑖 is 3. Three estimation methods are 
considered: Cox regression with Firth’s correction (FCox), Clustered Cox regression 
(CCox) and our new method which adopts both Firth’s correction and the robust variance 
estimator (FCCox). We use notation ‘CR.lrt’ to denote coverage rate based on a profile 
likelihood confidence interval and ‘M.L rate’ to denote the proportion of simulated 
datasets with monotone likelihood problem. 
As shown in Table 4.1 and Table 4.2, estimates from CCox are more biased 
compared with those from FCox and FCCox, especially when censoring rate is high and 
the true parameter value 𝛽 is large. Although the estimates for the FCox method give 
estimates that are much less biased than those from CCox, its coverage rates (CR) are not 




method reduces the bias in estimation and handles the intra-cluster correlation well; thus, 
it works better than the other two methods, when the probability of monotone likelihood 
problem is low (M.L. rate < 2%). Profile likelihood confidence intervals also work well 
in general when the monotone likelihood problem is rare. Simulations with smaller 
sample size, yield similar results (see Table 4.6).  
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(0.50) 94 96 
 
 
As the rate of the monotone likelihood problem increases, estimates based on 
Firth’s correction with penalty coefficient 0.5 can still be biased, which lowers the 
corresponding coverage rate. A similar problem is observed in Table 4.6 where the 
sample size is smaller and the rate of the monotone likelihood problem is larger than that 
in Table 4.1. To reduce the bias leftover after applying the default penalty with 
coefficient 0.5, we create a procedure with an adaptive penalty coefficient; when there is 




likelihood exists, we use a penalty coefficient of 4. We evaluate this adaptive penalty 
coefficient procedure using the same 90% censored simulated datasets as used in Table 
4.1. Summary of new results is shown in Table 4.3. Even though the larger penalty 
coefficient reduces bias for 𝛽 = 1.39 and 𝛽 = 2.08, it makes the bias for 𝛽 = 4.16 even 
larger. Thus, it may be possible to achieve better performance if different penalties could 
be selected depending on the true 𝛽 value.  








FCox CCox FCCox 








(0.63) 96 94 
0.69 0.012 
0.73 

























 (0.46) 8 14 
 
To further explore the role of penalty coefficients in bias reduction, we subset 
parameter estimates for those simulated datasets with the monotone likelihood problem 
(Table 4.4). When the penalty coefficient is set to 0.5, the average parameter estimate for 
the simulated datasets with monotone likelihood is around 4.2 on log(HR) scale, no 
matter what was the true parameter value. When the penalty coefficient was set to 4, the 




simulated data with monotone likelihood problem, this implies the parameter estimate is 
highly related to what penalty coefficient is used.  
Unfortunately, there is no clear clue to determine what the best penalty coefficient 
should be for a specific dataset with monotone likelihood problem, we suggest continuing 
to use the default penalty coefficient, 0.5. This penalty coefficient works well to correct 
for first-order bias in parameter estimates when there is no monotone likelihood problem. 
If monotone likelihood problem is observed, application of Firth’s correction method 
only solves the infinite-estimate problem, but may not remove all the bias. We 
recommend using the Firth’s correction only when there is prior belief that the true 
parameter value is not infinite. Heinze (2001) suggests that resampling is one potential 
application of Firth’s correction for the monotone likelihood problem: when a monotone 
likelihood is not present in the original dataset but is present in resampled datasets. 
 






   𝑐=0.5 𝑐=4 
100 1.39 0.92 3.96 (0.36) 2.02 (0.32) 
100 2.08 0.90 4.17 (0.35) 2.20 (0.38) 





4.4 Application to the ‘Rats’ Data from R 
We applied our method to the ‘rats’ dataset in the R package ‘survival’. In this dataset, 
survival times and censoring status were recorded for 300 rats, clustered by 100 litters, 
each of which includes 3 rats. The interest is to study the treatment effect on time to a 
tumor event. Using this original dataset, the estimated hazards ratio is 2.04, for the 
treatment arm versus the control arm, based on a clustered Cox regression model. 
To illustrate the bias in estimation when sample size is small, we randomly 
selected 30 out of the total 100 litters from the original dataset and re-estimated the effect 
1,000 times. A summary of the analyses of the 1,000 replicate samples using the three 
different methods is shown in Table 4.5. The estimates based on subset dataset are larger 
than that from the original dataset. However, if Firth’s correction is applied, then the 
average HR estimate becomes closer to that from the original large dataset. In addition, 
the robust standard error (𝑠𝑒̅̅̅) used in FCCox shows a better estimate for the true standard 
deviations (sd(?̂?)) of corresponding parameter estimates than a naïve standard error 
estimate does in FCox. In CCox, the robust standard error underestimates the true 
variability of ?̂?; this is because the subset data with monotone likelihood problem 
contributes some extremely large ?̂?𝑠 and results in a large sd(?̂?).   
Table 4.5 Analysis of the ‘rats’ dataset in R 
  ?̅̂? 𝑠𝑒̅̅̅ sd(?̂?) HR 
3/10 of 
Original Data 
FCox 0.729 0.630 0.464 2.07 
CCox 0.748 0.568 0.723 2.11 
FCCox 0.729 0.525 0.464 2.07 
Original Data 
 ?̂? 𝑠𝑒 NA HR 






In this chapter, we showed that the robust variance estimator can be used to account for 
intra-cluster correlations in clustered survival data when the number of events is small. 
Coverage rate of both the Wald test and the profile likelihood confidence intervals are 
satisfactory given that the point estimator is not very biased. 
We showed that Firth’s correction with default penalty coefficient 0.5 can help 
reduce bias in maximum likelihood estimation for clustered survival data with small 
number of events when there is no monotone likelihood problem. However, when a 
monotone likelihood problem is observed, application of Firth’s correction method does 
not always yield an unbiased or less biased estimate. We recommend using this method 
only when it is known or there is prior belief that the true parameter value is not infinite. 
For example, when a resampling approach is used in inferences, the original dataset does 
not have a monotone likelihood problem, but some resampled datasets may have this 
problem. In this situation, the true parameter value is usually believed to be finite, which 




4.6.1 Calculation of the robust variance estimator 
According to (4.6), the robust variance estimator can be calculated as the sum of squared 

















According to Cox regression model (Cox, 1972), 





𝑌𝑖𝑗(𝑢) = 𝐼(𝑡𝑖𝑗 > 𝑢), 
𝑁𝑖𝑗(𝑡) = 𝐼(𝑡𝑖𝑗 ≤ 𝑡, ∆𝑖𝑗= 1),  










































4.6.2 More simulation results with penalty coefficient 0.5 
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CHAPTER 5 Summary 
In this dissertation, we worked on three projects related to the bias issue in data analyses. 
In Chapter 2, we study the bias caused be hidden confounders. We propose a 
method based on the Gaussian Mixture Model (GMM) to reduce the bias caused by 
ignoring unknown/unmeasured confounders when hidden confounder(s) are categorical. 
Our method shows smaller bias and higher coverage rate compared with the unadjusted 
estimator in scenarios with varied confounder effects sizes, levels of confounders and 
variabilities of the response variable within each confounder level. One limitation of this 
new method is that when confounder effect is not large enough, e.g. when confounder 
effect size is less than the variability of the response variable within each confounder 
level, data coming from different confounder levels may overlap with each other too 
much and the GMM may not be able to separate them apart correctly. Prior information 
about the hidden confounders may be helpful to recover the hidden confounder variables. 
However, this is beyond this thesis work. Another limitation is that hidden confounders 
are assumed to be categorical. This assumption is required by the nature of the clustering 
methods. Other novel methods that do not depend on clustering methods need to be 
explored to overcome this limitation. 
In Chapter 3, we work on the recurrent event data analysis, where the number of 
events is usually informative. Wang and Chang (1999) developed a method to address the 
bias issue in survival estimates caused by informative number of events. In this chapter, 




show how to make inferences on the marginal hazards ratio. Our work can be treated as a 
compliment to Wang and Chang’s work in analyzing recurrent event data.  
In Chapter 4, the bias in maximum likelihood estimator for clustered survival data 
is considered. We extend the classical Firth’s correction method (Firth, 1993) by adopting 
the robust variance estimator. Simulations results show that our new method works better 
than competitive methods with regard to bias and variance estimation when monotone 
likelihood is rare. We find that when monotone likelihood problem is frequently 
encountered in simulations, the bias in estimation after Firth’s correction can still be 
large. In practice, it’s safe to apply Firth’s correction to reduce bias in MLE when 
number of events is small but there is no monotone likelihood problem in survival 
analysis. If the data to be analyzed show monotone likelihood problem already, we 
recommend use Firth’s correction only when true parameter value is known to be finite, 
e.g., when resampled data shows monotone likelihood problem but the original data does 
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