Estimation of Extreme Responses and Failure Probability of Wind Turbines under Normal Operation by Controlled Monte Carlo Simulation by Sichani, Mahdi Teimouri
 
  
 
Aalborg Universitet
Estimation of Extreme Responses and Failure Probability of Wind Turbines under
Normal Operation by Controlled Monte Carlo Simulation
Sichani, Mahdi Teimouri
Publication date:
2011
Document Version
Publisher's PDF, also known as Version of record
Link to publication from Aalborg University
Citation for published version (APA):
Sichani, M. T. (2011). Estimation of Extreme Responses and Failure Probability of Wind Turbines under Normal
Operation by Controlled Monte Carlo Simulation. Department of Civil Engineering, Aalborg University. DCE
Thesis No. 31
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            ? Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            ? You may not further distribute the material or use it for any profit-making activity or commercial gain
            ? You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us at vbn@aub.aau.dk providing details, and we will remove access to
the work immediately and investigate your claim.
Downloaded from vbn.aau.dk on: November 29, 2020
 
DCE Thesis No. 31 
 
 
 
 
 
Estimation of Extreme Responses and Failure 
Probability of Wind Turbines under Normal 
Operation by Controlled Monte Carlo 
Simulation 
 
 
 
by 
 
 
Mahdi Teimouri Sichani
October 2011 
 
 
 
 
 
 
 
 
 
© Aalborg University 
 
 
 
 
 
 
 
 
Aalborg University 
Department of Civil Engineering 
 
 
 
 
 
ISSN 1901-7294 
DCE Thesis No. 31 
 
Scientific Publications at the Department of Civil Engineering 
 
Technical Reports are published for timely dissemination of research results and scientific work
carried out at the Department of Civil Engineering (DCE) at Aalborg University. This medium
allows publication of more detailed explanations and results than typically allowed in scientific
journals. 
 
Technical Memoranda are produced to enable the preliminary dissemination of scientific work by
the personnel of the DCE where such release is deemed to be appropriate. Documents of this kind
may be incomplete or temporary versions of papers—or part of continuing work. This should be
kept in mind when references are given to publications of this kind. 
 
Contract Reports are produced to report scientific work carried out under contract. Publications of
this kind contain confidential matter and are reserved for the sponsors and the DCE. Therefore,
Contract Reports are generally not available for public circulation. 
 
Lecture Notes contain material produced by the lecturers at the DCE for educational purposes. This
may be scientific notes, lecture books, example problems or manuals for laboratory work, or
computer programs developed at the DCE. 
 
Theses are monograms or collections of papers published to report the scientific work carried out at
the DCE to obtain a degree as either PhD or Doctor of Technology. The thesis is publicly available
after the defence of the degree. 
 
Latest News is published to enable rapid communication of information about scientific work
carried out at the DCE. This includes the status of research projects, developments in the
laboratories, information about collaborative work and recent research results. 
Published 2011 by 
Aalborg University 
Department of Civil Engineering 
Sohngaardsholmsvej 57, 
DK-9000 Aalborg, Denmark 
 
Printed in Aalborg at Aalborg University 
 
ISSN 1901-7294 
DCE Thesis No. 31 
Preface
The present thesis “Estimation of Extreme Responses and Failure Probability of Wind Tur-
bines under Normal Operation by Controlled Monte Carlo Simulation” is the outcome of the
research of a PhD study within the period October 2008 to October 2011 at the department of
Civil Engineering, Aalborg university, Aalborg, Denmark.The thesis is presented as a collection
of peer-reviewed articles published within this period in aumber of journals and conferences.
I would like to thank my supervisor Prof.Dr.Techn. Søren R.K. Nielsen for his enthusiast
and perseverance in this project. I would like to greatly appreciate his guidance and support,
both technically and spiritually, which empowered me to move along this long road. Special
thanks should be directed to Prof.Dr.Techn. Christian Bucher of Technical University of Vienna
(TUWien) who hosted me in his institute for four months. I would like to appreciate Prof.Bucher
for always giving me motivation toward my research and providing me with numerous technical
discussions during my stay in Vienna. The friendly environme t of the Center of Mechanics and
Structural Dynamics (CMSC) of the Technical University of Vienna can not be forgotten. I would
like to appreciate Prof.Dr.Techn. Arvid Naess of the Centrefor Ships and Ocean Structures
(CeSOS) of Norwegian University of Science and Technology (NTNU) for being so open and
friendly in sharing their research works and ideas with me during my visit to their institute.
The Danish Energy Authority is acknowledged for support under the grant EFP07-II that
made this research possible. I would like to thank my colleagu s and friends for fruitful discus-
sions, moral support and helpfulness during the course of the project.
Finally, I would like to thank my parents and my sister for their everlasting support they
never refrained me during this time. Their impact on my work is not possible to be overestimated.
Aalborg, October 2011 Mahdi Teimouri Sichani
— i —
ii
Mahdi Teimouri Sichani
iii
Summary in English
Extreme value predictions for application in wind turbine design are often based on asymptotic
results. Assuming that the extreme values of a wind turbine responses, i.e. maximum values
of the mud-line moment or blades’ root stress, follow a certain but unknown probability density
(mass) distribution, we are interested in estimating this distribution accurately far in its tail(s).
This is typically done by assuming the epochal extremes in a 10 minute interval are distributed
according to some asymptotic extreme value distribution with unknown parameters to be esti-
mated based on simulated low order statistical moments. Theresults obtained by extrapolation
of the extreme values to the stipulated design period of the wind turbine depend strongly on the
relevance of these adopted extreme value distributions.
The problem is that this relevance cannot be decided from thedata obtained by the indicated
so-called crude Monte Carlo method. With failure probabilities of the magnitude10−7 during a
10 min. sampling interval the tails of the distributions arenever encountered during normal op-
erations. To circumvent this problem the application of variance reduction Monte Carlo methods
i.e. importance sampling (IS) might be considered. This suffers from strict requirement on the
so called sampling density for a high dimensional parametervector.
Newly developed advanced (controlled) Monte Carlo methodspropose alternative solutions
to this problem. Splitting methods such as Double & Clump (D&C), Russian Roulette & Splitting
(RR&S) and finally distance controlled Monte Carlo (DCMC) are one class of these methods.
The idea behind these methods is to artificially enforce “rare events” to happen more frequently.
This can be done by distributing the statistical wight of thesamples such that it is an estimate of
their true probability density. Introducing sample weights allows increasing the number of sam-
ples which carry low statistical weights, i.e. low probability of occurrence, by further lowering
their weights. This enables more accurate analysis of theirbehavior in the vicinity of the failure
surface i.e. estimation of the probability of failure.
Another approach to this problem is to condition the Monte Carlo simulations using the
so-called Markov Chain Monte Carlo (MCMC) technique. The standard method in this direction
is the subset simulation(SS). Here the idea is to start by a standard Monte Carlo simulation
with very low number of samples, compared to the true number requi ed for estimation of the
required probability. The next generation of samples are then simulatedconditionedon those
samples which have the least probability of occurrence in previous simulation.
Yet an alternative approach for estimation of the first excursion probability of any system is
based on calculating the evolution of the Probability Density Function (PDF) of the process and
integrating it on the specified domain. Clearly this provides the most accurate results among the
three classes of the methods. The solution of the Fokker-Planck-Kolmogorov (FPK) equation for
systems governed by a stochastic differential equation driven by Gaussian white noise will give
the sought time variation of the probability density function. However the analytical solution of
the FPK is available for only a few dynamic systems and the numerical solution is difficult for
dynamic problem of more than 2-3 degrees of freedom. This confines the applicability of the
FPK to a very narrow range of problems. On the other hand the recently introduced Generalized
Density Evolution Method (GDEM), has opened a new way towardrealization of the evolution
of the PDF of a stochastic process; hence an alternative to the FPK. The considerable advantage
of the introduced method over FPK is that its solution does not require high computational cost
which extends its range of applicability to high order strucural dynamic problems. The problem
with method is that the number of basic random variables is rathe limited.
October, 2011
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Summary in Danish
Bestemmelsen af ekstremværdier for vindmølle design foretages i regelen ved hjælp af asymp-
totiske metoder. Antages ekstremværdien af en givet respons tørrelse, f.eks. maximalværdien af
tårnmomentet ved fundamentet eller bladspændingerne ved rod n, at følge en given, men ukendt
sandsynlighedstæthed, er problemet at estimere enderne afdenne tæthedsfunktion. Dette fore-
tages typisk ved at antage at ekstremværdien i en periode af 10 minutters varighed er fordelt efter
en antaget ekstremværdi fordeling med ukendte parametre, de estimeres efter givne atatistiske
momenter af lav orden for den underliggende fordeling. Det opnåede resultat af ekstraåpola-
tionen af ekstremværdien til den stipulerede design periodof vindmøllen afhænger i væsentlig
grad af den valgte ekstremværdifordeling.
Problemet er, at gyldigheden af den benyttede fremgangsmåde kan ikke veficeres ved såkaldt
crude Monte Carlo simulering. Med svigtsamdsynligheder afstørrelsen10−7 i et samplingsinter-
val af 10 min. vil enderne af fordelingen sjældent eller aldrig nås under normale driftbetingelser.
En måde at omgå dette problem er anvendelsen af såkaldte variansreducerende Monte Carlo
metoder, som importance sampling (IS). Denne metode har dogpr blemr ved fastlæggelsen
samplingstæthedsfunktionen for parameter vektorer af højdimensionalitet.
Som alternative løsningsalgoritmer er der i de senere år er udviklet såkaldte controlled
Monte Carlo metoder til løsning af det beskrevne problem. Enklasse af disse metoder udgøres
af Double & Clump (D&C), Russian Roulette & Splitting (RR&S)og distance controlled Monte
Carlo (DCMC). Ideen bag disse metoder er kunsigt af fremtvinge at "ekstrem hændelser" sker
med højere frekvens. Dette kan foretages ved at fordele den statiske vægt of de simulerede
tidsserier på en såden måde, at et estimat af deres virkeligesandsynlighedstæthedsfunktion op-
nås. Det er åbenmbart that introduktionen af vægte i løbet afsimuleringen muliggør, at antallet
af tidsserier med lav statistik vægt, dvs, med lav sandsynlighed, kan øges ved yderligere at re-
ducere deres vægt. Ved at øge antallet af disse tidsserier opnås en mere præcis estimering af
deres opførsel i omegnen af svigtfladen, herunder fastlæggelsen af svigtsandsynligheden.
En anden fremgangsmåde er anvendelsen af betingede Monte Carlo simularingsmetoder,
kendt som Markov Chain Monte Carlo (MCMC) metoder. Standardmetoden ersubset simula-
tion (SS). Ideen er her at starte simuleringen med en standard Monte Carlo simulering med et
stærkt. Den næste generation af simuleringer startes dernæst betingetaf de tidsserier, der i den
foregående simulering havde den laveste sandsynlihed for at ekomme.
Endnu en alternativ fremsgansmåde til fastlæggelse af første udkrydsningssandsynligheder
er baseret på bestemmelsen af sandsynlighedstæthedsfunktione af processen som funktion af
tiden, og integrere denne over det relevante område. Det er åbenbart, at denne fremgangsmåder
vil give de mest nøjagtige resultater blandt de nævnte tre metoder. Løsningen Fokker-Planck-
Kolmogorov (FPK) ligningen for systemer styret af en tilstandsdiffrential ligning påvirket af
Gaussisk hvid støj vil give den søgte tidsvariation af tæthedsfunktionen. Imidlertid kendes der
kun ganske få analytiske løsninger FPK ligningen, og numerisk løsning er vanskelig for dy-
namiske problemer af mere end 2-3 frihedsgrader. Dette begrænser anvendelsen af FPK lignin-
gen til et meget begrænset antal problemer. For nyligt er densåkaldte Generalized Density Evo-
lution Method (GDEM) blevet foreslået som en måde at omgå detbskrevne dimensionsproblem.
I denne metode bestemmes udviklingen af sandsynlighedstæthedsfunktionen, som det sker ved
FPK metoden, men der er ingen begrænsninger på antallet af frihedsgrader. Problemet ved meto-
den er at antallet af basisvarible, der fastlægger lastprocesserne, må være relativt begrænset.
Mahdi Teimouri Sichani
Contents
1 Introduction 1
1.1 Wind turbine failures . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . 1
1.2 Statement of the problem . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . 2
1.3 An overview into the problem . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Curve fitting approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 5
1.5 Sampling approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 7
1.5.1 Standard v.s. Variance Reduction Monte Carlo . . . . . . .. . . . . . . 7
1.5.2 Importance Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . .9
1.5.3 Distance Controlled Monte Carlo . . . . . . . . . . . . . . . . . .. . . 10
1.5.4 Asymptotic Sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.5.5 Subset simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .13
1.5.6 Average Conditional Exceedance Rates (ACER) . . . . . . . . . . 14
1.6 Probability density evolution approach . . . . . . . . . . . . .. . . . . . . . . . 15
1.7 Chaotic motion of shallow cables . . . . . . . . . . . . . . . . . . . .. . . . . . 15
1.8 Benchmark problem for VRMC methods . . . . . . . . . . . . . . . . . .. . . . 16
1.9 Layout of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 18
2 Correlated wind field generation 21
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 21
2.2 Turbulence model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 22
2.3 Discretization of the turbulence field . . . . . . . . . . . . . . . . . . . . . . 24
2.4 ARMA modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5 State Space Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 29
2.5.1 System realization theory . . . . . . . . . . . . . . . . . . . . . . .. . . 31
2.5.2 Remarks on the algorithm . . . . . . . . . . . . . . . . . . . . . . . . .32
2.6 Numerical simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3 The Wind Turbine Model 41
3.1 Overview of the model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .41
3.2 Mechanical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .41
3.3 Aerodynamic load modeling . . . . . . . . . . . . . . . . . . . . . . . . .. . . 47
3.3.1 Wind modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.4 Model specifications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5 Effect of the pitch controller . . . . . . . . . . . . . . . . . . . . . .. . . . . . 53
— v —
vi Contents
4 Importance Sampling 57
4.1 Itô Stochastic Differential Equations . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Girsanov Transformation . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . 58
4.3 Radon-Nikodym derivative . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.4 Control functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.5 Multi-modal sampling . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 62
4.6 Applying importance sampling . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.7 IS for linear systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 65
4.8 IS for wind turbines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 66
5 Distance Controlled Monte Carlo 67
5.1 Distance Control & Russian Roulette . . . . . . . . . . . . . . . . .. . . . . . . 67
5.2 Splitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .69
5.3 Distance measures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 69
5.3.1 A Relative distance measure . . . . . . . . . . . . . . . . . . . . . .. . 70
5.3.2 An Absolute distance measure . . . . . . . . . . . . . . . . . . . . .. . 70
5.4 Importance measure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . 71
5.5 Applying Distance Controlled Monte Carlo . . . . . . . . . . . . . . . . . . 72
5.6 DCMC for wind turbines . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 73
6 Conclusions and Future directions 75
References 76
A Derivations of Kalman filter gain and Riccati equation 83
B Importance sampling for Wind turbines 85
B.1 Representation of the model in the Itô SDE form . . . . . . . . .. . . . . . . . 85
B.2 Control functions : Nonlinear model . . . . . . . . . . . . . . . . . . . . . . 87
B.3 Control functions: Linear model . . . . . . . . . . . . . . . . . . . . . . . . 88
C Applications of asymptotic sampling on high dimensional structural dynamic prob-
lems 91
D Variance reduction Monte Carlo methods for wind turbines 117
E Efficient estimation of first passage probability of high-dimensional nonlinear sys-
tems 135
F First Passage Probability Estimation of Wind Turbines by Markov Chain Monte
Carlo 159
G Failure Probability Estimation of Wind Turbines by Enhanc ed Monte Carlo 203
H Stochastic and chaotic sub- and superharmonic response ofshallow cables due to
chord elongations 253
Mahdi Teimouri Sichani
List of Figures
1.1 Different wind turbines installations; a) The 20 x 2 MW wind turbines provide
40 MW of clean power for the city of Copenhagen, b) Wind turbines on Bahrain
world trade center. The two towers are linked via three skybridges, each holding
a 3 x 225KW wind turbine providing 675kW of wind power production . . . . . 2
1.2 Examples of the failures of the wind turbines. a) Searsburg Vermont turbine, b)
The Danish wind turbine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Extreme values of the response of the fixed speed wind turbine; a) Fitted distri-
butions within the range of samples, b) Extrapolation of thefits to the 50 year
return period;—: 50 year return period, -.-: 3 parameter Weibull,· · · : Gumbel,
- - -: 3 parameter Lognormal, —: Generalized Extreme Value . .. . . . . . . . . 5
1.4 Extreme values of the response of the variable speed windturbine; a) Fitted
distributions within the range of samples, b) Extrapolation of the fits to the 50
year return period;—: 50 year return period, -.-: 3 parameter Weibull,· · · :
Gumbel, - - -: 3 parameter Lognormal, —: Generalized ExtremeValue . . . . . . 6
1.5 Schematic view of the Standard Monte Carlo . . . . . . . . . . . .. . . . . . . 8
1.6 Schematic view of the importance sampling . . . . . . . . . . . .. . . . . . . . 10
1.7 Schematic view of the distance controlled Monte Carlo . .. . . . . . . . . . . . 11
1.8 Schematic view of the asymptotic sampling . . . . . . . . . . . .. . . . . . . . 12
1.9 Schematic view of the subset simulation . . . . . . . . . . . . . .. . . . . . . . 13
1.10 Different realizations of the benchmark problem; a) Excitation realizations, b)
Response realizations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. 16
1.11 Transformation to the LSF and failure probability for the benchmark problem; a)
Absolute values of the realizations of the response, b) Failure probability . . . . . 17
2.1 a) Discretization of rotor area. b) Three-bladed rotor.. . . . . . . . . . . . . . . 23
2.2 Turbulence vectorv(t) as a linear filtration of a Gaussian white noise vectoru(t). 26
2.3 Definition of nodes in numerical example. . . . . . . . . . . . . .. . . . . . . . 33
2.4 Relative error of Eucledian norm of modified cross-spectral density matrix. —–
:S̃vv(ω) given by Eq. (2.21).−−−:S̃vv(ω) given by Eq. (2.16). . . . . . . . . 34
2.5 Components of the impulse response matrix. a)h11(t). b)h21(t). . . . . . . . . 34
2.6 Numerical simulation of turbulence in node 1 based on Eq.(2.28). . . . . . . . . 35
2.7 Numerical simulation of turbulence in node 1 based on AR(30) model, Eq. (2.33). 36
2.8 Singular values of the block Toeplits matrix of the cross-covariances used for
model estimation in SSM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .36
— vii —
viii List of Figures
2.9 Numerical simulation of turbulence in node 1 based on SSMmodel of order 5,
Eq. (3.36). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.10 Convergence of standard deviation estimates for numerical simulation of turbu-
lence in node 1.−.−.−: Filter model, Eq. (2.28)...... : 2SLS, order 30.−−−:
SSM, order 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.11 Auto covariance function of scalar model at node 1. —–: Covariance function,
Eq. (2.13).−. − .−: Filter model, Eq. (2.28)...... : 2SLS, order 60, Eq.(2.34).
−−−: SSM, order 14, Eq.(2.44). . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.12 Singular values of the block Toeplits matrix of the cross-covariances used for
model estimation in SSM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .38
2.13 Auto-covariance function of the SSM model for vector turbulence at node 1. —
–: Covariance matrix, Eq. (2.13).. ... : 2SLS, order 60, Eq.(2.34).−−−: SSM,
order 26, Eq.(2.44). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .39
2.14 Cross-covariance function of the SSM model for vector turbulence between nodes
1 and 2. —–: Covariance matrix, Eq. (2.13)... .. : 2SLS, order 60, Eq.(2.34).
−−−: SSM, order 26, Eq.(2.44). . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1 Flowchart of the wind turbine model . . . . . . . . . . . . . . . . . . . . . . 42
3.2 Definition of degrees of freedom section moments and pitch angles . . . . . . . . 43
3.3 Single degree of freedom representation of drive train .. . . . . . . . . . . . . . 43
3.4 Blade profile definition of velocities and forces. . . . . . . . . . . . . . . . . 48
3.5 Aerodynamic load coefficient of the 5MW wind turbine blade forα = κ = v = 0
andq̇5 = ωr,0; a) Normal load coefficient at 30m distance from blade’s root, b)
Tangential load coefficient at 30m distance from blade’s root, c) Normal load
coefficient at 60m distance from blade’s root, d) Tangentiallo d coefficient at
60m distance from blade’s root . . . . . . . . . . . . . . . . . . . . . . . . .. . 49
3.6 Realization of the turbulent wind field . . . . . . . . . . . . . . . . . . . . . 50
3.7 Interpolation of turbulence. . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.8 Structural properties of the NREL 5MW wind turbine. a) —:Lift coefficient
of the NACA64-618,− − −: Drag coefficient of the NACA64-618, b) Blade’s
mode shape , c) Tower’s mode shape , d) Bending stiffness of the tower , e) Mass
per unit length of the tower , f) Bending stiffness of the blade , g) Blade’s mass
per unit length , h) Blade’s inertial load , i) Blade’s cord length. . . . . . . . . . . 53
3.9 Turbulent wind realization at the hub hight. ...: Mean wid speed; —: rated rotor
speed . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.10 Modal responses of the wind turbine under normal operation l condition. blue:
fixed speed; red: variable speed . . . . . . . . . . . . . . . . . . . . . . . .. . . 54
3.11 Modal responses of the wind turbine under extreme operational condition. blue:
fixed speed; red: variable speed . . . . . . . . . . . . . . . . . . . . . . . .. . . 55
4.1 SDOF linear oscillator. a) Control functionu(τ)(t) for outcrossing atτ = 40[s],
b) Responsex(t) to u(τ)(t) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 SDOF linear oscillator,τ = 40[s]. a) —: Response todW (t), −−: Response to
dW̃ (t) , b) Reliability indexβ(t) for all time instants . . . . . . . . . . . . . . . 62
4.3 Limit state function for different problems; a) Non-oscillatory systems i.e. crack
growth problems, b) Oscillatory systems . . . . . . . . . . . . . . . .. . . . . . 63
Mahdi Teimouri Sichani
List of Figures ix
4.4 Multi-modal sampling density function for the SDOF linear oscillator . . . . . . 63
4.5 Estimations of the failure probability with IS; Solid line: SMC, dots : IS . . . . . 65
5.1 The standard Monte Carlo simulation a) Statistical weights of the samples versus
normalized importance measure b)Distribution of the importance measure versus
sample (realization) no. of each realization —: Importancemargin, * (black):
Important processes, * (grey): Unimportant processes, o (red): Killed processes . 67
5.2 The distance controlled Monte Carlo simulation a) Statistical weights of the
samples versus normalized importance measure b)Distribution of the importance
measure versus sample (realization) no. of each realization —: Importance mar-
gin, * (black): Important processes, * (grey): Unimportantprocesses, o (red):
Killed processes o (purple): Not-splittable . . . . . . . . . . . . . . . . . . . 68
5.3 Development of processes in DCMC . . . . . . . . . . . . . . . . . . . .. . . . 68
5.4 Absolute versus relative distance measures;·: process, Hatch: Safe domain,
Dashed circle: Important realizations, a) Absolute distance measure, b) Relative
distance measure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.5 Mechanical energy of a SDOF oscillator;µX : Mean value of the process,b:
Barrier level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.6 Ten estimations of first passage probability distribution for a single DOF os-
cillator using RR&S using 500 simulations; a) Pradlwarter’s distance measure
b)Mechanical energy distance measure . . . . . . . . . . . . . . . . . . . . 74
October, 2011
x List of Figures
Mahdi Teimouri Sichani
List of Tables
3.1 Structural and control parameters of the wind turbine model. . . . . . . . . . . . 52
3.2 Blade aerodynamic properties. . . . . . . . . . . . . . . . . . . . . .. . . . . . 52
— xi —
xii List of Tables
Mahdi Teimouri Sichani
CHAPTER 1
Introduction
In this chapter the statement of the problem in dynamic reliability of the wind turbines is
presented. The route map of the thesis is addressed in this chapter and the relationship of the
represented publications to the direction of the study is pointed out. The main focus of the thesis
has been on applying VRMC methods on a wind turbine model. Theprimary requirement for
this is a wind turbine model in a correlated wind field. The primary works consist of developing a
wind field generator and a wind turbine model. Among all the VRMC method the following have
been considered for application on the wind turbine:Importance Sampling, Distance Control
Monte Carlo, Asymptotic Sampling, Subset Simulation, Subset Simulation with Reduced Chain
Correlation, Subset Simulation with Delayed Rejection, Horseracing Simulationand the method
of the Average Conditional Exceedance Rates. A short summary of the methods used in the
thesis with their way of tackling the problem is provided. Other methods such as Line Sampling,
Directional Sampling, Adaptive Sampling etc. have only been studied but not considered in
detail.
1.1 Wind turbine failures
Wind turbines have a growing rate of use due to the considerations for renewable energy pro-
duction. The development of these machines and their implementation have been changed from
their early designs which shows positive attitude and benefit i them. There exist two major types
of wind turbines e.g. the Horizontal Axis Wind Turbines (HAWT) and the Vertical Axis Wind
Turbines (VAWT); only the HAWT will be considered in this thesis. The development of the
wind turbines has led to setting up wind farms, a grid of wind turbines, designed for harvesting
maximum wind power c.f. figure 1.1.a. More innovative ideas are toward installing them on tow-
ers and sky scrapers. Figure 1.1.b shows the three wind turbines installed on Bahrain world trade
center and turned on for the first time on August 8, 2008. Each of t ese turbines is capable of
generating 225KW energy which altogether provide about 10%- 5 of the towers’ total power
consumption. Creation of such innovative ideas requires designing safe wind turbines with low
probability of failure according to the safety regulations.
A wind turbine during its typical 20 or 50 years operation will face some very extreme
conditions. Equipment problem such as gearbox failure or other unplanned events may happen
during this period of time. Other sources of defects or malfunctioning in a wind turbine may
rise within installation process. In modern wind turbines the blades and the nacelle need to be
installed about hundred meters above the ground which needspl nty of crane work. The potential
equipment and installation imperfections are detected by component condition monitoring of
the turbine. This is the key toward optimized lifetime and capacity besides the profitability
— 1 —
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a) b)
Figure 1.1 Different wind turbines installations; a) The 20 x 2 MW wind turbines provide 40 MW of clean power for
the city of Copenhagen, b) Wind turbines on Bahrain world trae center. The two towers are linked via three skybridges,
each holding a 3 x 225KW wind turbine providing 675kW of wind power production
of the wind turbine. The maintenance sections is in charge oftreating these potential failure
spots. Nevertheless a wind turbine, just like any mechanical system, is always subject to failure
during its operation. This could be due to extreme weather conditi n or other reasons - such
as emergency shut downs - during operation which enforces extreme working conditions on the
turbine. Such circumstances may lead into catastrophe which t reads both human being and the
turbine life. Examples of such failures are the Searsburg Vemont catastrophic turbine failure
on September 15, 2008. Turbine No.10 of the 11 turbine Searsburg wind facility collapsed on
September 15 in high wind conditions. One of the turbine blades hit the base causing the tower
to buckle and the nacelle and rotor assembly to crash to the ground c.f. figure 1.2.a. On October
24, 2008 a Suzlon wind turbine in Waynet Illinoise had one of its 140 foot long blades break
off. A failure in the design procedure has been mentioned as the main reason for this failure.
In February 2008 a Vestas wind turbine in Vig, Denmark had a dramatic self-destruction. The
controller of the wind turbine did not function and the rotorstarted spinning out of control. One
of the blades hits the tower cutting it to half and its debris hit other blades crushing them to
parts as well c.f. 1.2.b. In order to decrease the possibility of hese failures the codes of practice
recommend safety factors of for the wind turbine parts. Definitio of these safety factors is
based on the designated probability of failure of the wind turbine. This necessitates estimation
of the failure probability of the wind turbines down to probabilities of order10−7. The factors
associated to these probabilities are the so-calledreturn periodsof the wind turbines. These
return periods may be calculated on the basis of either 20 or 5years of working condition called
the50-yearor 20-yearreturn periods respectively.
1.2 Statement of the problem
According to the IEC61400-1 standard (IEC 2005a; IEC 2005b), the design valuer of a stochas-
tic response { R(t) , t∈[0,∞[ }(bending moment, stress, deformation, etc.) is obtainedby extrap-
olation of the failure probability of the design valuer under normal operation in a referential
epocheT , e.g. a realization of lengthT of the processR(t), to a given recurrence time (expected
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a) b)
Figure 1.2 Examples of the failures of the wind turbines. a) Searsburg Vermont turbine, b) The Danish wind turbine
first-passage time)Tr. Presuming independent failure events in adjacent referential epoches the
exceedance probability of the design value is given as
P
(
Rmax(Tr) > r
)
= 1−
(
1− P (Rmax(T ) > r)
)Tr/T
' Tr
T
P
(
Rmax(T ) > r
)
(1.1)
Rmax(T ) = max{R(t) : 0 ≤ t ≤ T } andRmax(Tr) = max{R(t) : 0 ≤ t ≤ Tr}. The failure
probability in the referential epoche is given as
P
(
Rmax(Tr) > r
)
=
Vo∫
Vi
P
(
Rmax(Tr) > r|v
)
fV (v)dv '
Tr
T
P
(
Rmax(T ) > r
)
(1.2)
wherefV (v) is the pdf of the mean wind velocity andP
(
Rmax(Tr) > r|v
)
is the failure
probability on condition ofV = v. Vi andVo are the cut-in and cut-out wind speeds of the rotor.
Since,Tr is the expected first-passage time, it follows thatP
(
Rmax(Tr) > r|v
)
. 1. With
Tr = 50 year andT = 600s, (1.1) provides the relation
P
(
Rmax(T ) > r
)
. T
Tr
= 3.8× 10−7 (1.3)
The design value r is obtained as the solution to (1.3). It is out of question to determine this by
conventional (crude) Monte Carlo simulation due to the indicated low failure probability. The
suggested approach in the IEC61400-1 standard is to use a Weibull or a Gumbel distribution as
the distribution functionFRmax(T ) = 1− P
(
Rmax(T ) > r
)
for Rmax
FRmax(T ) = 1− exp
(
−(r − ro
r1
)r2
)
FRmax(T ) = exp
(
− exp
(
r − ro
r1
))



(1.4)
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wherero, r1 andr2 > 0 are locations, scale and shape parameters, which are estimated from
the available samples. The results obtained by an extrapolation of the extreme values to the
stipulated design period of the wind turbine depend strongly on the relevance of these adopted
extreme value distributions combined with additional assumptions such as the choice of thresh-
old level for considered peak. The problem is that the relevance of these assumptions cannot
be decided from the data obtained by standard (so-called crude) Monte Carlo (SMC) method.
With failure probabilities of the magnitude10−7 during a 10 min. sampling interval the tails
of the distributions are very seldom encountered during normal operations. To circumvent this
problem the time-efficient, so-called Controlled Monte Carlo (CMC) simulation techniques need
to be taken into account. In the present work the failure probability P
(
Rmax(T ) > r
)
will be
determined directly by means of a variance reducing Monte Carlo simulation method.
1.3 An overview into the problem
The problem of dynamic reliability analysis of the wind turbines falls into the category of high
dimensional nonlinear first passage probability estimation. The termhigh dimensionhere refers
to the number of thebasic random variablesof the problem i.e. white noise realizations which
enter the turbulence filter. This should not be misinterpreted as the number of degrees of freedom
of the structural system as is normally the case in structural dynamic problems. Typically the
dimensionhere can be calculated as the number of the system excitations multiplied by the
number of points in their temporal discretization.
Classical reliability methods, such as importance sampling, estimate the failure probability
of a predefined barrier level. This is sufficient in reliability assessment problems but not in de-
sign problems; where the barrier level of a predefined failure probability, e.g. the value of “r”
in Eq.(1.3), is required to be estimated. Nevertheless these methods are still applicable condi-
tioned on coupling them with an additional optimization. The optimization scenario would be to
estimate the barrier level by interpolation(extrapolation) from the obtained probabilities of some
trial barrier levels.
The drawback of this approach is that it requires estimationof failure probability for several
barrier levels which urges repetition of the major parts of the estimation procedure. Examples
are re-calculation of the control functions (critical excitations) in IS (Macke and Bucher 2003)
or important directions in LS (Schuëller 2008). This necessitates repetition of the majority of the
computation procedures and causes significant reduction ofefficiency of the method. Based on
the mentioned discussions it is concluded that a high computational load will be demanded in
such cases, especially for nonlinear systems, which de-motivates use of these methods. Therefore
a proper method for our aim should have the following characteristics
1 Capability of estimating the barrier level for a given probability
2 Needless of significant a-priori system information i.e. ablack-boxmethod
3 Applicable on high dimensional problems without significant drop on efficiency
4 Low demands on the memory (memory overflow can be expected)
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Figure 1.3 Extreme values of the response of the fixed speed wind turbine; a) Fitted distributions within the range of
samples, b) Extrapolation of the fits to the 50 year return period; —: 50 year return period, -.-: 3 parameter Weibull,· · · :
Gumbel, - - -: 3 parameter Lognormal, —: Generalized ExtremeValue
1.4 Curve fitting approach
The simplest approach to obtain such information is the so-called “curve fitting” approach in
which an extreme value distribution with unknown parameters will be fitted to the available sam-
ples of the process (Caires and Sterl 2005; Mackayet al. 2010). The distribution can be of any
type i.e. Weibull, Gumbel, Lognormal, Generalized ExtremeValue (GEV) etc. Here it is implic-
itly assumed that the parent distribution of the process belongs to the domain of attraction of one
of the extreme value distributions; therefore the excess values above a given threshold follow a
Generalized Pareto (GP) distribution (Naess and Clausen 2001). The required failure probability
will be extrapolated from the fitted distribution. The data might be taken either from measured
responses of a real wind turbine or from epoches of the response simulated by computer.
Additionally some sample refinement methods such as epochalmethod or the Peaks Over
Threshold (POT) can be combined in order to obtain more convenient results. The POT method
has been used frequently in the wind engineering industry for estimation of the extreme condi-
tions of wind turbines i.e. extreme wind load. It can be shownthat if the parent distribution of
the outcrossing event belongs to one of the extreme value distributions then outcrossing above a
sufficiently large level follows a Generalized Pareto (GP) distribution, (Naess and Clausen 2001).
The most controversial part of the method is the type of distribu ion which should be fitted to the
data. The type of probability distribution has high impact on the further analysis which is to be
made based on such extrapolations. For instance it is reported by some authors that incorporation
of the Gumbel distribution results in very low safety levelsfor structures subjected to wind load
than to gravity load, (Minciarelliet al. 2001; Simiu and Heckert 1996). The extrapolations based
on Weibull distribution will always lead to lower values fordesign loads, (Harris 2005); hence
Weibull distribution might be used instead. From practicalpoint of view Gumbel distribution is
among the most popular distributions for the wind speed, (Ellingwoodet al. 1980; Cook 1982).
Nevertheless the use of POT and Monte Carlo simulation is more in favor of the reverse Weibull
distribution, (Simiu and Heckert 1996). Simiu et al. (Simiuet al. 2001) analyzed 100 wind
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Figure 1.4 Extreme values of the response of the variable speed wind turbine; a) Fitted distributions within the range of
samples, b) Extrapolation of the fits to the 50 year return period; —: 50 year return period, -.-: 3 parameter Weibull,· · · :
Gumbel, - - -: 3 parameter Lognormal, —: Generalized ExtremeValue
records from different stations and fitted the distributiont the dynamic wind pressure, as an
alternative to the wind speed, and concluded that Weibull distribution fits better than the Gumbel
distribution to the dynamic pressure of the wind. From the physical point of view assuming the
Weibull distribution for the maxima of the annual epochs of the wind speed makes sense since
Weibull distribution has limited upper tails which means that in reality an upper limit for the
wind speed exists; while Gumbel distribution assumes no upper bound for the extreme value i.e.
wind speed, (Simiu and Heckert 1996). Although theoretically speaking, if it is assumed that the
wind speed is Weibull distributed, the parent distributionof maxima, then its maximas should
be Gumbel distributed, (Harris 2005; Harris 2004; Cook and Harris 2004). Clearly it can not be
said for sure which distribution should be used since Weibull, Gumbel, Log-normal have all been
used by different authors, (Freudenreich and Argyriadis 2007; Naess and Gaidai 2009).
The advantage of this approach is its simplicity (the computational task is confined to find
the distribution’s parameters through fitting) and applicab lity to bothmeasurement and simula-
tions. Another advantage is that it can be applied tolow number of samples. The disadvantage
of this approach is that due to the inherent uncertainties inthe fitting type, these methods do not
yield accurate estimates of the low failure probabilities,.e. it is not clear which extreme value
distribution should be used in different situations. In order to illustrate the uncertainty in these
extrapolation procedures four different extreme value distributions have been fitted to maxima of
100 epoches of the wind turbine model of chapter 3. In the fixedspeed model it is assumed that
the turbine is rotating with constant rotational speed equal to the rotor’s nominal speed. In the
variable speed model the blade pitch controller is in chargeof k eping the rotational speed of the
rotor constant around its nominal value. The simulated values of the maxima (barrier levels) are
normalized by the mean value and standard deviation of the tim history of all responses. The
results of fits for fixed and variable speed models are shown infigures 1.3 and 1.4 respectively. It
is seen from the figures that in both cases the extrapolation of different fits results in significantly
different values for the 50 year return period hence indicating high uncertainty in the estimates.
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1.5 Sampling approach
The other approach to the problem is sampling. This approachh s strict requirement that a math-
ematical model of the system, which can be solved numerically by computer, is available. Next
the population space of the problem can be simulated by taking ra dom samples (realizations) of
the process under consideration i.e. responses of the wind turbine. As the number of realizations
increases toward infinity the distribution of the process will converge to its true distribution. This
procedure is the basis of the so-called Standard Monte Carlo(SMC). The drawback of this ap-
proach is that it has very high computational demand for estimation of the low probability events.
Therefore the variance reduction methods are proposed which try to cross over this computational
demand by controlling the sample generation procedure.
1.5.1 Standard v.s. Variance Reduction Monte Carlo
Standard Monte Carlo
The subject of SMC is estimation of (1.5) by sampling. Heref(X) denotes the joint PDF of
the stochastic variableX andG̃(X) < 0 is the Limit State Function (LSF) of the problem. The
simplest way to approximate this integral is to take samplesof X and examine if they are in the
failure domain, F = {X|G̃(X) < 0}, or thesafe domain,S = {X|G̃(X) > 0}.
Pf =
∫
· · ·
∫
G̃(X)<0
f(X)dX =
∫
· · ·
∫
G(Ξ)<0
ϕ(Ξ)dΞ (1.5)
whereG(Ξ) ≡ G̃(X) is the LSF when its variablesX = {X1, · · · , Xn} are transformed into
normalized iid Gaussian variablesΞ = {Ξ1, · · · ,Ξn} using i.e. Rosenblatt transformation.
ϕ(.) denotes the standard normal density function. The transformation is necessary in order to
guarantee invariance of the solution toward definition of the LSF function (Madsenet al. 2006).
Introducing the indicator functionI[.] defined as (1.6) allows changing the boundaries of the
integrals in (1.5) into the domain of normal random variables as shown in (1.7).
I[G(Ξ)] =
{
1 G(Ξ) ≥ 0
0 G(Ξ) < 0
(1.6)
Pf =
∫
· · ·
∫
G(Ξ)<0
ϕ(Ξ)dΞ =
∫ ∞
−∞
· · ·
∫ ∞
−∞
I[Ξ]ϕ(Ξ)dΞ (1.7)
The procedure of SMC consists of simulating the space of the processΞ by generating random
samples fromϕ(Ξ). At this point the drawback of this approach becomes clear; which is, ex-
cessive number of samples should be generated for accurate estimation of the low probability
events. Next, it is possible to choose those realizations which ave any specific characteristics
according to the specifications of the LSFG(X). The LSF in structural dynamic is typically
defined as exceedance of one(some) of the components of the proc ss from a certain level, called
the “barrier level” (or alternatively called “threshold level”) b, within a prescribed time frame.
The mean value and the standard deviation of the probabilityof occurrence of the event can then
be estimated by simple counting rules as indicated in (1.8).
P̂f =
1
N
N∑
n=1
I[G(ξi)] , σ
2
P̂f
=
P̂f (1− P̂f )
N
(1.8)
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Figure 1.5 Schematic view of the Standard Monte Carlo
whereξi denotes a realization of the stochastic variableΞ. The variance of the SMC estimate,
c.f. (1.8), proposes that if probability ofPf = 10−5 is to be estimated with standard deviation
of the estimation,σP̂f , of about 0.3,N ≈ 10
6 samples should be generated. As a rule of
thumb the sample generation is continued until at least 10 samples of the required event occur
i.e. ten samples fall within the failure region. This guarantees that the coefficient of variation
of the estimate is less than or equal to 0.3 indicating good accur y in results. It is obvious
that events with low probability of occurrence need more simulation (more samples) to let them
happen. Figure 1.5 shows a schematic view of the samples of a nrmal Gaussian stochastic
process composed of two iid random variablesξ1 ∼ N (0, 1) andξ2 ∼ N (0, 1). Here the set
of dots shows the so-calledsampling densityof the SMC concentrated around the origin of the
space and the solid line indicates the LSF. The failure domain, i.e. domain of occurrence of the
considered event, is shown byF in grey. It can be seen that only one dot(sample) falls withint is
domain while many others are in the so-calledsafe domain, hence a rare event.
Variance Reduction Monte Carlo
The idea of the Variance Reduction Monte Carlo (VRMC) methods is to estimate the required
probability with lower variance of the estimation comparedto the variance of the estimations of
the SMC,σ2
P̂f
in (1.8) c.f. (1.9) wherẽI[·, ·] denotes amodifiedindicator function consistent
with the changes proposed by the method.
P̃f =
N∑
n=1
Ĩ[G(ξi), N ] = P̂f , σ
2
P̃f
<
P̃f (1− P̃f )
N
= σ2
P̂f
(1.9)
Therefore with the same number of samples higher accuracy inthe simulation is achievable.
Among the available VRMC methods four methods are considered in this work e.g. Importance
Sampling (IS), Distance Controlled Monte Carlo (DCMC), Asymptotic Sampling (AS) and Sub-
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set Simulation (SS). The “importance sampling” and the “distance controlled Monte Carlo” are
described in detail in the abstract of the thesis. The detailed description of the “asymptotic sam-
pling” and “subset simulation” and their application on thed veloped wind turbine model are
provided within the papers in the appendix.
1.5.2 Importance Sampling
One of the most well-known methods for this purpose is the Importance Sampling(IS) based on
the Girsanov theorem (Newton 1994; Tanaka 1998). The methods ifts the sampling density
of the simulation to the boundaries of the failure domain. Therefore more samples in the failure
domain will be produced, c.f. figure 1.6. This shift is done inthe multi-normal integral of (1.5) by
changing the density as shown in (1.10). The red dots in figure1.6 are the samples generated by
the shifted sampling densityφ(Ξ) in (1.10). However now it is obvious that the probability mass
that is carried by each red sample is not equal to the probability mass of its counterpart within
blue samples. More precisely the probability mass of the samples of the SMC, blue samples, is
equal to one while for IS samples, red samples, it is equal toh(Ξ).
Pf =
∫
· · ·
∫
G(Ξ)<0
ϕ(Ξ)
φ(Ξ)
φ(Ξ)dΞ =
∫
· · ·
∫
G(Ξ)<0
h(Ξ)φ(Ξ)dΞ (1.10)
As can be seen from figure 1.6 this action located many more realizations in the failure domain
hence allows a more accurate estimate of the event. The shiftfrom the SMC sampling density to
the IS sampling density takes place by introducing a set of the so-called control functions. These
will be added to the system excitation as deterministic drifts. This scheme has been reported
successful in some simple Stochastic Differential Equations (SDE) such as a Brownian motion,
(Tanaka 1998; Naess and Skaug 1999a; Olsen and Naess 2006), or a crack growth model, (Tanaka
1999). Success of this scheme for non-oscillatory systems is also witnessed by other researchers
and with somewhat different approach, (Dahl 2002). Nevertheless the introduced original scheme
is incapable of satisfactory estimation of low probabilityevents for high dimensional oscillatory
systems, (Naess and Skaug 1999b). This urges changing the control functions which are depend
more on the system behavior (Bucher 2000). The extension to nonlinear problems was studied by
Au and Beck, (Au and Beck 2001b), and separately by Macke and Bucher, (Macke and Bucher
2003). Since the failure region for the oscillatory systemsis relatively large, it is not efficient to
produce samples in the region with the largest probability of failure. To overcome this problem
the so-called multi modal sampling density might be used which generates the samples around
a number of points in the failure domain. The sample generation process is emphasized around
each point relative to the PDF at that point, (Karamchandani1990). Such approach is considered
in (Macke and Bucher 2003), i.e. the multi-modal sampling, and is shown that the method has a
very satisfactory performance on linear and non-linear structural dynamic systems. The concept
of design points from the reliability point of view and the method to choose them using FORM is
discussed by Koo et. al, (Kooet al. 2005). They have mentioned an alternative way of designing
the control functions based on the free vibration analysis and have compared their results with
the exact design points, calculated using optimization methods, for both linear and non-linear
structural systems which is in very good agreement with previous literature. Other possibilities
for determination of the design points are optimization methods such as Genetic Algorithm (GA),
(Obadage and Harnpornchai 2006). A modified version of the procedure proposed in previous
literature with an iterative scheme is proposed and is shownthat is capable of approximating low
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Figure 1.6 Schematic view of the importance sampling
failure probabilities for non-linear SDOF systems such as Duffing and Van der Pol oscillators
(Olsen and Naess 2007; Naess and Gaidai 2008). In case of continu us Gaussian excitation it
is necessary to introduce a rational shaping filter at the expense of increasing the dimensions
of the dynamic state vector, (Ogawa and Tanaka 2009). This problem has been considered by
some authors, (Kooet al. 2005; Olsen and Naess 2007), and a rigorous study on this subject is
specifically performed by Ogawa and Tanaka, (Ogawa and Tanaka 2009), where they have used
the Ornstein-Uhlenbeck process to construct a stochastic exc tation having a specified power
spectrum.
1.5.3 Distance Controlled Monte Carlo
The strategy of the splitting methods such as the Double & Clump (D&C) or the Distance Con-
trolled Monte Carlo (DCMC) is to increase the number of realizations in the tails of the distribu-
tion function by splitting those closer to the indicated rare event. Figure 1.7 shows a schematic
view of the DCMC approach which is the counterpart of the figure 1.5 in section 1.5.1. These
methods categorize the importance of the realizations based on their closeness to the failure re-
gion, whereby the samples in the low probability regions, i.e. tails of the PDF, are considered
important while the rest are considered unimportant. The important samples are then Doubled
while the unimportant ones are Clumped together, (Pradlwarter et al. 1994; Pradlwarteret al.
1998). Russian Roulette & Splitting (RR&S) is a special variation of D&C in which the clump-
ing unimportant realizations is replaced by Russian Roulette, (Pradlwarter and Schuëller 1997).
It is also shown that as a penalty of numerical simplification, the variance of the failure estimate
of the RR&S is larger than the D&C due to the unbalance of the statistical moments it urges
during the killing process. An important issue in the RR&S procedure being the definition of the
important from unimportant processes is addressed by introduction of the Distance Control (DC)
in (Pradlwarter and Schuëller 1999); nevertheless the RR&S-DC may be favorable compared to
the D&C since its proof for unbiasedness can be done rather easily and it does not suffer from
Mahdi Teimouri Sichani
1.5 Sampling approach 11
-6 -4 -2 0 2 4 6
-6
-4
-2
0
2
4
6
ξ1
ξ 2
G(Ξ) < 0 F
S
Figure 1.7 Schematic view of the distance controlled Monte Carlo
the artificial spatial dislocation as is the case for D&C. Therefore in the Distance Controlled
Monte Carlo (DCMC) the distance measure is used to define the importance of each realization.
Furthermore in order to avoid monotone increase of the number of samples sue to the splitting
the RR&S is used to kill some unimportant processes.
1.5.4 Asymptotic Sampling
The fundamental problem of the reliability is defined as the solution of the (multi-normal) prob-
ability integral (1.11) i.e. an alternative way of representing (1.5)
Pf (Ξ) =
∫
G(Ξ)<0
N∏
i=1
ϕ
(
− 1
2
Ξ2i
)
dΞ (1.11)
ϕ(.) denotes the standard normal density function. There exist apoint with highest influence on
the solution to this integral called thedesign point, ξ∗. The characteristic of this point is that it
is the point on the Limit State Function (LSF) with minimum distance to the origin in the space
of the transformed variablesΞ. The primary approximation of this integral consists of fitting
a (hyper)surface to the LSF at the design point and estimating (1.11) by this approximation;
this is the idea of the so-called the First Order ReliabilityMethod (FORM). A more accurate
approximation of the LSF at the design point can however be obtained by fitting a paraboloid
to it which is the basis of the Second Order Reliability Methods (SORM). Breitung (Breitung
1984) showed that the effect of the shape of the integral domain is projected into (1.11) through
the principal curvatures of the LSF i.e. the eigenvalues of its Hessian matrix. Later the asymptotic
approximation of this integral, as is expressed in (1.12), in the standard normal random space was
obtained by Kiureghian et al. (Kiureghianet al. 1987) and in the space of the random variables
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Figure 1.8 Schematic view of the asymptotic sampling
using the Laplace’s integrals and Mill’s ratio by Breitung (Breitung 1989).
Pf = (β;Ξ) =
∫
G(β−1Ξ)<0
N∏
i=1
ϕ
(
− 1
2
Ξ2i
)
dΞ (1.12)
β in the parentheses on the left hand side denotes scaling of the variables in the LSF. The bound-
aries of the integral in (1.12) can be changed to unscaled LSFwhich reads
p(β;Ξ) = βN
∫
G(Ξ)<0
N∏
i=1
ϕ
(
− β
2
2
Ξ2i
)
dΞ (1.13)
Since then several methods are proposed for the SORM approximations of the (1.11) (Tvedt
1983; Tvedt 1990; Köylüŏglu and Nielsen 1994). The key difference between FORM and SORM
approximations is played by the curvatures of the LSF as shown primarily in (Breitung 1984).
Nevertheless calculation of the curvatures of the LSF at thedesign point is not an easy task
for high dimensional problems. The numerical estimation ofthese curvatures can be performed
using aGradient Projection(GP) optimization algorithm (Kiureghian and Stefano 1991). Still
the gradient of the LSF is required which is computationallydemanding. The mentioned methods
did not propose any sampling scheme which takes the advantage of asymptotic estimation of the
failure probabilities. Bucher (Bucher 2009a) introduced such a sampling scheme and called it
the Asymptotic Sampling (AS). The idea of this sampling is tocale up the random variables of
the problem,ξ, in order to get more samples in the failure domain c.f. figure1.8. A primary
discussion on the applicability of the method on design of earthquake elements was reported in
(Bucher 2009b). Sichani et al. (Sichaniet al. 2011a) showed the application of the method for
the reliability of several linear and nonlinear structuralsystems. The applicability of the method
for efficient estimation of the first passage probability of awind turbines and a new scheme for
fine tuning the estimation parameters is discussed in (Sichan et al. 2011b).
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Figure 1.9 Schematic view of the subset simulation
1.5.5 Subset simulation
Another approach is the Subset Simulation (SS) (Au and Beck 2001a), which starts by taking a
relatively wide superset of the intended failure region with a high probability of occurrence. This
superset is chosen so that it includes the entire failure region as its subset. The Monte Carlo sim-
ulation is then used to generate some realizations in this super et. In the second step, the method
incorporates a modified Metropolis algorithm (Metropoliset al. 1953) and takes advantage of
the Markov property of the state vector, to evolve those realizations inside the superset. The first
superset is taken as the whole probability region. The next superset is chosen as a subset of this
superset with the same considerations as for the present superset. The second step is repeatedm
times, until the final failure region is completely attained. By this approach, a low probability
is represented as multiplication ofm high(-er) probabilities; the first superset represents a nor-
mal probability, and is estimated via Monte Carlo simulation, and the next supersets represent
conditional probabilities, estimated by the Metropolis algorithm and the Markovian assumption.
Following the concept of the splitting, Ching et al. (Chinget al. 2005) introduced it into the
original SS and later combined it into a hybrid subset simulation (Chinget al. 2005). The spheri-
cal subset simulation (S3) is introduced in (Katafygiotis and Cheung 2007) which transforms the
excitations into a unit hyper sphere allowing to concentrate the sampling density of the simulation
around the directions in which the so-called seeds or important directions for the Markov Chains
are concentrated. A new scheme that combines the method withImportance Sampling (IS) and
also the reliability sensitivity analysis with SS have beenaddressed in (Songet al. 2009). On the
same bases of the subset simulation the horseracing simulaton (Zuev and Katafygiotis 2011a;
Zuev 2009) constructs the Conditional Cumulative Distribution Function (CCDF) as the simu-
lations are running. This allows the method to recognize themost reliable realizations within
simulation and use them for estimating the system’s probability hence increases the rate at which
lower barrier levels are achieved.
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The recent proposals in this field have focused their attention on increasing efficiency of the
method by modifying its sampling scheme. In this respect Sanoso et al. (Santosoet al. 2011)
proposed the modification which reduces the correlation of the Markov chains of the method.
This should lead in reduced variance of the estimations of the method. They proposed to re-
generate a new Markov chain whenever it is rejected by the Metropolis-Hastings accept\reject
test. However for high dimensional problems, i.e. problemswith thousands of basic random
variables, this may not result in any improvement of the results. This is since the probability that
the Markov chains move to the next state in the Metropolis-Hatings algorithms approaches to
zero exponentially as the number of basic random variables of the problem increases. Another
approach but in the similar concept is proposed in (Zuev and Katafygiotis 2011b) by delaying
the rejection test of the algorithm. The main difference betwe n this approach with previous one
is that here the sample regeneration takes place whenever a candidate sample is rejected in the
accept\reject by the dynamic analysis i.e. the candidate sample did not increase the barrier level.
1.5.6 Average Conditional Exceedance Rates (ACER)
The distribution of the extreme values of the stochastic processX(t) over the time intervalt ∈
[0, T ] under the Poisson assumption is given by (Naess 1984)
FM(t)(b) = Prob{M(t) ≤ b} = exp
(
−
∫ T
0
ν+(b; t)
)
(1.14)
whereν+(b; t) denotes the mean up-crossing rate of the extreme values of the stochastic process
X(t) at timet ∈ [0, T ] from the barrier levelb. It is clear that for a stationary stochastic process
the mean up-crossing rate is independent of time thus can be writt n as
ν+(b) =
1
T
∫ T
0
ν+(b; t)dt (1.15)
Therefore if the mean up-crossing rate of the process is known, distribution of its extreme values
can be calculated using (1.14). For this reason Rice’s formula allows expressing the distribution
of the mean up-crossing rate of the stochastic processX(t) from the barrier levelb, e.g.FM(t)(b),
as (Soong and Grigoriu 1992)
ν+(b; t) =
∫ ∞
0
ẋfX,Ẋ(b, ẋ, t)dẋ (1.16)
wherefX,Ẋ(b, ẋ, t) denotes the joint PDF of theX(t) andẊ(t) = dX(t)/dt. However this ap-
proach requires having the joint distribution of the process and its first time derivativefX,Ẋ(b, ẋ, t)
which for most nonlinear processes can not be calculated even numerically. Another approach to
this problem can be to introduce conditions in (1.16) which turns into (Naess and Gaidai 2008)
ν+(b; t) =
∫ ∞
0
ẋfẊ|X(ẋ|b, t)dẋfX(b) = E{Ẋ+|X = b}fX(b) (1.17)
whereẊ = max{X(t); 0 ≤ X ≤ T }. For stationary processes it is proposed, based on (1.17),
to assume the following mathematical format for the up-crossing rate of the process
ν+(b) = κ̃(b) exp(−α(b − γ)ϑ) (1.18)
Mahdi Teimouri Sichani
1.6 Probability density evolution approach 15
where κ̃(b) will be a slowly varying function of the barrier level and will be approximately
constant for high barrier levels that meanslim
b→∞
κ̃(b) ≈ κ. Therefore the methods ends up
in estimating the parametersκ, α, γ andϑ of (1.18). These parameters are estimated from the
simulation time histories by some methods primarily develop d by (Naess and Gaidai 2008). The
method further elaborated regarding the statistical dependencies of the extreme value samples of
the system response (Naess and Gaidai 2009). Here they introduced a numerically efficient way
of estimating the Average Conditional Exceedance Rate (ACER) of the process which is assumed
to have a similar mathematical closed form expression as proposed in (1.18). The advantage
is that the ACER approach takes into account the statisticaldependence of the samples of the
process (Naess and Gaidai 2009; Naesset al. 2009). The latter approach is further elaborated
as described in appendix G. It worth noting that the underlying assumption of these approaches
is that the extreme values of the process are asymptoticallyGumbel distributed c.f. (Naess and
Gaidai 2008).
1.6 Probability density evolution approach
The evolution of the joint PDF of a process governed by a stochastic differential equation driven
by Gaussian white noise is defined as the solution to the Fokker-Planck-Kolmogorov (FPK)
equation. If this solution is available, it can be integrated on the specified domain to obtain the
probability of failure. However the factor that makes this solution difficult is the dimensions of
the problem. The recently introduced Generalized Density Evolution Method (GDEM), (Li and
Chen 2004; Chen and Li 2009; Li and Chen 2009), has opened a newway toward realization of
the evolution of the PDF of a stochastic process; hence an altern tive to the FPK. The introduced
method can handle high dimensional problems more easily however has some strict limitations
on the number of basic random variables of the system. The idea is to obtain the evolution of the
PDF of the process on the characteristic curves of the Liouville equations obtained for evolution
of the PDF. However this approach has not been within the scope of this study, which has been
the VRMC methods, it may be considered in future in case its applicability can be confirmed.
1.7 Chaotic motion of shallow cables
Wind turbine models include highly nonlinear structures. These nonlinearities stem from differ-
ent sources such as structural nonlinearities due to large deformation and gyroscopic forces on
the structural elements, loading nonlinearities due to aer-elastic load calculations and the time
dependency of the system due to the wind turbine controller i.e. the pitch controller. All these
elements may cause issues in stability or chaotic behavior of the system. A critical point on these
problems is the whirling motion of the wind turbine rotor shaft which may cause instability or
chaotic motion of the system. Obviously if the system behaves chaotic or runs into instability
the reliability analysis of the system requires a more rigorous in detail study of the system. This
is since the population of the system responses may change cosiderably. As in chaotic systems
it is not only the loading which should be the basis of the analysis but also the initial conditions.
In order to study these problems the flap-wise degrees of freedom (DOF) are not sufficient and
the edgewise degrees of freedom should be included in the model. However developing such
a model has been out of scope of this work as a warm start up the sam analysis is performed
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Figure 1.10 Different realizations of the benchmark problem; a) Excitation realizations, b) Response realizations
on the chaotic motion of a shallow cable (Nielsen and Sichani2011). The cable model is also
reduced to a two DOF model and then it is used for the chaotic analysis. This is done in order
to decrease the computational cost of the analysis. This study can be followed by developing the
nonlinear wind turbine model and applying similar analysison it which is subject to future study.
1.8 Benchmark problem for VRMC methods
The relative performance of the variance reduction Monte Carlo methods is evaluated based on
a single DOF linear oscillator (1.19), characterized byωn = 1s−1 andζn = 0.01
ẍ(t) + 2ζnωnẋ(t) + ω
2
nx(t) = w(t) (1.19)
w(t) is zero-mean Gaussian white noise with unit intensity. The barrier level is normalized with
respect to the standard deviation of the responseσX = (4ζω3)−1/2.
bN =
b
σX
(1.20)
For all methods in the benchmark examples 500 time series of the response to the excitation are
simulated for analysis. Figure 1.10 shows some realizations of the system on the left column;
realizations of the responses to these excitations are shown on the right column of the figure. In
all numerical simulations performed in this study the limitstate function is defined by the first
passage outcrossing of the response from the given barrier lev l. In order to make maximum use
of the simulation outcomes it is more convenient to choose the maximum of the absolute value
of each simulated realization and sort them c.f. figure 1.11.a. This makes possibility of having
the outcrossing from any certain barrier levelb during the given time framet ∈ [0, T ] c.f. figure
1.11.b.
For estimation of probability of failure in a long time interval, IS urges use of larger∆t
for time integration than the DCMC. This comes from the pointthat all of the control functions
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Figure 1.11 Transformation to the LSF and failure probability for the benchmark problem; a) Absolute values of the
realizations of the response, b) Failure probability
which cause barrier crossing at each time instant in the whole time interval should be available for
calculating the failure probability i.e. due to the requirement of the multi-modal sampling density.
This requires either high memory to save total time history of all of the control functions or to
compute all of the the control functions each time the simulation is performed, thus a dilemma
between memory and speed. This is while in DCMC the opposite iactually preferred. This is
since the more time points available within the same time frame, there exist more possibilities
of pushing processes toward failure region by Russian Roulette and Splitting. Moreover the
requirements of the DCMC on saving information is rather lowhence no memory allocation
problem will be encountered in this regard. However the numerical time integration should be
repeated on more time points which clearly increases the demand on the computation cost.
Application of SS also needs saving some of the realizationsof excitations of the previous
simulations i.e. the so-calledseeds, c.f. appendix F. The number of seeds is not constant and
is related to both thetotal number of realizationsand theintermediate probability levelsof the
simulations, i.e.p0 in appendix F. These parameters together define the number ofs eds needed
to be stored in the memory. Nevertheless this is typically about10% of all realizations which is
still acceptable considering storage memory requirements.
Asymptotic sampling has no limitations or demands on eithert time resolution of the nu-
merical time integration or memory for storing the simulated data. Therefore the time resolution
of the simulation could be set to the highest possible in order to save computation time. In the
benchmark solution of all methods except DCMC∆t = 0.02[s] andt ∈ [0, 30]s has been used.
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1.9 Layout of the thesis
The thesis is then written in the following chronological orde :
Chapter 1 The overview on the problem of reliability of wind turbines is given in this chapter.
The outline of the thesis and summary of the methods which areconsidered within this work are
presented in this chapter.
Chapter 2 Describes the wind field generation based on stochastic subspace method. The
method incorporates the Kalman filter to construct a so-called forward innovation modelwhich
is the final state space format that its parameters will be estimated. These parameters will then
be estimated using a balanced realization method. A numerical example is presented which
demonstrates use of the method.
Chapter 3 Describes the details of the reduced order model of the wind turbine model. The
model is represented in its final form which integrates the colle tive pitch controller in it. The
structural part is modeled based on the Finite Element (FE) method and a modal reduction is
applied. Integration of the reduced order model with the state space wind generator results in a
model with low computational demand - compared to the conventional wind turbine codes i.e.
FAST, FLEX or BLADED - suitable for statistical analysis based on sampling i.e. Monte Carlo.
Chapter 4 Addresses the application of “importance sampling” for general oscillatory sys-
tems. The main part of this chapter deals with theory of importance sampling. A cook book for
applying the method on any system is also presented in the chapter. Finally flaws of the method
in application on the wind turbine are discussed in the chapter.
Chapter 5 Addresses application of the Distance Controlled Monte Carlo on the benchmark
problem. Similar to chapter 4, the details of the steps takenin the method are described in detail
and a cook book for application of the method is presented. The pros and cons of the method for
application on the wind turbine are discussed at the end of the chapter.
Chapter 6 Provides an abstract conclusion achieved in this study.
Appendix A Provides a short derivation of the Kalman filter gain and Riccati equation used
in the wind field generation.
Appendix B Describes details of the derivations of the importance sampling for Wind tur-
bines.
Appendix C Discusses the application of the “asymptotic sampling” on ge eral nonlinear
high dimensional structural dynamic problems. The important f ctors which affect quality of
the results when AS is applied to structural dynamic systemsare addressed in the paper. An
algorithm which increases efficiency of the method is also presented in the paper.
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Appendix D Provides a quick overview on the four VRMC method e.g. IS, DCMC, AS and
SS and their performance is compared on a common problem. Based on the results of this anal-
ysis and considerations of the wind turbine requirements onthe failure probability estimations,
conclusions are made on the applicability of the methods on the wind turbine model.
Appendix E Addresses a proper scheme for applying “asymptotic sampling” o the wind
turbine model. The developed algorithm takes advantage of all simulation results for construction
of the Cumulative Distribution Function (CDF) of the problem. This algorithm is then applied
for failure estimation of the wind turbine model.
Appendix F incorporates the PID pitch controller in the wind turbine model. The failure
probability of the pitch regulated model is then estimated by the standard “subset simulation”
and two of its most recent modifications e.g. the “reduced chain correlation” and the “delayed
rejection” algorithms. The results of the three methods have been compared together on the wind
turbine model.
Appendix G Presents an enhancement on the estimation of the Average Conditional Ex-
ceedance Rates (ACER) of stochastic processes. Here the waythe confidence bounds of the
method are being estimated and estimation of the fitting parameters using an optimization al-
gorithm are enhanced. This results in more robust estimation of the fit to the ACER functions.
Finally the failure probability of the pitch regulated windturbine using this method is carried
out.
Appendix H addresses analysis of the chaotic motion of the shallow cables. In the paper the
chaotic motion of cables with small sag in its sub and super harmonic frequencies are considered.
The Lyapunov exponents are used to identify the range on which t e systems behaves in a chaotic
regime.
Note: The details of the “importance sampling” and “distance contol Monte Carlo”, as
they have been applied on the benchmarks problem, have been described in the abstract of the
thesis. However due to difficulties in application on the wind turbine model only the “asymptotic
sampling”, “subset simulation” (the original method and the recent developments with two new
sampling schemes) and the “ACER method” have been applied onthe wind turbine model. The
“horseracing simulation” has also been applied on the benchmark problem which showed bias in
its estimates, therefore was not considered further for application on the wind turbine model.
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CHAPTER 2
Correlated wind field generation
Turbulence of the incoming wind field is of paramount importance to the dynamic response
of wind turbines. Hence reliable stochastic models of the turbulence should be available from
which time series can be generated for dynamic response and structural safety analysis. In the
paper an empirical cross spectral density function for the along-wind turbulence component over
the rotor plane is taken as the starting point. The spectrum is spatially discretized in terms of
a Hermitian cross-spectral density matrix for the turbulence state vector which turns out not
to be positive definite. Since the succeeding state space andARMA modeling of the turbu-
lence rely on the positive definiteness of the cross-spectral density matrix, the problem with the
non-positive definiteness of such matrices is at first addressed and suitable treatments regarding
it are proposed. From the adjusted positive definite cross-spectral density matrix a frequency
response matrix is constructed which determines the turbulence vector as a linear filtration of
Gaussian white noise. Finally, an accurate state space modeling method is proposed which al-
lows selection of an appropriate model order, and estimation of a state space model for the vector
turbulence process incorporating its phase spectrum in onestage, and its results are compared
with a conventional ARMA modeling method.
2.1 Introduction
Modern wind turbine wings are flexible and hence sensible to dynamic loads such as gusts caused
by turbulence of the wind field impinging on the rotor disk. The dynamic response may lead to
both fatigue failure and collapse due to the yielding bending stresses or collision between the
deflected blade and the tower. It follows that turbulence must be taken into consideration at the
design of wind turbines. In the IEC 61400-1, Ed. 3.0 design code f practice for large wind
turbine, (IEC 2005a), the applied turbulence field is prescribed in terms of a frozen, homoge-
neous, non-isotropic turbulence field, which is convected into the rotor according to Taylor’s
hypothesis. Veers (Veers 1988) has suggested the use of empirical cross-spectral density func-
tions for the time-stationary turbulence components betwen two points in the rotor plane, as
has a long time been the practice in civil engineering, (Shiotani and Iwayani 1971). The pre-
sented spectra presume stochastic independence among the three turbulence components, with
the consequence that the well-known negative correlation between the along wind and vertical
components in turbulence boundary layer is not modeled. Further, the influence of the phase
spectrum is ignored, rendering the coherence functions andhe ce the cross-spectral densities
real. During past decades people have tried various modeling methods to simulate a turbulent
wind field such as Fourier Analysis, ARMA modeling, Artificial neural network etc. (Solari
and Tubino 2002; Kareem 2008). Among the proposed methods, ARMA models have received
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considerable attention specifically due to their short memory requirement. These models are
especially advantageous in controlled Monte Carlo simulations for low failure probability esti-
mation, where it is very advantageous that turbulence is represented as a filtration of white noise
processes. ARMA models are reported to be quite successful in modeling wind field as long as
the coherence function between discretized nodal points onhe rotor plane is assumed to be real,
(Kareem 2008; Chen and Kareem 2001). However, their capability for modeling stochastic wind
field with complex coherence function, which is the aim of this investigation, has not yet been
demonstrated. The basic assumption in what follows is that the cross-spectral density function
of the along wind turbulence component is available over theotor plane. Further, the turbulence
field is assumed to be spatial homogeneous and stationary in time. Next, the turbulence field is
discretized in a number of nodal points as shown in Figure 2.1a. The approach is illustrated with
an empirical cross-spectral density function, where the auto-spectral density function is given by
Kaimal power spectrum and the complex coherence function istaken from Shiotani and Iwayani
(Shiotani and Iwayani 1971). An important issue is the lack of positive definiteness of the cross-
spectral density matrix of the turbulence vector at low angular frequencies. Positive definiteness
is required to achieve numerical stability of the suggestedmo els. Therefore, two modification
schemes are proposed to guarantee positive definiteness of the modified cross spectral density
matrix. The modified cross-spectral density matrix is then used to estimate an impulse response
matrix which provides the turbulence vector by a convolution with a Gaussian white noise with
independent unit intensity component processes. The indicated impulse response matrix is not
causal, which is of great conceptual importance, since it show that the ARMA model and the
state space models, which make implicit use of causality of the process, approximate the original
acausal process with a causal equivalent. Eventually a state pace modeling (SSM) method is
applied. The method takes advantage of singular value decomposition as a numerical tool to
estimate both the optimum model order, and the state space mod l in one stage. Two numerical
simulations are carried out to study the accuracy of the SSM method. It is concluded that the
suggested state space modeling provides substantial improvements in simulating multivariable
wind fields.
2.2 Turbulence model
The mean wind and the turbulence field are described in the(z1, z2, z3)− coordinate system with
origin at the hub. Thez1-axis is horizontal, orthogonal to the rotor plane, and oriented towards
the nacelle. The,z3-axis is vertical, and oriented in the upwards direction, see Figure 2.1. The
mean wind velocityV is assumed to be co-directional to thez1-axis, and is considered constant
over the rotor areaA = πR2, whereR is the length of the blades. In what follows we shall only
consider the turbulence componentv(z, t) in thez1-direction in neutral atmospheric turbulence
at positionsz = [z1, z2, z3] in the rotor plane and at arbitrary timest. The turbulence field in the
rotor plane will be modelled as a zero-mean, Gaussian time-stationary process{v(z, t), (z, t) ∈
R3×R}. Then, the turbulence process is completely determined by its cross-covariance function
defined as, (Papoulis 1991)
κvv(z1, t1; z2, t2) = E
[
v(z1, t1)v(z2, t2)
]
= κvv(r, τ) (2.1)
r = z2 − z1 , τ = t2 − t1 (2.2)
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Figure 2.1 a) Discretization of rotor area. b) Three-bladed rotor.
whereE[·] is the expectation operator, andz1 andz2 are the position vectors to two points in
the rotor plane, see Figure 2.1. Alternatively, the correlation structure can be defined by the
double-sided cross-spectral density function via the Wiener-Khintchine relation, (Papoulis 1991)
Svv(z1, z2;ω) =
1
2π
∫ ∞
−∞
e−iωt κvv(z1, z2; τ) dτ (2.3)
Svv(z1, z2;ω) may be written on the form
Svv(z1, z2;ω) = γvv(z1, z2;ω)S
1
2
vv(z1;ω)S
1
2
vv(z2;ω) (2.4)
whereγvv(z1, z2;ω) is the so-called coherence function andSvv(z;ω) is the double-sided auto-
spectral density of the turbulence. Due to the assumed homogeneity of the field over the rotor area
the former depends onz1 andz2 via the differencer = z2 − z1, and the latter is independent
of the position vectorz. In the inertial sub-range of equilibrium range the double-sided auto-
spectral density function may be given by the following empirical expression
Svv(r;ω) =
1
V
F
(ω
V
)
F (k) =
σ2v
γ
L
(
1 + |Lk|
)5/3



(2.5)
V is the mean wind velocity at the hub, which is assumed to be constant over the rotor.σv is
the standard deviation of the turbulence,L is the correlation length, andγ is a normalization
parameter given as
σv = 2.18 V∗
L = 5.25 h
γ = 3



(2.6)
V∗ is the friction velocity given asV∗ = V10ktκ, whereV10 is the mean wind velocity at 10m,
kt = 0.17 is a friction coefficient, andκ = 0.40 is von Karman’s constant. The cross-spectral
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density function fulfils the symmetry properties, (Papoulis 1991)
Svv(z1, z2;ω) = S
∗
vv(z2, z1;ω) = S
∗
vv(z1, z2;−ω) (2.7)
where∗ denotes complex conjugation. Due to the homogeneity the cohrence function merely
depends onz1 andz2 via the difference vectorr = z2 − z1. Then due to (7), the coherence must
fulfil the following asymptotic values and symmetry properti s
γ(r;ω) = 1 , r = 0
γ(r;ω) = 0 , |r| = ∞
γ(r;ω) = γ∗(−r;ω)
γ(r;ω) = γ∗(r;−ω)



(2.8)
An empirical expression, which complies with the indicatedr quirements has been given by
(Shiotani and Iwayani 1971)
γ(r;ω) = exp
(
−|r||ω|
V
d1
)
exp
(
i
s(r)|r|ω
V
d2
)
(2.9)
where the sign function is defined so thats(r) = 1 and s(−r) = −1. The non-dimensional
parametersd1 andd2 are given asd1 ' 1.5 andd2 ' 1.3, (Shiotani and Iwayani 1971).
2.3 Discretization of the turbulence field
The rotor plane is divided byn angular segments of magnitude∆θ = 2πn , see Figure 2.1. Along
each side of a segment the radiusR of the rotor plane is divided intom equidistant intervals of
the length∆r = Rm , definingm nodes. The total number of nodes becomesM = nm + 1,
where the first node refers to the hub. Then, the discretized field, representing the turbulence in
the defined nodes may be represented by the stochastic vector
v(t) =


v(z1, t)
v(z2, t)
...
v(zM , t)

 =


v1(t)
v2(t)
...
vM (t)

 (2.10)
The double-sided cross-spectral density matrix of the turbulence vector becomes
Svv(ω) =


Svv(z1, z1;ω) · · · Svv(z1, zM ;ω)
Svv(z2, z1;ω) · · · Svv(z2, zM ;ω)
...
. . .
...
Svv(zM , z1;ω) · · · Svv(zM , zM ;ω)

 (2.11)
Svv(ω) is a Hermitian matrix fulfilling the symmetry properties
Svv(ω) = S
T ∗
vv (ω) = S
∗
vv(−ω) (2.12)
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Using the symmetry property (2.12) the cross-covariance matrix of the turbulence vector may be
obtained from the following Finite Fourier Transform
Cvv(τ) =
∫ ∞
−∞
eiωτ Svv(ω) dω ⇒ (2.13)
Cvv(j) ' 2∆ωRe
(
N−1∑
k=0
exp
(
i2π
jk
N
)
Svv(k)
)
(2.14)
j = 0, 1, . . . , N − 1
where the abbreviated notationsCvv(j) = Cvv(j∆τ) andSvv(k) = Svv(k∆ω) have been
introduced, and where the time and frequency increments arerelated as∆τ∆ω = 2πN . Svv(ω)
may be Gauss factorized on the form
Svv(ω) = L
∗(ω)D(ω)LT(ω) (2.15)
whereL(ω) is a lower triangular complex matrix with 1 in the main diagonal, andD(ω) is a
real diagonal matrix. Since,Svv(ω) is not necessarily positive definite the diagonal components
need not be positive real. If not so, we may define an auxiliarydiagonal matrixD̃(ω), in which
the negative components ofD(ω) are set to zero. Correspondingly, the following positive semi-
definite cross-spectral density matrix may be constructed
S̃vv(ω) = L
∗(ω) D̃(ω)LT(ω) (2.16)
S̃vv(ω) may be factorized on the form
S̃vv(ω) = H
∗
v(ω)H
T
v (ω) (2.17)
where
Hv(ω) = L
∗(ω)D̃
1
2 (ω) (2.18)
D̃
1
2 (ω) is a diagonal matrix with the square root ofD
1
2 (ω) on the main diagonal.Hv(ω) has the
form of a lower complex triangular matrix
Hv(ω) =


H11(ω) 0 · · · 0
H21(ω) H22(ω) · · · 0
...
...
.. .
...
HM 1(ω) HM 2(ω) . . . HM M (ω)

 (2.19)
Obviously, the columns ofHv(ω) corresponding to the elements in the diagonal ofD̃
1
2 (ω) set
to zero become zero as well. Alternatively, the following eienvalue decomposition may be
considered
Svv(ω) = Ψ(ω)Λ(ω)Ψ
∗T(ω) (2.20)
whereΨ(ω) is a modal matrix storing the eigenvectors ofSvv(ω) column wise, andΛ is a
diagonal matrix storing the corresponding eigenvalues. Notice, the formulation (2.20) assumes
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u(t)
hv(t),Hv(ω)
v(t)
Figure 2.2 Turbulence vectorv(t) as a linear filtration of a Gaussian white noise vectoru(t).
that the eigenvectors have been normalized to unit length inwhich caseΨ−1(ω) = Ψ∗T(ω).
Next, the negative and zero eigenvalues inΛ(ω) are set to a small positive number, e.g.ε =
10−10, providing a modified eigenvalue matrix̃Λ(ω), from which the following positive definite
cross-spectral density matrix may be constructed
S̃vv(ω) = Ψ(ω) Λ̃(ω)Ψ
∗T(ω) (2.21)
Finally, the lower triangular matrixHv(ω) is obtained by a Cholesky decomposition of (2.21).
The matricesHv(ω) obtained by the two methods are not identical. The latter appoach turns
out to introduce smaller errors in the constructed positivedefinite cross-spectral density matrix
compared to the target spectrum, as demonstrated in the numerical example. This improvement
is obtained at the cost of a significant increase in the computational expenses. Notice, in both
casesSvv(ω) and S̃vv(ω) only differ at angular frequencies, where the former is not positive
definite. The symmetry propertySvv(ω) = S∗vv(−ω) implies that the following symmetry
property prevails forHv(ω)
Hv(ω) = H
∗
v(−ω) (2.22)
Let {u(t), t ∈ R} denote anM -dimensional white vector noise process with the double-
sided cross-spectral density and cross-covariance matrices g ven as
Suu(ω) = I (2.23)
Cuu(τ) = 2πδ(τ) I (2.24)
whereδ(τ) is the Dirac delta function. Then, it follows from (2.17) tha{v(t), t ∈ R} may be
obtained by filtering{u(t), t ∈ R} through a linear filter with the frequency response matrix
Hv(ω). The related impulse response matrixhv(t) is the inverse Fourier transform ofHv(ω).
Using the symmetry property (2.22)hv(t) may be determined by the following Finite Fourier
Transform
hv(t) =
1
2π
∫ ∞
−∞
eiωt Hv(ω) dω ⇒ (2.25)
hv(j) =
∆ω
π
Re
(
N−1∑
k=0
exp
(
i2π
jk
N
)
Hv(k)
)
(2.26)
j = 0, 1, . . . , N − 1
hv(t) becomes a lower triangular matrix similar toHv(ω). The causality condition is generally
not fulfilled, i.e. hv(t) 6= 0, t < 0. Notice thathv(−j) = hv(N − j), and hence is avail-
able from (2.25) up to the Nyquist frequencyN/2. Hence the turbulence vector process can be
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obtained from the stochastic convolution integral
v(t) =
∫ ∞
−∞
hv(t− τ)u(τ) dτ (2.27)
which is approximated by the following Riemann sum
v(j) =
N/2∑
l=−N/2
hv(l)w(j − l) , j = 0, 1, . . . , N − 1 (2.28)
In (2.28)w(j) denotes anM × 1 dimensional zero mean normal vector with mutually inde-
pendent, identically distributed random variables with the variance2π∆t, where∆t denotes the
time step in the discretization of the convolution integral. Then the cross-covariance function of
the stationary stochastic sequence is given as
Cww(k − j) = E
[
w(j)wT(k)
]
=
{
0 , j 6= k
2π∆t I , j = k
(2.29)
The cross-covariance matrix based on the filter method (2.28) becomes
C̃vv(j) = 2π∆t
kmax∑
k=kmin
hv(k)h
T
v (k + j) (2.30)
where
kmin = max
(
−N2 ,−N2 − j
)
kmax = min
(
N
2 ,
N
2 − j
) (2.31)
2.4 ARMA modeling
In principle, simulation of the turbulence vector may be based on (2.28). However,hv(l) con-
verges to zero very slowly withl as seen in Figure 2.5. This truncation error together with
numerical integration error introduced by (2.25) in estimaon ofhv(l), cause discrepancy of the
variance function ofhv(l) with (2.13) as seen in Figure 2.11. HenceN should be very large to
keep∆t at an acceptable level. To circumvent this problem an equivalent ARMA vector model
with finite lengthsp andq of the auto-regressive and moving average parts might be applied
corresponding to the model
v(k) +
p∑
l=1
Alv(k − l) =
q∑
l=0
Blw(k − l) (2.32)
whereAl andBl are real matrices of dimensionM ×M . Following the suggestion of Samaras
et al.(Samaraset al. 1985) the Two Stage Least Square (2SLS) method will at first beused to
estimateAl andBl of (2.32). The algorithm consists of two major steps; in the first step an AR
model of sufficiently high ordeŕp is calibrated for the process, and in the second step the obtained
AR model is approximated by a shorter ARMA(p,q) model. To guarantee sufficient accuracy of
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the modelling, Samaras et.al.(Samaraset al. 1985) proposed to choosép ≥ p + q + 2, whereas
Li and Kareem (Li and Kareem 1990) proposed the empirical reltionṕ ≥ 3(p+ q)
v(k) +
ṕ∑
l=1
Ãlv(k − l) = B0w(k) (2.33)
To calibrateÃl coefficients, (2.33) is post multiplied byvT(k − j), k = 1, 2, · · · and its expec-
tation is taken which yields in (2.34)
CTvv(j) +
ṕ∑
l=1
ÃlC
T
vv(j − l) = 0 , j = 1, 2, · · · (2.34)
whereCvv(j) = CTvv(−j) is used. AlsoE[w(j)vT(j − k)] = 0 for k > 0 according to the
causality of the model. Evaluating (2.34) forj = 1, · · · , ṕ allows calibration ofÃl in a least
square sense. Next, post multiplying (2.33) bywT(k) and taking its expectation results in
Cvw(0) = 2π∆tB0 (2.35)
Post multiplying (2.33) byvT(k) and taking its expectation together with using (2.35) derives
(2.36) that will be used to estimateB0BT0
CTvv(0) +
ṕ∑
l=1
ÃlC
T
vv(−l) = 2π∆tB0BT0 (2.36)
(2.36) is used for the estimation ofB0 by performing Cholesky decomposition ofB0BT0 . The
next step of the method is to calibrate an ARMA(p,q) model that fits at best to the estimated
high order AR model. Therefore, the second least square is merely for shortening the memory of
the model. Consequently the high order AR model is the more accur te of the two. This is the
reason why the high order AR model of the 2SLS method is compared with the estimated model
of the state space method in simulations. In the simulations, the covariance function of the 2SLS
method is calculated recursively using equation (2.34).
Clearly accuracy of the model in capturing second order moments of the process increases as
the model order increases. It is not only the higher accuracythat makes high order ARMA models
more elegant but in modeling stochastic fields typically high orders for models are required for
correct estimation of the second order statistical momentsof he field. However a well-known
problem which defines the upper bounds on the model order is the vulnerability of this type
of models to stability (Soderstrom and Stoica 1981). ARMA models soon become unstable as
the model order increases. This makes practical limitations simulating stochastic fields i.e.
vector (multi-variable) ARMA models. The reason is that unlike in the simulation of the scalar
stochastic process, the energy of vector processes isnot concentrated along only a few principal
directions, e.g. the singular vectors of the Hankel matrix defined from (2.36) for estimation of
the coefficients of the AR model. This is the key factor which defined the relationship of the
model order and its energy harvesting ratio e.g. the amount of energy of the process captured by
the model. Therefore systems which have more significant (non-zero) principal values (singular
values) require higher model orders to capture the same amount of the energy of the process.
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Recently a low order ARMA modeling technique is introduced which allows calibration of
a low order ARMA model suitable for simulating stochastic fields, c.f. (Krenk 2011) . A multi-
variable AR model with order one, e.g.ṕ = 1 in (2.33), is proposed to be used here. For an order
one AR model the Yule-Walker equation (2.35) matches the covariance function at zero and first
separation times e.g.CTvv(0) andC
T
vv(1) respectively. In (Krenk 2011) it is proposed to match
the covariance function at zero separation time andkth separation time instead e.g.CTvv(0) and
CTvv(k) respectively. The direct outcome of the least square solution in this case will be thẽA
k
1 ,
then itskth root will be calculated which results in thẽA1. The method is stated to provide very
close estimations of the covariance function at all separation times for stochastic field simulation
without critical stability problems.
2.5 State Space Modeling
In this section, a modified outline of the State Space Modelling (SSM) method are given to fit
into the present framework. The method starts by the state space representation of the ARMA
model shown in (2.37), (Overschee and Moor 1996; Markovskyet al. 2006)
x(j + 1) = Ax(j) +Θ(j)
v(j) = Cx(j) +Φ(j)
(2.37)
where the auxiliary state vectorx(j) is of dimensionL × 1, andΘ(j) andΦ(j) are stationary
Gaussian white noise vector processes of the dimensionL × 1 andM × 1, respectively.A is a
system matrix of the dimensionL× L andC is an observation matrix of the dimensionM × L.
The cross-covariance matrices of the stochastic sequences{Θ(j)} and{Φ(j)} are given as
E
[[
Θ(j)
Φ(j)
] [
ΘT(k) ΦT(k)
]]
=
[
Q S
ST R
]
δjk (2.38)
whereδjk is the Kronecker delta. The idea of the state space modellingis to estimate the matrices
Q of dimensionL×L,R of dimensionM ×M andS of dimensionM ×L are noise covariance
matrices, which are to be estimated along withA of dimensionL× L, C of dimensionM × L,
so the output processv(j) satisfies a given target cross-covariance matrixCvv(j). At first, an
equivalent Kalman filter model is formulated which providesa relation betweenA andC and
some auxiliary matrices (Kalman gainK, cross-covariance matrix of the Kalman state vector
Σ̄, and the covariance matrix between the next state vector andthe present output vector for the
forward innovation model̄GT). Next, the system realization theorem is applied, which provides
the estimation results forA, C andḠT. Starting from (2.38), the state vector process{x(j)} is
a zero mean stationary Gaussian process fulfilling the properties
E[x(j)] = 0 (2.39)
E[x(j)xT(j)] = Σ (2.40)
E[x(j)ΘT(j)] = 0 (2.41)
E[x(j)ΦT(j)] = 0 (2.42)
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(2.41) follows from (2.38) and the resulting mutual stochastic independence ofx(j) andΘ(j).
From (2.37) and (2.41) the following Lyapunov equation for the covariance matrix may be de-
rived
Σ = AΣAT +Q (2.43)
Similarly, the following relations for the output covariance matrixCTvv(i) = E[v(j + i)v
T(j)]
and the covariance matrix in the stationary state,GT = E[x(j + 1)vT(j)], may be achieved
GT = AΣCT + S
CTvv(0) = CΣC
T +R
CTvv(i) = CA
i−1GT
(2.44)
Accuracy of the modeling requires that the states of the model are estimated with the least pos-
sible error compared to the true states of the system. The stat p ce model (2.37) might be
transformed to the following so-called forward innovationmodel admitting the standard form of
a Kalman filter, (Katayama 2005; Verhaegen and Verdult 2007)
x̄(j + 1) = Ax̄(j) +K(j)e(j)
v(j) = Cx̄(j) + e(j)
(2.45)
whereK(j) is a set of non-steady state Kalman filter gain matrices, and{e(j)} is a zero-mean
Gaussian white noise vector sequence. Notice that whereas th state vector and the noise pro-
cesses are affected by the transformation, the output vector {v(j)} is not changed. Accordingly,
the covariance matrix between the next state vector and the present output vector for the model
(3.36) is given byḠT(j) = E[x̄(j + 1)vT(j)]. Let {ˆ̄x(j)} denotes the forward Kalman filter
estimate of the process{x̄(j)} which is related with deterministic initial valuē̂x(0) = 0. Then
equation (2.46) shows the development of the state estimation via the Kalman filter
ˆ̄x(j + 1) = Aˆ̄x(j) +K(j)
(
v(j) −Cˆ̄x(j)
)
(2.46)
The second equation of (3.36) estimates the noise cross-covariance matrix,E[e(j)eT(j)], as
E[e(j)eT(j)] = CTvv(0)−CΣ̄(j)CT (2.47)
From (2.44), (3.36) and (2.47) the following forward discrete algebraic Riccati equation can be
derived and solved for the development ofΣ̄. The Riccati equation (2.48) is time dependent
in general, (Simon 2006), while asj → ∞, the cross-covariance matrix approaches a constant
valueΣ̄ = Σ̄(∞). Similarly the covariance matrix̄GT(j) and the Kalman gain matrixK(j)
approach constant values, i.e.ḠT = ḠT(∞) andK = K(∞), respectively.
Σ̄ = AΣ̄AT + (ḠT −AΣ̄CT)
×(CTvv(0)−CΣ̄CT)−1(ḠT −AΣ̄CT)T
(2.48)
Therefore, if{A,C, ḠT} are available, it is required to solve (2.48) only once to obtain Σ̄.
There exist various methods for solving the indicated Riccat equation; among them the eigen-
value method is employed in the current work. The idea is to introduce the factorization̄Σ =
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W1W
−1
2 . Next, the matricesW1 andW2 of the dimensionL×L are obtained from the gener-
alized eigenvalue problem of dimension2L.
[
AT −CTC−Tvv (0)Ḡ 0
−ḠTC−Tvv (0)Ḡ I
] [
W1
W2
]
=
[
I −CTC−Tvv (0)C
0 A− ḠTC−Tvv (0)C
] [
W1
W2
]
Λ
(2.49)
whereI is the square identity matrix of dimensionL×L. Λ containsL stable eigenvalues of the
generalized eigenvalue pencil i.e. inside unit circle. Then, the stationary Kalman gain matrixK
is estimated from
K = (ḠT −AΣ̄CT)(CTvv(0)−CΣ̄CT)−1 (2.50)
Knowledge of the quadruple{A,C, Σ̄,K} is sufficient for constructing a state space model
in the form of (3.36) capable of generating a stochastic process with any specified covariance
function.
2.5.1 System realization theory
Next, the so-called realization algorithm, (Katayama 2005), is used as the starting point to es-
timate the triplet{A,C, ḠT} which are then used to estimatēΣ andK. In what follows, the
hat sign over matrixes shows that they are estimation of the original matrix. At first the block
Toeplitz matrixT of the cross-covariance matrices of the outputs, of dimension Mi × Mi is
constructed
T =


CTvv(i) C
T
vv(i− 1) · · · CTvv(1)
CTvv(i+ 1) C
T
vv(i) · · · CTvv(2)
...
...
. . .
...
CTvv(2i− 1) CTvv(2i− 2) · · · CTvv(i)

 (2.51)
Referring to (2.44) it is clear thatT can be constructed by multiplication of extended observabil-
ity matrixO, of dimensionMi× L , and the reversed extended stochastic controllability matrix
P of dimensionL×Mi defined below
T = OP =


C
CA
...
CAi−1


[
Ai−1ḠT · · · AḠT ḠT
]
(2.52)
The phrase extended observability matrix is used, since in gneral the number of block rows of
the matrix is longer than the number of system states, i.e.i > L. The same explanation holds
for the reversed extended stochastic controllability matrix. The strategy to estimateO andP in
the next step is to decomposeT into its singular values, sorted in a monotone non-increasing
manner, and their corresponding singular vectors in the following way
T =
[
U1 U2
] [ S1 0
0 S2
] [
VT1
VT2
]
(2.53)
October, 2011
32 Chapter 2 – Correlated wind field generation
S1 of dimensionr × r is a diagonal matrix consisting of the firstsingular values,U1 of dimen-
sionMi× r is the block of the left singular vectors corresponding toS1 andVT1 , of dimension
r × Mi, is the corresponding block of right singular vectors. On the condition that system is
stable - all of the eigenvalues of the matrixA are inside unit circle - and the system is excited by
white noise,T will have justr non-zero singular values which equals the system order. In such
circumstancesS2 = 0 is a square matrix of dimension(Mi− r)× (Mi− r), andL can be cho-
sen asL = r . A proper model order is then proposed by the number of non-zero singular values
of theT matrix. In practice, for instance in vector turbulence modeling, singular values of theT
matrix decrease to zero gradually. This behavior, makes thetask of selecting the non-zero sin-
gular values not so straight forward, see Figure 2.12. In such cir umstances, the optimum model
order is usually choseni, for whichsi  si+1, wheresi is theith singular value. The extended
observability and the reversed extended stochastic controllability matrices are then estimated as
Ô = U1S
1/2
1 , P̂ = S
1/2
1 V
T
1 (2.54)
Although it is possible to use different fractions of the singular values for estimation ofO and
P, the benefit of the proposed decomposition is that it causes controllability and observability of
the estimated system to be balanced. Balancing here means that the number of controllable and
observable states of the system are equal.Ĉ and ˆ̄GT might be estimated as the first M rows of
Ô and the last M columns of̂P respectively. Defining the following weights
WC =
[
IM×M 0M×(M−1)i
]
WG =
[
0(M−1)i×M
IM×M
]
WA1 =
[
I(M−1)i×(M−1)i 0(M−1)i×M
]
WA2 =
[
0(M−1)i×M I(M−1)i×(M−1)i
]



(2.55)
Ĉ, ˆ̄GT andÂ are then be estimated as
Ĉ = WCÔ
ˆ̄GT = P̂WG
Â =
(
WA1Ô
)†
WA2Ô



(2.56)
Here()† denotes the pseudo inverse of the matrix.{Â, Ĉ, ˆ̄GT} are then used to calculatē̂Σ and
K̂ from (2.48) and (2.50) , respectively. Cross-covariance matrices of the estimated state space
model can then be calculated from equation (2.44). Althoughstate space representation of the
model is quite convenient for any purpose, by introducing the forward shift operatorz so that
v(j − 1) = z−1v(j), transfer function of the state space model might be constructed as
v(j) = H(z)e(j)
H(z) = C (zI−A)−1 K+ I (2.57)
2.5.2 Remarks on the algorithm
In order to guarantee feasibility of the state space model, two conditions should be fulfilled.
First, the model must be stable, therefore all of the eigenvalues ofÂ must be located inside the
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unit circle in the complex plane. Second, estimated noise covariance matrix by (2.47) must be
symmetric and positive definite. Furthermore, define a lowertriangular matrixΓ, obtained by
Cholesky decomposition of the noise covariance matrix given by (2.47). Then the white noise
vector sequence in (3.36) might be generated ase(j) = Γws(j)
Cwsws(k − j) = E
[
ws(j)w
T
s (k)
]
=
{
0 , j 6= k
I , j = k
(2.58)
wherews(j) is a zero mean stationary Gaussian white noise vector of dimensionM × 1 with
mutually independent random variables and cross-covariance matrix indicated by (2.58).
2.6 Numerical simulation
The along-wind turbulence will be simulated in the 5 nodes indicated in figure 2.3, all placed
in the same plane perpendicular to the wind direction. Node 1r fers to the hub of the rotor
plane, where the mean wind velocity is given asV = 15 [m/s]. To investigate efficiency of
the SSM method for vector turbulence modeling in the first case turbulence is simulated only
on node 1 and in the second case on all five nodes shown in Figure2.3. Simulation parameters
for the filter model are chosenN = 2048,∆t = 0.0488s. Figure 2.4 illustrates the accuracy
of the modified cross-spectral density matrix, for 5 nodes,S̃vv(ω) defined by (2.16) and (2.21),
respectively, in comparison to the corresponding unmodified matrixSvv(ω). The figure shows
the relative error of̃Svv(ω) compared toSvv(ω) as expressed by the fractions of Euclidean
norms‖ S̃vv(ω) − Svv(ω) ‖/‖Svv(ω)‖ as a function of the angular frequency in the interval
ω ∈ [0, 4s−1], where non-positive definiteness ofS̃vv(ω) occurs. As seen, the normalized error
related to the modification (2.16) may be up to100% at some frequencies. In contrast the modi-
fication (2.21) is related to much smaller errors. Figure 2.5shows the components of the impulse
1 2
3
4
5
z1
z2
z3
8.5m
Figure 2.3 Definition of nodes in numerical example.
response matrix (2.25). Here and in the following the modifiecross-spectral density matrix
(2.21) is used. As seen, bothh11(t) related to node1, and the cross functionh21(t) between
nodes2 and1 are almost symmetric with time. In order to provide a common framework for
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Figure 2.5 Components of the impulse response matrix. a)h11(t). b)h21(t).
comparing results of different methods, the same white noise realization is used for simulation
of the time series of the turbulence process with all of the algorithms in this example. Figure
2.6 illustrates the quality of the time series based on (2.28). An AR model of ordeŕp = 30
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is calibrated with the 2SLS method and is used for simulatingthe turbulence at node 1. Fig-
ure 2.7 shows time series simulated using the calibrated AR model. Next the SSM method is
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Figure 2.6 Numerical simulation of turbulence in node 1 based on Eq. (2.28).
used to estimate a state space model for the turbulence at node 1. Figure 2.8 showsln(si + 1)
versus singular value number,i, of the block Toeplits matrixT, wheresi denotesith singular
value. As can be seen the first five singular values are considerably larger than the others. This
inculcates that the optimum model order is 5 in this case. Figure 2.9 shows the simulated time
series of turbulence using a state space model of order 5. In what follows plots of auto- and
cross-covariance functions are only indicated for positive ime separation due to their symmetry
property,Cvv(τ) = CTvv(−τ). Figure 2.10 illustrates the relative performance of simulations
obtained by the filter model with Eq.(2.28), the 2SLS method an the SSM method. In figure
2.10 the convergence of the standard deviation estimateσ̂v1 by ergodic sampling is shown. Figure
2.11 shows the covariance function of the various models compared to the theoretic covariance
function as given by Eq.(2.13) for the model orders 30 and 5 for 2SLS and SSM methods, re-
spectively. As can be seen, second order statistics of the SSM are more akin to the original
turbulence compared to the AR model calibrated by 2SLS method in both cases. From the pre-
sented example it can be concluded that variance estimations of all these models are of equal
quality. However, the auto-covariance function estimate of the SSM method is much better than
the estimates of the filter method and the 2SLS method. To investigate efficiency of the SSM
method for vector turbulence modelling, in the next examplerotor plane is discretized into five
nodes shown in Figure 2.3. Figure 2.12 shows singular valuesof the block Toeplitz matrix used
for SSM. As seen, there exist approximately 26 non-zero singular values which suggest a model
order of 26 for this case. Furthermore, the 2SLS method is used to calibrate an AR model of
order 60 which is compared to the SSM model. Figure 2.13 showsauto-covariance function of
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Figure 2.7 Numerical simulation of turbulence in node 1 based on AR(30)model, Eq. (2.33).
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Figure 2.8 Singular values of the block Toeplits matrix of the cross-covariances used for model estimation in SSM.
the state space model of order 26 at node 1 and the AR model of order 60. Figure 2.14 shows
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Figure 2.9 Numerical simulation of turbulence in node 1 based on SSM model f order 5, Eq. (3.36).
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Figure 2.10 Convergence of standard deviation estimates for numericalsimulation of turbulence in node 1.−.− .−:
Filter model, Eq. (2.28)...... : 2SLS, order 30.−−−: SSM, order 5.
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Figure 2.11 Auto covariance function of scalar model at node 1. —–: Covariance function, Eq. (2.13).−.−.−: Filter
model, Eq. (2.28). ..... : 2SLS, order 60, Eq.(2.34).−−−: SSM, order 14, Eq.(2.44).
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Figure 2.12 Singular values of the block Toeplits matrix of the cross-covariances used for model estimation in SSM.
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Figure 2.13 Auto-covariance function of the SSM model for vector turbulence at node 1. —–: Covariance matrix,
Eq. (2.13). ..... : 2SLS, order 60, Eq.(2.34).−−−: SSM, order 26, Eq.(2.44).
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Figure 2.14 Cross-covariance function of the SSM model for vector turbulence between nodes 1 and 2. —–: Covari-
ance matrix, Eq. (2.13)...... : 2SLS, order 60, Eq.(2.34).−−−: SSM, order 26, Eq.(2.44).
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cross-covariance function of the state space model betweennodes 1 and 2 compared to the theo-
retical cross-covariance function. As seen the cross-covariance functions of the SSM are in very
good agreement with the theoretical cross-covariance functions while the discrepancy of the AR
model of the 2SLS is considerable. It should be noted that theord r of the SSM model is consid-
erably lower than the AR model of the 2SLS, nevertheless its covariance function is much more
accurate.
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CHAPTER 3
The Wind Turbine Model
A reduced order model of a wind turbine is developed in this study. The model specifications
are adopted from the 5MW NREL Reference wind turbine. The model can be divided into
four major parts (modules), the wind field simulator, the aerodynamic load calculation unit, the
structural dynamic solver and the pitch controller. The structural model is based on a reduced
order Finite Element (FE) model. The aerodynamic loads are clculated using the Blade Element
Momentum theory (BEM) and the controller is aProportional-Integrator-Differentiator(PID)
collective blade pitch controller aiming at keeping the rotational speed of the rotor around its
nominal value. However a brief description of the wind turbine model is already presented in
some of the presented papers included in the thesis, this chapter is added in favor of providing
an integrated detailed view into the wind turbine model usedin the thesis.
3.1 Overview of the model
A general perspective of a wind turbine model is shown in figure 3.1. The modules within the
grey area denotes the wind turbine model. The main parts of any wind turbine model are theWind
field generator, Aerodynamic load calculation unitand thestructural model solver. Finally the
controllermodule can also be considered as a subsection of the structural unit since the governing
equations of the system can be combined with the controller and be solved simultaneously. The
so-calledinfluence functionis the function responsible for determining the position ofeach blade,
e.g. the azimuth angle of the rotor, hence determining the active nodes of the wind field at each
instant of time. In the following sections each part of the model developed for this study will be
described in detail.
3.2 Mechanical Model
The motions of the blades relative to the hub and the motion ofthe tower in the mean wind
direction are modeled by single degree-of-freedom models.Only motions in the mean wind
direction is considered for which reason no gyroscopic forces are present, save the centripetal
forces. Letyi(x, t), i = 1, 2, 3 denote the displacement fields of the blades relative to the hub,
wherex ∈ [0, L] is measured from the hub andL is the length of the blades of figure 3.2.
Furthery4(x, t) denote the displacement of the tower in the same direction, wherex ∈ [0, h] is
measured from the foundation andh is the height of the nacelle above the ground surface. Then,
the indicated displacement fields may written
yi(x, t) ' Φ(x)qi(t) , i = 1, 2, 3
y4(x, t) ' Φ0(x)q4(t)
}
(3.1)
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Figure 3.1 Flowchart of the wind turbine model
Φ0(x) is the part of the fundamental eigenmode of the wind turbine belonging to the tower and
Φ(x) is the fundamental fixed base mode shape of the blade. The modeshap s are normalized to
one at the nacelle and the blade tip, respectively, so the genralized coordinatesq1(t), q2(t), q3(t)
may be interpreted as the tip displacement of the blades relative to the hub, andq4(t) is the
displacement of the nacelle. Note that a quasi-static deformation of the nacelle due to the mean
rotor thrust will only affectq4(t). The blades are modeled as Bernoulli-Euler beams with the
bending stiffnessEI(x) around an axis orthogonal to the rotor plane, and the mass perunit
lengthµ(x). Similarly, the tower is modeled as a Bernoulli-Euler beam with the bending stiffness
EI0(x). The mass per unit length is formally written as
µ̄0(x) = µ0(x) +M0δ(x− h) (3.2)
µ0(x) denotes the continuous mass distribution,M0 is the mass of the nacelle and the hub;δ(·) is
Dirac’s delta function. The dynamic load per unit length on the tower in the mean wind direction
is denotedp4(x, t). Correspondingly, the load on the tree blades in the same direction are denoted
p1(x, t), p2(x, t) andp3(x, t). The rigid body motion of the drive train is modeled as a single
rotational degree of freedomq5 by assuming infinite stiff drive shafts and no elastic deformation
in the gear, whereby the following kinematic relation emerge for the angular rotation of the rotor
of the generator
qg = Nq5 (3.3)
whereN is the gear ratio, cf. figure 3.3. Furthermore, the mass moment of i ertia of the gear
wheels and the connected shafts are included into the mass moment of inertiaJr andJg of the
rotor and the generator rotor, respectively. The kinematicand potential energy of the system are
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Figure 3.2 Definition of degrees of freedom section moments and pitch angles
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Figure 3.3 Single degree of freedom representation of drive train
calculated as
T =1
2
∫ h
0
µ̄0(x)
(
Φ0(x)q̇4(t)
)2
dx+
1
2
3∑
i=1
∫ L
0
µ(x)
(
Φ0(h)q̇4(t) + Φ(x)q̇i(t)
)2
dx
+
1
2
Jr
(
q̇5(t)
)2
+
1
2
Jg
(
Nq̇5
)2
(3.4)
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U =1
2
∫ L
0
EI0(x)
(
d2Φ0(x)
dx2
)2
q24(t)dx +
1
2
3∑
i=1
∫ L
0
EI(x)
(
d2Φ(x)
dx2
)2
q2i (t)dx
−
3∑
i=1
∫ L
0
(
Φ0(h)q4(t) + Φ(x)qi(t)
)
pi(x, t)dx −
∫ h
0
Φ0(x)q4(t)p4(x, t)dx
−
(
Mr − (1 + η)NMg
)
q5(t)
(3.5)
Using Lagrange’s equations (Meirovitch 2001),
d
dt
(
∂T
∂q̇
)
− ∂T
∂q
+
∂U
∂q
= Fnc (3.6)
whereFnc denotes the non-conservative forces. The following governing equations of the system
may be obtained
mq̈(t) + cq̇(t) + kq(t) = f(t) (3.7)
m =


m1 0 0 m2 0
0 m1 0 m2 0
0 0 m1 m2 0
m2 m2 m2 m0 0
0 0 0 0 J


, k =


k 0 0 0 0
0 k 0 0 0
0 0 k 0 0
0 0 0 k0 0
0 0 0 0 0


(3.8)
m =
∫ L
0 µ(x)dx , m4 =
∫ L
0 xµ(x)Φ(x)dx
m1 =
∫ L
0
µ(x)Φ2(x)dx , m5 =
∫ h
0
xµ0(x)Φ0(x)dx
m2 =
∫ L
0
µ(x)Φ(x)dx , m0 =
∫ h
0
µ0(x)Φ
2
0(x)dx +M0 + 3m
m3 =
∫ L
0
xµ(x)dx , Jr = 3
∫ L
0
x2µ(x)dx



(3.9)
m is the mass of the blade,m0 andm1 are the generalized masses related to the degrees of
freedomqi(t), i = 1, . . . , 4. m2 is a coupling parameter in the mass matrix, andm3,m4 and
m5 will be used later at the calculation of the bending moments ithe blade at the hub and
in the lower foundation.J is the generalized mass moment of inertia related to the rigid body
degree-of-freedomq5(t) given as
J = Jr +N
2Jg (3.10)
The damping matrixc merely includes structural damping. Aerodynamic damping is included
later via the aerodynamic load. Thenc may be written as
c =


2ζωm1 0 0 0 0
0 2ζωm1 0 0 0
0 0 2ζωm1 0 0
0 0 0 2ζ0ω0m0 0
0 0 0 0 ηMr,0/Ωr,0


(3.11)
q(t) =


q1(t)
q2(t)
q3(t)
q4(t)
q5(t)


, f(t) =


f1(t)
f2(t)
f3(t)
f4(t)
f5(t)


(3.12)
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whereΩr,0 = q̇5,0 is the referential (nominal) rotational speed of the rotor.ω andζ denote the
eigenfrequency and damping ratio of the blades, when fixed tothe hub. Correspondingly,ω0
andζ0 denote the eigenfrequency and damping ratio of the lowest mode of the tower, which are
assumed to be known.η is the loss factor of the transmission system due to frictionin gears and
bearings, which typically is a few percent andMr,0 = P/Ωr,0 is the referential rotor torque for
P = 5MW nominal power output. The generalized stiffness coefficients of the blades and the
tower are given as
k =
∫ L
0
EI(x)
(
d2Φ(x)
dx2
)
dx = ω2m1
k0 =
∫ h
0
EI0(x)
(
d2Φ0(x)
dx2
)
dx = ω20m0



(3.13)
k0 is determined, so the generalized eigenvalue problem defined from (3.8) provides the pre-
scribed angular lower eigenfrequencyω0. The generalized external dynamic loads become
fi(t) =
∫ L
0
Φ(x)pi(x, t)dx , i = 1, 2, 3
f4(t) =
∫ h
0 Φ0(x)p4(x, t)dx +
3∑
i=1
∫ L
0 Φ(x)pi(x, t)dx
f5(t) = Mr − (1 + η)NMg



(3.14)
whereMr andMg are the instantaneous rotor and generator torques respectively and asyn-
chronous slip variable generator is considered for which the generator torque under normal oper-
ation conditions is linearly dependent on the rotational speedNq̇5(t). The relation may be given
on the form
Mg(t) = Mg,0
Nq̇5(t)− Ωg,00
Ωg,0 − Ωg,00
(3.15)
whereMg,0 = Mr,0/N is the nominal generator torque,Ωg,0 = NΩr,0 is the nominal gen-
erator rotational speed andΩg,00 is the generator speed for the zero generator torque. Using
d’Alembert’s principle the bending momentsM1(t),M2(t),M3(t) at the hub of the blades and
M4(t) at the foundation of the tower are given by, see figure 3.2
Mi(t) =
∫ L
0 xpi(x, t)dx −m3q̈4(t)−m4q̈i(t) , i = 1, 2, 3
M4(t) =
∫ h
0
xp4(x, t)dx −
(
m5 +
(
M0 + 3m
)
h
)
q̈4(t)
+h
3∑
j=1
( ∫ L
0 pi(x, t)dx −m2q̈i(t)
)



(3.16)
which may be assembled in the following matrix equation
M(t) = M0(t)−M1q̈(t) (3.17)
M(t) =


M1(t)
M2(t)
M3(t)
M4(t)

 , M0(t) =


∫ L
0 xp1(x, t)dx∫ L
0 xp2(x, t)dx∫ L
0
xp3(x, t)dx
∫ h
0 xp4(x, t)dx + h
3∑
i=1
∫ L
0 pi(x, t)dx


(3.18)
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M1 =


m4 0 0 m3 0
0 m4 0 m3 0
0 0 m4 m3 0
m2h m2h m2h m5 + (M0 + 3m)h 0

 (3.19)
M0(t) specifies the bending moment from the external loads and−M1q̈(t) are the moment
constraints from the inertial forces.β1(t), β2(t) andβ3(t) denote the pitch angles of the blades,
see figure 3.2. These are controlled by the 1st order filter equations assembled in the vector
relation
β̇(t) = − 1
τ
(
β(t)− β0(q, q̇, t)
)
(3.20)
β(t) =


β1(t)
β2(t)
β3(t)

 , β0(q, q̇, t) =


β1,0(q, q̇, t)
β2,0(q, q̇, t)
β3,0(q, q̇, t)

 (3.21)
τ is a constant specifying the time-delay of the pitch actuators. βj,0(q, q̇, t) denotes the pitch
control demand. This might be designed via different techniques either to suppress the undesir-
able vibrations of the structure, or to control the rotational speed of the rotor. In the first case,
qi , i = 1, . . . , 4 will be incorporated into the controller, while in the second case, the controller
acts only onq5 and its derivative. Only the latter case will be considered.From various avail-
able techniques for controller design, the PID controller,due to its wide range of applications in
industry and its simplicity, (Ogata 2009), is chosen in thiswork. The control command is then
expressed as
βj,0(q, q̇, t) = G
(
e(t) +
1
τi
∫ t
0
e(t)dτ + τd
d
dt
e(t)
)
= G
(
q̇5(t)− Ωr,0 +
1
τi
(
q5(t)− tΩr,0
)
+
τd
J
(
f5(t)− η
Mr,0
Ωr,0
q̇5(t)
))
, j = 1, 2, 3
(3.22)
wheree(t) is the error signal defined as
e(t) = q̇5(t)− q̇5,0 (3.23)
as seen the control demand is identical for all blades.G is the controller gain which is chosen
inverse proportional to the partial derivative∂Mr∂β , τi is the integral control time constant and
τd is the differentiator time constant which is chosen as a fraction of τi. There exist several
techniques for designing the indicated controller i.e. by means of the Ziegler-Nichols empirical
tuning formula, (Ogata 2009). In practice a pure differentiator is rarely used due to its noise
amplification effect, therefore it is usually replaced by a first order low-pass filter, (Xuet al.
2008). In the present work the controller gains are tuned manually with the gains indicated in
table 3.1. The equations of motion (3.7) and the control equations (3.20) may be combined into
the state vector equations
ż(t) = Az(t) +Bf
(
v(t), z(t)
)
+B0(t) (3.24)
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z(t) =


q(t)
q̇(t)
β(t)

 , A =


0 I 0
−m−1k −m−1c 0
1
τ b1
1
τ b2 − 1τ I

 (3.25)
B =


0
m−1
b3

 , B0(t) =


0
0
b0(t)

 (3.26)
whereb0(t),b1,b2 andb3 are given as
b0(t) = −
GΩr,0
τ
(
1 +
t
τi
)

1
1
1

 (3.27)
b1 =
G
τi


0 0 0 0 1
0 0 0 0 1
0 0 0 0 1

 , b2 = τi
(
1− η τd
J
Mr,0
Ωr,0
)
b1 , b3 =
τd
J
b2
3.3 Aerodynamic load modeling
Only the aerodynamic load on the blades is considered, i.e. wind load on the tower is ignored;
p4(x, t) = 0. Aerodynamic damping is included via a quasi-static effectiv angle of attack
α(x, t) so changes of the angle of attack is instantly felt in the aerodynamic loads. This means
that the time scale for adjustment of the non-stationary flowis assumed to be small compared to
the fundamental eigenperiod of the blade. The wind loads arec lculated by the BEM method,
(Hansen 2007). In this respect the following parameters aredefined
Vr(x, t) =
√
(V + v − q̇4 − ẏi)2(1− a)2 + q̇25r2(1 + a′)2
φ(x, t) = arctan
(
(1− a)(V + v − q̇4 − ẏi)
(1 + a′)q̇5r
)
α(x, t) = φ(x, t) − βi(t)− κ(x)
(3.28)
Vr is the relative wind speed c.f. figure 3.4.V denotes the mean wind speed andv is the
turbulence contribution to the wind speed. The turbulence with a prescribed correlation structure
is generated in 30 points on a circle with radius0.8L as seen in figure 3.2. Next, the turbulence
on a given blade is obtained by linear interpolation betweenth given points. The interpolated
turbulence value is assumed common to all points on the blade. Th mean wind speedV is
assumed constant over the rotor area.a nda′ are the axial and the tangential induction factors
respectively, which are calculated below by means of the BEMmethod, anḋq4 + ẏi(x, t), where
ẏi(x, t) = Φ(x)q̇i(t), indicates the velocity of the cross-section of the abscissax in the direction
of the mean wind. This term is responsible for the aerodynamic damping of the blades and the
turbine as a whole.φ is the so-called flow angle andκ = κ(x) denotes the pre-twist of the blade.
The lift and drag force per unit of the bladepL(x, t) andpD(x, t) are given as
pL(x, t) =
1
2ρV
2
r (x, t)CL(α)c(x)
pD(x, t) =
1
2ρV
2
r (x, t)CD(α)c(x)
}
(3.29)
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Figure 3.4 Blade profile definition of velocities and forces.
whereρ is the density of air,c(x) is the chord length andCL(α) andCD(α) are the lift and drag
coefficients. The load in the normal direction of the plane become
pi(x, t) =
1
2
ρV 2r (x, t)CN (α)c(x) (3.30)
whereCN (α) is the normal coefficient.CN (α) and the corresponding tangential coefficient
CT (α) for the determination of the rotor torque are obtained from,see figure 3.4
[
CN
CT
]
=
[
cosφ sinφ
sinφ − cosφ
] [
CL
CD
]
(3.31)
a anda′ are then obtained as
a =
1
1 +
4F sin2 φ
σCN
, a′ =
1
1 +
4F sinφ cosφ
σCT
(3.32)
whereF is the Prandtl’s tip loss factor given as
F =
2
π
cos−1
(
exp
(
− B
2
L− x
x sinφ
))
(3.33)
whereB = 3 is the number of blades. The above procedure needs to be iterat d until convergence
of the induction factors have been achieved. Figure 3.5 showvariation of the aerodynamic load
versus wind speed at two diffenet locations on the blade of the 5MW reference wind turbine
calculated using BEM method described above.
3.3.1 Wind modeling
Various wind speed distribution functions are used in simulation of wind loads i.e. Log-normal,
Gumbel, etc. nevertheless the IEC standard (IEC 2005a) recommends that the mean wind speed
over a time period of 10 min at the hub height is Rayleigh distribu ed with the following PDF
fV (Vh) =
πVh
2V2a
exp
[
− π
( Vh
2Va
)2]
(3.34)
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Figure 3.5 Aerodynamic load coefficient of the 5MW wind turbine blade for α = κ = v = 0 and q̇5 = ωr,0; a)
Normal load coefficient at 30m distance from blade’s root, b)Tangential load coefficient at 30m distance from blade’s
root, c) Normal load coefficient at 60m distance from blade’sroot, d) Tangential load coefficient at 60m distance from
blade’s root
whereVa = 0.2V10 andVh is the wind speed at the hub height. Next, it is assumed that the
mean wind speed in terms of height obeys the following power profile whereυ is given in table
3.1
V(z) = Vh
( z
h
)υ
(3.35)
In this work it is assumed that the mean wind velocity V is consta t over the rotor area. Following
the requirements of the RR&S on the load vector, c.f. section5.1, it is required that turbulence -
the stochastic part of the wind load - is modeled as a process with short memory. ARMA models
and state space models both satisfy this requirement. The governing equations of the system and
the controller are usually represented in the state space form s it is advantageous if the load
is represented in the same form. A calibrated ARMA model might be represented in the state
space format, (Akaike 1974), alternatively a state space model f r turbulence might be calibrated
directly using the SSM method represented in chapter 2 whichdiscards this transformation. The
SSM method is even more attractive since its model seems to bemor accurate, stable and with
shorter memory (lower model order) than an ARMA model, (Sichaniet al. 2010). Accordingly,
in this work this approach is used to calibrate a state space model for the turbulence. The method
is used to construct a state space model of the form (3.36); inwh ch x(j + 1) is an internal
state vector at each discrete time step,AT andCT are system matrices and,KT is the steady
state Kalman gain matrix.e(j) is a random excitation vector characterized with its covariance
matrix,E[e(j)eT (j)] = RT , andv(j) is the q-dimensional vector of turbulence realizations on
the discretized nodes of the rotor plane.
x(j + 1) = ATx(j) +KTe(j)
v(j) = CTx(j) + e(j)
(3.36)
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Figure 3.6 Realization of the turbulent wind field
The role of SSM is to calibrate the quadruple(AT ,KT ,CT ,RT ) in a way that cross-covariance
function of (3.36) matches best to the cross-covariance functio of the turbulence. If it is pre-
ferred to have the turbulence directly based on mutually independent unit intensity Gaussian
white noise variables i.e.Ξ(j) ∼ N(0, I), (3.36) can be written in the form of (3.37) in which ,
ΦT is the square matrix which satisfies(j) = ΦTΞ(j). ΦT can be obtained by any decompo-
sition of the covariance matrix of the noise such thatRT = ΦTΦTT i.e. Cholesky decomposition.
ThenBT = KTΦT andDT = ΦT
x(j + 1) = ATx(j) +BTΞ(j)
v(j) = CTx(j) +DTΞ(j)
(3.37)
A realization of the generated wind field on the perimeter of the rotor is shown in figure The
presented approach for turbulence modeling does not take into account the rotational sampling
effect of the turbulence process. Therefore it is needed to make an interpolation as the blades
pass through different turbulence nodes in between two nodes. At a certain instant of time the
portion of a given blade is defined by the center angleq5(t) placed in the sector delimited by the
center anglesθi andθi+1 representing the turbulence componentsvi(t) andvi+1(t). Then, the
turbulencev(t) on the blade is obtained by linear interpolation as follow
v(t) = vi(t) +
vi+1(t)− vi(t)
θi+1 − θi
(q5(t)− θi) (3.38)
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Figure 3.7 Interpolation of turbulence.
3.4 Model specifications
Structural properties of the tower and the blades are adoptefrom the definitions of the NREL
5MW wind turbine (Jonkmanet al. 2009; Kooijmanet al. 2003), and have been indicated in
Table 1 along which the derived parameters entering the reduced model and the control param-
eters. The fundamental undamped fixed bay angular eigenfrequency,ω, and eigenmode,Φ(x),
of the blades are determined by FE analysis where the blade isdiscretized in 49 Bernoulli-Euler
beam elements with piecewise constant bending stiffnessEI and mass per unit lengthµ. The
variation ofEI andµ has been shown in figure 3.8. The blade has 7 different airfoilpr files
from stem to tip, (Jonkmanet al. 2009), nevertheless in figure 3.8, the lift and drag coefficients
of only the tip profile are shown as a sample. The lift and drag coefficients for each profile are
interpolated with two piecewise polynomials, each of order9, in two different intervals ofα.
The two fitting intervals for lift and drag coefficients are chosen so to allow best overall fit i.e.
the least Sum of Squared Error (SSE) for all data points. Similarly, the eigenmodeΦ0(x) of the
tower is determined by FE analysis, where the tower is discretized in 10 Bernoulli-Euler beam
elements, with piecewise constant bending stiffness and mass per unit length. The mass of the
nacelle and the bladesM0 + 3m is attached as a point mass at the free end. The variation of the
bending stiffness and the mass per unit length has been shownin figure 3.8.
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Table 3.1 Structural and control parameters of the wind turbine model.
h 87.6 m N 97 ω 4.2 rad/s
L 61.5 m M0 296780 kg ω0 2.0 rad/s
m 17415 kg k 14120 N/m τ 0.2 s
m0 404520 kg k0 1667914 N/m τi 5 s
m1 791 kg ζ 0.005 τd 0 s
m2 1893 kg ζ0 0.01 G 0.1 rad
m3 359304 kg m η 0.05 υ 0.2
m4 83228 kg m ρ 1.25 kg/m3 Vo 25 m/s
m5 6100058 kg m Ωr,0 1.27 rad/s Vi 5 m/s
Jr 35337324 kgm2 Ωg,00 73.7 rad/s Vh 15 m/s
Jg 535 kgm2 Mr,0 3946018Nm Vr 15 m/s
Table 3.2 Blade aerodynamic properties.
Node[-] Location Element length [m] Airfoil
1 2.8667 2.7333 Cylinder
2 5.6000 2.7333 Cylinder
3 8.3333 2.7333 Cylinder
4 11.7500 4.1000 DU40A17
5 15.8500 4.1000 DU35A17
6 19.9500 4.1000 DU35A17
7 24.0500 4.1000 DU30A17
8 28.1500 4.1000 DU25A17
9 32.2500 4.1000 DU25A17
10 36.3500 4.1000 DU21A17
11 40.4500 4.1000 DU21A17
12 44.5500 4.1000 NACA64A17
13 48.6500 4.1000 NACA64A17
14 52.7500 4.1000 NACA64A17
15 56.1667 2.7333 NACA64A17
16 58.9000 2.7333 NACA64A17
17 61.6333 2.7333 NACA64A17
The rated wind speed of the model i.e. the wind speed at which te nominal power is
produced isVr = 10.72m/s as indicated in table 3.1. For values higher than this value the pitch
controller is turned on which decreases the rotor speed to its nominal value. The turbulence is
generated in 31 nodes on the rotor plane as shown in figure 3.2.One node on the hub and 30
nodes on the perimeter of rotor plane on 0.8L distance from hub. The turbulence value between
the nodes are interpolated from these nodes. The decrement of the l ads and responses as well
are the effect of the controller which tries to adjust the loads in a way that brings the rotational
speed to its nominal value. The rated rotor speed in which thenominal power is generated is
approximately 10m/s for this model. Accordingly it is expected that the controller increases the
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Figure 3.8 Structural properties of the NREL 5MW wind turbine. a) —: Lift coefficient of the NACA64-618,−−−:
Drag coefficient of the NACA64-618, b) Blade’s mode shape , c)Tower’s mode shape , d) Bending stiffness of the tower
, e) Mass per unit length of the tower , f) Bending stiffness ofthe blade , g) Blade’s mass per unit length , h) Blade’s
inertial load , i) Blade’s cord length.
pitch in extreme wind conditions, i.e.Vh ∈ [15, 25]m/s , to decrease the rotational speed to its
nominal value.
3.5 Effect of the pitch controller
Simulations show that the controller changes the system behavior significantly. Therefore a more
detailed study with the aim of analyzing controller’s effect is performed in this section. The two
cases of operation referred to asfixed speedandvariable speedwill be considered. In the first
case the rotational speed of the rotor is set to the nominal rotor speedΩr,0 while in the second
case the controller is in charge of keeping the speed around the nominal speed. According to the
coupling between the rotor torque and the normal load, presence of the the pitch controller will
affect the vibration level of the wind turbine. For further illustration a simulation of the wind
turbine is carried out within 600 seconds. The same wind fieldr alization is used for both fixed
and variable speed models. As seen in Fig. 3.10 the vibrationmplitude of the variable speed
case during normal operation is lower than the fixed speed case. However this is not guaranteed
and the opposite also happens. As a counter example the responses to a specific realization of
the wind field - the realization at hub hight is shown in Fig. 3.9 - are shown in Fig. 3.11. As
seen in this figure, in extreme conditions, i.e.t ∈ [100, 200]s, the vibration level of the variable
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Figure 3.9 Turbulent wind realization at the hub hight. ...: Mean wind speed; —: rated rotor speed
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Figure 3.10 Modal responses of the wind turbine under normal operational condition. blue: fixed speed; red: variable
speed
speed model exceeds its value for the fixed speed model. Results of this study show that this case
is dominant in the extreme conditions. This analysis is provided in order to illustrate the effect
of the pitch controller which may be either increment or decrement of the safety margin of the
system in extreme conditions.
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Figure 3.11 Modal responses of the wind turbine under extreme operational condition. blue: fixed speed; red: variable
speed
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CHAPTER 4
Importance Sampling
The basics of the importance sampling goes back to the Itô stochastic differential equations.
Therefore the dynamic system should be represented in this form i not primarily done so. The
main role in this method is actually played by the theory according to Girsanov which states that
a Wiener process under a certain probability measure remains W ener after adding a determin-
istic drift to it on the condition that the probability measure takes into account the effect of this
additional drift term. This permits use of the so-called contr l functions which brings the system
state to the boundaries of the failure region.
4.1 Itô Stochastic Differential Equations
Suppose the system is described by the Itô Stochastic Differential Equations (SDE) (4.1)
dXi(t) = µi(t,X)dt+
q∑
j=1
σij(t,X)dWj(t)
Xi(s) = xi , i = 1, · · · , p



(4.1)
whereXi(t), i = 1, · · · , p are p-dimensional system responses subjected to the initial con-
ditions Xi(s) = xi for any 0 ≤ s ≤ T andWj(t), j = 1, · · · , q are q-dimensional unit
Wiener processes. Given that the failure domain boundary isspecified by the failure surface
g
(
X(t,W)
)
= 0 such that
F =
{
X | g
(
X
)
> 0
}
(4.2)
using (4.1), (4.2) can be written in the terms of the Wiener excitation i.e.F =
{
W | g
(
W
)
>
0
}
the failure probability can be defined as
Pf =
∫
F
dPW(w) =
∫
Rq
I
[
g
(
X(t,W)
)]
dPW(w) = Ew
[
I
[
g(X)
]]
(4.3)
whereI[.] is an indicator function which is equal to 1 if the process hasoutcrossed to the
failure domain and else is zero. The probability measurePw(B) relates a probability to any
sub-domainB ∈ Rq i.e. a differential volume around a sample pointw can be written as
dP (W) = fW(w)dw. Ew signifies the expectation operator under the probability measure
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fW(w). Based on (4.3) Monte Carlo simulation estimates the failure probability of the system
by (4.4); whereN is the number of Monte Carlo simulations.
P̂f =
1
N
N∑
n=1
I
[
g(X(n ) )
]
(4.4)
4.2 Girsanov Transformation
The idea of the IS based on the Girsanov theorem is to introduce a square integrable driftu(τ)j (t)
- i.e.
∑p
j
∫ T
0
(
u
(τ)
j (γ)
)2
dγ < ∞ - to the excitation, (4.5), which brings the systems response to
the failure region at the specific time instantτ ∈ [0, T ].
dW̃(t) = u(τ)(t)dt + dW(t) (4.5)
The Itô SDE (4.1) can then be written as
dXi(t) = µi(t,X)dt−
q∑
j=1
σij(t,X)u
(τ)
j (t)dt+
q∑
j=1
σij(t,X)dW̃j(t)
Xi(s) = xi , i = 1, · · · , p



(4.6)
The Girsanov theorem then states that the processW̃ i a Wiener process under the probability
measurePW̃. Therefore generating samples ofW̃ under the probability measurePW corre-
sponds to generating samples ofW under the probability measurePW̃. This is useful since then
the drift of the excitation might be designed in any sense that brings the system to the failure
at the desired time instance. Next, the probability measurehould be changed properly to take
into account the effect of this transformation. The probability measure of equation (4.3) can be
changed in the following way
Pf =
∫
Rq
I
[
g
(
X(t,W)
)]fW(w)
fW̃(w)
fW̃(w)dw
=
∫
Rq
I
[
g
(
X(t,W)
)]dPW(w)
dPW̃(w)
fW̃(w)dw
= Ew̃
[
I
[
g(X)
]dPW(w)
dPW̃(w)
]



(4.7)
whereg(X) = g
(
X(t,W)
)
and the ratiodPW(w)/dPW̃(w) is the well-known Radon-Nikodym
derivative of the probability measuredPW(w) with respect to the measuredPW̃(w). Ew̃ signi-
fies the expectation operator under the probability measurefW̃(w). Upon the Girsanov theorem
the probability measure of (4.7) changes tofW̃(w) hence (4.8)
Pf = Ew
[
I
[
g(X̃)
]dPW(w̃)
dPW̃(w̃)
]
(4.8)
whereg(X̃) = g
(
X(t,W̃)
)
. The significance of equation (4.7) is that the probability measure
can be changed so that the processW̃ can be used instead of the original processW to estimate
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the failure probability of a system provided that the Radon-Nikodym derivative is taken into
account. Based on (4.7), the failure probability of the system can be estimated using (4.9)
P̂f =
1
N
N∑
n=1
I
[
g(X̃(n))
](dPW(w̃(n))
dPW̃(w̃
(n))
)
(4.9)
4.3 Radon-Nikodym derivative
Suppose the simulation is carried out within the time framet ∈ [0, T ] with the time resolution is
∆T = T/Nt whereNt is the number of time samepls. Discretizing (4.5) results in
∆W̃j,k = u
(τ)
j,k∆t+∆Wj,k (4.10)
where
∆Wj,k = Wj(k∆t)−Wj
(
(k − 1)∆t
)
(4.11)
Hereafter for all of the introduced parameters except time i.e. Wj,k andXj,k the index(es)
before comma refer(s) to the spatial degrees of freedom and the index after comma refers to the
time sample.u(τ)j,k is the so-called control function(s) (Macke and Bucher 2003) which brings
responses of the system, i.e. displacement, velocity, stress etc., to the barrier levelxbi at the time
tk = k∆t. Therefore∆W̃j,k ∼ N (u(τ)j,k∆t,
√
∆t). The increments of the Wiener process can be
transformed to normal space
∆Wj,k = Ξj,k
√
∆t (4.12)
where the following properties are satisfied
Wj(0) = 0
E{Wj(t)} = 0
E{Wj(t1)Wj(t2)} = min(t1, t2)


 (4.13)
andΞj , j = 1, · · · , q are vectors with identically distributed Gaussian random nu bers, with
zero mean and unit standard deviation, components. This tran formation is required in order to
express the random variables of the problem in the normalized U-space. Therefore the reliability
indexβ is independent of the definition of the limit state functiong(Ξ1,k, · · · ,ΞNt,q), (Madsen
et al. 2006). Next the following relations hold
f∆Wj,k(∆w̃j,k) =
1
(2∆t)1/2
exp
(
− (∆w̃j,k)
2
2∆t
)
f∆W(∆w̃) =
q∏
j=1
1
(2∆t)Nt/2
exp
(
− 1
2∆t
Nt∑
k=1
∆w̃j,k
)



(4.14)
The probability densityf∆W̃(∆w̃) is written
f∆W̃j,k(∆w̃j,k) =
1
(2∆t)1/2
exp
(
−
(∆w̃j,k − u(τ)j,k∆t)2
2∆t
)
f∆W̃(∆w̃) =
q∏
j=1
1
(2∆t)Nt/2
exp
(
− 1
2∆t
Nt∑
k=1
(
∆w̃j,k − u(τ)j,k∆t
)2
)



(4.15)
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Then the Radon-Nikodym derivative is
dP∆W(∆w̃)
dP∆W̃(∆w̃)
=
f∆W(∆w̃)
f∆W̃(∆w̃)
= exp

−
q∑
j=1
Nt∑
k=1
u
(τ)
j,k∆wj,k −
∆t
2
q∑
j=1
Nt∑
k=1
(
u
(τ)
j,k
)2

 (4.16)
Which is continuous space can be expressed as, (Macke and Bucher 2003; Olsen and Naess
2006),
R(τ) = dPdW(dw̃)
dPdW̃(dw̃)
=
=
fdW(dw̃)
fdW̃(dw̃)
= exp

−
q∑
j=1
∫ T
0
u
(τ)
j (t)dwj −
1
2
q∑
j=1
∫ T
0
(
u
(τ)
j (t)
)2
dt


(4.17)
4.4 Control functions
Lets assume theith component of the processX(t) of (4.1) has reached the required barrier
levelxbi at timeτ = Nτ∆t i.e. Xi(τ) = x
b
i . The barrier level is a known value for which the
probability of outcrossing is to be estimated i.e.xbi = µXi(t) + 3σXi(t) whereµXi(t) andσXi(t)
are the mean value and the standard deviation of the process.R presenting (4.1) in its discrete
form follows
Xi,k = Xi,k−1 + µi(tk−1,X,k−1)∆t+
q∑
j=1
σij(tk−1,X,k−1)∆Wj,k−1 (4.18)
Considering (4.12) and (4.18) thelimit state functionis then defined as
g(Ξ1,1, · · · ,Ξq,Nt) = Xi,Nτ (Ξ1,1, · · · ,Ξq,Nt)− xbi (4.19)
The design pointξ(τ) = (ξ(τ)1,1 , · · · , ξ
(τ)
p,Nt
) is the point in the U-space, e.g.Ξ, which has two
important properties. First, it brings the system to the barrier level xbi at the design timeτ .
Second, it has the minimum distance from the origin. The distance from the origin to the design
point for reaching the barrier level at timeτ is written as
β(τ) =


q∑
j=1
Nt∑
k=1
(
ξ
(τ)
j,k
)2


1/2
(4.20)
Therefore design point excitation for outcrossing at time instantτ can be defined as the solution
to the following minimization problem
ξ(τ) = min
Ξ




q∑
j=1
Nt∑
k=1
(
Ξj,k
)2


1/2

 s.t. Xi,Nτ (Ξ1,1, · · · ,Ξq,Nt) = xbi (4.21)
The control functionfor arriving at the barrier levelxb = 25 at timeτ = 40[s] for the single
DOF linear oscillator of section 1.8 and its response are shown in figure 4.1.a and figure 4.1.b
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Figure 4.1 SDOF linear oscillator. a) Control functionu(τ)(t) for outcrossing atτ = 40[s], b) Responsex(t) to
u(τ)(t)
respectively. According to the Girsanov theorem the process W̃ is Wiener under probability
measurePW̃ therefore is zero mean under this measure therefore
EPW̃{∆W̃
(τ)
j,k } = EPW̃{u
(τ)
j,k∆t+∆Wj,k} = 0 ⇒ EPW̃{∆Wj,k} = −u
(τ)
j,k∆t (4.22)
whereW̃ is replaced with (4.10). Introducing (4.12) into (4.22) allows obtaining the control
functions in terms of the normally distributed iid variablesΞj,k as
EPW̃{Ξj,k} = ξj,k = −u
(τ)
j,k
√
∆t (4.23)
It worth noting that (4.23) is valid for outcrossing barrierl vel at any time instant i.e.ξj,k =
ξ
(τ)
j,k , τ = 1, · · · , Nt. The design point can be transformed into continuous space by inserting
(4.23) in (4.20) and taking the limit as∆t → 0
β(τ) =


q∑
j=1
∫ T
0
(
u
(τ)
j (t)
)2
dt


1/2
(4.24)
Comparison of the system response todW (t) anddW̃ (t) for the SDOF linear oscillator is shown
in figure 4.2.a. The reliability index for the same oscillator versus time is shown in 4.2.b.
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Figure 4.2 SDOF linear oscillator,τ = 40[s]. a) —: Response todW (t), −−: Response todW̃ (t) , b) Reliability
indexβ(t) for all time instants
4.5 Multi-modal sampling
The statement of the problem for importance sampling is: “Estimate the probability that the
system response exceeds the given barrier level (i.e. stateof failure),xbi , within the time frame
t ∈ [0, T ]”. In crack growth problems the failure always occurs at the end of the simulation,
e.g. t = T . Therefore it is requited to calculate only one control function u(T )j (t) and do the
calculations c.f. figure 4.3.a. However for oscillatory systems a considerable under estimation of
the first passage probability is reported in the literature,(Naess and Skaug 1999b; Bucher 2000).
This is since in oscillatory systems the failure can happen at a y time withint ∈ [0, T ] c.f. figure
4.3.b. Indeed here the control functions of failure at different time instants interact with each
other, (Macke and Bucher 2003). This suggests that first passage at timeτ1 (or outcrossing) from
a barrier levelxbi could possibly happen at timeτ2 with a certain probability. Therefore there
should exist a correct scenario for choosing the failure time τ for oscillatory systems. Bucher
(Bucher 2000) suggested construction of the failure times’probability density function using the
distance of their control functions from origin i.e.multi-modal sampling density
W(t) = Φ (−β(t))∫ T
0
Φ (−β(γ)) dγ
(4.25)
whereΦ(.) denotes the cumulative standard Gaussian distribution function andβ(t) is the dis-
tance defined in (4.24). For consistency of integration we have introducedβ(t) ≡ β(τ), τ = t
here. Therefore the failure time instant in each simulationshould be chosen (sampled) from this
distribution. The multi-modal sampling probability density functionW(t) is shown in figure 4.4
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Figure 4.3 Limit state function for different problems; a) Non-oscillatory systems i.e. crack growth problems, b)
Oscillatory systems
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Figure 4.4 Multi-modal sampling density function for the SDOF linear oscillator
for the SDOF linear oscillator. Second, the Radon-Nikodym derivative (4.17) for all time instants
in t ∈ [0, T ] should be calculated, i.e. failure could happen at arbitrary time l utilizing the control
functionu(l)(t) and the Wiener processdW(t)
dW̃j(t) = u
(τ)
j (t)dt+ dWj(t)
dW̃j(t) = u
(l)
j (t)dt + dW j(t)
}
⇒ dW j(t) =
(
u
(τ)
j (t)− u
(l)
j (t)
)
dt+ dWj(t) (4.26)
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According to (Macke and Bucher 2003) the likelihood that thepath generated byu(τ)j (t) and
dWj(t) was generated byu
(l)
j (t) anddW j(t) is given by
R(τ)(l) = exp
(
−
q∑
j=1
∫ T
0
(
u
(τ)
j (t)− u
(l)
j (t)
)
dwj
− 1
2
q∑
j=1
∫ T
0
(
u
(τ)
j (t)− u
(l)
j (t)
)2
dt
) (4.27)
and the multi-modal derivative which takes into account theint ractions first passage at different
time instants is given as the ratio of (4.17) by (4.27)
R(τ)m (l) =
R(τ)
R(τ)(l)
= exp
(
−
q∑
j=1
∫ T
0
u
(l)
j (t)dwj(t)
− 1
2
q∑
j=1
∫ T
0
(
2u
(l)
j (t)− u
(τ)
j (t)
)
u
(l)
j (t)dt
) (4.28)
and weighted with its associated probability
R(τ)W =
∫ T
0
W(γ)
R(τ)m (γ)
dγ (4.29)
where we have introducedRm(γ) ≡ R(γ)m , γ = τ in (4.17) for consistency of integration. Finally
(4.9) is re-written as (4.30)
P̂f =
1
N
N∑
n=1
I
[
g(X̃(τn))
]
R(τn)W (4.30)
The final estimations of the “importance sampling” for the benchmark problem of chapter 1 is
shown in figure 4.5
4.6 Applying importance sampling
The procedure of applying importance sampling based on the above description falls into the
below steps
1 Find the set of control functionsu(τ)j (t) , τ = 1, · · · , Nt according to (4.21)
2 Calculateβ(τ) for all control functionsτ = 1, · · · , Nt and
3 Calculate the multi-modal density functionW(t) according to (4.25) and sample the failure
time from it e.g.τj
4 Generate a set of∆Wj,k according to (4.12)
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Figure 4.5 Estimations of the failure probability with IS; Solid line:SMC, dots : IS
5 Calculate thedrifted excitationdW̃(t) according to (4.5)
6 Solve (4.1) withdW̃(t) as excitation
7 Calculate the Radon-Nikodym derivativeR(τ)W using (4.28) and (4.29)
8 Repeat steps 3 to 7,N times and calculatêPf using (4.30)
Note: For finding the control functions, the first step above, for linear systems analytical
relationships are available (Bucher 2000; Macke and Bucher2003). It turns out to be the time
reversed and scaled impulse response function (IRF) of the syst m.
Note: Finding the control functions for the Non-linear systems falls into a high dimensional
optimization. Koo et al. (Kooet al. 2005) proposed, as a warm starting point, to solve the equa-
tions of system with initial conditions consistent with thebarrier level, i.e.xi(0) = xbi , ẋi(0) =
0, and then time reverse the corresponding excitation.
Note: Steps 1 and 7 above have very high demands on the computationcost specifically
for nonlinear multi degree of freedom systems. This may render importance sampling (practi-
cally) inapplicable to such systems as the cost may be comparable to the standard Monte Carlo
simulation.
4.7 IS for linear systems
In this section an abstract discussion on the calculation ofthe control functions for linear systems
is presented. This is since for such systems there is no need for optimization and the control
functions can be obtained analytically. More detailed discus ions on obtaining control functions
for nonlinear systems is available in (Olsen 2006). The LSF of the problem can be written as
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The control functions for linear systems for failure at timeinstantτ , e.g. u(τ)j (t), can be
obtained by
4.8 IS for wind turbines
There are several problems associated with the presented cas of the wind turbine which de-
motivates use of IS. The most critical problems in this method are due to the nonlinearity of the
loads and the high dimension of the system. It should be notedthat dimension here refers to
the number ofbasic random variablesof the system i.e. white noise realizations which enter
turbulence filter. Both complexity and memory requirementsof the IS increases with system
dimensions. For nonlinear systems there exist no analytical solution for finding design point
excitations, hence using an optimization algorithm, whichsignificantly decreases efficiency of
the method, is inevitable.
Next, construction of themulti-modal sampling density, c.f. section 4.5, requires calcu-
lation of the control functions of the problem at any time instance withint ∈ [0, 600]s. This
requires not only many optimization runs but also very high memory to save the designed con-
trol functions. Last but not least unlike SDOF problems or MDOF structural systems with only
one stochastic excitation, i.e. a shear frame exposed to earhquake, the wind turbines is related
to many stochastic processes used as excitations. This requires very lengthy computation for the
IS procedure.
The problems that appear due to dimensionality, nonlinearity nd non-whiteness of the ex-
citations pose serious critics to the applications of the IS. These problems have also been noticed
by other researchers who have tried different methods to overc me them. Nevertheless to the
best knowledge of authors the cases are confined to the nonlinear SDOF systems excited by non-
white noise having a specified filter equation, (Olsen and Naess 2007; Naess and Gaidai 2008),
linear SDOF systems excited by white noise having a specifiedpower spectrum, (Ogawa and
Tanaka 2009), or linear MDOF systems with only one stochastic excitation process (Jensen and
Valdebenito 2007). The above reasons conclude that using ISon the wind turbine model seems
not to be applicable.
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Distance Controlled Monte Carlo
The idea of the Distance Controlled Monte Carlo (DCMC) is that t e realizations in a sim-
ulation can be weighted, such as the Radon-Nikodym derivative in importance sampling, while
the sum of weights of all realizations estimates the desiredp obability. Therefore the density of
the realizations can be increaseα times if weight1/α is given to each realization. However the
main concern of the method is to achieve a high density of rareevents by splitting them, in the
same time the Russian Roulette game is played to kill randomly some unimportant realizations
to keep the number of samples constant.
5.1 Distance Control & Russian Roulette
The difference between the SMC and the DCMC methods is that the former distributes the sam-
ples with uniform statistical weights within the sample space, c.f. figure 5.1; whereas the latter
distributes the sample space with a density proportional tothe joint probability density function
(JPDF) of the process, figure 5.2. Therefore more samples appear at the tails in DCMC. The
method starts by simulating all realizations simultaneously with equal weights i.e.1/N where
N is the number of realizations. The method encompassed two components “Distance Control”
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Figure 5.1 The standard Monte Carlo simulation a) Statistical weightsof the samples versus normalized importance
measure b)Distribution of the importance measure versus sample (realization) no. of each realization —: Importance
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(DC), which determines the importance of the realizations with the aim of obtaining a uniform
distribution of samples within the safe domain. The second component is the “Russian Roulette
and Splitting” (RR&S), which replaces some “unimportant” realizations with the splitted “impor-
tant” realizations. This aims in increasing the density of the realizartions in the important region
i.e. closer to the barrier level. The action of killing, donewithin the game of Russian Roulette, is
t
τ1 τ2 τ3 τ4
1/4
1/4
1/41/4
1/4
1/4
1/4
1/4 1/8
1/8
1/8
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1/16
1/16
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Out-crossesSplitted Killed by Russian Roulette
Figure 5.3 Development of processes in DCMC
only to keep the number of samples constant or in other words tavoid an ever increasing sample
number. The candidates for killing are chosen from the unimportant processes, e.g. processes
with low probability of outcrossing the barrier level. Next, the empty spaces of these unimpor-
tant processes will be substituted by the splitted important processes e.g. processes with high
probability of outcrossing the barrier level. The splitting might be readily done by duplicating
some of the important processes. The statistical weights ofhe important processes should be
controlled such that the statistics of the simulation is notchanged after splitting c.f. figure 5.1.
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a) b)
Figure 5.4 Absolute versus relative distance measures;·: process, Hatch: Safe domain, Dashed circle: Important
realizations, a) Absolute distance measure, b) Relative distance measure
5.2 Splitting
In general a process with weight1 can be splitted toα identical processes with weights1/α
on each. Here whenever a process is splitted toα processes the state of the realization will be
exactly copiedα times while the weight of each new process will be1/α times the weight of
the original process. In case the process evolves as Markovin e.g. has independent increments,
each of the duplicated states will evolve independently. Figure 5.1 shows development of four
realizations of a stochastic process in DCMC simulation. Each curve represents a realization and
the number next to it shows its statistical weight e.g. probability of the process being in that
state. The RR&S takes place at each timeτs , s = 1, 2, 3, · · · which kills some unimportant
realizations and duplicates some of the important ones. It should be noted that the probability
of each realization after duplication is set to half of the probability of the original process so the
splitting does not change the probability mass of the simulation.
5.3 Distance measures
The importance of the distance measure is that it defines which samples should survive and which
should splitted to form new ones. It can be defined as a functioof theabsolutedistance between
the processes and the barrier level. This forms the so-called “absolute distance measure” i.e.
mechanical energy of the system c.f. figure 5.4.a. Alternatively it can be defined as a function
of the relative distance between realizations i.e. “relative distance measure” i.e. the distance
measure proposed by Pradlwarter and Schuëller (Pradlwarter and Schuëller 1999) c.f. figure
5.4.b. Both of these distance measures have been implemented on he benchmark example. It is
seen that the relative distance measure performes better than the absolute distance measure i.e.
less coefficient of variation in the estimates are obtained c.f. figure 5.6.
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5.3.1 A Relative distance measure
A given realizationx(n)i (t) of the i
th component of the state vectorX(t) at time t = τ is
associated with the statistical weightsw(n)i,τ . For example in the standard Monte Carlo simulation
with N samples the weights at each time instant are givenw(n)i,τ = 1/N r = 1, · · · , N . During
the simulation whenever a realization is killed its weight will be deleted from the total probability
mass and whenever a process is splitted, its weight will be divided between its splits. Next, each
realization is associated with the normalized vector with non-dimensional componentsln =
l
(
x
(n)
i (τ)
)
. Here, the components ofln are given as
ln = l
(
x
(n)
i (τ)
)
=
xi(τ) − µXi(τ)
σXi(τ)
, n = 1, · · · , N (5.1)
whereµXi(τ) andσXi(τ) denotes sample mean value and sample standard deviation of the
simulated processes
µXi(τ) =
1
N
N∑
n=1
x
(n)
i (τ) , σXi(τ) =
1
N
N∑
n=1
(
x
(n)
i (τ) − µXi(τ)
)2
(5.2)
The distance measure is used to distribute the samples in thestat space. Pradlwarter and
Schuëller (Pradlwarter and Schuëller 1999) defines the distance measured (x(t)) related to the
realization in the following way
d
(
x
(n)
i (τ)
)
=
R∑
r=1
ar|| l
(
x
(n)
ir |i(τ)
)
− l
(
x
(n)
i (τ)
)
|| , a1 > a2 > · · · > aR (5.3)
wherex(n)ir |i(τ) denotes ther
th closest realization tox(n)i (τ) and||.|| is the Eucledian norm. The
closest realization with the weighta1 is weighted highest. The weights were chosen as
ar = 2
1−r (5.4)
5.3.2 An Absolute distance measure
For a SDOF oscillator subjected to Gaussian white noise||l(z)|| with l(z(t)) defined by (5.1) is
proportional to the mechanical energy of the oscillator. Onfigure 5.5 is shown two trajectories
A and B with the same mechanical energy. If the external loadsand damping forces are small
these should be considered equally important, since they will approach the boundary in the same
distance with a phase lag. The mechanical energy, itself coud alternatively be used as a dis-
tance measure. This property carries over to multi-degreesof freedom. However, (5.1) does not
represent the mechanical energy in any other case than the indicated. Instead, (5.3) is replaced
with
d
(
x
(n)
i (t)
)
=
K∑
k=1
akEm
(
xik |i(t)− xi(t)
)
(5.5)
where the mechanical energy is given as
Em
(
z(t)
)
=
1
2
q̇T (t)Mq̇(t) +
1
2
(
q(t)− E[q(t)]
)T
K
(
q(t)− E[q(t)]
)
(5.6)
Mahdi Teimouri Sichani
5.4 Importance measure 71
ẋ
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Figure 5.5 Mechanical energy of a SDOF oscillator;µX : Mean value of the process,b: Barrier level
whereM andK denotes the mass matrix and the stiffness matrix and the vector q( ) stores
the generalized degrees of freedom. This possibility is also examined by the authors though no
better results than the weighting proposed by (5.3) is observed which has already been reported
in literature (Pradlwarter and Schuëller 1997; Pradlwarter e al. 1998).
5.4 Importance measure
The importance measure is used to segregate the important realizations from unimportant ones.
This parameter is defined as
c(n)τ =
d
(
x
(n)
i (τ)
)
1 +
(
ln v
(
x
(n)
i (τ)
))β (5.7)
whereβ is a real valued parameter which controls the level at which small weighted realizations
are suppressed and thew ight measurev
(
xi(τ)
)
is defined as
v
(
x
(n)
i (τ)
)
= 1 +
1
w
(n)
i,τ
R∑
r=1
akw
(r|n)
i,τ (5.8)
wherew(r|n)i,τ are the weights associated to the sameplsx
(n)
ir |i(τ). The importance measure is
normalized with its mean value. Therefore those realizations with their importance measure
higher than the mean value will be assumed important ones andthose with importance measure
less than this mean are assumed to be unimportant (less important). This mean value is shown by
the solid black line as the importance border in figures 5.1 and figure 5.2. Finally the probability
of survival of the less important processes is defined as a function of their importance measure
p(n)s = 1− p0(1− ĉ(n)τ ) (5.9)
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with assigned as a real number such thatp0 ∈ (0, 1] i.e. the probability of kill. Herêc(n)τ denotes
the normalized importance measure by its mean e.g.
ĉ(n)τ =
c
(n)
τ
c̄
(n)
τ
(5.10)
wherec̄(n)τ = 1/N
∑N
n=1 c
(n)
τ . In order to keep the method an unbiased estimator of the prob-
ability, the weight of the survived processes should be modified after the killing - note that the
weight of the killed processes is zero afterwards - takes place (Pradlwarter and Schuëller 1999)
as
w̃
(n)
i,τ =
w
(n)
i,τ
p
(n)
s
(5.11)
Finally a minimum weight for splittable processes is definedto avoid high variance of the re-
liability estimates (Pradlwarter and Schuëller 1999). A reasonable choice for such weight is
proposedwmin = Pf/50. This acts as the lower bound for the splittable processes meaning
that any process having its statistical weight lower thatwmin is not allowed to be splitted during
simulation. The probability for a given barrier (thresholdlevel) will then be estimated as
P̂f =
1
N
N∑
n=1
I
[
g(x
(n)
i (t))
]
w
(n)
i,t (5.12)
It is clear that (5.12) is very similar to (4.30) in the sense that the weights are only defined in two
different manners i.e.R(τn)W in (4.30) is replaced withw
(n)
i,t in (5.12).
5.5 Applying Distance Controlled Monte Carlo
The procedure of applying DCMC is as follows
1 Decide about the simulation parametersxbi , τ,K, β, p0, wmin
2 GenerateN realizations of the system simultaneously with weightsw(n)i,0 = 1/N , n =
1, · · · , N
3 Evolve all realizations until the next timet = τs , s = 1, 2, 3, · · · being the times at which
the RR&S-DC takes place
4 Find the processes that have outcrossed the boundaries of the safe domain and subtract their
statistical weight from the total statistical weight of thesimulation
5 Construct thedistance measured
(
x
(n)
i (τ)
)
for all N realizations according to either (5.3)
or (5.5)
6 Calculate theweight measurev
(
x
(n)
i (τ)
)
for all processes (5.8)
7 Calculate theimportance measurec(n)τ for all processes (5.7) using the calculatedd
(
x
(n)
i (τ)
)
andv
(
x
(n)
i (τ)
)
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8 Normalize the importance measure according to (5.10)
9 For the less important and splittable realizationsN = {n|ĉ(n)τ < 1 ∩ w(n)i,τ > wmin}
calculate the probability of survival (5.9)
10 Kill some unimportant processes by playing the Russian Roulette on the members of the set
N . This is done by drawing a random numberΞ ∈ [0, 1] for each member of the set, if the
number is higher that the survival probability of it the realiz tion will be killed, else it will
be kept in the simulation
11 modify the weights of the survived processes according to (5.11)
12 Replace the killed processes and their weights by splittingsome of the important processes
13 Stop the simulation ift = T else go to step 3 above
Note: The main assumption of the method is that the system states evolve as Markove
processes with independent increments.
Note: Estimation ofwmin is based on theunknownPf which is to be estimated. Therefore
a reasonable guess for the probability which is to be estimated should be at hand.
Note: Simulation parametersτ,K, β, p0, wmin can have considerable effect on the results.
Note: According to the procedure of the method, the finer the time resolution and larger the
time frame of the simulation are, the more reliable the results are. However this increases the
computational load.
In the simulation, time series are generated with∆ = 0.041s and the DCMC is performed
147 times with∆τ = 0.041 × 102s. The distance measure is calculated as a weighted summa-
tion of six closest neighbor processes i.e.K = 6. The parameters of the DCMC are chosen
β = 0.8, p0 = 0.5, wmin = 5 × 10−5 and the results are shown in the figure 5.6. Figure 5.6
shows the DCMC results with two different distance measures. The results with the distance
measure introduced by Pradlwarter et al. (Pradlwarter and Schuëller 1999), i.e. a relative dis-
tance measure, is shown in figure 5.6.a and the results wit themechanical energy as the distance
measure, i.e. an absolute distance measure, is shown in figure 5.6.b. Comparison of these figures
show that the former distance measure shows better overall prformance i.e. less coefficient of
variation in the estimates.
5.6 DCMC for wind turbines
The advantage of the DCMC in application is that it does not requir high amount of data to be
kept in memory during simulation. Indeed the only data needed to be kept is the present state
of each realization. However there exist some difficulties with its application which gives less
motivation in using the method for the failure probability estimation of wind turbines. First, this
method, like IS, provides failure probability of a(any) given threshold which is not encouraging
since it decreases efficiency of the method in application c.f. section 1.3. Second, parameter
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Figure 5.6 Ten estimations of first passage probability distribution fr a single DOF oscillator using RR&S using 500
simulations; a) Pradlwarter’s distance measure b)Mechanial energy distance measure
wmin defines the minimum weight of the processes which are allowedto be splitted during the
RR&S. This is typically defined as a ratio of the final probability which is aimed to be estimated.
Therefore an approximation of this probability should be avail ble before the simulation starts.
The wind turbine model can not satisfy this requirement. Next, there exist no global sugges-
tion when (how often) RR&S should be played as the process evolv s. This is important since
firstly the time delay between two RR&S takes place need to be large enough in order to allow
independence of the samples. On the other hand for the best performance, the processes should
be splitted as many times as possible. This makes a potentialconfusion to define the optimum
number of time steps the samples should be allowed to evolve before the next splitting actions
take place. Last but not least from the programming point of view, communication of the pro-
cesses during evolution, e.g. exchanging states during RR&S should be done carefully when
the method is to be applied on large dynamic systems. According to the mentioned reasons the
DCMC method has not been applied on the wind turbine model present d in this thesis.
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Conclusions and Future
directions
Following are the conclusions and proposals for the future works are deduced from the
research done within this thesis.
The VRMC methods however provide very good estimates for thegeneral structural dy-
namic problems, in case of variable speed wind turbines still more work is required to increase
applicability of these methods. The major problems in thesesy tems stem from their high dimen-
sions coupled with nonlinearities in the system. It is seen that in the case of the fixed speed wind
turbine the methods are more successful than the variable speed case which is due to the addi-
tional nonlinearities that the controller adds to the model. Therefore still a reliable method which
can work based on low number of samples without breaking downcould be of great interest in
this type of problems.
Observation of the results of VRMC methods on the developed mo el shows that unlike the
normal operating conditions, during which the pitch controller decreases the effective load of the
wind turbine, in extreme conditions the controller may increase the possibility of failure. It is
however understood that the conditions made on the type and the specifications of the controller
have considerable effect on this phenomenon. Therefore morcareful study is needed for more
accurate judgement in this respect.
Computational efficiency and speed are two important issue which needs special attention
when it comes to analysis of the statistical behavior of the wind turbines. Therefore development
of a model which allows fast generation of samples of the timehistory of the wind turbine will
contribute in this regard. Inclusion of detailed model specifications such as non-homogeneous
wind field, probabilistic structural properties and incorpration of more structural modes in the
dynamic model are interesting aspects of the model.
The possibility of realizing evolution of the probability density function of wind turbines
would be a very powerful tool for the failure probability estimation of these systems. This offers
many possibilities for future improvement of the machines in design process. However a strict
requirement for this, in case of using PDEM, is to reduce the number of basic random variables
of the model to as low as possible. The is possible by using i.e. Karhunen-Loève transformation.
The power point of such approach is that nonlinearities in the model do not seem to pose critical
difficulties toward application of the method.
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APPENDIX A
Derivations of Kalman filter gain
and Riccati equation
Detailed derivation of the Kalman filter gain (2.50) and the Riccati equation (2.48) are presented
respectively. Kalman filter gain equation is derived as follows
ḠT(j) = E[x̄(j + 1)vT(j)]
= E
[(
Ax̄(j) +K(j) {v(j)−Cx̄(j)}
)
vT(j)
]
= AE[x̄(j)vT(j)] +K(j)
(
CTvv(0)−CE[x̄(j)vT(j)]
) (A-1)
WhereCvv(0) = CTvv(0) is used. Next
E[x̄(j)vT(j)] = E
[
x̄(j)
(
x̄T(j)CT + eT(j)
)]
= Σ̄(j)CT
(A-2)
Substituting (A-2) into (A-1) results in
ḠT(j) = AΣ̄(j)CT +K(j)
(
CTvv(0)−CΣ̄(j)CT
)
(A-3)
That can be solved forK(j) which ends up in (2.50)
K(j) =
(
ḠT(j)−AΣ̄(j)CT
) (
CTvv(0)−CΣ̄(j)CT
)−1
(A-4)
The Riccati equation (2.48) is derived as follows
E[x̄(j + 1)x̄T(j + 1)] = E
[(
Ax̄(j) +K(j)e(j)
)(
Ax̄(j) +K(j)e(j)
)T]
(A-5)
Σ̄(j + 1) = AΣ̄(j)AT +K(j)
(
CTvv(0)−CΣ̄(j)CT
)
KT(j) (A-6)
Substituting Kalman gain from (A-4) results in
Σ̄(j + 1) = AΣ̄(j)AT +
(
ḠT(j)−AΣ̄(j)CT
)
×(
CTvv(0)−CΣ̄(j)CT
)−1 (
ḠT(j)−AΣ̄(j)CT
)T (A-7)
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APPENDIX B
Importance sampling for Wind
turbines
B.1 Representation of the model in the Itô SDE form
To apply IS based on (Macke and Bucher 2003) it is necessary tohave estimation of the system
responses, i.e. displacements, at the failure time instance when it is excited by the increments of
the Wiener process. This estimation is the base for constructing the so-called control functions.
Their characteristic is: “ if the system is excited with themthe response will be at the failure state
(boundary of the LSF) at failure time instance, i.e.tm = m∆t ”. These deterministic drifts are
then added to the Wiener increments and the result is used as the final system excitation. Starting
by designing control functions, if excitations are not Wiener increments themselves, they should
be represented in terms of them. The turbulence can be represented as filtered increments of the
unit intensity Wiener process
v(m) =
m−1∑
k=0
g(m− k)∆W(k) (B-1)
∆W(k) ∈ Rq×m is a stochastic matrix containing identically distributed, mutually independent
normal random variables
∆W(k) ∼ N
(
0,
√
∆t I
)
(B-2)
g(k) is a time-invariant impulse response matrix function whichis determined from (3.37) as
follows
g(k) =
{
DT , k = 0
CTA
k−1
T BT , k > 0
(B-3)
(B-1) is a linear filter equivalent given the solution to{v(t), t ∈ [t0,∞[ } at discrete instants
of time. Alternatively,{v(t), t ∈ [t0,∞[ } may be obtained as the solution to the linear Itô
differential equation
dv(t) = av(t)dt + sdW(t)
v(t0) = 0
}
(B-4)
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the drift matrixa and the diffusion matrixs are yet unknown quadratic constant matrices of di-
mensionq×q, which may be specified as indicated below.{W(t), t ∈ [t0,∞[ } is q-dimensional
vector process of mutually independent unit intensity Wiener component process. The solution
of (B-4) at the discrete instants of time is given as
v(m) = eam∆tv(0) +
m−1∑
k=0
ea(m−k)∆ts∆W(k) (B-5)
ea(m−k)∆tindicates the matrix exponential based on the matrixa. Comparison of (B-1) and
(B-5) provides the following relationship betweena, s andg(k)
g(k) = eak∆ts (B-6)
a ands may be determined so (B-6) is fulfilled at best withg(k) given by (B-3). Notice that
a ands are not needed in the method, which merely requests to solution given by (B-1). Since
(B-3) is a linear differential equation inz(t), the solution of (3.24) at the discretized instant of
time may be written as
z(m) = z0(m) +
m−1∑
k=0
h(m− k)f
(
v(k), z(k)
)
(B-7)
where the initial condition is given as
z0(m) = e
Am∆tz0(0)+
+
(((
1 +
t0
τi
)
A−1 +
1
τi
A−2
)
eAm∆t +
((
1 +
m∆t
τi
)
A−1 +
1
τi
A−2
))
B1
(B-8)
B1 = −
GΩr,0
τi


0
0
1
1
1


(B-9)
where the impulse response function is given as
h(k) = eAk∆tB∆t (B-10)
eAk∆t∆t represents the matrix exponential function andA is the system matrix in (3.26). (3.26)
and (3.27) have been used at the derivation of (B-8). The dependence of the load vectorf on
the state vectorz(k) is via the azimuthal angleq5(k), its derivativeq̇5(k) and the pitch angles
β(k). h(k) represents the impulse response matrix for the structural state variable. The solution
to (B-1) and (B-7) form the solutions to an integrated continuous time vector process{X(t), t ∈
[t0,∞[ } of dimension(13 + q)× 1 defined as
X(t) =
[
z(t)
v(t)
]
(B-11)
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Formally{X(t), t ∈ [t0,∞[ } may be written as the solution to the Itô differential equation
dX(t) =
[
Az+Bf(v, z) +B0(t)
av
]
dt+
[
0
s
]
dW(t)
X(0) =
[
z(0)
0
]



(B-12)
X(t) is a Markov diffusion process driven by the q-dimensional unit Wiener process. The drift
vector and diffusion matrix may be determined based on the solution equation (B-1) and (B-7).
B.2 Control functions : Nonlinear model
Let v(k) ∈ Rq denote the turbulence vector andg(k) ∈ Rq×q denote the IRF matrix of turbu-
lence. It is obvious that the number of turbulence nodes is not equal to the number of structure’s
DOF in general,q 6= p. the so-calledinfluence functionswill assign the right turbulence node to
each DOF. The vector of Wiener increments is defined as∆W(k) =
√
∆tΞ(k) whereΞ(k) ∈
Rq×1 are mutually independent standard Gaussian random numberswith E[Ξ(k)ΞT (k)] = I.
System response, e.g. displacement, of the aimed DOF at the failure time instancetm = m∆t is
written as
zi(m) = ∆t
p∑
j=1
m∑
k=0
hij(m− k)f
(
vj(k)
)
(B-13)
wherep is the number of system DOFs,f
(
vj(k)
)
∈ Rp×1 is the function that determines the
aerodynamic loads in terms of turbulence. This function represents the iterative BEM method for
the blades’ DOFs and is zero for the other DOFs.vj(k), j = 1, · · · , p are the components of the
turbulence vector exciting each DOF at timek∆t. In order to definevj(k) provided thatv(k) is
available a function is required which determines the spatial subset of turbulence nodes that are
exciting the blades at the specified time instance. This functio is defined asN
(
θi(k)
)
∈ Rp×q
and is multiplied by the turbulence vector, i.e.vj(k) = N
(
θi(k)
)
v(k), which will be referred to
asinfluence functionhereafter. In the numerical case herep = 5; the4th row of N(·) indicates
the turbulence at the hub height and its last row can be set to zro since the rotational DOF is not
affected by the turbulence directly. The elements of the first three rows of the influence function
are defined as
Nij
(
θj(k)
)
=
{
1 , θj(t) ∈
[
θl − ∆θ2 , θl + ∆θ2
[
0 , otherwise
, j = 1, 2, 3 (B-14)
whereθj(k) defines thejth blade position at time instancek∆t andθl, l = 1, · · · , q defines
the angular positions of the turbulence nodes.∆θ = 2π/(q − 1) indicates the angular distance
between turbulence nodes. Incorporating this influence functio in (B-13), the system responses
is written as
zi(m) =
∑p
j=1
∑m
k=0 hij(m− k)f
(
vj(k)
)
=
∑p
j=1
∑m
k=0 hij(m− k)f
(
N
(
θj(k)
)
v(k)
)
=
∑p
j=1
∑m
k=0 hij(m− k)f
(
N
(
θj(k)
)∑k
r=0 g(k − r)∆W(r)
) (B-15)
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In case that rotational speed of the rotor is assumed to be fixed equal to its nominal value, the
position of the first blade isθ1(k) = k∆tΩr,0 and the other two blades areθ2(k) = θ1(k)+2π/3
andθ3(k) = θ1(k) + 4π/3. In such case the influence function is predicted for any timeas
N
(
θi(k)
)
≡ N(k); which can be replaced in (B-15). It is clear that (B-15) is a nonlinear
equation with many basic random variables inside e.g.∆W(r). The control functions should
then be obtained via optimization as described in section 4.4.
B.3 Control functions: Linear model
The nonlinearity in (B-15) comes from the aerodynamic load clculation functionf(·). There-
fore if a linearization is available for the model, the contrl functions can be designed in a more
efficient way. This is possible by defining the virtual IRFs such ash̃(k) ∈ Rq×q, i.e. a com-
bination of the system IRFs and the excitation IRFs that relate system responses directly to the
normal space in which excitations areΞ(k). They may be represented in the following form
zi(m) =
q∑
j=1
m∑
r=0
h̃ij(m− r)∆Wj(r) =
√
∆t
q∑
j=1
m∑
r=0
h̃ij(m− r)Ξj(r) (B-16)
whereΞj(r) is thejth component of the vectorΞ(r). Thus the safety margin for theithDOF,
reaching the margin of failure atmth time instant is written
G = xbi − zi(m) = xbi −
√
∆t
q∑
j=1
m∑
r=0
h̃ij(m− r)Ξj(r) (B-17)
The mean value and the standard deviation of the process read
µ
(m)
G = x
b
i , σ
(m)
G =

∆t
q∑
j=1
m∑
r=0
h̃2ij(m− r)


1/2
, (B-18)
the reliability index,β(m)G , can be estimated as
β
(m)
G =
µ
(m)
G
σ
(m)
G
=
xbi√
∆t
∑q
j=1
∑m
r=0 h̃
2
ij(m− r)
(B-19)
the unit normal vector toward the design point is calculateds
α
(m)
ij (r) =
∂G/∂Ξj(r)
|∂G/∂Ξj(r)|
=
h̃ij(m− r)√∑q
j=1
∑m
r=0 h̃
2
ij(m− r)
(B-20)
whereby the desifn point becomes
ξ
(m)
ij (r) = β
(m)
G α
(m)
ij (r) =
xbi√
∆t
∑q
j=1
∑m
r=0 h̃
2
ij(m− r)
h̃ij(m− r) (B-21)
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and the control functions,umij (r), which cause failure of thei
th DOF at the target failure time
instance can be designed as
u
(m)
ij (r) =
xbi
∆t
∑q
j=1
∑m
r=0 h̃
2
ij(m− r)
h̃ij(m− r) , s = 1, · · · , 5 (B-22)
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APPENDIX C
Applications of asymptotic
sampling on high dimensional
structural dynamic problems
The paper presented in this appendix is published inStructural Safety, Volume 33, Issues 4-5,
July 2011, Pages 305-316.
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1. Introduction
Estimation of small failure probabilities and large safety indices
of structures are important issues in which Monte Carlo simulation
loses its efficiency due to the excessively high number of samples
required to be simulated. Recently methods have been developed
which allow efficient estimation of these low probability events.
These methods tackle this problem from very different points of
view i.e. importance sampling [1,2] moves the sampling density
function to the boundaries of the failure domain, directional sam-
pling [3] tries to find the boundaries of the limit state function G(X)
in different directions of the random variables within the U-space.
Here primarily the original random variables of the limit state
function, X, with joint probability distribution function FX(x) are
transformed into the standard normally distributed random vari-
ables U, the domain of which is called the U-space, using the
Rosenblatt transformation T: X ? U [3]. On the other hand the sub-
set simulation methods [4–6] or the S3 method, [7] work on the
basis of the Markov Chain Monte Carlo (MCMC) which is capable
of generating samples of a conditional stochastic process. A com-
prehensive comparison of the performance of these methods can
be found in [8]. Nevertheless the applicability of all the methods
seems to have practical restrictions regarding both the temporal
and spatial dimensions of the problem under consideration and
also the presence of nonlinearity in the system, [9]. In [10] it is
shown that importance sampling can lead to biased results for high
dimensional problems on a linear Single Degree of Freedom (SDOF)
oscillator. The paper indicates that very careful and detailed anal-
ysis of the system is required when using importance sampling in
high dimensions to make sure that the results are unbiased. In [11]
it is reported that the importance sampling loses its efficiency on a
SDOF elasto-plastic oscillator. A geometrical explanation of the
reason why importance sampling fails for high dimensional prob-
lems and also the difficulties concerning nonlinear problems is
provided in [12]. On the other hand the subset simulation [4]
which reportedly performs quite satisfactory on many systems
might still fail for estimation of first passage excursion probability
of order 105 of a SDOF Duffing oscillator, [9].
Considering a realistic engineering problem in which a Multi
Degree of Freedom (MDOF) system with possibly strong nonlinear-
ities is excited by multiple non-white stochastic excitations and
the failure probability is to be estimated within a long time interval
(thus defining a high dimensional reliability problem) applicability
of most of these methods can not be guaranteed due to severe
problems related to complexity, very high computation cost or
excessively high memory requirements. A good example of such
a case is a wind turbine in which a highly nonlinear MDOF system
is excited by many stochastic processes, say 100, for which the fail-
ure probability is to be estimated within a time interval of 600 s. In
such a case applicability of most of the available methods in the lit-
erature can be questioned.
Another important issue which is not considered in the previous
studies is the cases of high dimensional multiple non-white stochas-
tic excitations. In such cases, readily applicable methods are the ones
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which best satisfy the following two conditions in essence. First, the
method should not need the so-called tractable data of the system,
i.e. the critical excitations in case of the importance sampling meth-
od, since nonlinearities and high dimension of the problem do not al-
low efficient calculation and tracing of such data. Second, for large
systems the memory limits do not allow saving large amount of
information from the pre-processing, time history of the previous
simulations in terms of excitation or response. The first restriction
proposes use of the so-called black box methods which do not incor-
porate any specific information of the model. The second limitation
would restrict the available choices to those which do not have high
demand on the data storage. Severity of these conditions varies con-
siderably according to the specific case of the problem under consid-
eration. This inculcates that choosing the proper method to solve a
specific problem might not be a trivial task and requires a good in-
sight into both the methods and the problem.
A method recently proposed and shown to be efficient for such
cases is asymptotic sampling. The method is based on an asymptotic
approximation of the failure probability, [13]. Due to its very low de-
mand both on the memory requirement and also the a-priori knowl-
edge of the system behavior, the method seems to have a wide range
of applicability among practical problems which typically have high
spatial as well as temporal dimensions in their excitations compris-
ing some sort of nonlinearity. Nevertheless, accuracy of the method
on such systems is not reported in the literature yet. In the present
article application of the method on linear and nonlinear SDOF and
MDOF systems exposed to different stochastic excitations has been
studied. Calibration of support points and its effect on the estima-
tions of the method is studied in detail and simulations are carried
out to illustrate the discussions. Finally an optimization algorithm
is proposed which locates the support points in the order which in-
creases accuracy and precision of the method.
2. Asymptotic sampling
The idea in the Asymptotic Sampling (AS) is to change the excita-
tion level to cause more Monte Carlo simulations to exit from the
barrier and then adjust the estimated probabilities, [3,14]. In this re-
gard the intensity of the white noise driving the system is increased
artificially by the factor f1 which causes more processes to outcross
from the boundaries of the safe domain. It is shown, [13,14], that the
reliability index asymptotically has a linear relation with f factor
b(f) = fb(1) which is utilized to estimate b(1) by estimating b(f) using
standard Monte Carlo simulation. In this concept it is proposed to
use the following function for the extrapolation.
bðf Þ ¼ Af þ B
f
ð1Þ
The procedure then follows as the following steps
1. Transform the random variables of the problem into the U-
space, e.g. N, using Rosenblatt transformation T: X ? U.
2. Choose an f 2 [0,1] and increase the standard deviation of N to
obtained scaled random variables Nf = N/f.
3. Perform the standard Monte Carlo simulation with Nf and cal-
culate the scaled failure probability pf(f)
4. Estimate the scaled reliability index as b(f) = U1(1  pf(f)).
5. Repeat the steps 2–4 for different values of ‘‘f’’ to construct a set
of (f,b(f)) which will be referred as ‘‘support points’’ hereafter.
6. Estimate coefficients A and B of (1) using constructed set of
(f,b(f)) by regression analysis. In order to put equal weights
on all support points in regression analysis (2) may be used
instead of (1)
bðf Þ
f
¼ Aþ B
f 2
ð2Þ
7. Estimate the un-scaled reliability index b(1) = A + B and failure
probability pf(1) = 1 U(b(1)).
The method is examined on a simple problem for which limit
state is defined as a multiplication of random variables as (3)
where X1  lnN(38,14.44) and X2  N(54,7.29). For this problem
the exact results are b = 5.151 which is related to pf = 1.3  107,
[15]. It is seen that choosing the minimum and maximum limits
for number of out-crossings are related to the nature of the prob-
lems and a general judgement can not be made in this state.
Fig. 1 shows results of AS for the problem which its limit state
function is defined as g(X1,X2) < 0 where g(X1,X2) is defined in
(3). Five different ‘‘f’’ values, hence five support points, have been
chosen for each simulation case. 1000 Monte Carlo simulations,
corresponding to the step 3 in the above procedure, are performed
for each support point. b(1) is estimated from these support points
as described in steps 6 and 7 above. In order to obtain coefficient of
variation of the estimated b(1) values for each distribution type
and range of support points, this procedure is repeated 100 times
and the results are shown in Fig. 1. In order to demonstrate effect
of the optimized range for distribution of the support points Fig. 1a
shows the simulations results for f 2 [0.3,0.5] while in Fig. 1b–d
f 2 [0.0516 ,0.3290 ]. Distribution of the support points in each
simulation is indicated in the caption of the figure. In what is re-
ferred as the exponential distribution, support points are concen-
trated around the maximum ‘‘f’’ value while in the logarithmic
distribution, support points are concentrated around the minimum
‘‘f’’ value. The figure shows that both the range from which f factor
is chosen and the way support points are distributed affect the fi-
nal results. To find the optimum range of f, its minimum and max-
imum limits are chosen so that on the maximum at least 40% of the
realizations cross out and in the minimum at most 20% of the real-
izations cross out. The percentage of error in the mean value of the
estimated beta is shown by (4) in the figure.
gðX1;X2Þ ¼ X1X2  1140 ð3Þ
eðbÞ ¼
b
b
 1
 
 100 ð4Þ
where b ¼ E½b̂.
3. Sampling methods
Together with the mentioned methods, low-discrepancy se-
quences of random numbers might be used instead of a standard
pseudo random number generator. These methods generate qua-
si-random numbers which are less random than a set of pseudo
random numbers but are more uniformly distributed therefore
have a lower discrepancy. There exist different methods of low-
discrepancy random number generation such as Latin Hypercube
Sampling (LHS) [16], Good Lattice Point (GLP) [17], Hua–Wang
point set (H–W) [18], Sobol sequences [19] etc. In [14] the applica-
tion of LHS and Sobol algorithm are also considered for various
problems and is reported that use of Sobol quasi-random numbers
increases efficiency of AS up to 2 times compared to the use of
pseudo random numbers. A recent study on the application and
performance of utilizing these sampling methods with the stan-
dard Monte Carlo and also importance sampling can be found in
[20,21]. Although it is stated that using low-discrepancy random
sequences increases efficiency of the estimation techniques for
low dimensional problems, it is mentioned that high dimensional-
ity poses problems on the accuracy of the estimations which needs
further considerations.
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4. Calibration of support points
It is seen (c.f. Fig. 1) that both location and distribution of the
support points have considerable effect mainly on the precision
of the method. So far, no method has been proposed to determine
the range and the distribution of the support points in an optimal
way. Therefore it is interesting to study the effect of these param-
eters on the performance of the method. Unfortunately the appro-
priate value of the scaling parameter f depends on the type of the
problem i.e. the shape of its limit state function, the barrier level,
etc. For example for high barrier levels elements of f should be dis-
tributed in a smaller range than the range for low barrier levels.
Nevertheless the distribution of points seems to be quite problem
independent. Based on these observations an optimization proce-
dure is developed in this study which allows calibration of the sup-
port points’ locations with rather low computation cost. Although
this algorithm increases the computation cost of the method in the
first step, this effort has justification due to the considerable ben-
eficial effect it has on the accuracy and precision of the estimates.
The significance of the optimization is that for different problems
the suitable range in which support points should be distributed
cannot be known in advance. Defining the support points’ range as
f 2 ½fmin; fmax
fmin ¼ ff j
PNsim
i¼1
Iðf ;NiÞ ¼ Nmaxoc g
fmax ¼ ff j
PNsim
i¼1
Iðf ;NiÞ ¼ Nminoc g
9>>>>=>>>;
ð5Þ
where I(.) is the indicator function, i.e. I(f,Ni) = 1if {f,Ni} 2 F and
I(f,Ni) = 0 else; where F indicates the failure domain and Ni is the
ith realization of the excitation process in the so-called U-space
i.e. N  N(0, I) is Gaussian distributed random variables as defined
in Sections 1 and 2. Nmaxoc is the maximum outcrossing nomber of
simulations expected to have when f = fmin. N
min
oc is the minimum
outcrossing number expected to have when f = fmax. Simulations
indicate that points close to fmin and fmax are both important and
should be present in the support points if minimum Coefficient of
Variation (CoV) of the estimated failure probability is desired. The
maximum number of outcrossings obviously is limited by the num-
ber of simulations, but depending on the geometry of the actual
limit state function it may be considerably smaller (e.g.
Nmaxoc ¼ Nsim=2 for a linear limit state passing through the origin in
U-space). In this study these parameters are set to Nminoc ¼ 0:02Nsim
and Nmaxoc ¼ 0:98Nsim; Nsim is the number of simulations for each sup-
port point.
4.1. Start point of the algorithm
Although in general the proposed optimization algorithm
should be able to find the optimum values starting from any initial
value, providing a good (close to optimum) initial point finit in-
creases efficiency of method by doing less iterations in the optimi-
zation loop. We start by discretizing the excitation process which
is transformed to the U-space, W(k) = W(t)jt=kDt, and doing the
same for the response process X(k) = X(t)jt=kDt where k = 0, . . .,
N  1corresponds to the continuous time interval t 2 [0,T], i.e.
T = (N  1)Dt. Assuming the following transformation from excita-
tion to response
XðkÞ ¼ GðW ðkÞÞ ð6Þ
where W ðkÞ ¼ ½WðkÞ; . . . ;Wð0Þ. Decomposing the transformation
in (6) into its linear and nonlinear parts and substituting
WðkÞ ¼ ffWðkÞ results in
(a) (b)
(c) (d)
Fig. 1. 100 estimations of the reliability index with asymptotic sampling. (a) Uniformly distributed support points, CoVðPf Þ ¼ 1:7; eðbÞ ¼ 1:72. (b) Uniformly distributed
support points, CoVðPf Þ ¼ 0:93; eðbÞ ¼ 0:47. (c) Exponentially distributed support points, CoVðPf Þ ¼ 1:25; eðbÞ ¼ 0:52. (d) Logarithmical distributed support points,
CoVðPf Þ ¼ 0:56; eðbÞ ¼ 0:14.
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XðkÞ ¼ XLin:ðkÞ þ XNonlin:ðkÞ ¼ f GLin:ðfW ðkÞÞ þ GNonlin:ðf fW ðkÞÞ ð7Þ
where fW ðkÞ ¼ ½fWðkÞ; . . . ;fWð0Þ ¼ f1W ðkÞ is the scaled counter-
part of W(k) by f. The scaled response, eXðkÞ ¼ Gðf fW ðkÞÞ, can also
be decomposed intoeXðkÞ ¼ eXLin:ðkÞ þ eXNonlin:ðkÞ ¼ GLin:ðfW ðkÞÞ þ GNonlin:ðfW ðkÞÞ ð8Þ
(7) and (8) derive the following relation between normal and scaled
responses
eXðkÞ ¼ XðkÞ
f
þ GNonlin:ðfW ðkÞÞ  1f GNonlin:ðf fW ðkÞÞ
 
ð9Þ
for the linear part of the transformation (9) the following applies
E½eXLin:ðkÞ ¼ 1f E½XLin:ðkÞ ð10Þ
Eq. (10) means that for linear (part of) systems the factor f simply
scales the response process. Therefore it is clear that the nth maxi-
mum of the stochastic response X sorted in descending order can be
scaled up to the required barrier level where the scaling factor is de-
fined as f XBL ¼ XðnÞmax=XBL. The schematic illustration of the effect of
the f factor on the PDF of the response is shown in Fig. 2. This anal-
ysis provides a very simple yet efficient relationship for choosing
the initial guess for f in the optimization algorithm as
1
f XBLinit
 XBL
XðnÞmaxðf ¼ 1Þ
ð11Þ
where XBL is the required barrier level, f
XBL
init denotes the initial esti-
mation for fmin for barrier level and X
ðnÞ
maxðf ¼ 1Þ is the nth maximum
of the stochastic response process X(k), k 2 [0,N  1] to unscaled
excitation, i.e. f = 1, sorted in descending order. The approximation
used in (11) counts for the nonlinear part of the transformation
which is not considered in the last parts of the derivation. n is the
maximum outcrossing number therefore is equal to Nmaxoc for esti-
mating fmin and is equal to N
min
oc for estimating fmax. Eq. (11) gener-
ally provides a good approximation for nonlinear systems if
accompanied by a Monte Carlo simulation with Nsim number of
samples. In such case the PDF depicted in Fig. 2 represents the
PDF of the maximas of the samples of the Monte Carlo simulation.
Obviously Nsim for calibration of support points is not required to
be equal to the number of simulations in asymptotic sampling i.e.
in this study it is set to 100. In case of linear systems it is further
possible to take advantage of the ergodicity of the response process
and have a very efficient approximation of the above formula using
only one realization of the response. In this sense XðnÞmaxðf ¼ 1Þ is the
nth maximum of the time samples of a single realization of the re-
sponse process sorted in descending order. Once the range of f is
determined the parameters a, b and c of optimization, c.f. Fig. 4,
can be calibrated adaptively to cover the required range in the least
possible steps. Nevertheless these parameters do not change con-
siderably therefore in this study for all examples they are set to
a = b = 1.5 and c = 0.5. The values of fmin and fmax obtained using only
one realization from (11) with ergodic sampling assumption, with
100 Monte Carlo simulations and their corresponding optimized
values are mentioned in Table 1. The initial guess of Eq. (11) with
ergodic sampling for the SDOF linear oscillator is very close to the
optimum values and optimization does not seem to be necessary.
On the other hand for nonlinear systems the difference between
ergodic sampling’s initial guess and the optimum values is consid-
erable, therefore urging use of optimization. For convenience sorted
maximum values of 500 samples of a standard Monte Carlo simula-
tions are plotted together with the sorted absolute maximum val-
ues of one sample of dynamic analysis for the Duffing oscillator in
Fig.9c. The figure indicates there is no considerable difference for
the maximum values only in this case while for the other two cases
the difference is considerable c.f. Table 1. In case of nonlinear sys-
tems it is beneficial to find the initial guess by performing some ex-
tra Monte Carlo simulations and then using the optimization to
prevent unnecessary loops in the optimization algorithm.
4.2. Optimization algorithm
The optimization algorithm has two main stages. First to find
the values of fmin at which maximum number of outcrossing from
the barrier level takes place, e.g. Nmaxoc and fmax at which minimum
number of outcrossing from the barrier level, e.g. Nminoc takes place.
Second stage is to distribute the points as desired in the found
range of f 2 [fmin, fmax]. The general perspective of the optimization
algorithm is shown in Fig. 3 while the detailed procedure of each
block of Fig. 3, indicated with block labels A-G, is represented in
Fig. 4. Here we want to leave fmin as fast as possible and find more
support points around fmax, however with some support points in
between. The strategy is to start from a reasonably small ‘‘f’’ value,
i.e. the initial guess of (11), and increase it until the number of out-
crossed processes is close enough to the Nmaxoc . Once the initial ‘‘f’’
value is found, next ‘‘f’’ value is approximated as f(j) = f(j  1)c,
c.f. Fig. 4, until we reach the Nminoc . This type of function especially
with c 2 (0,1] is favorable in our context since it leaves fmin very
quickly and becomes more careful in increasing ‘‘f’’ values as the
values approach fmax. Defining j as the counter of the loop for ‘‘f’’
values, Nf as the total number of elements of the vector f and Noc
as the number of outcrossed processes from the barrier level. Ini-
tially f is set to zeros, e.g. f ¼ ½0; . . . ;01Nf .
fmin is defined as any value for ‘‘f’’ which results in
0:9Nsim < Noc 6 N
max
oc . If the initial candidate of the fmin causes too
many outcrossing, e.g. Noc > N
max
oc , we increase fmin by setting
f(j) = f(j)c and then fmin = f(j). This loop will continue until we find
an ‘‘f’’ value which satisfies 0:9Nsim < Noc 6 N
max
oc . In case the candi-
date value does not satisfy Noc > 0.9Nsim the algorithm will decrease
the candidate ‘‘f’’ according to f ðjÞ ¼ 12 f ðjÞð1þ f ðjÞ
aÞ and checks if
the change made in the value is more than 50% of the initial guess,
finit., far from it. This check is to avoid getting too close to the initial
guess which decreases the convergence speed of the algorithm. If
not too close, we choose this value as fmin, else we choose
fmin ¼ 32 f ðjÞ and do the checks to see if Noc is in the expected range.
This procedure is repeated until fmin is found accurately.
In the next step the middle points will be estimated. Since it is
not known in advance when we are going to hit fmax- defined as any
‘‘f’’ value with the condition Nminoc 6 Noc < 0:2Nsim, care must be ta-
ken into account. If for the candidate ‘‘f’’ value Noc < N
min
oc , which
indicates that we are in the region close to fmax, we increase the
number of out-crossings by decreasing ‘‘f’’ as f(Nf) = f(j)b and set
fmax = f(Nf). Next we take the average of f(j  1) and f(Nf)as f(j). IfFig. 2. The effect of f on scaling PDF of the (maximas of the) response.
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for the candidate ‘‘f’’ value Noc P N
min
oc one of the following may
occur
f(Nf) – 0 and Noc P 0.2Nsim Which indicates that a good approx-
imation for fmax has been found in previous steps and is placed
at f(Nf). It is advantageous to improve our estimate for the cur-
rent candidate of ‘‘f’’ in order to get Noc < 0.2Nsim. Here we
increase ‘‘f’’ by setting f(Nf) = f(j)c – as a last chance to obtain a
higher value for fmax – and take average of this value with
f(j  1). The average is taken in favor of the fact that in this
Table 1
Values of fmin and fmax using (11) and the final values by optimization.
Case Barrier level fmin fmax
SDOF oscillator 25 1 sample 0.392 0.676
100 samples 0.393 0.767
Optimum value 0.400 0.709
Duffing oscillator 0.55 1 sample 0.335 0.695
100 samples 0.289 0.727
Optimum value 0.210 0.557
Bouc-Wen oscillator 0.64 1 sample 0.017 0.215
100 samples 0.164 0.603
Optimum value 0.277 0.618
Linear MDOF oscillator 0.0115 1 sample 0.179 0.300
(subcase.4) 100 samples 0.258 0.702
Optimum value 0.277 0.618
Nonlinear MDOF oscillator 0.028 1 sample 0.098 0.220
(subcase.4) 100 samples 0.113 0.465
Optimum value 0.186 0.678
Start
Check the
iteration numbercalculation of the middle “f” values calculation of the fmin; increase “f”
Calculation of
number of outcrossings
Tuning fmin;
decrease “f” and keep it
if not too close to finit; else increase it
Tuning fmax;
decrease “f” in case of
too few outcrossings; else increase it
Checking the number of
outcrossings and deciding the next action
according to the region of existence of the “f” value
Increase the iteration number
and check if more support points are required
Stop
BA
C
D E
F
G
Fig. 3. The general view of the optimization scheme for calibration of support points’ locations.
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region we do not want to risk more simulation without new
information in them i.e. simulation with too few out-crossings.
f(Nf) = 0 or Noc < 0.2Nsim This means that a good candidate for
fmax is not available or the candidate ‘‘f’’ value is already in the
region close to fmax. Therefore we increase the candidate ‘‘f’’
value by f(j) = f(j  1)c and go to the next step
In practice the proposed algorithm is very general and typically
only some of its blocks are used within a simulation. The simula-
tions show that it is fast and robust in finding the support points’
range [fmin, fmax] and distributing them within this range. It worth
mentioning here that it is desired that the algorithm satisfies
Noc < N
min
oc at least once during simulation. This ensures that the re-
gion in which fmax exists has been found with good accuracy. It is
seen that the proposed algorithm is successful in fulfilling this cri-
terion in the numerical simulations.
4.3. Bias
Although obviously the asymptotic sampling method yields
asymptotically unbiased results as the sample size approaches
infinity (since in this case asymptotic sampling reduces to crude
Fig. 4. The details of the optimization scheme for calibration of support points’ locations. The block labels A–G refer to Fig. 3.
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Monte Carlo), there may be some bias at small sample sizes. This is
inherently related to the location of support points as defined by
the numerical values for the factor f discussed in the previous sec-
tion. As mentioned in [14], the cases in which the failure domain
form a closed region (i.e. an ‘‘island’’) are rather unsuitable for
the application of asymptotic sampling as the general prerequisites
of the asymptotics as described by Breitung [13] are not satisfied.
In order to investigate the potential bias introduced by asymptotic
sampling in such a case, consider a simple two-dimensional prob-
lem with an elliptical failure domain in standard Gaussian space as
shown in Fig. 5. The failure domain is characterized by the lengths
of the principal axes a and c of the ellipse and by the distance b
from the origin. This distance is equal to the reliability index as
obtainable from the First Order Reliability Method (FORM). By
adjusting the numerical values of a and c, the failure domain can
be made to approach various shapes from a hyperplane to an iso-
lated point. Due to the rotational symmetry of the probability den-
sity function in standard Gaussian space it is sufficient to consider
a special orientation of the failure domain such that the design
point u⁄ lies on the u2-axis as shown in Fig. 5. For a numerical
study, the values b = 4 and c = 2 are fixed and the value of a is var-
ied from 0.2 to 5. Also, the magnitude of the factor f for support
points is varied by choosing the intervals [0.3,0.6], [0.5,0.8], and
[0.6,0.9], respectively. The results from asymptotic sampling are
shown in Fig. 6 along with reference solutions from crude Monte
Carlo (100 million samples). Fig. 6 shows that for the cases in
which a is rather small (i.e. the island is small) there is a bias such
that the probability of failure is overestimated. This bias is reduced
as a increases. Also, the bias becomes significantly smaller if the
support points for the extrapolation have f-factors closer to 1 (as
is to be expected). It should be mentioned that similar behavior
(in terms of the bias) can be expected from other standard reliabil-
ity methods such as directional sampling [22] since in this method
usually only the first intersection between the direction vector and
the limit state surface is searched for, thus neglecting possible re-
turns to the safe domain farther out along this direction. It should
be noted that more complex situations are possible in the case of
high-dimensional problems, but it may be anticipated that the rea-
son for a possible bias still lies in such ‘‘islands’’ (or ‘‘bubbles’’) of
failure.
5. Numerical case study
In the numerical case studies for all cases the failure probabili-
ties are estimated 10 times with asymptotic sampling and their
mean value is considered as the final failure probability; the re-
lated coefficient of variation of the estimates are represented in Ta-
ble 2. The optimization parameters, c.f. Fig. 4, are set to a = b = 1.5
and c = 0.5 in all cases.
5.1. Single DOF oscillator
The first simulation is based on a single DOF linear oscillator
(12), characterized by xn = 1 s1 and fn = 0.01
€xðtÞ þ 2fnxn _xðtÞ þx2nxðtÞ ¼ wðtÞ ð12Þ
w(t) is zero-mean Gaussian white noise with unit intensity. The bar-
rier level is normalized with respect to the standard deviation of the
response rX = (4fx3)1/2.
bN ¼
b
rX
ð13Þ
The normalized barrier level is assumed to be bN = 5 in simulations.
Simulations are carried out with Dt = 0.0614 s and t 2 [0,600] s
which involves 9772 samples to examine the performance of the
method in high dimensions. For each barrier level 500 time series
are simulated and five support points are chosen for curve fitting
with different Df and range of f. Fig. 7 illustrates the effect of distri-
bution of support points. Clearly very small f values will cause all of
the processes to cross out which does not give any information
while choosing very large f values will cause few out crossings
which increases the uncertainty of the estimation. To check the
accuracy of the above statement, various Monte Carlo simulations
are performed with different distributions of the support points. Re-
sults of this analysis are shown in Fig. 7. Exact failure probability
and reliability index for the problem, calculated with standard
Monte Carlo simulation with 2  106 samples, are Pf = 2.07  104
and b = 3.5310 respectively. The black dots on the right hand side
of the figures show the exact value of the beta. It is seen that the
maximum accuracy of the method, i.e. the least standard deviation
of the estimate, is achieved in case support points are distributed in
the region where 2–98% of the realizations crosses out c.f. Fig. 7d
compared to Fig. 7a in which 2–50% of the realizations have crossed
out. This interval can be found using any simple search algorithm or
the proposed optimization algorithm. The simulations witness that
coefficient of variation (CoV) of the failure probability estimation
based on the estimated b is decreases by a factor of 6 if support
points are chosen in the optimal way. Fig. 8 shows estimations of
the failure probability for the same barrier level in different time in-
stants. Fig. 8a shows results of estimation with a uniform distribu-
tion of support points and Fig. 8b shows the results with optimally
distributed support points. Solid line in both figures shows the re-
sults of the standard Monte Carlo simulation. The results witness
that optimally distributed support points have clearly higher preci-
sion at all instants of time.Fig. 5. Elliptical failure domain in standard Gaussian space.
Fig. 6. Results from asymptotic sampling with elliptical failure domain.
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Table 2
Estimated failure probabilities.
Simulation case Barrier Level Samples PMCSf P
AS
f
CoVAS
Duffing oscillator 0.40 500 1.12  102 1.13  102 0.22
0.45 500 1.00  103 1.15  103 0.37
0.50 500 3.50  105 4.96  105 0.47
0.55 500 1.47  106 0.49
0.60 500 1.24  108 0.63
Bouc-Wen oscillator 0.4 500 5.28  103 5.55  103 0.14
0.5 500 4.70  104 4.90  104 0.35
0.6 500 4.20  105 5.35  105 0.39
0.7 500 3.78  106 0.52
0.8 500 3.40  107 0.66
Linear MDOF oscillator 0.0515 500 1.05  104 1.78  104 0.31
0.0560 500 1.62  105 2.80  105 0.61
0.0100 500 3.14  104 3.15  104 0.15
0.0115 500 1.43  105 1.59  105 0.34
Nonlinear MDOF oscillator 0.047 500 1.46  104 3.30  104 0.32
1000 2.97  104 0.28
5000 1.51  104 0.17
0.052 500 5.41  106 1.54  105 0.36
1000 2.32  105 0.28
5000 2.31  105 0.14
0.024 500 4.63  105 7.89  105 0.39
1000 7.41  105 0.27
5000 8.39  105 0.18
0.028 500 3.94  106 1.35  105 0.98
1000 9.40  106 0.42
5000 9.51  106 0.17
(a) (b)
(c) (d)
Fig. 7. Ten estimations of the reliability index b with asymptotic sampling for 600[s] for the single DOF oscillator using 500 simulations and five support points. (a) fmax = 0.75,
Df = 0.03, CoV(Pf(600))=1.2. (b) fmax = 0.7, Df = 0.07, CoV(Pf(600)) = 0.4. (c) Exponentially distributed optimized support points, CoV(Pf(600)) = 0.6. (d) Logarithmical
distributed optimized support points, CoV(Pf(600)) = 0.2.
312 M.T. Sichani et al. / Structural Safety 33 (2011) 305–316
5.2. Nonlinear Duffing oscillator
Despite being a simple case of a nonlinear system, Duffing oscil-
lator is interesting due to its wide range of applications. The
parameters of the oscillator are chosen as xn ¼ 10 s1 and
fn = 0.01 and  parameter which controls the intensity of the non-
linearity in the model is chosen  = 10. The equation of motion of
the oscillator is written as
€xðtÞ þ 2fnxn _xðtÞ þx2nðxðtÞÞxðtÞ ¼ wðtÞ ð14Þ
where
x2nðxðtÞÞ ¼ x2nð1þ x2ðtÞÞ ð15Þ
where w(t)is the unit intensity Gaussian white noise i.e.
E[w(t)w(t + s)] = d(s). The failure probability is to be estimated
within the time t 2 [0,15] s with Dt = 0.01 s for different barrier lev-
els as mentioned in Table 2. 500 samples are used to calculate the
failure probability with asymptotic sampling. Fig. 9a shows the re-
sults of 106 Monte Carlo simulation versus asymptotic sampling
using 500 samples. Fig. 9b shows histogram of the sample genera-
tion of the asymptotic sampling with 104 samples. Fig. 9c indicates
sorted maximum values of 500 samples of the Monte Carlo for this
oscillator versus the first 500 time samples of just one dynamic sim-
(a) (b)
Fig. 8. Estimations of the failure probability Ft(t) with Monte Carlo (solid line, 106 samples) and asymptotic sampling (dots, 500 samples). (a) Standard asymptotic sampling,
CoV(Pf(600)) = 1.2. (b) Optimized support points, CoV(Pf(600)) = 0.35.
(a) (b)
(c) (d)
Fig. 9. Asymptotic sampling for Duffing oscillator, t 2 [0,15] s, Dt = 0.01 s,  = 10. (a) Estimation of failure probability by Monte Carlo (solid line, 106 samples) and Asymptotic
sampling (asterisks, 500 samples). (b) Histograms of asymptotic sampling with 104 samples. (c) Sorted maximum values of the absolute response of the system; blue: Monte
Carlo with 500 samples, green: Ergodic sampling with one sample. (d) Histograms of asymptotic sampling with 500 samples. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)
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ulation of the oscillator which is used for estimating the initial
guess for the optimization algorithm using ergodic sampling
assumption i.e. the linear part of the oscillator. Fig. 9d shows a his-
togram of the sample generation of the asymptotic sampling with
500 samples. Comparison of Fig. 5b and d show that the sampling
density of the asymptotic sampling is not severely affected by
changing the sample sizes. These simulations are also performed
to illustrate the mechanism in which asymptotic sampling moves
the PDF of the simulation.
5.3. Nonlinear Bouc-Wen oscillator exposed to non-stationary
excitation
The Bouc-Wen oscillator is chosen as the next single DOF non-
linear case. This model simulates a single storey shear frame ap-
plied to non-stationary earthquake excitation which is modeled
as a Kanai-Tajimi filtered modulated white noise. The systems
equations of motion are written as
m€xþ c _xþ ð1 aÞkzþ akx ¼ maðtÞ
_z ¼ A _x b _xjzj  cj _xjz
ð16Þ
where a(t) is the ground acceleration given by
€yþ 2fx _yþx2y ¼ eðtÞwðtÞ
aðtÞ ¼ ð2fx _yþx2yÞ
ð17Þ
where e(t) is the envelop process modeled as
eðtÞ ¼ 4ðexpð0:25tÞ  expð0:5tÞÞ ð18Þ
w(t) is Gaussian white noise process E[w(t + s)w(t)] = Ie2(t)d(s)
where I = 0.64 m2/s4 is the intensity of the white noise. Parameters
of the model are chosen as the ones used in [3] i.e. m = 40  103 kg,
k = 1  106 N/m, c = 5  103 Ns/m, a = 0.603, b = 1.8548, c = 39.36,
A = 5.868. The failure probability estimated using Monte Carlo sim-
ulation for barrier level XBL = 0.64 within t 2 [0,20] s with 6  105
samples is pf = 1.3  105. Fig. 10 shows estimations of b(1) for dif-
ferent distributions of support points with 500 samples for this
oscillator. Fig. 11a and b show the results of the AS compared to
the standard Monte Carlo estimates and the histogram of the sam-
ples of the asymptotic sampling with 500 samples, respectively. The
results indicate that the least coefficient of variation for estimated
failure probability is obtained by the logarithmic distribution of
support points, e.g. Fig. 10d, like the linear case and that the estima-
tions of the model are in very good agreement with the standard
Monte Carlo simulation.
5.4. Linear MDOF oscillator
The linear MDOF oscillator is simulated as a special case of the
next example where  = 0. Standard Monte Carlo simulation is per-
formed on this case with 1.05  106 samples and the results are
compared with estimations of the asymptotic sampling.
5.5. Nonlinear MDOF oscillator
The Duffing type MDOF oscillator of the Benchmark problem
according to [8] is adopted to investigate the performance of the
asymptotic sampling on a common problem. The system consists
of a 10DOF shear frame subject to the earthquake load. The earth-
quake excitation is simulated as a filtered modulated white noise
as
(a) (b)
(c) (d)
Fig. 10. Ten estimations of the reliability index b with asymptotic sampling for 20[s] for the Bouc-Wen oscillator using 500 simulations and five support points. (a) fmax = 0.36,
Df = 0.02, Pf ¼ 5:52 105, CoV(Pf(20)) = 1.79. (b) fmax ¼ 0:618;Df ¼ 0:02; Pf ¼ 6:65 105, CoV(Pf(20)) = 2.27. (c) Exponentially distributed optimized support points,
Pf ¼ 2:74 105, CoV(Pf(20)) = 0.47. (d) Logarithmical distributed optimized support points, Pf ¼ 1:44 105, CoV(Pf(20)) = 0.46.
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_XðtÞ ¼ AEQ XðtÞ þ BEQ wðtÞ
pðtÞ ¼ CEQ XðtÞ þ DEQ wðtÞ
ð19Þ
where
AEQ ¼
0 1 0 0
X21g 2f1gX1g 0 0
0 0 0 1
X21g 2f1gX1g X
2
2g 2f2gX2g
26664
37775; BEQ ¼
0
1
0
0
26664
37775
ð20Þ
CEQ ¼ X21g 2f1gX1g X
2
2g 2f2gX2g
h i
; DEQ ¼ ½0 ð21Þ
where w(t) is the white noise i.e. E[w(t)w(t + s)] = Id(s) with inten-
sity I = 0.08 m2/s3 modulated by the function
hðtÞ ¼
t=2; 0s 6 t 6 2s
1; 2s 6 t 6 10s
expð0:1ðt  10ÞÞ; t P 10s
8><>: ð22Þ
where X1g = 15 rad/s, x2g = 0.3 rad/s, f1g = 0.8and f2g = 0.995. The
equations of motion for the system are
M€uðtÞ þ C _uðtÞ þ KðuðtÞÞuðtÞ ¼ FðtÞ ð23Þ
M¼
m1 0 0 . . . 0
0 m2 0 . . . 0
0 0 0 . . . 0
..
. ..
. . .
. ..
.
0
0 0 0 0 m10
266664
377775; C¼
c1þ c2 c2 0 . . . 0
c2 c2þ c3 c3 . . . 0
0 c3 c3þ c4 . . . 0
..
. ..
. . .
. ..
.
0
0 0 0 c10 c10
2666664
3777775
ð24Þ
K ¼
k1 þ k2 k2 0 . . . 0
k2 k2 þ k3 k3 . . . 0
0 k3 k3 þ k4 . . . 0
..
. ..
. . .
. ..
.
0
0 0 0 k10 k10
266666664
377777775; 1 ¼
1
1
..
.
1
1
8>>>><>>>:
9>>>>=>>>;
101
ð25Þ
and
ki ¼ ki 1þ 
uiðtÞ  ui1ðtÞ
duref
 2 !
; for i ¼ 1; . . . ;10 ð26Þ
where F(t) = M{1}p(t), duref = 0.02 m and  = 0.1. System parame-
ters are assumed to be
m1 ¼    ¼ m10 ¼ 10 103 kg; k1 ¼ k2 ¼ k3 ¼ 40 106 N=m; k4
¼ k5 ¼ k6 ¼ 36 106 N=m; k7 ¼ k8 ¼ k9 ¼ k10
¼ 32 106 N=m; ci ¼ 2fi
ffiffiffiffiffiffiffiffiffi
miki
p
and fi = 0.04 for i = 1, . . ., 10. The results of failure probability esti-
mation for different cases of barrier levels with asymptotic sam-
pling with various number of samples are shown in Table 2. The
time interval of the simulations in all subcases is t 2 [0,20] s with
the resolution Dt = 0.005 s. In the first two subcases the failure
event is defined as the displacement of the first storey exceeds
0.047 m and 0.052 m while the next two subcases are defined as
when the relative displacement of the tenth storey exceeds
0.024 m and 0.028 m within the mentioned time interval. Results
of the standard Monte Carlo simulations are as reported in [8].
The results show that asymptotic sampling overestimates the fail-
ure probability in this case. In order to study the reason for this
overestimation, the number of samples is increased to 1000 and
5000. In all cases the method consistently over estimates the failure
probability which indicates that there exist some bias on the esti-
mations of the method.
6. Conclusions
The paper provides some practical guidelines for the application
of the asymptotic sampling method to problems in structural
dynamics involving a large number of random variables. This
method is based on Monte Carlo simulation with artificially in-
creased standard deviations of the basic random variables in stan-
dard Gaussian space and some asymptotic properties of the failure
probability. Hence the application is basically straightforward. This
study aimed at an optimal choice for the increased standard devi-
ations with particular focus on the efficiency and accuracy of the
method. For this purpose, a simple and effective optimization
strategy was developed and implemented.
The numerical examples show that the asymptotic sampling
method can handle complex stochastic dynamics problems reason-
ably well. As shown in this study, the choice of appropriate support
points for the extrapolation of the safety index or failure probabil-
ity has a significant effect on the estimation uncertainty. This per-
tains to both bias and sampling error. The method is not negatively
affected by the dimensionality of the problem, i.e. several thou-
sands of random variables do not pose any difficulties. The cases
of nonlinear SDOF oscillators (Duffing, Bouc-Wen) show that accu-
rate results down to probability levels of 108 can be achieved with
less than 3000 simulations.
10-8
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10-4
10-2
100
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0 0.2 0.4 0.6 0.8 1 0 1 2 3 4 5
(a) (b)
Fig. 11. Asymptotic sampling for Bouc-Wen oscillator, t 2 [0,20] s, Dt = 0.02 s. (a) Estimation of failure probability by Monte Carlo (solid lines, 106 samples each) and
Asymptotic sampling (asterisks, 500 samples). (b) Histograms of asymptotic sampling with 500 samples.
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The case of a Duffing-type MDOF system indicates a bias in the
estimated failure probabilities. This bias can be explained by iso-
lated regions of failure in the space of random variables. A respec-
tive simple example shows that this bias can be removed by
shifting the factors of support points for the probability extrapola-
tion closer to unity. This step, however requires increased numer-
ical effort since then the probabilities for the interpolation become
smaller and more simulations are needed for reliable estimates.
It may be summarized that asymptotic sampling treats some
well-known problems in structural dynamics reasonably well.
While the method is certainly not most efficient and/or most accu-
rate in all cases, it appears that due to its simplicity the method
may be considered a very versatile tool for reasonably accurate
estimation of failure probabilities, in particular for very high-
dimensional problems.
Further studies will focus on the application of the concepts as
developed here to practical cases such as the potential failure of
wind turbines under the dynamic action of a turbulent and spa-
tially correlated stochastic wind field.
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APPENDIX D
Variance reduction Monte Carlo
methods for wind turbines
The paper presented in this appendix is published inProceedings of 11th International Con-
ference on Applications of Statistics and Probability in Civil Engineering (ICASP11), August
2011.
— 117 —
118 Chapter D – Variance reduction Monte Carlo methods for wi nd turbines
Mahdi Teimouri Sichani
Variance reduction Monte Carlo methods for wind turbines
M.T. Sichani & S.R.K.Nielsen & P.Thoft-Christensen
Department of Civil Engineering
Aalborg University, 9000 Aalborg, Denmark
ABSTRACT: Development of Variance Reduction Monte Carlo (VRMC) methods has proposed the possibil-
ity of estimation of rare events in structural dynamics. Efficiency of these methods in reducing variance of the
failure estimations is a key parameter which allows efficient risk analysis, reliability assessment and rare event
simulation of structural systems. Different methods have be n proposed within the last ten years with the aim
of estimating low failure probabilities especially for higdimensional problems. In this paper applicability of
four of these methods i.e. Importance Sampling (IS), Distance Controlled Monte Carlo (DCMC), Asymptotic
Sampling (AS) and Subset Simulation (SS) are compared to each other on a common problem. The aim of
the study is to determine the most appropriate method for application on realistic systems, e.g. a wind turbine,
which incorporate high dimensions and highly nonlinear structures.
1 INTRODUCTION
Assessment of reliability and design of highly nonlin-
ear and high dimensional structures such as wind tur-
bines require estimation of very low failure probabili-
ties of the system. This task can be tackled from three
different points of view. The first class of methods are
the extreme value distribution fittings to the extracted
data of a wind turbine (Caires & Sterl 2005, Mackay,
Challenor, & Baha 2010). These data might be taken
either from measured responses of a real wind tur-
bine or from epoches of the response simulated by
computer. This can be done in combination with some
sampling methods such as the epochal method or the
Peaks Over Threshold method (POT). It is implicitly
assumed that the parent distribution belongs to the do-
main of attraction of one of the extreme value dis-
tributions; therefore the excess values above a given
threshold follow a Generalized Pareto (GP) distribu-
tion (Naess & Clausen 2001). The required failure
probability will be extrapolated from the fitted distri-
bution.
On the other hand the so-called Variance Reduction
Monte Carlo simulations (VRMC) might be used for
estimating the failure probabilities (Sichani, Nielsen,
& Bucher a). The applicability and efficiency of the
VRMC methods on wind turbines is the subject of
this study in order to understand advantages and lim-
itations of VRMC methods within the framework of
wind turbines. The VRMC methods enable efficient
estimation of the first excursion of the wind turbines
within reasonable computation charge. However, they
do not provide any means of understanding the evo-
lution of the PDF of the process within time. This is
of great interest since it gives a good insight into the
statistical characteristics of the system and effect of
different components, i.e. controller, on it.
Another approach for estimation of the first excur-
sion probability of any system is based on calculat-
ing the evolution of the Probability Density Function
(PDF) of the process and integrating it on the spec-
ified domain. Clearly this provides the most accu-
rate result among the three class of the methods. The
Fokker-Planck-Kolmogorov (FPK) equation is a well-
known tool for realizing the evolution of a stochastic
process governed by a differential equation. Although
solution of the FPK for even low order structural dy-
namic problems require excessive numerical compu-
tations. This confines the applicability of the FPK to
a very narrow range of problems. On the other hand
the recently introduced Generalized Density Evolu-
tion Method (GDEM), (Li & Chen 2009, Chen & Li
2009), has opened a new way toward realization of
the evolution of the PDF of a stochastic process. It is
an alternative to the FPK. The considerable advantage
of the introduced method over FPK is that its solution
does not require high computational cost which ex-
tends its range of applicability to high order structural
dynamic problems.
2 ESTIMATION OF LOW FAILURE
PROBABILITIES
Estimation of failure probabilities of a wind turbine
model is not a trivial task since it incorporates a highly
nonlinear model for which the failure probability is to
be estimated within a long time duration e.g. 600s.
However on the structure part, the wind turbine con-
sists of a simple linear model, nonlinearities in such
models appear from loading. These stem from two
origins namely the nonlinear aerodynamic loads and
the presence of a controller. The aerodynamic loads
are highly nonlinear functions of the instantaneous
wind speed and the pitch angles of the blades which
are calculated with different means e.g. Blade Ele-
ment Momentum theory (BEM) in this study. The
pitch-controller introduces additional nonlinearities
to the model i.e. due to its saturation state. Next ac-
cording to the design criterions the barrier level of
a specified failure probability, e.g.3 8× 10−7, is re-
quired to be defined. This can most efficiently be es-
timated if the Cumulative Density Function (CDF) of
the failure probability can be derived down to low fail-
ure probabilities of the order10−7.
The focus of this paper is on the VRMC meth-
ods. Among the various available methods Impor-
tance Sampling (IS) (Bucher 2000, Au & Beck 2001,
Macke & Bucher 2003) , Distance Controlled Monte
Carlo (DCMC) (Pradlwarter, Schuëller, & Melnik-
Melnikov 1994, Pradlwarter & Schuëller 1997, Pradl-
warter & Schuëller 1999), Asymptotic Sampling (AS)
(Bucher 2009, Sichani, Nielsen, & Bucher a, Sichani,
Nielsen, & Bucher b), and Subset Simulation (SS)
(Au & Beck 2001) are chosen primarily.
All of the methods aim at the same subject, i.e. esti-
mation of the low failure probability events. However
they tackle the problem from very different points of
view. IS moves the so-called sampling density of the
problem to the boundaries of the failure region hence
generates more samples in this area. DCMC works
more on a logical basis where the idea is to run all
the simulation samples simultaneously and find those
processes which are closer to the boundaries of the
safe domain and increase the outcrossing events by
putting more emphasis on these important events. The
AS development is based on the asymptotic estima-
tion of failure probabilities (Breitung 1989). Here the
advantage of the linear relationship of the safety in-
dex for multi-normal probability integrals is consid-
ered to estimate low failure probabilities by proper
scaling of the probability integral. AS forces more
outcrossing by increasing the excitation power. SS
takes its basis on the conditional probability estima-
tion. It breaks the problem of a low failure probabil-
ity estimation into estimation of a multiplication of
some higher probabilities. Next a conditional sampler
i.e. Modified Metropolis-Hastings algorithm is used
to estimate the conditional probabilities.
Primarily introduced methods are used for failure
probability estimation of a Single Degree of Freedom
(SDOF) oscillator. Comparison is made on the results
of the methods in terms of their accuracy, require-
ments and computational load. Standard Monte Carlo
(SMC) simulation for the same system is performed
for global comparison of accuracy of the methods.
This study prevails advantages and disadvantages
of each of the methods in application on dynamic sys-
tems. Next, the method with highest merit is chosen
and applied on a wind turbine model developed in pre-
vious study c.f. figure 7.
3 IMPORTANCE SAMPLING
3.1 Introduction
To apply IS (Macke & Bucher 2003) it is necessary
to have estimation of the system responses at the fail-
ure time instance, i.e. displacements, when it is ex-
cited by the increments of the Wiener process. This
estimation is the basis for constructing the so-called
control functions which their characteristics are that
they bring the system response to the failure state at
failure time instance, i.e.tk = k∆t, if the system is
excited with them. Next, these deterministic drifts are
added to the Wiener increments and the result is used
as the final system excitation. Starting by designing
control functions, if excitations are not Wiener incre-
ments themselves, they should be represented in terms
of them. Suppose the system is described by the Itô
SDE (1)
dZ(t) = µ(t,Z)dt+σ(t,Z)dW(t)
Z(s) = z


 (1)
where Z(t) is p-dimensional system response sub-
jected to the initial conditionsZ(s) = z for any
0 ≤ s ≤ T andW(t) is the vector of q-dimensional
unit Wiener processes. Given that the failure do-
main boundary is specified by the failure surface
g
(
Z(t,W)
)
= 0 such that
F =
{
Z | g
(
Z
)
> 0
}
(2)
using (1), (2) can be written in the terms of the Wiener
excitation i.e.F =
{
W | g
(
W
)
> 0
}
the failure prob-
ability can be defined as
Pf =
∫
F
dPW(w)
=
∫
Rq
I
[
g
(
Z(t,W)
)]
dPW(w)
= Ew
[
I
[
g(Z)
]]
(3)
whereI[.] is an indicator function which is equal to 1
if the process has outcrossed to the failure domain and
else is zero. The probability measurePw(B) relates a
probability to any sub-domainB ∈ Rq, i.e. a differen-
tial volume around a sample pointw, and can be writ-
ten asdP (W) = fW(w)dw. Ew signifies the expec-
tation operator under the probability measurefW(w).
Based on (3) SMC estimates the failure probability of
the system by (4); whereNsim is the number of Monte
Carlo samples.
P̂f =
1
Nsim
Nsim∑
j=1
I
[
g(Z(j ) )
]
(4)
3.2 The Girsanov Transformation
The idea of the IS based on the Girsanov theo-
rem is to introduce a square integrable driftu( ) -
i.e.
∑p
j
∫ T
0
u2j (τ)dτ < ∞ - into the excitation, which
brings the systems response to the failure region at the
desired time.
dW̃(t) = u(t)dt+ dW(t) (5)
The Itô SDE (1) can then be written as
dZ(t) =µ(t,Z)dt−σ(t,Z)u(t)dt
+σ(t,Z)dW̃(t)
Z(s) =z



(6)
The Girsanov theorem then states that the process
W̃ is a Wiener process under the probability mea-
surePW̃. Therefore generating samples ofW̃ under
the probability measurePW corresponds to generat-
ing samples ofW under the probability measurePW̃.
This means that the drift of the excitation might be de-
signed in any sense that brings the system to the fail-
ure at the desired time instance. Next, the probability
measure should be changed properly to take into ac-
count the effect of this transformation which is done
in the following way
Pf =
∫
Rq
I
[
g
(
Z(t,W)
)]fW(w)
fW̃(w)
fW̃(w)dw
=
∫
Rq
I
[
g
(
Z(t,W)
)]dPW(w)
dPW̃(w)
fW̃(w)dw
= Ew̃
[
I
[
g(Z)
]dPW(w)
dPW̃(w)
]



(7)
where g(Z) = g
(
Z(t,W)
)
and the ratio
dPW(w)/dPW̃(w) is the well-known Radon-Nikodym
derivative of the probability measuredPW(w) with
respect to the measuredPW̃(w). Ew̃ signifies the
expectation operator under the probability measure
fW̃(w). Upon the Girsanov theorem the probability
measure of (7) can be changed tofW̃(w) hence (8)
Pf = Ew
[
I
[
g(X̃)
]dPW(w̃)
dPW̃(w̃)
]
(8)
whereg(Z̃) = g
(
Z(t,W̃)
)
. The significance of equa-
tion (7) is that the probability measure can be changed
so that the process̃W can be used instead of the orig-
inal processW to estimate the failure probability of a
system provided that the Radon-Nikodym derivative
is taken into account. Based on (7), the failure proba-
bility of the system can be estimated using (9)
P̂f =
1
Nsim
Nsim∑
j=1
I
[
g(Z̃(j))
](dPW(w̃(j))
dPW̃(w̃(j))
)
(9)
4 RUSSIAN ROULETTE & SPLITTING WITH
DISTANCE CONTROL
The method encompassed two components “Russian
Roulette and Splitting” (RRS), which replaces “unim-
portant” realizations with the “important” ones, and
“Distance Control” (DC), which takes care of de-
termining the importance of the realizations. The
method substitutes the processes with low probabil-
ity of causing failure, called the unimportant pro-
cesses, by the so-called important processes i.e. pro-
cesses with higher probability of failure. This substi-
tution might be readily done by splitting(duplicating)
some of the important processes with control over
their statistical weights such that the statistics of the
simulation is not changed after splitting. The dis-
tance measure is used to distribute the samples in the
state space. Pradlwarter and Schuëller (Pradlwarter,
Schuëller, & Melnik-Melnikov 1994) define this in
the following way. A given realizationz(t) of the
p-dimensional state vectorZ(t) is associated with
a vector l (z(t)) with non-dimensional components
li (z(t)).
li
(
z(t)
)
=
zi(t)− µZi(t)
σZi(t)
, i = 1, · · · , p (10)
whereµZi(t) andσZi(t) denotes the mean value and
the standard deviation of the possible non-stationary
processZ(t). In case these cannot be determined an-
alytically a preliminary SMC is performed. The com-
ponentsli (z(t)) may otherwise be specified with arbi-
trarily selected relative weight. The distance measure
d (z(t)) related to the realization is then defined as
d
(
zj(t)
)
=
K∑
k=1
aj || l
(
zjk|j(t)
)
− l
(
zj(t)
)
||
a1 > a2 > · · · > aK



(11)
where zjk|j(t) denote the k
th closest realization to
zj(t) and ||.|| is the Euclidian norm. The closest re-
alization with the weighta1 is weighted highest. The
weights were chosen as
aj = 2
1−j (12)
For a SDOF oscillator subjected to Gaussian white
noise ||l(z)|| with l(z(t)) defined by (10) is propor-
tional to the mechanical energy of the oscillator. How-
ever, (10) does not represent the mechanical energy in
any other case than the indicated. Instead, (11) can be
replaced with
d
(
zj(t)
)
=
K∑
j=1
ajEm
(
zjk|j(t)− zj(t)
)
(13)
whereEm is the mechanical energy of the system. The
mechanical energy, itself could alternatively be used
as a distance measure. This possibility is also exam-
ined by the authors though no improvement of the re-
sults compared to the weighting proposed by (11) is
observed; which has already been reported in the lit-
erature (Pradlwarter, Schuëller, & Melnik-Melnikov
1994, Pradlwarter & Schuëller 1997).
5 SUBSET SIMULATION
The subset simulation strategy starts from the reach-
able barrier level(s) by a predefined low number of
samples and increase the level gradually until the
highest barrier level required. This can be done by
defining intermediate probability levelspf = p
(m)
f <
p
(m−1)
f < · · · < p
(1)
f corresponding to the intermediate
barrier levelsb = bm > bm−1 > · · · > b1. Using this
property taken from the fact that failure probability
can not increase as the barrier level increases, the re-
quired failure probabilitypf is written as
pf (b2|b1) =
pf(b2
⋂
b1)
pf (b1)
=
pf(b2)
pf(b1)
(14)
using (14) the final failure probability, i.e. the lowest
failure probability required, is written as the following
product
pf (b) = pf(b1)
m−1∏
i=1
pf(bi+1|bi) (15)
The method then follows with estimation of each of
them terms on the right hand side of (15) using some
type of Monte Carlo simulation. Therefore it is bene-
ficial to let the barrier level be chosen in an adaptive
manner and fix the intermediate failure probabilities
associated to them. All of the terms in the product
are chosen large enough so that they can be estimated
with low number of samples, i.e.p0 = 0.1 in conjunc-
tion with (16).
pf(b1) = p0
pf(bi+1|bi) = p0 , i = 1, · · ·m− 1
}
(16)
pf(b1) can then be estimated efficiently by SMC with
low number of samples i.e.Nsim = 100. However the
conditional probability terms in (14) can not be esti-
mated by SMC and need a technique which is capa-
ble of generating samples conditioned on the previous
samples. Au and Beck (Au & Beck 2001) proposed
using a Modified Metropolis-Hastings (MMH) algo-
rithm for this purpose and called it thesubset simula-
tion. The method starts with a SMC withNsim num-
ber of samples which allows accurate estimation for
the first term on the right hand side of (15). The real-
izations of the excitations in thei th level of the sim-
ulation, i.e.Ẇ(i) = {ẇ(i)1 , · · · , ẇ(i)Nsim} whereẆ(i) de-
notes increments of the Wiener process, which their
response corresponds to the barrier levels higher than
the barrier levelb1. These realizations provide a set of
the so-called seeds for generating the next generation
of excitations. Candidates for next generation of ex-
citations are generated using a conditional sampler ,
e.g. MMH, using these seeds. This step provides the
estimation for the conditional terms in (15) and will
be repeatedm times , c.f. (15), to reach the required
failure probability i.e.pm0 provided (16).
pif =
pi−1f
Nsim
Nsim∑
j=1
IF(i)(ẇ
(i)
j ) , i= 1, · · · ,m (17)
where p0f = 1; p
i
f represents the minimum failure
probability calculated in thei th step of the simulation.
F denotes the failure domain andIF(i)(ẇ
(i)
j ) is the in-
dicator function which will be one if the response to
ẇ(i)j lies in thei
th intermediate failure domain and is
zero otherwise.
6 ASYMPTOTIC SAMPLING
The method is developed based on the asymptotic
estimation of multi-normal integrals. The problem
of approximating a multi-normal probability integral
(18) on the scaled LSF which can be represented after
proper transformation of random variables as
p(β;ξ) =
∫
g(β−1ξ)<0
N∏
i=1
ϕ
(
− 1
2
ξ2i
)
dξ (18)
whereξ = {ξ1, · · · , ξN} denotes the vector of stan-
dardized independent multi-normal random variables;
LSF is defined asg(β−1ξ) < 0. The first parameter in
the parentheses on the left hand side denotes scaling
of the variables in the LSF.ϕ(.) denotes the standard
normal density function. The boundaries of the inte-
gral in (18) can be changed to unscaled LSF which
reads
p(β;ξ) = βN
∫
g(ξ)<0
N∏
i=1
ϕ
(
− β
2
2
ξ2i
)
dξ (19)
which is shown to be asymptotically equal to
Φ(−β)|J |−1/2 asβ → ∞; where|J |−1/2 is a param-
eter related to the first and second order derivatives
of the LSF at the design point. (18) and (19) mean
that the desired low probabilities can be approximated
on a scaled failure domain and then transformed back
into the unscaled domain. This idea forms the proce-
dure of AS (Bucher 2009) which starts with a SMC
on the scaled variables i.e. excitations withartificially
increased standard deviation. The reliability index is
primarily estimated based on the scaled failure prob-
ability, e.g.β(f) = Φ(1− pscaled), and is then scaled
back to the unscaled space, e.g.β(1) = f−1β(f). The
desired probability is estimated asΦ−1
(
β(1)
)
then.
More details of the method and some practical aspects
for improving its efficiency on dynamic problems are
presented in (Sichani, Nielsen, & Bucher a, Sichani,
Nielsen, & Bucher b).
7 NUMERICAL SIMULATION
7.1 SDOF oscillator
The first simulation is based on a single DOF linear
oscillator (20), characterized byωn = 1s−1 andζn =
0.01
ẍ(t) + 2ζnωnẋ(t) + ω
2
nx(t) = w(t) (20)
w(t) is zero-mean Gaussian white noise with unit
intensity. The barrier level is normalized with re-
spect to the standard deviation of the responseσX =
(4ζω3)−1/2.
bN =
b
σX
(21)
The failure event is defined as the maximum of the
absolute value of the response of the oscillator ex-
ceeds a certain threshold “b”, i.e. Pr(|y(t)| > b) for
t ∈ [0,600]. The normalized barrier level is assumed
to bebN = 5 in simulations. Simulations are carried
out with ∆t = 0.0614s and t ∈ [0,600]s which in-
volves 9772 samples to examine the performance of
the method in high dimensions. Exact failure proba-
bility and reliability index for the problem, calculated
with standard Monte Carlo simulation with2 × 106
samples, arePf(600) = 2.07× 10−4 andβ = 3.5310
respectively.
7.1.1 Importance sampling
Figure 1.a shows one of the control functions of the
SDOF oscillator. The response of the system to this
excitation, i.e. deterministic drift, is shown in 1.b. Es-
timation of the failure probability for different time
instances are shown in figure 2. As seen from this fig-
ure IS is very attractive in the first sight due to its high
accuracy for failure levels. However its shortcomings
in application to more complicated problems are also
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Figure 1: Control function and response of the SDOF oscillator;
a) Control function, b) response.
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Figure 2: Estimations of the failure probability with IS; Solid
line: SMC, dots : IS
considerable. Since failure may occure at any time in-
stance within a distinguished time periodt ∈ [0, T ]s,
IS requires that all of the control functions that cause
failure during this time interval should be available
to allow considering the interaction between different
design point control functions. This requires heavy
dynamic analysis in order to compute these control
functions primarily and also high memory is required
to save them. Unfortunately this requirement specifi-
cally for Multi Degree Of Freedom (MDOF) nonlin-
ear systems poses severe difficulties as in such cases
there exist no analytical solution for the design point
excitations. In such cases a high dimensional opti-
mization algorithm should be used to find the design
points excitations, alternatively called control func-
tions, which is very expensive, (Koo, Der Kiureghian,
& Fujimura 2005).
These problems have also been noticed by other re-
searchers however to the best knowledge of authors
IS applications are very limited i.e. nonlinear SDOF
systems, (Naess & Gaidai 2008), or linear MDOF
systems with only one stochastic excitation process
(Jensen & Valdebenito 2007). The above reasons con-
clude that using IS with presented scheme may not be
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Figure 3: Estimations of the failure probability with DCMC;
Solid line: SMC, dots: DCMC
considered a proper candidate for for application to
wind turbine models.
7.1.2 Russian roulette & splitting with distance
control
The DCMC with the distance measure considered as
a weighted summation of six closest neighbor pro-
cesses i.e.K = 6. The parameters of the DCMC are
chosenβ = 0.8, p0 = 0.5,wmin = 5 × 10−5, (Pradl-
warter & Schuëller 1999), and the results are shown
in the figure 3. A unique feature of DCMC compared
to the other algorithms implemented in this study is
that it works directly on the responses and does not
make any changes in the excitations. Advantages of
DCMC are generality of application and low memory
requirements and its capability in handling high di-
mensional problems. The method’s shortcomings are
the implementation of it which requires all of the sam-
ples to run in parallel i.e. all 500 simulations should
evolve simultaneously to allow statistical weighting
adjustment. This requires to change the states during
the time integration of the governing equations. This
may cause some practical issues during implementa-
tion of the algorithm on practical codes. Next, DCMC
like IS is capable of estimating failure probability of
a predefined threshold level. This is less motivating in
wind turbine problems where the opposite is required
i.e. the threshold for a given failure probability.
7.1.3 Asymptotic sampling
For each barrier levelNsim = 500 number of samples
with 5 support points are used with different∆f and
range off. Figure 4 illustrates the effect of distribu-
tion of support points. Clearly too low values forf
will cause all of the processes to cross out which does
not give any information while choosing too largef
will cause few out crossings which increases the un-
certainty of the estimation. It is seen that the maxi-
mum accuracy of the method, i.e. the least standard
deviation of the estimate, is achieved when the sup-
port points are distributed in the region where 2 to 98
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Figure 4: Sstimations of the reliability indexβ with asymp-
totic sampling for 600[s]; single DOF oscillator. a) Uniform
distributed support points , CoV
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Figure 5: Estimations of the failure probability with AS; Solid
line: SMC, dots: AS
percent of the realizations crosses out c.f. figure 4.b
compared to figure 4.a in which 2 to 50 percent of
the realizations have crossed out. The black dots on
the right hand side of the figures show the exact value
of the beta. Figure 5 shows estimations of the failure
probability for the same barrier level in different time
instants where solid line shows the SMC results.
7.1.4 Subset simulation
Results of SS applied on the oscillator for failure
for different time instants within the time interval
t ∈ [0,600]s are shown in figure 6 as counterpart of
figures 2, 5 and 3. For estimation of failure probability
in this figure 4 levels of MCMC is used only forT =
400s,450s,600s; for T = 150s,200s,250,300,350s
5 MCMC levels are used and forT = 100s,75s,50s
respectively 6,7 and 8 MCMC levels withp0 = 0.1
with Nsim = 500 samples in each step. The pro-
posal distribution is assumed uniform with half spread
equal to the standard deviation of the excitation seeds
(Au, Cao, & Wang 2010).
The SS approach is based on changing the excita-
tion realizations like IS and AS. The method is based
on designing new excitations within a fixed time du-
ration based on previous excitation realizations which
have reached the highest barrier levels in previous
simulations e.g. seeds. In this way it may be inter-
preted as a stochastic optimization procedure. The
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Figure 6: Estimations of the failure probability with SS; Solid
line: SMC, dots: SS
method has several interesting features which is in
line with requirements of the wind turbine design
criteria. An advantage of SS is that it estimates the
thresholds related to a given failure probability. This
is what is required in wind turbine design codes, (IEC
2005), while the other three methods provide the fail-
ure probability given for a predefined threshold level.
SS is a very accurate method for low failure proba-
bility estimation of high dimensional nonlinear sys-
tems (Au, Ching, & Beck 2007). However some prac-
tical procedures should be taken into account for very
high number of basic variables which should be kept
in memory during simulations e.g. random numbers
required to generate the turbulent wind field. Never-
theless the method seems to propose a good candidate
for application on the wind turbine model. Most fa-
vorably the method is a so-called acts as a black-box
which means it does not require any a-priori knowl-
edge of system which adds to its advantages.
7.2 Wind turbine
Design codes for wind turbines are based on a return
period (expected first-passage time) ofTr = 50year,
which itself requires design values related to the fail-
ure probability of the wind turbine models down to
the order10−7. According to the IEC61400-1 stan-
dard (IEC 2005), the design value r of a stochas-
tic response{R(t) , t∈[0,∞[ }(deformation, bending
moment, stress, etc.) is obtained by extrapolation of
the failure probability under normal operation of the
design value r in a referential epocheT to Tr. Pre-
suming independent failure events in adjacent refer-
ential epoches the exceedance probability of the de-
sign value is given as
P
(
Rmax(Tr) > r
)
' Tr
T
P
(
Rmax(T ) > r
)
(22)
Rmax(T ) andRmax(Tr) denote the maxima value in
intervalsT andTr. With Tr = 50 year andT = 600s,
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Figure 7: Flowchart of the wind turbine model.
(22) provides the relation
P
(
Rmax(T ) > r
)
. T
Tr
= 3.8× 10−7 (23)
The design value r is obtained as the solution of (23).
It is out of question to determine this by SMC simula-
tion due to the indicated low failure probability. The
suggested approach in the IEC61400-1 standard is to
use a Weibull or a Gumbel distribution as the distribu-
tion functionFRmax(T ) = 1− P
(
Rmax(T ) > r
)
. The
locations, scale and shape parameters, which are es-
timated from the available sample. Applicability of
the selected method on a reduced order model of a
5MW reference wind turbine developed in previous
study c.f. figure 7, (Sichani, Nielsen, & Bucher b),
is tested. Specifications of the wind turbine model
are adopted from the NREL reference wind turbine
(Jonkman, Butterfield, Musial, & Scott 2009). It is at-
tempted to cover the principal behavior of a wind tur-
bine.
The model consists of structural and aerodynamic
loads but no controller, i.e. fixed rotational speed is as-
sumed. The details of the model specifications are ex-
plained in (Sichani, Nielsen, & Bucher b). The wind
field is simulated in 31 nodes on 50m distance from
nacelle of the rotor with 63m blades using a state
space model. Failure probabilities of the model are es-
timated with the AS as the primary candidate method.
Figure 8 shows failure probability of the wind tur-
bine model estimated with SMC with4 × 105 sam-
ples, AS with32× 500 samples (Sichani, Nielsen, &
Bucher b), Weibull and Gumbel fits with 500 simula-
tions each. The results of AS estimations show good
consistency with the SMC results. The AS method has
the advantages of very low memory requirement and
simplicity of application even for very high dimen-
sional problems.
8 CONCLUSIONS
Among the methods considered in this paper IS shows
the highest accuracy however faces serious difficulties
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Figure 8: Estimated failure probability of the wind turbinefor
fixed speed wind turbine. —: 50 year recurrence period, bold
black: SMC,−−: 3-parameter Weibull distribution,· · · : Gumbel
distribution, blue: AS.
in application on wind turbine models due to exces-
sively high number of dynamic analysis it requires for
nonlinear systems. The DCMC method is applicable
on such models however certain features, i.e. paral-
lel running and communication of samples during so-
lution, are required which may limit its applications
on practical codes. The AS and SS methods seem the
most suitable methods since they have similar charac-
teristics regarding no a-priori knowledge about model
as well as low memory requirements. The AS method
is already applied on a wind turbine model and re-
sults show good agreement with the SMC with much
higher efficiency.
It worth mentioning that total number of dynamic
analysis required by all of the methods mentioned in
the paper for accurate results may be considerably
larger than the nominal number of samples, e.g. 500
in this paper, except the DCMC method.
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Pradlwarter, H. & G. Schuëller (1997). On advanced monte
carlo simulation procedures in stochastic structural dy-
namics.International Journal of Non-Linear Mechan-
ics 32(4), 753–774(10).
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a b s t r a c t
An efficient method for estimating low first passage probabilities of high-dimensional nonlinear systems
based on asymptotic estimation of low probabilities is presented. The method does not require any a
priori knowledge of the system, i.e. it is a black-box method, and has very low requirements on the
system memory. Consequently, high-dimensional problems can be handled, and nonlinearities in the
model neither bring any difficulty in applying it nor lead to considerable reduction of its efficiency. These
characteristics suggest that themethod is a powerful candidate for complicated problems. First, the failure
probabilities of three well-known nonlinear systems are estimated. Next, a reduced degree-of-freedom
model of a wind turbine is developed and is exposed to a turbulent wind field. The model incorporates
very highdimensions and strongnonlinearities simultaneously. The failure probability of thewind turbine
model is estimated down to very low values; this demonstrates the efficiency and power of the method
on a realistic high-dimensional highly nonlinear system.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Efficient estimation of the first excursion probability of complex
structural systems such as wind turbines is a challenging task,
since a wind turbine is governed by a highly nonlinear and
high-dimensional model. However, the term ‘‘dimensionality’’ as
used here mainly refers to the basic stochastic variables of the
system, i.e. excitations or structural model uncertainties, rather
than the dimensions of the structural system. There already
exist a number of variance reduction Monte Carlo simulations
which overcome the task of efficient estimation of low failure
probabilities; see [1,2]. However, although efficient estimation of
low failure probabilities for low-dimensional problems especially
with linear characteristics has been shown to be possible by these
methods, high-dimensional cases face serious problems; see [3,4].
These problems might be of either analytical or numerical nature;
in each case they can easily render a method inapplicable;
see [5–7]. One class of availablemethods is the black-boxmethods,
i.e. methods which do not need any a priori knowledge of the
system under consideration, sometimes called trackable data. The
remaining methods might therefore be called grey-box methods,
denoting the demand for some a priori knowledge of the system.
This a priori knowledge traces back to the limit state function (LSF)
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of the problem. However, they might appear in different forms,
such as critical design point excitations in importance sampling
(IS) [8,9], the gradient of the limit state function, or important
directions through the design point in line sampling (LS) [10,11].
The amount of a priori system information required by grey-box
methods varies for different methods. An important problem that
exists with respect to these data is that an efficient calculation of
this a priori information is not always guaranteed. It may require
complicated mathematical analysis of the system, which may
not be possible for complex systems, or an excessive number of
numerical dynamic analyses,which clearly decreases the efficiency
of the method. Furthermore, as the complexity of the system
increases, for example, due to the presence of nonlinearities, non-
white excitations, or multiple excitation processes, calculation of
these a priori data becomes more difficult. In such cases black-box
methods, which do not have limitations regarding the parameters
mentioned, are preferred. Examples of such methods can be
found in the family of subset simulation techniques; see [12,13].
Another method has recently been introduced [14,15] with the
ability of estimating very low failure probabilities of order 10−7
with considerably lower computation cost compared to standard
Monte Carlo (MC) simulation. The method is conceptually based
on asymptotic approximation of the probability integrals proposed
by Breitung [16,17]. It has previously been shown that the
method provides good estimations of the low failure probabilities
with low sensitivity to the problem dimensions. Furthermore,
according to the generality of the concept, which keeps quite
close to standard Monte Carlo simulation, nonlinearities of any
0266-8920/$ – see front matter© 2011 Elsevier Ltd. All rights reserved.
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kind do not increase its computational cost considerably. Other
advantages of the method are its very low memory requirements
and simplicity of implementation, which extend the range of
the problems it is applicable to. In this paper, a very efficient
scheme for analysis of high-dimensional systems with any type of
nonlinearity is proposed. The proposed scheme allows calculation
of the very low failure probabilities of the system needed in design
problems. Three numerical examples are provided to illustrate the
applications of the method on popular nonlinear systems. Further,
a reduced-order model of a wind turbine is developed, and its
failure probability is estimated with the proposed method. The
wind turbine model is a very difficult example for which most of
the variance reductionmethods are not applicable. It is shown that
the proposed scheme provides very good estimations of the failure
probability of such a complicated casewith a very low computation
cost compared to Monte Carlo simulation.
2. Statement of the method
The basis of the proposed scheme is asymptotic sampling
(AS), proposed by Bucher [15]. The proposed scheme consists of
simulatingNsim simulationswith the artificially increased intensity
of the drivingwhite noise of the excitation in the so-calledU-space,
which is done by the scaling factor f starting from 1. Note that,
according to [15], f denotes an artificial increase of the standard
deviation of the basic variables in standard Gaussian space by a
factor of 1/f . Some remarks about the underlying concept are given
here. It relies on the asymptotic behavior of the failure probability
in n-dimensional i.i.d. Gaussian space as the reliability index β
tends to infinity (see [16]). This can equivalently be expressed by
the limit that the standard deviation σ of the variables, and hence
the failure probability pf , approach zero. Breitung also states that
the generalized reliability index βG as defined by
βG = −Φ
−1(pf ) (1)
is asymptotically equal to the linearized reliability index β as
both tend to infinity. Consider a (possibly highly nonlinear) limit
state function g(X) in which g < 0 denotes failure. Let σ be
the standard deviation of the i.i.d. Gaussian variables Xk, k =
1 . . . n.We are going to determine the functional dependence of the
generalized safety index β on the standard deviation σ by using an
appropriate sampling technique. This is aided by some analytical
considerations in which we study the case of a linear limit state
function. Let this limit state function be defined as
g(X) = −
n
i=1
xi
si
+ 1. (2)
If X is a vector of standardized Gaussian variables, then we have
the reliability index β(1) from (see, e.g., [15])
1
β(1)2
=
n
i=1
1
s2i
. (3)
If we now change the standard deviation from unity to a value of 1f
for all variables xi, and keep the limit state function as it was, then
we can relate this to standardized variables Ui = fXi such that
g(U) = −
n
i=1
Ui
fsi
+ 1, (4)
and the reliability index is given by
1
β(f )2
=
n
i=1
1
f 2s2i
=
1
f 2β(1)2
. (5)
Hence, we observe
β(f ) = f · β(1), (6)
Fig. 1. Linear limit state under scaling of standard deviations.
Fig. 2. Schematic plot of sorted maxima of a system for various f values. Black
curve: f = 1, blue curves: f < 1, MC: standard Monte Carlo simulation, AS:
asymptotic sampling, HU: high uncertainty. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
in which β(1) is the safety index evaluated for f = 1. This
means that, in order to obtain a good estimate for β(1), we
can compute the safety index for a smaller value of the scale
f using Monte Carlo simulation and then simply extrapolate by
multiplying the obtained result by f . Further details are given
in [14,15]. The geometric relations are shown in Fig. 1. While
this result is exact for linear limit state functions, it holds only
asymptotically as β → ∞ for general nonlinear cases, as shown
by Breitung [16]. Therefore, the concept of asymptotic sampling
utilizes the asymptotic behavior of the safety index β by applying
an extrapolation and regression technique.
In the first step, a Monte Carlo simulation corresponding to
f = 1 with Nsim samples is performed. Next, the maximum of
each realization is stored as ymax(i) = max{y(i)(t)}, t ∈ [0, T ], i =
1, . . . ,Nsim, where y(i)(t) refers to the ith realization of the process.
The maximum values of the realizations are then sorted in an
incrementing manner denoted as ysortedmax . This procedure is then
repeated for different values of f . The ysortedmax for different f values
are shown schematically in Fig. 2. In Fig. 2, the first region, denoted
MC, refers to the standard Monte Carlo region defined as ymax ∈
[min{ysortedmax (f = 1)}, min{y
sorted
max (f < 1)}[. The second region, AS
& MC, is defined as ymax ∈ [min{ysortedmax (f < 1)} max{y
sorted
max (f =
1)}]. This region can be used as a check that AS estimates the
correct values for f = 1. The whole region above, defined as
ymax ∈ ]max{ysortedmax (f = 1)}, max{y
sorted
max (f < 1)}], is where only
asymptotic estimation of failure probability is possible, where the
uppermost part might not be used for anything due to the high
level of uncertainty. For each barrier level, i.e. each horizontal line
in Fig. 2, in the AS region, the sum of the points above the line
divided by Nsim gives the scaled failure probability with the scaling
factor f related to the curve. The reliability index of each barrier
level is calculated as β initial = Φ(1 − pinitialf ). Finally, curve fitting
to the obtained β values is performed and is used to obtain β(1),
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which is used to calculate the probability of exceeding the related
barrier level.
2.1. Scale factor increments
The next issue to be dealt with is the way the f values are
chosen. Noticing that the response of the system at each time
instant is a transformation of the excitation variables, denoted
G, the excitation(s) and response processes can be discretized as
W(k) = W(t)|t=k1t and X(k) = X(t)|t=k1t , respectively. k =
0, . . . ,N − 1 corresponds to the continuous time interval t ∈
[0, T ]; i.e. T = (N − 1)1t . The following relationship between
excitation and response holds:
X(k) = G(W (k)), (7)
where W (k) = [W(k), . . . ,W(0)]. The transformation is then
decomposed into its linear and nonlinear parts W(k) = f W̃(k),
which results in
X(k) = XLin.(k) + XNonlin.(k)
= f GLin.(W̃ (k)) + GNonlin.(f W̃ (k)), (8)
where W̃ (k) = [W̃(k), . . . , W̃(0)] = f −1W (k) is the scaled coun-
terpart of W (k) by f . X̃(k) = G(W̃ (k)) can also be decomposed
into
X̃(k) = X̃Lin.(k) + X̃Nonlin.(k)
= GLin.(W̃ (k)) + GNonlin.(W̃ (k)). (9)
(8) and (9) produce the following relation between normal and
scaled responses:
f X̃(k) = X(k) + f GNonlin.(W̃ (k)) − GNonlin.(f W̃ (k)). (10)
Assuming dominance of the linear part of (10), X(k), over the non-
linear terms, f GNonlin.(W̃ (k)) − GNonlin.(f W̃ (k)), the following ap-
plies:
E[XLin.(k)] ≈ fE[X̃Lin.(k)]. (11)
Therefore, the nth maximum of the stochastic response X sorted
in descending order can be scaled up to the required barrier level
where the scaling factor is defined as f XBL = X (n)max/XBL. However,
while using only the linear part of (10) decreases the accuracy of
the estimate in general, it does not pose a critical deficiency in the
algorithm. This is since the exact ‘‘f ’’ value is not necessary and a
good estimate of it works as well. Indeed, the better the two non-
linear terms in (10) cancel out each other, i.e. the smaller the term
f GNonlin.(W̃ (k)) − GNonlin.(f W̃ (k)), the sooner we obtain a certain
XBL as the nth maximum according to (11); nevertheless, this re-
quirement will be satisfied anyway. Therefore, (11) is to be seen as
a tool which allows finding only a sensible estimate of the ‘‘f ’’ value
which scales up the system responses such that XBL is their nth
maximum. The consequence is that some more simulations may
be required to reach the required level. The simulations considered
in this study witness that (11) works well in this respect. Next, in
order to guarantee sufficient points for curve fitting, the domain in
which themaxima of the simulations are spread is divided into the
minimum desired number of support points in the curve fitting,
N spmin, as
1f
f
= −
2σf
µfN
sp
min
, (12)
where µf = E[ymax(f )] and σf = E[y2max(f ) − µ
2
f ]. The next f value
is then calculated as f + ∆f . (12) returns the values within 2σN
spread around the mean value of the process. For Gaussian dis-
tributed samples, 2σ spread around thmean includes erf(1/
√
2)×
Fig. 3. Comparison of cumulative distribution functions (CDFs) of the Duffing
oscillator. Bold black: Monte Carlo estimate, black: AS with β = Af + B/f , blue:
AS with smoothed β = Af + Bf −c . (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)
100 ≈ 68% of the points; however, it is obvious that the maxima
do not follow a Gaussian distribution but an unknown distribution
which is to be estimated. Nevertheless, since only a rough estimate
of the range in which the points are located is required, (12) pro-
vides a good estimate of the range of maxima. Alternatively,
∆f
f
=
min{ysortedmax } − max{y
sorted
max }
N spminµf + δNµf
(13)
could be used instead of (12), where δN ∈ N is to ensure the
whole range will be covered with the required number of support
points. Nevertheless, both (12) and (13) give similar results in this
context. In the numerical examples in this paper, N spmin = 5 and
(12) are used. A conventional choice for δN would be 3 if (13) is
preferred.
2.2. Scale factor bounds
Next, it is beneficial to also consider a lower bound for f to avoid
numerical difficulties, i.e. instability in numerical integration.
Considering that 103 samples are used in each dynamic analysis,
a failure probability of 10−2 can be obtained with a coefficient of
variation(CoV) of about 0.3. This value for the failure probability
gives the reliability index β = Φ−1(1 − pf ) ≈ 2. The relationship
β(f ) = f β(1) [15] shows that in the ideal case a probability
of order 10−16 can be estimated with 1000 samples with f ≥
0.2. However, for real cases, and especially for nonlinear systems,
this simple assumption might be used only to provide a practical
expected range for f . Therefore, a reasonable range of scaling factor
is proposed as f ∈ [0.1, 1].
2.3. Curve fitting
Originally, it is proposed to use (14) with equal weights on all
the points.
β(f ) = Af +
B
f
. (14)
As mentioned in the previous section, a criterion for checking the
accuracy of the AS estimation is to predict the failure probability
of the MC & AS region, see Fig. 2, by asymptotic sampling. This
study shows that, although for most cases the proposed curve
provides good estimations of the failure probability in this area
(see Fig. 3), for more complicated cases, e.g. a wind turbine (see
Fig. 16), the linear curve seems to have some errors in estimating
the probability in this area i.e. the black curve shows a noticeable
jump from the standard Monte Carlo curve around pf = 10−2.
Therefore it is proposed to use a more general curve (15), which
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includes (14) as a special case when c = 1:
β(f ) = Af + Bf −c, c > 0. (15)
It should be mentioned that the process of fitting (15) would be
computationally more demanding than fitting (14), although not
considerably. Another advantage of (15) is that it allows examining
the validity of (14) by checking the values of the power c for
different values of the failure probability. In order to check this,
plots of c versus Npoints denoting the number of barrier levels are
provided in the paper for all the numerical examples. In almost
all cases, clear growth of the power c is observed as the failure
probability decreases. In order to make a smooth estimation of
failure probabilities, a linear interpolation is then performed on the
calculated powers and is used to obtain the failure probability.
3. General nonlinear systems
In all numerical simulations – including thewind turbinemodel
of Section 4 – 500 realizations are simulated for each f value. In the
case of the Duffing oscillator, Bouc–Wen oscillators and the wind
turbinemodel, 30, 16, and 32 f values are used, respectively,within
the range indicated in Section 2.2. The main computational cost of
the algorithm is in dynamic analysis of the systems at hand, while
the rest of the procedure, i.e. curve fitting and extrapolation of β
values for each barrier level, has rather low computational cost,
comparable to one dynamic analysis of the system.
3.1. Duffing oscillator
The first case represents failure probability estimation of a
Duffing-type oscillator. The equation of motion of the oscillator is
written as
ẍ(t) + 2ζnωnẋ(t) + ω2n(x(t))x(t) = w(t)
ω2n(x(t)) = ω̄
2
n(1 + ϵx
2(t))

. (16)
The linear angular eigenfrequency and damping ratio of the
oscillator are chosen as ω̄n = 10 s−1 and ζn = 0.01, and the
parameter which controls the intensity of the nonlinearity in the
model is chosen as ϵ = 10. w(t) is the unit intensity Gaussian
white noise with the auto-covariance function E[w(t)w(t + τ)] =
δ(τ ). The failure probability is to be estimated within the time t ∈
[0, 15]s with 1t = 0.01 s for different barrier levels. 500 samples
are used to calculate the failure probability with the proposed
scheme on asymptotic sampling. Fig. 3 shows a comparison of
the estimated failure probability of the Duffing model with three
different curves. The solid black curve shows the results of a
standard Monte Carlo simulation with 106 samples. The thin black
curve shows the fitting with the curve β(f ) = Af + B/f with A
and B as parameters of the fit. The exponents c of the second fit are
plotted for 100 points evaluated as the barrier levels of the model,
and are shown in Fig. 4. The blue curve in Fig. 3 shows the results of
the fit with the linear interpolated power of Fig. 4. The magnitude
of the power in Fig. 4, c ∈ [0.7, 1.4], suggests that β(f ) = Af +B/f
with power fixed to c = 1 might be used as a good candidate for
this model, and the predictions are reliable.
3.2. Bouc–Wen oscillator
The second simulation consists of a single-degree-of-freedom
(SDOF) Bouc–Wen oscillator excited with non-stationary earth-
quake excitation modeled as a Kanai–Tajimi filtered modulated
white noise. The system’s equations of motion are written as
mẍ + cdẋ + (1 − α)kz + αkx = −ma(t)
ż = Aẋ − β ẋ|z| − γ |ẋ|z,
(17)
Fig. 4. Exponents c of β(f ) = Af + Bf −c of the Duffing oscillator. Asterisk:
exponents of the fit, line: line fitted to the exponents.
Fig. 5. Comparison of CDFs of the Bouc–Wen oscillator. Bold black: Monte Carlo
estimate, black: AS with β = Af + B/f , blue: AS with smoothed β = Af + Bf −c .
(For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
where a(t) is the ground acceleration given by
ÿ + 2ζωẏ + ω2y = e(t)w(t)
a(t) = −(2ζωẏ + ω2y),
(18)
where e(t) is the envelope process modeled as
e(t) = 4(exp(−0.25t) − exp(−0.5t)), (19)
and w(t) is a Gaussian white noise process E[w(t + τ)w(t)] =
Ie2(t)δ(τ ), where I = 0.64 m2/s4 is the intensity of the white
noise. The parameters of the model are chosen as those used
in [15], i.e. m = 40 × 103 kg, k = 1 × 106 N/m, cd = 5 ×
103 N s/m, α = 0.603, β = −1.8548, γ = 39.36, A = 5.868.
The failure probability estimated using standard Monte Carlo sim-
ulation for barrier level XBL = 0.64 with 6 × 105 samples is
pf = 1.3 × 10−5. Fig. 5 shows the failure probability estimation
of the model for different barrier levels. Fig. 5 shows a comparison
of the estimated failure probability of the Bouc–Wen model with
three different curveswith the same specifications as described for
the Duffing model. The results show that the black curve generally
performs well in this case, as well as the Duffing oscillator. Next,
the powers of the second fit plotted versus the barrier levels of the
model are shown in Fig. 6. The values of c ∈ [0.5, 2] indicate that
for this model the predictions of the original fit are also acceptable.
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Fig. 6. Exponents ‘‘c ’’ of β(f ) = Af + Bf −c of the Bouc–Wen oscillator. Asterisk:
exponents of the fit, line: line fitted to the exponents.
Fig. 7. Three-degree-of-freedom shear frame with Bouc–Wen-type nonlinearity.
3.3. Nonlinear shear frame
A shear-frame-type structure as shown in Fig. 7 subjected to a
random ground acceleration a(t) is investigated. The inter-story
restoring force rik is given in terms of the relative displacement
xik = xi − xk, the relative velocity ẋik = ẋi − ẋk, and the internal
plastic variables zi as
rik = (1 − α)k(xi − zi) + αkxik + cdẋik. (20)
This includes a viscous damper with damping constant cd. The
differential equations governing the state variables are
żi = Aẋik − β ẋik|zi − xi| − γ |ẋik|(zi − xi)
ẍi = −rik/m − a(t).
(21)
The numerical values chosen for the example are the same as pre-
viously used in the SDOF Bouc–Wen example. The ground acceler-
ation is a non-stationary Kanai–Tajimi-type random process. The
Kanai–Tajimi (K–T) parameters are the same as before. The noise
driving the K–T filter has an intensity of 0.0064, i.e. by a factor of
100 smaller than before.
3.3.1. Case 1: absolute displacement of the first story
Fig. 8 shows the cumulative distribution function (CDF) of the
shear frame for two different curves fitted to the data of maxima.
Fig. 9 shows the change of the power of the second fit, as shown
for the previous model in Fig. 6.
Fig. 8. Comparison of CDFs of the shear frame with Bouc–Wen nonlinearity, case
1. Bold black: Monte Carlo estimate, black: AS with β = Af + B/f , blue: AS with
smoothed β = Af + Bf −c . (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
Fig. 9. Exponents c of β(f ) = Af + Bf −c of the shear frame, case 1. Asterisk:
exponents of the fit, line: line fitted to the exponents.
Fig. 10. Comparison of CDFs of the shear frame with Bouc–Wen nonlinearity, case
2. Bold black: Monte Carlo estimate, black: AS with β = Af + B/f , blue: AS with
smoothed β = Af + Bf −c . (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)
3.3.2. Case 2: relative displacement of the last story
Fig. 10 shows the CDF of the shear frame for two different
curves fitted to the data of maxima. Fig. 11 shows the change of
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Fig. 11. Exponents c of the β(f ) = Af + Bf −c of the shear frame, case 2. Asterisk:
exponents of the fit, line: line fitted to the exponents.
the power of the second fit, as shown for the previous model in
Fig. 6. Comparison of Figs. 9 and 11with Figs. 4 and 6 shows that the
probability distribution function (PDF) of the shear frame hasmore
irregularity than the previous two cases, while themain difference
of this model from the previous one, i.e. the SDOF Bouc–Wen
oscillator, is the presence of many degrees of freedom, and hence
interaction between them. In both cases of the nonlinear shear
frame, both curves provide close estimations to the Monte Carlo
simulation results down to a failure probability of 10−4. However,
the second curve seems to be more accurate in estimating lower
probabilities.
4. Failure probability estimation of a nonlinear wind turbine
In order to assess the applicability of the method and reliability
of its estimations for wind turbines, a reduced-order model of
a wind turbine was developed and its failure probabilities were
estimated with the proposed method. In the following sections
the developed structural model, aerodynamic loads, wind field,
and specifications of the wind turbine are explained in detail.
Finally, the failure probabilities of the model are estimated using
the proposed method.
4.1. Mechanical model
The motions of the blades relative to the hub and the motion
of the tower in the mean wind direction are modeled by single-
degree-of-freedom (SDOF)models. Onlymotions in themeanwind
direction are considered, for which reason no gyroscopic forces are
present, save the centripetal forces. Let yi(x, t), i = 1, 2, 3 denote
the displacement fields of the blades relative to the hub, where
x ∈ [0, L] is measured from the hub and L is the length of the
blades of Fig. 12. Further, y4(x, t) denotes the displacement of the
tower in the same direction, where x ∈ [0, h] is measured from
the foundation and h is the height of the nacelle above the ground
surface. Then, the indicated displacement fields may be written
as
yi(x, t) ≃ Φ(x)qi(t), i = 1, 2, 3
y4(x, t) ≃ Φ0(x)q4(t),

(22)
whereΦ0(x) is the part of the fundamental eigenmode of the wind
turbine belonging to the tower and Φ(x) is the fundamental fixed
base mode shape of the blade. The mode shapes are normalized
to one at the nacelle and the blade tip, respectively, so the
generalized coordinates q1(t), q2(t), q3(t) may be interpreted as
Fig. 12. Definition of degree of freedom section moments and pitch angles.
Fig. 13. Single-degree-of-freedom representation of the drive train.
the tip displacement of the blades relative to the hub, and
q4(t) is the displacement of the nacelle. Note that a quasi-static
deformation of the nacelle due to the mean rotor thrust will only
affect q4(t). The blades are modeled as Bernoulli–Euler beams
with bending stiffness EI(x) around an axis orthogonal to the
rotor plane, and mass per unit length µ(x). Similarly, the tower is
modeled as a Bernoulli–Euler beam with bending stiffness EI0(x).
The mass per unit length is formally written as
µ̄0(x) = µ0(x) + M0δ(x − h), (23)
where µ0(x) denotes the continuous mass distribution, M0 is the
mass of the nacelle and the hub, and δ(·) is Dirac’s delta function.
The dynamic load per unit length on the tower in the mean wind
direction is denoted p4(x, t). Correspondingly, the loads on the
tree blades in the same direction are denoted p1(x, t), p2(x, t), and
p3(x, t). The rigid body motion of the drive train is modeled as a
single rotational degree of freedom q5 by assuming infinite stiff
drive shafts and no elastic deformation in the gear, whereby the
following kinematic relation emerge for the angular rotation of the
rotor of the generator:
qg = Nq5, (24)
where N is the gear ratio; see Fig. 13. Furthermore, the mass
moments of inertia of the gear wheels and the connected shafts
are included in the mass moments of inertia Jr and Jg of the ro-
tor and the generator rotor, respectively. Using Lagrange’s equa-
tions [18], the following governing equations of the systemmay be
obtained:
mq̈(t) + cq̇(t) + kq(t) = f(t) (25)
M.T. Sichani et al. / Probabilistic Engineering Mechanics 26 (2011) 539–549 545
m =

m1 0 0 m2 0
0 m1 0 m2 0
0 0 m1 m2 0
m2 m2 m2 m0 0
0 0 0 0 J

k =

k 0 0 0 0
0 k 0 0 0
0 0 k 0 0
0 0 0 k0 0
0 0 0 0 0

(26)
m =
 L
0
µ(x)dx
m1 =
 L
0
µ(x)Φ2(x)dx
m2 =
 L
0
µ(x)Φ(x)dx
m3 =
 L
0
xµ(x)dx
m4 =
 L
0
xµ(x)Φ(x)dx
m5 =
 h
0
xµ0(x)Φ0(x)dx
m0 =
 h
0
µ0(x)Φ20 (x)dx + M0 + 3m
Jr =
 L
0
x2µ(x)dx

, (27)
wherem is themass of the blade, andm0 andm1 are the generalized
masses related to the degrees of freedom qi(t), i = 1, . . . , 4.
m2 is a coupling parameter in the mass matrix, and m3,m4, and
m5 will be used later in the calculation of the bending moments
in the blade at the hub and in the lower foundation. J is the
generalized mass moment of inertia related to the rigid-body
degree of freedom q5(t), given as
J = Jr + N2Jg . (28)
The damping matrix c merely includes structural damping.
Aerodynamic damping is included later via the aerodynamic load.
Then cmay be written as
c =

2ζωm1 0 0 0 0
0 2ζωm1 0 0 0
0 0 2ζωm1 0 0
0 0 0 2ζ0ω0m0 0
0 0 0 0 ηMr,0/Ωr,0
 (29)
q(t) =

q1(t)
q2(t)
q3(t)
q4(t)
q5(t)
 f(t) =

f1(t)
f2(t)
f3(t)
f4(t)
f5(t)
 , (30)
where Ωr,0 = q̇5,0 is the referential (nominal) rotational speed
of the rotor. ω and ζ denote the eigenfrequency and damping
ratio of the blades, when fixed to the hub. Correspondingly, ω0
and ζ0 denote the eigenfrequency and damping ratio of the lowest
mode of the tower, which are assumed to be known. η is the loss
factor of the transmission system due to friction in the gears and
bearings, which typically is a few percent, and Mr,0 = P/Ωr,0 is
the referential rotor torque for P = 5MW nominal power output.
Fig. 14. Blade profile definition of velocities and forces.
The generalized stiffness coefficients of the blades and the tower
are given as
k = ω2m1
k0 = ω20m0

. (31)
k0 is determined, so the generalized eigenvalue problem defined
from (26) provides the prescribed angular lower eigenfrequency
ω0. The generalized external dynamic loads become
fi(t) =
 L
0
Φ(x)pi(x, t)dx, i = 1, 2, 3
f4(t) =
 h
0
Φ0(x)p4(x, t)dx +
3
i=1
 L
0
Φ(x)pi(x, t)dx
f5(t) = Mr − (1 − η)NMg
 , (32)
where Mr and Mg are the instantaneous rotor and generator
torques, respectively, and an asynchronous slip variable generator
is considered for which the generator torque under normal
operation conditions is linearly dependent on the rotational speed
Nq̇5(t). The relation may be given in the form
Mg(t) = Mg,0
Nq̇5(t) − Ωg,00
Ωg,0 − Ωg,00
, (33)
where Mg,0 = Mr,0/N is the nominal generator torque, Ωg,0 =
NΩr,0 is the nominal generator rotational speed, and Ωg,00 is the
generator speed for the zero generator torque.
4.2. Load modeling
Only the aerodynamic load on the blades is considered, i.e. the
wind load on the tower is ignored; p4(x, t) = 0. Aerodynamic
damping is included via a quasi-static effective angle of attack
α(x, t), so changes of the angle of attack are instantly felt in the
aerodynamic loads. This means that the time scale for adjustment
of the non-stationary flow is assumed to be small compared
to the fundamental eigenperiod of the blade. The wind loads
are calculated by the Blade Element Momentum (BEM) method;
see [19]. In this respect, the following parameters are defined:
Vr(x, t) =

(V + v − q̇4 − ẏi)2(1 − a)2 + q̇25r2(1 + a′)2
φ(x, t) = arctan

(1 − a)(V + v − q̇4 − ẏi)
(1 + a′)q̇5r

α(x, t) = φ(x, t) − βi(t) − κ(x). (34)
Vr is the relative wind speed (see Fig. 14). V denotes the mean
wind speed, and v is the turbulence contribution to thewind speed.
The turbulencewith a prescribed correlation structure is generated
at 30 points on a circle with radius 0.8L, as seen in Fig. 12. Next,
the turbulence on a given blade is obtained by linear interpolation
between the given points. The interpolated turbulence value is
assumed common to all points on the blade. The mean wind speed
V is assumed constant over the rotor area. a and a′ are the axial and
the tangential induction factors, respectively, which are calculated
below by means of the BEM method, and q̇4 + ẏi(x, t), where
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Table 1
Structural parameters of the wind turbine model.
h 87.6 m ζ0 0.01
L 61.5 m ζ 0.005
m 17,415 kg ω 4.2 rad/s
m0 404,520 kg ω0 2.0 rad/s
m1 791 kg η 0.05
m2 1893 kg ρ 1.25 kg/m3
m3 359,304 kgm Ωr,0 1.27 rad/s
m4 83,228 kgm Mr,0 3946,018 Nm
m5 6100,058 kgm υ 0.2
Jr 35,337,324 kg m2 Ωg,00 73.7 rad/s
Jg 535 kg m2 Vh 15 m/s
N 97 Vr 10.72 m/s
M0 296,780 kg Vo 25 m/s
k 14,120 N/m Vi 5 m/s
k0 1667,914 N/m
ẏi(x, t) = Φ(x)q̇i(t) indicates the velocity of the cross-section
of the abscissa x in the direction of the mean wind. This term is
responsible for the aerodynamic damping of the blades and the
turbine as a whole. φ is the so-called flow angle, and κ = κ(x)
denotes the pre-twist of the blade. The lift and drag force per unit
of the blade pL(x, t) and pD(x, t) are given as
pL(x, t) =
1
2
ρV 2r (x, t)CL(α)c(x)
pD(x, t) =
1
2
ρV 2r (x, t)CD(α)c(x)
 , (35)
where ρ is the density of air, c(x) is the chord length, and CL(α)
and CD(α) are the lift and drag coefficients. The load in the normal
direction of the plane becomes
pi(x, t) =
1
2
ρV 2r (x, t)CN(α)c(x), (36)
where CN(α) is the normal coefficient. CN(α) and the correspond-
ing tangential coefficient CT (α) for the determination of the rotor
torque are obtained from (see Fig. 14)
CN
CT

=

cosφ sinφ
sinφ − cosφ
 
CL
CD

. (37)
a and a′ are then obtained as
a =
1
1 + 4F sin
2 φ
σCN
, a′ =
1
1 + 4F sinφ cosφ
σCT
, (38)
where F is the Prandtl tip loss factor, given as
F =
2
π
cos−1

exp

−
B
2
L − x
x sinφ

, (39)
where B = 3 is the number of blades. The above procedure needs
to be iterated until convergence of the induction factors has been
achieved.
4.3. Wind modeling
Various wind speed distribution functions are used in the
simulation of wind loads: log-normal, Gumbel, etc. Nevertheless,
the IEC standard [20,21] recommends that the mean wind speed
over a time period of 10 min at the hub height is Rayleigh
distributed with the following PDF:
fV (Vh) =
πVh
2V2a
exp

−π

Vh
2Va
2
, (40)
where Va = 0.2V10 and Vh is the wind speed at the hub height.
Next, it is assumed that the mean wind speed in terms of height
obeys the following power profile, where υ is given in Table 1:
V(z) = Vh
 z
h
υ
. (41)
In this work, it is assumed that the mean wind velocity V is
constant over the rotor area. The governing equations of the
system are usually represented in the state space form, so it
is advantageous if the load is represented in the same form.
Moreover, implementation and change of turbulence level with
such loading is very easy and fast. A calibrated ARMAmodel might
be represented in the state space format [22]; alternatively, a state
space model for turbulence might be calibrated directly using the
stochastic subspace modelling (SSM) method [23], which discards
this transformation. The SSM method is even more attractive,
since its model seems to be more accurate, stable, and with
shorter memory (lower model order) than an ARMA model [23].
Accordingly, in this work, this method is used to calibrate a state
space model for the turbulence. The SSM shows the way to find
four matrices AT , BT , CT , and DT of the state space model (48) such
that the output of themodel, v(j), simulates turbulence realizations
while the input is only Gaussian distributed stochastic variables,
e.g. 4(j). The method finds these matrices through matching
the cross-covariance function of the model output v(j) with the
function prescribed for it, i.e. the cross-covariance function of the
turbulence here. Provided that the auto spectral density of the
turbulence is chosen, i.e. the double sided Kaimal auto-spectral
density function (42),
Svv(z1, z2; ω) =
1
Vh
F

ω
Vh

F(k) =
σ 2v
γ
L
(1 + |L k|)5/3
 , (42)
where σv is the standard deviation of the turbulence, L is the
correlation length, and γ is a normalization parameter, given as
σv = 2.18 V∗
L = 5.25 h
γ = 3

. (43)
V∗ is the friction velocity, given as V∗ = V10ktκ , where V10 is the
mean wind velocity at 10 m, kt = 0.17 is a friction coefficient,
and κ = 0.40 is von Karman’s constant. The cross-spectral density
might then be calculated using
Svv(z1, z2; ω) = γvv(z1, z2; ω)S
1
2
vv(z1; ω)S
1
2
vv(z2; ω), (44)
where γvv(z1, z2; ω) is the so-called coherence function. Among
various possibilities for the turbulence coherence function, the
following function, proposed by Shiotani and Iwayani [24], is used:
γ (z1, z2; ω) = exp
−|ω|

z21 + z
2
2
Vh
d1

× exp
i s(z1, z2)ω

z21 + z
2
2
Vh
d2
 . (45)
The non-dimensional parameters d1 and d2 are given as d1 ≃
1.5 and d2 ≃ 1.3 [24]. Next, the inverse Fourier transformation
of the cross-spectral density provides the cross-covariance of the
turbulence:
κvv(z1, z2; τ) =

∞
−∞
eiωt Svv(z1, z2; ω) dτ . (46)
A state spacemodel (primarily) of the form (47) can be constructed
with the SSM. The quadruple (AT ,KT , CT ,RT ) required for the
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Fig. 15. Structural properties of the NREL 5 MW wind turbine. (a) —: lift coefficient of the NACA64-618, - - -: drag coefficient of the NACA64-618, (b) blade’s mode shape,
(c) tower’s mode shape, (d) bending stiffness of the tower, (e) mass per unit length of the tower, (f) bending stiffness of the blade, (g) blade’s mass per unit length, (h) blade’s
inertial load, (i) blade’s cord length.
model is found by the SSM such that the cross-covariance function
of (47) matches best to the cross-covariance function of the
turbulence obtained from (46). Here, x(j + 1) is an internal
state vector at each discrete time step, AT and CT are system
matrices, and KT is the steady-state Kalman gain matrix. e(j)
is a random excitation vector characterized with its covariance
matrix, E[e(j)eT (j)] = RT , and v(j) is the q-dimensional vector of
turbulence realizations on the discretized nodes of the rotor plane.
x(j + 1) = ATx(j) + KTe(j)
v(j) = CTx(j) + e(j).
(47)
Next, (47) can be written in the form of (48), in which the
Ξ(j) ∼ N(0, I) are mutually independent unit intensity Gaussian
white noise variables, and 8T is a square matrix which satisfies
e(j) = 8TΞ(j). 8T can be obtained by any decomposition of the
covariance matrix of the noise such that RT = 8T8TT , i.e. Cholesky
decomposition. Then BT = KT8T and DT = 8T .
x(j + 1) = ATx(j) + BT4(j)
v(j) = CTx(j) + DT4(j).
(48)
Thepresented approach for turbulencemodeling does not take into
account the rotational sampling effect of the turbulence process.
Therefore one needs to make an interpolation as the blades pass
through different turbulence nodes in between two nodes.
4.4. Model specifications
The structural properties of the tower and the blades are
adopted from the definitions of the NREL 5MW wind turbine
[25,26], and are given in Table 1, alongwith the derived parameters
entering the reducedmodel. The fundamental undamped fixed bay
angular eigenfrequency, ω, and eigenmode, Φ(x), of the blades are
determined by finite element (FE) analysis, in which the blade is
Fig. 16. Estimated failure probability of the wind turbine for a fixed-speed wind
turbine. Dots: maxima of 100 epochs, —: 50-year recurrence period, bold black:
Monte Carlo simulation, - -: three-parameter Weibull distribution, · · ·: Gumbel
distribution, black: AS with β = Af + B/f , blue: AS with smoothed β = Af + Bf −c .
(For interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
discretized in 49 Bernoulli–Euler beam elements with piecewise
constant bending stiffness EI and mass per unit length µ. The
variation of EI and µ is shown in Fig. 15. The blade has seven
different airfoil profiles from stem to tip [25]; nevertheless, in
Fig. 15, the lift anddrag coefficients of only the tip profile are shown
as an example. The lift and drag coefficients for each profile are
interpolated with two piecewise polynomials, each of order 9, in
two different intervals of α. The two fitting intervals for the lift and
drag coefficients are chosen so as to allow thebest overall fit, i.e. the
least sum of squared error (SSE), for all data points.
Similarly, the eigenmodeΦ0(x) of the tower is determined by FE
analysis, in which the tower is discretized into ten Bernoulli–Euler
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Table 2
Blade aerodynamic properties.
Node (-) Location Element length (m) Airfoil
1 2.8667 2.7333 Cylinder
2 5.6000 2.7333 Cylinder
3 8.3333 2.7333 Cylinder
4 11.7500 4.1000 DU40A17
5 15.8500 4.1000 DU35A17
6 19.9500 4.1000 DU35A17
7 24.0500 4.1000 DU30A17
8 28.1500 4.1000 DU25A17
9 32.2500 4.1000 DU25A17
10 36.3500 4.1000 DU21A17
11 40.4500 4.1000 DU21A17
12 44.5500 4.1000 NACA64A17
13 48.6500 4.1000 NACA64A17
14 52.7500 4.1000 NACA64A17
15 56.1667 2.7333 NACA64A17
16 58.9000 2.7333 NACA64A17
17 61.6333 2.7333 NACA64A17
beam elements, with piecewise constant bending stiffness and
mass per unit length. The mass of the nacelle and the bladesM0 +
3m is attached as a point mass at the free end. The variation of the
bending stiffness and the mass per unit length is shown in Fig. 15.
The rated wind speed of the model, i.e. the wind speed at which
the nominal power is produced, is Vr = 10.72 m/s, as indicated
in Table 1. For values other than this value, the rotor speed is set
to its nominal value. The turbulence is generated in 31 nodes on
the rotor plane, as shown in Fig. 12: there is one node on the hub
and 30 nodes on the perimeter of rotor plane at 0.8L distance from
the hub. The turbulence value between the nodes are interpolated
from these nodes. The aerodynamic properties of the blades are
given in Table 2.
4.5. Failure probability estimation
Failure probability estimation of the represented wind turbine
is a highly nonlinear problem due to the presence of the
nonlinearity in the aerodynamic load modeling described in 4.2.
Moreover, evenwith a very coarse time integration increment such
as 1t = 0.2 s, 600 s of modeling assuming 200 s of transient
response needs 4000 discretized time samples, i.e. ts = 200 s and
t ∈ [0, tend], where tend = 800 s. However, since the wind field
is simulated on 31 spatially coherent nodes, the total number of
stochastic variables, i.e. the dimension of the problem, becomes
124,000. The failure event in this case is defined as the magnitude
of the tower tip deflection exceeding a certain barrier level qBL4 =
µq4 + αBLσq4 , i.e. F(q
BL
4 ) = {∃ t ∈ [ts, tend]; |q4(t)| ≥ q
BL
4 }. The
mean value and standard deviation of the tower tip deflection are
µq4 = 0.23 m and σq4 = 0.03 m, respectively, for the developed
model. The simultaneous presence of strong nonlinearities, high
dimensions, and multiple excitations in this problem create a
difficult case for failure probability estimation that faces critical
difficulties for any of the grey-boxmethods. The failure probability
of this system is estimated using the proposed asymptotic scheme,
and the results are compared with those of the well-known peak
over threshold (POT) method, based on fitting extreme value
distributions to the maxima of 100 simulated epochs .
4.5.1. Peak over threshold (POT)
The so-called peak over threshold (POT) method has been used
frequently in the wind engineering industry for estimation of
the reliability of wind turbines [27]. It can be shown that if the
parent distribution of the outcrossing event is one of the extreme
value distributions, then outcrossing above a sufficiently large
level follows a generalized Pareto (GP) distribution [28]. The most
Fig. 17. Exponents c of β(f ) = Af + Bf −c of the wind turbine. Asterisk: exponents
of the fit, line: line fitted to the exponents.
controversial part of the method is the selection of the type of
distribution which should be fitted to the data. This selection
has high impact on the further analysis which is to be made
based on such extrapolations. For instance, it is reported by some
authors that incorporation of the Gumbel distribution results in
very low safety levels for structures subjected to wind load rather
than to gravity load, [27,29]. On the other hand, it is known that
extrapolations based on a Weibull distribution will always lead
to lower values for design loads [30], for which reason a Weibull
distributionmight be a proper candidate to be used instead. From a
practical point of view, the Gumbel distribution is among the most
popular distributions for the wind speed [31,32]. Simiu et al. [33]
analyzed 100 wind records from different stations and fitted the
distribution to the dynamic wind pressure, as an alternative to the
wind speed, and concluded that the Weibull distribution fits the
dynamic pressure of the wind better than the Gumbel distribution.
It cannot be said for certainwhich distribution should be used since
Weibull, Gumbel, and log-normal distributions have all been used
by different authors [34,35]. Therefore, in agreement with wind
turbine code of practice IEC 61400-1, both the three-parameter
Weibull and Gumbel distributions were chosen in this context,
and were fitted to the data. 100 epochs with a duration of 600 s
were simulated and the candidate distributions were fitted to the
extractedmaxima. The data and the fits for thewind turbinemodel
normalized by themean value and standard deviation of the tower
tip deflection are shown in Fig. 16.
4.5.2. Proposed method
Failure probability estimations of the proposedmethod are also
shown in Fig. 16 with the black and blue curves as defined in
previous numerical examples. As was already observed for the
shear frame case, the power of the fitted curve might have various
values, determined only by the behavior of the model. The powers
of the fitted curves and the regression lines fitted to them for this
model are shown in Fig. 17. Based on the scheme in which the
points of the power of the fitting are scattered, points which seem
to have a linear correlation are chosen and a line is fitted to them
in the least square sense. These points provide enough information
for estimation of the failure probabilities down to 10−10. For this
model, the power growth shows good correlation with the line
fitted to it. However, it is observed that the black curve related
to the original fit has a considerable jump in rather high failure
probability area, i.e. the AS &MC region in Fig. 2, which shows that
the estimations of this curvemight lack some accuracy in this case.
The results of theMonte Carlo simulationwith 4×105 samples are
shown in Fig. 16 by a solid black line. Comparison of this curvewith
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the other curves reveal that the second fit gives results that are very
close to those of the Monte Carlo simulations.
5. Conclusions
The new asymptotic sampling scheme introduced in this paper
has some advantages over previous schemes. First, it discards the
optimization needed for calibrating the f factor, which decreases
the computational cost of the algorithm. Second, it provides all of
the failure probabilities of the system, down to the smallest. Mod-
ifications of the asymptotic expansion of the failure probability es-
timation are proposed which enhance the estimation results. The
low computational cost, very low memory requirements, and ca-
pability of handling high-dimensional highly nonlinear problems
make the proposed algorithm a good candidate for application in
real large-scale problems. As an instance, the failure probabilities
of a reduced-order model of a wind turbine exposed to a spatially
correlated turbulent wind field has been estimated with success.
This is an example of a problem which cannot be handled either
by standard Monte Carlo simulation, due to excessively high com-
putational time, or by most of the controlled Monte Carlo meth-
ods available in the literature, due to the simultaneous presence
of model complexity, strong nonlinearities, and very high dimen-
sions.
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Markov Chain Monte Carlo simulation has received considerable attention
within the past decade as reportedly being one of the most powerful tech-
niques for first passage probability estimation of dynamic systems. A very
popular method in this direction is the Subset Simulation (SS) which is ca-
pable of estimating probability of rare events with low computation cost. The
idea of the method is to break a rare event into a sequence of more proba-
ble events which are easy to be estimated based on the conditional simulation
techniques. Recently two algorithms have been proposed in order to increase
efficiency of the method by modifying the conditional sampler. In this paper
applicability of the original SS is compared to the recently introduced modi-
fications of the method on a wind turbine model. The model incorporates a
PID pitch controller which aims at keeping the rotational speed of the wind
turbine rotor equal to its nominal value. Finally Monte Carlo simulations are
performed which allow assessment of the accuracy of the first passage proba-
bility estimation by SS methods.
Keywords: MCMC; subset simulation; wind turbine; pitch controller.
1. Introduction
In order to estimate the return period of the wind turbines, required by wind turbine
design codes, it is necessary to estimate the low first passage probabilities, alternatively
called failure probability, of these systems IEC (2005a). For this aim the IEC standard
recommends fitting one of the extreme value distributions i.e. reversed Weibull or the
Gumbel distribution to the peaks extracted from six epoches of 10min. duration, of the
wind turbine data IEC (2005b). Unfortunately the choice of Extreme Value Distribution
(EVD) combined with the part of the data used to find EVD parameters result in con-
siderably different extrapolated design values. Therefore there is a high uncertainty in
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the design values extrapolated from these fits Harris (2005), Freudenreich and Argyriadis
(2007).
Alternative to extreme value curve fitting and extrapolation, simulation techniques
may be used for estimating these return periods. The natural choice for this purpose
is the Standard Monte Carlo (SMC) simulation. Considering the design value, i.e. the
threshold level for which the probability of the first passage is given, corresponding to
the first passage probability of the order 10−7, 108 simulations are required to estimate
the barrier level corresponding to this probability with coefficient of variation of approx-
imately 0.3. This is far beyond reach of the available computers’ power in practice even
on a modern machine. The Variance Reduction Monte Carlo (VRMC) methods are an
alternative choice which are able to produce estimations similar to SMC but with less
variance in their estimates compared to SMC. This readily results in lower computation
effort if the same variance in estimations, as those of SMC, are desired Schueller and
Pradlwarter (2009). The conditional Monte Carlo simulation using Markov Chains has
recently received considerable attention in different fields of probabilistic systems’ mod-
eling and analysis Kelly and Smith (2009) i.e. risk-based life-cycle management Yuan
et al. (2009).
The Subset Simulation (SS), introduced by Au and Beck Au and Beck (2001), for
estimation of small probabilities of high dimensional systems is reportedly one of the
most powerful techniques in the field of structural dynamics. Ching et al. Ching et al.
(2005) introduced the splitting concept into the original SS which resulted in a hybrid
subset simulation. The spherical subset simulation (S3) is introduced in Katafygiotis
and Cheung (2007) which transforms the excitations into a unit hyper sphere allowing
to concentrate the sampling density of the simulation around the directions in which
the so-called seeds or important directions for the Markov Chains are concentrated. A
new scheme that combines the method with Importance Sampling (IS) and also the
reliability sensitivity analysis with SS have been addressed in Song et al. (2009). The
recent proposals in this field have focused their attention on increasing efficiency of the
method by modifying its sampling scheme Santoso et al. (2010), Zuev and Katafygiotis
(2011).
It is interesting to determine applicability of SS techniques, as a powerful representative
of VRMC methods, on the wind turbine systems specifically with an active controller.
Presence of an active pitch controller is a new feature of this model which, to the best
knowledge of authors, has not been considered in previous studies on the VRMCmethods.
This increases motivation for this study to analyze the effect of the controller on the
statistical behavior of the structures. An advantage of SS over other VRMC methods
such as IS is that the it can handle high dimensional and complicated problems within
reasonable effort Schueller and Pradlwarter (2007). In this paper we start by a brief
explanation of each method followed by a primary application assessment of the chosen SS
schemes on a linear SDOF oscillator. This serves as a simple test to check the applicability
of the methods regarding the dimensions of the problem. It should be noted that in view
of reliability analysis the term dimension refers to the number of basic random variables,
i.e. the actual random variables of the system transformed into iid standard normally
distributed variables, of the model. This here refers to the iid Gaussian random variables
that enter the turbulence filter to generate the wind field c.f. figure 1. Next the wind
turbine model is described in brief and the applicable methods are used for estimating
its small failure\first passage probabilities.
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Figure 1. Flowchart of the wind turbine model
2. Reliability of wind turbines
Wind turbines have rather complicated models which does not allow extraction of their
statistical characteristics within a reasonable effort with SMC, c.f. figure 1. Here a reduced
order model of a 5MW reference wind turbine is used with the specifications adopted
from the NREL reference wind turbine Sichani et al. (2011a,b), Jonkman et al. (2009).
The developed model consists of the essential parts of a real 5MW wind turbine and
hence may indicate the use of the methods when applied on a full scale wind turbine.
The simplifications of the model are made in order to allow SMC simulations possible
within a reasonable computation time yet covering the important aspects of the problems
encountered in practice.
The main problem of these systems is their high dimensions coupled with nonlinear-
ities Valdebenito et al. (2010). This makes the rare event simulation of the system a
difficult task Katafygiotis and Zuev (2008). The coupling is due to presence of several
interconnected model components, i.e. structural module, load calculation module and
the rotational speed controller, while strong nonlinearities exist in some of the i.e. in load
calculation module and the controller. Moreover the high computational cost for eval-
uation of the Limit State Function (LSF) requires prohibitively high computation time
if many simulations are needed. Therefore a method which can handle these problems
and is able to estimate the rare events of this system within reasonable effort could be
of great interest in this area.
3. Subset simulation
Assume the LSF is defined as G(X) whereX consists of the random variables of the prob-
lem. The barrier level bj which corresponds to a sample of X, i.e. xj , is then given by
bj = G(xj). In view of structural dynamics X can be recognized as the stochastic excita-
tion within a given time duration and b as the maximum of the magnitude of the response
to the given excitation c.f. 4.1. The strategy of the SS is to obtain samples of b which have
low probability of occurrence, starting by that which can be accuractely estimated with
low number of simulations e.g. b(1). Next, this barrier level will be increased gradually
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until the highest(required) barrier level or probability is estimated with desired accuracy.
This is done by defining intermediate probability levels pf = p
(m)
f < p
(m−1)
f < · · · < p
(1)
f
corresponding to the intermediate barrier levels b = b(m) > b(m−1) > · · · > b(1). Using
this property taken from the fact that first passage probability can not increase as the
barrier level increases, the required first passage probability pf can be written as
pf (b
(2)|b(1)) = pf
(
b(2)
⋂
b(1)
)
pf
(
b(1)
) = pf
(
b(2)
)
pf
(
b(1)
) (1)
pf
(
b(2)|b(1)
)
is the conditional probability of exceeding b(2) on the condition that b(1)
is exceeded. Using (1) the final first passage probability, i.e. the lowest first passage
probability required, may be written as the following product
pf (b) = pf
(
b(1)
)m−1∏
i=1
pf
(
b(i+1)|b(i)
)
(2)
The SS method aims at estimating each of the m terms on the right hand side of (2)
by some type of Monte Carlo simulation. Therefore it is beneficial to let the barrier
level be chosen after the simulation of each stage is performed and fix the intermediate
first passage probabilities associated with them. All the terms in the product are chosen
large enough so that they can be estimated with low number of samples i.e. p0 = 0.1 in
conjunction with (3).
pf
(
b(1)
)
= p0
pf
(
b(i+1)|b(i)
)
= p0 , i = 1, · · ·m− 1
}
(3)
b(1), with its probability pf
(
b(1)
)
= p0, is determined by performing SMC with low
number of samples, i.e. Nsim = 500, as the (p0×Nsim)th barrier level when all simulated
barrier levels are sorted in descending order. The conditional probability terms on the
right hand side of (1) can not be estimated by SMC and need a technique which is
capable of generating samples conditioned on the previous samples. For this reason those
samples of X(1) which correspond to the barrier levels higher than b(1), the so-called
seeds, are saved for simulating the next generation of excitation. This consists of Nseed =
p0 × Nsim seeds to be kept in memory. Au and Beck Au and Beck (2001) proposed
using a modified Metropolis Hastings algorithm for generation of the conditional samples
which is explained in 3.3. In the next section the original Metropolis Hastings algorithm
is described which is the basis for the conditional sampling scheme. In the following
sections the proposed modifications are explained with emphasis on their difference with
the original algorithm.
3.1 Metropolis-Hastings algorithm
Let x(k) denote the samples of a discrete stochastic load process X(k) at the instants of
time k = 1, · · · , N - in the reliability analysis these refer to the basic random variables
used to generate the loads -. The random variables X(k) are assumed to be mutual inde-
pendent and identical distributed with the Probability Density Function(PDF) π
(
x(k)
)
.
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X(k) is assembled in the random vector X with the Joint Probability Density Func-
tion(JPDF) π(x). Due to the iid components π(x) becomes as indicated in (4). It should
be noted that the original Metropolis Hastings (MH) algorithm does not require iid com-
ponents of the random variables X(k) and only needs their JPDF to be known. In our
context since we refer to the basic random variables the iid is also considered. Corre-
spondingly the samples are stored in the vector x. Let X(i) and X(i+1) denote stochastic
vectors representing (or transformed into) the load process, when changing from barrier
level b(i) to barrier level b(i+1). Both of these vectors are identical distributed, but not
independent. The transition kernel, or alternatively called the proposal distribution, that
X(i) = x moves to X(i+1) is shown by p(X(i+1)|X(i)). Due to the independence and iden-
tical distribution of the components within X(i+1) and X(i), respectively, this may be
written as
π(x(i)) =
N∏
k=1
π
(
x(i)(k)
)
p(x(i+1)|xi) =
N∏
k=1
p
(
x(i+1)(k)|x(i)(k)
)



(4)
where π(·) and p(·) are the one dimensional PDFs of the discrete components X(k).
Consider “Nsim” samples {x(i)1 , · · · ,x
(i)
Nsim
} of X(i) from the i th simulation level. The
transition kernel that X(i) = x
(i)
j moves to a state in X
(i+1), e.g. p(X(i+1)|X(i) = x(i)j ),
can be chosen with the mean value x
(i)
j , but can otherwise be arbitrarily chosen Santoso
et al. (2010). For instance a uniform or Gaussian distribution with an arbitrary standard
deviation, such as the sample standard deviation of the seeds Au et al. (2010), and
its mean value at the value of x
(i)
j (k) for k = 1, · · · , N . Initially a candidate ξj for
x
(i+1)
j , j = 1, · · · , Nsim is drawn from p(·|x
(i)
j ). In order to ensure that samples of X
(i+1)
j
generated by MH will also be distributed with distribution π(·), it is necessary that the
so-called “reversibility condition”, which states that π(ξj) p(x
(i)
j |ξj) = π(x
(i)
j ) p(ξj|x
(i)
j ),
be satisfied for all samples of x
(i)
j and ξj , Chib and Greenberg (1995), Santoso et al.
(2010). For this reason (5) is used as the probability of accepting candidate samples.
a(x
(i)
j , ξj) = min
{
1,
π(ξj) p(x
(i)
j |ξj)
π(x
(i)
j ) p(ξj |x
(i)
j )
}
(5)
Next, ξj is accepted as the next sample, e.g. x
(i+1)
j = ξj, with probability
x
(i+1)
j =
{
ξj w.p. a(x
(i)
j , ξj)
x
(i)
j w.p. 1− a(x
(i)
j , ξj)
(6)
where the term w.p. means “with probability”. Therefore after generation of a candidate
sample ξj a random number is drawn from a uniform distribution between 0 and 1 e.g.
U(0, 1). If this number is less than a(x(i)j , ξj) of (5), ξj will be accepted as the next sample;
else will be rejected and replaced by the seed x
(i)
j . This procedure guarantees that the
distribution of the samples will not be changed as barrier levels increase Hoff (2009). In
case the proposal distribution is chosen to be symmetric, i.e. p
(
B|A
)
= p
(
A|B
)
, it is
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called the random walk Metropolis Hastings and (5) reduces to
a(x
(i)
j , ξj) = min
{
1,
π(ξj)
π(x
(i)
j )
}
(7)
3.2 Conditional probability estimation
The method follows the procedure described in section 3 that started by a SMC and
defining the first barrier level b(1). In the next step(s) Nsim candidate samples for
x
(i+1)
j , j = 1, · · · , Nsim will be generated using a conditional sampler, i.e. MH. The
next generation of excitations are conditioned on a randomly chosen seed of the previous
simulation. If ξj is accepted according to (5) or (7) and (6), the second accept\reject test
will be performed as
x
(i+1)
j =
{
ξj if ξj ∈ F(i)
x
(i)
j if ξj /∈ F(i)
(8)
where F(i) denotes the failure domain of the ith level e.g. F(i) = {ξj |G(ξj) > b(i)}. (8)
means that ξj is accepted (after being accepted in the accept\reject test of the MH)
only if it increases the barrier level to higher than b(i), else is rejected and replaced with
its seed. This step provides the estimation for the conditional terms in (2) and will be
repeated m − 1 times, c.f. (2). The same strategy that was described in section 3 for
choosing barrier levels and seeds will be used in all m− 1 stages of the simulation. This
results in
pif =
pi−10
Nsim
Nsim∑
j=1
IF(i)(x
(i)
j ) , i = 1, · · · ,m (9)
pif represents the minimum failure\first passage probability calculated in the i th step of
the simulation. pi−10 means p0 raised to power “i−1”. IF(i)(x
(i)
j ) is the indicator function
which will be one if the response to x
(i)
j lies in the i
th intermediate failure domain and
is zero otherwise.
3.3 Modified Metropolis-Hastings algorithm
The MH algorithm as presented in 3.1 breaks down in high dimensional problems. This
is since the probability of moving from x
(i)
j to ξj , defined as (5), decreases exponentially
as the number of basic variables - dimension of the problem - increases Au and Beck
(2001). Therefore the Markov chains do not move so frequently from their current state
to the next state and get stocked where they are. This problem can be solved by taking
advantage of independency between candidate coordinates(components) and breaking the
N -dimensional JPDFs π(x
(i)
j ) and p
(
.|x(i)j
)
into their corresponding N independent one
dimensional PDFs π(x
(i)
j (k)) and p
(
.|x(i)j (k)
)
respectively. Accordingly the probability of
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accepting the next state for each sample is defined independently as
a
(
x
(i)
j (k), ξj(k)
)
=
min
{
1,
π
(
ξj(k)
)
p
(
x
(i)
j (k)|ξj(k)
)
π
(
x
(i)
j (k)
)
p
(
ξj(k)|x(i)j (k)
)
}



(10)
which in case of symmetry proposal distribution p
(
B |A
)
= p
(
A |B
)
reduces to
a
(
x
(i)
j (k), ζj(k)
)
= min
{
1,
π
(
ζj(k)
)
π
(
x
(i)
j (k)
)
}
(11)
Next, the accept\reject test will be performed for each component of each realization.
So for k = 1, · · · , N
x
(i+1)
j (k) =
{
ξj(k) w.p. a
(
x
(i)
j (k), ξj(k)
)
x
(i)
j (k) w.p. 1− a
(
x
(i)
j (k), ξj(k)
) (12)
This process will be repeated for j = 1, · · · , Nsim times to generate the next set of
excitations i.e. X(i+1) = {x(i+1)1 , · · · ,x
(i+1)
Nsim
}. This modification is proposed in Au and
Beck (2001) and is called the Modified Metropolis-Hastings (MMH). Hereafter when this
sampling scheme is used for the SS, it is invoked by the term SS-MMH.
3.4 Modified Metropolis Hastings with Reduced Chain Correlation
The Modified Metropolis-Hastings with Reduced chain Correlation(MMHRC) is recently
proposed Santoso et al. (2010) which aims in reducing the correlation between the Markov
chains in the MMH. In view of the sample generation MMHRC follows the original MH
algorithm based on (5), (6) and (7), i.e. the N -dimensional JPDF is used. However every
time the generated ξj is rejected according to (6), a new sample is generated conditioned
on the same seed. This process is repeated as many times as needed to let the generated
candidate be accepted by (6). Clearly this modification takes more time for sample
generation compared to MMH. SS-MMHRC shows good performance for low to medium
dimensional problems i.e. N ≤ 100 Santoso et al. (2010). However on the numerical
simulation performed in this study, c.f. 4.1, the Markov chains generated by MMHRC
have high tendency to stay in the initial state, i.e. a(x
(i)
j , ξj) ≈ 0. This means that
the barrier level is rarely increased. This is due to the high dimensions of the problem
N = 1501 which is the same problem that causes breaking down of the original MH
algorithm in high dimensions Au and Beck (2001).
3.5 Modified Metropolis Hastings with Delayed Rejection
Following the idea of Tierney and Mira (1999) the so-called Modified Metropolis-Hastings
with Delayed Rejection (MMHDR) Zuev and Katafygiotis (2011) is proposed. Here the
MMH approach is followed for generation of the conditional samples. Although in case
a candidate sample does not belong to the failure region, i.e. ξj /∈ F(i) in (8), it will
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not be rejected and will be given a second chance. In such a case the components of the
candidate ξj, e.g. ξj(k), are divided into two non-overlapping sets. Set T = {k |x(i)j (k) =
ξj(k)} which consists of the set of coordinates which have evolved to new states and its
complementary set T which includes the rest of the components. Next the coordinates
which belong to T will be given another chance to evolve to a new state ξ(2). The proposal
density of moving to ξ
(2)
j (k), e.g. q(.|x
(i)
j (k), ξj(k)), can in general be chosen different from
the proposal density of moving from x
(i)
j (k) to ξj(k), e.g. p(.|x
(i)
j (k)). It should be noted
that the candidate samples for ξ
(2)
j are again generated around the original seed x
(i)
j (k)
and not ξj(k) i.e. q(.|x(i)j (k), ξj(k)) = q(.|x
(i)
j (k)), Katafygiotis and Cheung (2007). The
probability of accepting the new samples conditioned on the two previous samples is
defined as Tierney and Mira (1999)
a∗
(
x
(i)
j (k), ξj(k), ξ
(2)
j (k)
)
=
min
{
1,
π
(
ξ
(2)
j (k)
)
p
(
ξj(k)|ξ(2)j (k)
)
π
(
x
(i)
j (k)
)
p
(
ξj(k)|x(i)j (k)
)×
q
(
x
(i)
j (k)|ξ
(2)
j (k), ξj(k)
)
a
(
ξ
(2)
j (k), ξj(k)
)
q
(
ξ
(2)
j (k)|x
(i)
j (k), ξj(k)
)
a
(
x
(i)
j (k), ξj(k)
)
}



(13)
where a
(
ξj(k), ξ
(2)
j (k)
)
determines the probability of moving from ξj(k) to ξ
(2)
j (k) in the
same manner as defined in (10). In case that both transition kernels are chosen symmetry
(13) reduces to
a∗
(
x
(i)
j (k), ξj(k), ξ
(2)
j (k)
)
= min
{
1,
p
(
ξj(k)|ξ(2)j (k)
)
min
{
π
(
ξ(2)(k)
)
, π
(
ξ(k)
)}
p
(
ξj(k)|x(i)j (k)
)
min
{
π
(
x
(i)
j (k)
)
, π
(
ξ(k)
)}






(14)
where in (14) the equality a ×min {1, b/a} = b × min {1, a/b} is used which is true for
any positive pair {a, b}.
4. Numerical simulations
4.1 Linear SDOF oscillator
The purpose of this simulation is to test applicability of the introduced SS schemes and
chose the applicable algorithm(s) to be implemented on the wind turbine model. 500
initial samples, e.g. Nsim = 500, are chosen for all of the simulations on the SDOF
oscillator. The addressed methods are applied on a SDOF linear oscillator presented in
Au and Beck (2001) with its equation of motion
ÿ(t) + 2ζωẏ(t) + ω2y(t) = x(t) (15)
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Figure 2. Estimations of the first passage probability of the SDOF oscillator with SS-MMH
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Figure 3. Estimations of the first passage probability of the SDOF oscillator with SS-MMHDR
where ζ = 0.02, ω = 2.5π rad/s. (15) is solved at discrete time steps tk = k∆t , k =
1, · · · , N . The time resolution is set to ∆t = 0.02 which results in N = 1501. The
excitation is assumed to be Gaussian white noise with unit spectral intensity S0 = 1.
Variance of the response process is σ2X = π/2ζω
3 = 0.4026. The failure event is defined as
the first passage of the maximum of the magnitude of the response of the oscillator from
the barrier level “b”, i.e. Pf (b) = Prob
(
max
t∈[0,T ]
|y(t)| > b
)
with T = 30[s]. This probability
is estimated using SS-MMH, SS-MMHRC and SS-MMHDR. The proposal distributions
are chosen uniform distributions with their spread equal to the standard deviation of
the previous samples and centered around the initial sample’s seed i.e. pk
(
.|x(i)j (k)
)
=
qk
(
.|x(i)j (k), ζj(k)
)
= U
(
x
(i)
j (k)−σx(i)j (k), x
(i)
j (k)+σx(i)j (k)
)
. The SS-MMHRC breaks down
after the first (SMC) stage due to the mentioned reason. Ten estimations of the SS-
MMH and SS-MMHDR are shown in figures 2 and 3 respectively. It should be noted
that MMHDR algorithm makes a re-calculation whenever evaluation of the LSF rejects
a candidate sample. This is not a minor computation effort since it requires the major
part of the calculation, i.e. dynamic analysis, to be repeated.
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Figure 4. Definition of degrees of freedom and pitch angles
4.2 Fixed speed Wind turbine
The wind turbine model used in this study consists of four major modules e.g. the turbu-
lence generator, Aerodynamic load calculation, structural dynamics and pitch controller.
The spatially correlated turbulent wind field is generated using a state space model
Sichani et al. (2010). The motions of the blades relative to the hub and the motion of the
tower in the mean wind direction are modeled using modal model by one mode shape.
Only motions in the mean wind direction is considered for which reason no gyroscopic
forces are present, save the centripetal forces. Let yi(x, t), i = 1, 2, 3 denote the displace-
ment fields of the blades relative to the hub, where x ∈ [0, L] is measured from the hub
and L is the length of the blades, c.f. figure 4. Further y4(x, t) denotes the displacement
of the tower in the same direction, where x ∈ [0, h] is measured from the foundation and
h is the height of the nacelle above the ground surface. Then, the indicated displacement
fields may be written as
yi(x, t) ' Φ(x)qi(t) , i = 1, 2, 3
y4(x, t) ' Φ0(x)q4(t)
}
(16)
Φ0(x) is the part of the fundamental eigenmode of the wind turbine belonging to the
tower and Φ(x) is the fundamental fixed base mode shape of the blade. The mode shapes
are normalized to one at the nacelle and the blade tip, respectively, so the generalized
coordinates q1(t), q2(t), q3(t) may be interpreted as the tip displacement of the blades
relative to the hub, and q4(t) is the displacement of the nacelle. The blades are modeled
as Bernoulli-Euler beams with the bending stiffness EI(x) around an axis orthogonal to
the rotor plane, and the mass per unit length µ(x). Similarly, the tower is modeled as
a Bernoulli-Euler beam with the bending stiffness EI0(x). The mass per unit length is
formally written as
µ̄0(x) = µ0(x) +M0δ(x− h) (17)
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Figure 5. Structural properties of the NREL 5MW wind turbine. a) Tower’s mode shape, b)
Blade’s mode shape, c) Bending stiffness of the tower, d) Bending stiffness of the blade, e)
Tower’s mass per unit length, f) Blade’s mass per unit length
µ0(x) denotes the continuous mass distribution, M0 is the mass of the nacelle and the
hub; δ(·) is Dirac’s delta function. The dynamic load per unit length on the tower in the
mean wind direction is denoted p4(x, t). Correspondingly, the load on the three blades
in the same direction are denoted p1(x, t), p2(x, t) and p3(x, t). The rigid body motion of
the drive train is modeled as a single rotational degree of freedom q5 by assuming infinite
stiff drive shafts and no elastic deformation in the gear, whereby the kinematic relation
for the angular rotation of the rotor of the generator emerges as qg = Nq5. N is the gear
ratio between high and low speed shafts. Furthermore, the mass moment of inertia of
the gear wheels and the connected shafts are included into the mass moment of inertia
Jr and Jg of the rotor and the generator rotor, respectively. Using Lagrange’s equations
the following governing equations of the system may be obtained
mq̈(t) + cq̇(t) + kq(t) = f(t) (18)
where
m =


m1 0 0 m2 0
0 m1 0 m2 0
0 0 m1 m2 0
m2 m2 m2 m0 0
0 0 0 0 J


(19)
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k =


k 0 0 0 0
0 k 0 0 0
0 0 k 0 0
0 0 0 k0 0
0 0 0 0 0


(20)
where
m =
∫ L
0 µ(x)dx
m1 =
∫ L
0 µ(x)Φ
2(x)dx
m2 =
∫ L
0 µ(x)Φ(x)dx
m3 =
∫ L
0 xµ(x)dx
m4 =
∫ L
0 xµ(x)Φ(x)dx
m5 =
∫ h
0 xµ0(x)Φ0(x)dx
m0 =
∫ h
0 µ0(x)Φ
2
0(x)dx+M0 + 3m
Jr =
∫ L
0 x
2µ(x)dx



(21)
J is the generalized mass moment of inertia related to the rigid body degree-of-freedom
q5(t) given as J = Jr + N
2Jg. q(t) and f(t) represent the generalized (modal) dis-
placements and the loads vectors respectively. The damping matrix c merely includes
structural damping. Aerodynamic damping is included later via the aerodynamic load.
Then c may be written as a diagonal matrix with its first three diagonal elements, e.g.
blades’ structural damping, equal to 2ζωm1, the tower’s structural damping 2ζ0ω0m0
and the energy loss in the gearbox modeled by the term ηMr,0/Ωr,0. Ωr,0 = q̇5,0 is the
referential (nominal) rotational speed of the rotor. ω and ζ denote the eigenfrequency
and damping ratio of the blades, when fixed to the hub. Correspondingly, ω0 and ζ0
denote the eigenfrequency and damping ratio of the lowest mode of the tower, which are
assumed to be known. η is the loss factor of the transmission system due to friction in
gears and bearings, which typically is a few percent and Mr,0 = P/Ωr,0 is the referential
rotor torque for P = 5MW nominal power output. The generalized stiffness coefficients
of the blades and the tower are given as k = ω2m1 and k0 = ω
2
0m0. The generalized
external dynamic loads become
fi(t) =
∫ L
0 Φ(x)pi(x, t)dx , i = 1, 2, 3
f4(t) =
∫ h
0 Φ0(x)p4(x, t)dx+
3∑
i=1
∫ L
0 Φ(x)pi(x, t)dx
f5(t) = Mr − (1− η)NMg



(22)
where Mr and Mg are the instantaneous rotor and generator torques respectively. Asyn-
chronous slip variable generator is considered for which the generator torque under nor-
mal operation conditions is linearly dependent on the rotational speed Nq̇5(t). The rela-
tion may be given in the form
Mg(t) = Mg,0
Nq̇5(t)− Ωg,00
Ωg,0 − Ωg,00
(23)
where Mg,0 = Mr,0/N is the nominal generator torque, Ωg,0 = NΩr,0 is the nominal
generator rotational speed and Ωg,00 is the generator speed for the zero generator torque.
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In the fixed speed wind turbine the rotational speed of the rotor is set equal to its nominal
value ωr,0.
4.3 wind model
The turbulent wind field is modeled using a state space formulation which results in
a state space model of the form of (24) where v(j) = [v1(j), · · · , vm(j)] represents the
vector of turbulence in all of the nodes where realizations are simulated. Ξ(j) ∼ N (0, I)
are mutually independent identically distributed Gaussian white noise variables, i.e. basic
random variables, and x(j+1) is a temporary state vector which defines the order of the
model.
x(j + 1) = ATx(j) +BTΞ(j)
v(j) = CTx(j) +DTΞ(j)
(24)
Calibration of the quadruple (AT ,KT ,CT ,DT ) is out of scope of this work and is de-
scribed in detail in Sichani et al. (2010). Here the idea is to calibrate the stated quadruple
such that the cross-covariance function of (24) matches best to the cross-covariance func-
tion of the turbulence. In this study the Kaimal power spectral density function with
exponentially decaying coherence function is assumed for the turbulence Sichani et al.
(2011a). The presented approach for turbulence modeling does not take into account the
rotational sampling effect of the turbulence process. Therefore it is needed to make an
interpolation as the blades pass through different turbulence nodes in between two nodes
which is done by the so-called influence function c.f. figure 1.
4.4 Variable speed wind turbine
In this case a controller is in charge of keeping the rotational speed of the rotor around
its rated speed Ωr,0. The controller does this by changing the pitch angles of the blades,
denoted as β1(t), β2(t) and β3(t). These are controlled by 1st order filter equations as-
sembled in the vector relation (25)
β̇(t) = −1
τ
(
β(t)− β0(q, q̇, t)
)
(25)
β(t) =


β1(t)
β2(t)
β3(t)

 , β0(q, q̇, t) =


β1,0(q, q̇, t)
β2,0(q, q̇, t)
β3,0(q, q̇, t)

 (26)
τ is a constant specifying the time-delay of the pitch actuators. βj,0(q, q̇, t) denotes the
pitch control demand. From various available techniques for controller types, the PID
controller is chosen in this work. The control command is then expressed as
βj,0(q, q̇, t) = G
(
e(t) +
1
τi
∫ t
0
e(t)dτ + τd
d
dt
e(t)
)
(27)
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where j = 1, 2, 3 is the blade counter. e(t) is the error signal defined as
e(t) = q̇5(t)− q̇5,0 (28)
as seen the control demand is identical for all blades. G is the controller gain, τi is the
integral control time constant and τd is the differentiator time constant. There exist
several techniques for designing the indicated controller i.e. by means of the Ziegler-
Nichols empirical tuning formula, Ogata (2009). In practice a pure differentiator is rarely
used due to its noise amplification effect, therefore it is usually replaced by a first order
low-pass filter, Xue et al. (2008). In the present work the controller gains are tuned
manually with the gains indicated in table 1. The equations of motion (18) and the
control equations (25) may be combined into the state vector equations
ż(t) = Az(t) +Bf
(
v(t), z(t)
)
+B0(t) (29)
z(t) =


q(t)
q̇(t)
β(t)

 (30)
A =


0 I 0
−m−1k −m−1c 0
1
τ b1
1
τ b2 − 1τ I


B =


0
m−1
b3


B0(t) =


0
0
b0(t)





(31)
where b0(t),b1,b2 and b3 are given as
b0(t) = −
GΩr,0
τ
(
1 +
t
τi
)

1
1
1

 (32)
b1 =
G
τi


0 0 0 0 1
0 0 0 0 1
0 0 0 0 1


b2 = τi
(
1− η τdJ
Mr,0
Ωr,0
)
b1
b3 =
τd
J b2



(33)
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Table 1. Structural parameters of the wind turbine model
h 87.6 m ζ0 0.01
L 61.5 m ζ 0.005
m 17415 kg ω 4.2 rad/s
m0 404520 kg ω0 2.0 rad/s
m1 791 kg k 14120 N/m
m2 1893 kg k0 1667914 N/m
m3 359304 kgm Ωr,0 1.27 rad/s
m4 83228 kgm Ωg,00 73.7 m/s
m5 6100058 kgm Vr 15 m/s
Jr 35337324 kgm
2 Vo 25 m/s
Jg 535 kgm
2 Vi 5 m/s
N 97 τ 0.2 s
M0 296780 kg τi 5 s
Mr,0 3946018 Nm τd 0 s
η 0.05
Table 2. Subset simulation parameters
Nsim p0 m CPU time [s] Memory [GB]
500 0.1 6 1.5× 104 1.2
500 0.5 15 3.4× 104 6.0
1000 0.1 6 3.0× 104 2.4
2000 0.1 6 6.0× 104 4.8
3000 0.1 6 8.5× 104 7.2
4.5 Rare event estimation of the wind turbine
The time duration for simulation is chosen 800[sec] where the first 200s are discarded
to take into account the effect of the transient phase of the system response. The rest
simulates a 10min. interval which is prescribed in design codes for extraction of prob-
abilistic behavior of the turbines IEC (2005b). The resolution of the time integrator is
set to ∆t = 0.2s. Turbulent wind field is simulated on 31 nodes, one on the hub and
others at 0.8L radial distance from hub on an equi-distance angular grid. The mean
wind is set to Vr = 15[m/s] and the cut-in and cut-out speeds are set to Vi = 5[m/s]
and Vo = 25[m/s] respectively. The limit state function is defined as the first passage
of the magnitude of the tower displacement from the threshold (barrier) level b i.e.
pf (b) = Prob
(
max
t∈[0,T ]
|z4(t)| ≥ b
)
with T = 600[s] of simulation. Discarding the transient
simulation time, the LSF is defined as a function of 93000 stochastic variables. Failure
probability of the model is estimated by SS with parameters indicated in table 2 and SMC
with 4.95 × 105 samples. A practical issue is the very high number of the basic random
variables, e.g. the iid Gassian random numbers which will pass through the turbulence
filter, needed to be stored in the memory for the next stage of the simulation. These
consists of seeds for two consecutive simulation levels which contains 2Nseed sets of basic
random variables requiring approximately 12MB of disc space for only one simulation.
Therefore a simulation with 500 initial samples and p0 = 0.1 requires approximately
1.2GB memory (or disc space) to save 2Nseed = 100 seeds for two simulation levels. The
proposal distributions are chosen uniform centered at the sample seed and with spread
equal to 2 times standard deviation of the seeds of the previous level.
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Figure 6. First passage probability estimation SS-MMH. Fixed speed wind turbine; 6 stages with
p0 = 0.1 Thick black: Standard Monte Carlo, Thin blue: Subset simulation with MMH sampling
scheme
Figures 4.5 and 4.5 show estimates of the first passage probability of the fixed speed
wind turbine with SS-MMH and SS-MMHDR respectively. In both figures number of
samples is Nsim = 500 and probability increment is set to p0 = 0.1. Each figure shows
10 estimates of the first passage probability with SS together with the SMC results.
The figures show that both methods are successful in increasing barrier levels and their
estimates are close to that of the SMC. However SS-MMHDR results suffer from small
over estimation of the first passage probability at high barrier levels. Figures 4.5 and 4.5
show the estimates of the first passage probability of the variable speed wind turbine.
The figures show that presence of the controller has considerable effect on first passage
probability estimation. The controller not only changes the range of barrier levels but
also makes the estimation of the first passage probability a more difficult task. As seen
in figures 4.5 and 4.5 both methods have rather poor estimates of the first passage
probabilities of order 10−7 for the variable speed wind turbine case.
For the fixed speed wind turbine the value p0 = 0.1 is shown to be a good choice and
both methods overcome the difficulties faced by high dimensions of the model. However
the variable speed model has difficulties in estimating very low probabilities c.f. figures 4.5
and 4.5. In order to give more chance of uniform distribution of the seeds in the failure
region of the problem, the intermediate failure probability has been increased by setting
p0 = 0.5. This clearly requires increasing the number of the simulation stages, e.g. m in
(2) and (3), for estimation of the same failure probability. Here 15 stages of simulation
have been used which allows estimation of the failure probabilities down to 1.2 × 10−7.
Moreover it is interesting to assess the efficiency of the method by increasing the
initial sample number compared to decreasing the intermediate threshold levels since
they both end up in increasing the number of seeds and the computation cost. Therefore
in the next steps Nsim has been changed from 500 to 1000, 2000 and 3000 while keeping
p0 = 0.1. Figures 4.5 and 4.5 show estimated first passage probabilities for the fixed
and the variable speed cases respectively by SS-MMH with different configurations. It is
seen that increasing number of samples has similar effects as decreasing the intermediate
threshold level. However the recorded computation time, c.f. table2, on a 2.80GHz Intel
i7 CPU with 8GB memory is in favor of choosing less initial samples, Nsim, with bigger
probability increments, p0, but with more simulation stages, m. Figures 4.5 and 4.5 are
the counterparts of figures 4.5 and 4.5 but the SS-MMHDR method is used here. It is
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Figure 7. First passage probability estimation SS-MMHDR. Fixed speed wind turbine; 6 stages
with p0 = 0.1 Thick black: Standard Monte Carlo, Thin green: Subset simulation with MMHDR
sampling scheme
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Figure 8. First passage probability estimation SS-MMH. Variable speed wind turbine; 6 stages
with p0 = 0.1 Thick black: Standard Monte Carlo, Thin blue: Subset simulation with MMH
sampling scheme
seen that increasing number choosing bigger p0 with more simulation stages increases
the over estimation of the probability in the fixed wind turbine case. Although on the
variable speed case the conclusion is the same as the SS-MMH method.
5. Conclusions
The low first passage probability of a reduced order wind turbine model is estimated
based on the Makov Chain Monte Carlo. A well-known method for this aim, e.g. SS-
MMH, with two of the most recent modifications to the original algorithm have been
implemented and compared to the original method on a linear SDOF oscillator. The
results show that in high dimensions the chains constructed by SS-MMHRC algorithm
do not move to the next state often, and tend to stay in their initial state. However
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Figure 9. First passage probability estimation SS-MMHDR. Variable speed wind turbine; 6
stages with p0 = 0.1 Thick black: Standard Monte Carlo, Thin green: Subset simulation with
MMHDR sampling scheme
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Figure 10. First passage probability estimation SS-MMH. Fixed speed wind turbine. blue: 6
stages with 500 samples and p0 = 0.1; red : 15 stages with 500 samples and p0 = 0.5; green: 6
stages with 1000 samples and p0 = 0.1; magnet: 6 stages with 2000 samples and p0 = 0.1; cyan:
6 stages with 3000 samples and p0 = 0.1
the SS-MMH and the SS-MMHDR are both successful in moving to the next states and
increase the barrier levels.
The estimated first passage probability of the fixed speed wind turbine is in good
agreement with SMC with all different simulation configurations with SS-MMH. On
the other hand SS-MMHDR results have small over estimations in their predictions.
Estimations of the first passage probability of the variable speed wind turbine is also
presented. This is a high dimensional nonlinear first passage estimation of a dynamic
system incorporating a controller; which to the best knowledge of authors is the first time
being reported in the literature on VRMC methods. It is seen that presence of a controller
has considerable effect on first passage probability estimation. The controller not only
changes the range of barrier levels but also makes the estimation of the first passage
probability a more difficult task. The SS estimations of the first passage probability of
the variable speed wind turbine underestimate the failure probability of the high barrier
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Figure 11. First passage probability estimation SS-MMH. Variable speed wind turbine. blue: 6
stages with 500 samples and p0 = 0.1; red : 15 stages with 500 samples and p0 = 0.5; green: 6
stages with 1000 samples and p0 = 0.1; magnet: 6 stages with 2000 samples and p0 = 0.1; cyan:
6 stages with 3000 samples and p0 = 0.1
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Figure 12. First passage probability estimation SS-MMHDR. Fixed speed wind turbine. blue: 6
stages with 500 samples and p0 = 0.1; red : 15 stages with 500 samples and p0 = 0.5; green: 6
stages with 1000 samples and p0 = 0.1; magnet: 6 stages with 2000 samples and p0 = 0.1; cyan:
6 stages with 3000 samples and p0 = 0.1
levels i.e. of order 10−7.
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ABSTRACT
This paper deals with the estimation of the failure probability of wind turbines required
by codes of practice for designing them. The Standard Monte Carlo (SMC) simulations
might be used for this reason conceptually as an alternative to the popular Peaks Over
Threshold (POT) method. However, estimation of very low failure probabilities with
SMC simulation easily leads to unacceptably high computational costs. In this study an
Enhanced Monte Carlo (EMC) method is proposed that overcomes this obstacle. The
method has advantages over both POT and SMC in terms of low computational cost
and accuracy. The method is applied to a low order numerical model of a 5 MW wind
turbine with a pitch controller exposed to a turbulent inflow. Two cases of the wind
turbine model are investigated. In the first case the rotor is running with a constant
rotational speed. In the second case the variable rotational speed is controlled by the
pitch controller. This provides a fair framework for comparison of the behavior and
failure event of the wind turbine with focus on the effect of the pitch controller. The
Enhanced Monte Carlo method is then applied to the model and the failure probabilities
of the model are estimated down to the values related to the required 50 year’s return
period of the wind turbine.
Keywords: Wind turbine; pitch controller; reliability analysis; return period.
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Introduction
Design codes for wind turbines are based on a return period (expected first-
passage time) of Tr = 50 years, (IEC 2005a). This requires estimation of the
design values of the wind turbine models related to the failure probability of the
order 10−7. According to the IEC61400-1 standard (IEC 2005b), the design value
r of a stochastic response process R(t), t ∈ [0,∞) (deformation, bending moment,
stress, etc.) is obtained by extrapolation of the failure probability of the design
value, r, in a reference epoch T to the return period Tr. Presuming independent
failure events in adjacent reference epochs, the exceedance probability of the
design value is given as
P
(
Rmax(Tr) > r
)
' Tr
T
P
(
Rmax(T ) > r
)
, (1)
where Rmax(T ) and Rmax(Tr) denote the maximum values in intervals T and Tr,
respectively. With Tr = 50 years and T = 600s, Eq. (1) provides the relation
P
(
Rmax(T ) > r
)
. T
Tr
= 3.8× 10−7 (2)
The design value “r” is obtained as the solution to Eq. (2). It is out of the
question to determine “r” by SMC due to the indicated low failure probability.
The suggested approach in the IEC61400-1 standard is to use a Weibull or a
Gumbel distribution (Harris 2004; Cook and Harris 2004) as the distribution
function FRmax(T )(r) = 1−P
(
Rmax(T ) > r
)
for Rmax. This provides the following
two alternative distributions:
FRmax(T )(r) = 1− exp
(
−
(
r − r0
r1
)r2)
FRmax(T )(r) = exp
(
− exp
(
r − r0
r1
))



(3)
where r0, r1 and r2 > 0 are locations, scale and shape parameters, which are
estimated from the available sample. Many other choices of the distributions
have been suggested such as reversed Weibull, log-normal (Harris 2005; Simiu
et al. 2001; Freudenreich and Argyriadis 2007) etc., combined by the well-known
Peaks-Over-Threshold (POT) method. Due to the inherent uncertainties in the
fitting type, these methods do not yield accurate estimates of the low failure
probabilities, i.e. it is not clear which extreme value distribution should be used
in different situations. Clearly, it is beneficial to use a robust technique for
estimating these failure probabilities which has the robustness of the SMC but
with lower computation cost. In this regard there exist possibilities for efficient
estimation of these low failure probabilities such as Importance Sampling (IS)
(Macke and Bucher 2003), Line Sampling (LS) (Schuëller 2008), local domain
2 submitted to J. Eng. Mech., ASCE
Monte Carlo (Pradlwarter and Schuëller 2010) etc. which might all be called
Variance Reduction Monte Carlo (VRMC) methods.
The critical problem that renders most of the available methods inapplicable
in practice is their high vulnerability in analysis of high dimensional nonlinear
systems (Sichani et al. 2011; Valdebenito et al. 2010). It should be noted
that dimensionality in the context of the VRMC methods refers to the number
of basic stochastic variables in the normal space, (Katafygiotis and Zuev 2008),
i.e. discrete approximations of the white noise entering turbulence filter in this
study. Next the aerodynamic loads are calculated based on the turbulent wind
field. These are governed by a highly nonlinear relationship which is solved by
iteration. These steps not only increases the complexity of the problem but also
prohibit the development of a straight forward input-output relationship for the
system. Therefore the calculation of the required a-priori data for these methods,
e.g. the gradient of the Limit State Function (LSF) required by local domain
Monte Carlo (Pradlwarter and Schuëller 2010), requires a high computational
effort which is out of budget in practical applications.
Additionally to the above mentioned problems, methods such as IS or LS
make it possible to calculate the failure probability of a predefined barrier level
very accurately. However this might suffice in reliability assessment problems,
it does not in design problems where the barrier level for a predefined failure
probability, e.g. the value of r in Eq. (2), is required to be estimated. The use of
these methods in such cases is conditional on coupling them with an additional
optimization. The drawback is that the optimization requires estimation of failure
probability for several barrier levels which urges tuning the whole set of a-priori
system information, i.e. control functions (critical excitations) in IS (Macke and
Bucher 2003) or important directions in LS (Schuëller 2008), each time the barrier
level is changed. This necessitates repetition of the majority of the computation
procedures and causes significant reduction of efficiency of the method. Based on
the mentioned discussions it is concluded that a high computational load will be
demanded in such cases, especially for nonlinear systems, which demotivates the
use of these methods as also pointed out by other researchers (Pradlwarter et al.
2007).
Therefore it is motivating to use more general methods for such systems which
can cross over these problems without losing much accuracy or efficiency. Re-
cently, the new so-called Enhanced Monte Carlo (EMC) method has been pro-
posed by Naess et al. (Naess and Gaidai 2008b), which has been successfully ap-
plied for extreme response prediction and reliability analysis of structures (Naess
and Gaidai 2008a; Naess et al. 2009). The method is further elaborated re-
garding the statistical dependencies of the extreme value samples of the system
response (Naess and Gaidai 2009). An advantage of this method is its closeness
to the POT, although it is a more general approach. In the present paper the
performance of the method on a nonlinear model embedding a controller is in-
vestigated. The presence of the controller adds a secondary nonlinearity to the
model and makes tracing the system’s behavior even more difficult. This problem
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FIG. 1. Definition of degrees of freedom section moments and pitch angles.
has specific motivations for the wind turbines since it addresses a practical issue
on demand by codes of practice.
Wind turbine model
In order to test the applicability of the proposed method on fixed and variable
speed wind turbines a reduced order model of a 5 MW reference wind turbine is
developed. The specifications of the wind turbine structure are adopted from the
NREL reference wind turbine (Jonkman et al. 2009). It is attempted to cover the
principal behavior of the wind turbine therefore the model consists of structure,
pitch controller, aerodynamic loads and wind modules which are explained in
detail in the following sections.
Mechanical Model
The motions of the blades relative to the hub and only the motion of the tower
in the mean wind direction are modeled by single degree-of-freedom systems. Let
yi(x, t), i = 1, 2, 3 denote the displacement fields of the blades relative to the hub,
where x ∈ [0, L] is measured from the hub and L is the length of the blades
of Fig. 1. Further y4(x, t) denotes the displacement of the tower in the same
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FIG. 2. Single degree of freedom representation of drive train.
direction, where x ∈ [0, h] is measured from the foundation and h is the height
of the nacelle above the ground surface. Then, the indicated displacement fields
may written
yi(x, t) ' Φ(x)qi(t) , i = 1, 2, 3
y4(x, t) ' Φ0(x)q4(t) .
}
(4)
Φ0(x) is the part of the fundamental eigenmode of the wind turbine belonging
to the tower and Φ(x) is the fundamental fixed base mode shape of the blade.
The blades and the tower are modeled as Bernoulli-Euler beams (Sichani et al.
2011). The dynamic load per unit length on the tower in the mean wind direction
is denoted p4(x, t). Correspondingly, the load on the three blades in the same
direction are denoted p1(x, t), p2(x, t) and p3(x, t). The rigid body motion of the
drive train is modeled as a single rotational degree of freedom q5 by assuming
infinite stiff drive shafts and no elastic deformation in the gear, whereby the
following kinematic relation emerge for the angular rotation of the rotor of the
generator
qg = Nq5 (5)
where N is the gear ratio, cf. Fig. 2. Furthermore, the mass moment of inertia
of the gear wheels and the connected shafts are included into the mass moment
of inertia Jr and Jg of the rotor and the generator rotor, respectively. Using
Euler-Lagrange’s equations (Meirovitch 2001), the following governing equations
of the system may be obtained
mq̈(t) + cq̇(t) + kq(t) = f(t) (6)
m =


m1 0 0 m2 0
0 m1 0 m2 0
0 0 m1 m2 0
m2 m2 m2 m0 0
0 0 0 0 J


, k =


k 0 0 0 0
0 k 0 0 0
0 0 k 0 0
0 0 0 k0 0
0 0 0 0 0





(7)
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m =
∫ L
0
µ(x)dx m4 =
∫ L
0
xµ(x)Φ(x)dx
m1 =
∫ L
0
µ(x)Φ2(x)dx m5 =
∫ h
0
xµ0(x)Φ0(x)dx
m2 =
∫ L
0
µ(x)Φ(x)dx m0 =
∫ h
0
µ0(x)Φ
2
0(x)dx+M0 + 3m
m3 =
∫ L
0
xµ(x)dx Jr =
∫ L
0
x2µ(x)dx



(8)
J is the generalized mass moment of inertia related to the rigid body degree-of-
freedom q5(t) given as
J = Jr +N
2Jg (9)
The damping matrix c merely includes structural damping. Aerodynamic damp-
ing is included later via the aerodynamic load. Then c may be written as
c = diag(2ζωm1, 2ζωm1, 2ζωm1, 2ζ0ω0m0, ηMr,0/Ωr,0) (10)
q(t) =


q1(t)
...
q5(t)

 , f(t) =


f1(t)
...
f5(t)

 (11)
where Ωr,0 = q̇5,0 is the referential (nominal) rotational speed of the rotor. ω and
ζ denote the eigenfrequency and damping ratio of the blades, when fixed to the
hub. Correspondingly, ω0 and ζ0 denote the eigenfrequency and damping ratio of
the lowest mode of the tower, which are assumed to be known. η is the loss factor
of the transmission system due to friction in gears and bearings, which typically
is a few percent and Mr,0 = P/Ωr,0 is the referential rotor torque for P = 5MW
nominal power output. The generalized stiffness coefficients of the blades and the
tower are given as
k = ω2m1 , k0 = ω
2
0m0 (12)
k0 is determined, so the generalized eigenvalue problem defined from Eq. (7)
provides the prescribed angular lower eigenfrequency ω0. The generalized external
dynamic loads become
fi(t) =
∫ L
0
Φ(x)pi(x, t)dx , i = 1, 2, 3
f4(t) =
∫ h
0
Φ0(x)p4(x, t)dx+
3∑
i=1
∫ L
0
Φ(x)pi(x, t)dx
f5(t) = Mr − (1 + η)NMg



(13)
where Mr and Mg are the instantaneous rotor and generator torques respectively
and asynchronous slip variable generator is considered for which the generator
torque under normal operation conditions is linearly dependent on the rotational
speed Nq̇5(t). The relation may be given on the form
Mg(t) = Mg,0
Nq̇5(t)− Ωg,00
Ωg,0 − Ωg,00
(14)
where Mg,0 = Mr,0/N is the nominal generator torque, Ωg,0 = NΩr,0 is the
nominal generator rotational speed and Ωg,00 is the generator speed for the zero
generator torque.
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Controller model
β1(t), β2(t) and β3(t) denote the pitch angles of the blades, see Fig. 1. These are
controlled by the 1st order filter equations assembled in the vector relation
β̇(t) = −1
τ
(
β(t)− β0(q, q̇, t)
)
(15)
β(t) =


β1(t)
β2(t)
β3(t)

 , β0(q, q̇, t) =


β1,0(q, q̇, t)
β2,0(q, q̇, t)
β3,0(q, q̇, t)

 (16)
τ is a constant specifying the time-delay of the pitch actuators. βj,0(q, q̇, t) de-
notes the pitch control demand. From various available techniques for controller
design, the PID controller, due to its wide range of applications in industry and
its simplicity, (Ogata 2009), is chosen in this work. The control command is then
expressed as
βj,0(q, q̇, t) = G
(
e(t) +
1
τi
∫ t
0
e(t)dτ + τd
d
dt
e(t)
)
= G
(
q̇5(t)− Ωr,0 +
1
τi
(
q5(t)− tΩr,0
)
+
τd
J
(
f5(t)− η
Mr,0
Ωr,0
q̇5(t)
))
, j = 1, 2, 3
(17)
where e(t) is the error signal defined as
e(t) = q̇5(t)− q̇5,0 (18)
as seen the control demand is identical for all blades. G is the controller gain
which is chosen inverse proportional to the partial derivative ∂Mr
∂β
, τi is the integral
control time constant and τd is the differentiator time constant which is chosen
as a fraction of τi. There exist several techniques for designing the indicated
controller i.e. by means of the Ziegler-Nichols empirical tuning formula, (Ogata
2009). In practice a pure differentiator is rarely used due to its noise amplification
effect, therefore it is usually replaced by a first order low-pass filter, (Xue et al.
2008). In the present work the controller gains are tuned manually with the gains
indicated in table 1. The equations of motion (6) and the control equations (15)
may be combined into the state vector equations
ż(t) = Az(t) +Bf
(
v(t), z(t)
)
+B0(t) (19)
z(t) =


q(t)
q̇(t)
β(t)

 , A =


0 I 0
−m−1k −m−1c 0
1
τ
b1
1
τ
b2 − 1τ I

 (20)
B =


0
m−1
b3

 , B0(t) =


0
0
b0(t)

 (21)
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where b0(t),b1,b2 and b3 are given as
b0(t) = −
GΩr,0
τ
(
1 +
t
τi
)

1
1
1

 , b1 =
G
τi


0 0 0 0 1
0 0 0 0 1
0 0 0 0 1

 (22)
b2 = τi
(
1− η τd
J
Mr,0
Ωr,0
)
b1 , b3 =
τd
J
b2 (23)
Aerodynamic Load model
Only the aerodynamic load on the blades is considered, i.e. wind load on the tower
is ignored; p4(x, t) = 0. Aerodynamic damping is included via a quasi-static ef-
fective angle of attack α(x, t) so changes of the angle of attack is instantly felt
in the aerodynamic loads. The wind loads are calculated by the BEM method,
(Hansen 2007). The turbulence with a prescribed correlation structure is gener-
ated in 30 points on a circle with radius 0.8L as seen in Fig. 1 and one on the
hub. The mean wind speed V is assumed constant over the rotor area. This
results in neglecting the effect of the shear effects. Nevertheless the dynamic part
of the solution - versus the quasi-static part caused by the shear loads - which
is of interest for the extreme value events of the wind turbine will be captured
by the model. Therefore this assumption is made in favor of the numerical effi-
ciency of the algorithm. A state space model for turbulence is calibrated using
the SSM method, (Sichani et al. 2010; Sichani et al. 2011). The method is
based on matching the cross-covariance function of the turbulence process with
its prescribed function. This approach for turbulence modeling, like the spectral
methods, does not take into account the rotational sampling effect of the turbu-
lence process and just generates the turbulence at fixed grid points. Therefore
it is needed to make an interpolation as the blades pass through different tur-
bulence nodes in between two nodes which is done in the following way. At a
certain instant of time the portion of a given blade is defined by the center angle
q5(t) placed in the sector delimited by the center angles θi and θi+1 representing
the turbulence components vi(t) and vi+1(t) c.f. Fig.. Then, the turbulence v(t)
on the blade is obtained by linear interpolation as follow
v(t) = vi(t) +
vi+1(t)− vi(t)
θi+1 − θi
(q5(t)− θi) (24)
Model specifications
Structural properties of the tower and the blades are adopted from the definitions
of the NREL 5MW wind turbine (Jonkman et al. 2009; Kooijman et al. 2003),
and have been indicated in table 1 along which the derived parameters entering
the reduced model and the control parameters. The rated wind speed of the model
i.e. the wind speed at which the nominal power is produced is Vr = 10.72m/s
as indicated in table 1. For values higher than this value the pitch controller is
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FIG. 3. Interpolation of turbulence.
turned on which decreases the rotor speed to its nominal value. Modal responses
of the first blade and the tower are shown in Figs. 4.a and 4.b. As seen, the
blade response relative to the hub is broad banded. This is due to the significant
aerodynamic damping of the blade. The variable rotational speed of the rotor
and the pitch command of the controller - which is the same for all three blades
- are then shown in Figs. 4.c and 4.d.
Fixed versus variable speed model
Simulations show that the controller changes the system behavior significantly.
Therefore a more detailed study with the aim of analyzing controller’s effect is
performed in this section. The two cases of operation referred to as fixed speed
and variable speed will be considered. In the first case the rotational speed of
the rotor is set to the nominal rotor speed Ωr,0 while in the second case the
controller is in charge of keeping the speed around the nominal speed. According
to the coupling between the rotor torque and the normal load, presence of the
the pitch controller will affect the vibration level of the wind turbine. For further
illustration a simulation of the wind turbine is carried out within 600 seconds.
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TABLE 1. Structural and control parameters of the wind turbine model.
Parameter Value Dimension Parameter Value Dimension
h 87.6 m ω 4.2 rad/s
L 61.5 m ω0 2.0 rad/s
m 17415 kg τ 0.2 s
m0 404520 kg τi 5 s
m1 791 kg τd 0 s
m2 1893 kg G 0.1 rad
m3 359304 kgm η 0.05
m4 83228 kgm ρ 1.25 kg/m
3
m5 6100058 kgm Ωr,0 1.27 rad/s
Jr 35337324 kgm
2 Vh 15 m/s
Jg 535 kgm
2 Mr,0 3946018 Nm
N 97 υ 0.2
M0 296780 kg Vo 25 m/s
k 14120 N/m Vi 5 m/s
k0 1667914 N/m Ωg,00 73.7 rad/s
ζ 0.005 Vr 15 m/s
ζ0 0.01
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FIG. 4. Modal responses of each DOF of the wind turbine.
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FIG. 5. Modal responses of each DOF of the wind turbine. blue: fixed
speed; red: variable speed
The same wind field realization is used for both fixed and variable speed models.
As seen in Fig. 5 the vibration amplitude of the variable speed case during normal
operation is lower than the fixed speed case. However this is not guaranteed and
the opposite also happens. As a counter example the responses to a specific
realization of the wind field - the realization at hub hight is shown in Fig. 6 - are
shown in Fig. 7. As seen in this figure, in extreme conditions, i.e. t ∈ [100, 200]s,
the vibration level of the variable speed model exceeds its value for the fixed
speed model. Results of the next section show that this case is dominant in the
extreme conditions. This analysis is provided in order to illustrate the effect of
the pitch controller which may be either increment or decrement of the safety
margin of the system in extreme conditions.
Enhanced Monte Carlo
In the Enhanced Monte Carlo method the first step is to estimate the so-called
Average Conditional Exceedance Rate (ACER) functions of each of the time series
available. To fix ideas, letX1, . . . , XNp denote a time series of data allocated to the
discrete times t1, . . . , tNp. Our goal now is to accurately determine the distribution
function of the extreme value MNp = max{Xj ; j = 1, . . . , Np}. Specifically, we
want to estimate P (η) = Prob(MNp ≤ η) accurately for large values of η.
11 submitted to J. Eng. Mech., ASCE
0 100 200 300 400 500 600
6
8
10
12
14
16
18
20
22
24
t[s]
v
[m
/s
]
FIG. 6. Turbulent wind realization at the hub hight. ...: Mean wind speed;
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FIG. 7. Modal responses of the wind turbine to stochastic wind field. blue:
fixed speed; red: variable speed
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From the definition of MNp , it follows that,
P (η) = Prob(MNp ≤ η) = Prob{X1 ≤ η, . . . , XNp ≤ η} (25)
This equation is of no use in general for estimating P (η) directly from the data.
However, by introducing a cascade of conditioning approximations Pk(η) of P (η),
where Pk(η) → P (η) as k increases, this problem can be solved in practice in
a very efficient manner (Naess and Gaidai 2009; Naess et al. 2010). It can be
shown that for Np >> 1 and k = 1, 2, . . .
Pk(η) ≈ exp
(
−
Np∑
j=k
αkj(η)
)
, (26)
where
αkj(η) = Prob{Xj > η |Xj−1 ≤ η, . . . , Xj−k+1 ≤ η} (27)
For the empirical estimation of the requisite quantities in the Pk(η), it is ex-
pedient to introduce the concept of average conditional exceedance rates (ACER)
as follows,
εk(η) =
1
Np − k + 1
Np∑
j=k
αkj(η) , k = 1, 2, . . . (28)
The empirical estimation of the ACER function εk(η) proceeds by counting the
relative number of exceedances conditional on the requisite number of preceding
non-exceedances, for the total data time series. This counting process is expressed
by introducing the following random functions,
Pkj(η) = 1{Xj > η,Xj−1 ≤ η, . . . , Xj−k+1 ≤ η} ,
Qkj(η) = 1{Xj−1 ≤ η, . . . , Xj−k+1 ≤ η} ,
j = k, . . . , Np, k = 2, 3, . . . (29)
where 1{A} denotes the indicator function of some event A, that is, 1{A} = 1 if
A occurs, while 1{A} = 0 otherwise. Then
αkj(η) =
E[Pkj(η)]
E[Qjk(η)]
, j = k, . . . , Np, k = 2, . . . , (30)
where E[·] denotes the expectation operator. Assuming an ergodic process, then
obviously εk(η) = αkk(η) = . . . = αkNp(η), and it may be assumed that for the
time series at hand
εk(η) = lim
Np→∞
∑Np
j=k pkj(η)∑Np
j=k qkj(η)
, (31)
where pkj(η) and qkj(η) are the realized values of Pkj(η) and Qkj(η), respectively,
for the observed time series.
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The sample estimate of εk(η) is,
ε̂k(η) =
1
R
R∑
r=1
ε̂
(r)
k (η) , (32)
where R is the number of realizations (samples), and
ε̂
(r)
k (η) =
∑Np
j=k p
(r)
kj (η)∑Np
j=k q
(r)
kj (η)
, (33)
where the index (r) refers to realization no. r. The empirical variance is calculated
as,
ŝk(η)
2 =
1
R− 1
R∑
r=1
(
ε̂
(r)
k (η)− ε̂k(η)
)2
. (34)
The estimated mean value and standard deviation are then used to estimate
the confidence intervals according to Eq. (35).
C̃I
±
(η) = ε̂k(η)± 1.96ŝk(η)/
√
R (35)
where the coefficient 1.96 = Φ−1
(
(1 + µCI)/2
)
where µCI denotes the confidence
level e.g. 0.95 for 95% confidence intervals. Each of the empirical ACER functions
is now used to achieve an optimal fit to a parametric function of the type,
ε̃k(η) = qk exp{−ak(η − bk)ck} (36)
for tail values of η, that is, for η > η0, where η0 denotes a suitably chosen tail
marker. The class of parametric functions expressed by Eq. (36) reflects the basic
underlying assumption that the correct asymptotic extreme value distribution
is of the Gumbel type. This assumption is based on the observation that the
statistical distributions that describe the response of the wind mills under study
all belong to the domain of attraction of the Gumbel extreme value distribution.
We believe that it is of some importance to have a method that captures the
correct asymptotic behavior, otherwise the whole procedure runs the risk of being
nothing but a curve fitting exercise without proper statistical justification.
Finding the values of the parameters (ak, bk, ck, qk) of the ACER function will
be done by mean square optimization. This requires the specification of an initial
guess as the starting point of the optimization process. As the starting point,
a set of values for the parameter dk = ln(qk) is constructed. It is important to
note that according to Eq. (36) dk > ln
(
ε̃k(η)
)
which must be satisfied in order
to ensure convergence of the optimization algorithm.
There are several procedures that can be suggested for the optimization pro-
cess. Here we shall describe one such approach. First, the set of d values is
constructed as a vector of geometrically spaced values in the range of [dmin, dmax]
with the base βd as dn+1 = dn + βd(dn − dn−1) which results in Eq. (37), where
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Nd is the total number of grid points of d. The range of d values is defined as
dmin = ln
[
ε̃k(η0/1.02)
]
and dmax = 1.5 + ln
(
ε̃k(η0)
)
.
dn+1 = d1 +
1− β n−1d
1− β Nd−1d
∆d , n = 1, . . . , Nd − 1
∆d = dmax − dmin
(37)
For each value of d, optimization is performed to find the other parameters related
to it, that is, (a, b, c). The objective function of the optimization is defined as a
weighted error of the fit. The weights are then defined as a function of the ACER
functions and their confidence intervals as
w(η) =
[
ln
(
C̃I
+
(η)
C̃I
−
(η)
)]−p
(38)
where p is a user defined power which controls the weight of the different points of
the data for fitting i.e. 0.5 or 1. Finally the defined weights may be normalized to
have their sum be equal to 1, but this does not affect the result of the optimization.
In order to make an initial guess for the parameters (a, b, c) a further smoothing
is then performed on the ACER functions by replacing the original data with the
data extrapolated from a 3rd order polynomial fitted to the natural logarithm
of the ACER functions e.g. ε̃fitk (η) where ε̃
fit
k (η) = exp
(
d−∑3i=0 aiη i
)
≈ ε̃k(η).
Then the following procedure is used,
Yinit(η) = ln
(
d−
3∑
i=0
aiη
i
)
b =
ηminηmax − η2mid
ηmin + ηmax − 2ηmid
c =
1
2
Yinit(ηmax)− Yinit(ηmin)
ln
(
ηmax−ηmid
ηmid−ηmin
)
a =
exp
(
Yinit(ηmin)
)
(ηmin − b)c



(39)
where
ηmid = Y
−1
init
[
Yinit(ηmax) + Yinit(ηmin)
2
]
(40)
In case estimated parameters are such that b ≥ ηmin or c < 0 the following initial
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estimates are proposed
b = ηmin − 0.05(ηmax − ηmin)
c = 2
a =
exp
(
Yinit(ηmin)
)
(ηmid − b)c



(41)
In the next step the objective function is defined as
F(b, a, c) = min
η
||F||22
F = [f(ηmin, b, a, c) · · · f(ηmax, b, a, c)]
(42)
where f(ηi, b, a, c) = w(ηi)
[
− a(ηi − b)c + d− ln
(
ε̃k(ηi)
)]
.
In the next step an optimization is carried out with respect to all four pa-
rameters (a, b, c, d) i.e. F = [f(ηmin, a, b, c, d) · · · f(ηmax, a, b, c, d)]. The initial
values for the optimization are estimated in exactly the same way as before until
Eq. (41). Then, optimization is performed with various initial conditions - start
points - to see if it will converge to the same values. The final values of the
parameters (d, b, a, c) is chosen from the optimization results e.g. s = [a, b, c, d]
and its fit denoted as ε̃sk(η).
Once the solution is found, the extra data in the tail are cut under the condi-
tion which defined the modified ACER function εsk(η) as ε
s
k(η) = {ε̃sk(η) | ε̃sk(η) >
1.96s̃k(η)/(δmax
√
R)}. The confidence intervals are re-anchored to the εsk(η).
Re-anchoring consists of moving the mean value of the estimates for the ACER
function from the estimated values ε̃k(η) to the fitted values ε̃
s
k(η) using Eq. (43).
Re-anchoring makes it possible then to obtain smooth estimates of the confidence
intervals from the information extracted from the data points.
C̃I
s±
(η) = εsk(η)± 1.96s̃k(η)/
√
R (43)
In order to obtain the estimation of the confidence intervals of the fit analyti-
cal expressions for the confidence intervals are obtained by perturbing values of
the optimum solution s. CIs±(η) are then defined as the curves with the least
weighted mean square error MSE, defined as
MSE =
∑
η
ws(η)
(
ln
(
εk(η, s
pert(i))
)
− ln
(
εsk(η)
))2
(44)
Where the weights are modified as
ws(η) =
[
ln
(
εsk(η) + 1.96s̃k(η)/
√
R
εsk(η)− 1.96s̃k(η)/
√
R
)]−p
(45)
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This can be done either with a deterministic or a stochastic updating way. In
the deterministic approach a grid of ng points perturbed ±5% around the mean
s is generated. All of the possible combination of these values should be checked
to see if they lie in the specified interval specified by the re-anchored confidence
intervals, C̃I
s±
(η). Next the values which lead to curves with minimum MSE
are chosen as the CIs±(η). This clearly involves high computation effort e.g. for
ng = 10 this process requires 104 function evaluations which might not be desired.
Therefore the second approach based on the stochastic updating and the Gibbs
sampler may be taken into account.
In the stochastic approach the parameters (d, b, a, c) for the confidence in-
tervals are obtained based on Bayesian updating based on the Gibbs sampling.
This needs a distribution of specified spread around the initial guess i.e. s. This
requires a good candidate distribution for generating parameters (d, b, a, c) which
is clearly not available from theory. Nevertheless it is observed that using a uni-
form distribution with 0.1CL - where CL denotes the confidence level i.e. 0.05
for 95% confidence interval - spread around s will result in fast convergence of
the algorithm.
Fixed speed wind turbine
The failure event is defined as the tower tip exceeds a certain barrier level, q4 > r.
This is a highly nonlinear problem due to the nonlinearities which exist within
modeling the aerodynamic loads. Moreover even with a very coarse time inte-
gration increment as ∆t = 0.2s, 600s assuming 200s of transient response , i.e.
t ∈ [0, 800], on 31 spatially coherent nodes involves 124001 number of stochastic
variables in calculations. This means that the limit state is a hyper surface of
dimensions 124001 which makes estimation of the low failure probability of this
problem very difficult.
ACER functions from 20 time series realizations of the tower tip deflection
are simulated shown in Fig. 8. Clearly ACER functions for five different “k”
values, c.f. Fig. 9, are converging to each other as the barrier level increases.
This inculcates that using the proposed method on any of the ACER functions
extracted from the time series should not make difference if the tail marker from
where the data points are selected is chosen high enough. In this study the ε̃2(k)
is chosen as the ACER function to use the maximum data available from the
simulation. Standard Monte Carlo (SMC) is also performed on the model using
240000 samples(epochs) and epochal peaks are extracted from it c.f. Fig. 8. As
seen from the figure the extracted ACER functions show a shift which suggests
that the response is not yet reached the stationary state. This may be surpassed
by two approaches, either to continue simulation for a longer time or continue with
the method using the epochal maximas. However the second approach takes more
computational effort is still preferred since it guarantees that the extracted data
points both for the SMC and the ACER method are from the same population.
In this respect, 500 epochs are simulated and their maximas are extracted, the
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FIG. 8. ACER functions of the wind turbine; fixed speed. dots: ACER
functions, Solid line: SMC
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FIG. 9. ACER functions constructed based on the epochal maximas for the
fixed speed wind turbine. dots: ACER functions, Solid line: SMC
ACER functions are then constructed based on these data and further analysis is
performed on them c.f. Fig. 9 The figure shows that obviously these results belong
to the same distribution family and analysis can be furthermore be followed based
on them. Next the 95% confidence intervals of the data are estimated using (35)
and are shown in Fig. 10. Fitting is then performed on the extracted ACER
functions. It is observed that the tail marker location induce changes on the final
predictions of the method and may result in non-trustable fits. Therefore the tail
marker is chosen where the ACER functions for different values of k are already
converged i.e. η0 ≈ 0.29. The estimated confidence intervals are then re-anchored
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FIG. 10. Estimated ACER function and its 95% confidence intervals for the
fixed speed wind turbine. ·: ε̃2(η), —: εs2(η), −−−: C̃I
±
(η)
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FIG. 11. Fitted ACER function and its 95% confidence intervals; fixed speed
case. —–: εs2(η), −−−: C̃I
s±
(η), − · − · −: CIs±(η)
to the fitted curve shown in Fig. 11. The final fit together with its 95% confidence
intervals together with the SMC results are shown in Fig. 12. The figure shows
good agreement between the predictions and the SMC however at some points
small errors can be seen which are not considerable. The method seems to be
capable of capturing the general trend of the extreme values of the time series
and worth being applied on the more complicated case, e.g. the pitch controlled
variable speed wind turbine, which is presented in the next section.
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FIG. 12. Fitted ACER function and its 95% confidence intervals; fixed speed
case. —–: εs2(η), − · − · −: CIs±(η), · · · : 50 years return period
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FIG. 13. ACER functions of the wind turbine; variable speed. dots: ACER
functions, Solid line: SMC
Variable speed wind turbine
The second case simulates a variable speed wind turbine where the described
PID controller is keeping the rotor speed in the vicinity of the nominal speed.
This case is even more difficult to solve than the previous case since the con-
troller introduces significant additional nonlinearity in the model. The failure
probability of this case has been evaluated with the same method as the previous
case. ACER functions are directly extracted from 500 epochal maxiams shown
in Fig. 13. Estimated ACER functions together with the fitted function and the
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FIG. 14. Estimated ACER function and its 95% confidence intervals for the
variable speed wind turbine. ·: ε̃2(η), —: εs2(η), −−−: C̃I
±
(η)
95% confidence intervals for this case are shown in Fig. 14. The figure shows
that the fit matches very well within the range of the extracted data. Estimated
confidence intervals of the fit are shown in Fig. 14
Confidence intervals of the fitted curve are estimated by after re-anchoring
the estimated confidence intervals to the fit c.f. Fig. 15. The final fit versus
SMC results together performed on 240000 samples are shown in Fig. 16. The
figure shows that also in the case of the variable speed wind turbine where a
controller acts on the turbine - by controlling the pitch of the blades - the EMC
still performs quite good.
Conclusions
A simplified model of a 5MW wind turbine is developed and its failure probabil-
ity is estimated by use of the EMC method. In order to evaluate the effect of
controller on the structure a PID pitch controller is implemented in the model
which is responsible to keep the rotor speed around its nominal value. The pitch
controller decreases the load level in normal operational conditions nevertheless
it may cause increase in the vibration level in extreme conditions as shown in
the paper. This study shows that presence of a controller in a system effectively
changes system behavior in extreme situations. However the conclusions made
on the controller in this model can not be generalized to all models. This is since
the type and tuning parameters of the controller also play an important role in
the final behavior of the system. The EMC method proposed seems to be a good
candidate for prediction of the extreme value distribution of both the fixed and
variable speed wind turbine models; provided that sufficient number of simula-
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FIG. 15. Fitted ACER function and its 95% confidence intervals; variable
speed case. —–: εs2(η), −−−: C̃I
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FIG. 16. Fitted ACER function and its 95% confidence intervals; variable
speed case. —–: εs2(η), − · − · −: CIs±(η), · · · : 50 years return period
tions are available. It is noted that for reliable results with the EMC method
more simulations are required to be carried out compared to the problems with
stationary responses, i.e. 500 instead of 20 for a stationary process. For low
number of simulations highly uncertain results or difficulties with convergence of
the optimization algorithm may be encountered. However, considering the diffi-
culties stemming from the nonlinearities and high dimensions of the problem the
method appears to be a good candidate compared to the SMC simulation.
22 submitted to J. Eng. Mech., ASCE
Acknowledgements
The Danish Energy Authority is acknowledged for support under the grant EFP07-
II, Estimation of Extreme Responses and Failure Probability of Wind Turbines
under Normal Operation by Controlled Monte Carlo Simulation.
The financial support from the Research Council of Norway (NFR) through
the Centre for Ships and Ocean Structures (CeSOS) at the Norwegian University
of Science and Technology is also gratefully acknowledged.
REFERENCES
Cook, N. J. and Harris, R. I. (2004). “Exact and general FT1 penultimate distri-
butions of extreme wind speeds drawn from tail-equivalent Weibull parents.”
Structural Safety, 26(4), 391 – 420.
Freudenreich, K. and Argyriadis, K. (2007). “The load level of modern wind
turbines according to IEC 61400-1.” Journal of Physics: Conference Series,
75(012075).
Hansen, M. (2007). Aerodynamics of wind turbines. Earthscan; 2nd edition.
Harris, I. (2005). “Generalised Pareto methods for wind extremes. Useful tool or
mathematical mirage?.” Journal of Wind Engineering and Industrial Aerody-
namics, 93(5), 341 – 360.
Harris, R. I. (2004). “Extreme value analysis of epoch maxima–convergence, and
choice of asymptote.” Journal of Wind Engineering and Industrial Aerodynam-
ics, 92(11), 897 – 918.
IEC (2005a). Amendment to the IEC 61400-1:2005 standard. International Elec-
trotechnical Commission.
IEC (2005b). IEC 61400-1 (2005) International Standard, Wind turbines - Part 1:
Design requirements. International Electrotechnical Commission, third edition.
Jonkman, J., Butterfield, S., Musial, W., and Scott, G. (2009). “Definition of
a 5-MW reference wind turbine for offshore system development.” Report No.
NREL/TP-500-38060, National Renewable Energy Laboratory.
Katafygiotis, L. and Zuev, K. (2008). “Geometric insight into the challenges of
solving high-dimensional reliability problems.” Probabilistic Engineering Me-
chanics, 23(2-3), 208 – 218. 5th International Conference on Computational
Stochastic Mechanics.
Kooijman, H., Lindenburg, C., Winkelaar, D., and van der Hooft, E. (2003).
“Aero-elastic modelling of the dowec 6 MW pre-design in PHATAS.” Re-
port No. DOWEC 10046 009, ECN-CX–01-135, Energy research center of the
Netherlands.
Macke, M. and Bucher, C. (2003). “Importance sampling for randomly excited
dynamical systems.” Journal of Sound and Vibration, 268(2), 269 – 290.
Meirovitch, L. (2001). Fundamentals of Vibrations. McGraw-Hill.
Naess, A. and Gaidai, O. (2008a). “A Monte Carlo approach to prediction of
23 submitted to J. Eng. Mech., ASCE
extreme response statistics of drag dominated offshore structures.” J. Offshore
Mech. Arct. Eng., 130(4), 041601 (6 pages).
Naess, A. and Gaidai, O. (2008b). “Monte Carlo methods for estimating the ex-
treme response of dynamical systems.” Engineering Mechanics ASCE, 134(8),
628–636.
Naess, A. and Gaidai, O. (2009). “Estimation of extreme values from sampled
time series.” Structural Safety, 31(4), 325 – 334.
Naess, A., Gaidai, O., and Batsevych, O. (2010). “Prediction of extreme response
statistics of narrow-band random vibrations.” Engineering Mechanics ASCE,
136(3), 290–298.
Naess, A., Leira, B., and Batsevych, O. (2009). “System reliability analysis by
enhanced Monte Carlo simulation.” Structural Safety, 31(5), 349 – 355.
Ogata, K. (2009).Modern Control Engineering. Prentice Hall; 5 edition, 5 edition.
Pradlwarter, H. and Schuëller, G. (2010). “Local domain Monte Carlo simula-
tion.” Structural Safety, 32(5), 275 – 280. Probabilistic Methods for Modeling,
Simulation and Optimization of Engineering Structures under Uncertainty in
honor of Jim Beck’s 60th Birthday.
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a b s t r a c t
The paper deals with the non-linear response of shallow cables driven by stochastically varying chord
elongations caused by random vibrations of the supported structure. The chord elongation introduces
parametric excitation in the linear stiffness terms of the modal coordinate equations, which are
responsible for significant internal subharmonic and superharmonic resonances. Under harmonically
varying support motions coupled ordered or chaotic in-plane and out-of-plane subharmonic and
superharmonic periodic motionsmay take place. If the harmonically varying chord elongation is replaced
by a zero-mean, stationary narrow-band random excitation with the same standard deviation and center
frequency, qualitatively and quantitatively completely different modes of vibration are registered no
matter how small the bandwidth of the excitation process is. Additionally, the stochastic excitation
process tends to enhance chaotic behavior. Based on Monte Carlo simulation on a reduced non-linear
two-degree-of freedom system the indicated effects have been investigated for stochastic subharmonic
resonance of order 2:1, and stochastic superharmonic resonances of orders 1:2 and 2:3. By analyzing the
responses for two chord elongation processes with almost identical auto-spectral density function, but
completely different amplitudes, it is shown that the indicated qualitative and quantitative changes of the
subharmonic resonance primarily are caused by the slowly varying phase of the stochastic excitation. The
superharmonic stochastic responses are dominated by random jumpsbetween a singlemode in-plane and
a coupled mode attractor, which are caused by the variation of the amplitude of the random excitation.
Such jumps do not occur in the subharmonic response, because the single mode in-plane attractor is
unstable.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Cables used as structural support elements ofmasts, towers and
cable-stayed bridges are characterized by a sag-to-chord-length
ratio below 0.01, which means that the natural frequencies for
eigenvibrations in the plane of the equilibrium suspension and
in the orthogonal direction, subsequently referred to as the in-
plane and out-of-plane modes, are pairwise close. The slenderness
and low inherent damping of the cables make them prone to
vibrations, either induced as external loads on the cable from
the wind or a combination of wind and rain, or via motions of
the support points, [1,2]. Especially, the chord elongation caused
by the difference between the components of the support point
motions along the cable chord is of importance for the cable
dynamics. The components of the support point motions in the
✩ Dedicated to professor K. Sobczyk in honor of his seventieth birthday.
∗ Corresponding author. Tel.: +45 9940 8570; fax: +45 9814 8243.
E-mail addresses: soren.nielsen@civil.aau.dk (S.R.K. Nielsen), mts@civil.aau.dk
(M.T. Sichani).
orthogonal direction of the chord line of the static equilibrium
suspension merely induce an external excitation of the modal
equations ofmotion. In addition, the chord elongation also appears
as a parametric excitation of the linear stiffness terms in themodal
equations of motion. These parametric excitations are the primary
cause for the internal resonances considered in this study.
Critical situations arise when the chord elongation is harmoni-
cally varying with an angular frequency ω0 close to rational values
of the frequency ratio ω0/ω1, where ω1 is the fundamental out-of-
plane angular eigenfrequency. Especially, coupled resonant vibra-
tions of the in-plane and the out-of-plane modes may take place.
For ω0/ω1 ≃ 1, harmonic resonance takes place driven by the ad-
ditive load term of the in-plane mode. The out-of-plane mode is
caused by internal resonance via the geometrical non-linear stiff-
ness terms, and has a phase lead close to π/2 to the in-plane har-
monic component, leading to a whirling motion around the chord
line with an elliptical trajectory of the midpoint, [3]. Subharmonic
and superharmonic resonances, synonymously known as internal
resonances, imply that the resonant vibrations in the fundamental
modes take place for rational frequency ratios ω0/ω1 significant
larger and smaller than one, respectively. Especially important are
the subharmonic resonance of order 2:1 and the superharmonic
0266-8920/$ – see front matter© 2010 Elsevier Ltd. All rights reserved.
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resonances of orders 1:2 and 2:3, corresponding to ω0/ω1 ≃ 2,
ω0/ω1 ≃
1
2 and ω0/ω1 ≃
2
3 . No stable subharmonic resonance of
order 3:2 exists at realistic chord elongation amplitudes. The sub-
harmonic resonance of order 2:1 and the superharmonic resonance
of order 2:3 are caused by a combination of internal resonance due
to the parametric excitation of the linear stiffness terms and the
external excitation of the in-planemode, [4,5]. The superharmonic
resonance of order 1:2 is entirely caused by the parametric exci-
tation of both modes, [4]. Due to the geometrical nonlinearities,
the responsemay become chaotic under harmonic or internal reso-
nances for sufficiently large amplitude of the chord elongation. The
resonant response is enhanced at low structural damping of the ca-
ble, for which reason the chaotic behavior is more pronounced in
this case than at higher damping.
In reality, the chord elongation is narrow-band stochastically
varying, driven by the narrow-band random response of the
supported structure. The bandwidth and the angular center-
frequency of the auto-spectral density function of the chord
elongation process may often be identified as the modal damping
ratio and the angular eigenfrequency of one of the eigenmodes
of the supported structure. It turns out that the subharmonic
resonant response under stochastically varying chord elongation,
qualitatively and quantitatively, is completely different fromwhat
is observed under a comparative harmonic excitation, even for
extremely small bandwidths of the excitation. The superharmonic
stochastic resonances are dominated by random jumps between a
single mode in-plane attractor and a coupled mode attractor.
Chaotic behavior under stochastic excitation is defined as
extreme sensitivity of the response on the initial conditions in a
way that the response of two realizations of cable motion with
close initial values, generated by the same arbitrary realization
of the chord elongation process, deviate exponentially with time.
The exponential growth rate is measured by the maximum
Lyapunov exponent, which in this paper will be estimated by
ergodic sampling by the algorithm of Wolf et al. [6]. A positive or
negative Lyapunov exponent indicates chaotic or orderedbehavior,
respectively. It turns out that the tendency of chaotic behavior
increases with increasing values of the bandwidth up to a certain
value.
A narrow-band stochastic chord elongation differs from the
comparative harmonic excitation in having a slowly varying
amplitude and phase with time. It is the aim of the present
study to investigate to what extent the indicated changes of the
stochastic response are caused by the variation of the amplitude
or by the phase. The solution approach is based on Monte Carlo
simulation using two stochastic chord elongation models with
almost identical auto-covariance functions. One is obtained by
a linear filtration of Gaussian white noise through a narrow-
band linear 2nd order filter, leading to realizations with slowly
varying amplitudes and phases. The other model is based on a
cosine transformation of a Wiener process, leading to realizations
with the same constant amplitudes as the reference harmonic
excitation, so the randomness is completely caused by a varying
phase, see Wedig [7].
Deterministic superharmonic resonances of orders 2:3 and
1:n, n = 2, 3, . . . of a shallow cable were analyzed by Nielsen
and Kirkegaard [4] based on analytical solutions to a reduced
two-degree-of-freedom model. The effect of harmonic forced
support motions has also been considered by Perkins, [8], who
obtained analytical solutions for coupled in-plane andout-of-plane
responses. The emphasis was on cables with relative large sag-to-
chord length ratios to analyze 2:1 internal resonances close to the
cross-over frequency of the fundamental in-plane eigenfrequency.
Tien et al. [9] considered the analog subharmonic resonance of
order 2:1 of a shallow arch under periodic excitation, based
on an averaging procedure. Pinto de Costa et al. [10] studied
Fig. 1. Schematic view of a stay cable in a cable stayed bridge.
oscillations in the static equilibrium plane of bridge stay cables
subjected to periodic motions of the bridge and/or towers using a
Galerkin method. El-Attar et al. [11] evaluated the nonlinear cable
response to multiple periodic support excitations with different
phases using a 2DOF model. Rega and co-workers [3] performed a
theoretical and experimental in-depth investigation on nonlinear
multi-modal interactions and chaotic motion of the cable using a
multi-mode model. An analysis of the harmonic resonance of the
2DOFmodel for a shallow cable exposed to a stochastically varying
chord elongation was performed by Larsen and Nielsen [5]. It was
shown that the whirling mode becomes unstable under stochastic
chord elongation excitation. Instead, the cable jumps randomly
between a coupled mode and a single in-plane mode attractor
depending on the magnitude of the chord elongation process.
A theory for determining the probability of occupying either of
these modes of vibration was derived based on a continuous
time two-state Markov chain model. The corresponding stochastic
resonance of order 2:1 was investigated by Zhou et al. [12] based
on analytical solutions for the deterministic ordered response, and
the subharmonic stochastic responsewas analyzed byMonte Carlo
simulations. It was found that the stochastic variations of the chord
elongation enhanced the tendency to chaotic response relative to
the comparable harmonic excitation, and that the coupledmode of
vibration only exists for bandwidths below a certain critical value.
2. Theory
2.1. Mechanical model
Fig. 1 shows a stay cable in a cable stayed bridge, making
the angle θ with the bridge deck. u(0, t) and u(L, t) denote the
components of the support point motions at the bridge and the
tower along the chord of the cable, where L denotes the chord
length. Fig. 2 defines the parameters of the mechanical model of
the cable. f is the sag at the midpoint, caused by the component
g cos θ of the acceleration of gravity in the orthogonal direction
to the chord. The linear springs with the spring constants k1
and k2 model the flexibility of the bridge deck and the tower,
respectively. The plane equilibrium state is maintained by a
prestress force H along the chord line, which is assumed to be
sufficiently large that a symmetric parabolic approximation may
be used for the equilibrium suspension. Obviously, all components
of the support point motions at the upper and lower support
point along the axes of the indicated (x, y, z)-coordinate system
induce dynamic displacement components u(x, t), v(x, t), w(x, t)
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Fig. 2. Parameters in the mechanical model.
of a referential point of the cable. The components of the support
point motions in the transverse direction of the chord merely
induce an external (additive) load term of the modal equations of
motion. These modal loads are important at harmonic resonance,
where the excitation frequency is close to the fundamental angular
eigenfrequencies. In the present investigation the focus is on
sub—and superharmonic resonance, which is caused by harmonic
excitations with frequencies significantly different from the
fundamental eigenfrequencies. In this case the resonant response
is caused by the chord elongation 1L(t) = u(L, t) − u(0, t),
which induces internal resonance via a parametric (multiplicative)
excitation of the modal equations of motion. The remaining
components of the support point motions have small influence on
the qualitative and quantitative behavior of the cable response, and
will be ignored in the following analysis. Conveniently, the chord
elongation may be described by the following non-dimensional
parameter
e(t) =
EA
H
1L(t)
L
(1)
where E is the elasticity modulus and A is the cross-sectional
area. Based on the parabolic equilibrium suspension the chord
elongation 1L(t) during quasi-static deformations can be written
as [13]
1L(t)
L
=

16
3
f 2
L2
+
H
EA

1H(t)
H
=
H
EA

1
12
λ2 + 1

1H(t)
H
. (2)
1H(t) denotes the change of the chord force caused by the chord
elongation 1L(t), and λ2 is the Irvine stiffness parameter [13].
The first term within the brackets represents the contribution
from an inextensible deformation of the equilibrium suspension,
whereas the second termspecifies the contribution from the elastic
deformation. It follows that the contribution from the deformation
of the equilibrium suspension can be ignored in comparison to the
elastic deformation if the Irvine parameter is significantly small,
say λ2 < 0.5. The upper bound for this inequality will be used to
define shallowness quantitatively, and hence indicates the upper
limit for application of the following theory. As a consequence,
e(t) defined in (1) becomes approximately equal to the fraction
H(t)/H . Then, since negative chord forces are not allowed, |e(t)|
should be well below 1. Even though the excitation only affects
the in-plane motion, stable out-of-plane displacements may be
generated by non-linear couplings in both harmonic, subharmonic
and superharmonic resonances in the fundamental modes. The
in-plane and out-of-plane displacement components v(x, t) and
w(x, t) are dominated by the fundamental eigenmodes. Then, the
following singlemode expansions of the in-plane and out-of-plane
displacements turn out to be appropriate
v(x, t) ≃ Φ2(x)q2(t), w(x, t) ≃ Φ1(x)q1(t). (3)
The eigenmodes Φ1(x) and Φ2(x) are normalized to 1 at the
midpoint, so that the corresponding modal coordinates q1(t)
and q2(t) are approximations to the actual displacements at this
position. The related out-of-plane circular eigenfrequency ω1 is
slightly smaller than the in-plane eigenfrequency ω2 due to the
straining of the cable under symmetric in-plane eigenvibrations.
These quantities have been specified in the Appendix. Retaining up
to cubic non-linear terms in the equations of motion, the following
highly reduced 2 degrees-of-freedom system may be formulated,
Larsen and Nielsen [5]
q̈1 + 2ζ1ω1q̇1 + ω21 (1 + e(t)) q1
+β1q1q2 + q1

γ1q21 + γ2q
2
2

= 0
q̈2 + 2ζ2ω2q̇2 + ω22 (1 + αe(t)) q2 + β2q
2
1 + β3q
2
2
+q2

γ3q21 + γ4q
2
2

= −ηe(t)
 (4)
ζ1 and ζ2 are the modal damping ratios, and α, β1, β2, β3, γ1, γ2,
γ3, γ4, η are parameters depending on the eigenmodes Φ1(x) and
Φ2(x), which have been given in the Appendix along with the
angular eigenfrequencies. As seen, the non-dimensional chord
elongation e(t) is exposing the system both to external and
parametric excitation.
Based on simulations with a full non-linear finite difference
model, it was demonstrated by Zhou et al. [12] that the indicated
two degree-of-freedom model was adequate in predicting to a
high degree of accuracy the qualitative, and even quantitative,
dynamic responses and chaotic behavior of the cable as seen from
the midpoint trajectories under stochastic excitation, as shown
in Fig. 3, and from the Poincare-maps of the in-plane modal
coordinate shown in Fig. 4. This accuracy is obtained because the
anti-symmetricmodes are not excited by the chord elongation, and
because higher order symmetricmodes aremerely quasi-statically
excited. Further, the influence of non-linearities of higher than
cubic order is ignorable.
2.2. Chord elongation models
2.2.1. Harmonically varying chord elongations
The referential harmonically varying chord elongation is given
as
e(t) = e0 cos(ω0t + w0) (5)
whereω0 denotes the circular frequency, e0 is the non-dimensional
chord elongation amplitude defined by (1), and w0 is a constant
deterministic phase.
2.2.2. Stochastic chord elongations obtained by filtered white noise
One model for the stochastic chord elongation obtained by the
filtration of a unit intensity white noise through a second order
filter is given as
ë + 2µėω0 + ω20e =

2µω30e0w(t) (6)
where µ is the bandwidth (damping ratio) of the filter, and w(τ)
is a zero mean unit intensity Gaussian white noise with the auto-
covariance function
κww(τ ) = E [w(t)w(t + τ)] = δ(τ ). (7)
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Fig. 3. Subharmonic stochastic resonance of order 2:1, filtered white noise, e0 = 0.3, ζ1 = ζ2 = 0.01. (a) Non-linear finite difference model. (b) 2DOF model, [12].
a b
Fig. 4. Chaotic subharmonic resonance of order 2:1, harmonically varying chord elongation. Poincare-map of in-plane modal displacement and velocity, ζ1 = ζ2 =
0.01, e0 = 0.3 ω0 = 2ω1 . (a) Nonlinear finite difference model. (b) 2DOF model, [12].
The auto-covariance function and the one-sided auto-spectral
density function of the output process become:
κee(τ ) =
1
2
e20 e
−µω0|τ |

cos(ωdτ) +
µ
1 − µ2
sin (ωd|τ |)

ω0Se(ω)
e20
=
2
π
µ
1 − ω
2
ω20
2
+ 4µ2 ω
2
ω20

(8)
ωd = ω0

1 − µ2. (9)
ωd denotes the damped angular eigenfrequency of the filter.
2.2.3. Stochastic chord elongations by variable phase model
Alternatively, the chord elongationmay bemodelled as a cosine
transformation of a Wiener process (Wedig [7])
e(t) = e0 cos (ω0t + W (t)) (10)
W (t) =

2µω0
∫ t
0
w(τ)dτ (11)
where w(t) is a unit intensity white noise process as defined by
(7). After a transient phase the auto-covariance function and the
one-sided auto-spectral density function of (10) can be shown to
be ([7])
κee(τ ) =
1
2
e20 e
−µω0|τ | cos(ω0τ)
ω0Se(ω)
e20
=
1
2π
 µ
1 + ω
ω0
2
+ µ2
+
µ
1 − ω
ω0
2
+ µ2

 . (12)
The models (5), (6) and (10) all have zero mean, variance 12 e
2
0,
and the dominating angular frequency ω0. The amplitudes of (5)
and (10) are both constant and equal to e0, whereas the amplitude
of (6) is slowly varying around e0.
Despite the completely different realizations of (6) and (10)
as shown in Fig. 5(a) and (b) the corresponding one-sided auto-
spectral density functions (8) and (12) are almost identical
as illustrated in Fig. 6. The main difference appears to be a
frequency shift. The filtered white noise model has its peak value
approximately at the angular frequency ω = (1− µ2)ω0, whereas
the random phase model has its peak value approximately at the
angular frequency ω = (1 + µ2)ω0. Hence, the frequency shift
amounts to 1ω = 2µ2ω0. For µ < 0.1, as used in Fig. 6, this
discrepancy is considered acceptable. Obviously, higher order joint
statisticalmoments of the two excitationmodels differ completely.
In the numerical analysis the unit intensity white noise process is
replaced by an equivalent broad-band Gaussian process with an
auto-spectral density function, which is flat at the value 1/2π over
all angular frequencies of importance.
48 S.R.K. Nielsen, M.T. Sichani / Probabilistic Engineering Mechanics 26 (2011) 44–53
a b
Fig. 5. (a) Filtered white noise process. (b) Variable phase process. µ = 0.01, e0 = 0.3.
Table 1
Data for stay cable.
EA 2.17 × 109 N
H 5.5×106 N
m 81.05kg/m
L 260 m
θ0 30.4°
3. Stochastic and chaotic analysis
The analysis will be performed for the longest stay in the cable
stayed bridge across the Øresund between Sweden and Denmark,
with data given in Table 1. The supports are assumed fixed,
corresponding to k1 = k2 = ∞. Basically, the damping ratios of the
cable are taken as ζ1 = ζ2 = 0.002. Additionally, the somewhat
higher damping ratios ζ1 = ζ2 = 0.01 will be considered. These
are supposed to model the case, where additional damping has
been introduced via linear viscous dampers placed in the vicinity
of the lower support point of the cable. The total weight of the
cable is W = 2.038 × 105 N. The sag-to-chord-length ratio is
f
L = 4.05 × 10
−3 and the Irvine stiffness parameter [13] becomes
λ2 = 0.4140. An amplitude 1L0 = 0.5 m of the chord elongation
corresponds to e0 = 0.759, which is considered the maximum
value for which the theory applies.
3.1. Subharmonic resonance of order 2:1
Fig. 7(a) shows the trajectory at the midpoint under sub-
harmonic resonance of order 2:1 due to harmonically varying
chord elongations. The damping ratios are ζ1 = ζ2 = 0.01,
representing a cable with dampers. The response appears as a
coupled periodic motion, where the in-plane modal coordinate is
dominated by a small harmonic response at the angular frequency
ω0, and the out-of-plane coordinate by a resonance subharmonic
motion at the angular frequency 12ω0, resulting in the shown infin-
ity sign like trajectory. It turns out that the in-plane single mode
deterministic subharmonic attractor is unstable for arbitrary small
excitation amplitudes, and the stable motion always appears as
Fig. 6. One-sided auto-spectral density function for the two stochastic chord
elongation processes, µ = 0.1. Thick line: Filtered white noise process. Thin line:
Variable phase process.
a coupled motion between the two modal coordinates. Fig. 7(b)
show the corresponding trajectory during a comparable stochastic
chord elongation obtained as filtered white noise with the band-
width µ = 0.01. The related time-series are shown in Fig. 8(a).
As seen, the motion has changed dramatically qualitatively and
quantitatively. Both modal coordinates are at subharmonic reso-
nance, and the trajectories appear as ellipses with slowly vary-
ing semi-axes, rotating slowly around the chord line. Fig. 7(c) and
Fig. 8(b) show the corresponding results at the smaller bandwidth
µ = 0.001. In this case the motion is still dominated by the de-
terministic attractor shown in Fig. 7(a), although the magnitude of
the in-plane modal coordinate has increased significantly in mag-
nitude. Finally, Fig. 7(c) shows the trajectory, when the bandwidth
parameter is increased toµ = 0.05. Now, the out-of-plane compo-
nent has vanished totally, and the response of the in-plane modal
coordinate is in subharmonic resonance.
Fig. 9(a) and (b) show the variances E[σ 2q1 ] and E[σ
2
q2 ] of the out-
of-plane and the in-plane modal coordinates as a function of the
bandwidth parameter µ for the two considered stochastic chord
elongation models. The damping ratios are ζ1 = ζ2 = 0.01
and ζ1 = ζ2 = 0.002, respectively, where the latter represents
a cable without dampers. As seen, E[σ 2q1 ] decreases, and E[σ
2
q2 ]
increases with µ. Especially, the out-of-plane response vanishes
above a critical bandwidth value, which depends on the damping
ratio and the parameter e0. The existence of the critical bandwidth
value explains the trajectory on Fig. 7(d). Further, it is seen that the
variance estimates produced by the two models are in quite good
agreement. Notice that the variance estimates for the stochastic
chaotic response contain contributions from both the stochastic
response and from the chaotic behavior. These components can
hardly be separated, and hence their relative contribution cannot
be quantified.
The stochastic chaotic behavior of the response subjected to
the two alternative stochastic chord elongation processes has been
investigated by comparing the estimated maximum Lyapunov
exponent of the response using the same realization for the
underlying unit intensity white noise process w(t) in Eqs. (6) and
(11). Fig. 10(a) and (b) show the estimated maximum Lyapunov
exponent for high and low dampings as a function of µ and
for discrete values of e0. As seen, the stochastic response loses
predictability above a critical bandwidth parameter. However,
if e0 is not too large, predictability is eventually recovered at
sufficiently large bandwidth values. Generally, the tendency of
chaotic behavior is more pronounced at low structural damping
ratios than at high damping ratios. From Fig. 9(a) it is concluded
that the stochastic response in Fig. 7(b) with µ = 0.01 must be
chaotic, whereas the stochastic responses in Fig. 7(c) and (d) with
bandwidths µ = 0.001 and µ = 0.05 are ordered. The result for
the referential harmonic chord elongation process is obtained in
the limit as µ → 0. As seen, these are all negative. Hence, the
response under harmonic varying chord elongation is predictable,
at least for non-dimensional chord elongation amplitudes e0 ≤
0.3.
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Fig. 7. Trajectory of the cable midpoint, subharmonic resonance of order 2:1, e0 = 0.1, ω0 = 2ω1, ζ1 = ζ2 = 0.01. (a) Ordered response due to harmonically varying chord
elongation. (b) Chaotic stochastic response, µ = 0.01. (c) Ordered stochastic response, µ = 0.001. (d) Ordered stochastic response, µ = 0.05.
a b
Fig. 8. Realizations of the cable midpoint, stochastic subharmonic resonance of order 2:1, e0 = 0.1, ω0 = 2ω1 , ζ1 = ζ2 = 0.01. (a) µ = 0.01. (b) µ = 0.001.
a
b
Fig. 9. Stochastic chaotic subharmonic resonance of order 2:1. Variation of variances with µ, e0 = 0.1, ω0 = 2ω1 . (a) ζ1 = ζ2 = 0.01. (b) ζ1 = ζ2 = 0.002. Thick line:
Filtered white noise process. Thin line: Variable phase process.
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Fig. 10. Variation of maximum Lyapunov exponent with µ, ω0 = 2ω1 . (a) ζ1 = ζ2 = 0.01, (b) ζ1 = ζ2 = 0.002. Bottom: e0 = 0.1. Middle: e0 = 0.2. Top: e0 = 0.3. Thick
line: Filtered white noise process. Thin line: Variable phase process.
a b
c
Fig. 11. Trajectory of the cable midpoint, ordered superharmonic resonance of order 1:2, e0 = 0.55, ω0 = 0.52ω1 , ζ1 = ζ2 = 0.002. (a) Harmonically varying chord
elongation. (b) Stochastically varying chord elongation, filtered white noise, µ = 0.001. (c) Stochastically varying chord elongation, variable phase process, µ = 0.001.
Fig. 12. Fourier transform of single mode in-plane modal coordinate, e0 =
0.3, ω0 = 0.52ω1 . Harmonically varying chord elongation.
The responses obtained by the two narrow-banded stochastic
chord elongation models agree quite well. Hence, it may be
concluded that the dramatic qualitative and quantitative changes
of the subharmonic resonant response under stochastic excitation
at realistic bandwidth parameters are caused by the 2nd order
statistical moments of the excitation. Physically, the changes are
due to the slowly varying phase of the excitation, which destroys
the phase locking of the deterministic attractor. The amplitude
variation has no influence on the response because the singlemode
in-plane subharmonic attractor is unstable for all amplitudes.
3.2. Superharmonic resonance of order 1:2
Fig. 11(a) shows the trajectory of the midpoint under coupled
mode superharmonic resonance of order 1:2 due to harmonic vary-
ing chord elongations. The damping ratios are ζ1 = ζ2 = 0.002,
representing a cable without dampers. Bothmodal coordinates are
at superharmonic resonance. Additionally, another stable single
mode in-plane subharmonic attractor exists. An FFT plot of the re-
sponse in this attractor has been shown in Fig. 12, revealing a small
harmonic amplitude B1 at the angular frequency ω = ω0, a signif-
icant superharmonic amplitude at the frequency ω = 2ω0, and
a small higher order harmonic amplitude B3 at the angular fre-
quency ω = 3ω0. Fig. 11(b) shows the corresponding trajectory
during comparable stochastic chord elongations obtained as fil-
teredwhite noise with the bandwidthµ = 0.001. In this case, ran-
dom jumps between the two deterministic attractors take place.
The single mode in-plane motion is visible in the trajectory as the
vertical filled-in area in the vicinity of q1(t) = 0. Fig. 11(c) shows
the coupled mode trajectory during stochastic excitation with the
variable phase model. No jumps to the single mode in-plane at-
tractor take place. From this observation it is concluded that the
jumps between the attractors are caused by the slow variation of
the amplitude of the filtered white noise model.
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Fig. 13. Variation of variances of modal coordinates with µ, e0 = 0.55. ζ1 = ζ2 = 0.002. Variable phase process.
Fig. 14. Variation of maximum Lyapunov exponent with µ, e0 = 0.55. ζ1 = ζ2 =
0.002. Variable phase process.
Because of the random jump between the two superharmonic
attractors it is not possible with the applied ergodic sampling
technique to obtain reliable estimates of the variance of the modal
coordinates and the maximum Lyapunov exponent in the case of
filtered white noise excitation. For this reason, these quantities
will only be determined for the variable phase excitation. Fig. 13
shows the obtained variances as a function of the bandwidth
parameter. The variances are approximately constant up to a
certain bandwidth value, where the in-plane component starts
to increase and the out-of-plane component to decrease in
magnitude. The variance of the out-of-plane component attains a
minimum at an unrealistic large bandwidth value, and increases
monotonously beyond this minimum value. Fig. 14 shows the
Fig. 16. Fourier transform of in-plane mode, e0 = 0.3, ω0 = 23ω1 . Harmonic
varying chord elongation.
variation of the estimated maximum Lyapunov exponent as a
function of µ. As seen, the response is ordered as µ → 0, as
displayed by the trajectory shown in Fig. 11(a). However, for any
realistic bandwidth value the stochastic response is chaotic.
3.3. Superharmonic resonance of order 2:3
Fig. 15(a) shows the trajectory of the midpoint under cou-
pled mode superharmonic resonance of order 2:3 due to harmonic
varying chord elongations. Both modal coordinates are at super-
harmonic resonance. Additionally, another stable single mode in-
plane attractor exists. The FFT plot of the response is shown in
Fig. 16, revealing that the dominating component is the harmonic
response amplitude at the angular frequencyω = ω0. In particular,
there is no superharmonic response component present. Fig. 15(b)
shows the corresponding trajectory during comparable stochastic
chord elongations obtained as filtered white noise with the band-
width µ = 0.001. As seen, random jumps take place between the
two attractors, aswas the case for the superharmonic resonant case
of the order 1:2. Fig. 15(c) shows the coupled mode trajectory dur-
a b
c
Fig. 15. Trajectory of the cable midpoint, ordered superharmonic resonance of order 2:3, e0 = 0.7, ω0 = 23ω1 , ζ1 = ζ2 = 0.002. (a) Harmonic varying chord elongation.
(b) Stochastic varying chord elongation, filtered white noise, µ = 0.001. (c) Stochastic varying chord elongation, variable phase process, µ = 0.001.
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Fig. 17. Variation of variances of modal coordinates with µ, e0 = 0.7, ζ1 = ζ2 = 0.002. Variable phase process.
Fig. 18. Variation of maximum Lyapunov exponent with µ, e0 = 0.7. ζ1 = ζ2 =
0.002. Variable phase process.
ing stochastic excitation with the variable phase model. No jumps
to the singlemode in-plane attractor take place, and it is concluded
that the jumps between the attractors are caused by the slowly
varying amplitude of the narrow-band stochastic chord elongation,
whereas the variation of the phase is of no importance. Again, the
variance of themodal coordinates and themaximum Lyapunov ex-
ponent will only be determined for the variable phase excitation.
Fig. 17 shows the obtained variances as a function of the
bandwidth parameter. The variances are approximately constant
up to a certain bandwidth value, where the in-plane component
starts to increase and the out-of-plane component to decrease in
magnitude. The variance of the out-of-plane component attains
a minimum, and increases monotonously beyond this minimum
value. Fig. 18 shows the variation of the estimated maximum
Lyapunov exponent as a function of µ. As seen, the response is
ordered as µ → 0. At finite, but unrealistic low bandwidth values,
the stochastic response changes between ordered and chaotic
behavior. However, for any realistic bandwidth value the stochastic
response is always chaotic.
4. Conclusions
The stochastic response and chaotic behavior of a shallow cable
have been analyzed by two comparable stochastic models for the
chord elongation for the subharmonic resonance of order 2:1 and
the superharmonic resonances of orders 1:2 and 2:3. One model
is obtained by linear filtration of Gaussian white noise through a
second order filter. The other model is based on a zero-time lag
cosine transformation of a Wiener process. Both processes have
almost identical auto-covariance functions, whereas higher order
statistical moments are different.
The results for the stochastic subharmonic resonance of order
2:1 obtained by the two narrow-band stochastic chord elongation
models agree quite well, from which it is concluded that the
qualitative and quantitative changes of the stochastic subharmonic
resonant response compared to the response obtained under
harmonically varying chord elongation are caused by the 2nd order
statistical moments of the excitation. Physically, the changes are
due to the slowly varying phase of the excitation, which destroys
the phase locking presumed by the deterministic attractor. The
amplitude variation has no influence on the response because
the single mode in-plane subharmonic attractor is unstable for
all amplitudes. It is shown that a critical value of the bandwidth
parameter exists above which the out-of-plane response vanishes,
and the subharmonic resonant response takes place entirely in the
in-plane modal coordinate. Based on a numerically determined
maximum Lyapunov exponent stochastic it is demonstrated
that the stochastic response loses predictability above a critical
bandwidth parameter. If the variance of the chord elongation
excitation is not too large, predictability is eventually recovered
at sufficiently large bandwidth values. Further, the tendency of
chaotic behavior is more pronounced at low structural damping
than at high damping.
Two stable deterministic superharmonic resonance attractors
of order 1:2 exist, which influence the stochastic superharmonic
resonant response. One attractor is a coupled mode response,
where both modal coordinates are at superharmonic resonance.
The other attractor is a stable single mode in-plane subharmonic
attractor. In the case of filtered white noise excitation a random
jump between the two attractors takes place. These jumps do
not take place for the variable phase excitation. Hence, the jumps
are caused by the slowly varying amplitude of the narrow-band
stochastic chord elongation, whereas the variation of the phase is
of no importance. Variances and the chaotic behavior have only
been analyzed for the randomphase excitation. The variance of the
components is approximately constant up to a certain bandwidth
value, where the in-plane component starts to increase and the
out-of-plane component to decrease inmagnitude. The variance of
the out-of-plane component attains a minimum at an unrealistic
large bandwidth value, and increases monotonously beyond this
minimum value. The stochastic response is ordered as µ → 0.
However, for any realistic bandwidth value the stochastic response
becomes chaotic.
The stable deterministic superharmonic resonance attractor of
the order 2:3 consists of a coupled mode response. Additionally,
a single mode in-plane harmonic varying attractor exists. In the
case of filtered white noise excitation a random jump between
the two attractors takes place. These jumps do not take place
for the variable phase excitation. As for the superharmonic
resonance of order 1:2, it is concluded that these jumps are
caused by the slowly varying amplitude of the narrow-band
stochastic chord elongation, whereas the variation of the phase
is of no importance. Variances and the chaotic behavior have
only been analyzed for the random phase excitation. The variance
of the components is approximately constant up to a certain
bandwidth value, where in-plane components start to increase
and the out-of-plane component to decrease in magnitude. The
variances are approximately constant up to a certain bandwidth
value, where the in-plane component starts to increase and
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the out-of-plane component to decrease in magnitude. The
variance of the out-of-plane component attains a minimum, and
increasesmonotonously beyond this minimum value. At finite, but
unrealistic low bandwidth values, the stochastic response changes
between ordered and chaotic behavior. However, for any realistic
bandwidth value the stochastic response is always chaotic.
Appendix. Eigenfrequencies, eigenmodes and coefficients en-
tering the reduced cable model
The eigenmodes Φ1(x) and Φ2(x) are given as (see Irvine [13])
Φ1(x) = sin(πξ)
Φ2(x) =
cos

Ω
2 (1 − ξ)

− cos Ω2
1 − cos Ω2
 , ξ = xL (13)
where Ω is the lowest positive solution to the transcendental
equation
tan
Ω
2
=
Ω
2
−
4
λ2

Ω
2
3
(14)
λ2 is the Irvine stiffness parameter, [13]
λ2 = 64
EA
H
f 2
LeL
(15)
Le is an equivalent cable length which takes the flexibility of the
supports into consideration defined as, [14]
Le = L +
AE
k1
+
AE
k2
. (16)
Then, the fundamental angular eigenfrequencies at fixed
supports are given as
ω1 = πω̄
ω2 = Ωω̄

(17)
where
ω̄ =
1
L

H
m
. (18)
From (13) the following parameters may be evaluated, [5]
a1 =
∫ 1
0
Φ1 dξ =
2
π
b1 =
∫ 1
0
Φ21 dξ =
1
2
c1 =
∫ 1
0

dΦ1
dξ
2
dξ =
π2
2
a2 =
∫ 1
0
Φ2 dξ =
sin Ω2 −
Ω
2 cos
Ω
2
Ω
2

1 − cos Ω2

≃
2
π

1 −
4 + 2π − π2
4π
1Ω

b2 =
∫ 1
0
Φ22 dξ =
−3 sinΩ + Ω(2 + cosΩ)
2Ω

1 − cos Ω2
2
≃
1
2

1 −
π − 3
π
1Ω

c2 =
∫ 1
0

dΦ2
dx
2
dξ =
Ω2 − Ω sinΩ
2

1 − cos Ω2
2
≃
π2
2

1 −
π − 3
π
1Ω


(19)
where the last expressions for a2, b2 and c2 represent first order
expansions in the parameter
1Ω = Ω − π. (20)
1Ω is a non-dimensional measure of the difference ω2 −
ω1 between the fundamental in-plane and out-of-plane angular
eigenfrequencies, cf. (17).
Then, the following results can be evaluated for the coefficients
entering (4)
α =
c2
c2 + λ2a22
≃
π3
π3 + 4λ2
β1 =
1
8
ω̄2
λ2
f
a2
c1
b1
≃
π
4
ω̄2
λ2
f

1 −
4 + 2π − π2
4π
1Ω

β2 =
1
16
ω̄2
λ2
f
a2
c1
b2
≃
π
8
ω̄2
λ2
f

1 −
16 − 2π − π2
4π
1Ω

β3 =
3
16
ω̄2
λ2
f
a2
c2
b2
≃
3π
8
ω̄2
λ2
f

1 −
4 + 2π − π2
4π
1Ω

γ1 =
1
128
ω̄2
λ2
f 2
c1
b1
c1 =
π4
256
ω̄2
λ2
f 2
γ2 =
1
128
ω̄2
λ2
f 2
c1
b1
c2 ≃
π4
256
ω̄2
λ2
f 2

1 −
π − 3
π
1Ω

γ3 =
1
128
ω̄2
λ2
f 2
c2
b2
c1 ≃
π4
256
ω̄2
λ2
f 2
γ4 =
1
128
ω̄2
λ2
f 2
c2
b2
c2 ≃
π4
256
ω̄2
λ2
f 2

1 −
π − 3
π
1Ω

η = 8ω̄2
a2
b2
f ≃
32
π
ω̄2

1 −
16 − 2π − π2
4π
1Ω

f

. (21)
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