This paper considers systems whose transfer functions take the form of a strictly proper rational function times a delay. A closed form expression is presented for the controller which is optimally robust with respect to perturbations measured in the gap metric. The formula allows the H 1 loop-shaping procedure of Glover-McFarlane to be carried out explicitly for this class of systems without the need to rst nd a rational approximation of the plant. The form of the controller involves a certain algebra of \pseudo-derivation" operators. These operators, and their matrix generalizations, play a central role in the derivation of the controller. A discussion of the main properties of these operators will be given. An example will be presented of a controller design to achieve disturbance attenuation and robust setpoint following for a plant with two lightly damped poles and a non-trivial time delay. The performance is compared, and shown to be superior, to that of a Smith predictor.
for increasingly general situations 14], 21], 27], 31] and for explicitly computing the controllers. The computation of the optimal performance involves nding the maximum singular value (norm) of a certain generalized Hankel or Sarason operator. The construction of the optimal controller requires computing the associated singular vectors. Extra care is needed in case the in mum is not achieved in the optimization problem 11] or in case the underlying operator is not compact. ( We mention incidentally that neither of these two cases arises in the problem treated here.) The computation of singular values and vectors usually exploits special structures in the family of systems considered, such as the presence of general H 1 inner factors multiplied by rational functions. In the case of delay systems, the computations were originally cast in the form of a certain two-point boundary value problem in the time domain 13 The current work is part of an on-going e ort to realize the original goals of the above research program. A formula for an H 1 controller is derived which takes a particularly simple form and is easily programmable. Moreover, the controller minimizes a certain cost functional which has proved to be especially convenient for design. We would like to mention that, in some recent work 28], an algorithm has been outlined for the computation of suboptimal controllers of delay systems for robustness in the gap. At the moment, it is an interesting open problem to seek an explicit formula of the type given in this paper for the suboptimal case. The paper is organized as follows. In Section 2 some background material is reviewed on the properties and computation of gap/normalized coprime factor optimally robust controllers. In Section 3 the singular value/vector equations of Partington-Glover, and the procedure to nd the gap optimal controller from them, are summarized. In Section 4 the (scalar) operator @ is introduced and the main properties of the operator, which will be used in the controller derivation, will be described. In Section 5 the general procedure for the computation of the optimal controller will be carried out for the case where P(s) = e ?s =(s? ). The purpose of this section is to motivate the computational steps that are necessary in the higher order case. In Section 6 a generalization of the @ operator to the matrix case will be presented together with its properties. In Section 7 the general controller formula is derived and, in Section 8, an illustrative example is presented. which is the gap metric robustness radius for the feedback system. That is, b P;K is the radius of the largest ball of uncertainty about P, measured in the gap metric, which is stabilized by K. For the de nition of the gap metric, connections with normalized coprime factorizations, and associated results on robust stabilization the reader is referred to 16], 18]. It appears that b P;K is a useful quantity to maximize for a feedback system, especially if it is weighted appropriately. In fact, the maximization of b WP;K , for some weighting function W chosen by the designer, is the basis of the Glover-McFarlane H 1 loop shaping method 20]. This problem is also the same as the optimal robustness problem in the weighted gap metric (see 4], 15]). From the point of view of computations, it is su cient to consider the unweighted case only. This will be our point of view until the example in the last section.
We now summarize some background results on the optimization of b P;K . Let P = N=M, where M; N 2 H 1 , is a normalized coprime factorization of P (i.e., NN + MM = 1) and let F = (?N; M). We de ne the optimal robustness radius b opt (P) = sup K stblz b P;K : (1) It can be shown that the following formula holds 
? ŷ = x (4) and de neû = + F x. Then the optimal compensator has a transfer function K = ?û 1 =û 2 . See 17] for a more detailed explanation of these facts and further references.
Computation of singular values and vectors
In this section we consider a single-input/single-output system with transfer function of the form P(s) = e ?s P 0 (s) where P 0 (s) is a strictly proper rational function and is a timedelay. Since e ?s is inner we can nd the normalized coprime factors of P(s) by nding the normalized coprime factors of P 0 (s) using the state-space construction of 19 (6) We assume that P(s) 6 0 which implies that k?k > 0. Since F(s) is right invertible over H 1 , which is equivalent to P being stabilizable, k?k < 1 (see 16, Sections III and VII]).
Finally we note that, since F(s) is continuous on the compacti ed right half plane, the optimal controller for P(s) can be found from the singular values and vectors of ?.
We now summarize the formulae of Partington and Glover 23] for the computation of the singular values of ?. The idea is to give a time-domain realization of the equations (3) and (4) . These are the equations w( ) = Z 1 e A (u? ) C x(u)du;
_ w(t) = ?A w(t) ? C x(t) 
Thus " v(t) w(t)
Next, by substituting for x and y in (8) and (7), we obtain the relations v(0) = ?1 Rw(0); (13) P2. Calculate x(t) on 0; 1) from equation (9) . P3. Findû = + F x, whence K(s) = ?û 1 =û 2 (17) for any pair of points , 2 C which are points of analyticity for the class of functions acted upon. A direct consequence is that @ @ = @ @ . The following pseudo-derivation identities take the place of a product rule (@ fg) ( 
(19) (They di er from the usual product rule of di erentiation by the fact that one of the two terms involves evaluation of one of the functions at the point .) If + 6 = 0 then @ 1 s + = ?1=( + ) (s + ) : (20) If + 6 = 0 and g is analytic at , then (18) , (19) , and (20) using (26) and STEP 2. This establishes the required equality.
To complete the proof we note that the result for the case of k = 1 can be applied to:
for n su ciently large, to give:
By letting n ! 1 we can check in turn that In the present section we consider the simplest example of a plant having transfer function of the form \time-delay rational function": P(s) = e ?s =(s ? ). An expression for the optimal controller was derived in 17]. A simpli ed formula involving the operator @ was given in 18]. Below we present a new derivation of the optimal controller making explicit use of certain properties of the operator @ . The computations illustrate several key steps which motivate analogous steps in the general case.
Proposition 3. Let P(s) = e ?s =(s ? ) where is any real constant and > 0.
(a) The optimal robustness radius for gap ball uncertainty is given by b opt (P) = (1 ? 2 max ) 1=2 ; (28) (17) . In fact, by substituting for , and e , the coe cient of @ in is easily seen to be zero. Next, using similar substitutions, we get where the second step uses (21) . Taking the quotient of (31) and the above expression for gives the required result. 2 6 The matrix @-operator
To facilitate the controller computations in higher order cases we will need a matrix generalization of the operator @ and its properties.
Let A 2 C n n and let F(s) be an n r matrix whose elements are analytic in an open simply connected region C for which spec(A) . Then we de ne: 
7 General controller formula
In this section we will generalize the formula of Proposition 3 to the case where P(s) = e ?s P 0 (s), and P 0 (s) = C(sI ? A 0 ) ?1 B is (a minimal realization) of degree n. We recall the notation of Section 3, namely A = A 0 + EC, E = ?RC , with R; S; H de ned as in (5), (15), (11) . In order to carry out the derivations of this section, a mild genericity assumption will be needed on P 0 (s), namely that the re ections of the zeros of P 0 (s) about the imaginary axis are disjoint from the poles of P 0 (s). As shown in the lemma below, this is equivalent to the spectrum of H and A being disjoint, which is the assumption we will need in the computations below. A discussion on the validity of the formula when the assumption fails is given in Remark 2. Lemma 1. Let A, B, C and P 0 (s) be de ned as above, and let H be de ned as in (11) . Let f i : i = 1; : : : ; kg be the zeros of P 0 (s) and let f i : i = 1; : : :;`g be the poles of P 0 (s) (since P 0 (s) is a scalar function these two sets are disjoint). Then the following statements are equivalent: (Re( ) < 0), p( ) = q(? ) = 0. This means that r ( )r( ) = 0 which implies r( ) = 0, since r(s) is Hurwitz. Therefore, p(s) and r(s) have a common factor. Since (C; A 0 ) is observable, so is (C; A), which means that (A; B) is not controllable.
(a 2 ) , (b 2 Proof. We assume that 0 < r := rank(X) < n, otherwise the statement is trivial. We now write X = X 1 X 2 and Y = Y 1 Y 2 , where X 1 2 C n r , X 2 2 C r n , Y 1 2 C n (n?r) and Y 2 2 C (n?r) n . Thus In fact it is su cient to prove (44) for an arbitrary T of rank one, since the general fact then follows by linear superposition. We rst take T = z j y , where z j is an eigenvector of A , i.e., A z j = j z j , and y is an arbitrary row vector. Observe that (46) is zero. Since y is arbitrary in (46) and z j is any eigenvector of A this proves that (44) holds for any n n matrix T having range the span of the eigenvectors of A . This completes the proof if A is diagonalizable. The same conclusion holds in the non-diagonalizable case as well. To see this consider a sequence of matrices A k (k = 1; 2; : : :) tending to A, each of which is diagonalizable, and let P k (s) (k = 1; 2; : : :) denote the corresponding perturbed transfer functions. It can be easily seen that P k (s) ! P(s) in the gap metric (this follows because the graph symbol F depends continuously on A; see 16] for the de nition and expressions for the gap metric). Further, due to the metric property of the gap, see e.g. 16], the optimal robustness radius b opt (P) depends continuously on P(s). Since the largest root of det(L( ) = 0 is = q 1 ? b 2 opt (P), depends continuously on A as well. Clearly R and S depend continuously on A, hence so does L( ). Note that L( ) remains singular as A varies. Now suppose that w 0;k are unit vectors satisfying L k ( k )w 0;k = 0, k = 1; 2; : : : (where L k is de ned via (16) for the case of each P k (s) respectively). Without loss of generality we can take w 0;k to be a convergent sequence (otherwise we select an appropriate subsequence), and let the limit point be w 0 . Then L( )w 0 = 0, so this limit point can be taken as the de nition of w 0 . Since H is assumed diagonalizable and since it depends continuously on A, we can assume that, in each case, H k is also diagonalizable (possibly for k su ciently large). Further, we can select eigenvectors for H k tending to corresponding ones for H. Compiling the above, it is seen that P i U i TV i depends continuously on the perturbations of A. By the earlier part of the proof this expression is identically zero in the case of each A k . Thus in the limit it is also zero for the given P(s) and A. This completes the proof. 2 
We are now ready to state the form of the optimal compensator. Theorem 1. Let P(s) = e ?s P 0 (s) be a single-input/single-output plant with P 0 (s) = C(sI ? (5), (15), (11) , and = max throughout.
Before proving the theorem we will establish the following result.
Lemma 3. Consider any (non-zero) strictly proper rational function P 0 (s). Then b opt (e ?s P 0 (s))
is a strictly decreasing, continuous function of .
Proof. Let (2)). We will prove a slightly more general fact than (52). Let Proof of Theorem 1. Under the assumption that H = H is diagonalizable the result follows from Proposition 1, equation (2) and steps P1.{P3. It follows that K opt (s) = ?û 1 =û 2 , whereû 1 andû 2 are given in (42) and (50). To show that the formula is also valid when H is not diagonalizable we use a perturbation argument. We break the reasoning into two steps. STEP 1. We claim that H has distinct eigenvalues for almost all if the conditions of Using STEP 1 we can assume, without loss of generality, that H i has distinct eigenvalues. Now suppose that w i are unit vectors satisfying L( i )w i . Without loss of generality we can take w i to be a convergent sequence (otherwise we select an appropriate subsequence), and let the limit point be w 0 . Then L( )w 0 = 0. Letx be de ned as in equation (41) However, it seems to be the case in such situations that (I; 0)M (H)w 1 , as well as the second term in (50), is bounded in the limit as P 0 (s) is approached. If a well-de ned limit can be proved to exist then the controller formula of Theorem 1 would also be valid in this sense when Lemma e ?s is approximated uniformly on any nite interval of the imaginary axis. However, if H has an eigenvalue of multiplicity r on the imaginary axis then it is also necessary to have the rst r derivatives of f k (s) tending to those of e ?s at that point. Possible choices satisfying these conditions are: f k (s) = 1=(1+s =k) k , f k (s) = (1?0:5s =k) k =(1+0:5s =k) k or general Pad e approximants. An alternative approach to nite dimensional controller design for the H 1 design problem of this paper has been given in 18] which explores approximation of the time-domain vector x(t).
Design example
In this section we will use the formula in Theorem 1 to design a controller to achieve disturbance attenuation and robust set-point following for a delay system. We will take a plant with two lightly damped poles and a non-trivial delay. This type of system is a suitable nominal model in a number of process control applications. We will show that our design has signi cantly better performance than a Smith predictor.
The plant we will consider is: We will demand increased damping of the oscillations in response to disturbances at the plant input, together with robust asymptotic tracking of constant reference inputs. To achieve these goals, we follow the H 1 loop shaping (optimal robustness) design procedure of Glover- McFarlane 20] . We select an appropriate weighting function W(s) and compute the optimal controller K W (s) for W(s)P(s). The nal controller for P(s) is then given by
Since an integral term is required in the controller for robust tracking, a proportional-plusintegral weighting function W(s) = k p + k i =s was selected. The values k p = 1:4 and k i = 0:4 were found to give an acceptable loop shape and a su ciently large robustness margin of b opt = 0:3296. (Increasing k p and k i gives larger loop gain but causes b opt to decrease.) The nal K(s) obtained is stable (except for the pole at s = 0) and is non-minimum phase as evidenced by the lagging phase characteristic between 0.3 and 1.0 rad/sec (see Fig. 4) . A suitable implementation of the controller is shown in Fig. 2 , where k 0 = K W (0). (Note that the speci cations are also met with K(s) in the forward path and unity negative feedback. However, the arrangement of Fig. 2 ensures that the response from r to y is not adversely a ected by the non-minimum phaseness of K W (s). Moreover, any admissible command response|a stable system with at least second order roll-o in series with a time delay of seconds|can be achieved in this set-up using an additional stable lter outside the loop. In particular, the command response could be made the same as the Smith predictor below.)
The idea of the Smith predictor 26] is that a pre-compensator K 0 is designed for P 0 to give a desired command response from r to y in the delay-free situation. The pre-compensator K s = K 0 1 + (1 ? e ?s )P 0 K 0 stabilizes the plant e ?s P 0 , if P 0 is stable, and gives the same command response but with a delay of seconds (see Fig. 3 ). For this example, K 0 was designed using the H 1 loop shaping (optimal robustness) procedure using the same weighting function as above: W(s) = 1:4 + 0:4=s. This gives: K 0 (s) = (2:302s 2 + 0:470s + 0:612)(s + 0:286) s(s 2 + 2:693s + 0:719) :
The Bode plots for both compensators K and K s are shown for comparison in Fig. 4 . The Nyquist plots of the return ratio transfer functions PK and PK s are shown in Fig. 5 . Although there are some broad similarities in the forms of these plots, it should be pointed out that a basic property of the Smith predictor is that open loop poles of P 0 are cancelled by the zeros of the compensator K s . Thus, the open loop lightly damped poles in P are not shifted by feedback in Fig. 3 , in contrast to the situation in Fig. 2 . The adverse e ects of this cancellation become evident if the response at the plant output y is compared to step disturbances d at the plant input (see Fig. 6 ). We remark that the bad properties of the Smith predictor in case the plant has poles near the imaginary axis, have already been noted in the literature, and this has led to modi cations of the scheme being proposed 30].
Finally, a comparison of the command response to step inputs at r is shown in Fig. 7 . Note that in Figs. 4-7 the solid line denotes the optimal robustness compensator and the broken line the Smith predictor. 
