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Zusammenfassung
Im Bereich der Meteorologie treten verschiedene atmospha¨rische und ozeanische Wel-
len mit sehr unterschiedlichen Dynamiken auf. Um numerische Verfahren bzgl. dieser
Problemstellung zu analysieren, ist die Slow-Wave-Fast-Wave-Gleichung eine geeigne-
te Testgleichung. Es existieren bereits Ansa¨tze basierend auf einfachen Verfahren, wie
dem Trapez-Leapfrog-Verfahren und den Adams-Verfahren. Diese weisen jedoch Pro-
bleme hinsichtlich der Stabilita¨t und der Genauigkeit auf. In dieser Arbeit wurde ein
flexibles, numerisches Lo¨sungsverfahren namens Spectral Deferred Corrections (SDC)
vorgestellt und untersucht. Dabei wurden die schnelle und die langsame Dynamik mit
verschiedenen Ansa¨tzen behandelt, womit stabile und genaue Ergebnisse der Slow-Wave-
Fast-Wave-Gleichung mo¨glich sind. Dieses Verfahren hoher Ordnung nutzt ein einfaches
numerisches Basis-Verfahren, z. B. ein Euler-Verfahren, zur Bestimmung einer vorla¨ufi-
gen Approximation und verbessert diese Na¨herungslo¨sung iterativ durch das Lo¨sen ei-
ner Folge von Korrekturgleichungen. Im Rahmen dieser Arbeit wurden mehrere Varian-
ten von SDC auf Konvergenz, Stabilita¨t und Genauigkeit hin fu¨r die allgemeine Test-
gleichung untersucht. Im Anschluss daran wurde SDC fu¨r die Slow-Wave-Fast-Wave-
Gleichung analysiert. Abschließend beinhaltet diese Arbeit eine Kosten-Nutzen-Analyse
des SDC-Verfahrens im Vergleich zum Trapez-Leapfrog- und zum kombinierten Adams-
Verfahren angewandt auf die SWFW-Gleichung. Dabei k”pnnen einige wichtige Erkennt-
nisse gewonnen werden, die in vielerlei Hinsicht weiterverwendet und -entwickelt werden
ko¨nnen.
Abstract
In the wide range of meteorology, there exist a lot of different atmospheric and oceanic
waves which exhibit varying dynamics. In order to analyse numerical methods with re-
spect to such a problem, the so-called Slow-Wave-Fast-Wave-Equation is an appropriate
test equation. There already exist some approaches based on simple methods like IMEX
leapfrog-trapezoidal approximations or the IMEX adams approximations. Using this me-
thods, causes problems in stability and accuracy. In this publication a flexible, numerical
method named Spectral Deferred Corrections (SDC) was presented and analysed. Wi-
thin this work the fast and the slow dynamic was dealt with different approaches. This
lead to stable and accurate results for the Slow-Wave-Fast-Wave-Equation. The high or-
der method, SDC, is based on a simple numerical base-method, e. g. an Euler-method,
to calculate a provisional solution and improves this approximation iteratively by solving
a sequence of correction equations. Within the scope of this work various implementa-
tion variants of SDC were examined with respect to convergence, stability and accuracy
for the common test equation. After this, there is an analysis of SDC applayed to the
Slow-Wave-Fast-Wave-Equation. Finally, this work includes an analysis of the cost of
the SDC-method compared to the leapfrog-trapezoidal- and the combined adams-method
applayed to the SWFW-Equation. This leads to some important knowledge and insights
which can be further used and developed in many ways.
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1 EINLEITUNG UND MOTIVATION
1. Einleitung und Motivation
Die vorliegende Arbeit bescha¨ftigt sich mit der Lo¨sung gewo¨hnlicher Differentialgleichun-
gen, die in Form von Anfangswertproblemen gegeben sind, durch ausgewa¨hlte numerische
Lo¨sungsverfahren.
Differentialgleichungen sind Gleichungen, in denen neben der gesuchten Funktion auch ihre
Ableitung/en vorkommen. Sie kommen meist bei der Modellierung naturwissenschaftlicher
Pha¨nomene, Vorga¨nge etc. zum Einsatz. Oft wird durch solch eine Gleichung das A¨nderungs-
verhalten physikalischer Gro¨ßen beschrieben. Es gibt viele verschiedene Typen von Diffe-
rentialgleichungen, die in diversen mathematischen Modellierungsgebieten genutzt werden
ko¨nnen.
1.1. Motivation
In dieser Arbeit werden hauptsa¨chlich solche Differentialgleichungen in den Vordergrund ge-
stellt, die sich aus einem Gleichungsanteil von schneller Dynamik und aus einem Gleichungs-
anteil von langsamer Dynamik zusammensetzen. Dieser Typus von Differentialgleichung, der
im Verlauf der Arbeit na¨her analysiert wird, wird in diversen Modellierungsgebieten sinn-
voll angewendet. Ein wesentliches Einsatzgebiet solcher Differentialgleichungen ist die Me-
teorologie. Die Atmospha¨re und der Ozean erzeugen verschiedenartige Wellen, die sich mit
unterschiedlichen Geschwindigkeiten ausbreiten. Atmospha¨rische Modelle umfassen sowohl
niedrigfrequente Wellen wie die Rossby-Wellen1, Schwerewellen2 und einfache Advektion3
als auch hochfrequente Wellen wie Lamb-Wellen4 und akustische Wellen.
Anwendungen, in denen solche Beschreibungen des komplexen atmospha¨rischen Systems
vorkommen, sind z. B. das fifth-generation Pennsylvania State University-National-Center for
Atmospheric Research Mesoscale Model, das Advanced Research Weather Research and Fo-
recast (WRF)-NCAR Model, das Advanced Regional Prediction System oder das lokale Mo-
dell des Deutschen Wetterdienstes [6].
Auch die Shallow-Water-Gleichungen, die unter anderem zur Modellierung von ku¨stennahen
Ozeanstellen oder Seen, Flusssimulationen in Kana¨len oder Flu¨ssen etc. genutzt werden, um-
fassen Wellen von stark variierender Frequenz [7, 8].
Ferner werden Differentialgleichungen mit Gleichungsanteilen von unterschiedlicher Dyna-
mik, die spezielle Lo¨sungstechniken erfordern, in Modellrechnungen zur Klima-Simulation
eingesetzt [9].
1So werden großra¨umige Wellenbewegungen in der Erdatmospha¨re und windgetriebene Ozeanzirkulationen
bezeichnet [1].
2Die Wellen, die sich an der Oberfla¨che von Wasser in der Umgebung des Wellenursprungs ausbreiten, wer-
den als Schwerewellen bezeichnet. Die wellenartige Ausbreitung ha¨ngt zusammen mit der Tra¨gheit und der
Schwere des Wassers [2]. Zusa¨tzlich gibt es Schwerewellen, die durch die Schichtung der Atmospha¨re ent-
stehen. Vor allem diese sind fu¨r Meteorologen von Bedeutung [3].
3Die horizontale Bewegung der Luft bzw. ein Transportprozess, der nur in eine Richtung abla¨uft, wird oft
Advektion genannt [4].
4Lamb-Wellen werden oft zur Erkennung von Strukturscha¨den durch Schwingungen benutzt. Dabei handelt es
sich um Schwingungen einer Platte. Zudem ko¨nnen Lamb-Wellen zur Analyse von Unterwasserexplosionen
und einigen anderen Dingen verwendet werden [5].
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Neben den gerade schon zitierten Arbeiten von Gassmann und Herzog [6], Bourchtein [7],
Whitaker [8] und Wicker [9] haben auch Jebens, Knoth und Weiner [10], Baldauf [11], Kar [12]
und erneut Gassmann [13] Ausarbeitungen u¨ber die Analyse von Lo¨sungsmethoden fu¨r Dif-
ferentialgleichungen mit Gleichungsanteilen unterschiedlicher Dynamik, die im Bereich der
Meteorologie Verwendung finden, vero¨ffentlicht.
Zur sinnvollen Lo¨sung solcher Differentialgleichungen, die sowohl Terme von schneller Dy-
namik als auch Terme von langsamer Dynamik umfassen, sind spezielle Lo¨sungstechniken
erforderlich. Da Wellen mit hoher Frequenz eine wesentlich feinere Aufteilung des Zeitinter-
valls beno¨tigen, muss zu einer stabilen und genauen Integration von sich schnell ausbreitenden
Wellen ein sehr kleiner Zeitschritt verwendet werden [14]. Generell wird der gro¨ßte Zeitschritt,
fu¨r den das Verfahren stabil ist, bei Gleichungen, die den atmospha¨rischen Fluss approximativ
berechnen, durch die Geschwindigkeit der sich schnell ausbreitenden Welle bestimmt [15]. In
der Realita¨t auftretende Wellen, die sich sehr schnell ausbreiten, sind Schallwellen. Schallwel-
len spielen bei Stro¨mungen sowohl in der Atmospha¨re als auch im Ozean keine große Rolle
und sind somit in der Genauigkeit der Modellierung vernachla¨ssigbar [15].
Jedoch erreichen Jetstreams5, die in der numerischen Wettervorhersage eine große Bedeutung
haben, bis zu einem Drittel der Schallgeschwindigkeit [16] und erschweren durch ihre hohe
Ausbreitungsgeschwindigkeit die Lo¨sung der zur Modellierung beno¨tigten Differentialglei-
chungen.
Einfache numerische Verfahren haben enorme Probleme solche Differentialgleichungen zu
lo¨sen, die sich aus einer schnell und einer langsam ausbreitenden Welle zusammensetzen. Die
auftretenden Probleme werden im Folgenden an der ’Testgleichung’ fu¨r die gerade erla¨uterten
Eigenschaften einer Differentialgleichung, der Slow-Wave-Fast-Wave-Gleichung, dargestellt.
1.2. Slow-Wave-Fast-Wave-Problem
Eine spezielle Gleichung, mit der das Verhalten einer sich langsam und einer sich schnell aus-
breitenden Welle simuliert werden kann, nennt sich Slow-Wave-Fast-Wave-Gleichung6 und
wird in diesem Kapitel genauer beschrieben. Die SWFW-Gleichung kann als Testgleichung
fu¨r Differentialgleichungen verstanden werden, die Wellen von stark unterschiedlichen Fre-
quenzen modellieren. Diese Testgleichung kann als Summe von zwei komplexen Zahlen ge-
schrieben werden. Aus der Struktur dieser einfachen Testgleichung, die in der Stabilita¨ts- und
Genauigkeitsanalyse verwendet wird, lassen sich viele komplexere und speziellere Differenti-
algleichungen herleiten. Die Nutzung einer auf das konkrete Problem hin ausgewa¨hlten Test-
gleichung dient in vielen Fa¨llen zur Klassifikation verschiedener Lo¨sungsverfahren oder zur
Beurteilung von deren Qualita¨t.
Die sogenannte SWFW-Gleichung ist eine Variante der Schwingungsgleichung. Sie stellt eine
5Jetstreams sind sehr starke Windba¨nder, die vor allem in Regionen mit starken Temperaturunterschieden auf-
treten [1].
6Im Folgenden wird fu¨r den Begriff ’Slow-Wave-Fast-Wave’ die Abku¨rzung ’SWFW’ verwendet.
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Differentialgleichung dar, die sich als Summe einer sich schnell ausbreitenden Welle und einer
sich langsam ausbreitenden Welle schreiben la¨sst. Die schnelle Welle der SWFW-Gleichung
besitzt nur eine relativ kleine Frequenz und braucht deshalb zur Simulation nicht allzu kleine
Zeitschritte [15].
Bei den im Rahmen dieser Arbeit durchgefu¨hrten Stabilita¨ts-, Genauigkeits- und Konvergenz-
untersuchungen wird die SWFW-Gleichung als Testgleichung fu¨r die semi-implizite Imple-
mentierungsweise genutzt. Die allgemein als Testgleichung bezeichnete Differentialgleichung
erster Ordnung ist durch
u′(t) = λ ·u(t) (1)
mit exakter Lo¨sung u(t) = eλ t zum Anfangswert u(0) = 1 gegeben, wobei λ ∈C und t ∈R≥0.
Die SWFW-Gleichung baut auf dieser elementaren Testgleichung auf. Der Unterschied be-
steht darin, dass man hier anstatt λ = −1, was ha¨ufig bei der elementaren Stabilita¨tsanalyse
verwendet wird, oder λ = a+ ıb mit a,b ∈ R, was im Allgemeinen zur Stabilita¨tsanalyse nu-
merischer Verfahren genutzt wird, λ = ıwH+ ıwL verwendet.7 Damit erha¨lt man die Gleichung
u′(t) = λ ·u(t) = (ıwH + ıwL) ·u(t) = ıwH ·u(t)+ ıwL ·u(t) (2)
mit exakter Lo¨sung u(t) = eıwH ·t · eıwL·t zum Anfangswert u(0) = 1.
Zur besseren bildlichen Vorstellung der SWFW-Gleichung ist in Abbildung 1 der Anteil der
langsamen Welle und der Anteil der schnellen Welle der Differentialgleichung getrennt dar-
gestellt.
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(a) Realteil der langsamen Welle der Differentialglei-
chung: eıwL·t fu¨r wL = 1
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(b) Realteil der schnellen Welle der Differentialglei-
chung: eıwH ·t fu¨r wH = 10
Abbildung 1: Aufspaltung der SWFW-Gleichung
7Wobei ı die imagina¨re Einheit darstellt.
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Es ist gut zu erkennen, dass die Zeitskalen der beiden Lo¨sungsanteile sehr unterschiedlich
sind. Man mu¨sste also zur genauen Berechnung der schnellen Welle in Teilgrafik (b) sehr
kleine Zeitschritte wa¨hlen. Diese Eigenschaft ist ein entscheidendes Merkmal fu¨r ein steifes
System von Differentialgleichungen. Generell spricht man von einem steifen Differentialglei-
chungssystem, wenn es in den Lo¨sungsanteilen stark unterschiedliche Zeitskalen gibt [17].8
Je gro¨ßer der Unterschied zwischen dem schnellen und dem langsamen Gleichungsanteil ist,
desto gro¨ßer werden die Probleme bei der numerischen Lo¨sung der SWFW-Gleichung.
U¨ber den Zeitraum von 0 bis 2π entsprechen die Koeffizienten wHΔt und wLΔt der Anzahl
der Perioden der Schwingung, wobei Δt die Gro¨ße des Zeitschritts innerhalb des numerischen
Verfahrens angibt.9 Zudem sind die Schwingungswellen symmetrisch. Das bedeutet, dass die
Wellen fu¨r wH = −10 und wL = −1 identisch mit den Schwingungswellen in Abbildung 1
sind.10
Abschließend zeigt Abbildung 2 die exakte Lo¨sung von Gleichung (2) zu wL = 1 und wH = 10
zum Anfangswert u(0) = 1. Zu sehen ist somit die Kombination aus Teil (a) und Teil (b) von
Abbildung 1. Auch hier wird – a¨quivalent zu den zwei voranstehenden Abbildungen – nur
der Realteil der Lo¨sung abgebildet. Zur Darstellung des Realteils des exakten Ergebnisses der
SWFW-Gleichung zu wL = 1 und wH = 10 wird cos((1+10)t) = cos(11t) berechnet. Daraus
resultiert eine Schwingung mit elf Perioden u¨ber den Zeitraum von 0 bis 2π . Das ist genau
eine Periode mehr als bei der separierten Darstellung der Schwingung der schnellen Welle.
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Abbildung 2: Realteil des exaktes Ergebnisses fu¨r die SWFW-Gleichung als Kombination der
Lo¨sungen fu¨r den schnellen und den langsamen Gleichungsanteil
8Im Allgemeinen versteht man unter einem steifen Problem meist Probleme mit sehr kleinen reellen Eigenwer-
ten: Re(λ ) 0 [18]. Das SWFW-Problem ist da zwar anders, aber aufgrund der vorkommenden unterschied-
lichen Geschwindigkeiten in der Dynamik bildet es dennoch ein steifes Problem.
9In dieser Auswertung ist Δt = 1 gewa¨hlt. Somit entsprechen wHΔt,wLΔt den Ausdru¨cken wH ,wL.
10Da hier nur der Realteil der Lo¨sung abgebildet ist, entspricht die dargestellte Schwingung der langsamen Welle
cos(1t) und die dargestellte Schwingung der schnellen Welle cos(10t). Die Imagina¨rteile weisen ein ebenso
unterschiedliches Verhalten bezu¨glich der Dynamik auf.
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Es stellt sich die Frage, ob diese Gleichung mit einem billigen und einfachen expliziten nume-
rischen Verfahren von geringem Aufwand gelo¨st werden kann. Die Antwort liegt jedoch auf
der Hand. Da mit der SWFW-Gleichung eine steife Differentialgleichung vorliegen kann,11
wu¨rde in diesem Fall ein sehr kleiner Zeitschritt in der numerischen Auswertung beno¨tigt
werden, um Stabilita¨t sicherstellen zu ko¨nnen [14].
Explizite Lo¨ser sind nicht A-stabil und aufgrund der Stabilita¨tsprobleme steifer Gleichun-
gen nicht sinnvoll auf diese anwendbar. Anstelle dessen mu¨ssen daher implizite numerische
Lo¨sungsverfahren benutzt werden. Diese sind durch die enthaltenen impliziten Funktionsaus-
wertungen wesentlich aufwendiger, bilden allerdings eine brauchbare Alternative hinsichtlich
steifer Differentialgleichungen.12 Steife Terme haben nur bei der Anwendung eines impliziten
Lo¨sungsverfahrens und realisierbar kleinen Schrittweiten eine stabile Lo¨sung [19].13
Es liegt nun das SWFW-Problem als Ausgangspunkt vor. Dieses soll auf eine sinnvolle Art
und Weise gelo¨st werden. Dazu wurden diverse Ansa¨tze entwickelt.
Durran und Blossey [15] haben in ihrer Vero¨ffentlichung vom April 2012 zuna¨chst einen einfa-
chen Ansatz gewa¨hlt, indem sie das Trapez-Leapfrog-Verfahren und das Zweischritt-Adams-
Bashforth-Verfahren auf Stabilita¨t bei der approximativen Lo¨sung der SWFW-Gleichung hin
untersucht haben. Dies liefert den Ausgangspunkt fu¨r diese Arbeit. Nach [15] ist das Trapez-
Leapfrog IMEX14-Verfahren das Verfahren, welches in der atmospha¨rischen Wissenschaft
verbreitet genutzt wird.
Generell ko¨nnen u. a. atmospha¨rische und ozeanische Welle in der Form
u′(t) = f (u)+Lu (3)
geschrieben werden. u ist hierbei die Zustandsvariable. L ist die Diskretisierung eines line-
aren, ra¨umlichen Operators, welcher schnelle Prozesse – wie die Schallgeschwindigkeit –
modelliert. Alle anderen Gleichungsterme – wie z. B. Advektion – werden durch f (u) aus-
gedru¨ckt [15].
Sei nun qn eine Na¨herungslo¨sung fu¨r u zum Zeitpunkt nΔt, dann lassen sich diverse einfache
semi-implizite numerische Verfahren zur Lo¨sung von Gleichung (3) herleiten. Diese kombi-
nieren ein explizites und ein implizites Lo¨sungsverfahren, um die langsamen und schnellen
Gleichungsanteile aus Gleichung (3) separat behandeln zu ko¨nnen.
11Dies ist der Fall, wenn die Koeffizienten innerhalb der Gleichung einen nennenswerten Gro¨ßenunterschied
aufweisen.
12In der Regel mu¨ssen hier nichtlineare Gleichungssysteme gelo¨st werden.
13Es gibt zwar explizite Methoden, die z. B. zur Lo¨sung des Problems unterschiedlich große Schrittweiten fu¨r
wH und wL verwenden. Diese Vorgehensweise ruiniert allerdings die Ordnung solcher Verfahren [9].
14Semi-implizite Verfahren werden oft auch implizit-explizite Verfahren (IMEX) genannt.
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1.2.1. Trapez-Leapfrog- und Adams-Bashforth-Verfahren
Konstruiert wird nun einerseits der Trapez-Leapfrog-Algorithmus, indem das implizite Trapez-
Verfahren mit dem expliziten Leapfrog-Verfahren kombiniert wird. Die Kombination aus bei-
den Verfahren kann als Pra¨diktor-Korrektor-Methode angesehen werden [20, 21]. Man beginnt
mit einem Pra¨diktor-Schritt, der durch das einfache explizite Leapfrog-Verfahren realisiert
wird. Dabei wird ein qn+1 mit der Rechenvorschrift
qn+1 = qn−1+2Δt · f (qn) (4)
ermittelt, wobei f (qn) hier erneut fu¨r die nicht schnellen Gleichungsanteile steht [15, 20].
Formt man die Gleichung des Leapfrog-Verfahrens ein wenig um, so kann diese durch
qn+1−qn−1
2Δt
= f (qn) (5)
ausgedru¨ckt werden.
Neben dem Pra¨diktor wird ein Korrektor verwendet, der mit Hilfe des Trapez-Verfahrens rea-
lisiert wird. Das einfache implizite Trapez-Verfahren u¨ber den Zeitraum von Δt lautet
qn+1 = qn+
Δt
2
(Lqn+Lqn+1). (6)
Dieses einfache Trapez-Verfahren ist jedoch nicht in der Lage eine Da¨mpfung der Wellen
aus der gegeben Differentialgleichung zu beru¨cksichtigen [15]. Aus diesem Grund wird das
Trapez-Verfahren auf ein gewichtetes Trapez-Verfahren erweitert. Dabei wird die Variable θ
mit 0 ≤ θ ≤ 1 eingefu¨hrt, welche die Sta¨rke der Da¨mpfung der numerischen Lo¨sung steuert.
Durch die Integration dieser Variable in Gleichung (6) erha¨lt man
qn+1 = qn+Δt(θLqn+(1−θ)Lqn+1), (7)
das so genannte gewichtete Trapez-Verfahren.15
Bei der Wahl der Variable θ ist hier das Verha¨ltnis von Da¨mpfung und Genauigkeit ab-
zuwa¨gen. Mit θ ≈ 12 erfolgt nur eine schwache Da¨mpfung, aber dafu¨r eine hohe Genauig-
keit [15]. Laut Durran wird Da¨mpfung oft dazu beno¨tigt, sto¨rende und gefa¨lschte Oszillatio-
nen zu vermeiden. Bei der Lo¨sung des SWFW-Problems ist es manchmal sinnvoll die ho¨chsten
vorkommenden Frequenzen etwas zu da¨mpfen, um Stabilita¨t bei der Lo¨sung zu gewa¨hrleisten
und genauere Lo¨sungen zu erhalten [15].
In den folgenden Auswertungen der Arbeit wird immer mit θ = 12 gerechnet und das gewich-
tete Trapez-Verfahren ist dann durch die Gleichung (6) gegeben. Um Kompatibilita¨t zwischen
dem Leapfrog-Verfahren, welches u¨ber einem Zeitraum von 2Δt arbeitet, und dem Trapez-
Verfahren herzustellen, wird nun auch das Trapez-Verfahren u¨ber einen Zeitraum von 2Δt
betrachtet. Somit ergibt sich die Iterationsvorschrift
qn+1 = qn−1+
2Δt
2
(Lqn+1+Lqn−1), (8)
15Wa¨hlt man θ = 1, erha¨lt man mit Gleichung (7) das explizite Euler-Verfahren. Bei der Verwendung von θ = 0
ergibt sich das implizite Euler-Verfahren. Das eigentliche Trapez-Verfahren entsteht durch die Wahl von
θ = 12 .
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die zur Gleichung
qn+1−qn−1
2Δt
=
1
2
(Lqn+1+Lqn−1) (9)
umgeformt werden kann. Dabei entspricht die linke Seite von Gleichung (9) der linken Seite
von Gleichung (5). Durch eine Kombination aus beiden gerade genannten Gleichungen erha¨lt
man
qn+1−qn−1
2Δt
= f (qn)+
1
2
(Lqn+1+Lqn−1), (10)
das Trapez-Leapfrog-Verfahren [15, 20]. Ein Vorteil der Verknu¨pfung dieser beiden Verfahren
ist die Erweiterung des auf einer Schrittweite arbeitenden Trapez-Verfahrens auf ein zweistu-
figes Trapez-Leapfrog-Verfahren.
Die SWFW-Gleichung – die Testgleichung mit λ = ıwH + ıwL – liefert konkrete Werte zur
Anwendung des Trapez-Leapfrog-Verfahrens. Der schnelle Wellenanteil, der durch ıwH ver-
ko¨rpert wird, soll nun implizit behandelt und der langsame Wellenanteil, der durch ıwL gege-
ben ist, soll explizit gelo¨st werden. Demzufolge erha¨lt man fu¨r die allgemeine Gleichung (10)
im konkreten Anwendungsfall fu¨r die SWFW-Gleichung
qn+1−qn−1
2Δt
= ıwL ·qn+ 12 ıwH(q
n+1+qn−1) (11)
als finale Iterationsvorschrift fu¨r das Trapez-Leapfrog-Verfahren.
Ein anderer Lo¨sungsansatz bietet das klassische dreistufige explizite Adams-Bashforth-Ver-
fahren in Kombination mit einem zweistufigen impliziten Adams-Verfahren. Dieses kombi-
nierte, semi-implizite Lo¨sungsverfahren kann als Dreischritt-Verfahren zweiter Ordnung kon-
struiert werden [15]. Das klassische, dreistufige Adams-Bashforth-Verfahren ist durch die Ite-
rationsvorschrift
qn+1 = qn+Δt(
23
12
f (qn)− 4
3
f (qn−1)+
5
12
f (qn−2)) (12)
gegeben [20]. Dabei beinhaltet f , wie auch schon beim gewichteten Trapez-Leapfrog-Verfah-
ren, alle nicht schnellen Gleichungsanteile.
Die Gleichung
qn+1 = qn+
1
2
Δt((1+ c)Lqn+1+(1−2c)Lqn+ cqn−1), (13)
mit c ∈ [0;1], stellt die allgemeine Rechenvorschrift fu¨r die einparametrische Familie von
impliziten Adams-Methoden dar. Wa¨hlt man in Gleichung (13) fu¨r c = 32 , so erha¨lt man ein
zweistufiges implizites Adams-Verfahren [15]. Konkret ergibt sich die Gleichung
qn+1 = qn+Δt(
5
4
Lqn+1−Lqn+ 3
4
Lqn−1) (14)
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als Iterationsvorschrift fu¨r die Gleichung (13) mit c = 32 [15]. Auch hier ist L die Diskretisie-
rung eines linearen, ra¨umlichen Operators, welcher schnelle Prozesse beinhaltet.
Diese beiden Verfahren lassen sich nun zu einem kombinierten Verfahren zusammensetzen,
welches aus einem impliziten und einem expliziten Lo¨ser besteht. Wenn man die Testglei-
chung mit λ = (ıwH+ ıwL) betrachtet, so ist wH , der Gleichungsanteil mit schneller Dynamik,
implizit zu lo¨sen und wL, der Gleichungsanteil von langsamer Dynamik, explizit lo¨sbar. Ba-
sierend auf diesem Hintergrund ko¨nnen die Summanden von λ in eine kombinierte Iterations-
vorschrift eingesetzt werden und es ergibt sich
qn+1−qn
Δt
= ıwH(
5
4
qn+1−qn+ 3
4
qn−1)+ ıwL(
23
12
qn− 4
3
qn−1+
5
12
qn−2) (15)
als finale Iterationsvorschrift [15].
Mit Hilfe dieser beiden Iterationsvorschriften kann vorab eine kurze Stabilita¨tsanalyse des
Trapez-Leapfrog-Verfahrens und des Adams-Bashforth-Verfahrens hinsichtlich der SWFW-
Gleichung durchgefu¨hrt werden.
Betrachtet man nun den relativen Fehler aufgetragen zur Anzahl der Zeitschritte, in die das
Intervall [0;1] unterteilt wird,16 so erha¨lt man Abbildung 3.
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(a) Relativer Fehler beim Trapez-Leapfrog-Verfahren
mit wH = 10 und wL = 1
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(b) Relativer Fehler beim Adams-Bashforth-Verfahren
mit wH = 10 und wL = 1
Abbildung 3: Entwicklung des relativen Fehlers abha¨ngig von der Anzahl der Zeitschritte fu¨r
das Trapez-Leapfrog-Verfahren und das Adams-Bashforth-Verfahren
Teil (a) von Abbildung 3 zeigt die Entwicklung des relativen Fehlers bei der Anwendung des
Trapez-Leapfrog-Verfahrens zur Lo¨sung der SWFW-Gleichung fu¨r den Spezialfall wH = 10
und wL = 1. Wa¨hlt man 10 Zeitschritte im Intervall [0;1], so liegt der relative Fehler bei circa
1. Das Verfahren ist fu¨r diese zu große Schrittweite unbrauchbar. Bei Reduzierung der Schritt-
weite auf 0.01, was einer Zeitschrittanzahl von 100 entspricht, reduziert sich der relative Fehler
16Dies ist a¨quivalent zur Reduzierung der Zeitschrittgro¨ße Δt.
8
1 EINLEITUNG UND MOTIVATION 1.2 Slow-Wave-Fast-Wave-Problem
auf circa 0.1. Es ist in Teil (a) ein linearer Zusammenhang zwischen relativem Fehler und der
Anzahl der Zeitschritte zu erkennen. Der relative Fehler nimmt linear mit wachsender Anzahl
an Zeitschritten ab. Jedoch la¨sst sich anhand dieser Grafik feststellen, dass zum Erhalt eines
kleinen Fehlers – kleiner als 10−3 – ein enorm kleiner Zeitschritt gewa¨hlt werden muss.
Gut zu erkennen ist hier die Ordnung des Trapez-Leapfrog-Verfahrens. Dividiert man die
Gro¨ße des Zeitschritts durch 10, so erha¨lt man auch noch ein Zehntel des relativen Fehlers.
Dies besta¨tigt, dass das Trapez-Leapfrog-Verfahren ein numerisches Verfahren erster Ordnung
ist.
Generell gilt zur Bestimmung der Konvergenzordnung eines Verfahrens die Bedingung
‖relFehler‖∞ ≤ C · ‖Δt‖p∞, (16)
wobei bei Erfu¨llung dieser Gleichung fu¨r C ≥ 0 die Variable p der Konvergenzordnung ent-
spricht [22]. Setzt man nun die Werte resultierend aus Abbildung 3 in eine Umformulierung
fu¨r Gleichung (16), die durch
p≈ | log(relFehleri) | − | log(relFehleri+1) || log(Δti) | − | log(Δti+1) | (17)
gegeben ist, ein, so erha¨lt man beim Trapez-Leapfrog-Verfahren als Ergebnis p = 1, was die
Ordnung des Verfahrens widerspiegelt. Die Ordnung entspricht zudem der Steigung der Ge-
rade in Abbildung 3. Bei einer oft geforderten Fehlergenauigkeit von 10−6 sind mehr als 107
Zeitschritte no¨tig.
In Teil (b) von Abbildung 3 ist der Verlauf des relativen Fehlers, der durch die Lo¨sung der
SWFW-Gleichung fu¨r wH = 10 und wL = 1 u¨ber dem Intervall [0;1] mittels des Adams-
Bashforth-Verfahrens entsteht, aufgetragen. Dieser beginnt ebenfalls fu¨r eine Schrittweite von
0.1 bei circa 1. Nach anfa¨nglichen Konvergenzproblemen ist auch hier ein linearer Zusam-
menhang zwischen relativem Fehler und der Anzahl der Zeitschritte erkennbar. Jedoch hat
die entstehende Gerade des relativen Fehlers beim Adams-Bashforth-Verfahren einen steile-
ren Verlauf. Bei 100 Zeitschritten, was einer Schrittweite von 0.01 entspricht, liegt der relative
Fehler zwar, genauso wie beim Trapez-Leapfrog-Verfahren, nahe bei 0.1, was jedoch aus den
anfa¨nglichen Konvergenzproblemen resultiert. Betrachtet man jedoch den weiteren Verlauf
des relativen Fehlers des Adams-Bashforth-Verfahrens, so erkennt man, dass bei der Erho¨hung
der Anzahl der Zeitschritte um eine Gro¨ßenordnung – von 100 auf 1000 – der relative Fehler
um zwei Gro¨ßenordnungen – von 0.1 auf 0.001 – reduziert wird. Daraus la¨sst sich schließen,
dass das Adams-Bashforth-Verfahren ein numerisches Verfahren zweiter Ordnung ist. Nach
der Startphase, die dies in der Grafik auf dem ersten Teil der Kurve ein wenig verfa¨lscht, er-
gibt sich auch hier nach Gleichung (17) eine wahre Aussage fu¨r p = 2.
Da das Adams-Bashforth-Verfahren die Ordnung 2 besitzt, kann man mit ihm bereits mit we-
niger Zeitschritten bzw. einer gro¨ßeren Schrittweite einen kleineren relativen Fehler erzielen.
Doch auch hier beno¨tigt man fu¨r eine Fehlergenauigkeit von 10−6 bereits 104 = 1000 Zeit-
schritte.
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Es ist anzufu¨gen, dass beide Verfahren schnell und ohne großen Rechenaufwand diese Er-
gebnisse liefern. Doch schon diese kleine Auswahl an Qualita¨tsmerkmalen eines numerischen
Lo¨sers zeigt, dass das Trapez-Leapfrog-Verfahren und das Adams-Bashforth-Verfahren bei re-
lativ geringem Aufwand nur ungefa¨hre Lo¨sungen der SWFW-Gleichung liefern. Der relative
Fehler bleibt in beiden Fa¨llen noch relativ groß.
Betrachtet man lineare Mehrschrittverfahren, wie z. B. die Adams-Verfahren, im Allgemei-
nen, so erkennt man, dass Verfahren ho¨herer Ordnung nicht so einfach generiert werden
ko¨nnen. Generell ist ein gro¨ßerer Programmieraufwand erforderlich, um Mehrschrittverfah-
ren von ho¨herer Ordnung zu konstruieren. Die Koeffizienten fu¨r die allgemeine Formel der
Mehrschrittverfahren mu¨ssen bestimmte Koeffizienten-Bedingungen erfu¨llen. Daher mu¨ssen
sie fu¨r jede ho¨here Ordnung explizit berechnet bzw. implementiert werden [23].
Weiterhin weisen Mehrschrittverfahren bei wachsender Anzahl an Stufen Stabilita¨tsprobleme
auf. Dahlquist hat bewiesen, dass es keine A-stabilen Mehrschrittverfahren mit m Schrit-
ten gibt, die eine Ordnung von m > 2 haben [18]. Diese wichtige Erkenntnis ist auch unter
der ’Zweiten Dahlquist-Barriere’ bekannt. Das bedeutet, dass es theoretisch mo¨glich ist, ein
Mehrschrittverfahren hoher Ordnung zu generieren, welches aber ab einer gewissen, hohen
Ordnung aufgrund von Instabilita¨ten keine sinnvollen Ergebnisse mehr liefert. Daru¨ber hin-
aus mu¨ssen fu¨r die Anwendung eines beliebigen Mehrschrittverfahrens mehrere Startwerte
erzeugt werden. Sind diese nicht exakt berechenbar, so liefert jeder zusa¨tzlich erforderliche
Anfangswert ein zusa¨tzliches Potential an Instabilita¨t, da bereits diese Anfangswerte numeri-
sche Na¨herungen sind [24].
Eine numerische Technik, die auf genau die Problemstellung – einem hoch- und einem nied-
rigfrequenten Gleichungsanteil – hin entwickelt wurde, beruht auf sogenannten ’Splitting’-
Methoden. ’Splitting’ bedeutet in diesem Zusammenhang, dass die zu lo¨sende Differential-
gleichung in zwei Teile gespalten wird. Ein Teil entha¨lt den hochfrequenten und der ande-
re Teil den niedrigfrequenten Schwingungsanteil. Jeder Teil fu¨r sich erfordert eine andere
Lo¨sungstechnik: der langsame Anteil wird explizit und der schnelle Anteil implizit gelo¨st.
1.2.2. Operator-Splitting
Durch die zu Beginn dieses Kapitels erwa¨hnte Aufspaltung der Differentialgleichung in zwei
Summanden, kann fu¨r jeden Term separat ein numerisches Lo¨sungsverfahren angewendet wer-
den. Man kann somit eine Kombination aus dem einfachen, aber fu¨r diese Zwecke nicht stabi-
len expliziten und einem aufwendigen, aber stabilen impliziten Verfahren konstruieren. Damit
kann die Rechenzeit zur Lo¨sung der Differentialgleichung auf diese Weise minimiert wer-
den, da der gro¨ßte stabile Zeitschritt der semi-impliziten Diskretisierung wesentlich gro¨ßer
ist, als der gro¨ßte stabile Zeitschritt fu¨r das explizite Verfahren [25]. Jedoch sollte es zu keinen
Einbußen bezu¨glich der Genauigkeit der Lo¨sung kommen. Um dies zu garantieren, mu¨ssen
einige Aspekte bei der Modellbildung beru¨cksichtigt werden. Einerseits mu¨ssen die schnel-
len Lo¨sungskomponenten immer implizit behandelt werden. Andererseits sollte der implizi-
te Gleichungsanteil leicht zu lo¨sen sein, um dem Aufwand des semi-impliziten Verfahrens
mo¨glichst gering zu halten [25].
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Bei der SWFW-Gleichung wird folglich der Term der schnellen Welle implizit und der Term
der langsamen Welle explizit gelo¨st. Auf diese Weise werden die gerade aufgeza¨hlten Kon-
ditionen eingehalten und die Genauigkeit der Lo¨sung soll durch die Verwendung eines semi-
impliziten Verfahrens anstatt eines komplett impliziten Verfahrens mo¨glichst nicht wesentlich
reduziert werden [26].
Schon Klemp und Wilhelmson verfolgten 1978 diesen Ansatz und verwendeten bei der Dis-
kretisierung des langsamen Gleichungsterms und des schnellen Gleichungsterms unterschied-
liche Lo¨sungstechniken, wie z. B. den Forward-Backward-Algorithmus fu¨r die schnellen Wel-
lenterme und das Leapfrog-Verfahren fu¨r die langsamen Wellenterme [27]. Viele Jahre spa¨ter,
1992, vero¨ffentlichten Skamarock und Klemp eine Ausarbeitung u¨ber ’split-explicit schemes’
zur Da¨mpfung von akustischen Wellen [28]. Daraufhin folgte 1998 von Wicker und Skama-
rock die Verbesserung der Splitting-Algorithmen durch Verwendung des zweistufigen Runge-
Kutta-Verfahrens zweiter Ordnung fu¨r niedrigfrequente Anteile anstelle des Leapfrog-Verfah-
rens weiterhin in Kombination mit dem Forward-Backward-Algorithmus fu¨r die schnellen
Wellen [29]. Erneut vier Jahre spa¨ter analysierten die beiden anstelle des zweistufigen Runge-
Kutta-Verfahrens ein dreistufiges Runge-Kutta-Verfahren in gleicher Funktion [14].
Kar kombinierte 2006 das dreistufige Runge-Kutta-Verfahren fu¨r schnelle Wellen anstelle
des in den Anfa¨ngen genutzten Forward-Backward-Algorithmus [12]. Letztendlich wurde im
Jahr 2007 das dreistufige Runge-Kutta-Verfahren zur Lo¨sung der langsamen Anteile sogar fu¨r
nichtlineare Probleme genutzt und in diesem Bereich analysiert [30].
Ein Nachteil der expliziten Runge-Kutta-Verfahren17 ist jedoch, dass die hochfrequenten Wel-
len immer noch einen sehr kleinen Zeitschritt in den Lo¨sungsverfahren beno¨tigen, sofern
kein zusa¨tzlicher Da¨mpfungsterm eingefu¨hrt wird. Mo¨chte man auf diesen ku¨nstlichen Da¨mp-
fungsterm verzichten, so muss auf andere Lo¨sungsvarianten zuru¨ckgegriffen werden [10].
Es stellen sich die Fragen:
• Gibt es ein numerisches Lo¨sungsverfahren fu¨r Differentialgleichungen, die verschiede-
ne Dynamiken enthalten, welches die separate Behandlung der Gleichungsteile realisiert
und aus diesem Grund stabile und genaue Ergebnisse fu¨r die atmospha¨rische Wissen-
schaft liefert?
• Wie sieht dieses Verfahren aus?
• Welche Kosten mu¨ssen fu¨r diese ’besseren’ Lo¨sungen in Kauf genommen werden?
Die Motivation dieser Arbeit liegt darin, ein neuartiges Verfahren im nachstehenden Kapitel
von Grund auf zu erla¨utern und im weiteren Verlauf tiefer gehend zu analysieren fu¨r genau
diesen Typus von Gleichung wie die SWFW-Gleichung. Somit wird ein Vergleich bezu¨glich
des anfa¨nglich zur Lo¨sung benutzten Trapez-Leapfrog-Verfahrens bzw. Adams-Bashforth-
Verfahrens ermo¨glicht.
17An dieser Stelle werden geteilte Methoden verwendet, welche explizite Runge-Kutta-Methoden fu¨r die lang-
same Dynamik mit einem beliebigen Verfahren fu¨r die schnelle Dynamik kombinieren.
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Die vorliegende Masterarbeit umfasst also die Erkla¨rung eines ’neuen’ Verfahrens – Spectral
Deferred Corrections, kurz SDC –, eine Kosten-Nutzen-Analyse gegen das Trapez-Leapfrog-
Verfahren und das Adams-Bashforth-Verfahren und wird damit Antworten auf die gestellten
Fragen geben.
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2. Spectral Deferred Corrections
In diesem Kapitel werden die mathematischen Grundzu¨ge des numerischen Verfahrens Spec-
tral Deferred Corrections zur Lo¨sung gewo¨hnlicher Differentialgleichungen, die in Form von
Anfangswertproblemen gegeben sind, dargestellt.
Spectral Deferred Corrections – entwickelt im Jahr 2000 von Dutt et al. [31] – findet man in
vielen verschiedenen Anwendungsgebieten als effizientes Lo¨sungsverfahren von Modellglei-
chungen. Ein Einsatzgebiet ist das Lo¨sen von Modellgleichungen, die auf der Shallow-Water-
Gleichung aufsetzen, wie im Artikel von Jia, Hill, Evans, Fann, Taylor aus dem Jahr 2013
beschrieben wird [32].
Ebenfalls findet man Spectral Deferred Corrections18 auch als Lo¨sungsalgorithmus fu¨r Mo-
delle, die auf Navier-Stokes-Gleichungen basieren. Aus Navier-Stokes-Gleichungen und Max-
well-Gleichungen setzt sich z. B. ein Modell zusammen, welches elektrisch leitende inkom-
pressible Flu¨sse in der Gegenwart eines Magnetfelds simuliert [33]. Auch Michael Minion
untersucht SDC angewandt auf inkompressible Navier-Stokes-Gleichungen mit Hilfe einer
Approximation durch Boussinesq Konvektion [34].
SDC zusammen mit dem unstetigen Galerkin-Verfahren findet man auch in der Literatur zur
Lo¨sung von dynamischen Flussgleichungen [35] und in der mechanischen Modellierung von
Wasser-Ressourcen-Systemen [36]. Daru¨ber hinaus findet dieses Lo¨sungsverfahren Anwen-
dungen zur Modellierung kinetischer Systeme. Ein Beispiel ist die Modellierung eines kineti-
schen Modells fu¨r Flu¨ssigkristallpolymere, wie es in der Vero¨ffentlichung von Forest, Wang,
Zhou von 2013 nachzulesen ist [37].
Wie in den obigen Referenzen, wird SDC nicht nur fu¨r gewo¨hnliche Differentialgleichun-
gen genutzt. Das Verfahren kann mit Hilfe der Linienmethode19 zur Lo¨sung von partiellen
Differentialgleichungen erweitert werden. Ein wichtiges Anwendungsbeispiel in diesem Zu-
sammenhang und im Zusammenhang mit der SWFW-Gleichung ist die Lo¨sung von Acoustic-
Advection Systemen. An dieser Stelle wird jedoch nur auf diesen Bereich mittels Minion [34]
verwiesen. Im Ausblick, Kapitel 5.2, erfolgen weitere Ausfu¨hrungen hinsichtlich dieses As-
pekts.
Weiterhin wird durch Xin, Huang, Zhao und Zhu im Artikel vom Jahr 2013 SDC als Lo¨sungs-
verfahren fu¨r fraktale Differentialgleichungen analysiert [38].
Die Abku¨rzung SDC steht fu¨r Spectral Deferred Corrections. Die Funktionsweise dieser Me-
thode wird durch die Namensgebung verdeutlicht.
1. Spectral:
Spektral bezieht sich in diesem Fall auf die Einteilung des zu betrachtenden Zeitinter-
valls in mehrere Unterintervalle. Die Absta¨nde der einzelnen Auswertungszeitpunkte
innerhalb des großen Zeitintervalls mu¨ssen im Allgemeinen nicht a¨quidistant sein. Ge-
nutzt wird bei SDC eine spezielle numerische Integrationstechnik zur Lo¨sung der Dif-
18Im Folgenden wird ’Spectral Deferred Corrections’ per ’SDC’ abgeku¨rzt.
19Als Abku¨rzung findet man oft ’MOL’, was dem englischen Ausdruck ’Method Of Lines’ entspricht und mit
Linienmethode ins Deutsche u¨bersetzt wird.
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ferentialgleichung bzw. des Integrals20: die Gauß-Lobatto-Quadratur.21
Auf die genaue Form der Anwendung und Funktionsweise dieser numerischen Quadra-
tur wird in Kapitel 2.2 genauer eingegangen.
2. Deferred:
U¨bersetzt bedeutet dieses Adjektiv ’aufgeschoben’ bzw. ’verzo¨gert’. Es bezieht sich auf
das ihm folgende Wort und wird daher im folgenden Punkt der Aufza¨hlung im Zusam-
menhang mit ’Corrections’ erkla¨rt.
3. Corrections:
Charakteristisch fu¨r das iterative numerische Verfahren SDC ist die indirekte und schritt-
weise Verbesserung der berechneten Lo¨sung. Allgemein kann man sich unter ’verzo¨ger-
ter Korrektur’ folgendes vorstellen.
Zuerst wird u¨ber einem bestimmten Zeitgitter mit einem ausgewa¨hlten numerischen
Verfahren eine Na¨herungslo¨sung des Anfangswertproblems bestimmt. Daraufhin wird
ein Korrekturterm berechnet, der sich aus der Differenz von exakter Lo¨sung und gena¨-
herter Lo¨sung ergibt. Auf diese Weise wird eine Korrektur der einfachen numerischen
Lo¨sung durch Addition des Korrekturterms ermo¨glicht. Wie dies im Detail funktioniert
zeigt Kapitel 2.1.22
2.1. Mathematische Grundlagen fu¨r SDC
Die erste Vero¨ffentlichung zur Beschreibung und theoretischen Herleitung von Spectral De-
ferred Corrections angewandt auf gewo¨hnliche Differentialgleichungen erfolgte im Jahr 2000
durch Dutt, Greengard und Rokhlin [31]. Neben den mathematischen und numerischen Grund-
lagen des Lo¨sungsverfahrens werden fu¨r die Verwendung von expliziten, impliziten und kom-
binierten Euler-Verfahren als Basisverfahren schon erste Genauigkeits- und Stabilita¨tsanalysen
durchgefu¨hrt. In Kapitel 3 der vorliegenden Arbeit wird auf genau diese Ergebnisse von Dutt
et al. Bezug genommen.
Eine Arbeit, die darauf aufbauend verschiedene Quadraturformeln innerhalb des SDC-Verfah-
rens untersucht, ist im Jahr 2005 von Layton und Minion vero¨ffentlicht worden [42].
Auf dem zentralen Artikel von Dutt et al. basieren viele weitere wissenschaftliche Arbeiten,
die die Theorie von SDC daru¨ber hinaus analysieren, in gewissen Aspekten erweitern und
aus anderen Gesichtspunkten beschreiben. Eine Konvergenzanalyse im Vergleich mit ande-
ren Methoden wurde z. B. von Hansen, Strain 2005 [43] und von Glaser, Rokhlin 2009 [44]
durchgefu¨hrt. Verbesserungen des klassischen SDC-Verfahrens hinsichtlich der Konvergenz
werden von Huang, Jia, Minion im Jahre 2006 vorgestellt [45].
Minion entwickelte einen neuen Aspekt des klassischen SDC-Verfahrens und publizierte diese
Technik unter dem Namen ’Semi-Implicit Spectral Deferred Correction Methods for Ordinary
20Es wird die zum Anfangswertproblem a¨quivalente Volterra-Integral-Darstellung genutzt.
21Es ko¨nnen auch andere numerische Integrationsverfahren genutzt werden, die alle situationsbedingt Vor- und
Nachteile aufweisen [39, 40].
22Allgemeine Informationen zu Deferred Corrections Methoden, unabha¨ngig von SDC, sind in [41] nachzulesen.
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Differential Equations’ [26]. Dieser Aspekt ist fu¨r die vorliegende Arbeit von besonderer Be-
deutung. Daher wird dieser Lo¨sungsansatz in der Theorie in dem Unterkapitel 2.2.1 dargestellt
und findet spa¨ter Anwendung in der Lo¨sung der SWFW-Gleichung.
Wie schon in der Einleitung zu Kapitel 2 erwa¨hnt, ist die SDC-Methode zur Lo¨sung von
Anfangswertproblemen der Form
φ ′(t) = F(t,φ(t)) t ∈ [a,b] (18)
φ(a) = φa (19)
geeignet. Die Gleichung (18) zusammen mit der Gleichung (19) bilden somit die Form, in der
die zu behandelnden Probleme vorliegen. Dabei ist t die in positive Richtung laufende Zeit,
die von einer Startzeit a durch das Intervall hin zur Endzeit b fortschreitet. Es ist eine Differen-
tialgleichung mit einer glatten Rechte-Seite-Funktion F und ein Anfangswert zum Zeitpunkt a
gegeben. Die Differentialgleichung wird dadurch charakterisiert, dass die Ableitung φ ′(t) von
der Funktion selber, also von φ(t), funktional abha¨ngt.
Die Integration beider Seiten der Differentialgleichung u¨ber den Zeitraum vom Startzeitpunkt
a bis zur aktuellen Zeit t liefert die Gleichung
t∫
a
φ ′(s)ds =
t∫
a
F(s,φ(s))ds. (20)
Mit dem Hauptsatz der Differential- und Integralrechnung erha¨lt man
φ(t)−φ(a) =
t∫
a
F(s,φ(s))ds (21)
als Zwischenergebnis und schließlich ergibt sich
φ(t) = φa+
t∫
a
F(s,φ(s))ds, (22)
die sogenannte Volterra-Integralgleichung.23
Diese ist a¨quivalent zum Anfangswertproblem und folglich die Lo¨sung der Differentialglei-
chung, welche die exakte, gesuchte Lo¨sung ist. Die A¨quivalenzbeziehung gilt nur unter der
Voraussetzung, dass die Funktion F stetig ist und somit auch der Integrand auf der rechten
Seite des Gleichheitszeichens stetig differenzierbar ist [47].
23Integralgleichungen sind vom Typ ’Volterra’, wenn eine Integrationsgrenze fix und die andere Integrations-
grenze von einer freien Variable abha¨ngt. Abgegrenzt dazu gibt es die sogenannten Integralgleichungen vom
Fredholmschen Typ, in der beide Integrationsgrenzen fix sind [46].
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SDC setzt nun auf dieser Integralgleichung auf. Durch jede Iteration des numerischen Lo¨-
sungsverfahrens entsteht eine Na¨herung φ˜(t) der exakten Lo¨sung φ(t). Diese wird bei SDC
mit einem Verfahren von geringer Ordnung berechnet. Der Fehler, der somit durch einen Ap-
proximationsschritt zum Zeitpunkt t entsteht, ist durch
δ (t) = φ(t)− φ˜(t) (23)
gegeben und wird inha¨rent durch die Deferred Corrections korrigiert.24
Addiert man auf beiden Seiten der Gleichung φ˜(t), so erha¨lt man die Darstellung
φ(t) = δ (t)+ φ˜(t) (24)
fu¨r die exakte Lo¨sung φ(t).
Wird dies nun in Gleichung (22) eingesetzt, ergibt sich
δ (t)+ φ˜(t) = φa+
t∫
a
F(s,δ (s)+ φ˜(s))ds, (25)
wobei diese Gleichung zur sogenannten Korrekturgleichung umgeformt wird. Damit erschließt
sich diese vorla¨ufige Darstellung der Korrekturgleichung durch Subtraktion des Na¨herungs-
terms φ˜(t) mit
δ (t) = φa+
t∫
a
F(s,δ (s)+ φ˜(s))ds− φ˜(t). (26)
Zusa¨tzlich zu dieser Korrekturgleichung wird ein Fehlermaß
E(t, φ˜) = φa+
t∫
a
F(s, φ˜(s))ds− φ˜(t) (27)
definiert. E(t, φ˜) ist ein Maß fu¨r den Fehler, der durch die Approximation φ˜(t) entsteht. Dabei
erfu¨llt φ˜ die Volterra-Gleichung (22) nicht. Ersetzt man φ(t) in Gleichung (22) durch φ˜(t), so
ergibt sich
φ˜(t) = φa+
t∫
a
F(s, φ˜(s))ds (28)
als Volterra-Gleichung der Na¨herungslo¨sung. Wie schon erwa¨hnt ist diese Gleichung nicht
erfu¨llt. Der Fehler, der in diesem Schritt auftritt, wird durch das Fehlermaß E(t, φ˜) beschrie-
ben.
24Ein zweiter Ansatz an solche Probleme heranzugehen, ist die Verwendung von Diskretisierungs-Schemata
von hoher Ordnung wie dies z. B. bei Runge-Kutta-Methoden oder linearen Mehrschritt-Methoden der Fall
ist [31].
16
2 SPECTRAL DEFERRED CORRECTIONS 2.1 Mathematische Grundlagen fu¨r SDC
In das Fehlermaß geht daher vor allem der sogenannte Versta¨rkungsfehler ein. Er ist ein In-
dikator fu¨r die Sta¨rke der Reaktion des numerischen Verfahrens auf kleine A¨nderungen der
Funktionsparameter [19]. Die Funktion F bekommt hier die Na¨herungslo¨sung u¨bergeben. Da-
durch entstehen A¨nderungen im Input, wobei das Fehlermaß dann die A¨nderungen im Output
charakterisiert.
Wird die Gleichung (27) nach dem Anfangswert φa aufgelo¨st und in die Korrekturgleichung
(26) eingesetzt, erha¨lt man nach elementaren A¨quivalenzumformungen und der Nutzung von
Gleichung (24) die abschließende Korrekturgleichung
δ (t) =
t∫
a
F(s, φ˜(s)+δ (s))−F(s, φ˜(s))ds+E(t, φ˜), (29)
siehe [26]. Diese Gleichung ist ein Indikator dafu¨r, wie gut das Fehlermaß E(t, φ˜) den Wert
δ (t) approximiert.
Die Vorgehensweise von SDC basiert nun auf dieser Korrekturgleichung. Man berechnet mit
einem einfachen numerischen Verfahren eine Na¨herungslo¨sung φ˜(t) fu¨r das gegebene An-
fangswertproblem.25 Diese Lo¨sung ist jedoch nur vorla¨ufig, da die Genauigkeit dieser Lo¨sung
mit Hilfe der Korrekturgleichung (29), die auf demselben Gitter gelo¨st wird wie die approxi-
mative Lo¨sung, verbessert wird. Um eine Reihe von Korrekturgleichungen zur Steigerung der
Genauigkeit der Lo¨sung zu erhalten, muss das Fehlermaß E(t, φ˜) mittels numerischer Quadra-
tur approximiert werden [26].
Bei SDC verzichtet man darauf das erste Integral auch mit hoher Ordnung zu approximieren,
denn ansonsten wird das Verfahren sehr teuer. Zu suchen ist ein Kompromiss zwischen Ord-
nung und Aufwand. Daher wird ein numerisches Lo¨sungsverfahren mit niedriger Ordnung auf
das erste Integral der Korrekturgleichung angewendet.
t∫
a
F(s, φ˜(s)+δ (s))−F(s, φ˜(s))ds (30)
ist ein Integral u¨ber eine Differenz und dru¨ckt somit eine A¨nderung aus. Daher sollte bei des-
sen Auswertung ein Verfahren niedriger Ordnung ausreichend sein. Nach der Bestimmung
der ersten Na¨herungslo¨sung wird dann in der letzten Iteration das Fehlermaß bestimmt. Da-
bei versucht man mo¨glichst hohe Ordnung zu erzielen, indem zur Na¨herung des Integrals die
numerische Quadratur genutzt wird. Dies verursacht zwar generell einen gro¨ßeren Aufwand,
aber da hier E(t, φ˜) unabha¨ngig von δ ist, fa¨llt dieser nicht so sehr ins Gewicht wie bei der
Lo¨sung des ersten Integrals.
Zusammenfassend kann also mit einem numerischen Verfahren erster Ordnung zur Lo¨sung
von Differentialgleichungen, wie z. B. dem Euler-Verfahren, durch das Lo¨sen einer Folge von
25Als einfache Lo¨sungsalgorithmen werden oft das explizite oder implizite Euler-Verfahren genommen oder
eine Kombination aus beiden Varianten.
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Korrekturgleichungen und der damit verbundenen Korrektur eine wesentlich ho¨here Konver-
genzordnung erreicht werden [31].
Das Unterkapitel 2.2 bescha¨ftigt sich mit der Diskretisierung von SDC, um das Verfahren
schließlich implementieren und effizient zum Lo¨sen von Anfangswertproblemen nutzen zu
ko¨nnen. Dabei ist der entscheidende Punkt eine geschickte Diskretisierung des Integrals in-
nerhalb des Fehlermaßes der Korrekturgleichung.
Es folgt zuna¨chst eine genaue Analyse des Diskretisierungsverfahrens. Im Anschluss daran
liefert das Unterkapitel 2.3 einen entscheidenden Nachtrag zur Diskretisierung bezu¨glich der
numerischen Integration.
2.2. Diskretisierung des Verfahrens
Um das in Kapitel 2.1 hergeleitete Verfahren implementieren zu ko¨nnen, muss dieses nun
diskretisiert werden. Die zentrale Gleichung – charakteristisch fu¨r Deferred Corrections Me-
thoden – ist durch
φ k+1 = φ k+δ k, (31)
die diskrete Darstellung von Gleichung (24), gegeben. k ist die Iterationsvariable, durch de-
ren Inkrementierung die Verbesserung pro Iteration durchgefu¨hrt wird. Das bedeutet, dass die
Lo¨sung φ k durch Summation mit dem Korrekturterm δ k aus Schritt k verbessert wird und da-
mit im k+1-ten Iterationsschritt eine genauere Lo¨sung der zu lo¨senden Differentialgleichung
entsteht.
Zur Diskretisierung von Gleichung (31), vor allem zur Diskretisierung von δ (t), wird eine
diskrete Darstellung des in Gleichung (29) auftretenden Integrals beno¨tigt. Hier kommt die
numerische Integration – auch numerische Quadratur genannt –, die in dem nachstehenden
Kapitel 2.3 genauer erla¨utert wird, ins Spiel. Bei der Implementierung von SDC im Rahmen
dieser Arbeit wird ein spezielles Integrationsverfahren verwendet, na¨mlich die Gauß-Lobatto-
Quadratur.
Das Gauß-Verfahren ist bekanntlich ein Kollokationsverfahren, wobei als Kollokationspunk-
te die Knoten der Gauß-Legendre-Quadratur gewa¨hlt werden. Diese werden im Unterkapitel
2.3.2 einmal beispielhaft berechnet.
Bei SDC soll die Lo¨sung jedoch auf einem vorgegebenen Zeitintervall bestimmt werden. Vor-
gegeben sind also die Startzeit und die Endzeit. Wu¨rde nun die Standard-Gauß-Quadratur
zur Integralapproximation genutzt, so wa¨ren die Randpunkte ebenfalls spektral angeordnet
und entspra¨chen nicht den vorgegebenen fixen Intervallgrenzen.26 Um die rechte und linke
Intervallgrenze direkt miteinzubeziehen, wird hier die Gauß-Lobatto-Quadratur genutzt, wel-
che im Unterkapitel 2.3.3 vorgestellt und im Unterkapitel 2.4.2 auf eine besonders effiziente
Weise implementiert wird. Die Gauß-Lobatto-Quadratur ist in diesem Fall einfacher und etwas
gu¨nstiger in der Implementierung, da der erste Schritt vom linken Rand zum ersten Knoten und
außerdem die Auswertung der diskreten Volterra-Gleichung fu¨r den rechten Rand ausgespart
26Eine Mo¨glichkeit wa¨re hier eine Extrapolation, um die Lo¨sung am geforderten Endzeitpunkt zu erhalten [26].
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werden kann [42]. Da bei dieser Form der Gauß-Quadratur der Anfangs- und Endkollokati-
onspunkt fix sind und nicht mehr spektral im Gitter angeordnet, kommt es zu einer Reduktion
der Konvergenzordnung [24]. Allerdings ist die ho¨here Ordnung des reinen Gauß-Verfahrens,
vergleiche dazu Unterkapitel 2.3.3, in der Praxis von nicht so großer Bedeutung.
Bei der nun anschließenden Diskretisierung des SDC-Verfahrens werden Integrale der Form
τm+1∫
τm
, welche z. B. in dem Ausdruck fu¨r δ (t) vorkommen, durch Im+1m (φ k) per numerischer,
interpolatorischer Quadratur approximiert. Dazu werden die Quadraturgewichte σ lm verwen-
det. Zusammen mit tl, einer Zwischenstelle des Zeitintervalls [tn, tn+1], und der Definition von
φ kl ≈ φ˜(tl) wird nun die aufwendige Integration durch eine einfache Matrix-Vektor-Multipli-
kation der Form
τm+1∫
τm
F(s, φ˜(s))ds =
M
∑
l=0
σ lmF(tl,φ
k
l ) = I
m+1
m (φ
k) (32)
ersetzt. Diese Quadratur muss fu¨r jedes Unterintervall [τm;τm+1] realisiert werden. Somit ist
die Anzahl der Knoten bzw. Kollokationsstellen durch M+1 gegeben und m liegt im Bereich
von 0 bis M− 1 [26]. Die Funktion F(tl,φ kl ) muss also an M+ 1 Gauß-Lobatto-Quadratur-
Knoten bekannt sein [26]. Die Matrix der Quadraturgewichte – σ lm – kann unabha¨ngig vom
Anfangswertproblem vor Ausfu¨hrung des eigentlichen Verfahrens berechnet werden. Auf eine
geschickte Berechnung der Gewichte σ lm wird in Unterkapitel 2.4.2 genauer eingegangen.
Im+1m ist also die exakte Lo¨sung des Integrals des Lagrange-Interpolationspolynoms vom Grad
M auf M+1 Knoten, was der Approximation per numerischer Quadratur von
τm+1∫
τm
F(s, φ˜(s))ds (33)
entspricht.
SDC nutzt zur Lo¨sung des ersten Integrals (30) einfache numerische Basis-Verfahren, da die-
se ausreichen um hohe Konvergenzordnungen zu erhalten [31]. Beispielhaft wird SDC im
Folgenden fu¨r ein einfaches Standardverfahren notiert. Zuna¨chst wird die Korrekturgleichung
(29) durch die rechtsseitige Rechteckregel gena¨hert,27 so dass man auf
δ km+1 = δ
k
m+Δτm[F(τm+1,φ
k
m+1+δ
k
m+1)−F(τm+1,φ km+1)]+Em+1(φ k)−Em(φ k) (34)
kommt [26]. Die Implizitheit dieses Verfahrens wird in den Funktionsauswertungen F ersicht-
lich. Ebenfalls muss eine Diskretisierung des Fehlermaßes (27) erfolgen. E wird durch
Em+1(φ k)−Em(φ k) = Im+1m (φ k)−φ km+1+φ km (35)
diskret dargestellt. Hier wird die im weiteren Verlauf der Arbeit noch genauer erla¨uterte Gauß-
Lobatto-Quadratur benutzt.
27Man kann auch die linksseitige Rechteckregel oder eine Kombination aus links- und rechtsseitiger Rechteck-
regel als Basis-Verfahren nutzen.
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Nun werden die letzten beiden Summanden aus Gleichung (34) durch den entsprechenden
Ausdruck von Gleichung (35) ersetzt, so dass sich
δ km+1 = δ
k
m+Δτm[F(τm+1,φ
k
m+1+δ
k
m+1)−F(τm+1,φ km+1)]+ Im+1m (φ k)−φ km+1+φ km (36)
als neue Variante der Korrekturgleichung ergibt.
Weiterhin folgt aus den beiden unterstrichenen Termen und Gleichung (31), dass
δ km+1 = φ
k+1
m +Δτm[F(τm+1,φ km+1+δ
k
m+1)−F(τm+1,φ km+1)]+ Im+1m (φ k)−φ km+1 (37)
ist. Fasst man hier erneut jeweils die beiden markierten Terme zusammen und verwendet die
Beziehung aus Gleichung (31), so ergibt sich
φ k+1m+1 = φ
k+1
m +Δτm[F(τm+1,φ
k+1
m+1)−F(τm+1,φ km+1)]+ Im+1m (φ k), (38)
die finale diskrete Gleichung zur Implementierung von SDC mit der rechtsseitigen Rechteck-
regel als Basis-Verfahren [26].
2.2.1. Semi-implizite Diskretisierung
In der Diskretisierung aus Unterkapitel 2.2 wird als ein mo¨gliches, simples Basis-Verfahren
die rechtsseitige Implementierungsvariante der Rechteckregel genutzt. Ebenso ko¨nnte durch
kleine A¨nderungen in der Diskretisierung die linksseitige Rechteckregel verwendet werden. In
dieser Arbeit wird jedoch ein Schwerpunkt auf eine Kombination aus linksseitiger und rechts-
seitiger Rechteckregel als Basis-Verfahren fu¨r SDC gelegt. Im spa¨teren Verlauf der Arbeit
stellt sich heraus, dass aus dieser Kombination der Basis-Verfahren das semi-implizite Euler-
Verfahren resultiert.
Spectral Deferred Corrections fu¨r gewo¨hnliche Differentialgleichungen in der semi-impliziten
Variante wurde 2003 von Michael Minion theoretisch hergeleitet und untersucht [26]. Als nu-
merisches Beispiel betrachtete er neben seinen allgemeinen Genauigkeits- und Stabilita¨tsana-
lysen Van der Pol’s Gleichung.
Weitere Untersuchungen bezu¨glich der semi-impliziten Diskretisierung von SDC stellten Hag-
strom und Zhou im Jahr 2006 an [48].
Auch Minion vertiefte seine 2003 herausgebrachte Arbeit und untersuchte mit seiner neuen
SDC-Variante inkompressible Flu¨sse, kombinierte SDC mit Runge-Kutta-Methoden und be-
trachtete Operator-Splitting angewandt auf physikalische Prozesse wie Advektion, Diffusion
und Reaktion [34].
Die Diskretisierung der semi-impliziten Variante von SDC bedarf nur einiger kleinen A¨n-
derungen. Der zentrale Punkt ist die Aufspaltung der Differentialgleichung in eine Summe
von zwei Termen. Diese Terme haben sehr unterschiedliche Eigenschaften. Man zerlegt die
Differentialgleichung in eine Summe aus einer schnellen und einer langsamen Dynamik und
behandelt einen Term implizit und den anderen Term explizit.28
28Nicht jede Differentialgleichung kann man als solch eine Summe auffassen.
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Es wird somit das Anfangswertproblem
φ ′(t) = F(t,φ(t)) = FE(t,φ(t))+FI(t,φ(t)) (39)
φ(a) = φa (40)
betrachtet [26]. Folglich muss in allen Gleichungen F(t,φ(t)) durch die Summe aus explizitem
und implizitem Anteil ersetzt werden. Aus der zu implementierenden Gleichung (38)
φ k+1m+1 = φ
k+1
m +Δτm[F(τm+1,φ
k+1
m+1)−F(τm+1,φ km+1)]+ Im+1m (φ k)
fu¨r die rechtsseitige Rechteckregel la¨sst sich nun diese zu implementierende Gleichung
φ k+1m+1 = φ
k+1
m +Δτm[FE(τm,φ
k+1
m )−FE(τm,φ km)+FI(τm+1,φ k+1m+1)−FI(τm+1,φ km+1)]+Im+1m (φ k)
(41)
fu¨r eine Kombination aus linksseitiger und rechtsseitiger Rechteckregel – also fu¨r das semi-
implizite Euler-Verfahren – ableiten [26]. Zur Berechnung der Quadratur-Matrix I muss in der
Gleichung (32) ebenfalls die Summe aus FE +FI beru¨cksichtigt werden.
2.2.2. Diskretisierung u¨ber verschiedene Zeitgitter
Mit der Aufgabenstellung bzw. dem gegebenen Anfangswertproblem ist ein zu analysierendes
Zeitintervall vorgegeben. Wie gerade gesehen, nutzt SDC einfache numerische Verfahren u¨ber
ein Intervall [a;b], um die Na¨herungslo¨sung φ˜(t) zu berechnen. Neben der Na¨herungslo¨sung
wird auf jedem Teilintervall [tn; tn+1] die Korrekturgleichung δ (t) berechnet, so dass in jedem
Schritt die Genauigkeit der numerischen Approximation verbessert werden kann.
Abbildung 4: Intervalleinteilung bei SDC
Wie in Abbildung 4 zu erkennen ist, wird das gesamte Zeitintervall [a;b] zuna¨chst einmal
in große Teilintervalle [tn; tn+1] unterteilt. Diese werden wiederum in weitere Unterintervalle
[τm;τm+1] gespalten. Die τm besitzen relativ gesehen auf jedem großen Teilintervall die glei-
chen spektralen Absta¨nde, die aus der Gauß-Lobatto-Quadratur resultieren.
Das bedeutet, dass bei der Implementierung diese zwei unterschiedlichen Zeitgitter betrach-
tet werden. Die τm sind die Nullstellen der Orthogonalpolynome – im Falle der vorliegen-
den SDC-Implementierung sind das die Nullstellen der Legendre-Polynome –, durch die das
Lagrange-Interpolationspolynom gelegt wird. Somit wird iterativ fu¨r jedes Intervall [tn; tn+1]
eine Lo¨sung per SDC-Algorithmus berechnet.
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2.3. Numerische Integration
In diesem Unterkapitel wird nun auf die Diskretisierung des Fehlermaßes innerhalb der Kor-
rekturgleichung genauer eingegangen.
Oft ist es nicht mo¨glich, Integrale, wie sie in der Gleichung fu¨r das Fehlermaß E(t, φ˜) aus
Gleichung (27) vorkommen, der Form
I(f ) =
b∫
a
f (x)dx, (42)
fu¨r f : [a;b] → R, in geschlossener Form bzw. mit Hilfe einer Stammfunktion auszuwerten
oder dieser analytische Lo¨sungsalgorithmus wu¨rde zu großen Rechenaufwand erfordern. In
diesen Fa¨llen wird das Integral numerisch approximiert, da die exakte Lo¨sung aus den soeben
aufgefu¨hrten Gru¨nden nicht analytisch berechnet werden kann [22].
In dem folgenden Abschnitt wird von dem Intervall [a;b] als Ganzes ausgegangen. Bei einer
Unterteilung in mehrere Unterintervalle sind die Grenzen der Unterintervalle jeweils wie a
und b zu behandeln.
Eine einfache, intuitive Mo¨glichkeit ist es, Stu¨tzstellen der Teilintervalle x0 < x1 < · · · < xM
mit xi ∈ [a;b] und i∈ [0;M] a¨quidistant zu wa¨hlen und ein Interpolationspolynom als Na¨herung
fu¨r die zu integrierende Funktion f durch diese Stu¨tzstellen zu ermitteln. Dieses Vorgehen wird
auch als interpolatorische Quadratur bezeichnet und basiert auf der Quadraturformel
I(f )≈ IM(f ) = (b−a)
M
∑
m=0
σm f (xm) (43)
mit σi ∈ R, wobei IM(f ) mo¨glichst nah an der exakten Lo¨sung I(f ) liegen sollte [22]. Durch
das Multiplizieren mit der Differenz aus oberer und unterer Intervallgrenze erfolgt eine Nor-
mierung auf den zu analysierenden Zeitbereich.
Die σm werden als Gewichte und die xm als Knoten bzw. Stu¨tzstellen bezeichnet. Die ein-
fachsten Mo¨glichkeiten diese Formel auszuwerten fu¨hren auf die sogenannten Newton-Codes
Regeln.29
Diese Herangehensweise nutzt zur Herleitung Lagrange-Polynome bzw. die Lagrange-Inter-
polation. Damit la¨sst sich die Na¨herung IM(f ) mittels eines Interpolationspolynoms berech-
nen [22]. Bei gegebenen Knoten x0 < · · · < xM mit xi ∈ [a;b] werden die Gewichte σm aus
Gleichung (43) durch das m-te Lagrange-Polynom bestimmt. Dabei ergibt
σm =
∫ b
a
Lm(t)dt (44)
29Die bekanntesten sind hier die Rechteckregel, die Mittelpunktsregel, die Trapezregel, die Simpsonregel etc.
Genaueres dazu ist in [49] nachzulesen.
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zusammen mit
Lm(t) =
∏n
=m(t− xn)
∏n
=m(xm− xn)
(45)
das m-te Gewicht der interpolatorischen Quadraturformel. Das erhaltene Interpolationspoly-
nom ist integrierbar und stellt eine Na¨herung fu¨r die eigentlich zu integrierende Funktion f
dar [22]. Interessiert ist man nun an der mo¨glichst besten Quadraturformel. Das bedeutet,
dass die Lo¨sung des exakten Integrals I(f ) mo¨glichst nah an der Approximationslo¨sung IM(f )
liegen soll. Dazu betrachtet man als Quadraturfehler die Differenz aus exakter und approxi-
mierter Lo¨sung
RM(f ) = I(f )− IM(f ).30 (46)
Zur Fehlerminimierung gilt es die Knoten geschickt zu wa¨hlen. Da die Gewichte aus den ge-
gebenen Knoten berechnet werden, stellen die Knoten bzw. deren Anordnung den einzigen
Optimierungsparameter dar. Die Wahl der Knoten ist also der entscheidende Punkt, welcher
die Qualita¨t der sogenannten Gauß-Verfahren – auf die im Folgenden genauer eingegangen
wird – entscheidend beeinflusst.
Es stellt sich heraus, dass die Wahl a¨quidistanter Stu¨tzstellen nicht empfehlenswert ist. Dies
hat mehrere Gru¨nde, die an dieser Stelle aufgezeigt werden.
Bei der Interpolation mit a¨quidistanten Knoten kann das sogenannte Runge-Pha¨nomen auftre-
ten. Am Rand des zu betrachtenden Intervalls kommt es bei der Verwendung eines Interpolati-
onspolynoms hohen Grades zu Oszillationen. Das hat zur Folge, dass der Fehler bei Erho¨hung
des Polynomgrades nicht zwingend kleiner werden muss. Man kann sogar zeigen, dass der
Approximationsfehler gegebenenfalls divergiert [51].31
SDC soll jedoch oft gerade mit Polynomen hohen Grades sehr gute Ergebnisse erzielen. Daher
ist der soeben beschriebene Effekt des Runge-Pha¨nomens zu vermeiden. Eine Mo¨glichkeit die-
se Oszillationen am Rand des Intervalls zu minimieren, ist eine andere Wahl der Stu¨tzstellen,
welche in den problematischen Randbereichen einen kleineren Abstand untereinander auf-
weisen. Hier gibt es mehrere Alternativen dies zu realisieren. Oft werden Tschebyscheff-
Polynome verwendet [51]. Aber auch Gauß-Polynome besitzen die gerade erla¨uterte Eigen-
schaft, die zur Verbesserung des Approximationsfehlers fu¨hrt.32
Die gerade erwa¨hnten Gauß-Polynome haben noch eine weitere bedeutende Eigenschaft, wes-
halb man diese bei der Realisierung des SDC-Verfahrens bevorzugt. Unter der Verwendung ei-
nes Kollokationsverfahrens mit a¨quidistanten Stu¨tzstellen kann nur eine Konvergenzordnung
von p ≤ M erreicht werden.33 Sinnvoll ist daher eine sogenannte spektrale Anordnung der
Knoten – wie bei dem klassischen Gauß-Ansatz –, womit ein optimales p/M-Verha¨ltnis von
p= 2M erreicht werden kann [19]. Fu¨r alle Polynome f (x) gilt bis zum Grad 2M−1, dass das
30Genaueres dazu ist in der Literatur von Schaback und Wendland [50] zu finden.
31Ein a¨hnliches Pha¨nomen tritt bei Fourierreihen unter der Bezeichnung Gibbsches Pha¨nomen auf.
32Ein anderer verbreiteter Ansatz, die negativen Auswirkungen des Runge-Pha¨nomens zu mindern, ist z. B. die
Spline-Interpolation.
33p steht fu¨r die Konsistenzordnung und M fu¨r die Stufenzahl bzw. die Anzahl der Gewichte des Integrations-
verfahrens.
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approximierte Integral IM gleich dem exakten Integral I bzw.
IM(f ) =
M
∑
m=0
σm f (xm) =
∫ b
a
f (x) ·w(x)dx = I(f ) (47)
ist. Um die unbekannten Variablen x0,x1, . . . ,xM und σ0,σ1, . . . ,σM zu bestimmen, setzt man
fu¨r f (x) die Monome bis zum Grad 2M− 1, also f (x) = xk mit k = 0,1, . . . ,2M− 1 ein. Gilt
die Gleichung (47) fu¨r diese Monome exakt, dann gilt sie aufgrund der Linearita¨t des Integrals
fu¨r alle Polynome vom Grad kleiner oder gleich 2M−1 exakt [50].
Man kann als Gewichtungsfunktion z. B. w(x)= 1 wa¨hlen. Dies ist genau jenes w(x), bezu¨glich
dem die Legendre-Polynome orthogonal im Sinne von
< f ,g >=
∫ b
a
f ·g ·w(x)dx (48)
sind. Dabei sind f und g beliebige Funktionen aus L2[a,b], dem Raum der zweifach Lebesgue-
integrierbaren Funktionen [52]. Beispielhaft ko¨nnen so fu¨r M = 2 die Polynome auf dem In-
tervall [−1;1] berechnet werden. In diesem Fall ist die Gewichtungsfunktion w(x) unabha¨ngig
von x immer gleich 1. Zur Berechnung des Legendre-Polynoms dritter Ordnung werden diese
vier Integrale ∫ 1
−1
1dx = 2 (49)
∫ 1
−1
xdx = 0 (50)
∫ 1
−1
x2dx =
2
3
(51)
∫ 1
−1
x3dx = 0 (52)
ausgewertet. Das daraus resultierende Gleichungssystem
σ1+σ2 = 2 (53)
σ1x1+σ2x2 = 0 (54)
σ1x21+σ2x
2
2 =
2
3
(55)
σ1x31+σ2x
3
2 = 0 (56)
erha¨lt als Lo¨sung x1 = − 1√3 und x2 =
1√
3
. Die zugeho¨rigen Gewichte σ1 und σ2 sind beide
identisch 1. Fu¨r alle Polynome bis zum Grad 3 ist die sich somit ergebende Quadraturformel
I2 = f
(
− 1√
3
)
+ f
(
1√
3
)
(57)
exakt.
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Die Frage ist nun, ob es ein allgemeines Verfahren bzw. eine allgemeine Methode gibt, um die
optimalen Knoten und Gewichte zu bestimmen, so dass∫ b
a
f (x) ·w(x)dx−
M
∑
m=0
σm f (xm) = 0 (58)
ist. Dazu wird mit Hilfe der Stu¨tzstellen x0 < x1 < · · ·< xM ein Polynom
p(x) =
M
∏
m=0
(x− xm) ∈ΠM+1 (59)
definiert.34 Dieses Polynom hat eben diese Stu¨tzstellen xm als Nullstellen [50]. Wa¨hlt man nun
ein beliebiges Polynom bp ∈ Π2M+1 und fu¨hrt eine Division mit Rest von bp durch p durch,
so kann bp durch
bp = r ·p+ s (60)
mit r,s ∈ ΠM dargestellt werden. Geht man zudem von Erfu¨llung der Gleichung (47) auf
Π2M+1 aus, dann gilt
I(bp) = I(r ·p+ s) (61)
= IM(r ·p+ s) (62)
=
M
∑
m=0
σm(r(xm)p(xm)+ s(xm)) (63)
=
M
∑
m=0
σms(xm) (64)
= IM(s) (65)
= I(s). (66)
Damit dies erfu¨llt ist, muss
I(r ·p) =
∫ b
a
r(x)p(x) ·w(x)dx = 0 (67)
fu¨r alle r ∈ ΠM gelten [50]. Diese Bedingung wird im nachstehenden Unterkapitel 2.3.1 als
Definition von Orthogonalita¨t per Gleichung (68) eingefu¨hrt. Es bedeutet, dass die Stu¨tzstellen,
u¨ber die p definiert ist, Nullstellen eines zu ΠM orthogonalen Polynoms vom Grad M+1 sein
mu¨ssen [50]. Auf dieser Basis kann die Exaktheit der Quadraturformel auf den Raum Π2M+1
u¨bertragen werden. Daraus ergibt sich eine sowohl notwendige als auch hinreichende Bedin-
gung fu¨r die Konstruktion optimaler Stu¨tzstellen fu¨r die Interpolation [50].
Im na¨chsten Abschnitt wird genau diese Bedingung der Orthogonalita¨t na¨her untersucht. Bei-
spielhaft wird dort u. a. gezeigt, dass x1 und x2 die Nullstellen des sich zur Ordnung 2 erge-
benden Legendre-Orthogonalpolynoms aus Unterkapitel 2.3.2 sind.
Es wird im Folgenden genauer auf diese spektrale Knotenwahl und Konstruktion durch Or-
thogonalpolynome eingegangen.
34Πj ist der Raum aller reellen Polynome bis zum Grad j.
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2.3.1. Orthogonalpolynome
Bei der optimalen Knotenwahl numerischer Integrationsverfahren spielen Orthogonalpolyno-
me eine wichtige Rolle. Anstatt der trivialen Vorgehensweise, a¨quidistante Stu¨tzstellen zu ver-
wenden, nutzt man die Nullstellen der Orthogonalpolynome als Knoten bei der Interpolation.
In diesem Unterkapitel wird zuna¨chst die Definition von Orthogonalpolynomen aufgefu¨hrt.
Im Anschluss daran folgt die Verwendung dergleichen bei der numerischen Integration.
Orthogonalita¨t wird u¨ber das Skalarprodukt definiert. Sei μ ein beliebiges Borel-Maß auf
R und L2(R,dμ) ein Hilbertraum, dann ist das L2-Skalarprodukt zweier Polynome p,q ∈ Π
durch
〈p,q〉=
∫ b
a
p(x)q(x)μ(dx) (68)
definiert. Bei bekannter Gewichtungsfunktion w(x) : [a;b]→ (0;∞] kann das Borelsche Maß
μ durch μ(dx) = w(x)dx ersetzt werden.
Das Skalarprodukt ist also eine Abbildung von Π×Π in die reellen Zahlen mit u. a. der Ei-
genschaft, dass
〈p,p〉 ≥ 0 fu¨r p ∈Π (69)
und
〈p,p〉= 0 ⇔ p = 0 (70)
ist. Man nennt p und q aus dem Raum aller reellen Polynome orthogonal zueinander, wenn
das Skalarprodukt aus p und q Null ergibt. Diese zueinander orthogonalen Polynome werden
dann auch Orthogonalpolynome genannt [22].
Zum Existenznachweis und zur Konstruktion einer speziellen Folge paarweiser orthogonaler
Polynome kann die Gram-Schmidt-Orthogonalisierung der Momente xn mit n ∈ N genutzt
werden [22]. Das allgemeine Gram-Schmidt-Verfahren konstruiert auf der Basis q0, . . .qn ei-
nes beliebigen Unterraums U eine Orthonormalbasis von U [52].
Das Orthogonalisierungsverfahren nach Gram-Schmidt ist jedoch eine recht aufwendige Me-
thode zur Berechnung von Orthogonalpolynomen. Aus diesem Grund werden Orthogonalpo-
lynome in der Praxis meistens effizienter mittels einer Rekursionsformel, der so genannten
Drei-Term-Rekursion bzw. dem Lanczos-Verfahren, berechnet. Diese kann aus dem allgemei-
nen Gram-Schmidt-Verfahren hergeleitet werden [22].
Durch die Wahl verschiedener Gewichtungsfunktionen w(x) in Gleichung (68) ko¨nnen unter-
schiedliche Orthogonalpolynome erzeugt werden. In der Implementierung von SDC werden
Legendre-Polynome mit zugeho¨riger Gewichtungsfunktion w(x) = 1 gewa¨hlt.35
Auf eine effiziente Implementierung zur Auswertung dieser Rekursionsformel wird in Kapitel
2.4.2 eingegangen.
35Andere Mo¨glichkeiten wa¨ren Tschebyscheff-Polynome, Jacobi-Polynome, Hermite-Polynome, Laguerre-
Polynome etc. [22].
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2.3.2. Beispiel: Legendre-Polynome
Auf die Herleitung verschiedener Rekursionsformeln wird an dieser Stelle verzichtet. Anstatt
dessen erfolgt die Anwendung der gegebenen Rekursionsvorschrift
p0 = 1 (71)
p1 = x (72)
pn+1 =
2n+1
n+1
· x ·pn− nn+1 ·pn−1 (73)
mit n ∈ N am Beispiel der Legendre-Polynome [53].
p2 und p3 usw. lassen sich damit relativ leicht berechnen. Mit
p2 =
2 ·1+1
1+1
· x · x− 1
1+1
·1 = 3
2
x2− 1
2
und (74)
p3 =
2 ·2+1
2+1
· x · (3
2
x2− 1
2
)− 2
2+1
· x = 5
2
x3− 3
2
x (75)
kommt man dann auf die gesuchten Nullstellen dieser speziellen Legendre-Orthogonalpoly-
nome. Durch Nullsetzen von p1 erha¨lt man x1 = 0 als erste Nullstelle. Fu¨r p2 und p3 erha¨lt
man auf gleiche Art und Weise x2 =±
√
1
3 und x3 =±
√
3
5 oder x3 = 0.
Aus diesen Knoten ko¨nnen durch die Lagrange-Interpolation die der Ordnung entsprechenden
Gewichte berechnet werden, wie in den Formeln (44) und (45) beschrieben wird.
Fu¨r das Lagrange-Polynom der Ordnung 2 zu −
√
1
3 mit
L2,1(t) =
t+
√
1
3√
1
3 +
√
1
3
(76)
und auf gleiche Weise fu¨r das Lagrange-Polynom der Ordnung 2 zu
√
1
3 mit
L2,2(t) =
t−
√
1
3
−
√
1
3 −
√
1
3
(77)
erha¨lt man als zugeho¨rige Gewichte
σ2,1 =
∫ 1
−1
L2,1(t)dt = 1 (78)
und
σ2,2 =
∫ 1
−1
L2,2(t)dt = 1. (79)
Interessanter wird es jedoch erst ab Ordnung 3. Dabei ist das Lagrange-Polynom fu¨r den Kno-
ten
√
3
5 mit
L3(t) =
t+
√
3
5√
3
5 +
√
3
5
· t+0√
3
5 +0
(80)
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gegeben. Die daraus resultierenden Gewichte sind
σ3,1 =
∫ 1
−1
L3(t)dt =
5
9
. (81)
σ3,2 = 89 und σ3,3 =
5
9 lassen sich ebenfalls mit Hilfe der Lagrange-Interpolationspolynome
berechnen.
Fu¨r eine Gauß-Quadraturformel vom Grad n beno¨tigt man genau die Nullstellen des n-ten Or-
thogonalpolynoms und die entsprechenden Gewichte [22].
Meist ist der erste Schritt, vor der eigentlichen numerischen Integration, eine Zerlegung des
gesamten Intervalls in viele kleinere Intervalle, so dass a = x0 < x1 < · · · < xM = b ist. Das
Integral wird u¨ber jedes Teilintervall ausgewertet und die Ergebnisse werden aufsummiert.
Also ist
I(f ) =
b∫
a
f (x)dx =
M
∑
m=1
xm∫
xm−1
f (x)dx =
M
∑
m=1
(xm− xm−1)
1∫
0
f (xm−1+ t · (xm− xm−1))dt (82)
die neue Gleichung, jedoch noch mit exaktem Ergebnis [22]. Die letzte Gleichheit ergibt sich
aus einer Variablentransformation mit x = xm−1+ t · (xm− xm−1).
Es bleibt jetzt noch das Problem
1∫
0
g(t)dt (83)
mit g(t) = f (xm−1+ t · (xm− xm−1)) approximativ zu lo¨sen [22].
2.3.3. Gauß-Lobatto-Quadratur
Allgemein erfolgt die Berechnung der Legendre-Orthogonalpolynome und deren Gewichte
u¨ber dem Intervall [−1;1], wie es auch in Kapitel 2.3.2 durchgefu¨hrt wurde. Bei SDC wird
jedoch oft – aus Gru¨nden der Einfachheit bzw. Unkompliziertheit – eine spezielle Form der
Gauß-Quadratur und zwar die Gauß-Lobatto-Quadratur verwendet.
Die Besonderheit bei der Gauß-Lobatto-Quadratur ist, dass der Anfangs- und Endpunkt des
zu betrachtenden Intervalls mit einbezogen und sozusagen fix gesetzt werden. Diese beiden
Kollokationspunkte sind nicht spektral, was zur Folge hat, dass sich die Ordnung leicht ver-
ringert. Das allgemeine Gauß-Verfahren besitzt einen Genauigkeitsgrad von 2M, wobei M die
Anzahl der Stu¨tzstellen bezeichnet [23]. Das bedeutet, dass Polynome vom maximalen Grad
2M−1 durch die Quadraturformel exakt integriert werden [23, 52]. Wohingegen beim Gauß-
Lobatto-Verfahren nicht mehr als der Genauigkeitsgrad 2M−2 erreicht werden kann [23]. Die
Ordnung reduziert sich um zwei, na¨mlich durch die beiden fest vorgegebenen Intervallend-
punkte. Auch hier ist die angegebene Ordnung a¨quivalent dazu, dass mit der Gauß-Lobatto-
Quadraturformel Polynome bis zur Ordnung 2M−3 exakt integriert werden ko¨nnen [52].
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Man gehe von der allgemeinen Gauß-Lobatto-Quadratur auf dem Intervall [−1;1] aus, die
jedoch, wie im letzten Kapitel beschrieben, auf andere Intervalle umgerechnet werden kann.
Das Integral wird durch
∫ 1
−1
f (x)dx≈ w0 f (−1)+wM f (1)+
M−1
∑
i=1
wi f (xi) (84)
approximiert, wobei die Knoten x0 = −1 und xM = 1 fix sind und sich die restlichen Knoten
xi fu¨r 1≤ i≤M−1 aus den Nullstellen der Ableitung des Legendre-Orthogonalpolynoms pM
ergeben [54]. Fu¨r einen Knoten xi gilt also in dem gerade genannten Intervall
p′M(xi) = 0. (85)
Zusammen mit den beiden vorgegebenen Endpunkten −1 und 1 kann die vollsta¨ndige Gauß-
Lobatto-Quadraturformel aufgestellt werden. Die Gewichte
wi =
2
M(M+1)[pM(xi)]2
(86)
fu¨r 0 ≤ i ≤ M eingesetzt in Gleichung (84) ergeben die gesuchte Quadraturformel [54]. Er-
ga¨nzend ist anzufu¨gen, dass die Knoten symmetrisch um das Zentrum angeordnet sind.
2.4. Implementierung von SDC
Zur Implementierung von Spectral Deferred Corrections wird die in Kapitel 2.2 hergeleitete
diskrete Formel (38) genutzt, die hier zur U¨bersichtlichkeit noch einmal aufgefu¨hrt wird:
φ k+1m+1 = φ
k+1
m +Δτm[F(τm+1,φ
k+1
m+1)−F(τm+1,φ km+1)]+ Im+1m (φ k) (87)
Ebenfalls geht bei der Implementierung von Im+1m (φ k) die in Kapitel 2.3.3 dargestellte Gauß-
Lobatto-Quadratur ein.
2.4.1. Programmablauf
Der folgende Pseudocode zeigt den Kern des in dieser Arbeit implementierten und genutzten
SDC-Programms, welches in Matlab geschrieben ist.
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Algorithm 1 Iterativer SDC-Algorithmus
1: procedure SDC(M, K, N, init, T , lambda)
2: t ← T(1)
3:  aktuelle Zeit t wird Anfangspunkt des gegebenen Zeitintervalls T
4: te← T(2)
5:  maximale Zeit te wird Endpunkt des gegebenen Zeitintervalls T
6: Δt ← teN
7: u0 ← init
8: knotenabstaende← Gauß-Lobatto-Knoten mittels Eigenwerten berechnen
9: gewichte← per knotenabstaende berechnen
10: for n← 1, N do
11:  n geht u¨ber die großen Zeitschritte tn, in die das Intervall T geteilt wird
12: t ← t+Δt
13: f ← Testfunktion auswerten fu¨r aus letzter Iteration bekannten Teil bei geg. λ
14: for k ← 1, K do
15:  Verbesserung der Lo¨sung u¨ber Unter-Unterintervalle
16: Quadratur-Matrix I ← Δt · (gewichte · f )
17: u← Startwert: u0
18: f ← Startwert: Testfunktion an u0
19: for m← 1, M do
20:  kleine spektrale Schritte τm
21: u← Lo¨sung von Gleichung (87) auf spektral angeordneten Knoten
22: f ← Lo¨sung der Testfunktion auf spektral angeordneten Knoten
23: end for
24: end for
25: u0 ← mit letztem Wert u(tn) = u(τm) neu belegen
26: end for
27: end procedure
Das SDC-Verfahren wird durch die Eingabe von sechs Parametern gesteuert. Die letzten drei
U¨bergabeparameter sind mittels der Variable init, dem Anfangswert fu¨r das zu lo¨sende An-
fangswertproblem, mittels der Variable T , einem zu analysierenden Zeitintervall – in den meis-
ten der dieser Arbeit zugrunde liegenden Rechnungen ist dies durch T = [0;1] gegeben – und
mittels der Variable lambda, dem entsprechenden λ aus dem vorliegenden Anfangswertpro-
blem, zu belegen. Weiterhin sind bei jedem Programmaufruf die variablen Parameter M, K
und N zu u¨bergeben. Dies sind die Iterationsanzahlen fu¨r die drei ineinander geschachtelten
For-Schleifen.
N ist die Anzahl der großen Zeitschritte, vergleiche mit den Zeitintervallen [tn; tn+1] in Ab-
bildung 4. Zudem kann die Zahl M, welche der Menge der Quadratur-Knoten entspricht, von
außen vorgegeben werden. Diese entspricht der Anzahl der Intervalle [τm;τm+1] von Abbil-
dung 4. In der innersten For-Schleife finden die SDC charakterisierenden Korrekturschritte
statt. Berechnet wird hier die Korrekturgleichung u¨ber den spektral angeordneten Knoten τm
innerhalb der großen Zeitintervalle.
30
2 SPECTRAL DEFERRED CORRECTIONS 2.4 Implementierung von SDC
Die Ausfu¨hrung der innersten Schleife findet jedoch nicht nur einmal statt, sondern sie wird k-
mal iteriert. In jedem k-ten Schritt erfolgt eine Verbesserung der urspru¨nglichen numerischen
Approximation durch die numerische Auswertung der Korrekturgleichung.
Aus der innersten For-Schleife u¨ber M ko¨nnen zwei Rechnungen in die For-Schleife u¨ber K
ausgelagert werden. Wie in Gleichung (38) bzw. Gleichung (87) zu sehen ist, ha¨ngen die letz-
ten beiden Terme der rechten Seite nur von k ab. Somit kann die Berechnung der Quadratur-
Matrix I und eine Auswertung der Funktion F ausgelagert werden und u¨ber alle M Schritte der
innersten Schleife beibehalten werden. Ist nun eine Lo¨sung u¨ber das erste Intervall [tn; tn+1]
gefunden, wird diese als Anfangswert fu¨r das na¨chste große Zeitintervall verwendet.
Dies wird so lange wiederholt, bis eine Lo¨sung fu¨r den kompletten zu analysierenden Zeitbe-
reich gefunden wurde bzw. u¨ber alle großen Zeitintervalle [tn; tn+1] iteriert wurde.
2.4.2. Implementierung der Gauß-Quadratur
In Kapitel 2.2 ist in Gleichung (32) bereits auf formale Art und Weise die numerische Qua-
dratur zur Bestimmung einer Na¨herungslo¨sung fu¨r das Integral eingefu¨hrt worden. Bei der
Berechnung der Matrix Im+1m (φ k) wird F(tl,φ kl ) mit Gewichten σ
l
m multipliziert. Diese Ge-
wichte sind entscheidend fu¨r die Effizienz der Quadratur. Weiterhin wird in Kapitel 2.3.1 die
Drei-Term-Rekursion als Verfahren zur Berechnung von Orthogonalpolynomen genannt. Auf
deren Basis werden dann die Knoten und Gewichte fu¨r die entsprechende Gauß-Quadratur be-
rechnet. Eine vorteilhafte, in SDC benutzte Berechnungsvariante der Quadratur-Knoten, die
ebenfalls auf der Drei-Term-Rekursion aufsetzt, verwendet die Eigenwerte einer speziellen
Tridiagonalmatrix [55].
Zuna¨chst wird an dieser Stelle die gerade erwa¨hnte Rekursionsbeziehung noch einmal mathe-
matisch exakt durch
pm(x) = (amx+bm) ·pm−1(x)− cmpm−2(x) (88)
notiert. Die Gleichung (88) ist fu¨r 1≤m≤M mit den Anfangswerten p−1(x)= 0 und p0(x)= 1
gegeben. Der Name Drei-Term-Rekursion stammt von der Verknu¨pfung der Orthogonalpoly-
nome mit drei verschiedenen Indizes. Um pm ausrechnen zu ko¨nnen, greift man rekursiv auf
zwei zuvor berechnete Orthogonalpolynome pm−1 und pm−2 zuru¨ck. Aus diesem Grund ist
auch die Vorgabe von zwei Anfangswerten erforderlich.
Die Gleichung (88) ist sehr allgemein gehalten und fu¨r beliebige Orthogonalpolynome an-
zuwenden. Dazu mu¨ssen je nach Polynomtyp die Koeffizienten am,bm und cm entsprechend
gewa¨hlt werden. Fu¨r die bei SDC verwendeten Legendre-Polynome lautet die konkrete Vari-
ante zu Gleichung (88)
pm+1(x) =
2m+1
m+1
x ·pm(x)− mm+1pm−1(x) (89)
fu¨r m ∈ [1;M] mit M ∈ N [23]. Diese la¨sst sich mittels Substitution von m zu m+ 1 auf die
erste rekursive Formel
pm(x) =
2m−1
m
x ·pm−1(x)− m−1m pm−2(x) (90)
31
2.4 Implementierung von SDC 2 SPECTRAL DEFERRED CORRECTIONS
zuru¨ckrechnen. Der Parameter m steht in allen Fa¨llen fu¨r das m-te Orthogonalpolynom. Zudem
liegt m zwischen 0 und der gewu¨nschten Anzahl verwendeter Quadratur-Knoten. Damit sind
die gesuchten Koeffizienten der Drei-Term-Rekursion fu¨r Legendre-Polynome durch
am =
2m−1
m
(91)
und
cm =
m−1
m
(92)
gegeben. Somit wu¨rden sich fu¨r fu¨nf Quadratur-Knoten, also 0 ≤ m ≤ 5, z. B. die Koeffizien-
ten a1 = 1, a2 = 1.5, a3 = 1.6667, a4 = 1.75 und a5 = 1.8 ergeben. Die Koeffizienten bm sind
bei den Legendre-Polynomen stets identisch Null.
Diese Drei-Term-Rekursionsvorschrift kann nun in Form von Matrizen und Vektoren mathe-
matisch umformuliert werden.36 Dazu wird die allgemeine Gleichung (88) nach x ·pm−1 auf-
gelo¨st und man erha¨lt
x ·pm−1(x) = 1ampm(x)−
bm
am
pm−1(x)+
cm
am
pm−2(x), (93)
was demzufolge als Matrix-Gleichung fu¨r m ∈ [1;M] die Form
x
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
p0(x)
p1(x)
...
...
...
pM−1(x)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−b1a1
1
a1
0 · · · · · · · · ·
c2
a2
−b2a2
1
a2
0 · · · · · ·
0 . . . . . . . . . 0 · · ·
0 0 . . . . . . . . . . . .
... . . . . . . . . . . . . 1aM−1
... . . . . . . . . . cMaM −
bM
aM
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
p0(x)
p1(x)
...
...
...
pM−1(x)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
...
...
0
pM(x)
aM
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(94)
annimmt. Fu¨r die zweite Vektorkomponente des Vektors auf der linken Seite des Gleichheits-
zeichens ergibt sich z. B.
x ·p1(x) = c2a2p0(x)−
b2
a2
p1(x)+
1
a2
p2(x), (95)
was identisch mit Gleichung (93) fu¨r m = 2 ist.
Um diese Matrix-Gleichung genauer zu untersuchen werden die Parameter
p :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
p0(x)
p1(x)
...
...
...
pM−1(x)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (96)
36Dies wird hier im allgemeinen Fall fu¨r beliebige Orthogonalpolynome gezeigt.
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T :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−b1a1
1
a1
0 · · · · · · · · ·
c2
a2
−b2a2
1
a2
0 · · · · · ·
0 . . . . . . . . . 0 · · ·
0 0 . . . . . . . . . . . .
... . . . . . . . . . . . . 1aM−1
... . . . . . . . . . cMaM −
bM
aM
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(97)
und
r :=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
0
...
...
0
pM(x)
aM
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(98)
definiert. Schreibt man nun die Matrix-Gleichung (94) mit Hilfe der gerade definierten Para-
meter p,T und r, so erha¨lt man
x ·p = T ·p+ r. (99)
Bei der Suche der Nullstellen vom pM(x) ist die Gleichung (99) sehr hilfreich. Es gilt na¨mlich
x ·p(x) = T ·p(x) ⇐⇒ r = 0 (100)
und mit r = 0 auch pM(x) = 0. Damit beschra¨nkt sich die Nullstellensuche des Orthogonalpo-
lynoms pM(x) auf die Lo¨sung des Eigenwertproblems. Die Nullstellen von pM(x) sind somit
die Eigenwerte der Tridiagonal-Matrix T .37 Es reicht also fu¨r p 
= 0 die Gleichung x ·p= T ·p
zu lo¨sen, um die Nullstellen des Orthogonalpolynoms zu erhalten.
Falls eine Menge von orthonormalen Polynomen vorliegt, ist die Matrix T symmetrisch.38
Im Fall der Legendre-Interpolation ergibt sich die Matrix
TLeg =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 · · · · · ·
1
3 0
2
3 0 · · · · · ·
0 . . . . . . . . . 0 · · ·
0 0 . . . . . . . . . . . .
... . . . . . . . . . . . . M−12M−3
... . . . . . . . . . M−12M−1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (101)
37Die Matrix T bildet p auf ein Vielfaches von sich selbst ab. Somit ist x der zugeho¨rige Eigenwert [22].
38Oft u¨berfu¨hrt man T zur effizienten und stabilen Berechnung der Eigenwerte mittels einer A¨hnlichkeitstrans-
formation in eine symmetrische Matrix. Die einfachste Mo¨glichkeit dazu, wa¨re eine Skalierung mit einer
Diagonalmatrix. Durch diese A¨hnlichkeitstransformation bleiben die Eigenwerte unvera¨ndert [55]. Jedoch
lassen sich Eigenwertprobleme symmetrischer Matrizen numerisch besser lo¨sen. Dazu kann z. B. der soge-
nannte Q-R-Algorithmus genutzt werden [55].
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welche offensichtlich nicht symmetrisch ist. Das liegt daran, dass durch die Rekursionsvor-
schrift eine Menge von orthogonalen Polynomen erzeugt wird, die jedoch nicht normiert sind.
Die in Gleichung (97) definierte Matrix T kann in einem speziellen Fall leicht zur Berech-
nung der Gauß-Lobatto-Knoten modifiziert werden. Dazu werden besondere Eigenschaften
der Legendre-Polynome im Intervall [−1;1] genutzt.
Es gilt unter anderem fu¨r diese Legendre-Polynome, dass
pm(1) = 1 (102)
ist [54]. Eine weitere Eigenschaft der Legendre-Polynome auf dem Intervall [−1;1] ist durch
pm(−x) = (−1)mpm(x) (103)
gegeben [54]. Damit erha¨lt man durch Einsetzen des Wertes von pm(x) an der Stelle x = 1,
dass ferner
pm(−1) = (−1)m (104)
fu¨r alle Legendre-Polynome auf dem Intervall [−1;1] gilt. Mit dieser Erkenntnis und der Re-
kursionsgleichung (95) kann im Falle der Verwendung von Gauß-Lobatto-Quadratur-Knoten
das letzte Element der unteren Nebendiagonale auf Eins gesetzt werden. Betrachtet man die
Tatsache, dass pm(1) = 1 ist und dass pm(−1) = (−1)m ist, so erha¨lt man mit Hilfe der
Drei-Term-Rekursionsformel (88) unter der Annahme, dass die Knoten aus pm die Quadratur-
Knoten sind, einmal fu¨r x =−1 die Gleichung
pm(−1) = am · (−1) · (−1)m−1− cm · (−1)m−2. (105)
Klammert man nun den Term (−1)m aus, so erha¨lt man
pm(−1) = (−1)m · (am · (−1) · (−1)−1− cm · (−1)−2). (106)
Durch das Ausrechnen einiger Terme ergibt sich schließlich
pm(−1) = (−1)m · (am− cm). (107)
Nun ist allerdings bei der Gauß-Lobatto-Quadratur vorausgesetzt, dass die Punkte x=−1 und
x= 1 fest vorgegebene Quadratur-Knoten sind. Diese Knoten erha¨lt man durch das Berechnen
der Nullstellen des Orthogonalpolynoms pm. Aus diesem Grund ist die Gleichung (107) gleich
Null zu setzen, um die gesuchten Nullstellen bzw. Quadratur-Knoten zu erhalten. Daher ergibt
sich
pm(−1) = (−1)m · (am− cm) = 0, (108)
was die Erkenntnis liefert, dass
am = cm (109)
sein muss. Fu¨r x = 1 kommt man schließlich auf die Gleichung
0 = pm(1) = am ·1 ·1− cm ·1. (110)
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Auch hier ist diese angegebene Gleichung a¨quivalent zu
am = cm. (111)
Damit ist das Ersetzen des letzten Elements der unteren Nebendiagonale durch 1 zu recht-
fertigen.39 Auf diese Weise erreicht man bei der Berechnung der Quadratur-Knoten bzw. der
Nullstellen des Orthogonalpolynoms mittels Lo¨sen des entsprechenden Eigenwertproblems
automatisch, dass sich die Rand-Knoten zu 1 und −1 ergeben.
Beispielhaft fu¨r 1≤ m≤ 5 erha¨lt man nun die Koeffizienten der Tabelle 1.
m am cm bm
1 1 0 0
2 1.5 0.5 0
3 1.6666 0.6666 0
4 1.75 0.75 0
5 1.8 0.8 0
Tabelle 1: Koeffizienten zum Aufstellen der Matrix T
Mit diesen Angaben ist nun die Matrix TGL der Gauß-Lobatto-Quadratur mit
TGL =
⎡
⎢⎢⎢⎢⎣
0 1 0 0 0
0.3333 0 0.6667 0 0
0 0.4 0 0.6 0
0 0 0.4286 0 0.5714
0 0 0 1 0
⎤
⎥⎥⎥⎥⎦ (112)
aufzustellen, wobei hier direkt das letzte Element der unteren Nebendiagonale durch die Zahl
1 ersetzt ist. Ansonsten gibt es keinen Unterschied zwischen der Matrix TGL und der Matrix
TLeg.
Nun sind die Eigenwerte von dieser Matrix TGL zu bestimmen. In diesem konkreten Beispiel
entsprechen die Eigenwerte den der Gro¨ße nach aufsteigend sortierten Knoten, die durch die
Werte −1,−0.6547,0,0.6547,1 auf dem Intervall [−1;1] gegeben sind.
Bei SDC wird jedoch nicht das Intervall [−1;1] betrachtet. Aus diesem Grund sind die Qua-
dratur-Knoten auf den Bereich [0;1] zu transformieren. Die Transformation eines Knotens auf
einen anderen Bereich ergibt sich im Allgemeinen durch
Knoten′ = Knoten · b−a
2
+
b+a
2
, (113)
wobei bei SDC b = 1 und a = 0 ist. Damit ergeben sich dann im obigen Beispiel die fu¨r SDC
relevanten Quadratur-Knoten 0,0.1727,0.5,0.8273,1. Es ist zu beachten, dass fu¨r diese Be-
rechnung der Gauß-Lobatto-Quadratur die Eigenvektoren nicht zur Berechnung der Gewichte
39 cM
aM
= 1 sofern cM und aM gleich sind.
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benutzt werden ko¨nnen, da dies nur bei einer Verwendung von orthonormalen Polynomen pM
erlaubt ist. Dies muss beim Gebrauch von orthogonalen Legendre-Polynomen auf eine andere
Art und Weise realisiert werden. Siehe dazu [55].
Die Gewichte werden nun durch die Integration der Lagrange-Interpolationspolynome – wie
in Gleichung (44) und Gleichung (45) zu sehen ist – berechnet. Jedoch erfolgt bei SDC die
Auswertung des Integrals aus Gleichung (44) nicht u¨ber Unterintervalle des Zeitraums von 0
bis 1.
Wie in Abbildung 4 zu sehen ist, findet die Auswertung der Funktionen innerhalb eines In-
tervalls [tn; tn+1] jeweils u¨ber die innerhalb dieses Intervalls liegenden Quadratur-Knoten, die
die Unterintervalle [τm;τm+1] bilden, statt. Es ist also mit σ lm eine Matrix von Gewichten zu
berechnen, wobei als τm die zuvor berechneten Gauß-Lobatto-Quadratur-Knoten verwendet
werden.
Fu¨r das Beispiel von fu¨nf Quadratur-Knoten mu¨ssen Gewichte fu¨r die Intervalle [0;0.1727],
[0.1727;0.5], [0.5;0.8273] und [0.8273;1] bestimmt werden. Eine Zeile der Matrix σ lm ent-
spricht den Gewichten fu¨r eines der genannten Intervalle. Die Dimension der Matrix σ lm ist da-
mit 4×5.40 Allgemein hat sie somit fu¨r M Legendre-Gauß-Lobatto-Quadratur-Knoten die Di-
mension (M−1)×M. Mit dieser Matrix an Gewichten wird in SDC in jedem Korrekturschritt
die ausgewertete Rechte-Seite-Funktion multipliziert, um Im+1m (φ k) zu erhalten. Im+1m (φ k)wie-
derum wird in der finalen diskreten Gleichung (38) zur Implementierung des SDC-Verfahrens,
das heißt zum Diskretisieren des Integrals des Fehlermaßes, verwendet.
2.5. Zusammenfassung
In diesem Kapitel wurden die theoretischen Grundlagen zur Implementierung und Verwen-
dung von Spectral Deferred Corrections dargestellt.
Zuna¨chst wurde SDC im Kontinuierlichen analytisch hergeleitet, was zu einer zentralen Kor-
rekturgleichung fu¨hrte, die es schließlich zu implementieren galt. Um diese jedoch als Ba-
sis des numerischen Lo¨sungsverfahrens implementieren zu ko¨nnen, musste SDC diskretisiert
werden.
Die Diskretisierung des SDC-Verfahrens umfasste unter anderem die Diskretisierung eines
Integrals, welches in der kontinuierlichen Korrekturgleichung enthalten ist. Da dieses Inte-
gral nicht geschlossen analytisch berechnet werden konnte und sollte, wurde schließlich die
Funktion f durch ein Interpolationspolynom durch gegebene Stu¨tzstellen – einem Lagrange-
Polynom – angena¨hert. Mit diesen Lagrange-Polynomen konnten im Anschluss daran Gewich-
te berechnet werden, die zur numerischen Quadratur beno¨tigt werden. Das Produkt aus diesen
Gewichten und der eigentlich zu integrierenden Funktion – ausgewertet an den Stu¨tzstellen –
ergab die Na¨herung des urspru¨nglich zu lo¨senden Integrals.
Die Punkte, durch die per Interpolation Lagrange-Polynome gelegt wurden, sollten mo¨glichst
sinnvoll gewa¨hlt werden. Somit fiel die Wahl der Stu¨tzstellen auf Punkte mit spektralem Ab-
stand. Konstruiert werden ko¨nnen diese optimalen Punkte durch Orthogonalpolynome. Eine
40Allgemeine Angabe der Matrix-Dimension durch m× n, wobei m fu¨r die Anzahl der Zeilen und n fu¨r die
Anzahl der Spalten der Matrix steht.
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spezielle Klasse von Orthogonalpolynomen ist die Klasse der Legendre-Polynome, die in die-
ser Arbeit gewa¨hlt wurden. Aus den Nullstellen der Legendre-Polynome resultierten die spek-
tralen Knoten und die zugeho¨rigen Gewichte ko¨nnen entsprechend berechnet werden. Dieses
Verfahren wird auch als Gauß-Legendre-Quadratur bezeichnet. Zusa¨tzlich war es bei SDC
wu¨nschenswert, einen Startpunkt und einen Endpunkt auf einem Intervall zu fixieren, so wur-
de die Legendre-Gauß-Lobatto-Quadratur gewa¨hlt, eine kleine Abwandlung der klassischen
Gauß-Legendre-Quadratur. Mit Hilfe dieser Form der Integral-Diskretisierung, die auf effizi-
ente Weise mit Hilfe von Eigenwerten durchgefu¨hrt werden kann, wurde dann das komplette
SDC-Verfahren diskretisiert und im Anschluss daran implementiert. Abschließend ist die ite-
rative Vorgehensweise von SDC per Pseudocode dargestellt worden.
Es wurde also in diesem Kapitel das numerische Lo¨sungsverfahren Spectral Deferred Cor-
rections vorgestellt und hergeleitet. Numerische Lo¨sungsverfahren sollen immer mo¨glichst
nah an der exakten Lo¨sung des Problems liegen, damit sie sinnvoll als Na¨herungsverfahren
eingesetzt werden ko¨nnen. Bei einer ada¨quaten numerischen Lo¨sungsmethode muss folglich
immer Konvergenz gegen die exakte Lo¨sung gegeben sein. Ansonsten ermittelt man zwar eine
Lo¨sung mit dem Algorithmus des numerischen Verfahrens, welche jedoch mit der eigentli-
chen Lo¨sung des Problems nicht im Zusammenhang steht.
Zu pru¨fen ist demzufolge, ob SDC ein konvergentes und zudem stabiles numerisches Lo¨sungs-
verfahren ist, so dass es taugliche Ergebnisse liefert. Infolgedessen wird im nachfolgenden
Kapitel unter anderem auf die Konvergenz, auf die damit verbundenen Konvergenzordnun-
gen, auf die Genauigkeit der numerischen Lo¨sung per SDC u. a¨. eingegangen.
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3. Konvergenz- und Stabilita¨tsbetrachtungen fu¨r das
allgemeine Testproblem
In diesem Kapitel wird zuna¨chst der Begriff der Konvergenz ero¨rtert. Nachfolgend wird SDC
auf Konvergenz hin untersucht. Der zweite Analyseaspekt innerhalb dieses Kapitels konzen-
triert sich auf die Stabilita¨t und die Stabilita¨tsgebiete von SDC.
Bis zu diesem Zeitpunkt war in der vorliegenden Arbeit nur von einer genutzten Rechteckregel
die Rede. Auf diese Basis wird zu Beginn dieses Kapitels genauer Bezug genommen.
3.1. Konvergenzanalyse
Im Allgemeinen beschreibt der Begriff ’Konvergenz’ den Zusammenhang zwischen einer ex-
akten Lo¨sung und durch ein numerisches Verfahren angena¨herten Lo¨sung.
Nach Dutt ist die Definition von Konvergenz, die direkt auf das SDC-Verfahren zugeschnitten
ist, durch
‖φ˜(b)−φ(b)‖< C · (b−a)p+1 (114)
gegeben.41 Dabei wird das Anfangswertproblem auf dem Intervall [a;b] einmal approxima-
tiv mit einem numerischen Verfahren φ˜ , welches hier SDC ist, ausgewertet. Und es wird das
Anfangswertproblem u¨ber den gleichen Zeitbereich durch φ exakt gelo¨st. Die Auswertung
zum Urteilen u¨ber die Konvergenzordnung findet an dem Intervallendpunkt statt. Existiert ei-
ne Konstante C> 0, so dass die Gleichung (114) erfu¨llt ist, dann hat das numerische Verfahren
bei ausreichend glatter Rechte-Seite-Funktion die Konvergenzordnung p [31].
Im Unterkapitel 2.3.3 wurde bereits erwa¨hnt und begru¨ndet, dass bei der Gauß-Lobatto-Qua-
dratur die Konvergenzordnung p= 2M−2 betra¨gt. Es wird angenommen, dass auch SDC mit
verwendeten Gauß-Lobatto-Quadratur-Knoten fu¨r M Quadratur-Knoten mit K Iterationen die
Ordnung min(K,2M−2) aufweist.
In diesem Kapitel aufgefu¨hrte Konvergenzanalysen werden den Konvergenzbereich von SDC
untersuchen und die Annahme der Konvergenzordnung entsprechend der Anzahl an Quadratur-
Knoten im Fall von Konvergenz besta¨tigen. Die Tatsache, dass fu¨r das Konvergenzverhalten
von SDC mit Gauß-Lobatto-Quadratur p = 2M− 2 gilt, ist eine wichtige Erkenntnis, die als
Eingabe in das SDC-Programm zu spa¨teren Analysen genutzt wird. In Kapitel 4 wird das
SDC-Verfahren unter verschiedenen Anzahlen von Quadratur-Knoten M so lange iteriert, bis
es konvergiert und nahezu die maximal mo¨gliche Konvergenzordnung erreicht hat. Es ergibt
sich also mit der bekannten Konvergenzordnung p fu¨r die Anzahl der Iterationen eines SDC-
Durchlaufs die Gleichung K = 2M−2.
Die Spectral Deferred Corrections Methode kann mit einfachen Basis-Verfahren auf drei ver-
schiedene Weisen implementiert und genutzt werden. Bisher wurde zur Herleitung von SDC
41Dutt gibt in seiner Vero¨ffentlichung [31] keine spezielle Norm bezu¨glich der Gleichung (114) vor. Daher kann
hier eine beliebige Norm gewa¨hlt werden.
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die rechtsseitige Rechteckregel als Basis-Verfahren genutzt. Weitere einfache Basis-Verfahren
in der Numerik sind die linksseitige Rechteckregel und eine Kombination aus linksseitiger und
rechtsseitiger Rechteckregel. Betrachtet man diese Ansa¨tze genauer, so stellen diese Rechteck-
regeln zur Approximation eines Integrals bekannte numerische Standard-Verfahren dar. Diese
sind bekannt als
1. explizites Euler-Verfahren
2. implizites Euler-Verfahren
3. semi-implizites Euler-Verfahren
und stehen im Folgenden fu¨r die Art der verwendeten Rechteckregel zur Diskretisierung des
Integrals innerhalb des SDC-Verfahrens. Bei der Verwendung dieser Verfahren in SDC sind
jeweils nur geringfu¨gige A¨nderungen im Programm durchzufu¨hren, welche große Auswirkun-
gen auf das Ergebnis haben. Nachstehend wird SDC auf die Testgleichung aus Unterkapitel
1.2 mit λ =−1 angewandt. Falls nicht anders erwa¨hnt, wird diese auf dem Zeitraum t ∈ [0;1]
untersucht.42
3.1.1. Explizites Euler-Verfahren
Das explizite Euler-Verfahren hat im Vergleich zu den beiden anderen genannten den gerings-
ten Rechenaufwand, da die Lo¨sung – wie der Name schon sagt – explizit berechnet werden
kann und keine impliziten Abha¨ngigkeiten in der Gleichung vorkommen. Das Integral wird
dabei durch die linksseitige Rechteckregel relativ grob angena¨hert und man erha¨lt
φ(t+Δt, t,u) = u(t)+Δt · f (t,u(t)) (115)
als numerische Evolution [19].43 Bei iterativer Durchfu¨hrung nutzt man
ui+1 = ui+h · f (t,ui) (116)
zur Berechnung der Lo¨sung [19].
Der entscheidende Nachteil des expliziten Euler-Verfahrens ist jedoch das geringe Stabilita¨ts-
gebiet und die Nicht-Tauglichkeit fu¨r steife Differentialgleichungen [19]. Im Stabilita¨tsbereich,
bei ausreichend kleiner Schrittweite Δt, ist die Konvergenzordnung bzw. die Konvergenzge-
schwindigkeit identisch mit SDC bei zugrunde liegendem impliziten Euler-Verfahren.44 Bei
Instabilita¨t des expliziten Euler-Verfahrens, welche relativ schnell durch eine zu große Schritt-
weite Δt erreicht wird [19], ist der Fehler in der relativen Maximumsnorm sehr groß.45 In Ab-
bildung 5 kann beobachtet werden, dass bei einer kleinen Anzahl an Zeitschritten N, in die
42Da SDC in Unterkapitel 3.1 auf die Testgleichung mit λ =−1 angewendet wird und dadurch kein Splitting rea-
lisiert werden kann, wird hier das semi-implizite Euler-Verfahren als Basis-Verfahren erst einmal nur erwa¨hnt
und nicht weiter analysiert. Die Untersuchung dieser kombinierten Euler-Variante erfolgt im weiteren Verlauf
der Arbeit anhand der SWFW-Gleichung.
43Die Variable Δt steht auch hier fu¨r die Schrittweite mit der t erho¨ht wird.
44Daher wird im Unterkapitel 3.1.2 eine gemeinsame Betrachtung der Konvergenz von implizitem und explizi-
tem Euler-Verfahren durchgefu¨hrt.
45err = max‖u−exakt‖∞max‖exakt‖∞
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das zu betrachtende Intervall unterteilt wird, SDC mit explizitem Euler-Verfahren nicht kon-
vergiert. Zu sehen ist ein sehr großer Fehler in relativer Maximumsnorm. Ab einer ausreichend
kleinen Schrittweite Δt bzw. einer genu¨gend großen Anzahl N von Zeitschritten konvergiert
das SDC-Verfahren auf Basis des expliziten Euler-Verfahrens. Auch dies wird in Abbildung 5
ersichtlich.
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Abbildung 5: SDC auf Basis des expliziten Euler-Verfahrens bei zuna¨chst zu großer Schritt-
weite Δt mit Sichtbarkeit des U¨bergangs von nicht konvergentem zu konvergen-
tem Verhalten
In Abbildung 5 wa¨chst nicht nur die Anzahl der Quadratur-Knoten M, sondern wie auf der
x-Achse zu erkennen ist, auch die Anzahl an Zeitschritten N. In diesem Beispiel wird der
Gesamtzeitraum von 0 bis 15 untersucht. Bei wenigen Unterteilungen des Intervalls [0;15] ist
die Schrittweite bei SDC auf Basis des expliziten Euler-Verfahrens zu groß und das Verfahren
ist instabil [19]. Zu Beginn liegt daher ein großer Fehler in relativer Maximumsnorm vor. Je
kleiner jedoch die einzelnen betrachteten Intervalle werden – je gro¨ßer N wird – desto besser
konvergiert das Verfahren.46
Wie das Stabilita¨tsgebiet fu¨r das explizite Euler-Verfahren berechnet werden kann und wie es
in der konkreten SDC-Approximation aussieht, wird in Kapitel 3.2 genauer erkla¨rt.
3.1.2. Implizites Euler-Verfahren
Beim impliziten Euler-Verfahren haben wir keine Einschra¨nkungen an die Schrittweite, um
Stabilita¨t zu gewa¨hrleisten [19]. Ein großer Nachteil ist jedoch der hohe Rechenaufwand die-
ses Verfahrens, da – wie der Name schon sagt – implizite Abha¨ngigkeiten bestehen. Die Ap-
proximation des Integrals geschieht bei der impliziten Euler-Variante per rechtsseitiger Recht-
46Es konvergiert erst ab einer hinreichend kleinen Intervallla¨nge u¨berhaupt.
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eckregel, so dass man
ui+1 = ui+Δt f (t,ui+1) (117)
als Auswertungsvorschrift fu¨r die numerische Evolution erha¨lt. Es ist sofort ersichtlich, dass
eine implizite Auswertung erfolgen muss, da ui+1 auf der linken Seite der Gleichung noch
einmal in der Funktionsauswertung der rechten Seite vorkommt. Daher muss in jedem Schritt
eine im Allgemeinen nichtlineare Gleichung gelo¨st werden,47 was hohen Rechenaufwand zur
Folge hat [19].
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Abbildung 6: SDC auf Basis des impliziten Euler-Verfahrens bzw. expliziten Euler-Verfahrens
bei immer existierender ausreichend kleiner Schrittweite Δt. Dabei sind die
durch die variierende Anzahl an Quadratur-Knoten M entsprechenden Konver-
genzordnungen zu erkennen.
Abbildung 6 zeigt das Konvergenzverhalten bei der Anwendung des impliziten Euler-Verfah-
rens.48 Je mehr Teilintervalle N gewa¨hlt werden, desto kleiner ist der Fehler, auch schon bei
der ersten Iteration. Zudem wird ersichtlich, dass die gestrichelten Geraden fu¨r die Fehler
mit wachsendem M mit gleichzeitig wachsendem K immer steiler werden. Das bedeutet, dass
die numerische Lo¨sung bei SDC mit ho¨herer Anzahl an Quadratur-Knoten und gleichzeitig
mehr Korrekturschritten schneller konvergiert und demzufolge eine ho¨here Konvergenzord-
nung besitzt. Die unterste Gerade fu¨r M = 5 und K = 8 verfa¨lscht ein wenig das nachstehende
Ergebnis fu¨r die Konvergenzordnung, da bei einem Fehler von circa 10−15 bis 10−16 bereits
die Maschinengenauigkeit erreicht ist.
47Ein lineares Gleichungssystem erha¨lt man nur im Sonderfall, wenn die Funktion f linear ist.
48In diesem Fall ist die Konvergenzordnung von SDC mit explizitem Euler-Verfahren identisch mit der Konver-
genzordnung von SDC mit implizitem Euler-Verfahren.
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Nach der Betrachtung dieser Abbildung, kann die theoretische Annahme fu¨r die Konvergenz-
ordnung p fu¨r die Gauß-Lobatto-Quadratur aus dem Unterkapitel 2.2 in der Praxis besta¨tigt
werden. Dazu wird die Konvergenzordnung innerhalb des Matlab-Programms mit Hilfe der
Formel (17) berechnet. Es ergeben sich auf diese Weise die Werte aus Tabelle 2 durch Mit-
telung der berechneten Konvergenzordnungen auf den vier Abschnitten zwischen den einge-
zeichneten Markern.49
Quadratur-Knoten: M 2 3 4 5
Konvergenzordnung (Theorie): p 2 4 6 8
Konvergenzordnung (Realita¨t): p 2.2334 4.0084 6.0842 7.9275
Tabelle 2: Konkrete Konvergenzbetrachtung fu¨r das implementierte SDC-Verfahren im Ver-
gleich zu den theoretischen Annahmen
3.2. Stabilita¨tsanalyse
Allgemein gilt es mit numerischen Verfahren die Lo¨sung der exakten Evolution
φ(h, t,u) = φ(t+h, t,u) = u(t)+
∫ t+h
t
f (τ,u(τ))dτ (118)
mit mo¨glichst kleinem Rechenaufwand mo¨glichst genau zu berechnen [19].
Dutt definiert Stabilita¨t u¨ber einen sogenannten ’Amplifikationsfaktor’ Am(λ ).50 Dieser Am-
plifikationsfaktor fu¨r λ ∈ C ist fu¨r eine Auswertung auf dem Intervall [0;1] und Δt = 1 durch
Am(λ ) =
φ˜(1)
φ˜(0)
= φ˜(1) (119)
definiert, wobei sich die letzte Gleichheit durch die Tatsache ergibt, dass der Anfangswert
φ˜(0) = eλ ·0 dem Wert 1 entspricht. Wenn also ein λ durch die Problemstellung gegeben ist,
heißt ein numerisches Verfahren nach Dutt stabil, wenn
| Am(λ ) |=| φ˜(1) |≤ 1 (120)
ist [31]. Direkt aus dieser Definition resultieren zwei weitere Stabilita¨tsbegriffe. Ein Verfahren
ist A-stabil, wenn es fu¨r alle λ aus der linken komplexen Halbebene stabil ist [31] und ein
Verfahren heißt L-stabil, falls
lim
Re(λ )→−∞
Am(λ ) = 0 (121)
49Die Berechnung der Konvergenzordnung p bei M = 5 und K = 8 erfolgt durch die Mittelung der Konvergenz-
ordnungen zwischen den ersten drei Markern, da der restliche Kurvenverlauf durch Erreichen der Maschi-
nengenauigkeit die Konvergenzordnung verfa¨lscht.
50Das λ bezu¨glich dem der Amplifikationsfaktor berechnet wird, entspricht dem λ aus der Differentialgleichung
φ ′(t) = λ ·φ(t) des gegebenen Anfangswertproblems.
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gilt [31]. Neben dem starken Begriff der A-Stabilita¨t existiert eine weitere, a¨hnliche Defini-
tion. Man nennt ein numerisches Verfahren A(α)-stabil, sofern es fu¨r alle λ stabil ist und
π −α ≤ arg(λ )≤ π +α gilt. Der etwas abgeschwa¨chte Begriff der A(α)-Stabilita¨t entspricht
genau dann der A-Stabilita¨t, wenn der Winkel α = 90◦ = π2 betra¨gt [31].
51
Hinsichtlich des Qualita¨tsmerkmals der Stabilita¨t wird SDC auf Basis der drei Euler-Varianten
untersucht.
3.2.1. Explizites Euler-Verfahren
Bei den folgenden Stabilita¨tsbetrachtungen fu¨r SDC auf Basis des expliziten Euler-Verfahrens
ist die Schrittweite Δt fest vorgegeben und der interessierende Parameter ist λ . Grundsa¨tzlich
gilt die Testgleichung fu¨r λ ∈ C. Interessiert ist man nun daran solche λ zu ermitteln, fu¨r die
SDC mit explizitem Euler-Verfahren stabil ist.
Dies wurde zuna¨chst fu¨r SDC mit explizitem Euler als Basis-Verfahren und M = 3, K = 4 und
N = 1 ermittelt. Die Ergebnisse sind in Abbildung 7 in Form des Stabilita¨tsgebiets und zwei
Genauigkeitsgebieten zu sehen. Dabei beschra¨nken sich alle folgenden Abbildungen auf die
positive imagina¨re Achse, da sowohl die Stabilita¨ts- als auch die Genauigkeitsgebiete symme-
trisch um die reelle Achse liegen.
Fu¨r alle λ innerhalb der a¨ußeren geschlossenen Form in durchgezogener, roter Linie in Abbil-
dung 7 ist das Verfahren stabil. Sofort ersichtlich ist, dass das Verfahren nicht A-stabil ist, da
unendlich viele λ außerhalb dieser Fla¨che, aber in der negativen komplexen Halbebene liegen.
Zusa¨tzlich ist in Abbildung 7 die Genauigkeit der Approximation innerhalb des Intervalls [0;1]
zu erkennen. Diese berechnet sich aus | φ˜(1)−φ(1) |≤ ε .
Es gilt von der Na¨herungslo¨sung per SDC an der rechten Intervallgrenze die exakte Lo¨sung
zu gleicher Zeit t zu subtrahieren [31]. Die Bereiche, in denen der Betrag dieser Abweichung
kleiner ist als ein gegebenes ε > 0, sind fu¨r zwei konkrete ε mit ε = 0.01 und ε = 0.0001
ebenfalls eingezeichnet.
Auffa¨llig ist die sehr schnell schrumpfende Genauigkeit. Je gro¨ßer der Realteil oder der Ima-
gina¨rteil von λ wird, desto weniger bzw. gar nicht konvergiert das Verfahren. Mo¨chte man
z. B. per SDC mit explizitem Euler-Verfahren und M = 3, K = 4 und N = 1 eine Lo¨sung der
Testgleichung erhalten, die einen kleineren Unterschied als ε = 0.01 von der exakten Lo¨sung
hat, so darf λ bei nicht existierendem Imagina¨rteil im Intervall [−1.5;1] liegen. Wird der Ima-
gina¨rteil gro¨ßer oder kleiner als Null, so wird das Intervall fu¨r den zugeho¨rigen Realteil von λ
immer kleiner. Die Schrittweite ist in diesem Fall zu groß, um eine ausreichende Genauigkeit
der Approximation zu erhalten.
51Diese Definition der A(α)-Stabilita¨t ist gleichbedeutend damit, dass ein Verfahren A(α)-stabil ist, wenn sein
Stabilita¨tsgebiet einen symmetrischen Kegel um die negative reelle Achse mit einem Scheitelwinkel von 2α
entha¨lt [19].
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Abbildung 7: Stabilita¨ts- und Genauigkeitsgebiete bei SDC mit explizitem Euler-Verfahren
und M = 3, K = 4, N = 1 zu ε = 10−2 und ε = 10−4
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Abbildung 8: Stabilita¨ts- und Genauigkeitsgebiete bei SDC mit explizitem Euler-Verfahren
und M = 5, K = 8, N = 1 zu ε = 10−2 und ε = 10−4
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Abbildung 9: Stabilita¨ts- und Genauigkeitsgebiete bei SDC mit explizitem Euler-Verfahren
und M = 7, K = 12, N = 1 zu ε = 10−2 und ε = 10−4
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Im na¨chsten Schritt erfolgen erneute Auswertungen von SDC mit dem explizitem Euler-
Verfahren als Basis-Verfahren. Jedoch wurden die Parameter M und K variiert. Die zugeho¨ri-
gen Parameter zu Abbildung 8 lauten M = 5, K = 8 und N = 1. Durch die ho¨here Anzahl an
Quadratur-Knoten und an Iterationen vergro¨ßert sich das Stabilita¨tsgebiet und die Genauigkeit
der numerischen Ergebnisse verbessert sich. Hat man zuvor bei M = 3 und K = 4 ein Stabi-
lita¨tsgebiet fu¨r λ auf der reellen Achse bis circa −3.8 und auf der imagina¨ren Achse von circa
−2.75 bis 2.75 an der maximalen Stelle, so wa¨chst dieses Gebiet fu¨r M = 5 und K = 8 fu¨r
den Realteil auf circa −5.3 bis 0 und den Imagina¨rteil maximal auf circa −4.25 bis 4.25. Zum
besseren Vergleich der beiden SDC-Varianten sind die Epsilonwerte in Abbildung 8 identisch
mit denen in Abbildung 7. Bei SDC mit M = 5 und K = 8 sind diese Genauigkeitsgebiete
bereits wesentlich gro¨ßer als die Genauigkeitsgebiet bei ε = 10−2 und ε = 10−4 fu¨r SDC mit
M = 3 und K = 4. Ihre Gro¨ße hat sich in beiden Fa¨llen mehr als verdoppelt.
In Abbildung 9 sind abschließend das Stabilita¨tsgebiet und die Genauigkeitsgebiete fu¨r SDC
mit M = 7, K = 12 und N = 1 basierend auf dem expliziten Euler-Verfahren zu sehen. Beim
Stabilita¨tsgebiet wa¨chst vor allem der zula¨ssige Imagina¨rteil von λ noch einmal zusa¨tzlich
an. Ein großer Imagina¨rteil, der Probleme hinsichtlich der Stabilita¨t verursachen ko¨nnte, kann
durch eine gro¨ßere Anzahl von Quadratur-Knoten M und Korrekturschritten K kompensiert
werden. Auch die Fla¨chen innerhalb der Genauigkeitsgebiete haben sich im Vergleich zu Ab-
bildung 8 erneut fast verdoppelt.
Zusammenfassend ist jedoch zu sagen, dass das Stabilita¨tsgebiet bei einer zu großen Schritt-
weite Δt und geringer Anzahl an Quadratur-Knoten M ziemlich klein ist. Weiterhin ist das
Verfahren ebenfalls nicht A-stabil.52
52wie alle expliziten Euler-Verfahren
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3.2.2. Implizites Euler-Verfahren
In diesem Unterkapitel wird SDC auf Basis des impliziten Euler-Verfahrens auf die Testglei-
chung angewendet.
Die drei Abbildungen 10, 11 und 12 zeigen – a¨quivalent zu den drei Abbildungen aus dem
vorangehenden Kapitel – die resultierenden Genauigkeits- und Stabilita¨tsgebiete fu¨r SDC auf
Basis des impliziten Euler-Verfahrens.
In Abbildung 10 ist SDC mit M = 3, K = 4 und N = 1 analysiert worden. Es ist zu erken-
nen, dass die Trennlinie fu¨r das Stabilita¨tsgebiet eine nahezu senkrechte Gerade durch den
Nullpunkt ist. Bei gro¨ßer werdendem Imagina¨rteil von λ hat sie eine leichte Kru¨mmung nach
rechts. Dies spiegelt ein wenig den Verlauf des Stabilita¨tsgebiets vom reinen impliziten Euler-
Verfahren wider. Dieses entspricht einem Kreis mit Mittelpunkt 1 und Radius 1 um die reelle
Achse [19]. Diese leichte Kru¨mmung beeinflusst jedoch nicht die Tatsache, dass das Verfahren
fu¨r alle λ mit Realteil kleiner oder gleich Null stabil ist.53 Das ist von großer Wichtigkeit, da
dies die Bedingung fu¨r A-Stabilita¨t ist. SDC auf Basis des impliziten Euler-Verfahrens ist –
genauso wie das ’einfache’ implizite Euler-Verfahren – A-stabil. Dies ist ein gravierender und
bedeutender Unterschied zu SDC mit explizitem Euler-Verfahren.
Zusa¨tzlich sind auch hier, wie bei den Auswertungen bezu¨glich des expliziten Euler-Verfah-
rens, Genauigkeitsgebiete zu ε = 0.01 und ε = 0.0001 eingezeichnet. Diese weisen jedoch im
Vergleich zum expliziten Euler-Verfahren mit M = 3, K = 4 und N = 1 keine nennenswerten
Vera¨nderungen bzw. Verbesserungen auf. Der entscheidende Unterschied – um das hier noch
einmal herauszustellen – ist die Stabilita¨tseigenschaft des impliziten Euler-Verfahrens.
Die Abbildung 11 zeigt die gleiche Stabilita¨tseigenschaft fu¨r SDC basierend auf dem im-
pliziten Euler-Verfahren mit M = 5 und K = 8 wie zuvor fu¨r SDC mit M = 3 und K = 4.
Auffallend ist jedoch die Vergro¨ßerung der Genauigkeitsgebiete. Die Ellipsen, die hier aus
Symmetriegru¨nden nur fu¨r die positiven Imagina¨rwerte aufgetragen sind, haben sich fu¨r die
Genauigkeitsbedingung zu ε = 0.01 von einer maximalen Ausdehnung auf der reellen Achse
von circa [−2.7;0.6] und einer maximalen Ausdehnung auf der imagina¨ren Achse von circa
[−2;2] fu¨r M= 3 und K = 4 auf circa [−8.2;1.2] auf der reellen Achse und circa [−5.4;5.4] auf
der imagina¨ren Achse fu¨r M = 5 und K = 8 vergro¨ßert. Der Umfang entspricht also bei zwei
zusa¨tzlichen Quadratur-Knoten und der Verdopplung der Korrekturschritte fast dem Dreifa-
chen.54
Zur Vollsta¨ndigkeit zeigt die Abbildung 12 das Stabilita¨tsgebiet und die Genauigkeitsgebiete
fu¨r SDC basierend auf dem impliziten Euler-Verfahren mit M = 7, K = 12 und N = 1. Das
Stabilita¨tsgebiet vera¨ndert sich nicht. Die Genauigkeitsgebiete wachsen erneut enorm an und
ko¨nnen von der Abbildung aufgrund ihrer Gro¨ße nur noch teilweise erfasst werden.
53Alle λ mit Re(λ )> 0 interessieren hier nicht, da sie fu¨r die A-Stabilita¨t keine Rolle spielen.
54Aus der Abbildung 10 und der Abbildung 11 ist eine a¨hnliche Erkenntnis fu¨r die Genauigkeitsbedingung zu
ε = 0.0001 zu gewinnen.
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Abbildung 10: Stabilita¨ts- und Genauigkeitsgebiete bei SDC mit implizitem Euler-Verfahren
und M = 3, K = 4, N = 1 zu ε = 10−2 und ε = 10−4
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Abbildung 11: Stabilita¨ts- und Genauigkeitsgebiete bei SDC mit implizitem Euler-Verfahren
und M = 5, K = 8, N = 1 zu ε = 10−2 und ε = 10−4
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Abbildung 12: Stabilita¨ts- und Genauigkeitsgebiete bei SDC mit implizitem Euler-Verfahren
und M = 7, K = 12, N = 1 zu ε = 10−2 und ε = 10−4
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3.2.3. Semi-implizites Euler-Verfahren
In der speziellen semi-impliziten Variante von SDC, welche SDC zu einem besonders wertvol-
len Verfahren fu¨r bestimmte Fragestellungen macht, wird eine Kombination aus den gerade an-
gesprochenen expliziten und impliziten Euler-Verfahren verwendet. Die rechte Seite der Diffe-
rentialgleichung wird in eine Summe aufgespalten, wobei ein Summand schnell vera¨nderliche
Komponenten und ein Summand langsam vera¨nderliche Komponenten beinhaltet. Wie schon
erwa¨hnt, taugt das explizite Euler-Verfahren nicht fu¨r steife Differentialgleichungen. Es ist
jedoch wesentlich gu¨nstiger in der Rechenzeit und im Aufwand. Daher versucht man alle
Gleichungsterme der Differentialgleichung, die sich zeitlich nicht so schnell a¨ndern, explizit
zu berechnen und verwendet nur da wo es unbedingt no¨tig ist – fu¨r die schnell vera¨nderlichen
Terme – das aufwendigere implizite Euler-Verfahren.
Insgesamt ergibt sich
ui+1 = ui+h · (fI(t,ui+1)+ fE(t,ui)) (122)
als abstrakte Rechenvorschrift fu¨r das semi-implizite Euler-Verfahren. Details zur konkreten
Implementierung in SDC wurden in Kapitel 2.2.1 dargestellt.
Auch diese dritte Variante von SDC ist mit der Testgleichung getestet worden und auf Stabi-
lita¨ts- und Genauigkeitsgebiete untersucht worden. λ ist in eine Summe aus explizitem und
implizitem Teil gespalten, also λ = (α + ıβ ) [26]. Dabei wird der Realteil implizit und der
Imagina¨rteil explizit behandelt. Diese Aufteilung wird so gewa¨hlt, da die Komponenten zu
den Eigenwerten mit relativ betragsgroßen Realteilen die steifen Komponenten darstellen und
somit implizit behandelt werden mu¨ssen. In Anlehnung an den Artikel von Minion 2003 [26]
werden in diesem Unterkapitel 3.2.3 Untersuchungen hinsichtlich des semi-impliziten Stabi-
lita¨tsgebiets durchgefu¨hrt.
In Abbildung 13 wurde SDC mit dem semi-impliziten Euler-Verfahren mit M = 3, K = 4
und N = 1 ausgefu¨hrt. In dieser Variante wird teilweise das explizite Euler-Verfahren ge-
nutzt, welches nicht A-stabil ist. Teilweise wird das implizite Euler-Verfahren genutzt, welches
sehr wohl A-stabil ist. Daraus resultiert die Stabilita¨tslinie, die senkrecht durch den Nullpunkt
der reellen Achse verla¨uft bis der Imagina¨rteil betragsma¨ßig gro¨ßer als circa 1.5 ist. Danach
setzt sich das Stabilita¨tsverhalten des expliziten Euler-Verfahrens durch. Daher ist das semi-
implizite Verfahren nicht A-stabil, sondern nur A(α)-stabil [26]. Bei einem Realteil von −5
liegt der entsprechende Imagina¨rteil des Stabilita¨tsgebiets bei circa 5.3.
Die Genauigkeitsgebiete sind eine Kombination aus dem komplett impliziten Euler-Verfahren
und dem komplett expliziten Euler-Verfahren. Die Intervallla¨nge auf der reellen Achse fu¨r
einen Imagina¨rteil von 0 entspricht der Intervallla¨nge des impliziten Euler-Verfahrens. Wohin-
gegen die Intervallla¨nge auf die maximale Ausdehnung der Genauigkeitsgebiete in Richtung
der imagina¨ren Achse identisch mit der des expliziten Euler-Verfahrens ist. Es liegen also bei
SDC mit semi-implizitem Euler-Verfahren ebenfalls geschlossene Ellipsen vor, die ein Mittel
aus explizitem und implizitem Euler bilden und hier aus Gru¨nden der Symmetrie nur fu¨r die
positiven Imagina¨rteile von λ abgebildet sind.
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Abbildung 13: Stabilita¨ts- und Genauigkeitsgebiete bei SDC mit semi-implizitem Euler-
Verfahren und M = 3, K = 4, N = 1 zu ε = 10−2 und ε = 10−4
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Abbildung 14: Stabilita¨ts- und Genauigkeitsgebiete bei SDC mit semi-implizitem Euler-
Verfahren und M = 5, K = 8, N = 1 zu ε = 10−2 und ε = 10−4
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Abbildung 15: Stabilita¨ts- und Genauigkeitsgebiete bei SDC mit semi-implizitem Euler-
Verfahren und M = 7, K = 12, N = 1 zu ε = 10−2 und ε = 10−4
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Abbildung 14 zeigt Ergebnisse fu¨r SDC basierend auf dem semi-impliziten Euler-Verfahren
zu M = 5, K = 8 und N = 1. Es ist zu erkennen, dass das Stabilita¨tsgebiet gro¨ßer geworden
ist und im Vergleich zur Auswertung mit M = 3 und K = 4 aus Abbildung 13 bei einem Re-
alteil von λ von −5 bereits ein Imagina¨rteil von circa 6.5 zula¨ssig ist, um ein stabile Lo¨sung
zu gewa¨hrleisten. Der Winkel der A(α)-Stabilita¨t hat sich also etwas vergro¨ßert zum vorher
beschriebenen Fall mit drei Quadratur-Knoten.
Die Genauigkeitsgebiete wachsen bei steigender Anzahl an Quadratur-Knoten und Iterations-
schritten auf der reellen Achse a¨quivalent zu denen des rein impliziten Euler-Verfahrens und
auf der imagina¨ren Achse a¨quivalent zu denen des rein expliziten Euler-Verfahrens an.
Auch bei SDC mit semi-implizitem Euler-Verfahren ist zur Vollsta¨ndigkeit die Abbildung 15
fu¨r M = 7, K = 12 und N = 1 abgedruckt. Eine Vergro¨ßerung des Stabilita¨tsgebiets und der
Genauigkeitsgebiete durch eine wachsende Anzahl an Quadratur-Knoten M und Korrektur-
schritten K ist auch hier festzustellen.
3.3. Zusammenfassung
In Anlehnung an die Vero¨ffentlichungen von Dutt, Greengard, Rokhlin [31] und Minion [26]
wurden mittels des selbst implementierten SDC-Verfahrens, wie in Kapitel 2 beschrieben, Un-
tersuchungen hinsichtlich der Konvergenz und Stabilita¨t durchgefu¨hrt.
Diese Analyse zur Reproduktion der Ergebnisse von Dutt et al. und Minion nutzt die allgemei-
ne Testgleichung. Auf diese Testgleichung wird SDC mit drei verschiedenen Basis-Verfahren
angewandt. Zuna¨chst erfolgt die Untersuchung von SDC mit explizitem Euler-Verfahren als
Basis-Verfahren, gefolgt vom impliziten Euler-Verfahren. Abschließend wird eine Kombinati-
on aus explizitem und implizitem Euler-Verfahren analysiert. Festzuhalten ist, dass einzig und
allein das implizite Euler-Verfahren als Basis fu¨r SDC A-stabil ist.
Zudem ist eine wichtige Erkenntnis, dass die Stabilita¨tsgebiete durch eine Aufwandssteige-
rung in Form einer Erho¨hung der Anzahl der Quadratur-Knoten M und der Anzahl der Kor-
rekturschritte K wachsen. Dies ist ein wesentliches Merkmal von SDC. Die oft eingesetzten
klassischen Verfahren, wie das Adams-Bashforth-Verfahren, das Adams-Moulton-Verfahren,
das BDF-Verfahren und das explizite Runge-Kutta-Verfahren, bieten dem Anwender ebenfalls
Mo¨glichkeiten eine inha¨rente Aufwandssteigerung durchzufu¨hren. Bei dem Adams-Bashforth-
bzw. Adams-Moulton-Verfahren und auch beim BDF-Verfahren55 kann man z. B. weitere
Stu¨tzstellen aus der Vergangenheit einbeziehen, also die Anzahl der vorgegebenen Startwerte
erho¨hen. Beim Runge-Kutta-Verfahren kann durch eine Erho¨hung der Stufenzahl eine ho¨here
Ordnung des Verfahrens erzielt werden. Aber die Aufwandssteigerungen sowohl beim Adams-
Bashforth-Verfahren als auch beim Adams-Moulton-Verfahren und beim BDF-Verfahren und
beim Runge-Kutta-Verfahren bewirken keine nennenswerte Vergro¨ßerung der resultierenden
Stabilita¨tsgebiete in der linken komplexen Halbebene. Sie ko¨nnen sogar zu einer Verkleine-
rung des Stabilita¨tsbereichs fu¨hren. Im Anhang A.1 sind die Stabilita¨tsgebiete der vier ge-
nannten Verfahren abgebildet und im Detail diskutiert.
55’BDF’ ist eine Abku¨rzung fu¨r Backward Differentiation Formulas.
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Nachdem in diesem Kapitel also die einzelnen Stabilita¨ts- und Genauigkeitsgebiete fu¨r die ein-
fache, allgemeine Testgleichung aufgezeigt und analysiert wurden, folgt im na¨chsten Kapitel
der Arbeit die Analyse von Spectral Deferred Corrections angewandt auf die Slow-Wave-Fast-
Wave-Gleichung, einer etwas abgewandelten Form der einfachen Testgleichung.
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4. Vergleich der Verfahren fu¨r die
Slow-Wave-Fast-Wave-Gleichung
In diesem Kapitel wird die Qualita¨t des soeben erla¨uterten SDC-Verfahrens im Vergleich
zur Qualita¨t des zu Beginn der Arbeit angewendeten Trapez-Leapfrog-Verfahrens und des
bereits erwa¨hnten Adams-Bashforth-Verfahrens herausgestellt. In der Motivation, Kapitel 1,
wurde beobachtet, dass das Trapez-Leapfrog-Verfahren und das Adams-Bashforth-Verfahren
bei relativ geringem Aufwand einen großen relativen Fehler bei der Lo¨sung der SWFW-
Gleichung aufweisen. Bei dem nun folgenden detaillierten Vergleich der beiden klassischen
Lo¨sungsverfahren, wobei das Trapez-Leapfrog-Verfahren in der Praxis ha¨ufiger innerhalb ei-
nes semi-impliziten Lo¨sers verwendet wird, mit dem neu eingefu¨hrten SDC-Verfahren wer-
den die Sta¨rken und Schwa¨chen der numerischen Algorithmen per erneuter Betrachtung einer
semi-impliziten Problemstellung herausgestellt.
Die Differentialgleichung, die eine schnelle Dynamik und eine langsame Dynamik umfasst –
wie in Kapitel 1.2 erla¨utert –, ist gegeben durch
u′(t) = (ıwH + ıwL) ·u(t) = ıwH ·u(t)+ ıwL ·u(t) (123)
mit exakter Lo¨sung u(t) = e(ıwH+ıwL)·t zum Anfangswert u(0) = 1. wH und wL sind dabei die
Frequenzen, die die Ausbreitung und Oszillation der schnellen und langsamen Welle beschrei-
ben. Die Oszillationsfrequenz der langsamen Welle wird mit wL und die der schnellen Welle
mit wH bezeichnet. Sinnvoll wa¨re nun eine Aufspaltung der Differentialgleichung und ein teil-
weise separiertes Lo¨sungsverfahren, so dass wL explizit und wH implizit gelo¨st werden kann.
Genau das ist die Vorgehensweise des semi-impliziten SDC-Verfahrens.
Nachfolgend werden zuna¨chst das Trapez-Leapfrog-Verfahren und das Adams-Bashforth-Ver-
fahren auf Stabilita¨t hinsichtlich der SWFW-Gleichung untersucht und dann dem Stabilita¨tsge-
biet von SDC mit unterschiedlich vielen Quadratur-Knoten und Korrekturschritten gegenu¨ber-
gestellt, da die Stabilita¨t ein wesentliches Qualita¨tsmerkmal eines numerischen Verfahrens zur
Lo¨sung von Anfangswertproblemen darstellt.
4.1. Stabilita¨tsanalyse
Stabilita¨t ist eine wichtige Eigenschaft eines Algorithmus zur numerischen Lo¨sung von Dif-
ferentialgleichungen. Durch sie werden die Auswirkungen von Rundungs- und Approxima-
tionsfehlern innerhalb des Lo¨sungsverfahrens beschrieben. Nicht stabile Lo¨sungen sind z. B.
beim expliziten Euler-Verfahren angewandt auf die Testgleichung u(t) = λu(t) mit u(0) = 1
an der um die exakte Lo¨sung nahezu oszillierenden, zackigen Form zu erkennen und daher
nicht erwu¨nscht. Generell bedeutet Instabilita¨t einer Lo¨sung, dass auftretende Fehler beliebig
versta¨rkt werden. Die Fehlerversta¨rkung durch die Ausfu¨hrung des numerischen Verfahrens
soll mo¨glichst minimal oder – noch besser – nicht vorhanden sein.
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Abbildung 16: Amplifikationsfaktor beim Trapez-Leapfrog-Verfahren
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Abbildung 17: Amplifikationsfaktor beim Adams-Bashforth-Verfahren
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Abbildung 18: Amplifikationsfaktor beim SDC-Verfahren mit M = 3, K = 4, N = 1
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Abbildung 16 zeigt den Amplifikationsfaktor des Trapez-Leapfrog-Algorithmus angewandt
auf die SWFW-Gleichung. Der Amplifikationsfaktor berechnet sich im Allgemeinen wie be-
reits in Gleichung (119) erla¨utert. Ein numerisches Verfahren heißt stabil, wenn fu¨r den Am-
plifikationsfaktor |Am(λ ) |≤ 1 gilt. In diesem Fall liegt keine nennenswerte Fehlerversta¨rkung
in der Auswertung des Verfahrens innerhalb eines Zeitschrittes vor.
Die oberste Abbildung 16 zeigt den Amplifikationsfaktor fu¨r das Trapez-Leapfrog-Verfahren
angewandt auf die SWFW-Gleichung mit variierendem wHΔt und wLΔt. Der gewu¨nschte Am-
plifikationsfaktor von | Am(λ ) |≤ 1 ist nur in einem kleinen Bereich um die y-Achse fest-
zustellen.56 Das bedeutet, dass der Trapez-Leapfrog-Algorithmus fu¨r große wLΔt, d. h. fu¨r
große Schwingungsfrequenzen im expliziten Lo¨sungsteil der Differentialgleichung, nicht sta-
bil ist. Groß ist hier relativ zu betrachten, denn bereits bei einem wLΔt unwesentlich gro¨ßer
als 1 kommt der Trapez-Leapfrog-Algorithmus an seine Stabilita¨tsgrenze bei einem gleich-
zeitig nicht existierenden impliziten Anteil der Gleichung mit wHΔt = 0. Bei wachsendem
wHΔt wird auch die Toleranzgrenze fu¨r gro¨ßere wLΔt ho¨her, so dass die Stabilita¨tsgrenze ab
(1.5,1.5) nahezu eine Winkelhalbierende des ersten Quadranten ist. Der sonst schnell zu In-
stabilita¨ten neigende Trapez-Leapfrog-Algorithmus ist bei einem nicht existenten expliziten
Gleichungsanteil immer stabil, unabha¨ngig davon, wie groß das wHΔt gewa¨hlt wird. Dies ist
selbstversta¨ndlich, da es sich um ein semi-implizites Verfahren handelt.
In der mittleren Abbildung 17 ist der Amplifikationsfaktor fu¨r das Adams-Bashforth-Verfahren
angewandt auf die SWFW-Gleichung eingezeichnet. Es ist nahezu identisch mit dem Stabi-
lita¨tsgebiet fu¨r das Trapez-Leapfrog-Verfahren in Abbildung 16. Die einzige kleine Abwei-
chung wird in dem Farbu¨bergang von dunkelblau zu hellblau ersichtlich. Bei dem Adams-
Bashforth-Verfahren ist dieser Bereich gro¨ßer. Dies bedeutet, dass die Stabilita¨tsgrenze breiter
ist, dass also mehrere Amplifikationsfaktoren sehr nahe am Wert 1 liegen.
Die Abbildung 18 zeigt das Stabilita¨tsgebiet des unter gleichen Voraussetzungen angewand-
ten SDC-Verfahrens mit drei Quadratur-Knoten und vier Korrekturschritten. Auf den ersten
Blick ist zu erkennen, dass der dunkelblaue Bereich, in dem der Amplifikationsfaktor sehr
nahe bei 1 liegt bzw. gleich dem Wert 1 ist, sehr viel gro¨ßer ist. Nur in der Ecke unten rechts
bei großem wLΔt und kleinem wHΔt sind Instabilita¨ten festzustellen. Dieser instabile Bereich
ist von der Lage und Form her mit dem des Trapez-Leapfrog-Verfahrens und dem des Adams-
Bashforth-Verfahrens vergleichbar. Jedoch ist er deutlich kleiner. Dass genau bei der gerade
angesprochenen Konstellation der Frequenzanteile Probleme bei der numerischen Lo¨sung auf-
treten, liegt daran, dass wL die Frequenz der langsamen Welle ist und explizit gelo¨st wird. Wird
der explizite Lo¨sungsanteil hochfrequenter, so wird das Verfahren instabil.
56Da sich die Stabilita¨tsgebiete symmetrisch um die y-Achse verhalten, ist auf die Darstellung des negativen
x-Achsenbereichs verzichtet worden.
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Abbildung 19: Amplifikationsfaktor beim Trapez-Leapfrog-Verfahren, abgebildet fu¨r den Be-
reich 1 <| Am(λ ) |< 1.01
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Abbildung 20: Amplifikationsfaktor beim Adams-Bashforth-Verfahren, abgebildet fu¨r den
Bereich 1 <| Am(λ ) |< 1.01
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Abbildung 21: Amplifikationsfaktor beim SDC-Verfahren mit M = 3, K = 4, N = 1, abgebil-
det fu¨r den Bereich 1 <| Am(λ ) |< 1.01
56
4 VERGLEICH DER VERFAHREN FU¨R DIE SWFW-GL. 4.1 Stabilita¨tsanalyse
Um einen besseren Vergleich zur Publikation von Dutt et al. [31] herstellen zu ko¨nnen, wird in
den Abbildungen 19, 20 und 21 nur der Bereich 1 <| Am(λ ) |< 1.01 in den Visualisierungen
farblich dargestellt. Die dort in weiß eingezeichneten Geraden werden im na¨chsten Abschnitt
der Arbeit, im Unterkapitel 4.2, im Detail erla¨utert und zur weiteren Analyse der numerischen
Verfahren verwendet. Allgemein ist noch anzufu¨gen, dass die gerade benannten Abbildungen
interpolierte Werte zur Darstellung nutzen, um die Sichtbarkeit einzelner Raster und Pixel zu
vermeiden. Durch diese Interpolation kommt auch das Farbspektrum, a¨hnlich einem Regen-
bogen, am Farbu¨bergang der beiden vorkommenden Farbbereiche – von blau zu rot – zustande.
Die Abbildung 19 ist a¨quivalent zur eben erla¨uterten Abbildung 16. Genauso wie die Abbil-
dung 20 a¨quivalent zur eben erla¨uterten Abbildung 17 ist. Der hier blau gefa¨rbte Bereich kenn-
zeichnet das Stabilita¨tsgebiet des Trapez-Leapfrog-Algorithmus bzw. des Adams-Bashforth-
Algorithmus.
Die Abbildung 21 ist a¨quivalent zur soeben erla¨uterten Abbildung 18. Auch in dieser Dar-
stellung ist der blaue Bereich derjenige, der fu¨r Stabilita¨t des Verfahrens steht. Die hellblauen
Farbnuancen entstehen durch numerische Ungenauigkeiten und sind fu¨r die eigentliche Stabi-
lita¨t von SDC nicht relevant. Die bunten Farbanteile an der Stabilita¨tsgebietsgrenze sind eben-
falls auf numerische Ungenauigkeiten und die interpolierte Darstellungsweise zuru¨ckzufu¨hren.
Aussagen u¨ber die Stabilita¨t auf diesem besagten Rand sind anhand von dieser Auswertung
nicht definitiv zu treffen.
Weiterhin werden an dieser Stelle andere Varianten des SDC-Verfahrens hinsichtlich ihrer
Stabilita¨t untersucht.
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(a) Amplifikationsfaktor beim SDC-Verfahren mit
M = 5, K = 8, N = 1
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(b) Amplifikationsfaktor beim SDC-Verfahren mit
M = 7, K = 12, N = 1
Abbildung 22: Stabilita¨tsgebiete von SDC (M = 5, K = 8) und SDC (M = 7, K = 12) im
Bereich 1 <| Am(λ ) |< 1.01
In Teil (a) von Abbildung 22 ist das semi-implizite SDC-Verfahren mit fu¨nf Quadratur-Knoten
zur Lo¨sung der SWFW-Gleichung mit variierendem wHΔt und variierendem wLΔt untersucht
worden. Dabei ist ein noch gro¨ßeres Stabilita¨tsgebiet festzustellen, wobei es bei den glei-
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chen Zusammenstellungen von impliziten und expliziten Gleichungsanteilen zu Instabilita¨ten
kommt wie bei SDC mit nur drei Quadratur-Knoten. Eine weitere Vergro¨ßerung des Stabi-
lita¨tsgebiets bezu¨glich dieses Anfangswertproblems wird durch die Verwendung von noch
mehr Quadratur-Knoten beim semi-impliziten SDC-Verfahren erreicht. Teil (b) von Abbil-
dung 22 la¨sst leicht erkennen, dass SDC mit M = 7, also sieben Quadratur-Knoten, bei allen
mo¨glichen Kombinationen von wHΔt ∈ [0;4] und wLΔt ∈ [0;4] stabil ist. Es gibt in diesem
Bereich keine nicht blau gefa¨rbte Fla¨che.
SDC hat, wie gerade gezeigt, Vorteile hinsichtlich der Stabilita¨t bei der Lo¨sung der SWFW-
Gleichung auf dem Intervall von 0 bis 1 fu¨r den Bereich wHΔt ≤ wLΔt. Der Parameterbe-
reich oberhalb der Winkelhalbierenden in den gerade betrachteten und analysierten Stabi-
lita¨tsabbildungen – wHΔt≥wLΔt – ist jedoch der fu¨r die SWFW-Gleichung relevante Bereich,
da wH den schnellen Gleichungsanteil und wL den langsamen Gleichungsanteil darstellt. In
dem gerade angesprochenen, relevanten Bereich sind sowohl das Trapez-Leapfrog-Verfahren
und das Adams-Bashforth-Verfahren, als auch die Varianten des SDC-Verfahrens stabil.
Das SDC-Verfahren ho¨herer Ordnung, so wie es hier zur Auswertung des Anfangswertpro-
blems verwendet wurde, erzeugt also gro¨ßere Stabilita¨tsgebiete. Davon ist bei allgemeinen
Mehrschrittverfahren nicht auszugehen. Nach der zweiten Dahlquist-Barriere gilt, dass es kein
A-stabiles Mehrschrittverfahren mit m Schritten gibt, so dass seine Ordnung m > 2 ist [18].
Bei der Konstruktion von Mehrschrittverfahren – wie z. B. den Adams-Verfahren – mit ho¨herer
Ordnung sind also Einbußen hinsichtlich der Stabilita¨t hinzunehmen, obwohl ein zusa¨tzlicher
Aufwand zur Erzeugung no¨tig ist. Weitere Quellen der Instabilita¨t sind zusa¨tzlich beno¨tigte
Anfangswerte, die unter Umsta¨nden durch numerische Na¨herungsverfahren berechnet werden
mu¨ssen [24].
Im Gegenteil dazu erzeugt SDC mit ho¨herer Ordnung, wie bereits erwa¨hnt, gro¨ßere Stabi-
lita¨tsgebiete und ist trotzdem in der Implementierung nicht aufwendiger. Es ist einfach die
Anzahl der Quadratur-Knoten und der Korrekturschritte entsprechend zu vera¨ndern, um eine
ho¨here Ordnung zu erhalten. Dies ist ein großer Vorteil des SDC-Verfahrens gegenu¨ber den
Mehrschrittverfahren.
Es stellt sich jetzt die Frage, welche Kosten, auch bei SDC, zur Gewa¨hrleistung der Stabilita¨t
in Kauf genommen werden mu¨ssen. Kosten sind in diesem Fall eine Frage der Funktions-
auswertungen der Rechte-Seite-Funktion der Differentialgleichung bzw. des Aufwandes des
SDC-Verfahrens, welcher mit wachsender Anzahl an Quadratur-Knoten ansteigt.
4.2. Genauigkeiten und Kosten
Zur Auswertung und zum Vergleich der Genauigkeit der Lo¨sung resultierend aus dem SDC-
Verfahren, Trapez-Leapfrog-Verfahren und dem Adams-Bashforth-Verfahren wird der relati-
ve Fehler betrachtet. In der scheinbar intuitiven Herangehensweise dieser Analyse wu¨rde ein
Aufwandsvergleich basierend auf der genutzten Schrittweite Δt durchgefu¨hrt werden. Dies ist
jedoch ein tru¨gerischer Ru¨ckschluss, da SDC innerhalb eines Funktionsaufrufs mehrere Funk-
tionsauswertungen der Rechte-Seite-Funktion durchfu¨hrt.
In einer Iteration des SDC-Verfahrens werden im Allgemeinen (M+(M ·K)) Auswertungen
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der Rechte-Seite-Funktion beno¨tigt. Das bedeutet, dass sich die Anzahl der Funktionsauswer-
tungen durch
AnzFunktionsauswertungen = (M+(M ·K)) ·AnzZeitschritte (124)
berechnen la¨sst. Diese Gleichung kommt dadurch zustande, dass die Lo¨sung der Testfunkti-
on57 zuna¨chst an dem pro Iteration aktuellen Zeitpunkt t ausgewertet und auf die vorhandenen
M Quadratur-Knoten verteilt werden muss. Bei einem genauen Vorgehen mu¨sste hier mit dem
Basis-Propagator – dem Euler-Verfahren – die Lo¨sung fu¨r die einzelnen Quadratur-Knoten
nach vorne geschoben werden. Dies wu¨rde jedoch einen gro¨ßeren Aufwand erzeugen und
bringt fu¨r den Verlauf des restlichen Verfahrens keine nennenswerten Vorteile.
In dem mit der einfachen, zeitunabha¨ngigen Rechte-Seite-Funktion betrachteten SDC-Verfah-
ren ko¨nnte die Addition von M durch eine Addition von 1 ersetzt werden, da die Lo¨sung der
Testfunktion an allen Quadratur-Knoten aufgrund der Zeitunabha¨ngigkeit identisch ist. Aus
Gru¨nden der Konsistenz wird im Vergleichsfall jedoch auf die allgemeine Formel mit der Ad-
dition von M Funktionsauswertungen zuru¨ckgegriffen.
Zudem wird in jeder Iteration bei jeder Auswertung der Korrekturgleichung – K Mal – die
Testfunktion an den M Quadratur-Knoten ausgewertet. Dies muss pro Iteration von SDC auf
die M Funktionsauswertungen aufaddiert werden. Entscheidend fu¨r die Aufwandsanalyse ist
hier der Faktor K. Wu¨rde man z. B. die Startwerte an den Quadratur-Knoten beliebig setzen
und somit die Addition von M Funktionsauswertungen auf das Produkt sparen, mu¨sste ein
weiterer Korrekturschritt durchgefu¨hrt werden, um die gleiche Konvergenzordnung zu erhal-
ten. Somit wu¨rde sich die Ersparnis im Vorschritt durch das Inkrementieren von K aufheben
und mit
AnzFunktionsauswertungen= (M · (K+1)) ·AnzZeitschritte= (M+(M ·K)) ·AnzZeitschritte
(125)
wu¨rde die Anzahl beno¨tigter Funktionsauswertungen identisch bleiben.
Um die Vergleichsanalyse durchzufu¨hren, sind nachstehend drei Abbildungen zu finden, die
mit entsprechend gewa¨hlten Parametern erzeugt wurden. Sowohl in Abbildung 23, als auch
in den Abbildungen 24 und 25 kann man erkennen, dass bei dem Trapez-Leapfrog-Verfahren,
bei dem Adams-Bashforth-Verfahren und bei dem SDC-Verfahren mit drei, fu¨nf und sieben
Quadratur-Knoten der relative Fehler mit wachsender Anzahl an Funktionsauswertungen bzw.
kleiner werdender Schrittweite Δt abnimmt.
Auffallend ist in allen drei Abbildungen, dass jeweils alle fu¨nf eingezeichneten Kurven auf
der x-Achse unterschiedliche Startpunkte haben. Dies ergibt sich daraus, dass wir die Diffe-
rentialgleichung u¨ber den Zeitraum von 0 bis 1 lo¨sen und die Gro¨ße des ersten Zeitschrittes zu
Beginn der Analyse mit Δt = 0.5 gewa¨hlt ist. Das Trapez-Leapfrog-Verfahren, als durchgezo-
gene Linie in blau eingezeichnet, beginnt deshalb mit zwei Funktionsauswertungen.58 Da das
Adams-Bashforth-Verfahren, welches als gestrichelte Linie eingezeichnet ist, drei Startwerte
beno¨tigt und nicht nur einen, wie das Trapez-Leapfrog-Verfahren, kann hier erst eine erste
57Diese ist in diesem Fall die Rechte-Seite-Funktion.
58Dies berechnet sich aus der Differenz der Intervallgrenzen dividiert durch die Schrittweite: 1−00.5 = 2
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Verfahrensauswertung bei einer kleineren Schrittgro¨ße erfolgen. Bei dem SDC-Verfahren mit
drei Quadratur-Knoten M beginnt die rote, mit Kreisen markierte Kurve auf der x-Achse erst
bei dem Wert 30. Genau den Wert 30 bei einer Anzahl von einer Iteration erha¨lt man mit der
Gleichung (124).59 A¨quivalent zu dieser Rechnung ergibt sich fu¨r das SDC-Verfahren mit fu¨nf
bzw. sieben Quadratur-Knoten M mit Gleichung (124) ein Startwert auf der x-Achse von 90
bzw. 182.
Betrachtet wird also zur Aufwandsanalyse hinsichtlich der Genauigkeit die Anzahl der Funk-
tionsauswertungen, die in den Abbildungen 23, 24 und 25 zu sehen sind.60
Bei der Auswertung der gerade aufgeza¨hlten Abbildungen kommt auch den weißen Linien
aus den Abbildungen 19, 20, 21 und 22 eine Bedeutung zu. Entlang der dort pro Abbildung
eingezeichneten drei Linien findet die Aufwandsanalyse nun statt.
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Abbildung 23: Aufwandsvergleich zwischen dem Trapez-Leapfrog-Verfahren, dem Adams-
Bashforth-Verfahren, dem SDC-Verfahren mit M = 3, K = 4, dem SDC-
Verfahren mit M = 5, K = 8, dem SDC-Verfahren mit M = 7, K = 12 zu
wL = 0.5 und wH = 4.0
In Abbildung 23 ist jeweils entlang der obersten weißen Linie zwischen wL = 0.5 und wH = 4
analysiert worden. Diese Linie liegt, wie in den Abbildungen 19, 20, 21 und 22 ersichtlich ist,
59Es ergibt sich folglich die Zahl 30 aus (3+(3 · 4)) · 2, wobei sich die Multiplikation mit zwei aus 1−00.5 = 2
ergibt, wie soeben beim Trapez-Leapfrog-Verfahren erla¨utert.
60In einem spa¨teren Schritt wird noch einmal auf die mehr oder weniger ’unfaire’ Analyse mittels der no¨tigen
Schrittweite Δt eingegangen.
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bei allen Lo¨sungsmethoden in deren Stabilita¨tsgebiet und der Anteil der schnellen Schwin-
gungswelle ist acht Mal so groß wie der Anteil der langsamen Schwingungswelle.
Entscheidend bei der Beurteilung der einzelnen Verfahren ist die unterschiedliche Steigung der
Kurven und die daraus resultierenden Schnittpunkte. Die blaue Kurve ohne Marker zeigt den
Verlauf des relativen Fehlers fu¨r das Trapez-Leapfrog-Verfahren. Diese fa¨llt u¨ber die Anzahl
an Funktionsauswertungen am geringsten ab. Beginnend bei einem Fehler um 1 erreicht man
mit dieser Lo¨sungsmethode selbst bei 105 Funktionsauswertungen nur einen relativen Fehler,
der bei circa 10−4 liegt. Der Verlauf des relativen Fehlers beim Adams-Bashforth-Verfahren ist
durch eine orangefarbene gestrichelte Linie eingezeichnet. Diese beginnt ebenfalls bei einem
Fehler um den Wert 1 und fa¨llt dann jedoch schneller ab als der relative Fehler beim Trapez-
Leapfrog-Verfahren. Allerdings liegt der relative Fehler bei 105 Funktionsauswertungen noch
u¨ber 10−8. Um eine oft geforderte Grenze des relativen Fehlers von 10−5 zu unterschreiten,
sind u¨ber 1000 Funktionsauswertungen no¨tig.61
Die anderen drei Kurven, die fu¨r den relativen Fehler verschiedener Varianten des semi-
impliziten SDC-Verfahrens stehen, weisen einen steileren Verlauf auf. Hier wird die schon
in Abbildung 6 gezeigte Konvergenzordnung entsprechend der Anzahl von Quadratur-Knoten
noch einmal ersichtlich. Je mehr Quadratur-Knoten im SDC-Verfahren verwendet werden bei
gleichzeitig wachsendem K, desto schneller fa¨llt der relative Fehler ab. Die Ordnung des ent-
sprechenden SDC-Verfahrens wa¨chst also proportional zur Anzahl der Quadratur-Knoten mit
entsprechender Anzahl an Korrekturschritten K = 2M− 2. Wie schon in Kapitel 3.1.2 zu se-
hen ist, hat SDC z. B. mit drei Quadratur-Knoten und vier Korrekturschritten die Ordnung 4.
Eine wichtige Erkenntnis dieser Auswertung ist es, dass man mit beliebigen semi-impliziten
SDC-Varianten eine wesentlich genauere Lo¨sung der Differentialgleichung erhalten kann. Der
relative Fehler ist bei einer genu¨gend großen Anzahl von Funktionsauswertungen schnell klei-
ner als 10−12. Ist der relative Fehler in dieser Gro¨ßenordnung angekommen, bringen weitere
Iterationen bzw. Funktionsauswertungen des SDC- Verfahrens hinsichtlich des relativen Feh-
lers keine nennenswerten Verbesserungen mehr. Das Niveau wird in etwa gehalten. SDC mit
fu¨nf Quadratur-Knoten und acht Korrekturschritten erreicht die eben schon angesprochene
Grenze des relativen Fehlers von 10−5 schon bei circa der Ha¨lfte der vom Trapez-Leapfrog-
Verfahren beno¨tigten Anzahl an Funktionsauswertungen.
Das Trapez-Leapfrog-Verfahren und das Adams-Bashforth-Verfahren sind jedoch nicht gene-
rell schlechter als die Varianten des semi-impliziten SDC-Verfahrens. Im Bereich der x-Werte
von 1 bis kurz vor 100 liegen die Kurven unterhalb der Kurven, die von SDC generiert werden.
Die Ho¨henlage der Kurven steht fu¨r die Gro¨ße des relativen Fehlers. Je niedriger eine Kurve
liegt, desto exakter ist das Ergebnis, welches mittels dieses Verfahrens berechnet wurde. Das
bedeutet, mo¨chte man nur einen geringen Aufwand in die Lo¨sung des Problems stecken, so ist
auf jeden Fall entweder das Trapez-Leapfrog-Verfahren oder das Adams-Bashforth-Verfahren
gegenu¨ber einer semi-impliziten SDC-Variante vorzuziehen. Allerdings ist dann die Genauig-
keit der generierten Lo¨sung schlechter. Ebenfalls ist das Trapez-Leapfrog-Verfahren oder das
Adams-Bashforth-Verfahren vorzuziehen, wenn nur eine ungenaue Na¨herungslo¨sung gefragt
61Im Unterkapitel 1.2.1 wurde bereits mit Hilfe der Abbildung 3 auf die unterschiedlichen Verla¨ufe des relati-
ven Fehlers vom Trapez-Leapfrog-Verfahren und vom Adams-Bashforth-Verfahren hingewiesen und mit der
unterschiedlichen Ordnung der Verfahren begru¨ndet.
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ist. Dies ist z. B. bei U¨berschlagsrechnungen oder groben Lo¨sungsbereichseingrenzungen der
Fall. Mit nur 10 Funktionsauswertungen ist es selbst mit der semi-impliziten SDC-Variante
mit M = 3 nicht mo¨glich, u¨berhaupt eine Lo¨sung zu ermitteln.
Interessant sind weiterhin die Schnittpunkte der Kurven von den drei semi-impliziten SDC-
Varianten mit den Fehler-Kurven des Trapez-Leapfrog-Verfahrens und des Adams-Bashforth-
Verfahrens. Die Koordinaten dieser Schnittpunkte enthalten wichtige Informationen zur Ver-
gleichsanalyse. Die x-Koordinaten geben an, mit wie viel Funktionsauswertungen der relative
Fehler der beiden Verfahren, deren Kurven sich kreuzen, identisch ist. Die Information, die
aus den y-Koordinaten der Schnittpunkte extrahiert werden kann, ist die Gro¨ße des relativen
Fehlers, der mit exakt der gleichen Anzahl von Funktionsauswertungen der beiden Verfahren
erzeugt wird. Anschaulich gesprochen bedeutet das: ist der relative Fehler der y-Koordinate ei-
nes Schnittpunkts gefordert, so macht es hinsichtlich des Aufwandes, gemessen an der Anzahl
der Funktionsauswertungen, keinen Unterschied, welches der beiden Verfahren benutzt wird.
Wird ein kleinerer Fehler als der im Schnittpunkt gefordert, so ist das Verfahren der nach dem
Schnitt unterhalb verlaufenden Kurve zu bevorzugen. Das ist in Abbildung 23 in allen Fa¨llen
die semi-implizite SDC-Variante. Ist jedoch auch ein gro¨ßerer relativer Fehler akzeptabel, so
sollte das Verfahren der vor dem Schnittpunkt unterhalb verlaufenden Kurve gewa¨hlt werden.
Dabei ist dann der relative Fehler kleiner, obwohl die Anzahl der Funktionsauswertungen ge-
ringer ist.
Konkret bedeutet das, dass die Varianten des semi-impliziten SDC-Verfahrens ab einem rela-
tiven Fehler von circa 10−1 besser sind als das Trapez-Leapfrog-Verfahren und das Adams-
Bashforth-Verfahren. Der Aufwand, der durch die Ausfu¨hrung von SDC anfa¨llt, ist ab diesem
Grenzwert kleiner als der Aufwand des Trapez-Leapfrog-Verfahrens und als der Aufwand des
Adams-Bashforth-Verfahrens. Ab dem soeben erla¨uterten Schnittpunkt der Kurven verla¨uft
die Linie des relativen Fehlers vom Adams-Bashforth-Verfahren unterhalb der Linie des rela-
tiven Fehlers vom Trapez-Leapfrog-Verfahren. Das heißt, dass ab diesem Zeitpunkt bei glei-
cher Anzahl an Funktionsauswertungen das Adams-Bashforth-Verfahren im Vergleich zum
Trapez-Leapfrog-Verfahren genauere Ergebnisse bei der Auswertung der SWFW-Gleichung
mit wL = 0.5 und wH = 4.0 liefert.
Im Vergleich der semi-impliziten SDC-Verfahren untereinander liegt die Kurve der Variante
mit M = 7 und K = 12 im interessierenden Bereich stets unterhalb der anderen Kurven. Ein
relativ kleiner Fehler ist somit mit einer vergleichsweise geringen Anzahl von Funktionsaus-
wertungen zu erreichen. Fu¨r einen relativen Fehler von circa 10−12 werden etwas mehr als
1000 Funktionsauswertungen beno¨tigt. Hier ko¨nnte jedoch die Verbesserung hinsichtlich des
relativen Fehlers gestoppt werden, da dieser von diesem Zeitpunkt an nicht mehr an Gro¨ße
verliert. Zusa¨tzlicher Aufwand ist somit keine Garantie mehr fu¨r eine weitere Reduktion des
Fehlers. Bei sieben Quadratur-Knoten wird bereits nach einer Verfahrensdurchfu¨hrung der re-
lative Fehler auf circa 10−3 reduziert. Jedoch ist die Anzahl der Funktionsauswertungen auch
bereits nach einer Verfahrensdurchfu¨hrung mit 182 Funktionsauswertungen ziemlich hoch. Es
ist also mit dieser Variante nicht mo¨glich eine sehr billige Approximation zu erzeugen.
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Abbildung 24: Aufwandsvergleich zwischen dem Trapez-Leapfrog-Verfahren, dem Adams-
Bashforth-Verfahren, dem SDC-Verfahren mit M = 3, K = 4, dem SDC-
Verfahren mit M = 5, K = 8, dem SDC-Verfahren mit M = 7, K = 12 zu
wL = 1.0 und wH = 1.0
In einem zweiten Test wird nun die gleiche Aufwandsanalyse zwischen dem Trapez-Leapfrog-
Verfahren, dem Adams-Bashforth-Verfahren und den semi-impliziten SDC-Varianten durch-
gefu¨hrt mit gea¨nderten Parametern wL und wH . Abbildung 24 zeigt die entsprechenden Kurven
der relativen Fehler fu¨r wL = wH = 1.
Betrachtet man zuna¨chst die Lage dieser Parameter anhand der weißen Linien der Abbildun-
gen 19, 20, 21 und 22 im Stabilita¨tsgebiet der einzelnen Verfahren, so wird ersichtlich, dass
auch bei dieser Wahl der Parameter das Stabilita¨tsgebiet keiner Methode verlassen wird. Auf
der Winkelhalbierenden bis zum Punkt (1,1) ist das Verfahren bezu¨glich aller mo¨glichen Pa-
rametervariationen stabil.
Im Vergleich zur vorangehenden Analyse ist der Anteil der schnellen Schwingungswelle ge-
nauso groß wie der Anteil der langsamen Schwingungswelle. Zusa¨tzlich wird durch den klei-
neren Wert des schnellen Anteils wH = 1 die Geschwindigkeit der schnellen Welle reduziert.
Konkret in dem analysierten Fall breiten sich die schnelle und langsame Welle mit gleicher
Geschwindigkeit aus. Daraus erschließt sich, dass die Differentialgleichung nicht steif ist. Die-
se Tatsache verbessert den relativen Fehler in allen analysierten Verfahren.
Sowohl die Kurve des Trapez-Leapfrog-Verfahrens – blau, durchgezogen und ohne Marker –,
als auch die Kurve des Adams-Bashforth-Verfahrens – orange und gestrichelt – zeigen einen
steiler abfallenden Verlauf. Zudem ist der kleine Bogen beim Trapez-Leapfrog-Verfahren,
der in den Abbildungen 23 und 25 bei geringer Anzahl von Funktionsauswertungen zu se-
hen ist, komplett verschwunden. Man kann hier tatsa¨chlich von einem Geradenverlauf reden.
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Der relative Fehler des Adams-Bashforth-Verfahrens liegt bereits von Beginn an unter dem
des Trapez-Leapfrog-Verfahrens. Bei 105 Funktionsauswertungen ist der relative Fehler des
Trapez-Leapfrog-Verfahrens von anfa¨nglich circa 1 bis auf etwas mehr als 10−4 reduziert. Der
relative Fehler des Adams-Bashforth-Verfahrens liegt bei 105 Funktionsauswertungen zwi-
schen 10−8 und 10−9. Damit ist er bei gleichem Aufwand eine Gro¨ßenordnung kleiner als bei
einer Parameterwahl von wL = 0.5 und wH = 4. Auch fu¨r die semi-impliziten SDC-Varianten
scheint diese Parameterwahl mit gleichen, kleinen Wellenanteilen gu¨nstiger. Bereits nach ei-
ner Durchfu¨hrung einer jeden semi-impliziten SDC-Variante ist der relative Fehler wesentlich
kleiner als im zuvor analysierten Fall. Erkennbar ist diese Tatsache an den Startpunkten der
einzelnen Kurven. Dieser liegt fu¨r SDC mit M = 3 und K = 4 deutlich unterhalb von 1. Fu¨r
SDC mit fu¨nf Quadratur-Knoten und sieben Korrekturschritten liegt der Fehler bereits un-
terhalb von 10−4, was eine Gro¨ßenreduktion – im Vergleich zum ersten Beispiel – um mehr
als zwei Gro¨ßenordnungen bedeutet und das schon nach nur einer Durchfu¨hrung des SDC-
Verfahrens. Ein noch niedriger gelegener Startpunkt ist bei SDC mit M = 7 und K = 12 zu
erkennen. Hier ist der relative Fehler zu Beginn der Iterationen schon kleiner als 10−8. Dies ist
ein bewundernswertes Ergebnis, wenn man in Betracht zieht, dass im vorangehenden Beispiel
der relative Fehler zu Beginn mehr als 10000 mal so groß ist. Die Steigung des Kurvenver-
laufs bezu¨glich des relativen Fehlers der semi-impliziten SDC-Varianten ist im Vergleich zur
Steigung des Kurvenverlaufs beim Trapez-Leapfrog-Verfahren und beim Adams-Bashforth-
Verfahren nicht vera¨ndert. Der Abfall des Fehlers erfolgt nicht schneller, da die Konvergen-
zordnung durch eine andere Wahl der Parameter unvera¨ndert bleibt. Auch das Minimum des
relativen Fehlers wird durch eine andere Parameterwahl bei den verwendeten semi-impliziten
SDC-Varianten nicht kleiner. Es liegt wie auch in Abbildung 23 in einem Bereich zwischen
10−12 und 10−13. Entscheidend ist jedoch, dass dieses Minimum bereits mit einer wesent-
lich kleineren Anzahl an Funktionsauswertungen erreicht werden kann. Bei SDC mit fu¨nf
Quadratur-Knoten und acht Korrekturschritten ist die besagte Sa¨ttigung des relativen Fehlers
schon nach circa 1000 Funktionsauswertungen erreicht. Bei einer Parameterwahl von wL = 0.5
und wH = 4 werden dazu erheblich mehr Funktionsauswertungen beno¨tigt. Das gleiche gilt fu¨r
SDC mit M = 7 und K = 12.
Resultierend daraus, dass die Kurvenstartpunkte der Fehler der semi-impliziten SDC-Vari-
anten niedriger positioniert sind, ist in Abbildung 24 nur ein Kurvenschnittpunkt zu sehen.
Es schneiden sich die Kurven des relativen Fehlers des Adams-Bashforth-Verfahrens und
des SDC-Verfahrens mit nur drei Quadratur-Knoten. Die x-Koordinate dieses Schnittpunkts
liegt bei etwas weniger als 100 Funktionsauswertungen, was ungefa¨hr der x-Koordinate des
Schnittpunktes aus der voranstehenden Abbildung entspricht. Nennenswert vera¨ndert hat sich
nur die y-Koordinate des Schnittpunkts. Diese liegt bei circa 10−2, was genau einer kleineren
Gro¨ßenordnung des relativen Fehlers wie in Abbildung 23 entspricht. Das bedeutet, dass das
semi-implizite SDC-Verfahren mit drei Quadratur-Knoten erst bei einem relativen Fehler von
circa 10−2 mit geringerem Aufwand die Genauigkeit des Adams-Bashforth-Verfahrens unter-
schreitet. SDC ist also auch fu¨r nicht-steife Differentialgleichungen dem einfachen Trapez-
Leapfrog-Verfahren und dem einfachen Adams-Bashforth-Verfahren zu bevorzugen, sobald
eine Lo¨sung mit einem relativen Fehler gefordert ist, der die Grenze von 10−2 unterschreitet.
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Abbildung 25: Aufwandsvergleich zwischen dem Trapez-Leapfrog-Verfahren, dem Adams-
Bashforth-Verfahren, dem SDC-Verfahren mit M = 3, K = 4, dem SDC-
Verfahren mit M = 5, K = 8, dem SDC-Verfahren mit M = 7, K = 12 zu
wL = 4.0 und wH = 0.5
Abbildung 25 zeigt die dritte und letzte Analyse im Bezug auf Genauigkeit dieser Lo¨sungs-
verfahren mit den Parametern wL = 4 und wH = 0.5. Schaut man sich auch hier die Lage
dieser Parameter im Stabilita¨tsgebiet der einzelnen Verfahren mit Hilfe der eingezeichneten
Linien in den Abbildungen 19, 20, 21 und 22 an, so erkennt man, dass die Geraden beim
Trapez-Leapfrog-Verfahren, beim Adams-Bashforth-Verfahren und bei SDC mit drei und fu¨nf
Quadratur-Knoten den Stabilita¨tsbereich verlassen. Nur bei der semi-impliziten SDC-Variante
mit M = 7 und K = 12 liegt der Punkt (wL = 4,wH = 0.5) noch innerhalb des Stabilita¨tsgebiets.
Der Anteil des explizit gelo¨sten Gleichungsterms ist hier mit dem Wert 4 acht Mal so groß
wie der Wert des implizit gelo¨sten Gleichungsanteils. Da die schnelle Welle einen impliziten
Lo¨ser beno¨tigt, um stabile Ergebnisse zu erhalten, kommt es bei dieser Parameterkombination
in den meisten Fa¨llen zu Stabilita¨tsproblemen. Bei wL = 4 und wH = 0.5 wird na¨mlich die
sich schnell ausbreitende Welle explizit und die sich langsam ausbreitende Welle implizit be-
handelt.
Es ist nun zu untersuchen, in welchem Ausmaß diese Instabilita¨t der drei genannten Lo¨sungs-
verfahren die Gro¨ße des relativen Fehlers im Zusammenhang mit dem erzeugten Lo¨sungs-
aufwand beeinflusst. Dazu wird Abbildung 25 im Vergleich mit Abbildung 23 betrachtet.
In Abbildung 23 sind die gleichen Parameter gewa¨hlt worden. Jedoch wurde der schnelle
Schwingungsanteil wirklich implizit und der langsame Schwingungsanteil explizit gelo¨st. Ge-
nau umgekehrt ist dies in Abbildung 25 realisiert worden.
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Vergleicht man nun zuerst die blauen Kurven ohne Marker, die den Verlauf des relativen Feh-
lers des Trapez-Leapfrog-Verfahrens darstellen, miteinander so wird sofort klar, dass diese ab
einem relativen Fehler von circa 0.1 identisch sind. Zuvor treten jedoch bei gro¨ßerem wL und
kleinerem wH Instabilita¨ten auf. Bei weniger als 10 Funktionsauswertungen hat die Kurve des
Trapez-Leapfrog-Verfahrens eine starke Abweichung nach oben, also einen großen relativen
Fehler. Ursa¨chlich dafu¨r ist die Instabilia¨t des Verfahrens fu¨r die SWFW-Gleichung mit wL = 4
und wH = 0.5. Erst bei kleineren Schrittweiten kann diese kompensiert werden und der relati-
ve Fehler wird gema¨ß der Ordnung des Verfahrens reduziert.
Das Adams-Bashforth-Verfahren zeigt ein a¨hnliches Verhalten, wie das Trapez-Leapfrog-Ver-
fahren fu¨r große Schrittweiten. Auch hier sind vor allem in der Startphase des Verfahrens die
Instabilita¨ten der Parameterwahl wL und wH sichtbar. Bei einer geringen Anzahl von Funk-
tionsauswertungen ist der relative Fehler hier gro¨ßer und das Verfahren konvergiert noch
nicht. Dies macht sich auch im weiteren Verlauf der Kurve bemerkbar. Verwendet man bei
der Lo¨sung der SWFW-Gleichung mit dem Adams-Bashforth-Verfahren 1000 Funktionsaus-
wertungen, so erha¨lt man bei den Parametern wL = 0.5 und wH = 4 innerhalb der SWFW-
Gleichung einen relativen Fehler von circa 10−3 und bei den Parametern wL = 4 und wH = 0.5
innerhalb der SWFW-Gleichung einen relativen Fehler von circa 10−4. Die Vertauschung der
Parameterwerte reduziert hier den relativen Fehler also um etwa eine Gro¨ßenordnung.
Gleichermaßen zeigen die semi-impliziten Varianten des SDC-Verfahrens mit drei und fu¨nf
Quadratur-Knoten leichte Vera¨nderungen beim Kurvenverlauf des relativen Fehlers aufge-
tragen zur Anzahl der Funktionsauswertungen auf. Auch dort wird das Stabilita¨tsgebiet bei
großen wL verlassen. Jedoch erst bei einem x-Wert im Bereich gro¨ßer oder gleich 3. Die vi-
suell auffa¨lligste Vera¨nderung ist der Startpunkt der roten Kurve mit kreisfo¨rmigen Markern
und der gru¨nen Kurve mit quadratischen Markern. Nach nur einem Durchlauf von SDC ist
die resultierende Lo¨sung also vo¨llig unbrauchbar. Der Anfangspunkt von SDC mit M = 3 und
K = 4 liegt sogar außerhalb der hier abgebildeten Grafik, was bedeutet, dass der relative Feh-
ler hier anormal groß ist. Auch fu¨r SDC mit M = 5 und K = 8 liegt der Startpunkt bei einem
y-Wert von 1. Ein relativer Fehler vom Wert 1 macht die Lo¨sung absolut unbrauchbar. Im
stabilen Fall von wL = 0.5 und wH = 4 ist der relative Fehler nur etwas gro¨ßer als 10−2. Hier
macht sich die Instabilita¨t dieser SDC-Variante bemerkbar. Da sich auch hier die Steigung der
Fehlerkurven der semi-impliziten SDC-Varianten nicht a¨ndert, bewirkt die Verschiebung des
Startpunkts eine Verschiebung des ganzen Kurvenverlaufs. Bei gleichbleibendem x-Wert und
unvera¨nderter Fehlerkurve des Trapez-Leapfrog-Verfahrens verschiebt sich damit der Schnitt-
punkt dieser Kurven minimal nach rechts und nach unten. Das bedeutet, dass die Grenze,
ab welcher die semi-impliziten SDC-Varianten gegenu¨ber dem Trapez-Leapfrog-Verfahren zu
bevorzugen sind, erst spa¨ter u¨berschritten wird. Erst bei einem kleineren relativen Fehler kann
SDC mit weniger Aufwand als das Trapez-Leapfrog-Verfahren eine bessere Lo¨sung erzeugen.
Die Schnittpunkte der Kurven des relativen Fehlers der semi-impliziten SDC-Verfahren mit
der Kurve des relativen Fehlers des Adams-Bashforth-Verfahrens verschiebt sich noch weiter
nach rechts und nach unten als der gerade erla¨uterte Schnittpunkt mit dem Trapez-Leapfrog-
Verfahren. Zuvor ist festgestellt worden, dass das Adams-Bashforth-Verfahren fu¨r wL = 4 und
wH = 0.5, also fu¨r den instabilen Fall an Qualita¨t einbu¨ßt. Dennoch beha¨lt es im Fall von Kon-
vergenz seine Konvergenzordnung von 2 bei. Da die semi-impliziten SDC-Verfahren noch
sta¨rker negativ von der Instabilita¨t beeinflusst werden, reduziert sich die Grenze fu¨r den rela-
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tiven Fehler, fu¨r dessen Erhalt das Adams-Bashforth-Verfahren gemessen an der Anzahl der
Funktionsauswertungen zu bevorzugen ist.
Abschließend ist die Kurve des relativen Fehlers von SDC mit sieben Quadratur-Knoten zu
erwa¨hnen. Wie in Abbildung 22 zu sehen ist, liegen die Parameter hier innerhalb des Sta-
bilita¨tsgebiets. Es macht also keinen Unterschied ob der Anteil mit wL = 4 oder wL = 0.5
implizit behandelt wird.62 Der Kurvenverlauf der tu¨rkis farbigen Kurve mit dreieckigen Mar-
kern ist somit in Abbildung 23 und Abbildung 25 identisch.
Als Fazit kann man aus diesem Unterkapitel herausstellen, dass bei der Lo¨sung der SWFW-
Gleichung mit dem semi-impliziten SDC-Verfahren eine wesentlich genauere Lo¨sung be-
rechnet werden kann. Man sieht, dass dazu jedoch ein relativ großer Rechenaufwand von
No¨ten ist. Dieser ist jedoch ab einer gewissen Fehlergrenze, die sich je nach Parameter-
wahl vera¨ndert, kleiner als der Aufwand des Trapez-Leapfrog-Verfahrens und des Adams-
Bashforth-Verfahrens um einen kleinen relativen Fehler zu erhalten. Es muss nun anhand
der individuellen Problemstellung und Anspru¨che an die Lo¨sung abgewogen werden, welches
Verfahren in welcher Situation zur Lo¨sung der Differentialgleichung benutzt wird. Sobald ein
kleiner relativer Fehler beno¨tigt wird, ist SDC in jeder Hinsicht zu bevorzugen.
Um die Vorteile von SDC noch einmal zu verdeutlichen, wird an dieser Stelle die Anzahl
der Funktionsauswertungen auf die genutzte Schrittweite Δt zuru¨ckgerechnet. Zu Beginn des
Kapitels 4.2 wurde aus Gru¨nden der Vergleichbarkeit direkt die Anzahl der Funktionsaus-
wertungen als Maß fu¨r den Aufwand der Verfahren genutzt. An dieser Stelle wird nur zur
Veranschaulichung der Dimensionen auf die Schrittgro¨ße eingegangen.
In der Tabelle 3 ist beispielhaft der relative Fehler im Vergleich zu zwei Schrittweiten bezu¨g-
lich vier der betrachteten Verfahrensvarianten zu den Parametern wH = 1 und wL = 1 aufge-
listet.
Schrittweite Verfahren Anz. Funktions- relativer
auswertungen Fehler
0.01 Trapez-Leapfrog 100 5.3321 ·10−4
0.01 SDC: M = 3,K = 4 1500 1.4221 ·10−8
0.01 SDC: M = 5,K = 8 4500 1.4998 ·10−14
0.01 SDC: M = 7,K = 12 9100 1.5031 ·10−13
0.001 Trapez-Leapfrog 1000 5.3333 ·10−6
0.001 SDC: M = 3,K = 4 15000 1.8745 ·10−12
0.001 SDC: M = 5,K = 8 45000 2.4905 ·10−13
0.001 SDC: M = 7,K = 12 91000 2.6171 ·10−13
Tabelle 3: Aufwandsvergleich anhand der Schrittweiten fu¨r die Parameter wH = 1; wL = 1
62Und dementsprechend die Gleichungsanteile von wH explizit behandelt werden.
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Es ist ersichtlich, dass der Fehler bei einer Schrittweite von 0.01 einen Unterschied von bis zu
zehn Gro¨ßenordnungen aufweist. Betrachtet man hingegen die Anzahl der Funktionsauswer-
tungen so relativiert sich dieser Abstand sehr schnell. Die Anzahl der Funktionsauswertungen
variiert na¨mlich bei ein und derselben Schrittweite von 0.1 bis zu einem Faktor 91. Dies zeigt,
dass auf der Basis der Schrittweite kein fairer Aufwandsvergleich durchgefu¨hrt werden kann.
Fu¨r eine Schrittweite von 0.001 sind Ergebnisse mit a¨hnlicher Aussagekraft festzustellen.
Zusa¨tzlich ist zu erwa¨hnen, dass das Trapez-Leapfrog-Verfahren, um in einen Fehlerbereich
entsprechend des semi-impliziten SDC-Verfahrens zu gelangen, die Schrittweite Δt ≈ 10−6
beno¨tigt. Die Schrittweite von 10−6 steht hier einer Schrittweite bei SDC im Bereich von
10−3 gegenu¨ber.
4.3. Zusammenfassung
Dieses Kapitel bildet einen Rahmen mit dem motivierenden Kapitel 1.2 u¨ber die SWFW-
Gleichung. Im Vergleich zum vorangehenden Kapitel 3, in dem die numerischen Lo¨sungsver-
fahren auf die allgemeine Testgleichung angewendet wurden, sind hier Stabilita¨ts- und Ge-
nauigkeitsuntersuchungen hinsichtlich der SWFW-Gleichung durchgefu¨hrt worden.
In Kapitel 1.2 dieser Arbeit wurde ersichtlich, dass das Trapez-Leapfrog-Verfahren und das
Adams-Bashforth-Verfahren bei der Lo¨sung der SWFW-Gleichung mit nicht ausreichend klei-
ner Schrittweite einen großen relativen Fehler aufweisen. Nur durch die Verwendung ei-
nes sehr kleinen Zeitschritts und damit verbunden vielen Auswertungen der Rechte-Seite-
Funktion, kann der relative Fehler reduziert werden. Diese Aufwandssteigerung ist jedoch
nicht immer wu¨nschenswert und soll durch die Wahl eines alternativen Lo¨sungsverfahrens un-
terbunden werden. Betrachtet man als alternativen Algorithmus das SDC-Verfahren, so erzielt
man Verbesserungen hinsichtlich der Stabilita¨t und der Genauigkeit. Diese Verbesserungen in
Form einer Steigerung der Qualita¨t der Lo¨sung bringt gewisse Kosten mit sich.
Es resultiert die Frage, ob SDC bei der Lo¨sung der SWFW-Gleichung generell und immer
besser ist als das einfache Trapez-Leapfrog-Verfahren bzw. als das einfache Adams-Bashforth-
Verfahren. Mit dem SDC-Verfahren kann eine wesentlich genauere Lo¨sung der SWFW-Glei-
chung ermittelt werden. Dazu ist jedoch ein relativ großer Rechenaufwand von No¨ten, der
Kosten verursacht. Das Trapez-Leapfrog-Verfahren oder das Adams-Bashforth-Verfahren ist
bei groben Na¨herungslo¨sungen zu bevorzugen, da sie viel schneller und ohne großen Aufwand
und damit verbundenen Kosten erste Approximationen liefern. Diese sind jedoch nicht so nah
an der exakten Lo¨sung. Der geringe Aufwand macht sich also sowohl in einer schlechteren
Stabilita¨t als auch in einer geringeren Rechengenauigkeit bemerkbar. Damit ist die finale Er-
kenntnis, dass SDC in jeder Hinsicht zu bevorzugen ist, sobald ein kleiner relativer Fehler
beno¨tigt wird.
Das na¨chste Kapitel ist ein Re´sume´ der vorliegenden Arbeit und fasst die gewonnenen Er-
kenntnisse kurz zusammen. Ausgehend von diesem Erkenntnisstand ko¨nnen diverse weite-
re Analysen und Anwendungsuntersuchungen durchgefu¨hrt werden. Der abschließende Aus-
blick soll eine Idee vermitteln, auf welche Weise die Optimierung von SDC realisiert werden
kann und in welchen anderen Anwendungsgebieten SDC sinnvoll eingesetzt werden kann.
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5. Zusammenfassung und Ausblick
Als Ergebnis dieser Arbeit liegt eine detaillierte Analyse von Spectral Deferred Corrections
angewandt auf das Slow-Wave-Fast-Wave-Problem vor.
Die Motivation stellte die gegebene Problemstellung des Lo¨sens der SWFW-Gleichung dar.
Schon Durran und Blossey analysierten einfache Verfahren, wie das Trapez-Leapfrog-Verfah-
ren und das Adams-Bashforth-Verfahren, auf diese Problemstellung hin. Diese weisen jedoch
Probleme hinsichtlich der Stabilita¨t und Genauigkeit auf. In der vorliegenden Arbeit wurde ein
neuartiges numerisches Lo¨sungsverfahren eingefu¨hrt, womit stabile und genauere Ergebnisse
der SWFW-Gleichung mo¨glich sind.
5.1. Fazit
Dieses alternative Verfahren namens Spectral Deferred Corrections nutzt ein einfaches nume-
risches Basis-Verfahren – z. B. ein Euler-Verfahren – zur Bestimmung einer Approximation
und verbessert diese Na¨herungslo¨sung iterativ durch das Lo¨sen einer Korrekturgleichung. In-
nerhalb dieser Korrekturgleichung gilt es ein Integral mo¨glichst genau approximativ zu lo¨sen.
Dazu wird die Legendre-Gauß-Lobatto-Quadratur verwendet. Bei der Implementierung von
SDC wird die iterative Vorgehensweise des Algorithmus ausgenutzt und die beno¨tigten Gauß-
Lobatto-Knoten werden u¨ber die Lo¨sung eines Eigenwertproblems bestimmt.
Mit Hilfe dieser SDC-Implementierung in Matlab wurden im Rahmen dieser Arbeit zuna¨chst
die Ergebnisse von Dutt und Minion bezu¨glich der Konvergenz, Stabilita¨t und Genauigkeit
in mehreren Implementierungs-Varianten reproduziert. Im Anschluss daran wurde SDC auf
die eigentliche Fragestellung hin angewendet und analysiert. Bei der Lo¨sung der SWFW-
Gleichung mittels Spectral Deferred Corrections konnten somit einige wichtige Erkenntnisse
gewonnen werden.
Das Stabilita¨tsgebiet von SDC angewandt auf die SWFW-Gleichung ist wesentlich gro¨ßer
als das des einfachen numerischen Trapez-Leapfrog-Verfahrens bzw. des Adams-Bashforth-
Verfahrens. Je aufwendiger das SDC-Verfahren konstruiert wird – bei Erho¨hung der Anzahl
der Quadratur-Knoten und/oder bei wachsender Anzahl an Iterationen –, desto gro¨ßer wird
das Stabilita¨tsgebiet. Doch hinter dieser Tatsache verbirgt sich auch der Nachteil von Spectral
Deferred Corrections. Es kommt bei der Lo¨sung des gegebenen Anfangswertproblems zu ei-
ner enormen Aufwandssteigerung und damit verbunden zu hohen Kosten. Eine große Anzahl
an Iterationen wird bei SDC beno¨tigt, um das eben angesprochene große Stabilita¨tsgebiet zu
erzielen. Sinnvoll ist also eine Kosten-Nutzen-Analyse des SDC-Verfahrens angewandt auf
die SWFW-Gleichung. Diese schließt sich in dieser Arbeit an die Stabilita¨ts- und Aufwands-
vergleiche an und liefert die kommenden Endergebnisse.
Als Fazit ist schließlich herauszustellen, dass abha¨ngig von den gewa¨hlten Parametern sowohl
in der Ausfu¨hrung des SDC-Algorithmus, als auch in der SWFW-Gleichung abzuwa¨gen ist,
mit welchem numerischen Verfahren die SWFW-Gleichung mo¨glichst vorteilhaft zu lo¨sen
ist. Genaue Ergebnisse sind mit dem wenig aufwendigen und schnellen Trapez-Leapfrog-
Verfahren bzw. Adams-Bashforth-Verfahren nicht sinnvoll zu realisieren. Nur grobe Na¨he-
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rungslo¨sungen sind kostengu¨nstig zu erhalten. Werden genaue Lo¨sungen beno¨tigt, ist SDC in
jeglicher Hinsicht zu bevorzugen, da es schon ab einer relativ geringen Genauigkeitsanforde-
rung kostengu¨nstiger genauere Ergebnisse liefert als das Trapez-Leapfrog-Verfahren und das
Adams-Bashforth-Verfahren.
Mit den aus dieser Arbeit resultierenden Ergebnissen kann nun in vielerlei Hinsicht weiterge-
arbeitet werden. Eine Richtung der Weiterentwicklung besteht in der Effizienzsteigerung bzw.
Parallelisierung von SDC in verschiedenen Varianten. Eine andere Richtung des Ausbaus der
analysierten Problemstellung ist die Erweiterung der SWFW-Gleichung zu a¨hnlichen, aber
wesentlich komplexeren Problemstellungen.
5.2. Ausblick
Die Spectral Deferred Corrections Methode kann in vielerlei Hinsicht eingesetzt und weiter-
entwickelt werden. Ein Nachteil von SDC, auf den auch in dieser Arbeit Bezug genommen
wurde, ist der Aufwand und die damit verbundenen Kosten, die bei der Verwendung von SDC
zur Lo¨sung gegebener Anfangswertprobleme entstehen. Ausgehend von diesem Problemas-
pekt wurden einige Ansa¨tze erforscht, die Lo¨sung von Differentialgleichungen zu parallelisie-
ren.
Bei gewo¨hnlichen Differentialgleichungen scheint dies jedoch auf den ersten Blick etwas ver-
wunderlich, da diese mit der Zeit vorwa¨rtsschreiten. Es scheint paradox, die weit entfernte
Zukunft simulieren zu ko¨nnen, ohne die nahe Zukunft zu kennen. Um hier aber doch zeitpa-
rallel zu rechnen und das Zeitintervall, u¨ber welches das System betrachtet werden soll, auf
mehrere Prozessoren aufzuteilen, entstand ein neuer ’parallel-in-time’-Ansatz. Dieser wird
auch bei der Lo¨sung von partiellen Differentialgleichungen eingesetzt, um diese sowohl im
Raum als auch in der Zeit zu parallelisieren.
5.2.1. Parallel-in-time Integration
Die Basis eines ersten Ansatzes, der es ermo¨glichte SDC neben der Parallelisierung im Raum
auch in der Zeit zu parallelisieren, war ein mehrstufiges SDC-Verfahren, das unter der Abku¨r-
zung ’MLSDC’ bekannt wurde.63 Bis jetzt wurde SDC immer auf einer Genauigkeitsstufe,
auf einem gleichbleibenden Zeitgitter, betrachtet. Ein Ansatz basierend auf variierenden Zeit-
gittern wurde 2013 von Speck et al. [56] untersucht. Auf dieser Erweiterung des einstufigen
SDC-Verfahrens auf ein mehrstufiges SDC-Vefahren, das bedeutet dem Lo¨sen des Anfangs-
wertproblems auf einer Hierarchie von Zeitgittern, also einer variierenden Anzahl an Kollo-
kationspunkten, kann der sogenannte PFASST-Algorithmus aufbauen und mathematisch ana-
lysiert werden [56]. PFASST steht fu¨r ein ’parallel full approximation scheme in space and
time’. Diese Methode setzt sich zusammen aus SDC, Parareal, hybridem Parareal/SDC und
FAS [57].64 FAS ist ein Mehrgitterverfahren fu¨r nicht-lineare Probleme. Es soll dabei eine
63MLSDC ist eine Abku¨rzung fu¨r ’A multi-level spectral deferred correction method’ [56], ein mehrstufiges
Spectral Deferred Corrections Verfahren.
64 Die Methoden Parareal und hybrides Parareal/SDC werden im Laufe dieses Kapitels und im Anhang A.2
beschrieben.
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Verringerung des Rechenaufwands stattfinden, indem der Fehler einer numerischen Approxi-
mation, welche auf einem feinen Gitter bestimmt wurde, auf einem gro¨beren Gitter berechnet
wird [58].65 Ein Genauigkeitsvergleich zwischen Runge-Kutta(4), SDC und PFASST ange-
wandt auf ein Vortex-Modell wurde 2012 von Speck et al. durchgefu¨hrt [59]. Um die Vorge-
hensweise von PFASST etwas besser nachvollziehen zu ko¨nnen, befinden sich im Anhang A.3
dieser Arbeit zwei Grafiken, an denen die Funktionsweise von PFASST grob erla¨utert wird.
Durch die Verwendung verschiedener Zeitgitter bei der Lo¨sung durch das mehrstufige SDC-
Verfahren erfolgt eine Auswertung in verschiedenen Genauigkeitsstufen. Verwendet man ein
grobes Zeitgitter, also eine der untersten Stufen der Genauigkeitshierarchie, so erha¨lt man ei-
ne grobe Na¨herungslo¨sung. Wird hingegen ein feines Zeitgitter bei der Auswertung von SDC
benutzt, so werden genauere Na¨herungslo¨sungen produziert. Auf diese Weise ko¨nnen z. B.
bei einem zweistufigen SDC-Verfahren ein grober und ein feiner Propagator definiert werden,
wobei der feine Propagator parallel ausgewertet werden kann.
Bei PFASST ko¨nnen also mehrere Zeitschritte parallel berechnet werden. Ein allgemeines
Verfahren, in dem ebenfalls mehrere Zeitschritte parallel ausgewertet werden ko¨nnen, nennt
sich Parareal. Dieser weitere parallel-in-time Lo¨sungsansatz nutzt ebenfalls einen feinen und
einen groben Propagator. Er wurde jedoch zuna¨chst vo¨llig unabha¨ngig von SDC entwickelt
und erste U¨berlegungen zu Parareal – einer zu dieser Zeit neuartigen Methode der parallelen
Zeitdiskretisierung – wurde im Jahr 2001 von Lions, Maday und Turinici vero¨ffentlicht [60].
Parareal ist ein Verfahren, welches – wie bereits angedeutet – unabha¨ngig von SDC zur pa-
rallelen Zeit-Diskretisierung genutzt werden kann. Man verwendet, a¨hnlich wie bei einem
zweistufigen MLSDC-Verfahren, einen feinen und einen groben Propagator, wobei der fei-
ne Propagator relativ genaue Ergebnisse liefert, dafu¨r aber teuer in der Ausfu¨hrung ist und
der grobe Propagator nur grobe Na¨herungslo¨sungen bestimmt, aber wenige Kosten mit sich
bringt. Die Grundidee von Parareal liegt darin, dass mit Hilfe des groben Propagators, der
meist nur auf einer groben Zeitauflo¨sung seriell arbeitet, mehrere Anfangswerte fu¨r das zu be-
trachtende Zeitintervall generiert werden sollen. Basierend auf diesen, auf billige Weise seriell
berechneten zusa¨tzlichen Anfangswerten, kann dann der feine Propagator parallel fu¨r jedes
Teilintervall eine genaue Lo¨sung bestimmen. Der wichtige Punkt ist die parallele Ausfu¨hrung
des feinen Propagators. Er ist zwar teuer, doch durch die Mo¨glichkeit der Parallelisierung
u¨ber die Zeit, durch die vorher auf billige Weise bestimmten Anfangswerte fu¨r die Teilinter-
valle, fallen diese Kosten nicht seriell ins Gewicht. Nachdem also die Anfangswerte seriell
mit einem groben Propagator berechnet wurden, kann die erste Parareal-Iteration erfolgen.
Jede Parareal-Iteration besteht aus parallel laufenden Auswertungen, in denen die groben An-
fangswerte mittels eines feinen Propagators propagiert werden, der Bestimmung einer neuen
Na¨herung der Anfangswerte durch einen groben Propagator und der Verbesserung der Lo¨sung
durch die Verwendung der Anfangswerte aus der vorangehenden Parareal-Iteration, der gerade
verbesserten Anfangswerte und der durch den feinen Propagator parallel ermittelten Lo¨sung.
An dieser Stelle wird zum besseren Versta¨ndnis der algorithmischen Grundidee auf den An-
hang A.2 verwiesen. Dort wird mit Hilfe grafischer Ausgaben aus der Masterarbeit von Niel-
65Wie genau FAS im Zusammenhang mit PFASST funktioniert, dazu siehe [57].
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sen [61] die Vorgehensweise visualisiert.
Parareal fu¨r gewo¨hnliche Differentialgleichungen wurde erstmals 2001 vero¨ffentlicht [62]. So-
wohl Lions, Maday, Turinici [60], als auch Nievergelt [63], Gander, Hairer [64], Gander, Van-
dewalle [65] und Staff, Ronquist [66] bescha¨ftigten sich daraufhin tiefer mit der Theorie von
Parareal, fu¨hrten zusa¨tzliche Konvergenzuntersuchungen durch und testeten das Verfahren an
verbreiteten Testproblemen, wie der Lorenz-Gleichung oder der viscous Burger-Gleichung.
Wie schon erwa¨hnt, kann Parareal auch zur Lo¨sung von partiellen Differentialgleichungen
verwendet werden [60]. Ferner wird die parallele Zeitdiskretisierung auch fu¨r nicht-lineare
partielle Differentialgleichungen angewendet [67]. Ein Anwendungsbeispiel von Parareal fu¨r
partielle Differentialgleichungen ist die parallele Integrationsmethode im Zusammenhang mit
der langfristigen Entwicklung des Sonnensystems [68]. Auch in der Molekulardynamik sind
zeitparallele Integrationsverfahren oft wu¨nschenswert, wie z. B. bei mikroskopischen Simula-
tionen u¨ber lange Zeitra¨ume [69].
Im Jahr 2008 folgten dann neue Varianten des Parareal-Algorithmus, die Parareal in Verbin-
dung mit Spectral Deferred Corrections brachten. Minion und Williams kombinierten das klas-
sische Parareal mit SDC-Methoden und sprachen in diesem Zusammenhang von ’A Hybrid
Spectral Deferred Corrections Method’ [70]. Das bedeutet, dass der feine und der grobe Pro-
pagator aus Parareal mit SDC-Sweeps von unterschiedlicher Zeitauflo¨sung zur Verbesserung
der Lo¨sung in jedem Schritt arbeiten. Es wird also die Deferred Corrections Strategie inner-
halb der Parareal-Iterationen genutzt. Auch Minion erforschte dieses hybride Verfahren 2010,
was auf Parareal mit klassischen Einschrittverfahren fu¨r den feinen und groben Propagator
basiert [60]. Er unterteilte seine Analyse nach Parareal, Parareal-Deferred Corrections und
hybrides Parareal-Spectral Deferred Corrections [71].
5.2.2. Acoustic-Advection System
Wie bereits in Kapitel 1.2 erwa¨hnt, ist die SWFW-Gleichung eine besondere Variante der
allgemeinen Testgleichung zur Analyse von numerischen Lo¨sungsverfahren. Aus dieser ein-
fachen SWFW-Testgleichung lassen sich komplexere Problemstellungen mit a¨hnlichen Eigen-
schaften herleiten.
Eine wichtige Anwendung basierend auf der SWFW-Gleichung ist das Acoustic-Advection
System. Dies ist ein System partieller Differentialgleichungen, welches sich ebenfalls aus ei-
ner sich schnell und einer sich langsam ausbreitenden Welle zusammensetzt. Das System ist
im Kontinuierlichen durch
ut+ cspx+Uux = 0 (126)
pt+ csux+Upx = 0 (127)
gegeben [28]. Dabei ist cs die Schallgeschwindigkeit und U eine mit der Zeit konstante Ad-
vektions-Geschwindigkeit [72]. Unbekannt ist das Geschwindigkeits-Sto¨rungs-Feld u und der
Sto¨rungs-Druck p [72].
Es liegt mit dem Acoustic-Advection System ein steifes System an Differentialgleichungen
vor, wenn cs  U ist. Dies ist typischer Weise in der Atmospha¨re durch die Werte cs ≈ 330 ms
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und U ≈ 10 ms gegeben [28]. Die langsame Welle – a¨quivalent zur langsamen Welle der
SWFW-Gleichung – ist hier durch die Summanden Uux und Upx gegeben, die die Advektion
beschreiben. Die Schallgeschwindigkeit, der sich schnell ausbreitenden Wellen, wird durch
die Terme cspx und csux beru¨cksichtigt. Es ist also ein Lo¨sungsverfahren wu¨nschenswert,
welches die Wellen von unterschiedlicher Geschwindigkeit separat und je nach den entspre-
chenden Anforderungen behandelt [28, 72]. Dies wird durch Ruprecht und Krause mittels
eines zeit-parallelen Verfahrens realisiert [72]. Zur Lo¨sung eines zweidimensionalen hyperbo-
lischen Acoustic-Advection Systems verwenden sie eine modifizierte Parareal-Methode. Die-
se setzt sich zusammen aus einem dreistufigen Runge-Kutta-Verfahren als feiner Propagator
und einem groben Propagator. Der grobe Propagator ist teilweise aufgespalten in das explizite
Euler-Verfahren und die Forward-Backward-Methode, je nach Dynamik der Gleichungssys-
temanteile [72].
Bei der einfachen U¨bertragung von Parareal auf hyperbolische Probleme kommt es zuna¨chst
jedoch zu Problemen z. B. hinsichtlich der Stabilita¨t. Doch schon Gander zeigte 2008, dass es
bei einer Modifikation von Parareal effiziente Ergebnisse fu¨r Advektion auf begrenzten Ge-
bieten gibt [73]. Diese modifizierte Parareal-Version wird auch von Ruprecht und Krause zur
Analyse des Acoustic-Advection Systems genutzt.
Schließlich sind in der vorliegenden Arbeit Antworten auf die drei in der Motivation gestellten
Fragen gefunden worden:
Es gibt ein numerisches Lo¨sungsverfahren fu¨r Differentialgleichungen, wie die SWFW-Glei-
chung, die verschiedene Dynamiken enthalten, welches die separate Behandlung der Glei-
chungsteile realisiert. Diese Ansa¨tze werden als semi-implizite Lo¨sungsverfahren bezeichnet.
Da dabei die Terme – je nach Dynamik – entweder explizit oder implizit gelo¨st werden ko¨nnen,
ermo¨glichen semi-implizite numerische Verfahren eine Bestimmung von stabilen und genau-
en Ergebnissen fu¨r Probleme der atmospha¨rischen Wissenschaft, die a¨hnlich wie das SWFW-
Problem sind.
Das zentrale Verfahren dieser Arbeit, welches oft in der semi-impliziten Implementierungsva-
riante genutzt wird, ist die Spectral Deferred Corrections Methode. Stabilita¨t und Genauigkeit
werden hier vor allem durch die spektrale Anordnung der Quadratur-Knoten innerhalb des
Verfahrens gewa¨hrleistet. In der semi-impliziten Variante liefert SDC bei wachsender Anzahl
an Quadratur-Knoten und Korrekturschritten weitestgehend stabile und genaue Ergebnisse fu¨r
das SWFW-Problem mit verschiedenen Parametern.
Fu¨r diese genaueren Lo¨sungen durch die Verwendung vieler Quadratur-Knoten und vieler
Korrekturschritte, mu¨ssen allerdings zusa¨tzliche Kosten in Kauf genommen werden. Doch um
genaue Lo¨sungen mit einem kleinen relativen Fehler zu erhalten, reicht es nicht aus, einfache
Verfahren – wie das Trapez-Leapfrog- oder das Adams-Bashforth-Verfahren – zu verwen-
den. Der Aufwand, der bei der Verwendung dieser beiden Verfahren zur Lo¨sung der SWFW-
Gleichung bei einem geringen relativen Fehler anfa¨llt, ist wesentlich gro¨ßer, als die anfallen-
den Kosten durch die Lo¨sung mittels des semi-impliziten SDC-Verfahrens.
SDC kann also eine stabile und genaue Lo¨sung des SWFW-Problems mit ada¨quatem und
akzeptablem Aufwand liefern.
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A.1. Stabilita¨tsgebiete von klassischen Lo¨sungsverfahren
Abbildung 26: Stabilita¨tsgebiete des Adams-Bashforth- und des Adams-Moulton-Verfahrens
mit variierenden Schrittzahlen [54]
Der linke Teil der Abbildung 26, welche aus dem Buch von Canuto, Hussaini, Quarteroni,
Zang entnommen ist [54], zeigt die Stabilita¨tsgebiete des Adams-Bashforth-Verfahrens fu¨r
die Schrittzahlen 2, 3 und 4. Es ist zu erkennen, dass sich die Stabilita¨tsgebiete in der ne-
gativen komplexen Halbebene bei wachsender Schrittzahl deutlich verkleinern und bei einer
Schrittzahl von 4 sogar ganz verschwinden. Trotz des ho¨heren Aufwandes reduziert sich der
A-Stabilita¨tsbereich. In dem rechten Teil von Abbildung 26 sind die Stabilita¨tsgebiete fu¨r das
dreistufige Adams-Moulton- und das vierstufige Adams-Moulton-Verfahren zu sehen. Auch
hier reduziert sich das Stabilita¨tsgebiet bei wachsender Stufenanzahl. Das schrumpfende A-
Stabilita¨tsgebiet bei zunehmender Stufenzahl fu¨r beliebige Mehrschrittverfahren wurde bereits
von Dahlquist erforscht [18]. Hier weisen Mehrschrittverfahren einen großen Nachteil auf.
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Abbildung 27: Stabilita¨tsgebiete des BDF- und des expliziten Runge-Kutta-Verfahrens mit va-
riierenden Stufenzahlen [54]
In Abbildung 27, die ebenfalls aus dem Buch von Canuto et al. stammt [54], sind im linken
Teil die Stabilita¨tsgebiete des zwei-, drei- und vierstufigen BDF-Verfahrens zu sehen. Die-
se wachsen zwar bei Erho¨hung des Aufwands, aber nur ein minimaler Teil der zusa¨tzlichen
Fla¨che liegt in der negativen komplexen Halbebene. Daher ist die minimale Vergro¨ßerung des
A-Stabilita¨tsbereichs nahezu irrelevant. Die rechte Ha¨lfte von Abbildung 27 zeigt die Stabi-
lita¨tsgebiete des expliziten Runge-Kutta-Verfahrens mit zwei, drei und vier Stufen. Es ist eine
Vergro¨ßerung der Stabilita¨tsbereiche bei einer Erho¨hung der Stufenzahl zu erkennen. Jedoch
ist dies ein nicht nennenswertes Wachstum, welches im Vergleich zur Vergro¨ßerung der Stabi-
lita¨tsgebiete beim SDC-Verfahren durch eine Erho¨hung der Anzahl an Quadratur-Knoten mi-
nimal ist. Zusa¨tzlich fa¨llt bei beliebigen Mehrschrittverfahren ein wesentlich gro¨ßerer Rechen-
aufwand bzw. Implementierungsaufwand an, da die Bestimmung der Koeffizienten des Mehr-
schrittverfahrens einen zusa¨tzlichen Aufwand erfordert [24]. Bei SDC kann die Vergro¨ßerung
des Stabilita¨tsgebiets durch eine einfache Erho¨hung der Anzahl der Quadratur-Knoten und der
Anzahl der Korrekturschritte innerhalb des Verfahrens realisiert werden. Damit entsteht kein
gro¨ßerer Implementierungsaufwand.
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A.2. Parareal
In der Masterarbeit von Allan S. Nielsen [61] sind die in Abbildung 28 zu sehenden Plots
abgebildet. Sie visualisieren auf anschauliche Weise das Konzept des Parareal-Algorithmus.
Abbildung 28: Visualisierung der Vorgehensweise von Parareal [61]
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Zu sehen sind in Abbildung 28 die ersten vier Iterationen des Parareal-Algorithmus angewen-
det auf das spezielle Anfangswertproblem
y′(t) = sin(t) · y(t)+ t (128)
y(0) = 1 (129)
mit t ∈ [0;14]. Sowohl der grobe Propagator GΔT als auch der feine Propagator FΔT wer-
den durch das implizite Euler-Verfahren realisiert, wobei der feine Propagator eine wesentlich
kleinere Schrittweite verwendet und damit durch gro¨ßeren Aufwand genauere Ergebnisse lie-
fert [61].
In Teil (a) der Abbildung 28 ist der Initialisierungsvorgang sehr scho¨n nachzuvollziehen. Die
Vorhersage U0 ist hier einfach das Ergebnis des groben Propagators G angewandt auf die
Anfangsbedingung u¨ber den gesamten Zeitraum. Damit werden rein sequentiell grobe An-
fangswerte fu¨r Teilintervalle von [0;14] bestimmt, auf denen der feine Propagator aufsetzen
kann. Die gru¨ne, durchgehende Kurve ist die Lo¨sung des Anfangswertproblems durch Ver-
wendung des feinen Propagators rein sequentiell in der Zeit. Sie stellt die Referenzlo¨sung dar.
In Teil (b) der Abbildung 28 wird aufbauend auf U0 aus der vorangehenden Iteration eine neue
korrigierte Vorhersage U1 erzeugt. Dies geschieht durch Anwendung des feinen Propagators
auf U0. Diese Auswertungen durch den feinen und aufwendigen Propagator F ko¨nnen nun
auf mehrere Prozessoren verteilt werden und somit parallel erfolgen. Auf jedem Prozessor
kann unabha¨ngig von den anderen ein Anfangswertproblem mit dem Anfangswert U0 gelo¨st
werden. Durch diese Lo¨sungen der ku¨nstlich erzeugten Menge von Anfangswertproblemen
durch den feinen Propagator ko¨nnen die sequentiell generierten Vorhersagen des groben Pro-
pagators im na¨chsten Schritt korrigiert werden. Auf diese Weise werden neue Startwerte U1
fu¨r F auf jedem Teilintervall fu¨r die na¨chste Iteration bestimmt [61]. Die gru¨ne Linie ist un-
vera¨ndert zum Abschnitt (a) dieser Abbildung die Referenzlo¨sung.
Teil (c) und (d) von Abbildung 28 zeigen die zweite und dritte Parareal-Iteration, die auf
gleiche Weise zu interpretieren sind, wie die erste Iteration. Daher wird an dieser Stelle auf
weitere Ausfu¨hrungen verzichtet und abschließend noch die diskretisierte Iterationsvorschrift
des Parareal-Algorithmus angegeben. Diese setzt sich aus der eigentlichen Iterationsvorschrift
Ukn = GΔT(U
k
n−1)+FΔT(U
k−1
n−1)−GΔT(Uk−1n−1) (130)
und dem Anfangswert
Uk0 = u
0 (131)
mit n ∈ [1;N] und k ∈ [1;Kmax] zusammen, wobei k die Anzahl der Iterationen des feinen Pro-
pagators repra¨sentiert [61].
Eine wichtige Erkenntnis, die auch aus den Iterationen von Abbildung 28 hervorgeht, ist die
Konvergenz der korrigierten Vorhersagen und der Auswertung des feinen Propagators auf die-
sen gegen die Referenzlo¨sung. Es liegt eine iterative Konvergenz gegen die Lo¨sung vor, die
man bei rein sequentieller Ausfu¨hrung des feinen Propagators u¨ber das gesamte Zeitintervall
erha¨lt. Dies ist eine bemerkenswerte Eigenschaft, die man sich im heutigen Zeitalter der Pa-
rallelprogrammierung zu Nutze macht [61].
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A.3. PFASST
Wie schon im Ausblick, im Kapitel 5.2, erwa¨hnt, setzt sich PFASST aus SDC, Parareal, hy-
bridem Parareal/SDC und FAS zusammen. In Abbildung 29, die dem Vortrag ’From SDC to
PFASST’ von Speck, Ruprecht, Emmett entnommen ist [74], ist ein dreistufiger V-Zyklus von
MLSDC zu sehen.
Abbildung 29: Visualisierung der Stufen von MLSDC
Nach dem Initialisierungsvorgang wird zuna¨chst ein feiner Sweep durchgefu¨hrt. Der feine
Propagator ist hier wie der aus Parareal A.2 definiert und arbeitet mit dem SDC-Verfahren.
Das bedeutet, dass nach einem feinen SDC-Sweep vorla¨ufige, neue Werte vorliegen. Diese
feinen Werte mu¨ssen nun auf gro¨bere Knoten restringiert werden. In dem Zusammenhang er-
folgt eine FAS-Korrektur. Dann wird ein weiterer SDC-Sweep durchgefu¨hrt, der nicht so fein
ist wie die Auflo¨sung des feinen Propagators, aber auch nicht so grob ist wie die des groben
Propagators. Es gibt hier eine Hierarchie von Stufen, auf denen SDC das Problem lo¨st.
Danach erfolgt, wie nach dem feinen SDC-Sweep, erneut eine Restriktion auf noch gro¨bere
Knoten mit zusa¨tzlicher FAS-Korrektur. Zur Ausfu¨hrung des groben Propagators66 werden
zusa¨tzlich neue Anfangswerte vom voranstehenden Prozessor Pn−1 genutzt. Dies ist sehr
scho¨n in Abbildung 30 zu sehen. Auf die Verknu¨pfung der einzelnen Prozessoren wird im
na¨chsten Abschnitt dieses Kapitels genauer eingegangen.
Nachdem also der grobe SDC-Sweep ausgefu¨hrt wurde, wird die Lo¨sung interpoliert und
bisherige Lo¨sungen damit verbessert. Dieser Interpolations- und Korrekturvorgang wird im
U¨bergang vom mittleren Sweep zum feinen Sweep noch einmal wiederholt. Damit ist eine
Einheit im MLSDC-Algorithmus abgeschlossen und der na¨chste Lauf beginnt wieder mit ei-
nem feinen SDC-Sweep. Es findet jeweils eine Restriktion und/oder Interpolation in Raum
und Zeit statt. Details zum MLSDC-Algorithmus und zum PFASST-Algorithmus sind in [57]
nachzulesen.
Zudem ist zu erwa¨hnen, dass die Breite der farbigen Blo¨cke, die die einzelnen SDC-Sweeps
visualisieren, in etwa fu¨r den Aufwand stehen soll, der durch sie erzeugt wird [75].
66Hier der mittlere, du¨nne, blaue Block.
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Die Parallelita¨t von PFASST wird erst in Abbildung 30, welche ebenfalls aus dem Vortrag von
Speck et al. [74] stammt, offensichtlich.
In der Abbildung ist die parallele Arbeit von vier Prozessoren dargestellt. Jeder Prozessor
beno¨tigt zur Ausfu¨hrung von SDC-Sweeps einen Anfangswert zu seiner Startzeit t0, t1, t2, t3, . . .
Diese Anfangsbedingungen werden durch einen groben und billigen Propagator weitergege-
ben. Das bedeutet, dass zuna¨chst eine Initialisierungsphase stattfindet, die in der Zeit und
damit im Aufwand proportional zur Anzahl der verwendeten Prozessoren wa¨chst. Der Ablauf
dieser Initialisierungsphase wird detailliert in [57] beschrieben.
Danach sind in Abbildung 30 die Abfolgen der SDC-Sweeps unterschiedlicher Auflo¨sung
aus Abbildung 29 wiederzufinden. Doch auch nach der Initialisierung, die Kommunikation
zwischen den einzelnen Prozessoren erfordert, arbeiten die Prozessoren bei der Lo¨sung des
Anfangswertproblems nicht vo¨llig autark. Das Ergebnis des feinen SDC-Sweeps von Prozes-
sor Pn−1 geht in die Ausfu¨hrung der na¨chsten Iteration von Prozessor Pn mit ein. Ebenso gilt
dies fu¨r den mittleren und groben SDC-Sweep. Die Ergebnisse des voranstehenden Prozes-
sors werden auf gleicher Auflo¨sungsstufe an die entsprechenden SDC-Sweeps des nachste-
henden Prozessors kommuniziert. Hier kann man von einem Sende-Vorgang sprechen. Dies
ist jedoch nur bei der Restriktion und FAS-Korrektur der Fall. Bei der Ru¨ckrichtung erfolgt
ein Empfangs-Vorgang, der durch eine Interpolation auf feinere Gitter gepra¨gt ist. Auf der
gro¨bsten Stufe kann eine direkte Kommunikation erfolgen, das heißt, dass gleichzeitig gesen-
det und empfangen werden kann [57, 59, 74].
Abbildung 30: Visualisierung der Parallelisierung bei PFASST
Die genaue Herleitung des PFASST-Algorithmus und zusa¨tzliche Informationen zu FAS etc.
sind [57] zu entnehmen.
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