This paper introduces a document grounded dataset for conversations. We define "Document Grounded Conversations" as conversations that are about the contents of a specified document. In this dataset the specified documents were Wikipedia articles about popular movies. The dataset contains 4112 conversations with an average of 21.43 turns per conversation. This positions this dataset to not only provide a relevant chat history while generating responses but also provide a source of information that the models could use. We describe two neural architectures that provide benchmark performance on the task of generating the next response. We also evaluate our models for engagement and fluency, and find that the information from the document helps in generating more engaging and fluent responses.
Introduction
At present, dialog systems are considered to be either task-oriented, where a specific task is the goal of the conversation (e.g. getting bus information or weather for a particular location); or non-task oriented where conversations are more for the sake of themselves, be it entertainment or passing the time. Ultimately, we want our agents to smoothly interleave between task-related information flow and casual chat for the given situation. There is a dire need of a dataset which caters to both these objectives. Serban et al. (2015) provide a comprehensive list of available datasets for building endto-end conversational agents. Datasets based on movie scripts (Lison and Tiedemann, 2016; Danescu-Niculescu-Mizil and Lee, 2011a) contain artificial conversations. The Ubuntu Dialogue Corpus (Lowe et al., 2015) is based on technical support logs from the Ubuntu forum. The Frames dataset (Asri et al., 2017) was collected to solve the problem of frame tracking. These datasets do not provide grounding of the information presented in the conversations. Zhang et al. (2018) focuses on personas in dialogues: each worker has a set of predefined facts about the persona that they can talk about. Most of these datasets lack conversations with large number of on-topic turns.
We introduce a new dataset which addresses the concerns of grounding in conversation responses, context and coherence in responses. We present a dataset which has real human conversations with grounding in a document. Although our examples use Wikipedia articles about movies, we see the same techniques being valid for other external documents such as manuals, instruction booklets, and other informational documents. We build a generative model with and without the document information and find that the responses generated by the model with the document information is more engaging (+7.5% preference) and more fluent (+0.96 MOS). The perplexity also shows a 11.69 point improvement.
The Document Grounded Dataset
To create a dataset for document grounded conversations, we seek the following things: (1) A set of documents (2) Two humans chatting about the content of the document for more than 12 turns. We collected conversations about the documents through Amazon Mechanical Turk (AMT). We restrict the topic of the documents to be movierelated articles to facilitate the conversations. We initially experimented with different potential domains. Since movies are engaging and widely known, people actually stay on task when discussing them. In fact in order to make the task interesting, we offered a choice of movies to the participants so that they are invested in the task.
Document Set Creation
We choose Wikipedia (Wiki) 1 articles to create a set of documents D = {d 1 , . . . , d 30 } for grounding of conversations. We randomly select 30 movies, covering various genres like thriller, super-hero, animation, romantic, biopic etc. We extract the key information provided in the Wiki article and divide it into four separate sections. This was done to reduce the load of the users to read, absorb and discuss the information in the document. Hence, each movie document d i consists of four sections {s 1 , s 2 , s 3 , s 4 } corresponding to basic information and three key scenes of the movie. The basic information section s 1 contains data from the Wikipedia article in a standard form such as year, genre, director. It also includes a short introduction about the movie, ratings from major review websites, and some critical responses. Each of the key scene sections {s 2 , s 3 , s 4 } contains one short paragraph from the plot of the movie. Each paragraph contains on an average 7 sentences and 143 words. These paragraphs were extracted automatically from the original articles, and were then lightly edited by hand to make them of consistent size and detail. An example of the document is attached in Appendix.
Dataset Creation
To create a dataset of conversations which uses the information from the document, involves the participation of two workers. Hence, we explore two scenarios: (1) Only one worker has access to the document and the other worker does not and (2) Both the workers have access to the document. In both settings, they are given the common instructions of chatting for at least 12 turns. Table 2 .
Workflow: When the two workers enter the chat-room, they are initially given only the first section on basic information s 1 of the document d i . After the two workers complete 3 turns (for the first section 6 turns is needed due to initial greetings), the users will be shown the next section. The users are encouraged to discuss information in the new section, but are not constrained to do so.
Dataset Statistics
The dataset consists of total 4112 conversations with an average of 21.43 turns. The number of conversations for scenario 1 is 2128 and for scenario 2 it is 1984. We consider a turn to be an exchange between two workers (say w1 and w 2 ).
Hence an exchange of w 1 , w 2 , w 1 has 2 turns (w 1 , w 2 ) and (w 2 , w 1 ). We show the comparison of our dataset as CMU Document Grounded Conversations (CMU DoG) with other datasets in One of the salient features of CMUDoG dataset is that it has mapping of the conversation turns to each section of the document, which can then be used to model conversation responses. Another useful aspect is that we report the quality of the conversations in terms of how much the conversation adheres to the information in the document.
Split Criteria: We automatically measure the quality of the conversations using BLEU (Papineni et al., 2002) score. We use BLEU because we want to measure the overlap of the turns of the conversation with the sections of the document. Hence, a good quality conversation should use more information from the document than a low quality conversation. We divide our dataset into three ratings based on this measure. The BLEU score is calculated between all the utterances {x 1 , . . . , x n } of a conversation C i and the document d i corresponding to C i . We eliminate incomplete conversations that have less than 10 turns. The percentiles for the remaining conversations are shown in Table 5 . We split the dataset into three ratings based on BLEU score. Table 5 : The distribution of BLEU score for conversations with more than 10 turns.
Rating 1: Conversations are given a rating of 1 if their BLEU score is less than or equal to 0.1. We consider these conversations to be of low-quality.
Rating 2: All the conversations that do not fit in rating 1 and 3 are marked with a rating of 2.
Rating 3: Conversations are labeled with a rating of 3, only if the conversation has more than 12 turns and has a BLEU score larger than 0.587. This threshold was calculated by summing the mean (0.385) and the standard deviation (0.202) of BLEU scores of the conversations that do not belong rating 1. The average BLEU score for workers who have access to the document is 0.22 whereas the average BLEU score for the workers without access to the document is 0.03. This suggests that even if the workers had external knowledge about the movie, they have not extensively used it in the conversation. It also suggests that the workers with the document have not used the information from the document verbatim in the conversation. Table 4 shows the statistics on the total number of conversations, utterances, and average number of utterances per conversation and average length of utterances for all the three ratings.
parameters of the encoder. Then the representation h x i of the current utterance x i is given by:
Samples of x i+1 are generated as follows:
where,x <t are the tokens generated beforex t . We also use global attention (Luong et al., 2015) with copy mechanism (See et al., 2017) to guide our generators to replace the unknown (UNK) tokens. We call this model SEQ.
With section: We extend the sequence-tosequence framework to include the section s i corresponding the current turn. We use the same encoder to encode both the utterance and the section. We get the representation h x i of the current utterance x i using Eq. 1. The representation of the section is given by:
The input at each time step t to the generative model is given by h t = [x t−1 ; h s ], where x t−1 is the embedding of the word at the previous time step. We call this model SEQS.
Experimental Setup: For both SEQ and SEQS model, we use a two-layer bidirectional LSTM as the encoder and a LSTM as the decoder. The dropout rate of the LSTM output is set to be 0.3. The size of hidden units for both LSTMs is 300. We set the word embedding size to be 100, since the size of vocabulary is relatively small 2 . The models are trained with adam (Kingma and Ba, 2014) optimizer with learning rate 0.001 until they converge on the validation set for the perplexity criteria. We use beam search with size 5 for response generation. We use all the data (i.e all the conversations regardless of the rating and scenario) for training and testing. The proportion of train/validation/test split is 0.8/0.05/0.15.
Evaluation
In what follows, we first present an analysis of the dataset, then provide an automatic metric for evaluation of our models-perplexity and finally present the results of human evaluation of the generated responses for engagement and fluency. Dataset analysis: We perform two kinds of automated evaluation to investigate the usefulness of the document in the conversation. The first one is to investigate if the workers use the information from the document in the conversation. The second analysis is to show that the document adds value to the conversation. Let the set of tokens in the current utterance x i be N , the set of tokens in the current section s i be M , the set of tokens in the previous three utterances be H, and the set of stop words be S. In scenario 1, we calculate the set operation (NW) as
Let the tokens that appear in all the utterances (x i , . . . , x i+k ) corresponding to the current section s i be K and the tokens that appear in all the utterances (x i , . . . , x i+p ) corresponding to the previous section s i−1 be P . In scenario 2, we calculate the set operation (NW) as
The results in Table 6 show that people use the information in the new sections and are not fixated on old sections. It also shows that they use the information to construct the responses.
Perplexity: To automatically evaluate the fluency of the models, we use perplexity measure.
We build a language model on the train set of responses using ngrams up to an order of 3 3 . The generated test responses achieve a perplexity of 21.8 for the SEQ model and 10.11 for the SEQS model. This indicates that including the sections of document helps in the generation process.
Human Evaluation
We also perform two kinds of human evaluations to evaluate the quality of predicted utterances -engagement and fluency. These experiments are performed on Amazon Mechanical Turk.
Engagement: We set up a pairwise comparison following Bennett (2005) to evaluate the engagement of the generated responses. The test presents the chat history (1 utterance) and then, in random order, its corresponding response produced by the SEQ and SEQS models. A third option "No Preference" was given to participants to mark no preference for either of the generated responses. The instruction given to the participants is "Given the above chat history as context, you have to pick the one which can be best used as the response based on the engagingness." We randomly sample 90 responses from each model. Each response was annotated by 3 unique workers and we take majority vote as the final label. The result of the test is that SEQ generated responses were chosen only 36.4% times as opposed to SEQS generated responses which were chosen 43.9% and the "No Preference" option was chosen 19.6% of times. This result shows the information from the sections improves the engagement of the generated responses.
Fluency: The workers were asked to evaluate the fluency of the generated response on a scale of 1 to 4, where 1 is unreadable and 4 is perfectly readable. We randomly select 120 generated responses from each model and each response was annotated by 3 unique workers. The SEQ model got a low score of 2.88, contrast to the SEQS score of 3.84. This outcome demonstrates that the information in the section also helps in guiding the generator to produce fluent responses.
Conclusion
In this paper we introduce a crowd-sourced conversations dataset that is grounded in a predefined set of documents which is available for download 4 . We perform multiple automatic and human judgment based analysis to understand the value the information from the document provides to the generation of responses. The SEQS model which uses the information from the section to generate responses outperforms the SEQ model in the evaluation tasks of engagement, fluency and perplexity. • Jaws
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• The Inception • Tell the other user what the movie is, and try to persuade the other user to watch/not to watch the movie using the information in the document.
• You should try to discuss the new paragraph when the document has changed.
• You will have 3 turns of conversation with your partner on each of the documents.
• You will be given 4 documents each containing a short paragraph. The new paragraph might show just beneath the previous document.
• The next document will be loaded automatically after you finish 3 turns discussing the current document.
• You cannot use information you personally know that is not included there. You can use any information given in the document in the conversation.
Scenario 1: users without document
• The other user will read a document about a movie.
• If you are not told the name of the movie, try to ask the movie name.
• After you are told the name of the movie, pretend you are interested in watching the movie, and try to gather all the information you need to make a decision whether to watch the movie in the end.
• You dont have to tell the other user you decision in the end, but please share your mind at the feedback page.
Scenario 2: both users with document
• The user you pair with has the same set of documents as yours. Please read the document first
• Imagine you just watched this movie. Discuss the content in the document with the other user, and show whether you like/dislike the movie.
• You will be given 4 documents each containing a short paragraph. The new paragraph might show just beneath the previous document
Post conversation survey questions 6.3.1 For users with document
Choose any:
• The document is understandable.
• The other user is actively responding to me.
• The conversation goes smoothly.
Choose one of the following:
• I have watched the movie before.
• I have not watched the movie before.
For users without document
• I will watch the movie after the other user's introduction.
• I will not watch the movie after the other user's introduction.
6. It's about extractors that perform experiments using military technology on people to retrieve info about their targets. user1:
Sounds interesting do you know which actors are in it? user2: I haven't watched it either or seen a preview. Bu5 it's scifi so it might be good. Ugh Leonardo DiCaprio is the main character user2:
He plays as Don Cobb user1:
Oh okay, yeah I'm not a big scifi fan but there are a few movies I still enjoy in that genre. user1:
Is it a long movie? user2: Doesn't say how long it is. user2:
The Rotten Tomatoes score is 86% Section 2 Scene 1 When the elder Fischer dies in Sydney, Robert Fischer accompanies the body on a ten-hour flight back to Los Angeles, which the team (including Saito, who wants to verify their success) uses as an opportunity to sedate and take Fischer into a shared dream. At each dream level, the person generating the dream stays behind to set up a 'kick' that will be used to awaken the other sleeping team members from the deeper dream level; to be successful, these kicks must occur simultaneously at each dream level, a fact complicated due to the nature of time which flows much faster in each successive level. The first level is Yusuf's dream of a rainy Los Angeles. The team abducts Fischer, but they are attacked by armed projections from Fischer's subconscious, which has been specifically trained to defend him against such intruders. The team takes Fischer and a wounded Saito to a warehouse, where Cobb reveals that while dying in the dream would normally wake Saito up, the powerful sedatives needed to stabilize the multi-level dream will instead send a dying dreamer into 'limbo', a world of infinite subconscious from which escape is extremely difficult, if not almost impossible, and a dreamer risks forgetting they are in a dream. Despite these setbacks, the team continues with the mission. Conversation user1:
Wow, that's impressive. I like to look at Rotten Tomatoes when debating whether or not to see a movie. Do you know the director? user2:
Something about Dom Cobb infiltrates peoples dreams in a dream world. user2:
The director is Christopher nolan user2:
Heard of him? user2:
Wow I thought this was recent but it came out in 2009. user1:
He directed The Dark Knight which I enjoy. Yeah, I know it's been out awhile but 2009 does seem to be a while back now. Time flies. user1: Do you know if it won any awards? user1:
or how much it made at the box office? user2:
Oh wow I loved the dark night movies. And it doesn't say if it's won awards or how much at box office. user2:
A critic did say it could be "weirder" Section 3 Scene 2 Cobb reveals to Ariadne that he and Mal went to Limbo while experimenting with the dream-sharing technology. Sedated for a few hours of real time, they spent fifty years in a dream constructing a world from their shared memories. When Mal refused to return to reality, Cobb used a rudimentary form of inception by reactivating her totem (an object dreamers use to distinguish dreams from reality) and reminding her subconscious that their world was not real. However, when she woke up, Mal still believed that she was dreaming. In an attempt to 'wake up' for real, Mal committed suicide and framed Cobb for her death to force him to do the same. Facing a murder charge, Cobb fled the U.S., leaving his children in the care of Professor Miles. Conversation user1:
The concept seems interesting and it has a good lead actor as well as director and reviews. I think it must be good. The plot does seem weird, that's for sure. user2:
Tom Hardy is in the movie as the character Earnes. And yeah the plot is a bit strange. user2:
I might watch this movie now. user1:
I think I may as well. I can't say I've heard of Tom Hardy however. Is there any other supporting actors? user2:
Oh Earnes is a sharp tongue associate of Cobb. user2:
Ellen Page user1:
Oh, cool. I am familiar with her. She's in a number of good movies and is great. user2:
She plays Ariadne , she is a graduate student that constructs the dreamscapes, they're like mazes. Something about at the end he has trouble determining which is reality and which is a dream. It doesn't say it's based off anything. user1:
Sounds like it might be suspense/thriller as well as scifi which is cool. It seems pretty confusing but enticing. Makes me want to see it to try and figure it all out. user2:
Yeah its like its got a bit of mystery too. Trying to figure out what's real and what's not. user1:
I can't think of any other movie or even book that has a related story either which makes it very interesting. A very original concept. user2:
Yeah well have great day. :) Yes, his style really extended the story. user2:
I agree. He has a way with fantasy elements that really helped this story be truly beautiful. user2:
It has a very high rating on rotten tomatoes, too. I don't always expect that with movies in this genre. user1:
ally Hawkins acting was phenomenally expressive. Didn't feel her character was mentally handicapped. user2:
The characterization of her as such was definitely off the mark. Section 2 Scene 1 Elisa Esposito, who as an orphaned child, was found in a river with wounds on her neck, is mute, and communicates through sign language. She lives alone in an apartment above a cinema, and works as a cleaning-woman at a secret government laboratory in Baltimore at the height of the Cold War. Her friends are her closeted next-door neighbor Giles, a struggling advertising illustrator who shares a strong bond with her, and her co-worker Zelda, a woman who also serves as her interpreter at work. The facility receives a mysterious creature captured from a South American river by Colonel Richard Strickland, who is in charge of the project to study it. Curious about the creature, Elisa discovers it is a humanoid amphibian. She begins visiting him in secret, and the two form a close bond. Conversation user1:
Might as well label Giles too. user2:
haha. because he is closeted? user2:
Whoever made that comment was certainly not well informed and not politically correct by any stretch. user1:
I think Octavia Spencer should look for more roles set in the early 60s. user2:
Do you think that the creature they find in the movie is supposed to be somehow connected to the cold war? Section 3 Scene 2 Elisa keeps the creature in her bathtub, adding salt to the water to keep him alive.
She plans to release the creature into a nearby canal when it will be opened to the ocean in several days' time. As part of his efforts to recover the creature, Strickland interrogates Elisa and Zelda, but the failure of his advances toward Elisa hampers his judgment, and he dismisses them. Back at the apartment, Giles discovers the creature devouring one of his cats, Pandora. Startled, the creature slashes Giles's arm and rushes out of the apartment. The creature gets as far as the cinema downstairs before Elisa finds him and returns him to her apartment. The creature touches Giles on his balding head and his wounded arm; the next morning, Giles discovers his hair has begun growing back and the wounds on his arm have healed. Elisa and the creature soon become romantically involved, having sex in her bathroom, which she at one point fills completely with water. Conversation user1:
Actually Del Toro does an incredible job showing working people. user2:
That's an excellent point. user1:
Yes, the Cold War invented the Russians, I kind of thought it also represented technology in general. user2:
That makes perfect sense. user2:
I really like that Eliza chose to keep the creature in her bathtub. user1:
It was interesting that neither power treated the monster well. user1:
Yes the magical realism was truly magical ... easy to suspend disbelief. Section 4 Scene 3 Hoyt gives Strickland an ultimatum, asking him to recover the creature within 36 hours. Meanwhile, Mosenkov is told by his handlers that he will be extracted in two days. As the planned release date approaches, the creature's health starts deteriorating. Mosenkov leaves to rendezvous with his handlers, with Strickland tailing him. At the rendezvous, Mosenkov is shot by one of his handlers, but Strickland shoots the handlers dead and then tortures Mosenkov for information. Mosenkov implicates Elisa and Zelda before dying from his wounds. Strickland then threatens Zelda in her home, causing her terrified husband to reveal that Elisa had been keeping the creature. Strickland searches Elisa's apartment and finds a calendar note revealing when and where she plans to release him. At the canal, Elisa and Giles bid farewell to the creature, but Strickland arrives and attacks them all. Strickland knocks Giles down and shoots the creature and Elisa, who both appear to die. However, the creature heals himself and slashes Strickland's throat, killing him. As police arrive on the scene with Zelda, the creature takes Elisa and jumps into the canal, where, deep under water, he heals her. When he applies his healing touch to the scars on her neck, she starts to breathe through gills. In a closing voiceover narration, Giles conveys his belief that Elisa lived 'happily ever after' with the creature. Conversation user2:
Yes. I think it was beautiful that the creature essentially had healing power. user1:
Del Toro does well with violence. user1:
The ending was suspenseful, without being over the top. user2:
What a powerful ending. Even though it was obviously a pure fantasy scenario, there was so much real emotion. user2:
He does do well with violence. I've noticed that in all of his movies. user2:
Del Toro is one of my favorite directors. user1:
Yes, happy endings usually feel fake. This one felt great. user2:
Totally. It felt like what should have happened, rather than just a sappy pretend ending that was forced on the viewer. user1:
Mine too. Evidently Hollywood is starting to agree. user2:
It took a while, but yes, finally. user1:
It really appeared to be filmed in Baltimore. Installation looked so authentic. user2:
Do you know where it was actually filmed? user1:
No. Can you imagine soaking in that pool? user2:
:) user1:
Would make a great tourist draw. user2:
That would be amazing! What a great idea! user2:
Haven't we completed the amount of discussion needed yet? user1:
Place looked like a cross between a nuclear power plant and an aquarium. I think we hit all the points mentioned. 
