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This article tackles a fundamental long-standing problem in quantum chaos, namely, whether
quantum chaotic systems can exhibit sensitivity to initial conditions, in a form that directly gener-
alizes the notion of classical chaos in phase space. We develop a linear response theory for complexity,
and demonstrate that the complexity can exhibit exponential sensitivity in response to perturbations
of initial conditions for chaotic systems. Two immediate significant results follows: i) the complexity
linear response matrix gives rise to a spectrum that fully recovers the Lyapunov exponents in the
classical limit, and ii) the linear response of complexity is given by the out-of-time order correlators.
The existence of quantum chaos has been questioned
for a long time [1–3]. Quantum dynamic is fundamentally
unitary and inner-product preserving; hence, in terms of
state overlaps, quantum evolution does not exhibit sen-
sitive dependence on initial conditions – the telltale sig-
nature of classical chaos.
On the other hand, it has been well-known that quan-
tum systems with chaotic and regular classical counter-
parts display distinct characteristics. Eventually, vari-
ous diagnostics have been employed to exhibit chaotic
behavior in quantum systems. Conventional approaches
utilize the spectral properties of chaotic Hamiltonians,
e.g., random matrix [4] or periodic orbit theory [5]. Re-
cent developments address the problem in the time do-
main. These include the Loschmidt echo [6, 7], entropy
production in open systems [8, 9], or out-of-time order
correlator (OTOC) [10–12], which is responsible for the
revival of interest in quantum chaos (See Ref. [13] for a
review). However, none of these approaches were able to
establish a direct analog to classical chaos in terms of the
sensitivity to initial conditions. Consequently, some even
suggest to call this field quantum chaology [2].
One may argue that quantum wavefunction is not a
good analogue of the classical state. The latter is a sin-
gle point in phase space, while the former corresponds to
a probability density, whose classical counterpart should
be the Liouville’s distribution. The overlap between two
Liouville’s density of states under classical dynamics re-
mains constant as well [3]. This suggests that the overlap,
or precisely inner-product based metrics, might not be a
good measure for quantifying the difference between two
quantum “trajectories”.
More recently, a novel distance measure, known as the
relative complexity between quantum states, and its im-
plications to the problem of quantum chaos, have at-
tracted considerable attention [14–20]. The notion of
relative complexity between states was adopted from the
circuit complexity of unitaries, which has an attractive
geometric formalism developed by Nielsen et al. [21–23].
Figure 1 illustrates how the complexity metric changes
the geometry of the wavefunction manifold [24], even for
FIG. 1. Complexity metric can induce a different geometry
than the usual inner-product metric: The distance between
any two states (black dots) on the Bloch sphere is given by the
length of the shortest geodesic (solid curves). The geodesic
under the inner-product metric is a great circle (dashed curve
on the left). The closed geodesic under the complexity met-
ric [24] can be highly complex (dashed curve on the right).
a single qubit [25]. The complexity distance between two
time-dependent wavefunctions, which are initially close
to each other, can grow exponentially in time [20]. Note
that the two initially nearby quantum states are gener-
ated by small perturbations; hence, the complexity truly
detects the sensitive dependence of a chaotic quantum
system to its initial condition.
Despite these developments, it is still not clear whether
the complexity theory can fully recover classical chaos in
the proper limit. As a framework that claims to gen-
eralize classical chaos to the quantum regime, it should
give predictions that coincide with the classical one in
the classical limit. Another important problem yet to
be explored is the relation between complexity and other
measures for quantum chaos, such as the OTOCs.
With all these questions in mind, we develop a lin-
ear response theory for complexity. A response matrix is
introduced to characterize the fine structure of the com-
plexity in response to initial perturbations. Significantly,
the response matrix gives rise to the full Lyapunov spec-
trum in the classical limit. Moreover, we demonstrate
that the complexity response is essentially given by the
OTOCs of the corresponding operators. This intrinsic
connection provides an alternative and yet intuitive way
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2of justifying OTOC as a diagnostic for chaos.
Complexity— Roughly speaking, the circuit complex-
ity for a target unitary UT is defined as the minimum
number of local quantum gates required to implement
it. This leads to a geometric formalism put forward by
Nielsen et al. [21–23]. The unitary UT can be simulated
through a parameterized Hamiltonian evolution
UT = e
−i ∫ 1
0
dσ
∑
I Y
I(σ)MI . (1)
Here {MI} is the set of generators that represents the
accessible operations (analogous to elementary gates) for
the physical system under consideration. The choice of
the path {Y I(σ)} is in general not unique. One can define
a suitable cost function F [Y (σ)], from which an optimal
path with the minimum cost can be selected. We will
restrict ourselves to the commonly used cost function
F [Y (σ)] ≡
∫ 1
0
dσ
√∑
I
|Y I(σ)|2. (2)
The complexity of the target unitary is then defined as
the least cost along the optimal path, i.e.,
Cu [UT ] ≡ min
Y
F [Y (σ)]. (3)
The complexity of unitary can be adopted to define the
complexity of a target wavefunction |ΨT 〉, with respect
to a given reference state |ΨR〉. Namely, it is defined as
the least complexity for all unitaries that transforms the
reference state to the target state,
Cs [|ΨT 〉, |ΨR〉] ≡ min
U
Cu [U ] , U |ΨR〉 = |ΨT 〉. (4)
The above state complexity defines a property char-
acteristic for the target wavefunction, and is dependent
on the choice of the reference state. Here, we treat the
target and reference states on the same footing, and in-
terpret the state complexity as a relation between two
wavefunctions. In particular, by including the Hermitian
conjugate of each operator in the generator set, the state
complexity becomes a symmetric functional, constituting
a metric between any two wavefunctions [15].
Linear response— The complexity itself cannot di-
rectly distinguish whether a unitary evolution is chaotic
or regular, i.e., a unitary generated by a regular Hamil-
tonian for a long time can have a larger complexity than
the one generated by a chaotic Hamiltonian for a short
period of time [26]. To study the behavior of the chaotic
dynamics, one ought to look at how it responses to per-
turbations.
Previous studies show that, for chaotic systems, when
a small perturbation is applied to the initial state, the rel-
ative complexity between the perturbed and unperturbed
state can grow exponentially in time [20]. Note that the
overlap between these two wavefunctions does not change
in time; hence, usual distance measures based on inner-
product cannot capture the sensitivity of dynamics to
initial states, which is one of the key reasons for ques-
tions concerning the existence of quantum chaos [1–3].
To extract the fine structure of the complexity re-
sponses to initial perturbations, we introduce the notion
of partial complexity, which, in contrast to the full com-
plexity, qualifies only the complexity for a given genera-
tor. Denote Yc the optimal path that minimizes the cost
function (2). The partial complexity for generator ML is
evaluated for the ML component of the optimal path Yc,
i.e.,
CL ≡
∫ 1
0
dσ Y Lc (σ). (5)
It is worth emphasizing that the optimal path Yc in the
above integral is determined by minimizing the total cost
function (2). Depending on whether the optimal path is
determined for the unitary or state complexity, the par-
tial complexity can be defined accordingly for both cases.
In the following, we use superscripts u and s to label the
unitary and state version of the partial complexity, re-
spectively.
We are now ready to study the partial (state) complex-
ity in response to small perturbations. For two wavefunc-
tions that initially deviate from each other by a pertur-
bation generated through the operator MK ,
|Ψ1(t)〉 = e−iHt|Ψ〉, |Ψ2(t)〉 = e−iHteiMK |Ψ〉, (6)
the linear response of the partial complexity for operator
ML, with respect to MK , is defined as
RsKL ≡
∂
∂
CL [|Ψ1(t)〉, |Ψ2(t)〉] |=0. (7)
Note that computing the relative state complexity for
the time dependent wavefunctions (6) involves a double-
optimization, i.e., minimizing the cost function for all
possible unitaries that connects these two states. There is
a particular unitary among all of them that is of interest
on its own, namely,
U(MK) = e
−iHteiMKeiHt. (8)
This is the only unitary that works for any initial state
|Ψ〉. Its unitary complexity tells of information of the
dynamics alone, independent of the system state. Thus,
we further introduce a unitary complexity version of the
linear response,
RuKL ≡
∂
∂
CL [U(MK)] |=0. (9)
Up to this point, we have laid down the general frame-
work to compute complexity in response to initial pertur-
bations. The full information is contained in the linear
response matrix
Lˆ ≡ Rˆ†Rˆ, (10)
where the matrix Rˆ is defined through Eq. (7) or (9). In
the following, we present two immediate significant re-
sults of this framework: i) the linear response theory for
3the state complexity generalizes classical chaos in phase
space. More precisely, the eigenvalues of the response
matrix Lˆ gives rise to the Lyapunov spectrum in the
classical limit, and ii) the linear response for the uni-
tary complexity is intrinsically related to the out-of-time
order correlator.
Classical limit— We shall focus on the time scale be-
fore the Ehrenfest time, when the quantum dynamics is
reduced to the classical one. This time scale is also known
as the scrambling time [12], which is one of the primary
focuses in quantum chaos. The initial states are assumed
to have localized Wigner representations.
In connection to the phase space structure, the set
of generators for computing complexity is chosen as the
Heisenberg algebra {pi, qi, i~I}i=1,...,N , where N is the
dimension of the phase space; The cost function takes
the form (2) for all elements in the Heisenberg algebra,
except for the identity operator, which we assign a zero
cost. Since the identity generates overall phases to the
wavefunction, this is equivalent to say that we treat two
wavefunctions which differ by a global phase as the same
physical state. This convention is repeatedly used in the
following discussions. The Heisenberg algebra does not
generate the full unitary group, therefore is not complete
to compute the complexity for arbitrary Hamiltonian.
However, as will be seen in the following, in the classical
limit the wavefunction evolution corresponds to a coor-
dinate shift in phase space. In this case using Heisenberg
algebra is sufficient. Alternatively, one can enlarge the
algebra and assign high cost for the additional genera-
tors, such that the complexity can be computed for any
Hamiltonian, but the early time behavior in the classical
limit is not altered.
Denote x = {xk}k=1,...,2N the phase space coordinates,
and W1(x, t = 0) the Wigner function corresponding to
the initial state |Ψ1(t = 0)〉. Then the perturbed wave-
function |Ψ2(t = 0)〉 = eixk¯ |Ψ1(t = 0)〉 has a Winger
functions that is obtained by shifting W1(x, t = 0) along
the direction eˆk, i.e.,
W2(x, t = 0) = W1(x + eˆk, t = 0). (11)
Here xk and xk¯ are conjugate pairs.
In the classical limit (before the Ehrenfest time), the
equation of motion for the Wigner function reduces to
the Liouville equation. According to the Liouville the-
orem, the density does not change along the trajectory,
therefore,
W1(x, t) = W1(x˜−t(x), t = 0), (12)
where x˜t(x) is the time dependent trajectory of the ini-
tial point x. Similarly,
W2(x, t) = W1(x˜−t(x + eˆk), t = 0). (13)
To compute the complexity, note that the unitary evo-
lution that transforms W1(x, t) to W2(x, t), must effec-
tively generate a shift x˜−t(x)→ x˜−t(x + eˆk). Since x˜t
is the classical trajectory, the infinitesimal shift, to the
first order of , can be expanded as,
x˜−t(x + eˆk) = x˜−t(x) + 
∂x˜i−t
∂xk
eˆi. (14)
The classical Jacobian matrix ∂x˜i−t/∂x
k in general de-
pends on initial position x, especially for non-fully
chaotic systems, whose Lyapunov exponents depend on
the regime of the phase space. However, we always start
from a sufficiently localized point-like Wigner function,
and work with the early time of the dynamics, so that
the x-dependence is eliminated. Thus, the path proto-
col Y (σ) must generate a shift of the Wigner function in
the phase space given by the second term in Eq. (14).
The complexity is then the minimum length of the path
subject to this boundary condition. Subject to the cost
function (2), the optimal path Yc is precisely given by
Y ic (σ) = 
∂x˜i−t
∂xk
σ, σ ∈ [0, 1]. (15)
The linear response (7) is then identified as the classical
Jacobian matrix, i.e.,
Rsk¯i =
∂x˜i−t
∂xk
. (16)
Denote {si(t)} the time-dependent eigenvalues of the lin-
ear response matrix Lˆ. In analog to the classical case, the
quantum Lyapunov spectrum can be extracted as
λi ≡ lim
t→∞
1
2t
ln si(t). (17)
We thus arrive at the conclusion that, in the classical
limit, the quantum Lyapunov spectrum given by the com-
plexity linear response fully reduces to the classical one.
It is worth emphasizing that the classical Lyapunov spec-
trum in general depends on the initial position in phase
space. This fact is reflected in the above quantum gen-
eralization, since the state complexity depends on the
initial wave function as well. In contrast, as will be dis-
cussed in the following, the linear response matrix for
the unitary complexity, and consequently the OTOCs,
cannot capture this initial condition dependence.
Complexity and OTOC— To compute the linear re-
sponse for the unitary partial complexity (9), we first
induce the correct boundary condition for the path. Ex-
panding both the parameterized path (1) and the target
unitary (8) to first order of  gives
∑
I
∫ 1
0
dσ Y I(σ)MI = MK(t). (18)
For the particular metric we used in the cost function (2)
and infinitesimal , the optimal path Yc that minimize
the cost function corresponds to a straight line in the
vector space of the generators, namely, Y I(σ) = Y Ic σ,
4σ ∈ [0, 1], the integral of which gives rise to the partial
complexity CI = Y
I
c , which satisfies∑
I
CIMI = MK(t). (19)
To further extract the full matrix of the linear response,
we compute the commutator on both side of the above
equation with the generator ML, and do a partial deriva-
tive in . This gives∑
I
RuKI [MI ,ML] = [MK(t),ML]. (20)
Denote TˆIJ ≡ [MI ,MJ ] as a transfer matrix, and
OˆIJ(t) ≡ [MI(t),MJ ]. The above equation has a com-
pact form RˆuTˆ = Oˆ.
Averaging over a quantum state |ψ〉 gives
〈ψ|Oˆ†Oˆ|ψ〉 = 〈ψ|Tˆ †LˆuTˆ |ψ〉, (21)
where Lˆu ≡ (Rˆu)†Rˆu is the linear response matrix for the
unitary complexity. The left hand side of the above equa-
tion contains the full information of the OTOCs for the
given set of operators [27]. It has been proposed [28] as
a definition for the quantum Lyapunov spectrum, when
the generators are chosen to form a Heisenberg algebra.
In this case, the transfer matrix takes a symplectic form
iTˆ /~ =
(
0 −In
In 0
)
. (22)
Note that the response matrix Lˆu in the unitary com-
plexity case defines a spectrum as well. However, since
the target unitary (8) is independent of the initial state,
the corresponding spectrum cannot reflect the initial po-
sition dependence of the classical Lyapunov spectrum in
phase space, in contrast to the case of state complexity.
Model Study— To illustrate the complexity linear re-
sponses, we present a study of the inverted harmonic os-
cillator (IHO), whose Hamiltonian reads
H =
1
2
pˆ2 − 1
2
Ω2xˆ2. (23)
The IHO is an archetype model for chaos with physi-
cal relevance [19, 29], and has been recently studied in
the context of quantum chaos [20, 30–32]. To compute
the unitary complexity, we choose the generators as the
Heisenberg algebra {x, p, i~I}, and consider the unitary
(8) given by a generic initial perturbation,
U = e
−iHtei1xˆ+i2pˆeiHt. (24)
One can leave out the identity generator, as it amounts
to a global phase, along which we assume that the cost
function vanishes. This target unitary can be solved ex-
actly, i.e.,
U = e
i1(t)xˆ+i2(t)pˆ, (25)
where
1(t) = 1 cosh(Ωt) + 2 sinh(Ωt)/Ω,
2(t) = 1 sinh(Ωt)Ω + 2 cosh(Ωt).
Since the associated Hamiltonian is independent of the
protocol time σ over small distances, one can straightfor-
wardly find a minimal geodesic, that is,
Ushort(σ) = e
i(1(t)xˆ+2(t))pˆ)σ, σ ∈ [0, 1]. (26)
The optimal path is therefore identified as
Y (1,2)c (σ) = (1,2)(t)σ, (27)
which gives the linear response matrix L = R†R by
Rˆu =
(
cosh(Ωt) Ω sinh(Ωt)
sinh(Ωt)/Ω cosh(Ωt)
)
. (28)
The OTOC matrix Oˆ can be computed as well [32, 33],
e.g., Ox,p ≡ [xˆ(t), pˆ] = i cosh(Ωt). It is straightforward
to verify the OTOC-complexity correspondence (21).
The state complexity in general, as has been discussed
before, depends on the initial state and differs from the
unitary complexity. However, we argue that for the case
of the IHO and Heisenberg generators, the optimal path
connecting the perturbed the unperturbed wavefunctions
is the same as the unitary complexity case, namely, it is
given by the geodesic (27).
For initial states that differ by a small generic per-
turbation, i.e., |Ψ2〉 = ei1xˆ+i2pˆ|Ψ1〉, the Heisenberg op-
erator (25) is one particular unitary protocol that con-
nects them at any time, despite the fact that it is not
the unique one. The effect of this operator is to shift
the wavefunction for a fixed amount in the coordinate
space, i.e., ei2(t)pˆ transfers a wavefunction ψ(x) in the
position representation to ψ(x+2(t)). We thus conclude
that the two time-dependent wavefunctions have Wigner
representations related via a coordinate transformation
x → x + 2(t) and p → p + 1(t). The global phase
of the wavefunction is ignored since we can generate it
with the identity operator at zero cost. This coordinate
transformation fixes the boundary condition for the pro-
tocol paths. One can then identify the optimal one as
the straight line in the coordinate space, which is given
by the geodesic (27).
The state complexity linear response matrix thus
equals the one in the unitary case, from which we can
extract the Lyapunov spectrum (17) as {±Ω}. This ex-
actly matches the classical one.
To summarize, the novel distance measure for wave-
functions induced by the relative complexity has been
applied to study chaotic signatures in quantum systems.
We have developed a linear response theory that resolves
the fine structure of the complexity responses to per-
turbations. This turns out to be the correct framework
to generalize classical chaos in the phase space, i.e., the
spectrum of the complexity response matrix recovers the
classical Lyapunov spectrum. Moreover, we have shown
that the complexity linear response is intrinsically related
to the out-of-time order correlators.
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