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Distributed Constrained Optimization over Networked Systems via A
Singular Perturbation Method
Phuong Huu Hoang† and Hyo-Sung Ahn†
Abstract—This paper studies a constrained optimization prob-
lem over networked systems with an undirected and connected
communication topology. The algorithm proposed in this work
utilizes singular perturbation, dynamic average consensus, and
saddle point dynamics methods to tackle the problem for a
general class of objective function and affine constraints in a
fully distributed manner. It is shown that the private information
of agents in the interconnected network is guaranteed in our
proposed strategy. The theoretical guarantees on the optimality
of the solution are provided by rigorous analyses. We apply the
new proposed solution into energy networks by a demonstration
of two simulations.
Index Terms—Distributed optimization, constraints, networked
systems, singular perturbation, saddle point dynamics, average
consensus.
I. INTRODUCTION
In recent years, distributed interconnected multi-agent sys-
tems have drawn a large amount of researchers’ attention due
to their prospects. Of the problems arising in the distributed
networked systems, distributed constrained optimization prob-
lem (DCOP), in which the feasible solutions are confined to
a certain region, appears in various network decision tasks,
including optimal resource allocation problem (ORAP) [3],
[12], [26]-[27], economic dispatch problem (EDP) in power
grids [5]-[12], and robot motion planning (RMP) in robotic
networks [16], [37]. The goal of the distributed constrained
optimization problem over the networked systems is to seek
the optimal values for each agent in a distributed way such
that the overall cost of operation of the systems is minimized
while respecting constraints.
Distributed constrained optimization and consensus problem
in multi-agent networks has been extensively studied recently,
see [17], [29]-[35] and references therein. In the optimiza-
tion problem investigated in the aforementioned works, the
agents’ task is to cooperatively minimize the total objective
cost while honoring constraints and reaching a consensus
for all agents. In [17], Nedic´ et al. tackle the problem in
a discontinuous-time fashion based on a distributed projected
subgradient method in which the private information of agents
in the interconnected network is not guaranteed. The privacy-
guaranteed property is also not kept in the proposed strategies
presented in [29]-[34]. Our studied problem, which can be
found in ORAP, EDP, and RMP, is slightly different that
each agent has its own state in the minimizing process. By
formulating the problem as our way, the privacy-guaranteed
property can be kept during the interaction in the networked
systems. In the literature, optimization problems are solved by
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numerous discrete-time paradigms [21], [23]. Thanks to the
well-developed continuous-time stability theory and various
powerful mathematical tools, the continuous-time optimization
has seen a resurgence of interest in recent years [2]-[12], [28]-
[32], [34]-[35]. The idea of using continuous-time saddle point
dynamics to find the optimal value of constrained optimization
problem has been recently proposed in the works [19]-[20]. In
these works, a dynamical system is constructed to seek saddle
points of Lagrange functions yielding the optimal values.
The works, however, consider the problem in a centralized
way without equality constraints. Note that in distributed
approaches, since each agent only knows its own and its
neighbors’ information, it is considered more challenging.
As mentioned previously, applications of our studied DCOP
are ORAP [3], [12], [26]-[27] and EDP [5]-[12]. In [3],
[27], inequality constraints are not of their interests, which
is unrealistic in practice, while the objective functions are
confined to the quadratic function class in [5]-[8]. In addition,
the work [5] does not provide rigorous theoretical guarantees
on the optimality of the solution. There are works investigating
more general classes of objective function such as strictly
convex functions in [10]-[12]. To tackle the EDP, Cherukuri
and Corte´s [10] propose an algorithm in which they modify
the original problem into an equivalent one and assume that
there exists one node which can obtain the total load capacity
of the power network. Moreover, the coincidence of solutions
to the original problem and modified one is guaranteed by
examining a parameter, namely ǫ, which is computed by
obtaining information of all agents. The strategy presented in
[11] also encounters a similar drawback in solving the EDP
that the convergence depends on a parameter, namely k, which
is global information. Such aforementioned flaws in [10]-[11]
make the authors’ algorithms seem to be ostensibly distributed.
In [12], a projection-based method is proposed and discussed
to tackle the ORAP. The method is non-smooth and may not be
beneficial in terms of computation, projections on complicated
sets for instance [38].
In this work, we propose a new fully distributed solution
to solve the widely-applied DCOP with affine constraints.
We consider to tackle the problem in a distributed and
smooth manner with privacy-guaranteed property utilizing the
saddle point dynamics idea [19]-[20], singular perturbation
method [24], and dynamic average consensus algorithm [13].
Moreover, we take advantage of multi-time-scale property of
the singular perturbation method [18], [24] to design our
algorithm. In essence, our work that can be considered to be
a generalization of ORAP and EDP studies strictly convex
cost functions with equality and inequality constraints. By
confining the objective functions to strictly convex ones, we
can obtain the uniqueness of optimal solutions. Additionally,
non-local stability is provided by the proposed algorithm.
We rely upon the well-developed singular perturbation theory
to provide rigorous theoretical guarantees of our proposed
strategy.
The remainder of this paper is organized as follows. In
Section II, we provide some notations used throughout this
work and for the sake of completeness we briefly present
graph theory and dynamic average consensus algorithm used
in this paper. We formulate the DCOP in Section III with
some assumptions and provide some standard results in convex
analysis. Section IV is dedicated to present our distributed so-
lutions along with analyses. We demonstrate the correctness of
the new approach by numerical simulations in energy networks
in Section V. Section VI ends this paper with conclusions and
future directions.
II. PRELIMINARIES
We first present notations and basic concepts. Let R, R≥0,
R>0, N, and Z≥1 correspondingly denote the real, non-
negative real, positive real, non-negative integer, and positive
integer numbers. In addition, Rn>v denotes the set of all vectors
in Rn with components greater than the respective components
of v ∈ Rn. Let In represent for the n × n identity matrix.
A matrix A ∈ Rn×n is denoted to be negative definite by
A ≺ 0 (resp. semi-negative definite A  0). Let ⊗ represent
the Kronecker product operator and the superscript ⊤ denotes
a transpose of a matrix or a vector. Let 1n = [1, ..., 1]
⊤ ∈ Rn,
while 0 represents for all-zero-entry vectors with an appropri-
ate dimension. Given a vector x = [x1, ..., xn]
⊤, x represents
for 1
n
∑n
i=1 xi. Additionally,
∂f
∂x
(y) means the derivative of
function f with respect to x, and then replacing the variable
x by y.
We continue to present some basic graph theory [16]. A
graph is a triplet G = (V , E ,A), where V = {1, ..., n} is the
node set and E ⊆ V ×V is the edge set. The adjacency matrix
A = [aij ] ∈ Rn×n is defined as aij = 1 if node j is connected
to node i, else, aij = 0. The graph is undirected if for every
(i, j) ∈ E , (j, i) ∈ E . An undirected graph is connected if
there exists a path between any pair of distinct vertices. The
neighboring set of agent i is defined as Ni = {j ∈ V|(j, i) ∈
E}. The Laplacian matrix L = [lij ] for the graph is defined
as L = D − A, where D is a diagonal matrix whose i−th
diagonal element is equal to
∑n
j=1 aij .
We then briefly review the dynamic average consensus
algorithm presented in [13]. Let G be an undirected and
connected graph and L be its Laplacian matrix. Then, for any
constant u ∈ Rn, the state of the following system:[
ξ˙
ζ˙
]
=
[
−In − L −L
L 0
] [
ξ
ζ
]
+
[
u
0
]
,
with arbitrary initial conditions ξ(0), ζ(0) ∈ Rn remains
bounded and ξ(t) converges exponentially to 1
n
1⊤nu1n as
t→∞.
III. PROBLEM FORMULATION
We consider a set of n ∈ Z≥1 agents communicating over an
undirected and connected graph G = (V , E ,A). Each agent is
represented by a corresponding vertex in the graph. Let xi ∈ R
be the state of agent i. The objective function of agent i is
measured by fi(xi) : R → R assumed to be strictly convex
and continuously differentiable. Each agent can measure only
its own objective function values and the derivative values of
the function. The states of agents in the networked system are
confined by l ∈ N equality constraints he(x) = 0, e ∈ H =
{1, ..., l}. In addition, agent i has mi ∈ N local inequality
constraints giji(xi) ≤ 0, ji ∈ Gi = {1, ...,mi}. If the set H is
empty, i.e., H = ∅, then there is no equality constraint in the
networked system. Similarly, Gi = ∅ means agent i does not
have any inequality constraint. In this work, we assume that
the constraints are affine such that he(x) =
∑n
i=1(a
h
iexi+b
h
ie)
and giji(xi) = a
g
iji
xi+ b
g
iji
, where ahie, b
h
ie, a
g
iji
, and b
g
iji
∈ R.
The considered problem can be viewed as a generalization of
the EDP [5]-[12], in which its supply-demand balance is an
equality constraint and limit capacity constraints are inequality
ones, and the ORAP [3], [12], [27]. Compared to [3] and
[27], our work considers inequality constraints which is more
challenging. The agents aim to cooperatively minimize the
total cost
∑n
i=1 fi(xi) while respecting the constraints. Let
x = [x1, ..., xn]
⊤ ∈ Rn. We mathematically state the DCOP
as
minimize f(x) =
n∑
i=1
fi(xi), (1a)
s.t. he(x) = 0, e ∈ H, (1b)
giji(xi) ≤ 0, i ∈ V and ji ∈ Gi. (1c)
We define the associated Lagrangian of the optimization
problem (1) as
L(x,µ,λ) =f(x) +
l∑
e=1
µehe(x)
+
n∑
i=1
mi∑
ji=1
λijigiji(xi),
(2)
where µe ∈ R, e ∈ H, λiji ∈ R≥0, i ∈ V and ji ∈ Gi,
are Lagrange multipliers and µ = [µ1, ..., µl]
⊤ ∈ Rl and
λ = [λ11, ..., λiji , ..., λnmn ]
⊤ ∈ R
∑n
i=1
mi
≥0 . It is well-known
that the Lagrange multiplier λiji is non-negative [19]-[20],
[21], [23].
We next present some standard results from convexity and
optimization in the literature [19]-[23]. Let x,y ∈ Rn and
f : Rn → R. The following statements are equivalent for
f ∈ C2:
1) f is convex.
2) ∇f(x)⊤(y − x) ≤ f(y)− f(x).
3) ∇2f(x) ≥ 0.
Moreover for x 6= y, f is strictly convex ⇔ ∇f(x)⊤(y −
x) < f(y) − f(x). Additionally, ∇2f(x) > 0 implies strict
convexity of f . Furthermore, if f(x) : R → R is continuously
differentiable and strictly convex, then
∂f
∂x
(x) is a strictly
increasing function in x.
Definition 3.1: (Saddle point definition) The saddle point
(x∗,y∗) ∈ X × Y , where X ⊆ Rn and Y ⊆ Rm, of function
f(x,y) is a point on which f(x∗,y) ≤ f(x∗,y∗) ≤ f(x,y∗),
for all x ∈ X and y ∈ Y .
We denote (x∗,µ∗,λ∗), where x∗ = [x∗1, ..., x
∗
n]
⊤ ∈ Rn,
µ∗ = [µ∗1, ..., µ
∗
l ]
⊤ ∈ Rl, λ∗ = [λ∗11, ..., λ
∗
iji
, ..., λ∗nmn ]
⊤ ∈
R
∑n
i=1
mi
≥0 , as a saddle point of L(x,µ,λ). The saddle point
satisfies L(x∗,µ,λ) ≤ L(x∗,µ∗,λ∗) ≤ L(x,µ∗,λ∗) for all
(x,µ,λ) ∈ Rn×Rl×R
∑n
i=1
mi
≥0 . The DCOP outlined in (1) is
said to be satisfied the Slater condition qualification if there
exists some feasible primal solution x∗ = (x∗1, ..., x
∗
n) ∈ R
n
at which giji(x
∗
i ) < 0 and he(x
∗) = 0, i ∈ V , ji ∈ Gi, and
e ∈ H. We now state the following two theorems [19]-[23]
which are used in our paper.
Theorem 3.1: Let fi, for all i ∈ V , be convex. Let x∗ ∈
R
n. If there exist µ∗ ∈ Rl and λ∗ ∈ R
∑n
i=1
mi
≥0 such that
(x∗,µ∗,λ∗) is a saddle point for the Lagrangian L(x,µ,λ)
in (2), then x∗ solves (1). Conversely, if x∗ is a solution to
(1) at which the Slater condition qualification is satisfied, then
there exist µ∗ ∈ Rl and λ∗ ∈ R
∑n
i=1
mi
≥0 such that (x
∗,µ∗,λ∗)
is a saddle point for the Lagrangian L(x,µ,λ).
Theorem 3.2: Let fi, for all i ∈ V , be convex. Then,
(x∗,µ∗,λ∗) ∈ Rn × Rl × R
∑
n
i=1 mi
≥0 is a saddle point of L
in (2) if and only if the following conditions are satisfied for
i ∈ V , e ∈ H, and ji ∈ Gi:
∇f(x∗) +
l∑
e=1
µ∗ea
h
e + [
mi∑
ji=1
λ∗ijia
g
iji
]vec = 0, (3a)
n∑
i=1
(ahiex
∗
i + b
h
ie) = 0, λ
∗
iji
≥ 0, (3b)
a
g
iji
x∗i + b
g
iji
≤ 0, (3c)
λ∗iji (a
g
iji
x∗i + b
g
iji
) = 0, (3d)
where ahe = [a
h
1e, ..., a
h
ne]
⊤ and [
∑mi
ji=1
λ∗ijia
g
iji
]vec =
[
∑m1
j1=1
λ∗1j1a
g
1j1
, ...,
∑mn
jn=1
λ∗njna
g
njn
]⊤.
The conditions (3a)-(3d) are referred to Karush-Kuhn-
Tucker (KKT) optimality conditions [20], [21]. Moreover,
condition (3d) is known as complementary slackness in the
sense of λ∗iji 6= 0 =⇒ (a
g
iji
x∗i +b
g
iji
) = 0 and (agijix
∗
i +b
g
iji
) 6=
0 =⇒ λ∗iji = 0.
We continue by stating some assumptions in this work.
Assumption 3.1: The objective cost function fi, for all i ∈ V ,
is strictly convex and continuously differentiable.
Let S = {x ∈ Rn|giji(xi) ≤ 0, i ∈ V , ji ∈ Gi, he(x) =
0, e ∈ H} be the feasible set and S∗ be the set of solutions
for the problem (1).
Assumption 3.2: The set S is nonempty and there exists
x ∈ S such that the Slater’s condition is satisfied.
Let ψhe = [
∂he
∂x1
(x), ..., ∂he
∂xn
(x)]⊤ ∈ Rn, e ∈ H, and ψgiji =
[
∂giji
∂x1
(xi), ...,
∂giji
∂xn
(xi)]
⊤ ∈ Rn, i ∈ V and ji ∈ Gi. For the
sake of convenience, we define the sets T E = {iji|i ∈ V , ji ∈
Gi, λ∗iji = 0} and T
I = {iji|i ∈ V , ji ∈ Gi, λ∗iji 6= 0}. Let
Ψ = [ψh1 , ...,ψ
h
l , ...,ψ
g
iji
, ...︸ ︷︷ ︸
iji∈T I
].
Assumption 3.3: The matrix Ψ has a full column rank.
As shown in later that Assumption 3.3 is required to
guarantee the uniqueness of saddle point of L in (2).
Assumption 3.4: The communication graph G is undirected
and connected.
IV. MAIN RESULTS
A. Distributed Solution
To tackle the problem (1) in a fully distributed and privacy-
guaranteed manner, we propose a solution described in (4)-(6)
which operate simultaneously. We would like to estimate the
average 1
n
∑n
i=1(a
h
iexi + b
h
ie), for each i ∈ V and e ∈ H, by
the following dynamical equations
ξ˙hie =− ξ
h
ie −
∑
j∈Ni
(ξhie − ξ
h
je)−
∑
j∈Ni
(ζhie − ζ
h
je)
+ (ahiexi + b
h
ie), (4a)
ζ˙hie =
∑
j∈Ni
(ξhie − ξ
h
je), (4b)
where ξhie and ζ
h
ie ∈ R. We also estimate the Lagrange
multiplier µe, for each i ∈ V and e ∈ H, by
ξ˙
µ
ie =− ξ
µ
ie −
∑
j∈Ni
(ξµie − ξ
µ
je)
−
∑
j∈Ni
(ζµie − ζ
µ
je) + µie, (5a)
ζ˙
µ
ie =
∑
j∈Ni
(ξµie − ξ
µ
je), (5b)
where ξ
µ
ie, ζ
µ
ie, and µie ∈ R. The following is called slow
dynamics aiming to seek the optimal value for xi, i ∈ V :
x˙i =− ǫk
x
i
( ∂fi
∂xi
(xi) +
l∑
e=1
ξ
µ
ie
∂he
∂xi
(x)
+
mi∑
ji=1
λiji
∂giji
∂xi
(xi)
)
, (6a)
µ˙ie =ǫk
µ
ie
(
ξhie −
∑
j∈Ni
(µie − µje)
)
, e ∈ H, (6b)
λ˙iji =ǫk
λ
iji
λijigiji(xi), ji ∈ Gi, (6c)
where kxi , k
µ
ie, k
λ
ie ∈ R>0 and ǫ is a small real positive number.
Remark 4.1: The equations (4) and (5), which utilize the
average dynamic consensus algorithm mentioned in Section II,
are considered as fast dynamics, while (6) is slow dynamics
with sufficiently small ǫ ∈ R>0. As can be seen in (4)-(6),
agent i needs only its local information and its neighbors’
information; so the proposed algorithm is fully distributed.
Furthermore, the strategy also guarantees the privacy; each
agent knows only the average estimate during the information
exchange. Since µe is global information, the subsystem (6b)
aims to reach a consensus value µie = µje, for all i, j ∈ V .
Additionally, it is stated in [19]-[20] that if λiji has positive
initialization, then it stays non-negative.
B. Convergence Analysis
Lemma 4.1: Let L(x,µ,λ) be strictly convex in x and
suppose it possesses at least one saddle point (x∗,µ∗,λ∗).
Then the component x∗ of every saddle point (x∗,µ∗,λ∗) is
unique.
The proof of Lemma 4.1 is similar to that of Lemma 1 in
[20]; thus, it is omitted.
Lemma 4.2: Let Assumptions 3.1-3.2 be satisfied. Then,
there is a unique solution for the optimization problem (1).
Proof: Since fi(xi) is strictly convex, so is f(x). Moreover,
giji(xi) is convex. Thus, S
∗ is nonempty, compact, and convex
[22]. Under Assumption 3.2, Slater’s condition is satisfied.
Hence, according to Theorem 3.1, for each x∗ ∈ S∗ there
exist µ∗ ∈ Rl and λ∗ ∈ R
∑n
i=1
mi
≥0 such that (x
∗,µ∗,λ∗) is
a saddle point for L. Since f(x) is strictly convex, so is L;
thus, the component x∗ of every saddle point (x∗,µ∗,λ∗) is
unique, according to Lemma 4.1. This concludes our proof.
Lemma 4.3: Let Assumptions 3.1-3.3 be satisfied. Then,
there exists a unique saddle of L defined in (2).
Proof: According to Lemma 4.2, there exists a unique
optimal solution x∗ of (1) and there also exists a saddle point
(x∗,µ∗,λ∗) for L. We then prove this saddle point is unique.
The KKT condition (3a) can be rewritten as
Ψ[(µ∗)⊤ (λ∗,I)⊤]⊤ = −∇f(x∗),
where λ∗,I = [..., λ∗iji , ...]
⊤ for iji ∈ T I . Furthermore, since
fi is strictly convex,
∂fi
∂xi
(xi) is an increasing function; thus,
there is a unique ∇f(x∗) for the unique x∗. As a result, under
Assumption 3.3 there exists unique µ∗ and λ∗ corresponding
to x∗; hence, the saddle point (x∗,µ∗,λ∗) is unique. This
completes our proof.
We now go further to investigate the convergence of our
proposed strategy to the unique solution of (1). Let ǫ tends to
0 and Assumptions 3.4 be satisfied, then ξ
µ
ie and ξ
h
ie become
instantaneous [24] as discussed in Section II; that is ξhie in (4)
converges to 1
n
∑n
i=1(a
h
iexi + b
h
ie) and ξ
µ
ie in (5) converges to
1
n
∑n
i=1 µie. Hence, (6) can take the following form in time
τ = ǫt scale when ǫ tends to 0:
dxi
dτ
=− kxi
( ∂fi
∂xi
(xi) +
l∑
e=1
µea
h
ie +
mi∑
ji=1
λijia
g
iji
)
, (7a)
dµie
dτ
=kµie
(
he −
∑
j∈Ni
(µie − µje)
)
, e ∈ H, (7b)
dλiji
dτ
=kλijiλijigiji(xi), ji ∈ Gi. (7c)
where µe =
1
n
∑n
i=1 µie and he =
1
n
∑n
i=1(a
h
iexi + b
h
ie).
Lemma 4.4: Let Assumptions 3.1-3.4 be satisfied. Addition-
ally, λiji has positive initialization for all i ∈ V and ji ∈ Gi.
The reduced model (7) is globally asymptotically stable.
Proof: We introduce the coordinate transformation xˆi =
xi − x∗i , µˆie = µie − µ
∗
e and λˆiji = λiji − λ
∗
iji
. Let µˆe =
1
n
∑n
i=1 µˆie and hˆe =
1
n
∑n
i=1 a
h
iexˆi. It is worth mentioning
that 1
n
∑n
i=1(a
h
iex
∗
i + b
h
ie) = 0 and we also have (3a). Then,
(7) can be rewritten as
dxˆi
dτ
=− kxi
(∂fi
∂xi
(xˆi + x
∗
i )−
∂fi
∂xi
(x∗i )
+
l∑
e=1
µˆea
h
ie +
mi∑
ji=1
λˆijia
g
iji
)
, (8a)
dµˆie
dτ
=kµie
(
hˆe −
∑
j∈Ni
(µˆie − µˆje)
)
, e ∈ H, (8b)
dλˆiji
dτ
=kλiji (λˆiji + λ
∗
iji
)(agiji xˆi + b
g
iji
+ agijix
∗
i ), ji ∈ Gi.
(8c)
Let us denote xˆ = [xˆ1, ..., xˆn]
⊤ ∈ Rn, µˆe = [µˆ1e, ..., µˆne]
⊤ ∈
R
n, e ∈ H, µ˜ = [µˆ1, ..., µˆl]
⊤ ∈ Rnl and λˆ =
[λˆ11, ..., λˆiji , ..., λˆnmn ]
⊤ ∈ R
∑n
i=1
mi . For the sake of pre-
sentation, we also denote wˆ = [xˆ⊤, µ˜⊤, λˆ
⊤
]⊤. Inspired by
the Lyapunov function proposed in [19]-[20], we consider the
following Lyapunov function:
V (wˆ) =
n∑
i=1
1
2kxi
xˆ2i +
n∑
i=1
l∑
e=1
1
2kµie
µˆ2ie +
n∑
i=1
mi∑
ji=1,λ∗iji
=0
λˆiji
kλiji
+
n∑
i=1
mi∑
ji=1,λ∗iji
6=0
1
kλiji
(
λˆiji − λ
∗
iji
ln(
λˆiji + λ
∗
iji
λ∗iji
)
)
.
It is straightforward to see that
∑n
i=1
1
2kx
i
xˆ2i ≥ 0 and∑n
i=1
∑l
e=1
1
2kµ
ie
µˆ2ie ≥ 0. Note that for iji ∈ T
E , we have
λˆiji = λiji ≥ 0. For iji ∈ T
I , let us denote θiji =
λˆiji
λ∗
iji
.
Then the sum of the third and the fourth term of V (wˆ) can be
rewritten as
∑n
i=1
∑
iji∈T E
λˆiji
kλ
iji
+
∑n
i=1
∑
iji∈T I
λ∗iji
kλ
iji
(θiji −
ln(1+θiji)). The function f
θ(θiji) = θiji−ln(1+θiji) ≥ 0 for
all θiji ∈ (−1,+∞), f
θ(θiji )→ +∞ when θiji → +∞ and
fθ(θiji ) = 0 ⇔ θiji = 0 (or λˆiji = 0) in the case iji ∈ T
I .
Therefore, V (wˆ) is continuously differentiable, radially un-
bounded and positive definite on Rn×Rnl×R
∑n
i=1
mi
>−λ∗ . Taking
the derivatives of V (wˆ) along the trajectories of (8) and notic-
ing that
∑n
i=1
(
xˆi(
∑l
e=1 µˆea
h
ie)
)
=
∑n
i=1
(∑l
e=1(µˆiehˆe)
)
,
we obtain
dV (wˆ)
dτ
=−
n∑
i=1
xˆi
( ∂fi
∂xi
(xˆi + x
∗
i )−
∂fi
∂xi
(x∗i )
)
−
n∑
i=1
(
xˆi
mi∑
ji=1
λˆijia
g
iji
)
−
l∑
e=1
µˆ
⊤
e Lµˆe
+
n∑
i=1
mi∑
ji=1
( 1
kλiji
dλˆiji
dτ
−
λ∗iji
kλiji
dλˆiji
dτ
λˆiji + λ
∗
iji
)
It is worth mentioning that
dλˆiji
dτ
=
dλiji
dτ
, λiji = λˆiji + λ
∗
iji
,
xi = xˆi + x
∗
i and λ
∗
iji
(agijix
∗
i + b
g
iji
) = 0. Then, we can have
1
kλiji
dλˆiji
dτ
−
λ∗iji
kλiji
dλˆiji
dτ
λˆiji + λ
∗
iji
=
1
kλiji
dλˆiji
dτ
−
λ∗iji
kλiji
dλˆiji
dτ
λiji
=(λˆiji + λ
∗
iji
)(agiji xˆi + b
g
iji
+ agijix
∗
i )
− λ∗iji (a
g
iji
xˆi + b
g
iji
+ agijix
∗
i )
=λˆiji (a
g
iji
xˆi + b
g
iji
+ agijix
∗
i ).
It is also worth noticing that
∑n
i=1
(
xˆi
∑mi
ji=1
λˆijia
g
iji
)
=∑n
i=1
∑mi
ji=1
λˆijia
g
iji
xˆi. Hence, we have
dV (wˆ)
dτ
=−
n∑
i=1
xˆi
( ∂fi
∂xi
(xˆi + x
∗
i )−
∂fi
∂xi
(x∗i )
)
−
l∑
e=1
µ⊤e Lµe +
n∑
i=1
mi∑
ji=1
λˆiji (a
g
iji
x∗i + b
g
iji
).
Since ∂fi
∂xi
(xi) is an increasing function, −xˆi
(
∂fi
∂xi
(xˆi + x
∗
i )−
∂fi
∂xi
(x∗i )
)
≤ 0. In addition, it is straightforward to see that
−µˆ⊤e Lµˆe ≤ 0. Furthermore, note that λˆiji = λiji ≥ 0 for
iji ∈ T E and a
g
iji
x∗i + b
g
iji
= 0 for iji ∈ T I . Considering
the KKT condition (3c), we can obtain λˆiji (a
g
iji
x∗i + b
g
iji
) ≤
0. Consequently, dV
dτ
≤ 0. We can use LaSalle’s invariance
principle where the largest invariant set I is defined as dV
dτ
≡
0. The set defined from dV
dτ
≡ 0 is characterized by
1) xˆi = 0 for all i ∈ V .
2) µˆie = µˆje for all i, j ∈ V , e ∈ {1, ..., l}.
3) λˆiji (a
g
iji
x∗i + b
g
iji
) = 0, i ∈ V and ji ∈ Gi.
First, xˆi = 0 in 1) implies
dxi
dτ
= 0 and xi = x
∗
i . From (7a),
in the original coordinate, we therefore have
∇f(x∗) +
l∑
e=1
µea
h
e + [
mi∑
ji=1
λijia
g
iji
]vec = 0,
which satisfies the condition (3a). Second, from 3) and the
complementary slackness condition λ∗iji (a
g
iji
x∗i +b
g
iji
) = 0, we
can obtain λiji (a
g
iji
x∗i + b
g
iji
) = 0 satisfying (3d) condition.
It can also be seen that λiji ≥ 0 and since xi = x
∗
i ,∑n
i=1(a
h
iexi + b
h
ie) = 0 and a
g
iji
xi + b
g
iji
≤ 0. Hence,
the largest invariant set in the original coordinate contains
elements that satisfy the KKT conditions (3a)-(3d). Then, the
largest invariant set in the original coordinate is characterized
by
1’) xi = x
∗
i for all i ∈ V .
2’) µie = µje = µe = µ
∗
e for all i, j ∈ V , e ∈ H.
3’) λiji = λ
∗
iji
, i ∈ V and ji ∈ Gi.
As proved in Lemma 4.3, the saddle point (x∗,µ∗,λ∗) is
unique. We therefore can conclude that the reduced model
(7) is globally asymptotically stable.
Suppose (ξ∗,hie , ζ
∗,h
ie ) and (ξ
∗,µ
ie , ζ
∗,µ
ie ) in order are equilib-
rium points of boundary-layer (4) and (5) at the equilibrium
point of the reduced model. Introducing the change of vari-
ables ξˆhie , ξ
h
ie − ξ
∗,h
ie , ζˆ
h
ie , ζ
h
ie − ζ
∗,h
ie , ξˆ
µ
ie , ξ
µ
ie − ξ
∗,µ
ie and
ζˆ
µ
ie , ζ
µ
ie − ζ
∗,µ
ie , (4)-(5) can be rewritten for all i ∈ V and
e ∈ H as
ǫ
dξˆhie
dτ
=− ξˆhie −
∑
j∈Ni
(ξˆhie − ξˆ
h
je)
−
∑
j∈Ni
(ζˆhie − ζˆ
h
je) + a
h
iexˆi, (9a)
ǫ
dζˆhie
dτ
=
∑
j∈Ni
(ξˆhie − ξˆ
h
je), (9b)
ǫ
dξˆ
µ
ie
dτ
=− ξˆµie −
∑
j∈Ni
(ξˆµie − ξˆ
µ
je)
−
∑
j∈Ni
(ζˆµie − ζˆ
µ
je) + µˆie, (10a)
ǫ
dζˆ
µ
ie
dτ
=
∑
j∈Ni
(ξˆµie − ξˆ
µ
je). (10b)
For the sake of presentation, we denote some variables as
follows. Let ξˆ
h
= [ξˆh11, ..., ξˆ
h
n1, ξˆ
h
12, ..., ξˆ
h
n2, ..., ξˆ
h
nl]
⊤, ξˆ
µ
=
[ξˆµ11, ..., ξˆ
µ
n1, ξˆ
µ
12, ..., ξˆ
µ
n2, ..., ξˆ
µ
nl]
⊤, ζˆ
h
= [ζˆh11, ..., ζˆ
h
n1, ζˆ
h
12, ...,
ζˆhn2, ..., ζˆ
h
nl]
⊤, ζˆ
µ
= [ζˆµ11, ..., ζˆ
µ
n1, ζˆ
µ
12, ..., ζˆ
µ
n2, ..., ζˆ
µ
nl]
⊤, uˆh =
[ah11xˆ1, ..., a
h
n1xˆn, a
h
12xˆ1, ..., a
h
n2xˆn, ..., a
h
nlxˆn]
⊤ and µˆ =
[µˆ11, ..., µˆn1, µˆ12, ..., µˆn2, ..., µˆnl]
⊤ ∈ Rnl. Denote ξˆ =
[(ξˆ
h
)⊤, (ξˆ
µ
)⊤]⊤, ζˆ = [(ζˆ
h
)⊤, (ζˆ
µ
)⊤]⊤ and uˆ =
[(uˆh)⊤, (µˆ)⊤]⊤ ∈ R2nl. We can have the concatenated form
for (9)-(10) as
ǫ

 dˆξdτ
d
ˆζ
dτ

 = [−I2l ⊗ (I+ L) −I2l ⊗ L
I2l ⊗ L 0
] [
ξˆ
ζˆ
]
+
[
uˆ
0
]
. (11)
Let ξˆ
s
and ζˆ
s
be the quasi-steady states of ξˆ and ζˆ, re-
spectively. Let vˆ = [xˆ⊤, µˆ⊤]⊤ and y = [ξˆ, ζˆ]⊤ − [ξˆ
s
, ζˆ
s
]⊤.
Rewriting (11) in the following form with time t scale:
dy
dt
= g(t, vˆ,y + [ξˆ
s
, ζˆ
s
]⊤, ǫ). (12)
Lemma 4.5: Let Assumptions 3.1-3.4 be satisfied. Addition-
ally, λiji has positive initialization for all i ∈ V and ji ∈ Gi.
Then, the origin of the boundary-layer model
dy
dt
= g(t, vˆ,y + [ξˆ
s
, ζˆ
s
]⊤, 0) (13)
is globally exponentially stable, uniformly in (t, vˆ).
Proof: Let us define an orthogonal matrix U ∈ Rn×n
such that U = [u1, ...,un] = [U1,un], where ui ∈ Rn,
U1 ∈ Rn×(n−1), u⊤i uj = 0 and un = δ1n, where
δ > 0 is a positive constant, i, j ∈ {1, ..., n} and i 6= j.
Define [(ζˆ11)
⊤, ζˆ12, ..., (ζˆ(2l)1)
⊤, ζˆ(2l)2]
⊤ = (I2l ⊗ U⊤)ζˆ
where ζˆi1 ∈ R
n−1 and ζˆi2 ∈ R, i ∈ {1, ..., 2l}. Denote
ζˆ1 = [(ζˆ11)
⊤, ..., (ζˆ(2l)1)
⊤]⊤ and ζˆ2 = [ζˆ12, ..., ζˆ(2l)2]
⊤.
Then, (11) can be rewritten as
ǫ

 dˆξdτ
d
ˆζ
1
dτ

 = [−I2l ⊗ (I+ L) −I2l ⊗ LU1
I2l ⊗U⊤1 L 0
] [
ξˆ
ζˆ1
]
+
[
uˆ
0
]
,
(14)
and
ǫ
dζˆ2
dτ
= 0. (15)
Define [(ζˆ
s
11)
⊤, ζˆ
s
12, ..., (ζˆ
s
(2l)1)
⊤, ζˆ
s
(2l)2]
⊤ = (I2l ⊗ U⊤)ζˆ
s
where ζˆ
s
i1 ∈ R
n−1 and ζˆ
s
i2 ∈ R, i ∈ {1, ..., 2l}. Denote
ζˆ
s
1 = [(ζˆ
s
11)
⊤, ..., (ζˆ
s
(2l)1)
⊤]⊤ and ζˆ
s
2 = [ζˆ
s
12, ..., ζˆ
s
(2l)2]
⊤.
Since ξˆ
s
and ζˆ
s
are quasi-steady states of ξˆ and ζˆ, then we
can have[
−I2l ⊗ (I+ L) −I2l ⊗ LU1
I2l ⊗U⊤1 L 0
]
︸ ︷︷ ︸
:=A
[
ξˆ
s
ζˆ
s
1
]
+
[
uˆ
0
]
= 0. (16)
Let y1 = ξˆ − ξˆ
s
and y2 = ζˆ1 − ζˆ
s
1. Then, (14) can have the
form as follows:
ǫ
[
dy1
dτ
dy2
dτ
]
=A
[
y1 + ξˆ
s
y2 + ζˆ
s
1
]
+
[
uˆ
0
]
− ǫ

 dˆξsdτ
d
ˆζ
s
1
dτ


=A
[
y1 + ξˆ
s
y2 + ζˆ
s
1
]
+
[
uˆ
0
]
− ǫ

 ∂ˆξs∂vˆ
∂
ˆζ
s
1
∂vˆ

 dvˆ
dτ
.
(17)
Hence, in t-time scale
[
dy1
dt
dy2
dt
]
= A
[
y1 + ξˆ
s
y2 + ζˆ
s
1
]
+
[
uˆ
0
]
− ǫ

 ∂ˆξs∂vˆ
∂
ˆζ
s
1
∂vˆ

 dvˆ
dτ
. (18)
In time t scale, letting ǫ = 0 and due to (16), we can have[
dy1
dt
dy2
dt
]
= A
[
y1
y2
]
. (19)
Since the matrix A is Hurwitz by Lemma 3 in [20], the origin
of the boundary-layer model (13) is globally exponentially
stable, uniformly in (t, vˆ).
The following theorem studies the semi-globally practically
asymptotically (SPA) stability [24] of the proposed model.
Theorem 4.1: Let Assumptions 3.1-3.4 be satisfied. Addi-
tionally, λiji has positive initialization for all i ∈ V and
ji ∈ Gi. Then, the system described by (4), (5) and (6) is
SPA stable.
Proof: Lemma 4.4 points out that the reduced model (7) is
globally asymptotically stable. We also have Lemma 4.5 which
implies that the origin of the boundary-layer model (13) is
globally exponentially stable, uniformly in (t, vˆ). Then, we
can apply Lemma 1 in the Appendix of [24] and can conclude
that the system described by (4), (5) and (6) is SPA stable.
Roughly speaking, the SPA stability can be interpreted
as given a sufficiently large set of initial conditions BI
for (x, µ11, ..., µn1, ..., µ1l, ..., µnl,λ) and a sufficiently small
neighborhood BN of (x
∗, µ∗1, ..., µ
∗
1︸ ︷︷ ︸
n elements
, ..., µ∗l , ..., µ
∗
l︸ ︷︷ ︸
n elements
,λ∗), it is
possible to adjust the parameter ǫ so that all solutions starting
from the set BI eventually converge to BN .
2
1
3
5
7
4 8
6
Fig. 1. Communication topology for the simulation.
V. APPLICATION TO ENERGY NETWORK VIA NUMERICAL
SIMULATION
We consider a network of 8 generators communicating over
an undirected and connected graph as depicted in Fig. 1. Let
xi be the power generation and x
d
i be the power demand
of node i. Each generator has a generation cost function
fi(xi) = aix
2
i + bixi + ci, ai > 0. It is straightforward to see
that the considered quadratic cost function is strictly convex.
We set {a1, ..., a8} = {1, 3, 1, 1, 1, 2, 1, 1}, {b1, ..., b8} =
{−5,−10,−10,−5,−2,−5,−5,−5}, and ci = 0 for all
i ∈ V . We now study two cases which can be encountered
in real energy networks.
A. Simulation Case 1
We consider the case in which the 8 generators coopera-
tively minimize the total generation cost function in a dis-
tributed manner while satisfying supply-demand balance con-
straint as
∑3
i=1 xi =
∑3
i=1 x
d
i and
∑8
i=4 xi =
∑8
i=4 x
d
i . The
power demand at each bus (in p.u.) is given as {xd1, ..., x
d
8} =
{0.51, 0.52, 0.53, 0.54, 0.55, 0.56, 0.57, 0.58}. By setting up
the scenario, the 8 generators can be divided into 2 clusters;
the first cluster has generators 1, 2, and 3, while generators 4,
5, 6, 7, and 8 are in the second one. Each cluster should be
able to supply power for it. The simulation results for this
case are shown in Fig. 2 and Fig. 3. As can be seen, by
applying our algorithm the generators can find the optimal
values to minimize the overall cost of generation, while the
supply-demand balance for each cluster is satisfied in Fig. 3.
B. Simulation Case 2
We suppose that each generator has a lower and an upper
limit capacity, i.e., xmi ≤ xi ≤ x
M
i . The limit generation
capacity (in p.u.) at each generator is given by 0.7 ≤ x1 ≤ 0.9,
0.3 ≤ x2 ≤ 0.9, 0.4 ≤ x3 ≤ 0.9, 0.1 ≤ x4 ≤ 1.0, 0.1 ≤ x5 ≤
1.0, 0.1 ≤ x6 ≤ 1.0, 0.1 ≤ x7 ≤ 0.9, and 0.1 ≤ x8 ≤ 0.7.
The power demand is given the same as in the simulation case
1. The energy networked system has supply-demand balance
constraint
∑8
i=1 xi =
∑8
i=1 x
d
i that the simulation results
shown in Fig. 5 demonstrate the correctness. Fig. 4 depicts
the optimal power generation seeking. As can be seen in Fig.
4, the generators’ power generations converge to the optimal
values while honoring the limit capacity constraints.
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Fig. 2. Optimal power generation of the simulation case 1.
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Fig. 3. Supply-demand balance for cluster of generator 1, 2, and 3 and cluster
of generator 4, 5, 6, 7, and 8 of the simulation case 1.
VI. CONCLUSION AND FUTURE WORK
We have presented a distributed algorithm for constrained
optimization with affine constraints. The fully distributed algo-
rithm is inspired from singular perturbation, dynamic average
consensus, and saddle point dynamics methods. The private
information of agents in the networked system is guaranteed
because we use the dynamic average consensus protocol
to estimate average information in boundary-layer systems.
The well-developed singular perturbation theory allows us to
provide a rigorous analysis on the non-local stability of our
proposed algorithm. As demonstrated in the two simulations,
the distributed solution can be applied into energy networks.
As a future work, we will consider some uncertainties in
exchanged information between neighboring nodes.
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Fig. 4. Optimal power generation of the simulation case 2.
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Fig. 5. Power supply-demand balance of the simulation case 2.
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