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Abstract
Pentameric ligand-gated ion channels (pLGICs) are a family of membrane proteins
that mediate the fast synaptic communication between neurons. The delicate role
played by these neuroreceptors makes them major therapeutic targets for a variety
of neuronal disorders, including Alzheimer’s disease, which can be attributed to
flaws in neuronal signalling. pLGICs are formed by five subunits arranged around
an ion permeable pore and are activated by the binding of small molecules, the
neurotransmitters, which triggers a wave of conformational changes culminating with
the opening (gating) of the ion channel. In spite of their importance, we still have a
very limited understanding of their behaviour and only in recent years the availability
of structural information from experiments and progress in computational methods
are opening new possibilities to tackle their complexity at the atomic level.
In this project, we investigated the activation mechanisms of prototypical pLGICs
with the aid of a number of state-of-the-art and novel computational techniques. In
particular, molecular dynamics and metadynamics, a powerful enhanced sampling
method to accelerate rare events, were employed to study the binding process of the
neurotransmitter GABA to the insect RDL receptor, complementing mutagenesis
electrophysiology experiments; binding free energy landscapes and affinities were
evaluated both for the wild-type and selected mutants and plausible binding paths
were identified.
The role of the trans-cis isomerisation of a highly conserved proline on the gating
of the serotonin-activated 5-HT3 receptor was also explored with metadynamics.
Experiments found this single process to be crucial for the correct functioning of
the gate and our simulations showed a correlation between the isomerisation of this
proline and conformational changes in the helices lining the pore.
Understanding the conformational preference of protein building blocks may thus
hold the key to fully comprehend the behaviour of whole receptors. Hence, a novel
protocol, based on metadynamics and the dimensionality reduction algorithm sketch-
map, was developed to map the conformational free energy of amino acids. As an
example, it was applied here to aspartic acid, for which a number of stable conformers,
including those experimentally observed with rotational spectroscopy, were identified.
The results obtained in this thesis contribute to the fundamental understanding
i
of pLGICs by helping unravel the complexity of the neurotransmitter binding and
channel gating processes. Given the number of experimental structures recently
made avalable, they are particlarly timely in paving the way for future studies on
this important family of proteins.
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In the human body, an impressive range of functions is controlled by a single
organ, the brain. It manages the heart rate and other voluntary and involuntary
muscular movements, acquires and processes information from external stimuli and
designs adequate responses to the environment; moreover, it is involved in learning,
dreaming, memory and emotions. In order to operate this extensive apparatus, the
brain is provided with about 1012 nerve cells, which can create 103− 104 connections
each, making it the most complex living structure known to date [2, 3].
Figure 1.1: Drawing of a neuron in the Cerebral Motor Cortex by Santiago Ramo´n y Cajal (1852-
1934), Spanish neuroscientist and Nobel laureate famous for its pioneering work in describing and
depict the complexity of the neuronal structures. Here, the body, the axon and the network of
dendrites are clearly visible.
These basic working units are known as neurons: they are very specialised cells,
composed of a main body, dendrites, and an axon and they are supported externally
1
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and protected by the glial cells. While the body contains all the substances necessary
for the functioning of the cell, i.e. the nucleus and the cytoplasm, the axon is an
electrically excitable part which extends into many smaller branches before ending at
nerve terminals. On the contrary, dendrites are devised to receive signals from other
neurons. The terminal part of the axon can form contact points, the synapses, on
the dendrites and the cell body of other neurons. Here, chemical or electrical signals
are exchanged. Almost 1012− 1014 of these junctions are present in the human brain:
an extensive network which is characterised by a degree of plasticity, as it is able to
modify the connection paths to better cope with problems and new situations [2–4].
In Fig. 1.2 a schematic representation of a neuron is shown.
Neuronal communication relies on a wide set of proteins with different structural
and functional properties, the neuroreceptors. While some of these proteins can be
activated by differences in the electrical potential on the two sides of the neuronal
membrane, some of them are activated by the interaction with small molecules, the
ligands or neurotransmitters, which act as carriers of the information outside the
neuronal cell.
Figure 1.2: Schematic representation of a neuron cell and its components. On the top, a close view
of a synapse is shown. (Image from Wikimedia Commons, Mariana Ruiz Villarreal, 2007)
Neurotransmitter activated receptors can be divided in two groups with radically
different structure and function: G-protein coupled receptors (GPCRs) [5] and ligand-
gated ion channels (LGICs). Signal transduction of GPCRs is metabotropic: when
activated, these proteins transfer the information via a chain of events involving
other compounds, i.e. through secondary messengers. On the contrary, LGICs are
ionotropic: they feature an ion permeable pore whose opening and closure is key to
the fast synaptic transmission between neurons [6]. They are multi-domain proteins
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embedded in the membrane of nerve cells and have been the topic of study in this
thesis.
1.1 Ligand-Gated Ion Channels
LGICs are composed of an extracellular domain, which is located outside the
cell, a transmembrane domain, spanning the membrane, and an intracellular domain,
located in the cytosol. These proteins work as bridges between what is inside and
what is outside the cell, interacting and responding to external stimuli and modifying
the difference of electric potential between the internal and the external environments.
During the synaptic transmission, the information travels within the cell via electrical
signals, while the exchange of information outside the membrane is mediated by the
neurotransmitters, which diffuse across a synaptic cleft from the presynaptic to the
postsynaptic neuron. These chemical messengers can open pathways to the signals
by binding to ion channels, which in turn act as selective filters, allowing specific
ions to flow into the cell. In Fig. 1.3 a representation of this mechanism is shown.
Figure 1.3: The sequence of activation of a ligand-gated ion channel (adapted from ref. [7]), where
it is possible to observe the binding of the ligand which triggers the opening of the channel and the
consequent flow of ions.
The change in internal electric potential generates (or inhibits) the electric signal
allowing (or preventing) it to travel through the neuron body and axon. When
this so-called action potential reaches the end of the axon, it triggers the release of
neurotransmitters in the next cleft, propagating the message across the environment.
Neurotransmitters can be excitatory, when they activate channels permeable to
potassium (K+) and sodium (Na+) ions and stimulate the generation of the electric
potential, or inhibitory, when they allow negative chlorine (Cl-) ions to flow inside the
cell membrane reducing it instead [7]. This simple mechanism can generate complex
behaviours: at each stage particular reactions in the receiving cell can be switched
on or off and the reactions chain can then culminate in a body response such as the
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contraction of a muscle or the production of specific enzymes [2, 7].
There are two theories that try to describe the activation of LGICs. The first one is
an induced-fit theory that states that conformational changes in the protein, which
lead to the opening (gating) of the ion-conducting pore, are driven by the selective
binding of ligands to a specific location in the protein (Fig. 1.3) [8].
The alternative explanation, known as the Monod-Wyman-Changeux (MWC) theory,
postulates instead that open and closed conformations are both present and inter-
convert spontaneously at equilibrium: in this picture, each neurotransmitter binding
event promotes the additive stabilisation of the open conformation, which takes effect
as a concerted motion of all subunits, while the absence of ligands favours the closed
state [9, 10].
The fundamental role of these proteins as information filters within the central
nervous system has made them targets of numerous projects of drug design. As a
matter of fact, malfunctioning channels can lead to serious neural diseases, such as
Alzheimer’s disease, Parkinson’s disease, insomnia, epilepsy, anxiety, addictions and
many others [11, 12]. Research for therapeutics aims at engineering artificial ligands,
which can compete with or substitute the natural neurotransmitters and push the
protein toward the desired response [13].
The Cys-loop superfamily
Most of the eukaryotic LGICs have highly conserved disulphide bridges, covalent
bonds between two sulphur atoms belonging to different Cysteines (CYS) found
at a distance of 15 residues in the extracellular domain [7, 14]. These structural
motifs give the name to the Cys-loop receptors superfamily, whose members are
then divided in two categories: the cation-selective (excitatory) receptors, like the
nicotinic acetylcholine receptors (nAChR), in Fig. 1.5, and the serotonin 5-HT3
receptors, and the anion-selective (inhibitory) members, such as the γ-aminobutyric
acid (GABAA/C) receptors, glycine receptors (GlyR) and glutamate-gated chloride
channels (GluCl) [4, 11].
The Cys-loop family has specific conformational features: its members are pen-
tameric LGICs (pLGICs), namely they are made of five subunits surrounding the
ion permeable pore; each one of these subunits spans the cellular membrane and
contains the disulphide bond in its N-terminal ECD, where also the binding site
for their natural neurotransmitters is found, at the interface between two subunits.
The TMD is characterised by a series of helices, composed of mostly hydrophobic
residues in their central section and polar residues at their upper and lower ends.
This facilitates the positioning of the protein within the phospholipid bilayer, thanks
to polar interactions with the lipid heads at the membrane surface and hydrophobic
interactions with the tails within its core. In Fig. 1.5 the alleged position of the
lipid membrane is shown with dashed lines for the nACh receptor. Because of their
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excitatory and inhibitory roles across the central nervous system, this family is
therapeutic target for benzodiazepines, barbiturates, general anaesthetics and other
sedative drugs [14, 15].
(a) (b)
Figure 1.4: An X-ray crystallography structure of nAChR, entry 2BG9 [16] of the Protein Data
Bank (PDB). Each subunit is colored independently from red to blue in anticlockwise order and the
lipid membrane boundaries are shown with a dashed line.
Crystal Structures and Homology Models
The first challenge when working with membrane proteins such as pLGICs is the
limited number of atomistic structures available in protein databases. This informa-
tion is usually obtained through X-ray crystallography, but the hydrophobicity of
the transmembrane section makes them particularly difficult to crystallise. Alter-
native techniques, such as Nuclear Magnetic Resonance (NMR) and Cryo-Electron
Microscopy (CryoEM) are also available, but they still present challenges: they are
expensive, they may be limited in the size of the samples and the resulting data
is generally lower in resolution when compared to that of X-ray crystallography.
To date, less than 3% of the structures found in the Protein Data Bank (PDB)
database belong to membrane proteins, despite the fact that they represent between
20% to 30% of most organisms’ proteins and account for more than 40% of drug
design targets. [17, 18] While techniques to increase the efficacy of these structural
investigation methods are being developed, one has to rely on the available structures,
complementing with homology modeling and structure refinement methods.
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One of the first significant structures made available was the nicotinic acetylcholine
receptor, a non-specific cationic channel (i.e. it is permeable to many kinds of
positive ions), that was the first pLGIC to be discovered [19] and was mapped at 4 A˚
resolution by means of electron cryomicroscopy [16, 20, 21]. The nAChR structure,
shown in Fig. 1.5, can be formed by five identical or different subunits in various
combinations; its associated transmitter is acetylcholine, which is involved in the
activation of motor neurons and, thus, in the muscular movements. nAChR can also
be activated by nicotine, an addictive stimulant, which acts as agonist ligand.
The term agonist is commonly used to define a ligand that fully (or partially) activates
the neuronal receptor to which it attaches, while antagonist defines a ligand whose
role is to block the action of an agonist, i.e. binding to the receptor in its place, but
without necessarily activating it.
As mentioned before, to bypass the lack of structural information for the Cys-loop
family, it is possible to exploit the homology modelling technique, which relies on
the idea that proteins sharing evolutionary paths show similar folding patterns even
with relatively low amino-acid sequence identity [22, 23]. However, an identity of
more than 20% is required to obtain reliable models. The idea is then to use a
known structure as template to produce a three dimensional model of a protein
whose sequence is known but whose spatial arrangement is not. The starting object
has to be related and homologous to the final product: the higher is the sequence
identity, the better is the expected result.
In the case of Cys-loop superfamily, the first high resolution available template was
the acetylcholine binding protein (AChBP), a globular protein which shares 15-20%
of its amino acid sequence with the extracellular domain of Cys-loop pLGICs. Found
in the glial cells of the garden snail Lymnaea Stagnalis, the structure of this protein
was determined with a resolution of 2.2 A˚ in 2001 [24]. As a globular protein, the
AChBP has no transmembrane or intracellular domain, making it easier to crystallise,
but also limiting its use to studies of the extracellular domain of pLGICs, for instance
to investigate the orthosteric binding site.
More recently, in 2008, another interesting receptor, extracted from the Erwinia
Chrysantemi bacterium and known as ELIC, was crystallized. It is a pentameric
pLGIC and its structure resolved at a 3.3 A˚ by means of X-rays studies [25]. The
structure has a transmembrane and no intracellular domain, making it an adequate
template for both the ECD and the TMD, but it does not belong to the Cys-loop
superfamily, so it is less reliable when modelling the region around the disulphide
bridges. The narrowing of just a few Angstroms in the partly hydrophobic pore of
this structure with respect to other pLGIC models, suggests that the channel is in a
closed conformation. In the following year, an open channel structure, GLIC, was
crystallised from the bacterium Gloeobacter violaceus first at 3.1 A˚ and then at 2.9 A˚
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of resolution. To capture one of the first X-ray open channel structures, both groups,
Hilf et al. and Bocquet et al., exploited the fact that GLIC is permanently activated
by protons without observable desensitisation, namely without a re-closure of the
channel after the binding and the activation process are completed, and crystallised
the structure at low pH. Similarly to ELIC, extracellular and transmembrane domains
are present in this case, but no Cys-loop [26, 27].
Figure 1.5: A comparison of the TMD helices for the open structure of GLIC and the closed ELIC.
On the left, the M2 helices lining the pore are shown for two subunits. On the right, the pore radius
for 1-nAChR-Tm (not discussed here, in blue), ELIC (in red) and GLIC (in green) along the channel
axis is compared, and the electrostatic potential is represented as a dotted green line. Black and
yellow arrows indicate the limits of the membrane and the hydrophobic rings, respectively. Adapted
from Ref. [27]
In 2011 an X-ray structure of a Cys-loop receptor was resolved. The Glutamate-
gated chloride channel (GluCl) is a homopentameric receptor found in Caenorhabditis
Elegans, a nematode, or roundworm, commonly used as model organism. The
structure is available at 3.3 A˚ of resolution: the extracellular domain is fairly similar
to ELIC, with the exception of an additional helix at the N terminus, typical of
proteins like AChBP and nAChR, while the transmembrane structure folds similarly
to nAChR [15].
In 2014 the structure of a mouse homopentameric 5-HT3 receptor was crystallised by
Hassaine et al. [28] with a 3.5 A˚ resolution. While the ECD is similar to that that of
the ELIC, GLIC and GluCl, this is the first structure to contain part of the conical
intracellular domain. Together with the human GABAA receptor [29], the human
glycine receptor-α3 [30], and the zebrafish alpha1-GlyR [31], the first two from X-ray
spectroscopy and the latter from cryomicroscopy respectively, this remains one of the
few structures belonging to Cys-loop family which has been successfully resolved.
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1.2 The Ligand Binding Mechanism
Understanding movements and interactions underlying the binding of a small
molecule to its target site within a protein is one of the main challenges when working
with ligand-activated receptors. It is the first crucial step in the chain of events which
characterise the activation process of pLGICs. Whether the aim is to control the
channel response, by opening it when needed with agonist ligands, or preventing its
activation with antagonists, or to regulate the binding of specific neuroreceptors, the
knowledge of details at the atomic level can be highly beneficial to pharmacological
studies and may help the design of new and better drugs.
Ligand binding studies usually focus on the interplay of hydrogen bonds and cation-pi
interactions and on the evaluation of binding free energies, which are indispensable
to quantify the strength of the binding, yet extremely difficult to calculate.
Hydrogen bonds are attractive interactions between polar atoms involving hydrogen.
As schematically shown in Fig. 1.6 (a), the attraction arises when a hydrogen atom
(H) is bound to an highly electronegative atom, such as oxygen (O), nitrogen (N) or
fluorine (F): the charge is displaced, causing a polarisation of the hydrogen which
is then attracted to other highly electronegative atoms. The atom attached to the
hydrogen is commonly known as donor, while the second electronegative atom, with
whom the hydrogen bond is created, is defined as acceptor. The nature of these
bonds, which depends on the charge displacement within the molecules, makes them
distance and angle dependent, with maximum strength observed when the three
atoms involved are in a linear arrangement. This strength can vary from 5 to 30
kJ/mol, placing them between weak van der Waals interactions and much stronger
ionic and covalent bonds.
Hydrogen bonds are very frequent in both organic and inorganic systems, especially
when water is involved [32]. When water is pervasive, as it is the case in most biolog-
ical systems, hydrogen bonds mediated by water are also observed. Water molecules,
whose OH groups can act both as acceptors and donors, can place themselves between
other molecular acceptors and donors, bridging the interaction.
Similarly to hydrogen bonds, cation-pi interactions, also in Fig. 1.6 (b), are frequently
observed in biological systems: electron rich aromatic rings can attract cations or
other positively charged amino acid moieties. They are distance and angle dependent
and the maximum strength is observed when the cation lays on the axis normal to
the plane of the carbon ring. Although generally comparable to that of hydrogen
bonds, their strength is highly variable and it generally depends on the polarity of
the solvent [33].
All neurotransmitters are characterised by a positively charged ammonium moi-
ety, which allows for a number of hydrogen bond interactions with the negatively
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charged residues found in what is known as the principal subunit, while interactions
with the complementary subunit are less consistent among different pLGICs. The
binding pocket is also typically provided with a number of aromatic residues which,
caging the ligand, further stabilise its ammonium group [10, 11].
(a) (b)
(c) (d)
Figure 1.6: In (a), schematic representation of a hydrogen bond between two water molecules, where
the difference in charge are shown. In (b), representation of a cation-pi interaction between a generic
aromatic ring and a positively charged sodium ion. In (c), electrostatic potential of the aromatic
rings of tyrosine and phenylalanine calculated with density functional theory and mapped onto an
electronic density isosurface of 0.01 e/A˚3. In (d), representation of a cation-pi interaction between a
portion of serotonin (5-HT) and a tyrosine in the 5-HT3 receptor; the electronic density changes due
to the interaction are shown: in purple is the isosurface of electronic charge gain, while in orange is
the isosurface of electronic charge depletion (adapted from ref. [34]).
Mutagenesis electrophysiology experiments are widely used to understand the
role of specific amino acids in the functioning of pLGICs, but they are limited in the
level of detail they can obtain. In site-directed mutagenesis, specific strands of DNA
are modified to induce mutations localised on single residues. These experiments
seek to observe the effect that properties, such us charge or shape, of specific residues
have on the interactions and dynamics of the protein. Typical is the case where polar
interactions are “deactivated” by substituting charged residues (e.g. Arg or Glu)
with non-polar residues (e.g. Ala) or aromatic residues are substituted with amino
acids lacking of carbon rings, thus inhibiting cation-pi interactions.
The mutated proteins are then expressed in controlled environments, such as frog’s
eggs, and electrophysiology is applied to verify the correct functioning of the ex-
pressed proteins. This method requires to apply a current to the system and measure
the output at different ligand concentrations. The value of the EC50, i.e. the ligand
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concentration needed to get half the maximum current output, is compared with
that obtained with the wild-type receptor, namely the original non-mutated protein,
or when other mutations are expressed. An increase of the EC50 means that a higher
concentration of ligand is required to enforce the activation of the protein, probably
due to a less favorable binding or less efficient gating induced by the mutation,
while, on the other hand, a lower EC50 means that the mutation brought a more
favourable environment to the ligand or a most efficient gating mechanisms. In some
cases, mutations can cause the receptor to be unresponsive and the current output
to drop to zero for the tested ligand concentrations: this may be the case when
“deactivating” residues that are crucial for the opening of the channel, or when the
new ligand-protein network of interactions does not suffice in maintaining a stable
binding, thus preventing the flow of ions through the cell membrane. [35–37]
However these methods cannot tell us why these residues are important (or funda-
mental) to the activation process of the neuroreceptors, which specific bonds are
disrupted or created upon mutation and how the binding free energy landscape
changes. Computational simulations provide the tools to answer these and further
questions, overcoming the limits of experiments in describing details at the atomistic
level.
To date, a wide variety of computational methods to evaluate binding free energies
are available, but they are mostly based on simplified static models and are limited
in accuracy. Together with hydrogen bonds and cation-pi interactions, polar and/or
hydrophobic interactions and conformational entropies need to be also included when
calculating this critical quantity: it is also clear that an accurate evaluation of the
binding free energy cannot overlook the dynamics of the system and efforts are being
made to develop new and reliable alternatives. In the first part of this thesis, we
applied one of these novel techniques, the funnel metadynamics scheme, to the study
of the ligand-neuroreceptor binding mechanism in an insect pLGIC. The aim was
to complement experimental data on the system and improve the understanding of
the very first stages in the activation mechanism of the RDL receptor, and more in
general of the Cys-loop family. At the same time, a thorough assessment of the effi-
ciency and efficacy of commonly used computational methods, such as protein-ligand
docking, MD, molecular mechanics/Poisson-Boltzmann surface area (MM/PBSA)
and molecular mechanics/generalised Born surface area (MM/GBSA) was carried
out: this allowed to define a methodical protocol for the study of the ligand binding
dynamics in pLGICs.
1.2.1 The Resistant to Dieldrin GABA Receptor
The first part of this thesis focuses on the study of the resistant to dieldrin (RDL)
receptor, a GABA-gated ion channel of the Cys-loop superfamily involved in olfactory
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learning and insecticide resistance in the fruit fly Drosophila Melanogaster [38–42].
In Fig. 1.7 (b), the structure of dieldrin, a potent insecticide which gives the name to
the receptor, is shown: this compound, which was once largely used as an alternative
to dichlorodiphenyltrichloroethane (DDT), has proven toxic to animals and humans
and is now banned worldwide [43].
RDL is relatively easy to express and readily available, making it an ideal candidate
for experimental studies complemented by computational simulations. The work
here presented is widely based on experimental research performed by the group led
by Sarah C. R. Lummis in the Biochemistry Department at Cambridge University.
(a) (b)
Figure 1.7: Drosophila Melanogaster (Courtesy of Max Westby, licence Creative Commons 2.0, 2005)
(left) and chemical structure of the pesticide dieldrin (from ref. [43]) (right).
γ-aminobutyric acid (GABA) is the main inhibitory neurotransmitter in the
human central nervous system. It acts on ion channels and G protein-coupled
receptors causing a negative change in the transmembrane potential, known as
hyperpolarisation, and decreasing the chance for an action potential to occur. Its
structure is shown in Fig. 1.8.
Among others, its action affects proteins belonging to the Cys-loop superfamily
[44–46], the GABAA and GABAC neuroreceptors, chloride channels which are widely
diffused in mammalian nervous systems and are involved in most brain functions.
In particular, GABAC are a subclass of GABAA, with which they share the anion
selectivity of the channel pore; however, GABAC response is slower and display
different features when treated pharmacologically. GABAC related receptors are
mainly found in retinal neurons and their malfunction can bring problems in retinal
signal processing. The RDL receptor bears resemblance to both GABAA and GABAC
receptors and this study may be thus beneficial to their understanding [4, 47, 48].
The conformations and polarity of GABA depend on the environment, with the
zwitterionic form commonly favoured in solution. In this state, the molecule presents
opposite charges at its ends, as shown in Figure 1.8. The positive charge is localised
on the amino group (NH3
+), while the negative charge is found on the carboxyl
moiety (COO-).
The zwitterionic polarity grants the ability to form hydrogen bonds and cation-pi
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interactions with residues of the RDL receptor. The displacement of opposite charges
at the GABA ends imposes strict requirements when looking at possible binding
sites. The carboxyl group can bind to positively charged residues like arginine (Arg)
and lysine (Lys), while the amino group is more likely to be found near negatively
charged glutamate (Glu) or aspartate (Asp) [48]. Similarly, the position of the
amino group can be influenced by the presence of aromatic residues, such as tyrosine
(Tyr), phenylalanine (Phe), tryptophan (Trp) or histidine (His). Boxes or “cages” of
aromatic residues, capable of surrounding and trapping cations or positive fragments,
have been observed in some pLGICs binding pockets. [48–50].
(a) (b)
Figure 1.8: The neurotransmitter GABA in its zwitterionic form. In (a), atom types are shown in
different colours: in red the oxygens, in blue the nitrogen, in grey the carbons and in white the
hydrogens. The positive charge in the amino group is given by an extra hydrogen, while the negative
charge in the carboxyl group is due to a missing hydrogen.
As in other pLGICs, the binding site of the RDL receptor is localised in the ECD,
at the interface between two subunits. The pocket is partially covered by a flexible
loop, known as loop C, whose actual role in the binding process is still elusive, in
spite of its prominent position [51]. This neurotransmitter is homopentameric, i.e.
is formed by five identical subunits, hence providing five possible binding pockets
for GABA. It is still not clear how many ligands are required to fully activate the
receptor, although studies suggest that at least two or three molecules may be
necessary [14, 52].
1.3 The Gating Mechanism
Once the ligand has entered the binding pocket, the information has to travel
through the receptor and reach the residues lining the ion permeable pore. It is still
unclear how the activation signal is transmitted, leading to critical conformational
changes in regions of the protein that can be more than 50 A˚ apart within the ms
timescale. The extracellular domain is mainly composed of beta-sheets, while the
transmembrane domain is characterised by four helices, M1-M4, with the M2 helix
lining the ion permeable pore. Despite being topologically distinct, these domains
are allosterically coupled and can interact through a number of highly flexible loops.
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In the ECD, the Cys-loop, the β1− β2 loop and the β8− β9 loop (also known as F
loop) are three well-conserved structures at the interface with the TMD. Some of
these loops, shown in Fig. 1.9 for the 5-HT3 receptor as an example, are likely to
play a role in the transmission of the activation signal: localised in the same area
is, in fact, the M2-M3 loop, a fragment of the TMD bridging two transmembrane
helices (M2 and M3) with which they can interact. The role of these residues has
also been confirmed by mutagenesis and electrophysiology experiments [53].
Figure 1.9: Two adjacent subunits of the 5-HT3 receptor [28], where the structures involved in the
activation mechanism are highlighted: in shades of red are the M2 and M3 helices and the M2-M3
loop joining them, in cyan is the β1− β2 loop, in green is the F loop, in yellow the Cys-loop, and in
purple some of the residues involved in the serotonin binding. The position of the lipid membrane is
shown with dashed lines.
Position and orientation of the pore lining M2 helix can then, in turn, affect the
opening or the closure of the central channel. To prevent the flow of ions during
the resting and the desensitised state, different mechanisms of occlusion have been
hypothesised; in most cases, however, they involve specific hydrophobic or polar
residues lining the pore. In most pLGICs, rings of polar residues surrounding the pore
have been observed at top of the M2 helices, acting as first charge filters, followed
further down by rings of hydrophobic amino acids. Close to the middle of the helices
are highly conserved leucine (Leu), or isoleucine (Ile) in a few exceptions, pointing
toward the central axis and narrowing the channel to a hydrophobic constriction (or
“hydrophobic gate”). These residues are believed to be the principal cause of what
was proposed as a liquid-vapor transition in the region, the dewetting of the pore,
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which acts as a barrier against ion conduction [54]. Down along the channel, within
the M1-M2, loop highly variable rings of polar amino acids are expected to act as
further ion selectivity filters during the actual permeation [11].
Various movements of the helices, such as bending or tilt and rotation around their
axis in Fig. 1.10, have been identified during the opening process in different LGICs
[55–57]. Although some of these studies suggest that the helices move as a rigid
body [1], it is more plausible to assume that, starting with the binding of the
neurotransmitter, a chain reaction or “wave” of small conformational fluctuations
may cross the receptor, culminating with a movement of the hydrophobic gate. Even
relatively small fluctuations in the residues lining the central pore can be sufficient
to create enough space to trigger the ion and water flow [10].
Figure 1.10: Proposed movements of the TMD secondary structures during the gating process of
pLGICs. From left to right: twist of the five M2 helices (in blue) around the ion channel axis, tilt of
the polar angle (in green) and tilt of the azimuthal angle (in orange) with respect to the channel
axis(in black). Adapted from Ref. [57].
Whether acting as an hinge for a rigid body translation or as mediator for the
transmission of small conformational rearrangements, the M2-M3 loop is expected to
play a crucial role in this mechanism. Its sequence is in fact characterised by the
presence of at least one proline (Pro), highly conserved across pLGICs.
Proline is a unique amino acid: its side chain forms a covalent bond with the amino
group of the backbone giving rise to a characteristic cyclic structure. This distinctive
intramolecular bond strips Pro of a hydrogen in the amino group, preventing it from
forming hydrogen bonds. Indeed, this residue is known to disrupt hydrogen bonding
networks in α-helices and β-sheets, making it ideal at the apex of loops and kinks,
around which other secondary structures can then move [4, 58, 59].
Another feature that discriminates Pro from the other amino acids is its ability to
access both the trans and cis conformations at ambient temperature. Amino acid
peptides can assume different spatial arrangements, e.g. rotating around specific
torsional angles, without change in their chemical formula, giving rise to what is
known as geometric isomerism. In the case of peptide chains, the cis conformation, or
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isomer, is defined when the Cαs of two consecutive residues are on the same side with
respect to the peptide bond that joins them, while the trans isomer requires these
two carbons to be on opposite sides of the bond, as shown in Fig. 1.11 in the case of
proline. In most amino acids, the cis isomer is populated for less than ∼ 1%. The
cis isomer of Pro is instead more energetically accessible and it has been observed
that ∼ 5 − 6% of all prolines are in this conformational state. The environment
surrounding the proline can influence substantially its propensity to isomerise: polar
solvents have been observed to increase the population of the cis isomer over non
polar counterparts. The natural rate of interconversion between the two states is,
however, extremely low, due to a high energy barrier of 20 kcal/mol [4, 60, 61].
Figure 1.11: Trans and cis conformations of the proline amino acid.
Its strategical position in loops and kinks and the possibility of catalysing a
trans-cis isomerisation are at the base of the hypothesis of the so called Pro8*, an
highly conserved proline found at the top of the M2-M3 loop, as a possible molecular
switch for channel gating in pLGICs [1, 56, 62]. Although this idea is based on
the unlikely assumption that the M2 helix moves as a rigid body during the gating
process, it is undeniable that these prolines, and more in general the M2-M3 loop,
play a fundamental role in the opening of the receptor pore.
In the second part of this thesis, the behaviour of the loops at the interface between
ECD and TMD, their interactions and structure under different conditions, was thus
investigated to shed light on their role as carrier of the activation information in
pLGICs. The work was carried out on a serotonin 5-HT3 receptor, analysing the
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structural features of its TMD and paying special care to the behaviour of Pro8*. The
effects of proline isomerisation on the dynamics of the nearby secondary structures
were also investigated.
1.3.1 The 5-HT3 Receptor
The 5-hydroxytryptamine (5-HT) or serotonin receptors are found in most animals;
they modulate the release of both inhibitory and excitatory neurotransmitters such
as GABA, glutamate, dopamine and acetylcholine, and more in general they are
involved in regulating a wide range of neurophysiological processes, such as anxiety,
emotional and cognitive control, learning and memory but also biological processes
such as appetite, sleep or sexual behaviour. At least fifteen 5-HT receptors have been
discovered so far, grouped in seven families in relation to the signalling pathways they
are involved in. Because of these multiple roles, they are subject to many studies of
drug design in both the psychiatric and the medical fields [11, 63, 64]. The 5-HT3
receptor (in Fig. 1.13) represents an exception, being the only pLGIC among 5-HT
receptors, whereas the other members of this group are G-protein coupled receptors.
This particular protein is linked to neurological disorders such as schizophrenia and
drug abuse, and is the target of nausea suppressant drugs, designed to alleviate this
unpleasant side effects commonly experienced after treatments with anesthetics or
chemotherapy. [4, 64]
(a) (b)
Figure 1.12: The serotonin neurotransmitter. In (a), atoms are shown with different colours, while
in (b) the Lewis formula is shown.
Serotonin (Fig. 1.12) is a highly versatile compound which is ubiquitous in the
central nervous system. It is a derivative of tryptophan, an aromatic amino acid,
and has been observed in most animals, in fungi and plants. This molecule is also
found outside of the nervous system, where it participates in a variety of biological
functions, like digestion, bone metabolism and organs growth and is consequently
implicated in numerous diversified pathologies, such as mood disorders, migraine
and irritable bowel syndrome (IBS). [63, 65]
The active form of serotonin is characterised by a double ring and a flexible tail
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terminating in a positively charged amino group NH+. This group can form hydrogen
bonds with negatively charged residues and can interact with aromatic residues via
cation-pi interactions. An amino group NH found in the double ring can also form
polar interactions and hydrogen bonds. Water molecules and other polar residues
have also been observed interacting with the hydroxyl group at the other end of
the molecule. As for the RDL receptor, it is not clear how many neurotransmitters
are required to fully activate the 5-HT3 receptor, but experimental studies seem to
suggest that at least two binding sites need to be occupied for maximal activation
[66].
Figure 1.13: X-ray crystallography structure of the mouse serotonin 5-HT3 receptor at 3.5A˚ resolution,
PDB entry 4PIR [28]. The subunits are independently colored from red to blue in anticlockwise
order, while the position of the lipid membrane is indicated with a dashed line.
There is great interest around the 5-HT3R in the scientific community, in the
light of the importance and versatility of functions that it regulates, and for this
reason, it is subject to numerous experimental studies. Regarding his activation
mechanisms, an interesting model of the gating has been proposed and tested with
mutagenesis electrophysiology experiments, where Pro8* was mutated with proline
analogues which favor or hinder its isomerisation. The results showed that when the
isomerisation was suppressed, the channel were not responsive. From this outcome, an
hypothetical mechanism was drawn, as shown in Fig. 1.14: the binding of serotonin
agonists induces a rotation of the extracellular domain around the channel axis.
This movement allows the β1 − β2 loop in the ECD and the M2-M3 loop in the
TMD to come into contact. The latter receives the torsional energy from the ECD,
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which is then transferred through the isomerisation of Pro8* to the M2 helix, the
secondary structure lining the lower part of the ion permeable pore. The model
assumes at this point a rigid body movement of the helix, which clears the pore from
any hydrophobic residues occluding it [1].
Figure 1.14: Closed and open conformations of the 5-HT3R subunits according to the model proposed
in ref. [1]. The binding site is shown in red, in orange is the β1− β2 loop and in blue the M2-M3
loop, with the highly conserved proline highlighted. In yellow is leucine Leu286, the hydrophobic
amino acid responsible for the occlusion of the channel.
Atomistic simulations can supply details on the dynamics of the M2 and M3 helices
and the residues belonging to their connecting loop that may confirm or invalidate
these hypotheses. However, until fairly recently, no X-ray structure of 5-HT3 receptors
was available: computational studies, generally aimed at investigating ligand binding
or the gating hypothesis, were bound to the use of homology modelling to recover the
atomic coordinates, reducing significantly the level of detail that could be achieved
[4, 48]. To partly bypass this limitation, a 5-HT3R chimera was experimentally build
from a model of the acetylcholine-binding protein of Aplysia Californica (Ac-AChBP):
the engineering exploited the structural similarities of the two proteins, apparent
in particular in the overlap of ligand recognition mechanisms, which respond to
both serotonin and acetylcholine agonists in invertebrates. Five 5-HT3 binding sites
were then inserted at the interface of the five subunits of Ac-AChBP. An X-ray
crystallographic structure of this chimera at 2.4 A˚ was then made available [64].
Being the Ac-AChBP a globular protein, the 5-HT3-AChBP chimera lacked a TMD
and an ICD, leaving the problem unsolved for gating studies. On the other hand, it
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proved useful in works focusing on ligand binding, e.g. to investigate the affinity of
varenicline, a potent nicotine partial agonist, whose side effect is to cause nausea in
patients undergoing smoking cessation therapies, due to its ability to bind precisely
to the 5-HT3 receptor [67, 68].
The recently resolved structure of a mouse homopentameric 5-HT3 receptor [28],
shown in Fig. 1.13, includes the extracellular and transmembrane domains (and
partially the intracellular domain), opening the possibility to model the whole protein
embedded in a lipid membrane and thus greatly increasing the accuracy of the
simulated environment. Although a mixture of different lipid species and cholesterol
is normally found in biological membranes, in this work a simple model build from
1-palmitoyl-2-oleoyl-phosphatidylcholine (POPC) lipids was chosen. POPC lipids are
widely used both in experiments and simulations to model eukaryotic cell membranes,
and previous works on the same protein showed that the channel properties of the
receptor are properly reproduced in such simplified environment [28, 69].
1.3.2 The Conformational Landscape of Amino Acids
The study of proline isomerisation can be framed within the wider field of the
conformational analysis of amino acids and polypeptides. The case of proline in the
M2-M3 loop as possible mediator of the gating process is a good example of how the
behaviour of single amino acids can influence large biomolecules. Despite being the
basic building blocks of living matter, the varied chemistry of side chains can give
rise to extremely complex interactions, which in turn define macroscopic properties,
such us the protein folding and their biological functions [70].
Experimental studies have thus focused on the identification of conformational prop-
erties of amino acids, both in vacuo and in aqueous solution. Typical experiments in
vacuo require first to vaporise the amino acids by means of laser ablation, where the
fast transfer of energy associated with short and intense laser pulses allow to separate
molecules from the substrate without the risk of thermal damage and fragmentation.
The resulting molecules are then mixed with inert gas and moved to a vacuum
chamber, where they are polarised through pulses of microwave radiation. Treating
the consequent relaxation decay time with Fourier transform allows to recover the
spectra of the energies of transitions between rotational states, and from there the
rotational constants and consequently the molecular geometry of the amino acids can
be determined. In the condensed phase, instead, NMR and X-ray crystallography
are generally used. Despite the progress in techniques and methodologies of recent
years, the design and realisation of these experiments still represent a challenge and
the results are often partial [71, 72]. Computational modelling provides thus the
opportunity to complete the mapping of these conformations, thanks to advanced
sampling techniques that allow an exhaustive exploration of the free energy landscape
with reasonable computational resources. Even for simple molecules, such landscape
1.3. The Gating Mechanism 20
is characterised by a complex network of interconnected basins, which arise from
the interplay of intramolecular interactions between polar groups and intermolecular
bonds with solvent and other residues in the environment. Although it can be
challenging to disentangle and understand, this map contains a wealth of information
on conformers, favoured isomerisation paths and kinetics.
As a prototypical example, aspartic acid, in Fig. 1.15, was here chosen: this molecule
has been extensively studied through rotational spectroscopy in its neutral form,
stable in the gas phase, by our collaborators in the group of M. Eugenia Sanz in the
Chemistry Department at King’s College London, while X-ray diffraction and Nuclear
Magnetic Resonance studies investigated its zwitterionic form, normally found in
most biological environments. These gas phase experiments, however, were able to
identify only six low energy isomers, whose stability was subsequently confirmed by
ab initio calculations, but higher energy structures, outside the range detectable by
the experimental apparatus, were not observed [72, 73].
(a) (b)
(c) (d)
Figure 1.15: L-aspartic acid in its neutral (top) and zwitterionic (bottom) forms. In (a) and (c),
atom types are marked with different colours while in (b) and (d), the chemical structures are shown.
Among the natural acidic amino acids, aspartate has the simplest structure. It is
an important mediator in the generation of other amino acids and large biomolecules,
but it was also found to play a role in protein active sites and proton transfer
phenomena. It can be found in two enantiomers, two forms which are mirror images,
but while the L-aspartic acid is abundant in the human body, is found in proteins
and is involved in regulating the levels of ammonia in the body, its chiral counterpart,
D-aspartic acid, has limited biological functions [74]. In proteins, the side chain of
aspartate is characterised by the presence of a negatively charged COO− carboxyl
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group and a positive NH3
+. This zwitterionic form is stabilised by interactions with
solvent molecules, but falls in the gas phase to a neutral form, through a proton
transfer from the amino group to the carboxyl. The possibility to form intermolecular
hydrogen bonds between polar or charged portions of the molecule is crucial in
defining the shape of the conformational free energy surface.
In the last part of this thesis, novel computational techniques allowed us to exhaus-
tively map the conformational free energy landscape of both neutral and zwitterionic
aspartate under different conditions, recovering the conformers identified by rota-
tional spectroscopy and complementing them with higher free energy structures. The
protocol developed here could be then easily transferred to other compounds, amino
acids or peptide chains, and would provide an efficient scheme to extract information




In the last decades, an amazing improvement in processing power, technologies
and computational methods have been observed, breaking limits that were thought
insurmountable before. The increase in power and efficiency has made computational
modelling ubiquitous in science; it is now crucial both in solving more abstract and
theoretical problems and in the applied industries and engineering, for the design of
novel materials, drugs or chemicals.
The advantages introduced by these techniques to complement and sometimes replace
experiments have now surpassed their cost and limitations. Experimental setups are
often expensive and time consuming; as an example, storing for long periods of time
chemical compounds or complex biological molecules can be difficult, if not impossible.
Besides being a relatively cheap and efficient alternative, computational simulations
can extract information on structures, dynamics and energies with molecular or atomic
details, while also allowing to easily explore extreme or even unphysical environment
and conditions, normally out of reach for experimental techniques. Computational
modelling is now commonly used alongside with experiments, to test hypotheses and
complement their data. However, experimental information still plays an essential
role in the validation of the results; systematic errors, such as those introduced by
the use of empirical potentials, are difficult to quantify theoretically and experiments
provide a way to assess the reliability of simulations and improve the methodology
[75–77]. Two are the main limitations which still affect atomistic simulations: the
accessible scale (both in space and time) and the need for approximations. While
the increase in raw computational power and the development of novel insightful
techniques to accelerate rare events and to simulate increasingly larger systems are
pushing these boundaries, a number of relatively substantial approximations are still
required to boost computations of proteins, membrane patches and other complexes,
where hundreds of thousands of atoms come into play.
Atomistic molecular dynamics, based on classical force fields, defines the middle
ground between more accurate, but expensive, quantum mechanical calculations and
22
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approximate, but efficient, coarse-grained and general models. Information from first
principle calculations and/or empirical data are taken into account within the force
fields in an attempt to reproduce physical properties and dynamics of materials and
biological processes at an accessible computational cost. This family of techniques
has proved successful in countless cases and has been chosen here to shed light on
the activation mechanisms of pLGICs.
2.1 Molecular Dynamics
Molecular dynamics is a computational technique commonly used to study systems
in materials, chemical and biological sciences. It was introduced in the late 1950’s
by Alder and Wainwright as a mean to investigate the interactions of simple many-
body systems, such as hard spheres, but it took about twenty year for the scientific
community to realise its potential. By then, its efficacy in evaluating the properties
of liquids had became apparent and MD was finally applied to the study of a protein
for the first time in 1977 [78–83].
The idea behind MD is simple: coordinates and velocities of particles which compose
the system, may they represent single atoms or groups of atoms as in coarse grained
simulations, are obtained as a function of time by integrating Newton’s equations
of motion in discrete steps. These particles are treated as classical objects, an
approximation that limits the information that can be extracted form the system,
but also decreases considerably the cost of the simulations. MD allows to explore the
phase space, monitor ensemble averages and the dynamical behaviour of relatively
large systems, composed of hundreds of thousand of bodies, such as proteins or lipid
membranes, on timescales that are simply not accessible to more accurate ab initio
methods, such as density functional theory (DFT) [84, 85], which instead work at
the quantum level [86, 87].
Although a certain degree or randomness may be introduced, e.g. activating a
stochastic thermostat, MD simulations are deterministic and complementary to
Monte Carlo (MC). The latter probe the configurational space with trial stochastic
moves of its particles; the acceptance or rejection of each move is then regulated
through different algorithms. The most used of these is the Metropolis algorithm,
which relates the acceptance ratio to the energy differences between starting and final
configurations, according to a Boltzmann statistic [88, 89]. Both the MD and MC
methods are aimed at generating an ensemble of representative configurations with
certain thermodynamical properties; from the microscopic information contained
in these ensembles, macroscopic observables, such as pressure or free energy, and
probabilities can be extracted. From MD trajectories, it is straightforward to compute
temporal averages of thermodynamical observables and, thanks to the ergodicity
principle, their ensemble averages as well. This principle, although never formally
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proven (and sometimes not applicable) for MD trajectories, states that in the limit
of infinite simulation time, the time average of a given observable over a trajectory
is identical to its ensemble average, such as that obtained with MC. What makes
conventional MC attractive is that only the potential energy is needed to generate
these configurations and no forces need to be evaluated, making the algorithm much
more efficient when compared to MD. On the other hand, the exploration of the
configurational space is inefficient with MC methods, especially when high energy
barriers are present as in the case of organic macromolecules. In addition, MC cannot
provide information on the time evolution of the system [87, 90].
The Molecular Dynamics Algorithm
Molecular mechanics (MM) models, such us those implemented in MD simulations,
typically describe the system in terms of simple potential functions that govern
the behaviour of spherical atoms connected by springs. This simplified scheme
allows to quickly integrate Newton’s equations of motion for point-like particles,
whose internal interaction forces are modelled on basic pairwise functions. This
assumption is justified in terms of the Born-Oppenheimer approximation [91], which
allows to decouple electronic and nuclear motions, the latter being much slower.
In this framework, MD trajectory integrators work only with nuclear coordinates,
incorporating the electronic behaviour in the simple interaction potential description.
The equation of motion for a system of N particles is
mir¨i = − ∂
∂ri
U(r1, r2, ..., rN ), (2.1)
where mi is the mass of the i-th particle and ri its position.
An analytic solution of Eq.2.1 for every particle at all times is simply not feasi-
ble, as the forces vary with any geometrical change. In order to observe the system
evolving dynamically over a finite length of time, these equations have thus to be
integrated numerically and over discrete time steps δt. The length of such steps
has to be carefully chosen, since the stability of the simulation is dependent on
this choice. In order to speed up the calculations and save computer time, one
would ideally choose a large time step, but this would probably lead to the loss
of information on those motions acting on timescales smaller than the step itself.
Ignoring these motions may introduce errors in the observed thermodynamics, struc-
tural or dynamical properties of the system under investigation [87, 92, 93]. The
highest frequency motion in classical simulations of biological molecules pertains
bonds containing hydrogen atoms, which require a time step no larger than 1 fs in
order to be properly sampled [94]. A number of algorithms, such as SHAKE [95]
or RATTLE [96], which are implemented in the AMBER [97] and NAMD [98] MD
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packages respectively, have been thus developed in order to keep these bonds fixed
during the simulations through Lagrange multipliers added to the equation of motion,
allowing for an increase of the time step up to 2 fs [90].
Both SHAKE and RATTLE are based on the Velocity Verlet algorithm, a widely
used integration method. It is a variation of the Verlet algorithm, which separates
the calculation in sub-steps, where the velocity is explicitly considered and calculated
together with the coordinates at the same point of the time variable. The assump-
tion is that, when sub-dividing the time in small finite intervals, the force can be
considered constant within each step [99].



















Momenta pi and forces fi at a time t are used to evaluate the momenta half a
time step δt later. These are then used to evaluate the coordinates ri at the next time
step t+ δt. The positions allow, in turn, to calculate the forces at the new time value
and, from there, it is possible to calculate the momenta at t+ δt. Repeating these
operations at each time step, the dynamics of the system is reproduced [86, 87, 92].
This implementation solves one of the major drawbacks of the original Verlet al-
gorithm, in which the velocities are not calculated explicitly by the integrator at
each steps, but are obtained instead through a mean value approach of the kind
vi(t + δt) =
xi(t+δt)−xi(t+δt)
2δt + O(δt2). Calculating certain physical quantities de-
pendent on the velocity, such as kinetic energy and instantaneous temperature, can
become challenging with this approach: beside the errors introduced by the use of
an approximate equation, the value of such quantities at a specific timestep cannot
be calculated for the system until the position at the next timestep are known.
The success of Velocity Verlet is also due to a number of properties which are crucial
for a correct representation of a physical system: it respects in fact the time reversibil-
ity of the Newton’s equations and the conservation of energy, which, although trivial,
is still problematic for many algorithms, and is symplectic (namely it preserves the
infinitesimal volume in the phase space drdp during the time trajectory, a property,
also known as Liouville’s theorem, which as a consequence gives global stability to
coordinates and energy) [90]. Moreover, a good algorithm should be both quick and
stable, possibly avoiding to calculate forces too often and allowing longer time step
choices, usually done by storing high order derivatives of positions and velocities,
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while avoiding high memory usage.
In spite of being increasingly accurate and efficient, it is still unrealistic to expect
numerical methods to strictly follow the true trajectory of the system for very long
times, mainly because of the limits inherent to finite time step integration, and the
consequent accumulation of numerical errors. As an example, the Verlet algorithm is
a fourth-order integration method, meaning that the terms in the Taylor expansion
of the coordinates r(t + ∆t) beyond ∆t4 are truncated. As small as these errors
may seem, on a long trajectory they can lead to serious artifacts, such as the loss of
conservation of total energy or total momentum. However, when adequate tools and
methods that do not deviate significantly from the path of the analytic trajectory are
implemented, MD simulations allow to obtain invaluable information on the studied
system [86, 87, 92].
Figure 2.1: Flow diagram showing the sequence of steps executed by the Velocity Verlet integrator:
each step is numbered sequentially. 0) Forces (f) are derived from the potential (U) dependent on
the positions (r). 1) forces and velocities (v) at timestep t are used to calculate the velocities half a
timestep later. 2) These are then used to obtain the positions at the next timestep. 3) The new
forces can be evaluated and, together with the half timestep velocities, they can be used to obtain
the new velocities.
The Force Field
The potential energy that defines the interactions among the particles of the
system, U(r1, r2, ..., rN ) in Eq. 2.1, can be expressed in different forms: in order to
ease the amount of computational time and the power required when working with
large systems, simplified schemes are commonly preferred. These functional forms
of the potential are usually purely addictive and take into account only pairwise
interactions between atoms; neglecting higher order terms improves the scalability
up to O(N2), where N is the number of particles in the system, at the cost of a
reasonable approximation. Range and strength of interactions between different atom
types can be obtained experimentally or by quantum mechanical calculations and
are then introduced in the algorithm through a set of parameters. The functional
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form and the chosen set of parameters are known as empirical force field [86, 87].
In the most common form of force field, known as Class I and found in all major
MD engines including AMBER and NAMD, bond length, angles and torsions are
considered independent and the magnitude of atomic charges is fixed. At variance,
Class II force fields incorporate cross or higher order terms to fit vibrational spectra
accurately, but their use is not widespread. Here, long- and short-range interactions
are accounted for in two separate terms [92, 93].
Uforcefield = Ubonded + Unon−bonded (2.3)
Non-bonded interaction are applied to all atoms but those connected through up
to three covalent bonds. They are modelled as a Coulombic term plus a Lennard-
Jones potential, the latter (Eq. 2.4) being a widely used potential which includes
both the excluded volume repulsion, represented by the r−12 term, and the van der
Waals attractive component, that goes instead as r−6, where r is here used in place








The Lennard-Jones potential can be tuned to reproduce the interaction of specific
atomic species through two parameters: the energy , which represents the well
depth, and σ, which defines the length scale. Figure 2.2 shows the analytic behaviour
of this potential as a function of the characteristic length.
Figure 2.2: Lennard-Jones pairwise potential, with the typical r−12 and r−6 contributions. Adapted
from ref. [86].
To further speed up the calculations, the Lennard-Jones potential function is
usually truncated at a fixed cut-off value. This choice introduces discontinuity in
forces and energy and consequently large errors. To avoid these discontinuities, a
switching function is commonly used to smoothly deactivate the potential after the
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cut-off radius with the aid of a cubic spline.





with q1 and q2 as the charges of the two-body interaction and 0 the permittivity
of free space [86]. The Lennard-Jones and the Coulomb potential are spherically
symmetric, i.e. they depend on the modulus of the distance between pairs of atoms
|rij |. Their total contribution is then obtained by summing over all these pairs.
It is necessary to comment here on the fact that the Coulomb potential represents the
most problematic term in the force field calculations. It is a long-range interaction
and decays only as 1r , making its computation highly expensive. To lessen the
costs, it is possible to introduce a cutoff distance around each atom and naively
take into account only the interactions that fall within this arbitrary radius. This
approximation is, however, too drastic in most cases, especially when considering
the importance that electrostatic interactions have in biological systems, and can
introduce energetic discontinuities that lead to unstable simulations. The Ewald sum-
mation is, in contrast, an high accuracy method: the Coulomb term is decomposed
into a short-range component, treated in the real space, and a long-range one, which
is summed in the Fourier space. The idea is to exploit the rapid convergence of long
range sums in the Fourier space, when compared to their real space convergence.
This method is extremely efficient and is now commonly used in its Particle Mesh
Ewald (PME) implementation, in calculations involving periodic boundary conditions
[87, 92].
The basic scheme for intramolecular interactions (namely interactions between differ-
ent parts of the same molecules, i.e. the Unon−bonded term in Eq. 2.3) is characterised
instead by harmonic potentials that generate energetic penalties when the system
deviates from reference positions of distances or angles, obtained by ab initio calcu-
lations or measured experimentally. More sophisticated force fields have also been
developed, which introduce additional terms of increasing detail and cost, such as
the Urey-Bradley non-bonded cross term and the improper dihedral angles, but the
basic structure remains the same with three main terms accounting for stretching
bond distances, bending angles and torsional angles [87, 93].




















kφijkl(1 + cos(mφijkl − γ))
All three terms in Eq. 2.7 share the same harmonic form, featuring a strength
parameter k and an equilibrium value.
In the first component, the bond distance between adjacent pairs of atoms rij =
|ri − rj | is the monitored variable, while the bending angle θijk between successive
bond vectors rij and rjk is followed in the second term. The torsional angle φijkl
is the angle between the two planes defined by three connected bonds, rij , rjk and
rkl. Its part of the potential involves an expansion in series of the cosine, with m
minima as the bond completes a rotation of 360◦; γ is in this case the equilibrium
value [86, 87, 93]. These three components can be visualised in Figure 2.3.
Figure 2.3: Geometry of a simple chain molecule, illustrating the definition of interatomic distance
r23, bending angle θ234 and torsional angle φ1234. (From ref [86]).
Charge, mass, or more in general the atomic species of the atoms involved,
together with those of nearby atoms, influence these potential through the set of pa-
rameters described above. Differences between the available force fields mainly arise
from the different approaches to fit these parameters. Moreover, extra components
optimised for different MD software packages or to reproduce specific conditions,
like crystalline materials versus more flexible biomolecules, may be found in these
parameters, diminishing their transferability. A constant work of refinement is being
carried out by the developers of these force fields, making them more and more
accurate and transferable at each distribution. A general consensus among the force
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fields is commonly sought after, together with a systematic validation by experiments.
However, it is important to keep in mind that state-of-the-art MD codes still rely on
approximations, and a careful choice, weighting strengths and limitations of each
force field, should be a priority when designing computational simulations.
The choice of using a simplified force field description is not always appropriate. A lot
of interesting features, such as anharmonic motions, polarizability, quantum effects,
or bond breaking and forming, are in fact lost in exchange for a drastic reduction
of the computational cost. In cases where these elements are crucial for the correct
reproduction of biological phenomena and cannot be simply ignored (e.g. when
transition metals are involved in binding), first principles simulations are preferred
[100]. If, however, the system is too complex and ab initio methods are still too
expensive to be considered alone, hybrid techniques come into play.
A wide variety of mixed techniques have been developed through the years. As an
example, in Quantum Mechanics/Molecular Mechanics (QM/MM) simulations, a
limited area surrounding the region of interest is modelled within first principles
methods, typically with DFT [82, 101], while the rest of the system is described
at the classical atomistic level. This method is well suited to reproduce chemical
reactions, charge or proton transfer and other quantum mechanical events within
larger biological structures, but again, in spite of the growing popularity, the accessi-
ble time scales are reduced when compared to a fully classical MD, limiting their
applicability.
Moreover, QM/MM is not suitable when the interest lays in properties of the entire
system (e.g. macroscopic changes in conformation), rather than focusing on a limited
active site: in these cases, a better strategy is to modify the MD algorithm, adding
extra features or higher order terms to the calculation of the forces. This is the case
of polarizable force fields, where the static point partial charges model is abandoned
and the change in charge distribution of molecules in response to their environment
is calculated on-the-fly or induced with dipole models [87, 102]. Similarly, different
groups have been working on the development of reactive force fields, that allow for
the breaking and forming of chemical bonds [103, 104]. In spite of the remarkable
efforts put in the development of these models, the problem of finding appropriate
approximations, together with issues related to their practical implementation, still
hinder their progress. The lack of transferability, a problem which affects force fields
in general, prevents their widespread use in the scientific community and restricts
them to niche problems. The choice of the most adequate model for the problem of
interest should not be underestimated: adding detail comes at the price of increasing
computational requirements, so there is an inevitable trade-off between accuracy and
efficiency which affects computational simulations.
It is worth mentioning here also the role played by force fields for lipid bilayers,
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extensively used in the work presented in this thesis. As in the case of proteins, these
parametrisations rely on QM mechanical calculations trying to reproduce properties,
such as the are per lipid, observed by NMR, X-ray and neutron diffraction experi-
ments. The amphiphilic structure of lipids (i.e. they are formed by an hydrophilic
head and an hydrophobic tail) modulates their temperature and solvent sensitivity,
and their characteristic phase as liquid crystals at room temperature. This, together
with the wide variety of heads and tail species found in nature, gives the membranes
a remarkable complexity and makes their modelling particularly challenging. A
number of accurate force fields are nowadays available for both coarse-grained and
all-atom simulations, but the choice of the most adequate parametrisation has to be
carried out with care. Not only direct lipid-protein interactions, but also structural
properties of the membrane itself, such as the surface tension or the bilayer thickness,
can influence the behaviour of proteins and the accuracy of their description should
be carefully taken into account [105–107].
Reproducing the environment
In MD simulations, the aim is to accurately reproduce the natural evolution of
classical systems under different physical conditions: the total energy E is commonly
a conserved quantity, and if the volume V is fixed and so is the number of particles N,
the time average of physical quantities along the simulation are equivalent to ensemble
averages of a microcanonical NVE state. The NVE ensemble, however, corresponds
to a close, isolated state; when validation of the MD results through experiments
is demanded, the simulated environment is expected to properly reproduce the
conditions in the laboratory by means of a more adequate statistical ensemble.
[87, 92].
Experiments are usually performed in the canonical ensemble, NPT: under these
regime, the system is kept in thermal equilibrium with a heat bath. As in the case of
the microcanonical ensemble, number of particles N and volume V are also constant.
While N and V are both extensive quantities, temperature is intensive, but it can be
calculated from an extensive counterpart, the kinetic energy [87, 93].






Equation 2.7 takes into account the time average of the kinetic energy K for
an unconstrained system. Here kB is the Boltzmann constant and n the number of
degrees of freedom.
To simulate the effect of the heat bath and control the temperature, thermostats are
added to the simulations. Different implementations exist, the basic one being just a
periodic rescaling of the velocities following a Boltzmann distribution around the
desired temperature [108]. Although extremely efficient, such algorithms deviate from
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the correct NVT trajectories, especially for small systems, although the calculated
physical quantities are roughly correct. The stochastic thermostats are the most
commonly used subset of methods: the Andersen thermostat [109] belongs to this
group and imposes collisions with virtual particles. At variance, the Nose´-Hoover
thermostat is deterministic and introduces the energy fluctuations extending directly
the Lagrangian [110, 111].
In this project, the Langevin thermostat was chosen for its ability to reproduce cor-
rectly the canonical ensemble while maintaining a stable dynamics. The assumption
behind it is that the simulated atoms are embedded in a bath of virtual particles,
which, as in the case of the Anderson thermostat, influence the solute with stochastic
collisions. This effect is accounted for by the addition of a friction drag term (with






− γpi +R(t). (2.8)
Equation 2.12 is known as Langevin stochastic differential equation and describes
the motion of a particle affected by the thermal agitation of the heath bath [112].
The drawback of these stochastic methods is that the random component makes
impossible the calculation of the real diffusion coefficient and other dynamical prop-
erties, mainly due to the introduction of an artificial transfer of momentum to the
system.
The NVT ensemble is usually chosen when working with biological phenomena,
as it correctly emulates the environment found within a living organism. However,
when trying to reproduce chemical or biological reactions open to the atmosphere,
as in the case of an experimental laboratory, an isothermal-isobaric ensemble (NPT)
is the most appropriate choice. In place of energy, the new conserved quantity is
enthalpy H = U +pV and as a consequence of this relation, volume has to be allowed
to vary while pressure is fixed.
In atomistic simulations, pressure can be calculated through what is known as the












Here, d is the dimensionality of the system and fij is the internal force (due to
the force field) exerted on particle i by particle j, while rij is the vector joining their
positions. The function is composed of an ideal gas term and of an interaction term,
the ensemble average, here denoted by the brackets, over forces and distances.
As in the case of thermostats, different approaches have been developed, but the
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simplest one achieves a periodic change in volume by scaling isotropically the particles’
positions. In the case of the more sophisticated Berendsen barostat, the system is





(P (t)− Pbath)V (2.10)
Here, κ is the isothermal compressibility








On the same line of its thermostat counterpart, the Nose´-Hoover barostat adds
an external piston as additional degree of freedom to the Lagrangian [113]. This
concept has been then extended by the Parrinello-Rahman barostat, in which each
unit vector of the unit-cell is made independent, allowing for dynamic changes in the
shape of the simulation box [114, 115]. These approaches are more accurate then
the Berendsen’s one, but also slower to compute.
A modified version of the Nose´-Hoover barostat, known as Langevin piston, where
the control of the pressure piston fluctuations are implemented using a Langevin
dynamics [116], has been used for the most part of this project. In this framework,


















(P (t)− Pbath)− γV˙ +R(t). (2.12c)
W is the fictitious ”mass” of the piston, of dimensions (mass× length−4), γ is
a collision frequency and R(t) is, as in the case of the thermostat, a random force




When this implementation was not available in the chosen MD engine, the
Berendsen barostat was used instead.
Boundary Conditions
As already mentioned, the cost of computing the forces within a classical force field
framework grows as ∼ O(N2), An easy way to extend the size of the simulated system,
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without directly increasing the number of molecules and thus slowing excessively the
computation, is to apply periodic boundary conditions (PBC).
Typically, PBC are imposed to reproduce the properties of fluid bulk and build a
proper solvent environment for proteins and other solutes. The simulation volume
is thus surrounded by replicas of itself: when an atom leaves the simulation box,
an incoming image is created on the opposite side as in Figure 2.3. As shown
schematically in Fig. 2.4, every atom is replicated in the nearby boxes and can
interact with the nearby particles or their replica images, depending on which ones fall
within the interacting potential cutoff. The minimum image convention guarantees
that these interactions are not duplicated between different copies of atoms. This
technique allows to simulate a more realistic environment and avoid surface effects
without requiring excessive resources [86, 87, 90].
Figure 2.4: Schematic representation of periodic boundary conditions. As a particle moves out of
the simulation box, an image particle moves in to replace it. In calculating particle interactions
within the cutoff range, both real and image neighbours are included.
Despite the introduction of a cutoff for the long-range pairwise interactions, the
evaluation of the distance of all pair of atoms can be still time consuming. A simple
strategy to bypass this issue is to introduce a second cutoff that prevents repetitive
calculations of the interatomic distances on the entire replica structure. For each
particle, a list of neighbour atoms, known as Verlet list, is constructed and then
periodically updated. This list contains the names of all the objects falling within the
cutoff distance from the reference atom, on which the interactions will be calculated.
The list is updated automatically when the distance travelled by its atoms, from the
time of the last update, overcomes a defined value. The computational cost of this
method varies with the cutoff choice: larger cutoff distances means larger lists that
can be reconstructed less frequently. A compromise has to be found between the
length of the lists and the cost of their update.
As an alternative, it is sometimes more efficient to simply dissect the space in three
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dimensional cells with characteristic length larger than the cutoff distance and and
build a separate list of atoms for each of these boxes. The search for interacting
neighbours is then much quicker, as it requires to look only at atoms inside the same
cell or in nearest neighbour cells. The spatial decomposition is also useful to distribute
the system on multiple processors while reducing the need of communication among
them, as only neighbour cells need to share information [117]; this method is now
the standard choice in MD packages such as those used in this project.
Different box geometries can be used, including an orthorhombic box and a truncated
octahedron, to optimize the number of solvent molecules required. If Coulomb inter-
actions are involved, the total neutrality of the system with PBC must be imposed,
to avoid the divergence of the total charge due to its endless replication in the infinite
replica.
It is important to comment on the fact that the imposed artificial periodicity can
influence quantities dependent from long-range correlation properties. As in the case
of thermostats and barostats, PBC parameters have to be carefully chosen to avoid
introducing unphysical effects and contaminate the simulations. As an example,
when working with solvated systems in bulk, the water buffer has to be large enough
to surround adequately the protein and isolate it from direct interactions with its
periodic images [86, 90].
Solvation
Until a decade ago, a fully inclusive representation of a protein’s physiological
environment, with explicit solvent molecules and ions was outside the capabilities of
commonly available computational resources. To speed up the simulations and avoid
calculating solvent-solvent interactions, implicit solvent models, based on classical
electrostatic theories such as the Generalized Born (GB) and Poisson-Boltzmann
(PB) schemes, have been often used. Salinity effects can also be modelled implicitly.
These models perform reasonably well and are computationally much cheaper than
explicit solvents; however, they fall short when trying to reproduce the dielectric
screening effects and specific solvent-protein interactions, often crucial in mediating
conformational changes or biological functions. This is especially important in free
energy calculations where the location of water molecules may play an important role
(e.g. in the case of water mediated protein-ligand interactions) [87, 118, 119]. There
is a wide variety of water models available, each one with features and approximations
adapted to the reproduction of specific properties of water: as an example, TIP3P
and TIP4P are preferred in MD simulations. While in the former the molecules are
kept completely rigid, consistently with SHAKE, the latter adds off center point
charges, increasing the accuracy of electrostatics and their cost [120] (see Fig. 2.6).
Thermal properties such as the enthalpy of vaporisation and more in general the
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temperature dependence of water density are not described very well, but these
models are able to recover most of the solvent behaviour, including entropic effects
and hydrophobicity. With the advent of parallel computing and the increase in power
of modern processors, and given the accuracy and detail they can provide in contrast
to an implicit solvent description, the benefits surpassed the cost and explicit solvents
have now become the most common choice.
Figure 2.5: Schematic representation of the TIP3P and TIP4P water models, where oxygens are
shown in red and hydrogens in grey. The main difference is the displacement of the negative point
charge (-2q, in purple) with respect to the oxygen in TIP4P.
Energy minimisation
The crystallisation process required to extract X-ray information of the structures
of proteins may distort the positions of the constituent atoms. The value of bond
lengths and angles may be far from their natural relaxed state and steric clashes and
overlaps between different particles may also be present, e.g. due to the subsequent
addition of hydrogen atoms. Unrefined molecular structures need thus to be subject
to a thorough energy minimisation, before being used in MD simulations. Optimising
a nonlinear function like the potential is an extremely complex problem: many
different minimisation methods exist, but although efficient in refining these structures
and removing gross inconsistencies, they are inadequate for fully sampling the
conformational space as they can only reach the closest local minimum. The most
popular methods, such as steepest descend and conjugate gradient, make use of
first-order derivatives, while alternative techniques, such as the Newton-Raphson
method, require the calculation of second-order derivatives [87, 90, 121]. The simplest
of these methods, steepest descent, exploits the gradient of the potential-energy
surface to guide the search for the nearest energy minimum. An iterative relationship
like r(k) = r(k − 1) + λ(k)F(k) is applied, where k is the iteration step, r are
the selected coordinates, λ is the length of the minimisation step and F is the so
called force vector, containing the forces derived by the gradient of the potential
energy and applied to the atoms at each iteration. λ is adjusted at each iteration to
adequately follow the curvature of the potential surface and avoid overshooting the
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local minimum [87].
Set-up protocol
Before starting a molecular dynamics study, a number of preparation steps have
to be carried out on the system to avoid instability and errors during the simulation.
This protocol is model dependent, nevertheless it is possible to outline the main
points of an general procedure.
Figure 2.6: Flow diagram of the preparation steps of an MD simulation.
Once the coordinates of the protein of interest have been obtained, e.g. from a
crystallographic structure or homology modelling, it is important to run a preliminary
analysis to assess the reliability of the model and fix inconsistencies. A number of
tools are available to check that the position of amino acids, their rotameric state
or backbone angles, are satisfactory and to fix them where needed. This procedure
should be carried out with a special attention for parts of the protein that were
missing and were subsequently reconstructed, since an incorrect positioning of even
a few side chains may be sufficient to make the system unstable.
If other compounds, such us ligands or lipids, are required, they can be added at this
point. Solvent and ions, to reproduce the desired salinity and ensure the neutrality
of the system, are also added and the periodic boundary cell is built around the
protein. Particular care has to be given when building a system embedded in a
lipid bilayer. Membrane proteins are characterised by areas with a high number of
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hydrophobic residues, which should come in contact with the membrane tails. In
the case of ion channels the transmembrane domain is characterised by a series of
helices with polar residues at their ends, which are expected to be in contact with the
charged heads of the phospholipids, and with hydrophobic amino acids in the middle,
at the level of the aliphatic chains. This is particularly helpful when positioning the
membrane during the model construction phase, which can be carried out through
appropriate software or manually; the following equilibration stages will take care
of adjusting minor errors in the relative position of protein and membrane. As an
alternative, the membrane can be left to self-assembly around the TMD, starting
from a mixture of solvent and lipids, although the timescales necessary to observe
this kind of behaviour require the use of coarse-grained models [18]
Once the system has been built, a first minimisation to remove steric clashes and
major structural errors is carried out. This is usually divided in stages: first solvent
and ions are let relax around the constrained protein and membrane (if present),
then the minimisation is repeated for all atoms.
When working with bound ligands, the docking procedure should be applied to the
minimised structure and, once an adequate conformation has been identified, the
preparation and minimisation steps should be repeated.
Before starting the MD production run, however, the system should be set to the
room or physiological temperature (300 and 310 K respectively) by means of a gradual
heating, where backbone or the Cα atoms of the protein are usually restrained. This
prevents instabilities and clashes in the structure that could be otherwise observed
by simply resetting the velocities according to a Boltzmann distribution around the
target temperature. The restraints are then slowly decreased, leaving the tertiary
structure of the protein time to adapt to the new temperature and to relax to its
native conformation.
Finally, if using NVT for the actual study, it is good norm to run a preliminary short
NPT simulation to let the periodic boundary box adjust its size and reach the target
pressure, and then extract the average box size from this trajectory to be used in
the next stages.
Details on the specific protocol applied to each system here studied can be found in
their respective results sections in Chapter 3.
Enhanced sampling techniques
The more is known about proteins and other biological systems, the more is clear
that their behaviour is strictly co-dependent on the environment. When working
with complex substances, like in the case of protein embedded in lipid membranes or
multi-protein structures, approximating or even ignoring environmental interactions
may lead to inaccurate results. However, even the most efficient MD algorithm scales
with the square of the number of particles and soon the weight of evaluating the
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forces on all the added atoms becomes unmanageable. As much as limiting the size of
the model, the computational cost also restricts the time scale accessible through MD
simulations. Typical atomistic MD runs last few hundreds nanoseconds of real time,
rarely extending over the microsecond regime. However, many interesting biological
phenomena require much larger times to be observed: as an example, while major
conformational rearrangements of secondary structures, such as those observed in the
gating of ion channels, span timescales from micro- to milliseconds, ligand-protein
binding events can require times well over the milliseconds.
Recent developments in parallel computing and the building of high performance
computing (HPC) platforms dedicated to material and chemical calculations opened
new possibilities in the field. Most of the major MD codes are now fully compatible
with the message passing interface (MPI) making them suitable for multi-core
processors, and can now run even on massively parallelizable graphic processing units
(GPUs). The tendency has been thus to straightforwardly increase the size and length
of the MD simulated systems, pushing toward the macroscopic level and hoping that
the size and timescale limits will sort themselves out with time. However, a part
from a few exceptions where huge resources are available, a brute-force approach
may still not be the smartest choice or may be simply not enough.
Figure 2.7: Comparison between the timescale of the typical processes of interest in biochemistry
and that accessible to different scientific methods (adapted from ref. [122]).
Various groups have focused on the development of ingenious techniques to
bypass the size and time scale problems. Coarse-grained models, where sets of
atoms are grouped under single objects with appropriate parameters and force field
descriptions, are an example of this. Their aim is to allow for larger systems to be
studied by reducing the number of particles and interactions that the MD engine
has to handle. They are commonly used to study lipidic structures and self assembly
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properties [123–125]. In parallel, several enhanced sampling techniques have been
developed to accelerate the dynamics of the system, improving the exploration of
the free energy landscape and helping access the so called rare events [87, 93, 126].
Even the simplest biological system is characterised by complex free energy maps,
often separated in high-probability basins connected by a network of low-probability
transition regions. Because of the corrugated shape of these landscapes, ergodicity is
rarely attainable with plain MD simulations. Enhanced sampling techniques exploit
different approaches to ensure that the relevant regions of the configurational space
are visited, while paying attention that the samples generated respect the underlying
statistical probability: two common strategies are based either on tempering or on
biasing the potential [126, 127].
The first class of methods is based on artificially increasing the temperature of the
system, relying on the fact that the rate of barrier crossing events is temperature
dependent. In simulated annealing (SA) [128], the simulation is initially run at a
temperature sufficiently high to overcome high free energy barriers and is slowly
decreased until the system reaches a local minimum. It is generally run as a Markov-
chain Monte Carlo rather than an MD and its efficiency is strongly dependent on the
cooling speed parameter. SA is often used as an optimisation method to escape from
an initial metastable configuration an hopefully reach a more physiologically relevant
structure to be used in MD simulations. As an alternative, parallel tempering is a
replica exchange (RE or sometimes REMD) method [129, 130], where several replicas
of the MD simulation are run at the same time. The different simulations have
different temperatures which are then periodically swapped between two random
replicas with Metropolis style acceptance probability based on potential energies and
temperatures. Starting from a system at standard room or physiological temperature,
the subsequent replicas are simulated with increasing temperatures, making the
potential barriers easier to overcome and alternative conformations more accessible.
This technique is very versatile; in fact the property exchanged among the replicas is
not necessarily restricted to be the temperature and different parameters, including
modified forms of the Hamiltonian as in the case of generalized RE [131], can be
exchanged.
The main criticism of tempering methods is that MM force fields are not designed to
work outside physiological temperatures and may thus induce unphysical behaviour
and artifacts when the temperature is increased significantly. Also they are based
on the assumption that ergodicity can be reached in the modified ensemble, which
may not be the case in the presence of entropic barriers, whose contribution would
be enhanced by the increase in temperature [126, 127]. Moreover, running multiple
replicas of the same simulation increases dramatically the computational effort
required, making this techniques suitable only for systems of limited size.
Another family of techniques focuses instead on the potential energy itself, through
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the calculation of mean forces (the gradient of the free energy as measured at specific
locations) or with the addition of an external potential. Thermodynamical integration
(TI) [132] is an approach that allows recovery of the free energy from the integration
of these local mean forces, and is often used in conjunction with methods that
introduce external forces to drift the system toward desired conformations, such as
targeted MD [133] and steered MD [134]. Belonging to this group is also the adaptive
biasing force (ABF) algorithm [135], which tries to achieve a uniform sampling by
adding external forces built on-the-fly to counterbalance the mean forces felt locally
by the system along an MD trajectory.
Methods that enhance sampling by adding bias potential are also known as non-
Boltzmann sampling methods, and umbrella sampling [136] is the best known example.
In this framework, a number of neighbour and overlapping windows are defined by the
introduction of what is usually a simple harmonic spring potential. These windows
span sections of the free energy space and force the system to explore both hard-
to-sample and low-energy configurations alike in that localised region. Information
from each window can then be composed to reconstruct unbiased probabilities and
free energies. Along with umbrella sampling, metadynamics [137] is another non-
Boltzmann sampling method that have been more recently developed. The elegant
idea behind it and its efficient implementation in the most common MD codes makes
it the ideal candidate to study rare events in biomolecules; for this reason it was
chosen for this project to enhance the conformational sampling of portions of pLGICs
during binding and gating events.
2.2 Metadynamics
Metadynamics is a powerful and reliable enhanced sampling method; it has proven
successful for the study of many systems, from materials science to biology [138–142].
As most non-Boltzmann sampling methods it relies on a dimensionality reduction of
the conformational space: instead of working with all the Cartesian coordinates r(t)
along the entire trajectory, the bias is applied only to a limited set of M so-called
collective variables s(t) (CVs), or reaction coordinates. CVs are multidimensional
functions of the atomic coordinates r and allow to map the 3N dimensional free
energy space to a reduced dimensionality CV space s, with dimensionality M << 3N .
The free energy in this new space can be easily recovered from the probability of
observing the system in s, the weight of all configurations r that map onto s, which
is
P (s) = 〈δ[s(r)− s]〉 (2.14)
The angle brackets represent the Boltzmann ensemble average, which for the
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system described by a set of coordinates r(t) and subject to a potential U(r, t), leads
to a free energy of the form







where β = 1kBT , kB is the Boltzmann constant as before, and T is the temperature.
In order to improve the exploration of the CVs space, metadynamics uses a simple end
elegant approach: a history-dependent potential is built on-the-fly by accumulating
Gaussian repulsive terms deposited along the trajectory followed by the CVs. This
bias potential hinders the exploration of places that were already visited, and
iteratively fills the underlying free energy basins, allowing the system to escape
from any energy well and overcome the high energy barriers through saddle points.
During plain MD simulations, the system would be normally trapped in the starting
potential minimum, but the added bias allows it instead to visit other stable and
metastable states, otherwise unknown. In this manner, the transitions to different
states, previously defined as ”rare events”, are accelerated with efficiency and great
flexibility.
Equation 2.16 illustrates the bias potential as a function of s(r, t), the value of the
collective variable at the position r at the time t and s(r, t′) the values at past times
t′ < t.










Here, w is the Gaussian height, σ is the Gaussian width and τ is the time step of
deposition, which defines how often a Gaussian is added.
Once convergence is reached, the biased potential provides an unbiased estimate of
the underlying free energy in the limit
lim
t→∞UG(s, t) ∼ −F (s). (2.17)
This relation implies that an equilibrium quantity, the free energy, can be esti-
mated by non-equilibrium dynamics, which changes during time with the addition of
Gaussians. This property was postulated heuristically and then verified empirically.
However, it can be demonstrated rigorously for a system evolving under the action
of a Langevin dynamics [137, 143].
The choice of the Gaussian parameters defines the trade-off between accuracy and
efficacy in the free energy surface (FES) exploration. Gaussians with a large value of
height will fill the basins rapidly, but the consequently coarse grained reconstruction
of the surface will be affected by bigger errors. On the contrary, smaller Gaussians
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lead to an accurate profile, but the convergence may become expensive in terms
of time and resources. A similar argument relates to the frequency of deposition:
the addition of extra bias perturbs the system, which in turn needs time to recover
equilibrium. A low deposition rate gives to the system the chance to relax between
each metadynamics step, but lengthens the convergence time. On the contrary, a
higher rate can speed up the simulation, but with the risk of affecting the dynamics.
A thoughtful choice of these parameters needs to take into account the properties of
the unbiased system and adapt. As a rule of thumb, a fraction (∼ 1/2 or 1/3) of
the fluctuations along the selected CV is taken as width σ of the Gaussians, and
similarly their height should be a fraction (∼ 1/10) of the expected height of the free
energy barriers. This choice should lead to a sufficiently accurate sampling of the
free energy surface [137, 143, 144].
It is important here to briefly comment on the the choice of CVs. These vari-
ables are usually derived from simple functions of the atomic positions (e.g. distance
between atoms, angles, torsional angles, but also the number of hydrogen bonds or
the coordination number) and have to be chosen carefully: although this choice is
not unique and strongly depends on the process one wants to observe, there are rules
of thumbs that can help. It is required that such variables unambiguously identify
and separate the different stable and metastable states that define the reaction of
interest. This choice is not trivial: if selected incorrectly, the presence of hidden
barriers may lead to an incomplete exploration and to an incorrect reconstruction
of the free energy. Increasing the dimensionality of the CVs space would reduce
the likelihood of this to happen, but, given the added difficulty to manage many
variables and the decreased efficiency of metadynamics, it is not an ideal solution
in most cases. It is thus generally advised to keep the number of CVs small, as the
efficiency of the method scales exponentially with the number of variables involved.
Intuitively, this can be understood by considering that the time required to escape
from a local minimum is dependent on the amount of Gaussians needed to fill the
well. This quantity is proportional to (1/σ)D, where D is the number of dimensions
(namely the number of CVs). When increasing D, the Gaussians have also to increase
in size to maintain the efficiency. Soon, the Gaussians reach a size comparable to
that of the wells they are supposed to fill, leading to significant errors in the FES
reconstruction. With few particularly interesting exceptions [145], up to four CVs
are typically chosen. Hence, although in principle metadynamics does not require
the knowledge of the free energy path that one wants to explore a priori, knowledge
of the system and its behaviour is indispensable. Extensive testing, often through
simple trial end error, has to be carried out in order to identify the most adequate
CVs for the selected problem. The best selection of CVs is not always clear and is
often a matter of experience and taste [126].
2.2. Metadynamics 44
To further improve the sampling, metadynamics can be combined with other ap-
proaches, as in the case of bias exchange metadynamics [146], where multiple replicas
are run in parallel and biased along different CVs that can then be swapped as in
other RE methods.
The the well-tempered version of metadynamics, described in the following, was
chosen for this project, as implemented in PLUMED 1.3 [147] and PLUMED 2.0
[148] plug-ins within both the AMBER and NAMD packages.
2.2.1 Well-Tempered Metadynamics
To determine the convergence of a metadynamics run, one should ideally monitor
the behaviour of the CVs and make sure that a diffusive regime has been reached.
Once the FES is completely filled by the repulsive potential and all barriers and
wells have been flattened, the system can freely move in the reduced space of the
CVs as all the conformations are equiprobable. Assuming that CVs and Gaussian
parameters have been appropriately chosen, the bias potential is the inverse cast
of the underlying free energy landscape with a precision equal to the height of the
Gaussian. Once the profile has been completely filled, the algorithm keeps adding
layers of bias until interrupted. Depending on when the simulation is terminated,
the final reconstruction may vary, due to the not uniform deposition within a finite
simulation time. There are different methods to tackle this issue, the most trivial one
being to calculate the average of a number of profiles extracted at discrete intervals
after convergence [149].
A more sophisticated method to increase the accuracy of metadynamics is to decrease
adaptively the deposition rate (the Gaussian height per unit time) of the bias with
its well-tempered version [143]. This method automatically rescales the Gaussian




where w0 is the starting Gaussian height, and ∆T is a tunable parameter with
the dimensions of a temperature. The bias factor T+∆TT , where T + ∆T is known
as the fictitious temperature, is a parameter that regulates how fast the addition
of Gaussians decreases with the simulation time and can determine the extent of
the exploration. This parameter has to be chosen in such a way as to improve the
accuracy of the reconstructed free energy, as shown in Figure 2.8, without slowing
the convergence too much.
Thanks to this approach, the bias potential converges to the FES as in Eq. 2.19,
avoiding overfilling and oscillations that can occur when the height of Gaussians is
fixed [143, 147].
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U(s, t→∞) = − ∆T
T + ∆T
F (s) + const. (2.19)
With well-tempered metadynamics, the effective sampling of the CVs is at the
higher temperature T + ∆T , which can be intuitively understood by looking at the
two extreme cases, ∆T → 0 which leads back to classical MD and ∆T →∞ which
deactivates the lowering of the Gaussians height and recovers normal metadynamics.
Figure 2.8: Schematic representation of the effects of MD and Metadynamics on a one dimensional
free energy landscape. In blue is the true profile, in red is the position of the system and in yellow
is the bias potential. On the right, the Well-tempered algorithm is able to prevent overfilling and
decrease the error in the free energy cast.
2.2.2 The Reweighting Algorithm
While the probability distribution of the set of variables chosen as CVs can
be correctly reproduced, the introduction of the bias potential may distort the
distribution of the other degrees of freedom. Unfortunately, the reconstruction of the
full Boltzmann distribution from a Metadynamics run is more difficult than in the
case of other methods (e.g umbrella sampling), because of the time dependence of
the bias. A reweighting algorithm has been thus developed with the aim to extract
the unbiased probability distribution of any variable of interest from a well-tempered
metadynamics run [150].
This technique exploits the relation between the biased probability distribution and
the Boltzmann one, which can be expressed by the equation
P (r, t) = e−β(U(s(r),t)+c(t)) · P0(r) (2.20)
where P0(r) is the Boltzmann distribution e
−βU(x)/Z and c(t) is the time depen-
dent bias offset, defined as
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The reweighting algorithm has been used extensively in this project to reconstruct
the free energy surface as function of different quantities not belonging to the chosen
set of Metadynamics CVs. However, the results obtained by such algorithm need to
be properly analysed to make sure that the unbiased CVs chosen for the re-weighting
have been adequately sampled during the simulation. When this is not the case,
partial or incorrect reconstructions may occur.
2.2.3 Funnel Metadynamics
An accurate estimate of the ligand affinity to its target is of great interest to
pharmacological studies, where the drug design pipeline would widely benefit from
an increase in speed and efficiency. The most commonly used methods to evaluate
this quantity however rely on a number of substantial approximations that may
undermine their reliability. The dynamical model, that accounts for conformational
changes in both ligand and receptor during the binding process, is nowadays com-
monly accepted [151]; however some of these computational methods still rely to
different degrees on the old “lock-and-key” theory of ligand binding [152], where a
small molecules is expected to interact in the proper binding site of a static macro-
molecule. Structure-based drug design is the norm in the search for novel drugs
by the pharmaceutical industry; docking methods usually rely on scoring function
extracted by static conformations and novel dynamical techniques are sometimes
used in a support role [100, 119].
The free energy is a state function, meaning that the difference between the energy
of two states (such us a ligand bound to its receptor versus the respective unbound
state) is independent on the path taken from the initial to the final event. This path
influences the kinetics, the rate at which the reactions happens, but not the value of
its free energy [100]. Among the end-point methods, which extract the free energy
from the initial and final states only, the molecular mechanics/Poisson-Boltzmann
surface area and the molecular mechanics/generalised Born surface area schemes are
two of the most widely used. In these algorithms, the difference in free energy between
the bound and unbound states is obtained through the computation of a molecular
mechanics term, a solvation free energy, a conformational entropic contribution, and
an electrostatic contribution calculated either with GB or PB, measured on a few
static snapshots extracted from the dynamics of the bound state [153, 154]. These
quantities are then calculated for the equivalent system deprived of the ligand, but
no conformational change in the protein is taken into account at all. The output free
energies are generally far from the real value, but they are still useful in qualitative
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comparisons of different systems or to rank the affinities of different ligands to the
same biomolecule.
Despite the fact that they do not require direct information of the transition paths,
end-point methods are still affected by limited sampling. Conformational changes in
the protein that may be decisive for the binding need to be known a priori and taken
into account during these calculations, but the slow degrees of freedom involved
in such changes are in most cases not accessible to plain MD or algorithm used
to generate ensembles. The lack of sampling is probably the major drawback that
prevents all these techniques to acquire reputation against cheaper structure-based
docking [119].
Alternative strategies based on thermodynamic integration, free energy perturbation
[155] or alchemical transformations [156] are in principle more accurate, but compu-
tationally more intense. In these cases the ligand-protein interactions is gradually
switched off at variance to enhances sampling techniques, such as steered molecular
dynamics and umbrella sampling, where the molecule is physically removed by its
receptor. Some of these methods have been successfully used to measure the binding
free energy, but they still require a priori knowledge of the binding path, limiting
their transferability [119, 157].
This is not the case for metadynamics, which allows to extract information on the
binding pocket, bound poses, pre-binding sites, etc. without necessarily requiring
knowledge of the system in advance. Given the possibility to accelerate the dynamics
with metadynamics, the idea of applying this technique to the study of ligand binding
processes and to map its free energy landscape is attractive, nevertheless, the com-
plexity of the binding problem can hinder the convergence of the simulations. Limited
runs can still be useful for qualitatively exploring the interaction environment inside
or in proximity of the binding pocket, but they may not be enough to extract an
accurate quantitative value of the binding free energy [158, 159]. To improve on this
limitation and allow an accurate evaluation of such quantity at a relatively affordable
computational cost, a metadynamics-based method, called funnel metadynamics
(FM), was thus designed [160].
The idea behind FM is to speed up the evaluation of the binding free energy and
observe multiple binding and unbinding events in a relatively short computational
time scale, by forcing the ligand to avoid the major part of the possible solvated states
that lay outside the binding site. The movements of the ligand are limited inside
a funnel-shaped restraining potential, so that the space explored in the unbound
state is greatly reduced, while the configurations inside the binding pocked remain
unaffected.
The shape of the funnel is defined by three parameters as shown in Fig. 2.9, and its
effect on the binding has to be taken into account by adding a corrective term in
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the computation of the energy. Once a statistically significant number of recrossing
events between the bound and the unbound states has been observed, the absolute





where Kb is the equilibrium binding constant. The latter, according to the approach







dz e−β(w(z)−wref ) (2.23)
where Rcyl is the radius of the cylindrical region of the potential, C
0 = 1/1660
A˚−3 is the standard concentration and zmin and zmax are respectively the lower and
the upper limit along the axis of the funnel of the region within which the binding
is considered. w(z) is here the calculated one-dimensional potential of mean force,
obtained as a projection of the free energy as a function of the position z along the
funnel axis only, and wref is its value at a reference unbound state. The derivation of
Eq. 2.23 can be found in Appendix A. As already mentioned, this formulation takes
into account the effect of the cylindrical restraint on the solvated conformations,
which are measured to be less energetically favourable than in reality due to the
smaller volume available.
Figure 2.9: The concept of FM. The shape of the funnel, in green, can be adapted to the system
by tuning few parameters: Z is the axis defining the exit-binding path of the ligand, Zcc is the
switching distance from a cone shape into a cylinder, while α is the angle of amplitude of the cone
and Rcyl is the radius of the cylindrical section (from Ref. [160]).
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2.3 Sketch-map
One of the main features of the Metadynamics approach is the reduction of
the problem to a subset of collective variables describing the biological phenomena
of interest. In a multi-dimensional free energy landscape the identification of the
stable/metastable conformers and their connection network may not be trivial; even
after this dimensionality reduction, however, a straightforward representation of
the data may still pose a problem when three or more dimensions are involved.
Simple projections to two-dimensions by integrating out the other CVs may result
in unclear or incomplete representations and lead to a loss of precious information.
It is sometimes possible to work around this issue, by exploiting as an example
experiments or other sources of extra information on the system to guide the analysis,
but when these data are not available the interpretation of the results is less obvious.
Sketch-map is a new approach developed within this framework, aimed at mapping
trajectory points extracted from the high-dimensionality CV space of Metadynamics
or other atomistic simulations onto a bi-dimensional representation. This algorithm
has been specifically designed to apply non-linear dimensionality reduction to atom-
istic simulation data characterized by a set of basins interconnected by transition
paths, while dealing at the same time with the thermal fluctuation noise around
these basins and the limited sampling of the transition pathways [161–163].
The core implementation of this algorithm is based on metric multi-dimensional
scaling (MDS) [164] and requires, as first step, to select a limited number of high-
dimensionality landmarks. This allows to speed up the calculation which would
otherwise scale quadratically with the length of the simulation. The choice of land-
marks is essential and it has to be representative of the underlying distribution
of points in the multi-dimensional space. Random points are initially chosen by
maximizing their relative distance through a farthest point sampling (FPS) algorithm
to ensure that all configurations visited during the trajectory are represented. For
each one of these points, a Voronoy polyhedron is built and probabilities, weighted
according to the number of points falling in such polyhedra, are calculated. The
remaining landmarks are then randomly selected according to this probabilities. This
two-step procedure ensures that the Boltzmann distribution is adequately represented
in the set of landmarks. The selection is followed by a multi-step minimisation of a
stress function. This function is responsible for mapping the distances to the reduced




(Rij − rij)2 (2.24)
where Rij is a measure of the separation between the high-dimensional points
and rij is the Euclidean distance between their projections. Although intuitive, these
2.3. Sketch-map 50
Euclidean distances are not the ideal choice when working with MD trajectories
because of their inherent non linear distribution in the CV space. For this reason,
sigmoid filter functions have been introduced in place of the Euclidean distances.
In Eq. 2.25a and 2.25b, the sigmoid functions for the high-dimensionality and
low-dimensionality spaces respectively are shown
F (R) = 1− (1 + (2A/B − 1)(R/σ)A)−B/A (2.25a)
f(r) = 1− (1 + (2a/b − 1)(r/σ)a)−b/a. (2.25b)
These objects map the distances that are less than a reference value σ to be closer
to zero, while those greater than σ are transformed into values closer to one. This
choice guarantees that points closer to σ are projected close together, while those far
from it are projected far apart. A, B, a, b and σ are all tunable parameters, which
determine the shape of the sigmoid functions. However, the choice of σ is what really
determines the projection: length scales lower than σ will be systematically ignored
when projecting and one should carefully select which short-range features should be




[F (Rij)− f(rij)]2 . (2.26)
The remaining points are then projected so to maintain their proximity to the
landmarks in both high- and low-dimensional spaces. If the simulation is properly
converged and the choice of sketch-map parameters is adequate, one should obtain a
projection of points on a plane, from which a two dimensional free energy map, with
well separated basins and connection paths can be extracted in post-processing, as
shown as an example in Fig. 2.10 [163].
Sketch-map has been successfully applied to map the conformations of Lennard-
Jones clusters [163] and to distinguish helix-like and sheet-like secondary structures
in metadynamics simulations of polyalanine chains [161]. However, the algorithm is
not free from flaws, one for all the intrinsic necessity to sever connection paths when
working with periodic data as shown in Fig. 2.10. In the figure, the three dimensional
free energy landscape of a toy model with periodicity in the three directions is shown
(a); the volume is characterised by low free energy basins connected to each other by
transition paths, as in a typical MD simulation. Projecting an hypothetical trajectory
from three dimensions (b) to two dimensions (c) causes the loss of information on
a number of connections (in orange in the example), which are severed. Similarly,
although all the basins are adequately identified, the algorithm cannot reproduce
the correct distance relationship for all of them, and a few minima that should be




Figure 2.10: Example of the efficacy of sketch-map. In (a) a sample of free energy map in three
dimension, where the basins and the connection paths are visible, in (b) a set of landmarks selected
in the high-dimensionality space and finally in (c) the low-dimensional projection of the same
landmarks produced with sketch-map. (From Ref. [161]).
basins in the figure). Moreover, the choice of the parameters can sometimes be
counterintuitive; it requires long testing times and a meticulous refining procedure;
finally the resulting map is not necessarily simple to understand, but hopefully
will help in the interpretation of the results. When properly used, however, this
algorithm can be a powerful tool, allowing to disentangle and reconstruct a bi-
dimensional representation of the multi-dimensional free energy landscape, complete
of its network of basins and paths, from which an identification of the minimum free
energy conformer populations is straightforward.
Chapter 3
Results
This chapter is subdivided in four independent sections, where the results of
different studies to understand the behaviour of pLGICs upon their activation by
neurotransmitters are presented.
In Sec. 3.1 preliminary work to assess the reliability of commonly used methods
such us homology modelling, docking and classical MD, was carried out on the ECD
of the GABA-bound RDL neuroreceptor; most of these techniques require choices
that, depending on the user choices and numerous other factors, can often affect
significantly the outcome of the simulations. The results of this work led to the
publication of Ref. [158], and allowed to select the best homology model for the
following work with metadynamics.
As a matter of fact, the evaluation of quantities such us the binding free energy,
crucial to the development of effective drugs and biologically active compounds
require methods beyond the limitations of MD and conventional docking. Funnel
metadynamics was thus introduced in Sec. 3.2 to accelerate binding and unbinding
events and measure the binding free energy with statistical significance for the wild-
type and two RDL receptor mutants. The results here obtained were published in
the work of Ref. [165].
While the first two sections focus on the ligand binding problem in pLGICs, the
second part of this chapter tries to shed light on the gating mechanism, by analysing
interactions and dynamics of the loops at the interface between ECD and TMD of
the 5-HT3 serotonin receptor. In Sec. 3.3, the role a highly conserved proline and the
effects of its trans-cis isomerisation on the structural and dynamical properties of the
5-HT3R TMD have been investigated. The choice of working with this structure, as
well as with the RDL receptor, was mainly dictated by the abundance of experimental
data available to complement and compare these results. Moreover, their similarity
to other Cys-loop receptors made them the ideal prototypes for such studies and
increased range of applicability of methods and results here described.
Similarly, the availability of experimental results led to the choice of aspartic acid in
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the study described in Sec. 3.4. A metadynamics and sketch-map based approach
to the classification of its isomers in the gas phase and aqueous solution has been
tested here. As confirmed by the study on the proline isomerisation in pLGICs, the
conformational preferences of single residues can influence the behaviour of larger
structures: with metadynamics it was possible to identify all major conformers, where
experiments and conventional computational methods gave only partial results. This
work will be published in the paper of Ref. [166], which is under preparation.
3.1 A Comparison of Models for the ECD of the RDL
receptor
To elucidate the details of the neuroreceptor-neurotransmitter binding mechanism
in the RDL receptor, conventional methods such us homology modelling, ligand
docking and classical MD can be useful and informative. Data from mutagenesis
electrophysiology experiments [50, 167, 168] was here successfully complemented with
new computational information on the flexibility of the ligand, on the dynamical
bond networks formed upon binding and on the role played by water molecules
within the binding pocket. Both homology modelling and ligand-protein docking
are however not unique procedures: the first significantly depends on the starting
template and the alignment between the amino acids sequences, while docking results
are not always reliable, since they are based on static models of the receptor and the
scoring functions on which the selection of the poses is based are heavily approximate.
An exploratory metadynamics on the binding integrated the results of this analysis
and showed how enhanced sampling techniques can overcome the limitations of
conventional techniques and mitigate the dependence on such choices. In order to
assess systematically the reliability of these commonly used methods and to select
the best model for a more thorough metadynamics study, an extensive comparison
of models of the GABA-bound RDL receptor was carried out in this section.
Preparing the models
Three templates were considered for homology modelling, chosen among a limited
number of available homologous proteins described in Sec.1.1: AChBP from the
garden snail Lymnaea Stagnalis (entry 1I9B of the protein data bank [24]), ELIC
from the bacterium Erwinia Chrysantemi (entry 2VL0 [25]) and GluCl from the
nematode Caenorhabditis Elegans (entry 3RHW [15]) were chosen because of their
different features and amino acids sequence identity against the RDL receptor. While
both ELIC and GluCl have a transmembrane domain, AChBP can only be used
to reconstruct the extracellular domain, being a globular protein rather than a
membrane channel. Despite the fact that the interplay between ECD and TMD is
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crucial during the transmission of the activation signal at later stages, the TMD and
the surrounding membrane do not play a direct role in the ligand binding process
to the orthosteric site: the binding pocket is quite far away from them and the
slow conformational changes initiated by the neurotransmitter binding and then
transmitted to the TMD are not sampled in these simulations. Moreover, the two
domains are fairly independent: studies have shown that some isolated ECDs are able
to fold correctly and even self-assemble [11, 169–171]. Models with only ECD are
commonly used to study the binding process in ligand-gated ion channels [48, 167],
also due to the limited structural information for the complete receptors. The reduced
models allow to afford longer time scales while retaining all the important features
for the binding. Nevertheless, the Cαs of the five terminal residues of each subunit
were here restrained during the MD runs to simulate the effect of the TMD on the
ECD.
In the case of AChBP and ELIC, where more than one PDB entry was present at the
time of the work, the choice of a particular X-ray structure as template was based
on the analysis of a number of scoring functions which helped assess the quality
of the model, and of the sequence alignments and the structures produced out of
them. FUGUE [172] is a server specialised in alignment and is able to recognise
homologous proteins by comparing sequences and structures. It ranked 1I9B as
a suitable template together with other AChBP PDB models. Nevertheless, 1I9B
produced an alignment with higher sequence identity (∼ 19 %) and was thus preferred.
Similarly, 2VL0 was ranked as suitable homologue among the ELIC models and was
then chosen mainly because of its high resolution (3.30 A˚ ). The alignment in this
case reached ∼ 24 % of sequence identity. Finally, GluCl 3RHW obtained the highest
absolute score in the FUGUE ranking and was thus expected to produce the most
reliable homology model. Two different alignments, one with CLUSTAL [173] and
one with FUGUE, were then produced, with ∼ 39 % and ∼ 38 % of sequence identity
(indicated as GluCl1 and GluCl2) respectively. This was aimed at comparing the
influence that different alignments, even from the same template, could have on the
simulation results. In some of these cases, alignment was also slightly manipulated
manually, in order to account for the available experimental information and improve
the reproduction of the most important regions (e.g. the binding sites), while other
regions, like unstructured loops, which, being highly flexible, were expected to adapt
to their natural shape during the MD simulation, were left untouched with respect
to the automated alignment procedure.
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Figure 3.1: Sequence alignments of the insect RDL receptor ECD with AChBP (∼ 19% sequence
identity), ELIC (∼24 %) and GluCl (∼ 39% for GluCl1 and ∼ 38% for GluCl2) templates. The
residues identified as relevant for binding by mutagenesis experiments are highlighted (principal
subunit in yellow: Phe146, Glu204, Phe206 and Tyr254; complementary subunit in red: Tyr109;
Arg111 and Ser176). From Ref. [158].
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The RDL receptor sequence here used is from Drosophila Melanogaster (NCBI
accession: NM168321.1, residues 57 − 266). RDL receptor subunits can occur as
different genetic splice variants, which have minor changes in their D and F loops,
but the “ac” variant used in this study is considered the canonical isoform [174].
MODELLER v9.8 [175] was used to build the homopentameric RDL structures
from this sequence. The structures built from each template and alignment were
then labelled RDL-AChBP, RDL-ELIC, RDL-GluCl1 and RDL-GluCl2. During
the building of these models, structural motifs (disulphide bridges typical for the
Cys-loops) and symmetries among the five subunits were imposed, with the exception
of RDL-GluCl2, where no symmetry was induced, although no actual difference was
later observed in the stability of the simulation. For each template, 100 models were
produced and then ranked according to GA431 and Normalised DOPE scores [176–
178]. These quality indicators assess the structural properties of the model, defining
statistical potentials composed of distant-dependent terms or solvent accessibility to
discriminate if a structure is correctly folded [179]. Additional analysis was carried
out with tools from the SWISS MODEL server [180] such as the QMEAN [181], a
scoring function accounting for the major geometrical aspects of a protein backbone.
Ramachandran plots, diagram of the possible torsional angle conformations of the
protein backbone, were produced and analysed with PROCHECK [182] to exclude
the substantial presence of residues in non-allowed regions [183].
The structures selected were then treated according to a standard protocol: stan-
dard amino acid protonation at neutral pH was applied, followed by solvation with
12 A˚ buffer of TIP3P water and addition of Na+ and Cl- ions to reach a physio-
logical saline concentration of 0.15 M. Counterions were added to neutralise the
structure and optimisation runs were applied to eliminate steric clashes. Using the
AMBER 11 package and the AMBER ff03 force field [184], the structures were then
minimised in stages, with progressive release of harmonic restraints on the position
of atoms. The use of other more recent force fields within the AMBER family, which
improve on some of the limitations of ff03, is unlikely to significantly affect the results
for the RDL extracellular domain, as improvements are mostly related to helical
propensity which is of limited relevance to the RDL receptor ECD [77, 185]. The
standard AMBER minimisation uses first the steepest descent algorithm and then
the conjugate gradient method. The whole protein was initially fixed to let water
and ion relax, then only the Cα of the backbone were restrained and finally all the
restraints were removed. The four optimised pentameric models are shown in Fig.
3.2, where relative differences of the backbone, with respect to that of RDL-GluCl2,
have been highlighted. Small variations in the five subunits of each model, especially
in the unstructured loops, can be observed due to the random initial positions of
the water molecules and ions; however, these variations were not big enough to
make the five interfaces non-equivalent. All structures are characterised by very high
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Figure 3.2: The selected homology models for the pentameric extracellular domain of the RDL
receptor, after the structural optimisation: (a) RDL-AChBP; (b) RDL-ELIC; (c) RDL-GluCl1; (d)
RDL-GluCl2. The seven residues experimentally identified as important for binding, Phe146, Glu204,
Phe206 and Tyr254 in the principal subunit and Tyr109, Arg111 and Ser176 in the complementary
subunit, are explicitly shown in red and yellow respectively. The displacement of the protein
backbone from that of the RDL-GluCl2 model is highlighted. From Ref. [158].
percentages of residues in allowed regions of the Ramachandran plot (specifically 99.4
% for RDL-AChBP, 98.7 % for RDL-ELIC, 98.5 % for RDL-GluCl-1 and 98.6 % for
RDL-GluCl2). Structural quality indicators pointed to better quality for the models
built on the GluCl templates (which have a similar value of QMEAN) followed by
that on AChBP and then ELIC.
Seven residues were identified by mutagenesis electrophysiology experiments as
important for the binding of GABA in its zwitterionic form to the RDL receptor.
These residues shown in both Fig. 3.3 (where the relative differences are highlighted)
and 3.5 are Arg111, Glu204, Tyr109, Tyr254, Phe206, Phe146 and Ser174. Studies
on other pLGICs [48] suggest that the negatively charged carboxyl group of GABA
could interact with an arginine residue, while the positively charged amine could
interact via hydrogen bonds with polar residues such as glutamic acid. Furthermore,
a cation-pi cage, formed by a number of aromatic residues such as phenylalanine
and tyrosine, is expected to confine the amino group [49, 50, 167, 168]. Despite the
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difference in the starting templates and alignment, the binding site was overall well
conserved in all models, validating the choices made during the alignments and in
the homology modelling. The main displacement is observed in Fig. 3.3 for Arg111.
Neither AChBP nor ELIC have an arginine residue in the corresponding position in
the alignment with the RDL receptor, at variance from GluCl. Hence, RDL-AChBP
and RDL-ELIC might have had more difficulties in representing realistically Arg111.
All the other residues show a relatively small displacement from the reference models,
confined to the side chains which could also readjust during MD simulations. In
particular Tyr109 was in the same rotameric state in the two GluCl based models,
and behaved similarly during the corresponding MD simulations.
Figure 3.3: The GABA binding sites consisting of residues Phe146, Glu204, Phe206, Tyr254, Tyr109,
Arg111 and Ser176, in the optimised homology models before GABA docking: (a) RDL-AChBP;(b)
RDL-ELIC; (c) RDL-GluCl1; (d) RDL-GluCl2. The displacement of each atom from its position in
the RDL-GluCl2 model is highlighted. From Ref. [158].
The experimental data were integrated in the docking process, where possible
binding poses of the ligand were identified inside a user defined region, large enough to
include the seven residues identified experimentally, as shown in Fig. 3.4 These were
then ranked according to number and kind of interactions formed with the residues
lining the pocket, to their roughly calculated binding energy and to conformational
similarity among themselves. Docking was carried out with the AUTODOCK 4.2
suite [186]: GABA and the side chains of the first five residues listed before were
allowed to be flexible during the random attempts to place the ligand within a user
defined box-shaped region of search. A different procedure, where the region within
10 A˚ radius from Phe206 was imposed as the only restraint, was carried out with
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GOLD 4.0 [187] on the RDL-GluCl2 model.
GABA is not a standard amino acid of ff03 force field and was thus necessary to
calculate charges and parameters. ESP partial charges (which are fitted to reproduce
the electrostatic potential) were evaluated within density functional theory with the
CPMD code [188], using a plane wave basis set with a kinetic energy cutoff of 70
Ry, Martins-Troullier pseudopotentials [189] and the Perdew-Burke-Erzenhof (PBE)
exchange and correlation functional [190]. The ESP partial charges were averaged
over eight structures, in order to account somehow for molecule flexibility during the
simulation.
Figure 3.4: Volume box used to find the best docking poses of GABA to the RDL receptor ECD.
The side chains of the seven residues identified experimentally are here shown and were left flexible
during the search procedure.
A single GABA was docked to one of the equivalent interfaces for each model,
although the current hypothesis suggests that at least two agonist bound to two
non-consecutive interfaces are required for the optimal activation of pLGICs. The
choice of working with a single GABA was justified by the assumption that non-
consecutive interfaces are independent. The accuracy of this approximation was
demonstrated in previous studies [167] and was confirmed by the results on further
models, RDL-AChBP-5, RDL-ELIC-5, RDL-GluCl1-5 and RDL-GluCl2-5, where the
docking poses were replicated at the five interfaces, improving the statistics.
Again, the selected structures were solvated with a 12 A˚ buffer of TIP3P waters
in form of truncated octahedral cell with periodic boundary conditions. Na+ and Cl-
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Figure 3.5: Example of GABA docked in the extracellular domain of the RDL receptor (RDL-GluCl1
model), with important residues in the binding site. The dashed lines represent the collective
variables used in the Metadynamics simulation. From Ref. [158].
counterions were added to ensure charge neutrality and reach the physiological con-
ditions of saline concentration at 0.15 M. After few stages of structural optimisation
with gradually decreasing harmonic restraints on atomic positions and thermalisation,
the RDL models were used as starting point for 25 ns of classical molecular dynamics.
The vibrational motion of bonds containing hydrogen atoms was removed with the
SHAKE algorithm [95] allowing a time step of 2 fs. The Particle Mesh Ewald method
was applied to the long range electrostatic interactions and a cutoff of 10 A˚ was
used for non-bonded interactions. During the 25 ns of MD, the temperature was
maintained at 300 K with a Langevin thermostat with collision frequency γ of 1 ps-1,
while a Berendsen barostat with relaxation time τ of 2 ps kept the pressure around
1 atm. The first 3 ns were characterised by the presence of restraints on the Cα
which were gradually removed, with the exception of the five terminal amino acid of
each subunit, which were kept restrained to mimic the effect of the transmembrane
domain during the whole run. Statistical averages were calculated over the last 12 ns
when all models were equilibrated and stabilized; RDL-ELIC and RDL- ELIC-5 were
the slowest models to equilibrate. Average quantities evaluated over longer times
(e.g. 18 ns for the RDL-GluCl2 models) or over the five binding sites did not change
the overall picture.
Comparison Results
In this section, an extensive comparison of structural stability, binding inter-
actions and free energies among the four RDL models is presented. The models
3.1. A Comparison of Models for the ECD of the RDL receptor 61
built from GluCl templates show the most promising results, with higher number
of hydrogen bonds and cation-pi interactions between ligand and protein, and with
a binding pocket less permeable to water. A preliminary metadynamics simulation
confirmed the presence of two binding modes where the interaction with Glu204 can
be either direct or solvent-mediated.
From the RMSD of the backbone atoms, all models were stable, given their complex-
ity, and GABA remained in the binding sites in all the MD simulations. The average
RMSD, calculated on the statistical sample, were 3.17 ± 0.11 A˚ for RDL-AChBP,
3.35 ± 0.09 A˚ for RDL-AChBP-5, 3.64 ± 0.13 A˚ for RDL-ELIC, 3.56 ± 0.16 A˚ for
RDL-ELIC-5, 2.98 ± 0.09 A˚ for RDL-GluCl1, 3.19 ± 0.09 A˚ for RDL-GluCl1-5,
2.79± 0.12 A˚ for RDL-GluCl2 and 2.53± 0.06 A˚for RDL-GluCl2-5.
GABA Flexibility
In spite of being steadily bound to the receptor in all the MD simulations, GABA
was characterised by an interesting degree of flexibility, as shown in Fig. 3.7 for the
models with five ligands. In this image, the values of θ and ψ, the two torsional angles
defined by the atoms C1-C2-C3-C4 and C2-C3-C4-N (see Fig. 3.5) respectively, are
monitored: there are 9 possible conformers, as the preferred values are 60◦, 180◦ and
300◦ for each torsional angle. Because of the force field, no hydrogen transfer between
the GABA extremities was possible. The zwitterionic form should be favoured both
in solution and in the receptor, due to its enhanced capability of interaction with
solvent molecules and protein residues.
Figure 3.6: The dihedral angles θ (in green) and ψ (in magenta) of GABA.
GABA is in the extended conformation when both θ and ψ are 180◦ (center of
each panel in Fig. 3.7), which was expected to be the most favourable [167]. It
can potentially form intramolecular hydrogen bonds between its carboxylate and
amino group when in the conformations corresponding to the quadrants at the four
corners, but in competition with intermolecular bonds with either the solvent or the
receptor. All conformers were easily accessible in water solution (panel (a)), with
a preference for the extended configuration and low occupancies for the “corner”
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Figure 3.7: Time evolution (top) of the dihedral angles θ and ψ which characterise the GABA
conformers, and conformer relative occupancy (bottom) during MD simulations in (a) water, (b)
RDL-AChBP-5, (c) RDL-ELIC-5, (d) RDL-GluCl1-5, (e) RDL-GluCl2-5. The time evolutions of the
five ligands are superimposed and the occupancies are averaged over the five binding sites. Adapted
from Ref. [158].
conformers. Comparing to the case of GABA alone in water solution, there were
more restrictions for the conformers in the RDL receptor models, where the top left
structures were hardly populated. The extended conformer was overall preferred,
without excluding the others: GABA can thus show a significant level of flexibility
and still stay bound to the RDL receptor models.
Hydrogen Bonds Interactions
The hydrogen bonds analysis also gave some interesting insight into the interaction
network formed inside the RDL receptor binding pocket. A bond was counted as
present when donor and acceptor atoms were closer than 3.5 A˚ and when the donor-
H· · ·acceptor angle was larger than 120◦. The results are summarised in Table 3.1,
where the number of hydrogen bonds averaged over the simulation time used to
collect statistics is shown. Here, only the data for residues forming at least 0.10
hydrogen bonds on average are shown and will be here discussed for the models with
five ligands, which were consistent with the single GABA-bound counterparts, but
provided a significant improvement in statistics. Transient bonds were excluded from
this analysis since they are not statistically significant and don’t add information on
the behaviour of the ligand and the binding site residues.
In all models bonding interactions with Arg111 were present. The positively
charged arginine formed two or more salt bridges with the negatively charged carboxyl
group of GABA in RDL-GluCl1-5 and RDL-GluCl2-5, while it formed on average less
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RDL- RDL- RDL- RDL-
AChBP-5 ELIC-5 GluCl1-5 GluCl2-5 Water
Arg111 0.56± 0.67 0.71± 0.34 2.08± 0.65 2.16± 0.79
H2O-mediated 0.46± 0.15 0.35± 0.20 0.17± 0.13
Arg166 0.46± 0.50 0.55± 1.07
H2O-mediated 0.28± 0.21 0.72± 0.56 0.17± 0.26
Glu204 0.65± 0.34 0.44± 0.33 0.44± 0.36 0.60± 0.36
H2O-mediated 0.49± 0.23 0.96± 0.11 0.61± 0.18 0.57± 0.40
Glu246 0.17± 0.33
Phe206 0.12± 0.15 0.12± 0.20 0.32± 0.24 0.22± 0.26
Ser176 0.64± 0.44 0.58± 0.40 0.89± 0.19 0.94± 0.32
H2O-mediated 0.20± 0.12 0.33± 0.15 0.14± 0.16 0.16± 0.19
Ser205 0.62± 0.32 0.28± 0.33 0.57± 0.39 0.61± 0.30
H2O-mediated 0.18± 0.13 0.31± 0.22 0.28± 0.30 0.24± 0.30
Thr250 0.27± 0.47 0.33± 0.44
Thr251 0.42± 0.37 0.53± 0.45
Tyr109 0.54± 0.58 0.34± 0.35 0.27± 0.37
Tyr254 0.12± 0.23 0.31± 0.39
Protein 3.63±0.67 (2.56) 3.80±1.22 (4.23) 5.06±0.62 (5.24) 5.72±1.05 (6.79)
H2O-mediated 1.88±0.67 (2.82) 2.92±0.51 (2.09) 1.53±0.38 (1.05) 1.27±0.96 (0.27)
H2O 3.99±0.59 (6.41) 4.32±0.95 (3.77) 2.78±0.68 (2.83) 1.97±1.10 (0.27) 9.17
Intra-
molecular
0.09±0.13 (0.04) 0.02±0.02 (0.05) 0.01±0.02 (0.12) 0.04± 0.05 (0.0) 0.09
Total 7.71±0.33 (9.01) 8.14±0.30 (8.05) 7.85±0.45 (8.19) 7.73±0.26 (7.73) 9.28
Table 3.1: Average number of hydrogen bonds formed by GABA in the RDL-models and in water
solution. The residues identified by experiments as important for receptor activation are in boldface.
For interactions with specific residues, only average values equal or larger than 0.10 are shown; total
values include all contributions. The data for the models with five ligands are averaged over the five
binding sites; the data for the corresponding models with one ligand are shown in brackets. From
Ref. [158].
than one direct hydrogen bond in RDL-AChBP-5 and RDL-ELIC-5, where however it
also participated in water-mediated hydrogen bonds. This discrepancy can be due to
the positional difference of Arg111 in the RDL-AChBP model and RDL-ELIC models
with respect to the models based on the GluCl templates, as discussed previously. A
second arginine, Arg166, was also bonding in RDL-AChBP-5, RDL-ELIC-5 and RDL-
GluCl2-5; this interaction was also observed with low frequency in Ref. [167]. Glu204
formed salt bridges in all models through its negatively charged carboxyl group
interacting with the positively charged amine of GABA. A significant percentage
of this interaction was mediated by a molecule of water. On the right hand side
of Fig. 3.8 two snapshots from the following exploratory metadynamics simulation
of RDL-GluCl1 are shown, where the two possible states, with (top) or without
(bottom) the mediation of water are shown. The polar residue Ser176 interacted
with GABA through hydrogen bonds in all models consistently with experimental
evidence; also Ser205 formed direct or water mediated hydrogen bonds. Thr250
interacted through hydrogen bonding with GABA in RDL-AChBP and in RDL-ELIC,
but insignificantly in the other two models, where Thr251 formed hydrogen bonds
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instead. The aromatic residues Phe206, Tyr109 and Tyr254 formed fairly infrequent
hydrogen bonds with GABA, the most populated of which occurred with Try254 in
RDL-AChBP-5; they were however involved in cation-p interactions as described
below. Interestingly, GABA formed more hydrogen bonds directly with the receptor
in models built with the GluCl template, where more than five hydrogen bonds were
observed in all cases. A part from the mediation of the Glu204 interaction, GABA
also formed hydrogen bonds with other water molecules in the binding site. The
percentage of intramolecular hydrogen bonds between the GABA carboxylate and
the amino groups was lower than 10% in all cases, and linked to the occupancy of
the “corner” conformers of Fig. 3.7. The total number of hydrogen bonds formed by
GABA in the MD simulations both with the receptor and water is lower than that
found in water solution, ∼ 9.3, of which ∼ 6 are with the carboxyl group and 3 with
the amino group, exhausting all the possibilities to form hydrogen bonds.
Cation-pi Interactions
Data from different pLGICs seem to confirm the hypothesis that aromatic residues
in the binding pocket help stabilise the positive moiety of the ligand, by means of
an aromatic cage [34, 48]. As observed in Fig. 3.5, this is the case also for the RDL
receptor, where a few amino acids with aromatic rings are found surrounding the
amino group of GABA. This time an interaction was counted when the distance
between the positively charged atom and the center of the carbon ring was lower
than 6 A˚ and the angle between the vector joining the cation and the ring center,
and the vector normal to the ring plane was lower than 60◦. The average number of
cation-pi interactions, counted during the simulations and shown in Table 3.2, ranged
from less than one on average in the AChBP based models, mostly due to Tyr254,
to more than two in the GluCl based models, where GABA was observed interacting
with Phe206, Tyr109 and Tyr254 and also Phe164, with intermediate values for
the models based on ELIC. No evidence of a direct interaction between GABA and
Phe146 was found. This is consistent with mutagenesis data showing that a mutation
of this residue with Ala produced only a moderate increase in EC50, indicating that
there is no requirement for an aromatic residue in this position and that Phe146 does
not contribute to cation-pi interactions and is not critical for binding [50, 167].
Binding Free Energies
As mentioned in Chapter 2, the MM/PBSA and the MM/GBSA methods are
two of the most commonly used techniques to evaluate the binding free energy of a
ligand-receptor complex. Although the idea is very simple, they are often not very
accurate and the results cannot be considered reliable from a quantitative point
of view. As an example, all water are considered implicitly, despite the hydrogen
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RDL- RDL- RDL- RDL-
AChBP-5 ELIC-5 GluCl1-5 GluCl2-5
Phe164 0.12± 0.24 0.30± 0.3 0.13± 0.17
Phe206 0.12± 0.24 0.35± 0.34 0.64± 0.22 0.78± 0.24
Tyr109 0.05± 0.10 0.31± 0.35 0.22± 0.26 0.27± 0.23
Tyr254 0.80± 0.34 0.52± 0.34 0.97± 0.03 0.99± 0.01
Total 0.97± 0.15 (0.65) 1.33± 0.94 (1.53) 2.16± 0.68 (2.48) 2.18± 0.49 (2.46)
Table 3.2: Average number of cation-pi interactions formed by GABA in the RDL models. The
residues identified by experiments as important for receptor activation are in boldface. The data are
averaged over the five binding sites for the models with five ligands, while the corresponding results
for the structures with one ligand are shown in brackets. From Ref. [158].
bonds analysis demonstrated their role in actively mediating important interactions.
Nevertheless, these techniques are very useful in ranking similar systems: in Table
3.3 the binding free energies evaluated on the models bound to a single ligand are




























































Table 3.3: Enthalpic (∆H) and entropic (T∆S) contributions and free energy of binding (∆G) of
GABA to the RDL receptor models calculated with the MM/GBSA and MM/PBSA methods. From
Ref. [158]
MM/PBSA is more accurate and more computationally expensive then MM/GBSA,
but the results are consistent and the trends are in line with the hydrogen bonds
and cation-pi analysis, showing the weakest binding in the case of RDL-AChBP,
where water-mediated interactions contributed significantly, and the strongest one in
RDL-GluCl2, were the water played a minimal role.
Preliminary Metadynamics
In order to obtain a quantitatively accurate evaluation of the free energies, the
limited sampling accessible to these standard techniques needs to be improved, e.g.
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with the introduction of enhanced sampling methods such as metadynamics. A
preliminary free energy exploration of the RDL-GluCl1 binding pocket was thus
carried out here with metadynamics, to test the efficacy of this method. The FES
was partially mapped as a function of two CVs, representing the distance between
the carbon of the GABA carboxyl group and the carbon connected to the three
nitrogens in the Arg111 side chain (CVArg) and the distance between the nitrogen
of the GABA amino group and the carbon of the Glu104 carboxyl group (CVGlu),
as shown with dashed lines in Fig. 3.5. Confining walls at 9 A˚ were introduced to
avoid the sampling of regions too far away from the binding site. The well-tempered
metadynamics simulation was started from the equilibrated MD structures, using
the PLUMED 1.2 plugin coupled to the AMBER 11 package. A bias factor of 10
was chosen, while Gaussians with a 0.3 A˚ width and an initial height of 0.4 kJ/mol
were deposited every ps for a total of 50 ns.
Figure 3.8: Exploratory free energy map of GABA in the RDL-GluCl1 model as a function of the
distance of the GABA amino group from Glu204 side chain (CVGlu) and of the GABA carboxyl group
from the Arg111 side chain (CVArg). Contour lines are every 8 kJ/mol. The binding arrangements
corresponding to the free energy minima are shown. Adapted from Ref. [158].
The resulting free energy map is shown in Fig. 3.8. It is possible to identify an
elongated basin of attraction corresponding to a range of relative distances between
the amine of Glu204, while the GABA carboxylate was clearly pinned to Arg111.
Two minima separated by a low barrier can also be identified, related to the binding
configurations shown on the right hand side: in one case (the bottom minimum) the
amino group of GABA, in the extended conformer, is closer to Glu204 and forms a
direct hydrogen bond, while in the other case (top minimum) a bent conformer is
observed forming a water-mediated interactions with the same residue.
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Conclusions
In summary, five stable models of the RDL receptor were built from homology
modelling and studied with the use of Molecular Dynamics after docking GABA in
them; this allowed to investigate in detail the interactions underlying the binding
of the ligand to the neuroreceptor. The network of interactions that GABA formed
inside the five RDL binding pockets showed quantitatively common features and
model independent informations were extracted. The role of residues highlighted by
experiments as important was confirmed and clarified, while new residues, not studied
experimentally before (e.g. Ser205), were suggested as potential interaction partners.
Also, experiments have a limited capacity to probe the role of water molecules in such
systems: water mediated interactions were here observed and analysed, providing
new insights into alternative binding conformations, although the importance of
water was showed to be dependent also on the quality of the model. Models built
from templates with lower sequence identity were less stable and were characterised
by less direct interactions and a more water permeable binding site. The presence of
more solvent molecules that could interact with the ligand while bound decreased
its interactions with the polar residues of RDL, causing an overall weaker binding.
GluCl, instead, was confirmed to be the best template and provided stable and
reliable models.
Different binding arrangements were observed in the MD simulations. They are
not mutually exclusive, instead they may coexist or exist at different times and are
consistent with the available experimental data. The proposal that there is a degree
of flexibility in the binding arrangements is supported by the exploratory data on the
binding of GABA to the RDL receptor obtained with metadynamics, which identified
two minima separated by a small barrier, related to the binding configurations in the
presence and absence of a water molecule which mediates the interaction between
the GABA amine and Glu204.
Extending these preliminary MD would bring little improvement, as the results
would be still affected by the limited time scale, by the not negligible influence of the
starting docking pose and by the approximate evaluation of the binding free energy
with post-processing techniques such as the MM/PBSA and MM/GBSA methods.
Given this first promising run, metadynamics was thus chosen to simulate the entire
binding process, to achieve a more thorough exploration of the orthosteric pocket,
and to finally predict with accuracy the binding free energy. These results, together
with the work described in the next section, outline a simulation protocol for the
investigation of neurotransmitter-neuroreceptor binding in pLGICs.
3.2. The Binding of GABA to the RDL receptor with Metadynamics 68
3.2 The Binding of GABA to the RDL receptor with
Metadynamics
Metadynamics has been successfully used in studies at the interface between
physics, chemistry and biology for its ability to improve the exploration of the phase
space and, once this exploration is complete, to efficiently reconstruct through the
added bias the free energy landscape as a function of selected CVs. However intuitive
the idea to apply it to estimate binding free energies may be, its implementation is
far from trivial. To obtain a reliable evaluation of such quantity, the observation of a
statistically significant number of forth-back events between the ligand bound and
unbound states is necessary. While a ligand can be easily driven out of its protein
binding site with metadynamics, the huge number of unbound conformations in
the solvent dramatically decreases the probability to observe a binding event in a
reasonable computational time.
A simple and elegant solution to this problem is the introduction of a funnel-shaped
restraining potential to limit the exploration of the solvated states outside the binding
pocket in a scheme which as has been named “funnel metadynamics” [160]. This
method has been recently applied to a few biological systems and proved effective in
enhancing the sampling of bound and unbound states and evaluate with accuracy
the free energy differences in complex biological systems [191–193].
In the present work, funnel metadynamics was applied for the first time to in-
vestigate the free energy landscape of a neurotransmitter binding to a pLGICs and
assess how such a landscape is affected by selected mutations, which experimentally
produce non-functional channels. Rationalising the different binding mechanisms and
affinities of a ligand toward the wild-type and mutant forms of its molecular target is,
in general, a crucial issue in the chemical and pharmacological industries. The picture
stemming from experiments and previous simulations (as discussed in Sec. 3.1) of
the binding process of GABA to the RDL receptor and its non-functional Arg11Ala
and Glu204Ala mutants was completed. With µ-sec FM simulations, a large number
of binding and unbinding events that lead to a quantitatively well-characterised
free energy landscape and accurate estimate of the ligand binding free energy were
reproduced. Furthermore, this work provided structural insights into the ligand
binding mechanism with atomistic resolution, identifying crucial protein motions like
the dynamics of loop C which partially protects the binding site from the solvent
and is expected to play an important role in the activation processes of Cys-loop
receptors. [51, 194–196]
Since the RDL receptor is structurally similar to other pLGICs, this work represents
a point of reference for further investigations on the binding of neurotransmitters
and ligands to pLGICs beyond conventional docking and MD-based techniques.
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Simulation Details
Among the models tested in the previous session and in Ref. [158], RDL-
GluCl2 resulted in better stability of the simulation and improved consistency with
experimental information. This was the motivation behind the choice of this specific
model as starting point to proceed with an accurate study of the binding properties of
GABA and the evaluation of the binding free energy with metadynamics. This work
concentrates on the binding and unbinding of a single ligand, since MD simulations
with one or five ligands did not provide significant differences in the binding features
[158]. Together with the ECD of the wild-type RDL receptor, two mutants where the
charged residues Arg111 and Glu204 were substituted in turn with non polar alanine
(named here Arg111Ala and Glu204Ala respectively) were prepared according to the
procedure described in Sec. 3.1. In these models, as in previous works, the TMD
and lipid membrane were not included, since they do not play an active role during
the binding process. The Cαs of the five terminal residues of each subunit were
restrained to mimic the effect of the TMD on the ECD instead, as before.
The system was prepared with a 12 A˚ buffer of TIP3P waters and 0.15 M of (NaCl)
salinity to reproduce physiological conditions in a periodically repeated truncated
octahedral supercell, and counter ions were added to neutralise the total charge. The
solvated model contained about 83,000 atoms. The AMBER ff12SB [97] force field
was used in this case: this is an improved force field with respect to the ff03 previously
employed [48, 158] and, with respect to the widely used ff99SB-ildn [197] which we
also tested, and results in a improved stability on long time scales for the β-hairpin
of the loop C, which is critical for the binding process. Restrained ESP charges were
calculated for GABA at the Hartree Fock level of theory, with a 6-31G* basis set, on
the molecular geometry optimised with density functional theory and the B3LYP
exchange and correlation functional using Gaussian 09 [198] and AmberTools [97].
All metadynamics simulations were run with NAMD 2.9 patched with the PLUMED
1.3 metadynamics plug-in. To enforce ambient conditions (T=300 K and P=1 bar),
a Langevin piston barostat with oscillation period of 200 fs and damping timescale
of 100 fs was introduced in place of the Berendsen barostat, while the remaining
parameters (for the Langevin thermostat, Particle-Mesh Ewald and SHAKE) were
kept the same as in the preliminary MD simulations (see Sec. 3.1).
After the minimisation and equilibration procedures, 100 ns of MD were carried out,
during which the stability of the structure was monitored through the root mean
square deviation (RMSD) of the backbone atoms of the secondary structures with
respect to the minimised structure, before starting the metadynamics simulations.
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Funnel-metadynamics simulations
A number of exploratory metadynamics simulations were first performed without
the restraining potential to get an idea of the preferred path for unbinding with
statistical significance. Gaussians with a height of 0.4 kJ/mol and a width of 0.15
A˚ were deposited every 2 ps along the trajectory of the selected CV: the distance
between the centre of mass of GABA and the centre of mass of the Cαs of the seven
residues identified by experiments as important for binding. This procedure allowed
us to also to observe the behaviour of the secondary structures surrounding the
binding site upon unbinding. Monitoring slow motions in proximity of the regions of
interest is fundamental to detect structural features that may influence the binding.
Particular attention had to be paid, for example, to loop C, highlighted in orange in
Fig. 3.9 a), which partially protects the binding site from the solvent and, as already
mentioned, is expected to be actively involved in the binding process of Cys-loop
receptors. Indeed, we observed that loop C is able to open and close within a few
nanoseconds following the passage of the ligand, when described with the ff12SB
force field and thus it does not represent an obstacle to the binding of the ligand and
did not require a specific CV to describe its motion. Conversely, the β-hairpin at
the edge of this loop tends to lose its structure when ff99SB-ildn force field is used,
decreasing the potency of the binding. Indeed, we observed that loop C is able to
open and close within a few nanoseconds following the passage of the ligand, when
described with the ff12SB force field and thus it does not represent an obstacle to
the binding of the ligand and did not require a specific CV to describe its motion.
Conversely, the β-hairpin at the edge of this loop tends to lose its structure when
ff99SB-ildn force field is used, decreasing the potency of the binding.
The information gathered from these preliminary runs allowed to position the funnel-
shaped restraining potential for GABA centre of mass in a meaningful way as shown
in Fig. 3.9 c): the conical region surrounding the binding site was positioned so not to
interfere with the binding and unbinding processes, while its dimensions were chosen
as reduced as possible to speed up convergence, but large enough to avoid artifacts
in the sampling. The cone angle α was set to 25◦. The zero of the coordinate system
was set around the minimum free energy for the wild-type receptor, with the conical
region between z = −5 A˚ and zcc = 20 A˚, the point where the potential switched to a
cylindrical shape with radius Rcyl = 1 A˚ and length 10 A˚. Soft harmonic restraining
walls were applied at both ends of the funnel axis to limit the exploration of the
ligand inside the region enclosed by the funnel potential.
Consistently with what was observed in the preliminary docking and MD simula-
tions of Ref. [158], the zwitterionic form of the ligand and the presence of residues
of opposite charge in the binding site (i.e. Glu204 and Arg111 in the principal and
complementary subunits respectively) support the picture that the only plausible
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Figure 3.9: a) Principal and complementary subunits of the RDL receptor ECD, with highlighted
secondary structures. b) GABA in the binding site with the seven residues identified by experiments
as important for binding and Thr251 in loop C. c) Left, principal and complementary subunits with
GABA bound in red and the funnel restraining potential. Right, geometric parameters of the funnel
restraining potential. Adapted from Ref. [165].
binding poses should all have a similar orientation with respect to the binding pocket,
with GABA carboxyl group interacting with Arg111 and the amino group interacting
with Glu204. No major rotations or change in orientation were observed when the
ligand was inside the binding pocket, making it unnecessary to use a CV describing
the orientation of GABA. This is consistent with the unbinding tests, where no major
rotations or change in orientation were observed when the ligand was inside the
binding pocket. Hence, the position along the funnel axis (z) and the distance from it
(d), as shown in Fig. 3.9 c), were chosen: these proved to be an appropriate selection
as they allowed a complete exploration of the space inside the funnel potential without
producing hysteresis in the binding and unbinding paths or other artifacts. Although
these CVs easily discriminate between bound and unbound states, the reweighting
algorithm illustrated in Sec. 2.2 was applied to the trajectories in order to remap the
free energy as a function of alternative CVs and gain more detailed insights, such as
revealing bound minima which are overlying in the maps corresponding to the initial
variables choice.
Under well-tempered metadynamics, Gaussians were deposited every 2 ps. The
initial height was 2.0 kJ/mol, the target temperature 300 K and the bias factor 15;
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the simulations were carried out in the NVT ensemble starting with the average
volume obtained in the equilibrated MD. The calculations were considered converged
when a statistically significant number of re-crossing events between the bound and
unbound states had been observed. Once this regime is reached, the difference in
free energy between the two states oscillates around a constant value: from this
oscillations, one can then easily extract the value of binding free energy and its error.
In the wild-type receptor the metadynamics simulation were carried out for 1.25 µs.
The same protocol was then applied to the two Arg111Ala and Glu204Ala mutants,
with the goal to compare the resulting free energy landscapes. The simulations were
carried out for 0.75 µs for the Arg111Ala RDL receptor and for 0.95 µs for the
Glu204Ala RDL receptor, where the binding is weaker and the ligand easier to drive
out of the binding site. The free energy landscapes and binding free energies were
averaged over the last 0.25 µs in all models, to reduce the metadynamics error and
increase the accuracy of the reconstructed profiles [137, 149]. Binding free energies
were evaluated following the approach described in Ref. [160] and reported in Sec.
2.2.3, which accounts for the effects of the cylindrical restraint on the solvated states.
Wild-type RDL Receptor Results and Discussion
In this section, the binding free energy landscape of the wild-type RDL recep-
tor is presented. Two equiprobable binding modes are identified, together with a
pre-binding conformation. The flexibility of loop C plays a crucial role in allowing
the ligand to enter and exit the binding pocket. A favourable binding path is also
described in detail.
During the metadynamics simulations, we monitored the conformational stabil-
ity of the RDL receptor models by calculating the RMSD of the secondary structure
backbone atoms with respect to the corresponding initial minimised structures. The
average RMSD was 2.3 ± 0.2 A˚ for the wild-type RDL receptor, 2.6 ± 0.2 A˚ for the
Arg111Ala mutant and 2.6 ± 0.1 A˚ for the Glu204Ala mutant. Hence the overall
structure of the receptor was preserved throughout the µ-sec long simulations, during
which the loops and the binding site residues showed the necessary flexibility to allow
the binding and unbinding of the neurotransmitter. In the free energy surfaces as
a function of the biased CVs in Fig. 3.10 a) it is clear that the selected mutations
induce drastic changes in the free energy landscape. This is even more evident in the
one-dimensional free energy profiles projected onto the funnel axis in Fig. 3.10 b):
an energetically favourable bound state for GABA is present only in the wild-type
receptor.
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Figure 3.10: a) Free energy maps as a function of the biased CVs for GABA binding to the wild-type
RDL receptor and the mutated Arg111Ala and Glu204Ala RDL receptors. The free energy of the
unbound state is set as reference to zero. Contour lines are every 4 kJ/mol and all values of free
energy above zero are shown in dark red. b) Projected free energy profiles as a function of the
position z along the funnel. The correction due to the cylindrical part of the funnel potential,
which lowers the free energy of the unbound states, is shown and indicated with vertical arrows.
c) Evolution of the position z of GABA centre of mass along the funnel axis during the wild-type
receptor metadynamics. The red dashed line indicates the separation between bound and unbound
states. From Ref. [165].
Figure 3.11: Comparison of the projected free energy profile of the wild-type RDL receptor as a
function of the position z along the funnel axis with or without the funnel correction. In solid line
is the original profile extracted from the simulations, while in dashed line is the corrected profile
accounting for the restraining potential. In grey are the error bars for the uncorrected profile.
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This lower dimensionality profiles are obtained by integrating the free energy in
each point along the remaining CVs, according to the simple formula:






where F (x), the free energy as a function of only the variable x, F (x, y) is the
same free energy as a function of both x and y variables, ymin and ymax are the
minimum and maximum values assumed by y, kb is the Boltzmann constant and T
is the temperature.
In the wild-type receptor the lowest free energy conformation corresponds to the
minimum free energy basin A in the FES of Fig. 3.10 at z ' 0 A˚ and 0 < d < 2 A˚
and to the global minimum at z ' 0 A˚ in the one-dimensional free energy profile.
Panel c) in Fig. 3.10 shows the evolution of the projection of the centre of mass of
GABA onto the funnel axis during the FM simulation. Several binding (z < 5 A˚)
and unbinding events were reproduced, ensuring an exhaustive exploration of the
phase space and a quantitatively well-characterised FES. The absolute ligand binding
affinity was estimated by computing the free energy difference between the bound
state in basin A and the isoenergetic states in the unbound region (with z > 20 A˚).
The calculated value is −29.7± 2.9 kJ/mol, which reduces to −14.4± 2.9 kJ/mol
when considering the effects of the restraining potential on the unbound states. The
entity of the correction to the unbound states due to the cylindrical part of the funnel
potential is shown in Fig. 3.10 b) and Fig. 3.11.
To provide further structural details of the ligand binding, the FES was remapped
as a function of different CVs with respect to those originally biased in the FM
simulations, using the reweighting algorithm. In Fig. 3.12 the wild-type RDL re-
ceptor FES is shown as a function of the distance between the carbon of GABA
carboxyl group and the Cα of Arg111 (indicated as CVArg111) and of the distance
between the nitrogen of GABA amino moiety and the Cα of Glu204 (CVGlu204).
These CVs are somehow similar to those chosen for the exploratory metadynamics
in the previous work shown in Fig. 3.8. The reweighted FES reveals two distinct
energy minima in the bound region corresponding to two different binding modes,
here labelled as A1 and A2 respectively, which are overlapped in the same basin A
in the FES representation of Fig. 3.10. The evolution of (CVArg111) and (CVGlu204)
was monitored during the simulation, showing that two basins of minimal free energy
were visited several times. The two minima are also observed in the reweighted FES
as a function of the position of GABA with respect to the x,y,z Cartesian axes in
Fig. 3.13, where z and x are the axes of the funnel and of the channel respectively.
Here the two minima A1 and A2 have coordinates x ' −1 A˚, y ' −2 A˚, z ' 4 A˚ and
x ' 0 A˚, y ' 0 A˚, z ' 4 A˚ respectively.
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Figure 3.12: Free energy maps of a) the Glu204Ala-mutated RDL receptor, b) the wild-type RDL
receptor and c) the Arg111Ala-mutated RDL receptor reweighted as a function of the distances
between GABA charged groups and the Cαs of the receptor 111 and 204 residues. These distances
are sketched in the top right corner in cyan and magenta. From Ref. [165].
A conformational cluster analysis of the poses representing the two minimal
free energy basins A1 and A2 was performed. In A1, the most populated family
corresponds to the binding mode where GABA forms strong direct hydrogen bonds
with both Arg111 and Glu204 as in Fig. 3.13. Specifically, the negatively charged
carboxylate moiety of GABA forms salt bridges with Arg111 in loop D and interacts
through multiple hydrogen bonds with Ser176 in loop E and Thr251 in loop C. The
latter loop was conformationally rather flexible during the simulation, fluctuating
between a closed and open conformation every few nanoseconds and allowing the
access and the exit of the ligand to and from the binding pocket through its closure
and opening motion. GABA amine is bound, through hydrogen bonds, to the residues
of loop B Glu204 and Ser205, and can also form hydrogen bonds with the hydroxyl
groups of Tyr109 in loop D and Tyr254 in loop C. The amine is buried in an aromatic
cage formed by these two tyrosines and Phe206 in loop B with which it forms cation-pi
interactions. Consistently with this picture, in Fig. 3.12 (b), basin A1 is located at
CVArg111 ' 8 A˚ and CVGlu204 ' 6 A˚, with GABA tightly bound to both the primary
and the complementary subunit.
The A2 basin is observed at CVArg111 ' 7 A˚ and CVGlu204 ' 8 A˚ in Fig. 3.12
(b). The cluster analysis of the poses corresponding to this basin showed, in the
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most populated family, GABA bound to the residues of the complementary unit, i.e.
Arg111, Ser176, and to Thr251 in loop C. Similarly to conformation A1, GABA amino
group is held in place by cation-pi interactions with residues of the aromatic cage
formed by Tyr109, Tyr254 and Phe360 and by hydrogen bonds with the hydroxyl
group of the two tyrosines and Ser205. However, at variance from A1, in this basin
the interaction with Glu204 is typically mediated by a water molecule present in the
binding site, and coloured in green in Fig. 3.13. As a consequence, GABA assumes a
slightly different position within the binding pocket with respect to the A1 basin,
which allows the concurrent presence of a water molecule without altering the main
interactions formed by the ligand with both subunits. This result is in line with
what was observed in the previous MD study. Again, these simulations highlight
the key role played by water molecules during the binding process, confirming the
necessity of explicitly including water molecules in the simulations: water mediated
interactions have been suggested for other Cys-loop receptors and analogous systems
[199, 200].
Figure 3.13: Right, binding free energy maps in the wild-type RDL receptor projected onto the
funnel sections. Left, typical conformations from the basins: GABA is represented in CPK style,
the C-loop is in orange and hydrogen bonds are indicated in magenta. In A2, the water molecule
that mediates the hydrogen bond interaction between GABA and Glu204 is represented in CPK
style and in green. Adapted from Ref. [165].
In this representation, the difference in free energy between the two minima
is ' 1 kJ/mol, with the A1 minimum slightly favoured: the two states are easily
interchangeable at physiological conditions.
A shallow energy minimum, B, is found in the FES in Fig. 3.10 at 7.5 A˚< z < 12
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A˚ and 1 A˚ < d < 5 A˚, farther from the binding site and closer to the cylinder
region of the funnel restraining potential. This minimum represents a prebinding
pose, as also suggested by the one-dimensional free energy profile in Fig. 3.10. It is
important to stress that this free energy minimum is fully within the cone section
of the funnel, where no external potential is applied to the system and therefore it
does not represent an artifact, as it can be seen in Fig. 3.11. The conformational
cluster analysis of the poses populating this basin shows a number of different states
where GABA is almost out of the binding pocket, but still able to interact with
the receptor through its carboxylate moiety. Here the GABA carboxyl group forms
hydrogen bonds with Arg111, whose side chain is tilted outward with respect to the
channel axis, and Arg218, while its amino group points toward the solvent. This is
the first time that Arg218 is found to take part in the ligand binding process and
further investigations such as mutagenesis experiments might provide more details
on its functional role for the receptor activation. As it can be seen in the left bottom
panel of Fig. 3.13, in this state loop C is slightly open and no interaction is observed
between this loop and the complementary subunit. Basin B is 12.4 kJ/mol higher in
free energy than basin A. From this conformation the ligand can reach the lowest
energy state A, which corresponds to the final binding mode, crossing a small energy
barrier as evident in Fig. 3.10. During the transition from the prebinding mode B to
the binding mode A, the ligand interacts with the residues of loop C: the subsequent
closure of the loop locks it in the binding pocket.
Binding Path
The sequence of events characterising the binding path of GABA is shown in Fig.
3.14. For the sake of clarity, the RDL receptor ECD is here displayed perpendicular
to the membrane surface. In the wild-type RDL receptor, the first protein residue
that interacts with GABA when it is still almost fully solvated, is Arg218 in the
complementary subunit. Its conformational flexibility and the positive charge of its
side chain are crucial to capture the negatively charged carboxyl group of GABA
from the solvent. The GABA-Arg218 interaction is maintained until the formation
of hydrogen bonds between GABA and the side chain of Arg111, which also belongs
to the complementary subunit. Thus, the GABA carboxylate is exchanged from
Arg218 to Arg111, which acts as the first attractor of the ligand into the binding
site thanks to the flexibility and charge of its side chain. These interactions with
the complementary subunit are instrumental in optimizing the orientation of GABA
with respect to the receptor binding pocket. In this phase, loop C has a fairly open
conformation that allows the ligand to approach the binding pocket. The entry of
the ligand into the binding site is also facilitated by a hydrogen bond interaction
formed by the GABA carboxylate with the hydroxyl group of Thr251 in loop C.
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Figure 3.14: Snapshots of a favourable binding path observed in the metadynamics simulations for
the wild-type RDL receptor, here seen from the membrane orthogonally to the channel axis. GABA
and the residues interacting with it through hydrogen bonds are shown in colours that go from red
(at the relative metadynamics time of 0 ns, a), through yellow (1.4 ns, b), green (1.8 ns, c) and cyan
(2.7 ns, d), to blue (9.3 ns, e). Loop C is in orange. From Ref. [165].
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The carboxyl group of GABA is the main player during this preliminary phase of
the binding process, while the amino group does not actively take part in the action,
remaining in an almost fully solvated state. To reach the final binding state, GABA
passes under loop C, preserving, however, its interactions with Arg111 and Thr251.
Upon the ligand passage, the loop closes, dragged by the ligand contact with Thr251,
while the GABA amine moiety is positioned so to optimally interact with Glu204,
through either direct or water-mediated hydrogen bonds, and with the surrounding
aromatic residues, through cation-pi interactions.
The conformational changes of loop C play a key role also in the unbinding of
the ligand from the binding site. In fact, the opening of loop C favours the release of
GABA followed by a partial reclosure of the loop after the ligand unbinding. This
mechanism is clearly demonstrated by the time evolution of the angle (θloopC) defined
by the axis of loop C and of the RMSD of the 246-255 residues Cαs (around the
apex of loop C) at the start and during the simulation. Their running averages over
subsets of one thousand points and the corresponding standard deviations are shown
in Fig. 3.16 a) and b) respectively for the first unbinding event observed in the FM
simulation; panel c) shows the motion of the loop and the relative position of GABA
during the unbinding. The full closure of loop C occurs only when GABA is in the
binding pocket and interacts with Thr251, as previously described.
Mutant RDL Receptor Results and Discussion
In this section, the binding free energy landscapes of two mutants of the RDL
receptor are studied. Replacing Glu204 or Arg111 with non polar alanines disrupts
the interaction network between GABA and the protein, preventing the ligand from
maintaining a stable conformation within the binding pocket.
For the Arg111Ala-mutated RDL receptor, a few shallow minima appear in the
region 0 < z < 12 A˚ and 0 < d < 5 A˚ of the FES and in the corresponding one-
dimensional free energy profile in Fig. 3.10. The lower depth of these minima with
respect to those of the wild-type receptor is also evident in the FES representation
of Fig. 3.12 a) and c). No deep free energy minimum is present, thus suggesting
a poor affinity of GABA for this mutant form. The calculated binding free energy,
when considering the entropic cost of using the funnel potential, is close to 0 kJ/mol,
indicating weak or no binding, in agreement with mutagenesis experiments that
recorded non-responsive channels for this mutant form [50, 167]. From the trajectory
analysis, it was observed that, when the ligand approaches the Arg111Ala-mutated
RDL receptor, the first point of interaction is still Arg218, but the absence of Arg111
prevents GABA from optimally entering the binding pocket and forming strong
interactions with its residues. Nevertheless, the ligand manages to form hydrogen
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Figure 3.15: Evolution of a) the angle describing the orientation of loop C and b) of the RMSD of
loop C during GABA first unbinding event in the wild-type RDL receptor calculated over the Cαs of
residues 246-255. In panel c) the structure of loop C and the centre of mass of GABA, represented
as a sphere, are shown every 2 ns with blue indicating the bound state and red the unbound state.
From Ref. [165].
bonds through its carboxyl group with the hydroxyl group of Thr88, and through its
amino group with Thr250 and Thr251 in loop C, but no cation-pi interactions. These
interactions give rise to the shallow minimum at 5 < z < 12 A˚ in the FES of Fig. 3.10.
Another shallow energy minimum is found around z ' 1.5 A˚ and d ' 3.0 A˚. Here
GABA is closer to the wild-type binding site, but the reduced and weaker interactions
with the protein makes this state less stable than the corresponding conformation in
the wild-type receptor. In this basin, Glu204 represents the anchor point of GABA
in the principal subunit, where the amino group forms cation-pi interactions with
Phe206 and Tyr254. The latter is also able to engage in sporadic hydrogen bonding
with the ligand. In the complementary subunit, Ser176 and Tyr109 interact with the
GABA carboxylate, but these residues are farther apart from Glu204 than position
111, thus forming weaker interactions. Loop C is slightly more flexible if compared
with the wild-type receptor and is unable to close completely and to lock the ligand
into the binding pocket.
Similarly to what was observed for the Arg111Ala mutant, the mutation of Glu204
in loop B with alanine causes significant changes in the binding mechanism of GABA
with altered interactions with the protein. The FES in Fig. 3.10 shows no energy
minimum around z ' 0 A˚ and d ' 0.5 A˚, thus indicating that in this form GABA is
not able to bind in the binding pocket identified in the wild-type. A wide shallow free
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energy basin is observed at 3.0 < z < 7.5 A˚ in Fig. 3.10 and its depth is consistent
with very weak or no binding. In this basin the GABA carboxylate is bound to the
residues of the complementary subunit Arg111 and Arg218, while the amino group
does not form any persistent interaction. The ligand forms hydrogen bonds in the
principal subunit with Thr251 in loop C and less frequently with Tyr254. In all
these states GABA remains outside the binding pocket identified in the wild-type
receptor and does not form any cation-pi interaction. These data suggest that Glu204
is crucial to pin the GABA amino group in the most appropriate position to engage
in the cation-pi interactions typical of Cys-loop pLGICs.
Figure 3.16: Metastable conformations observed during the binding of GABA to the mutant forms
of RDL.
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Conclusions
The results here presented on the GABA interacting network within the RDL
receptor are in line with the picture stemming from mutagenesis electrophysiology
experiments and preliminary MD simulations. Thanks to metadynamics, however, it
was possible to improve this picture by extending the simulation timescale, accel-
erating the binding process and evaluating the binding free energy with accuracy.
The sequence of events that lead the ligand to its optimal binding conformation was
unveiled, starting with the capture from the solvent of its negatively charged carboxyl
group by Arg218, followed by the establishment of the crucial interaction with Arg111.
The active role of Arg218 as first interactor during the binding of GABA was not
observed before: mutagenesis experiments could thus provide a decisive proof of
the importance of this residue, e.g. by analysing the impact that substituting this
arginine with a non polar alanine have on the receptor activity. Once the carboxyl
group is bound to the receptor through Arg111, the positively charged amino group
is able to engage with Glu204 by means of a direct or water-mediated hydrogen
bond, and with the surrounding aromatic residues through cation-pi interactions.
Moreover, it was possible to investigate the role played by the solvent and the
motion of secondary structures during the binding. In particular, the functional
conformational changes of loop C, which actively participates in the binding process
by opening when the ligand approaches the protein and closing after the binding
was studied: this mechanism locks the ligand in the competent binding conformation
for the activation of the neuroreceptor. It would be interesting to observe if tuning
experimentally the flexibility of this loop, by means of selective mutations on residues
maintaining its β-hairpin structure, could lead to observable changes in the binding
affinity.
In the two mutant forms Arg111Ala and Glu204Ala an alteration of crucial ligand-
protein interactions necessary for the binding to the wild-type receptor was observed,
resulting in significant changes in the free energy landscapes and the ligand binding
mechanisms. These changes explain the inactivity of the channel in the mutant
forms, in agreement with experimental findings. Specifically, the mutation Arg111Ala
affects the first stages of ligand binding, preventing GABA from finding a stable
anchor point in the complementary subunit and entering the binding pocket with
optimal orientation. While alternative interactions with residues of the comple-
mentary subunit are observed, they are not sufficient for a stable binding across
the two subunits. On the other hand, in the Glu204Ala mutant form, GABA is
able to initially follow the sequence of binding events found in the wild-type RDL
receptor, including the interactions with Arg218 and Arg111. However, the absence
of the negatively charged Glu204, which anchors the GABA amino group in the
wild-type receptor, prevents the completion of the binding process. As a consequence,
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the neurotransmitter interacts through its carboxylate with Arg111 and the nearby
residues of the complementary subunit, while its amine remains unbound without
finding suitable interaction partners.
The possibility of cooperative binding to some or all the five subunit interfaces in
the RDL receptor ECD was not accounted for in this work, where the binding of
a single ligand to one interface was instead investigated. As previously mentioned,
the binding of two or three ligands may be necessary to activate pLGICs [11, 14, 52].
A cooperative binding mechanism may result into an additive effect for the ligand
binding free energy evaluated for each subunit and potential allosteric effects among
the subunits that could be worth investigating in the future.
This study represents the first example where the power of funnel metadynam-
ics simulations was exploited to explore the different binding mechanisms of a ligand
toward the wild-type and mutant forms of its molecular target. The wealth and
accuracy of structural and free energy information provided by this investigation are
fundamental to complement and interpret the available experimental data.
The growing availability of structural information from experiments and the im-
provement and reliability of computational methods like metadynamics with respect
to conventional MD make these studies timely since they have the potential to
greatly contribute to the detailed understanding of the activation mechanisms of
these complex and important neuroreceptors. Similar simulation protocols may
be applied to other pLGICs, whose structures have been recently experimentally
resolved [15, 28, 30], and that share structural and functional features with the RDL
receptor.
Given its efficacy, metadynamics has been thus applied in the next section to study
the effects of proline isomerisation on the TMD of a more recent structure, the mouse
5-HT3 serotonin receptor, in the context of its gating process.
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3.3 Proline isomerisation in the 5-HT3 Receptor
In 2014, Hassaine et al. [28] crystallised a structure of the mouse serotonin 5-HT3
receptor, including the extracellular, the transmembrane and part of the intracellular
domain, at 3.5 A˚ of resolution, opening the way for more accurate simulations of
pLGICs than those based on homology models. Part of the original structure is
shown in Fig. 3.17. From the X-ray coordinates, a model of the full receptor, solvated
and embedded in a lipid bilayer mimicking the cellular membrane, was built here and
used for a thorough study of the structural and dynamical properties of the TMD
regions involved in the gating mechanism and is shown in Fig. 3.18.
Figure 3.17: Two non-consecutive subunits taken from the original 5-HT3R crystallographic structure.
Here, two VHH chaperon proteins are also shown in cyan, while the M2 helices lining the ion permeable
pore are highlighted in red. The alleged position of the membrane is marked with dashed lines.
The structure has cylindrical extracellular and transmembrane domain with an
architecture similar to ELIC, GLIC and GluCl. Llama-derived single-chain antibodies
(or VHH), were used as chaperons to stabilise the structure during the crystallisation
process: these molecules were positioned radially, bound at the interface of two
subunits at the level of the serotonin binding pocket. Being crystallised in the
presence VHH, which act as inhibitors, the structure is be expected to be in a closed
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state; however, the M2 helices lining the pore in the TMD are similar to those observed
in allegedly open GLIC and GluCl structures. External compounds used to help
crystallisation, such as invermectine, have been shown to induce desensitised states
[11] and too many dissimilarities from GLIC, GluCl and other pLGICs structures in
the TMD make it difficult to identify unequivocally the state of the receptor.
Figure 3.18: a) Section of the 5-HT3R model used for this project. The receptor is represented in
colors from red to blue embedded in the POPC lipid bilayer, shown in Van der Waals representation;
to simplify the representation, the orthorhombic solvation box has been omitted. b) Zoom of the
interface, where the loops responsible for the information transfer are highlighted in colors: in yellow
is the Cys-loop, in green is the β1− β2 loop, in blue is the β8− β9 loop (or loop F) and in red is
the M2-M3 loop. The highly conserved Pro281 is shown in Van der Waals. c) View of the receptor
model from top, where the anticlockwise labelling of the subunits is shown.
The interface between ECD and TMD is characterised by the presence of a
number of loops, both in the principal and in the complementary subunit, which
are expected to play a major role in the transmission of the activation signal from
the ECD, where the binding site sits, to the pore-lining helices of the TMD. These
loops can communicate with direct hydrogen bonds or electrostatic interactions,
or indirectly through interactions with the surrounding water molecules and lipids.
Despite their undeniable role, how they communicate is still unclear. As shown in Fig.
3.18 b) and in Fig. 3.19, among these structures are the Cys-loop, which contains
the disulphide bridge that gives the name to the superfamily of these proteins, and
the β1− β2 loop, both in the ECD of the principal subunit, the β8− β9 loop (also
known as F loop) in the ECD of the complementary subunit and the M2-M3 loop, in
the TMD of the principal subunit. The M2-M3 linker connects the M3 helix, which
is partially exposed to the lipid membrane, and the M2 helix, which lines the ion
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permeable pore. It is thus a crucial element in the gating process as confirmed by
the presence of highly conserved residues in its sequence. Mutagenesis experiments
on these residues produced partially- or non-functional channels, whose binding
properties were however untouched; these studies helped define the hypothesis of
Pro8* trans-cis isomerisation as a potential molecular switch for the 5-HT3R gating.
Through unnatural amino acid mutagenesis, the so-called Pro8*, that sits at the top
of the M2-M3 loop, was substituted with a set of proline analogues that favoured the
cis isomer to varying degrees. As a result, non-functional channels were produced
when the proline was substituted with residues strongly favouring the trans conformer
[1]. Moreover, a strong correlation between the cis-trans energy difference of the
analogues and the activity of the channels was observed among functional proteins
and confirmed by metadynamics studies on proline analogue dipeptides [62]. From
these result it is straightforward to suggest the molecular rearrangement of Pro8* as
the key mechanism that opens and closes the pore. This theory however has not been
spared from criticism, mainly focusing on the improbability that a relatively small
change in a single amino acid can lead to larger tertiary movements, such us the
rigid translation of the M2 helices. It is more plausible to assume that the cis-trans
isomerisation is just one, but crucial, element in a more complex action within the
M2-M3 linker.
Through the amino acids of the M2-M3 loop, the activation signal is likely to be
translated into conformational changes that affect the M2 α-helix structures lining
the ion permeable pore, where residues like Leu260 (at position 9’ in the M2 helix)
are responsible for hydrophobically occluding the pore and hindering the flux of ions
and water molecules through the TMD in the resting state.
In the work presented in this chapter, a set of three exploratory molecular dynamics
simulations of the 5-HT3R model were carried out for 250 ns with the aim to
investigate the trans-cis isomerisation of Pro8* (Pro281 in our model) within the
receptor environment and its effects on the structure and dynamics of the M2 helices.
Metadynamics was exploited to induce the trans-cis isomerisation of Pro8* at various
stages in different subunits of the receptor, allowing us to examine the resulting
effects in the TMD. Furthermore, 500 ns of metadynamics were performed in order
to map the free energy landscape of the proline isomerisation in the M2-M3 loop
and compare it with a control system of a proline dipeptide in aqueous solution,
so to assess how different environments affect the conformer populations and the
isomerisation propensity. This is one of the first complete models of the 5-HT3R
reported in literature, and the introduction of the environment represents a major
step up from previous MD and metadynamics studies, where reduced models of
proline dipeptides and M2-M3 helices complexes were used instead [48, 62].
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Simulation Details
The 5-HT3 receptor X-ray structure found in the Protein Data Bank (PDB entry:
4PIR) is missing four residues located at the top of the M2-M3 linker. The reason
behind this is the high flexibility of loops, which makes them difficult to reconstruct
from crystallographic data. The missing residues (Thr-Ala-Ile-Gly) are highlighted
in the sequence of Fig. 3.19 and precede the highly conserved Pro281; they were
manually added with AmberTools 14 and adjusted with a quick spatial relaxation,
their rotamers were then checked with NQ-flipper, a web based server for the analysis
and refinement of rotameric states [201, 202]. The structure was cleaned of all the
stabilising agents and not native fragments; moreover, the terminal MA and MX
helices were removed. According to Ref. [28] these two structures make up the
intracellular domain of each subunit; however a wide loop section connecting these
two helices was removed by proteolysis, a procedure applied to increase the resolution
of the diffracting X-rays by breaking down the protein into smaller polypeptides, and
was not resolved. ICDs are commonly removed during the expression of pLGICs as
this does not seem to affect their structure, though their actual role during protein
activation is still unclear. Most studies seem to indicate that they are involved
in late stages: a ring of highly varying polar residues observed in open-channel
structures is believed to act as a final selectivity filter for the ions, which then leave
the pore through lateral windows [11, 203–205]. Adding this missing sequence would
have required a meticulous reconstruction, with the risk of very approximate results.
Hence, we chose to remove the incomplete ICD in its entirety, focusing instead on
the interplay between ECD and TMD. M3 and M4 were thus connected directly
through a short loop, with sequence shown in Fig. 3.19, in accordance with what
observed in ICD-lacking structures like GluCl and ELIC [202].
The reconstructed protein was subject to standard protonation, inserted in a
homogeneous 1-palmitoyl-2oleoyl-sn-glycero-3-phosphocholine (POPC) lipid bilayer
membrane with the help of CHARMM-GUI membrane builder [206] and solvated
with an orthorhombic 12 A˚ buffer of TIP3P water and Na+ and Cl− ions to reproduce
physiological conditions with salinity of 0.15 M, following the protocol used for the
RDL receptors in Sec. 3.1. The complete system without solvent is shown in Fig.
3.18: it contains 183,360 atoms and was simulated with NAMD 2.9, the AMBER
ff14SB force field [207] and LIPID14 [208]. The latter is a recently developed force
field specifically designed to simulate lipids consistently with the AMBER force field
parametrisation. With respect to previous versions, a re-fit of charges and torsional
parameters brought a number of improvements that now allow to simulate mem-
branes without the need to apply an external tension: LIPID14 properly reproduces
properties such as area per lipid, volume per lipid, bilayer thickness and give results
consistent with experimental data [208]. As in the case of proteins, the choice of
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Figure 3.19: On the left, a single subunit of the unmodified X-ray structure of the serotonin
mouse receptor 5-HT3R (4PIR entry in the Protein Data Bank). Here the different helices of the
transmembrane and intracellular domain are highlighted. On the right, the amino acid sequence of
the same structure: the components that were subsequently eliminated in the model used in the
simulations are greyed. (adapted from Ref. [28])
an appropriate lipid force field is crucial; in spite of many improvements, studies
have shown that a force field dependence of structural and dynamical properties of
membranes is still present even for the most widely used lipids such as POPC [106].
In the case of 5-HT3R, LIPID14 was chosen for consistency with the AMBER force
field used to describe the receptor. The same protocol used with the RDL receptor
was followed for the molecular dynamics parameters: the time step was kept at 2 fs
thanks to the use of SHAKE to constrain the bonds containing hydrogen, Particle
Mesh Ewald was employed for the electrostatic interactions and a cut off of 10 A˚ was
introduced for non-bonded interactions. A series of MD simulations were carried out
within the isothermal-isobaric NPT ensemble: the temperature was maintained at
300 K with a Langevin thermostat with a collision frequency of 1.0 ps−1, while the
pressure was kept at 1 atm with a Langevin piston barostat with an oscillation period
of 200 fs and a damping timescale of 100 fs. A structure optimisation procedure was
followed by a slow heating and a partially restrained equilibration, which lasted for
3.5 ns [202].
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Figure 3.20: Top, proline dipeptide with the atoms relevant to define the metadynamics CVs labelled.
The torsional angles ξ and ψ are highlighted in green and magenta respectively. Bottom, schematic
representation of trans and cis angles for both ξ and ψ. Here, carbons are in dark grey, hydrogens
in light grey, oxygens in red, nitrogens in blue and in violet are the backbone connections with the
rest of the protein (R).
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Metadynamics simulations were also run with the same NPT ensemble to study
the isomerisation of the highly conserved Pro281 at in the M2-M3 loop: Plumed
2.0 plugin was used in this case together with NAMD 2.9. As already mentioned,
the choice of working with this specific proline is based on previous mutagenesis
electrophysiology experiments and computational studies to assess the validity of the
molecular switch hypothesis [1, 62].
In order to drive the isomerisation of the proline, two angles are necessary: the
improper dihedral angle ξ (defined by the atoms CH3-O1-Cδ-Cα) and the torsional
angle ψ (defined by N1-Cα-C-N) as in Fig. 3.20. While ξ accounts for the cis-trans
isomerisation and the pyramidalisation (that is the distortion of a trigonal planar
geometry toward a tetrahedral geometry) of the imide nitrogen (N1), ψ is required
to control the C-terminal amide orientation, which may affect the rate of transition
between the trans and cis conformations [62]. These metadynamics results in the
receptor environment were compared to those of a control system: a proline dipeptide
in water, which was modelled in a truncated octahedron periodic cell with a 12 A˚ of
solvent buffer. The well-tempered regime was used, the initial Gaussian height was
0.8 kJ/mol and the width was 9◦, while the reference temperature was 300 K and
the bias factor was set to 10. The frequency of deposition was a Gaussian every 1 ps.
While only 40 ns were needed to converge the free energy map of proline dipeptide
in water, a 500 ns long metadynamics simulation was carried out in the case of the
5-HT3 receptor.
Environmental Effects of Proline Trans-Cis Isomerisation: Results
and Discussion
In this section, the effects of Pro281 isomerisation on the surrounding residues
are analysed. Conformational changes in the M2-M3 loop have been observed upon
isomerisation, leading to an increase in interactions between lipids heads and Thr280.
This suggests an active role of the membrane in the gating process. Moreover,
the isomerisation free energy landscape shows how, within the serotonin receptor
environment, the barrier between cis and trans conformers decreases and a preference
for an anti-clockwise isomerisation arises, thanks to the obstruction of residues from
loops of the ECD.
To understand the effects of Pro281 isomerisation on the TMD of 5-HT3R and
especially on the helices lining the pore, a set of MD simulations were carried out
under different conditions. Together with an MD of the original structure with all
five Pro281 in the trans conformation (here called 5Trans), two other MD simulations,
with the cis isomers of Pro281 in three non consecutive subunits (3Cis) and in all five
of them (5Cis) respectively were performed, as it is still unclear how many ligands
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(and consequent conformational changes in the respective subunits) are required to
fully activate the opening of the serotonin receptor pore. The isomerisations were
induced by subsequently biasing the ψ and ξ CVs of the selected prolines in the
different subunits with metadynamics by using fixed height Gaussians at 0.8 kJ/mol
deposited every 1 ps. To speed up the transition, and since there was no interest in
recovering the free energy landscape at this stage, the well-tempered regime was not
applied. After an isomerisation event was observed and the cis conformation was
stable enough, the bias was removed and the procedure was repeated for the next
subunit. To monitor the transition of the prolines the sigmoid function of Eq. 3.2





The parameter ξ0 defines the origin, the value of the angle at which the function
assumes half value (0.5) and was here set at 90◦, corresponding to the position of
the barriers separating the isomers. On the other hand, σ affects the slope of the
function and was chosen to be 0.15. The sigmoid function was applied to ξ as the
primary angle of the isomerisation, and assumed a 0.0 value when the amino acid
was in the trans state and 1.0 when in cis.
Figure 3.21: The subsequent trans-cis isomerisations of Pro281 in the five subunits of the 5-HT3
receptor described through the sigmoid function of Eq. 3.2
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A window of at least 5 ns was given to each metadynamics run, to assure that the
system overcame the barrier and stabilised properly in the cis minimum. According
to the counterclockwise numbering (see Fig. 3.18 b)), the subunits number 1, 3 and
5 were first biased in this order to build the 3Cis system, followed by subunit number
2 and finally 4 in the 5Cis protein. Within 35 ns all five subunits underwent the
isomerisation as shown in Figure 3.21.
The three systems were then simulated for a 250 ns production run under identical
conditions, the only difference being the trans-cis conformation of the five Pro281.
These relatively short simulations can give us a good idea of the behaviour of the
protein upon isomerisation, but in order to support the results here presented, it will
be important to increase the statistics, e.g. by repeating independent simulations of
these three systems a number of times. The RMSD of the backbone atoms in the
secondary structures was calculated with respect to the initial minimised coordinates,
and is shown for each distinct subunit in Fig. 3.22, where 5Trans includes the initial
3.5 ns of equilibration. In this case, after a few nanoseconds, the RMSD stabilises
around a fixed value and assumes a flat profile which is then maintained across all
the simulations.
Structural Stability and Membrane Density
The average RMSD per subunit is 1.7±0.2 A˚ for 5Trans, 1.8±0.2 A˚ for 3Cis, and
1.9± 0.2 A˚ for the 5Cis system, where a minor increase is observed. This is mainly
due to the subunit 5, whose single RMSD increased from 1.8± 0.1 A˚ for 5Trans, to
2.1± 0.1 A˚ for 3Cis and finally to 2.3± 0.1 A˚ for 5Cis. The tertiary structure of the
protein is however well maintained, especially in the secondary structures, which do
not undergo significant conformational changes throughout the simulations.
Figure 3.22: Root Mean Square Displacement of the secondary structures of the five subunits of
the 5-HT3 receptor during the 5Trans (a), 3Cis (b) and 5Cis (c) simulations. In all three cases, the
initial minimised structure is kept as reference.
The structural integrity is also demonstrated in Fig. 3.23, where the average
density of the lipids surrounding the TMD is shown for the three simulations. The
results have been divided for the bilayer’s hydrophilic phosphatidylcholine heads
(on the left) and the hydrophobic tails (on the right). While at first sight no major
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differences in the lipid distribution are observed, and the shape of the protein in the
centre is well maintained among models, a second read can give an interesting insight
in the properties of this protein’s transmembrane domain.
Figure 3.23: Average density of the lipid heads (left) and tails (right) during the three 250 ns long
MD simulations of the 5-HT3 receptor. Here XY is the plane of the membrane bilayer. For each
system, the centre of mass of the carbons in the tails and of the heavy atoms in the heads of the
lipids surrounding the 5-HT3 receptor were used in the bi-dimensional histogram.
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On the right side, no significant differences are observed in the density histogram
of their hydrophobic tails for the three simulations. Interestingly, their behaviour
is similar to that typically observed in the case of liquid solvents, with “ripples”
associated with coordination number shells in the vicinity of the protein, slowly
dampened to a uniform distribution farther from the molecule. The region of highest
density, which can reach up to 0.05 A˚−2 are found near the corners between the M1
and M3 helices in the complementary and primary subunits respectively. This can
be easily understood in terms of the amino acid sequences of these two structures,
whose sides facing outward, toward the membrane, are characterised by strongly
hydrophobic residues, mostly Leu, Ile, Val and less commonly Phe. Similarly, the side
chains of the hydrophobic residues of the M4 helices, which reach the farthest points
from the channel centre in the TMD, forming the “tips” at the star shaped holes
in Fig. 3.23 (right), are mostly directed at the sides, rather than outward, adding
to these higher density regions. These results are in line with observations found in
literature, where in a few cases POPC hydrophobic tails were found wedged between
the M1 and M3 helices of crystallised Cys-loop receptors [15, 209]; this discovery led
to the formulation of the hypothesis that this behaviour may actually influence the
shape of the receptor up to a point that ensues an easier binding in the ECD. In
Fig. 3.24 an example of POPC lipid between the M1 and M3 helices in the 5-HT3R
system is shown.
Figure 3.24: POPC molecule wedged between the M2 and M3 helices of the TMD of 5-HT3R as
seen from the top of the protein. In cyan is the lipid molecule, in orange are the four helices of the
principal subunit and in yellow are the helices of the complementary subunit. The snapshot was
taken from the trajectory of the 5Cis model.
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Looking at the results on the left side of Fig. 3.23, a slight increase in the density
of the lipid heads in proximity of the protein is observed in the 3Cis model and even
more in the 5Cis one. The hydrophilicity of the phosphatidylcholine heads derives
from the presence of a negatively charged phosphate and a positively charged choline
group. Their polarity also allow for interactions with the residues at the top and
and bottom of the TMD helices and even within the loops connecting them. While
Ser and Thr are found at the top end of M4 helix, a series of arginines, whose side
chains are facing outward, are found in its lower section. Similarly, Cys, Arg, Asp
and His residues are found at the bottom of the M1 and M3 helices, while at the
other extreme, the lipid heads are more likely to interact with residues found in
their M1-M2 and M3-M4 connecting loops. This distribution of hydrophilic and
hydrophobic residues is in line with what observed in other transmembrane proteins
and assures the correct positioning of the structure within the lipid bilayer, but
beyond that, it is important to consider whether interactions with the bilayer heads
can influence the electrostatic environment of the M2-M3 loop and possibly affect
the propensity of proline isomerisation. As already mentioned, an increase in the
number of spots with up to 0.05 A˚−2 in lipid head density is observed for the 3Cis
and and the 5Cis system respectively. In the latter case case, the protein seem to be
consistently bordered by such higher density regions. Although the magnitude of
this increase is relatively small, the possibility that more interactions with the polar
heads are formed due to a rearrangement of the loop residues in the presence of cis
Pro281 conformers should not be excluded.
ECD-TMD Interface Interactions
To further assess this point, an analysis of the interactions between protein and
lipids and/or waters in the ECD-TMD interfacial region was carried out, together
with an intraresidues hydrogen bond analysis. In the resulting graphs, hydrogen
bonds were defined as having a donor-acceptor distance smaller than 3.5 A˚ and an
donor-hydrogen-acceptor angle larger than 120◦.
In Fig. 3.25 the average number of hydrogen bonds formed between the residues
of the interface loops and the solvent in the three systems investigated is compared.
No notable change in these interactions is observed for the three loops of the ECD,
β1− β2 loop (in green), Cys-loop (in yellow) and β8− β9 loop (in blue), where the
main interacting residues are negatively charged amino acids such as Glu53, Asp138,
Asp177 or Glu186, which maintain a good solvation throughout the simulations
and form on average between 2.7 and 4.9 hydrogen bonds per simulation. Notable,
although relatively small, differences are observed instead in the M2-M3 linker, which
is directly affected by the isomerisation of Pro281. The number of hydrogen bonds
formed by Asp271, the strongest interacting residue in these loops, decreases from
an average of 5.4 in 5Trans and 3Cis to 4.4 in 5Cis. Much smaller is the magnitude
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Figure 3.25: Number of hydrogen bonds observed between the residues belonging to the interface
loops and water molecules surrounding them during the MD simulations of the 5-HT3 receptor. The
results are averaged over the five subunits and grouped for the three models 5Trans (dark blue, top
panel), 3Cis (dark green, middle panel) and 5Cis (dark red, bottom panel). Residues belonging to
different loops are underlined in different colors: β1− β2 loop in green, Cys-loop in yellow, β8− β9
loop in blue and M2-M3 loop in red.
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of changes in the rest of the M2-M3 loop amino acids, where almost no differences
are observed between the 5Trans and the 3Cis models, with changes in the average
hydrogen bond numbers smaller than 0.5 moving to the 5Cis system. Almost no
hydrogen bonds are formed by Pro281, which forms a single interaction through its
backbone oxygen with an occurrence of 30% of the simulation time in the 5Trans
model, decreasing to less then 10% in the 5Cis model. Hence, conformational changes
in the M2-M3 loop that may be induced by the isomerisation do not seem to affect
the solvent exposure of the interface by a significant degree.
Figure 3.26: Tables showing the presence of interloop and intraloop hydrogen bonds between the
residues of the M2-M3 loop (underlined in red) and the residues of the loops belonging to the ECD,
namely the β1− β2 loop (left tables, underlined in green), the Cys-loop (central tables, in yellow)
and the β8− β9 loop (right tables, in blue) during the MD simulations of the 5Trans model (top
row), the 3Cis model (central row) and the 5Cis model (bottom row). The occupancy goes from
green (0.1 to 0.2) to dark red (0.9 to 1.0); interactions with an occupancy of less than 0.1 are not
shown. The results are averaged over the five subunits of each model.
Similarly, no significant change in hydrogen bond interactions between residues
of the interface loops are observed. In Fig. 3.26, tables showing the occurrence (from
0 to 1) of hydrogen bonds between the M2-M3 loop and the three ECD loops are
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shown, while averaged over the five subunits of the three models here investigated.
The first information that catches the eye is the almost complete absence of hydrogen
bond interactions between different loops. With the exception of a bond between
the carboxyl group of Asp271 in the M2-M3 linker and the amino group of Lys54 in
the β1− β2 loop in the case of the 5Cis model (bottom left corner of Fig. 3.26), no
other interloop interaction is present for more than 10% of the time on average: the
conformational rearrangement of the M2-M3 loop following the cis-trans isomerisation
of Pro281 does not affect these numbers.
Intraloop interactions among residues belonging to the ECD do not change: these
bonds, which for the most part play a structural role, help maintaining the shape of
the loops. An hydrogen bond between Glu53 and Gln56, present between 50% and
70% of the time, keeps the curvature at the top of the β1− β2 hairpin. Similarly,
the Cys-loop is characterised by the weak presence of hydrogen bonds between some
side chains and backbone atoms of a few residues, such as Cys135 (also responsible
for the disulphide bond in this protein) and Leu137 or, less consistently, Asp138
and Tyr140, although these interactions never overcome 30% of occurrence. The
only interaction which is consistently present during the whole simulations is formed
between the negatively charged Asp177 and the hydroxyl of Ser179 at the beginning
of the β8−β9 loop. Ser179 also acts as donor when interacting with the backbone of
Phe181, forming a bond which is maintained between 50% and 60% of the simulation
time. Sporadically, Asn183 and Gln184 have also been observed forming hydrogen
bonds.
Relatively small are also the differences observed in the M2-M3 intraloop interactions,
which can give an insight in the conformational changes that this loop undergoes. In
the 5Trans model, the loop is characterised by a curvature in its middle, maintained
by weak backbone interactions between Thr276 and Ile278 and between Ala275 and
Gln279. A similar behaviour is observed in the 3Cis simulations: in this case Thr276
weakly interacts with the backbone atoms of Pro274. In the 5Cis model, Thr276
bonds with both Ala275 and Gly279, moving the curvature down the loop, and with
Ile278 as acceptor. Less consistent bonds are formed between Ala275 and Leu273.
Conformational Changes in the M2-M3 loop and Lipid-Protein Interac-
tions
In Fig 3.27 the highly flexible M2-M3 loop is shown in exemplary snapshots
taken from the three MD simulations. Here the conformational change that the loop
undergoes during the isomerisation of Pro281 is clear. Moreover, the residues are
coloured according to the difference from the average Root Mean Square Fluctuations
(RMSF) of the loop backbone, allowing to highlight which residues move the most
and which instead maintain a more rigid structure. This study draws a significant
comparison between the 5Trans and the 5Cis models. Although less meaningful,
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the case of 3Cis is also shown for completeness. It is however clear that the RMSF
results for this system, here projected onto a loop with a Pro281 cis conformer, are
intermediate between the two other models, as it is the case for any other analysis
where quantities have been averaged over the five subunits. Although the value of
the differences in the RMSF between residues of the same model is limited to 0.4 A˚,
the most notable change in flexibility is observed in residues such as Asp271, Thr272
and Leu273, which can still be considered part of the helical structure of M2. This
increase flexibility is felt up to Pro274 and Ala275, and a few differences are also
observable in the conformation of this area, where the top of M2 seems to be drawn
toward the M3 helix. At the other end of the spectrum, Thr276, responsible for
most of the intraloop interactions and positioned at the first bend of the loop, is
subject to a decrease in relative flexibility: it is the most flexible section in 5Trans,
but slightly stiffens when the cis isomer of Pro281 is present, probably due to the
increased number of hydrogen bonds as observed in the tables of Fig. 3.26. A similar
decrease, although less evident, is observed in the residues closer to the isomerising
proline, among which Ile278 and Gly279 which bind with Thr276.
Figure 3.27: Left, the residues of the M2-M3 loop. Right, snapshots of the M2-M3 loop section
taken from the trajectories of the three models 5Trans (top), 3Cis (middle) and 5Cis (bottom). The
residues from 271 to 282 are coloured according to their difference in RMSF with respect to the
loop average.
The most notable feature of this analysis is the evident shape shift toward a
more “closed” structure of the loop. It is however unclear if the bonds with Thr276
are a cause or a consequence of this conformational change. The position of most
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of the residues’ side chains and rotamers do not seem to be affected by the Pro281
isomerisation, in line with the results of the hydrogen bond analysis of the three
models. This raises the question if such isomerisation can affect a highly flexible
loop like M2-M3 more significantly than with irrelevant modifications of its transient
turns and bends. However, the behaviour of Pro281 itself and its flanking residue
Thr280, directly perturbed by the metadynamics bias through the ψ angle CV, seems
to suggest a different interpretation. While initially facing internally, toward the
channel, the cis conformation pushes the side chain of Thr280 outward. In this way,
the threonine can more easily interact with elements of the environment, such as
waters or lipids or the ECD loops. This is confirmed by the analysis of the hydrogen
bonds between the M2-M3 linker amino acids and the phosphatidylcholine heads of
the lipid bilayer. In fact, among the few residues interacting with the lipid heads,
the polar Thr280 is the only one forming hydrogen bonds consistently throughout
the simulations of all three the models.
On the left hand side of Fig. 3.28 the average number of hydrogen bonds during
the MD simulations are shown for the three models. A hydrogen bond between the
hydroxyl group of the threonine and the phosphate of the phosphatidylcholine is
formed only for 33% of the time on average in the 5Trans model. The occurrence of
this interaction is dramatically increased in the two other models, where it is observed
for 63% and 73% in 3Cis and 5Cis respectively. It is not clear if this conformational
change, i.e. the rotation of the OH group of Thr280 that exposes it to the lipid
bilayer, is solely induced by the proline isomerisation, which is technically a rotation
of the peptide bond between the proline and the threonine. The cis conformers is
characterised by the presence of the cyclic side chain of proline and the peptidic
oxygen of threonine on the same side with respect to the backbone, while the trans
conformation has them on opposite sides, as shown in Fig. 1.11 in Sec. 1.3. What
seems plausible is that the lipid environment, together with the M2-M3 loop residues
flanking Pro281, favours a reorientation of both the threonine hydroxyl, which
reorientates across the loop, and of the cyclic side chain of proline, which, together
with the peptide oxygen of Thr280 rotates to face downward, toward the helical
structures. This interaction between the M2-M3 linker and the phosphatidylcholine
heads is consistent with the slight increase in number density observed in Fig. 3.23.
It is thus reasonable to suggest that lipids may be more than a simple scaffold for
the membrane and may play a support role in mediating the gating process, e.g. by
modifying the electrostatic environment of the Pro-Thr peptide bond in such a way to
facilitate a rearrangement of the loop upon isomerisation. Although no interactions
between such threonine and elements of the ECD loops are here observed for more
than 10 % in any of the simulations, the possibility that different rearrangements
of these loops in serotonine-bound proteins may also bond with Thr280 and with it
affect the proline isomerisation should not be excluded.
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Figure 3.28: Left, number of hydrogen bonds formed between Thr280 in the M2-M3 loop and the
phosphatidylcholine heads during the MD simulations in the three 5-HT3R models: 5Trans (in
blue), 3Cis (in green) and 5Cis (in red). The results are averaged over the 5 subunits. Right, typical
conformation assumed by Thr280 and Pro281 when the proline is either in a trans state (top) or in a
cis state (bottom) as seen from the top of the channel axis. The hydrogen bond interaction formed
by the threonine and the phosphate of the lipid heads is highlighted in green in the cis case. Pro281,
Thr280 and one of the interacting heads are shown explicitly, while the heads of the surrounding
lipids are represented as lines.
Proline Isomerisation Free Energy Landscape
The free energy landscape of the isomerisation process has been investigated with
the help of metadynamics. The exploration has been carried out for Pro281 in the
M2-M3 loop in the receptor model and for a control system of proline dipeptide
in water, with the aim to highlight how the surrounding environment affects the
isomerisation within a 5-HT3 receptor. While the metadynamics of the dipeptide
in water took only 40 ns to converge, the high flexibility of the M2-M3 structure
and the presence of complex interactions with lipids, water and the surrounding
residues made the convergence of the Pro281 system more challenging, requiring to
extend the simulation to at least 500 ns. To reduce the error on the reconstructed
profiles, the free energy landscapes were averaged over the last 10 ns and 100 ns for
the dipeptide and the M2-M3 proline respectively. The maps are shown in Fig. 3.29
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as a function of the two torsional angles ξ and ψ, together with their projections
along the ξ and ψ angles individually.
Some notable differences are present in the two maps. First of all the shape of
the minima is much less defined in the M2-M3 loop, where the high flexibility of
the surrounding residues and the presence of lipids interfere with the isomerisation
process. The right hand side barriers are markedly increased up to about 116± 0.6
kJ/mol, while they never overcame 80± 0.1 kJ/mol in the dipeptide, and three out
of four saddle points separating the cis and the trans conformers along the ξ torsion
are increased by about 20-30 kJ/mol. As a result, there is a preferential path for the
isomerisation, connecting the absolute minimum at ξ = ±180◦ and ψ = ±180◦ to
the more shallow cis minimum at ξ = 0◦ and ψ = ±180◦. In fact, the orientation
of the peptidic amide is crucial in catalysing the isomerisation, lowering the saddle
point by about 10 kJ/mol when the hydrogen is in a cis arrangement with respect to
the cyclic side chain.
Although containing integrated information, the profiles of the potential of mean
force, namely the equivalent of the free energy as a function of a partial number of
CVs and integrated over the other remaining degrees of freedom (d.o.f.), can help
simplify the description and give a rough estimate of the energetic differences between
the cis and trans minima in the two systems. In the profile as a function of ξ only,
while for the solvated dipeptide the two conformations have similar free energy, with
a difference of only 4.2± 0.4 kJ/mol in favour of the trans conformer, this difference
increases significantly to 22.2 ± 2.4 kJ/mol in the 5-HT3R system. This seems to
suggest that the protein environment as studied in our simulations disfavours the
isomerisation. Interesting differences are also observed in the high free energy regions
separating the minima: the symmetry observed in the dipeptide, where two roughly
equivalent barriers, at about 65 ± 0.1 kJ/mol are observed, is lost in the M2-M3
linker. In the latter case, one barrier reaches only about 54± 0.5 kJ/mol, while the
other is about 78± 0.7 kJ/mol high. Hence, this system displays a non negligible
preference for an anticlockwise isomerisation, which requires the Pro281 cyclic side
chain and the Thr280 side chain to move under the M2-M3 loop. This may be
simply the result of the presence of Leu282 side chain oriented outward the top of the
M2-M3 loop and of Tyr140 aromatic ring in the Cys-loop, which comes in contact
with the M2-M3 linker from the top and may obstruct the rotation in the opposite
direction. This hypothesis is supported by the fact that the orientation of these two
residues is consistent across the subunits, but the possibility of other elements at
play should not be excluded. The lowering of the left barrier is consistent with the
idea that the 5-HT3 environment helps the transition between the isomers along a
favourable path, although at equilibrium, the higher free energy of the cis isomer
makes its less populated. Nevertheless, after being induced with metadynamics, the
cis conformation was maintained during the entire length of the MD simulations,
3.3. Proline isomerisation in the 5-HT3 Receptor 103
Figure 3.29: At the top, free energy surfaces of the solvated proline dipeptide (left) and of the
proline in the 5-HT3R environment (right) as a function of the torsional angle ξ and ψ. The absolute
minimum has been set to zero and contour lines are every 10 kJ/mol. Bottom, the corresponding
potentials of mean force (PMF) as a function of ζ only. The maps are averaged over the last 10 ns
and 100 ns of simulation respectively. The free energy of the absolute minimum has been set to zero
and the error is shown in light red lines.
confirming it as a metastable state. The difference of only 11 kJ/mol for free energy
of the cis minima between the M2-M3 proline and the dipeptide in water is however
rather small to draw definitive conclusions. It is not completely clear if the crystallised
structure is in a closed, open or desensitised state and it is plausible to assume that
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a bound protein may be characterised by an even lower barrier, maybe with the aid
of interactions between the M2-M3 loop and the ECD loops that here are still scarce.
Structural Motions: Results and Discussion
In this section, the effects of Pro281 isomerisation on the secondary structures of
the 5-HT3 receptor are shown. In particular, the isomerisation induces a straightening
of the upper part of the M2 helix, lining the ion permeable pore and which is key to
the gating in pLGICs. This result suggests that Pro281 conformational state can
influence the arrangement of the M2 helices and possibly initiate the opening of the
channel.
The increase in free energy difference between the trans and cis conformers in
the M2-M3 loop seems to suggest that the natural environment of apo-5-HT3R,
namely the protein in the absence of serotonin, disfavours the population of cis iso-
mers, although the slightly decrease in energy of the barrier may help the exploration
of such metastable state. Thanks to metadynamics, however, it was possible to induce
the isomerisation in different subunits and study the effects that such conformational
change has on the receptor secondary structures. The M2 and M3 helices belonging
to the transmembrane domain have been proposed to be involved in the opening and
closing of the ion permeable channel through a series of movements and conforma-
tional rearrangements [57]. Hence, a thorough analysis of the movements of such
helices has been carried out on the MD trajectories of the three 5Trans, 3Cis and 5Cis
systems, in order to identify to which degree the Pro281 isomerisation may affect them.
A first simple structural analysis has been carried out for the TMD helices. In
Fig. 3.30 the polar and twist angles of the M2 helices principal axis with respect
to the protein channel axis (as schematically represented) are monitored during the
250 ns of MD simulation for the three models. No major movements are observed,
with an average polar angle which slightly decreases from 9.6± 1.5◦ for the 5Trans
system, to 9.2± 1.4◦ in the two subunits of 3Cis where the proline is in the trans
conformation, to 9.3 ± 1.5◦ for three remaining cis subunits and to 8.6 ± 1.4◦ for
the 5Cis simulation. Similarly, the average twist angle gives a good indication of
the magnitude of the rotational fluctuations that these helices undergo with respect
to the ECD. In this case, −0.5 ± 2.1◦ is the average angle for 5Trans, 1.0 ± 2.1◦
and −3.0± 2.2◦ is observed for the trans and cis subunits of 3Cis respectively, and
−1.1± 1.7◦ in 5Cis. While the 5Trans model angle trend is mostly flat, introducing
cis conformers seems to affect it: a slight anticlockwise twist is observed in the cis
induced subunits of 3Cis, while this effect is dampened in the 5Cis simulation.
This result supports the idea that the system of five M2 helices do not overall
significantly modify their conformation with respect to the rest of the protein.
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Figure 3.30: Polar angle (top row) and the twist angle (bottom row) of the M2 helices with respect
to the main axis of the 5-HT3 channel, monitored during the three MD simulations, for the 5Trans
(left), 3Cis (center) and 5Cis (right) models.
Macroscopic movements cannot be expected to be induced in timescales no longer
than a few hundreds of nanoseconds by simply tweaking the isomers of prolines in
the interfacial region while leaving the binding site untouched.
Similarly, the relative polar and twist angles of the M2 helix axis with respect to the
M3 helix axis have been monitored: the results are shown in Fig. 3.31, where again
no major changes in conformation are observed. It is interesting to note the natural
asymmetry of this model, as highlighted by the different values of polar angle for each
subunit. While the two helices do not twist with respect to each other during the
simulations (the average is 0.2± 1.8◦ for 5Trans, −0.4± 1.6◦ for the trans subunits of
3Cis, −1.3± 2.0◦ for its cis subunits, and −1.1± 1.3◦ for 5Cis respectively), subunits
3 and 5 are characterised by a larger polar angle than the remaining three subunits.
The average values of the polar angle are 13.0 ± 1.9◦ for the 5Trans model, only
7.5 ± 2.0◦ for the two trans subunits of 3Cis, 14.9 ± 1.9◦ for the remaining three,
and finally 13.1± 2.0◦ for the 5Cis. According to a recent proposal, supported by
mutagenesis experiments, interactions among residues of these two helices may be the
key to regulate the desensitisation process [210]; in all the three cases investigated
however, the M2-M3 structure is stable, the monitored properties are flat and the
relative coordinates of the helices see no major change.
The last row of Fig. 3.31, however gives an interesting insight. In this case, variations
in the angle defined by the extremes of the M2 helix and the Cα of Leu260, the
hydrophobic residues occluding the ion permeable pore, which also splits the helix in
half were observed. This angle was chosen so that an ideally straight helix would
give 180◦. The averages in this case are 153.0 ± 4.0◦ for the 5Trans, 153.2 ± 3.4◦
for the trans subunits in the 3Cis model, 159.3± 4.0◦, the maximum value for the
three subunits of 3Cis where the cis conformers were induced and and 158.4± 5.4◦
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for the 5Cis system. Beside the increase of about 5◦ observed in the average of 5Cis,
this trajectory is characterised by temporary conformational changes in subunit 3,
between 75 and 100ns of simulation, and a much more defined “jump” in the helix of
subunit 4, toward the second half of the simulation. This behaviour is associated
with minor conformational changes in the upper part of the helices, which straighten,
as well as less important movements the lower part. These results seem to confirm
that the increased RMSF in the residues of the M2-M3 linker closer to the M2 helix,
discussed previously within the interface analysis, is indicative of a conformational
change in the region. Moreover, the movements here observed seem to be maximized
in the three subunits of 3Cis where the isomerisation was induced, with respect to the
5Cis model: although these changes are relatively small, this may be an indication
that not all five subunits need to be bound to activate the ligand.
Figure 3.31: Polar angle (top row) and the twist angle (central row) of M2 helices with respect to
their respective M3 helices of the 5-HT3 channel, monitored during the three MD simulations, in the
5Trans (left), 3Cis (center) and 5Cis (right) models. The bottom row shows the behaviour of the
bending angle of M2 where Leu260 is considered as the pivotal point during the same simulations.
Pore Diameter and Permeability
The analysis of the pore width profiles, shown on the right in Fig. 3.32, helps
highlight this conformational change. In these graphs, the position of Leu260 is set to
zero. From the 5Trans to the cis systems, a gradual narrowing of the pore on average
in the transmembrane section is observed: the upper part of the helices narrows
from 4.4 A˚ on average, to 2.7 A˚ and 2.3 A˚ at about +15 A˚ along the channel, where
widest movements are observed, while the rest of the structure is fairly stable. The
3.3. Proline isomerisation in the 5-HT3 Receptor 107
narrowest point remains at the Leu260 ring, with 1.3 A˚ of radius on average, while
the radius increases back again at about 2.8 A˚ on average at the bottom of the helices.
These values are within the range that prevents a flux of ions and waters. In general
it is possible to observe an increase in the fluctuations of the transmembrane M2
helices of 5Cis, which is reflected in the increased error bars of the profiles between
−15 and +15 A˚.
The rest of the protein remains unaffected. As observed in recent literature [211],
a first narrowing in the ECD at +48 A˚ to a average of 3 A˚ acts as charge filter
and keeps the negatively charged chloride ions out of the channel core; here a ring
formed by the positively charged side chains of Lys108 constrict the pore, catching
Cl− ions and preventing their entrance, with few exceptions. According to the same
study, this ring may however also partially hinder the entrance of Na+ ions, which
would instead prefer lateral cavities formed between the subunits as the main path
to enter the vestibule. The ions and water molecules are then gathered in a vestibule,
with the help of the negatively charged Asp271 and polar Thr272 at the top of
the M2 helix, in position 20’ and 21’ respectively and whose side chains are facing
the pore. These residues are followed by a set of mostly hydrophobic residues: in
particular Ile268 and Val264, whose side chains are oriented toward the pore and
help create further restrictions before Leu260 (Fig. 3.33, right). Lower down the
helices, in positions -2’ to -3’, are residues which act as further polar filter, preventing
Cl− residues in the cytosol to enter the channel from below. They also seem to be
involved in the desensitisation stage, in a process which would see this region decrease
sensibly its radius [210]. However, it is difficult to draw conclusions about these
specific residues, since this region in the model has been manipulated by removing
the terminal MA and MX helices of the crystal structure. The hydrophobic area
spans from −5 and to +10 A˚ along the channel axis. Thanks to the evidence of a
number of recently crystallised structures, the hypothesis of an hydrophobic gating
has been proposed for pLGICs: according to this picture, ion conduction is prevented
by means of an energetic barrier generated by the absence of water molecules in the
pore cavity; such liquid-vapour water transitions, or “dewetting” events, are caused
by the hydrophobicity of the residues lining the pore. This mechanism has already
been extensively validated for other kind of membrane channels, such as nanopores
[54].
In Fig. 3.32 (left), fluctuations in the distribution of water and ions in the pore are
observed in all three systems. A partial dewetting event, a decrease in water density,
is observed between 50 and 100 ns in the ECD and in the lower TMD sections of
the 5Trans system, proof that such events can spontaneously produce, probably due
to stochastic fluctuations in the side chains of residues lining the channel and more
in general in the structure of the protein. No particular conformational change was
associated with this behaviour in the simulation trajectories.
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On the other hand, longer although still partial dewetting events in the ECD and
lower TMD are observed in both 3Cis and 5Cis trajectories at about 100 and 125 ns,
as a consequence of the decrease in radius of the TMD channel cavity found in both
profiles.
Figure 3.32: On the left, the position of water molecules and charged ions along the central pore of
the 5-HT3 receptor during the three MD simulations, 5Trans (top), 3Cis (middle) and 5Cis (bottom).
In the central section, the profile of the pore of the three systems calculated with HOLE 2.0 [212]
and averaged over 250 ns. In both graph, Leu260 position is used as the zero reference. On the
right, snapshot of a section of the 5Trans receptor and its inner pore surface. In red are the regions
where the radius is lower than 1.5 A˚, the minimum radius to accommodate a water molecule, in
blue are the regions with radius higher than 2.5 A˚, sufficient to fit two water molecules, while in
cyan are the areas in between.
The straightening of the M2 helices does not seem however to affect the hydropho-
bic restriction at the level of the Leu260 ring within the simulation time. The graphs
in Fig. 3.33 shows no remarkable differences among the positions of the Leu260 Cα
in all three models: both average position and standard deviation radius are similar
in all five subunits. Nevertheless, it is plausible to suggest that straightening of
M2 may be a first step toward the opening of the ion permeable pore, which would
be followed, on longer scales, by the withdrawal of the hydrophobic side chains of
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Leu260 from the central axis. The flexibility of the side chains in the residues facing
the pore has been observed to play a crucial role in managing the permeability of
the pore in computational MD and Monte Carlo studies of Cys-loop receptors [213].
Figure 3.33: On the left, distribution of the position of the Cα in the side chains of Leu260 during
250 ns simulations for the 5Trans (blue), 3Cis (green) and 5Cis (red) models, as seen from the
top of the channel axis (here set as the Z axis). In the central panel, the position of each residues
is represented as circles centered around the average position and with the standard deviation as
radius. The width of the pore is approximated to an ellipse (dashed line). The numbers refer to the
subunits to which each residue belongs. On the right, a view of the M2 helix where the residues
whose side chain are facing the ion permeable pore are explicitly shown.
M2 Helix Bending
To further assess the relation between the isomerisation of proline and these
conformational rearrangement, the metadynamics bias accumulated over 500 ns can
be reweighted as a function of alternative degrees of freedom of the M2 helix that were
not selected as collective variables. In Fig. 3.34 the free energy landscape reweighted
as a function of the isomerisation angle ξ and of the bend angle of helix M2 is shown.
The characteristic time of major structural rearrangements such us the movements
of M2 helix is much slower than the time required to the metadynamics to sample
the isomerisation, preventing a complete and accurate reweighting of this mechanism.
While the values of the free energy in the various minima may be inaccurate, the
resulting graph can, however, qualitatively suggest possible effects on the helix in
the presence of the different proline isomers. An increase in the bend angle when
transitioning from trans to cis conformers can in fact be observed. While a deep
basin extends between 145◦ and 160◦ for the trans isomer (ξ = ±180◦), for the cis
isomer (ξ = ±0◦) the borders of the minimum are pushed up by at least five degrees,
with the basin extending between 150◦ and 165◦, reaching in a few cases regions at
170◦.
Fluctuations in the helix conformation ensure the presence of conformations between
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145◦ and 160◦ favourable both in cis and trans basins. This suggests that more than
an abrupt switch in conformation, the isomerisation may push smoothly the helix
toward higher bend angles. An analysis of the conformation belonging to the two
basins here identified confirms that most of the difference is concentrated in the
upper body of the helix, toward the M2-M3 loop, as seen on the right hand side of
Fig. 3.34.
Figure 3.34: Free energy landscape from metadynamics for the 5-HT3 receptor reweighted as a
function of the proline isomerisation angle ξ and the M2 helix bend angle. The free energy of the
lowest minimum has been set to zero.
Essential Dynamics Analysis
Although relatively small, the induction of cis conformers in the M2-M3 loop
prolines at position 281 seems to subtly modify the dynamics of the system: an
Essential Dynamics Analysis (EDA) on the trajectories of the five M2 helices, can
help highlighting if these differences are also found in major functional motions of
the three models. EDA, also known as Principal Component Analysis (PCA), is a
powerful method to extract and analyse the collective motions that may be hidden
in MD trajectories. E.g. major collective vibrational modes, which are generally
assumed to define the function of the protein, can be filtered and separated from
fast degrees of freedom, usually related to local fluctuations [214]. The application
of this method is straightforward: a variance-covariance matrix of the coordinate
fluctuations is first built as in
C =< (x(t)− < x >)(x(t)− < x >)T > (3.3)
where the angle brackets represent the ensemble average and T is the transpose
vector. C is a symmetric matrix and can then be diagonalised with an orthogonal
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coordinate transformation C = VΛVT . In V are the eigenvectors as columns,
while on the diagonal of the Λ matrix are the eigenvalues (the mean square of the
eigenvector coordinate fluctuations). Only the motions of highest intensity (highest
eigenvalue) are usually taken in consideration as they represent the major collective
modes [214].
Differently from other, more approximate normal modes methods, EDA does not
assume harmonicity in the potential; in fact, being based directly on the trajectories,
anharmonicity is naturally included in the protein motions.
The EDA was performed on the Cαs atoms of the five M2 helices; in Fig. 3.35 (left),
their trajectories during the three simulations are projected onto the space defined by
the first two eigenvectors of the 5Trans model. The displacement of the Cαs atoms of
the five helices for such modes are shown on the right hand side of the same figure.
Although a significant overlap among the three systems is observed in the trajec-
tory projections, a few regions are exclusive of a specific simulation. As expected,
these are characterised by relatively small differences in the position of the top part
of the M2 helix. This can be also seen in the right panel of Fig. 3.35, where the
amplitude of the displacement, here represented by the length of the black arrows,
increases for the Cαs of the top portion. These modes thus relate mostly to a defor-
mation of the top half of the M2 helices, which may be at the base of the functional
opening and closure mechanism of the hydrophobic gate. 5Trans is able to visit most
of the space and is thus characterised by a good flexibility, 5Cis seems to be more
rigidly limited to the region between -0.2 and 0.2 for both the eigenvectors. In the
case of 3Cis, a region at the lower left extreme, where the first PCA eigenvector
assumes values between -0.8 and -0.6, is visited more often than in the other two
cases.
EDA gives an interesting insight as it allows to separate these relatively small fluc-
tuation differences and identify different regions of the eigenvectors space explored
during the simulations. These results strongly support the picture that previous
analysis had given. The cis-trans isomerisation of the M2-M3 linker prolines does not
lead to strong conformational rearrangements in the TMD within the time sampled
time scale, but rather to some subtle modifications in its helical structures and
dynamics. Speculating that the straightening of the top section of the M2 helices,
the closer part to the loop, may be the first step of the gating mechanism may be
far fetched; however, it is plausible that relatively small movements of this kind in
the helices lining the central pore may induce rearrangements in the side chain of
hydrophobic residues such as Leu260, big enough to start a selective flow of water
molecules and ions.
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Figure 3.35: On the left, the dynamics of the M2 helices group projected onto the space of the first
two PCA eigenvectors of 5Trans. Here the trajectory of the 5Trans model is in blue, that of the
3Cis model is in green and that of the 5Cis model is in red. Conformations assumed by the five M2
helices in the different regions of the plot are shown from the top of the channel. On the right, a
representation of the two lowest PCA vectors of the 5Trans simulation. In black are the traces of
the M2 helices Cαs from the top of the channel and from the side; arrows indicate direction and
relative magnitude of the displacements.
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Conclusions
In this chapter we studied a model of the 5-HT3 receptor, based on a recent X-ray
structure, including the extracellular and transmembrane domain embedded in a
lipid bilayer to mimic the cell membrane. We concentrated on the interface between
ECD and TMD and, in particular, on Pro281, a highly conserved proline in the
M2-M3 loop. This proline has been proposed, with the support of electrophysiology
mutagenesis experiments, as a potential molecular switch to open the ion channel.
Specifically, we exploited the power of metadynamics to investigate the effects that
the trans-cis isomerisation of Pro281 has on the transmembrane domain of the 5-HT3
receptor. In order to evaluate these effects, three MD simulations of the 5-HT3
receptor with all trans, three cis and all cis Pro281 isomers were carried out. This
allowed us to analyse in detail the repercussions on the rest of the receptor, at least
on the timescale sampled by the MD, and shed light on the structural role that
this proline plays within the M2-M3 structure. Relatively small, but significant
differences were observed in the conformations assumed by the M2 helices, which
line the channel and whose role in the gating process has been widely debated, for
the models containing metastable cis prolines.
Mapping the free energy landscape as a function of the torsional angles that define
the isomerisation process showed that the environment of the M2-M3 linker in this
receptor model does not favour the cis conformer, whose free energy relative to the
trans conformation is about 18 kJ/mol smaller in the proline dipeptide in water. The
presence of obstructing amino acid side chains from neighbouring loops and within
the M2-M3 loop itself gives rise to a clear preference for a directional anticlockwise
isomerisation path: for this, the barrier is lower than what observed in aqueous
solution, suggesting an easier transition in such direction. Although debatable, the
similarities with other crystallised pLGICs suggest that the 5-HT3 structure here
studied is in a closed or resting state, which could explain the preference of the trans
conformer. A 2-3 A˚ radius at the narrowest point of the channel is in line with
the hypothesis of a resting/closed structure, since experiments identified minimal
pore radii for the ionic flux between 3.7 and 4.2 A˚ in cation selective receptors such
as 5-HT3R and nAChR [213]. It is plausible to assume that in the presence of a
serotonine-bound ECD, conformational changes, such as the twisting of the domain,
may modify the contacts between residues flanking the proline and amino acids in
the Cys-loop, the β1 − β2 loop or β8 − β9 loop, further lowering the free energy
barrier and the cis basin and increasing the rate of isomerisation. Thr280, which
flanks Pro281, has been here highlighted as a good candidate to participate in this
process: this is supported by its interactions with phosphatidylcholine lipid heads
which substantially increases for cis Pro281, and possibly by the role of its peptide
oxygen acting as an electrostatically sensitive handle to induce the isomerisation.
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An interesting work by Camilloni et al. [215] highlighted how the electrostatic field
within the active site of cyclophilin A can catalyse the cis-trans isomerisation of
proline by acting on the N-C-O peptide bonds, an electrostatic lever, between proline
and glycine on a model substrate. In 5-HT3R a similar mechanism may be suggested.
The chain of events started by the binding of serotonin to the ECD binding site
may lead to conformational rearrangements in the interfacial loops that modify
the electrostatic field surrounding Pro281 and Thr280. Helped by the environment
created by the phosphatidylcholine heads, favourable to the rotation of Thr280, this
event may favour the isomerisation.
To confirm this hypothesis, molecular dynamics and metadynamics simulations with
the holo-protein may focus on variations in the ECD loops conformation, hydrogen
bond and electrostatic interactions with the residues of the M2-M3 loops and the
surrounding lipids. Similarly, mutagenesis experiments could be designed to confirm
the role of surrounding residues in assisting or hindering the proline isomerisation.
Together with Thr280, Tyr140 and Thr276 are possible candidates for relevant roles:
Thr276 was here observed taking part in a number of interactions with other residues
of the M2-M3 loop, the basis for the rearrangement to a “closed” loop conformation
in the presence of the cis isomer, which forces the M2 helix to straighten. On the
other hand, Tyr140, in the Cys-loop, ensured the preference for an anticlockwise
isomerisation, by occluding the movements of the proline cyclic side chain in the
opposite direction. Studies on GluCl crystallised with invermectine proposed as
crucial for channel gating a movement of the conserved proline which pushes against
a valine in the β1− β2 loop, keeping the M2 helices in their open state, and finally
passes under it thanks to a concerted twisting rotation of the TMD against the ECD
which allows for the closure of the channel [57, 209]. A parallel can be drawn here:
although in the 5-HT3 receptor structure the arrangement of the M2-M3 linker and
the β1− β2 one does not allow the proline to approach this specific ECD loop, the
twisting of the ECD with respect to the TMD could still induce sufficient changes in
other loops, for example allowing Tyr140 to move out of the way, thus decreasing
sensibly the barrier for a clockwise isomerisation of the proline and facilitating the
transition.
After the isomerisation has been induced, the M2-M3 loop adjusts consequently,
drawing the top of M2 helix to a straighter angle with respect to it axis. Movements
at the level of the hydrophobic Leu260 may ensue from this transition and cause the
enlargement of the channel just enough to allow sodium ions and water molecules to
cross the membrane. A few works on a locally closed GLIC receptor (where the M2
helices are in a closed arrangement, while the rest of the architecture resembles an
open state) proposed the intriguing idea that conformational rearrangements during
opening events pertain only the upper part of the M2 helix, while the lower end
remains immobile [216, 217].
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It is still unclear how many bound ligands to their respective subunits are required
to fully activate the receptor. However, the effect on the pore radius may be additive
and the flow of ions may start once enough space has been made by the side chains of
Leu260 and other hydrophobic residues close by. At variance to the more commonly
accepted idea of a concerted motion of the entire TMD, an asymmetric opening of
the channel pore, following the binding to a partial number of subunits has been
suggested for other Cys-loop receptors and should also be taken into consideration
for the serotonin receptor [11, 218]. To assess more conclusively the role of proline
isomerisation in these structural and dynamical changes observed in both the M2-M3
linker and the M2 helical structure, metadynamics simulations taking into account
slowly varying degrees of freedom of the 5TH3 receptor TMD explicitly may prove
extremely useful.
In conclusion, this work shed light on the direct effects of Pro281 isomerisation
on the structural and dynamical properties of the M2 helices lining the ion permeable
pore. A relation between the presence of cis conformers and rearrangements in
the upper region of the helical structures have been observed which may represent
the first step of the ion permeable pore opening. These results open the way to
further studies on this receptor, which should focus on the role of interfacial loops in
transmitting the signal from the ligand bound ECD to the M2-M3 loop here investi-
gated. Understanding how the presence of serotonin can influence conformations and
interactions in this region and affect the isomerisation properties of Pro281 could
finally lead to a complete understanding of the chain of events that characterise the
gating mechanism in the 5-HT3 receptor.
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3.4 Conformational Analysis of Amino Acids
The study of proline isomerisation in the 5-HT3 receptor highlighted how struc-
ture and dynamics of short peptides, or even single amino acids, can influence the
behaviour of secondary structures and proteins on a much larger scale. In spite
of their simplicity, however, understanding the conformational preferences of such
systems, which is key to understand their role and behaviour in larger biomolecules,
can be a daunting task. Even a limited number of atoms can give rise to an exceeding
number of different conformations and an automated way to explore, extract and
evaluate all these structures would be very useful. In this chapter state-of-the-art
computational techniques have been thus used to define a protocol to obtain a
relatively quick and complete exploration of the conformational free energy landscape
of small biological fragments.
We chose to work with aspartic acid (Asp), a proteogenic amino acid involved
in a wide variety of biological functions, as an example of the complexity that the
flexible degrees of freedom of even relatively small molecules produce. Aspartic acid
is an non-essential α-amino acid involved in a number of metabolic functions, from
the synthesis of proteins and biomolecules to the gluconeogenesis and the activation
of NMDA glutamate receptors. It is characterised by a carboxyl group as side chain,
usually deprotonated and negatively charged under physiological conditions, which
justifies its presence in numerous protein active sites [74]. In nature, this compound
is found in the neutral form in the gas phase and in the zwitterionic form in aqueous
solution and in crystals. In the latter form the hydrogen of the Cα-COOH group is
donated to the nitrogen to form a NH3 amino group, as shown in Fig. 3.36, resulting
into opposite charges for these two moieties [219]. There are many stable/metastable
conformers for both these forms, which can be exhaustively characterised by the six
torsional angles labelled in Fig. 3.36: three along the backbone, i.e. α (O6-C1-C2-C3),
β (C1-C2-C3-C4) and γ (C3-C3-C4-O8); two to describe the relative position of hy-
drogen atoms in the carboxyl groups, i.e. δ (C2-C1-O6-HO6) and ζ (C3-C4-O8-HO8);
and one for the rotation of the amino group, i.e.  (C2-C3-N-HN ). ζ is not defined in
the zwitterionic form, because of the absence of the hydroxyl, while γ loses relevance
due to the consequent symmetry of the remaining carboxyl group.
Even for a basic amino acid such as Asp, the flexibility of its torsional angles makes
a complete exploration of the conformational space far from trivial. In general, the
larger is the molecule, the more complex this problem becomes; however, a thorough
knowledge of the conformational preferences, and thus of the behaviour, of the
building blocks of proteins represents a first crucial step toward the understanding
of larger biomolecules.
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Figure 3.36: Neutral (left, a) and zwitterionic (right, b) aspartic acid, with relevant atoms and
torsional angles labelled.
Experimental information on low energy conformers can be obtained by spec-
troscopic methods. The most powerful technique for conformational identification
in the gas phase is rotational spectroscopy, which has been successfully applied in
combination with laser ablation to determine the conformations of many natural
amino acids [220–222]. In the condensed phases, methods such as NMR and X-ray
crystallography are also widely used. Theoretically, stable/metastable conformers
can be identified by scanning the torsional angles at small intervals, calculating the
potential energy for each conformation with force fields or more accurate methods like
density functional theory or second order Møller-Plesset perturbation theory (MP2),
and correcting it a posteriori for temperature effects and entropic contributions from
normal mode analysis to estimate the free energy [223]. Rotational constants and
quadrupolar moments can then be calculated to interpret experiments. However,
this protocol is cumbersome even for few torsional angles, it does not calculate the
free energy directly at finite temperature, e.g. it disregards anharmonic effects, and,
in aqueous solution, it does not consider the solvent explicitly.
Hence, we suggest an alternative approach to explore the conformational landscape
of Asp to benchmark our theoretical protocol. Experimental information (in the gas
phase) derived from rotational spectroscopy is available for this amino acid, which
has a tractable size, making it ideal for this study [72]. The proposed approach
is based on the calculation of the free energy landscape at room temperature by
means of the enhanced sampling metadynamics technique, as a function of selected
torsional angles. The exploration was performed with classical force fields, to ease
the computational cost with respect to ab initio calculations, and results obtained
with different parametrisations were compared to assess the influence of the force
field choice on the free energy surface. When needed, the dimensionality reduction
algorithm sketch-map [161] was employed to simplify the interpretation of the data
and facilitate the discrimination of free energy basins and their interconnecting paths.
Once minimal free energy conformers were identified, their stability and energies were
evaluated at the DFT and MP2 levels of theory. Besides the low energy conformers in
3.4. Conformational Analysis of Amino Acids 118
the gas phase accessible to rotational spectroscopy experiments, high energy isomers
and conformers in solution could also be identified.
The promising results here obtained demonstrate how the coupling of force field based
metadynamics, sketch-map analysis and ab initio calculations is able to produce
an exhaustive conformational exploration to complement the experimental data.
Following this work, the protocol could then be applied to disentangle complex
conformational landscapes of larger peptides. A paper containing these results is
currently under preparation [166].
Simulation Details
Preliminary tests showed that the paths separating some of the conformers are
too high in free energy to allow transitions between minima in the limited timescale
accessible to MD, and thus required simulation techniques to accelerate rare events.
Given its efficiency in enhancing the sampling of conventional MD, and the quality
of results obtained with the RDL and the 5-HT3 receptors, metadynamics was here
chosen to speed up the exploration of the conformational landscape.
As metadynamics efficiency decreases with the number of biased CVs, the minimal
CV set providing meaningful results should be chosen. To map the conformers
of Asp, the three backbone torsional angles α, β and γ are an obvious, but not
adequate choice, as demonstrated by preliminary calculations. In fact, the free energy
as a function of α and γ is characterised by minima separated by barriers of few
kJ/mol, which can be adequately sampled by conventional MD. However much higher
barriers were observed between the minima as a function of δ and ζ, which define
the trans and the cis isomers of the carboxyl groups. These two angles are involved
in the formation of intramolecular hydrogen bonds, with the amino group acting
as donor or acceptor when interacting with the hydroxyl and/or the oxygen of the
carboxyl groups at the opposite ends. These interactions can influence the position
of the carboxyl groups (e.g. restraining their mobility when the hydrogen bond is
present) creating a correlation between the two angles, α and γ, which define the
orientation of the groups, and the two angles which describe the position of the
carboxylic hydrogens, δ and ζ, respectively. Hence, the most relevant torsional angles
driving conformational changes in Asp are β, δ and ζ, which were used as CVs in the
metadynamics simulations. Finally, low free energy barriers, which can be quickly
sampled by MD, characterise the torsion about , which determines the orientation of
the amino group, justifying its exclusion from the CV selection. For the zwitterionic
form, the CVs were limited to β and δ, because the symmetry of the carboxyl group
makes γ negligible, while ζ is not defined.
Asp was simulated with NAMD 2.9 and the CHARMM36 force field [224], one of
the most commonly used force fields in biomolecular simulations, under different
conditions: the neutral form in the gas phase, used as reference and for comparison
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with rotational spectroscopy experiments, and the zwitterionic form in water solution.
Two non-physical control systems, i.e. neutral Asp in water and zwitterionic Asp
in the gas phase were also studied to better understand the effect of environment
on the force field parameters. The two latter cases can be simulated only thanks
to the pre-defined unbreakable bonds in the force field, which prevent the proton
transfer between the amino and carboxyl group that would naturally occur. To
further assess the impact of the choice of the force field, the calculations for neutral
Asp in vacuo were repeated with two other commonly used parametrisations, i.e.
AMBER ff99SB-ildn and OPLS-AA [225, 226], and the resulting free energy maps
were compared to identify shared features and differences.
Restrained ESP charges were calculated at the Hartree Fock level of theory with
a 6-31G* basis set on a molecular geometry optimised with DFT and the B3LYP
exchange and correlation functional, using GAUSSIAN 09.
In the gas phase, the molecule was first equilibrated at 300 K with no periodic
boundary conditions, while a 12 A˚ buffer of TIP3P water molecules was added
in the solvated systems in a periodically repeated truncated octahedral cell and
equilibrated at 300 K and 1 atm. A Langevin thermostat with a collision frequency
of 1 ps−1 and a Langevin piston with period of 0.1 ps and decay time of 0.05 ps
were applied. Long-range interactions were cut at 10 A˚ and particle mesh Ewald was
employed for the calculation of long range electrostatic interactions. No restraints
were applied to the vibration of bonds containing hydrogens. A time step of 0.5 fs
was used. 100 ns of well-tempered metadynamics simulations were then performed
with PLUMED 1.3 in the NVT ensemble, using, for the solvated systems, the average
volume from the equilibrated NPT dynamics. All others parameters were kept the
same as those used in the MD simulations. Gaussians with an initial height of 0.8
kJ/mol and width of 9◦ were deposited every 0.25 ps to bias the torsional angles,
with a bias factor of 5. Free energy landscapes were reconstructed after 100 ns,
namely after 400,000 Gaussians were deposited and the CVs showed diffusive behavior.
In a multi-dimensional free energy landscape the identification of the stable/metastable
conformers and their connection network may be non-trivial, even when the dimen-
sions are limited to three; projections to two-dimensions by integrating out the third
or more CVs may lose significant information. To overcome these limitations (which
becomes severe when increasing the number of variables), we adopted sketch-map [161–
163], a recent method based on metric multi-dimensional scaling, [164] to disentangle
the conformational landscape of Asp by mapping it from the high-dimensional space
of the metadynamics CVs and other unbiased torsional angles to a bi-dimensional
plane. This dimensionality reduction algorithm has been specifically designed to deal
with atomistic simulation data, usually characterised by a set of well separated basins
interconnected by transition paths. Thermal fluctuation noise around the basins and
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the limited sampling of transition pathways are further features of this kind of data.
The sketch-map result is an intuitive representation of the data network, in our case
of the conformational landscape of the molecule of interest, with transition states
mapped as continuous paths. Although the relative position of the basins is partially
lost and the barriers may not be realistic, the free energies and the basin connectivity
are preserved where possible.
The sketch-map algorithm requires first the choice of which degrees of freedom to
map; then a limited set of landmark points has to be selected, taking care that
they respect the underlaying Boltzmann distribution of the trajectory points in the
multi-dimensional space. Working with a subset of the trajectory allows to speed
up the calculation, and the remaining point can be then quickly mapped based on
their initial distance form such landmarks. In our case, 500 landmark points were
selected according to this criterion and mapped through a multi-step minimisation of
a sigmoid function. This function was chosen instead of a naive Euclidean distance for
its efficacy in maintaining the distance relation between points during the projection
to a lower-dimensionality space: points that are far or close together in the initial
high-dimensionality space are projected far or close together in the final map, at
the cost of losing the quantitative value of their distances. The specific parameters
of the sigmoid function has to be chosen so to to clearly separates the different
conformational basins; the resulting map is not unique [163]. We used sketch-map to
reduce to bi-dimensional maps the free energy landscape as a function of the three
metadynamics CVs β, δ and ζ and of all five torsional angles, namely including also
α and γ.
Once the data had been mapped and the bi-dimensional free energy network cal-
culated, the characteristic conformations belonging to each basin were extracted:
a RMSD based cluster analysis on the structures within the trajectories showed
that, once cleaned of noise, a single strongly favoured conformation was present
in each basin in most cases. When mapping the three-dimensional space of the
metadynamics CVs, in a few cases more than one conformer was associated to a
single identified minimal free energy basin, as information on the α and γ angles
had been partially lost because of the choice of the mapped degrees of freedom. The
cluster analysis helped disentangle the degenerate conformers within the same basin
as the free energy dependence on α and γ is strongly influenced by the presence
of intramolecular hydrogen bonds, making it easy to extrapolate data on all the
six torsional angles and partially recover the information hidden by the selection of
degrees of freedom to map. A full discrimination of the conformers, where needed,
was obtained by mapping the free energy landscape as a function of (up to) five
torsional angles, e.g. excluding only the fast degree of freedom described by .
In order to distinguish the identified conformers, we adopted the following nomencla-
ture, loosely following Ref. [72]. The free energy profile of the central torsional angle
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β is characterised by three minima: a ' ±180◦, b ' −60◦ and c ' 60◦. These have
the strongest impact on the sketch-map, which is circularly arranged around the
values of β. The δ and ζ profiles have two minima related to the cis and trans isomers
of the COOH group: δ and ζ, C ' ±180◦ correspond to the cis isomer, and T ' 0◦
to the trans isomer. We labelled each conformer according to the order δ, β and ζ.
Moreover, although slightly redundant, we added extra information at both ends to
describe the intramolecular hydrogen bonds that the specific conformer forms, and
to make the different interactions identifiable at a glance. Intra-molecular hydrogen
bonds were here counted when the donor-acceptor distance was less than a 3.5 A˚
cut-off and when the donor-H· · ·acceptor angle was larger than 100◦. Specifically,
we labelled type 1 a hydrogen bond where the amino group acted as a donor to
the carbonyl oxygen, as in N-H· · ·O-C, and type 2 a hydrogen bond where the
amino group acted as acceptor and the O-H group as donor, as in O-H· · ·N. In
type 3 hydrogen bonds, the amino group acted as a donor, but the acceptor was
the hydrogenated oxygen of the carboxyl, i.e. N-H· · ·O-H. Finally, when the two
carboxylic groups were interacting, as in O-H· · ·O, the hydrogen bond was of type 4:
in this case, the hydrogen bond label was attributed to the donor to avoid double
counting. In the few cases where the same group formed multiple hydrogen bonds,
both types of bond were noted.
The stable conformers identified with the CHARMM36 force field were then opti-
mized both with DFT and the B3LYP exchange and correlation hybrid functional
and with MP2, with a 6-311++ G(d,p) basis set. The corresponding free energies
were estimated by adding temperature and entropic effects within thermochemistry
algorithms in GAUSSIAN09 [198]. DFT and MP2 calculations in water solution were
carried out using a polarizable continuum model. This allowed us to confirm the
stability of such isomers and compare energies and ranking obtained with empirical
force fields to those obtained with quantum mechanical calculations.
Neutral Asp in Gas Phase: Results and Discussion
In the following section, the three-dimensional free energy landscape of the neu-
tral form of aspartic acid in the gas phase is presented, and two-dimensional maps
obtained with sketch-map are also discussed. A total of 32 stable conformers, among
which are those identified by experiments, are found, analysed and ranked according
to their free energy.
In Fig. 3.37 are the projections of the CHARMM36 free energy maps for neu-
tral Asp as a function of pairs of torsional angles. Although these projections give a
rough idea of the arrangement of basins, details regarding the free energy of individual
minima and the complexity of the network of paths and barriers among them are
lost in the integration procedure over the third variable. To complement these pro-
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jected maps and disentangle the network of interconnected basins, a bi-dimensional
sketck-map of the free energy landscape as a function of β, δ and ζ was produced
with sigmoid function parameters σ = 2.0, A = 8.0, B = 2.0, a = 6.0, b = 2.0 (see
Eq. 2.25a and 2.25b). The result is shown in Fig. 3.38. Here, 12 minimal free energy
basins are quickly identified and labelled with capital letters in order of increasing
free energy; the corresponding labelled structures are also shown.
Figure 3.37: Projected free energy maps from metadynamics simulations for neutral Asp in the gas
phase as a function of pairs of torsional angles calculated with the CHARMM36 force field. Contour
lines are every 6 kJ/mol.
A typical weakness of non-linear dimensionality reduction methods is the difficulty
to reproduce the space in presence of topological obstructions without losing infor-
mation on the distances between points and introducing artifacts, such as tearing,
in the connectivity [227]. However, here the sketch-map algorithm is remarkably
able to preserve the periodicity of the primary torsional angle β and displays the
bi-dimensional sketch-map circularly around it, showing tearing only in the two other
torsional variables and making the interpretation of the data and the association
of conformers to the minima very intuitive. The map is indeed circular around the
value of β, which defines the main backbone variations in the Asp conformers. This
is also shown schematically in the right panel of Fig. 3.38; in the central panel
the angle distributions onto the sketch-map demonstrate that the specific choice of
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sketch-map parameters is able to separate conformers characterised by the three
different torsional angles. In particular, the bottom region with respect to the central
hole, is mainly characterised by conformers with β ' ±180◦, the top left region with
β ' −60◦ and the top right region with β ' 60◦. The exception is represented by
minima I which has β ' 60◦, but is disjointed from the conformers with a similar β
value.
Three minima A, B, and C have significant lower free energies than the rest of the
map and are characterised by both δ and ζ in the cis isomer of the carboxyl group.
Transitions between the A and B basins are favoured with respect to transitions
to the C basin. The cis isomers for both carboxyl groups make the formation of
type 2 hydrogen bonds impossible, while type 1 hydrogen bonds are frequent and
more favourable with respect to type 3 or 4, which are not observed in these basins.
In fact, it is a characteristic of type 2 hydrogen bonds to have the COOH group
in a trans arrangement; the establishment of a hydrogen bond compensates the
higher-in-energy COOH trans configuration with respect to the cis. The conformer
with β ' ±180◦, i.e. with a fully extended backbone, is the most favourable and its
free energy is set as the zero reference. A second concentric tier of several higher free
energy minima is found around the three main ones. These contain conformers where
either δ and ζ are in the trans isomerisation state, suggesting that trans isomers
are overall disfavoured. This is confirmed also by the presence of a third scarcely
populated tier, with only three high free energy minima, with both δ and ζ in the
trans state; no connection to other basins appears because of the high free energy and
consequently insufficient sampling. In this tier, the free energy is up to 55.3 kJ/mol
with respect to the zero reference, and few stable conformers can be extracted. The
free energy of the minima belonging to the second tier, from D to I is between 30
and 34 kJ/mol and again, type 1 hydrogen bonds are the most frequent, although
the presence of hydrogen bond of type 2, 3 and even 4 is observed.
From these 12 basins, 18 distinct stable conformers were extracted, the increased
number being due to the free energy degeneracy of conformers with different α
or γ angles: each structure is shown in Fig. 3.38, linked to the respective basin.
Exemplary is the case of the minimum B, where no intramolecular hydrogen bonds
are present and thus two similar conformers, with complementary orientations of
α, are observed. Similarly, rotations about the angle , that defines the position of
the amino group hydrogens should introduce degeneracy. However, isomers with
different values of , e.g. with hydrogen bond interactions with either one or the
other hydrogen of the amine, show little or no difference in terms of free energy. For
the sake of clarity, we decided to disregard this extra degree of freedom which gave
no useful information.
In Table 3.4 the free energy of the conformers extracted with metadynamics
and sketch-map (on β, δ and ζ) for neutral Asp with respect to their respective
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Figure 3.38: Top: Sketch-map of neutral Asp in the gas phase obtained by a dimensional reduction
of the free energy as a function of the β, γ and ζ CVs. As before, contour lines are every 6 kJ/mol.
The minimal free energy conformers are shown and labelled, with the front letter indicating the name
of the basin they belong to; intramolecular hydrogen bonds are in green. Bottom left: distribution
of the CV values onto the sketch-map. Bottom right: schematic distributions of the CV values for
the minima onto the sketch-map. β values as displayed in the inner circle, with the exception of
the minimum I. δ and ζ values are shown by pair of circles at different radii corresponding to the
minima locations (δ internal and ζ external circle).
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Free Energy (kJ/mol)
Basin Conformer FF DFT MP2
A 1CaC1* 0.0±0.4 2.9 3.8
B CcC3 2.9±0.8 11.3 9.2
B CcC3(2) 2.9±0.8 17.2 14.7
C 1CbC1* 8.8±1.3 3.3 0.0
C 1CbC3* 8.8±1.3 4.1 1.7
D 2TaC1* 28.9±7.5 3.8 5.0
E 4TcC3 30.6±6.3 25.1 26.4
F 1CaT2* 31.0±9.2 0.0 2.9
G 2TbC1* 31.4±9.2 10.0 8.4
G 4\3TbC 31.4±9.2 24.3 26.0
H 1CbT2 32.7±9.6 1.7 1.7
H 1CbT4 32.7±9.6 18.8 21.4
I CcT4\1 33.9±12.1 10.5 13.8
J 4TcT2 50.2±10.0 16.7 22.2
K 1TaT2 50.7±8.4 25.1 26.8
L 4\1TbT2 50.7±9.2 18.8 18.4
L 2TbT4\1 50.7±9.2 34.3 32.7
L 1TbT4 50.7±9.2 39.8 42.7
Table 3.4: Free energies of neutral Asp in vacuo stable conformers relative to their absolute minimum
calculated with the CHARMM36 force field and metadynamics simulations, DFT and MP2. An
asterisk has been added to the conformers identified experimentally.
absolute minimum are shown. The list includes the Boltzmann averages and errors
of free energies calculated with metadynamics and the CHARMM36 force field (FF)
and those obtained from ab initio thermochemistry calculations of the optimized
structures, with DFT-B3LYP and MP2. Errors on the metadynamics based averages
are weighted over the relative number of conformations in each basin to account for
the fact that the reproduction of higher energy basins in the map is less accurate when
less points are available. Ab initio calculations confirm that the identified conformers
are all stable. However, there are some discrepancies between the free energies
obtained with the force field and those obtained with ab initio calculations in the free
energy ranking; DFT and MP2 results are overall in good agreement, with differences
mostly within chemical accuracy (< 4 kJ/mol). According to these calculations,
1CbC1 and 1CaT2 found in the basins C and F are the absolute minima for MP2
and DFT-B3LYP respectively, closely followed by 1CaC1 in basin A. Nevertheless,
when making these comparisons, one should bear in mind the differences between the
adopted methodologies; while the force field metadynamics simulations were carried
out at finite temperature and the free energies were calculated directly on the basins,
the B3LYP-DFT and MP2 calculations were performed over the minimal potential
energy structure at absolute zero, with temperature effects and entropy corrections
added a posteriori, disregarding e.g. anharmonic effects.
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Experimentally, six conformers were observed with rotational spectroscopy. The
results are summarised in the work of Ref. [72], where the estimated relative
abundances did not fully correlate with ab initio free energy calculations at the
MP2 level. During these experiments, conformational relaxation of higher energy
conformers to the lowest energy ones can happen if the transition paths between
the two basins are sufficiently low. As a consequence, only the most populated
conformers can be resolved and their populations are affected by the presences of
these relaxed structures. Using our nomenclature, the relative abundances estimated
in experiments follow the ranking 1CaC1 > 1CbC1 ≈ 2TaC1 > 1CaT2 ≈ 2TbC1 >
1CbC3. Correlating relative free energies and abundances, this trend is in overall
good agreement with the results obtained with metadynamics and the CHARMM26
force field, with the exception of 1CbC3, which belongs to basin C and is thus lower
in free energy than expected. The choice of mapping only the metadynamics CVs
makes this conformer degenerate with 1CbC1, from which it differs only for the
orientation in α of the carboxyl group.
Sketch-map with 5 Collective Variables
A consequence of mapping the free energy as a function of only three dihedral
angles is the aggregation of different of conformers within the same basins. If such
structures are sufficiently populated, the cluster analysis allows to discriminate them
and highlight the degeneracy of the minimum. Higher free energy conformers, which
may have been visited less during the simulation, however, could be hidden in lower
energy basins by the presence of more abundantly populated conformers. In order to
identify other potentially missing conformers and eliminate all degeneracies, the free
energy was remapped starting from the full space of the torsional angles. In Fig. 3.39,
the free energy maps reweighted as a function of the neglected angles α, γ and  can
be found. These maps, which were produced with the aid of an algorithm explained
in Sec. 2.2 and developed in Ref. [150], show that these alternative torsional angles
are adequately sampled during the metadynamics runs, confirming the choice of CVs
as appropriate and allowing for a remapping of the free energy as a function of such
angles. As already mentioned, we chose to neglect  that defines the rotation of the
amino group to simplify the representation. This angle gives no additional useful
information, as its presence would just duplicate the map symmetrically according
to which of the two hydrogens in the amine is forming hydrogen bonds. We thus
worked with the remaining five angles, with sketch-map parameters σ = 2.0, A = 6.0,
B = 2.0, a = 4.0, b = 2.0.
The resulting sketch-map is shown in Fig. 3.40. The resolution of the first two
layers is increased and conformers that were degenerate in the previous map are
now localised in different minima, although information on the highest free energy
conformers, namely those belonging to basins J,K and L, and characterised by both
3.4. Conformational Analysis of Amino Acids 127
Figure 3.39: Free energy maps for neutral Asp in the gas phase from metadynamics reweighted as
a function of the neglected torsional angles α (top), γ (center) and  (bottom) against those who
were chosen as CVs (β, δ and ζ) with the CHARMM36 force field. The zero of the free energy scale
corresponds to the absolute minimum for each map. Contour lines are every 6 kJ/mol.
δ and ζ in the trans conformer, is lost at the borders of the map. The range of free
energies was consequently reduced in Fig. 3.39 to identify more easily different basins.
This map also helps understand how the choice of the mapped variables is crucial in
defining at which level the separation of the basins will be carried out. Working with
more variables increases drastically the number of lower free energy minima that the
algorithm is trying to correctly map, resulting in a loss of information on the highest
free energy minima, where less landmarks are found and which consequently weight
less in the minimisation procedure.
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Figure 3.40: Top: Sketch-map of neutral Asp in the gas phase obtained from the five-dimensional
space of the torsional angles α, β, γ, δ and ζ. The minimal free energy conformers are shown and
labelled, with the front letter indicating the name of the original basin they belonged to in the
previous map; intramolecular hydrogen bonds are in green, while the colour range has been reduced
to improve clarity. Bottom: distribution of the values of α, β, γ, δ and ζ onto the sketch-map.
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A total of 19 stable conformations were characterised thanks to this sketch-map,
some of which were not visible in the previous representation, hidden by degeneracies
or distortions in the mapped basins. To avoid confusion with the basin names of
the previous sketch-map, no labels have been used in this case, but the previous
nomenclature was maintained.
Free Energy (kJ/mol)
Basin Conformer FF DFT MP2
A 3CaC1 0.0 ± 0.8 12.6 12.6
A 1CaC1* 0.8 ± 0.8 2.9 3.8
B CcC3 2.1 ± 0.8 11.3 9.2
B CcC3(3) 2.9 ± 2.5 11.3 9.2
C 1CbC 6.3 ± 1.7 13.8 10.5
B CcC3(2) 6.7 ± 3.3 17.2 14.2
C 1CbC3* 10.9 ± 5.0 4.1 1.7
C 1CbC1* 11.7 ± 3.3 3.3 0.0
C 2CbC3 12.9 ± 10.0 4.1 12.6
D 2TaC1 24.7 ± 10.0 3.8 5.0
E 4TcC3 25.5 ± 3.3 25.1 26.4
G 2TbC1* 27.6 ± 8.0 10.0 8.4
G 4\3TbC 28.9 ± 9.2 24.3 26.0
I CcT4\1 28.9 ± 5.0 10.5 13.8
D 2TaC3 30.6 ± 13.4 10.5 11.3
F 1CaT2* 30.6 ± 6.3 0.0 2.9
H 1CbT2 32.7 ± 8.0 1.7 1.7
H 1CbT4 33.1 ± 8.0 18.8 21.3
G 2TbC3 33.5 ± 9.2 16.7 14.7
Table 3.5: Free energies of the conformers of neutral Asp in the gas phase, identified in the sketch-map
of Fig. 3.40, relative to their absolute minimum, calculated with the CHARMM36 force field and
metadynamics simulations, DFT and MP2. An asterisk has been added to the conformers identified
experimentally, while the conformers hidden in the previous 3CVs sketch-map are in boldface.
As before, the map can be separated in a central region, where lower free energy
basins with both δ and ζ ± 180◦ are found, surrounded by higher free energy basins
with δ and ζ alternatively in the cis or trans conformation scattered at the border.
The centre is characterised by two circular holes, around which the sketch-map
algorithm arranged the periodicity of the γ angle, making positive values fall on
the top part of the map and negative values at the bottom, while α is arranged
horizontally, with values closer to 90◦ on the right hand side and about −90◦ on
the left hand side. These circles are surrounded by a layer of basins containing the
conformers characterised by β ± 180◦, previously belonging to basin A in Fig. 3.38.
Here different conformers are arranged according to the α and γ angle, although
the difference in free energy is almost negligible, making them interchangeable at
room temperature. Farther apart, but still closely interconnected are the conformers
belonging to basin B of the 3CVs sketch-map, and even more those belonging to C,
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whose transition paths are mostly lost due to the necessary distortion of this reduced
representation. Thanks to the separation of α and γ previous degeneracies are lifted,
and conformers that were hidden before by other, more favourable structures are now
easily identified. The case of 1CbC3 and 1CbC1 is exemplar: the two conformers,
which differ only for the value of α, −70◦ and 0◦ respectively, were previously both
found in basin C and are now pushed in two opposite regions of the map. The choice
of using five variables instead of three allows thus to increase the resolution on the
lowest energy conformers and easily discriminate between different structures, at the
price, however, of losing the highest free energy basins.
In Table 3.5 the complete list of conformers identified in this new sketch-map, with
their respective force field and ab initio free energies, is shown. To simplify the
comparison, at each conformer is associated a basins label according to the previous
3CVs map in the first column. The number of previously unknown low energy
conformers extracted from this second map highlights how the choice of different
variables in the mapping of the free energy landscape can affect the efficiency of the
structures extraction and should be thus carried out with extreme care.
Zwitterionic Asp in Water: Results and Discussion
In this section, the free energy landscape of the zwitterionic form of aspartic acid
in water is presented and 10 stable conformers are identified. The results are then
compared with the data obtained from the neutral form in the gas phase.
The free energy surface obtained with metadynamics of the solvated Asp in its
zwitterionic form is shown in Fig. 3.41 (top panel) as a function of β and δ; here, six
minima can be observed. The symmetry of the COO− carboxylate moiety allows to
reduce the number of CVs to two (β and δ) without losing crucial information on the
system; ζ is non existent in this system, due to the transfer of the carboxyl oxygen
to the nitrogen group. There is in principle no need to use sketch-map in this case
because the map is already bi-dimensional; however, in order to clarify the process
of deformation involved in the application of the algorithm, a two CV sketch-map,
computed with sigmoid parameters σ = 2.0, A = 8.0, B = 2.0, a = 6.0, b = 2.0, is
also shown in Fig. 3.41. This sketch-map transforms the toroidal surface of the two
periodic CVs into a map in the Euclidean plane.
10 stable conformers, which account for the free energy degeneracy with respect
to the α torsion, were extracted with a structural cluster analysis and associated to
their respective minima. A further step to remap the free energy starting from the
four-dimensional space of the α, β, γ and δ angles to eliminate degeneracies and focus
on the lower energy basins, however, is not necessary here as tests confirmed that this
list exhausts all the favourable isomers of zwitterionic Asp. The only two remaining
conformers, obtained from the rotation of the α angle in basins D and E, require the
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Figure 3.41: Top: Free energy surface of zwitterionic Asp in water as a function of β and δ. The
conformers extracted are shown and labelled with the front letter indicating the basin they belong
to. Intra-molecular hydrogen bonds are shown in green. Bottom: bi-dimensional representation of
the free energy obtained with sketch-map.
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carboxyl hydrogen to move closer to the positive amino group, in highly unfavourable
conformations. In all the stable isomers, a hydrogen bond between the positively
charged NH3 moiety and the negatively COO
− group is present. This interaction is
stabilized in water and does not prevent the formation of further hydrogen bonds
with the surrounding water molecules.
Free Energy (kJ/mol)
Basin Conformer FF DFT MP2
A 3Ca1 0.0 ± 2.1 0.8 3.8
A 1Ca1 0.0 ± 2.1 6.3 7.5
B 1Cb1 1.7 ± 2.1 0.0 0.0
B 3Cb1 1.7 ± 2.1 6.7 5.4
C Cc1 2.1 ± 2.1 8.4 10.9
C Cc1(2) 2.1 ± 2.1 10.0 11.7
D 1Tb1 18.8 ± 2.1 10.5 9.6
E 1Tc1 19.3 ± 2.1 18.4 22.2
F Ta1 20.1 ± 2.1 13.0 15.1
F Ta1(2) 20.1 ± 2.1 13.0 15.1
Table 3.6: The free energies for the stable conformers of zwitterionic Asp in water, calculated with
metadynamics and the CHARMM36 force field, DFT and MP2 (with implicit solvent), with respect
to their respective absolute minima.
When comparing the metadynamics map in Fig. 3.41, with the projection of the
three-dimensional free energy landscape of neutral Asp in the gas phase onto the β-δ
plane in Fig. 3.37 (right), interesting similarities emerge. The main change seems
to be the decreased free energy difference between trans and cis isomers in solution
with respect to the gas phase. The free energy has two regions corresponding to the
trans and cis values of δ and, as in the gas phase, the cis isomers seem favoured.
In the three lowest free energy basins A, B and C, the carboxyl group is indeed
in the cis isomers, while β has values of ±180◦, ' −60◦ and 60◦ respectively. All
three minima have similar free energies (within 2.1 kJ/mol) and again are arranged
circularly in the sketch-map. Basin A contains conformers with β ' ±180◦ with the
possibility to form a type 1 or a type 3 hydrogen bond involving the COOH group.
Similarly, both B and C comprised degenerate conformers characterised by the two
possible orientations of α. Type 3 hydrogen bond was observed in B, while in C no
hydrogen bond interaction between the amino group and the carboxylic group can
occur. This similarity in the free energies of the A, B and C basins may be facilitated
by the presence of water molecules, which provide a favourable environment for Asp
through numerous hydrogen bond interactions with both the carboxyl groups and
the amine. For the trans conformers in δ (D and E), the double degeneracy in α is
lost as orienting the OH group near the NH3 moiety would draw the hydrogens of
both groups too close: the repulsion of their positive charges would prevail making
these conformers unstable and only type 1 hydrogen bonds were thus observed. This
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is not the case for basin F , where, as for basin C, the configuration of β prevents the
NH3 and the COOH groups to interact; hence the double-degeneracy with respect to
the α-torsion is preserved.
In Table 3.6 the free energies for zwitterionic Asp in a water solution are shown for
the 10 distinct conformers obtained from metadynamics and ab initio calculations
with implicit solvent. The free energies calculated with the different methods are
more similar in water solution than in vacuo. This may be due to the force field
parametrization, which is primarily developed for use within a solved biomolecular
environment rather than in the gas phase, and may be therefore more appropriate in
this case.
Sketch-map as a Function of α, β and γ
In Fig. 3.42 the free energies of both the zwitterionic system in water and the
neutral system in the gas phase are mapped via sketch-map starting from the three-
dimensional space of α, β and γ. While the absence of ζ in the zwitterionic simulations
prevented a direct comparison of the previous sketch-map, working with these angles
allows us to observe how the free energy is modified by the protonation state of the
molecule and the presence of water. Neglecting δ and ζ, whose isomerisation heavily
affects the free energy landscape, however, causes a not indifferent loss of information,
as most basins are now hidden by lower energy minima previously labelled in both
systems as A, B and C. This makes it more difficult to distinguish quantitatively
among different conformations and requires to decrease the range of free energy in
Fig. 3.42.
The most evident effect of the proton transfer is the absence of half of the map
in the zwitterionic simulation with respect to the vertical axis. This is due to the
formation of a stable hydrogen bond between the amino group and the negative
carboxyl group. γ, the angle defining the rotation of such group, is bound to explore
only values around 120◦ , as observed in Fig. 3.42 (center) since it was not biased
during the metadynamics and couldn’t escape its starting free energy minimum.
The symmetry of this moiety, however, guarantees that the second half of the map
would be identically mirrored horizontally. This is intuitively not the case for the
neutral map, where differences between the two halves arise from the presence of the
hydroxyl hydrogen.
While γ is mapped horizontally, α is instead arranged vertically, with angles toward
negative values mapped on the top half, while conformations with positive values of
α are mapped on the lower half. The basins belonging to different values of β are
also easily discernible.
Another interesting feature is the lowering of certain regions of the sketch-map. In
particular, at the top, a basin containing 1Cb1 and 1Tb1, previously belonging to
basins A and D, in the middle, the basin containing Cc1(2) and Tc1(2), previously
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Figure 3.42: Top: Sketch-map of zwitterionic Asp in water and its neutral version in the gas
phase obtained starting from the three-dimensional space of the torsional angles α, β and γ. The
minimal free energy conformers obtained in the zwitterionic form are shown and labelled to help the
comparison; intramolecular hydrogen bonds are in green, while the colour range has been reduced
to improve clarity. Bottom left: distribution of the values of α, β and γ onto the sketch-maps.
Bottom right: Free Energy difference between the neutral Asp in vacuo sketch-map and the solvated
zwitterionic sketch-map, calculated as ∆FNeutral −∆FZwitterionic.
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in C and F respectively, and finally at the bottom of the map, a basin containing
3Cb1, previously in B. It is safe to assume that the lowering of such minima is due
to the presence of 1Cb1, Cc1(2) and 3Cb1, rather than the other three conformers,
as these are the most populated conformations and their contribution dominates the
free energy. In this map all minima are quite close in free energy, as already observed
in the analysis of the bi-dimensional map from metadynamics of zwitterionic Asp, in
line with the idea that the presence of water increases the flexibility of aspartic acid,
thanks to the numerous favourable intermolecular hydrogen bonds it can form, and
allows it it to easily access basins that would otherwise be less populated. A more
in-depth analysis of the role of water molecules can be found in a later section.
Unphysical Systems: Results and Discussion
Here, the free energy maps obtained from simulations of two unphysical systems,
the neutral aspartic acid in solvent and the zwitterionic form in the gas phase, are
presented and compared with the physical systems analysed before.
The preset unbreakable bonds of the force field allow us to study extremely un-
favourable environments: two control simulations of unphysical systems, neutral Asp
in water and zwitterionic Asp in the gas phase, have been thus carried out (using
the same simulation protocol as before), to analyse the behaviour of this amino acid
from a different perspective. It is interesting to analyze the behaviour of Asp in such
extreme conditions as they can provide information on the transformation between
the neutral and the zwitterionic form.
The map for solvated neutral Asp can be seen at the top of Fig. 3.43 and, when
compared with the sketch-map obtained in the gas phase, it allows us to understand
the effect of the water environment. The positions of the minima are consistent with
those of the gas phase and so is their ranking in most cases, but the relative free
energy differences between trans and cis conformers (in δ and ζ) are smaller. Indeed,
the energy difference of the cis-trans isomerisation (in δ or ζ) products is about 16
kJ/mol, with respect to 30 kJ/mol in vacuo, in line with the effect that water on
the trans isomers observed in the previous section for zwitterionic Asp in solution.
This is likely to be due to the occurrence of hydrogen bonds interactions between the
carboxyl groups and the water molecules, which weaken the intramolecular hydrogen
bond network, previously seen to define the morphology of this map in the gas phase,
and diminish its effect on the Asp free energy. As a consequence new minima of
relatively high free energy, which were not visited in the gas phase scenario, are
sampled at the bottom and at the periphery of the sketch-map.
The transition paths connecting the basins of the second layer are also lowered by this
effect, allowing for higher flexibility of the δ and ζ angles. The cis-trans transition
of these two angles is thus more favoured, although the hydrogens still needs to
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Figure 3.43: Top: (a) free energy sketch-map of neutral Asp in water and (b) its comparison with
the corresponding sketch-map in the gas phase ∆Fgas−phase −∆Fwater. Bottom: (c) free energy
map from metadynamics as a function of β and δ of zwitterionic Asp in the gas phase and (d) its
comparison with the corresponding map in water ∆Fwater −∆Fgas−phase. The color range goes
from blue, where the original physical systems have lower free energy, to white and red, where the
physical systems were higher in free energy.
overcome a 25 kJ/mol barrier to change position. The trans conformation of δ
is expected to facilitate a direct proton transfer to the nitrogen group during the
formation of the zwitterionic molecule. One could sensibly speculate that this is the
favoured proton transfer mechanism, however, conformers characterised by direct
intramolecular hydrogen bonds between the amino moiety, acting as acceptor, and
any of the hydroxyl groups, as donor, are the minima with the highest energy.
An alternative description reconciles the proton transfer with this free energy ranking,
hypothesising the intervention of chains of water molecules as proton carriers. Being
the rate of isomerisation too slow, the carboxyl group could donate the hydrogen
to the solvent, which could then transport and give it to the amine. A study of the
incidence of such water chains, in the following section, aims at clarifying this point.
In the map for zwitterionic Asp in vacuo at the bottom of Fig. 3.43, differences with
respect to the case in water can be clearly seen. Although the location of the minimal
free energy basins remains the same and the absolute minimum still corresponds
to basin A, the basins are deformed and there is a change in their relative free
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energy and ranking. While B was before the second deepest basin, it is here the
fourth, with C and D which become instead the second and third lowest free energy
minima. In particular, the conformers with β ' 60◦ are destabilized with respect
to the water solution. The map loses symmetry because of the presence of a wide
barrier at β ' 0◦ affecting especially the basins at δ ' 0◦, which are now narrower
but higher in free energy for β ' 60◦ and 180◦. Conformational changes involving β
torsions between ' 60◦ and ' −60◦ are hindered by this barrier. All the minimal
free energy conformers present a direct interaction between the COO− group and
the NH3 moiety, which would lead, in unconstrained conditions, to a direct proton
transfer without barrier as easily demonstrated with ab initio methods.
Solvation Effects
In this section, the solvation preferences of the conformers identified for both
the zwitterionic and neutral molecules are investigated. The results suggest that the
proton transfer mechanism between the neutral and zwitterionic forms does not rely
on the mediation of chains of water molecules, but it is more likely to happen as a
direct exchange between the donor and the acceptor parts of the molecule.
With the help of enhanced sampling methods, new possibilities to study the solvation
properties of small peptides are now open. While first principle methods can simulate
the forming and breaking of bonds and describe explicitly the proton transfer, their
cost often represents a problem. To date, it is still unclear how many water molecules
are necessary to favour the proton transfer from the carboxyl group to the amine,
thus transforming Asp from neutral into its zwitterionic form, and which proton
transfer mechanism is activated when such critical quantity is reached.
Given the height of the barriers separating different isomers, if conformational changes
are involved in this mechanism, the timescale accessible to ab initio calculations may
not be sufficient to describe the whole process. Preliminary DFT calculations seem
to agree with this hypothesis: the occurrence of the proton transfer was observed
to be dependent on the initial configuration of both Asp and the first surrounding
water shell. On the other hand, MD and metadynamics simulations can easily
accelerate the structural rearrangement that the molecule undergoes during longer
time ranges, while missing on the actual proton transfer if performed with conven-
tional non-reactive force fields. A comparison of the results here obtained between
the zwitterionic form and the unphysical neutral Asp in water, however, can give
information on favourable arrangements of both solvent and solute and clarify to
what extent the water molecules may be involved in the deprotonation.
In Fig. 3.44, the relative occupancy of water mediated hydrogen bonds observed
during the simulation are shown. The results are grouped according to the differ-
ent basins identified by metadynamics in the map of Fig. 3.41, and they give a
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glimpse of the solvation properties of Asp under these specific conditions. A 3.5 A˚
donor-acceptor distance and 120◦donor-hydrogen-acceptor angle cut-offs were used
to define the intermolecular hydrogen bonds and hence the chains of water molecules
connecting a donor atom to its acceptor. All conformers are characterised by a
relatively high number of water chains connecting the nitrogen to the first oxygen
O7 of the deprotonated carboxyl group, which also forms a direct interaction. This
suggests that the preferred path for the exchange of proton is between these two
moieties.
Figure 3.44: Average numbers of water-mediated intramolecular hydrogen bonds per free energy
basin in the metadynamics simulation of the zwitterionic form of Asp in water with the CHARMM36
force field. The results include chains formed by up to four water molecules.
Interestingly, the chains connecting the nitrogen to the second carboxyl oxygen
O8 are scarce and require a high number of water molecules. This is in line with
the idea that the rotation of the γ angle is in this case disfavoured by the pres-
ence of strong interactions between the amino group and the carboxyl group. In
our simulations of zwitterionic Asp, the rotation about γ was not observed, but
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Figure 3.45: Average number of water-mediated intramolecular hydrogen bonds per basin during
the metadynamics simulation of the neutral form of Asp in water with the CHARMM36 force field.
The results include chains formed by up to four water molecules.
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its symmetry assures that no information about low energy conformers was lost.
Interactions with the second, protonated, carboxyl group show a slight preference
in forming water mediated interactions with the unprotonated oxygen O5 rather
than the protonated O6 in most basins, in some cases with the aid of only one water
molecule. This preference becomes sharper in the case of trans conformers, due to the
positioning of the oxygen externally to the carboxyl group, which makes it difficult
to form donor-acceptor interactions with the amino group even with the aid of water
molecules. The exceptions are basin B and F, where the bent conformation of the
backbone (due to the value of β at 60◦) makes it difficult to interact with both O5
and O6, decreasing, as a consequence, both occupancies. Isomers with water chains
between the two carboxylic groups are in all cases scarcely populated and interac-
tions between oxygens O5 and O6 of the protonated carboxyl moiety are mediated
with difficulty, especially when the hydrogen is external, i.e. in the trans conformation.
The neutral form of aspartic acid disrupts the network of hydrogen bonds in the
surrounding water molecules when put in an unphysical solvated environment. This is
reflected in the substantially lowered number of water mediated hydrogen bonds, as it
can be observed in Fig. 3.45. In this case, even the more favourite interaction chains
are rarely populated for more than 50% of the basin conformers, with hydrogen bonds
mediated by a single water molecule for less than 10% in all cases. Interestingly,
the path connecting the protonated carboxyl oxygen O8 to the nitrogen, the donor-
acceptor couple that is expected to transfer the proton during the transformation
into zwitterion, is one of the less populated by water chains, both in the basins
containing conformers with that carboxyl group in cis and in trans configuration.
This seems to suggest that water chains as carriers of the proton may be generally
unlikely with respect to direct proton transfer, independently on the conformation
assumed by the molecule.
These speculations could only be confirmed by a complete set of first principle calcu-
lations describing proton transfer and taking into account different isomers including
the cis-trans isomerisation of δ, which is clearly the key process to understand the
proton transfer. A set of initial structures, with different water shell arrangements,
may be extracted by the simulations presented here, as starting point for such
simulations.
Force field assessment
In the following section, the free energy landscapes of the neutral aspartic acid in
the gas phase obtained with three different force field parametrisations are compared.
The results show consistency among the force fields in the identification of the basins,
but discrepancy in their free energy values and ranking.
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As already observed, in the sketch-map of neutral Asp in the gas phase in Fig.
3.38 it is notable the arrangement of basins in tiers, which reflect an increase of
about 25 kJ/mol per tier in the free energies of Tab. 3.4. From this data, one could
argue that the CHARMM36 force field penalizes the trans isomer of the carboxyl
COOH groups with respect to the cis by such an amount, increasing the free energy
of the basin by ' 25 kJ/mol whenever one of the two carboxyl groups assumes the
trans configuration or by ' 50 kJ/mol when both do, as in the case of the external
tier. The force field parametrization is, however, optimized for solvated proteins
rather than gas phase simulations; hence, this penalty may arise from its use in
vacuo, where the absence of networks of hydrogen bonds with the surrounding water
molecules may affect the simulation. In fact, the equivalent results for zwitterionic
Asp in water seems to confirm this, as the difference between basins with the δ CV
in cis or trans configuration is lowered to around 16 kJ/mol.
As a final assessment of the selected parametrisation, the neutral Asp in vacuo
was simulated with two other common force fields, AMBER ff99SB-ildn and OPLS-
AA. In spite of the differences in the relative free energies, all three force fields
were consistent in maintaining the locations of the principal minima and maxima.
This can be observed in Fig. 3.47, where the sketch-maps obtained with AMBER
ff99SB-ildn and OPLS-AA are compared with that of CHARMM36. It is evident
that the energy penalty of the trans with respect to the cis isomer is decreased
by AMBER, but it is sensibly increased by OPLS-AA. This may suggest that the
AMBER force field parameters may be overfitted to reproduce the behaviour in
water under any circumstance. The penalty for the isomerisation of the carboxylic
hydrogens is reduced consistently, similarly to what was observed in the case of
solvated systems with CHARMM36, which modifies the ranking of the extracted
conformers, although a significant discrepancy with the ab initio results is still present.
The previously lowest free energy minimum A has its free energy increased to 14.2
kJ/mol, which is higher than those of minima like C and I, thus making B the
new absolute minimum. As before, minima belonging to the outer tier are the least
favoured, but with a free energy now lowered at about 18.8 kJ/mol.
On the opposite side of the spectrum, OPLS-AA may downplay the role of hydro-
gen bonds over the penalties of cis-trans isomerisation. This force field reproduces
the lowest cis conformers similarly to the others, but its sampling of the higher free
energy trans basins is too sparse due to their increased energy.
In conclusion the choice of the force field does not affect the identification of the
structures of the minimal free energy conformers, but only their relative free energies.
CHARMM36 produces results for Asp in the gas phase in between the other two
tested force fields, and is able to reproduce reasonably well the estimated abundances
of the experimentally identified conformers. Hence we can consider it an adequate
choice, at least at the qualitative level.
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Figure 3.46: Projected free energy maps from metadynamics for neutral Asp in the gas phase as a
function of pairs of torsional angles calculated with the AMBER ff99SB-ildn force field (top) and
the OPLS-AA force field (bottom). The zero of the free energy scale corresponds to the absolute
minimum for each map. Contour lines are every 6 kJ/mol.
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Figure 3.47: On the left, Free energy sketch-maps for neutral Asp in the gas phase as a function
of pairs of torsional angles calculated with the AMBER ff99SB-ildn (top) and OPLS-AA (bottom)
force field. On the right, the difference in free energy with respect to the maps obtained with
CHARMM36.
Free Energy (kJ/mol)
Basin CHARMM AMBER OPLS
A 0.0±0.4 14.2 ± 1.7 4.1 ± 0.4
B 2.9±0.8 0.0 ± 0.8 0.0 ± 0.4
C 8.8±1.3 12.1 ± 1.7 2.7 ± 0.4
D 28.9±7.5 30.0 ± 50.0 35.6 ± 4.1
E 30.6±6.3 13.0 ± 1.7 41.9 ± 13.4
F 31.0±9.2 15.1 ± 3.8 39.8 ± 10.9
G 31.4±9.2 22.2 ± 4.1 42.3 ± 14.2
H 32.7±9.6 10.0 ± 1.3 36.0 ± 6.7
I 33.9±12.1 8.8 ± 1.7 44.0 ± 16.7
J 50.2±10.0 18.4 ± 2.1
K 50.7±9.2 18.4 ± 3.8
L 50.7±9.2 21.8 ± 3.8 67.4 ± 26.4
Table 3.7: Free energies of neutral Asp conformers in vacuo relative to their absolute minimum
calculated with the CHARMM36, AMBER99-ildn and OPLS-AA force fields from the and sketch-map
with three CVs.
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Conclusions
A thorough investigation of the conformational properties of biological systems
can be cumbersome even for relatively small molecules. Rotational spectroscopy
experiments are able to extract information only for the most populated low energy
conformers in the gas phase and discrepancies with single point ab initio calculations
may occur, where the calculated free energies and the measured relative populations
disagree.
In this work we tested a protocol, which combines classical MD simulations enhanced
by metadynamics and the dimensional reduction algorithm sketch-map and allowed
us to efficiently explore at finite temperature and at a relatively low computational
cost the conformational free energy landscape of a typical amino acid, Asp, in the
neutral and zwitterionic form, in the gas phase and aqueous solution. This scheme
allowed us to recover the conformers that were identified with rotational spectroscopy
experiments, together with a number of structures that were not previously observed
experimentally because of their high free energy. The use of metadynamics to enhance
the sampling of the conformational space with respect to conventional MD helped
us overcome energy barriers, accessing stable conformers within a wide range of
free energies. The dimensionality reduction algorithm sketch-map proved useful in
simplifying the representation of the multidimensional free energy, disentangling
basins and their network of interconversion paths. The use of a classical force field,
which is imposed by the computational cost, has some limitations, especially in the
gas phase when using force fields developed for the wet biomolecular environment.
Qualitative consistency, however, was found among the three different force field here
tested, which produced the same conformers albeit with discrepancies in the relative
free energies.
Differences in the energy ranking were also observed with the ab initio data, more
prominently in the gas phase than in solution. It should however be noted that
these calculations are also approximated: they consist of single-point potential en-
ergy calculations corrected a posteriori and, at variance from directly free energy
calculations, do not include anharmonic entropic effects.
Moreover, an analysis of the solvation properties of the different conformers identified
with metadynamics, helped shed some light on the proton transfer mechanism, which
characterises the transformation from neutral to zwitterionic Asp when the amino
acid is solvated. The results support the idea that the transfer from the carboxyl
group to the amino group through chains of water molecules is unlikely. A direct
transfer appears more probable, although the rate of isomerisation of the ζ angle, a
necessary preliminary step, appears to be slow within the force field accuracy. The
different conformations of Asp here identified could be then exploited to overcome
the limited timescale of ab initio simulations and simulate the proton transfer under
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different initial circumstances.
In conclusion, we outlined a powerful protocol for mapping amino acid and, in
general, peptide conformers at finite temperature that can be potentially applied to
other more complex cases, such as polypeptide chains. Results can be improved with
the use of novel and accurate force fields, e.g. based on machine learning algorithms
on high quality training sets, presently under development.
These studies would ultimately contribute to the understanding of the conformational
complexity of the building blocks of biological matter, which is important in a wide
variety of problems and fields, from drug design based on molecular recognition
mechanisms to the identification of organic compounds and amino acids in the inter-
stellar environment. One example that particularly fits this project would be the
investigation of the conformational properties of the M2-M3 linker or other interfacial
loops in pLGICs to shed light on their role in the transmission of the activation
signal from the ECD to the TMD.
Chapter 4
Conclusions
The use of metadynamics in this thesis to accelerate rare events involved in
the activation mechanisms of pLGICs led to promising results and improved our
understanding of different aspects of such complex phenomena. The results here
presented are a step towards a complete description of the activation signalling in
Cys-loop receptors, from the initial binding of a small ligand in the extracellular
domain, to the opening movements of the helices lining the ion permeable pore.
Exploratory MD simulations were first performed on a number of homology models
(based on AChBP, ELIC and GluCl) of the RDL GABA receptor ECD, in order to
evaluate the influence that different templates, alignments and docking poses, can
have on the final outcome of MD simulations. Stability and structural properties of
the models were monitored, together with the persistence of hydrogen bonds and
cation-pi interactions within the binding site.
Comparing the differences among these structures allowed us to extract model-
independent information on the binding pocket, which were compared to experimental
data obtained by mutagenesis electrophysiology experiments on the same protein:
key interactions with the charged Arg111 and Glu204 residues were confirmed to act
at the opposite ends of the zwitterionic GABA, while a cage of surrounding aromatic
residues forming cation-pi interactions with the ligand helped pinning its positively
charged amino group in place. Moreover, this preliminary work also raised questions
on the role of water molecules within the binding pocket: a previously unknown
binding conformation, where a water molecule bridges the interaction between the
carboxyl group of GABA and positive Arg111, was observed.
The results of this initial study revealed in a non-trivial way that the percentage
of sequence identity is crucial in the process of building a structure from a homolo-
gous template: models from pLGICs templates provided stronger binding and more
numerous interaction opportunities for the ligand. Similarly, the initial docking
conformation can affect the quantity and quality of bonds within the relatively short
timescale accessible to classical MD. Ideally, a metadynamics based docking protocol
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could improve on this limitation, by accelerating the exploration of the binding site
and by helping identify all the possible binding conformations. This was confirmed
by a preliminary metadynamics run on one of the two homology models built from
the GluCl template, which provided the strongest binding and consistency with
experimental data, and was identified as the best candidate for further studies on
the RDL receptor.
The power of metadynamics was thus exploited during µs simulations of the chosen
GluCl-based RDL model and two mutants to gain significant insights into the actual
binding process. The relative position of the ligand from the alleged binding site was
biased, forcing it to access and leave the pocket multiple times: with the help of a
funnel-shaped restraining potential, exploration of the solvated states was limited to
a small cylindrical volume, guaranteeing the convergence of the simulations within
an affordable computational time. The binding conformations, with or without the
mediation of the hydrogen bond with Glu204 by a water molecule, and an alleged
pre-binding conformation were characterised in detail and their free energy was
evaluated.
Other than mapping the free energy landscape of the RDL binding pocket with
increased statistical accuracy, this simulation allowed us to speculate on the steps
that guide the ligand into the binding when approaching the protein. The flexible side
chain of Arg218 is the first point of contact with the RDL receptor for GABA and
is responsible for catching its carboxyl group and pass it to Arg111. Subsequently,
when fluctuations of loop C, a highly flexible structure that covers the binding site,
leave enough space, Arg111 leads the ligand inside the pocket, where it is stabilised
by interactions of its amino group with Glu204 and the surrounding aromatic cage.
The funnel-metadynamics simulation and the analysis were repeated for two mutants,
where Arg111 and Glu204 were substituted with non polar alanines. The consequent
disruption of the binding site free energy landscape confirmed their crucial role in the
binding of GABA and proved that the lack of activity in equivalent mutant channels
in mutagenesis electrophysiology experiments is due to the absence of ligand binding
at the ECD level.
Following the study of the binding properties of pLGICs, exemplified by the in-
vestigation of GABA binding to the RDL receptor, our focus moved to the gating
problem. Working with a recently crystallised structure of the 5-HT3 serotonin re-
ceptor, we analysed the effects that the trans-cis isomerisation of a highly conserved
proline (in this system Pro281) in the M2-M3 loop at the interface between ECD
and TMD, has on the position and dynamics of the helices lining the ion permeable
pore and on the interactions among surrounding loops. Mutagenesis experiments
identified this proline as essential for the correct functioning of the channels, sug-
gesting that its trans-cis isomerisation may act as a molecular switch to open the
channel. We compared the outcome of 250 ns MD simulations of three models of
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the 5-HT3 receptor where the trans-cis isomerisation was induced in none, three
and five subunits: no hydrogen bonds were consistently formed or broken among
the interfacial loops, although an increase in interactions between Thr280 and the
negatively charged moieties of lipid heads mimicking the membrane was observed.
This specific interaction was suggested to play a key role in favouring the trans to cis
transition, where the Thr280 backbone atoms may act as a handle and influence the
free energy ratio between the two isomers. A 500 ns metadynamics confirmed that
the protein environment affects the free energy landscape when compared to that
of a proline dipeptide in water: although the cis basin is higher in free energy, the
transition from the trans state is characterised by a lower barrier and may be more
probable. A clear directional preference for the isomerisation in the receptor, due to
the presence of obstructing residues such as Tyr140 belonging to the Cys-loop in the
ECD, was also highlighted in this simulation. We thus proposed that movements
in the ECD following the binding of a ligand may lead to the displacement of such
residues and further favour the isomerisation.
Increased flexibility and structural rearrangements were also observed in other amino
acids along the M2-M3 loop in the TMD, where the Pro281 is found, which led to the
straightening of the top part of the M2 helix. Movements of this secondary structure,
which lines the central pore, could be at the basis of the final gating step: this is
expected to involve the side chain of Leu260, in this helix, which was suggested to
be responsible for the hydrophobic occlusion in previous studies. Although with
caution, we advanced the idea that the straightening of the upper part of this helix
may be the first step in a chain of conformational rearrangements culminating in the
displacement of Leu260. The consequent increase in pore radius may be sufficient to
allow the flow of water molecules and ions through the channel.
In light of the substantial effects that the isomerisation of a single proline can have
on structure and dynamics of the surrounding environment, it is clear that conforma-
tional preferences of small peptides or even single residues can play a decisive role in
defining the behaviour of proteins and bigger biomolecules. In the final chapter of
this thesis, we thus explored a new protocol to obtain a exhaustive exploration of the
conformational landscape of relatively small but biologically interesting systems, with
the aid of metadynamics and the dimensionality reduction algorithm sketch-map.
Metadynamics simulations of aspartic acid under different conditions were run until
convergence, where only a subset of the torsional angles defining the full space of the
conformations were biased. Sketch-map helped disentangle the resulting complex
network of basins and transition paths, by mapping the free energy surfaces obtained
by this simulations to a two-dimensional representation. From here, conformers were
extracted and refined with ab initio methods. The study was first carried out for
the neutral form of aspartic acid in gas phase and a total of 24 conformers were
characterised, where rotational spectroscopy experiments were able to identify only
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six as the free energy range of the observable structures is relatively limited. A
similar study was then carried out for the zwitterionic form of aspartic acid in water
and then again for the unphysical systems of the neutral and zwitterionic in water
and in gas phase respectively. A comparison among these reduced maps allowed to
evaluate the effects that solvation and the protonation state of the molecule have on
the free energy landscape and gave a few interesting suggestions about the potential
proton transfer mechanism that from the neutral Asp leads to its zwitterionic form in
presence of water molecules. An analysis of the chains of waters bridging intramolec-
ular bonds also confirmed that a direct transfer from the carboxyl to the amino group
may be the most probable mechanism, even when conformational rearrangements of
the peptide are required.
The choice of force field was finally assessed by repeating the simulations with the
most commonly used parametrisations: although all of them were consistent in
identifying the low energy basins, the relative free energies proved to be strongly
dependent on this choice.
Due to their complexity and limited experimental information, to date it is still not
possible to achieve a complete computational description of the activation mecha-
nisms of pLGICs. However, the continuous improvement in power and efficiency of
computers and the development of smart techniques to overcome the limitations of
older, more commonly used methods, allow now to simulate and study what was
unreachable just a few years ago. In this project, we exploited the power of some
of these techniques, such as MD and metadynamics, to improve our knowledge of
the activation mechanism of pLGICs, focusing on some of its crucial steps, i.e. the
binding of the ligand and the conformational rearrangements of the gating stage. A
lot of work, however, still needs to be done to fill the gaps.
The work on the RDL receptor demonstrated the capabilities of MD and funnel-
metadynamics to characterise the ligand binding and may easily be adapted to similar
systems, such as the serotonin bound 5-HT3 receptor for which an X-ray structure is
now available. This new procedure would allow to map the free energy landscape,
evaluate binding affinities and identify potential binding paths with more accuracy
and efficiency.
The binding path of GABA to the RDL receptor proposed in this thesis is based
on a number of binding and unbinding events observed during the metadynamics
simulations, and experimental information could be extremely helpful in assessing its
validity. For example, the influence of the positively charged Arg218 on the binding
may be tested by mutating it with a non-polar or negative residues. Similarly, experi-
menting on the loop C, by tuning its flexibility and its propensity to form a β-hairpin
structure could decrease or increase the binding affinity and affect the activity of the
channel. Furthermore, a thorough study of the interface between the ECD and the
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TMD of the 5-HT3 would help in understanding how the activation signal travels from
the binding site to the M2 helices; while extending the statistics on the simulations
here provided would be beneficial, it would be also important to add further systems
for comparison, for example working with a serotonin bound receptor, to observe
how the presence of the ligand affects Pro281 and other residues of the interface.
Mutagenesis simulations and experiments could also be designed to confirm the roles
of such amino acids in the gating: besides testing residues that could increase and
decrease the interaction network between ECD and TMD loops, substituting the
side chain of Tyr140 in the Cys-loop with shorter compounds could help remove its
steric occlusion to the clockwise isomerisation of Pro281, while mutations on Thr276
may be able to confirm its role in transmitting the conformational change from the
isomerising proline to the M2 helix.
These studies are particularly timely, since an increasing number of pLGICs struc-
tures has been recently resolved. Computational techniques beyond conventional
MD could thus exploit this new wealth of information, interpreting and guiding the
experiments.
Finally, the protocol here defined for a thorough exploration of the conformational
free energy landscape of small molecules with metadynamics and sketch-map could be
easily applied to other amino acids or peptides chains. If properly used in conjunction
with experiments, it could prove useful in shedding light on the behaviour of more
complex biological structures starting from their basic building blocks.
Appendix A
Notes on the funnel restraining
potential
In the following, the procedure to obtain the binding free energy of a system in
presence of a funnel restraining potential such as that described in Sec. 2.2.3 and
applied in Sec. 3.2 is here briefly outlined. It is mostly based on the works of Ref.
[160, 228]
Given a system, composed by a ligand with coordinates r, and a protein with which
it may interact, the potential of mean force (PMF) W of the ligand only can be
made independent on the coordinates of any other body in the system (e.g. substrate




where U(r,X) is the potential of the entire system, β = 1/kbT with kb the
Boltzmann constant and T the temperature. Here, all the degrees of freedom that do
not pertain the ligand are simply integrated out. Consequently, the probability of the
ligand to be found in a certain area is equal, according to Boltzmann probability, to
the integral of these exponential weights over the area itself, divided by the integral



















) between a ligand L and a substrate S is defined from the
bound and unbound concentrations [LS] and [L], [S] of the ligand and the substrate
respectively as:
Kb = [LS]/[L][S] (A.3)
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This can be rewritten in terms of probabilities, being pbound the probability to
find a protein with the ligand bound and punbound the probability to find the protein
with the ligand unbound:









Where the diluted limit [L]→ 1 was applied. At this point, it is assumed that
the PMF in bulk is constant (and usually set equal to zero). A reference point in
the bulk rref can then be taken, such that W (rref ) = Wref is the reference value of
the PMF in the unbound state. Integrating the denominator in Eq. A.4, one gets
V , the volume accessible to the ligand in bulk, which can be taken as the inverse
of the standard concentration C0 = 1/V = 1/1660 A˚−3. This maintains Kb as the




















The Gibbs free energy of a state A is defined from its Boltzmann probability as:
GA = − 1
β









where here we use Z, the partition function to indicate the integral over all
possible states. This is of limited use as the the absolute value of G is arbitrary.
More significant is instead the difference in Gibbs free energy between states:





















To calculate the binding free energy, the difference in free energy between the
bound and the unbound state, one gets









The presence of a restraining potential, however, must be taken into account when
passing from a 3D to a more simple 1D PMF. The degrees of freedom of the ligand r
can be explicitly rewritten as a function of the Cartesian coordinates (x, y, z), and
assuming as an example that the major axis of the restraining potential is aligned
with the z axis, one can obtain the 1D PMF integrating the other remaining degrees
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of freedom (x, y). The introduction of this restriction, the potential u(x, y), also
helps keeping the integrals well behaved and converging. We get that
C
∫
dz e−βW (z) =
∫
dxdydz e−β(W (x,y,z)+u(x,y)) (A.9)
Where C is a constant, result of the integration along (x, y). The restraining
potential may then assume any shape, but the procedure doesn’t change. It is
possible to take into account its effect rewriting Kb in the following way: first we
















where rref = (x
′, y′, z′) is the reference position in the unbound state in that
















Now, the first term is simply the Boltzmann weight of the difference ∆Gsite in
free energy induced by the restraining potential when the ligand is in the binding
site. At the same time, being eWref a constant, it can be taken out from the third













The middle term is simply the integral over the difference in the PMF w between
bound and unbound states measured from the biased trajectory, that can be integrated
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to the monodimensional w(z). The last term instead is just an integral in (x, y) over
the potential shape in the unbound region. The result is the cross section of the





dz e−β(w(z)−wref )Sunbound (A.13)
∆Gsite goes to zero if the potential is large enough in the region of the site
not to influence the binding, as it is in the case of the funnel potential. Similarly,
Sunbound = piR
2
cyl, where Rcyl is the radius of the cylindrical restraining potential
acting on the solvated states. This gives the unbiased estimator of the binding rate







dz e−β(w(z)−wref ) (A.14)
Finally, substituting this result in the Gibbs free energy of Eq. A.8 and splitting the
logarithm, we get
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